The ability of a deceiver to track a victims ongoing judgments about the truthfulness of the deceit can be critical for successful deception. However, no study has yet investigated the neural circuits underlying receiving a judgment about ones lie. To explore this issue, we used a modified Guilty Knowledge Test in a mock murder situation to simultaneously record the neural responses involved in producing deception and later when judgments of that deception were made. Producing deception recruited the bilateral inferior parietal lobules (IPLs), right ventral lateral prefrontal (VLPF) areas and right striatum, among which the activation of the right VLPF contributed mostly to diagnosing the identities of the participants, correctly diagnosing 81.25% of murderers and 81.25% of innocents. Moreover, the participants response when their deception was successful uniquely recruited the right middle frontal gyrus, bilateral IPLs, bilateral orbitofrontal cortices, bilateral middle temporal gyrus and left cerebellum, among which the right IPL contributed mostly to diagnosing participants identities, correctly diagnosing 93.75% of murderers and 87.5% of innocents. This study shows that neural activity associated with being a successful liar (or not) is a feasible indicator for detecting lies and may be more valid than neural activity associated with producing deception.
INTRODUCTION
In real life, deception is a highly complex social and cognitive process that involves decision making, risk taking, cognitive control, mentalizing and reward processing (Sip et al., 2008) . However, prior experimental researches have focused only on the cognitive control involved in the production of a deceptive response (Langleben et al., 2002 Kozel et al., 2004a Kozel et al., ,b, 2005 Kozel et al., , 2009a Davatzikos et al., 2005; Ganis et al., 2011) . Less attention has been given to the consequences of the deceptionthat is, when the interlocutor judges whether the deceptive behavior was truthful or deceptive, which is typically the deceiver's primary concern. Sip et al. (2012) have recently reported that whether the deceiver would be confronted about his responses by the interlocutor affects the neural circuits underlying deception production, thus highlighting the importance of the interlocutor's judgment in deception. No study, however, has directly investigated the neural circuits that underlie that judgment processing during the deception.
Rather than the cognitive and neural mechanisms underlying deception, researchers have focused on the more interesting and attractive issue of pursuing markers of deception and obtaining accurate determinations of veracity. Recent studies have used functional magnetic resonance imaging (fMRI) technology to identify the neural signals associated with deception, which have been subsequently used as markers to detect lies. Most of these studies have focused on the neural signals involved in deceptive responses, which primarily involve the activation of the executive system, including the frontal-parietal and anterior cingulate cortices, to infer deception (for reviews, see Wolpe et al., 2005; Langleben, 2008; Sip et al., 2008; Abe, 2011) . This method has been criticized on the basis that drawing inferences about deception from the activation of the executive system is fraught with error because the executive system is merely involved in deception but not unique to it (Poldrack, 2006; Sip et al., 2008; Abe, 2011) . Given that deception is too complex to be measured by any single biological response, we may have more success if we use other indirect markers of deception instead of trying to detect it directly (Sip et al., 2008) . With this consideration, we investigated whether neural signals in response to the interlocutor's judgment in the deception context could be used as a reliable marker for inferring deceptiona question that has not yet been investigated.
To answer this question, we designed a modified Guilty Knowledge Test (GKT) to record the brain activation patterns that are related to producing deceptive responses and processing judgments given by an interlocutor after a 'mock murder' situation. This modified GKT uses a standard three-kinds-of-stimulus design, which comprises probes, targets and irrelevants; however, the difference from the standard GKT is that after the participants respond to each item, the computer gives a judgment indicating whether the previous response was truthful or deceptive, allowing one to record the brain activation of the deceivers as they see how successful (or not) they were. We hypothesized that if the participants were (mock) murderers who responded deceptively to the probes, then the judgment following their deceptive response would result in greater brain activation because they cared so much about the outcome. That is, their brain activation patterns would be different from those participants who were innocent and responded truthfully to the probes, especially when the judgment indicated that the deceiver was wrongly judged to be truthful, which would evoke complex emotional and cognitive processes, such as secret delight, conflict recognition and error processing. Furthermore, for each of these two stages of deception (i.e. producing deception and receiving the judgment of the interlocutor), we separately conducted discriminant analyses to examine the brain regions that contribute to diagnosing whether the participants were guilty or innocent; we computed their rates of accurate diagnosis using a cross-validation method similar to that used by Nose et al. (2009) .
METHODS

Participants
A total of 32 undergraduates from a university in southwestern China participated in this study and were monetarily compensated after the experiment. Of 32 participants, 16 [n ¼ 8 males, 8 females; mean age 20.94 (s.d. 1.24) years] were recruited at first to be 'murderers' (MUD group); the exact results about judgment processing will be reported in another paper in which we use a different analytical approach from that used in this study. One year later, the other 16 participants [n ¼ 9 males, 7 females; mean age, 21.38 (s.d. 1.63) years] were recruited to be 'innocents' (INC group) and underwent the same paradigm as that of the 'murderers' 1 year before. This study used the data of all 32 participants. Every participant was right-handed and free from any physiological or psychological disease. After the procedures were fully explained, all of the participants signed an informed written consent according to the Declaration of Helsinki (Lynoe et al., 1991) . This study was approved by the local Ethics Committee.
Materials and procedure
The materials and procedures for the two groups were the same, including three phases: mock murder, lie detection and post-scan briefing report.
Mock murder
At first, each participant was instructed about the rules of a 'mock murder game' by the investigator (Z.Y.S.) and was introduced to three co-players, against whom they would play later and who were actually confederates. Subsequently, four players were asked to draw a card labeled either 'Murderer' or 'Innocent', which represented their identities during the game. Afterward, they were brought to four separate rooms. Actually, all of the participants in the MUD group were predetermined to be 'murderers', whereas all of the participants in the INC group were predetermined to be 'innocents'. All participants believed that one murderer existed among the four players and that the remaining three players were innocents. Furthermore, they believed that the identity of each player was known only by Z.Y.S. and that the player's identity was anonymous to any other person, including the three other co-players.
To 'commit a murder', each participant of the MUD group was required to complete a 'mock murder questionnaire' (Supplementary material A), including seven items that asked the murderer to (i) write down two names of his or her friends and choose one of the two friends to kill; and (ii) determine the time of the crime, (iii) the weapon, (iv) the part of body to attack, (v) the color of the sack in which to place the corpse and (vi) the place to conceal the corpse. The six selected crime details were later used as probes in the GKT. After completing the questionnaire, the murderer was asked to create a story as impressively as possible regarding the murder with these crime details and to imagine that he or she was actually committing such a murder. They were instructed to repeat the story sufficiently until Z.Y.S. was assured that the participants could remember all six crime details and that the story had become adequately concrete. Meanwhile, the participants of the INC group were asked only to complete a questionnaire regarding their demographic information. Subsequently, the participants were given instructions according to their identities (Supplementary material B) by Z.Y.S. and they were taken to the scanning room to take a lie detector test, which was conducted by another investigator (Q.C.).
Lie detection
Three types of words (Supplementary material C) were visually displayed in the lie detection phase: probes (P), the crime details determined by the murderer in the mock murder phase; targets (T), words that were irrelevant to the murder but were memorized by all of the participants before scanning and later required a unique response during scanning (we used randomly appearing targets to force participants to pay attention to the screen); and irrelevants (I), new words that had nothing to do with the murder. The probes, targets and irrelevants used for the murderers were the same as those used for the innocents. However, considering that the innocents could not distinguish probes from irrelevants, probes were equivalent to irrelevants for them. As one word was displayed on the screen, the participants indicated whether they had seen that word before. Afterward, the computer would pronounce a judgment. The participants were informed that, for the target, judgment would be decided according to whether they responded correctly. Specifically, if they responded correctly (yes) to targets, the judgment would be 'þ2' (TP, positive judgment following target) because they successfully recognized targets that they had memorized before scanning. In contrast, if they responded incorrectly (no) to targets, then the judgment would be 'À2' (TN, negative judgment following target) because they could not recognize the memorized items or they did not concentrate on the experiment. For each of the other words, the computer would judge whether they told the truth or a lie based on their brain activities recorded by fMRI as they responded to each word and would subsequently give a judgment of 'þ2' or 'À2,' respectively. Unknown to the participants, the judgments regarding the probes and irrelevants were experimentally predetermined by the experimenter; therefore, the judgments could equally be likely to be positive (þ2) or negative (À2) to generate four types of judgments: when the participant responded deceptively to the probe and was wrongly judged to be truthful (positive judgment following probe, PP) or rightly judged to be deceptive (negative judgment following probe, PN) and when the participant responded truthfully to the irrelevant and then was rightly judged to be truthful (positive judgment following irrelevant, IP) or wrongly judged to be deceptive (negative judgment following irrelevant, IN). The judgment design for each type of stimulus is shown in Figure 1A .
Stimulus presentation and behavioral data acquisition were programmed using E-prime 2.0 (Psychology Software Tools, Pittsburgh, PA, USA). The presentations of the stimuli of one trial are illustrated in Figure 1B . At the beginning of each trial, a word was presented on the screen and lasted for 1 s, which was followed by a visual prompt 'I' that lasted for 0.5 s. For each word, the participants were asked to indicate whether they had seen it before by pressing the '1' key using the right thumb to respond 'yes' and '3' using the left thumb to respond 'no'. The assignment of the key to press was counterbalanced among the participants. As instructed by Z.Y.S., the murderers were told to conceal their identities, pretending to know nothing about the crime details, and thus were to deceptively respond 'no' to probes and to truthfully answer 'yes' and 'no', respectively, to targets and irrelevants. However, for innocents, given that they did not commit any crime, they were instructed to simply respond truthfully to all of the stimuli. To reduce the differences in response timing that resulted from the different reading speeds across participants, the participants were asked not to respond until the prompt 'I' appeared (Kozel et al., 2009a) . After a varied interval of 0.5/2.5/4.5 s (manipulated as the judging stage), a judgment ('þ2'/'À2') appeared for 1.5 s, indicating whether the previous response was judged to be truthful or deceptive, and thus two scores were rewarded or punished, followed by a varied inter-trial interval of 0.5/2.5/4.5 s. If the participants pressed an incorrect key, a judgment of 'À2' would appear and a warning of 'no response' would be given, which lasted 1.5 s if the participants could not respond within the duration of the prompt 'I' presentation. The participants had sufficient practice with the 'time of the crime' as the stimulus until they achieved 90% accuracy before scanning.
The formal experiment had five sessions, each of which was manipulated to test one type of crime detail (excluding crime time, which had been used in the practice); the order of the sessions was randomized across the participants. Each session included six words: one probe, one target and four irrelevants, with repeated times of 14, 14 and 10, respectively, generating 70 trials in total, which were randomly interspersed. For example, in the session about the weapon, 'dagger' or 'axe' was selected by the murderer in the mock murder phase and was used as the probe, appearing repeatedly 14 times; the target was scissors, repeated 14 times; and the irrelevants included 'hammer', 'kitchen knife', 'gun' and 'iron rod', of which the former two reappeared 10 times and the latter two 11 times.
Post-scan briefing report After scanning, the participants completed a debriefing report regarding the lie detection process (Supplementary material D) .
fMRI data acquisition Images were acquired using a 3 T Siemens Magnetom Trio Tim B17 MRI scanner equipped with a standard polarized head coil (Siemens Medical Systems, Erlangen, Germany). The T2*-weighted gradient echo planar imaging (EPI) sequences, which were sensitive to the blood oxygenation level-dependent contrast, were used to obtain the functional images of 1360 volumes. Each volume included 32 axial and interleaved acquired slices with 3 mm thickness and 1 mm gap oriented parallel to the AC-PC plane (repetition time ¼ 2000 ms; echo time ¼ 30 ms; field of view ¼ 220 Â 220; matrix of 64 Â 64; and flip angle ¼ 908). High-resolution T1-weighted images, which were composed of 176 volumes, were acquired for each participant to be the anatomical reference (repetition time ¼ 1900 ms; echo time ¼ 2.52 ms; slice thickness ¼ 1 mm; field of view ¼ 256 Â 256; and voxel size ¼ 1 Â 1 Â 1 mm).
fMRI data analysis Data processing and analysis were performed using Statistical Parametric Mapping software (SPM8; Wellcome Department of Cognitive Neurology, London, UK) running with Matlab (Math works, Natick, MA). In the processing stage, slice timing was first conducted to correct the differences in image acquisition time between slices (Ashburner et al., 2011) and realigned to correct for head motion. After being spatially normalized based on the functional EPI template provided by SPM8 and simultaneously resampled to 3 Â 3 Â 3 mm 3 resolution, the images were finally smoothed using a Gaussian kernel with a full width at half maximum of 8 mm.
In the first-level analysis, for each participant and session, 11 regressors were modeled using the general linear model in an event-related manner, including three types of stimulus (P, T and I), with onsets corresponding to the stimulus onset for which the correct responses were given by the participants; six types of judgment (PP, PN, TP, TN, IP and IN) following the participants' correct responses, with the onset corresponding to judgment onset; and two special regressors comprising incorrect responses to stimuli (INR) and judgments following these incorrect responses (INJ). To correct for movement-related artifacts, six head-motion parameters from subject-specific realignment were also included in the model. All of the regressors were convolved using the hemodynamic response function, and a high-pass filter set at 128 s was applied to eliminate low-frequency noise. Contrast coefficients were calculated at the first level using T-tests, generating statistical parametric maps for each contrast, which were subsequently submitted to group-level random-effect analysis to estimate error variance across individuals.
For the deceptive response stage, we used the contrast of 'P > I' for each participant and also directly compared the brain activations induced by the P condition between the MUD and INC groups to test the brain activity recruited by the deceptive response. For the judgment stage, we used the contrasts of 'PP > IP', 'PN > IN' and their converse contrasts for each participant to test the effect of the deceptive response on brain activity in response to judgment processing. The contrasts of 'PP > PN', 'IP > IN' and their converse contrasts for each participant were calculated to test the valence effect of the judgment. Furthermore, the direct comparisons of the brain activations induced by the PP and PN conditions between the MUD and INC groups were also analyzed. For all of the analyses, the group results were assessed at a threshold of false discovery rate (FDR) < 0.005 and activations involving a contiguous cluster of at least 50 voxels (K > 50). For exploratory purposes, we used a more lenient threshold of FDR < 0.05, K > 50 to investigate the result of the between-group comparison of the brain activations in response to probes, which showed no significant activations under the threshold of FDR < 0.005, K > 50.
To test the accuracy rates of diagnosing whether the participant was truthful or deceptive using the neural signals underlying the deceptive Fig. 1 (A) The design of the stimulus presentation and the corresponding judgment given by the computer were equal for both groups. There were three types of stimulus; the judgments for probes and irrelevants were predetermined to be equally likely positive or negative, whereas the judgments to the targets were dependent upon whether the participants responded correctly. (B) The presentations of the stimuli of one trial, taking a probe followed by a positive judgment as an example.
Detecting lies based on neural response to the consequence of deception SCAN (2013) 3 of 9 response and those underlying judgment processing, we conducted region of interest (ROI) analyses using MarsBar (http://marsbar.sour ceforge.net/). For the deceptive response stage, four ROIs were functionally defined based on activated regions in the contrast of 'P > I' for the MUD group, including all voxels exceeding the threshold at FDR < 0.005, with no extent threshold (Nose et al., 2009 ). Subsequently, we conducted discriminant analyses on the bases of the activations of these ROIs in each participant. The independent variable was set to be the parameter estimates for the P condition, and the dependent variable was set to be the groups. We used the stepwise method to select ROIs that contributed to the individual diagnosis with a significant level of enter ¼ 0.05 and stay ¼ 0.10. Finally, to validate the percentage of correct diagnoses, we used the cross-validation method, which leaves one participant who is being diagnosed out of the group analyses for testing. Similarly, for the judgment stage, eight ROIs were functionally defined based on activated regions in the contrast of 'PP > IP' for the MUD group (we considered IP to be the baseline condition of the judgment stage not only because it was the judgment for irrelevant but also because it coincided with the truth; thus, it would not evoke much high or special brain activation), including all voxels exceeding the threshold at FDR < 0.005, with no extent threshold. The same discriminant analysis was conducted, with the expectation that the independent variable was changed to be the parameter estimates of eight ROIs for the PP condition. Using this analysis, ROIs that contributed to the diagnosis were identified, based on which the rates of accurate diagnosis were computed using the cross-validation method. In these analyses, when a participant of the MUD group was diagnosed, the ROIs were redefined based on the data of the participants excluding that one ('leave-one-out' method) (Nose et al., 2009) .
RESULTS
Behavioral results
The mean reaction times (RTs) and mean accuracy rates of behavioral response are shown in 
fMRI results
The regions activated during deceptive response and judgment processing are summarized in Tables 2 and 3 . First, we report the results of the deceptive response stage. In the MUD group, the contrast of 'P > I' activated the bilateral IPLs (BA40), the right VLPF (BA13/45/47) and the right striatum (STR) (Figure 2A ). Neither the contrast of 'P > I' for the INC group nor the contrast of 'I > P' for both groups showed significantly activated brain regions. Under a more lenient threshold, we observed that the direct comparison of the brain activation induced by the probes (P) between the MUD and INC groups yielded brain activation patterns that were similar to those induced by the contrast of 'P > I' in the MUD group, which showed stronger activities in the MUD group than in the INC group (Figure 2B) , including for the right VLPF extending into the right STR and the right IPL. However, no brain regions showed stronger activity in the INC group than in the MUD group.
Second, we report the results of the judgment stage. In the MUD group, the contrast of 'PP > IP' activated a broad brain region ( Figure 2C ), including the right middle frontal gyrus (MFG), the bilateral IPLs (BA40), the left cerebellum (CER), the bilateral orbitofrontal cortices (OFC) and the bilateral middle temporal gyri (MTG). However, the contrast of 'PP > IP' for the INC group showed no significantly activated brain region. Furthermore, the contrasts of 'PN > IN', 'PP > PN', 'IP > IN' and their converse contrasts for both groups showed no suprathreshold brain activations.
A direct comparison of the brain activation induced by PP between the two groups revealed similar brain activation patterns to those induced by the contrast of 'PP > IP' in the MUD group, which showed stronger activities in the MUD group than in the INC group ( Figure 2D ), including the bilateral medial superior frontal gyri (mSFG), connected with the left superior frontal gyrus (SFG), the bilateral IPLs (BA40), the bilateral MTG, the bilateral MFGs, the bilateral OFC and the right inferior temporal gyrus (ITG). However, no brain region showed stronger activity in the INC group than in the MUD group for the PP condition. Furthermore, for brain activation induced by PN, neither the contrast of 'MUD > INC' nor the contrast of 'INC > MUD' showed significantly activated regions.
Finally, we reported the results of discriminant analyses, examining which brain regions associated with deceptive response and that associated with judgment processing contributed to diagnosing whether the participant was the murderer or the innocent. In the deceptive response stage, activation in the right VLPF contributed to the individual diagnosis (canonical coefficient ¼ 0.756, eigenvalue ¼ 1.331, Wilks' Lambda ¼ 0.429, P < 0.001). Based on the activation in this area for probes (P), we used the cross-validation method to classify each participant into each of the two groups, determining that the accuracy rates of diagnosis were 81.25% for the MUD group and 81.25% for the INC group (total rate, 81.25%). Conversely, in the judgment stage, activation in the right IPL contributed to the individual diagnosis (canonical coefficient ¼ 0.769, eigenvalue ¼ 1.450, Wilks' Lambda ¼ 0.408, P < 0.001). Based on the activation in this area for PP, we used cross-validation analyses to classify each participant into each of the two groups, determining that the accuracy rates of diagnosis were 93.75% for the MUD group and 87.50% for the INC group (total accuracy rate, 90.63%). The results of the discriminant analyses are shown in Figure 3 and summarized in Table 4 .
DISCUSSION
In this study, after a 'mock murder' situation, we simultaneously examined the brain activation patterns involved in both making a deceptive response and receiving feedback about the effectiveness of the deception using a modified GKT paradigm, in which a judgment Detecting lies based on neural response to the consequence of deception SCAN (2013) 5 of 9 indicating whether the participant was judged to be truthful or deceptive was given by the lie detector after receiving the participant's response to each item. The bilateral IPLs (BA40), the right VLPF (BA13/ 45/47) and the right STR were more active for deceptive responses than for truthful responses. Conversely, for the judgment stage, the right MFG, the bilateral IPLs (BA40), the left CER, the bilateral OFC (BA47) and the bilateral MTG (BA21) were more active for positive judgments following deceptive responses (PP) than for positive judgments following truthful responses (IP), which is considered to be the baseline condition in the judgment stage. Furthermore, we conducted discriminant analyses to examine whether the activation patterns associated with the two processes reliably diagnosed whether the participant was a murderer (deceptive) or an innocent (truthful). We found that for the deceptive response stage, the right VLPF contributed the most to diagnosing the participants' real identities. Based on the activity of this area, 81.25% of the 'murderers' and 81.25% of the 'innocents' were correctly diagnosed (total accuracy rates, 81.25%). For the judgment stage, the right IPL (BA40) contributed the most to the individual diagnosis. Based on the activity of this area, we correctly diagnosed 93.75% of the 'murderers' and 87.5% of the 'innocents' (total accuracy rates, 90.6%). Therefore, the right VLPF may be critical in producing deceptive response, whereas the right IPL may be critical in processing feedback about the effectiveness of the deception.
Neural response to deceptive response
Consistent with previous studies, we found that deceptive responses recruited a set of brain regions that include the bilateral IPLs, the right VLPF and the right STR, which had been previously reported to be involved in deception (Spence et al., 2004; Kozel et al., 2005; Langleben et al., 2005; Fullam et al., 2009; Ganis et al., 2011) . As many of these brain regions are involved in much of the executive function paradigm (Spence et al., 2004; Abe, 2011) , our findings support the notion that deception demands additional cognitive control processes to suppress a pre-potent truthful response and to produce a deceptive response; thus, deception engages the executive system to a larger extent than does telling the truth, which merely comprises a response in the form of a baseline (Spence et al., 2001 (Spence et al., , 2004 . Among these regions, the right VLPF was the most critical area for distinguishing deception from the truth. Consistently, the VLPF has been repeatedly reported to be activated during deception (Spence et al., 2001 (Spence et al., , 2004 Lee et al., 2002; Kozel et al., 2004a Kozel et al., ,b, 2005 Davatzikos et al., 2005; Luan Phan et al., 2005; Nunez et al., 2005; Gamer et al., 2007; Ganis et al., 2011) and to be the most marked among deception-related brain activation pattern areas (Spence et al., 2001 (Spence et al., , 2004 Spence and Kaylor-Hughes, 2008; Ganis et al., 2011; Kaylor-Hughes et al., 2011) . Considering that the VLPF is characteristically implicated in cognitive control (Ridderinkhof et al., 2004; Blasi et al., 2006; Lie et al., 2006; Dove et al., 2008) , the activity in this area observed in this study may support the notion that cognitive control plays a critical role in producing deception and further demonstrates that this control process may be, for the most part, conducted by the right VLPF. Detecting lies based on neural response to the consequence of deception SCAN (2013) 7 of 9
Neural response to judgment processing The positive judgments following deceptive responses showed obviously stronger activity in a set of brain regions, including the right MFG, the bilateral IPLs, the left CER, the bilateral OFC and the bilateral MTG, compared with the positive judgments following truthful responses. This result is interesting because the two types of positive judgments were the same in their forms (þ2), and, more importantly, they would result in a similar consequence (i.e. obtaining two scores). Therefore, it is conceivable that the difference in brain activation between the two types of judgments is attributed to their different subjective levels of significance. Specifically, the positive judgment following deception may be attached to a particularly important implication by the deceiver because it indicated that a deceptive response was wrongly judged to be truthful and therefore comprised more complex information, such as error, conflict and secret joy, than did the positive judgment following truth, which was simply a matter of course. The exact cognitive functions performed by these regions in judgment processing will be investigated in another paper from our research group using a different analytical approach; in this study, however, we focused on the region that is critical for determining whether the participant was truthful or deceptive, and we found that the right IPL contributed the most to correct diagnoses. The IPL was the most reliable region recruited by deceptive response in the GKT paradigm (Spence, 2008) ; furthermore, its activation is reportedly one of the most informative neural signals for distinguishing deception from truth (Davatzikos et al., 2005; Langleben et al., 2005) . In this study, we demonstrated that this area also plays a critical role in processing judgments about deception. The IPL has been consistently activated in the oddball paradigm, i.e. detecting rare targets from a series of frequent nontargets (Mccarthy et al., 1997; Menon et al., 1997; Linden et al., 1999; Yoshiura et al., 1999; Stevens et al., 2000; Ardekani et al., 2002; Kiehl et al., 2003) , even when the participants simply observed infrequent changes in the stimulus without the need to make a response (Downar et al., 2000 (Downar et al., , 2002 . Those studies suggested that the IPL engages in detecting salient stimuli (Downar et al., 2001; Seghier, 2013) . In this regard, our findings might reflect that although positive judgments following probes were not infrequent in the entire design, as they had a 50% probability, they had special meaning for the deceivers, which indicated that they had successfully deceived the lie detector. Therefore, these judgments become subjectively salient and might automatically trigger the attentional processes of the deceivers (Cabeza et al., 2008; Petersen and Posner, 2012) .
Individual diagnosis based on two-stage brain activation patterns
In this study, we examined the accuracy of the neural signals underlying deceptive response and judgment processing in detecting lies. Among the brain regions associated with deceptive responses, the right VLPF was the area contributing most to individual diagnosis, with 81.25% sensitivity and 81.25% specificity (total accuracy rate, 81.25%). Compared with previous studies that performed individual diagnosis based on brain activation related to deceptive response (Davatzikos et al., 2005; Kozel et al., 2005 Kozel et al., , 2009a Langleben et al., 2005) , the accuracy rate observed in our study seemed to be approximately average. Conversely, among the brain regions associated with judgment processing, the right IPL contributed, for the most part, to individual diagnosis, with 93.75% sensitivity and 87.5% specificity (total accuracy rate, 90.6%). Compared to the accuracy rates obtained based on the neural signals associated with producing a deceptive response, the accuracy obtained based on the neural signals associated with processing the judgment of the interlocutor appeared to be higher. Therefore, our results suggested that the neural responses involved in processing the effectiveness of one's deception are not only a valid marker of deception but may be more accurate than relying on the neural activity that is associated with producing the deceptive response itself.
