Let L be a J-subspace lattice on a real or complex Banach space X with dim X > 2 and AlgL be the associated J-subspace lattice algebra. Let δ : AlgL → AlgL be an additive map. It is shown that, if δ is derivable at zero point, i.e., δ(AB) = δ(A)B + Aδ(B) whenever AB = 0, then δ(A) = τ (A) + λA, ∀A, where τ is an additive derivation and λ is a scalar; if δ is generalized derivable at zero point, i.e., δ(AB) = δ(A)B + Aδ(B) − Aδ(I )B whenever AB = 0, then δ is a generalized derivation. It is also shown that, if X is complex, then every linear map derivable at unit operator on AlgL is a derivation.
Introduction
Let A be an algebra with unit I and δ : A → A an additive (linear) map. We say that δ is a map derivable at zero point if δ(A)B + Aδ(B) = 0 for any A, B ∈ A with AB = 0; δ is a map It is obvious that the condition of maps derivable (generalized derivable) at some point is much weaker than the condition of being a derivation (generalized derivation). Recently, the problem that whether or not the properties of (generalized) derivable at zero point or at the unit point for linear maps will imply the maps are in fact (generalized) derivations attracted several authors' attention. Jing et al. in [2] showed that, for the case of nest algebras on Hilbert spaces, the set of linear maps derivable at zero point with δ(I ) = 0 coincides with the set of inner derivations. In [11] Zhu and Xiong proved that every strongly operator topology continuous linear map derivable at the unit point I between nest algebras on complex separable Hilbert spaces is an inner derivation. As to the maps generalized derivable at zero point, Zhu and Xiong in [12] showed that every norm continuous linear map generalized derivable at zero point between finite nest algebras on Hilbert spaces is a generalized inner derivation (i.e., has the form A → T A + AS). In [13] , Zhu and Xiong proved that every norm continuous linear map δ generalized derivable at zero point on finite CSL algebra on a complex separable Hilbert space is a generalized derivation (i.e.
δ(AB) = δ(A)B + Aδ(B) − Aδ(I )B for all A, B).
For other results, see [14] .
The class of JSL algebras is another important kind of lattice algebras, it is interesting to ask the question whether or not the linear maps (generalized) derivable at zero point (or at unit point) between JSL algebras are (generalized) derivations. The main purpose of the present paper is to answer this question in a more general frame of JSL algebras on Banach spaces. In fact, more can be obtained. Let AlgL be a JSL algebra on a Banach space X. By a different approach from those in above mentioned references, we show that every additive map derivable at zero point on AlgL is a special generalized derivation and every additive map generalized derivable at zero point on AlgL is a generalized derivation; when X is complex, we also show that every linear map derivable at unit operator on AlgL is a derivation.
Let X be a Banach space over the real or complex field F. A family L of subspaces of X is a subspace lattice of X which contains {0} and X, and is closed under the operations closed linear span ∨ and intersection ∧ in the sense that ∨ γ ∈ L γ ∈ L and ∧ γ ∈ L γ ∈ L for every family {L γ : γ ∈ } of elements in L. For a subspace lattice L of X, the associated subspace lattice algebra AlgL is the set of operators on X leaving every subspace in L invariant. Given a subspace lattice L of X, put
Call L a J-subspace lattice (simply, JSL) on X if it satisfies the following conditions:
If L is a JSL, the associated subspace lattice algebra AlgL is called J-subspace lattice algebra, that is, JSL algebra. It should be mentioned that both atomic Boolean subspace lattices and pentagon subspace lattices are members of the class of J-subspace lattices [6] . K ∈ J(L)}, respectively. F(L) stands for the algebra of all finite rank operators in AlgL. For x ∈ X and f ∈ X * , x ⊗ f stands for the operator on X with rank not greater than one defined by (x ⊗ f )y = f (y)x. Some times we use x, f to present the value f (x) of f at x. This paper is organized as follows: In Section 2, we discuss the additive maps that derivable or generalized derivable at zero point. Let L be a J-subspace lattice on X with dim X > 2. We show that, if δ : AlgL → AlgL is an additive map derivable at zero point, then there exists an additive derivation τ on AlgL and a scalar λ such that δ(A) = τ (A) + λA for all A ∈ AlgL (Theorem 2.1); particularly, δ is a derivation if δ(I ) = 0. We also show that, if δ : AlgL → AlgL is an additive map generalized derivable at zero point, then δ is a generalized derivation (Theorem 2.2). In Section 3, we consider the question of characterizing linear maps which are derivable at unit operator on AlgL. We show that, if L is a J-subspace lattice on a complex Banach space X and if δ : AlgL → AlgL is a linear map derivable at unit operator, then δ is in fact a derivation (Theorem 3.1). Note that, in our results, no continuity condition is assumed. Also note that, by [10] , derivations on JSL algebras are not necessarily inner.
We close this section by summarizing some lemmas on J-subspace lattices (algebras), which will be used to prove our main results. Lemma 1.1 [8] . Let L be a J-subspace lattice on a Banach space X. Then x ⊗ f ∈ AlgL if and only if there exists a subspace K ∈ J(L) such that x ∈ K and f ∈ K ⊥ − . Lemma 1.2 [6] . Let L be a J-subspace lattice on a Banach space X. The following statements hold true:
Lemma 1.3 [4] . Let L be a J-subspace lattice on a Banach space X and A ∈ AlgL.
(i) If RA = 0 holds for any rank one operator R ∈ AlgL, then A = 0; (ii) If AR = 0 holds for any rank one operator R ∈ AlgL, then A = 0.
The following lemma seems new, which is also useful to our purpose.
Lemma 1.4. Every rank one operator
, then P 1 , P 2 ∈ AlgL are idempotents, and x ⊗ f = P 2 − P 1 . The proof is completed. Lemma 1.5 [9] . Let L be a J-subspace lattice on a Banach space X. Suppose that A is an operator of rank n in F(L). Then A can be written as a sum of n rank one operators in AlgL.
We refer readers [1, 3, [5] [6] [7] to more properties of JSL algebras.
Additive maps derivable at zero point on JSL algebras
In this section, we consider the additive maps derivable at zero point and additive maps generalized derivable at zero point on AlgL.
Our first result states that every additive map on a JSL algebra derivable at zero point is a special generalized derivation. Furthermore, the set of additive maps δ derivable at zero point on JSL algebras with δ(I ) = 0 coincides with the set of additive derivations. Proof. We prove the theorem by checking several claims.
Claim 1. δ(I ) = λI, λ ∈ F.
For any idempotent P ∈ AlgL, it is obvious that P (I − P ) = (I − P )P = 0. Since δ is a map derivable at zero point on AlgL, we have
is dense in X, we get δ(I ) = λI for some λ ∈ F. Claim 2. For any A ∈ AlgL and any idempotent P ∈ AlgL, we have δ(AP ) = δ(A)P + Aδ(P ) − λAP .
Since AP (I − P ) = A(I − P )P = 0, we obtain that
Comparing the above two equations, we get
Claim 3.
There exists an additive map h :
− λαP hold for every scalar α ∈ F and every idempotent P ∈ AlgL.
Since αP (I − P ) = (I − P )αP = 0, we have
That is,
Comparing Eq. (2.1) with (2.2), we get
Similarly, by P α(I − P ) = α(I − P )P = 0, one can get
and 
Claim 4.
For any rank one operator x ⊗ f ∈ AlgL, we have
By Lemma 1.1, for rank one operator x ⊗ f ∈ AlgL, there exists some K ∈ J(L) such that x ∈ K and f ∈ K ⊥ − . We distinguish two cases to prove the claim.
. Then P 1 , P 2 ∈ AlgL are idempotents and x ⊗ f = P 2 − P 1 . By Claim 3 and the additivity of δ, the claim holds true.
with dim L 2. Thus we can take x 1 ∈ L and f ∈ L ⊥ − such that x 1 , f = 0. By Case 1, for every α, β ∈ F, we have
On the other hand,
Now by Claim 3, we have
So the claim holds true. Since every finite rank operator in AlgL is a sum of finite many rank one operators in AlgL, by Claim 4, it is obvious that
holds for all finite rank operator F ∈ AlgL.
We prove the claim by distinguishing three cases.
Comparing the above two equations, we see that the claim holds true. Case 2. x, f = 0. Taking y ∈ K such that y, f = 1. Thus y ⊗ f and (x + y) ⊗ f ∈ AlgL are both idempotents. By Case 1, we have
Let T = (I − P )A(I − P ). It is clear that T (βP ) = 0. So δ(T )(βP ) + T δ(βP ) = βδ(T )P + βT δ(P ) = 0. (2.7)
Note that A − T is a finite rank operator. By Eqs. (2.6) and (2.7), Claim 2 and Case 1 of Claim 5, we have Let A, B ∈ AlgL be arbitrary. Take any K ∈ J(L). Then for any x ∈ K and f ∈ K ⊥ − , by Claim 5, we have
= δ(β(A − T ))P + β(A − T )δ(P ) − λβ(A − T )P = h(β)(A − T )P + βδ(A − T )P − λβ(A − T )P + β(A − T )δ(P ) − λβ(A − T )P = h(β)AP + βδ(A)P + βAδ(P ) − 2λβAP −(h(β)T P + βδ(T )P + βT δ(P )) − 2λβT P = δ(A)x ⊗ f + A(h(β)P + βδ(P )) − 2λβAP − (βδ(T )P + βT δ(P ))
Hence 
Proof. Define ϕ(T ) = δ(T ) − δ(I )
T for any T ∈ AlgL. It is easy to check that ϕ is an additive map derivable at zero point and ϕ(I ) = 0. By Theorem 2.1, ϕ is a derivation. Thus
δ(ST ) = ϕ(ST ) + δ(I )ST = ϕ(S)T + Sϕ(T ) + δ(I )ST = (δ(S) − δ(I )S)T + S(δ(T ) − δ(I )T ) + δ(I )ST = δ(S)T + Sδ(T ) − Sδ(I )T .
Hence δ is an additive generalized derivation.
Linear maps derivable at unit operator on JSL algebras
In this section, we turn to give a confirmative answer to the question whether the linear maps derivable at unit operator I are derivations. The following is our main result. We first prove a lemma. (1) for every idempotent operator P ∈ AlgL, we have δ(P ) = δ(P )P + P δ(P ); (2) for every operator N ∈ AlgL with N 2 = 0, we have δ(N)N + N δ(N ) = 0.
Proof. It is obvious from
(1) Let P ∈ AlgL be an idempotent operator. Since
That is, δ(P ) = δ(P )P + P δ(P ). Furthermore, we see that P δ(P )P = 0.
(2) For every operator N ∈ AlgL with N 2 = 0, we have
It follows that δ(N)N + N δ(N ) = 0, completing the proof.
Now we are at a position to give the proof of our main result in this section.
Proof of Theorem 3.1. We'll prove the theorem by checking several claims.
Claim 1.
In fact, if x, f = λ / = 0, by the linearity of δ, we have
that is,
which implies that Eq. (3.1) holds.
. Taking any y ∈ ker(f ), and then there exist α(y), β(y) ∈ C such that
By Lemma 3.2 (2) and (x ⊗ f ) 2 = 0, we have
that is, δ(x ⊗ f )y = α(y)x for every y ∈ ker(f ), which implies that Eq. (3.1) holds true. By duplicating the same procedure of the proof of [15, Theorem 3] , one can show that the following Claim 2-Claim 4 hold true.
Claim 2. For any K ∈ J(L) and any nonzero vector f ∈ K ⊥ − , there exists a continuous linear 
Claim 4. For each K ∈ J(L) and each nonzero vector f ∈ K ⊥ − , there exists a continuous linear functional g K f on K and a linear map
Fix a nonzero vector x ∈ K and fix
Claim 6. For every rank one operator x ⊗ f ∈ AlgL, there exists a linear operator B :
We first prove that B K : K → K is bounded. In fact, for any x ⊗ f ∈ AlgL with x ∈ K, f ∈ K ⊥ − and x, f = 1, by Lemma 3.2 (1), we can easily get that
Hence we obtain that
If {x n } ⊆ K so that x n → x 0 and B K x n → y 0 as n → ∞, then
Combining Eq. (3.4) with the above equation, we have B K x 0 , f = y 0 , f holds for all f ∈ K ⊥ − . This entails that B K x 0 = y 0 , since, otherwise, there would be some f ∈ K ⊥ − such that B K x 0 , f / = y 0 , f . It follows from the closed graph theorem that B K ∈ B(K). Similarly, we can check that Comparing the above two equations, we get
δ(T S)| J(L) = (δ(T )S + T δ(S)| J(L) .

Thus δ(T S) = δ(T )S + T δ(S)
holds for all T , S ∈ AlgL since J(L) is dense in X. Hence δ is a derivation, completing the proof.
