In this paper we consider big Ramsey degrees of finite chains in certain countable ordinals. The first result in this direction is, of course, the infinite version of Ramsey's theorem which, in parlance we adopt in this paper, claims that finite chains have finite big Ramsey degrees in ω. Another important step in this direction was Laver's result on divisibility of scattered chains. Scattered countable chains are of particular interest since the situation with non-scattered chains can be resolved fairly easily: non-scattered countable chains have the same finite big Ramsey degrees as Q, the chain of rationals, where the big Ramsey degrees were explicitly computed by Devlin. Along the way we prove a result that we see as an infinite analogue of the Finite Product Ramsey Theorem.
Introduction
The infinite version of Ramsey's Theorem claims that for any k 2, n 1 and an arbitrary coloring χ : ω n → k of n-element subsets of ω with k colors there exists an infinite U ⊆ ω such that χ(X) = χ(Y ) for all X, Y ∈ U n . In symbols, ω −→ (ω) n k . Interestingly, the same is not true for Q. One can easily produce a Sierpiński-style coloring of two-element subchains of Q with two colors and with no monochromatic subchain isomorphic to Q. So, Q −→ / (Q) 2 2 . However, for every coloring χ : Q 2 → k one can always find an oligochromatic copy of Q in the following sense [3, 4] : for every coloring of 2-element subsets of Q with k colors there is a U ⊆ Q order-isomorphic to Q such that the 2-element subsets of U attain at most two colors. In symbols: Q −→ (Q) 2 k,2 . This observation was generalized in [1] where for each n 1 a positive integer T n was computed so that Q −→ (Q) n k,Tn for every n 1 and every number of colors k 2. The integer T n is referred to as the big Ramsey degree of n in Q following [6] where big Ramsey degrees were first introduced in the context of structural Ramsey theory.
In general, an integer T 1 is a big Ramsey degree of a finite chain n in a chain C if it is the smallest positive integer such that
If no such T exists, we say that n does not have big Ramsey degree in C. We denote the big Ramsey degree of n in C by T (n, C), and write T (n, C) = ∞ if n does not have the big Ramsey degree in C. A chain C has finite big Ramsey degrees if T (n, C) < ∞ for all integers n 1. In this parlance the infinite version of the Ramsey's theorem takes the following form: Theorem 1.1 (Ramsey's Theorem, infinite version). T (n, ω) = 1 for every integer n 1.
Recall that a countable chain is scattered if it does not embed the chain of the rationals Q. Otherwise it is referred to as non-scattered. With Devlin's result [1] at hand, computing big Ramsey degrees of finite chains in countable non-scattered chains is surprisingly easy. We shall say that the chains C and D are emb-equivalent if C ֒→ D and D ֒→ C. It is easy to see that T (n, C) = T (n, D) for all n 1 whenever C and D are emb-equivalent chains. Therefore, for every non-scattered countable chain C we have that T (n, C) = T n , n 1, because C and Q are obviously emb-equivalent (C is non-scattered and Q is universal for all countable chains).
When it comes to scattered countable chains the situation turns out to be much more complex. Laver proved in [7] that T (1, S) < ∞ for every scattered chain S. In case of ordinals a simpler, direct proof can be found in [2, p. 189]: one first shows that T (1, ω α ) = 1 for every ordinal α. Together with the Cantor Normal Form Theorem this yields T (1, α) < ∞ for every ordinal α.
Therefore, from Laver's and Devlin's results [7] and [1] we know that T (1, C) < ∞ for every countable chain C, and that T (n, C) < ∞ for every n 1 and every non-scattered chain C. In this paper we prove that T (n, C) < ∞ whenever n 1 and C is an ordinal polynomial, which is a countable ordinal of the form
In Section 2 we just fix some standard notions and notation. We start off in Section 3 by showing that adding a finite ordinal to a countable ordinal preserves the property of having finite big Ramsey degrees. In case of ordinals of the form ω + m we are actually able to compute the big Ramsey degrees.
In Section 4 we show that multiplying a countable ordinal by a finite ordinal preserves the property of having finite big Ramsey degrees. In case of ordinals of the form ω · m we are again able to compute the big Ramsey degrees. As a spin-off we prove Corollary 4.9 which we see as an infinite analogue of the Finite Product Ramsey Theorem: 
It is a well-known fact (see [5] ) that the analogue of the above theorem fails in the infinite case. One can easily construct a coloring χ : is monochromatic. However, we can prove that for any choice of integers p 1, n 0 , . . . , n p−1 1 and for any coloring χ :
there is an infinite S ⊆ ω such that on the set
colors, where N = n 0 + n 1 + . . . + n s−1 and n k is the Stirling number of the second kind. To put it briefly, although in the infinite case we do not necessarily have a monochromatic subset, we can always prove the existence of an oligochromatic one.
In Section 5 we show that raising a countable ordinal to a finite power preserves the property of having finite big Ramsey degrees. Unfortunately, we were unable to provide meaningful upper bounds even in case of ordinals of the form ω m . Putting all the results together, we prove in Section 6 that ordinal polynomials have finite big Ramsey degrees.
We have seen that big Ramsey degrees of finite chains can be computed in ω (infinite version of Ramsey's theorem) and in Q (Devlin's result [1] ). In Section 7 we do justice to another famous countable chain: we compute big Ramsey degrees of finite chains in Z.
Preliminaries
A chain is a pair (A, <) where < is a linear order on A. In case A is finite we shall simply write A = {a 0 < a 1 < . . . < a n−1 }. If we wish to stress that two chains are isomorphic as ordered sets we shall say that they are order-isomorphic.
Let (A i , < i ) be chains, i < k. The linear orders < i , i < k, induce the antilexicographic order < alex on A 0 × . . .× A k−1 as follows: (a 0 , . . . , a k−1 ) < alex (b 0 , . . . , b k−1 ) iff there is an s < k such that a s < s b s , and a j = b j for all j > s.
For a well-ordered set A let otp(A) denote the order type of A, that is, the unique ordinal α which is order-isomorphic to A. Let (A ξ ) ξ∈I be a sequence of well-ordered sets indexed by a well-ordered set I. Then by ξ∈I A ξ we denote the well-ordered set ( ξ∈I A ξ × {ξ}, < alex ). If I = m we shall simply write A 0 + . . .
For another sequence (B ξ ) ξ∈I of well-ordered sets indexed by I and for a sequence (f ξ ) ξ∈I of maps f ξ : A ξ → B ξ , ξ ∈ I, there is a unique map
For well-ordered sets A and B we let A · B = otp(A × B, < alex ) and
If (α ξ ) ξ∈I is a sequence of ordinals indexed by a well-ordered set I then ξ∈I α ξ = otp ξ∈I α ξ × {ξ}, < alex . If I = m we shall simply write α 0 + . . . + α m−1 instead of ξ∈m α ξ . For ordinals α and β we have that
For the sake of simplicity we use the same notation for the operations on well-ordered sets and for the operations on ordinals. Moreover, in some proofs we shall move freely between ξ∈I α ξ and ξ∈I α ξ × {ξ}, < alex , and between α · β and (α × β, < alex ). We believe that the context will always be sufficient to enable the correct parsing of the symbols.
A total quasiorder is a reflexive and transitive binary relation such that each pair of elements of the underlying set is comparable. Each total quasiorder σ on a set I induces an equivalence relation ≡ σ on I and a linear order ≺ σ on I/≡ σ in a natural way: i ≡ σ j if (i, j) ∈ σ and (j, i) ∈ σ, while (i/≡ σ ) ≺ σ (j/≡ σ ) if (i, j) ∈ σ and (j, i) / ∈ σ. Let C be a chain and n a finite chain. Then the set of all the n-element subchains of C clearly corresponds to the set Emb(n, C) of all the embeddings n ֒→ C. This is why we formally introduce big Ramsey degrees as follows. For chains A, B, C and integers k 2 and t 1 we write C −→ (B) A k,t to denote that for every k-coloring χ : Emb(A, C) → k there is an embedding w ∈ Emb(B, C) such that |χ(w • Emb(A, B))| t. For a chain C and a finite chain n we say that n has finite big Ramsey degree in C if there exists a positive integer t such that for each k 2 we have that C −→ (C) n k,t . Equivalently, a finite chain n has finite big Ramsey degree in a chain C if there exists a positive integer t such that for every k 2 and every kcoloring χ : Emb(n, C) → k there is a U ⊆ C order-isomorphic to C such that |χ(Emb(n, U ))| t. The least such t is then denoted by T (n, C). If such a t does not exist we say that A does not have finite big Ramsey degree in C and write T (A, C) = ∞. We say that a chain C has finite big Ramsey degrees if T (n, C) < ∞ for all n 1. For any chain C we let T (0, C) = 1 by definition.
Chains of the form α + m
For a well-ordered set A and an embedding f : n ֒→ A + m recall that f (i) = (a, 0) for some a ∈ A or f (i) = (j, 1) for some j ∈ m. Let tp(f ) = {j ∈ m : (∃i ∈ n)f (i) = (j, 1)}.
denote the additive type of f . For an additive type τ ⊆ m let 
Proof. Assume, first, that |τ | = n. Then for every U ⊆ A we have that |Emb τ (n, U + m)| = 1, whence |χ(Emb τ (n, U + m))| = 1 = T (0, A). So, let s = |τ | < n and let Φ : Emb τ (n, A + m) → Emb(n − s, A) be the bijection that takes f ∈ Emb τ (n, A + m) to f ↾ n−s ∈ Emb(n − s, A). Fix a k 2 and a coloring χ : Emb τ (n, A + m) → k. Let χ ′ : Emb(n − s, A) → k be the coloring defined by χ ′ (f ) = χ(Φ −1 (f )). Then by the assumption that A has finite big Ramsey degrees there is a U ⊆ A order-isomorphic to A such that |χ ′ (Emb(n − s, U ))| T (n − s, A). But then it easily follows that |χ(Emb τ (n, U + m))| T (n − s, A). 
where we take T (0, α) = 1 and m j = 0 whenever m < j.
Proof. Let Q = {τ ⊆ m : |τ | n} be the set of all the additive types realized by members of Emb(n, α + m). Let Q = {τ 0 , τ 1 , . . . , τ t−1 } so that |Q| = t. Fix a k 2 and a coloring χ :
By the same lemma for each j ∈ {1, . . . , t − 1} we then inductively obtain a U j ⊆ U j−1 order-isomorphic to U j−1 (and hence to α) such that
Then, using the fact that U t−1 ⊆ U j we have that
Corollary 3.3. For all m 1 and n 1 we have that
where we take
Proof. It immediately follows from Theorem 3.2 that
since T (j, ω) = 1 for all j 0. In order to conclude the proof we have to show that there exists a k t and a coloring χ : Emb(n, ω + m) → k such that |χ(Emb(n, U + m))| t for every infinite U ⊆ ω, but that is straightforward. Take k = t and consider
such that χ * (f ) = j if and only if tp(f ) = τ j . Then it is easy to see that for every infinite U ⊆ ω members of Emb(n, U + m) realize all the types from Q, so |χ * (Emb(n, U + m))| = t.
Chains of the form α · m
Let A be a well-ordered set and let f : n ֒→ A · m be an embedding. For each i < n we take that f (i) = (a, ℓ) where a ∈ α and ℓ ∈ m. Therefore, we refer to π 0 (f (i)) = a as the value of f (i), and to • p ℓ is the number of those i < n such that f takes i to the ℓth level (note that 0 p ℓ n and
is an (n, m)-multiplicative type if τ = tp(f ) for some embedding f : n ֒→ A · m. Clearly, given finite n and m, there are only finitely many (n, m)-multiplicative types. The number |n/≡ σ | will be referred to as the rank of τ and denoted by r(τ ). Note that if tp(f ) = τ then r(τ ) is equal to the length of the chain val(f ). Given finite n and m, each embedding f : n ֒→ A · m is uniquely determined by the pair (tp(f ), val(f )). For an (n, m)-multiplicative type τ let Emb τ (n, A · m) = {f ∈ Emb(n, A · m) : tp(f ) = τ }. , while V and σ provide information on the values: f (3) has the smallest value, so it has to be 13, f (1) takes the next value, 19, then come f (0), f (2) and f (6) with the same value 25, and finally f (4) and f (5) have the same value 43: 
Proof Proof. Fix n 1 and m 1 and let τ 0 , τ 1 , . . . , τ t−1 be all the (n, m)-multiplicative types. We are going to show that
Take any k 2 and any coloring χ : Emb(n, α · m) → k. By Lemma 4.3 there is a U 0 ⊆ α order-isomorphic to α such that
By the same lemma for each j ∈ {1, . . . , t − 1} we can inductively construct a U j ⊆ U j−1 order-isomorphic to U j−1 (and hence to α) such that
Then, having in mind that
Another consequence of Lemma 4.3 is the following product Ramsey theorem.
Theorem 4.5. Let α be a countable ordinal with finite big Ramsey degrees.
For any choice of integers s 1 and n 0 , . . . , n s−1 1 there is an integer t = t(α, n 0 , . . . , n s−1 ) such that for every k 2 and for every coloring
Proof. Let N = n 0 + . . . + n s−1 and let Q be the set of all the (N, s)-multiplicative types of the form (n 0 , . . . , n s−1 , σ) where σ is arbitrary. Note that there are finitely many possibilities to choose σ so Q is finite. Put t = τ ∈Q T (r(τ ), α).
Take any k 2 and any coloring χ : Emb(n 0 , α) × . . . × Emb(n s−1 , α) → k. It is easy to see that
given by Φ(f 0 , . . . , f s−1 ) = f 0 + . . . + f s−1 is a bijection. So, let us define
We can now repeat the argument used in the proof of Theorem 4.4 to show that there is a U ⊆ α order-isomorphic to α such that χ
Finally, note that the following restriction of Φ:
(which takes f to Φ(f ), of course) is well-defined and a bijection. Therefore,
We conclude the section by specializing the above results for ω. Note, first, that due to the infinite version of the Ramsey's Theorem Lemma 4.3 takes the following form Corollary 4.6. Fix integers n 1 and m 1. For every (n, m)-multiplicative type τ , every k 2 and every coloring χ : Emb τ (n, ω · m) → k there is an infinite U ⊆ ω such that |χ(Emb τ (n, U · m))| = 1.
An (n, m)-multiplicative type τ is strict if σ is a chain on n, or, equivalently, if ≡ σ is the trivial relation {(i, i) : i ∈ n}. Let Stp(n, m) denote the set of all the strict (n, m)-multiplicative types. Proof. Having Lemma 4.7 in mind it suffices to show that T (n, ω · m) = |Stp(n, m)|. Let τ 0 , τ 1 , . . . , τ t−1 be all the (n, m)-multiplicative types (not necessarily strict).
Let us first show that T (n, ω · m) |Stp(n, m)|. Take any k 2 and any coloring χ : Emb(n, ω · m) → k. By Corollary 4.6 there is an infinite S 0 ⊆ ω such that |χ(Emb τ 0 (n, S 0 · m))| = 1. By the same for each j ∈ {1, . . . , t − 1} we can inductively construct an infinite S j ⊆ S j−1 such that |χ(Emb τ j (n, S j · m))| = 1. So, |χ(Emb(n, S t−1 · m))| t.
Let S t−1 = {s 0 < s 1 < s 2 < . . . }. Define U 0 , U 1 , . . . , U m−1 as follows:
. . .
Then for each i < t we have that
because there do not exist two identical values on different levels in
To conclude the proof let us show that T (n, ω · m) |Stp(n, m)|. Let Stp(n, m) = {τ * 0 , . . . , τ * s−1 } where s = |Stp(n, m)|. Define the coloring χ * : Emb(n, ω · n) → s by
It is obvious that for arbitrary infinite
because all the strict types are realized in Emb(n,
By specializing Theorem 4.5 to ω we get the following infinite version of the Product Ramsey Theorem, where 1. Then for every k 2 and for every coloring χ :
This upper bound is tight in the following sense:
there is a coloring χ * :
Proof. Let Q be the set of all the (N, s)-multiplicative types of the form (n 0 , . . . , n s−1 , σ) where σ is arbitrary. As in the proof of Theorem 4.5 we conclude that there is an infinite U ⊆ ω such that 
be the bijection as in the proof of Theorem 4.5 and define
. . , f s−1 ) = j if and only if tp(Φ(f 0 , f 1 , . . . , f s−1 )) = τ j . Now, take an arbitrary infinite U ⊆ ω and let us show that
realizes all the types from Q. In other words, let us show that Emb τ (N, U · s) = ∅ for every τ ∈ Q. But that is straightforward. Take any τ = (n 0 , . . . , n s−1 , σ) ∈ Q, let r = r(τ ) and let u 0 < u 1 < . . . < u r−1 be an arbitrary r-element chain of elements of U . As we have demonstrated in Section 4 there is a unique g ∈ Emb(N, ω · s) with tp(g) = τ and val(g) = {u 0 , u 1 , . . . , u r−1 }. Then, clearly, g ∈ Emb τ (N, U · s). f (n − 1) = (a n−1,0 , a n−1,1 , . . . , a n−1,m−1 ).
where the m-tuples are ordered antilexicographically:
(a 00 , a 01 , . . . , a 0,m−1 ) < alex . . . < alex (a n−1,0 , a n−1,1 , . . . , a n−1,m−1 ).
This, in turn, means that we can represent each embedding f : n ֒→ A m as an ordered tree tree(f ) of height m with exactly n leaves where all the vertices of the tree except for the root are labelled by the elements of A. The fact that tree(f ) is ordered means that for every vertex of the tree which is not a leaf, the labels of all the immediate successors of the vertex form finite chains of elements of A. Let tp(f ) denote the unlabelled version of tree(f ). An unlabelled tree of height m and with exactly n leaves will be referred to as an (n, m)-power type. For an (n, m)-power type τ let
Example 5.1. Let f : 12 ֒→ ω 4 be the following embedding: For an embedding f : n ֒→ A m let val(f ) denote the tuple of all the finite subchains of A that appear as ordered immediate successors of non-leaves of tree(f ), where the subchains are listed from top to bottom, and from left to right. Given finite n and m, each embedding f : n ֒→ A m is uniquely determined by the pair (tp(f ), val(f )). Clearly, given an (n, m)-power type such as the one in Fig. 2 (b) and an appropriate sequence of finite subchains of α such as the one above, one can uniquely reconstruct the tree of the embedding, and hence the embedding itself.
Lemma 5.3. Let A be a countable well-ordered set with finite big Ramsey degrees. Fix integers n 1 and m 1. Then for every (n, m)-power type τ there is an integer t = t(τ ) such that every k 2 and every coloring
Proof. Fix n, m and τ as in the formulation of the lemma. Recall that each embedding f : n ֒→ A m is uniquely determined by the pair (tp(f ), val(f )). Moreover, for appropriately chosen n 0 , n 1 , . . . , n s−1 1 (that depend on τ only), given a v ∈ Emb(n 0 , A) × Emb(n 1 , A) × . . . × Emb(n s−1 , A) there is a unique embedding f v : n ֒→ A m with tp(f v ) = τ and val(f v ) = v. Therefore,
is a bijection. Let t be an integer whose existence is guaranteed by Theorem 4.5. Take any k 2, a coloring χ : Emb τ (n, A · m) → k, and construct a coloring χ ′ :
As we have just seen, this coloring is well defined. By Theorem 4.5 there is a U ⊆ A order-isomorphic to A such that
But then it is easy to see that |χ( Proof. Fix n 1 and m 1 and let τ 0 , τ 1 , . . . , τ s−1 be all the (n, m)-power types. Let t j = t(τ j ), j < s, be the integers whose existence is provided by Lemma 5.3. We are going to show that
Take any k 2 and any coloring χ : Emb(n, α m ) → k. By Lemma 5.3 there is a U 0 ⊆ α order-isomorphic to α such that |χ(Emb τ 0 (n, U m 0 ))| t 0 . By the same for each j ∈ {1, . . . , s − 1} a U j ⊆ U j−1 order-isomorphic to U j−1 (and hence to α) such that
Then using the fact that U s−1 ⊆ U j we have:
Ordinal polynomials
Let α be an ordinal and let ξ < α. Then α \ ξ will be referred to as a remainder of α.
Lemma 6.1. Let α 0 α 1 . . . α n−1 be ordinals such that for each i < n − 1 every remainder of α i is order-isomorphic to α i . Then
Proof. The inclusion ⊇ is obvious, so let us show that Emb(
Proof. Suppose this is not the case. Then there is an i < n and a ξ ∈ α i such that f (ξ, i) / ∈ α i × {i}. Then f (ξ, i) ∈ α i+1 × {i + 1} since (0, i) < (ξ, i) < (0, i + 1), f (0, i) ∈ α i × {i} and f (0, i + 1) ∈ α i+1 × {i + 1}. Let f (0, i + 1) = (η, i + 1) and let ρ = α i \ ξ be a remainder of α i . Then f restricted to ρ × {i} is actually an embedding of ρ into η. Since ρ is orderisomorphic to α i by the assumption, we finally get that α i η < α i+1 . Contradiction. This concludes the proof of Claim 2.
It is now easy to complete the proof. Claim 2 yields that f ↾ α i ×{i} is an embedding α i × {i} ֒→ α i × {i}, so it uniquely determines an embedding f i ∈ Emb(α i , α i ) by f i (ξ) = η if and only if f (ξ, i) = (η, i). Then it clearly follows that f = i<n f i ∈ i<n Emb(α i , α i ). Proof. Assume that α 0 + α 1 + . . . + α ℓ−1 has finite big Ramsey degrees and take any m 1 and 0 j 0 < j 1 < . . . < j m−1 ℓ − 1. Let α = α 0 + α 1 + . . . + α ℓ−1 , β = α j 0 + α j 1 + . . . + α j m−1 and let ϕ : β ֒→ α be the obvious embedding ϕ(ξ, s) = (ξ, j s ). We are going to show that T (n, β) T (n, α) for all n 1.
Take any n 1, k 2 and a coloring χ : Emb(n, β) → k. Define χ ′ : Emb(n, α) → k as follows: χ ′ (ϕ • f ) = χ(f ) for all f ∈ Emb(n, β), and χ ′ (g) = 0 if there is no f ∈ Emb(n, β) with g = ϕ • f . By the assumption, there is a w ∈ Emb(α, α) such that |χ ′ (w • Emb(n, α))| T (n, α).
Lemma 6.1 now implies that there exist embeddings w i ∈ Emb(α i , α i ), i < ℓ, such that w = w 0 + w 1 + . . . + w ℓ−1 . Let w ′ = w j 0 + w j 1 + . . . + w j m−1 . Clearly, w ′ ∈ Emb(β, β) and ϕ • w ′ = w • ϕ. So,
|χ ′ (w • Emb(n, α))| T (n, α). Proof. For an embedding g : A ֒→ B of chains let g * denote the obvious embedding A * ֒→ B * , and for d ∈ {+, −} let
In particular, if g : n ֒→ B we may safely take that g * : n ֒→ B * because n * ∼ = n. Every f : n ֒→ i<m ω (d i ) can be in an obvious way represented as f = i<m f i where f i : n i ֒→ ω (d i ) , n i 0 and n = n 0 + . . . + n m−1 . It is easy to see, then, that f ′ = i<m f
is an embedding n ֒→ ω · m. Keeping n and d i 's fixed, it is also easy to see that f ′′ = f .
With all these technicalities set up we can now show that
Take any k 2, any coloring χ : Emb(n, i<m ω (d i ) ) → k and define χ ′ : Emb(n, ω · m) → k by χ ′ (f ) = χ(f ′ ). Then there is a U ⊆ ω · m orderisomorphic to ω ·m such that |χ ′ (Emb(n, U ))| T (n, ω ·m). Since U ∼ = ω ·m there exist infinite U i ⊆ ω, i < m, such that U = U 0 + . . . + U m−1 . Then Proof. Since Z ∼ = ω * + ω we have that T (n, Z) = T (n, ω * + ω) = T (n, ω · 2) = 2 n using Lemma 7.1 and Theorem 4.8.
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