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Abstract
Modern systems’ design usually lies in multiple components which are connected via
their interfaces. Synchronous applications, like IoT, require parametric systems, i.e., sys-
tems that aim to operate independently of the number of their components. A key fea-
ture in modelling of parametric systems is the architecture modelling that defines the
underlying topology and provides coordination rules. On the other hand, to achieve opti-
mized requirements and performance there is need for describing parametric architectures
and parametric behavior in a quantitative setting. In this paper we study the quantita-
tive modelling of architectures of component-based parametric systems. We introduce a
weighted extended first-order interaction logic as a modelling language for weighted para-
metric architectures. We also introduce weighted parametric models defined by composed
transition systems whose interactions are expressed by formulas of our weighted logic.
Equivalence of weighted extended first-order interaction logic formulas is decidable in the
class of computable fields. We show that our weighted logic can efficiently describe several
software architectures with quantitative characteristics.
Keywords: Quantitative parametric systems, weighted (extended) interaction logics, archi-
tecture modelling.
1 Introduction
Well-founded design is a key principle for complex systems in order to guarantee correctness
and performance. Efficient modelling processes involve the consideration both of the system
behavior and architecture as well as a fine distinction of the two aspects [12, 36, 38, 40].
Rigorous methods for capturing the systems behavior are mainly component-based that allow
reuse of solutions, reconfigurability, and validation [8]. Component-based modelling is a
method for designing systems by assembling components of the same or different type. The
model of component-based systems considers components as abstract smaller systems with
a coordination interface for connection with other components. In several component-based
frameworks, like BIP (cf. for instance [8]), REO [3], X-MAN [27], and B [2], components are
modelled as transition systems.
∗This work is part of research that is supported by the General Secretariat for Research and Technology
(GSRT) and the Hellenic Foundation for Research and Innovation (HFRI).
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On the other hand, the communication among several components is not arbitrary but is
restricted by the system architecture. Architectures characterize generic coordination prin-
ciples between components and determine the system topology. It is well-known that archi-
tectures are important in complex software systems. Whenever the construction of a soft-
ware system is based on a well-defined architecture, then the system acknowledges most of
its functional and quality requirements [23, 24, 31]. A strict specification language namely,
propositional configuration logic (PCL for short) and its first- and second-order levels, for
architectures presented for the first time in [31]. PCL was developed for the description of
architectures in systems with a finite number of components within BIP (Behavior-Interation-
Priority) framework. BIP is a component framework for rigorous system design of component-
based systems [44]. A quantitative version of PCL over semirings was investigated in [33],
and used to assign quantitative features to architectures. Interestingly, weighted PCL shares
the same decidability and complexity results as PCL.
Component-based design and architecture modelling becomes a challenging task when the
systems have not a predefined number of components. Cyber-physical and embedded systems
[28, 30, 42], as well as distributed algorithms and communication protocols [1, 19], with a
wide range of current applications, involve in general an unbounded number of components of
several types which changes dynamically with the time. Component-based systems with an
unbounded number of components are called parametric [1, 9]. Efficient design of parametric
systems is important for tackling their verification problem. Indeed, verification techniques for
bounded systems cannot be applied in parametric systems. Moreover, the parametric verifica-
tion problem is undecidable in general if unbounded data is exchanged [6], while decidability
is only achieved for classes of parametric systems with specific topology and communication
primitives (cf. for instance [4, 9]).
In this paper we are interested in the formal modelling of architectures of parametric sys-
tems in a quantitative setting. Recently there is an emerging interest in the formal design
of parametric systems restricting mainly in the qualitative aspects. In particular, in [29] a
first-order interaction logic (FOIL for short) was introduced in order to describe classical
architectures and used for model checking of parametric systems in BIP framework. In [10]
the authors introduced a monadic interaction logic (MIL for short) to describe parametric
rendezvous and broadcast communication of parametric component-based systems, and pre-
sented a method for checking deadlock freeness of those systems. In [11] an interaction logic
with one successor (IL1S for short) was developed as a modelling language for architectures of
parametric component-based systems. IL1S used for checking deadlock freeness and mutual
exclusion of parametric systems. Both of FOIL, MIL, and IL1S describe the interactions and
architectures of parametric systems. On the other hand, an important feature of several ar-
chitectures is the order of the execution of their interactions. For instance Publish/Subscribe
and Request/Response which have an increasing interest in practical applications [14, 34]
are architectures where their interactions are executed in a concrete order. FOIL, MIL, and
IL1S fail to decribe the order of execution of interactions in architectures where it is required.
In [35] we introduced an extended propositional interaction logic (EPIL for short) and its
first-order level, namely first-order extended interaction logic (FOEIL for short), which in
contrast to the above logics, not only returns the permissible interactions characterizing each
architecture, but also captures the order in which the interactions should be executed. We
defined parametric models formalizing their interactions as FOEIL sentences, we proved the
correctness of FOEIL by providing examples of parametric architectures and we obtained
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decidability and complexity results.
The above related work focus on the qualitative aspects of parametric systems. Though,
the consideration of the quantitative properties of systems and their architectures are crucial
for the design of parametric systems. For instance, the timing constraints, available resources,
energy consumption etc. for executing the transitions or the interactions within a parametric
system, cannot be captured by qualitative design. Such optimization requirements and per-
formance aspects require the modelling and study of systems behavior and architecture from
a quantitative perspective. Although there has been an abundance of work for parametric
systems in the qualitative setting this has not been the case for the quantitative one. Some
work for parametric systems in the quantitative setting was considered in [7, 20, 22]. In
[20] the authors study population protocols, a specific class of parametric systems, modelled
by labelled transition systems with Markov chains semantics. Then, a decidability result is
obtained for the model checking problem of population protocols against linear-time specifi-
cations while undecidability is proved for the corresponding probabilistic properties. In [7, 22]
the authors studied qualitative parameterized verification problems for a model of network of
many identical probabilistic timed processes, where the number of processes is a parameter.
In this paper we provide a formal framework for the modelling of arbitrary parametric
systems in the quantitative setting and we emphasize in their architecture modelling with
quantitative characteristics. Our work follows the line of [10, 11, 29, 31, 33, 35] and in partic-
ular extends our results of [35] in the unweighted setup, hence is different from the methods
of [7, 22, 20]. The main contribution of the paper is that we introduce a weighted first-order
extended interaction logic, namely weighted FOEIL (wFOEIL for short), over commutative
semirings for the modelling of weighted parametric architectures, and provide a formal mod-
elling for weighted parametric systems in the BIP framework. Our results can be applied
to any component-based framework with a transition system semantics. According to our
best knowledge such a treatment of parametric systems in the weighted setup has not been
investigated before. Specifically, the contributions of the current paper are the following:
(1) We introduce a weighted extended propositional interaction logic (wEPIL for short)
over a set of ports (interfaces of components) and a commutative semiring K from which
weights are derived. We interpret wEPIL formulas as series defined over finite words and
K. The letters of words are interactions over the given set of ports. Similarly to EPIL [35],
wEPIL extends weighted PIL from [33] with a weighted extended conjunction operator. Also
the semantics of a wEPIL formula differs from the semantics of a weighted PIL formula, since
the latter is interpreted as series from interactions, instead from words of interactions, to
values in the semiring K.
(2) We define the first-order level of weighted EPIL, weighted first-order extended inter-
action logic (wFOEIL for short). Our wFOEIL, and hence wEPIL, characterizes weighted
interactions by preserving their execution order as restricted by the corresponding architec-
ture of the system. To interprete formulas of FOEIL in [35] we consider triples consisting
of a mapping defining the number of instances of each component in the parametric system,
an assignment that attributes unique identifiers to ports of each component instance, and a
finite word of interactions. The semantics of wFOEIL formulas are then interpreted as series
from triples of the previous form to elements in K. We present several examples of weighted
FOEIL formulas for concrete parametric architectures with quantitative features, including
Master/Slave, Star, Pipes/Filters, Repository, Request/Response and Publish/Subscribe in
the weighted setup.
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(3) We model our systems in the component-based BIP framework. We introduce weighted
BIP models as BIP models with weighted interactions. BIP models are defined by composed
transition systems [35] and the weighted interactions are interactions equipped with weights
from K. Formally, weighted interactions are described by formulas of weighted propositional
interaction logic [33]. We also introduce weighted BIP ab-models as sets of weighted compo-
nents accompanied by a wEPIL formula. Weighted BIP ab-models augment weighted BIP
models by incorporating the architecture of the model in the corresponding EPIL formula.
Then, we introduce our weighted parametric BIP ab-models whose interactions are formalized
by wFOEIL sentences.
(4) We prove the decidability of equivalence of wFOEIL formulas in doubly exponential
time provided the weight structure is a computable field. For this, we follow the methodology
considered in [35], and provide a linear time translation of wFOEIL formulas to weighted LDL
ones. Then, we take into account decidability and complexity results from [18].
2 Preliminaries
For every natural number n ≥ 1 we denote by [n] the set {1, . . . , n}. Hence, in the sequel,
whenever we use the notation [n] we always assume that n ≥ 1. For every set S we write
P(S) for the powerset of S. Let A be an alphabet, i.e., a finite nonempty set. As usual we
denote by A∗ the set of all finite words over A and we let A+ = A∗ \ {ε} where ε denotes
the empty word. For every word w = a0 . . . an−1 ∈ A
+ with a0, . . . , an−1 ∈ A, we also
write w = w(0) . . . w(n − 1) where w(i) = ai for every 0 ≤ i ≤ n − 1. Furthermore, we set
w≥i = w(i) . . . w(n − 1) for every 0 ≤ i ≤ n− 1, and we let w≥i = ε if i > n− 1.
A semiring (K,+, ·, 0, 1) consists of a set K, two binary operations + and · and two
constant elements 0 and 1 such that (K,+, 0) is a commutative monoid, (K, ·, 1) is a monoid,
multiplication · distributes over addition +, and 0·k = k ·0 = 0 for every k ∈ K. If the monoid
(K, ·, 1) is commutative, then the semiring is called commutative. The semiring is denoted
simply by K if the operations and the constant elements are understood. The result of the
empty product as usual equals to 1. If no confusion arises, we denote sometimes in the sequel
the multiplication operation · just by juxtaposition. The semiring K is called (additively)
idempotent if k + k = k for every k ∈ K. The following algebraic structures are well-known
semirings.
• The semiring (N,+, ·, 0, 1) of natural numbers,
• the semiring (Q,+, ·, 0, 1) of rational numbers,
• the Boolean semiring B = ({0, 1},+, ·, 0, 1),
• the arctical or max-plus semiring Rmax = (R+ ∪ {−∞},max,+,−∞, 0) where R+ =
{r ∈ R | r ≥ 0},
• the tropical or min-plus semiring Rmin = (R+ ∪ {∞},min,+,∞, 0),
• the Viterbi semiring ([0, 1] ,max, ·, 0, 1) used in probability theory,
• every bounded distributive lattice with the operations sup and inf, in particular the
fuzzy semiring F = ([0, 1],max,min, 0, 1).
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All the aforementioned semirings are commutative, and all but the first two are idempotent.
A formal series (or simply series) over A∗ and K is a mapping s : A∗ → K. The support
of s is the set supp(s) = {w ∈ A∗ | s(w) 6= 0}. A series with finite support is called a
polynomial. The constant series k˜ (k ∈ K) is defined, for every w ∈ A∗, by k˜(w) = k.
We denote by K 〈〈A∗〉〉 the class of all series over A∗ and K, and by K 〈A∗〉 the class of
all polynomials over A∗ and K. Let s, r ∈ K 〈〈A∗〉〉 and k ∈ K. The sum s + r, the
products with scalars ks and sk, and the Hadamard product s ⊙ r are defined elementwise,
respectively by s + r(w) = s(w) + r(w), (ks)(w) = k · s(w), (sk)(w) = s(w) · k, s ⊙ r(w) =
s(w) · r(w) for every w ∈ A∗. It is a folklore result that the structure
(
K 〈〈A∗〉〉 ,+,⊙, 0˜, 1˜
)
is
a semiring. Moreover, if K is commutative (resp. idempotent), then
(
K 〈〈A∗〉〉+,⊙, 0˜, 1˜
)
is
also commutative (resp. idempotent). The Cauchy product s · r ∈ K 〈〈A∗〉〉 is determined by
(s · r)(w) =
∑
w=w1w2
s(w1)r(w2) for every w ∈ A
∗. The nth-iteration sn ∈ K 〈〈A∗〉〉 (n ≥ 0)
is defined inductively by s0 = ε and sn+1 = s · sn for every n ≥ 0, where the series ε is defined
by ε(w) = 1 if w = ε and ε(w) = 0 otherwise. The series s is called proper if s(ε) = 0. If s is
proper, then for every w ∈ A∗ and n > |w| we have sn(w) = 0. The iteration s+ ∈ K 〈〈A∗〉〉
of a proper series s is defined by s+ =
∑
n>0 s
n.
Throughout the paper (K,+, ·, 0, 1) will denote a commutative semiring.
3 Weighted BIP models
In this section we introduce component-based models with quantitative features. Such a
model is composed by a finite number of components of the same or different type, as the
classical component-based systems, and in additional it is equipped with quantitative charac-
teristics. More precisely, components are weighted labelled transition systems where the labels
correspond to component interfaces. Weights of the transitions, taken from the semiring K,
describe the cost of execution of transitions, where cost refers to time, energy consumption,
resources, etc. Hence, by choosing the reasonable semiring we can assign to our models values
related to the aforementioned measures. In what follows we refer to weighted labelled transi-
tion systems simply by weighted transition systems. Throughout the paper we use the BIP
component-based framework. However, the presented results hold for any component-based
framework supporting transition system semantics.
Next, we recall the notion of BIP model (cf. [8]) and BIP ab-model [35], and introduce
our weighted BIP model and weighted BIP ab-model. Intuitively, a BIP model consists of a
set of components defined by transition systems. The interfaces of components through which
they communicate are the ports, i.e., the labels of transitions systems. Communications of
components are defined by interactions, i.e., set of ports. Interactions are represented by
formulas of a propositional logic, namely propositional interaction logic. The weighted BIP
model is a BIP model whose transitions systems are weighted by elements in the semiring
K. Then, the interactions are also weighted and they are formally described by formulas of
propositional interaction logic in the weighted setting.
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3.1 BIP model and BIP ab-model
Let P be a nonempty finite set whose elements are called ports. We let I(P ) = P(P ) \ {∅}
and Γ(P ) = P(I(P )) \ {∅}. Elements a ∈ I(P ) are called interactions. Then the syntax of
propositional interaction logic (PIL for short) formulas ϕ over P is given by the grammar
ϕ ::= true | p | ¬ϕ | ϕ ∨ ϕ
where p ∈ P .
We set false = ¬true and ¬(¬ϕ) = ϕ for every PIL formula ϕ. The conjunction of two
PIL formulas ϕ,ϕ′ is defined by ϕ ∧ ϕ′ = ¬(¬ϕ ∨ ¬ϕ′). PIL formulas are interpreted over
interactions in I(P ). More precisely, for every PIL formula ϕ and a ∈ I(P ) we define the
satisfaction relation a |=PIL ϕ by induction on the structure of ϕ as follows:
- a |=PIL true,
- a |=PIL p iff p ∈ a,
- a |=PIL ¬ϕ iff a 6|=PIL ϕ,
- a |=PIL ϕ1 ∨ ϕ2 iff a |=PIL ϕ1 or a |=PIL ϕ2.
Two PIL formulas ϕ,ϕ′ are called equivalent, and we denote it by ϕ ≡ ϕ′, whenever a |= ϕ
iff a |= ϕ′ for every a ∈ I(P ). A PIL formula ϕ over P is called a monomial if it is of the
form p1 ∧ . . . ∧ pl, where l ≥ 1 and pλ ∈ P or ¬pλ ∈ P for every λ ∈ [l]. Furthermore, ϕ
is called a full monomial if ϕ =
∧
p∈P+
p ∧
∧
p∈P−
¬p where P+ ∪ P− = P and P+ ∩ P− = ∅.
For every interaction a = {p1, . . . , pl} ∈ I(P ) we consider the monomial ϕa = p1 ∧ . . . ∧ pl.
Then, it trivially holds a |=PIL ϕa, and for every a, a
′ ∈ I(P ) we get a = a′ iff ϕa ≡ ϕa′ .
We can describe a set of interactions as a disjunction of PIL formulas. More precisely, let
γ = {a1, . . . , am} ∈ Γ(P ), where aµ =
{
p
(µ)
1 , . . . , p
(µ)
lµ
}
∈ I(P ) for every µ ∈ [m]. Then, the
PIL formula ϕγ of γ is ϕγ = ϕa1 ∨ . . . ∨ ϕam , i.e., ϕγ =
∨
µ∈[m]
∧
λ∈[lµ]
p
(µ)
λ .
We say that a PIL formula ϕ is in disjunctive normal form (DNF for short) if
ϕ =
∨
µ∈[m]
∧
λ∈[lµ]
p
(µ)
λ
where p
(µ)
1 ∧ . . . ∧ p
(µ)
lµ
is a monomial over P , for every µ ∈ [m].
Lemma 1 For every PIL formula ϕ over P we can effectively construct an equivalent one in
DNF.
The proof of the above lemma is straightforward by induction on the structure of ϕ.
A PIL formula ϕ over P is called positive if its equivalent DNF formula
∨
µ∈[m]
∧
λ∈[lµ]
p
(µ)
λ
contains no negated ports, i.e., p
(µ)
λ ∈ P for every µ ∈ [m] and λ ∈ [lµ].
Remark 2 It is clear that for any set of interactions γ ∈ Γ(P ), the corresponding PIL
formula ϕγ over P is, by construction, positive and in DNF.
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Next, we describe the BIP model.
Definition 3 An atomic component is a transition system B = (Q,P, q0, R) where Q is a
finite set of states, P is a finite set of ports, q0 is the initial state and R ⊆ Q × P × Q is
the set of transitions.
For simplicity, we assume in the above definition, that every port p ∈ P occurs in at most
one transition. In the sequel, we call an atomic component B a component, whenever we deal
with several atomic components. For every set B = {B(i) | i ∈ [n]} of components, with
B(i) = (Q(i), P (i), q0(i), R(i)), i ∈ [n], we consider in the paper, we assume that (Q(i) ∪
P (i)) ∩ (Q(i′) ∪ P (i′)) = ∅ for every 1 ≤ i 6= i′ ≤ n.
Let B = {B(i) | i ∈ [n]} be a set of components. We let PB =
⋃
i∈[n] P (i) comprising all
ports of the elements of B. Then an interaction of B is an interaction a ∈ I(PB) such that
|a ∩ P (i)| ≤ 1, for every i ∈ [n]. If p ∈ a, then we say that p is active in a. We denote by IB
the set of all interactions of B, i.e.,
IB = {a ∈ I(PB) | |a ∩ P (i)| ≤ 1 for every i ∈ [n]} ,
and let ΓB = P(IB) \ {∅}.
Definition 4 A Behavior-Interaction-Priority1 (BIP for short) model is a pair (B, ϕγ) where
B = {B(i) | i ∈ [n]} is a set of components, with B(i) = (Q(i), P (i), q0(i), R(i)) for every
i ∈ [n], and ϕγ is a PIL formula of a set of interactions γ ∈ ΓB.
Remark 5 In the original definition [8] the BIP model is composed by a set of components
B and a set of interactions γ ∈ ΓB. In recent works (cf. [10, 11]) γ is replaced by the PIL
formula ϕγ . Clearly, the two approaches are equivalent. We follow the latter one since in this
case BIP models are naturally extended to parametric ones.
Next we define the semantics of a BIP model (B, ϕγ) as a transition system.
Definition 6 The semantics of a BIP model (B, ϕγ) with B = {B(i) | i ∈ [n]} is a transition
system (Q, γ, q0, R) where
• Q = Q(1)× . . .×Q(n) is the set of states,
• γ ∈ ΓB is a set of interactions of B corresponding to formula ϕγ ,
• q0 = (q0(1), . . . , q0(n)) is the initial state, and
• R ⊆ Q× γ ×Q is the set of transitions. Every transition τ = ((q(1), . . . , q(n)),
a, (q′(1), . . . , q′(n))) ∈ R is defined in the following way. There exists a set Iτ ⊆ [n] and
port p(i) ∈ P (i) for every i ∈ Iτ , such that
–
⋃
i∈Iτ
{p(i)} = a,
– (q(i), p(i), q′(i)) ∈ R(i) for every i ∈ Iτ , and
1 We consider BIP models without the priority mechanism that restricts enabled interactions by prioritizing
the most urgent ones, based on each system conditions [8, 39]. It should be clear that priorities in BIP
framework is a different feature from the order of interactions imposed by the systems architectures.
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– q′(i) = q(i) for every i ∈ [n] \ Iτ .
BIP has been proved a powerful framework to represent component-based systems with a
bounded number of components [8]. One of the most important characteristics of component-
based systems is the architecture which specifies the topology of the connected components.
Several simple arhitectures are described by PIL formulas. Neverthelles, PIL fails to describe
an important feature of more complicated architectures, namely the specified order required
for the execution of interactions. Such architectures, with an increased interest in applications,
are for instance the Request/Response and Publish/Subscribe [43]. In [35] we introduced an
extended version of PIL by equipping it with an extended conjunction operator ⊼. With that
logic we succeeded to represent component-based systems where the order of the interactions
is involved. In particular, extended propositional interaction logic with its first-order level
was proved a sufficient modelling language for the symbolic representation of architectures of
parametric component-based systems [35].
Definition 7 Let P be a finite set of ports. The syntax of extended propositional interaction
logic (EPIL for short) formulas ϕ over P is given by the grammar
ϕ ::= true | p | ¬ϕ | ϕ ∨ ϕ | ϕ ⊼ ϕ
where p ∈ P and ⊼ is the extended conjunction operator.
The same conventions as for PIL hold here. For the satisfaction of EPIL formulas we
consider finite words w over I(P ). Intuitively, a word w encodes each of the distinct interac-
tions within a system as a letter. Moreover, the position of each letter in w depicts the order
in which the corresponding interaction is executed in the system, in case there is an order
restriction. Otherwise, the interactions are assigned to arbitrary positions in w.
Definition 8 Let ϕ be an EPIL formula over P and w ∈ I(P )∗. We define the satisfaction
relation w |=EPIL ϕ by induction on the structure of ϕ as follows:
- w |=EPIL true,
- w |=EPIL p iff w = w(0) and w(0) |=PIL p,
- w |=EPIL ¬ϕ iff w 6|=EPIL ϕ,
- w |=EPIL ϕ1 ∨ ϕ2 iff w |=EPIL ϕ1 or w |=EPIL ϕ2,
- w |=EPIL ϕ1 ⊼ ϕ2 iff w = w1w2 and wi |=EPIL ϕi for i = 1, 2.
In the above semantics, the satisfaction relation w |=EPIL p of a port p over P by a word
w, implies that w is formed only by a letter. Hence w represents a unique set of interactions
containing the port p, extending in a natural manner PIL.
Two EPIL formulas ϕ,ϕ′ are called equivalent, and we denote it by ϕ ≡ ϕ′, whenever
w |=EPIL ϕ iff w |=EPIL ϕ
′ for every w ∈ I(P )∗.
Proposition 9 [35] Let ϕ,ϕ1, ϕ2, ϕ3 be EPIL formulas over P . Then,
(i) ϕ1 ⊼ ϕ2 6≡ ϕ2 ⊼ ϕ1,
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(ii) ϕ1 ⊼ (ϕ2 ⊼ ϕ3) ≡ (ϕ1 ⊼ ϕ2) ⊼ ϕ3,
(iii) ϕ ⊼ (ϕ1 ∧ ϕ2)→ (ϕ ⊼ ϕ1) ∧ (ϕ ⊼ ϕ2),
(iv) (ϕ1 ∧ ϕ2) ⊼ ϕ→ (ϕ1 ⊼ ϕ) ∧ (ϕ2 ⊼ ϕ),
(v) ϕ ⊼ (ϕ1 ∨ ϕ2) ≡ (ϕ ⊼ ϕ1) ∨ (ϕ ⊼ ϕ2),
(vi) (ϕ1 ∨ ϕ2) ⊼ ϕ ≡ (ϕ1 ⊼ ϕ) ∨ (ϕ2 ⊼ ϕ),
where the implication → is defined as usual by ϕ → ϕ′ := ¬ϕ ∨ ϕ′ for EPIL formulas ϕ,ϕ′
over P .
By a straightforward application of Lemma 1, we get the next result.
Proposition 10 For every EPIL formula ϕ over P we can effectively construct an equivalent
one in the form ϕ1 ⊼ . . . ⊼ ϕn where ϕ1, . . . , ϕn are PIL formulas in DNF.
Now, we recall the BIP ab-model where in comparison to the one in Definition 4, the PIL
formula is replaced by an EPIL formula.
Definition 11 A BIP architecture-based model (BIP ab-model for short) is a pair (B, ϕ)
where B = {B(i) | i ∈ [n]} is a set of components and ϕ is an EPIL formula over PB.
The semantics of BIP ab-models is defined as for BIP models.
Definition 12 The semantics of a BIP ab-model (B, ϕ) is the semantics of the BIP model
(B, ϕγ) where γ = {w(i) | 0 ≤ i ≤ n− 1, w = w(0) . . . w(n − 1) ∈ I
∗
B, and w |=EPIL ϕ}.
3.2 Weighted BIP model and weighted BIP ab-model
In this subsection we introduce our weighted BIP model and weighted BIP ab-model. For this
we need firstly to recall weighted PIL [33] and introduce weighted EPIL over the semiring K.
We make the following convention: In the sequel, we use˜to denote weighted formulas. For
instance, ϕ will denote a PIL formula and ϕ˜ a weighted PIL formula.
Definition 13 Let P be a finite set of ports. Then the syntax of weighted PIL (wPIL for
short) formulas ϕ˜ over P and K is given by the grammar
ϕ˜ ::= k | ϕ | ϕ˜⊕ ϕ˜ | ϕ˜⊙ ϕ˜
where k ∈ K and ϕ is a PIL formula over P .
We represent semantics of wPIL formulas ϕ˜ over P and K as series in K 〈〈I(P )〉〉. In
particular these series have finite support hence, they are polynomials.
Definition 14 Let ϕ˜ be a wPIL formula over P and K. The semantics of ϕ˜ is a polynomial
‖ϕ˜‖ ∈ K 〈I(P )〉. For every a ∈ I(P ) the value ‖ϕ˜‖ (a) is defined inductively on the structure
of ϕ˜ as follows:
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- ‖k‖ (a) = k,
- ‖ϕ‖ (a) =
{
1 if a |=PIL ϕ
0 otherwise
,
- ‖ϕ˜1 ⊕ ϕ˜2‖ (a) = ‖ϕ˜1‖ (a) + ‖ϕ˜2‖ (a),
- ‖ϕ˜1 ⊙ ϕ˜2‖ (a) = ‖ϕ˜1‖ (a) · ‖ϕ˜2‖ (a).
Now we are ready to introduce our weighted BIP model. For this we extend the notion of
atomic components to weighted setting.
Definition 15 A weighted atomic component is a weighted transition system wB = (B,wt)
where B is a transition system with B = (Q,P, q0, R) and wt : R→ K is a mapping assigning
weights to the transitions.
By our assumption that every port occurs as a label of at most one transition, we can
consider the mapping wt as a mapping which assigns values in K to every port p ∈ P . Hence,
in the sequel, we shall also write wt : P → K. In particular, if a port p occurs in no transition,
then we let wt(p) = 0.
We call a weighted atomic component wB a weighted component, whenever we deal with
several weighted atomic components. A set of weighted components is a set wB = {wB(i) |
i ∈ [n]} where wB(i) = (B(i), wt(i)) with B(i) = (Q(i), P (i), q0, R(i)), i ∈ [n]. The set of
ports and the set of interactions of wB are the sets PB and IB respectively, of the underlying
set of components B. Let γ = {a1, . . . , am} be a set of interactions in ΓB. Then the wPIL
formula ϕ˜γ is defined by ϕ˜γ = ϕ˜a1 ⊕ . . . ⊕ ϕ˜am , where ϕ˜ai is defined for every i ∈ [n] as
follows. Let us assume that ai = {pj1 , . . . , pjr} where j1, . . . , jr are pairwise distinct and
pjl ∈ P (jl) for every l ∈ [r]. Then ϕ˜ai = wt(j1)(pj1)⊙ pj1 ⊙ . . . ⊙wt(jr)(pjr)⊙ pjr . Since the
semiring K is commutative ϕ˜ai is equivalent to wt(j1)(pj1)⊙ . . .⊙wt(jr)(pjr)⊙(pj1∧ . . .∧pjr),
i.e., to wt(j1)(pj1) ⊙ . . . ⊙ wt(jr)(pjr) ⊙ ϕai . By definition of the monomials ϕai , i ∈ [n] we
get that ϕ˜γ(ai) =
∑
a′∈γ,a′⊆ai
ϕ˜a′(ai). Nevertheless, in the weighted formulas for well-known
architectures, as they are presented in Subsection 4.2, the case a′ ∈ γ, a′ ⊆ ai does not occur.
Hence, in the sequel, we assume that the set γ ∈ ΓB of interactions, in a wEPIL formula ϕ˜γ
assigned to a set wB of weighted components, satisfies the statement: if a, a′ ∈ γ with a 6= a′,
then a * a′ and a′ * a. In general if this is not the case, then we can replace in ϕ˜γ every
formula ϕ˜a by its corresponding full monomial. For instance, keeping the notations for ai we
should write ϕ˜ai = wt(j1)(pj1)⊙ pj1 ⊙ . . .⊙ wt(jr)(pjr)⊙ pjr ⊙
(∧
p/∈a
¬p
)
.
Definition 16 A weighted Behavior-Interaction-Priority (wBIP for short) model is a pair
(wB, ϕ˜γ) where wB = {wB(i) | i ∈ [n]} is a set of weighted components and ϕ˜γ is a wPIL
formula of a set of interactions γ ∈ ΓB.
The semantics of a wBIP model (wB, ϕ˜γ) is defined by assigning weights to the semantics
of the BIP model (B, ϕγ), and thus obtaining a weighted transition system.
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Definition 17 The semantics of a wBIP model (wB, ϕ˜γ), with wB = {wB(i) | i ∈ [n]}, is
a weighted transition system ((Q, γ, q0, R), wt) where (Q, γ, q0, R) is the transition system of
the BIP model (B, ϕγ), and wt : R → K is a mapping assigning weights to transitions in R.
The mapping wt is determined by
wt((q(1), . . . , q(n)), a, (q′(1), . . . , q′(n))) = ‖ϕ˜γ(a)‖
for every τ = ((q(1), . . . , q(n)), a, (q′(1), . . . , q′(n))) ∈ R.
Our next task is the definition of the weighted extended propositional interaction logic
over a set of ports P and the semiring K.
Definition 18 Let P be a finite set of ports. The syntax of weighted extended propositional
interaction logic (wEPIL for short) formulas ϕ˜ over P and K is given by the grammar
ϕ˜ ::= k | ϕ | ϕ˜⊕ ϕ˜ | ϕ˜⊙ ϕ˜ | ϕ˜⊗ ϕ˜
where k ∈ K, ϕ is an EPIL formula over P , and ⊗ is the weighted extended conjunction
operator.
For the semantics of wEPIL formulas we consider finite words w over I(P ) and represent
semantics of wEPIL formulas as series in K 〈〈I(P )∗〉〉.
Definition 19 Let ϕ˜ be a wEPIL formula over P and K. The semantics of ϕ˜ is a series
‖ϕ˜‖ ∈ K 〈〈I(P )∗〉〉. For every w ∈ I(P )∗ the value ‖ϕ˜‖ (w) is defined inductively on the
structure of ϕ˜ as follows:
- ‖k‖ (w) = k,
- ‖ϕ‖ (w) =
{
1 if w |=EPIL ϕ
0 otherwise
,
- ‖ϕ˜1 ⊕ ϕ˜2‖ (w) = ‖ϕ˜1‖ (w) + ‖ϕ˜2‖ (w),
- ‖ϕ˜1 ⊙ ϕ˜2‖ (w) = ‖ϕ˜1‖ (w) · ‖ϕ˜2‖ (w),
- ‖ϕ˜1 ⊗ ϕ˜2‖ (w) =
∑
w=w1w2
(‖ϕ˜1‖ (w1) · ‖ϕ˜2‖ (w2)).
Let ϕ be an EPIL formula over P and ϕ˜ a wEPIL formula over P and K. Then we let
ϕ→ ϕ˜′ := ¬ϕ⊕ (ϕ⊙ ϕ˜′). Two wEPIL formulas ϕ˜, ϕ˜′ are called equivalent, and we denote it
by ϕ˜ ≡ ϕ˜′, whenever ‖ϕ˜‖ = ‖ϕ˜′‖. Next we define the concept of weighted BIP ab-model and
present an example with the Request/Response architecture.
Definition 20 A weighted BIP architecture-based model (wBIP ab-model for short) is a
pair (wB, ϕ˜) where wB = {wB(i) | i ∈ [n]} is a set of weighted components and ϕ˜ is a wEPIL
formula over PB and K.
The semantics of wBIP ab-models is defined as for wBIP models.
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Definition 21 The semantics of a wBIP ab-model (wB, ϕ˜) is the semantics of the wBIP
model (wB, ϕ˜γ) where γ = {w(i) | 0 ≤ i ≤ n − 1, w = w(0) . . . w(n − 1) ∈ I
∗
B, and w ∈
supp(‖ϕ˜‖} and the wPIL formula ϕ˜γ is defined by ‖ϕ˜γ‖ (a) = ‖ϕ˜‖ (a) for every a ∈ IB.
Example 22 (Weighted Request/Response) Request/Response architectures are clas-
sical interaction patterns widely used for web services [14]. Request/Response architecture
involves clients and services. A client sends a request to a service and waits until the service
will respond. No other client can be connected to a service until the response of the service, to
the client who sent the request, will be completed. This is ensured by a third component type
called coordinator [31].
poc pog pod
Coord. D(1)
koc kog kod
p
(1)
cc p
(1)
cq p
(1)
cr
Client C(1)
k
(1)
cc k
(1)
cq k
(1)
cr
p
(2)
cc p
(2)
cq p
(2)
cr
Client C(2)
k
(2)
cc k
(2)
cq k
(2)
cr
psg pss
Service S(1)
ksg kss
Figure 1: Weighted Request/Response architecture.
We consider a wBIP ab-model (wB, ϕ˜) with the Request/Response architecture (Figure 1).
We assume two client components C(1) and C(2), one service component S(1), and one co-
ordinator component D(1), and we let wB = {wC(1), wC(2), wS(1), wD(1)}. Client C(i), for
i = 2, has three ports denoted by p
(i)
cc , p
(i)
cq , p
(i)
cr , used for the connection of the client to coordi-
nator, to service (via coordinator) for sending the request, and to service (via coordinator) for
receiving its response, respectively. Coordinator D(1) has three ports namely poc, pog, pod. The
first one controls that only one client is connected to a service. The second one checks that
the connected client sends a request, and the third one disconnects the client when the service
responds to the request. Service S(1) has two ports psg, pss which establish the connection to
a client (via coordinator) for the receivement of a request and responding, respectively. We
let PB denote as usual the set of ports of all the components. Here we assume that both client
components participate in the architecture. The weight of every port is denoted in Figure 1.
The wEPIL formula for the weighted Request/Response architecture, for client C(1) is defined
by
ϕ˜1 =
k(1)cc ⊙ p(1)cc ⊙ koc ⊙ poc ⊙
∧
p/∈a1
¬p

⊗
k(1)cq ⊙ p(1)cq ⊙ ksg ⊙ psg ⊙ kog ⊙ pog ⊙
∧
p/∈a2
¬p

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⊗k(1)cr ⊙ p(1)cr ⊙ kss ⊙ pss ⊙ kod ⊙ pod ⊙
∧
p/∈a3
¬p

and for client C(2) is defined by
ϕ˜2 =
k(2)cc ⊙ p(2)cc ⊙ koc ⊙ poc ⊙
∧
p/∈a4
¬p

⊗
k(2)cq ⊙ p(2)cq ⊙ ksg ⊙ psg ⊙ kog ⊙ pog ⊙
∧
p/∈a5
¬p

⊗
k(2)cr ⊙ p(2)cr ⊙ kss ⊙ pss ⊙ kod ⊙ pod ⊙
∧
p/∈a6
¬p

where a1 =
{
p
(1)
cc , poc
}
, a2 =
{
p
(1)
cq , psg, pog
}
, a3 =
{
p
(1)
cr , pss, pod
}
, a4 =
{
p
(2)
cc , poc
}
, a5 ={
p
(2)
cq , psg, pog
}
, and a6 =
{
(p
(2)
cr , pss, pod
}
. Observe that in formulas ϕ˜1, ϕ˜2 we make use of the
full monomials for each of the interactions in order to exclude erroneous interactions within the
architecture. Then, the unique word which returns a non-zero weight for ϕ˜1 is w1 = a1a2a3 and
for ϕ˜2 is w2 = a4a5a6. More precisely, ‖ϕ˜1‖ (w1) represents the ”cost” for the communication
of client C(1) to S(1), and ‖ϕ˜2‖ (w2) represents the ”cost” for the communication of client
C(2) to S(1). On the other hand, ‖ϕ˜1‖ (w1)+ ‖ϕ˜2‖ (w2) corresponds to the ”total cost” of the
implementation of the Request/Response architecture with two clients. For instance consider
the min-plus semiring Rmin. Then, the value min{‖ϕ˜1‖ (w1), ‖ϕ˜2‖ (w2)} gives information for
the communication with the minimum cost. On the other hand, in Viterbi semiring, we get
the value max{‖ϕ˜1‖ (w1), ‖ϕ˜2‖ (w2)} which refers to the communication with the maximum
probability to be executed.
4 Weighted parametric BIP ab-models
Parametric BIP ab-models were introduced in [35] extending parametric BIP models of
[10, 11]. Interactions of parametric BIP ab-models were represented by first-order extended
interaction logic (FOEIL for short). With that logic we succeeded to describe the order of
execution of interactions required by several important architectures. In this section we in-
vestigate weighted parametric BIP ab-models. For this, we introduce a weighted FOEIL over
the semiring K. As we show in the next section, a translation of our weighted FOEIL to
weighted linear dynamic logic concludes to decidability and complexity results for weighted
FOEIL formulas, provided the semiring K turns to be a computable field. In correspondence
to the unweighted case [35], a weighted parametric component-based model is comprised of a
finite number of distinct component types where the cardinality of the instances of each type
is a parameter for the system. Therefore, in the sequel we consider weighted parametric BIP
ab-models, i.e., weighted BIP ab-models with infinitely many instances of every component
type. We need to recall firstly sets of parametric components.
Let B = {B(i) | i ∈ [n]} be a set of component types. For every i ∈ [n] and j ≥ 1 we
consider an instance B(i, j) = (Q(i, j), P (i, j), q0(i, j), R(i, j)) and we call B(i, j) a parametric
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component. Moreover, we assume that (Q(i, j) ∪ P (i, j)) ∩ (Q(i′, j′) ∪ P (i′, j′)) = ∅ whenever
i 6= i′ or j 6= j′ for every i, i′ ∈ [n] and j, j′ ≥ 1. This restriction is needed in order to identify
the distinct component instances and to reason about their states and ports [35]. We set
pB = {B(i, j) | i ∈ [n], j ≥ 1} and call it a set of parametric components. The set of ports of
pB is given by PpB =
⋃
i∈[n],j≥1P (i, j). Next, for every i ∈ [n] and j ≥ 1 we consider a weighted
instance wB(i, j) = (B(i, j), wt(i, j)), whereB(i, j) = (Q(i, j), P (i, j), q0(i, j), R(i, j)), and we
call it a weighted parametric component. We note that for every i ∈ [n] we do not impose
any restriction for the weights wt(i, j), j ≥ 1, i.e., wt(i, j)’s are in general distinct weight
mappings. We set wpB = {wB(i, j) | i ∈ [n], j ≥ 1} and call it a set of weighted parametric
components.
4.1 Weighted extended first-order interaction logic
In practical applications we do not know how many instances of each component type are
connected at a system a concrete time. This means that we cannot define interactions of
wpB in the same way we did it for finite sets of weighted component types. In [35] we used
FOEIL as a modelling language to represent interactions for parametric BIP ab-models. Here,
we introduce a quantitative version of FOEIL in order to represent interactions for weighted
parametric BIP ab-models. For this, we shall need firstly to recall FOEIL [35]. Due to
the nature of (weighted) parametric systems variables are coming into pairs. For example, we
write p(x, y) to denote a port in instance y of component type x. We consider two disjoint sets
of first-order variables, namely X and Y. Variables in X will refer to types of components, and
variables in Y to instances of a concrete component type. For example, by writing (x, y), (x, y′)
we mean that y, y′ refer to instances of component type x. We shall need alternations among
existential and universal quantifications on the elements of pairs (x, y) ∈ X × Y. For this
we separate the quantification of x and y. For instance ∃x∀y.ψ expresses that there is a
component type x such that for every component instance y of this type, formula ψ holds.
Similar conventions are adopted for weighted quantifications of FOEIL formulas.
Definition 23 Let pB = {B(i, j) | i ∈ [n], j ≥ 1} be a set of parametric components, X a
finite set of first-order variables, and Y a countable set of first-order variables such that X and
Y are disjoint. Then the syntax of first-order extended interaction logic (FOEIL for short)
formulas ψ over pB 2 is given by the grammar
ψ ::= true | p(x, y) | (x, y) = (x′, y′) | ¬ψ | ψ ∨ ψ | ψ ⊼ ψ |
∃x∃y.ψ | ∃x∀y.ψ | ∃x∀¯y.ψ | ∀x∃y.ψ | ∀x∀y.ψ | ∀x∀¯y.ψ
where x, y are variables ranging over X and Y, respectively, p(x, y) denotes a port in instance
y of component type x, ⊼ is the extended conjunction operator, and ∀¯ denotes the extended
universal quantifier.
Let ψ be a FOEIL formula over pB. As usual, every variable within the scope of any
quantifier is called bounded, otherwise it is called free. We denote by free(ψ) the set of free
variables of ψ. If ψ has no free variables, then it is a sentence.
2According to our terminology for EPIL formulas, a FOEIL formula must be defined over the set of ports
of pB. Nevertheless, we prefer for simplicity to refer to the set pB of parametric components.
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We consider a set of parametric components pB = {B(i, j) | i ∈ [n], j ≥ 1} and a mapping
r : [n] → N. The value r(i), for every i ∈ [n], intends to represent the finite number of
instances of the component type B(i) in the parametric system. The mapping characterizes
the dynamic behavior of such systems, where components’ instances can appear or disappear,
affecting in turn, the corresponding interactions. Hence, for different mappings we obtain
a different parametric system. We let pB(r) = {B(i, j) | i ∈ [n], j ∈ [r(i)]} and call it the
instantiation of pB w.r.t. r. We denote by PpB(r) the set of all ports of component types in
pB(r), i.e., PpB(r) =
⋃
i∈[n],j∈[r(i)]P (i, j).
Let V be a finite set of pairs of first-order variables over X × Y, i.e., V ⊆ X × Y. To
interpret FOEIL formulas we use the notion of an assignment defined with respect to the
set of variables V and the mapping r. We let Ar = {(i, j) | i ∈ [n], j ∈ [r(i)]}. Formally, a
(V, r)-assignment is a mapping σ : V → Ar. For every (x, y) ∈ V and (i, j) ∈ Ar we denote
by σ[(x, y) → (i, j)] the assignment obtained by σ which sends (x, y) to (i, j) and coincides
with σ on V \ {(x, y)}. Intuitively, a (V, r)-assignment σ assigns unique identifiers to each
component instance in a parametric system, w.r.t the mapping r.
We interpret FOEIL formulas over triples consisting of a mapping r : [n] → N, a (V, r)-
assignment σ, and a word w ∈ I(PpB(r))
∗. According to Definition 4, one would expect that
we define the semantics of FOEIL formulas w.r.t. words in I∗pB(r) in order to ensure that at
most one port of every component instance is activated at each interaction. Nevertheless,
such a restriction is unnecessary, because as it is shown later we can build FOEIL formulas
satisfying this condition.
Definition 24 Let ψ be a FOEIL formula over a set pB = {B(i, j) | i ∈ [n], j ≥ 1} of
parametric components. Let also V ⊆ X × Y be finite containing free(ψ), r : [n] → N, σ a
(V, r)-assignment, and w ∈ I(PpB(r))
∗. Then, the satisfaction relation (r, σ,w) |= ψ, is defined
inductively on the structure of ψ as follows:
- (r, σ,w) |= true,
- (r, σ,w) |= p(x, y) iff w |=EPIL p(σ(x, y)),
- (r, σ,w) |= (x, y) = (x′, y′) iff σ(x, y) = σ(x′, y′),
- (r, σ,w) |= ¬ψ iff (r, σ,w) 6|= ψ,
- (r, σ,w) |= ψ1 ∨ ψ2 iff (r, σ,w) |= ψ1 or (r, σ,w) |= ψ2,
- (r, σ,w) |= ψ1 ⊼ ψ2 iff w = w1w2 and (r, σ,wi) |= ψi for i = 1, 2,
- (r, σ,w) |= ∃x∃y.ψ iff there exist i ∈ [n], j ∈ [r(i)] such that (r, σ[(x, y) → (i, j)], w) |= ψ,
- (r, σ,w) |= ∃x∀y.ψ iff there exists i ∈ [n] such that for every j ∈ [r(i)] we have
(r, σ[(x, y) → (i, j)], w) |= ψ,
- (r, σ,w) |= ∃x∀¯y.ψ iff there exists i ∈ [n] such that w = w1 . . . wr(i) and (r, σ[(x, y) →
(i, j)], wj) |= ψ for every j ∈ [r(i)],
- (r, σ,w) |= ∀x∃y.ψ iff for every i ∈ [n] there exists j ∈ [r(i)] such that (r, σ[(x, y) →
(i, j)], w) |= ψ,
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- (r, σ,w) |= ∀x∀y.ψ iff for every i ∈ [n], j ∈ [r(i)] we have (r, σ[(x, y) → (i, j)], w) |= ψ,
- (r, σ,w) |= ∀x∀¯y.ψ iff for every i ∈ [n] we have w = w
(i)
1 . . . w
(i)
r(i)
and(
r, σ[(x, y) → (i, j)], w
(i)
j
)
|= ψ for every j ∈ [r(i)].
If ψ is a FOEIL sentence over pB, then we simply write (r, w) |= ψ.
Next, let wpB = {wB(i, j) | i ∈ [n], j ≥ 1} be a set of weighted parametric components.
Then for every i ∈ [n] and j ≥ 1, the notation k(i, j) refers to a value in the semiring K. Now
we are ready to define our weighted FOEIL over the semiring K.
Definition 25 Let wpB = {wB(i, j) | i ∈ [n], j ≥ 1} be a set of weighted parametric com-
ponents, X a finite set of first-order variables, and Y a countable set of first-order variables
such that X and Y are disjoint. Then the syntax of weighted first-order extended interaction
logic (wFOEIL for short) formulas ψ˜ over wpB and K is given by the grammar
ψ˜ ::= k(x, y) | ψ | ψ˜ ⊕ ψ˜ | ψ˜ ⊙ ψ˜ | ψ˜ ⊗ ψ˜⊕
x
⊕
y.ψ˜ |
⊕
x
⊙
y.ψ˜ |
⊕
x
⊗
y.ψ˜ |
⊙
x
⊕
y.ψ˜ |
⊙
x
⊙
y.ψ˜ |
⊙
x
⊗
yψ˜
where k denotes a symbol in K, x, y are variables ranging over X and Y respectively, and ψ
is a FOEIL formula over pB.
Next we define the semantics of wFOEIL formulas. More precisely, we interpret every
wFOEIL formula ψ˜ as a series which assigns values from K to every triple (r, σ,w), where
r : [n] → N is a mapping, σ is an (V, r)-assignment, where V ⊆ X × Y is finite containing
free(ψ˜), and w a word in I(PpB(r))
∗.
Definition 26 Let ψ˜ be a wFOEIL formula over a set wpB = {wB(i, j) | i ∈ [n], j ≥ 1} of
weighted parametric components. Let also V ⊆ X ×Y be finite containing free(ψ), r : [n]→ N,
σ a (V, r)-assignment, and w ∈ I(PpB(r))
∗. Then, the semantics of ψ˜ is a series ‖ψ˜‖ which
assigns a value in K to every such triple (r, σ,w). The value ‖ψ˜‖(r, σ,w) is defined inductively
on the structure of ψ˜ as follows:
- ‖k(x, y)‖ (r, σ,w) = k(σ(x, y)),
- ‖ψ‖ (r, σ,w) =
{
1 if (r, σ,w) |= ψ
0 otherwise
,
-
∥∥∥ψ˜1 ⊕ ψ˜2∥∥∥ (r, σ,w) = ∥∥∥ψ˜1∥∥∥ (r, σ,w) + ∥∥∥ψ˜2∥∥∥ (r, σ,w),
- ‖ψ˜1 ⊙ ψ˜2‖(r, σ,w) = ‖ψ˜1‖(r, σ,w) · ‖ψ˜2‖(r, σ,w),
-
∥∥∥ψ˜1 ⊗ ψ˜2∥∥∥ (r, σ,w) = ∑
w=w1w2
(∥∥∥ψ˜1∥∥∥ (r, σ,w1) · ∥∥∥ψ˜2∥∥∥ (r, σ,w2)),
-
∥∥∥⊕x⊕y.ψ˜∥∥∥ (r, σ,w) = ∑
i∈[n]
∑
j∈[r(i)]
∥∥∥ψ˜∥∥∥ (r, σ[(x, y) → (i, j)], w),
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-
∥∥∥⊕x⊙y.ψ˜∥∥∥ (r, σ,w) = ∑
i∈[n]
∏
j∈[r(i)]
∥∥∥ψ˜∥∥∥ (r, σ[(x, y) → (i, j)], w),
-
∥∥∥⊕x⊗y.ψ˜∥∥∥ (r, σ,w) = ∑
i∈[n]
∑
w=w
(i)
1 ...w
(i)
r(i)
∏
j∈[r(i)]
∥∥∥ψ˜∥∥∥(r, σ[(x, y) → (i, j)], w(i)j ),
-
∥∥∥⊙x⊕y.ψ˜∥∥∥ (r, σ,w) = ∏
i∈[n]
∑
j∈[r(i)]
∥∥∥ψ˜∥∥∥ (r, σ[(x, y) → (i, j)], w),
-
∥∥∥⊙x⊙y.ψ˜∥∥∥ (r, σ,w) = ∏
i∈[n]
∏
j∈[r(i)]
∥∥∥ψ˜∥∥∥ (r, σ[(x, y) → (i, j)], w),
-
∥∥∥⊙x⊗y.ψ˜∥∥∥ (r, σ,w) = ∏
i∈[n]
∑
w=w
(i)
1 ...w
(i)
r(i)
∏
j∈[r(i)]
∥∥∥ψ˜∥∥∥ (r, σ[(x, y) → (i, j)], w(i)j ).
If ψ˜ is a wFOEIL sentence over wpB, then we consider values ‖ψ˜‖(r, w).
4.2 Examples of wFOEIL formulas for weighted parametric architectures
Next we present several examples of wFOEIL formulas characterizing concrete weighted para-
metric architectures. In what follows we denote boolean combinations of formulas of the form
xrx′ where r ∈ {=, 6=} as constraints. For instance we write
⊕
x
⊙
y
⊕′
x
⊙′
y((x 6= x
′) ∧ (y 6=
y′)).ψ for
⊕
x
⊙
y
⊕′
x
⊙′
y .(((x 6= x
′) ∧ (y 6= y′)) → ψ). Furthermore, for a wFOEIL formula
ψ˜ we declare component type variables over X only once, i.e., we write x♦y♦y′(y 6= y′).ψ˜
instead of x♦yx♦y′(y 6= y′).ψ˜ where  ∈ {
⊕
,
⊙
} and ♦ ∈ {
⊕
,
⊙
,
⊗
}. For our examples
we shall need two macros. More precisely, the FOEIL formula
#(p1(x1, y1) ∧ . . . ∧ pn(xn, yn)) ::= p1(x1, y1) ∧ . . . ∧ pn(xn, yn)
∧
∧
1≤i≤n
∧
p 6=pi
¬p(xi, yi) ∧ ∀x∀y.
 ∧
1≤i≤n
((xi, yi) 6= (x, y))
→ ¬p(x, y)
 ,
and its corresponding wFOEIL formula
∇(k1(x1, y1)⊙ p1(x1, y1)⊙ . . .⊙ kn(xn, yn)⊙ pn(xn, yn)) ::=
(k1(x1, y1)⊙ p1(x1, y1)⊙ . . .⊙ kn(xn, yn)⊙ pn(xn, yn))
⊙
∧
1≤i≤n
∧
p 6=pi
¬p(xi, yi) ∧ ∀x∀y.
 ∧
1≤i≤n
((xi, yi) 6= (x, y))
→ ¬p(x, y)
 .
Then, by a straightforward calculation we get
∇(k1(x1, y1)⊙ p1(x1, y1)⊙ . . .⊙ kn(xn, yn)⊙ pn(xn, yn)) ≡
k1(x1, y1)⊙ . . .⊙ kn(xn, yn)⊙ (#(p1(x1, y1) ∧ . . . ∧ pn(xn, yn))).
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Example 27 (Weighted Master/Slave) Master/Slave architecture involves two types of
components, namely masters M(1) and slaves S(2) [31]. Every slave must be connected with
exactly one master. Interactions among masters (resp. slaves) are not permitted (Figure 2).
Next we give a wFOEIL sentence ψ˜ for the weighted parametric Master/Slave architecture.
Variables x1 and x2 refer to types master and slave respectively, whereas y1 and y2 refer to
instances of masters and slaves. We denote by pm the port of the master component with
weight km and by ps the port of the slave component with weight ks. Then the wFOEIL
sentence ψ˜ is defined as follows:
ψ˜ =
⊕
x2
⊗
y2
⊕
x1
⊕
y1
(x1 6= x2).(∇(km(x1, y1)⊙ pm(x1, y1)⊙ ks(x2, y2)⊙ ps(x2, y2))).
Let us instantiate the weighted parametric Master/ Slave architecture for two masters and two
slaves, hence r(1) = r(2) = 2. Then we have pB(r) = {pm(1, 1), pm(1, 2), ps(2, 1), p2(2, 2)}.
We consider the word w1 = {pm(1, 1), ps(2, 1)}{pm(1, 2), ps(2, 2)} in I(PpB(r))
∗ which corre-
sponds to the first from the left architecture in Figure 2. Then
∥∥∥ψ˜∥∥∥ (r, w1) returns the cost of
the implementation of the interactions of that architecture, according to the underlying semir-
ing. Similarly, we can compute the values
∥∥∥ψ˜∥∥∥ (r, w2), ∥∥∥ψ˜∥∥∥ (r, w3), and ∥∥∥ψ˜∥∥∥ (r, w4) which
correspond to the cost of the implementations of the remaining architectures, in Figure 2,
from left to right. Then, the ”sum” of all these values equals for instance, in the semiring of
rational numbers to the total cost, in Viterbi semiring to the maximum probability, in max-
plus semiring to the maximum cost, and in min-plus semiring to the minimum cost, for the
implementations of the four possible interactions presented in Figure 2.
pm
Master M(1, 1)
km
ps
Slave (2, 1)
ks
pm
Master M(1, 2)
km
ps
Slave (2, 2)
ks
pm
Master M(1, 1)
km
ps
Slave (2, 1)
ks
pm
Master M(1, 2)
km
ps
Slave (2, 2)
ks
pm
Master M(1, 1)
km
ps
Slave (2, 1)
ks
pm
Master M(1, 2)
km
ps
Slave (2, 2)
ks
pm
Master M(1, 1)
km
ps
Slave (2, 1)
ks
pm
Master M(1, 2)
km
ps
Slave (2, 2)
ks
Figure 2: Weighted Master/Slave architecture.
Example 28 (Weighted Star) The Star architecture has one component type B(1) with
one port denoted by p. One instance is considered as the center in the sense that every other
instance has to be connected with it. No any other interaction is permitted. We let kp denote
the weight of the unique port p. Then, the wFOEIL sentence ψ˜ for the weighted parametric
star architecture (Figure 3) is defined by
ψ˜ =
⊕
x
⊕
y
⊗
y′
(y′ 6= y).(∇(kp(x, y) ⊙ p(x, y)⊙ kp(x, y
′)⊙ p(x, y′))).
We let r(1) = 5. Then, the corresponding instantiation of the parametric Star architec-
ture, with center B(1, 1) is presented in Figure 3. We let a1, a2, a3, a4 for the correspond-
ing interactions of B(1, 2), B(1, 3), B(1, 4), and B(1, 5) respectively, to B(1, 1). The value
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∥∥∥ψ˜∥∥∥ (r, w) for w = a1a2a3a4 corresponds to the cost of the implementation of this architec-
ture. We compute in a similar manner the cost of all possible Star architectures with center
B(1, 2), B(1, 3), B(1, 4), B(1, 5) respectively. Then we ”sum up” those values and we get the
total cost, or the maximum cost, or the minimum cost among them, for the semiring of rational
numbers, the max-plus semiring and the min-plus semiring, respectively.
B(1, 1)
p
kp
B(1, 2)
p
kp
B(1, 3)
p
kp
B(1, 4)
p
kp
B(1, 5)
p
kp
Figure 3: Weighted Star architecture.
Example 29 (Weighted Pipes/Filters) The Pipes/Filters architecture involves two types
of components, namely pipes P (1) and and filters F (2). [24]. Pipe (resp. filter) component
has two ports pi, po (resp. fi, fo). Every filter F is connected to two separate pipes P and P
′
via interactions {fi, po} and {fo, p
′
i}, respectively. Every pipe P can be connected to at most
one filter F via an interaction {po, fi}. Any other interaction is not permitted (Figure 4).
pipo
Pipe P (1, 1)
kpo kpi
fifo
Filter F (2, 1)
kfo kf i
pipo
Pipe P (1, 2)
kpo kpi
fifo
Filter F (2, 2)
kfo kf i
fifo
Filter F (2, 3)
kfo kf i
pipo
Pipe P (1, 3)
kpo kpi
pipo
Pipe P (1, 4)
kpo kpi
Figure 4: Weighted Pipes/Filters architecture.
We denote by kpi , kpo the weights of ports pi and po, respectively. Similarly, for filter compo-
nent we let kfi be the weight of fi and kfo the weight of fo. We let the variables x1, y1 to refer
to pipe component type and the variables x2, y2 to filter component type. Then, the wFOEIL
sentence ψ˜ characterizing the weighted parametric Pipes/Filters architecture is
ψ˜ =
⊕
x2
⊗
y2
⊕
x1
⊕
y1
⊕
y′1
((x1 6= x2) ∧ (y1 6= y
′
1)).(
∇(kpo(x1, y1)⊙ po(x1, y1)⊙ kfi(x2, y2)⊙ fi(x2, y2))
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⊗∇(kpi(x1, y
′
1)⊙ pi(x1, y
′
1)⊙ kfo(x2, y2)⊙ fo(x2, y2))
)
⊙
∃x1∀y
′′
1 .
(
(∃x2∀¯y
′
2(x1 6= x2).(true ⊼ (#(po(x1, y
′′
1 ) ∧ fi(x2, y
′
2))) ⊼ true))→
(∃x2∀¯y
′′
2∀y˜2(y
′′
2 6= y˜2).(true⊼(#(po(x1, y
′′
1)∧fi(x2, y
′′
2)))⊼true⊼(¬(po(x1, y
′′
1 )∧fi(x2, y˜2)))⊼true))
)
.
In the above wFOEIL sentence the arguments of ∇ express the connection of a filter input
(resp. output) port with a pipe output (resp. input) port excluding by definition erroneous port
connections. The FOEIL subformula in the last two lines ensures that no more than one filter
input port will be connected to the same pipe output port. Figure 4 presents an instantiation
of the weighted parametric Pipes/Filters architecture for four pipes and three filters, i.e., for
r(1) = 4 and r(2) = 3.
Example 30 (Weighted Repository) Repository architecture involves two types of com-
ponents namely, repository and data-accessor [13]. The repository component is unique and
all data accessors are connected to it. No any other connection among data accessors exists.
Both repository and data accessors have one port pr, pa, respectively (Figure 5). We denote
by kr the weight of pr and by ka the weight of pa.
pr
Rep. R(1, 1)
kr
pa
Acc. A(2, 1)
ka
pa
Acc. A(2, 2)
ka
pa
Acc. A(2, 3)
ka
pa
Acc. A(2, 4)
ka
Figure 5: Weighted repository architecture.
The subsequent wFOEIL sentence ψ˜ characterizes the weighted parametric repository archi-
tecture. Variables x1, y1 refer to repository component and variables x2, y2 to data accessor.
ψ˜ =
⊕
x1
⊕
y1
⊕
x2
⊗
y2
(x1 6= x2).∇(kr(x1, y1)⊙ pr(x1, y1)⊙ ka(x2, y2)⊙ pa(x2, y2)).
Figure 5 shows the the weighted Repository architecture for four data accessors, hence we have
the component instances R(1, 1) and A(2, 1), A(2, 2), A(2, 3), A(2, 4).
Example 31 (Weighted Request/Response) Next we present a wFOEIL sentence ψ˜ for
weighted Request/Response architecture, described in Example 1, in the parametric setting
(Figure 6). We let the variables x1, y1 refer to clients, x2, y2 to services, and x3, y3 to coordi-
nators. Here, we assume that all client components participate in the architecture.
ψ˜ =
⊕
x2
⊕
y2
⊕
x3
⊕
y3
⊕
x1
⊗
y1
((x1 6= x2) ∧ (x1 6= x3) ∧ (x2 6= x3)).
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poc pog pod
Coord. D(3, 1)
koc kog kod
pcc pcq pcr
Client C(1, 1)
kcc kcq kcr
pcc pcq pcr
Client C(1, 2)
kcc kcq kcr
psg pss
Service S(2, 1)
ksg kss
Figure 6: Weighted Request/Response architecture.
(
∇(kcc(x1, y1)⊙ pcc(x1, y1)⊙ koc(x3, y3)⊙ poc(x3, y3))
⊗ (∇(kcq(x1, y1)⊙ pcq(x1, y1)⊙ ksg(x2, y2)⊙ psg(x2, y2)⊙ kog(x3, y3)⊙ pog(x3, y3)))
⊗ (∇(kcr(x1, y1)⊙ pcr(x1, y1)⊙ kss(x2, y2)⊙ pss(x2, y2)⊙ kod(x3, y3)⊙ pod(x3, y3)))
)
.
Example 32 (Weighted Publish/Subscribe) Publish/Subscribe architecture is widely used
in IoT applications (cf. for instance [32, 34]) and recently in cloud systems [41]. It involves
three types of components, namely publishers, subscribers, and topics (Figure 7). Publishers
characterize messages and send them to the corresponding topics components. Subscribers
receive messages from topics (if there are some, already sent from publishers) to which they
have expressed their interest. Therefore, there are three types of interactions. Interactions
among publishers and topics through ports p and tp, interactions among topics and subscribers
through ports ti and si expressing the interest of subscribers, and interactions among topics
and subscribers for the transfer of messages implemented by the ports ts and sr, respectively.
A transfer of a message from a topic to a subscriber is implemented if there is already a con-
nection among the topic and a publisher (i.e., a message has been sent to a topic) for which
the subscriber is interested in. Publishers cannot check the existence of subscribers and vice-
versa [21]. Next we provide a wFOEIL sentence for the weighted parametric Publish/Subscribe
architecture. The weight of every port in the architecture is denoted in Figure 7. Variables
x1, y1 refer to publishers, x2, y2 to topics, and x3, y3 to subscribers. We make the convention
that all topic components participate in the architecture.
ψ˜ =
⊕
x2
⊗
y2
⊕
x3
⊕
y3
⊕
x1
⊕
y1
((x1 6= x2) ∧ (x1 6= x3) ∧ (x2 6= x3)).(
∇(kti(x2, y2)⊙ ti(x2, y2)⊙ ksi(x3, y3)⊙ si(x3, y3))
⊗ (∇(kp(x1, y1)⊙ p(x1, y1)⊙ ktp(x2, y2)⊙ tp(x2, y2)))
⊗ (∇(kts(x2, y2)⊙ ts(x2, y2)⊙ ksr(x3, y3)⊙ sr(x3, y3)))
)
.
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In Figure 7 we present an instantiation of the weighted parametric Publish/Subscribe architec-
ture with r(1) = 2, r(2) = 3, r(3) = 3, hence we have the component instances P (1, 1), P (1, 2),
T (2, 1), T (2, 2), T (2, 3), S(3, 1), S(3, 2), and S(3, 3). Then the value
∥∥∥ψ˜∥∥∥ (r, w) for w =
{ti(2, 1), si(3, 1)}{tp(2, 1), p(1, 1)}{ts(2, 1), sr(3, 1)}{ti(2, 2), si(3, 2)}{tp(2, 2), p(1, 2)}{ts(2, 2),
sr(3, 2)}{ti(2, 3), si(3, 3)}{tp(2, 3), p(1, 1)}{ts(2, 3), sr(3, 3)} represents the cost of the connec-
tion of T (2, 1) with S(3, 1) and P (1, 1), the connection of T (2, 2) with S(3, 2) and P (1, 2),
and the connection of T (2, 3) with S(3, 3) and P (1, 1).
p
Publ. P (1, 1)
kp
p
Publ. P (1, 2)
kp
ts
ti
tp
Topic T (2, 1)
kts
kti
ktp
ts
ti
tp
Topic T (2, 2)
kts
kti
ktp
ts
ti
tp
Topic T (2, 3)
kts
kti
ktp
sr
Subs. S(3, 1)
ksi
ksr
si
sr
Subs. S(3, 2)
ksi
ksr
si
sr
Subs. S(3, 3)
ksi
ksr
si
Figure 7: Weighted Publish/Subscribe architecture.
4.3 Weighted parametric BIP ab-models
In [35] we defined parametric BIP ab-models consisting of sets of parametric components
and FOEIL sentences characterizing their architectures. In this subsection we introduce the
concept of weighted parametric BIP ab-models. Such a model is composed by a set of weighted
parametric components and a wFOEIL formula which determines the quantitative features
of the architecture of the ab-model. As in the boolean case, we assume in the subsequent
definition, that the wFOEIL formula ψ˜ is well-defined according to the requirements of BIP
models; in every interaction participates at most one port of every component instance. If
this is not the case, then we consider the wFOEIL formula ψ˜⊙∀x∀¯y.
∧
p 6=p′
(¬p(x, y)∨¬p′(x, y)).
Definition 33 A weighted parametric BIP ab-model is a pair (wpB, ψ˜) where wpB = {wB(i, j)
| i ∈ [n], j ≥ 1} is a set of weighted parametric components and ψ˜ is a wFOEIL sentence over
wpB.
For the semantics of parametric BIP ab-models we need the next result.
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Proposition 34 Let wpB = {wB(i, j) | i ∈ [n], j ≥ 1} be a set of weighted parametric
components, ψ˜ a wFOEIL formula over wpB and K, r : [n] → N a mapping, V ⊆ X × Y a
finite set containing free(ψ˜), and σ a (V, r)-assignment. Then, we can effectively construct
a wEPIL formula ϕ˜ψ˜,σ over PwpB(r) and K such that
∥∥∥ϕ˜ψ˜,σ∥∥∥ (w) = ∥∥∥ψ˜(r, σ,w)∥∥∥ for every
w ∈ I(PwpB(r))
∗.
Proof. We construct ϕ˜ψ˜,σ by induction on the structure of ψ˜ as follows.
- If ψ˜ = k(x, y), then ϕ˜ψ˜,σ = k(σ(x, y)).
- If ψ˜ = ψ, then ϕ˜ψ˜,σ = ϕψ,σ .
- If ψ˜ = ψ˜1 ⊕ ψ˜2, then ϕ˜ψ˜,σ = ϕ˜ψ˜1,σ ⊕ ϕ˜ψ˜2,σ.
- If ψ˜ = ψ˜1 ⊙ ψ˜2, then ϕ˜ψ˜,σ = ϕ˜ψ˜1,σ ⊙ ϕ˜ψ˜2,σ.
- If ψ˜ = ψ˜1 ⊗ ψ˜2, then ϕ˜ψ˜,σ = ϕ˜ψ˜1,σ ⊗ ϕ˜ψ˜2,σ.
- If ψ˜ =
⊕
x
⊕
y .ψ˜
′, then ϕ˜ψ˜,σ =
⊕
i∈[n]
⊕
j∈[r(i)]
ϕ˜ψ˜′,σ[(x,y)→(i,j)].
- If ψ˜ =
⊕
x
⊙
y .ψ˜
′, then ϕ˜ψ˜,σ =
⊕
i∈[n]
⊙
j∈[r(i)]
ϕ˜ψ˜′,σ[(x,y)→(i,j)].
- If ψ˜ =
⊕
x
⊗
y .ψ˜
′, then ϕ˜ψ˜,σ =
⊕
i∈[n]
⊗
j∈[r(i)]
ϕ˜ψ˜′,σ[(x,y)→(i,j)].
- If ψ˜ =
⊙
x
⊕
y .ψ˜
′, then ϕ˜ψ˜,σ =
⊙
i∈[n]
⊕
j∈[r(i)]
ϕ˜ψ˜′,σ[(x,y)→(i,j)].
- If ψ˜ =
⊙
x
⊙
y .ψ˜
′, then ϕ˜ψ˜,σ =
⊙
i∈[n]
⊙
j∈[r(i)]
ϕ˜ψ˜′,σ[(x,y)→(i,j)].
- If ψ˜ =
⊙
x
⊗
y .ψ˜
′, then ϕ˜ψ˜,σ =
⊙
i∈[n]
⊗
j∈[r(i)]
ϕ˜ψ˜′,σ[(x,y)→(i,j)].
In case ψ˜ = ψ above, the EPIL formula ϕψ,σ is obtained as in Proposition 23 in [35]. We
conclude our proof by straightforward calculations.
If ψ˜ is a sentence in Proposition 34, then free(ψ˜) = ∅ hence we need no assignment.
Definition 35 Let (wpB, ψ˜) be a weighted parametric BIP ab-model with wpB = {wB(i, j) |
i ∈ [n], j ≥ 1}, and r : [n] → N. Then, the semantics of (wpB, ψ˜) w.r.t. r is the wBIP
ab-model (wpB(r), ϕ˜ψ˜).
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5 Decidability results for wFOEIL
In this section, we intent to investigate decidability results for wFOEIL. In [35] we proved
decidability and complexity results of FOEIL by effectively translating FOEIL formulas to
linear dynamic logic (LDL for short) formulas. LDL which was introduced and studied by
De Giacomo and Vardi [25, 26] has the expressive power of finite atomata and shares the
computational characteristics of LTL. Here, we prove that we can effectively translate every
wFOEIL formula to a weighted LDL one. Weighted LDL over commutative semirings was
studied in [18] and proved to be expressively equivalent to weighted automata. Our translation
of wFOEIL formulas to weighted LDL formulas requires linear time, hence we take advantage
of computational results for weighed LDL (cf. [18]). In [35] we needed to extend the syntax
of LDL, by adding variables. In a similar way we need here to add variables to weighted LDL
formulas. As in [35], this modification will be only at a technical level and will not affect the
expressive power of weighted LDL formulas.
5.1 Weighted Linear Dynamic Logic over parametric systems
We firstly recall the syntax and semantics of boolean LDL extended with variables (cf. [35]).
Let pB = {B(i, j) | i ∈ [n], j ≥ 1} be a set of parametric components, X a finite set of
first-order variables, and Y a countable set of first-order variables such that X and Y are
disjoint. We set PpB(X×Y) = {p(x, y) | there exist i ∈ [n], j ≥ 1 such that p ∈ B(i, j)}. Then
the syntax of LDL formulas ξ over PpB(X×Y) is given by the grammar
ξ ::= true | p(x, y) | (x, y) = (x′, y′) | ¬ξ | ξ ∨ ξ | 〈θ〉 ξ
θ ::= φ | ξ? | θ + θ | θ; θ | θ+
where p(x, y) ∈ PpB(X×Y), (x, y), (x
′, y′) ∈ X ×Y, and φ denotes a propositional formula over
the atomic propositions in PpB(X×Y).
In comparison to definition of LDL in [25, 26], we added the formula (x, y) = (x′, y′) in
the syntax of LDL and permitted variables in atomic propositions. Clearly, this extension
does not affect sentences of LDL, i.e., formulas whose all variables are replaced with concrete
values.
Let ξ be an LDL formula over PpB(X×Y). We denote by var(ξ) the set of pairs of variables
(x, y) ∈ X ×Y occurring in ξ. Next, we define the semantics of LDL formulas. The notion of
an assignment for an LDL formula ξ now refers to the set var(ξ).
Let ξ be an LDL formula over PpB(X×Y), V ⊆ X × Y a finite set containing var(ξ),
r : [n]→ N, σ : V → Ar a (V, r)-assignment, and w ∈ I(PpB(r))
∗. We denote by σ(ξ) the LDL
formula derived by ξ by replacing every pair (x, y) ∈ var(ξ) by σ(x, y). Then, the satisfaction
relation w |= σ(ξ), is defined inductively on the structure of ξ as follows:
- w |= true,
- w |= σ(p(x, y)) iff p(σ(x, y)) ∈ w(0),
- w |= σ((x, y) = (x′y′)) iff σ(x, y) = σ(x′, y′),
- w |= σ(¬ξ) iff w 6|= σ(ξ),
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- w |= σ(ξ1 ∨ ξ2) iff w |= σ(ξ1) or w |= σ(ξ2),
- w |= σ(〈φ〉 ξ) iff w |= σ(φ) and w≥1 |= σ(ξ),
- w |= σ(〈ξ1?〉 ξ2) iff w |= σ(ξ1) and w |= σ(ξ2),
- w |= σ(〈θ1 + θ2〉 ξ) iff w |= σ(〈θ1〉 ξ) or w |= σ(〈θ2〉 ξ),
- w |= σ(〈θ1; θ2〉 ξ) iff w = w1w2, w1 |= σ(〈θ1〉 true), and w2 |= σ(〈θ2〉 ξ),
- w |= σ(〈θ+〉 ξ) iff there exists n with 1 ≤ n ≤ |w| such that w |= σ(〈θn〉 ξ),
where θn, n ≥ 1, is defined inductively by θ1 = θ and θn = θn−1; θ for n > 1.
Now we are ready to introduce the semantics of weighted LDL formulas with variables.
Definition 36 Let wpB = {wB(i, j) | i ∈ [n], j ≥ 1} be a set of weighted parametric compo-
nents, X a finite set of first-order variables, and Y a countable set of first-order variables such
that X and Y are disjoint. Then the syntax of weighted LDL (wLDL for short) formulas ξ˜
over PpB(X×Y) and K is given by the grammar
ξ˜ ::= k(x, y) | ξ | ξ˜ ⊕ ξ˜ | ξ˜ ⊙ ξ˜ | 〈θ˜〉ξ˜
θ˜ ::= φ | ξ˜? | θ˜ ⊕ θ˜ | θ˜ · θ˜ | θ˜⊕
where k denotes a symbol in K, (x, y) ∈ X × Y, φ denotes a propositional formula over the
atomic propositions in PpB(X×Y), and ξ is an LDL formula over PpB(X×Y).
Next, we define the semantics of wLDL formulas. Again, the notion of an assignment for
a wLDL formula ξ˜ now refers to the set var
(
ξ˜
)
.
Definition 37 Let ξ˜ be a wLDL formula over PpB(X×Y) and K, V ⊆ X × Y a finite set
containing var
(
ξ˜
)
, r : [n] → N, and σ : V → Ar a (V, r)-assignment. We denote by σ
(
ξ˜
)
the wLDL formula derived by ξ˜ by replacing every pair (x, y) ∈ var
(
ξ˜
)
by σ(x, y). Then,
the semantics of σ
(
ξ˜
)
is a series
∥∥∥σ (ξ˜)∥∥∥ ∈ K 〈〈I(PpB(r))∗〉〉. For every w ∈ I(PpB(r))∗ the
value
∥∥∥σ (ξ˜)∥∥∥ (w) is defined inductively on the structure of ξ˜ as follows:
- ‖σ(k(x, y))‖(w) = k(σ(x, y)),
- ‖σ(ξ)‖(w) =
{
1 if w |= σ(ξ)
0 otherwise
,
-
∥∥∥σ (ξ˜1 ⊕ ξ˜2)∥∥∥ (w) = ∥∥∥σ (ξ˜1)∥∥∥ (w) + ∥∥∥σ (ξ˜2)∥∥∥ (w),
-
∥∥∥σ (ξ˜1 ⊙ ξ˜2)∥∥∥ (w) = ∥∥∥σ (ξ˜1)∥∥∥ (w) · ∥∥∥σ (ξ˜2)∥∥∥ (w),
-
∥∥∥σ (〈φ〉 ξ˜)∥∥∥ (w) = ‖σ (φ)‖ (w) · ∥∥∥σ (ξ˜)∥∥∥ (w≥1),
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-
∥∥∥σ (〈ξ˜1?〉 ξ˜2)∥∥∥ (w) = ∥∥∥σ (ξ˜1)∥∥∥ (w) · ∥∥∥σ (ξ˜2)∥∥∥ (w),
-
∥∥∥σ (〈θ˜1 ⊕ θ˜2〉 ξ˜)∥∥∥ (w) = ∥∥∥σ (〈θ˜1〉 ξ˜)∥∥∥ (w) + ∥∥∥σ (〈θ˜2〉 ξ˜)∥∥∥ (w),
-
∥∥∥σ (〈θ˜1 · θ˜2〉 ξ˜)∥∥∥ (w) = ∑
w=w1w2
(∥∥∥σ (〈θ˜1〉 true)∥∥∥ (w1) · ∥∥∥σ (〈θ˜2〉 ξ˜)∥∥∥ (w2)),
-
∥∥∥σ (〈θ˜⊕〉 ξ˜)∥∥∥ (w) = ∑
n≥1
∥∥∥σ (〈θ˜n〉 ξ˜)∥∥∥ (w)
where for the definition of
∥∥∥σ (〈θ˜⊕〉 ξ˜)∥∥∥ (w) we assume that ∥∥∥σ (〈θ˜〉 true)∥∥∥ is proper, and
θ˜n, n ≥ 1, is defined inductively by θ˜1 = θ˜ and θ˜n = θ˜n−1 · θ˜ for n > 1.
5.2 Translation of wFOEIL to wLDL
In this subsection, we show a decidability result for wFOEIL, namely the equivalence problem
for wFOEIL sentences is decidable in doubly exponential time whenever K is a computable
field. For this, we establish an effective translation of every wFOEIL sentence ψ˜ to a wLDL
sentence ξ˜ψ˜. Surprisingly, the complexity of the translation does not increase in comparison
to the corresponding translation in the boolean case [35]. More precisely, we show the next
theorem.
Theorem 38 Let ψ˜ be a wFOEIL sentence over a set wpB = {wB(i, j) | i ∈ [n], j ≥ 1}
of weighted parametric components and K. Let also r : [n] → N be a mapping. Then, we
can effectively construct, in linear time, a wLDL sentence ξ˜ψ˜,r over PpB(r) and K such that∥∥∥ψ˜∥∥∥ (r, w) = ∥∥∥ξ˜ψ˜,r∥∥∥ (w) for every w ∈ I(PpB(r))∗.
For the proof of the above theorem we shall need the subsequent result which has it own
interest.
Proposition 39 Let ψ˜ be a wFOEIL formula over a set wpB = {wB(i, j) | i ∈ [n], j ≥ 1} of
weighted parametric components and K. Let also V ⊆ X ×Y be finite containing free(ψ˜), and
r : [n] → N. Then, we can effectively construct, in linear time, a wLDL formula ξ˜ψ˜,r over
PpB(X×Y) and K such that
∥∥∥ψ˜∥∥∥ (r, σ,w) = ∥∥∥σ (ξ˜ψ˜,r)∥∥∥ (w) for every (V, r)-assignment σ and
w ∈ I(PpB(r))
∗.
Proof. We state the proof by induction on the structure of ψ˜.
- If ψ˜ = k(x, y), then ξ˜ψ˜,r = k(x, y).
- If ψ˜ = ψ, then we set ξ˜ψ˜,r = ξψ,r, where ξψ,r is obtained as in Proposition 28 in [35].
- If ψ˜ = ψ˜1 ⊕ ψ˜2, then we let ξ˜ψ˜,r = ξ˜ψ˜1,r ⊕ ξ˜ψ˜2,r, and we have∥∥∥ψ˜∥∥∥ (r, σ,w) = ∥∥∥ψ˜1 ⊕ ψ˜2∥∥∥ (r, σ,w)
=
∥∥∥ψ˜1∥∥∥ (r, σ,w) + ∥∥∥ψ˜2∥∥∥ (r, σ,w)
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=
∥∥∥σ (ξ˜ψ˜1,r)∥∥∥ (w) + ∥∥∥σ (ξ˜ψ˜2,r)∥∥∥ (w)
=
∥∥∥σ (ξ˜ψ˜1,r ⊕ ξ˜ψ˜2,r)∥∥∥ (w).
- If ψ˜ = ψ˜1 ⊙ ψ˜2, then we let ξ˜ψ˜,r = ξ˜ψ˜1,r ⊙ ξ˜ψ˜2,r, and we have∥∥∥ψ˜∥∥∥ (r, σ,w) = ∥∥∥ψ˜1 ⊙ ψ˜2∥∥∥ (r, σ,w)
=
∥∥∥ψ˜1∥∥∥ (r, σ,w) · ∥∥∥ψ˜2∥∥∥ (r, σ,w)
=
∥∥∥σ (ξ˜ψ˜1,r)∥∥∥ (w) · ∥∥∥σ (ξ˜ψ˜2,r)∥∥∥ (w)
=
∥∥∥σ (ξ˜ψ˜1,r ⊙ ξ˜ψ˜2,r)∥∥∥ (w).
- If ψ˜ = ψ˜1 ⊗ ψ˜2, then we let ξ˜ψ˜,r =
〈(
ξ˜ψ˜1,r?
)
·
(
ξ˜ψ˜2,r?
)〉
true, and we have∥∥∥ψ˜∥∥∥ (r, σ,w) = ∥∥∥ψ˜1 ⊗ ψ˜2∥∥∥ (r, σ,w)
=
∑
w=w1w2
(∥∥∥ψ˜1∥∥∥ (r, σ,w1) · ∥∥∥ψ˜2∥∥∥ (r, σ,w2))
=
∑
w=w1w2
(∥∥∥σ (ξ˜ψ˜1,r)∥∥∥ (w1) · ∥∥∥σ (ξ˜ψ˜2,r)∥∥∥ (w2))
=
∑
w=w1w2
(∥∥∥σ (〈ξ˜ψ˜1,r?〉 true)∥∥∥ (w1) · ∥∥∥σ (〈ξ˜ψ˜2,r?〉 true)∥∥∥ (w2))
=
∥∥∥σ (〈(ξ˜ψ˜1?) · (ξ˜ψ˜2?)〉 true)∥∥∥ (w).
- If ψ˜ =
⊕
x
⊕
y .ψ˜
′, then we let ξ˜ψ˜,r =
⊕
i∈[n]
⊕
j∈[r(i)]
[(x, y)→ (i, j)]
(
ξ˜ψ˜′,r
)
, and we have
∥∥∥ψ˜∥∥∥ (r, σ,w) = ∥∥∥⊕
x
⊕
y
.ψ˜′
∥∥∥ (r, σ,w)
=
∑
i∈[n]
∑
j∈[r(i)]
∥∥∥ψ˜′∥∥∥ (r, σ[(x, y) → (i, j)], w)
=
∑
i∈[n]
∑
j∈[r(i)]
∥∥∥σ[(x, y)→ (i, j)](ξ˜ψ˜′,r)∥∥∥ (w)
=
∥∥∥∥∥∥
⊕
i∈[n]
⊕
j∈[r(i)]
σ[(x, y)→ (i, j)]
(
ξ˜ψ˜′,r
)∥∥∥∥∥∥ (w)
=
∥∥∥∥∥∥σ
⊕
i∈[n]
⊕
j∈[r(i)]
[(x, y)→ (i, j)]
(
ξ˜ψ˜′,r
)∥∥∥∥∥∥ (w)
=
∥∥∥σ (ξ˜ψ˜,r)∥∥∥ (w).
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- If ψ˜ =
⊕
x
⊙
y .ψ˜
′, then we let ξ˜ψ˜,r =
⊕
i∈[n]
⊙
j∈[r(i)]
[(x, y)→ (i, j)]
(
ξ˜ψ˜′,r
)
, and we have
∥∥∥ψ˜∥∥∥ (r, σ,w) = ∥∥∥⊕
x
⊙
y
.ψ˜′
∥∥∥ (r, σ,w)
=
∑
i∈[n]
∏
j∈[r(i)]
∥∥∥ψ˜′∥∥∥ (r, σ[(x, y) → (i, j)], w)
=
∑
i∈[n]
∏
j∈[r(i)]
∥∥∥σ[(x, y)→ (i, j)](ξ˜ψ˜′,r)∥∥∥ (w)
=
∥∥∥∥∥∥
⊕
i∈[n]
⊙
j∈[r(i)]
σ[(x, y)→ (i, j)]
(
ξ˜ψ˜′,r
)∥∥∥∥∥∥ (w)
=
∥∥∥∥∥∥σ
⊕
i∈[n]
⊙
j∈[r(i)]
[(x, y)→ (i, j)]
(
ξ˜ψ˜′,r
)
∥∥∥∥∥∥ (w)
=
∥∥∥σ (ξ˜ψ˜,r)∥∥∥ (w).
- If ψ˜ =
⊕
x
⊗
y .ψ˜
′, then we let
ξ˜ψ˜,r =
⊕
i∈[n]
(〈
[(x, y)→ (i, 1)
(
ξ˜ψ˜′,r
)
? · . . . · [(x, y)→ (i, r(i))]
(
ξ˜ψ˜′,r
)
?
〉
true
)
, and we have
∥∥∥ψ˜∥∥∥ (r, σ,w)
=
∥∥∥⊕
x
⊗
y
.ψ˜′
∥∥∥ (r, σ,w)
=
∑
i∈[n]
∑
w=w
(i)
1 ...w
(i)
r(i)
∏
j∈[r(i)]
∥∥∥ψ˜′∥∥∥(r, σ[(x, y)→ (i, j)], w(i)j )
=
∑
i∈[n]
∑
w=w
(i)
1 ...w
(i)
r(i)
∏
j∈[r(i)]
∥∥∥σ[(x, y)→ (i, j)](ξ˜ψ˜′,r)∥∥∥(w(i)j )
=
∑
i∈[n]
(∥∥∥σ[(x, y)→ (i, 1)](ξ˜ψ˜′,r)∥∥∥ · . . . · ∥∥∥σ[(x, y)→ (i, r(i))](ξ˜ψ˜,r)∥∥∥) (w)
=
∑
i∈[n]
(∥∥∥σ (〈[(x, y)→ (i, 1)](ξ˜ψ˜′,r)?〉 true)∥∥∥ · . . . ·∥∥∥σ (〈[(x, y)→ (i, r(i))](ξ˜ψ˜′,r)?〉 true)∥∥∥) (w)
=
∑
i∈[n]
(∥∥∥σ (〈[(x, y)→ (i, 1)](ξ˜ψ˜′,r)? · . . . · [(x, y)→ (i, r(i))](ξ˜ψ˜′,r)?〉 true)∥∥∥) (w)
=
∥∥∥∥∥∥
⊕
i∈[n]
(
σ
(〈
[(x, y)→ (i, 1)]
(
ξ˜ψ˜′,r
)
? · . . . · [(x, y)→ (i, r(i))]
(
ξ˜ψ˜′,r
)
?
〉
true
))∥∥∥∥∥∥ (w)
=
∥∥∥∥∥∥σ
⊕
i∈[n]
(〈
[(x, y)→ (i, 1)]
(
ξ˜ψ˜′,r
)
? · . . . · [(x, y)→ (i, r(i))]
(
ξ˜ψ˜′,r
)
?
〉
true
)∥∥∥∥∥∥ (w)
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=
∥∥∥σ (ξ˜ψ˜,r)∥∥∥ (w).
- If ψ˜ =
⊙
x
⊕
y .ψ˜
′, then we let ξ˜ψ˜,r =
⊙
i∈[n]
⊕
j∈[r(i)]
[(x, y)→ (i, j)]
(
ξ˜ψ˜′,r
)
, and we have
∥∥∥ψ˜∥∥∥ (r, σ,w) = ∥∥∥⊙
x
⊕
y
.ψ˜′
∥∥∥ (r, σ,w)
=
∏
i∈[n]
∑
j∈[r(i)]
∥∥∥ψ˜′∥∥∥ (r, σ[(x, y) → (i, j)], w)
=
∏
i∈[n]
∑
j∈[r(i)]
∥∥∥σ[(x, y)→ (i, j)](ξ˜ψ˜′,r)∥∥∥ (w)
=
∥∥∥∥∥∥
⊙
i∈[n]
⊕
j∈[r(i)]
σ[(x, y)→ (i, j)]
(
ξ˜ψ˜′,r
)∥∥∥∥∥∥ (w)
=
∥∥∥∥∥∥σ
⊙
i∈[n]
⊕
j∈[r(i)]
[(x, y)→ (i, j)]
(
ξ˜ψ˜′,r
)∥∥∥∥∥∥ (w)
=
∥∥∥σ (ξ˜ψ˜,r)∥∥∥ (w).
- If ψ˜ =
⊙
x
⊙
y .ψ˜
′, then we let ξ˜ψ˜,r =
⊙
i∈[n]
⊙
j∈[r(i)]
[(x, y)→ (i, j)]
(
ξ˜ψ˜′,r
)
, and we have
∥∥∥ψ˜∥∥∥ (r, σ,w) = ∥∥∥⊙
x
⊙
y
.ψ˜′
∥∥∥ (r, σ,w)
=
∏
i∈[n]
∏
j∈[r(i)]
∥∥∥ψ˜′∥∥∥ (r, σ[(x, y) → (i, j)], w)
=
∏
i∈[n]
∏
j∈[r(i)]
∥∥∥σ[(x, y)→ (i, j)](ξ˜ψ˜′,r)∥∥∥ (w)
=
∥∥∥∥∥∥
⊙
i∈[n]
⊙
j∈[r(i)]
σ[(x, y)→ (i, j)]
(
ξ˜ψ˜′,r
)∥∥∥∥∥∥ (w)
=
∥∥∥∥∥∥σ
⊙
i∈[n]
⊙
j∈[r(i)]
[(x, y)→ (i, j)]
(
ξ˜ψ˜′,r
)∥∥∥∥∥∥ (w)
=
∥∥∥σ (ξ˜ψ˜,r)∥∥∥ (w).
- If ψ˜ =
⊙
x
⊗
y .ψ˜
′, then we let
ξ˜ψ˜,r =
⊙
i∈[n]
(〈
[(x, y)→ (i, 1)
(
ξ˜ψ˜′,r
)
? · . . . · [(x, y)→ (i, r(i))]
(
ξ˜ψ˜′
)
?
〉
true
)
, and we have
∥∥∥ψ˜∥∥∥ (r, σ,w)
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=
∥∥∥⊙
x
⊗
y
.ψ˜′
∥∥∥ (r, σ,w)
=
∏
i∈[n]
∑
w=w
(i)
1 ...w
(i)
r(i)
∏
j∈[r(i)]
∥∥∥ψ˜′∥∥∥(r, σ[(x, y)→ (i, j)], w(i)j )
=
∏
i∈[n]
∑
w=w
(i)
1 ...w
(i)
r(i)
∏
j∈[r(i)]
∥∥∥σ[(x, y)→ (i, j)](ξ˜ψ˜′,r)∥∥∥(w(i)j )
=
∏
i∈[n]
(∥∥∥σ[(x, y)→ (i, 1)](ξ˜ψ˜′,r)∥∥∥ · . . . · ∥∥∥σ[(x, y)→ (i, r(i))](ξ˜ψ˜,r)∥∥∥) (w)
=
∏
i∈[n]
(∥∥∥σ (〈[(x, y)→ (i, 1)](ξ˜ψ˜′,r)?〉 true)∥∥∥ · . . . ·∥∥∥σ (〈[(x, y)→ (i, r(i))](ξ˜ψ˜′,r)?〉 true)∥∥∥) (w)
=
∏
i∈[n]
(∥∥∥σ (〈[(x, y)→ (i, 1)](ξ˜ψ˜′,r)? · . . . · [(x, y)→ (i, r(i))](ξ˜ψ˜′,r)?〉 true)∥∥∥) (w)
=
∥∥∥∥∥∥
⊙
i∈[n]
(
σ
(〈
[(x, y)→ (i, 1)]
(
ξ˜ψ˜′,r
)
? · . . . · [(x, y)→ (i, r(i))]
(
ξ˜ψ˜′,r
)
?
〉
true
))∥∥∥∥∥∥ (w)
=
∥∥∥∥∥∥σ
⊙
i∈[n]
(〈
[(x, y)→ (i, 1)]
(
ξ˜ψ˜′,r
)
? · . . . · [(x, y)→ (i, r(i))]
(
ξ˜ψ˜′,r
)
?
〉
true
)∥∥∥∥∥∥ (w)
=
∥∥∥σ (ξ˜ψ˜,r)∥∥∥ (w).
By the constructions above, we get that the translation at every step requires a linear
time, and this concludes our proof.
Proof of Theorem 38. We apply Proposition 39. If ψ˜ is a wFOEIL sentence over wpB and
K, then there is a wLDL sentence ξ˜ψ˜,r over PpB(r) and K such that for every w ∈ I(PpB(r))
∗
we get
∥∥∥ψ˜∥∥∥ (r, w) = ∥∥∥ξ˜ψ˜,r∥∥∥ (w), and we are done.
The next result states that for every wFOEIL sentence we can effectively construct an
expressively equivalent weighted automaton. We refer the reader to [15] for theory and ap-
plications of weighted automata.
Proposition 40 Let ψ˜ be a wFOEIL sentence over a set wpB = {wB(i, j) | i ∈ [n], j ≥ 1}
of weighted parametric components and K. Let also r : [n]→ N be a mapping. Then, we can
effectively construct, in doubly exponential time, a weighted automaton Aψ˜,r over I(PpB(r))
and K such that
∥∥∥ψ˜∥∥∥ (r, w) = ∥∥∥Aψ˜,r∥∥∥ (w) for every for every w ∈ I(PpB(r))∗.
Proof. We combine our Theorem 38 and Proposition 12 in [18].
It is well known that the equivalence problem for weighted automata, with weights taken
in a computable field, is decidable in cubic time (cf. [37]). Hence by Proposition 40 we get
the next main decidability result.
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Theorem 41 Let wpB = {wB(i, j) | i ∈ [n], j ≥ 1} be a set of weighted parametric com-
ponents, r : [n] → N and K a computable field. Then the equivalence problem for wFOEIL
sentences over wpB and K w.r.t. r is decidable in doubly exponential time.
The semiring (Q,+, ·, 0.1) of rational numbers constitutes a computable field, hence by
Theorem 41 we get equivalence results for the wFOEIL sentences in our Examples, in Sub-
section 4.2, whenever we get the weights in Q.
6 Conclusion
Parametric systems are classical examples of large component-based systems that occur in
several practical applications. These systems are build by an arbitrary number of instances
of identical or several, finite in number, component types that interact according to the un-
derlying architecture. Existing work mainly focuses on the qualitative aspects of parametric
systems. However, efficient modelling requires also to address performance or optimization
issues of the parametric architectures and behavior. In the current paper we study the quanti-
tative modelling of architectures of parametric systems. We use the BIP framework, recently
extended for (unweighed) parametric systems [29], for the modelling of weighted parametric
systems behavior, defined by composed transition systems. Our results can be applied in any
component-based framework which supports transition systems semantics. We introduce a
weighted first-order interaction logic, wFOEIL, over commutative semirings to characterize
quantitative properties of architectures, such as the total cost of the interactions or the prob-
ability of the implementation of concrete interactions. Then we define weighted parametric
models so that they capture both the weighted behavior and architecture of the corresponding
system. We show that the equivalence problem for wFOEIL sentences over a computable field
is decidable in doubly exponential time. Moreover, we apply wFOEIL for the description of
concrete weighted parametric architectures.
In this paper we define the semantics of a weighted parametric system as a weighted tran-
sition system by synthesizing the underlying weighted transition systems of the participating
components. The weights of the transitions obtained by multiplying the weights of the ports
participating in every interaction. In a forthcoming paper we generalize that weighted se-
mantics my considering additional weights for the interactions, simulating in this way more
realistic situations. With that model we intend to study the counterpart of invariant prop-
erties in the weighted setup e.g., system properties whose values are required to be in a
concrete interval. Ongoing work also involves the investigation of the second-order level of
our wEPIL over semirings, in order to capture the quantitative characteristics of parametric
systems with more intricate architectures (such as grid [31]). Future research also includes the
study of our weighted logics over more general weight structures, contributing to real world
applications, like for instance over valuation monoids [17], as well as for modelling further
properties like average and discounting [16]. Another direction is the extension of weighted
parametric models with the BIP priority mechanism or the instantiation of our theory in
alternative component-based modelling frameworks. Furthermore, future work includes the
study of quantitative parametric verication within our modelling framework. In particular,
it is interesting to investigate parametric systems with concrete topology and communica-
tion rules in order to achieve decidability for the verification problem of parametric systems
against quantitative temporal properties (for instance, subclasses of systems with broadcast or
31
rendezvous communication in ring or cliques topologies [4, 5, 9]). Finally, another research di-
rection is the implementation of our results in a component-based language, for instance BIP,
for automating the modelling and architecture identification of arbitrary weighted parametric
systems.
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