The File Design Analyzer is a software package which evaluates well-known database storage structures and access methods in terms of secondary storage processing time and storage overhead required to service a set of user applications. It implements a first-order analytical model to specifically evaluate sequential, indexed sequential, direct access, inverted, multilist, and network storage structures. Interaction with the package is available in conversational mode, enabling the experienced analyst to conduct on-line sensitivity analysis.
The paper describes three extensions #aconceptual model and system into a practical tool for evaluation of existing or proposed database designs: batched transactions, multi-access interference due to shared secondary storage, and variable record size.
Case studies of real systems illustrate the potential of the File Design Analyzer to provide insight regarding the optimal choice of physical parameters within a specified storage structure and to effectively compare alternative storage structures for a particular set of applications.
INTRODUCTION
The database design process is an important part of the work of a Database Administrator (DBA), and an essential part of this process is the evaluation of candidate physical designs. Previous analytical approaches to physical design evaluation require separate models for different storage structures [Lefkovitz (1969) , ]. Simulation models are also available, but they are expensive to run relative to the analytical models , ]. A recent breakthrough by Yao (1974) formulates a general analytical approach to the modeling of storage structures which can easily be adapted for sequential, indexed sequential, direct access, inverted and multilist storage structures.
The concepts of record access in this model can also be applied to network (IDS) storage structures.
The purpose of this paper is to describe a software package, called the File Design Analyzer, that develops and extends Yao's conceptual model into a practical tool for evaluation of storage structures, and to illustrate the usefulness of this package by describing some experimental results for existing systems.
The File Design Analyzer (FDA) evaluates and ranks the most well-known database storage structures and access methods in terms of the secondary storage processing time (access time plus data transfer time) and storage overhead required to service a set of user applications. The package can be used by the system designer to tune an existing database by varying certail parameters and observing the effect on system response.
It can also be used as a design aid for proposed databases for which the logical requirements are well defined.
The program implements an expected value (first order approximation) model of simple storage structures proposed by Yao et al (1975) and includes an extension of that model for networks. It accepts as input, parameters which describe the secondary storage hardware characteristics, the database description, and the user workload in terms of single record retrieval, complex query type retrieval, addition, deletion and change of records and report generation.
The input parameters represent a wide range of possible operating environments so that it is quite easy to adapt to a particular configuration. [Yao, et al (1976), Teorey, et al (197S) Access to a database is usually made through a series of index searches or list processing. Consequently to retrieve a certain record, only part of the database need be searched.-The access structure of'databases can be modeled as a tree as defined by Yao ' (1974) and this structure is referred to as the access tree.
As an example of the access tree Sequential Processor, ISP (1973 ISP permits access to records on a direct access device either sequentially or through the use of indexes. Initially, records are sequentially allocated within fixed-size pages across disk tracks and cylinders. The directory is composed of a coarse index and a fine index, both initially stored in sequential pages at the beginning of the database.
The coarse index is sequentially searched until the appropriate fine index page is located.
The average search length is approximately one-half the size of the coarse index. The fine index page contains the address of the page in which the required record resides. A search of the fine index is never more than one page. index, and finally to the data page.
Thus, the search progresses from the coarse index, the fine In case of overflow in the data paqe, an overflow page must be 11' accessed.
An access tree representation for ISP is shown in Figure 2 . Within each level the length of a search is defined by average percentages of sequential accessing and accessing via pointers; between levels the search is always via pointers.
Access paths and I/O processing time computations for other storage structures are described in Teorey and Das (1975) and Yao (1974 The storage medium is' assumed to be a movable head device (disk) which includes fixed head devices as a special case with zero seek time.
Individual transactions are assumed unordered and they request (and non-redundant) over the database.
records which are uniformly distributed The model assumes that contiguous secondary storage space is allocated to the database such that physical blocks are sequentially addressed by track and cylinder. If the disk is dedicated to the process accessing the database the seeks are randomized within this contiguous storage.
If the disk is shared, the seeks are assumed random over the entire disk surface.
Batched transactions are assumed to be ordered to maximize efficiency. The transactions, if unordered, would have randomly chosen records from the database such that more than one transaction may occur for a given record. by Yao (1975) :
Thus the average number of data pages accessed to service all transactions is given AVERAGE = NDP*[l-(-"&l ITI NDP-1 T where NDP is the number of data pages (blocks) required for the data base, and (W) is the probability that a given data page is not requested by any of T possible transactions in the batch, i.e., the result of random selection with replacement.
The FDA does not attempt to model all possible storage structure implementations.
With the exceptions of Honeywell's ISP and IDS, the storage structure models were kept general so that most implementation dependent parameters could be supplied via user-defined inputs.
Interference
The degree of interference of database access can be categorized as follows: '1 . Single access 2. Single access with rotational delay 3. Multi-access 4. Multi-access with all system resource delays Single access is the most ideal case. It impliesa dedicated disk, no delays due to multiprogramming, and CPU processing time subsumed within the time to traverse an inter-block gap. Thus, sequential processing of data under single access conditions results in virtually uninterrupted transmission of data. The second category assumes that access to the next contiguous block is delayed an average of half a rotation after random CPU service delays in a multiprogramming environment.
The multi-access case implies a shared disk in addition to multiprogramming delays so that access to blocks, which are contiguous for this process, becomes randomized by interference from other processes. The fourth category allows computation of elapsed time due to all resource delays and service time, whereas the first three categories describe only the I/O processing time (elapsed time on that disk). (Figure 4 ) it would appear best to minimize all page sizes.
However, when the time*space product is taken as the performance criterion, the current data page size of 320 words appears to be optimal.
In both cases the index page size should be no larger than 64 words and possibly smaller. Because of the extremely slow rate of growth of the database, the I/O processing time and time*space product were both minimized at 100 percent fill. After several months however, the performance would start to degrade measurably due to overflow SO that reorganization might be necessary.
The data page size of 64 words produces a larger time*space product than page size of 320 words because of the fragmentation of space in a 64 word page. The direct method minimized the time* space product in both tests, indicating that it should be considered as an alternative to ISP for this application.
Note that percent storage overhead for direct is less than ISP in this example, resulting in a lower time*space product.
The time*space product was introduced as an alternative performance measure to simultaneously account for I/O processing time costs and secondary storage costs. implies that they are to be considered of equal importance.
The product form of the combined measures However, .because I/O processing time is a major component of total elapsed time for a user application, importance.
it is frequently considered of greater Consequently the time*space product is used mainly for illustrative purposes to show the combined effect on performance. sum of I/O and storage costs, A reasonable alternative to the product form,would be a weighted database.
where the choice of weight values is left to the analyst for the specified The optimal design for direct access is superior to all other storage structures for this application. Table 3 summarizes the sensitivity of the direct access method to the number of buckets for hashing the number of physical records specified per bucket. to be highly sensitive to these parameters. Note that records within a bucket are assumed unblocked but are stored in contiguous locations, In each configuration the total number of records is the same, so storage overhead variation is due toadditional pointers for chained overflow and is quite sensitive to the distribution of bucket size. It is also sensitive to the distribution due to the hashing function, but this application is assumed uniformly distributed.
The degradation in I/O processing time due to multi-access interference increases as the database becomes more sequentially stored (i.e., larger bucket size).
d. Effect of Variable Record Size
The assumption of single record type (and fixed size) in storage structures is a serious limitation for many applications.
However, the FDA does allow one to run separate fixed length record experiments and analyze the I/O processing time for each case. A special experiment was attempted with a hypothetical application that involved every operation allowed (retrieval, update, etc.) , and three sets of records, each with the same average size, were modeled assuming ISP.
In each case the -data/index page size was 320 words and the block control word and record control word (overhead) were one word each.
In all three cases, there existed significant differences in I/O processing times, showing how significant the distribution of record size (and the discrete nature of fitting records into blocks) can be with respect to system performance. The database description and user workload parameters are much more extensive for network storage structures compared to the simpler structures.
Separate descriptions must be supplied for each IDS subfile (in this case study) and each record type within a subfile.
The model assumes subfiles are completely independent, but multiple record types are integrated within a given subfile.
b. Database Evaluation
Experimental results with IDS for varying page sizes are shown in Figure 6 . The heavy use of CALC chains in this application (i.e., records accessed via a division hashing scheme) accounts for the random nature of the processing, and thus a nearly-linear relation between page size and total I/O processing time.
Random processing time decreases as the page size decreases down to a single logical record, whereas sequential processing is normally more efficient with a larger page size. The results for the given database parameters for this, application (Subfile 2 only) are summarized in 
