Abstract-The standard Gaussian Process regression (GP) is usually formulated under stationary hypotheses: The noise power is considered constant throughout the input space and the covariance of the prior distribution is typically modeled as depending only on the difference between input samples. These assumptions can be too restrictive and unrealistic for many real-world problems. Although nonstationarity can be achieved using specific covariance functions, they require a prior knowledge of the kind of nonstationarity, not available for most applications. In this paper we propose to use the Laplace approximation to make inference in a divisive GP model to perform nonstationary regression, including heteroscedastic noise cases. The log-concavity of the likelihood ensures a unimodal posterior and makes that the Laplace approximation converges to a unique maximum. The characteristics of the likelihood also allow to obtain accurate posterior approximations when compared to the Expectation Propagation (EP) approximations and the asymptotically exact posterior provided by a Markov Chain Monte Carlo implementation with Elliptical Slice Sampling (ESS), but at a reduced computational load with respect to both, EP and ESS.
INTRODUCTION
GAUSSIAN Processes (GPs) [1] are a powerful nonparametric Bayesian tool for nonlinear regression. GPs model the observations as the sum of an unknown latent function plus a Gaussian noise. Unlike other regression methods, GPs proceed in a Bayesian fashion to infer the posterior distribution of the unknown function through the likelihood and a prior distribution placed over the unknown function. So, they produce probabilistic predictions in a natural way. GPs usually employ a reduced number of hyperparameters which can be tuned with a simple continuous optimization of the evidence: This make them resilient to overfitting.
All these advantages come to a price: The OðN 3 Þ time scalability with the number of training samples. However, it is possible to achieve a better scalability using approximate inference with sparse GPs [2] , [3] , [4] , making inference affordable for large-scale data sets. For a more exhaustive review on GPs see [5] .
Stationarity is a frequent assumption in the standard GP Regression (GPR). The noise is assumed homoscedastic, i.e., with constant power throughout the input space. Stationary covariance functions are typically employed, since nonstationary covariance functions require previous knowledge of the type of nonstationarity.
Heteroscedastic GP models have been also proposed in the literature. Most of them are based on [6] , where two GPs are used to model the mean and the log-noise power, respectively. As the posterior, the evidence, and the predictive distribution of this heteroscedastic model are not analytically tractable, Markov Chain Monte Carlo (MCMC) methods or approximate inference algorithms are needed to make inference on the model. Gibbs sampling is proposed in [6] , point estimation of the log-noise is proposed in [7] and improved in [8] , an iterative EP posterior approximation is described in [9] , and a variational approximation is proposed in [10] . The main drawback of this heteroscedastic model is that the likelihood is not log-concave, which limits the application of approximate inference techniques. In contrast, using natural parameters to reformulate the model in [6] , as proposed in [11] , leads to a log-concave likelihood and, then, to a unimodal posterior.
A GP Product Model (GPPM) is introduced in [12] , where amplitude nonstationarities are modeled with the pointwise product of two latent functions. GPPM cannot be solved analytically, so that an EP posterior approximation is proposed. Since the likelihood is not log-concave, damping and skipping techniques are applied to alleviate EP convergence problems. Due to the Gauss-Hermite approximations that are needed to approximate the calculations of the moments in the EP algorithm, it is not possible to use a Maximum Likelihood of level II (ML-II) implementation to tune the hyperparameters. On the other hand, the GPPM model does not consider input-dependent noise.
The Divisive GP (DGP) model introduced in [13] achieves amplitude nonstationarity, including heteroscedastic noise cases, combining two GPs. The experimental results of the proposed EP method showed the high quality of the posterior approximations compared to an MCMC implementation using Elliptical Slice Sampling (ESS) [14] . The regression performance on different data sets is better than the standard GP and other heteroscedastic GP methods such as the Variational Heteroscedastic GP Regression (VHGPR) described in [10] . Although the likelihood of the DGP model in [13] is log-concave, which favors the convergence of EP [15] , it has not be proven to be a sufficient condition for convergence. Another drawback of the proposed EP method is the high computational cost.
In this paper we propose to use the Laplace approximation to make inference on the DGP model and overcome the limitations of the EP method. The likelihood log-concavity leads to a unimodal posterior that guarantees the convergence of the Laplace method. Besides, the characteristics of the likelihood allows high-quality Gaussian posterior approximations, similar to those produced by EP, but at a reduced computational burden, as shown in the experiments, allowing to apply the DGP model in larger data sets.
The rest of the paper is organized as follows: In Section 2 we review the DGP. In Section 3 inference with the Laplace method on the DGP model is described. Experimental results on synthetic and real data sets are shown in Section 4. Finally, in Section 5 we present the main conclusions and further research lines.
DIVISIVE GPR MODEL
Given a set of input-output pairs, fx n ; y n g N n¼1 , where x n 2 R D and y n 2 R, the DGP model describes the observations as a possibly noisy stationary latent function divided by another stationary latent function that models possible amplitude nonstationarities affecting to both the latent function and the noise associated to it. So, the observations can be expressed as
where fðxÞ is the noisy stationary latent function, g þ ðxÞ is the modulating function, defined as the positive part of some noisefree latent function gðxÞ, i.e., g þ ðxÞ ¼ maxðgðxÞ; 0Þ, and " n is an input-dependent Gaussian noise term that can be modeled as " $ N ð0; c=ðg þ ðxÞÞ 2 Þ, where c is a noise power constant scale factor.
The likelihood of the DGP model given an observation y n ¼ yðx n Þ is:
where f n ¼ fðx n Þ and g þ n ¼ g þ ðx n Þ. It can be appreciated that the DGP model also includes the standard GPR if the latent function g is considered constant.
We place GP priors on f and g, so that
where k f ðx; x 0 ; u u f Þ, k g ðx; x 0 ; u u g Þ, are any valid covariance functions,
f is a homoscedastic noise hyperparameter multiplied by the Kronecker delta, and m 0 is the mean of the latent function g that, together with the constant c, modulates the mean power of the heteroscedastic noise. The model is fully specified by the covariance functions, their hyperparameters (u u f , s 2 f , u u g ), m 0 , and the noise constant c. A more detailed description of the DGP model can be found in [13] .
With the likelihood in (2) and the GP priors in (3), the posterior on the latent functions f and g at the training points is given by 1 pðf; gjyÞ ¼ pðyjf ; gÞpðfÞpðgÞ pðyÞ ;
where pðyÞ is the evidence or marginal likelihood.
As the posterior and the evidence cannot be computed analytically, we need to apply approximate inference techniques or MCMC methods to make inference on the DGP model. Although EP reduces the computational burden w.r.t. MCMC methods, as shown in [13] , the time required to train EP-DGP is higher compared to the standard GP or other heteroscedastic GP methods such as VHGPR.
Here, we propose to use the Laplace approximation to make inference on the DGP model. As the posterior is unimodal [13] , the Laplace method converges to a unique maximum and the simplicity of the algorithm makes it computationally appealing. The characteristics of the likelihood in the DGP model lead to a posterior with quite a Gaussian shape, which makes the Laplace approximation a convenient alternative to produce as good posterior approximations as EP-DGP, but at a reduced computational cost.
LAPLACE APPROXIMATION FOR DGP
The Laplace method aims to approximate the posterior pðf; gjyÞ with a Gaussian distribution qðf ; gjyÞ doing a second order Taylor expansion of log pðf ; gjyÞ around the maximum of the posterior
where f f ¼ ½f ; g,f f ¼ arg max f f pðf fjyÞ, and A ¼ Àrr log pðf fjyÞj f f¼f f is the Hessian of the log-posterior atf f ¼ ½f ;ĝ.
For the sake of simplicity we have considered an equivalent model to that described in previous section placing the offset m 0 of the latent function g in the likelihood, so that the prior on g has zero mean.
The expression needed to maximize the log-posterior w.r.t. the latent functions at the training points removing the elements that do not depend on f and g reduces to
where K is the 2N-square block diagonal matrix
K f and K g being the covariance matrices of the GP priors on f and g, respectively, and 0 N being a N-square matrix with all its elements equal to zero. Differentiating the functional C Cðf fÞ w.r.t. f f rC Cðf fÞ ¼ r log pðyjf fÞ
where r log pðyjf fÞ is a vector of length 2N with ½r log pðyjf fÞ n ¼ @ log pðy n jf n ; g n Þ @f n ¼ g 0þ n y n À f n c
for 1 n N, with g 0 n ¼ g n þ m 0 , and
for N < n 2N, with n 0 ¼ n À N. Then, making rC Cðf fÞ ¼ 0 we obtain the following self-consistent equation at the maximum of rC Cðf fÞ :
Applying Newton search, we have
where W ¼ Àrr log pðyjf fÞ is the negative Hessian of the likelihood which yields the block diagonal matrix
The nth diagonal elements of each of the three diagonal matrices W f , W g , and W fg are given by
As the likelihood is (jointly) log-concave on f and g [13] , the Hessian results in a negative definite matrix. This leads C Cðf fÞ to be concave. Therefore, the Laplace method converges to a unique maximum.
Approximate Marginal Likelihood
The approximate marginal likelihood needed to find the set of hyperparameters using an ML-II implementation can be written as
where jBj ¼ jKj Á jK À1 þ W j. To calculate the derivatives of (17) w.r.t. the hyperparameters we follow a treatment similar to [5] for the case of GP Classification 1. We use vectorized forms to refer to the observations and the latent functions evaluated at the training points, so that y fy n g N n¼1 , f ff n g N n¼1 , and g fg n g N n¼1 . For the sake of simplicity we omit the conditioning on the training inputs X and the set of hyperparameters u u ¼ ½u u f ; s 2 f ; u u g ; m 0
T .
with the Laplace method. The details of these calculations are described in the Appendix.
Predictive distribution
To calculate the approximate predictive distribution for a test sample x Ã , qðy Ã jx Ã Þ, we need to calculate the approximate predictive distributions for the latent functions f and g. The approximate predictive distribution qðf Ã Þ is
where
x Ã Þ, and r log pðyjf fÞj f are the first N elements of vector r log pðyjf fÞ (those corresponding to the partial derivatives w.r.t. f evaluated atf f).
Following a similar treatment, the approximate predictive distribution for g is also Gaussian, qðg Ã Þ ¼ N ðg Ã jm gÃ ; s 2 gÃ Þ, with
and r log pðyjf fÞj g is a vector containing the last N elements of r log pðyjf fÞ.
We have neglected the covariance term s fÃgÃ , as the correlation between latent functions is expected to be an artifact. Then, the approximate predictive distribution for y Ã can be calculated as
andm gÃ t is the mean of the Gaussian N ðg Ã jm gÃ ;s 2 gÃ Þ truncated to the positive values of g Ã with
Although qðy Ã Þ can be calculated analytically, there is no analytical solution for the mean of qðy Ã Þ. In general, the mean may not exist, as in the case of Cauchy distributions. However, we can sidestep this problem using the median as an estimator for the targets. To do that, we can calculate the expression of the cumulative distribution F yÃ ðaÞ following a similar treatment than in the case of the ratio of two correlated normal random variables [16] , so that:
with
where Lðh; k; gÞ is the standard bivariate normal integral
If m gÃ =s gÃ ! 1, the cumulative distribution F yÃ ðaÞ can be approximated by
To obtain the predictive median m yÃ we need the inverse cumulative distribution, i.e., m yÃ ¼ F
EXPERIMENTS
We present experimental results to evaluate the performance of L-DGP compared with EP-DGP and MCMC-DGP. We also include standard GPR, VHGPR, and Support Vector Regression (SVR) as comparison benchmarks.
2 First, we assess the quality of the Laplace approximation compared with the other DGP methods on a synthetic data set. Secondly, we consider several small and medium size data sets, including a computational cost experiment for one of the proposed problems.
Synthetic Experiment
We have worked with the synthetic heteroscedastic problem described in [17] . According to the proposed mean and noise power distributions, we have generated 200 samples to train the three DGP methods and the standard GP. For the standard GP, we have used an Squared Exponential (SE) covariance function, given by k SE ðx;
For DGP methods, we have used an SE covariance function for gðxÞ and an SE plus noise covariance function for fðxÞ. Assuming that fðxÞ is noisy, it is possible to establish a tradeoff between the heteroscedastic noise component modeled by c=ðg þ ðxÞÞ 2 and the homoscedastic noise in fðxÞ.
To initialize the EP-DGP and L-DGP hyperparameters we have applied the same procedure described in [13] . For MCMC-DPG, we have not implemented any search procedure to tune the hyperparameters. To evaluate the quality of the L-DGP approximation, we set MCMC-DGP hyperparameters equal to those obtained from the trained L-DGP.
The results are shown in Fig. 1 . For the DGP methods, we show the estimation of quantiles 0:023 and 0:977, that are equivalent to twice the standard deviation in the case of the standard GPR. We can observe that the solutions provided by all DGP methods are very similar, both in the median and the quantiles estimation. Note that the results of L-DGP and the exact solution provided by MCMC-DGP (using the same set of hyperparameters than L-DGP) almost match, showing the good quality of the proposed Laplace approximation.
Regression Performance
We present performance results of L-DGP on several real data sets, comparing them with EP-DGP, MCMC-DGP, the standard GP, VHGPR, and the standard SVR [18] .
As 
and the Negative Log-Predictive Density (NLPD), which is given by
log pðy Ãj jx Ãj Þ;
where n Ã is the number of test samples, y Ãj is the jth test observation,ŷ Ãj is the predictive mean of the posterior of that observation, and y is the mean of the training observations. To train EP-DGP and L-DGP methods we have initialized the hyperparameters using the same procedure applied for the synthetic experiment. For MCMC-DGP, we use the set of hyperparameters found by L-DGP. For VHGPR, we have used an SE covariance function for the mean latent function and an SE covariance function plus noise for the log-noise latent function, initializing the hyperparameters as in [10] .
For the SVR, we have used a Radial Basis Function (RBF) kernel. The kernel width s and the cost parameter C have been set to the values that minimize the averaged test NMSE over all the splits created for each data set. Notice that this induces a clear advantage for the SVR designs w.r.t. the other methods. For a fair comparison, other methodology should be applied, as for example cross validation procedures. However, due to the high number of splits used for most of the experiments, the computational burden of this approach would be very high. The values of C have been explored in the range ½2 Á 10 À5 ; 2 Á 10 10 with values of the form 2 Á 10 p , with À5 p 10. For s, we have also explored values of that form in the range ½2 Á 10 À5 ; 2 Á 10 5 . To calculate the NLPD for the SVR we have assumed a Gaussian distribution for the predictions with a constant noise power, which has been estimated as the mean squared error of the train predictions.
The characteristics of the data sets used for the experiments are shown in Table 1 . For the first six problems appearing in The results of the experiments for the small and medium-size data sets are presented in Table 2 . We do not present results for MCMC-DGP on Con because the computational burden is very high. We have performed a Wilcoxon Rank-Sum test to assess statistical significance at the 5% level.
From Table 2 , it can be said that the SVR performs worse than the GP based methods with statistical significant differences in five of the six problems in terms of NMSE, NMAE, and NLPD. It can also be noticed that the three DGP methods never perform worse than the standard GP in any of the three performance measures. Even when the problem is homoscedastic, as it seems to be the case for Bod, the performances of the DGP methods are the same than the performance of the standard GP.
In terms of NMSE, we can say the following:
L-DGP, MCMC-DGP, and EP-DGP performances are similar. However there are statistical significant improvements of L-DGP w.r.t. EP-DGP in Con and w.r.t. MCMC-DGP and EP-DGP in Hou. DGP methods also outperform VHGPR with significant differences in four of the six data sets. L-DGP improves the standard GP results in Ozo, Ser, and Con, whereas MCMC-DGP and EP-DGP outperform the standard GP in Ozo and Con. The results in terms of NMAE show that: L-DGP, MCMC-DGP, and EP-DGP perform similarly, except for Hou, where L-DGP outperforms MCMC-DGP and EP-DGP, and Con, where L-DGP improves EP-DGP performance. DGP methods improve with statistical significance GP and VHGPR in Ozo, Ser, Hou, and Con. In none of the data sets DGP algorithms perform worse than the other GP methods. Finally, in terms of NLPD it can be observed that:
VHGPR and the DGP algorithms outperform the standard GP in five of the six proposed data sets with statistical significance, and are not worse for Bod. Comparing the differences between the DGP methods and VHGPR, it can be appreciated that DGP methods outperform VHGPR in three data sets, whereas VHGPR only outperforms DGP methods in Ser. The performance of L-DGP, MCMC-DGP, and EP-DGP is similar, although L-DGP improves NLPD performance in Ser and Hou, whereas EP-DGP outperforms EP-DGP in Con. 
TABLE 1 Characteristics of the Data Sets Used for the Experiments
The experimental results for the biggest data sets (Win and Par) are shown in Table 3 . For data set Win we observe that:
The performance in terms of NMSE and NMAE is similar for all the GP methods. EP-DGP and L-DGP have better results in terms of NLPD w.r.t. the standard GP and VHGPR. SVR outperforms GP methods in terms of NMAE. However, NMSE and NLPD are worse. For data set Par we note that:
EP-DGP outperforms the other GP methods and the SVR in terms of NMSE and NMAE. NLPD performance is similar for EP-DGP and VHGPR, with a slight advantage w.r.t. L-DGP. SVR also performs clearly worse than the other GP methods in terms of NLPD.
The results of these experiments support the high quality of the Laplace approximation compared to MCMC-DGP using the same set of hyperparameters. Moreover, the performance of L-DGP is similar to the performance of EP-DGP, which suggests that both approximations are similar.
Computational Cost Experiments
The complexity of all the GP methods used in the experiments scales in the form OðN 3 Þ. However, the training times of these methods can be quite different. To illustrate this point we have performed an experiment with data set Hou to measure the training time for the standard GP, VHGPR, EP-DGP, and L-DGP for different number of training samples. We have measured the training time avoiding the hyperparameters learning, varying the number of training samples from 50 to 500. For a given number of training samples, we have generated 20 random training sets. To set the hyperparameters, we have first trained all the GP methods using all the available samples as training samples.
The average training time 3 along with the corresponding error bars are shown in Fig. 2 . First of all, it can be appreciated that all the GP methods scale similarly with the number of samples, with is consistent with the theoretic OðN 3 Þ time scalability. Despite the standard GP is the fastest method, the time required to train L-DGP is lower than VHGPR and EP-DGP training times. The training time reduction of L-DGP w.r.t. EP-DGP is remarkable. For example, for 500 training points, EP-DGP takes around 2,000 seconds to train the model, whereas L-DGP takes only 200 seconds (10 times faster). 3. The experiments have been conducted in a 4 GB computer with an Intel core i5 processor at 3.33 GHz using Matlab implementations for all the algorithms.
CONCLUSIONS
The high computational burden and the lack of a formal proof of convergence (even when the likelihood is log-concave) of the EP approximation proposed to perform inference on the DGP model introduced in [13] motivates the use of the Laplace approximation for the same model. The likelihood log-concavity ensures a unimodal posterior which allows the Laplace approximation to converge to a unique maximum.
The experimental comparisons of the Laplace approximation with the asymptotically unbiased posterior estimates using MCMC-DGP show the high quality of the Laplace posterior approximation. The experimental results obtained for different real data sets show a similar performance of L-DGP compared to EP-DGP, but at a reduced computational cost.
Further research avenues include the extension of the DGP model for classification and multi-output regression tasks, the development of sparse GP methods using the DGP model, and the analysis of new GP models to achieve lengthscale nonstationarity.
APPENDIX DERIVATIVES OF THE APPROXIMATE LOG-EVIDENCE WITH RESPECT TO THE HYPERPARAMETERS
We detail here the calculations of the partial derivatives of the approximate log-evidence (17) w.r.t. the hyperparameters of the covariance functions, u u f and u u g , and the noise offset m 0 .
To calculate the derivatives we have to take into account not only the explicit terms, i.e. those referred to K in the case of u u f and u u g or to the likelihood in the case of m 0 , but also the implicit derivatives, since when the hyperparameters change, the optimum of the posteriorf f also changes.
With this consideration, the derivative of the approximate logevidence w.r.t. each hyperparameter in u u f can be expressed as
@ log qðyÞ @ĝ n @ĝ n u f j :
(31) Then, the explicit derivative is given by @ log qðyÞ @u f j expl
where tr½M is the trace of the square matrix M.
To calculate the implicit derivatives we have @ log qðyÞ
which is equal to zero as the third derivative of the local likelihood w.r.t. to f n is zero. For g n the expression is the same than (33), but deriving on g n . In this case, the third derivative of the local likelihood w.r.t. g n is given by 
with g 0 n ¼ g n þ m 0 . Therefore, in contrast to the case of f n , the implicit derivatives w.r.t. g n do not vanish for positive g 0 n . To compute @f n =u f j , we first calculate @f f=@u f j and then select the corresponding terms to each g n @f f @u f j ¼ ðI 2N þ KW Þ À1 @K @u f j r log pðyjf fÞ:
The calculations of the derivatives w.r.t. each hyperparameter in u u g are analogous to those for u u f hyperparameters.
The derivative w.r.t. the mean offset m 0 for latent function g can be expressed @ log qðyÞ @m 0 ¼ @ log qðyÞ @m 0 expl
@ log qðyÞ @ĝ n @ĝ n @m 0 ;
where the explicit derivative is calculated as 
and
where @W =@m 0 is a 2N diagonal matrix with 0 in the first N elements of the diagonal and
; if g 
for N < n 2N with n 0 ¼ n À N. Finally, to calculate the implicit derivative, along with the expression for @ log qðyÞ=@ĝ n calculated in (33) and (34), we have @ĝ n @m 0 ¼ ðI 2N þ KW Þ À1 K @r log pðyjf fÞ @m 0 ;
where @r log pðyjf fÞ=@m 0 ¼ ÀdiagðW Þ.
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