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HYPERCYCLIC SEQUENCES OF WEIGHTED TRANSLATIONS
ON HYPERGROUPS
VISHVESH KUMAR1,∗ and SEYYED MOHAMMAD TABATABAIE2
Abstract. In this paper we characterize hypercyclic sequences of weighted
translation operators on an Orlicz space in the context of locally compact
hypergroups.
1. Introduction and preliminaries
Linear dynamical properties of bounded operators have been investigated in-
tensely during the last decades; see [15] as a monograph. Specially, H.N. Salas
in [28] characterized hypercyclicity of bilateral weighted shifts on ℓ2(Z) by some
conditions on the weight function. Then, study of linear dynamic of weighted
translations on a Lebesgue space Lp(G) was begun by [5, 6, 7], where G is a lo-
cally compact group and 1 ≤ p <∞. Afterwards, the theme on Lp(G) appeared
in many articles. For instance, the existence of hypercyclic weighted translations
on Lp(G) was studied in [12]. See also [10, 11] for the hypergroup case and vector-
valued version. In [1, 9] some linear dynamical properties of weighted translation
operators on Orlicz spaces in the context of locally compact groups have been
studied. Orlicz spaces are a generalization of the usual Lebesgue spaces which
have been thoroughly investigated over the last decades. Recently, Chen et al. in
[8] gave a characterization of topologically transitive translation operators on a
weighted Orlicz space LΦw(G), where Φ is a Young function, w is a weight and G
is a second countable locally compact group. Recently, Orlicz spaces on locally
compact hypergroups have been investigated by V. Kumar et al. in [23, 24, 25].
In this paper, we extend many results in recent papers for the context of hyper-
groups. For this, by fixing a sequence in a hypergroup K and a weight function,
we introduce a sequence of bounded linear operators on the Orlicz space LΦ(K)
and state some necessary conditions for this sequence to be densely hypercyclic.
Among other things, the concept of an aperiodic sequence in a hypergroup (see
Definition 2.5) plays a key role in the proofs. The main idea for initiating this
concept is an equivalent condition given in [7] for the group case. In sequel, we
improve our results for the special case that the sequence of weighted translation
operators corresponds to a sequence in the center of hypergroup. Finally, we
give an equivalent condition for a single weighted translation operator Tz,w to be
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hereditary hypercyclic on the Orlicz space LΦ(K). For convenience of readers,
here we write some preliminaries.
1.1. Locally Compact Hypergroups. In this subsection we recall definition
and some basic properties of hypergroups. For more details we refer to mono-
graphs [18] and [2]. Let X be a locally compact Hausdorff space. We denote by
M(X) the space of all Radon complex measures on X , and by Cc(X) the set of
all continuous compactly supported complex-valued functions on X . The point
mass measure at x ∈ X and the support of any measure µ ∈M(X) are denoted
by δx and supp(µ) respectively. For each A ⊆ X , χA denotes the characteristic
function of A.
Definition 1.1. Suppose thatK is a non-empty locally compact Hausdorff space,
(µ, ν) 7→ µ ∗ ν is a bilinear positive-continuous mapping from M(K) ×M(K)
into M(K) (called convolution), and x 7→ x− is an involutive homeomorphism
on K (called involution) with the following properties:
(i) (M(K),+, ∗) is an (associative) algebra;
(ii) for each x, y ∈ K, δx ∗ δy is a compact supported probability measure;
(iii) the mapping (x, y) 7→ supp(δx ∗ δy) from K ×K into C(K) is continuous,
where C(K) is the set of all non-empty compact subsets of K equipped
with Michael topology;
(iv) there exists a (necessarily unique) element e ∈ K (called identity) such
that δx ∗ δe = δe ∗ δx = δx for all x ∈ K;
(v) for each x, y ∈ K, e ∈ supp(δx ∗ δy) if and only if x = y
−;
(vi) for each x, y ∈ K, (δx ∗ δy)
− = δy− ∗ δx−.
Then, K ≡ (K, ∗,− , e) is called a locally compact hypergroup (or simply a hyper-
group).
A non-zero non-negative Radon measure m on a hypergroup K is called a right
Haar measure if for each x ∈ K, m∗ δx = m. Throughout K is a locally compact
hypergroup and m is a right Haar measure on K. For each Borel measurable
function f, g : K → C and x, y ∈ K we define the right translation of function f
at x ∈ K by an element y ∈ K by
fx(y) = f
y(x) = f(x ∗ y) :=
∫
K
f d(δx ∗ δy),
whenever this integral exists. A locally compact group G equipped with
µ ∗ ν 7→
∫
K
∫
K
δxy dµ(x)dν(y) (µ, ν ∈M(K))
as convolution, and x 7→ x−1 from G onto G as involution is a hypergroup. In this
case trivially we have f(x ∗ y) = f(xy). Although any locally compact group is a
hypergroup, in general there is no action between elements of a hypergroup; See
[2] for several classes of hypergroups. If µ ∈ M(K) and f is a Borel measurable
function on K, the convolutions f ∗ µ is defined by:
(f ∗ µ)(x) =
∫
K
f(x ∗ y−) dµ(y), (x ∈ K).
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In particular, (f ∗ δy−)(x) = f
y(x).
For any A,B ⊆ K we define
A ∗B :=
⋃
x∈A, y∈B
supp(δx ∗ δy).
For each x ∈ K we denote {x} ∗ A and A ∗ {x} simply by x ∗ A and A ∗ x.
Also, for each n ∈ N we put
{x}n := {x} ∗ · · · ∗ {x} (n times).
Definition 1.2. Let K be a hypergroup. The center of K is defined by
Z(K) := {x ∈ K : δx ∗ δx− = δx− ∗ δx = δe}.
Center of a hypergrup K, as the maximal subgroup of K, was introduced and
studied in [13] and [18] (see also [27]). For each x ∈ Z(K) and y ∈ K, supp(δx∗δy)
and supp(δy ∗ δx) are singleton, and we denote the single element of them by xy
and yx, respectively. For each z ∈ Z(K) and n ∈ N, setting
δnz := δz ∗ δz ∗ · · · · ∗ δz︸ ︷︷ ︸
n times
,
we have δnz = δzn.
1.2. Basics of Orlicz spaces. Here, we present some definitions and facts re-
lated to Orlicz spaces in the context of hypergroups. We refer to monographs
[29, 30] and articles [23, 25, 24] for more details.
A non-zero convex function Φ : [0,∞) → [0,∞] is called a Young function if
Φ(0) = 0 and limx→∞Φ(x) =∞. The complimentary function Ψ of a given Young
function Φ is defined by
Ψ(y) := sup{xy − Φ(x) : x ≥ 0}, (y ≥ 0),
which is also a Young function. In this case, (Φ,Ψ) is called a complementary
pair. In this paper, we assume that (Φ,Ψ) is a complementary pair. For a locally
compact hypergroup K with a right Haar measure m, let LΦ(K) denotes the set
of all Borel measurable functions f : K → C such that∫
K
Φ(α|f(x)|) dm(x) <∞,
for some α > 0. For each function f ∈ LΦ(K) we put
‖f‖Φ := sup
v∈ΩΨ
∫
K
|fv| dm,
where ΩΨ denotes the set of all complex-valued Borel measurable functions v on
K satisfying
∫
K
Ψ(|v(x)|) dm(x) ≤ 1. Then, since m is a Haar measure, by [30,
Chapter III, Proposition 11], (LΦ(K), ‖ · ‖Φ) is a Banach space called an Orlicz
space. Another equivalent norm on LΦ(G) is defined by
NΦ(f) := inf
{
k > 0 :
∫
K
Φ
(
|f |
k
)
dm ≤ 1
}
,
for all f ∈ LΦ(K), and called the Luxemburg norm. In fact, we have
NΦ(f) ≤ ‖f‖Φ ≤ 2NΦ(f)
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for all f ∈ LΦ(K). A Young function Φ is said to be ∆2-regular and we write
Φ ∈ ∆2, if there are constants k > 0 and t0 ≥ 0 such that Φ(2t) ≤ kΦ(t) for each
t ≥ t0. If Φ is ∆2-regular, then the space Cc(K) is dense in L
Φ(K). For each
1 ≤ p <∞, the function Φp defined by Φp(x) :=
xp
p
is a Young function and the
Orlicz space LΦp(K) is same as the Lebesgue space Lp(K). The complementary
Young function of Φp is Φq, where q =
p
p−1
. Other examples of Young functions
includes ex − x− 1, cosh x− 1 and xp ln(x); see [29] for more examples.
If (X, µ) is a probability measure space and f is a real-valued measurable
function on X such that
∫
X
f dµ and
∫
X
Φ(f) dµ exist, then by the Jensen’s
inequality [29, Proposition 5, p. 62] we have
Φ
(∫
X
f(x) dµ(x)
)
≤
∫
X
Φ(f(x)) dµ(x). (1.1)
For any f ∈ LΦ(K), it is shown in [23, Corollary 3.2] that NΦ(f
z) ≤ NΦ(f) for
z ∈ K. But if we take z ∈ Z(K) we have following strong result which says norm
NΦ(·) is invariant under translation by an element of the center of a hypergroup.
Lemma 1.3. For z ∈ Z(K) and f ∈ LΦ(K), we have NΦ(f
z) = NΦ(f).
Proof. Let f ∈ LΦ(K) and z ∈ Z(K). Then
NΦ(f
z) = inf
{
k > 0 :
∫
K
Φ
(
|f z(x)|
k
)
dm(x) ≤ 1
}
(1.2)
By setting g(x) := Φ
(
|fz(x)|
k
)
≥ 0 for all x ∈ K, and using the property [18,
3.3F] for right Haar measure m, we get∫
K
Φ
(
|f z(x)|
k
)
dm(x) =
∫
K
g(x) dm(x) =
∫
K
gz
−
(x) dm(x) =
∫
K
g(x ∗ z−) dm(x).
Since z ∈ Z(K), supp(δx ∗ δz−) = {xz
−} is singleton and hence we get∫
K
Φ
(
|f z(x)|
k
)
dm(x) =
∫
K
g(xz−) dm(x) =
∫
K
Φ
(
|f z(xz−)|
k
)
dm(x).
Since z ∈ Z(K) implies that δz− ∗ δz = δe we have∫
K
Φ
(
|f z(x)|
k
)
dm(x) =
∫
K
Φ
(
|fx(z
− ∗ z)|
k
)
dm(x) =
∫
K
Φ
(
|f(x)|
k
)
dm(x).
Therefore,
NΦ(f
z) = inf
{
k > 0 :
∫
K
Φ
(
|f z(x)|
k
)
dm(x) ≤ 1
}
= inf
{
k > 0 :
∫
K
Φ
(
|f(x)|
k
)
dm(x) ≤ 1
}
= NΦ(f).

It is known that LΦ(K) is Banach module over M(K) [23, Lemma 3.6]. There-
fore, for any f ∈ LΦ(K) and µ ∈ M(K), we have f ∗ µ ∈ LΦ(K). In particular,
f ∗ δzn ∈ L
Φ(K) for all f ∈ LΦ(K), z ∈ Z(K) and n ∈ N.
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2. Main Results
In beginning of this section, we recall some linear dynamic concepts of operators
which we need in this paper.
Definition 2.1. Let X be a Banach space. A sequence (Tn)n∈Z+ of bounded
linear operators from X into X is called hypercyclic if there exists an element x
in X (called hypercyclic vector) such that the set {T0(= IX )x, T1x, . . .} is dense in
X . We say that (Tn) is densely hypercyclic if the set of all its hypercyclic vectors
is dense in X . A bounded linear operator T on X is called hypercyclic (densly
hypercyclic) if the sequence (T n) is hypercyclic (densely hypercyclic), where T n
is the n-th iterate of T .
The set of all bounded linear operators on a Banach space X is denoted by
B(X ). This is well-known that there is a hypercyclic operator on a Banach space
X if and only if the space X is separable and infinite dimensional.
Definition 2.2. Let X be a Banach space. A sequence (Tn) in B(X ) is called
topologically transitive if for each two non-empty open sets U, V ⊆ X there exists
n ∈ N such that Tn(U) ∩ V 6= ∅. If the condition T
n(U)∩ V 6= ∅ holds for some
n onwards then (Tn) is called topologically mixing. A bounded linear operator T
on X is called topologically transitive (topologically mixing) if the sequence (T n)
is topologically transitive (topologically mixing).
In this section, K denotes a hypergroup equipped with a right Haar measure m,
and Φ denotes a Young function. We find some necessary and sufficient conditions
for a sequence of operators on LΦ(K), generated by a weight and an aperiodic
sequence in K, to be hypercyclic. A main tool in the proof of results is the
concept aperiodic sequence.
An element a in a locally compact group G is called aperiodic (or non-compact)
if the closed subgroup of G generated by a is not compact. In [7, Lemma 2.1] it is
proved that if G is a second countable group, then a ∈ G is aperiodic if and only
if for each compact subset E of G, there exits N > 0 such that E∩Ean = ∅ (and
so E∩Ea−n = ∅) for all n ≥ N . This characterization of aperiodic elements of a
group leads to introduce the following suitable analogues of the notion of aperiodic
element in the setting of hypergroup. We recall the definition of aperiodicity of
a center element of K from [10, Definition 3.3].
Definition 2.3. An element z ∈ Z(K) is called aperiodic if for each compact
subset E ⊆ K with m(E) > 0, there exists N ∈ N such that E ∩ (E ∗ {z}n) = ∅
for all n ≥ N.
The following lemma gives an equivalent condition of aperiodicity of a center
element of a hypergroup.
Lemma 2.4. [10, Lemma 3.4]. An element z ∈ Z(K) is aperiodic if and only
if for each compact subset E ⊂ K with m(E) > 0, there exists N ∈ N such
that (E ∗ {z}rn) ∩ (E ∗ {z}sn) = ∅ for n 6= N and r, s ∈ Z with r 6= s, where
{z}−n = {z−}n.
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Now, we give a version of this definition for a sequence of elements of hyper-
group.
Definition 2.5. Let K be a locally compact hypergroup, and η := (an)n∈Z ⊆ K.
Then, η is called an aperiodic sequence in K if
(1) a0 = e and for all n ∈ N, a−n = a
−
n ;
(2) for every compact subset E of K with m(E) > 0, there exists N > 0 such
that for any n ≥ N , E ∩ (E ∗ {a±n}) = ∅.
By the above Definition 2.5 and [7, Lemma 2.1], if G is a second countable
group and a ∈ G, setting an := a
n for all n ∈ Z, a is aperiodic if and only if
η := (an)n∈Z is an aperiodic sequence in G. Now, we present some examples of
aperiodic sequences in some hypergroups.
Example 2.6. Let 0 < a ≤ 1
2
, and N0 := {0, 1, 2, . . .}. For each r, s ∈ N0, define
δr ∗ δs :=


δmax{r,s}, if r 6= s,
ar
1−a
δ0 +
∑r−1
k=1 a
r−kδk +
1−2a
1−a
δr, if r = s.
Then, (N0, ∗) is a Hermitian discrete hypergroup. This important class of
hypergroups was introduced by Dunkl and Ramirez in [14]. Recently, in [20, 21]
first author with Singh and Ross studied classification results of such classes of
hypergroups arising from the discrete semigroups (see also [32]) with applications
to Ramsey theory [22]. The above convolution shows that if E is a non-trivial
compact (and so finite) subset of N0 and n ∈ N0\E is greater than all elements
of E, then E ∗ {n} = {n}. Now, let (βn)
∞
n=1 be an unbounded sequence in N0.
Put an = a−n := βn for all n ∈ N and a0 := 0. Then, η := (an)n∈Z is an aperiodic
sequence in the hypergroup (N0, ∗).
Example 2.7. Consider the group SU(2) of all unitary transformations of C2
with determinant 1. Then, the set of all continuous unitary irreducible represen-
tations of the group SU(2) can be indexed by N0 ≡ {T
(0), T (1), T (2), . . .} where
T n has dimension n, and for each m,n ∈ N0, the tensor product of T
(n) and T (m)
is unitarily equivalent to
T |m−n| ⊕ T |m−n|+2 ⊕ . . . .⊕ T (m+n).
See [16, Example 29.13]. Then, the discrete space N0 equipped with the convo-
lution
δm ∗ δn :=
m+n∑
k=|m−n|
o
k + 1
(m+ 1)(n+ 1)
δk (2.1)
is a Hermitian discrete hypergroup, where
∑
o denotes that only every second
term appears in the sum. This hypergroup is called SU(2)–hypergroup (for more
details refer to [2, 1.1.15]). Then, one can see that every sequence (an)n∈Z in N0
with a0 := 0 and a−n = a
−
n (= an) is aperiodic if and only if it does not have any
constant subsequence. For this, suppose that (an)n∈Z does not have any constant
subsequence, and let E be a compact (and so finite) subset of N0 with m(E) > 0.
Then, there is some N > 0 such that for each n ≥ N , an ≥ 1 + 2maxE. So
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by (2.1), for each n ≥ N , we have E ∩ (E ∗ {an}) = ∅, and hence (an)n∈Z is
aperiodic. The converse is trivial. A similar conclusion can be proved for general
polynomial hypergroups.
In the below definition we define a sequence of operators on an Orlicz space by
a fixed weight function and sequence of elements of the given hypergroup.
Definition 2.8. Any bounded continuous function w : K → (0,+∞) is called a
weight on K. Suppose that η := (an)n∈Z is a sequence in K, and w is a weight
function on K. For each x ∈ K and n ∈ N, we define a sequence of operators
(Λn) on L
Φ(K) by
Λnf(x) := w(x) · w(x ∗ a−1) · · ·w(x ∗ a−n) · f(x ∗ a−n) (f ∈ L
Φ(K)). (2.2)
The following lemma shows that for any n ∈ N, the operator Λn : L
Φ(K) →
LΦ(K) is well-defined.
In sequel of this paper we assume that (Φ,Ψ) is a complimentary pair such
that Ψ is increasing.
Lemma 2.9. Let w be a weight on K, and a ∈ K. Then, wfa ∈ LΦ(K) and
‖wfa‖Φ ≤ ‖w‖sup ‖f‖Φ for all f ∈ L
Φ(K).
Proof. Let a ∈ K. For each f ∈ LΦ(K) we have
‖wfa‖Φ = sup
v∈ΩΨ
∫
K
|wfav| dm
≤ ‖w‖sup sup
v∈ΩΨ
∫
K
|f(x ∗ a)v(x)| dm(x)
= ‖w‖sup sup
v∈ΩΨ
∫
K
|f(x)va
−
(x)| dm(x)
≤ ‖w‖sup sup
v∈ΩΨ
∫
K
|f(x)v(x)| dm(x)
= ‖w‖sup ‖f‖Φ,
since for each v ∈ ΩΨ and b ∈ K we have v
b ∈ ΩΨ. To see this fact, first note
that for any v ∈ ΩΦ and b ∈ K, we have∫
K
Ψ(|vb(x)|) dm(x) =
∫
K
Ψ
(∣∣∣∣
∫
K
v(z) d(δx ∗ δb)(z)
∣∣∣∣
)
dm(x)
≤
∫
K
Ψ
(∫
K
|v(z)| d(δx ∗ δb)(z)
)
dm(x).
By using Jensen’s inequality [29, Proposition 5, p. 62] we get,∫
K
Ψ(|vb(x)|) dm(x) ≤
∫
K
(∫
K
Ψ (|v|) (z) d(δx ∗ δb)(z)
)
dm(x)
=
∫
K
Ψ (|v|)b (x) dm(x) =
∫
K
Ψ (|v|) (x) dm(x).
where the last equality follows from [18, Lemma 3.3 F]. Therefore, if v ∈ ΩΨ, i.e.,∫
K
Ψ (|v|) (x) dm(x) ≤ 1 then
∫
K
Ψ
(
|vb(x)|
)
dm(x) ≤ 1 and hence vb ∈ ΩΨ. 
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Remark 2.10. Suppose that K is a locally compact hypergroup, a ∈ K, and w
is a weight on K. Then, define the bounded linear operator Ta,w on the Orlicz
space LΦ(K) by
Ta,wf(x) := w(x)f(x ∗ a
−), (f ∈ LΦ(K)). (2.3)
In the case that K is a locally compact group, for each f ∈ LΦ(K), n ∈ N and
x ∈ K, we have
Λnf(x) = w(x) · w(xa−1) · · ·w(xa−n) · f(xa−n).
In particular, if a ∈ K, then we have T na,w = Λn for all n ∈ N0, where (Λn) is
the sequence defined by (2.2) corresponding to η := (an)n∈Z. Since in general we
do not have any action between elements of a hypergroup, we study the linear
dynamic properties of the sequence (Λn) of operators as in Definition 2.8 for
hypergroups.
Although the term hypercyclic is used for bounded linear operators on Banach
spaces, since the above sequence (Λn) is determined by a given weight w and a
sequence η, this term has been used for weights in next definition.
Definition 2.11. Let η := (an)n∈Z be a sequence in K, and Φ be a Young
function. A weight w on K is called (η,Φ)-hypercyclic if there is a function
f ∈ LΦ(K) (called a hypercyclic vector) such that the set {f,Λ1f,Λ2f, . . .} is
dense in LΦ(K). An (η,Φ)-hypercyclic weight is called densely (η,Φ)-hypercyclic
if the set of its hypercyclic vectors is dense in LΦ(K). Also, an (η,Φ)-hypercyclic
weight is called positively densely hypercyclic if for each g ∈ LΦ+(K) and ε > 0,
there exist a vector f ∈ LΦ(K) and a large enough natural number n such that
‖Λnf − g‖Φ < ε and ‖f − g‖Φ < ε.
Remark 2.12. Let η := (an)n∈Z be a sequence in a hypergroup K, Φ be a Young
function and w be a weight function on K. Then, w is (η,Φ)- hypercyclic if and
only if the sequence (Λn) given by (2.2) is a hypercyclic sequence of operators on
LΦ(K). In particular, if K is a locally compact group and a is an element of K,
then by the above remark and definition, the operator Ta,w : L
Φ(K)→ LΦ(K) is
hypercyclic if and only if w is (η,Φ)-hypercyclic, where η := (an)n∈Z.
In the following result we give a necessary condition for a weight to be positively
densely (η,Φ)-hypercyclic whenever the condition LΦ(K) ⊆ L1(K) satisfies. In
Remark 2.19 we give some explanations about this inclusion.
Theorem 2.13. Let K be a locally compact hypergroup and let w be a weight on
K. Suppose that η := (an)n∈Z is an aperiodic sequence in K and Φ is a Young
function such that LΦ(K) ⊆ L1(K). If w is positively densely (η,Φ)-hypercyclic,
then for every compact subset E ⊆ K with m(E) > 0, there exist a sequence
(Ek)
∞
k=1 of Borel subsets of E, and a strictly increasing sequence (nk)
∞
k=1 ⊆ N such
that limk→∞m(Ek) = m(E) and limk→∞ ‖wnk |Ek‖∞ = 0, where for all n ∈ N and
x ∈ K, vn(x) := w(x) · w(x ∗ a
−
1 ) · · ·w(x ∗ a
−
n ), and wn := ((χE)
a−n vn)
an.
Proof. Let w be a positively densely (η,Φ)-hypercyclic weight, and E be a com-
pact subset of K with m(E) > 0. By Definition 2.5 and Definition 2.11, there
HYPERCYCLIC SEQUENCES OF WEIGHTED TRANSLATIONS ON HYPERGROUPS 9
exist a sequence (fk)
∞
k=1 ⊆ L
Φ
+(K) and a strictly increasing sequence (nk)
∞
k=1 ⊆ N
such that for each k = 1, 2, . . ., E ∩ (E ∗ {ank}) = ∅ and
‖fk − χE‖Φ <
1
4k
, ‖Λnkfk − χE‖Φ <
1
4k
.
By the Closed Graph Theorem, from the inclusion LΦ(K) ⊆ L1(K) one can
conclude that there exists a constant M > 0 such that for each f ∈ LΦ(K),
M ‖f‖1 ≤ ‖f‖Φ. (2.4)
Set Ak := {x ∈ E : |fk(x)− 1| ≥
1
2k
}. Then,
1
M4k
>
1
M
‖fk − χE‖Φ ≥ ‖fk − χE‖1 =
∫
K
|fk(x)− χE(x)| dm(x)
≥
∫
E
|fk(x)− 1| dm(x) ≥
1
2k
m(Ak),
and so, m(Ak) <
1
M 2k
. Put Bk := {x ∈ E : ((χE)
a−nkvnk)
ank (x)fk(x) ≥
1
2k
}. Then,
1
M4k
>
1
M
‖Λnkfk − χE‖Φ ≥ ‖Λnkfk − χE‖1 =
∫
K
|(Λnkfk − χE)(x)| dm(x)
≥
∫
K
|(Λnkfk − χE)
ank (x)| dm(x) =
∫
K
|Λnkfk(x ∗ ank)− χE(x ∗ ank)| dm(x)
≥
∫
E
|Λnkfk(x ∗ ank)− χE(x ∗ ank)| dm(x) =
∫
E
|Λnkfk(x ∗ ank)| dm(x)
=
∫
K
χE(x) · Λnkfk(x ∗ ank) dm(x) =
∫
K
χE(x ∗ a−nk) · Λnkfk(x) dm(x).
Now, by the definition of operator Λnk we have
1
M4k
≥
∫
K
χE(x ∗ a−nk)vnk(x)fk(x ∗ a−nk) dm(x)
=
∫
K
((χE)
a
−nkvnk)(x)fk(x ∗ a−nk) dm(x) =
∫
K
((χE)
a
−nkvnk)(x ∗ ank)fk(x) dm(x)
=
∫
K
((χE)
a
−nkvnk)
ank (x)fk(x) dm(x) ≥
∫
Bk
((χE)
a
−nkvnk)
ank (x)fk(x) dm(x)
≥
1
2k
m(Bk),
where vn(x) := w(x) · w(x ∗ a−1) · · ·w(x ∗ a−n). So, m(Bk) <
1
M2k
. Setting
Ek := E\(Ak ∪Bk) we have limk→∞m(Ek) = m(E).
Also, let wn := ((χE)
a−n vn)
an . Then, for each x ∈ Ek, one has
wnk(x) <
1
2kfk(x)
<
1
2k(1− 1
2k
)
,
and so, limk→∞ ‖wnk |Ek‖∞ = 0. 
Definition 2.14. A weight is called (positively) chaotic if it is (positively) densely
hypercyclic and the set of its periodic element is (positively) dense.
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Definition 2.15. Let η := (an)n∈Z be a sequence of elements in K, Φ be a Young
function, and w be a weight on K. A function f ∈ LΦ(K) is called (η, w)-periodic
if there exists a number n ∈ N such that for all r ≥ 1, Λrnf = f . The set of all
(η, w)-periodic elements is denoted by Pη,w.
Definition 2.16. LetK be a locally compact hypergroup, and η := (an)n∈Z ⊆ K.
Then, η is called strongly aperiodic if
(1) a0 = e, and for each n ∈ N, a
−
n = a−n;
(2) for all compact subset E of K with m(E) > 0, there exists N > 0 such
that for any n ≥ N and all distinct r, s ∈ Z,
(E ∗ {arn}) ∩ (E ∗ {asn}) = ∅.
Remark 2.17. If G is a locally compact group, then for each set E ⊆ G, a ∈ G
satisfies E ∩ Ea±n = ∅ from some n onward if and only if Earn ∩ Easn = ∅
holds for any distinct integers r and s. However, this is not the case for general
hypergroups. Therefore, the condition (2) in the above definition is a suitable
replacement for the latter condition.
Theorem 2.18. Let K be a locally compact hypergroup, w be a weight on K, and
Φ be a Young function such that LΦ(K) ⊆ L1(K). Let η := (an)n∈Z be a strongly
aperiodic sequence in K. If Pη,w is dense in L
Φ
+(K), then for every compact subset
E ⊆ K with m(E) > 0, there exist a sequence (Ek)
∞
k=1 of subsets of E, and a
strictly increasing sequence (nk)
∞
k=1 ⊆ N such that limk→∞m(Ek) = m(E) and
lim
k→∞
(
∞∑
r=1
∫
Ek
(χ
a
−snk
E vsnk)
asnk dm+
∞∑
s=1
∫
Ek
vsnk(x)
−1 dm(x)
)
= 0,
where for all n ∈ N and x ∈ K, vn(x) := w(x) · w(x ∗ a
−
1 ) · · ·w(x ∗ a
−
n ).
Proof. Assume that Pη,w is dense in L
Φ
+(K). Let E ⊆ K be compact and m(E) >
0. Since η is strongly aperiodic, by Definition 2.16 there is a constant N > 0 such
that for each n ≥ N and distinct r, s ∈ Z,
(E ∗ {arn}) ∩ (E ∗ {asn}) = ∅.
Since χK ∈ L
Φ
+(K), there is a sequence (fk)
∞
k=1 ⊆ Pη,w such that for each k ∈ N,
‖fk − χE‖Φ <
1
4k
. By Definition 2.15, for each k = 1, 2, . . . there exists nk ∈ N
such that for all r ≥ 1, Λrnkfk = fk. Clearly, we can suppose that nk+1 > nk ≥ N
for all k ∈ N. Since LΦ(K) ⊆ L1(K), there is a constant M > 0 such that for
each f ∈ LΦ(K),
M‖f‖1 ≤ ‖f‖Φ.
For each k = 1, 2, . . ., we put Ak := {x ∈ E : |fk(x) − 1| ≥
1
2k
}. So, same as
the proof of Theorem 2.13 we have m(Ak) <
1
M2k
. Also, setting Bk := {x ∈ E :
|vsnk(x)fk(x ∗ a−snk)| ≥
1
2k
} we have m(Bk) <
1
M2k
. Indeed,
1
4k
≥ ‖fk − χE‖Φ ≥M‖fk − χE‖1 = M‖Λsnkfk − χE‖1
= M
∫
K
|Λsnkfk(x)− χE(x)| dm(x) ≥M
∫
Bk
|vsnk(x)fk(x ∗ a−snk)− 1| dm(x)
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≥
M
2k
m(Bk).
For each k ∈ N we set Ek := E\(Ak ∪ Bk). Then, by the above inequalities,
limk→∞m(Ek) = m(E). Moreover, for each k = 1, 2, . . .,∫
K\E
fk(x) dm(x) ≥
∞∑
r=1
(∫
E∗{arnk}
fk(x) dm(x)
)
+
∞∑
s=1
(∫
E∗{a
−snk
}
fk(x) dm(x)
)
=
∞∑
r=1
(∫
K
χE∗{arnk}(x)fk(x) dm(x)
)
+
∞∑
s=1
(∫
K
χE∗{a
−snk
}(x)fk(x) dm(x)
)
≥
∞∑
r=1
(∫
K
χE(x ∗ a−snk)fk(x) dm(x)
)
+
∞∑
s=1
(∫
K
χE(x ∗ asnk)fk(x) dm(x)
)
=
∞∑
r=1
(∫
K
χE(x ∗ a−snk)Λsnkfk(x) dm(x)
)
+
∞∑
s=1
(∫
K
χE(x)fk(x ∗ a−snk) dm(x)
)
Now by using the definition of operator Λsnk we get∫
K\E
fk(x) dm(x) ≥
∞∑
r=1
(∫
K
χE(x ∗ a−snk)vsnk(x)fk(x ∗ a−snk) dm(x)
)
+
∞∑
s=1
(∫
Ek
fk(x ∗ a−snk) dm(x)
)
=
∞∑
r=1
(∫
K
((χE)
a
−snkvsnk)
asnk (x)fk(x) dm(x)
)
+
∞∑
s=1
(∫
Ek
vsnk(x)
−1vsnk(x)fk(x ∗ a−snk) dm(x)
)
≥
∞∑
r=1
(∫
Ek
(χE)
a
−snkvsnk)
asnk (x)fk(x) dm(x)
)
+
∞∑
s=1
(∫
Ek
vsnk(x)
−1vsnk(x)fk(x ∗ a−snk) dm(x)
)
≥ (1−
1
2k
)
∞∑
r=1
(∫
Ek
((χE)
a
−snkvsnk)
asnk dm
)
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+ (1−
1
2k
)
∞∑
s=1
(∫
Ek
vsnk(x)
−1 dm(x)
)
thanks to the right invariance of the Haar measure m and Definition 2.16. There-
fore,
1
4k
> ‖fk − χE‖Φ ≥ M‖fk − χE‖1 ≥M
∫
K\E
|fk(x)| dm(x)
≥M(1 −
1
2k
)
∞∑
r=1
(∫
Ek
(χ
a
−snk
E vsnk)
asnk dm
)
+M(1−
1
2k
)
∞∑
s=1
(∫
Ek
vsnk(x)
−1 dm(x)
)
,
and the proof of the theorem is completed. 
Remark 2.19. Note that by [17, Theorem 2], if K is a locally compact group and
Φ is a Young function, then the following conditions are equivalent:
(1) LΦ(K) is a Banach algebra under convolution;
(2) LΦ(K) ⊆ L1(K);
(3) limx→0+
Φ(x)
x
> 0 or K is compact.
The condition LΦ(K) ⊆ L1(K), where K is a general hypergroup, has been
studied by first author with his co-authors in [23]. This condition satisfies if
(K,m) is a finite measure space or the right derivative Φ′(0) > 0.
In sequel of the paper, we assume that the aperiodic sequence is a subset of the
center of hypergroup. We give a necessary condition for a weight to be densely
hypercyclic.
Theorem 2.20. Let Φ be a Young function, K be a locally compact hypergroup
with a right Haar measure m, w be a weight function on K, and η := (an)n∈Z be
an aperiodic sequence in Z(K). If w is densely (η,Φ)-hypercyclic, then for every
compact subset E ⊆ K with m(E) > 0, there exist a sequence (Ek)
∞
k=1 of subsets of
E, and a strictly increasing sequence (nk)
∞
k=1 ⊆ N such that limk→∞ ‖χE\Ek‖Φ = 0
and
lim
k→∞
‖v−1nk |Ek‖sup = limk→∞
‖hnk |Ek‖sup = 0,
where for all n ∈ N and x ∈ K, vn(x) := w(x) · w(xa
−
1 ) · . . . · w(xa
−
n ), and
hn(x) := vn(xan).
Proof. Suppose that w is a densely (η,Φ)-hypercyclic weight on K. Let E ⊆ K
be compact and m(E) > 0. By the hypothesis, there exist a sequence (fk)
∞
k=1 ⊆
LΦ(K) and a strictly increasing sequence (nk)
∞
k=1 ⊆ N such that for each k =
1, 2, . . .,
‖fk − χE‖Φ <
1
4k
, E ∩ (Eank) = ∅ and ‖Λnkfk − χE‖Φ <
1
4k
.
Let Ak := {x ∈ E : |fk(x)− 1| ≥
1
2k
}. So, for each x ∈ E\Ak, |fk(x)| > 1−
1
2k
and ‖χAk‖Φ <
1
2k
. Similarly, setting Bk := {x ∈ K\E : |fk(x)| ≥
1
2k
} we have
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‖χBk‖Φ <
1
2k
. Also, if we put Ck := {x ∈ E : |vnk(x)f(xa−nk)− 1| ≥
1
2k
}, then
1
4k
> ‖Λnkfk(x)− χE‖Φ = sup
v∈ΩΨ
∫
K
|Λnkfk(x)− χE(x)| |v(x)| dm(x)
≥ sup
v∈ΩΨ
∫
Ck
|w(x) · w(xa−1) · . . . · w(xa−nk) · fk(xa−nk)− 1| |v(x)| dm(x)
= sup
v∈ΩΨ
∫
Ck
|vnk(x)f(xa−nk)− 1| |v(x)| dm(x) ≥
1
2k
‖χCk‖Φ,
and so, ‖χCk‖Φ <
1
2k
. Hence, for each x ∈ E\(Ck ∪ Bkank), we have
vnk(x)
−1 <
|fk(xa−nk)|
1− 1
2k
<
1
2k − 1
.
Put Dk := {x ∈ E : |hnk(x)fk(x)| ≥
1
2k
}. Then, for each x ∈ E\(Dk ∪ Ak),
hnk(x) <
1
2k
|fk(x)|
<
1
2k − 1
.
Also,
1
4k
> ‖Λnkfk(x)− χE‖Φ = sup
v∈ΩΨ
∫
K
|Λnf(x)− χE(x)| |v(x)| dm(x)
= sup
v∈ΩΨ
∫
K
|w(x) · w(xa−1) · . . . · w(xa−nk) · f(xa−nk)− χE(x)| |v(x)| dm(x)
= sup
v∈ΩΨ
∫
K
|vnk(x)fk(xa−nk)− χE(x)| |v(x)| dm(x)
= sup
v∈ΩΨ
∫
K
|vnk(xank)f(x)− χE(xank)| |v(x)| dm(x)
= sup
v∈ΩΨ
∫
K
|vnk(xank)fk(x)− χEa−nk (x)| |v(x)| dm(x)
≥ sup
v∈ΩΨ
∫
Dk
|vnk(xank)fk(x)| |v(x)| dm(x) ≥
1
2k
‖χDk‖Φ,
and so ‖χDk‖Φ <
1
2k
. Now, put Ek := E\(Ak ∪ (Bkank) ∪ Ck ∪ Dk). Then,
‖χE\Ek‖Φ <
4
2k
→ 0, ‖hnk |Ek‖sup → 0 and ‖v
−1
nk
|Ek‖sup → 0, as k →∞. 
Theorem 2.21. Let Φ be a Young function with Φ ∈ ∆2, K be a locally compact
hypergroup, w and 1
w
be weights on K, and η := (an)n∈Z ⊆ Z(K) be an aperi-
odic sequence of elements in K. Suppose that for every compact subset E ⊆ K
with m(E) > 0, there exist a sequence (Ek)
∞
k=1 of subsets of E, and a sequence
(nk)
∞
k=1 ⊆ N with n1 < n2 < . . . such that limk→∞ ‖χE\Ek‖Φ = 0 and
lim
k→∞
‖v−1nk |Ek‖sup = limk→∞
‖hnk |Ek‖sup = 0,
where for all n ∈ N and x ∈ K, vn(x) := w(x) · w(xa
−
1 ) · . . . · w(xa
−
n ), and
hn(x) := vn(xan). Then, w is densely (η,Φ)-hypercyclic
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Proof. Suppose that U and V are non-empty open subsets of LΦ(K). There
are f, g ∈ Cc(K) such that f ∈ U and g ∈ V , since Φ ∈ ∆2. Put E :=
supp(f)∪supp(g). Let the sequences (Ek), (hnk) and (vnk) satisfy the hypothesis.
For each ǫ > 0, there is a constant N > 0 such that for each k ≥ N , E∩E∗{ank} =
E ∩ E ∗ {a−nk} = ∅, ‖hnk |Ek‖sup ‖f‖Φ < ǫ and ‖v
−1
nk
|Ek‖sup ‖f‖Φ < ǫ. Hence, for
each k ≥ N we have
‖Λk(fχEk)‖Φ = sup
v∈ΩΨ
∫
K
|vnk(x)| |f(xa−nk)χEk(xa−nk)| |v(x)| dm(x)
= sup
v∈ΩΨ
∫
Ekank
|vnk(x)| |f(xa−nk)| |v(x)| dm(x)
= sup
v∈ΩΨ
∫
Ek
vnk(xank) |f(x)| |v(x)| dm(x)
= sup
v∈ΩΨ
∫
Ek
hnk(x) |f(x)| |v(x)| dm(x)
≤ ‖hnk |Ek‖sup ‖f‖Φ < ǫ.
For each n ∈ N and x ∈ K, we define Snf(x) := v
−1
n (xan)f(xan). So,
Sn(Λnf)(x) = vn(xan)
−1(Λnf)(xan) = vn(xan)
−1vn(xan)f(xana−n) = f(x),
and similarly, Λn(Snf) = f . For each k ≥ N we have
‖Snk(fχEk)‖Φ = sup
v∈ΩΨ
∫
K
v−1nk (xank) |f(xank)|χEk(xank) |v(x)| dm(x)
= sup
v∈ΩΨ
∫
Ek
v−1nk (x) |f(x)| |v(x)| dm(x)
≤ ‖v−1nk |Ek‖sup ‖f‖Φ < ǫ.
If for each k ∈ N,
vk := fχEk + Snk(gχEk),
then vk ∈ L
Φ(K), and
‖vk − f‖Φ = ‖fχE\Ek − Snk(gχEk)‖Φ
≤ ‖fχE\Ek‖Φ + ‖Snk(gχEk)‖Φ
≤ ‖f‖sup ‖χE\Ek‖Φ + ‖Snk(gχEk)‖Φ → 0,
as k →∞. Also,
‖Λnkvk − g‖Φ = ‖Λnk(fχEk) + gχEk − g‖Φ
≤ ‖Λnk(fχEk)‖Φ + ‖g‖sup ‖χE\Ek‖Φ → 0,
as k → ∞. Then, Λnk(U) ∩ V 6= ∅, which implies that w is densely (η,Φ)-
hypercyclic by [15, Theorem 1.57]. 
The following form of the hypercyclic criterion is given in [3] which is derived
from original criterion obtained by Kitai [19].
Lemma 2.22. Let X be a Fre´chet space and T : X → X be a bounded linear
operator. Then, T is hypercyclic if it satisfies the following criteria:
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(i) (T n) admits a subsequences (T nk) converging to zero pointwise on a dense
subset of X ,
(ii) there exists a dense subset Y of X and a sequence of maps Snk : Y → X
such that (Snk) tends to zero pointwise on Y and (T nkSnk) tends to the
identity pointwise on Y.
The Kitai’s hypercyclic criteria as above is not necessary for the hypercyclicity
of T [4]. But it is equivalent to T being hereditary hypercyclicity, that is, there
is an increasing sequence (nk) ⊂ N such that every subsequence (T
mk) of (T nk)
admits an element x ∈ X such that the set {Tmkx}∞k=1 is dense in X . Our
next theorem gives a necessary and sufficient condition for a weighted translation
operator to be hereditary hypercyclic. It is clear from Lemma 1.3 that if w ≡ 1
then ‖T1,z‖ = 1 and hence T1,z can not be hypercyclic. In general, for x ∈ K,
(fg)x 6= fxgx. But it can be observed that if x ∈ Z(K) then we have (fg)x = fxgx
[7, Lemma 2.6]. We use Kitai’s criterion to give an equivalent condition for
hereditary hypercyclicity of Tz,w while z ∈ Z(K) is an aperiodic element.
Theorem 2.23. Let z ∈ Z(K) be an aperiodic element, w be a weight on K, and
Φ be a strictly increasing Young function with Φ ∈ ∆2. Then, the followings are
equivalent:
(i) Tz,w is a hereditary hypercyclic operator on L
Φ(K).
(ii) For each compact set E ⊂ K with m(E) > 0 there exists a sequence (Ek)
of Borel subsets of E such that m(E) = limk→∞m(Ek) and both sequences
wn :=
n∏
j=1
w ∗ δj
z−
and w˜n :=
(
n−1∏
j=0
w ∗ δjz
)−1
have subsequences {wnk} and {w˜nk} respectively such that
lim
k→∞
‖wnk|Ek‖∞ = lim
k→∞
‖w˜nk |Ek‖∞ = 0.
Proof. (i) ⇒ (ii). Let the operator Tz,w be hypercyclic on L
Φ(K), and E ⊂ K
be a compact set. Since z is an aperiodic element it follows from Lemma 2.4 that
there exists a natural number N ∈ N such that E ∩ (E ∗ (z−)n) = ∅. For a given
ǫ > 0, we get f ∈ LΦ(K) and n0 ∈ N, n0 ≥ N such that
NΦ(f − χE) < δ
2 and NΦ(T
n0
z,wf − χE) < δ
2,
where δ is choosen such that 0 < δ < ǫ
1+ǫ
.
Put Aδ := {x ∈ E : |f(x)− 1| ≥ δ}. Then
δ2 > NΦ(f − χE) ≥ NΦ(χE(f − 1)) ≥ NΦ(χAδ(f − 1))
≥ NΦ(χAδδ)
=
δ
Φ−1
(
1
m(Aδ)
) ,
which gives m(Aδ) =
1
Φ( 1δ )
.
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By a similar calculation, for Bδ := {x ∈ K\E : |f(x)| ≥ δ}, we get m(Bδ) <
1
Φ( 1δ )
.
Now, If we put Cn0,δ := {x ∈ E : |w˜n0(x)
−1f(x ∗ (z−)n0) − 1| ≥ δ}, then we
have
δ2 > NΦ(T
n0
z,wf − χE) ≥ NΦ(χCn0,δ(T
n0
z,wf − χE))
= inf
{
k > 0 :
∫
Cn0,δ
Φ
(
1
k
|w˜n0(x)
−1f(x ∗ (z−)n0)− χE(x)|
)
dm(x) ≤ 1
}
≥ NΦ(δχCn0,δ) =
δ
Φ−1
(
1
m(Cn0,δ)
) ,
which yields that m(Cn0,δ) <
1
Φ( 1δ )
. Using E ∩ (E ∗ (z−)n0) = ∅ we have
w˜n0(x) <
|f(x ∗ (z−)n0)|
1− δ
<
δ
1− δ
< ǫ, x ∈ E\(Cn0,δ ∪ Bδz
n0).
Next, set Dn0,δ := {x ∈ E : |wn0(x)f(x)| ≥ δ}. Then, by Lemma 1.3 and right
invariance of right Haar measure m, we get
δ2 > NΦ(T
n0
z,wf − χE)
= inf
{
k > 0 :
∫
K
Φ
(
1
k
|w˜n0(x)
−1f(x ∗ (z−)n0)− χE(x)|
)
dm(t) ≤ 1
}
= inf
{
k > 0 :
∫
K
Φ
(
1
k
|wn0(x)f(x)− χE(x ∗ z
n0)|
)
dm(x) ≤ 1
}
≥ inf
{
k > 0 :
∫
Dn0,δ
Φ
(
1
k
|wn0(x)f(x)− χE(x ∗ z
n0)|
)
dm(x)
}
= inf
{
k > 0 :
∫
Dn0,δ
Φ
(
1
k
|wn0(x)f(x)| dm(t)|
)
dm(x) ≤ 1
}
= NΦ(χDn0,δwf) ≥ δNΦ(χDn0,δ) =
δ
Φ−1
(
1
m(Dn0,δ)
) ,
which implies that m(Dn0,δ) <
1
Φ( 1δ )
. Now, we have
wn0(x) <
δ
|f(x)|
<
δ
1− δ
< ǫ, x ∈ E\(Dn0,δ ∪Aδ).
Finally, let En0,δ := E\(Aδ∪Bδ∪Cn0,δ∪Dn0,δ). Then, it is clear thatm(E\En0,δ) <
4
Φ( 1
δ
)
, ‖wn0 |En0,δ‖∞ < ǫ and ‖w˜n0|En0,δ‖∞ < ǫ. This completes the proof.
(ii) ⇒ (i). We will prove that Tz,w satisfies Kitai’s hypercyclicity criterion in
Lemma 2.22. Since Φ2 is ∆2-regular, Cc(K) is dense in L
Φ(K). For each m ∈ N
we define the map Smz,w : Cc(K)→ L
Φ(K) by
Smz,w(f) = w˜mf ∗ δz−, (f ∈ Cc(K)).
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Then, Tmz,w(S
m
z,wf) = f for all f ∈ Cc(K). Fix a function f ∈ Cc(K) and
ǫ > 0. Let (Ek), (wnk) and (w˜nk) be as in statement of the theorem satisfying
condition (ii) related to the compact set E := supp(f). Now, we will show that
NΦ(T
nk
z,wf)→ 0 as k →∞. Let {wnk} be bounded by M on the compact supp(f).
For a given ǫ > 0, by Egoroff ’s Theorem there is a Borel subset E of supp(f)
such that m(supp(f)\E) < ǫ
MNΦ(f)
. Since wnk → 0 uniformly on E, there exists
N ∈ N such that wnk <
ǫ
NΦ(f)
on E. Now, for nk > N we get
NΦ(T
nk
z,wf) = NΦ(T
nk
z,wfχsupp(f))
= inf
{
k > 0 :
∫
supp(f)znk
Φ(
1
k
|w(x)w(x ∗ z−1) . . . w(x ∗ (z−)nk−1)f(x ∗ (z−)nk)|) dm(x) ≤ 1
}
= inf
{
k > 0 :
∫
supp(f)
Φ(
1
k
|w(x ∗ znk)w(x ∗ znk−1) . . . w(x ∗ z)f(x)|) dm(x) ≤ 1
}
= NΦ(wnkfχE) +NΦ(wnkfχsupp(f)\E)
=
ǫ
NΦ(f)
NΦ(f) +
2ǫ
MNΦ(f)
MNΦ(f) = 3ǫ.
Using a similar argument one can see that NΦ(S
nk
z,wf)→ 0 as k →∞. So T
nk
z,w is
hereditary hypercyclic on LΦ(K) by [3, Theorem 2.3] as Cc(K) is dense in L
Φ(K).

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