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УРАВНЕНИЙ С ФУНКЦИОНАЛЬНЫМ ЗАПАЗДЫВАНИЕМ
Для дробного диффузионно-волнового уравнения с нелинейным эффектом функционального запаз-
дывания конструируется неявный численный метод. Схема основана на L2-методе аппроксимации
дробной производной порядка от 1 до 2, интерполяции и экстраполяции с заданными свойства-
ми дискретной предыстории и аналоге метода Кранка–Никольсон. С помощью идей общей теории
разностных схем с наследственностью исследуется порядок сходимости метода. Порядок сходимо-
сти метода существеннее, чем в ранее известных методах, зависит от порядка стартовых значений.
Основным моментом доказательства является использование устойчивости L2-метода. Приводятся
результаты сравнения численных экспериментов с другими схемами: чисто неявным методом и чи-
сто явным методом, эти результаты показали в целом преимущества предложенной схемы.
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Введение
Эффект запаздывания широко распространен в моделировании с помощью уравнений
с частными производными различных явлений [1, 2] и, в силу сложности объекта, на пер-
вый план выходит разработка численных алгоритмов и обоснование их сходимости [3].
В последнее время особое место в исследованиях занимают уравнения с дробными част-
ными производными [4]. Если дробная производная по времени имеет порядок 1 < α < 2,
уравнение называется диффузионно-волновым, и оно наследует свойства как параболи-
ческих, так и гиперболических уравнений. Среди многочисленных работ по численным
методам решений линейных диффузионно-волновых уравнений отметим пионерскую рабо-
ту [5], в которой фактически было обосновано наличие устойчивости и сходимости мето-
да, основанного на замене дробного дифференциального оператора Капуто специальным
разностным оператором. Позже этот метод получил название L2-метод [4]. Для дробных
диффузионно-волновых уравнений распределенного порядка численные методы были рас-
смотрены в [6,7]. В работе [8] для диффузионно-волновых уравнений с постоянным сосре-
доточенным запаздыванием был построен чисто неявный метод, основанный на L2-алго-
ритме, его сходимость была обоснована с помощью новой сложной техники применения
дискретных дробных аналогов неравенств Гронуолла. Эта техника, в сочетании с другими
методами исследования порядков сходимости, применялась для различных задач с дробны-
ми производными в [9–12].
В данной работе для дробных диффузионно-волновых уравнений с эффектом запазды-
вания общего вида строится аналог метода Кранка–Никольсон с применением L2-метода
для аппроксимации дробной производной и интерполяции с экстраполяцией дискретной
предыстории для учета эффекта запаздывания. Сходимость метода устанавливается с по-
мощью результатов работы [5] и методики исследования порядков сходимости общей раз-
ностной схемы систем с наследственностью [3].
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+ f(x, t, u(x, t), ut(x, ·)), (1.1)
где 0 6 t 6 T, 0 6 x 6 X — независимые переменные, u(x, t) — искомая функция,
ut(x, ·) = {u(x, t + s), τ 6 s < 0} — предыстория искомой функции к моменту t, τ —










(t− ξ)α−1dξ, t > 0.
Заданы граничные условия
u(0, t) = u0(t), u(X, t) = u1(t), 0 6 t 6 T, (1.2)
и начальные условия
u(x, t) = ϕ(x, t), 0 6 x 6 X, −τ 6 t 6 0. (1.3)
Мы будем предполагать, что решение u(x, t) задачи (1.1)–(1.3) существует и единственно.
Обозначим через Q = Q[−τ, 0) множество функций v(s), кусочно непрерывных на
полуинтервале [−τ, 0) с конечным числом точек разрыва первого рода, в точках раз-
рыва непрерывных справа. Определим норму функций на Q соотношением ‖v(·)‖Q =
= sups∈[−τ,0) |v(s)|. Дополнительно будем предполагать, что функционал f(x, t, u, v(·)) опре-
делен на [0, X]× [0, T ]× R ×Q и липшицев по последним двум аргументам, т. е. найдется
такая постоянная Lf , что для всех x ∈ [0, X], t ∈ [0, T ], u1 ∈ R, u2 ∈ R, v1(·) ∈ Q, v2(·) ∈ Q
выполняется
|f(x, t, u1, v1(·))− f(x, t, u2, v2(·))| 6 Lf (|u1 − u2|+ ‖v1(·)− v2(·)‖Q). (1.4)
§ 2. Разностная схема
Введем шаг по времени ∆ = τ
M0




точки tj = j∆, j = −M0, . . . ,M. Разобьем отрезок [0, X] на части с шагом h = X/N, точ-
ками xi = ih, i = 0, . . . , N. Аппроксимацию функции u(xi, tj) в узлах сетки обозначим u
j
i .
На множестве чисел {V j}n+1j=0 , n > 2, введем разностный оператор, который аппрокси-



















1, k = −1,
22−α − 3, k = 0,
(−2)22−α + 3, k = 1,
22−α − 1, k = 2,

















1, k = −1,
22−α − 3, k = 0,
(k + 2)2−α − 3(k + 1)2−α +
+ 3(k)2−α − (k − 1)2−α, 1 6 k 6 n− 2,
−2n2−α + 3(n− 1)2−α − (n− 2)2−α, k = n− 1,
n2−α − (n− 1)2−α, k = n.
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j − δV j−1),
ai = (i+ 1)
2−α − i2−α, δV j = V j+1 − V j.
Если точное решение задачи (1.1)–(1.3) u(x, t) дважды непрерывно дифференцируемо
по t, тогда [4, с. 49]
∂αu(x, tn)
∂tα
= Dα∆u(x, tn) +Qn, |Qn| 6 C∆3−α. (2.1)
Для каждого фиксированного i = 0, . . . , N введем дискретную предысторию к момен-
ту tm, m = 0, . . . ,M : {uji}m = {uji ,m−M0 6 j 6 m}.
Оператором интерполяции (с экстраполяцией на полшага) дискретной предыстории
назовем отображение I, ставящее в соответствие дискретной предыстории {uji}m функ-
цию umi (t), определенную на [tm − τ, tm + ∆2 ].
Будем говорить, что оператор интерполяции имеет порядок p на точном решении, если
существуют постоянные C1 и C2 такие, что для всех i, m и t ∈ [tm− τ, tm+ ∆2 ] выполняется
неравенство
|umi (t)− u(xi, t)| 6 C1 max
m−M06j6m
|uji − u(xi, tj)|+ C2∆p.
В дальнейшем для рассматриваемого метода мы будем использовать кусочно-линейную




















i , это будет использоваться при конструировании метода.
Этот оператор интерполяции имеет второй порядок, если точное решение дважды непре-
рывно дифференцируемо по t [13, с. 98, 102]. Отметим также, что оператор кусочно-ли-




в следующем смысле: если имеется две предыстории {uji}m = {uji ,m−M0 6 j 6 m}
и {vji }m = {vji ,m−M0 6 j 6 m}, и, соответственно, две функции, полученные с помощью
















|umi (t)− vmi (t)| 6 LI max
m−M06j6m
|uji − vji |. (2.4)
















i + Pm, |Pm| 6 Ch2. (2.5)




























с начальными условиями uji = ϕ(xi, tj), j = −M0, . . . , 0, i = 1, . . . , N − 1, и граничными
условиями uj0 = u0(tj), j = 0, . . . ,m, и u
j
N = u1(tj), j = 0, . . . ,m.
Здесь um(t) = umi (t) для t ∈ [max{0, tm − τ}, tm + ∆2 ] — результат кусочно-линейной
интерполяции (2.2) с экстраполяцией продолжением (2.2), а для −τ 6 t 6 0 um(t) =
= umi (t) = ϕ(xi, t).
Для каждого m = 1, 2, . . . ,M − 1 метод сводится к решению линейной системы от-
носительно um+1i , трехдиагональной структуры с диагональным преобладанием, которая
однозначно разрешима.
Заметим, что для применения метода (2.6), кроме начальных условий необходимы стар-
товые значения (разгон) u1i . Будем говорить, разгон имеет порядок ∆
p, если |u(xi, t1)−u1i | 6
6 c∆p, i = 1, . . . , N − 1. В частности, можно взять
u1i = 3u
0
i − 3u−1i + u−2 = 3ϕ(xi, t0)− 3ϕ(xi, t−1) + ϕ(xi, t−2). (2.7)
Если точное решение задачи (1.1)–(1.3) u(x, t) трижды непрерывно дифференцируемо по t,
то этот способ разгона имеет порядок ∆3.
Подставим в разностную схему (2.6) выражения для операторов, приведем подобные,
умножим уравнение на ∆αΓ(3− α), получим, учитывая, что w−1 = 1, w0 = 22−α − 3,
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§ 3. Анализ погрешности
Определим погрешность метода (2.6) в узлах εji = u(xi, tj) − uji , j = 1, . . . ,M,
i = 0, . . . , N.
Будем говорить, что погрешность имеет порядок ∆p+hq, если существует постоянная C
такая, что для всех i = 1, . . . , N − 1, m = 1, . . . ,M выполняется |εmi | 6 C(∆p + hq). Цель
дальнейших рассуждений — доказать, что погрешность имеет порядок ∆3−α + h2.











− f(xi, tm +
∆
2











Л е м м а 3.1 (Порядок невязки без интерполяции). Если точное решение u(x, t) зада-
чи (1.1)–(1.3) четырежды непрерывно дифференцируемо по x и дважды непрерывно диф-
ференцируемо по t, то для невязки без интерполяции метода (2.6) выполняется
|ψmi | 6 C(h2 +∆3−α), i = 1, . . . , N − 1, m = 1, . . . ,M − 1.










− f(xi, tm +
∆
2






где ûm(xi, t) для t ∈ [max{0, tm − τ}, tm + ∆2 ] — результат кусочно-линейной интерполя-
ции (2.2) с экстраполяцией (2.3) дискретной предыстории точного решения, а для t из от-
резка −τ 6 t 6 0 выполняется ûm(xi, t) = ϕ(xi, t).
Л е м м а 3.2 (Порядок невязки с кусочно-линейной интерполяцией). При условиях
предыдущей леммы для невязки метода (2.6) с кусочно-линейной интерполяцией (2.2)
и с экстраполяцией (2.3) выполняется
|ψ̂mi | 6 C(h2 +∆3−α), i = 1, . . . , N − 1, m = 1, . . . ,M − 1.
Утверждение леммы получается из утверждения леммы 3.1 и того факта, что кусочно
линейная интерполяция с экстраполяцией продолжением имеет второй порядок методи-
кой [3].



















i , i = 1, . . . , N − 1, m = 1, . . . ,M − 1, (3.2)
где
δfmi = f(xi, tm +
∆
2





















Из краевых условий получаем εm0 = ε
m
N = 0, m = 0, . . . ,M. Из начальных условий получаем
ε0i = 0, i = 1, . . . , N − 1.
Если стартовые значения взяты в виде (2.7), то при условии дважды непрерывной диф-
ференцируемости по t точного решения u(x, t) выполняется
|ε1i | 6 c∆2, i = 1, . . . , N − 1.
Подставляя выражения для разностных операторов, получаем
−1
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Введем вектор погрешности εm = (εm1 , ε
m
2 , . . . , ε
m
N−1)









1 + σ −1
2
σ 0 . . . . . . . . . 0
. . . . . . . . . . . . . . . . . . . . .
0 . . . −1
2
σ 1 + σ −1
2
σ . . . 0
. . . . . . . . . . . . . . . . . . . . .
0 . . . . . . . . . 0 −1
2
















3− 22−α − σ 1
2
σ 0 . . . . . . . . . 0
. . . . . . . . . . . . . . . . . . . . .
0 . . . 1
2
σ 3− 22−α − σ 1
2
σ . . . 0
. . . . . . . . . . . . . . . . . . . . .
0 . . . . . . . . . 0 1
2















−∆αΓ(3− α)wk 0 . . . . . . 0
. . . . . . . . . . . . . . .
0 . . . −∆αΓ(3− α)wk . . . 0
. . . . . . . . . . . . . . .















Γ(3− α)δfm1 0 . . . . . . 0
. . . . . . . . . . . . . . .
0 . . . Γ(3− α)δfmi . . . 0
. . . . . . . . . . . . . . .















Γ(3− α)ψ̂m1 0 . . . . . . 0
. . . . . . . . . . . . . . .
0 . . . Γ(3− α)ψ̂mi . . . 0
. . . . . . . . . . . . . . .





























−1AK , k = 0, 1, . . . ,m, δF̂m = A
−1
−1δFm, Ψ̂m = A
−1
−1Ψm.
Введем вектор погрешности с памятью {ε}m = (ε0, ε1, . . . , εm)T , и матрицу Sm =
= (Bm, Bm−1, . . . , B1, B0), тогда уравнение для погрешности перепишется в виде
εm+1 = Sm{ε}m +∆αδF̂m +∆αΨ̂m, m = 1, . . . ,M − 1.
Введем матрицы
S̃m = (E,E, . . . , E, Sm),
δF̃m = (O,O, . . . , O, δF̂m),
Ψ̃m = (O,O, . . . , O, Ψ̂m),
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где E — единичная матрица размерности (N−1)×(N−1), O — нулевая матрица размерности
(N − 1)× (N − 1), получим уравнение
{ε}m+1 = S̃m{ε}m +∆αδF̃m +∆αΨ̃m, m = 1, . . . ,M − 1. (3.4)
Приведение уравнения для погрешности, точнее, для погрешности с памятью к явной
векторной форме (3.4) дает возможность применить для анализа порядка погрешности ме-
тодику общей схемы систем с последействием [3]. Доказательство опирается на устойчи-
вость L2-метода. Приведем этот результат.








































с начальными условиями v0i = φi . . . , N − 1 и граничными условиями uj0 = ujN = 0,
j = 0, . . . ,M. Тогда


















, m > 0. (3.6)
Это утверждение повторяет лемму 3.2 из [5] с точностью до обозначений, принятых
в данной статье.
Заметим, что коэффициенты однородной части уравнений (3.5) совпадут с коэффициен-




, i = 1, . . . , N − 1.
В дальнейшем будем считать это условие для уравнения (3.5) выполненным.
Т е о р е м а 3.1. Если точное решение задачи (1.1)–(1.3) u(x, t) четырежды непрерывно
дифференцируемо по x и дважды непрерывно дифференцируемо по t, разгон имеет поря-
док ∆3, тогда метод (2.6) сходится с порядком h2 +∆3−α.
Д о к а з а т е л ь с т в о. Уравнение для погрешности (3.2) получает форму уравнения (3.5)
при vmi = ε
m





i , i = 1, . . . , N − 1, m = 1, . . . ,M − 1.




, i = 1, . . . , N − 1.
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где ψ̂m = (ψ̂m1 , ψ̂
m
2 , . . . , ψ̂
m
N−1)
T , δfm = (δfm1 , δf
m




Оценим слагаемые в правой части (3.7).










Из леммы 3.2 следует, что для всех m = 1, . . . ,M − 1 выполняется
‖ψ̂m‖ 6 C(h2 +∆3−α) = δ.
Зафиксируем k = 1, . . . ,m. Возможны два варианта.
(A) ‖δfk‖ 6 δ, тогда ‖ψ̂k + δfk‖2 6 4δ2.

















‖δfk‖2 + 4mδ2. (3.9)
Оценим величину ‖δfk‖, используя определение (3.3), липшицевость функции f (1.4)
и липшицевость с константой LI =
3
2
оператора интерполяции с экстраполяцией (2.4):
‖δfk‖ = max
16i6N−1




|εji |} 6 3Lf max
k−M06j6k
‖εj‖. (3.10)
Кроме того, воспользуемся связью норм ‖εm‖2 6 X
4
‖εm‖2h, и, подставляя (3.8), (3.9),






4 +X2Γ(2− α)T αC2(h2 +∆3−α)2 +














4 +X2Γ(2− α)T αC2(h2 +∆3−α)2,
Ĉ = X2Γ(2− α)T α−1(3Lf )2,
тогда (3.11) перепишется в виде








Индукцией по m = 0, . . . ,M − 1 докажем оценку
‖εm+1‖2 6 D(1 + Ĉ∆)m. (3.13)
База индукции. При m = 0 оценка (3.13) следует из (3.12).
Шаг индукции. Пусть оценка (3.13) верна для всех индексов от 1 до m. Покажем, что
оценка справедлива и для m + 1. Зафиксируем номер k 6 m. Пусть j0 = j0(k) — тот
индекс, на котором достигается max
k−M06j6k
‖εj‖2. Так как εj = 0 для j 6 0, то выполняется
1 6 j0 6 m, тогда по индуктивному предположению
max
k−M06j6k
‖εj‖2 = ‖εj0‖2 6 D(1 + Ĉ∆)j0−1 6 D(1 + Ĉ∆)k−1.
Из полученной оценки и (3.12) вытекает




D(1 + Ĉ∆)k = D(1 + Ĉ∆)m.
Таким образом, оценка (3.13) доказана, и из нее получаем оценку







ĈT ), m = 1, . . . ,M. (3.14)
Так как по определению величины D выполняется
√
D 6 Č(h2 +∆3−α),
из (3.14) вытекает утверждение теоремы.

§ 4. Примеры численных расчетов
Обозначим максимальную погрешность при фиксированном t через ε∆,h
ε∆,h = max
06i6N
|(xi, tj)− uji |.


















+ u(x, t) + u(x, t− τ) + Γ(3)
Γ(3− α)t
2−αex − 2t2ex − (t− τ)2ex, (4.1)
где 0 6 t 6 1, 0 6 x 6 1, τ = 0.1, α = 1.5.
Заданы граничные
u(0, t) = t2, u(X, t) = et2, 0 6 t 6 1,
и начальные условия
u(x, t) = t2ex, 0 6 x 6 1, −τ 6 t 6 0.
Уравнение имеет точное решение u(x, t) = t2ex.
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Таблица 1. Погрешности приближенного решения уравнения (4.1) различными методами
при t = 1 при различных ∆ и h
Явный метод Неявный метод [8] метод К-Н (2.6)







0.005 0.5× 2−1 8.427× 10−5 - 3.226× 10−3 - 2.052× 10−3 -
0.5× 2−2 6.901× 10−4 −3.034 2.572× 10−3 0.327 1.326× 10−3 0.631
0.5× 2−3 8.451× 10−4 −0.292 2.413× 10−3 0.092 1.149× 10−3 0.206
0.0025 0.5× 2−1 4.138× 10−4 - 2.076× 10−3 - 1.513× 10−3 -
0.5× 2−2 2.290× 10−4 0.854 1.410× 10−3 0.559 7.849× 10−4 0.947
0.5× 2−3 3.930× 10−4 −0.779 1.244× 10−3 0.181 6.047× 10−4 0.376
0.00125 0.5× 2−1 6.620× 10−4 - 1.225× 10−3 - 1.244× 10−3 -
0.5× 2−2 1.363× 10−4 5.602 8.221× 10−4 8.626 5.150× 10−4 1.272
0.5× 2−3 1.674× 10−4 −3.619 6.530× 10−4 0.332 3.329× 10−4 0.630
Таблица 2. Погрешности приближенного решения уравнения (4.1) различными методами
при t = 1 при различных ∆ и h
Явный Неявный [8] метод К-Н (2.6)







0.05 0.005× 2−1 4.129× 10−4 - 1.225× 10−3 - 5.832× 10−4 -
0.005× 2−2 1.877× 10−4 1.137 6.334× 10−4 0.327 3.110× 10−4 0.631
0.005× 2−3 7.530× 10−5 1.318 3.359× 10−4 0.952 1.752× 10−4 0.907
0.025 0.005× 2−1 4.406× 10−4 - 1.198× 10−3 - 5.534× 10−4 -
0.005× 2−2 2.155× 10−4 1.032 6.056× 10−4 0.984 2.812× 10−4 0.977
0.005× 2−3 1.030× 10−4 1.064 3.080× 10−4 0.976 1.453× 10−4 0.952
0.0125 0.005× 2−1 2.122× 10161 - 1.191× 10−3 - 5.452× 10−4 -
0.005× 2−2 2.231× 10−4 30.036 5.981× 10−4 0.993 2.729× 10−4 0.999
0.005× 2−3 1.108× 10−4 1.010 3.003× 10−4 0.994 1.370× 10−4 0.994









u(x, t+ s) ds+
Γ(3)
Γ(3− α)t
2−α sin πx+ u2(x, t)− t4 sin2 πx+




где 0 6 t 6 1, 0 6 x 6 1, α = 1.5.
Заданы граничные
u(0, t) = 0, u(1, t) = 0, 0 6 t 6 1,
и начальные условия
u(x, t) = t2 sin πx, 0 6 x 6 1, −0.5 6 t 6 0.
Уравнение имеет точное решение u(x, t) = t2 sin πx.
Финансирование. Исследования выполнены при финансовой поддержке РФФИ в рамках
научного проекта 19–01–00019.
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Таблица 3. Погрешности приближенного решения уравнения (4.2) различными методами
при t = 0.75 при различных ∆ и h
Явный метод метод К-Н (2.6)





0.05 0.5× 2−1 3.6382× 10−2 - 2.0945× 10−2
0.5× 2−2 2.3294× 10−2 0.6432 4.5599× 10−3 2.1995
0.5× 2−3 1.7389 -6.2220 1.5834× 10−4 4.8479
0.025 0.5× 2−1 3.4235× 10−2 - 2.1824× 10−2 -
0.5× 2−2 1.9908× 10−2 0.7821 5.3020× 10−3 2.0413
0.5× 2−3 1.6351× 10−2 0.2840 8.1191× 10−4 2.7071
0.0125 0.5× 2−1 3.1475× 10−2 - 2.2263× 10−2 -
0.5× 2−2 1.6698× 10−2 0.09145 5.6735× 10−3 1.9723
0.5× 2−3 1.3031× 10−2 0.3577 1.1656× 10−3 2.2831
Таблица 4. Погрешности приближенного решения уравнения (4.2) различными методами
при t = 0.75 при различных ∆ и h
Явный метод К-Н (2.6)





0.5 0.125× 2−1 1.0849× 10−1 - 1.8312× 10−2 -
0.125× 2−2 1.0294× 10−1 0.0757 1.3925× 10−2 0.3950
0.125× 2−3 9.7816× 10−2 0.0736 1.1158× 10−3 0.1633
0.25 0.125× 2−1 4.3161× 10−2 - 4.1892× 10−3 -
0.125× 2−2 3.7766× 10−2 0.1926 2.339× 10−3 0.8404
0.125× 2−3 0.1653× 10−2 0.7621 1.5348× 10−3 0.6082
0.125 0.125× 2−1 2.7069× 10−2 - 1.4861× 10−3 -
0.125× 2−2 2.1908× 10−2 0.3052 2.0618× 10−3 0.4723
0.125× 2−2 1.8091× 10−2 0.2767 2.9966× 10−4 2.7825
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For a fractional diffusion-wave equation with a nonlinear effect of functional delay, an implicit numerical
method is constructed. The scheme is based on the L2-method of approximation of the fractional
derivative of the order from 1 to 2, interpolation and extrapolation with the given properties of discrete
prehistory and an analogue of the Crank–Nicolson method. The order of convergence of the method
is investigated using the ideas of the general theory of difference schemes with heredity. The order of
convergence of the method is more significant than in previously known methods, depending on the order
of the starting values. The main point of the proof is the use of the stability of the L2-method. The
results of comparing numerical experiments with other schemes are presented: a purely implicit method
and a purely explicit method, these results showed, in general, the advantages of the proposed scheme.
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