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Abstract. Peterson and Proctor obtained a formula which expresses the multi-
variate generating function for P -partitions on a d-complete poset P as a product
in terms of hooks in P . In this paper, we give a skew generalization of Peterson–
Proctor’s hook formula, i.e. a formula for the generating function of (P r F )-
partitions for a d-complete poset P and an order filter F of P , by using the notion
of excited diagrams. Our proof uses the Billey-type formula and the Chevalley-
type formula in the equivariant K-theory of Kac–Moody partial flag varieties.
This generalization provides an alternate proof of Peterson–Proctor’s hook for-
mula. As the equivariant cohomology version, we derive a skew generalization of
a combinatorial reformulation of Nakada’s colored hook formula for roots.
1. Introduction
One of the most elegant formulas in combinatorics is the Frame–Robinson–Thrall hook
formula [3, Theorem 1] for the number of standard tableaux. Given a partition λ of
n, a standard tableaux of shape λ is a filling of the cells of the Young diagram D(λ)
of λ with numbers 1, 2, . . . , n such that each number appears once and the entries of
each row and each column are increasing. The Frame–Robinson–Thrall hook formula
asserts that the number fλ of standard tableaux of shape λ is given by
(1) fλ =
n!∏
v∈D(λ) hD(λ)(v)
,
where hD(λ)(v) denotes the hook length of the cell v in D(λ). Similar formulas hold
for the number of shifted standard tableaux ([14, 5.1.4, Exercise 21], see also [33, § 40]
and [39, Theorem 1]) and the number of increasing labeling of rooted trees ([14, 5.1.4,
Exercise 20]). These tableaux and labelings can be regarded as linear extensions of
certain posets.
Stanley [35] introduced the notion of P -partitions for a poset P , and found a
relationship between the univariate generating function and the number of linear
extensions of P . Given a poset P , a P -partition is an order-reversing map σ from P
to N, the set of nonnegative integers. We denote by A(P ) the set of all P -partitions.
For a P -partition σ, we write |σ| =
∑
v∈P σ(x). Then Stanley [35, Corollaries 5.3
This paper has been prepared using ALCO author class on June 28, 2019.
Keywords. d-complete posets, hook formulas, P -partitions, Schubert calculus, equivariantK-theory
.
ISSN: 2589-5486 http://algebraic-combinatorics.org/
H. NARUSE & S. OKADA
and 5.4] proved that, for a poset P with n elements, there exists a polynomial WP (q)
satisfying
(2)
∑
σ∈A(P )
q|σ| =
WP (q)∏n
i=1(1− q
i)
,
and thatWP (1) is equal to the number of linear extensions of P . Also in [34, Proposi-
tion 18.3] he proved that, if P is the Young diagram D(λ) of a partition λ, viewed as a
poset, the generating function of D(λ)-partitions (also called reverse plane partitions
of shape λ) is given by
(3)
∑
σ∈A(D(λ))
q|σ| =
1∏
v∈D(λ)(1− q
hD(λ)(v))
.
Combining (2) and (3) and taking the limit q → 1, we obtain the Frame–Robinson–
Thrall hook formula (1). Gansner [4, Theorem 5.1] gave a multivariate generalization
of (3).
Proctor [29], [30] introduced a wide class of posets, called d-complete posets, en-
joying “hook-length property”, as a generalization of Young diagrams, shifted Young
diagrams and rooted trees. d-Complete posets are defined by certain local structural
conditions (see Section 2 for a precise definition). Peterson and Proctor obtained the
following theorem, which is a far-reaching generalization of the hook formulas (1) and
(3).
Theorem 1.1. (Peterson–Proctor, see [31]) Let P be a d-complete poset. The multi-
variate generating function of P -partitions is given by
(4)
∑
σ∈A(P )
z
σ =
1∏
v∈P (1− z[HP (v)])
.
(Refer to Section 2 for undefined notations.)
However the original proof of this theorem is not yet published, though an outline
of their proof is given in [31]. Different proofs are sketched by Ishikawa–Tagawa [9],
[10] and Nakada [24], [25]. Our skew generalization (Theorem 1.2 below) provides
an alternate proof of Theorem 1.1. In the univariate case, a full proof is given by
Kim–Yoo [12].
Another direction of generalizing the Frame–Robinson–Thrall hook formula (1) is
to consider skew shapes. For partitions λ ⊃ µ, a standard tableau of skew shape λ/µ is
a filling of the cells of the skew Young diagram D(λ/µ) = D(λ)rD(µ) satisfying the
same conditions as standard tableaux of straight shape. However one cannot expect
a nice product formula for the number fλ/µ of standard tableaux of skew shape λ/µ
in general. Naruse [26] presented and sketched a proof of a subtraction-free formula
for fλ/µ:
(5) fλ/µ = n!
∑
D∈ED(λ)(D(µ))
1∏
v∈D(λ)rD hλ(v)
,
where n = |λ/µ|, and D runs over all excited diagrams of D(µ) in D(λ). Morales–
Pak–Panova [22] gave a q-analogue of Naruse’s skew hook formula for the univariate
generating functions for P -partitions on P = D(λ/µ).
The main result of this paper is the following skew generalization of Peterson–
Proctor’s hook formula (Theorem 1.1). Recall that a subset F of a poset P is called
an order filter of P if x < y in P and x ∈ F imply y ∈ F . In particular the empty set
F = ∅ is an order filter of P .
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Theorem 1.2. Let P be a d-complete poset and F an order filter of P . Then the
multivariate generating function of (P r F )-partitions, where P r F is viewed as an
induced subposet of P , is given by
(6)
∑
σ∈A(PrF )
z
σ =
∑
D∈EP (F )
∏
v∈B(D) z[HP (v)]∏
v∈PrD(1− z[HP (v)])
,
where D runs over all excited diagrams of F in P . (See Sections 2 and 3 for undefined
notations.)
Taking an appropriate limit, we see that the number of linear extensions of P r F
is given by
(7) n!
∑
D∈EP (F )
1∏
v∈PrD hP (v)
,
where n = #(P r F ) and hP (v) is the hook length of v in P . (See Corollary 5.6(b).)
If F = ∅, then our main theorem (Theorem 1.2) gives Peterson–Proctor’s hook
formula (Theorem 1.1). If P = D(λ) and F = D(µ) are the Young diagrams of
partitions λ ⊃ µ, then (6) reduces to Morales–Pak–Panova’s q-hook formula [22,
Corollary 6.17] after specializing zi = q for all i ∈ I, and (7) is nothing but Naruse’s
skew hook formula (5).
Our proof of Theorem 1.2 uses the equivariant K-theory of Kac–Moody partial
flag varieties. In fact, the notion of excited diagrams and excited peaks for ordinary
and shifted Young diagrams has its origin in the equivariant Schubert calculus (see
[7], [8]; see also [5], [13], [15], [16]). Theorem 1.2 is obtained by proving that the both
sides of (6) equal to the same ratio of the localized equivariant Schubert classes. (See
Theorems 5.2 and 5.3.) A key role is played by the Billey-type formula due to Lam–
Schilling–Shimozono [18] and the Chevalley-type formula due to Lenart–Shimozono
[20] (see also [19]).
This paper is organized as follows. In Section 2, we review a definition and basic
properties of d-complete posets. In Section 3, we introduce the notion of excited
diagrams for d-complete posets, which is the key ingredient of the formulation of our
main theorem, and study their properties. In Section 4, we recall some properties of
the equivariant K-theory and translate the Billey-type formula and the Chevalley-
type formula in terms of combinatorics of d-complete posets. We will give a proof of
our main theorem (Theorem 1.2) and derive some corollaries in Section 5.
2. d-Complete posets
In this section we review a definition and some properties of d-complete posets and
explain their connections to Weyl groups. See [29], [30], [31] and [38] for details. We
use the terminology for posets (partially ordered sets) from [36, Chapter 3].
2.1. Combinatorics of d-complete posets. For an integer k > 3, we denote
by dk(1) the poset consisting of 2k − 2 elements u1, · · · , uk−2, x, y, vk−2, · · · , v1 with
covering relations
u1 ⋗ u2 ⋗ · · ·⋗ uk−2,
uk−2 ⋗ x⋗ vk−2, uk−2 ⋗ y ⋗ vk−2,
vk−2 ⋗ · · ·⋗ v2 ⋗ v1.
Note that x and y are incomparable. The poset dk(1) is called the double-tailed dia-
mond. The Hasse diagram of dk(1) is shown in Figure 1.
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Figure 1. Double-tailed diamond dk(1)
Let P be a poset. An interval [v, u] = {x ∈ P : v 6 x 6 u} is called a dk-
interval if it is isomorphic to dk(1). Then v and u are called the bottom and top of
[v, u] respectively, and the two incomparable elements of [v, u] are called the sides.
A subset I of P is called convex if x < y < z in P and x, z ∈ I imply y ∈ I. A
convex subset I is called a d−k -convex set if it is isomorphic to the poset obtained by
removing the top element from dk(1).
Definition 2.1. (See [32], [27]) A poset P is d-complete if it satisfies the following
three conditions for every k > 3:
(D1) If I is a d−k -convex set, then there exists an element u such that u covers the
maximal elements of I and I ∪ {u} is a dk-interval.
(D2) If I = [v, u] is a dk-interval and the top u covers u
′ in P , then u′ ∈ I.
(D3) There are no d−k -convex sets which differ only in the minimal elements.
It is clear that rooted trees, viewed as posets with their roots being the maximum
elements, are d-complete posets.
Example 2.2. For a partition λ, let D(λ) be the Young diagram of λ given by
D(λ) = {(i, j) ∈ Z2 : i > 1, 1 6 j 6 λi}.
For a strict partition µ, let S(µ) be the shifted Young diagram of µ given by
S(µ) = {(i, j) ∈ Z2 : i > 1, i 6 j 6 µi + i− 1}.
We endow Z2 with a poset structure by defining
(8) (i, j) > (i′, j′) if i 6 i′ and j 6 j′.
Then we regard the Young diagram D(λ) and the shifted Young diagram S(µ) as
induced subposets of Z2. The resulting posets are called a shape and a shifted shape
respectively. It can be shown that shapes and shifted shapes are d-complete posets.
Figure 2 illustrates the Hasse diagrams of D(5, 4, 2, 1) and S(5, 4, 2, 1).
Example 2.3. Let P be a subset of Z2 given by
P =
{
(1, 1), (1, 2), (1, 3), (1, 4), (1, 5), (2, 3), (2, 4), (2, 5),
(3, 4), (3, 5), (3, 6), (4, 4), (4, 5), (4, 6), (4, 7), (4, 8)
}
.
If we regard P as an induced subposet of Z2 with ordering given by (8), then P is a
d-complete poset, called a swivel. See Figure 3 for the Hasse diagram of P .
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(a) D(5, 4, 2, 1)
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(b) S(5, 4, 2, 1)
Figure 2. Shape and shifted shape
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Figure 3. Swivel
A poset P is called connected if its Hasse diagram is a connected graph. It is easy
to see that, if P is a d-complete poset, then each connected component of P is d-
complete. (For our purpose to prove Theorem 1.2, there is no harm in assuming that
a d-complete poset is connected.)
Proposition 2.4. ([29, §3]) Let P be a d-complete poset. If P is connected, then P
has a unique maximal element.
Let P be a finite poset. The top forest Γ of P is a full subgraph of the Hasse
diagram of P , whose vertex set consists of all elements x ∈ P such that every y > x
is covered by at most one other element. Note that two elements x and y ∈ Γ are
connected by an edge in Γ if and only if x covers y or y covers x. Then Γ becomes a
forest as a graph (i.e. a disjoint union of trees). If P is a connected d-complete poset,
then Γ is a tree called the top tree of P . We can regard the top forest Γ as a Dynkin
diagram of a Kac–Moody group. For example, the top trees of Figure 2 (a) and (b)
are of type A8 and D6 respectively. If P is the swivel in Figure 3, the top tree is the
Dynkin diagram of type E6. (See also Subections 2.2 and 4.3.)
Remark 2.12 below will indicate how to combine the results of [30] and [38] to
obtain the following statement.
Proposition 2.5. ([30, Proposition 8.6], [38, Proposition 3.1]) Let P be a d-complete
poset and Γ its top forest. Let I be a set of colors whose cardinality is the same as
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Γ. Then a bijective labeling c : Γ → I can be uniquely extended to a map c : P → I
satisfying the following three conditions:
(C1) If x and y are incomparable, then c(x) 6= c(y).
(C2) If an interval [v, u] is a chain, then the colors c(x) (x ∈ [v, u]) are distinct.
(C3) If [v, u] is a dk-interval then c(v) = c(u).
Moreover this map c satisfies
(C4) If x covers y, then the nodes labeled by c(x) and c(y) are adjacent in Γ.
(C5) If c(x) = c(y) or the nodes labeled by c(x) and c(y) are adjacent in Γ, then x
and y are comparable.
Such a map c : P → I is called a d-complete coloring.
Let P be a d-complete poset and c : P → I a d-complete coloring. Let z = (zi)i∈I
be indeterminates. Given an order filter F of P , we regard P r F as an induced
subposet. For a (P r F )-partition σ ∈ A(P r F ), we put
z
σ =
∏
v∈PrF
z
σ(v)
c(v) .
We are interested in the multivariate generating function∑
σ∈A(PrF )
z
σ
of (P r F )-partitions. For a subset D of P , we write
z[D] =
∏
v∈D
zc(v).
Instead of giving a definition of hooks HP (u) ⊂ P for a general d-complete poset P ,
we define associated monomials z[HP (u)] directly by induction as follows:
Definition 2.6. Let P be a d-complete poset with d-complete coloring c : P → I.
(i) If u is not the top of any dk-interval, then we define
z[HP (u)] =
∏
w6u
zc(w).
(ii) If u is the top of a dk-interval [v, u], then we define
z[HP (u)] =
z[HP (x)] · z[HP (y)]
z[HP (v)]
,
where x and y are the sides of [v, u].
Example 2.7. Let P = D(λ) be the shape corresponding to a partition λ. Then the
top tree Γ of D(λ) is given by
Γ = {(1, j) : 1 6 j 6 λ1} ∪ {(i, 1) : 1 6 i 6 λ
′
1},
where λ′1 is the number of cells in the first column of the Young diagram D(λ). A
d-complete coloring c : D(λ)→ I = {−(λ′1 − 1), . . . ,−1, 0, 1, . . . , λ1 − 1} is given by
c(i, j) = j − i.
The classical definition of the hook HD(λ)(i, j) ⊂ D(λ) at u = (i, j) in D(λ) is as
follows:
HD(λ)(i, j) = {(i, j)} ∪ {(i, l) ∈ D(λ) : l > j} ∪ {(k, j) ∈ D(λ) : k > i}.
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Then the hook monomial z[HD(λ)(i, j)] in Definition 2.6 and the hook HD(λ)(i, j) are
related as
z[HD(λ)(i, j)] =
∏
(p,q)∈HD(λ)(i,j)
zc(p,q).
Example 2.8. Let P = S(µ) be the shifted shape corresponding to a strict partition
µ of length > 2. Then the top tree Γ of S(µ) is given by
Γ = {(1, j) : 1 6 j 6 µ1} ∪ {(2, 2)},
and a d-complete coloring c : S(µ)→ I = {0, 0′, 1, 2, . . . , µ1 − 1} is given by
c(i, j) =

j − i if i < j,
0 if i = j and i is odd,
0′ if i = j and i is even.
The (shifted) hook HS(µ)(i, j) of u = (i, j) in S(µ) is the subset of S(µ) defined by
HS(µ)(i, j) = {(i, j)} ∪ {(i, l) ∈ S(µ) : l > j} ∪ {(k, j) ∈ S(µ) : k > j}
∪ {(j + 1, l) ∈ S(µ) : l > j}.
For example, if µ = (5, 4, 2, 1) and (i, j) = (1, 2), then the corresponding hook is given
by
HS(5,4,2,1)(1, 2) = {(1, 2), (1, 3), (1, 4), (1, 5), (2, 2), (3, 3), (3, 4)},
and the hook monomial is z[HS(5,4,2,1)(1, 2)] = z0′z0z
2
1z2z3z4.
2.2. d-Complete posets and Weyl groups. Let P be a connected d-complete
poset with top tree Γ. We regard Γ as a (simply-laced) Dynkin diagram with node
set I and the d-complete coloring as a map c : P → I. Let A = (aij)i,j∈I be the
generalized Cartan matrix of Γ given by
aij =

2 if i = j,
−1 if i 6= j and i and j are adjacent in Γ,
0 otherwise.
We fix the following data associated to A:
• a free Z-module Λ of finite rank at least #Γ, called the weight lattice,
• a linearly independent subset Π = {αi : i ∈ I} of Λ, called the simple roots,
• a subset Π∨ = {α∨i : i ∈ I} of the dual lattice Λ
∗ = HomZ(Λ,Z), called the
simple coroots,
• a subset {λi : i ∈ I} of Λ, called the fundamental weights,
such that
〈α∨i , αj〉 = aij , 〈α
∨
i , λj〉 = δij ,
where 〈 , 〉 : Λ∗ × Λ → Z is the canonical pairing. Let W be the corresponding
(Kac–Moody) Weyl group generated by the simple reflections {si : i ∈ I}, where si
acts on Λ and Λ∗ by the rule
si(λ) = λ− 〈α
∨
i , λ〉αi (λ ∈ Λ), si(λ
∨) = λ∨ − 〈λ∨, αi〉α
∨
i (λ
∨ ∈ Λ∗).
ThenW is a Coxeter group, and we have the length function l and the Bruhat order <
on W . The set of real roots Φ and the set of real coroots Φ∨ are defined by Φ =WΠ
and Φ∨ = WΠ∨ respectively. The set of simple roots Π (resp. the set of simple
coroots Π∨) determines the decomposition of Φ (resp. Φ∨) into the positive system
Φ+ (resp. Φ
∨
+) and the negative system Φ− (resp. Φ
∨
−). We introduce the standard
partial ordering on Φ+ (resp. Φ
∨
+) by setting α > β if α− β is a sum of simple roots
{αi : i ∈ I} (resp. α
∨ > β∨ if α∨ − β∨ is a sum of simple coroots {α∨i : i ∈ I}).
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For p ∈ P , we put
α(p) = αc(p), α
∨(p) = α∨c(p), s(p) = sc(p).
Let αP and λP be the simple root and the fundamental weight corresponding to the
color iP of the maximum element of P .
Take a linear extension and label the elements of P with p1, · · · , pN (N = #P ) so
that pi < pj in P implies i < j. Then we construct an element wP ∈ W by putting
wP = s(p1)s(p2) · · · s(pN ).
AWeyl group element w ∈W is called λ-minuscule if there exists a reduced expression
w = si1 · · · sil such that
〈α∨ik , sik+1 · · · silλ〉 = 1 (1 6 k 6 l),
or equivalently
sik · · · silλ = λ− αik − · · · − αil .
A element w ∈ W is called fully commutative if any reduced expression of w can be
obtained from any other by using only the Coxeter relations of the form st = ts.
Proposition 2.9. (See [30] and [38, Proposition 2.1]) Let P be a connected d-complete
poset. Then the Weyl group element wP ∈ W is λP -minuscule and hence fully com-
mutative.
If p = pk ∈ P , then we define
β(pk) = s(p1) · · · s(pk−1)α(pk),
γ(pk) = s(pN ) · · · s(pk+1)α(pk),
γ∨(pk) = s(pN ) · · · s(pk+1)α
∨(pk).
It follows from Proposition 2.9 that, for each p ∈ P , the roots β(p), γ(p) and the
coroot γ∨(p) are independent of the choices of linear extensions. For a Weyl group
element w ∈W , we put
Φ(w) = Φ+ ∩wΦ−, Φ
∨(w) = Φ∨+ ∩ wΦ
∨
−.
Then it is well-known (see [6, §5.6]) that
Φ(wP ) = {β(p) : p ∈ P}, Φ
∨(w−1P ) = {γ
∨(p) : p ∈ P}.
Moreover we have
Proposition 2.10. Let P be a connected d-complete poset. Then we have
(a) (See [38, Proposition 3.1 and Theorem 5.5]) The poset P is isomorphic to the
order dual of Φ∨(w−1P ) with the standard coroot ordering on Φ
∨
+.
(b) (See [31, Lemma IV]) Under the identification zi = e
αi (i ∈ I), we have
z[HP (p)] = e
β(p) (p ∈ P ).
(c) (See [38, Proposition 5.1]) We have
〈γ∨(p), λP 〉 = 1 (p ∈ P ).
LetWλP be the stabilizer of λP inW . ThenWλP is the maximal parabolic subgroup
corresponding to Ir{iP }. LetW
λP be the set of minimum length coset representatives
of W/WλP . For a subset D = {pi1 , · · · , pir} (i1 < · · · < ir) of P , we define
(9) wD = s(pi1) · · · s(pir ).
Since wP is fully commutative (Proposition 2.9), we see that wD is independent of
the choices of linear extensions of P .
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Proposition 2.11. Let P be a connected d-complete poset. Then we have
(a) (See [31, Proposition I]) The map F 7→ wF gives a poset isomorphism from
the set of all order filters of P ordered by inclusion to the Bruhat interval
[e, wP ] in W
λP .
(b) (See [38, Remark 2.7 (b)]) If F is an order filter of P , then wF is λP -
minuscule, and
wFλP = λP −
∑
p∈F
α(p).
Remark 2.12. Let A = (aij)i,j∈I be a symmetrizable generalized Cartan matrix,
and Γ the corresponding Dynkin diagram with node set I. Let W be the associated
Kac–Moody Weyl group generated by {si : i ∈ I}. Given a (not necessarily reduced)
expression si1si2 . . . siN of an element w ∈ W in simple reflections, we can define a
poset H , called the heap, as follows (see [37]). The poset H consists of the ground set
{1, 2, . . . , N} and the partial ordering  obtained by taking the transitive closure of
the relations given by
a ≺ b if a < b and either siasib 6= sibsia or ia = ib.
The heapH has a natural labeling (coloring) c : H → I given by c(a) = ia. If w ∈ W is
fully commutative, then the heap defined by a reduced expression of w is independent
of the choices of reduced expressions. In this case we denote the resulting heap by
H(w).
If aij = aji ∈ {0,−1} for any pair of vertices i, j ∈ I (i 6= j), then we say that A,W
and H(w) are simply-laced ; otherwise they are multiply-laced. For a dominant weight
λ and a λ-minuscule element w in the simply-lacedWeyl groupW , Proctor [30] proved
that the interval [e, w] ofWλ with respect to the Bruhat order is a distributive lattice,
and that the order dual of the induced subposet consisting of all join-irreducible
elements of [e, w] is a d-complete poset colored by I. Stembridge [38] extends Proctor’s
result to any symmetrizable Kac–Moody Weyl group in the setting of heaps. The
results of [30] and [38] may be combined by using [37, Theorem 3.2 (c)] to produce
Proposition 2.5 above. Henceforth the simply-laced case will be referred to with the “d-
complete poset” terminology and the general case will be referred to with the “heap”
terminology. Every d-complete poset P is isomorphic to the simply-laced heapH(wP ).
In general, if w ∈W is dominant minuscule, i.e. λ-minuscule for some dominant weight
λ, the corresponding heap H(w) is isomorphic (as a unlabeled poset) to a d-complete
poset. See [38, Sections 3 and 4].
The propositions in this section hold literally for heaps H(w) of dominant minus-
cule elements, except for Proposition 2.5 and Proposition 2.10 (b). The latter half of
Proposition 2.5 holds for heaps, i.e. the labeling c : H(w)→ I satisfies (C4) and (C5).
And we adopt Proposition 2.10 (b) as a definition of the hook monomial for H(w).
Below is an example of a non-simply-laced heap.
Example 2.13. (Non-simply-laced heap) Let µ = (µ1, . . . , µl) be a strict partition of
length l. Then the shifted shape S(µ) can be regarded as the heap associated to a
dominant minuscule element of the Weyl group of type B, which is not simply-laced.
Put m = µ1 and let W be the Weyl group generated by s0, s1, . . . , sm−1 subject to
the relations
s2i = 1 (i = 0, 1, . . . ,m− 1),
s0s1s0s1 = s1s0s1s0,
sisi+1si = si+1sisi+1 (i = 1, 2, . . . ,m− 2),
sisj = sjsi (|i− j| > 2).
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Then we define an element wµ ∈ W by putting
wµ = (sµl−1 · · · s1s0) · · · (sµ2−1 · · · s1s0)(sµ1−1 · · · s1s0).
Then it can be shown that wµ is λ0-minuscule, where λ0 is the fundamental weight
corresponding to s0, and that the map
(10) S(µ) ∋ (i, j) 7→ µl + · · ·+ µi − j + i ∈ H(wµ)
gives a poset isomorphism. We identify the ground set of H(wµ) with S(µ) via the
isomorphism (10). Then the natural labeling c′ : S(µ)→ {0, 1, . . . ,m−1} of H(wµ) is
given by c′(i, j) = j − i, which is different from the d-complete coloring of S(µ) given
in Example 2.8. And the “hook” H ′S(µ)(v) (see [24, Definition 4.8]) is defined by
H ′S(µ)(i, j) = {(i, j)} ∪ {(i, l) ∈ S(µ) : l > j} ∪ {(k, j) ∈ S(µ) : k > i}
∪
{
{(i, i)} ∪ {(j, l) ∈ S(µ) : l > j} if i < j and (j, j) ∈ S(µ),
∅ otherwise,
which is also different from the shifted hook given in Example 2.8. (See also Exam-
ple 5.9.)
3. Excited diagrams
In this section we introduce the notion of excited and K-theoretical excited diagrams
in a d-complete poset and study their properties.
3.1. Excited diagrams. First we generalize the notion of exited diagrams for Young
diagram and shifted Young diagram, which were introduced by Ikeda–Naruse [7] and
Kreiman [15], [16] independently, to a general d-complete posets. And we give a gen-
eralization of backward movable positions or excited peaks introduced in [8], [13] and
[22].
Let P be a d-complete poset with top forest Γ and d-complete coloring c : P → I.
For a subset D ⊂ P and a color i ∈ I, we put
Di = {x ∈ D : c(x) = i}.
For i ∈ I, let Ni be the subset of P consisting of element x ∈ P whose color c(x)
is adjacent to i in the Dynkin diagram Γ. Note that, if [v, u] is a dk-interval, then
[v, u] ∩Nc(u) consists of elements x ∈ [v, u] such that x is covered by u or covers v.
Definition 3.1. Let P be a d-complete poset and let F be an order filter of P .
(a) Let D be a subset of P and u ∈ D. We say that u is D-active if there exists
an element v ∈ (P rD)c(u) such that v < u, [v, u] is a dk-interval and
[v, u] ∩D ∩Nc(u) = ∅.
(b) Let D be a subset of P and u ∈ D. If u is D-active, then we define αu(D) to be
the subset of P obtained from D by replacing u ∈ D by the bottom element
v of the dk-interval [v, u]. We call this replacement an (ordinary) elementary
excitation.
(c) An excited diagram of F in P is a subset of P obtained from F after a
sequence of elementary excitations on active elements. Let EP (F ) be the set
of all excited diagrams of F in P .
(d) To an excited diagramD ∈ EP (F ) we associate a subset B(D) ⊂ P as follows:
If D = F , then B(F ) = ∅. If D is an excited diagram with an active element
u, then we define
B(αu(D)) =
(
B(D)r ([v, u] ∩Nc(u))
)
∪ {u},
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−−−−→
×
−−−−→
×
y y y
× −−−−→ ×
×
−−−−→ ×
×
−−−−→
×
Figure 4. Excited diagrams of D(3, 1) in D(5, 4, 2, 1)
where [v, u] is the dk-interval with top element u. We call B(D) the set of
excited peaks of D. (We will show that B(D) is a well-defined subset of P rD
in Proposition 3.7.)
In general, if two elements u ∈ D and v 6∈ D with v < u have the same color
i = c(v) = c(u) and satisfy [v, u] ∩D ∩Ni = ∅, then D r {u} ∪ {v} is obtained from
D by a sequence of elementary excitations.
If P is a shape or a shifted shape, our definition above coincides with the definitions
of elementary excitations in [7], [8], or ladder moves in [15], [16], and backwardmovable
positions in [8], [13] or excited peaks in [22] (only for a shape).
Example 3.2. If P = D(5, 4, 2, 1) is the shape corresponding to a partition (5, 4, 2, 1)
and F = D(3, 1), then there are 7 excited diagrams in EP (F ) shown in Figure 4. In
Figure 4 (and Figures 5) the shaded cells form an exited diagram and a cell with ×
is an excited peak. And the arrow D −→ D′ means that D′ is obtained from D by an
elementary excitation.
Example 3.3. If P is the swivel given in Example 2.3 and F is the order filter
consisting of three elements, then there are 8 excited diagrams in EP (F ) shown in
Figure 5.
Let P be a connected d-complete poset and W the Weyl group corresponding to
the top tree Γ viewed as a Dynkin diagram. Fix a linear extension of P , i.e. a labeling
of the elements of P with p1, . . . , pN so that pi < pj in P implies i < j. Then we can
associate to a subset D of P a well-defined element wD ∈W as in (9). The following
proposition gives a characterization of excited diagrams.
Proposition 3.4. Let P be a connected d-complete poset and let F be an order filter
of P . Then a subset D ⊂ P is an excited diagram of F in P if and only if #D = #F
and wD = wF .
To prove this proposition, we prepare two lemmas.
Lemma 3.5. Let D be a subset of P and u and v elements of P such that v < u and
c(u) = c(v) = i. Suppose v = pk and u = pl. If [v, u] ∩ D ∩ Ni = ∅, then we have
s(pj)s(pl) = s(pl)s(pj) for any pj ∈ D with k < j < l
Proof. follows from Property (C5) in Proposition 2.5. 
Lemma 3.6. (See [5, Section 3]) Let v ∈ W be a fully commutative element and
v = si1 · · · sir = sj1 · · · sjr be its reduced expressions. Then we have
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y
×
y
×
×
−−−−→
×
y y
×
×
×
−−−−→
×
×y
×
×y
×
Figure 5. Excited diagrams in a swivel
(a) Let i, j be adjacent nodes in the Dynkin diagram. Then the subsequence
of (i1, · · · , ir) consisting of i and j is identical with the subsequence of
(j1, · · · , jr) consisting of i and j.
(b) Let i be a node in the Dynkin diagram. Then the number of occurrence of i
in (i1, · · · , ir) is equal to the number of occurrence of i in (j1, · · · , jr).
We use these lemmas to prove the characterization of excited diagrams.
Proof of Proposition 3.4. We follow the same idea used in the proof of [5, Proposi-
tion 4.8]. We denote by RP (F ) the set of all subsets D ⊂ P satisfying #D = #F and
wD = wF .
First we prove that EP (F ) ⊂ RP (F ). Since F ∈ RP (F ), it is enough to show that, if
D′ ∈ EP (F ) is obtained fromD ∈ EP (F ) by an elementary excitation, then wD′ = wD.
Let u, v ∈ P be elements such that [v, u] is a dk-interval, [v, u] ∩D ∩Nc(u) = ∅ and
D′ = αu(D) = D r {u} ∪ {v}. If v = pk, u = pl and {j : k < j < l, pj ∈ D} =
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{j1, . . . , jm} (j1 < · · · < jm), then we have
wD = · · · s(pj1) · · · s(pjm)s(pl) · · · , wD′ = · · · s(pk)s(pj1) · · · s(pjm) · · · .
Then by using Lemma 3.5, we have wD′ = wD.
Next we prove that RP (F ) ⊂ EP (F ). Since F is an order filter, we can take a linear
extension of P such that F = {pn+1, · · · , pN}, where n = #(P r F ). We define the
energy e(D) of any subset D ⊂ P with #D = #F by putting
e(D) =
∑
pk∈F
k −
∑
pk∈D
k.
Then, by the assumption on our linear extension, we see that e(D) > 0 and that
e(D) = 0 if and only if D = F .
We proceed by induction on e(D) to prove D ∈ RP (F ) implies D ∈ EP (F ). Let
D ∈ RP (F ). If e(D) = 0, then we have D = F ∈ EP (F ).
Suppose that e(D) > 0. Then there exists an element u ∈ F such that u 6∈ D. Let
u be the last element, i.e. u = pl with l largest, satisfying u ∈ F and u 6∈ D. Since
wD = wF and wF is fully commutative, it follows from Lemma 3.6 (b) that there
exists an element v ∈ D with the same color i as u. Let v = pk (1 6 k < l) be the last
element satisfying v ∈ D and c(v) = c(u) = i. Then, by the choice of k and l, we see
that the reduced expressions of wF and wD are of the form wF = · · · sish1 · · · shr (si
corresponds to u) and wD = · · · sisj1 · · · sjmsh1 · · · shr (si corresponds to v) with no i
appearing in the segment (j1, . . . , jm). If z ∈ [v, u]∩D ∩Ni, then j = c(z) appears in
the segment (j1, . . . , jm) and this contradicts to the assertion of Lemma 3.6 (a). Hence
we have [v, u]∩D∩Ni = ∅. If we putD
′ = Dr{v}∪{u}, then wD′ = wF by Lemma 3.5
and e(D′) < e(D). Then by the induction hypothesis we have D′ ∈ EP (F ). Since D is
obtained from D′ by a sequence of elementary excitations, we obtain D ∈ EP (F ). 
Next we give a non-recursive description of the set of excited peaks B(D), which
implies that B(D) is well-defined, i.e. it is independent of the choices of elementary
excitations to reach D from F .
Proposition 3.7. Let D ∈ EP (F ) be an excited diagram.
(a) The following are equivalent for x ∈ P :
(i) x ∈ B(D).
(ii) There exists an element y ∈ Dc(x) such that y < x and [y, x]∩D∩Nc(x) =
∅.
(b) We have D ∩B(D) = ∅.
In the proof of this proposition, we utilize the following lemma, which will be used
also in the sequel of this section.
Lemma 3.8. Let x, y, z, u and v be elements of P such that c(x) = c(y) = c(z) = i,
c(u) = c(v) = j, z < y < x and v < u. Let D be a subset of P . Then we have
(a) If [z, y]∩D∩Ni = ∅ and [y, x]∩D∩Ni = ∅, then we have [z, x]∩D∩Ni = ∅.
(b) Suppose u ∈ D and v 6∈ D. If [y, x]∩D∩Ni = ∅ and x 6∈ [v, u]∩Nj, then we
have [y, x] ∩ (D ∪ {v}) ∩Ni = ∅.
(c) Suppose u ∈ D and v 6∈ D. If [y, x] ∩ (D r {u} ∪ {v}) ∩ Ni = ∅ and y 6∈
[v, u] ∩Nj, then we have [y, x] ∩D ∩Ni = ∅.
(d) Suppose that u 6∈ D and v ∈ D. If [y, x] ∩ D ∩ Ni = ∅ and y 6∈ [v, u] ∩ Nj,
then we have [y, x] ∩ (D ∪ {u}) ∩Ni = ∅.
Proof. (a) By using Property (C5) in Proposition 2.5, we have [z, x] ∩Ni = ([z, y] ∩
Ni) ∪ ([y, x] ∩Ni).
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(b) Assume to the contrary that [y, x]∩(D∪{v})∩Ni 6= ∅. Since [y, x]∩D∩Ni = ∅,
we have v ∈ [y, x]∩Ni. Thus j = c(u) = c(v) is adjacent to i = c(x) in Γ. Since u ∈ D
and [y, x] ∩ D ∩ Ni = ∅, we have u 6∈ [y, x] ∩ Ni. Hence, by using Property (C5) in
Proposition 2.5, we see that y < v < x < u and x ∈ [v, u] ∩Nj, which contradicts to
the assumption.
(c) By an argument similar to (b), we can show that, if [y, x] ∩D ∩Ni 6= ∅, then
v < y < u < x, which contradicts to y 6∈ [v, u] ∩Nj.
(d) By an argument similar to (b), we can show that, if [y, x]∩ (D∪{u})∩Ni 6= ∅,
then v < y < u < x, which contradicts to y 6∈ [v, u] ∩Nj . 
Proof of Proposition 3.7. We denote by B′(D) the subset of P consisting of elements
x ∈ P satisfying the condition (ii) in (a), and prove B(D) = B′(D) and D∩B′(D) =
∅. We proceed by induction on the number of elementary excitations to reach D from
F .
We begin with considering the case where D = F . Let x and y be elements of F
with the same color i satisfying y < x. Then it follows from Properties (C4) and (C5)
in Proposition 2.5 that an element z covered by x or covers y belongs to [y, x]∩F ∩Ni.
Hence we have B′(F ) = ∅ = B(F ) and F ∩B′(F ) = ∅.
We prove that B(αu(D)) = B
′(αu(D)) and αu(D)∩B
′(αu(D)) = ∅ for D ∈ EP (F )
and a D-active element u ∈ D. Let v be the element such that v < u, c(v) = c(u),
[v, u]∩D ∩Nc(u) = ∅, [v, u] is a dk-interval and αu(D) = Dr {u}∪ {v}. Recall that,
by definition, B(αu(D)) =
(
B(D)r ([v, u] ∩Nc(u))
)
∪ {u}.
First we show B(αu(D)) ⊂ B
′(αu(D)). Since v ∈ αu(D) and [v, u]∩D∩Nc(u) = ∅,
we have u ∈ B′(αu(D)). Let x ∈ B(D) such that x 6∈ [v, u] ∩ Nc(u). Since B(D) =
B′(D) by the induction hypothesis, there exists y ∈ Dc(x) such that y < x and
[y, x]∩D∩Nc(x) = ∅. Then, by using Lemma 3.8 (b), we have [y, x]∩αu(D)∩Nc(x) =
∅, hence x ∈ B′(αu(D)).
Next, in order to show B′(αu(D)) ⊂ B(αu(D)), we take an element x ∈ B
′(αu(D))
such that x 6= u and prove x ∈ B(D) r ([v, u] ∩ Nc(u)). Then there exists y ∈
(αu(D))c(x) such that y < x and [y, x] ∩ αu(D) ∩Nc(x) = ∅. If y = v, then αu(D) ∩
Nc(x) = D ∩ Nc(x), hence [u, x] ∩ D ∩ Nc(x) ⊂ [v, x] ∩ αu(D) ∩ Nc(x) = ∅. Since
u ∈ D, we have x ∈ B′(D) = B(D) and x 6∈ Nc(u). We consider the case where
y 6= v. In this case, y ∈ D, y 6∈ [v, u] ∩Nc(u) and it follows from Lemma 3.8 (c) that
[y, x]∩D∩Nc(x) = ∅, thus x ∈ B
′(D) = B(D). Also we have x 6∈ [v, u]∩Nc(u). In fact,
if x ∈ [v, u]∩Nc(u), then c(y) = c(x) is adjacent to c(u) and it follows from y ∈ D and
[v, u]∩D∩Nc(u) = ∅ that y 6∈ [v, u]∩Nc(u). Hence, by using Property (C5) in Propo-
sition 2.5, we have y < v < x < u and this contradicts to [y, x] ∩ αu(D) ∩Nc(x) = ∅.
Therefore we have x ∈ B(D)r ([v, u] ∩Nc(u)).
Finally we show that αu(D) ∩B
′(αu(D)) = ∅. Let x and y be elements of αu(D)
with the same color i satisfying y < x. Since αu(D) = D r {u} ∪ {v}, it is enough to
show [y, x] ∩ αu(D) ∩Ni 6= ∅ for the following three cases:
Case 1. x, y ∈ D, Case 2. y = v, Case 3. x = v.
In Case 1, assume that [y, x] ∩ αu(D) ∩Ni = ∅. If [y, x] ∩D ∩Ni = ∅, then we have
x ∈ B(D) and this contradicts to the induction hypothesis D ∩ B(D) = ∅. Hence
[y, x] ∩ D ∩ Ni 6= ∅ and this implies u ∈ [y, x] ∩ Ni, i.e. y < u < x and c(u) = c(v)
is adjacent to i in Γ. Since v ∈ αu(D), we have v 6∈ [y, x] ∩ Ni. Therefore, by using
Property (C5) in Proposition 2.5, we see that v < y < u < x, which contradicts to
the D-activity of u. In Case 2, we have v < u < x because [v, u] is a dk-interval and
there is no element w ∈ [v, u] with w 6= v, u and c(w) = c(v) = c(u) by Property
(C2) in Proposition 2.5. Since [u, x] ∩ D ∩ Ni 6= ∅ by the induction hypothesis, we
have [v, x] ∩ αu(D) ∩Ni 6= ∅. In Case 3, we have [v, u] ∩D ∩Ni = ∅ (u is D-active)
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and [y, u] ∩ D ∩ Ni 6= ∅ (the induction hypothesis). Hence by using Lemma 3.8 (a)
we obtain [y, v] ∩ αu(D) ∩Ni 6= ∅. Therefore we see that any element satisfying the
condition (ii) in (a) for αu(D) does not belong to αu(D), and αu(D)∩B
′(αu(D)) = ∅.
This completes the proof. 
3.2. K-theoretical excited diagrams. We define K-theoretical excited dia-
grams and study their properties. For shapes and shifted shapes, these diagrams were
introduced in [5].
Definition 3.9. Let P be a d-complete poset and let F be an order filter of P .
(a) Let D be a subset of P and u ∈ D. If u is D-active and [v, u] is a dk-interval,
then we define α∗u(D) to be the subset of P obtained by adding v to D. We
call this operation a K-theoretical elementary excitation.
(b) A K-theoretical excited diagram of F in P is a subset of P obtained from
F after a sequence of ordinary and K-theoretical elementary excitations on
active elements. Let E∗P (F ) be the set of all K-theoretical excited diagrams
of F in P .
Example 3.10. If P = S(5, 4, 2, 1) is the shifted shape corresponding to a strict
partition (5, 4, 2, 1) and F = S(3, 1), then there are 11 K-theoretical excited diagrams
in E∗P (F ) shown in Figure 6, and five of them are ordinary excited diagrams in EP (F ).
In Figure 6, the shaded cells form a K-theoretical exited diagram, and the arrow
D −→ D′ (resp. D =⇒ D′) indicates that D′ is obtained from D by an ordinary
(resp. K-theoretical) elementary excitation.
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Figure 6. K-theoretical excited diagrams of S(3, 1) in S(5, 4, 2, 1)
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For a fixed linear extension of P and a subset D = {pi1 , · · · , pir} (i1 < · · · < ir) of
P , we define an element w∗D ∈W by putting
w∗D = s(pi1) ∗ s(pi2) ∗ · · · ∗ s(pir ),
where ∗ : W × W → W is the associative product, called the Demazure product,
defined by
si ∗ w =
{
siw if l(siw) = l(w) + 1,
w if l(siw) = l(w) − 1.
For the fundamental properties of the Demazure product (also called the Hecke prod-
uct), we refer to [2, Section 3]. Since wP is fully commutative (Proposition 2.9), the
element w∗D is independent of the choices of linear extensions of P .
The following proposition is a key to rephrase the Billey-type formula for equivari-
ant K-theory in terms of combinatorics of d-complete posets (see Proposition 4.7).
Proposition 3.11. Let P be a connected d-complete poset and F an order filter of
P . Then a subset D ⊂ P is a K-theoretical excited diagram of F in P if and only if
w∗D = wF .
We follow the same idea as the proof of [5, Proposition 4.8].
Lemma 3.12. ([5, Lemma 3.1 and Proposition 3.4]) Let v ∈ W and v = si1 ∗ · · · ∗ sir
with i1, . . . , ir ∈ I.
(a) There is a increasing sequence 1 6 k1 < k2 < · · · < kl 6 r such that v =
sik1 sik2 . . . sikl is a reduced expression of v. In particular, we have l(v) 6 r.
(b) If l(v) = r, then v = si1 · · · sir .
(c) If v is fully commutative and l(v) < r, then there exist a < b such that
sia = sib and sia commutes with sic for every a < c < b.
Proof of Proposition 3.11. We denote by R∗P (F ) the set of all subsets D ⊂ P satis-
fying w∗D = wF .
First we prove E∗P (F ) ⊂ R
∗
P (F ). Since F ∈ R
∗
P (F ), it is enough to show that, if
D′ ∈ E∗P (F ) is obtained from D ∈ E
∗
P (F ) by an ordinary or K-theoretical elementary
excitation, then w∗D′ = w
∗
D. Let u be a D-active element and [v, u] be the dk-interval
with top element u. Let v = pk, u = pl and {j : k < j < l, pj ∈ D} = {j1, . . . , jm}
(j1 < · · · < jm). If D
′ = αu(D) = D r {u} ∪ {v}, then we have
w∗D = · · · ∗ s(pj1) ∗ · · · ∗ s(pjm) ∗ s(pl) ∗ · · · ,
w∗D′ = · · · ∗ s(pk) ∗ s(pj1) ∗ · · · ∗ s(pjm) ∗ · · · .
If D′ = α∗u(D) = D ∪ {v}, then we have
w∗D = · · · ∗ s(pj1) ∗ · · · ∗ s(pjm) ∗ s(pl) ∗ · · · ,
w∗D′ = · · · ∗ s(pk) ∗ s(pj1) ∗ · · · ∗ s(pjm) ∗ s(pl) ∗ · · · .
Since u is D-active, it follows from Lemma 3.5 and s(pk)∗ s(pl) = s(pl)∗ s(pl) = s(pl)
that w∗D′ = w
∗
D in both cases.
Next we prove R∗P (F ) ⊂ E
∗
P (F ). We proceed by induction on #D to prove D ∈
R∗P (F ) implies D ∈ E
∗
P (F ). Since w
∗
D = wF , we have #D > l(wF ) = #F by
Lemma 3.12 (a). If #D = #F , then w∗D = wD by Lemma 3.12 (b), thus we have D ∈
EP (F ) ⊂ E
∗
P (F ) by Proposition 3.4. If #D > #F , then it follows from Lemma 3.12
(c) that there exist u, v ∈ D with v < u such that c(u) = c(v) and s(u) = s(v)
commutes with s(w) for every element w between u and v in the expression of w∗D. If
we put D′ = Dr{v}, then we see that w∗D′ = w
∗
D. Hence by the induction hypothesis
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we have D′ ∈ E∗P (F ). Since D is obtained from D
′ by a sequence of ordinary and
K-theoretical elementary excitations, we obtain D ∈ E∗P (F ). 
The following proposition plays a crucial role in the proof of our main theorem (see
the proof of Theorem 5.3).
Proposition 3.13. Let P be a connected d-complete poset and F an order filter of
P . Then we have
(11) E∗P (F ) =
⊔
D∈EP (F )
{D ⊔ S : S ⊂ B(D)}.
In order to prove this proposition, we prepare several lemmas.
Lemma 3.14. Let x and y be elements of P such that y < x and c(x) = c(y) = i, and
let D ∈ EP (F ) be an excited diagram. If [y, x]∩D ∩Ni = ∅ and y ∈ D, then we have
[y, x] ∩B(D) ∩Ni = ∅.
Proof. Assume to the contrary that [y, x] ∩ B(D) ∩ Ni 6= ∅ and take an element
z ∈ [y, x] ∩ B(D) ∩ Ni. By Proposition 3.7 (a), there exists w ∈ Dc(z) such that
w < z and [w, z] ∩ D ∩ Nc(z) = ∅. Then c(w) = c(z) is adjacent to i = c(y) in Γ
and w ∈ D ∩Nc(x). Since [y, x] ∩D ∩Nc(x) = ∅, we have w 6∈ [y, x]. Hence by using
Property (C5) in Proposition 2.5 we see that w < y < z < x, which contracts to
[w, z] ∩D ∩Nc(z) = ∅. 
For E ∈ E∗P (F ), we define a subset S(E) of E by putting
(12) S(E) =
{
x ∈ E :
there exists y ∈ Ec(x) such that
y < x and [y, x] ∩ E ∩Nc(x) = ∅
}
.
It follows from Property (C4) in Proposition 2.5 that S(F ) = ∅ for an order filter F
of P .
Lemma 3.15. Let E ∈ E∗P (F ) and u ∈ E an E-active element. Then we have
S(αu(E)) =
{
S(E)r {u} ∪ {v} if u ∈ S(E),
S(E) if u 6∈ S(E),
(13)
S(α∗u(E)) =
{
S(E) ∪ {v} if u ∈ S(E),
S(E) ∪ {u} if u 6∈ S(E),
(14)
where [v, u] is the dk-interval with top element u. In particular, we have
#S(αu(E)) = #S(E), #S(α
∗
u(E)) = #S(E) + 1,
and S(E) = ∅ if and only if E ∈ EP (F ).
Proof. Since αu(E) = Er{u}∪{v}, the equality (13) follows from the following three
claims:
(i) S(αu(E))r {v} ⊂ S(E).
(ii) u ∈ S(E) if and only if v ∈ S(αu(E)).
(iii) S(E) ⊂ S(αu(E)).
To prove (i), we take x ∈ S(αu(E)) such that x 6= v. Then, by the definition (12),
there exists y ∈ (αu(E))c(x) such that y < x and [y, x]∩αu(E)∩Nc(x) = ∅. If y = v,
then [u, x] ∩ E ∩ Nc(x) ⊂ [v, x] ∩ E ∩ Nc(x) = ∅, hence x ∈ S(E). We consider the
case where y 6= v. In this case, y ∈ E and it follows from [v, u] ∩ E ∩Nc(u) = ∅ that
y 6∈ [v, u] ∩ Nc(u). Now we can use Lemma 3.8 (c) to obtain [y, x] ∩ E ∩ Nc(x) = ∅,
hence x ∈ S(E).
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Next we prove (ii). If v ∈ S(αu(E)), then there exists w ∈ αu(E)c(v) such that w <
v and [w, v]∩αu(E)∩Nc(v) = ∅. Then by Lemma 3.8 (a) we have [w, u]∩E∩Nc(u) = ∅,
hence u ∈ S(E). Conversely, if u ∈ S(E), there exists z ∈ Ec(u) such that z < u and
[z, u]∩E∩Nc(u) = ∅. Then we have [z, v]∩αu(E)∩Nc(v) ⊂ [z, u]∩αu(E)∩Nc(u) = ∅,
hence v ∈ S(αu(E)).
To prove (iii), we take x ∈ S(E). By the definition (12), there exists y ∈ Ec(x) such
that y < x and [y, x] ∩ E ∩Nc(x) = ∅. Then we have y = u or y ∈ αu(E). If y = u,
then [u, x]∩E∩Nc(x) = ∅ and [v, u]∩αu(E)∩Nc(u) = ∅ by the E-activity of u. Hence
by using Lemma 3.8 (a) we have [v, x] ∩ αu(E) ∩ Nc(x) = ∅ and x ∈ S(αu(E)). We
consider the case where y ∈ αu(E). Since [v, u] ∩ E ∩Nc(u) = ∅ and x ∈ E, we have
x 6∈ [v, u] ∩Nc(u). Hence by using Lemma 3.8 (b) we see [y, x] ∩ αu(E) ∩ Nc(x) = ∅
and x ∈ S(αu(E)).
Since α∗u(E) = E ∪ {v} and u ∈ S(α
∗
u(E)), the equality (14) follows from the
following three claims:
(iv) S(α∗u(E))r {u, v} ⊂ S(E).
(v) u ∈ S(E) if and only if v ∈ S(α∗u(E)).
(vi) S(E) ⊂ S(α∗u(E)).
To prove (iv), we take x ∈ S(α∗u(E)) such that x 6= u, v. Then there exists y ∈
(α∗u(E))c(x) such that y < x and [y, x]∩α
∗
u(E)∩Nc(x) = ∅. If y = v, then [u, x]∩E ∩
Nc(x) ⊂ [v, x] ∩ E ∩ Nc(x) = ∅, hence x ∈ S(E). If y ∈ E, then [y, x] ∩ E ∩ Nc(x) ⊂
[y, x] ∩ α∗u(E) ∩Nc(x) = ∅, hence x ∈ S(E).
Next we prove (v). If v ∈ S(α∗u(E)), then there exists w ∈ α
∗
u(E)c(v) such that
w < v and [w, v] ∩ α∗u(E) ∩ Nc(v) = ∅. Then by using Lemma 3.8 (a) we have
[w, u]∩E∩Nc(u) = ∅, hence u ∈ S(E). Conversely, if u ∈ S(E), there exists z ∈ Ec(u)
such that z < u and [z, u] ∩ E ∩ Nc(u) = ∅. Then we have [z, v] ∩ α
∗
u(E) ∩ Nc(v) ⊂
[z, u] ∩ α∗u(E) ∩Nc(v) = ∅, hence v ∈ S(α
∗
u(E)).
To prove (vi), we take x ∈ S(E). Then there exists y ∈ Ec(x) such that y < x and
[y, x]∩E∩Nc(x) = ∅. Since [v, u]∩E∩Nc(u) = ∅ and x ∈ E, we have x 6∈ [v, u]∩Nc(u).
Hence by using Lemma 3.8 (b) we see [y, x]∩α∗u(E)∩Nc(x) = ∅ and x ∈ S(α
∗
u(E)). 
Lemma 3.16. If D ∈ EP (F ) and S ⊂ B(D), then we have D ⊔ S ∈ E
∗
P (F ) and
S = S(D ⊔ S). In particular, if E ∈ E∗P (F ) is expressed as E = D ⊔ S = D
′ ⊔ S′ with
D, D′ ∈ EP (F ) and S ⊂ B(D), S
′ ⊂ B(D′), then we have D = D′ and S = S′.
Proof. First we proceed by induction on #S to proveD⊔S ∈ E∗P (F ). If S = ∅, then we
have D ∈ EP (F ) ⊂ E
∗
P (F ). If S 6= ∅, we take an element x ∈ S and put S
′ = Sr {x}.
By the induction hypothesis and Proposition 3.11, we have D ⊔ S′ ∈ E∗P (F ) and
w∗D⊔S′ = wF . Using Proposition 3.7 (a), we see that there exists y ∈ Dc(x) such
that y < x and [y, x] ∩ D ∩ Nc(x) = ∅. Then it follows from Lemma 3.14 that
[y, x] ∩ (D ⊔ S) ∩ Nc(x) = ∅. If y = pk, x = pl and {j : k < j < l, pj ∈ D ⊔ S} =
{j1, . . . , jm} (j1 < · · · < jm), then we have
w∗D⊔S = · · · ∗ s(pk) ∗ s(pj1) ∗ · · · ∗ s(pjm) ∗ s(pl) ∗ · · · ,
w∗D⊔S′ = · · · ∗ s(pk) ∗ s(pj1) ∗ · · · ∗ s(pjm) ∗ · · · .
By using Lemma 3.5 and s(pk) ∗ s(pl) = s(pk) ∗ s(pk) = s(pk), we obtain w
∗
D⊔S =
w∗D⊔S′ = wF . Hence by Proposition 3.11 we have D ⊔ S ∈ E
∗
P (F ).
Next we put E = D ⊔ S and prove that S = S(E). In order to show the inclusion
S ⊂ S(E), we take x ∈ S ⊂ B(D). Then by Proposition 3.7 (a), there exists y ∈
Dc(x) such that [y, x] ∩ D ∩ Nc(x) = ∅. Hence by using Lemma 3.14 we see that
[y, x]∩E ∩Nc(x) = ∅ and x ∈ S(E). In order to show the reverse inclusion S(E) ⊂ S,
we take x ∈ S(E) and prove x ∈ B(D). By the definition (12), there exists y ∈ Ec(x)
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such that y < x and [y, x]∩E∩Nc(x) = ∅. Since D ⊂ E, we have [y, x]∩D∩Nc(x) = ∅.
If y ∈ D, then by Proposition 3.7 (a) we have x ∈ B(D). If y ∈ S, then there exists
z ∈ Dc(y) such that z < y and [z, y] ∩D ∩Nc(y) = ∅. Then by using Lemma 3.8 (a)
we have [z, x] ∩D ∩Nc(x) = ∅ and x ∈ B(D). 
Lemma 3.17. Let E ∈ E∗P (F ) and z ∈ S(E). If we put E
′ = E r {z}, then we have
(a) E′ ∈ E∗P (F ).
(b) S(E′) = S(E)r {z}.
Proof. By the definition (12), there exists w ∈ Ec(z) such that w < z and [w, z]∩E ∩
Nc(z) = ∅.
(a) If w = pk, z = pl and {j : k < j < l, pj ∈ E} = {j1, . . . , jm} (j1 < · · · < jm),
then we have
w∗E = · · · ∗ s(pk) ∗ s(pj1) ∗ · · · ∗ s(pjm) ∗ s(pl) ∗ · · · ,
w∗E′ = · · · ∗ s(pk) ∗ s(pj1) ∗ · · · ∗ s(pjm) ∗ · · · .
By using Lemma 3.5 and s(pk) ∗ s(pl) = s(pk), we obtain w
∗
E = w
∗
E′ . Hence it follows
from Proposition 3.11 that E′ ∈ E∗P (F ).
(b) First we prove that S(E′) ⊂ S(E). Let x ∈ S(E′). Then there exists y ∈ (E′)c(x)
such that y < x and [y, x]∩E′∩Nc(x) = ∅. Since y ∈ E and [w, z]∩E∩Nc(z) = ∅, we
have y 6∈ [w, z]∩Nc(z). Hence by using Lemma 3.8 (d) we have [y, x]∩E ∩Nc(x) = ∅
and x ∈ S(E).
Next we prove that S(E) r {z} ⊂ S(E′). We take an element x ∈ S(E) such that
x 6= z. Then there exists y ∈ Ec(x) such that y < x and [y, x] ∩ E ∩ Nc(x) = ∅. If
y 6= z, then y ∈ E′ and [y, x] ∩ E′ ∩ Nc(x) = ∅, hence x ∈ S(E
′). We consider the
case where y = z. In this case [z, x] ∩ E′ ∩Nc(x) = ∅. Since [w, z] ∩ E
′ ∩Nc(z) = ∅,
it follows from Lemma 3.8 (a) that [w, x] ∩ E′ ∩Nc(x) = ∅ and x ∈ S(E
′). 
Now we are in position to give a proof of Proposition 3.13.
Proof of Proposition 3.13. By using Lemma 3.16, it is enough to show that any E ∈
E∗P (F ) can be written as E = D⊔S withD ∈ EP (F ) and S ⊂ B(D). Given E ∈ E
∗
P (F ),
we put D = E r S(E) and prove that D ∈ EP (F ) and S(E) ⊂ B(D). We proceed
by induction on #S(E). If S(E) = ∅, then E ∈ EP (F ) by Lemma 3.15. We consider
the case where S(E) 6= ∅. Then we take z ∈ S(E) and put E′ = E r {z}. Since
S(E′) = S(E) r {z} by Lemma 3.17 (b), we see that D = E r S(E) = E′ r S(E′).
By the induction hypothesis, D ∈ EP (F ) and S(E
′) ⊂ B(D). It remains to show
that z ∈ B(D). By the definition (12), there exists w ∈ Ec(z) such that w < z and
[w, z] ∩ E ∩Nc(z) = ∅. Let w be the minimal such element. If w 6∈ D, i.e. w ∈ S(E),
then by definition there exists w′ ∈ Ec(w) such that [w
′, w] ∩ E ∩ Nc(w) = ∅. Then
it follows from Lemma 3.8 (a) that [w′, z] ∩ E ∩Nc(z) = ∅, which contradicts to the
minimality of w. Therefore we have w ∈ D and z ∈ B(D). 
Remark 3.18. We can define the notion of D-active elements and ordinary and
K-theoretical elementary excitations for a general dominant minuscule heap H(w)
just by replacing dk-intervals with intervals [v, u] such that c(u) = c(v) and [v, u] ∩
H(w)c(u) = {u, v}. Then the arguments in this section work as well for H(w). In
particular, Propositions 3.11 and 3.13 holds for H(w).
Example 3.19. Let µ be a strict partition and regard the shifted shape S(µ) as a
heap for the Weyl group of type B (see Example 2.13). Then the notion of active
elements, (ordinary and K-theoretical) elementary excitations and excited peaks are
modified as follows. Let D be a subset of S(µ).
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(a) An element u = (i, j) ∈ D is D-active if either
i < j and (i, j + 1), (i+ 1, j), (i + 1, j + 1) ∈ S(µ)rD, or
i = j and (i, i+ 1), (i+ 1, i+ 1) ∈ S(µ)rD.
(b) If u = (i, j) ∈ D is D-active, then we define an ordinary and K-theoretical
elementary excitation by putting
αu(D) = D r {(i, j)} ∪ {(i+ 1, j + 1)},
α∗u(D) = D ∪ {(i+ 1, j + 1)},
respectively.
(c) If u = (i, j) ∈ D is D-active, then we define
B(αu(D)) =
{
B(D) r {(i, j + 1), (i+ 1, j)} ∪ {(i, j)} if i < j,
B(D) r {(i, j + 1)} ∪ {(i, j)} if i = j.
This notion of excited diagrams is the same as Ikeda–Naruse’s excited diagrams of
type I introduced in [7].
For example, if P = S(5, 4, 2, 1) and F = S(3, 1), then there are 10 excited diagrams
of F in P as a heap for the type B Weyl group. See Figure 7.
−−−−→
×
y y
×
−−−−→
×
×
−−−−→
×
−−−−→
×
y y y y
×
×
−−−−→
×
×
×
−−−−→
×
×
−−−−→
×
×
Figure 7. Excited diagrams in S(5, 4, 2, 1) viewed as a type B heap
4. Equivariant K-theory of Kac–Moody partial flag varieties
In this section we review the basic properties of the equivariant K-theory of thick
flag varieties following [18, Section 3], and rephrase the Billey-type formula and the
Chevalley-type formula in terms of combinatorics of d-complete posets.
4.1. Equivariant K-theory and localization. Let A = (aij)i,j∈I be a sym-
metrizable generalized Cartan matrix, and Γ the corresponding Dynkin diagram with
node set I. Then the associated Kac–Moody group G over C is constructed from the
following data: the weight lattice (Z-module) Λ, the simple roots Π = {αi : i ∈ I},
the simple coroots Π∨ = {α∨i : i ∈ I}, and the fundamental weights {λi : i ∈ I} (see
the beginning of Subsection 2.2).
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In what follows, we fix a subset J of I. Let B be a Borel subgroup corresponding to
the positive system Φ+ and T ⊂ B a maximal torus. Let P− be the opposite parabolic
subgroup corresponding to the subset J , which contains the opposite Borel subgroup
B− such that B ∩ B− = T . Then we can introduce the Kashiwara thick partial flag
variety X = G/P−. (We refer the readers to [11] for a construction of X .)
Let WJ be the parabolic subgroup of W corresponding to J and W
J be the set
of minimum length coset representatives of W/WJ . For each element v ∈ W
J , we
put X ◦v = BvP−/P− and Xv = X
◦
v , the Zariski closure of X
◦
v , which are called the
Schubert cell and the Schubert variety respectively. Then Xv has codimension l(v) in
X and
Xv =
⊔
w∈WJ , w>v
X ◦w.
Let KT (X ) be the T -equivariant K-theory of X . Then KT (X ) has a commutative
associative KT (pt)-algebra structure. Here the T -equivalent K-theory KT (pt) of a
point is isomorphic to the group algebra Z[Λ] with basis {eλ : λ ∈ Λ}, and to the
representation ring R(T ) of T . For each v ∈ W J , let [Ov] be the class of the structure
sheaf Ov of Xv in KT (X ) and call it the equivariant Schubert class. Then we have
KT (X ) ∼=
∏
v∈WJ
KT (pt)[Ov].
Any elements of KT (X ) is a (possibly infinite) KT (pt)-linear combination of the
equivariant Schubert classes.
Each w ∈ W J gives a T -fixed point ew = wP−/P− ∈ X . Then the inclusion map
ιw : {ew} → X induces the pull-back ring homomorphism, called the localization map
at w,
ι∗w : KT (X )→ KT (ew)
∼= Z[Λ].
If Lλ is the line bundle on X corresponding to a weight λ ∈ Λ, then the image
of the class [Lλ] under the localization map is given by ι∗w([L
λ]) = ewλ. For two
elements v, w ∈ W J , we denote by ξv|w the image of the T -equivariant Schubert
class ξv = [Ov] ∈ KT (X ) under the localization map ι
∗
w:
ξv|w = ι
∗
w([Ov]).
Then the Billey-type formula for the equivariant K-theory can be stated as follows:
Proposition 4.1. ([18, Proposition 2.10]) Let v, w ∈ W J , and fix a reduced expres-
sion w = si1si2 . . . siN of w. Then we have
(15) ξv|w =
∑
(k1,...,kr)
(−1)r−l(v)
r∏
a=1
(
1− eβ
(ka)
)
,
where the summation is taken over all sequences (k1, . . . , kr) such that 1 6 k1 < k2 <
· · · < kr 6 N and sik1 ∗ · · · ∗ sikr = v (with respect to the Demazure product), and
β(k) is given by β(k) = si1 . . . sik−1(αik ) for 1 6 k 6 N .
By using Lemma 3.12 (a), we can deduce the following corollary from Proposi-
tion 4.1.
Corollary 4.2. (a) For w ∈W J , we have
(16) ξw|w =
N∏
k=1
(
1− eβ
(k)
)
.
In particular, ξw|w 6= 0.
(b) Let v, w ∈W J . If ξv|w 6= 0, then we have v 6 w in the Bruhat order.
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4.2. Equivariant K-theoretical Littlewood–Richardson coefficients.
We consider the structure constants for the multiplication in KT (X ) with respect to
the equivariant Schubert classes. For u, v, w ∈ W J , we denote by cwu,v ∈ KT (pt) the
structure constant determined by
[Ou][Ov] =
∑
w∈WJ
cwu,v[Ow].
Lemma 4.3. If cwu,v 6= 0, then u 6 w and v 6 w.
Proof. We use the induction on l(w) to prove that, if u 6 w or v 6 w, then cwu,v = 0.
Assume that u 6 w or v 6 w. By apply the localization map ι∗w to [Ou][Ov] =∑
x∈WJ c
x
u,v[Ox] and then by using Corollary 4.2 (b), we have
(ξu|w) · (ξ
v|w) =
∑
x6w
cxu,vξ
x|w.
If there exists an element x ∈ W J satisfying x < w and cxu,v 6= 0, then we have
u 6 x and v 6 x by the induction hypothesis, and hence u 6 w and v 6 w, which
contradicts to the assumption. Hence, by using Corollary 4.2 (b) and the assumption,
we have
0 = cwu,vξ
w|w.
Since ξww 6= 0 (Corollary 4.2 (a)), we obtain c
w
u,v = 0. 
Proposition 4.4. For v, w ∈ W J , we have
(17) cwv,w = ξ
v|w.
Proof. By apply the localization map ι∗w to [Ov][Ow] =
∑
x∈WJ c
x
v,w[Ox] and then by
using Corollary 4.2 (b), we have
(ξv|w) · (ξ
w|w) =
∑
x6w
cxv,wξ
x|w.
By Lemma 4.3, we see that cxv,w = 0 unless w 6 x. By Corollary 4.2 (b), we see that
ξx|w = 0 unless x 6 w. Hence we have
(ξv|w) · (ξ
w|w) = c
w
v,wξ
w|w.
Since ξw|w 6= 0 (Corollary 4.2 (a)), we obtain the desired equality. 
The following lemma gives a recurrence of the equivariant K-theoretical
Littlewood–Richardson coefficients cwu,v. We use the same idea as [21, Corollary 6.5]
and [28, Proposition 3.1].
Lemma 4.5. Let u, v, w ∈ W J and s ∈ W J a simple reflection. If cws,w 6= c
u
s,u, then
we have
cwu,v =
1
cws,w − c
u
s,u
 ∑
u<x6w
cxs,uc
w
x,v −
∑
u6y<w
cws,yc
y
u,v
 .
In particular, we have
(18) cwu,w =
1
cws,w − c
u
s,u
∑
u<x6w
cxs,uc
w
x,w.
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Proof. Consider the associativity
([Os][Ou]) [Ov] = [Os] ([Ou][Ov]) .
Taking the coefficients of [Ow] in the both hand sides and using Lemma 4.3, we have
cus,uc
w
u,v +
∑
u<x6w
cxs,uc
w
x,v = c
w
s,wc
w
u,v +
∑
u6y<w
cws,yc
y
u,v,
from which we get the conclusion. 
The Chevalley formula gives a combinatorial expression of cws,v for a simple re-
flection s. To state the Chevalley formula of [20] we need several notations. For a
dominant weight λ ∈ Λ, we put
Hλ = {(γ
∨, k) : γ∨ ∈ Φ∨+, k ∈ Z, 0 6 k < 〈γ
∨, λ〉}.
Fix a total order on I so that I = {i1 < · · · < ir}, and define a map ι : Hλ → Q
r+1
by
ι (γ∨, k) =
1
〈γ∨, λ〉
(k, c1, · · · , cr) .
where c1, . . . , cr are the coefficients of the simple roots in γ
∨ given by γ∨ =∑r
j=1 cjα
∨
ij
. Then it is known that ι is injective. We define a total ordering < on Hλ
by
h < h′ ⇐⇒ ι(h) <lex ι(h
′),
where <lex is the lexicographical ordering on Q
r+1. For h = (γ∨, k), we define affine
transformations rh and r˜h on Λ by
rh(µ) = µ− 〈γ
∨, µ〉γ,
r˜h(µ) = rh(µ) + (〈γ
∨, λ〉 − k) γ.
Note that rh = sγ . Now we can state the Chevalley formula for the equivariant K-
theory of the partial flag variety X .
Proposition 4.6. ([20, Theorem 4.8 (4.12) and (4.13)], see also [19, Corollary 7.1])
Let s be a simple reflection such that s ∈ W J and v, w ∈ W J . If s = si and λ = λi
is the corresponding fundamental weight, then we have
(19) cws,v =

1− eλ−vλ if w = v,∑
(h1,··· ,hr)
(−1)r−1eλ−vr˜h1 ···r˜hrλ if w > v,
0 otherwise,
where the summation is taken over all sequences (h1, · · · , hr) of length r > 1 satisfying
the following two conditions:
(H1) h1 > h2 > · · · > hr in Hλ,
(H2) v ⋖ vrh1 ⋖ vrh1rh2 ⋖ · · ·⋖ vrh1 · · · rhr = w is a saturated chain in W
J .
4.3. Connection to d-complete posets. In this subsection we rephrase the
Billey-type formula and the Chevalley-type formula in terms of combinatorics of
d-complete posets.
Let P be a connected d-complete poset with top tree Γ. We regard Γ as a simply-
laced Dynkin diagram with node set I. Let αP and λP be the simple root and the
fundamental weight corresponding to the color iP of the maximum element of P .
We apply the results of Subsections 4.1 and 4.2 to the Kashiwara thick partial flag
variety X = G/P−, where P− is the maximal parabolic subgroup corresponding to
J = I r {iP}. In this case, the parabolic subgroup WJ coincides with the stabilizer
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WλP of λP in W , and the minimum length coset representatives W
J is denoted by
WλP .
By using a labeling of the elements of P with p1, · · · , pN (N = #P ) so that pi < pj
in P implies i < j, we can associate to each subset D = {i1, . . . , ir} (i1 < · · · < ir)
of P a well-defined element wD = s(pi1) · · · s(pir ) ∈W . Then the following formula is
obtained from the Billey-type formula.
Proposition 4.7. Let P be a connected d-complete poset and F an order filter of P .
Then we have
(20) ξwF |wP =
∑
E∈E∗
P
(F )
(−1)#E−#F
∏
p∈E
(1− z[HP (p)]) ,
under the identification zi = e
αi (i ∈ I).
Proof. Follows from Proposition 4.1 by using Proposition 2.10 (b) and Proposi-
tion 3.11. 
Also the following explicit expression is obtained from the Chevalley-type formula.
Proposition 4.8. Let P be a connected d-complete poset and put s = siP . For two
order filters F and F ′ of P , we have
(21) cwF ′s,wF =

1− z[F ] if F ′ = F ,
(−1)#(F
′rF )−1
z[F ] if F ′ ) F and F ′ r F is an antichain,
0 otherwise,
under the identification zi = e
αi (i ∈ I).
First we consider the case r = 1 in Proposition 4.6.
Lemma 4.9. Let F be an order filter of P and h = (γ∨, k) ∈ HλP . If wF rh ∈ W
λP
and wF ⋖ wF rh 6 wP , then there exists p ∈ P such that F
′ = F ⊔ {p} is an order
filter of P , wF rh = wF ′ and γ
∨ = γ∨(p). In this case k = 0 and r˜hλP = λP .
Proof. Since the interval [e, wP ] in W
λP is isomorphic to the poset of order filters of
P (Proposition 2.11 (a)), there exists a unique order filter F ′ of P such that F ′ ⊃ F ,
#F ′ = #F + 1 and wF ′ = wF rh. Hence we have p ∈ P such that F
′ = F ⊔ {p} and
wF ′ = s(p)wF . We take a linear extension of P such that F = {pn+1, · · · , pN} with
N = #P and n = #(P r F ). If p = pm, then p is incomparable with pm+1, · · · , pn,
hence s(pm) is commutative with s(pm+1), · · · , s(pn) by Property (C5) in Proposi-
tion 2.5, and thus s(pi)α
∨(pm) = α
∨(pm) for m+ 1 6 i 6 n. Hence we have
γ∨ = w−1F α
∨(pm)
= s(pN ) · · · s(pn+1)α
∨(pm)
= s(pN ) · · · s(pn+1)s(pn) · · · s(pm+1)α
∨(pm)
= γ∨(pm).
By Proposition 2.10 (c), we see that k = 0 and r˜hλP = λP . 
Now we deduce Proposition 4.8 from the Chevalley-type formula.
Proof of Proposition 4.8. It follows from Proposition 2.11 (b) and Proposition 4.6
that
cwFs,wF = 1− z[F ].
Suppose that there exists a sequence (h1, · · · , hr) of elements in HλP satisfying
Conditions (H1) and (H2) in Proposition 4.6. Then by Lemma 4.9, we have a sequence
(q1, · · · , qr) of elements of P such that Fi = F ⊔ {q1, · · · , qi} is an order filter of P ,
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hi = (γ
∨(qi), 0) for 1 6 i 6 r and r˜h1 · · · r˜hrλP = λP . Now we show that {q1, · · · , qr}
is an antichain. Assume to the contrary that there exist i and j such that i < j and
qi and qj are comparable. Since qi is maximal in P r (F ⊔ {q1, · · · , qi−1}) and qj ∈
P r (F ⊔ {q1, · · · , qi−1}), we have qi > qj . Then by Proposition 2.10 (a), we see that
γ∨(qi) < γ
∨(qj). Hence by the definition of the total order on HλP , we have hi < hj,
which contradicts to Condition (H1). Moreover it follows from Proposition 2.11 (b)
that
eλP−wF r˜h1 ···r˜hrλP = z[F ′].
Conversely, suppose that F ′ ) F and F ′ r F is an antichain. For q ∈ F ′ r F , we
put h(q) = (γ∨(q), 0) ∈ HλP . Since F
′ r F is an antichain, we can label the elements
of F ′rF so that h(q1) > · · · > h(qr). Then (h(q1), · · · , h(qr)) is the unique sequence
satisfying Conditions (H1) and (H2) in Proposition 4.6. 
5. Proof and corollaries of Main Theorem
In this section, we give a proof of the main theorem (Theorem 1.2 in Introduction)
and derive several consequences.
5.1. Proof of the Main Theorem. Recall the main theorem of this paper:
Theorem 5.1. Let P be a d-complete poset and F an order filter. Then the multivari-
ate generating function of (P r F )-partitions, where P r F is viewed as an induced
subposet of P , is given by
(22)
∑
σ∈A(PrF )
z
σ =
∑
D∈EP (F )
∏
v∈B(D) z[HP (v)]∏
v∈PrD(1− z[HP (v)])
,
where D runs over all excited diagrams of F in P .
Since the both sides of (22) factor into the product over the connected components
of P , the assertion of this theorem follows easily from the case where P is a connected
d-complete poset. Hence Theorem 5.1 is a direct consequence of the following two
theorems, which describe the ratio ξwF |wP
/
ξwP |wP of the localizations of elements in
the equivariant K-theory KT (X ) in two ways.
Theorem 5.2. For a connected d-complete poset P and an order filter F of P , we
have
(23)
ξwF |wP
ξwP |wP
=
∑
σ∈A(PrF )
z
σ,
under the identification zi = e
αi (i ∈ I).
Theorem 5.3. For a connected d-complete poset P and an order filter F of P , we
have
(24)
ξwF |wP
ξwP |wP
=
∑
D∈EP (F )
∏
q∈B(D) z[HP (q)]∏
p∈PrD(1− z[HP (p)])
,
under the identification zi = e
αi (i ∈ I).
First we prove Theorem 5.2 by using the Chevalley-type formula (Proposition 4.8).
Proof of Theorem 5.2. For an order filter F of P , we put
ZP/F (z) =
ξwF |wP
ξwP |wP
, GP/F (z) =
∑
σ∈A(PrF )
z
σ.
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It is clear that ZP/P (z) = GP/P (z) = 1. Hence it is enough to show that ZP/F (z)
and GP/F (z) satisfy the same recurrences:
ZP/F (z) =
1
1− z[P r F ]
∑
F ′
(−1)#(F
′rF )−1ZP/F ′(z),(25)
GP/F (z) =
1
1− z[P r F ]
∑
F ′
(−1)#(F
′rF )−1GP/F ′(z),(26)
where F ′ runs over all order filters such that F ( F ′ ⊂ P and F ′rF is an antichain.
First we prove (25). Under the isomorphism of posets given in Proposition 2.11
(a), the interval (wF , wP ] = {z ∈ W
λP : wF < z 6 wP } corresponds to {F
′ :
F ′ is an order filter of P and F ( F ′ ⊂ P}. Then by using the recurrence (18) and
Proposition 4.8, we see that
ξwF |wP =
1
(1− z[P ])− (1 − z[F ])
∑
F ′
(−1)#(F
′rF )−1
z[F ]ξwF ′ |wP
=
1
1− z[P r F ]
∑
F ′
(−1)#(F
′rF )−1ξwF ′ |wP .
Next we prove (26). LetM be the set of maximal elements of P rF . Then we have∑
F ′
(−1)#(F
′rF )−1GP/F ′ (z) =
∑
I⊂M,I 6=∅
(−1)#I−1GP/(F⊔I)(z).
For I ⊂M , we put
A(P r F )I = {σ ∈ A(P r F ) : σ(x) = 0 for all x ∈ I}.
Then we have
GP/(F⊔I)(z) =
∑
σ∈A(PrF )I
z
σ.
By the Inclusion-Exclusion Principle, we have∑
F ′
(−1)#(F
′rF )−1GP/F ′ (z) =
∑
σ∈A′(PrF )
z
σ,
where we put
A′(P r F ) = {σ ∈ A(P r F ) : σ(x) = 0 for some x ∈M}.
Given σ ∈ A(P r F ), let m = min{σ(x) : x ∈ P r F} and define σ′ ∈ A(P r F ) by
σ′(x) = σ(x) − m (x ∈ P r F ). Then the map σ 7→ (m,σ′) gives a bijection from
A(P r F ) to N×A′(P r F ), and
z
σ = z[P r F ]m · zσ
′
.
Hence we have ∑
σ∈A(PrF )
z
σ =
1
1− z[P r F ]
∑
σ∈A′(PrF )
z
σ.
This completes the proof. 
Next we derive Theorem 5.3 from the Billey-type formula (Proposition 4.7).
Proof of Theorem 5.3. By Proposition 4.7, we have
ξwF |wP =
∑
E∈E∗
P
(F )
(−1)#E−#F
∏
p∈E
(1− z[HP (p)]) .
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By using Proposition 3.13, we see that
ξwF |wP =
∑
D∈EP (F )
∏
p∈D
(1− z[HP (p)])
∑
S⊂B(D)
(−1)#S
∏
p∈S
(1− z[HP (p)])
=
∑
D∈EP (F )
∏
p∈D
(1− z[HP (p)])
∏
p∈B(D)
z[HP (p)].
By dividing the both sides by ξwP |wP =
∏
p∈P (1 − z[HP (p)]), we obtain the desired
identity (24). 
5.2. Corollaries of the Main Theorem. First we derive the equivariant coho-
mology version of Theorem 5.1. In addition to translating Nakada’s colored hook
formula [23, Corollary 7.2] from the context of roots to the context of d-complete
posets, the following corollary gives a skew generalization of it.
Corollary 5.4. Let P be a d-complete poset with d-complete coloring c : P → I
and F an order filter of P . Let a = (ai)i∈I be indeterminates. We put a(p) = ac(p)
(p ∈ P ) and define a linear polynomial a〈HP (u)〉 as follows:
(i) If u is not the top of any dk-interval, then we define
a〈HP (u)〉 =
∑
w6u
ac(w).
(ii) If u is the top of a dk-interval [v, u], then we define
a〈HP (u)〉 = a〈HP (x)〉 + a〈HP (y)〉 − a〈HP (v)〉,
where x and y are the sides of [v, u].
Then we have
(27)
∑
(q1,...,qn)
1
a(q1)(a(q1) + a(q2)) · · · (a(q1) + · · ·+ a(qn))
=
∑
D∈EP (F )
∏
v∈PrD
1
a〈HP (v)〉
,
where n = #(P rF ) and the summation is taken over all linear extensions of P rF ,
i.e. all labelings of the elements of P r F with q1, . . . , qn so that qi < qj in P r F
implies i < j.
Proof. Any (P r F )-partition σ ∈ A(P r F ) is determined by a nonnegative integer
r 6 n, an increasing sequence i1 < · · · < ir of positive integers and an increasing
sequence F ⊂ F0 ( F1 ( · · · ( Fr = P of order filters of P , by the condition
σ(x) =
{
0 if x ∈ F0 r F ,
ik if x ∈ Fk r Fk−1 and 1 6 k 6 r.
Hence we have∑
σ∈A(PrF )
z
σ
=
∑
F⊂F0(F1(···(Fr=P
∑
0<i1<···<ir
z[F1 r F0]
i1
z[F2 r F1]
i2 · · · z[P r Fr−1]
ir
=
∑
F⊂F0(F1(···(Fr=P
z[P r F0]
1− z[P r F0]
z[P r F1]
1− z[P r F1]
· · ·
z[P r Fr−1]
1− z[P r Fr−1]
.
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Now by using Theorem 5.1, we have∑
F⊂F0(F1(···(Fr=P
z[P r F0]
1− z[P r F0]
z[P r F1]
1− z[P r F1]
· · ·
z[P r Fr−1]
1− z[P r Fr−1]
=
∑
D∈EP (F )
∏
v∈B(D) z[HP (v)]∏
v∈PrD(1− z[HP (v)])
.
By substituting zi = t
ai (i ∈ I) and multiplying the both sides by (1− t)n, and then
by taking the limit t→ 1, we obtain∑
F=F0(F1(···(Fn=P
1
a〈P r F0〉a〈P r F1〉 · · ·a〈P r Fn−1〉
=
∑
D∈EP (F )
∏
v∈PrD
1
a〈HP (v)〉
,
where the summation on the left hand side is taken over all increasing sequences
F = F0 ( F1 ( · · · ( Fn = P of order filters of length n, and a〈D〉 =
∑
p∈D ac(p)
for a subset D ⊂ P . Such increasing sequences of order filters are in one-to-one
correspondence with linear extensions (q1, · · · , qn) of P r F by the relation
Fk = F ∪ {qn, · · · , qn−k+1} (0 6 k 6 n).
Hence we obtain the desired result. 
Remark 5.5. Corollary 5.4 can be proved by using the Billey formula [1, Theorem 4]
and the Chevalley formula [17, Theorem 11.1.7 and Corollary 11.3.17] for the equi-
variant cohomology along the same line as Theorem 5.1.
By specializing zi = q for all i ∈ I in (22), and ai = 1 for all i ∈ I in (27), we
obtain
Corollary 5.6. Let P be a d-complete poset and F an order filter of P . We define
the hook length hP (u) at u ∈ P as follows:
(i) If u is not the top of any dk-interval, then we define hP (u) = #{w ∈ P : w 6
u}.
(ii) If u is the top of a dk-interval [v, u], then we define hP (u) = hP (x)+hP (y)−
hP (v), where x and y are the sides of [v, u].
Then we have
(a) The univariate generating function of (P r F )-partitions is given by
(28)
∑
σ∈A(PrF )
q|σ| =
∑
D∈EP (F )
∏
v∈B(D) q
hP (v)∏
v∈PrD(1− q
hP (v))
.
(b) The number of linear extensions of P r F is given by
(29) n!
∑
D∈EP (F )
∏
v∈PrD
1
hP (v)
,
where n = #(P r F ).
If P = D(λ) and F = D(µ) are shapes corresponding to partitions λ ⊃ µ, Equations
(28) and (29) reduce to Morales–Pak–Panova’s q-hook formula [22, Corollary 6.17]
and Naruse’s hook formula [26] respectively. The trace generating function of revers
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plane partitions of skew shape [22, Corollary 6.20] is obtained from Theorem 5.1 by
specializing
zi =
{
tq if i is the color of the maximum element of D(λ),
q otherwise.
Remark 5.7. Theorem 5.1 and its corollaries hold for heaps H(w) associated to
dominant minuscule elements w in any symmetrizable Kac–Moody Weyl groups, after
suitable modifications are made. See Remarks 2.12 and 3.18.
5.3. Example.
Example 5.8. Let P = S(3, 2, 1) ⊃ F = S(2) be the shifted shapes corresponding
to strict partitions (3, 2, 1) and (2). If we regard P as a d-complete poset with a d-
complete coloring c : P → {0, 0′, 1, 2} given in Example 2.8, then the hook monomials
in z = (z0, z0′ , z1, z2) are given by
z[HP (1, 1)] = z0z0′z
2
1z2, z[HP (1, 2)] = z0z0′z1z2, z[HP (1, 3)] = z0z1z2,
z[HP (2, 2)] = z0z0′z1, z[HP (2, 3)] = z0z1,
z[HP (3, 3)] = z0.
Since we have
EP (F ) =
{
,
×
}
,
we apply Theorem 5.1 to obtain∑
pi∈A(PrF )
z
pi =
1
(1− z0z1z2)(1− z0z0′z1)(1 − z0z1)(1− z0)
(30)
+
z0z0′z1z2
(1− z0z0′z1z2)(1− z0z1z2)(1 − z0z0′z1)(1− z0)
=
1− z20z0′z
2
1z2
(1− z0z0′z1z2)(1 − z0z1z2)(1 − z0z0′z1)(1− z0z1)(1 − z0)
,
where
z
pi = z
pi(1,1)+pi(3,3)
0 z
pi(2,2)
0′ z
pi(1,2)+pi(2,3)
1 z
pi(1,3)
2 .
Example 5.9. Let P = S(3, 2, 1) ⊃ F = S(2) be the same as in Example 5.8. If we
regard P as the heap H(w(3,2,1)) for the Weyl group of type B3 (see Example 2.13),
then the hook monomials in z = (z0, z1, z2) are given by
z[H ′P (1, 1)] = z0z1z2, z[H
′
P (1, 2)] = z
2
0z
2
1z2, z[H
′
P (1, 3)] = z
2
0z1z2,
z[H ′P (2, 2)] = z0z1, z[H
′
P (2, 3)] = z
2
0z1,
z[H ′P (3, 3)] = z0.
Since we have
EP (F ) =
{
,
×
,
×
}
,
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we apply a heap version of Theorem 5.1 to obtain∑
pi∈A(PrF )
z
pi =
1
(1− z20z1z2)(1 − z0z1)(1 − z
2
0z1)(1 − z0)
(31)
+
z20z
2
1z2
(1 − z20z
2
1z2)(1− z
2
0z1z2)(1 − z0z1)(1− z0)
+
z0z1z2
(1 − z0z1z2)(1 − z20z
2
1z2)(1− z
2
0z1z2)(1 − z0)
=
1− z30z
2
1z2
(1− z0z1z2)(1 − z20z1z2)(1 − z0z1)(1 − z
2
0z1)(1 − z0)
,
where
z
pi = z
pi(1,1)+pi(2,2)+pi(3,3)
0 z
pi(1,2)+pi(2,3)
1 z
pi(1,3)
2 .
Note that Equation (31) is obtained from (30) by putting z0′ = z0.
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