In this research article, two finite difference implicit numerical schemes are described to approximate the numerical solution of the two-dimension modified reaction diffusion Fisher's system which exists in coupled form. Finite difference implicit schemes show unconditionally stable and second-order accurate nature of computational algorithm also the validation and comparison of analytical solution, are done through the examples having known analytical solution. It is found that the numerical schemes are in excellent agreement with the analytical solution. We found, second-implicit scheme is much faster than the first with good rate of convergence also we used NVIDA devices to accelerate the computations and efficiency of the algorithm. Numerical results show our proposed schemes with use of HPC (High performance computing) are very efficient and reliable.
Introduction
Reaction diffusion (RD) equations rise up naturally in systems consisting of many interacting factors, such as chemical reactions and are widely used to identify pattern formation phenomena in diverseness of biological and physical systems [1] . The primary ingredients of all these models are in the form of mathematical balance equation [1] which is in two dimensions ( ) ( (2) with a nonlinear source term ( ) 2 R u u u = − [2] [3] [4] . A typical solution of the Equation (1), a propagating front, separating two non-equilibrium homogeneous states, one of which ( ) 1 u = is stable and another one ( ) 0 u = is unstable, such fronts behavior is often said to be propagation into stable state and also other referred to as waves (or fronts) of transition from an unstable state [3] [4] [5] . The interest in these fronts was stimulated in the early 1980s, such as these fronts can be found in various physical, chemical as well as biological systems [5] [6].
The reaction diffusion Equation (2) u R [7] [8] .
Researchers have studied these model problems such as the stability of symmetric traveling waves in the Cauchy problem for a more general case than Equation (2) ; also some researchers explained perturbation method and found an approximate solution by expanding the solution in terms of a power series and in terms of some small parameters [8] .
In this paper, we suggest a reaction diffusion system, which agree to several physical phenomena, the most common is the change in space and time of the concentration of one or more chemical substances. Local chemical reactions in which the metamorphosed into each other, and diffusion which causes the substances to spread out over a surface in space. Reaction diffusion systems are naturally applied in chemistry. However, the system can also describe dynamical processes of non-chemical nature. Mathematically, reaction diffusion systems take the form of semilinear parabolic partial differential equations. The general form of our proposed reaction diffusion system in two dimension, is ( )
where β is diffusion coefficient and α is a reactive factor, and ( ) The outlook of the paper is in Section 2 analytical solution, Section 3 smoothness and uniqueness, Section 4 numerical methods, Section 5 numerical results and Section 6 discussion.
Analytical Solution
To derive the analytical solution of the given system in (3), (4), we assume the solution of the two dimension coupled reaction diffusion system, in the following form ( ) 
Smoothness and Uniqueness of the Reaction Diffusion System
In order to guarantee the smoothness and uniqueness of a positive solution and to obtain upper and lower bounds of the solution, it is necessary to impose some general assumptions on the various physical parameters and the reaction function [9] [10] . Throughout this paper, we always assume that the diffusion coefficient β is positive in domain Ω also at 0 t = the initial values 0 0 , u v are non-negative, where the smoothness hypothesis is used only for the existence problem of the corresponding linear system, and the non-negative hypothesis on the data is to obtain non-negative solutions [9] [10] . Let us consider the system, 
motivated by the nonlinear reaction functions given by Equation (7), we make the following basic assumption on functions f and g [9] [10].
Assumption or Hypothesis (H)
f v ∂ ∂ exists and is bounded subsets of domain Ω and there exists a function with
[10]. This definition implies that the function f is monotone non-decreasing in v and is uniform bounded for 0 v ≥ [9] [10] . Clearly this condition is satisfied by Journal of Applied Mathematics and Physics both functions f and g, thus this property leads to
where above Equation (8) represents 1 2 , F F are quasi monotone non-increasing and quasi monotone non-decreasing functions in Ω respectively [9] [10].
According to classification of the reaction functions, 1 2 , F F are typed III functions [9] [10], which leads to the following definition of the solutions.
Definition
A smooth pair of two vector functions ( ) 
Boundary Conditions, 0, ,
In the above definitions the smoothness of ( )
, u v is in the sense that these functions are continuously differentiable to the order appeared in Equations (7) and (8) respectively [9] [10]. Hypothesis and above definition leads to the following theorem.
Theorem
Let f and g satisfy above hypothesis (H). If there exist upper and lower solutions ( )
u v converges monotonically from above and below, respectively, to a unique solution (u, v) of system (7) [9] [10] . Moreover ( )
u t x y u t x y u t x y t x y v t x y v t x y v t x y
The usefulness of the above theorem is that through suitable construction of upper and lower solutions, not only can the existence problem be ensured, but the stability and the asymptotic behavior of the time dependent solution can also be established from the behavior of the upper and lower solutions [9] [10] . Thus, the definition of stability of a steady state solution is in the usual sense of Lyapunov function [9] [10]. Unlike scalar systems or coupled systems with qua-Journal of Applied Mathematics and Physics si-monotone increasing function, the upper and lower solutions for the present system are interconnected and to be determined simultaneously from relations in Equation (9) . This makes the determination of these functions more delicate, especially in relation to the stability property of non-homogeneous systems [9] [10]. Nevertheless, for the global existence problem or the stability problem with homogeneous boundary conditions the construction of those functions is not very difficult [10] .
Numerical Methods
We consider the numerical solution of the nonlinear system in (5), (6) and (7) 
Second Order Implicit Scheme
The Crank Nicolson scheme for the system in (3) and (4) can be displayed as follows: [18] . The scheme in Equation (11) 
Computationally Efficient Implicit Scheme
In search of a time efficient alternate, we analyzed the naive version of the Crank
Nicolson scheme for the two dimensional equation, and find out that that scheme is not time efficient such that to get time efficiency, the common name of Alternating Direction Implicit (ADI) method can be used [19] [20] . In ADI scheme, the two steps are as follows:
The trick used in constructing of ADI scheme, is to split time step into two sweeps and apply two different stencils in each half time step, therefore to increment time by one time step in grid point , we first compute both of these stencils, such that the resulting linear system is block tridiagonal [20] [21] [22] .
The scheme in Equation (12) 
Algorithm
The nonlinear system of Equation (12), can be written in the form:
where ( ) 2) For 0,1, 2, k =  until convergence achieve.
− Solve the linear system 
Norms
The accuracy and consistency of the schemes is measured in terms of error norms specially 2 L and L ∞ which are defined as: 
Two more interesting error are listed below, 
Numerical Results
Numerical computations have been performed using the uniform grid, for the test problem, the approximated and analytical solutions such as ( ) , , u x y t and ( ) , , U x y t have been given in Table 1, Table 2 Tables 3-8 , we analyzed some more feathers using ADI scheme at different grids along the same parameters as we mentioned above. We discussed some interesting feathers regarding computer system using ADI scheme in Table 9, Table 10 Table 4 . Error comparison by ADI scheme at different grid sizes, at t = 1 and time step = k = 0.0001. 
Discussion
In this research article, Crank Nicolson scheme has been successfully applied to find the solutions of two-dimension nonlinear reaction diffusion system. The accuracy and stability of the scheme demonstrated by test problem with data tables and figures. According to T Lakoba [32] , implicit CN scheme is not efficient in term of computational time, as we see, the linear algebraic system from Jacobean matrix which is Penta block diagonal [32] [33] [34] , with two block diagonals adjacent and two are unpaired at the distance of L from main diagonal [33] [34] [35] . During simulation, unpaired block diagonals increase is that the implicit solver only requires a tridiagonal matrix algorithm to be solved, so that the difference between the true Crank Nicolson solution and ADI approximated solution has an order of accuracy of ( ) 2 
O k
and hence can be ignored with a sufficiently small time-step [32] - [37] . The ADI method is a predictor corrector scheme where part of the difference operator is implicit in the initial (prediction) step and another part is implicit in the final (correction) step, whereas in ADI scheme two diagonals are paired with main diagonal and no other diagonals as in Crank Nicolson, thus these schemes reduce the computational time and increase efficiency [32] - [37] . The following diagrams indicate the 
Computer Applications
Since last two decades, there is a challenging hasting among vendors and software development communities to bring improvement in performance for Journal of Applied Mathematics and Physics [39], see from Figures 7-9. Moreover, we used 2 Tesla k-80 accelerated NVIDA devices that are capable to deliver not only graphical processing purpose but also for general purpose processing [29] [38] [39] . However, our application structure is designed for MATLAB based on hybrid of tri-hierarchy level tightly coupled programming model containing CUDA (Compute Uniform Device Architecture) for accelerated computation [29] [38] [39] .
