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ABSTRACT
TIMING SYNCHRONIZATION IN MIMO-OFDM SYSTEMS
Farhan Farhan, M.S.T.
Western Carolina University (March 2013)
Director: James Z. Zhang
OFDM (Orthogonal Frequency Division Multiplexing) provides a promising physical layer for
4G and 3GPP LTE Systems in terms of efficient use of bandwidth and high data rates. It is used
in several applications like WiFi (IEEE 802.11n), WiMax (IEEE 802.16), Digital Audio Broad-
casting (DAB), Digital Video Broadcasting (DVB) and so on. OFDM suffers from inter-symbol
interference and inter-carrier interference in wireless and fading environments and it is impor-
tant to estimate and correct the start of OFDM symbol efficiently to reduce timing and frequency
offset errors. Synchronization issues in OFDM are crucial and can lead to certain amount of
information loss if they are not properly addressed. There are two modes of implementation
forDigital Video Broadcasting-Terrestrial (DVB-T) and this thesis implements the 2K mode. It
highlights the implementation of OFDM in DVB-T according to the European Telecommuni-
cations Standards Institute (ETSI) . It mainly focuses on the timing offset problem present in
OFDM systems and its proposed solution using Cyclic Prefix (CP) as a modified Schmidl and
Cox’s (SC) algorithm. Simulations were performed to compare the different synchronization
methods with different amount of timing offsets and under different channel environments.
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CHAPTER 1: INTRODUCTION
This chapter reviews the history and architecture of OFDM. Section 1.1 explains the
history of multicarrier systems and the evolution of Orthogonal Frequency Division Multiplex-
ing (OFDM). Section 1.2 explains the detail of OFDM transmitter and receiver. It also explains
the other blocks of an OFDM system. The limitations and drawbacks associated with OFDM
has been explained in section 1.3. The applications of the OFDM are reviewed in section 1.4
whereas section 1.5 reviews the different wireless, digital video and audio standards.
1.1 History
The advancement in wireless and mobile communication has led the researchers to design and
implement transceiver with higher data rates using the bandwidth efficiently. The single carrier
modulation scheme is not enough to meet the demands of high data rates and higher capacity.
To achieve this goal, multicarrier networks such as Frequency Division Multiplexing (FDM)
were utilized since 1950’s but it was hard to implement those networks. This implementational
complexity caused to limit their use for military applications [1] . In a multicarrier system,
there are a number of carriers which carry the information in parallel manner. This system is
less susceptible to noise and interference especially in wireless environment. Chang [2] was the
first who introduced OFDM by further developing and utilizing the Frequency Division Multi-
plexing (FDM) in 1950.
1.2 Orthogonal Frequency Division Multiplexing (OFDM)
Orthogonal Frequency Division Multiplexing is a digital Multi-carrier modulation scheme in
which a large number of closely spaced orthogonal subcarriers are used to carry the data [3].
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The data is divided into several parallel data streams or channels, one for each sub-carrier. Each
sub-carrier is modulated with a conventional modulation scheme such as M-ary Phase Shift
Keying (M-PSK) or Quadrature Amplitude Modulation (QAM) at a low symbol rate, maintain-
ing total data rates similar to those in a conventional single-carrier modulation scheme in the
same bandwidth.
1.2.1 Structure of OFDM
This section describes the transmitter, receiver and other blocks of OFDM system [4]. The
block diagram of OFDM transceiver is shown in the Figure 1.1.
Figure 1.1: Structure of OFDM System
Transmitter
In a conventional OFDM transmitter [5], serial stream of data is first generated. This serial data
is then mapped to the complex symbols using different constellation mapping either Phase Shift
Keying or Quadrature Amplitude Modulation. After mapping to different complex symbols, the
serial data is converted into parallel streams of data using a serial to parallel block (S/P). We
use Inverse Fast Fourier Transform (IFFT) to modulate the parallel data stream. After perform-
ing IFFT, the data is again converted into serial stream using the parallel to serial block (P/S).
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This process in the transmitter [6] gives the passband OFDM signal after up-conversion to be
transmitted.
Cyclic Prefix (CP)
The OFDM transceiver has a block named Cyclic Prefix (CP) or Guard Interval (GI) which
is appended at the start of the serial stream at the baseband before up-converted to passband
frequency. The cyclic Prefix is actually an exact copy of the last part or samples of the data.
The purpose of CP is to remove the Inter-symbol Interference (ISI) and channel effects. The
drawback of cyclic prefix is that it is redundant and requires extra power to transmit along with
the OFDM symbol whose effect appears in Signal to Noise Ratio (SNR).
Channel
After upconversion of the baseband OFDM signal into passband OFDM signal, it is transmitted
over the channel. The channel is important if we want to investigate the system performance
over the physical layer. There are several types of channel distributions and have different
channel characteristics. The one very important channel model is Additive White Gaussian
Noise (AWGN) channel but in the practical situation, most of the time the signal encounters
multipath, frequency selective fading channels like Rayleigh or Rician Channel and therefore
AWGN channel is not good if we want to analyze the system performance over the terrestrial
link where signal will have to face multipath, interference, and non-linearity [7]. But it is a very
good model to investigate the system behavior in general.
Receiver
The receiver [8] in OFDM system is exactly the reverse of transmitter. At the receiver side, the
signal is first down-converted to baseband signal. After removing CP from the received data,
it is converted into parallel streams of data using the serial to parallel block. Then we perform
Fast Fourier Transform (FFT) of the data. The data is then converted into serial data and then
decoded to retrieve the information. We also perform the some synchronization algorithms to
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remove the synchronization errors at the receiver side.
1.2.2 Theory of OFDM
Orthogonality
Orthogonality in sub-carriers is one of the most important characteristics of OFDM. This makes
OFDM sub-carriers to overlap each other in frequency domain having efficient use of available
bandwidth. As described in [9], two time limited complex exponential signals will be orthogo-
nal if
1
Tsym
∫ Tsym
0
e j2π fkte− j2π fitdt =

1, ∀ integer k=i
0, otherwise
(1.1)
Where Tsym is the OFDM symbol duration. fk and fi represent different subcarrier frequencies
respectively.
It is an important to ensure that an OFDM system remains Inter-Carrier Interference (ICI) free
[3]. ICI degrades the system performance but the feature of orthogonality provides the guaran-
tee for the system to be ICI free.
OFDM Modulation and Demodulation
After encoding data and mapping it to the constellation symbols, it is converted into parallel
streams using serial to parallel converter. Consider Xm[k] be the mth transmit symbol at the kth
sub-carrier. Let Ψm,k(t) be the mth OFDM symbol at kth sub-carrier [9], given by:
Ψm,k(t) =

e j2π fk(t−mTsym), 0 < t ≤ Tsym
0, elsewhere
(1.2)
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Similarly, the continuous-time domain OFDM baseband signal can be written as:
xm(t) =
∞
∑
m=0
N−1
∑
k=0
Xm[k]e j2π fk(t−mTsym) (1.3)
where Xm[k] is the mth transmitted symbol at kth sub-carrier.
The baseband discrete-time OFDM signal will be written as:
xm[n] =
N−1
∑
k=0
Xm[k]e j2πkn/N for n = 0,1,2, ...,N −1 (1.4)
where N is the total number of samples.
As it can be observed that equation (1.4) represents the Inverse Discrete Fourier Transform
(IDFT) of Xm[k]. IDFT can be calculated efficiently by IFFT algorithms therefore there are
IFFT and FFT blocks in the block diagram to perform the operations of IDFT and DFT, respec-
tively.
The above equation was obtained by sampling the continuous-time baseband OFDM signal at
t = mTsym +nTs with Ts =
Tsym
N .
Consider the received baseband OFDM symbol ym(t) = ∑N−1k=0 Xm[k]e
j2π fk(t−mTsym) with
mTsym < t ≤ mTsym + nTs. The transmitted baseband OFDM signal Xm[k] can be reconstructed
using the orthogonality among the sub-carriers. The transmitted OFDM signal was recon-
structed without taking the effect of channel and noise [9]. The process is shown in discrete-time
domain as follows:
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Ym[k] =
N−1
∑
n=0
ym[n]e− j2πkn/N (1.5)
=
N−1
∑
n=0
{ 1
N
N−1
∑
i=0
Xm[i]e j2πin/N}e− j2πkn/N
=
1
N
N−1
∑
n=0
N−1
∑
i=0
Xm[i]e j2π(i−k)n/N = Xm[k]
1.3 Limitations and Drawbacks of OFDM
Though OFDM is very useful and it has made it possible to use bandwidth efficiently. How-
ever, it has some serious drawbacks which causes loss of information if they are not corrected
in the system. These errors include Timing Offsets, Carrier Frequency Offsets (CFO) and
Non-linearities. This section explains the above errors and their effects on the performance
of OFDM. As referenced in [9] and [10], the details of these errors are eplained as follows.
Timing Offset Error
In OFDM, modulation and demodulation are accomplished using IFFT and FFT techniques
which cause delay in the system. It is important to find the start of the OFDM symbol at the
receiving end and the error in estimating the beginning of symbol causes the timing offset error.
Therefore it is necessary to perform symbol time synchronization to accurately locate the start
of the OFDM symbol. If this delay is not corrected, it causes phase rotation in the constella-
tion. Let δ be the amount of offset in time domain, it causes a phase offset of 2πkδ/N in the
frequency domain. This phase offset varies directly in proportion to the sub-carrier index k [9].
Consider the received signal in time-domain with the timing offset already introduced
in it, i.e., x[n+δ], then the FFT of that signal is:
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Ym[k] =
1
N
N−1
∑
n=0
xm[n+δ]e− j2πnk/N (1.6)
=
1
N
N−1
∑
n=0
{
N−1
∑
i=0
Xm[i]e j2π(n+δ)i/N}e− j2πnk/N
=
1
N
N−1
∑
i=0
Xm[i]e j2πiδ/N
N−1
∑
n=0
e j2π
i−k
N n
= Xm[k]e j2πkδ/N
The above expression (1.7) shows that sub-carrier frequency components remain or-
thogonal but the phase offset term causes the rotation in signal constellation.
Carrier Frequency Offset
Carrier Frequency Offset is the amount of offset introduced by the mismatch in the frequency
of transmitter and receiver local oscillator (LO), non-linear channels and Doppler shifts [11].
The type of carrier distortion introduced by the non-linearities of the channels is phase noise
whereas CFO is the one produced by Doppler Shifts [9]. Synchronization of CFO correction is
necessary to avoid loss of orthogonality in sub-carriers. As referenced in [9], consider carrier
frequencies at transmitter and receiver as fc and f
′
c. Suppose that fo is the offset frequency
obtained by taking the difference of fc and f
′
c. Let ε be the normalized CFO defined as:
ε =
fo
∆ f
=
fc − f
′
c
∆ f
(1.7)
where ∆ f is the sub-carrier spacing.
CFO has two parts namely integer CFO and fractional CFO. If εi is the integer part and ε f
is the fractional part of CFO, then
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ε = εi + ε f (1.8)
It is important to note that CFO causes a phase rotation of 2πnε for an OFDM signal in time-
domain and it is equivalent to a frequency shift of amount −ε for OFDM signal in frequency-
domain.
Peak to Average Power Ratio (PAPR)
Another problem that OFDM has is the Peak to Average Power Ration (PAPR). After the op-
eration of IFFT (which adds the N sinusoids) at the transmitter side, large peaks are produced
by some of the combinations of sinusoids. These large peaks make it difficult for the design in
terms of IFFT or FFT wordlength, DAC or ADC and High Power Amplifier (HPA). The satu-
ration at HPA occurs due to these large peaks which causes in and out of band distortion [12].
By definition, the PAPR is given by the ratio of maximum peak power divided by the average
power of the OFDM signal. There are several techniques proposed in the today’s literature to
reduce the PAPR of OFDM signals [13].
1.4 Applications and uses of OFDM
OFDM finds its use in many applications [14] in the field of wireless communication. With
specific design guidelines, it is used in Mobile and fixed Wireless Systems, Ultra-wide Band
(UWB) Systems and Cognitive Radio. OFDM has been adopted in IEEE 802.16 standards
[15] to aid data rate up to 75 Mbps at the frequency bands under 11 GHz. OFDM is used in
the downlink of 3GPP LTE as modulation technique. OFDM is also used in Digital Audio
Broadcasting and Digital Video Broadcasting.
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1.5 Wireless Standards
There are several different standards for wireless communication systems. Two main standards
are WiMAX and WiFi.
1.5.1 WiMAX (IEEE 802.16 family of Standards)
Worldwide Interoperability for Microwave Access (WiMAX)) is a telecommunications proto-
col that provides fixed and fully mobile Internet access [16] . The current WiMAX revision
provides up to 40 Mbps with the IEEE 802.16m update expected to offer up to 1 Gbps fixed
speeds. The WiMAX nomenclature was introduced by the WiMAX Forum, an industry consor-
tium, to promote the Institute of Electrical and Electronics Engineers (IEEE) 802.16 family of
standards for broadband wireless access systems. The early iterations of IEEE 802.16 focused
on line-of-sight (LOS) applications using high-frequency bands between 10 to 66 GHz. More
recently, efforts have been focused on specifying amendments to the early standards to support
non-line-of-sight (NLOS) applications between 2 to 11 GHz. The 802.16-2004 standard, more
commonly known as 802.16d, was published in 2004. The 802.16e standard is an amendment to
the 802.16d standard and was ratified at the end of 2005 and published as 802.16-2005. While
the 802.16d standard supports fixed and nomadic applications, the 802.16e standard supports
fixed, nomadic, portable and mobile solutions [17].
IEEE 802.16d
It is sometimes referred to as ‘FixedWiMAX ′, since it has no support for mobility. The Fixed
WiMAX IEEE 802.16d standard supports both Time Division Duplex (TDD) and Frequency
Division Duplex (FDD) services. The latter of which is far more popular with mobile wireless
providers than the newer TDD approach.
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IEEE 802.16e
IEEE 802.16e is an amendment to IEEE 802.16d. It introduced support for mobility and is
therefore also known as ‘Mobile WiMAX’. Mobile WiMAX is the WiMAX incarnation that is
of most commercial interest to date and is being actively deployed in many countries. Mobile
WiMAX is also the basis of future revisions of WiMAX. The IEEE 802.16 standard essentially
standardizes two aspects of the air interface - the physical layer (PHY) and the Media Access
Control layer (MAC). This section provides an overview of the technology employed in these
two layers in the mobile IEEE 802.16e specification.
• PHY
IEEE 802.16e uses Scalable OFDMA to carry data, supporting channel bandwidths between
1.25 MHz and 20 MHz, with up to 2,048 sub-carriers. It supports adaptive modulation and
coding, so that in benign channels, a highly efficient 64-QAM coding scheme is used, whereas
when the channel is bad, a more robust BPSK coding mechanism is used. In intermediate con-
ditions, 16-QAM and QPSK can also be employed. Other PHY features include support for
multiple antennas, i.e., a Multiple-In Multiple-Out (MIMO) system in order to provide good
NLOS characteristics (or higher bandwidth) and Hybrid Automatic Repeat request (HARQ) for
good error correction performance.
• MAC
The IEEE 802.16 MAC describes a number of Convergence Sublayers which describe how
wireline technologies such as Ethernet, ATM and IP are encapsulated on the air interface, and
how data is classified, etc. It also describes how secure communications are delivered, by using
secure key exchange during authentication, and encryption using AES or DES (as the encryp-
tion mechanism) during data transfer. Further features of the MAC layer include power saving
mechanisms (using Sleep Mode and Idle Mode) and handover mechanisms.
1.5.2 WiFi (IEEE 802.11 family of Standards)
The original version of the IEEE 802.11 standard was released in 1997 and adopted in 1999,
but is today obsolete. It specified two net bit rates of 1 or 2 Mbps, plus forward error correction.
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It specified three alternative physical layer technologies: diffuse infrared operating at 1 Mbps;
frequency-hopping spread spectrum operating at 1 Mbps or 2 Mbps; and direct-sequence spread
spectrum operating at 1 Mbps or 2 Mbps. The latter two radio technologies used microwave
transmission over the Industrial Scientific and Medical (ISM) frequency band located at 2.4
GHz [18]. Legacy IEEE 802.11 with direct-sequence spread spectrum was rapidly supplanted
and popularized by IEEE 802.11b.
IEEE 802.11a
The IEEE 802.11a standard uses the same data link layer protocol and frame format as the orig-
inal standard, but an OFDM based air interface (physical layer). It operates in the 5 GHz band
with a maximum net data rate of 54 Mbps. Since the 2.4 GHz band is heavily used utilizing the
relatively unused 5 GHz band gives 802.11a a significant advantage.
IEEE 802.11b
IEEE 802.11b has a maximum raw data rate of 11 Mbps and uses the same media access method
defined in the original standard. IEEE 802.11b products appeared in the market in early 2000,
since IEEE 802.11b is a direct extension of the modulation technique defined in the original
standard. The dramatic increase in throughput of IEEE 802.11b devices (compared to the orig-
inal standard) along with simultaneous substantial price reductions led to the rapid acceptance
of IEEE 802.11b as the definitive wireless LAN technology. IEEE 802.11b devices suffer inter-
ference from other products operating in the 2.4 GHz band. Devices operating in the 2.4 GHz
range include: microwave ovens, Bluetooth devices, baby monitors and cordless telephones.
IEEE 802.11g
A third modulation standard was ratified as IEEE 802.11g in June 2003. The system works in
the 2.4 GHz band, but uses the same OFDM based transmission scheme as IEEE 802.11a. IEEE
802.11g hardware is fully backwards compatible with IEEE 802.11b hardware and therefore is
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encumbered with legacy issues that reduce throughput when compared to 802.11a by 21%.
IEEE 802.11g standard was rapidly adopted by consumers starting in January 2003, well before
ratification, due to the desire for higher data rates as well as reductions in manufacturing costs.
By summer 2003, most dual-band 802.11a/b products became dual-band/tri-mode, supporting
a and b/g in a single mobile adapter card or access point. Details of making b and g work well
together occupied much of the lingering technical process; in an 802.11g network, however,
activity of an 802.11b participant will reduce the data rate of the overall 802.11g network.
Like 802.11b, 802.11g devices suffer interference from other products operating in the 2.4 GHz
band.
IEEE 802.11n
IEEE 802.11n is a recent amendment which improves upon the previous 802.11 [19] stan-
dards by adding MIMO and many other newer features. IEEE ratified the 802.11n as standard
in September 2009. It defines modification to both 802.11 physical and medium access con-
trol layer. This modification was provided to achieve higher throughput, with a maximum of
throughput achieved to 100 Mbps. This type of network provides anytime access, optimum
performance for mobile users, coverage for RF environments and reliable connections.
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CHAPTER 2: LITERATURE SURVEY
This chapter reviews the timing correction techniques and different approaches proposed
in literature in the field of OFDM synchronization. Following are the different timing synchro-
nization algorithms detailed in the respective sections.
2.1 Schmidl and Cox’s Timing Algorithm
This method relies on the training sequence which has two identical halves in the time-domain
and remains the same after passing through the channel. However, there is a phase difference
introduced in them due to the carrier frequency offset. This algorithm used Pseudo-Noise (PN)
sequence to generate two identical halves in time domain by transmitting PN sequence on even
frequencies and zeros on the odd frequencies. The second training symbol has two different
PN sequences on both odd and even frequencies. The reason for using the PN sequence at
odd frequency is to measure the subchannels and at even frequency to determine the frequency
offset. At the receiver side, the correlation between the OFDM signal and known transmitted
training sequence is computed by using a window of L samples. This window slides along in
time to search for the first training symbol by the means of correlation. This algorithm gives
the timing metric as the result of correlation product normalized by the energy for the second
half-symbol. The metric reaches a plateau when the window of L samples completely overlaps
the first training symbol and the start of the OFDM frame can be taken anywhere in the spread
of that plateau. As given in the reference [10], the timing metric for OFDM signal with 1000
subcarriers, a carrier spacing of 12.4 MHz, and a signal-to-noise ratio (SNR) of 10 dB is shown
in the Figure 2.1.
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Figure 2.1: Example of Schmidl and Cox’s Timing Metric
Performance Analysis of Timing Estimator
There are two factors to consider when evaluating timing estimator. The first one is to miss a
training sequence and not detecting the signal or detecting a false sequence when there is no
signal present. The second is the degradation when the timing estimate deviates from the cor-
rect timing.
Statistical Distribution
Suppose each complex sample rl is expressed as the combination of signal and noise compo-
nent.
rl = xl +nl (2.1)
Define the variance of real and imaginary parts as:
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E[Re{xl}2] = E[Im{xl}2] = σ2x (2.2)
E[Re{nl}2] = E[Im{nl}2] = σ2n
Then the SNR can be defined as σ2x/σ2n. The next step is to find the mean and variance of the
estimator at the best timing. To achieve this goal, consider cross-correlation ‘P(d)’ as:
P(d) =
L−1
∑
l=0
(xd+l+L +nd+l+L)(xd+l +nd+l)∗ (2.3)
=
L−1
∑
l=0
x∗d+lxd+l+L + x
∗
d+lnd+l+L + xd+l+Ln
∗
d+l +n
∗
d+lnd+l+L
where d is the timing index and P(d) is the cross-correlation of the received samples.
Let doptimal represent the optimal timing index and at this correct timing P(d) can be written as:
|P(doptimal)| ≈ e− jϕ
L−1
∑
l=0
x∗doptimal+lxdoptimal+l+L +
L−1
∑
l=0
inPhaseϕ{x∗doptimal+lndoptimal+l+L+
xdoptimal+l+Ln
∗
doptimal+l +n
∗
doptimal+lndoptimal+l+L} (2.4)
where inPhaseϕ{.} is the in-phase component in the ϕ direction. As referenced in [10], |P(doptimal)|
is Gaussian with mean 2Lσ2x . Similarly auto-correlation ‘R(doptimal)’ can be written as:
R(doptimal) =
L−1
∑
l=0
[(
|xdoptimal+l+L|+ inPhasesdoptimal+l+L
{
ndoptimal+l+L
})2
+ (2.5)(
quadraturesdoptimal+l+L
{
ndoptimal+l+L
})2]
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R(doptimal) is also Gaussian with mean 2L(σ2x +σ2n).
2.2 Minn and Bhargava’s Approach
Minn and Bhargava [20] introduced two synchronization approaches to correct timing offset
by modifying the Schmidl and Cox’s algorithm. The one approach used was to modify the
pattern of training sequence and the other was to use the sliding window method over the one
whole symbol period rather than half symbol period. In sliding window approach, the concept
of averaging over 90% points was not used rather timing metric was averaged over the length
of window samples Ng+1 and Ng is the number of samples in guard interval. In the method
of using training sequence, the pattern used was [-A -A A A] without cyclic prefix. A repre-
sents the samples of length L = N4 generated by taking the N/4 point IFFT of the modulated
PN-sequence. In Minn and Bhargava’s approach, the channel used was Additive White Gaus-
sian Noise but the fading and multipath environments were not considered. The timing metric
defined by Minn and Bhargava using the Sliding window method is given as:
Λ1(d) =
1
Ng +1
0
∑
k=−Ng
Λ f (d + k) (2.6)
where Λ1(d) is the average of timing metric Λ f (d).
where Minn and Bhargava’s timing metric ‘Λ f (d)’ can be calculated as:
Λ f (d) =
|P(d)|2
R2f (d)
(2.7)
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and
R f (d) =
1
2
N−1
∑
m=0
|r(d +m)|2 (2.8)
Where r(k) is the received sample and R f (d) is the auto-correlation.
P(d) is taken from the Schmidl and Cox’s method and is defined as:
P(d) =
L−1
∑
m=0
r∗(d +m)r(d +m+L) (2.9)
Similarly, the timing metric defined in Training Symbol method is the same as Λ1(d) but the
difference is in the definition of P(d) and R(d). It is defined as:
Λ2(d) =
|P2(d)|2
R22(d)
(2.10)
The cross-correlation between the positive and negative parts of the sequence [20] is given by
P2(d) as:
P2(d) =
1
∑
k=0
L−1
∑
m=0
r∗(d +2Lk+m)r(d +2Lk+m+L) (2.11)
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and auto-correlation is given by as:
R2(d) =
1
∑
k=0
L−1
∑
m=0
|r(d +m+2Lk+L)|2 (2.12)
2.3 Classen et al. Approach to Timing Synchronization
Classen [21] introduced two different timing correction techniques for coarse and fine timing,
respectively. In this paper, channel impulse response (cir) was used to achieve frame synchro-
nization as fine timing. In coarse timing, both timing and frequency offset were unknown and
the approach of periodic structure was used to find the start of the symbol. This was accom-
plished by minimizing the metric δ̂ defined by the equation:
δ̂ = argmin
{
Ng−1+δ
∑
i=δ
(|rl[n+ i]|− |r∗l [n+N + i]|)2
}
(2.13)
where rl is the received lth sample and δ is the amount of time offset.
In fine time offset correction, it was assumed that CFO estimation and correction have been
made. Mainly this technique used the information of cir to obtain timing offset correction. The
technique was to consider the energy maximization of cir within interpolation window. This
technique causes the energy of channel estimate to get maximized. Since interpolation adds no
additional information so the metric was evaluated at the pilot positions.
2.4 Park et al. approach to Timing Synchronization
This method was proposed in modification of Schmidl and Cox’s method and Minn and Bhar-
gava’s method to remove the deficiency found in timing estimator. It was achieved by changing
the pattern of training sequence and the pattern of the training sequence is given by:
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P = [xN/4 y
∗
N/4 xN/4 y
∗
N/4] (2.14)
where xN/4 represents the samples of length N/4 generated by IFFT of PN-sequence and y∗N/4
is the conjugate of xN/4.
The metric defined in this method is given as:
ΛP(d) =
|P3(d)|2
(R3(d))2
(2.15)
where P3(d) is the cross-correlation sequence and R3(d) represents the auto-correlation se-
quence. Both cross-correlation and auto-correlation are given in (2.16) and (2.17), respectively:
P3(d) =
N/2
∑
k=0
r(d − k)r(d + k) (2.16)
R3(d) =
N/2
∑
k=0
|r(d + k)|2 (2.17)
The estimation of timing happens at the desired correct symbol timing and the rest of the values
of mutual product are zero but this timing synchronization algorithm is very sensitive to indoor
multipath and AWGN channels.
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CHAPTER 3: PROPOSED APPROACH AND METHODOLOGY
3.1 Implementation of DVB-T (Digital Video Broadcasting-Terrestrial) using
OFDM
The block diagram for DVB-T standard is shown in the Figure 3.1. The processes described
in this diagram are carried out in a Digital Signal Processor (DSP). This section focuses on the
implementation of 2K mode of DVB-T standard and the parameters for this mode are given in
table 3.1.
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Figure 3.1: Block Diagram for DVB-T Transmitter
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Table 3.1: OFDM Parameters for DVB-T 2K mode
Parameter 2K mode
Elementary Period (T) 7/64 µs
Number of carriers (K) 1705
Value of carrier number Kmin 0
Value of carrier maximum Kmax 1704
Duration (TU ) 224µs
Carrier Spacing ( 1TU ) 4,464 Hz
Spacing between carriers Kmin and Kmax (K−1TU ) 7.61 MHz
Allowed guard interval ∆TU 1/4 1/8 1/16 1/32
Duration of symbol part TU 224µs
Duration of gaurd interval ∆ 56µs 28µs 14µs 7µs
Symbol duration Ts = ∆+TU 280µs252µs238µs231µs
The OFDM signal expression in DVB-T is given by the following emitted signal
x(t) = Re
{
e j2π fct
∞
∑
m=0
67
∑
l=0
kmax
∑
k=kmin
cm,l,kΨm,l,k(t)
}
(3.1)
where:
Ψm,l,k(t) =

e j2π
k
′
TU
(t−∆−l×Ts−68×m×Ts), (l +68×m)×Ts
≤ t ≤ (l +68×m+1)×Ts
0, elsewhere
(3.2)
where:
k denotes the carrier number;
l denotes the OFDM symbol number;
m denotes the transmission frame number;
K is the number of transmitted carriers;
Ts is the symbol duration;
TU is the inverse of the carrier spacing;
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∆ is the duration of the guard interval;
fc is the central frequency of the radio frequency (RF) signal;
k
′
is the carrier index relative to the center frequency, k
′
= k− (Kmax +Kmin)/2
cm,0,k complex symbol for carrier k of the Data symbol no.1 in frame number m;
cm,1,k complex symbol for carrier k of the Data symbol no.2 in frame number m;
...
cm,67,k complex symbol for carrier k of the Data symbol no.68 in frame number m
3.1.1 OFDM Frame Structure in DVB-T 2K Mode
The 2K mode of DVB-T is specifically for the mobile reception of standard definition DTV
(Digital Television). The OFDM transmission is carried out in frames. Each frame has a du-
ration of TF and consists of 68 OFDM symbols [22]. One super-frame consists of four frames
and each symbol is comprised of 1705 carriers in 2K mode with Ts as the symbol duration. It
is composed of two parts: a useful part with duration TU and a guard interval with a duration ∆.
The guard interval consists in a cyclic continuation of the useful part, TU , and is inserted before
it. There are four values of guard intervals that can be used as defined in [23]. The symbols in
OFDM are numbered from 0 to 67. All the symbols have data and reference information. There
are standards only for DVB-T transmitter and the design of receiver is open.
3.1.2 OFDM Transmission and Reception in DVB-T
A block diagram of the generation of OFDM symbol is shown in the Figure 3.2. The approach
is similar to what was done in [24] and the only difference was the addition of timing jitter
and different distribution of physical channels. The addition of timing offset, physical channel
distributions and performance analysis made it more realistic and practical. In the implementa-
tion, it was important to consider the appropriate simulation time and in order to fulfill Nyquist
criterion, simulation period was kept related to elementary period T . Rs = 40/T was used as the
relation between simulation period and elementary period which gave carrier frequency nearly
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equal to 90MHz. The centering of OFDM spectrum at carrier frequency was achieved by using
the 2N-IFFT [24] and T /2 as elementary period.
Figure 3.2: OFDM symbol generation
Similarly, the block diagram for the reception of OFDM symbol is straight opposite of
generation of OFDM symbol. The block diagram is shown in the figure 3.3.
Figure 3.3: OFDM Symbol Reception
3.2 Timing Synchronization and Proposed Approach
There are several methods to address the issue of timing offset correction in literature. Classen
focused on a method to find both timing offset and carrier frequency offset together. In his
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method, he considered the trial and error method which was very computationally complex [21].
Another way to find the timing offset is using the means of slopes of the curve of carrier phases
in pilots versus the index of pilots.Minn and Bhargava presented the timing synchronization by
modifying the Schmidl and Cox’s method and using a new pattern for training sequence [20].
This paper provides the modified Schmidl and Cox’s approach by not using the training se-
quence and making cyclic prefix (CP) as the reference. It does not normalize the correlation
metric as it was done in Schmidl and Cox’s algorithm. The main advantage of avoiding training
sequence is to obtain efficiency in transmitting power. The methods which require the use of
training preamble require extra overhead for transmitting training sequences along with the in-
formation signal. This approach uses the sliding window technique to compute the correlation
of the received signal with the cyclic prefix which is already known to the user. The timing met-
ric obtained by the correlation shows the variance and the start of OFDM frame can be taken
where the maximum lies in this spread of variance. A comparison of some different synchro-
nization schemes as described in literature survey was performed and those results as well as
the proposed approach are shown in the following figures.
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Figure 3.4: Proposed Approach
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Figure 3.5: Minn and Bhargava’s Approach
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CHAPTER 4: RESULTS
This chapter presents the results of all the simulations done during the implementation
and the performance of DVB-T using OFDM.
4.1 AWGN Environment
The system of OFDM was implemented using DVB-T as an example [24]. To make the analysis
more practical, the effect of symbol timing offset was added and investigated. The channel
distribution used was Additive White Gaussian Noise (AWGN). We add 4096− 1705 = 2391
zeros to the signal info to achieve over-sampling and to center the OFDM spectrum. The above
operations can be seen in the following figures.
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Figure 4.1: Time Response of Signal Carriers
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Figure 4.2: Pulse Shape
It is clear that carriers are baseband discrete-time and we can use them for discrete-time
baseband simulation. However, the focus of this implementation was on passband continuous
time-domain simulation.
The first step to produce a continuous time-domain signal is to apply a transmit filter g(t) whose
impulse response is shown in the Figure 4.2.
After using the transmit filter, a reconstruction filter D/A was used to avoid aliasing.
The proposed reconstruction filter [24] is a Butterworth filter of order 13 and cut-off frequency
of approximately 1/T . The D/A filter response is shown in the Figure 4.3.
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Figure 4.3: D/A Filter Response
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Figure 4.4: Passband Signal
The next step was to perform the quadrature multiplex double-sideband amplitude mod-
ulation. In this modulation [25], an in-phase signal mI(t) and a quadrature signal mQ(t) are
modulated using the formula given below
x(t) = mI(t)cos(2π fct)+mQ(t)sin(2π fct) (4.1)
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By making the above equation as reference, we can express the emitted signal in (3.1) as
x(t) =
k=Kmax
∑
k=Kmin
Re(c0,0,k)cos
[
2π
((
k− Kmax+Kmin2
TU
+ fc
)
t − ∆
TU
)]
− (4.2)
k=Kmax
∑
k=Kmin
Im(c0,0,k)sin
[
2π
((
k− Kmax+Kmin2
TU
+ fc
)
t − ∆
TU
)]
where we can define the in-phase and quadrature signals as the real and imaginary parts of cm,l,k,
the 4-QAM symbols respectively. The complete time-domain passband OFDM signal is shown
in Figure 4.4.
Figure 4.5 shows the frequency response of the time-domain passband signal as well as power
density spectrum of the signal shown over the useful bandwidth.
0 0.5 1 1.5 2 2.5 3 3.5 4
x 10
8
0
10
20
30
Frequency Response of passband signal
Frequency (Hz)
|S
(f
)|
 (
dB
V
)
87 88 89 90 91 92 93 94 95 96
−60
−50
−40
−30
−20
−10
Frequency (MHz)
P
ow
er
/fr
eq
ue
nc
y 
(d
B
/H
z)
Welch Power Spectral Density Estimate
Figure 4.5: Frequency Response of the Passband Signal
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Figure 4.6: Time Response of Signal after Timing Jitter
The effect of timing offset in passband signal can be seen in Figure 4.6 where the com-
parison between signal with and without time offset is shown.
To observe the effect of timing offset in the system, physical channel information was
added. The distribution of channel used was AWGN. The effect of AWGN channel can be seen
in Figure 4.7.
0 1 2
x 10
−4
−20
−15
−10
−5
0
5
10
15
20
25
30
Passband Signal after AWGN Channel
Time (sec)
A
m
pl
itu
de
 (
V
)
Figure 4.7: Effect of AWGN Channel
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Figure 4.8: Signal Carriers at Receiver
The implementation of receiver was reverse of transmitter. The plot shown in Figure 4.8
shows stem plot of the carriers received at the receiver side. The ideal constellation diagram of
a 4-QAM signal is also shown in Figure 4.9.
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Figure 4.9: Ideal Constellation Diagram
In this study, the sampling rate is Ts = 2.747ns and the time offset was measured by
the number of samples delayed. Hence, the actual delay can be calculated using Td = kTs(ns),
where k is the number of samples delayed.
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4.1.1 Case-I (Time Offset=1 sample)
With the time offset value corresponding to 1 sample delayed, simulation was performed to
observe the reconstructed signal constellation and the results are as follows:
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Figure 4.10: Reconstructed Signal Constella-
tion with SNR=0 dB
−2 −1 0 1 2
−2
−1.5
−1
−0.5
0
0.5
1
1.5
info
h
 Received Constellation
Figure 4.11: Reconstructed Signal Constella-
tion with SNR=6 dB
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Figure 4.12: Reconstructed Signal Constella-
tion with SNR=12 dB
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Figure 4.13: Bit Error Rate with Time offset=1
sample
With the time offset corresponding to 1 sample, it is clear that reconstructed signal
constellation with higher SNR value follows the ideal constellation more closely than those
with less SNR value. It almost require the SNR of 9.8 dB to correct the bit errors at the level of
10−5.
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4.1.2 Case-II (Time Offset=5 sample)
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Figure 4.14: Reconstructed Signal Constella-
tion with SNR=0 dB
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Figure 4.15: Reconstructed Signal Constella-
tion with SNR=6 dB
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Figure 4.16: Reconstructed Signal Constella-
tion with SNR=12 dB
Figure 4.17: Bit Error Rate with Time offset=5
samples
The case II shows the effect of increased timing offset on the reconstructed signal constellation.
It requires more SNR than it was needed with timing offset of 1 delayed sample. Also, the SNR
value required to correct to the bit error rate at a level of 10−5 is also higher than previous case.
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4.1.3 Case-III (Time Offset=15 samples)
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Figure 4.18: Reconstructed Signal Constella-
tion with SNR=0 dB
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Figure 4.19: Reconstructed Signal Constella-
tion with SNR=6 dB
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Figure 4.20: Reconstructed Signal Constella-
tion with SNR=12 dB
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Figure 4.21: Bit Error Rate with Time off-
set=15 samples
Increasing the delayed samples for timing offset also affects the performance of the system in
terms of bit error rate and the trade off can be seen in terms of SNR value of about 10.5 dB.
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Table 4.1: Comparison of SNR (dB) versus Timing Offset for AWGN
Timing Offset (samples) BER SNR (dB) for AWGN
1 BER = 10−5 9.8
5 BER = 10−5 10
15 BER = 10−5 10.5
30 BER = 10−5 10.9
4.1.4 Case-IV (Time Offset=30 samples)
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Figure 4.22: Reconstructed Signal Constella-
tion with SNR=0 dB
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Figure 4.23: Reconstructed Signal Constella-
tion with SNR=6 dB
−2 −1.5 −1 −0.5 0 0.5 1 1.5
−1.5
−1
−0.5
0
0.5
1
info
h
 Received Constellation
Figure 4.24: Reconstructed Signal Constella-
tion with SNR=12 dB
Figure 4.25: Bit Error Rate with Time off-
set=30 samples
Table 4.1 shows the comparison of timing offset with SNR value in dB. It shows the effect of
different timing offset on bit error rate and the SNR required to correct it.
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4.2 Rayleigh Fading Environment
The simulations were performed to study the system with Rayleigh Fading Environment. The
Rayleigh channel was created by using five delayed signals with different delay values including
line of sight. The value of Doppler shift used was 100 and the number of trials were set to 100
too. The bandlimited impulse response of the channel was observed by using the visual channel
tool in MATLAB. Fading environment put more fading and delay on the signal [26] and it was
observed during the simulation.
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Figure 4.26: Effect of Rayleigh Fading Channel
Figure 4.27: Impulse Response of Rayleigh Fading Channel
The impulse response of channel (Figure 4.27) shows the effect of fading with different
value of delay and timing offset. It can be seen from the following results that higher SNR (dB)
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is required to achieve acceptable bit error rate.
Using the Rayleigh Channel distribution, a comparison was performed to observe the
effect of different values of time offset on the received constellation and the results are as fol-
lows:
4.2.1 Case-I (Time Offset=1 sample)
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Figure 4.28: Reconstructed Signal Constella-
tion in Rayleigh Environment with SNR=10
dB
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Figure 4.29: Reconstructed Signal Constella-
tion in Rayleigh Environment with SNR=35
dB
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Figure 4.30: Reconstructed Signal Constella-
tion in Rayleigh with SNR=60 dB
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Figure 4.31: Bit Error Rate with Time offset=1
sample in Rayleigh Environment
In Rayleigh environment, the effect of timing offset is more adverse than in AWGN. It requires
higher values of SNR to achieve acceptable level of bit error rate for the system in rayleigh
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fading environment.
4.2.2 Case-II (Time Offset=5 samples)
−3 −2 −1 0 1 2 3
−2.5
−2
−1.5
−1
−0.5
0
0.5
1
1.5
2
2.5
info
h
 Received Constellation
Figure 4.32: Reconstructed Signal Constella-
tion in Rayleigh Environment with SNR=10
dB
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Figure 4.33: Reconstructed Signal Constella-
tion in Rayleigh Environment with SNR=35
dB
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Figure 4.34: Reconstructed Signal Constella-
tion in Rayleigh with SNR=60 dB
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Figure 4.35: Bit Error Rate with Time offset=5
samples in Rayleigh Environment
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4.2.3 Case-III (Time Offset=15 samples)
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Figure 4.36: Reconstructed Signal Constella-
tion in Rayleigh Environment with SNR=10
dB
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Figure 4.37: Reconstructed Signal Constella-
tion in Rayleigh Environment with SNR=35
dB
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Figure 4.38: Reconstructed Signal Constella-
tion in Rayleigh Environment with SNR=60
dB
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Figure 4.39: Bit Error Rate with Time off-
set=15 samples in Rayleigh Environment
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4.2.4 Case-IV (Time Offset=30 samples)
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Figure 4.40: Reconstructed Signal Constella-
tion in Rayleigh Environment with SNR=10
dB
−3 −2 −1 0 1 2
−2
−1.5
−1
−0.5
0
0.5
1
1.5
2
info
h
 Received Constellation
Figure 4.41: Reconstructed Signal Constella-
tion in Rayleigh Environment with SNR=35
dB
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Figure 4.42: Reconstructed Signal Constella-
tion in Rayleigh Environment with SNR=60
dB
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Figure 4.43: Bit Error Rate with Time off-
set=30 samples in Rayleigh Environment
The reconstructed signal constellations affected by different amount of offset show that there
is a phase rotation associated with the constellation. The higher the timing offset, the more
scattering and phase shift it will cause to the constellation points. It was also observed that to
achieve the acceptable level of bit error rate, the SNR value of almost 40 to 60 dB is required.
Table 4.1 shows the comparison of different values of timing offset and the SNR required to
correct specified level of BER for Rayleigh environment.
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Table 4.2: Comparison of SNR (dB) versus Timing Offset for Rayleigh
Timing Offset (samples) BER SNR (dB) for Rayleigh
1 BER = 10−5 25
5 BER = 10−5 34
15 BER = 10−5 40
30 BER = 10−5 44
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CHAPTER 5: CONCLUSION AND FUTURE WORK
The main objective of this thesis was to study and investigate the need for timing syn-
chronization errors in OFDM system, the major effects of timing offset errors, performance of
system with reference to BER and then to compare some of the synchronization algorithms.
The goal was achieved by implementing the OFDM system using DVB-T as an example with
the effect as well as correction of timing jitter. On the concluding remarks, it was observed that
AWGN environment was primitive and good enough to study the topic whereas Fading envi-
ronment gives the more good picture of practical scenario.
In this thesis, the work was limited to timing offset errors and its correction but there are some
suggestions and ideas to be added in future to investigate the OFDM system on more compre-
hensive level.
5.1 Multiple Input Multiple Output (MIMO)
In a Multiple-Input-Multiple-Output system multiple antennas are used at both the transmitter
and receiver to improve communication performance. It is one of several forms of smart antenna
technology. MIMO technology has attracted attention in wireless communications, because it
offers significant increases in data throughput and link range without additional bandwidth or
transmit power. It achieves this by higher spectral efficiency (more bits per second per hertz
of bandwidth) and link reliability or diversity (reduced fading). Because of these properties,
MIMO is a current theme of global wireless research.
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5.1.1 Forms of MIMO
•Multiple-Input-Single-Output (MISO) is a degenerate case when the receiver has a single
antenna usual transmit diversity configuration.
•Single-Input-Multiple-Output (SIMO) is a degenerate case when the transmitter has a single
antenna usual receiver diversity configuration.
•Single-Input-Single-Output (SISO) is a radio system where neither the transmitter nor re-
ceiver has multiple antennas.
•MIMO is the case in when both the receiver and the transmitter have multiple antennas.
5.1.2 MIMO Techniques
To achieve MIMO from a conventional SISO system, several technologies have been proposed:
• Beamforming
• Space-time coding/processing
• SDMA
• Spatial multiplexing
The above MIMO technology can be added in the implementation to research the current issue
with more details.
5.2 Software Defined Radio (SDR)
After the recent development of new frequency bands, modes and services to wireless commu-
nication, there is a need to put all those new modes and services to one respective radio. In
other words, each new mode requires its own radio and baseband chipset stuffed into device
with single packaging [27]. SDR devices make use of general computational architecture such
as FPGAs, DSPs, General purpose CPUs to perform the baseband operations instead of specific
hardware (ASICs) [28].
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5.3 4G
Another technology to add in future in the research is 4G. OFDM is used in 3G and 4G com-
munication and it is important to investigate the performance of OFDM in these technologies.
4G includes two standards namely Long Term Evolution(LTE) and WiMax Mobile. LTE em-
ploys MIMO-OFDM in downlink and Single Carrier Frequency Division Multiple Access (SC-
FDMA) [29].
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