Abstract-Microgrids with distributed generation and storage assets often form an underdetermined system of power flow equations for balancing loads and generation. This feature is compounded for networked microgrid topologies. Advanced control strategies offer a solution to this power flow problem and often require a feedforward reference. This provides an opportunity to compute energy optimal references but with the limitation of solution computation time. Therefore, four optimal reference command generators were developed focusing on solution time and scalability to both asset quantity and number of microgrids networked. Strategies explored were pure numerical, closed form, and numerical hybrids, and a Lagrange multiplier method. A tradeoff existed between smaller solution time of the Lagrange multiplier method and guaranteeing a feasible solution intrinsic to the hybrid approaches. Timing trials were performed where generation assets per microgrid ranged from 1 to 130 000 and networked microgrid quantity ranged from 1 to 250. These trials quantified the bounds where subsecond updates rates could be achieved for two types of topologies.
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NOMENCLATURE

I. INTRODUCTION
M
ICROGRIDS can be broadly defined as power grids with loads, multiple generation assets, energy storage, and the ability to exchange power with another grid. Stationary microgrids exist, such as the Alameda County Santa Rita Jail in California, USA, where the interconnection is typically to a power grid with significantly larger generation and load capacity [1] . In this case, microgrid connection switching to the larger grid causes negligible transients in frequency and voltage. In contrast, connecting two or more microgrids having similar capacity and loads presents the possibility of causing nonnegligible transients and must be carefully controlled. There are advantages to networked microgrids including increased stability [2] , resiliency for satisfying critical loads, and providing ancillary services [3] , [4] .
Networking of individual microgrids could occur by electrically connecting the distribution buses of two or more microgrids by high voltage interconnections to allow shared generation assets among the loads within this new network. The microgrids would then need a power flow coordinating control scheme to dictate how to best utilize the combined 2168-6777 © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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generation assets, stabilize the system, and maintain bus voltage specifications. Networked microgrids could operate individually or coordinated depending on overall operation goals, such as maximizing system efficiency. Furthermore, networking enhances system operational flexibility and allows for scheduled maintenance of local generation assets, while other networked generation assets cover the system loads. The cost of networking lies with additional power electronics for interconnection, additional communication links, control hardware, and software. The networked power grid literature is emerging and falls into two distinct categories: 1) connection of existing, large power grids and 2) design and networking of new, smaller distribution-size microgrids. Examples of the first category include the Tres Amigas SuperStation project in USA [5] , the postulated connection of 30 existing power grids in Europe [6] , and the interconnection of Quebec, Canada, and New York, USA power grids [7] . In these studies, the motivation was increased renewable penetration and equalization of energy pricing over large geographic areas. Studies falling into the second category can be further subdivided into long period management and short period dynamic control. Sousa et al. [8] considered a networked microgrid example in their development of an optimal resource scheduling strategy. The multiobjective optimization approach was used to examine both operation cost and voltage regulation. Their 33-bus distribution network employed 66 generation assets segregated into four zones and was a perfect example of a networked microgrid focusing on day-ahead planning. By managing the active and reactive power production at the distribution level, they showed the ability to reduce the active power losses. Wouters et al. [9] considered a networked microgrid architecture for determining the optimal use of microgrid pools for residential power while also considering the coupled effects of heating and cooling requirements. This coupled analysis was particularly important, since combined heat and power units were used in the mix of assets. These results were similar to the proposed pools described in [4] where the diversity of the pools' assets and local loads were important to show a benefit of a networked microgrid architecture.
The above-described networked microgrid studies were concerned with long period management and solved using a numerical optimization approach. Indeed, most microgrid optimization and control studies focus on management at hour or greater time scales where the objective is usually cost of operation and sometimes augmented with additional objectives, including voltage regulation [8] and [10] , transmission power loss [11] and [10] , and fossil fuel generator emissions [12] and [13] . For these applications, the time to solution of the optimization problem is perhaps not a critical issue. In contrast, there exist microgrid control strategies discussed in Section II that rely upon subsecond optimal reference command updates for their operation, which we would define as an online optimal power flow solution. These schemes are important since they are grid architecture and size agnostic and can accommodate stochastic sources and loads. Furthermore, as microgrid networks expand, standard numerical approaches can fail to provide subsecond update rates. This highlights a need for computation time optimized techniques that were studied in this paper.
Droop control is one way to manage the distributed generation assets on a microgrid as described by Johnson et al. [14] for the dc, voltage control application. Each generator's output is a function of the voltage or frequency excursion measured at the point of its connection to the bus. Without additional compensation, the steady-state voltage operating point of a droopcontrolled dc microgrid will likely have error. For example, a recent study examined how distributed storage can be used to mitigate this effect for droop-controlled microgrids [15] . Although their focus was not droop control compensation, Kuznetsova et al. [16] did consider the role of energy storage in the hour-to-hour management of a microgrid with renewable generation and its interaction with a large, stationary grid. A relatively new approach to microgrid control, Hamiltonian surface shaping power flow control (HSSPFC) [17] and [18] , exploits the assumption that power electronic converters are used to connect generation, storage, and load assets to the bus of a single microgrid and to connect microgrids in a networked configuration. The motivation for applying the HSSPFC scheme to microgrids was to achieve stability when the majority of generation was from stochastic sources such as wind [19] . The HSSPFC approach used, for lack of a better phrase, a control system engineer's approach to the problem. Reduced-order models of the microgrid were used for developing both feedback and feedforward paths that resulted in closed-loop systems with proven stability. This required actuation, a key ingredient in any control system, and was realized through distributed energy storage. Power converter duty cycles and output currents were the control system's reference commands. Reference command updates in the subsecond range were desirable to fully exploit the millisecond response time of typical power converters. It was shown that slower command updates translated into reduced closed-loop performance [20] .
The work of Ou and Hong [21] has some similar aspects to it. They considered the maximum power point tracking control of a microgrid with photovoltaic and wind renewables. Their model included power electronics, at the switch level, and a higher level controller using a neural network. The similarities to the HSSPFC worked described earlier were due to the short period time scales and transients that they were concerned with. While their approach showed good results for the case considered, they were not focusing on scalability, and thus, it was not discussed.
One of the most important beneficial aspects of the HSSPFC method is its scalability. This means that potentially large numbers of assets can be connected to a single microgrid or numerous microgrids can be networked with arbitrary connection topologies without changes to the control architecture. In addition, assets can connect and disconnect without compromising stability and closed loop, steady-state performance. The importance of this arises when considering the broader microgrid definition where mobile assets are a primary form of generation and energy storage. For example, power exporting military vehicles, with significant energy storage capacity, required for silent watch requirements, could be interconnected to create an ad hoc, agile power grid [22] .
Simulation and experimental studies have been used to demonstrate the HSSPFC architecture for low numbers of assets and dc microgrids [20] . To fully realize the benefits of the control system's scalability to large number of assets and microgrids, numerically efficient strategies are needed to compute the reference commands, which is considered in this paper.
To summarize, the state-of-the-art optimal power management of microgrids to provide solutions within minute to hour microgrid control system updates is acceptable for low frequency outer loop management and droop control. Recent advances in microgrid control exploit power electronics connectivity of all grid assets and increase the ability to manage energy storage assets and achieve scalability both within the microgrid and with microgrid networks. The HSSPFC is one of these strategies. However, it requires subsecond commands updates not achievable by the state of the art. As far as the authors knowledge, the subsecond power apportionment problem has not been considered nor solved.
The focus of this paper is networked microgrid optimal control with subsecond update rates for the feedforward component of high bandwidth controllers. Our objective is to quantify the range of networked microgrids that can be accommodated by new control schemes such as the HSSPFC strategy. Its scalability attribute is potentially useful but only if the reference commands can be generated quickly for large scale systems. The closest recent study on this topic was by Ghasemi et al. [10] where time to solution was addressed for a single, ac microgrid optimization application balancing multiple objectives, including emissions, voltage error, and power loss. Solve times from 25 to 58 s were reported for the cases considered. Evaluating the effect of time to solution on microgrid size was not within the scope of their study. Wilson et al. [20] also considered the optimal reference command solution performance for a networked microgrid motivated by the HSSPFC scheme described earlier. Detailed iteration performance was provided, but the effect on grid size was not considered. The first contribution of this paper is the description of the networked microgrid optimal power apportionment problem in terms of its design and topology. For example, given the connectivity description, the number of assets in each microgrid and the number of microgrids, and a complete description of the number of equations and free variables are developed. The primary contribution of this paper is the development and comparison of multiple reference command solution strategies, in terms of time to solution, as a function of network grid complexity. This provides important information for networked microgrid implementation of the HSSPFC method or any other networked microgrid control scheme that requires feedforward, optimal, power flow reference commands in the subsecond regime.
II. NETWORKED MICROGRID MODELING
A scalable networked microgrid simulation, described in [20] , was developed in MATLAB and Simulink that allows for the study of control and optimization algorithms including their scalability effects. An example microgrid network illustrating the nomenclature used in the subsequent equation development is shown in Fig. 1 . In this example, both microgrid buses have two sources, and each microgrid bus is connected to two transmission lines. The microgrids' low voltage sources provide current to their higher bus voltage microgrids through boost converters (BCs). The microgrids are in turn supplying current to higher voltage transmission lines, again through BCs.
The converter models, used for the optimal power apportionment strategy developed in Section III, are based on a reduced order version of the five-state BC model schematic shown in Fig. 2 . The one-state model is shown in Fig. 3 and exploits the following assumptions.
1) The converter is located close to the source, v. Therefore, the parasitic line effects (R line , L line , C line ) can be considered negligible.
2) The converter is also located close to the dc bus.
Therefore, the parasitic line effects (R out , L out ) can also be considered negligible. The output capacitance of each converter C out can then be lumped into the total single capacitance of the bus C l . This model form was recently used for developing an optimal power flow solution for a single microgrid where both transient and steady-state responses were examined on (1)- (4) with idealized net source u + v.
a hardware-in-the-loop (HIL) simulation [23] . The HIL simulation used, switching converter models illustrating that a one-state BC model was adequate for computing power flow solutions. It was also used to examine the effect of invalid information exchange between assets for a single dc microgrid when using the HSSPFC scheme [24] .
The networked dc microgrid differential equations, developed in [20] , are given in (1)-(4). They can be used to model any topology consisting of p microgrids connected to q transmission lines. The p × q, boolean matrix, E, defines how the microgrids and transmission lines are connected while the elements of the p-dimensional vector m specify the number of distributed generation assets in the j th microgrid. In a similar manner, the elements of the p-dimensional vector m L define the number of unique resistive loads on each microgrid. Each transmission line and microgrid also have a net load represented by a parallel resistive and capacitive element. Equation (1) is the source-to-microgrid, averaged BC equation based on the lumped model of Fig. 3 . The model allows the microgrid-to-transmission line BCs to switch their current direction. Therefore, 2-(4) are given as two cases with either the microgrid bus voltage higher than the transmission line voltage v T k ≤ v B j or the reverse of this where v T k > v B j . Equation (2) is the microgrid-to-transmission line BC model. Equations (3) and (4) are the microgrid and transmission line load equations.
The distributed generation assets attached to the microgrids are shown with voltages v i j + u i j in (1)indicating the net combination of sources (e.g., fossil fuel generators or renewables) and stored energy (e.g., chemical or mechanical). It is assumed that an inner control system is managing storage and so the sum is available to the network to manage the loads. This inner and outer level control approach is described in [25] and [26] . The objective of the optimal power apportionment strategy is to compute a set of feedforward reference current and duty cycle settings, such that the p microgrid bus voltages and the q transmission line voltages are maintained in the presence of time-varying source voltages and electrical loads. It is further assumed that the dynamic response of the microgrid is significantly faster than the source and load variations and so the right sides of (1)- (4) can be set to zero resulting in a set of
q k=1 E j k duty cycles of the converter connections between microgrids and transmission lines, D C jk , and their
there is the possibility of creating a power flow solution that satisfies all of the algebraic equations while minimizing a specified objective function. In the remainder of this paper, we will develop several solutions to the optimal power apportionment problem that satisfy the steady state version of (1)- (4) while minimizing the power lost in the parasitic resistances
III. OPTIMAL REFERENCE COMMAND GENERATION METHODS Minimizing electrical loses, and thus minimizing fuel consumption for fossil fuel generation, is a typical microgrid management objective [10] , [11] . Therefore, the objective function of (5), introduced in [23] , that minimizes lost energy through parasitic resistances internal to the BCs is used
A. Networked Microgrid Steady State Power Flow Form
To aid the solution, the networked microgrid equations are formulated in terms of power and a steady-state assumption is imposed. Multiplying the steady-state version of (1)-(4) by i i j , i C j k , v B j , and v T k results in a power representation of the networked microgrid equations, shown in (6)-(9)
The power transfer between sources and microgrids, P i j , and between microgrids via transmission lines, P C jk , are shown in (10) and (11) and are unknowns
The resistive loses,
/R L i and 
B. Solution Methods
Four methods are developed below to obtain the optimal power apportionment solution. They have different properties, as will be seen through an example, in terms of their solve time and physical interpretation. It would be tempting to only focus on the most computationally efficient approach, but it may be of interest to grid management designers to see the tradeoffs between computational requirements and physical insight. Two of the more complex algorithms are explained through a small example to illustrate the process. The first method is the most general and its solution can be implemented with an numerical optimization algorithm that allows equality constraints. The other three methods reduce the numerical problem size by leveraging the quadratic form of the objective function to combine numerical and closed-form solution methods.
1) All Currents and Duty Cycles:
A straightforward approach to the optimization task was implemented by solving for the 2
, and i C jk BC duty cycles and currents. (6)-(9) are implemented as constraint equations while minimizing the objective function (5). This approach is considered the baseline for timing comparisons in Section IV.
2) Interconnection Currents and Duty Cycles: Investigation of expanding the closed-form solution found in [23] of the single microgrid topology to the networked microgrid topology is confounded by the coupling introduced in (3). These p equations can in general contain both source-tomicrogrid currents, i i j , and microgrid-to-transmission line currents, i C i j . An increase in performance was found by applying the closed-form solution for the individual microgrid buses and a numerical approach for the connection D C i j duty cycles and i C i j currents. This reduces the number of free variables to 2 p j =1 q k=1 E j k , which reduces computation time for topologies with large quantities of distributed generation and like the full solution, a feasible solution is always generated.
The individual microgrid buses can be solved closed form if the P i j power flow is known for each bus. Observing (6), there are p j =1 m j quadratic equations in terms of the currents i i j . Solving for the currents, and using the negative solution gives i i j (P i j ) shown in (13) where at this point the P i j are unknowns. Of the two possible i i j solutions, this one ensures that i i j has the smallest magnitude and thus the proper choice for reducing power consumed by parasitic resistances. When P i j > 0, power flows from the generators to their microgrids. While this is considered the nominal operating condition, it is important to note that flowing current from the microgrid to a generator is a possible scenario if distributed storage is colocated with the generator, and it is desired to increase the state of charge of the energy storage system when the generator is not producing power. That case is easily accommodated with a negative P i j . The microgrid buses in (8) can be rearranged and solved for P i j , where we introduce a new term of requested power P r i j between each microgrid and transmission line. Since the closed-form solution is computed each iteration of the numerical optimization process, the D C i j duty cycles and i C i j currents are known and allow solution of the optimal BC currents of (13) and their duty cycles using (10) . In summary, the steps for the interconnection currents and duty cycles approach are as follows.
1) Choose a set of P r, j connection power flow requests of (14) . This requires solving the transmission and connection constraints, (7) and (9), respectively. 2) Calculate the closed form solution for each P i j microgrid BC power of (14). 3) Calculate the objective function of (5), then iterate on Steps 1-3 using a numerical optimization algorithm until the minimum objective function value is found. 4) Determine the optimal BC currents i * i j with the solution obtained in step three using (13).
5) Calculate the optimal BC duty cycles from (10)
The utility of this approach is to reduce the number of computations required to calculate optimal control reference points for a networked microgrid system. An interesting result is each microgrid can operate locally optimally based on the requested power flow commands. This provides a method to reduce the optimization problem size down to the microgrid level.
3) Lagrange Multipliers: The approach described below requires the solution of p + q nonlinear, coupled equations to obtain the optimal power apportionment solution. While this sounds daunting, it is important to note that the dominant computational complexity is invariant with respect to topology changes and is only dependent on the total number of participating microgrids and transmission lines. Furthermore, the reduced form of the equations no longer requires a constrained optimization approach for solution, because the constraints are integrated. Therefore, a numerically efficient nonlinear least squares solver can be applied to this approach.
The method begins with noticing that (7) consists of p j =1 q k=1 E j k quadratic equations in the currents i C jk and they can be solved as shown in (15) where they are functions of the power P C jk . Again, the negative solution is used yielding the smallest current magnitude, and thus, the lowest resistive losses
Equations (13) and (15) can be substituted into the objective function, (5), resulting in J (P i j , P C jk ) thus removing any explicit dependence of J on the currents. Similarly, (15) can be substituted into the constraints of (8) and (9) resulting in φ B j (P i j , P C jk ) = 0 and φ T k (P i j , P C jk ) = 0 and again, having no explicit dependence on currents.
The optimal power values, P * i j and P *
C i j
, must satisfy the necessary conditions of (17) where the Hamiltonian, H is given in (18) where the p + q Lagrange multipliers,
Application of the necessary conditions of (17) allows the P * i j and P * C i j to be expressed in terms of the p + q optimal Lagrange multipliers, in particular,
). Now that the optimal power expressions' explicit dependence is only on the Lagrange multipliers, they can be back substituted into the constraint equations, (8) ) and P *
, λ *
T k
). The optimal power values can then be used to compute the optimal currents from (13) and (15), and finally, the optimal duty cycle settings, D * i j and D *
C i j
, are found from (10) and. (11) . The p + q nonlinear equations do not, in general, have a closedform solution and thus require a numerical solution approach.
4) Interconnection Currents:
A more physical solution is given in this last approach and yields the same optimal power solution above. It also has the attractive feature of always producing a feasible solution. The price paid for these benefits is an increase in computational complexity. The method requires a numerical optimization solver to find r = p j =1 q k=1 E j k − q free variables representing a subset of the currents flowing between microgrids and transmission lines. After selecting values for the currents, the net power flow for each microgrid can be computed using a combination of (7)-(9). Having established the power flow requirements for each microgrid, the optimal power apportionment for each microgrids' distributed generation can be computed using the solution presented in Section III-B2, specifically (13)-(14). Although the set of p solutions are locally optimal, the overall solution is optimal according to Bellman's principal of optimality [27] . This view alters the interpretation of (8) to being a power balance between the distributed generation and the microgrid's net power flow.
The process above can be implemented algorithmically for any connection scenario using the connectivity matrix E introduced earlier. A key part of the algorithm is to assure that the currents selected for optimization do not over constrain a solution. To illustrate this consider the j th column of E which represents the connections between all the microgrids and the j th transmission line. An unacceptable set of currents, to be used for optimization, would be all currents associated with all the 1 elements of a column of E. More specifically, there needs to exist at least one current, associated with a 1 in a column of E, that is not used during the optimization process and can be used to enforce a constraint caused by (7) or (8). This observation motivates the algorithm for selecting the optimization currents and for solving for all the microgrid power flows and remaining currents that are not selected during the optimization process.
1) Define the kth column sum of E as a k = q j =1 E j k . For each of E values, k columns select the current corresponding to the a k − 1 rows containing a 1. One approach is to start at the top of each column and continue selecting currents until the second to last 1 is reached. At this point, an appropriate set of r currents has been selected for optimization. The remaining q currents are a function of the selected currents and will be resolved out. 2) Solve (7) for the P C jk corresponding to the r currents in step 1. 3) Substitute the P C jk powers from Step 2 into (8) or (9) corresponding to q the currents. 4) Solve the new (8) or (9) for the q currents, i C jk using (15). 5) Solve (14) for P r, j , then (14) for P i j . 6) Solve for the distributed generation currents, i i j , using (13). 7) Compute the objective function of (5). Once the power flows are established for each of the microgrids, the currents for all the distributed assets i i j are computed that are optimal for each microgrid. Since the objective function J contains all the lost power terms for the entire grid, the r currents determined by the numerical optimization process are optimal. This algorithm and the Lagrange multipliers method are illustrated below for a simple example.
5) Lagrange Multipliers Example:
The two-microgrid system, shown in Fig. 4 , is used to illustrate the Lagrange multipliers strategy and later the interconnection currents approach. Consider a network where
Applying (6)- (9) to this example results in the nine power balance equations of (20)- (21) − R 11 i
with the objective function
and Hamiltonian
Applying the necessary conditions of (17) gives
Since the power expressions above must be positive, several constraints on the Lagrange multipliers arise as shown in (25) 
Substituting the optimal power expressions of (17) gives the optimal currents as a function of the optimal Lagrange multipliers, shown in (26)
The constraint equations, (21) and (21), can be expressed in terms of three polynomial equations in the three optimal Lagrange multipliers of (27) . After solving them for the λ * , their values can be substituted into (26) and (24) to compute reference currents and powers. Finally, the reference duty cycles are found with (10) and (11) to provide the optimal, feedforward required by the networked microgrid control system
The two microgrid example solution above can be generalized to the set of p + q nonlinear equations of (28). Once the optimal Lagrange multipliers are found numerically, (29) is used to solve for the optimal reference currents i * i j and connection reference currents i * C jk . Equations (6) and (7) are used to find the converter powers, P i j and P C jk leading to the reference duty cycles using (10) and (11)
6) Interconnection Currents Example: For this approach, which also utilizes (20)- (21), where p = 2 and q = 1, i C 11 is the free variable to be determined through the optimization process under the constraint that i C 11 ≥ 0. For any value of i C 11 , the first expression in (21) can be used to find P C 11 . Equation (21) leads to the i C 21 of (30)
where another constraint is introduced, P C 11 ≥ P T 1 . The second expression in (21) leads to a unique i C 21 and another constraint that P C 21 ≥ 0. Now that the power flows into and out of all the buses are known, the optimal power settings for all the distributed assets are given by (32) as described in [23] 
yielding another constraint that P B 2 ≥ P C 21 . Finally, the corresponding currents for the distributed assets are computed using (20) . Now that all the currents are known, the objective function (22) can be evaluated by the numerical optimization solver. In Section IV, each of these algorithms was generalized to any number of microgrids, transmission lines, converter connections within a microgrid, and topology ( p, q, m j , and E) and then timed to compare their performance.
IV. RESULTS AND DISCUSSION
To quantify and compare the time-to-solution performance of the optimal reference command generators of Section III for increasing microgrid complexity, two test cases were constructed. Both cases used a networked microgrid architecture with q = 2 transmission lines where in the first case the number of microgrids was fixed but the number of assets in each microgrid was increased. In the second case, the number of assets in each microgrid was fixed, but the number of microgrids was increased. The increasing assets case used p = 4 microgrids where each microgrid was connected to both transmission lines as indicated by E 1 of (33). The number of generation assets on each microgrid was varied from n = 1 to n = 100 000 indicated by m 1 of (33). In the increasing microgrids case, the number of microgrids was varied from h = 1 to h = 250, shown in (34), where all of them were connected to both transmission lines and had five assets also shown in (33). The model parameters are listed in Table I along with the initial conditions for the numerical solvers.
Time trials were performed on a desktop computer equipped with an Intel i7-3770 3.4-GHz processor, 16 GB of memory, 240-GB SSD, 64 b Windows 7 and MATLAB 2013a. Different MATLAB solvers were used depending on the reference generator. The all currents and duty cycles (Section III-B1) and the interconnection currents and duty cycles (Section III-B2) approaches were solved with fmincon, the interconnection currents (Section III-B4) was solved with fminunc, and the Lagrange multipliers method was solved with (Section III-B3) with lsqnonlin. Penalty terms were added to the objective function to help enforce current the duty cycle constraints of Table I E
A. Increasing Number of Assets Case
The timing results are shown in Fig. 5 . As expected, the all currents and duty cycles approach (Section III-B1) solution time increased far faster than the three other approaches with the longest tested solution time of 106.8 s at 512 BCs. For this same quantity of 512 BCs, the interconnection currents and duty cycles (Section III-B2) solved in 0.017 s, the interconnection currents (Section III-B4), in 0.011 s and the fastest, the Lagrange multiplier approach (Section III-B3), solved in 0.009 s. The all currents and duty cycles solution was not run for more than 512 converters due to its long solution times.
The solution times remained relatively constant for the three more efficient methods, with some numerical "noise," for less than 500 BCs. Beyond 10 000 converters, the computational workload increased exponentially. For the largest sized grid using over 130 000 converters, the fastest solution was still the Lagrange multiplier approach at 0.056 s. While a network of this size may have been theoretical in nature, it allowed exploring the limitations of the algorithms developed and to quantify when subsecond solutions were no longer possible. The interconnection currents and duty cycles and interconnection currents approaches were slower by over an order of magnitude at 0.909 and 0.751 s, respectively. At large numbers of BCs, the interconnection currents and duty cycles and interconnection currents solution times increase at the same rates but with an offset, which is attributed to the reduced number of free variables in the interconnection currents approach.
A measure of solution error was computed by substituting the optimal solution into the steady-state power flow equations, (6)- (9), and forming the L 2 norm of the nonzero errors. This was repeated for 100 unique solution runs where the maximum was always less than 10 −5 , indicating valid solutions were found.
B. Increasing Number of Microgrids Case
This cased posed a more numerically challenging problem for all the algorithms since the number of free variables increased with microgrid quantity, as shown in Fig. 6 . At 250 microgrids, the performance trend was similar to that found in Section IV-A, but with reduced disparity between each method's solution time. The all currents and duty cycles approach solved 250 microgrids in 110.9 s, while the Lagrange multiplier method reduced this time to 0.237 s or approximately 470 times faster. The other two methods fall between these two times above eight microgrids. For single microgrids, the interconnection currents and duty cycles showed a 1.5 improvement factor over the all currents and duty cycles approach. At eighty microgrids, a solution time cross over occurred between the Lagrange multiplier and the interconnection currents approaches and is attributed to the fewer free variables in the interconnection currents approach below this number of microgrids. The residual error measurement remained below 10 × 10 −9 for all the solutions obtained.
V. CONCLUSION Of the four optimal reference command generators shown in this paper, the Lagrange multiplier approach achieved the fastest solution time at large problem sizes. This leads to the main conclusion that optimal duty cycle and reference commands can be generated for relatively large networked microgrids at the subsecond level. For the particular two transmission line configurations considered here, the Lagrange multiplier method should be used for more that 1000 converters in a single microgrid and more than 20 microgrids in a networked configuration. Below those values, any of the methods, except the all currents and duty cycles method, could be used to achieve subsecond solutions. It should be noted that this was made possible by exploiting the closed-form power loss optimal solution at the microgrid level. Without this combination of closed-form plus numerical solution, it is very difficult to achieve fast solutions. This is consistent with the numerical solutions obtained for a multiobjective function with solution times of 25-58 s [10] .
While the Lagrange multiplier approach appears most attractive, it does have some drawbacks. First, if a solution to the p+q equations does not exist, then all that is known is that the configuration will not permit satisfaction of the specified loads while minimizing the power losses. It misses possible solutions where microgrids should be disconnected from the transmission line. For example, if flowing power from microgrid one to satisfy microgrid two's loads generates more lost power than simply isolating microgrid two from the transmission line, then (27) will not produce a solution. No additional information is provided and a feasible power apportionment strategy will not be available. Second, the Lagrange multipliers physical interpretation does not provide useful information for the task at hand-generating reference duty cycle and current commands. The Lagrange multipliers describe the sensitivity of the total lost power, J , to changes in the required loads. For example, λ B 1 = ∂ J/∂ P B 1 . Since the required loads are nonnegotiable, there is little value in this information. However, load shedding strategies could exploit this information and this is a possible area of further study.
For more physically founded solutions, the interconnection currents and duty cycles and interconnection currents approaches outperformed the all currents and duty cycles approach regardless of problem size and type. The interconnection currents had the drawback of requiring at least two transmission lines and this does limit its usefulness. For example, a zero interconnection current implies decoupling of a microgrid from the network. This is the recommended solution as long as the solution time is acceptable. For a specified set of possible topologies and assets, the simulation approach developed above can be easily used to determine a nominal solution time and thus guide the choice of the reference command generator. A drawback to the numerically efficient approaches that were developed is dependence on the objective function selected, which allowed for a reduction in numerical work load. If a different multiobjective cost function is desired, then the all currents and duty cycles approach must be used with the penalty of increased solution time.
