If L = Z D is a D-dimensional lattice, and A is a finite set, then A L is a compact space; a cellular automaton (CA) is a continuous transformation Φ : A L −→A L that commutes with all shift maps. If µ is a probability measure on A L , then Φ asymptot-
If µ has long range correlations, and Φ is µ-a.e. injective, we show that µ cannot be asymptotically randomized by Φ. We deduce many rank one measures on A Z cannot be randomized by any CA, and that many quasiperiodic measures on A Z D cannot be randomized by any linear CA. We use these results to construct a nonatomic, zeroentropy (× 2 , × 3 )-invariant measure on T 1 = R/Z. A result of Curtis, Hedlund, and Lyndon [12] says any CA is determined by a local map φ : A V −→A (where V ⊂ L is some finite subset), so that, for all ℓ ∈ L, if we define ℓ + V = {ℓ + v ; v ∈ V}, and for all a ∈ A L , if we define a (ℓ+V) to be the restriction of a to an element of A (ℓ+V) , then Φ(a) ℓ = φ a | ℓ+V .
Let M(A L ) be the set of Radon probability measures on A L , and let η ∈ M(A L ) be the uniformly distributed Bernoulli measure. If Φ : A L −→A L is a cellular automaton and µ ∈ M(A L ) is some initial probability distribution, we say that Φ asymptotically randomizes . If Φ is a linear cellular automaton, then asymptotic randomization occurs under relatively broad conditions on µ and Φ [4, 5, 2, 19, 21, 20, 22] . These conditions are sufficient, but not necessary; indeed, few measures are known which are not asymptotically randomized by linear CA.
Heuristically speaking, µ is asymptotically randomized if it represents initial conditions having high 'disorder' (eg. µ is a Bernoulli measure or a Markov random field). We will show, that asymptotic randomization can fail when µ has 'long range order'. In §1 we show that, if µ has long range correlations (i.e. its autocorrelation function decays slowly), and Φ is injective µ-almost everywhere, then Φ cannot asymptotically randomize µ. In §2, we show that, if µ belongs to a large class of rank one measures on A Z , then any cellular automaton is either trivial or injective on µ. In particular, this yields an example of a measure which has full support and is mixing of all orders, but which is not asymptotically randomized by any cellular automaton (Proposition 10). In §3, we show that, if µ belongs to a large class of quasiperiodic measures on A Z D , then any linear cellular automaton is injective a.e. [µ] . In §4, we show that the set of Φ-invariant rank one measures is highly constrained. Finally, in §5, we apply these results to the outstanding "(×2, ×3)" problem on the unit circle.
Preliminaries & Notation: If ℓ, n ∈ Z, then [ℓ...n) = {m ∈ Z ; ℓ ≤ m < n}, and A [ℓ...n) is the set of all words of the form a = [a ℓ , a ℓ+1 , . . . , a n−1 ]. We use the notation |a| = length 
we call χ an eigencharacter. For example, suppose D = 1 and λ ∈ T 1 , and define χ(ℓ) = λ ℓ for all ℓ ∈ Z; then f • σ ℓ = λ ℓ · f , so f is an eigenfunction of σ with eigenvalue λ.
Autocorrelation
(Thus, {α ℓ (f )} ℓ∈L are the Fourier coefficients of the spectral measure of f [14] .) For example, if χ ∈ L, and f is a χ-eigenfunction of (A L , µ, σ), then α ℓ (f ) = χ(ℓ) for all ℓ ∈ L. The autocorrelation type of µ is the set
Then define:
We say µ has Lebesgue spectral type
For example, D = 1, and if µ ∈ M(A Z ) is a Bernoulli or Markov measure, then µ has Lebesgue spectral type.
We say µ has long-range correlations (LRC) if A(µ) ⊂ L. For example, suppose χ ∈ L, and f is a χ-eigenfunction with f 2 = 1. If (A L , µ, σ) is ergodic, it follows that f u = 1 also; then µ has LRC, because
If α ∈ A ∞ , then for all n ∈ N, α ∈ A n , so there is some f n ∈ L 2 0 (µ n ) with f n u = 1 and
Since µ is ergodic, it follows that µ n is ergodic for n ∈ N. Thus, µ n and µ j are mutually absolutely singular whenever n = j ∈ N. Hence, we can assume without loss of generality:
Case 1: (∃ N ∈ N such that Φ N µ = µ) Let N be minimal in this regard; Then µ n = µ n−N for all n ≥ N, so the only cluster point of
Claim 2:
Proof: The proof is identical to that of Claim 1, using (4) in place of (3) 2 [Claim 2]
Fix ǫ > 0. Since ν is a finite Borel measure on a compact Hausdorff space, it is Radon. Thus, by Lusin's theorem, there is a continuous function g :
, and g u ≤ f u = 1. Since ν is Radon, we can find an open subset V ⊃ U with ν(V) < ǫ 12
, and of course,
Let {ν jn } ∞ n=1 be a subsequence converging weak* to ν. Thus, there exists N ∈ N so that, for all n > N, ν jn (V) < 
; hence
It follows that
(the
-approximations follow from (6) because g u ≤ 1 and
Proof: This follows from Claim 3, because (g · g • σ ℓ ) is a continuous function and ν n j converges weak* to ν. 
Proof: Since ǫ is arbitrary, we can let ǫ → 0 in Claim 5 to conclude that, for all ℓ ∈ L, 
It remains to find conditions under which Φ is a.e. injective.
Rank One Systems
Let x ∈ A Z and T ∈ A * . We say that x can be tiled by T if we can write x as a concatenation:
where {. . . , s −1 , s 0 , s 1 , . . .} are (variable length) "spacer" words. The expression (7) is called a T-tiling of x. A basepoint of the tiling (7) is any b ∈ Z so that x b is the first element of a T-tile, and x b−1 is the last element of some spacer block s k . (Note that a different tiling of x may yield different basepoints.) If ǫ > 0, and the spacer words {. . . , s −1 , s 0 , s 1 , . . .} collectively cover a subset of Z of Cesàro density less than ǫ, then we call (7) an ǫ-tiling of x by T.
A sequence x ∈ A Z has rank one if, for any ǫ > 0, we can find some T ∈ A * so that x can be ǫ-tiled by T. As a consequence, for any sequence ǫ 1 > ǫ 2 > ǫ 3 > . . . > 0 tending to zero, we can find a sequence
We assume without loss of generality that we can also "almost-tile"
where s 1 , . . . , s n ∈ A * are "spacer words" so that This is sometimes called a 'cutting and stacking' construction.) We call
is also a tiling sequence for x.
is any sequence of tiles satisfying a sequence of substitution equations like (8) 
This lemma is best illustrated through the following example:
Example 4:
, and inductively define
. Define , and for all k ∈ N, we define T (k+1) inductively by:
Let µ ∈ M(A Z ) be a σ-ergodic measure. We say µ is rank one if there is a tiling sequence
which tiles ∀ µ x ∈ A Z . Rank one sequences can be used to build rank one measures as follows.
Lemma 5 Let x ∈ A
Z be a rank one sequence with aperiodic tiles; let δ x ∈ M(A Z ) be the point mass at x. The Cesàro limit µ = wk * −lim
exists, and has rank one.
Proof:
Suppose that we can use T (k) to ǫ k -tile x. By dropping to a subsequence of tiles, we can assume ǫ k < 1 2 1+k for all k ∈ N. In particular, this means that
Fix ǫ > 0, and let k ∈ N be large enough that:
It follows that lim
By making k large, we can make ǫ arbitrarily small. Hence, we conclude that lim
is well-defined for any w.
It remains to show that µ is rank one. To see this, let
has length H k , and ǫ k -tiles x). However,
Theorem says that, for µ-almost any y ∈ A Z , lim
from which we conclude that T (k) must also ǫ k -tile y. 2
Example 6:
(a) The measure defined by a Chacón sequence is the Chacón measure. The resulting dynamical system is weakly mixing [8] .
(b) The measure µ defined by a Smorodinsky-Adams sequence is the Smorodinsky-Adams staircase measure. The dynamical system (A Z , µ, σ) is strongly mixing [3] , and thus mixing of all orders [16, 24] . Also, (A Z , µ, σ) has singular spectrum [18] , and thus, long-range correlations.
A rank one sequence x is standard [10] if there is a 'spacer element' s ∈ A so that, in the tiling construction (7), all spacers are constant blocks of the form s = [sss...s]. For example, Chacón and Smorodinsky-Adams sequences are standard, with s = 1. If X is the σ-orbit closure of x, and µ is the measure obtained by applying Lemma 5 to x, then supp (µ) = X. Every element of X is a rank one sequence, with the possible exception of the constant sequence s = [...sss...]. Thus X is essentially σ-minimal (if y ∈ X \ {s} then the σ-orbit of y is dense in X) and essentially uniquely σ-ergodic (the only σ-ergodic measures on X are µ and the point-mass δ s ). We call X a rank one subshift. Any rank one measure is isomorphic to a measure on a rank one subshift, but not all rank one measures arise in this fashion. For example, applying Lemma 5 to a nonstandard rank one sequence (having nonconstant spacers) may yield a measure µ whose support is all of A Z (see Example 10). We'll say rank one system to mean either a rank one measure or a rank one subshift. If µ is a measure, then 'almost all x' means µ-almost all x ∈ A Z , which we write as '∀ µ x ∈ A Z '. If X is a rank one subshift, then 'almost all x' means all x ∈ X except possibly the constant sequence s = [...sss...].
Let S > 0. The T-tiling (7) has S-bounded spacers if all spacer words in (7) are of length less than S. For example, for any k ∈ N, the T (k) -tiling of a Chacón sequence has 1-bounded spacers; the T (k) -tiling of a Smorodinsky-Adams sequence has k-bounded spacers. For all k ∈ N, let H k = length T (k) . A rank one system is regular if we can drop to a subsequence {k i } ∞ i=1 , so that, for all i ∈ N, there is some S i < H k i −1 so that almost all sequences x can be T (k i ) -tiled with S i -bounded spacers. For example, Chacón is regular (with
However, the spacers in the kth tile are bounded by S k = k < H k−1 ; hence X SA is also regular.
Let P ∈ N. A sequence x ∈ A Z is P -periodic if σ P (x) = x, and aperiodic if it isn't P -periodic for any P . Let P ⊂ A Z be the set of all periodic sequences. A measure µ is aperiodic if µ[P] = 0. A subshift X is aperiodic if P ∩ X is meager in X. The measure µ is totally ergodic if the system (A Z , µ, σ n ) is ergodic for all n ∈ Z. The subshift X (topologically) totally ergodic if the system (X, σ n ) is topologically ergodic for all n ∈ Z.
Lemma 7 If µ (resp. X) is totally ergodic, then it is aperiodic. 2
The measure µ is symbolically prime if any cellular automaton Φ : A Z −→A Z is either µ-almost everywhere injective or µ-almost everywhere constant. Thus, if µ 1 = Φ(µ), then the µ 1 is either a point mass, or Φ is an isomorphism from the system ( [7, 6, 13, 14, 15] , so Corollary 9 yields many examples of non-randomizing measures.
Corollary 10 Let A = {0, 1}. There is a measure on A Z which has full support and is mixing of all orders, but which is not asymptotically randomized by any cellular automaton.
Proof:
We modify the Smorodinsky-Adams Staircase system of Example (6b). Let
, and for all k ∈ N, define T (k+1) inductively by:
where length s Like Example (6b), µ is mixing of all orders, and has singular spectrum. But µ is regular and aperiodic, so Corollary 9 says that µ is not asymptotically randomized by any CA. 2
To prove Theorem 8, we'll see it suffices to show that almost every element of a rank one system can be tiled in a unique way. We say a rank one system has unique tilings if there is a subsequence {k i } ∞ i=1 , so that almost all sequences x have a unique T (k i ) -tiling for every i ∈ N. We'll prove the 'subshift' version of Theorem 8; the 'measure' version is exactly analogous.
If T = [t 1 t 2 . . . t H ] ∈ A * , and Φ : A Z −→A Z is a one-sided cellular automaton with local map φ : Figure 1) . If Φ is two-sided, then Φ(T) can be defined analogously. 
) for all k ∈ N, and let Y = Φ(X). (Respectively: let µ be a rank one measure on A Z , and let ν = Φ(µ).) Then: (a) Y (resp. ν) is also rank one, and is determined by the sequence U
Proof: By composing Φ with σ n for some n, we can assume that Φ is one-sided.
. Let x ∈ X and let y = Φ(x). Fix ǫ > 0, and find k ∈ N so that
, and so that x is We thus need sufficient conditions for a rank one subshift/measure to have unique tilings. Figure 2 ). Let ∆(T) ⊂ [1...H) be the set of all (nonzero) displacements of T. The following claims are easy to check:
(T). (c) Thus, if P is the minimal element of ∆(T), then P divides every element of ∆(T).

T [δ,H)
T [ If P = min (∆(T)), then T is P -periodic, meaning that there is some word t = [t 1 t 2 . . . t P ] of length P , so that
where H = q · P + r, and t = [t 1 t 2 . . . t r ] is some initial fragment of t. If ∆(T) = ∅, then T is aperiodic. Suppose there are two different tilings of x by T, as in Figure 3 . Tiling (3A) has basepoint set B = {. . . , b 0 , b 1 , b 2 , . . .}, while tiling (3B) has basepoint set B ′ = {. . . , b
. .}. We call these tilings complementary if every spacer in (3A) is entirely covered by a tile in (3B) (and vice versa). Equivalently, for all k ∈ Z there is some k ′ ∈ Z so that b
Lemma 13 Let x ∈ A
Z be a regular rank one sequence. If x ∈ X has two complementary T (k) -tilings for arbitrarily large k ∈ N, then x is periodic.
Proof: Suppose x has two T (k) -tilings, with basepoint sets B k and B ′ k . By shifting x if necessary, we can assume that 0 ∈ B. Let H k = length T (k) .
Proof: For simplicity suppose 0 = b < b Claims 1 and 2 imply that ∆(T) = ∅, so let P = min (∆(T)).
Proof: This follows from Claims 1 and 2, and Lemma 12(c). ....
.... 2 [Claim 3]
Since 0 ∈ B k , it follows from Claim 3 that B k ∪ B ′ k ⊂ Z · P . Let t and t be as in (9) . If s ′ k is a spacer in Fig. (3B) , then it is covered by a tile from Fig. (3A) ; it follows that s
], for some m ∈ N, where t = [t r+1 . . . t P ] is the 'final fragment' of t. Thus, t = tt, so that the tiling (3B) can be written:
t . . . t t t . . . t t t . . . t t t . . . t t t . . . t t t . . . t t t . . . t . . .]
in other words, x is completely covered by copies of t, and is thus P -periodic.
2 Lemma 14 Suppose x has two noncomplementary T-tilings, one of which has S-bounded spacers. Then T is P -periodic, for some P < S. Fig. (3A) , it follows that
Lemma 15 Any regular, totally ergodic rank one system has unique tilings.
Proof: Let X be regular; for simplicity, assume that k i = i in the definition of regularity. Let Fig. (3A) and Fig. (3B) be two T (2) -tilings of x ∈ X. By hypothesis, we can assume that (3A) has S 2 -bounded spacers, for some S 2 < H 1 . If (3B) is complementary to (3A), then Lemma 13 says x must be periodic, contradicting the aperiodicity implied by Lemma 7. Hence, assume they are noncomplementary. Then Lemma 14 says that T (2) itself must be P -periodic for some P < S 2 < H 1 . That is,
where t ∈ A [0..P ) and t is some initial fragment of t.
By similar reasoning, T (3) must be P 3 -periodic for some P 3 < H 2 . But then P 3 ∈ ∆(T (2) ) (by Lemma 12(d)) so P 3 must be a multiple of P (by Lemma 12(c)). Thus,
where t
, for some m < n, and t 3 is some initial fragment of t (3) . But then we can just rewrite (10) as:
In other words, T (3) is also P -periodic. By similar reasoning, T (4) , T (5) etc. are all P -periodic, and all of them can be covered by t. But then x = [. . . t t t . . .] for any nonconstant x ∈ X, contradicting aperiodicity.
2
Proof of Theorem 8:
Let X be a regular, totally ergodic rank one subshift, let Φ be a CA, and let Y = Φ(X). If Y is not trivial, we want to show that Φ : X−→Y is bijective. 
Quasiperiodic systems
is ergodic, and f is an eigenfunction, it follows that |f | is a constant, which we can assume is 1. Thus, f u = 1, so that α(f ) ∈ A(µ). It follows that µ has long range correlations.
To apply Corollary 2, we must show that a CA acts µ-almost injectively. We will show this for permutative CA acting on quasisturmian measures, a natural class of quasiperiodic measures which generalize the classical Sturmian shift.
Let K ≥ 1 and consider the K-torus
be the corresponding rotation map. If ξ : L−→T K is a group monomorphism, then any ℓ ∈ L yields a rotation ρ ξ(ℓ) . This defines a measure-preserving L-dynamical system (T K , λ, ρ ξ ) (where λ is the Lebesgue measure on T K ). We assume that ξ(ℓ) is irrational whenever 0 = ℓ ∈ L; hence the system (T K , λ, ρ ξ ) is ergodic. An A-labelled, measurable partition of T K is determined by a measurable function P : T K −→A. The atoms of this partition are the sets P a = P −1 {a} for all a ∈ A. If ξ : L−→T K is a group monomorphism, then we define the map
then X a is σ-invariant subset; we call X a quasisturmian shift.
Example: Let D = K = 1, so that L = Z and T 1 is the unit circle. Let A = {0, 1}, let α ∈ T 1 be an irrational angle, and let P = {P 0 , P 1 } be the two-atom partition: P 0 = [0, α) and
A symmetry of P is an element δ ∈ T K such that P • ρ δ ≡ P, a.e.
[λ]. The symmetries of P form a closed subgroup of T K ; if this group is trivial, we say P is simple.
Lemma 16 If P is simple, then the map
.
Proof:
We want to show that, for λ-a.e. τ 1 , τ 2 ∈ T K , if τ 2 = τ 1 then P ξ (τ 2 ) = P ξ (τ 1 ). Let δ = τ 2 − τ 1 , and let U = τ ∈ T K ; P(τ ) = P(τ + δ) . Since P has trivial symmetry group, it follows that λ[U] > 0. Thus, if U = U + ξ(L), then λ[ U] > 0 and U is ρ ξ -invariant; since ρ ξ is ergodic, it follows that λ[ U] = 1. Thus, generically, τ 1 ∈ U, which means that τ 1 ∈ U + ξ(−ℓ) for some ℓ ∈ L. This means that τ 1 + ξ(ℓ) ∈ U, which means that
, then Y is also a quasisturmian shift [1] . To see this, for any a ∈ A, let B(a) = φ −1 {a} ⊂ A V , and then define
It is easy to check: 
x -ε e 2 y -ε e 1 Figure 4 : A gridlike partition of T 2 . In this case, B 1 = {0, a, b} and B 2 = {0, c, d, e}. The partition P has four atoms: P 1 , P 2 , P 3 and P 4 . The point x is a 2-facepoint for P 2 , while y is a 1-facepoint for P 2 .
We indicate this by writing 'Q = Φ(P)'.
Example: Let D = 1, so L = Z. Let A = {0, 1} and let Φ be the Ledrappier automaton, with local map φ(a 0 , a 1 ) = a 0 + a 1 (mod 2). Then
Lemma 18 If P and Q are both simple partitions of T K , then Φ is injective a.e. [µ] .
Let y ∈ X, and suppose there are x 1 , x 2 ∈ X with Φ(x 1 ) = y = Φ(x 2 ). Now let
Thus, the set of points in Y with multiple Φ-preimages is a subset of the set of points in Y with multiple Q ξ -preimages, so it must have measure zero, because Lemma 16 says Q ξ :
The 'generic' partition of T K is simple, in the following sense. Let P be the space of all measurable A-labelled partitions of T K , with the metric d(P, Q) = a∈A λ (P a △Q a ).
Proposition 19 Let P * ⊂ P be the set of simple partitions. Then P * is comeager in P.
Proof: 'Closed': If P 1 , P 2 , . . . are a sequence of q-symmetric partitions converging to some limit P, then P is also q-symmetric. 'Nowhere dense': Observe that the qsymmetry of any P ∈ S q can be disrupted by a small 'perturbation' -ie. by removing a small piece from P a and adding it to P b for some a, b ∈ A. .....
.... 2 [Claim 2]
Thus, since T K Q is countable, the theorem follows from Claim 2. 2
One natural class of simple partitions are gridlike partitions of T K , which we define as follows. Identify
be a finite subset containing 0, and let B = Figure 4A ). We call a point
Example:
box whose 'smallest' coordinate is at β. Let R be the partition whose atoms are {R β } β∈B .
Let P be any partition refined by R. That is: P-atoms are unions of R-atoms. For any
. . , 0, 1, 0, . . . , 0). If P a is an atom of P, then a k-facepoint of P a is an element τ ∈ P a such that that τ − ǫe k ∈ P a for small ǫ > 0. If τ = (t 1 , . . . , t K ), then it follows that t k ∈ B k , for all k ∈ [1...K].
P is gridlike if, for all k ∈ [1..K], every atom of P has a k-facepoint; see Figure 4 
(B).
Example: Suppose K = 1 and
Thus, 0 is a (1)-facepoint of P 0 , b 1 is a facepoint for P 1 , and b 2 is a facepoint for P 2 . Hence, P is gridlike.
Lemma 20 Any gridlike partition is simple.
Proof: Let B, R, P be as above. Claim 1: Suppose δ ∈ T K was a nontrivial symmetry of P. Then δ is irrational.
Proof: Let a ∈ A and τ ∈ P a . Since ρ δ (P a ) = P a , it follows that τ + δ ∈ P a also. Suppose τ = (t 1 , . . . , t K ) and δ = (d 1 , . . . , d K ). If τ is a k-facepoint of P a , then τ + δ must also be a k-facepoint. Thus, t k and t k +d k are both in B k . Hence, Thus, Zδ is a dense subgroup of T K . Thus, the symmetry group of P is dense in T K ; hence must be all of T K . But then P must be trivial, which is a contradiction. 
Lemma 22
If Φ is a fully permutative cellular automaton, and P : T K −→A is a gridlike partition, then Φ(P) is also gridlike.
Proof:
Let φ : A V −→A be the local map of Φ. Let Q = Φ(P) and let a ∈ A. Fix k ∈ [1..K]; we want to show that Q a has a k-facepoint. Let b ∈ φ −1 {a} ⊂ A V , and suppose
is nonempty. Let τ ∈ I(b) minimize the kth coordinate; ie.
τ k = min {ι k ; ι ∈ I(b)}. Thus, τ is a k-facepoint for I(b). Thus, τ must be a k-facepoint of ρ ξ(u) (P bu ), for some u ∈ V. Thus, for small ǫ > 0, we have τ − ǫe k ∈ ρ ξ(u) (P c ), for some c = b u .
Let ∆ = {ξ(v − u) ; v ∈ V \ {u}}, and let E = min 
. In particular, ν has nontrivial σ-eigenfunctions, so ν cannot be Haar measure.
Proof: If Φ is an LCA, then for all n ∈ N, Φ n is linear, and thus, fully permutative, by Lemma 21. Thus, the partitions Φ n (P) are gridlike by Lemma 22, and therefore simple by Lemma 20. Hence, by Lemma 18, the map Φ n is injective a.e[µ]. Thus, Corollary 2 (part 1) says that A(ν) ⊃ A(µ). Thus, (A L , ν, σ) has all the eigencharacters of (A L , µ, σ), which is isomorphic to (T K , λ, ρ ξ ). But this means that (T K , λ, ρ ξ ) (and therefore, (A L , µ, σ)) appears as a factor of (A L , ν, σ). 2
CA-invariant Rank one Measures
Let µ ∈ M(A Z ) be a σ-ergodic measure. We say µ is implicitly rank one if there is a rank one measure ν ∈ B Z so that the dynamical systems (A Z , µ, σ) and (B Z , ν, σ) are measurably isomorphic. Clearly, any 'explicitly' rank one measure is implicitly rank one, but not conversely. For example, any quasiperiodic measure is implicitly rank one [9] , but this does not imply that Sturmian or quasisturmian shifts are explicitly rank one.
Can an implicitly rank one measure be invariant for a cellular automaton? If Φ : A Z − ← ⊃ is a CA and µ is Φ-invariant, then Φ is an automorphism of the dynamical system (A Z , µ, σ). A result of J. King [17] then implies that Φ is a weak limit of a sequence of shifts:
Weak Closure Theorem: If µ is implicitly rank 1, and Φ is an automorphism of (A Z , µ, σ), then there is a sequence
Recall that µ is σ-rigid if the identity operator on L 2 (µ) is a weak limit of (nontrivial) shifts; that is, there is a sequence
follows that µ is σ-rigid if the sequence {σ n } n∈Z has any cluster point in the weak topology of operators on L 2 (µ).
Proof: By Corollary 24 there is some v ∈ Z, so that supp (µ) ⊂ TW v (Φ). If v ∈ V, then Lemma 25(b) says all elements of TW v (Φ) are periodic, with periods less than U · A U . If P is the lowest common multiple of these periods, then P < ∞, and µ-almost all a ∈ A Z are P -periodic. Thus, σ P = Id, a.e.
[µ]. This implies rigidity; contradiction. 2
We say a velocity-v traveling wave is subluminal if v ∈ V. Lemma 25(a) says the set of subluminal traveling waves for Φ is a subshift of finite type, and thus, easy to compute; if this set is empty, then Corollary 26 says Φ can have no nonrigid, rank one invariant measures.
Corollary 27 If µ is a regular, nonrigid rank one measure on A Z , and Φ is a cellular automaton which is either permutative or has no subluminal traveling wave solutions, then any limit measure of the sequence
Proof: Suppose ν was a limit measure. By Part 1 of Corollary 2, we have A(µ) ⊂ A(ν). But µ is not σ-rigid, so ν cannot be σ-rigid either. However, ν is Φ-invariant. Hence, if ν was rank one, then Corollary 26 says supp (ν) would consist of subluminal traveling waves. Contradiction. 2
Application to the (×2, ×3) problem
Let T 1 = R/Z be the circle, which we identify with the interval [0, 1). Define the functions × 2 , × 3 : T 1 −→T 1 by × 2 (t) = 2t (mod 1) and × 3 (t) = 3t (mod 1). Clearly, these maps commute, and preserve the Lebesgue measure on T 1 . In 1967, Furstenberg [11] speculated that the only nonatomic × 2 -and × 3 -invariant measure on T 1 was the Lebesgue measure. Rudolph [23] showed that, if ρ is (× 2 , × 3 )-invariant measure and not Lebesgue, then × 2 and × 3 are ρ-almost invertible, and the systems (T 1 , ρ, × 2 ) and (T 1 , ρ, × 2 ) have zero entropy. Are there any nonatomic zero-entropy (× 2 , × 3 )-invariant measures on T 1 ? We can now answer this in the affirmative.
Let A = {0, 1, 2, 3, 4, 5}. We define an almost-bijection Ψ : A N −→T 1 by identifying each element of T 1 with its base-6 expansion. In other words, Ψ(a) = ∞ n=1 a n 6 n+1 . Under this identification, × 2 and × 3 are conjugate to cellular automata: (here, [a] 6 is the least residue of a, mod 6). If Ξ 2 is the CA with local map ξ 2 then it is straightforward to check that Ξ 2 corresponds to multiplication by 2 in base-6 notation. Likewise Ξ 3 corresponds to multiplication by 3, base-6.
(b) The uniform measure on A N maps to the Lebesgue measure on T 1 under Ψ.
(c) The shift map σ : A N −→A N corresponds to multiplication by 6 in base-6 notation. Hence, Ξ 2 • Ξ 3 = σ.
The shift map σ is not invertible on A N . However, σ is invertible on A Z , and thus, Ξ 3 is also invertible, with Ξ However, Theorem 8 says that Ξ 2 acts ν-almost-injectively. Hence, part 1 of Corollary 2 says that A(ν) ⊂ A(µ). Thus, µ has long-range correlations, so it is not uniform. However, ν was σ-mixing, so µ also contains a nontrivial σ-mixing factor; hence it cannot be an atomic measure. Now, let ρ = Ψ(µ). Then ρ is a nonatomic, non-Lebesgue measure on T 1 which is × 2 -and × 3 -invariant.
Conclusion
We have demonstrated that a broad class of rank one and quasiperiodic measures cannot be asymptotically randomized by the action of any cellular automata. Many intriguing questions remain, however. What are the limit points (if any) of these non-randomizing measures under a cellular automata? The results of §2 extend easily to measures with local rank greater than 1 2 , but do they extend to finite-rank systems such as substitutions? What about finite rank subshifts of A Z D ? Are the conditions of Corollary 23 really necessary, or can the result be extended to a broader class of cellular automata or quasiperiodic measures? Indeed, is the 'injectivity' condition of Corollary 2 necessary? If µ cannot be asymptotically randomized by a CA that acts injectively, then one expects µ to be even less randomized by a CA that many-to-one (since such a CA would 'compress' the already 'small' support of µ even further).
Somewhere between the measures that randomize under linear cellular automata (eg. Markov random fields) and those which don't (eg. rank one) lies a transition zone. What sorts of measures live in this zone, and what are their asymptotics?
