In this paper, we propose a new nonmonotone line search technique for unconstrained optimization problems. By using this new technique, we establish the global convergence under conditions weaker than those of the existed nonmonotone line search techniques.
Introduction
In this paper, we consider the following unconstrained optimization problem:
where f (x) is a continuously differentiable function from R n to R. At current iteration x k , if g k = ∇f (x k ) = 0, a line search method defines a search direction d k in some way, finds a step-length by carrying some line search along d k . Among the most popular line search rules are the Arimijo rule, the Goldstein rule and the Wolfe rule (see [4, 5, 15] ).
The traditional line searches require the function value descent monotonically at every iteration, namely:
overcome this drawback. Several numerical tests show that the nonmonotone line search technique for unconstrained optimization and constrained optimization is effective and competitive. The first nonmonotone line search technique was proposed by Grippo et al. [6] for unconstrained optimization, the subsequent nonmonotone line search techniques were all based on their method. Recently, by combining forcing function with the nonmonotone line search techniques, Sun et al. [16] proposed a general nonmonotone line search rule, called nonmonotone F-rule, for unconstrained optimization. They showed that the common nonmonotone line search rules, such as the nonmonotone Arimijo rule, the nonmonotone Goldstein rule and the nonmonotone Wolfe rule, are special classes of nonmonotone F-rule.
To obtain the global convergence, Sun et al. required the search direction satisfy the following conditions:
and
where (·) is a forcing function and c 1 > 0. The conditions (3) and (4) play important role in the nonmonotone line search methods. However, as pointed out in by Toint [18] , condition (4) prevents large step where the gradient is small, as in the neighborhood of saddle point and at the bottom of the valley. Although this can be circumvented by choosing a larger c 1 , this strategy indicates that condition (4) will not be essential.
In Ref. [3] , Dai provided some basic analysis of the nonmonotone Arimijo line search. He showed that when ∇f (x) is Lipschitz continuous, condition (4) can be relaxed to
for some positive constant , . Under condition (5) and the sufficient descent condition
where c 2 > 0 is a positive constant, Dai proved the weak convergence property
In this paper, we propose a new nonmonotone F-rule for unconstrained optimization. The method is motivated by the nonmonotone trust region method proposed in [19] . Using this new nonmonotone technique, we can remove condition (4) and establish the strong convergence property
Moreover, the compactness of the level set used in [16] and the Lipschitz continuity of ∇f (x) used in [3] are not needed, either. The rest of this paper is organized as follows: In Section 2, we present our new nonmonotone F-rule.
In Section 3, we analyze the convergence property of the algorithm. The numerical tests are given in Section 4 and we conclude the paper with some final remarks in Section 5.
New nonmonotone F-rule
Denote the level set by L = {x ∈ R n |f (x) f (x 0 )}. The following assumption is imposed throughout this paper. In what follows, we give some basic definitions as in Ref. [16] . 
is the reverse modulus of continuity of gradient g(x).
The nonmonotone F-rule defined by Sun et al. is as follows:
The nonmonotone F-rule for line searches
Let M be a nonnegative integer. For each k, let m(k) satisfy
Let k 0 be bounded above and satisfy
where is a forcing function and
Based on Definitions 1 and 2, Sun et al. proved that the nonmonotone Arimijo rule, the nonmonotone Goldstein rule and the nonmonotone Wolfe rule are special classes of nonmonotone F-rule (see [16, Proposition 2.4] ).
In what follows, we give our new nonmonotone F-rule for line searches. Let
set
Similar to Proposition 2.4 in [16] , it is easy to see that the nonmonotone Arimijo rule, the nonmonotone Goldstein rule and the nonmonotone Wolfe rule are special classes of our new nonmonotone F-rule. It can be seen that our nonmonotone F-rule is slightly stronger than (11). However, with this new F-rule, we can obtain the global convergence under weaker conditions.
Global convergence
In this section, we discuss the global convergence property of unconstrained optimization with the new nonmonotone F-rule. (12, 13) . Then we have
Lemma 1. If x k is generated by
Proof. We prove (14) by induction. If k = 1, from (12, 13), we have from 1 that
Assume (14) holds for 1, 2, . . . , k, we consider two cases:
, from (12, 13), we have:
.
This completes the proof. Now we establish the global convergence properties of optimization with our new nonmonotonte F-rule.
Proof. From Lemma 1 we know that
Hence, we have
which means from Definition 1 that
Using condition (3) we deduce
which implies (15) holds. The proof is completed.
As a conclusion of this section, we consider the new nonmonotone memoryless quasi-Newton type methods:
where k is generated by nonmonotone F-rule (12) and
where B k is updated by the following Perry and Shanno formula:
with
If we use reverse form H k of B k , then we can obtain the formula of H k .
and then the next iteration can be written as
The methods were originated with the work of Perry [11] and Shanno [13, 14] , and have been developed by many researches, see [1, 2] for example. Recently, Liu and Jing [9] analyzed the convergence of the method with nonmonotone Wolfe line search. In what follows, we will analyze the global convergence of the method with our new nonmonotone method. Compared with [9] , we obtain the strong convergence property (8) instead of the weak property (7).
Assumption 2. (1) f (x)
is twice continuously differentiable, (2) There exist positive constants c 3 , c 4 such that
where
Lemma 2 (Powell [12] ). Consider the iteration of form (13) , if Assumption 2 holds. Then there exists a positive constant c 5 such that
Theorem 2. Let f (x)
satisfy Assumptions 1 and 2, for any x 0 ∈ R n , B 0 ∈ R n×n symmetric positive defined. Let {x k } be an infinitely sequence generated by memoryless quasi-Newton method with the rule (12), (13) . Then (8) holds.
Proof. From Lemma 1, we have
Hence, according to Definition 1, we have
By the update formula of B k and H k , we have
From Assumption 2, we have
from which and the Cauchy-Schwartz inequality, we have
Hence from Lemma 2, (20, 21) we have
we have
Hence from (19), we get the desired result. This completes the proof.
Numerical tests
In this section, we report the numerical results obtained for a set of standard tests problems. The following algorithm model is a modified version Newton's method in [6] , here we replace the nonmonotone line search in Step 6 by our new nonmonotone line search technique.
Algorithm model 1 Data:
and go to Step 4.
Step 2:
Step 3:
Step 4: Set = 1.
Step
and go to Step 1.
Step 6: Set = and go to Step 5. Next we give the Perry and Shanno algorithm model (see [9] ) with our new nonmonotone line search technique.
Algorithm model 2
Step 1:
Step 2: Let ∈ (0, 1], choose kr , r = 1, 2, . . . , m(k) − 1 and
Step 3: Set
Step 4: If g k ε, stop.
Step 5: Update the matrix H k by the Perry and Shanno formula
Step 2. The algorithms has been tested on the following set of problems. Problem 1. Scaled Rosenbrock function
Problem 2. Wood function
Problem 3. Powell singular function
The numerical experiments have been performed for M = 1.10. Typical parameters are c 6 = 10 −5 , 1 = 10 −3 , = 0.5,
. In particular we report, for each problem the number n g of gradient evaluations, the number n f of the function evaluations and the value f ( x) of the objective function at the solution found x.
For problem 1, Table 1 shows that the nonmonotone line search techniques with M = 2, 3, . . . , 10 are all better than the monotone technique under algorithm model 1. Under algorithm model 2, although not all results of nonmonotone technique are better than those of monotone technique, there exists a best M = 3, which means that the behaviors of the nonmonotone technique depend on the choice of the parameter M. Figures 1-3 shows the behaviors of {f k } for the cases M =1, 4, 10. From the figures, we can see that the nonmonotone technique for problem 1 permits large step than that of monotone case.
For problem 2, Table 2 shows that the nonmonotone line search techniques with M = 2, 3, . . . , 10 are all better than the monotone technique under algorithm model 1. Under algorithm model 2, some of the results of nonmonotone technique are better than those of monotone technique, and there also exists a best one (M = 7) among them.
For problem 3, Table 3 shows for all M, the function sequence {f k } is descent monotonically under algorithm model 1, hence the results are independent on M. Under algorithm model 2, the nonmonotone line search techniques with M = 2, 3, . . . , 10 are all better than the monotone technique. 
Conclusions
In this paper, we propose a new nonmonotone line search technique for unconstrained optimization, and the global convergence can be established under weaker assumptions than those of the existed nonmonotone line search techniques. From the numerical results, we can see that the new nonmonotone technique is very effective.
