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Abstract
The main result in this note establishes that the positive steady state solutions of a spatial
extension for the Rosenzweig-MacArthur model correspond to a branch of a transcritical bifur-
cation. In the model under discussion, prey move to avoid crowding via a density-dependent
diffusion and it incorporates the existence of a refuge zone, where predators cannot consume
prey. Saturation in prey consumption is also included through a Holling type II functional re-
sponse.
Keywords: Rosenzweig-MacArthur model, transcritical bifurcation, refuge zone, Holling type
II functional response.
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1 Introduction
In [2] we studied the existence of non-trivial positive steady states in a spatial extension
of the well-known Rosenzweig-MacArthur model for a predator-prey system. The model
of interest incorporates a non-linear diffusion to describe the movement of prey and the
existence of a refuge zone where prey is protected from predators. Specifically, the model
equations are defined over a bounded domain Ω ⊂ R2, which is the representation of a closed
environment where predators and preys live. We consider an additional domain, the “refuge
zone”, Ω0 ⊂ Ω, where predators cannot enter. We assume that Ω and Ω0 have sufficiently
smooth boundaries, that Ω0 ⊂ Ω, and define Ω1 = Ω\Ω0. The system of parabolic equations
for the prey and predator populations, denoted by u and v respectively, is given by
∂tu = Du∇ · u∇u+ ru
(
1−
u
λ
)
−
b(x)uv
1 +mu
in Ω,
∂tv = Dv∆v − µv +
cuv
1 +mu
in Ω1,
v ≡ 0 in Ω \ Ω1,
(1.1)
with boundary and initial conditions
∂nu = 0 on ∂Ω,
∂nv = 0 on ∂Ω1,
u(x, 0) = u0(x) ≥ 0 for x ∈ Ω,
v(x, 0) = v0(x) ≥ 0 for x ∈ Ω1.
(1.2)
The parameters are positive and the function b(x), which determines the efficiency of predator
attacks, is defined by
b(x) =
{
b > 0 if x ∈ Ω1,
0 if x ∈ Ω0,
(1.3)
thus characterizing the refuge zone Ω0. The non-flux boundary condition on ∂Ω1 restricts
predators to the exterior of the refuge zone. However, prey can move freely over the whole
1
domain Ω. The analysis in [2] considers the dimensionless form of the model (1.1) at the
steady state, given by
0 = ∇ · u∇u+ λu− u2 −
b(x)uv
1 +mu
in Ω,
0 = ∆v − µv +
cuv
1 +mu
in Ω1,
(1.4)
where the existence of nontrivial solutions is studied via bifurcation analysis. There, the
positive steady state solutions for the predator are contrasted numerically with the case
where prey moves with linear diffusion. In this short note we prove that the bifurcation
found in [2] corresponds to a transcritical case and show that the nontrivial solutions form
one of the stable branches.
2 Stability analysis
Theorem 1 in [2] establishes the existence of the curve of solutions for the system (1.4)
{(µ(s), u(s), v(s)) = (µλ(s), λ− sαµλ(x) + o(|s|), s+ o(|s|)) : s ∈ (0, a)}, (2.1)
such that µλ(0) = cλ/(1 + mλ), u(0) = λ, v(0) = 0 and F (µλ(0), λ, 0) = 0, where F is
the operator defined in the Equation (2.2) in [2]. In what follows we shall assume that
F : U × V → Z is C2(U × V, Z) where U ⊆ R, V ⊆ X = XΩ ×XΩ1, Z = YΩ × YΩ1 and
XΩ = {u ∈ W
2,p(Ω) : ∂nu = 0 on ∂Ω}, YΩ = L
p(Ω),
XΩ1 = {u ∈ W
2,p(Ω1) : ∂nu = 0 on ∂Ω1}, YΩ1 = L
p(Ω1),
so (µλ(0), u(0), v(0)) ∈ U × V ⊆ R × X . By defining w as w = λ − u, the expression
F(w,v)(µλ(0), 0, 0) is equivalent to F(u,v)(µλ(0), λ, 0) and therefore
dim(N(F(w,v)(µλ(0), 0, 0))) = 1 and dim(N(F(u,v)(µλ(0), λ, 0))) = 1,
see [2]. Consequently, we only need to consider the operator F(u,v)(µλ(0), λ, 0).
Let us denote R = Range(F(u,v)(µλ(0), λ, 0)) and N = N(F(u,v)(µλ(0), λ, 0)), and define
the operator G : U × V × (R ∩X)×R→ Z by
G(µ, u, v, w˜, γ) = F(u,v)(µ, u, v)(v˜0 + w˜)− γ(v˜0 + w˜), (2.2)
where N(F(u,v)(µλ(0), λ, 0)) = span{(αµλ , 1)} = span{v˜0} so v˜0 6∈ R and v˜0 = (αµλ , 1). We
know the Banach space X admits a decomposition X = N ⊕ (R ∩ X) (see equation I.7.6,
pag 22, [1]). Notice that R ⊂ Z, X ⊂ Z, and R ∩ X ⊂ X →֒ Z. We emphasize that w˜
must belong to R ∩ X and notice v˜0 6∈ R since we know that
∫
Ω1
1dx 6= 0, see [2]. Also,
because F(u,v)(µ, u, v) : X → Z and v˜0+ w˜ ∈ N ⊕ (R∩X), we have that (2.2) is well defined.
Furthermore, G(µλ(0), λ, 0, 0, 0) = F(u,v)(µλ(0), λ, 0)[v˜0] = 0.
Lemma 1. The derivatives of G, defined in (2.2), are
Gw˜(µ, u, v, w˜, γ) = F(u,v)(µ, u, v)− γI,
Gγ(µ, u, v, w˜, γ) = −(v˜0 + w˜),
and G(w˜,γ)(µ, u, v, w˜, γ) = F(u,v)(µ, u, v)− γI − (v˜0 + w˜),
(2.3)
where I is the identity operator on X.
2
Proof. First, we compute the first variation of G with respect to w˜. Consider
G(µ, u, v, w˜+ ǫχ, γ) = F(u,v)(µ, u, v)(v˜0 + w˜ + ǫχ)− γ(v˜0 + w˜ + ǫχ), (2.4)
with χ ∈ R ∩X . Since
d
dǫ
(
F(u,v)(µ, u, v)(v˜0 + w˜ + ǫχ)
) ∣∣∣
ǫ=0
=
d
dǫ
(
F(u,v)(µ, u, v)(v˜0 + w˜)
)
+
d
dǫ
(
F(u,v)(µ, u, v)(ǫχ)
)
= F(u,v)(µ, u, v)(χ)
(2.5)
we get
Gw˜(µ, u, v, w˜, γ)(χ) =
d
dǫ
(
F(u,v)(µ, u, v)(v˜0 + w˜ + ǫχ)
) ∣∣∣
ǫ=0
− γχ
= F(u,v)(µ, u, v)(χ)− γχ
(2.6)
and the first derivative in (2.3) follows from (2.6). For the second expression in (2.3) consider
G(µ, u, v, w˜, γ + ǫθ) = F(u,v)(µ, u, v)(v˜0 + w˜)− (γ + ǫθ)(v˜0 + w˜), (2.7)
then
Gγ(µ, u, v, w˜, γ)(θ) =
d
dǫ
(G(µ, u, v, w˜, γ + ǫθ))
∣∣∣
ǫ=0
= −θ(v˜0 + w˜) (2.8)
and the second equation in (2.3) follows from (2.8). The last equation in (2.3) is obtained in
a similar way, by calculating
d
dǫ
(G(µ, u, v, w˜+ ǫχ, γ + ǫθ))
∣∣∣
ǫ=0
. (2.9)
By Lemma 1, we have the expressions
Gw˜(µλ(0), λ, 0, 0, 0) = F(u,v)(µλ(0), λ, 0),
Gγ(µλ(0), λ, 0, 0, 0) = −v˜0,
G(w˜,γ)(µλ(0), λ, 0, 0, 0) = F(u,v)(µλ(0), λ, 0)− v˜0.
(2.10)
In order to determine the stability of the curves of solutions of the system (1.5) [2], we
need the following result that guarantees the existence of a differentiable curve of perturbed
eigenvalues of the linearized operator.
Proposition 1. Assume the operator F defined in satisfies F ∈ C2(U ×V, Z) where U, V , R
and Z are defined above and (µλ(0), λ, 0) ∈ U ×V ⊆ R×X. Then there exist a continuously
differentiable curve of perturbed eigenvalues {γ(s) : s ∈ (−δ, δ), γ(0) = 0} in R such that
F(u,v)(µ(s), u(s), v(s))(v˜0 + w˜(s)) = γ(s)(v˜0 + w˜(s)), (2.11)
where {γ(s) : s ∈ (−δ, δ), γ(0) = 0} ⊆ R ∩ X is continuously differentiable. In this sense,
γ(s) is the perturbation of the zero (simple) eigenvalue of F(u,v)(µλ(0), λ, 0).
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Proof. Let (χ, θ) ∈ N(G(w˜,γ)(µλ(0), λ, 0, 0, 0)), i.e. G(w˜,γ)(µλ(0), λ, 0, 0, 0)[χ, θ] = 0, which
implies F(u,v)(µλ(0), λ, 0)(χ) = θv˜0. Thus, since θ ∈ R, we get θv˜0 ∈ R. Suppose that θ 6= 0,
then v˜0 ∈ R. But we have shown that N(F(u,v)(µλ(0), λ, 0)) = span{v˜0}, thus implying that
v˜0 6∈ R, which is a contradiction (see also, I.7.4 pag 21, [1]) and we must have θ = 0. Now, if
θ = 0 then F(u,v)(µλ(0), λ, 0)(χ) = 0 and consequently χ = av˜0 for some constant a. Notice
that (χ, θ) ∈ N ×{0} and so N(G(w˜,γ)(µλ(0), λ, 0, 0, 0)) ⊆ N ×{0}. If χ ∈ N then χ 6∈ R, so
if χ ∈ N ∩ R we obtain χ = 0.
Thus, if we consider the operator G(w˜,γ)(µλ(0), λ, 0, 0, 0) : (R∩X)×R→ Z it is clear that
N(G(w˜,γ)(µλ(0), λ, 0, 0, 0)) ⊆ ×(R∩X)×R then, N(G(w˜,γ)(µλ(0), λ, 0, 0, 0)) ⊆ (N∩R)×{0} =
{0}X×{0} and we get that G(w˜,γ)(µλ(0), λ, 0, 0, 0) is invertible. Now, let z˜ ∈ Z, then we could
write z˜ = x+y with x ∈ N(G(w˜,γ)(µλ(0), λ, 0, 0, 0)) and y ∈ R∩X (see eq. I.7.5 page 22, [1]).
Then G(w˜,γ)(µλ(0), λ, 0, 0, 0)[ξ, θ] = F(u,v)(µλ(0), λ, 0)(ξ)− θv˜0 = x+ y, so choose ξ such that
F(u,v)(µλ(0), λ, 0)(ξ) = y and θ such that x = −θv˜0 thus the operator G(w˜,γ)(µλ(0), λ, 0, 0, 0)
is onto, and it is not hard to see that it is also linear. Hence from the argument above we
have G(w˜,γ)(µλ(0), λ, 0, 0, 0) : (R∩X)×R→ Z is an isomorphism. By the Implicit Function
Theorem, (see Thm I.4.1 Pag 12, [1]), there exist differentiable functions w˜ : U1×V1 → R∩X ,
γ : U1 × V1 → R such that (λ, 0) ∈ V1 ⊂ V1 ⊂ X , µλ ∈ U1 ⊂ U2 ⊂ R, w˜(µλ(0), λ, 0) = 0,
γ(µλ(0), λ, 0) = 0 and G(µ, u, v, w˜(µ, u, v), γ(µ, u, v)) = 0 for all (µ, u, v) ∈ U1 × V1. Then,
by inserting the curves from (2.1) into w˜ and γ, we get
γ(s) = γ(µ(s), u(s), v(s)) = γ(µλ(s), λ− sαµλ(x) + o(|s|), s+ o(|s|)),
w˜(s) = w˜(µ(s), u(s), v(s)) = w˜(µλ(s), λ− sαµλ(x) + o(|s|), s+ o(|s|)), s ∈ (0, δ)
(2.12)
for some δ > 0. Notice that w˜(0) = 0 and γ(0) = 0. From (2.12) and the condition
G(µ, u, v, w˜(µ, u, v), γ(µ, u, v)) = 0
we obtain
F(u,v)(µ(s), u(s), v(s))(v˜0 + w˜(s)) = γ(s)(v˜0 + w˜(s)). (2.13)
We now focus on the question whether the spectrum of F(u,v)(µλ(0), λ, 0) is in the left
complex plane. We look at the eigenvalue equation
F(u,v)(µλ(0), λ, 0)[α, β] = Λ[α, β], (2.14)
where the operator in the left-hand side is defined in equation (2.4) in [2]. Thus, we have
the following system of PDEs together with the corresponding boundary conditions
∆α− α+
b(x)β
1 +mλ
= Λα x ∈ Ω
∆β − µβ +
cλβ
1 +mλ
= Λβ x ∈ Ω1
∂nα = 0, x ∈ ∂Ω,
∂nβ = 0, x ∈ ∂Ω1.
(2.15)
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From the second equation in (2.15) we have the Neumann eigenvalue problem
−∆β =
(
−Λ− µ+
cλ
1 +mλ
)
β x ∈ Ω1
∂nβ = 0, x ∈ ∂Ω1.
(2.16)
In general, we know that the Neuman eigenvalues of the Laplacian are nonnegative, then
they satisfy −µ + cλ/(1 + mλ) ≥ Λ. However, in order for β not to change sign, (in our
case we are intersted in β > 0) we must have that µ = −Λ + cλ/(1 + mλ). Since we are
interested when Λ < 0 then we must assume that Λ ≤ −µ + cλ/(1 + mλ) < 0. Then
following the principle of linearized stability we must require that cλ/(1+mλ) = µλ(0) < µ.
To determine the stability of solutions of (1.4) we also need to determine the sign of the
perturbed eigenvalues γ(s) for small values of s ∈ (0, δ). Since µ′λ(0) < 0 we have that the
bifurcation is transcritical (see page 18, [1]). That is, we have two solution curve intersecting
at bifurcation point (µλ, λ, 0), the semitrivial solution line Γu = {(µ, u, v) = (µ, λ, 0) : µ > 0}
and the curve of nontrivial solutions {(µ(s), u(s), v(s))} obtained in Theorem 1 in [2].
Consider equation (2.11) and its parametrization near µλ(0) (we use the parameter r) so
it becomes
F(u,v)(r, λ, 0)(v˜0 + w˜(r)) = γ(r)(v˜0 + w˜(r)). (2.17)
By taking the derivative respect to r we get
Fr(u,v)(r, λ, 0)(v˜0 + w˜(r)) + F(u,v)(r, λ, 0) ˙˜w(r) = γ˙(r)(v˜0 + w˜(r)) + γ(r) ˙˜w(r), (2.18)
where ˙ = d/dr. Since we are considering the parameter r, we write γ(0) = γ(µλ(0), λ, 0) =
γ(µλ(0)) = 0 and w˜(0) = w˜(µλ(0), λ, 0) = w˜(µλ(0)) = 0. Then, at r = µλ(0), the expression
(2.18) becomes
Fr(u,v)(µλ(0), λ, 0)v˜0 + F(u,v)(µλ(0), λ, 0) ˙˜w(µλ(0)) = γ˙(µλ(0))v˜0 (2.19)
and by I.7.8 Page 22 in [1], we can choose an element v˜∗0 ∈ Z
∗ (the dual of Z) such
that 〈v˜0, v˜
∗
0〉 = 1 and 〈z, v˜
∗
0〉 = 0 for any z ∈ R, where the brackets 〈·, ·〉 are used to
denote the duality pairing between Z and its dual. By applying the duality pairing to
(2.19) with respect to the element v˜∗0 and noticing that F(u,v)(µλ(0), λ, 0) ˙˜w(µλ(0)) ∈ R so
〈F(u,v)(µλ(0), λ, 0) ˙˜w(µλ(0)), v˜
∗
0〉 = 0 we obtain the following expression of the derivative of
the perturbed simple eigenvalue at the parameter value µλ(0),
〈Fr(u,v)(µλ(0), λ, 0)v˜0, v˜
∗
0〉 = γ˙(µλ(0)). (2.20)
Notice that if Fr(u,v)(µλ(0), λ, 0)v˜0 6∈ R then γ˙(µλ(0)) 6= 0 and if µ > µλ(0) the expression
γ˙(µλ(0)) = 〈Fr(u,v)(µλ(0), λ, 0)v˜0, v˜
∗
0〉 = −
∫
Ω1
dx = |Ω1| < 0 (2.21)
determines loss of stability. Therefore, the semitrivial solution curve Γu is locally stable for
µ > µλ(0) and unstable for µ < µλ(0). For the bifurcating solution curve {µ(s), u(s), v(s)}
we know, from Equation (2.19) in [2], that µ′λ(0) < 0 and
〈F(u,v)(u,v)(µλ(0), λ, 0)[v˜0, v˜0], v˜
∗
0〉+ 2µ
′
λ(0)γ˙(µλ(0)) = 0, (2.22)
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and, from I.7.22 Page 24 in [1], we have that
〈F(u,v)(u,v)(µλ(0), λ, 0)[v˜0, v˜0], v˜
∗
0〉+ µ
′
λ(0)γ˙(µλ(0)) =
˙̂γ(0), (2.23)
where γ̂ is the eigenvalue perturbation given in (2.11) along the curve (and not γ(µλ(s)),
which is the eingenvalue perturbation along the function µλ(s)). Subtracting (2.23) from
(2.22) we obtain
µ′λ(0)γ˙(µλ(0)) = −
˙̂γ(0). (2.24)
We have that γ˙(µλ(0)) < 0, which means that there is a loss of stability in the semi-
trivial solution Γu at (µλ(0), λ, 0), where µ(0) = µλ(0), and γ̂(0) = 0 (since at 0 is the
simple zero eigenvalue). Because we know that µ′λ(0) < 0 and
˙̂γ(0) < 0 then γ̂(s) < 0 for
s > 0. Therefore, if µ′λ(0) < 0 then the conditions µ(s) < µλ(0) and γ̂(s) < 0 must hold
simultaneously for s > 0. Similarly, µ(s) > µλ(0) and γ̂(s) > 0 must hold for s < 0. In other
words,
sign(µ(s)− µλ(0)) = sign(γ̂(s)), s ∈ (−δ, δ). (2.25)
Therefore, the curve {(µ(s), u(s), v(s))} is stable whenever µ(s) < µλ(0) and unstable if
µ(s) > µλ(0). Summarizing, the following result on the stability of the steady state solutions
for the system (1.4) holds,
Theorem 1. Consider the curve of nontrivial positive solutions
C(s) = {(µ(s), u(s), v(s)) = (µλ(s), λ− sαµλ(x) + o(|s|), s+ o(|s|)) : s ∈ (0, a)}, (2.26)
and the curve of semi-trivial solutions Γu for the system (1.4), satisfying the conditions
µλ(0) = cλ/(1 +mλ), u(0) = λ, v(0) = 0, and F (µλ(0), λ, 0) = 0, where F : U × V → Z is
C2(U × V, Z) and U ⊆ R. Then, C(s) and Γu satisfy the properties
1. C(s) is stable whenever µ(s) < µλ(0) and unstable whenever µ(s) > µλ(0).
2. Γu is stable whenever µ(s) > µλ(0) and unstable whenever µ(s) < µλ(0)
and therefore the parameter value µλ(0) determines a transcritical bifurcation.
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