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Abstract
The Feynman path integrals for the magnetic Schro¨dinger equations
are defined mathematically, in particular, with polynomially growing
potentials in the spatial direction. For example, we can handle electro-
magnetic potentials (V,A1, A2, . . . , Ad) such that V (t, x) = |x|2(l+1)+
“ a polynomial of degree (2l + 1) in x ” (l = 0, 1, 2, ...) and Aj(t, x) are
polynomials of degree l in x. The Feynman path integrals are defined
as L2-valued continuous functions with respect to the time variable.
∗This work was supported by JSPS KAKENHI Grant Number JP18K03361.
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1 Introduction
Let T > 0 be an arbitrary constant, 0 ≤ t ≤ T and x = (x1, . . . , xd) ∈ Rd.
Let E(t, x) = (E1, . . . , Ed) ∈ Rd and B(t, x) = (Bjk(t, x))1≤j<k≤d ∈ Rd(d−1)/2
denote the electric strength and the magnetic strength tensor, respectively and
(V (t, x), A(t, x)) = (V,A1, . . . , Ad) ∈ Rd+1 an electromagnetic potential, i.e.
E = −∂A
∂t
− ∂V
∂x
,
Bjk =
∂Ak
∂xj
− ∂Aj
∂xk
(1 ≤ j < k ≤ d), (1.1)
where ∂V/∂x = (∂V/∂x1, . . . , ∂V/∂xd). Then the Lagrangian function is given
by
L(t, x, x˙) = m
2
|x˙|2 + ex˙ · A(t, x)− eV (t, x), x˙ ∈ Rd (1.2)
with mass m > 0 and charge e ∈ R. Then the corresponding Schro¨dinger
equation is given by
i~
∂u
∂t
(t) = H(t)u(t)
:=
[
1
2m
d∑
j=1
(
~
i
∂
∂xj
− eAj(t, x)
)2
+ eV (t, x)
]
u(t), (1.3)
where ~ is the Planck constant. Throughout this paper we always consider
solutions to the Schro¨dinger equations in the sense of distribution. Hereafter
we suppose ~ = 1 and e = 1 for simplicity.
Let L2 = L2(Rd) denote the space of all square integrable functions on Rd
with inner product (f, g) :=
∫
f(x)g(x)∗dx and norm ‖f‖, where g(x)∗ denotes
the complex conjugate of g(x). Let S(t, s; q) be the classical action
S(t, s; q) =
∫ t
s
L(θ, q(θ), q˙(θ))dθ (1.4)
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for a path q(θ) ∈ Rd (s ≤ θ ≤ t), where q˙(θ) = dq(θ)/dθ. Our aim in the
present paper is to prove that for any f ∈ L2 we can determine the Feynman
path integral
K(t, 0)f =
∫
eiS(t,0;q)f(q(0))Dq (1.5)
in L2(Rd) for the system (1.2) with a potential (V,A) growing polynomially
in the spatial direction x. As shown in Example 3.1, a typical example of
potentials that we can handle is
V (t, x) = |x|2(l+1) +
∑
|α|≤2l+1
aα(t)x
α, (1.6)
Aj(t, x) =
∑
|α|≤l
bjα(t)x
α (j = 1, 2, . . . , d) (1.7)
with an integer l ≥ 0 and functions aα(t) ∈ R, bjα(t) ∈ R in C1([0, T ]), i.e.
continuously differentiable functions, where |x|2 = ∑dj=1 x2j and for a multi-
index α = (α1, . . . , αd) we write |α| =
∑d
j=1 αj , x
α = xα11 · · ·xαdd , ∂xj = ∂/∂xj
and ∂αx = ∂
α1
x1 · · ·∂αdxd .
In the present paper the Feynman path integral (1.5) is defined by the time-
slicing method in terms of piecewise free moving paths or piecewise straight
lines. The time-slicing approach in terms of piecewise free moving paths to
path integrals is actually the classical approach in the physics literature (cf.
p.32 in [8] and p.278 in [20]).
The Feynman path integral for the system (1.2) with potentials A = 0 and
V satisfying |V (t, x)| ≤ C(1 + |x|2) has been studied mathematically by many
authors for a long time since Feynman had published his famous paper [7] in
1948 (cf. §10 in [1] and [4]). See [9], [10], [11], [12], [19] and their references for
the recent study. We note that in [10], [11] and [12] we studied the Feynman
path integrals defined by the time-slicing method in terms of piecewise free
moving paths.
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On the other hand, if |V (t, x)| ≥ C(1+|x|2)1+δ holds with positive constants
C and δ, it may be not simple to construct the Feynman path integral for (1.2)
mathematically as stated in §10.2 of [1] and in §3.5 of [16]. In fact, there seems
to be only a few papers on it, which will be referred below, as far as the author
knows. In addition, we note that as well known, the uniqueness of solutions
to (1.3) with u(0) = f in the space C0t ([0, T ];L
2) doesn’t hold in general if
V (t, x) satisfies V (t, x) ≤ −C(1+ |x|2)1+δ with positive constants C and δ (cf.
pp. 157-159 in [5], Theorem VIII.7 in [21], Theorems X.2 and X.3 in [22]),
where C0t ([0, T ];L
2) denotes the space of all L2-valued continuous functions in
t ∈ [0, T ].
Nelson in [18] has constructed the Feynman path integral (1.5) for (1.2)
in L2 for f ∈ L2 with A = 0 and a continuous function V (x) outside a set
of capacity 0 in Rd, independent of t ∈ [0, T ], by using the Trotter product
formula. It is to be noted that in [18] the classical action S(t, 0; q) is replaced
with a certain approximation. See (9) on p. 333 of [18].
Daubechies and Klauder in [6] have showed the following. Take (V,A) =
(V (x), A(x)), independent of t, satisfying |V (x)| ≤ C(1 + |x|2)M and |A(x)| ≤
C(1+ |x|2)M with constants C ≥ 0 and M ≥ 0. Let H be the operator defined
by (1.3) with a core consisting of finite linear spans generated by eigenvalues
of (−∆ + |x|2)/2, where ∆ = ∑dj=1 ∂2xj . Let F0(x) be the ground state of
(−∆+|x|2)/2 and define the canonical coherent states |p, q >= eip·xF0(x−q) for
all (q, p) ∈ R2d, where p·x =∑dj=1 pjxj . LetH ′ be a maximal extension ofH on
L2 and denote the deficiency indices of H ′ by n+(H
′) and n−(H
′). Daubechies
and Klauder have constructed the phase space Feynman path integral in the
form of weak topology of L2, i.e. giving (|p′′, q′′ >, e−itH′ |p′, q′ >) if n+(H ′) = 0
and (|p′′, q′′ >, e−itH′† |p′, q′ >) if n−(H ′) = 0 in terms of the Winer measure
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pinned at (p′, q′) at t = 0 and at (p′′, q′′) at t, where H ′† denotes the adjoint
operator of H ′.
Albeverio and Mazzucchi in [2] and [3] have studied the Feynman path inte-
grals for the systems (1.2) with A = 0, V (x) = |Ωx|2/2+λC(x, x, x, x) (λ ∈ R)
and with A = 0, a positive homogeneous polynomial V (x) of 2M-order (M =
1, 2, . . . ), respectively in terms of infinite dimensional oscillatory integrals and
the Wiener measure, where Ω is a d × d regular matrix and C(x, y, w, z) is
a completely symmetric positive fourth-order covariant tensor on Rd. It is
noted that all Feynman path integrals in [2, 3] are defined in the form of weak
topology of L2. See §10.2 in [1] and §3.5 in [16] for topics relating to [2, 3].
The present paper is having four points to be emphasized: (1) In our
system (1.2) there exists a magnetic field B(t, x). (2) Our magnetic field
B(t, x) and electric field E(t, x) can vary on time t. (3) Our Feynman path
integral can be defined as an L2- valued function on [0, T ] as in [18], not in the
form of weak topology of L2 as in [2, 3, 6]. (4) Our method of constructing the
Feynman path integral can not be applied to systems with potentials satisfying
V (t, x) ≤ −C(1 + |x|2)1+δ (C > 0, δ > 0), though in [2, 6, 18] the Feynman
path integrals for such systems are constructed.
In the present paper the Feynman path integrals will be constructed not
only for the one-particle systems (1.2), but also the multi-particle systems with
spin. In addition, we will construct the Feynman path integrals for bosons and
fermions, i.e. quantum systems consisting of many identical particles with spin.
We will prove the results in the present paper, following the proofs in
[10, 11, 12, 13]. That is, we introduce the fundamental operator C(t, s) in
§5, and prove its stability and consistency. Combining these results and the
existence theorem proved in [14] to the Schro¨dinger equations (1.3) in both of
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L2 and the Schwartz space S(Rd) of all rapidly decreasing functions on Rd,
we can prove our main results. In particular, in the present paper we will use
the delicate result below concerning the L2-boundedness of pseudo-differential
operators, which is stated as Theorem 13.13 on p. 322 in [24].
Theorem 1.A. Suppose p(x, ξ, x′) ∈ S0(R3d), i.e.
sup
x,ξ,x′
|∂αξ ∂βx∂γx′p(x, ξ, x′)| ≤ Cα,β,γ <∞ (1.8)
for all α, β and γ. Let P (X, ~Dx, X
′) be the pseudo-differential operator defined
by ∫
eix·ξ d¯ξ
∫
e−ix
′·ξp(x, ~ξ, x′)f(x′)dx′, d¯ξ = (2π)−ddξ
for f ∈ S(Rd). Then we have
‖P (X, ~Dx, X ′)‖L2→L2 = sup
x,ξ,x′
|p(x, ξ, x′)|+O(~), (1.9)
where ‖P‖L2→L2 denotes the operator norm from L2 into L2.
The plan of the present paper is as follows. In §2 our main results are
stated. In §3 we will state examples to which our results can be applied. In §4
we will construct the Feynman path integrals for bosons and fermions. In §5
and §6 the stability and the consistency of C(t, s) will be proved, respectively.
In §7 Theorems 2.1 - 2.2 and in §8 Theorems 2.3 - 2.4 will be proved.
2 Main theorems
Let t in [0, T ]. For an arbitrary integer ν ≥ 1 we take τj ∈ [0, T ] (j =
1, 2, . . . , ν − 1) satisfying 0 = τ0 < τ1 < · · · < τν−1 < τν = t, set ∆ := {τj}ν−1j=1
and write |∆| := max{τj+1 − τj ; j = 0, 1, . . . , ν − 1}. Let x ∈ Rd be fixed. We
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take arbitrary points x(j) ∈ Rd (j = 0, 1, . . . , ν − 1) and determine the piece-
wise free moving path or the piecewise straight line q∆(θ; x
(0), . . . , x(ν−1), x) ∈
Rd (0 ≤ θ ≤ t) by joining x(j) at τj (j = 0, 1, . . . , ν, x(ν) = x) in order. Let
L(t, x, x˙) be the Lagrangian function defined by (1.2) and S(t, s; q) the classi-
cal action defined by (1.4). Take χ ∈ C∞0 (Rd), i.e. an infinitely differentiable
function on Rd with compact support, such that χ(0) = 1 and determine the
approximation of the Feynman path integral (1.5) for f ∈ C∞0 (Rd) by
K∆(t, 0)f = lim
ǫ→0+
ν−1∏
j=0
√
m
2πi(τj+1 − τj)
d ∫
· · ·
∫
Rd
eiS(t,0;q∆)
× f(x(0))
ν−1∏
j=1
χ(ǫx(j))dx(0)dx(1) · · · dx(ν−1). (2.1)
From now on we always suppose that χ is a real-valued function belonging to
C∞0 (R
d) such that χ(0) = 1. The RHS is an oscillatory integral and will be
denoted by
ν−1∏
j=0
√
m
2πi(τj+1 − τj)
d
Os−
∫
· · ·
∫
Rd
eiS(t,0;q∆)f(x(0))dx(0)dx(1) · · · dx(ν−1)
(cf. p. 45 of [15]).
In the present paper we often use symbols C,Cα, Cα,β, Ca and δ to write
down constants, though these values are different in general.
Assumption 2.1. We assume that ∂αx∂
k
t V (t, x) and ∂
α
x∂
k
t Aj(t, x) (j =
1, 2, . . . , d) are continuous in [0, T ] × Rd for all α and k = 0, 1. Moreover, we
assume the existence of constants M∗ ≥ 0, C0 > 0, C1 ≥ 0, C2 ≥ 0 with
C0 < x >
2(M∗+1) −C1 ≤ V (t, x) ≤ C2 < x >2(M∗+1) (2.2)
in [0, T ]× Rd, where < x >=
√
1 + |x|2. We also assume
|∂αxV (t, x)| ≤ Cα < x >2(M∗+1), |α| ≥ 1, (2.3)
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|∂αx∂tV (t, x)| ≤ Cα < x >2(M∗+1) (2.4)
for all α,
|Aj(t, x)| ≤ C < x >M∗+1−δ (2.5)
with a constant δ > 0 and
|∂αx∂tAj(t, x)| ≤ Cα < x >M∗+1 (2.6)
for all α.
Assumption 2.2. LetM∗ be the constant in Assumption 2.1. We assume
C∗|x|2M∗ − C1 ≤ − 1
2m
(
∂E
∂x
(t, x) +
t∂E
∂x
(t, x)
)
(2.7)
with constants C∗ > 0 and C1 ≥ 0, and
|∂αxEj(t, x)| ≤ Cα < x >2M∗ , |α| ≥ 1, (2.8)
where ∂E/∂x = (∂Ei/∂xj ; i ↓ j → 1, 2, . . . , d) is a d × d matrix and t∂E/∂x
its transposed matrix. We assume
|∂αxAj(t, x)| ≤ Cα < x >M∗ , |α| ≥ 1. (2.9)
In addition, we assume either
|∂αxBjk(t, x)| ≤ Cα < x >−(1+δα), |α| ≥ 1 (2.10)
with constants δα > 0 and
|∂αx∂tBjk(t, x)| ≤ Cα < x >M∗ (2.11)
for all α, or
|∂αx∂tBjk(t, x)| ≤ Cα < x >−(1+δα), |α| ≥ 1 (2.12)
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with constants δα > 0 if 0 ≤M∗ < 1 and
|∂αx∂tBjk(t, x)| ≤ Cα < x >M∗−1, |α| ≥ 1 (2.13)
if M∗ ≥ 1.
Theorem 2.1. Suppose that Assumptions 2.1 and 2.2 are satisfied. Then
there exist constants ρ∗ > 0 and K ≥ 0 such that the following statements hold
for all ∆ satisfying |∆| ≤ ρ∗ and all t ∈ [0, T ]:
(1) K∆(t, 0)f defined on f ∈ C∞0 (Rd) by (2.1) is determined independently of
the choice of χ and K∆(t, 0)f can be uniquely extended to a bounded operator
on L2 with
‖K∆(t, 0)f‖ ≤ eKt‖f‖ (2.14)
for all f ∈ L2.
(2) For all f ∈ L2, as |∆| → 0, K∆(t, 0)f converges in L2 uniformly in
t ∈ [0, T ] to an element K(t, 0)f ∈ L2, which we call the the Feynman path
integral of f .
(3) For all f ∈ L2, K(t, 0)f belongs to C0t ([0, T ];L2). In addition, K(t, 0)f is
the unique solution in C0t ([0, T ];L
2) to (1.3) with u(0) = f .
(4) Let ψ(t, x) be a real-valued function such that ∂xj∂xkψ(t, x) and ∂t∂xjψ(t, x)
(j, k = 1, 2, . . . , d) are continuous in [0, T ]× Rd and consider the gauge trans-
formation
V ′ = V − ∂ψ
∂t
, A′j = Aj +
∂ψ
∂xj
(j = 1, 2, . . . , d). (2.15)
We write (2.1) for this (V ′, A′) as K ′∆(t, 0)f . Then we have the formula
K ′∆(t, 0)f = e
iψ(t,·)K∆(t, 0)
(
e−iψ(0,·)f
)
(2.16)
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for all f ∈ L2, and we have the analogous relation between the limits K ′(t, 0)f
and K(t, 0)f as in [11].
Next we consider the Lagrangian function for the spin system
Ls(t, x, x˙) = L(t, x, x˙)−H1(t, x), (2.17)
where H1(t, x) = (h1jk(t, x); j ↓ k → 1, 2, . . . , l) is a Hermitian matrix of
degree l and L(t, x, x˙) the Lagrangian function defined by (1.2). Then the
corresponding quantized equation is given by
i
∂u
∂t
(t) =
[
H(t)I +H1(t)
]
u(t), (2.18)
where u(t) = t(u1(t), . . . , ul(t)) ∈ Cl, H(t) is the operator defined by (1.3) and
I the identity matrix of degree l.
For a continuous path q(θ) ∈ Rd (s ≤ θ ≤ t) let us define an l × l matrix
F(θ, s; q) (s ≤ θ ≤ t) by the solution to
d
dθ
A(θ) = −iH1(θ, q(θ))A(θ), A(s) = I. (2.19)
Then, for the piecewise free moving path q∆(θ; x
(0), x(1), . . . , x(ν−1), x) we define
the probability amplitude by
exp ∗iSs(t, 0; q∆) =
(
exp iS(t, 0; q∆)
)F(t, 0; q∆), (2.20)
using S(t, s; q) defined by (1.4). Let f = t(f1, f2, . . . , fl) ∈ C∞0 (Rd)l. Then we
define the approximation Ks∆(t, 0)f of the Feynman path integral Ks(t, 0)f
for the system (2.17) by replacing eiS(t,0;q∆) in (2.1) with e∗iSs(t,0;q∆) as in [12].
Theorem 2.2. Besides Assumptions 2.1 and 2.2 we assume
|∂αxh1jk(t, x)| ≤ Cα, j, k = 1, 2, . . . , l (2.21)
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for all α. Let ρ∗ > 0 be the constant in Theorem 2.1. Then we get the
same assertions for Ks∆(t, 0)f as for K∆(t, 0)f in Theorem 2.1 with another
constant K ≥ 0, where Ks(t, 0)f = lim|∆|→0Ks∆(t, 0)f ∈ C0t ([0, T ]; (L2)l) for
f ∈ (L2)l is the unique solution in C0t ([0, T ]; (L2)l) to (2.18) with u(0) = f .
Remark 2.1. Since we see from (2.19) that eiS(t,0;q)F(t, 0; q) is the solution
to
d
dt
U(t) = iLs(t, q(t), q˙(t))U(t), U(0) = I,
we can write exp ∗iSs(t, 0; q∆) formally as exp i
∫ t
0
Ls(θ, q∆(θ), q˙∆(θ)dθ. This is
the reason why we express the right-hand side of (2.20) as exp ∗iSs(t, 0; q∆).
Remark 2.2. We write
qt,sx,y(θ) = y +
θ − s
t− s (x− y), s ≤ θ ≤ t (2.22)
for x and y in Rd when s 6= t. Then from Lemma 2.1 of [12] we have
F(t, 0; q∆) = F(t, τν−1; qt,τν−1x,x(ν−1))F(τν−1, τν−2; q
τν−1,τν−2
x(ν−1),x(ν−2)
) · · ·F(τ1, 0; qτ1,0x(1),x(0)).
Remark 2.3. Letting M∗ = 0, we assume (2.8), (2.10) and (2.21). Let
(V (t, x), A(t, x)) be an arbitrary potential such that V, ∂V/∂xj , ∂Aj/∂t and
∂Aj/∂xk (j, k = 1, 2, . . . , d) are continuous in [0, T ]×Rd. Then we have proved
in [11] and [12] the same assertions as in Theorems 2.1 and 2.2 . Aside from
this, letting M∗ = 0, we assume (2.8), (2.9), (2.12), (2.21),
|∂αxV (t, x)| ≤ Cα < x >, |α| ≥ 1 (2.23)
and
|∂αx∂tV (t, x)| ≤ Cα < x >M , |α| ≥ 1 (2.24)
for a constant M ≥ 0. Using (1.1), from (2.8) and (2.23) we have
|∂αx∂tAj(t, x)| = |∂αxEj(t, x)|+ |∂αx∂xjV (t, x)| ≤ Cα < x > (2.25)
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for all α. We note (3.3) in [13] or (5.11) in the present paper. Then, under the
assumptions above we can prove the same assertions as in Theorems 2.1 and
2.2 as in the proofs of the theorems stated in [11] and [12].
In the end we will consider the multi-particle system. For simplicity we
will consider the 4-particle system
L♯(t, x, x˙) =
4∑
l=1
{ml
2
|x˙(l)|2 + x˙(l) ·A(l)(t, x(l))− Vl(t, x(l))
}
− 2
∑
1≤j<k≤4
Vjk(t, x(j)− x(k)), (2.26)
where x = (x(1), x(2), x(3), x(4)) ∈ R4d. The corresponding Schro¨dinger equa-
tion is given by
i
∂u
∂t
(t) =
[
4∑
l=1
{
1
2ml
∣∣∣∣1i ∂∂x(l) −A(l)(t, x(l))
∣∣∣∣2 + Vl(t, x(l))
}
+ 2
∑
1≤j<k≤4
Vjk(t, x(j)− x(k))
]
u(t). (2.27)
Assumption 2.3. (1) Each
(
Vl(t, x(l)), A
(l)(t, x(l))
)
(l = 1, 2) satisfies
Assumption 2.1 with M∗ = Ml∗ > 0. (2) Each Vl(t, x(l)) (l = 3, 4) satisfies
(2.23) and (2.24).
We define E(l)(t, x(l)) and B(l)(t, x(l)) (l = 1, 2, 3, 4) by (1.1) where A =
A(l) and V = Vl.
Assumption 2.4. Let Ml∗ (l = 1, 2) be the constants in Assumption
2.3 and Ml∗ = 0 (l = 3, 4). (1) A
(l) and (E(l), B(l)) (l = 1, 2, 3, 4) satisfy
Assumption 2.2 with M∗ =Ml∗. (2) Vjk(t, z) (z ∈ Rd) satisfies
|∂αz Vjk(t, z)| ≤ Cα, |α| ≥ 2. (2.28)
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for all 1 ≤ j < k ≤ 4.
We define the approximationK♯∆(t, 0)f of the Feynman path integralK
♯(t, 0)f
for the 4-particle system (2.26) in the same way as (2.1).
Theorem 2.3. Suppose Assumptions 2.3 and 2.4. Then we have the same
assertions for K♯∆(t, 0)f as for K∆(t, 0)f in Theorem 2.1 with other constants
ρ∗ > 0 and K ≥ 0, where the Feynman path integral K♯(t, 0)f ∈ C0t ([0, T ];L2)
for f ∈ L2(R4d) is the unique solution in C0t ([0, T ];L2) to (2.27) with u(0) = f .
Let us consider the spin system. Taking a Hermitian matrix H1(t, x) =
(h1jk(t, x); j ↓ k → 1, 2, . . . , l0) (x ∈ R4d) of degree l0 and using L♯(t, x, x˙)
defined by (2.26), we determine
L♯s(t, x, x˙) = L♯(t, x, x˙)−H1(t, x). (2.29)
For a path q(θ) ∈ R4d (s ≤ θ ≤ t) we define F ♯(θ, s; q) by the solution to (2.19).
Then we define exp ∗iS♯s(t, 0; q∆) by (2.20) and K♯s∆(t, 0)f for f ∈ C∞0 (R4d)l0
in the same way as we did Ks∆(t, 0)f .
Theorem 2.4. Besides Assumptions 2.3 and 2.4 we assume (2.21). Let
ρ∗ > 0 be the constant in Theorem 2.3. Then we have the same assertions for
K♯s∆(t, 0)f as for Ks∆(t, 0)f in Theorem 2.2 with another constant K ≥ 0.
3 Examples
In this section we will give some examples satisfying Assumptions 2.1 and 2.2
in §2.
Lemma 3.1. Let f ∈ C2([0,∞)) and set
V (x) = f(|x|2), x ∈ Rd. (3.1)
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Let x 6= 0 be an arbitrary point in Rd. Then there exists an orthogonal matrix
R such that
∂2V
∂x2
(x) :=
(
∂2V
∂xi∂xj
; i ↓ j → 1, 2, . . . , d
)
= 2tRf ′(|x|2)R+ 4tR

|x|2f ′′(|x|2) 0 . . . 0
0 0 . . . 0
...
...
. . .
...
0 0 . . . 0
R. (3.2)
Proof. Let R = (Rij; i ↓ j → 1, 2, . . . , d) be an orthogonal matrix. Then we
have
V (Rx) = f(|Rx|2) = f(|x|2) = V (x), (3.3)
which shows
∂V
∂xj
(x) =
∂
∂xj
V (Rx) =
d∑
k=1
∂V
∂xk
(Rx)Rkj
and so
∂2V
∂xi∂xj
(x) =
d∑
k,l=1
Rli
∂2V
∂xl∂xk
(Rx)Rkj .
Hence
∂2V
∂x2
(x) = tR
∂2V
∂x2
(Rx)R. (3.4)
On the other hand, from (3.1) we see
∂V
∂xj
(x) = 2xjf
′(|x|2)
and so
∂2V
∂xi∂xj
(x) = 2δijf
′(|x|2) + 4xixjf ′′(|x|2).
Consequently, letting −→e1 = (1, 0, . . . , 0) ∈ Rd, we have
∂2V
∂xi∂xj
(|x|−→e1 ) = 2δijf ′(|x|2) + 4δ1iδ1j |x|2f ′′(|x|2). (3.5)
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Let x 6= 0 be an arbitrary point in Rd. Then we can take an orthogonal matrix
R such that Rx = |x|−→e1 . Then from (3.4) we have
∂2V
∂x2
(x) = tR
∂2V
∂x2
(|x|−→e1 )R
and hence have (3.2) from (3.5).
From Lemma 3.1 we can easily get the following.
Corollary 3.2. Let f ∈ C2([0,∞)) such that
f ′′(θ) ≥ 0 (0 ≤ θ <∞). (3.6)
We define V (x) by (3.1). Then we have
∂2V
∂x2
(x) ≥ 2f ′(|x|2)I. (3.7)
Proposition 3.3. Let f ∈ C2([0,∞)) satisfying (3.6) and f ′(0) ≥ 0. Let
A be a regular real matrix. We denote the smallest eigenvalue of tAA by β > 0.
We set
V (x) = f(|Ax|2). (3.8)
Then we have
∂2V
∂x2
(x) ≥ 2βf ′(|Ax|2)I ≥ 2βf ′(β|x|2)I. (3.9)
Proof. Setting W (x) = f(|x|2), we have V (x) =W (Ax), which shows
∂2V
∂x2
(x) = tA
∂2W
∂x2
(Ax)A
as in the proof of (3.4). Hence(
∂2V
∂x2
(x)u, u
)
=
(
∂2W
∂x2
(Ax)Au,Au
)
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for u ∈ Rd, where (·, ·) is the inner product in Rd. Since we have ∂2W (x)/∂x2 ≥
2f ′(|x|2)I from (3.7), we have(
∂2V
∂x2
(x)u, u
)
≥ 2 (f ′(|Ax|2)Au,Au) ,
which leads to(
∂2V
∂x2
(x)u, u
)
≥ 2f ′(|Ax|2) (tAAu, u) ≥ 2βf ′(|Ax|2)|u|2
because of f ′(θ) ≥ 0 (0 ≤ θ < ∞). Hence we obtain the first inequality of
(3.9). The second inequality follows from the fact that f ′(θ) is an increasing
function and |Ax|2 = (tAAx, x) ≥ β|x|2.
Example 3.1. Let (V,A) be the potential defined by (1.6) and (1.7) with
an integer M ≥ 0, real-valued aα(t) and bjα(t) in C1([0, T ]). I will prove that
this (V,A) satisfies Assumptions 2.1 and 2.2 with the integer M∗ =M .
Noting (1.1), we can easily see that we have only to prove (2.7). Letting
f(θ) = θM+1 in Corollary 3.2, we have
∂2
∂x2
|x|2(M+1) ≥ 2(M + 1)|x|2MI. (3.10)
Hence we can prove (2.7), because we have
−∂E
∂x
=
∂2A
∂t∂x
+
∂2V
∂x2
=
∂2
∂x2
|x|2(M+1) +O(< x >2M−1)
from (1.1), (1.6) and (1.7).
Example 3.2. Let A(t) be a regular real matrix whose components are
continuously differentiable on [0, T ]. We set
V (t, x) = |A(t)x|2(M+1) + V1(t, x) (3.11)
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with an integer M ≥ 0, where we assume
|∂αxV1(t, x)| ≤ Cα < x >2(M+1)−|α|−δα (3.12)
for all α with constants δα > 0 and
|∂αx∂tV1(t, x)| ≤ Cα < x >2(M+1) (3.13)
for all α. In addition, we assume
|∂αxAj(t, x)| ≤ Cα < x >M+1−|α|−δα (j = 1, 2, . . . , d) (3.14)
for all α and
|∂αx∂tAj(t, x)| ≤ Cα < x >M+1−|α| (j = 1, 2, . . . , d) (3.15)
for all α. Then this potential (V,A) satisfies Assumptions 2.1 and 2.2 with
M∗ = M .
In fact we have only to prove (2.7) as in the arguments in Example 3.1.
Letting f(θ) = θM+1 in Proposition 3.3, we have
∂2
∂x2
|A(t)x|2(M+1) ≥ 2(M + 1)β|A(t)x|2M ≥ 2(M + 1)βM+1|x|2M (3.16)
with β > 0. Hence we can prove (2.7) as in the proof of Example 3.1.
Example 3.3. Let A(t) be the matrix in Example 3.2. We set
V (t, x) =
(
1 + |A(t)x|2)M+1 + V1(t, x) (3.17)
with a constant M ≥ 0, where V1(t, x) is assumed to satisfy (3.12) and (3.13).
Suppose that A(t, x) satisfies (3.14) and (3.15). In addition, when M in (3.17)
is in (0, 1), we assume (3.14) with M = 0. Then this potential (V,A) satisfies
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Assumptions 2.1 and 2.2. In fact we have only to prove (2.7). Letting f(θ) =
(1 + θ)M+1 in Proposition 3.3, we have
∂2
∂x2
(
1 + |A(t)x|2)M+1 ≥ 2(M + 1)β (1 + |A(t)x|2)M
≥ 2(M + 1)β (1 + β|x|2)M ≥ 2(M + 1)βM+1|x|2M . (3.18)
Hence we can prove (2.7) as in the proof of Example 3.2.
4 The Feynman path integrals for bosons and
fermions
In this section we consider the quantum spin system consisting of N particles.
We write x = (x1,x2, . . . ,xN) ∈ R3N . The Lagrangian function is given by
L♯is(t, x, x˙) =
N∑
i=1
{
mi
2
|x˙i|2 + eix˙i ·Ai(t,xi)− eiVi(t,xi) + I1 ⊗ · · · ⊗ Ii−1
⊗ ei
mi
Bi(t,xi) · ŝi ⊗ Ii+1 ⊗ · · · ⊗ IN
}
−
N∑
j,k=1,j 6=k
ejekVjk(t,xj − xk)
≡ L♯i(t, x, x˙) +
N∑
i=1
I1 ⊗ · · · ⊗ Ii−1 ⊗ ei
mi
Bi(t,xi) · ŝi ⊗ Ii+1 ⊗ · · · ⊗ IN (4.1)
in terms of the tensor product, where Ai ∈ R3,Bi ∈ R3, Vi ∈ R, Vjk ∈ R,
ŝi = (sˆ1, sˆ2, sˆ3) are spin matrices with three components and Ij the identity
matrix for the j-th particle. In particular we suppose that all particles are
identical. Hence we suppose mi = m, ei = e,Ai = A,Bi = B, Vi = V, Vjk =W
and ŝi = ŝ. Let L be the magnitude of spin of particles. We note that the
N-fold tensor product L2(R3)2L+1⊗· · ·⊗L2(R3)2L+1 is isomorphic to L2(R3N)l
with l = (2L+ 1)N (cf. Theorem II.10 on p. 52 in [21]), which we write as H.
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The Schro¨dinger equation for the Lagrangian (4.1) is given by
i
∂u
∂t
(t) =
[
N∑
j=1
{
1
2m
∣∣∣∣1i ∂∂xj − eA(t,xj)
∣∣∣∣2 + eV (t,xj)− I1 ⊗ · · · ⊗ Ij−1
⊗ e
m
B(t,xj) · ŝ⊗ Ij+1 ⊗ · · · ⊗ IN
}
+ e2
N∑
j,k=1,j 6=k
W (t,xj − xk)
]
u(t). (4.2)
We note that ifW = 0 and u(t, x) = u1(t,x1)⊗· · ·⊗uN(t,xN), (4.2) is written
as
0 =
N∑
j=1
u1(t)⊗ · · ·uj−1(t)⊗
[
i
∂
∂t
−Hj(t)
]
uj(t)⊗ · · ·uN(t),
where Hj(t) = |i−1∂xj − eA(t,xj)|2/(2m) + eV (t,xj)− eB(t,xj) · ŝ/m.
Let S♯i (t, s; q) be the classical action for L♯i(t, x, x˙) defined by (4.1). We
define the approximation K♯is∆(t, 0)f of the Feynman path integral K
♯
is(t, 0)f
for (4.1) in the same way as we did K♯s∆(t, 0)f before Theorem 2.4, where
f =
{
f(x1, s1,x2, s2, . . . ,xN , sN); sj = −L,−L+ 1, . . . , L (j = 1, 2, . . . , N)
} ∈
C∞0 (R
3N )l. That is, we define F ♯i (θ, s; q) for a path q(θ) ∈ R3N (s ≤ θ ≤ t) by
the solution
d
dθ
A(θ) = −iH1(θ, q(θ))A(θ), A(s) = I,
where H1(t, x) = −
∑N
j=1 I1⊗· · ·⊗Ij−1⊗eB(t,xj) · ŝ/m⊗Ij+1⊗· · ·⊗IN . Next
we define the probability amplitude by (2.20) and eventually define K♯is∆(t, 0)f
by (2.1).
We define F(θ, s;q) (s ≤ θ ≤ t) for a continuous path q(θ) ∈ R3 (s ≤ θ ≤ t)
by the solution
d
dθ
A′(θ) = i e
m
(
B(θ,q(θ)) · ŝ)A′(θ), A′(s) = I. (4.3)
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Then we can easily have
d
dθ
F(θ, s;q1)⊗ · · · ⊗ F(θ, s;qN) =
N∑
j=1
F(θ, s;q1)⊗ · · · ⊗ F(θ, s;qj−1)
⊗ d
dθ
F(θ, s;qj)⊗F(θ, s;qj+1)⊗ · · ·F(θ, s;qN) =
N∑
j=1
(
I1 ⊗ · · · ⊗ i e
m
B(θ,qj(θ)) · ŝ
⊗ Ij+1 ⊗ · · · ⊗ IN
)
F(θ, s;q1)⊗ · · · ⊗ F(θ, s;qN)
= −iH1(θ, q(θ))F(θ, s;q1)⊗ · · · ⊗ F(θ, s;qN).
Hence we have
F ♯i (θ, s; q) = F(θ, s;q1)⊗ · · · ⊗ F(θ, s;qN) (4.4)
because of the uniqueness of solutions to the ordinary differential equation,
where B(t,x) are assumed to be continuous in [0, T ]× R3.
Let P̂ij (i, j = 1, 2, . . . , N) be the operator exchanging the i-th particle and
the j-th one. That is, we define
P̂ij
(
f1(x1)⊗ · · · ⊗ fi(xi)⊗ · · · ⊗ fj(xj)⊗ · · · ⊗ fN(xN)
)
= f1(x1)⊗ · · · ⊗ fj(xi)⊗ · · · ⊗ fi(xj)⊗ · · · ⊗ fN(xN) (4.5)
for fj(xj) ∈ L2(R3)2L+1 (j = 1, 2, . . . , N) and extend P̂ij for f =
∑∞
n=1 f
(n)
1 (x1)⊗
· · · ⊗ f (n)N (xN ) ∈ H.
The following theorem shows that the Feynman path integrals K♯is(t, 0)f
are expressing bosons and fermions.
Theorem 4.1. Assume that (V (t,x),A(t,x)) (x ∈ R3),B(t,x) andW (t,x)
satisfy Assumptions 2.1-2.2, (2.21) and (2.28), respectively. Then we have:
(1) The same assertions for K♯is∆(t, 0)f as for K∆(t, 0)f in Theorem 2.1 hold,
where K♯is(t, 0)f ∈ C0t ([0, T ];H) (f ∈ H) is the unique solution in C0t ([0, T ];H)
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to (4.2) with u(0) = f . (2) If f ∈ H is symmetric, i.e. Pˆijf = f for all i
and j, so is K♯is(t, 0)f . (3) If f ∈ H is antisymmetric , i.e. Pˆijf = −f for all
i 6= j, so is K♯is∆(t, 0)f .
Proof. The first assertion (1) follows from Theorem 2.4. Let’s prove the second
assertion. For simplicity suppose N = 2. Let c(x1,x2) ∈ C be a bounded
measurable function. Then we can prove
Pˆ12 c(x1,x2)f1(x1)⊗ f2(x2) = c(x2,x1)f2(x1)⊗ f1(x2) (4.6)
from the definition of Pˆ12, approximating c(x1,x2) by
∑n
j=1 c
(j)
1 (x1)c
(j)
2 (x2).
Let 0 ≤ t − s ≤ ρ∗. Setting qj(θ) := qt,sxj ,yj (θ) (s ≤ θ ≤ t, j = 1, 2), we
write
C♯is(t, s)(f1 ⊗ f2)
:=
∫∫
eiS
♯
i (t,s;q1,q2)F ♯i (t, s;q1,q2)
(
f1(q1(s))⊗ f2(q2(s))
)
dy1dy2 (4.7)
for fj(xj) ∈ C∞0 (R3)2L+1 (j = 1, 2), which belongs to L2(R6)l from (1) of
Theorem 2.4. From (4.4) we can write
C♯is(t, s)(f1 ⊗ f2) =
∫∫
eiS
♯
i (t,s;q1,q2)F(t, s;q1)f1(q1(s))
⊗ F(t, s;q2)f2(q2(s))dy1dy2.
Making the same arguments as in the proof of (4.6), by the exchange of (x1,y1)
and (x2,y2) in the above equation we can prove
P̂12
(
χ(ǫx1)χ(ǫx2)C♯is(t, s)(f1 ⊗ f2)
)
= χ(ǫx2)χ(ǫx1)
∫∫
eiS
♯
i (t,s;q2,q1)
× F(t, s;q1)f2(q1(s))⊗F(t, s;q2)f1(q2(s))dy1dy2.
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Letting ǫ→ 0, we have
Pˆ12 C♯is(t, s)(f1 ⊗ f2) =
∫∫
eiS
♯
i (t,s;q2,q1)F(t, s;q1)f2(q1(s))
⊗F(t, s;q2)f1(q2(s))dy1dy2. (4.8)
Using S♯i (t, s;q1,q2) = S
♯
i (t, s;q2,q1), we have
Pˆ12 C♯is(t, s)(f1 ⊗ f2) =
∫∫
eiS
♯
i (t,s;q1,q2)F(t, s;q1)⊗ F(t, s;q2)
· (f2(q1(s))⊗ f1(q2(s)))dy1dy2 = ∫∫ eiS♯i (t,s;q1,q2)F(t, s;q1)
⊗ F(t, s;q2)Pˆ12(f1 ⊗ f2)dy1dy2 = C♯is(t, s)Pˆ12(f1 ⊗ f2). (4.9)
We have proved in (1) of Theorem 2.4 that C♯is(t, s) is a bounded operator on
H. Hence from (4.9) we see
Pˆ12 C♯is(t, s)f = C♯is(t, s)Pˆ12f (4.10)
for f ∈ H.
Noting Remark 2.2, from (2.1) and (2.20) we can write
K♯is∆(t, 0)f = limǫ→0+
C♯is(t, τν−1)χ(ǫ·) · · ·χ(ǫ·)C♯is(τ1, 0)f
for f ∈ C∞0 (R6)l. Since we have
C♯is(t, τν−1)χ(ǫ·)C♯is(τν−1, τν−2)χ(ǫ·) · · ·χ(ǫ·)C♯is(τ1, 0)f − C♯is(t, τν−1)
· C♯is(τν−1, τν−2) · · · · C♯is(τ1, 0)f =
ν−1∑
j=1
C♯is(t, τν−1)χ(ǫ·)C♯is(τν−1, τν−2)χ(ǫ·) · · ·
· χ(ǫ·)C♯is(τj+1, τj)
{
χ(ǫ·)− 1}C♯is(τj , τj−1)C♯is(τj−1, τj−2) · · · C♯is(τ1, 0)f,
by (1) of Theorem 2.4 we obtain
K♯is∆(t, 0)f = C♯is(t, τν−1)C♯is(τν−1, τν−2) · · · C♯is(τ1, 0)f (4.11)
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for f ∈ C∞0 (R6)l and so for f ∈ H. Therefore, by (4.10) we have
Pˆ12K
♯
is∆(t, 0)f = K
♯
is∆(t, 0)Pˆ12f. (4.12)
Since Pˆ12f = f holds from the assumption, we obtain
Pˆ12K
♯
is∆(t, s)f = K
♯
is∆(t, s)f.
This shows that K♯is∆(t, 0)f is symmetric, which completes the proof of the
second assertion. In the same way the third assertion is proved from (4.12).
Remark 4.1. We have supposed Assumptions 2.1 and 2.2 for (V (t,x),A(t, x))
in Theorem 4.1. In place of these assumptions we suppose the assumptions
stated in Remark 2.3 for (V,A). Then we can prove the same assertions as in
Theorem 4.1 as in the proof of Theorem 4.1.
5 Stability of C(t, s)
Let L(t, x, x˙) and S(t, s; q) be the Lagrangian function and the classical action
defined by (1.2) and(1.4), respectively. Let qt,sx,y be the path defined by (2.22)
and write
γt,sx,y : γ
t,s
x,y(θ) = (θ, q
t,s
x,y(θ)) ∈ Rd+1. (5.1)
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Then we have
S(t, s; qt,sx,y) =
m|x− y|2
2(t− s) +
∫
γt,sx,y
(
A · dx− V dt)
=
m|x− y|2
2(t− s) + (x− y) ·
∫ 1
0
A(s+ θρ, y + θ(x− y))dθ
−
∫ t
s
V (θ, y +
θ − s
t− s (x− y))dθ
=
m|x− y|2
2(t− s) + (x− y) ·
∫ 1
0
A(t− θρ, x− θ(x− y))dθ
− ρ
∫ 1
0
V (t− θρ, x− θ(x− y))dθ, ρ = t− s. (5.2)
Let M ≥ 0 and suppose that p(x, w) ∈ C∞(R2d) satisfies
|∂αw∂βxp(x, w)| ≤ Cαβ < x;w >M , (x, w) ∈ R2d (5.3)
for all α and β, where < x;w >=
√
1 + |x|2 + |w|2. We write the semi-norms
of S = S(Rd) as |f |l =
∑
|α+β|≤l sup
{|xα∂βxf(x)|; x ∈ Rd} (l = 0, 1, 2, . . . ). For
f ∈ S we define
P (t, s)f =

√
m/(2πiρ)
d
∫ (
exp iS(t, s; qt,sx,y)
)
× p(x, (x− y)/√ρ)f(y)dy,
s < t,
√
m/(2πi)
d
Os−
∫
(exp im|w|2/2)
× p(x, w)dwf(x).
s = t
(5.4)
Then the formal adjoint operator P (t, s)† of P (t, s) on S is given by
P (t, s)†f =

√
im/(2πρ)
d
∫ (
exp−iS(t, s; qt,sy,x)
)
× p(y, (y − x)/√ρ)∗f(y)dy,
s < t,
√
im/(2π)
d
Os−
∫
(exp−im|w|2/2)
× p(x, w)∗dwf(x),
s = t.
(5.5)
We have the following from Lemma 2.1 of [11].
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Lemma 5.1. We define P (t, s)f by (5.4) for f ∈ S. Assume (2.3) and
(2.9). Then, ∂αx (P (t, s)f) are continuous in 0 ≤ s ≤ t ≤ T and x ∈ Rd for all
α.
Taking 1 as p(x, w) in (5.4), for f ∈ S we define
C(t, s)f =

√
m/(2πiρ)
d
∫ (
exp iS(t, s; qt,sx,y)
)
f(y)dy, s < t,
f, s = t.
(5.6)
Using Lemma 5.1, we can write K∆(t, 0)f defined by (2.1) as
K∆(t, 0)f = lim
ǫ→0+
C(t, τν−1)χ(ǫ·)C(τν−1, τν−2)χ(ǫ·) · · ·χ(ǫ·)C(τ1, 0)f (5.7)
for f ∈ S under the assumptions of Lemma 5.1.
Lemma 5.2. We assume that ∂αxV (t, x), ∂
α
xAj(t, x) and ∂
α
x ∂tAj(t, x) are
continuous in [0, T ] × Rd for |α| ≤ 1. Let p(x, w) be a function satisfying
(5.3). Then for any 0 < ǫ ≤ 1 and 0 ≤ s < t ≤ T we have
P (t, s)†χ(ǫ·)2P (t, s)f =
(
m
2π(t− s)
)d ∫
f(y)dy
∫
χ(ǫz)2
×
(
exp i(x− y) · mΦ
t− s
)
p
(
z,
z − x√
t− s
)∗
p
(
z,
z − y√
t− s
)
dz, (5.8)
Φ = Φ(t, s; x, y, z) = (Φ1, . . . ,Φd), (5.9)
Φj = zj − xj + yj
2
+
t− s
m
∫ 1
0
Aj(s, x+ θ(y − x))dθ
− (t− s)
2
m
∫ 1
0
∫ 1
0
σ1Ej(τ(σ), ζ(σ))dσ1dσ2
− t− s
m
d∑
k=1
(zk − xk)
∫ 1
0
∫ 1
0
σ1Bjk(τ(σ), ζ(σ))dσ1dσ2 (5.10)
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or
Φj = zj − xj + yj
2
+
t− s
m
∫ 1
0
Aj(s, x+ θ(y − x))dθ
− (t− s)
2
m
∫ 1
0
∫ 1
0
σ1Ej(τ(σ), ζ(σ))dσ1dσ2 − (t− s)
2
m
∫ 1
0
dθ
d∑
k=1
(zk − xk)
×
∫ 1
0
∫ 1
0
σ1(1− σ1)∂Bjk
∂t
(s+ θ(1− σ1)ρ, ζ(σ))dσ1dσ2, (5.11)
where(
τ(σ), ζ(σ)
)
=
(
t− σ1(t− s), z + σ1(x− z) + σ1σ2(y − x)
) ∈ Rd+1. (5.12)
Proof. We have proved (5.8), (5.9) and (5.10) in Proposition 3.3 of [10] and
Lemma 2.2 of [11]. So we will prove (5.8), (5.9) and (5.11), though these have
been proved in Lemma 3.1 of [13] in essentials. Let ∆ be the 2-dimensional
plane with oriented boundary consisting of−{(s, y+θ(x−y)); 0 ≤ θ ≤ 1}, {(s+
θρ, y + θ(z − y)); 0 ≤ θ ≤ 1} and −{(s + θρ, x + θ(z − x)); 0 ≤ θ ≤ 1}. Then
we have
lim
t→s+0
∫∫
∆
d(A · x− V dt) = 0.
Hence from the proof of Lemma 3.2 in [10] we have
d∑
j=1
(xj − yj)
d∑
k=1
(zk − xk)
∫ 1
0
∫ 1
0
σ1Bjk(s, ζ(σ))dσ1dσ2 = 0 (5.13)
for all x, y and z in Rd. Multiplying (5.13) by (t − s)/m and adding this to
(x− y) · Φ where Φ is defined by (5.10), we have (5.8), (5.9) and (5.11).
Lemma 5.3. Assume (2.7) and let C1 ≥ 0 be the constant in (2.7). Then,
there exists a constant C ′∗ > 0 such that for all X = (x, y, z) ∈ R3d we have
−
∫ 1
0
∫ 1
0
σ1(1− σ1)
{
1
2m
(
∂E
∂x
+
t∂E
∂x
)
(τ(σ), ζ(σ))− C1
}
dσ1dσ2
≥ C ′∗|X|2M∗. (5.14)
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Proof. For a while we write
Q(t, x) = − 1
2m
(
∂E
∂x
(t, x) +
t∂E
∂x
(t, x)
)
+ C1
and X ′ = (z, x− z, y − x) = |X ′|(ω′1, ω′2, ω′3) ∈ R3d. From (2.7) we have
|X ′|−2M∗
∫ 1
0
∫ 1
0
σ1(1− σ1)Q(τ(σ), z + σ1(x− z) + σ1σ2(y − x))dσ1dσ2
≥ C∗
∫ 1
0
∫ 1
0
σ1(1− σ1)|ω′1 + σ1ω′2 + σ1σ2ω′3|2M∗dσ1dσ2 (5.15)
for X ′ 6= 0. If the right-hand side of (5.15) is equal to zero for a point
(ω′1, ω
′
2, ω
′
3) such that |ω′1|2 + |ω′2|2 + |ω′3|2 = 1, we have
ω′1 + σ1ω
′
2 + σ1σ2ω
′
3 = 0
for all 0 < σ1 < 1 and 0 ≤ σ2 ≤ 1, which means ω′1 = ω′2 = ω′3 = 0. This is
contradiction. Hence there exists a constant C ′∗ > 0 such that∫ 1
0
∫ 1
0
σ1(1− σ1)Q(τ(σ), z + σ1(x− z) + σ1σ2(y − x))dσ1dσ2 ≥ C ′∗|X ′|2M∗ ,
which shows (5.14) with another constant C ′∗ > 0 because of |X ′| ≥ C|X| with
a constant C > 0.
For a while we write the constant C1 in (2.7) and (5.14) as a. Let us write
E ′0(t, s; x, y, z) = −
∫ 1
0
∫ 1
0
σ1(1− σ1)
×
{
1
2m
(
∂E
∂x
(τ(σ), ζ(σ)) +
t∂E
∂x
(τ(σ), ζ(σ))
)
− a
}
dσ1dσ2, (5.16)
E ′1(t, s; x, y, z) = −
∫ 1
0
∫ 1
0
σ1(1− σ1)
× 1
2m
(
∂E
∂x
(τ(σ), ζ(σ))−
t∂E
∂x
(τ(σ), ζ(σ))
)
dσ1dσ2. (5.17)
We can now easily prove the following auxiliary result.
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Lemma 5.4. (1) Let us define Φ(t, s; x, y, z) by (5.10). Then we have
∂Φ
∂z
(t, s; x, y, z) = I + ρ2E ′0(t, s; x, y, z)−
ρ2a
6
+ ρ2E ′1(t, s; x, y, z)
+B′(t, s; x, y, z), (5.18)
B′(t, s; x, y, z) = −ρ ∂
∂z
1
m
d∑
k=1
(zk − xk)
∫ 1
0
∫ 1
0
σ1Bjk(τ(σ), ζ(σ))dσ1dσ2.
(5.19)
(2) Let us define Φ(t, s; x, y, z) by (5.11). Then we have (5.18) where B′(t, s; x, y, z)
is given by
B′(t, s; x, y, z) = −ρ2 ∂
∂z
1
m
∫ 1
0
dθ
d∑
k=1
(zk − xk)
×
∫ 1
0
∫ 1
0
σ1(1− σ1)∂Bjk
∂t
(s+ θ(1− σ1)ρ, ζ(σ))dσ1dσ2. (5.20)
Lemma 5.5. (1) Let us write the fifth term on the right-hand side of (5.10)
as ρB˜(t, s; x, y, z). Assume (2.10). Then we have
|∂αx∂βy ∂γz B˜(t, s; x, y, z)| ≤ Cαβγ, |α+ β + γ| ≥ 1.
(2) Let us write the fifth term on the right-hand side of (5.11) as ρB˜(t, s; x, y, z).
Assume (2.12). Then we have
|∂αx∂βy ∂γz B˜(t, s; x, y, z)| ≤ ρCαβγ , |α + β + γ| ≥ 1.
Proof. Both of (1) and (2) are proved by Lemma 3.5 in [10].
The following lemma is crucial in the present paper.
Lemma 5.6. We assume (2.7) and (2.8). (1) Let us define Φ by (5.11).
Assume (2.12) if 0 ≤M∗ < 1 and (2.13) if M∗ ≥ 1. Then there exist constants
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ρ∗ > 0, δ > 0 and C ≥ 0 such that for 0 ≤ t− s ≤ ρ∗ and X = (x, y, z) ∈ R3d
we have the estimates
det
∂Φ
∂z
(t, s, x, y, z) ≥ δ(1 + ρ2|X|2M∗)d, ρ = t− s, (5.21)∣∣∣∣∂Φ∂z (t, s, x, y, z)−1
∣∣∣∣ ≤ C(1 + ρ2|X|2M∗)−1, (5.22)
where |Ω| denotes the Hilbert-Schmidt norm (∑di,j=1 |Ωij |2)1/2 of a matrix Ω =
(Ωij ; i ↓ j → 1, 2, . . . , d) . Furthermore, for all fixed 0 ≤ t − s ≤ ρ∗ and
(x, y) ∈ R2d, the map: Rd ∋ z → ξ = Φ(t, s; x, y, z) ∈ Rd is a homeomorphism,
whose inverse will be denoted by the map: Rd ∋ ξ → z = z(t, s; x, ξ, y) ∈ Rd.
(2) Let us define Φ by (5.10). Assume (2.10) and (2.11). Then we have the
same assertions as in (1).
Proof. We will first prove (1). Lemma 5.3 and (5.16) show
I + ρ2E ′0(t, s; x, y, z) ≥ 1 + C ′∗ρ2|X|2M∗ (5.23)
for all X = (x, y, z) ∈ R3d. Hence we have∣∣∣(I + ρ2E ′0(t, s; x, y, z))−1∣∣∣ ≤ C1 + ρ2|X|2M∗ (5.24)
together with (2.8). We note Faraday’s law
∂E
∂x
(t, x)−
t∂E
∂x
(t, x) = −
(
∂Bji
∂t
; i ↓ j → 1, 2, . . . , d
)
, (5.25)
which follows from (1.1). Hence, using the assumption (2.12) if 0 ≤ M∗ < 1
and (2.13) if 1 ≤M∗, from (5.17) we have
|∂αx∂βy ∂γzE ′1(t, s; x, y, z)| ≤ Cαβγ < X >M∗ (5.26)
for all α, β and γ. Here we used that if (2.12) holds, ∂αx∂tB(t, x) are bounded
on Rd for all α. This follows from Lemma 3.5 in [10]. From (5.20) we also get
|∂αx∂βy ∂γzB′(t, s; x, y, z)| ≤ Cαβγρ2 < X >M∗ (5.27)
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for all α, β and γ together with (2) of Lemma 5.5.
Noting (5.23), we can rewrite (5.18) as
∂Φ
∂z
(t, s; x, y, z) =
(
I + ρ2E ′0
){
I − (I + ρ2E ′0)−1 ρ2a6 + ρ (I + ρ2E ′0)−1
× ρE ′1(t, s; x, y, z) + ρ
(
I + ρ2E ′0
)−1
ρ−1B′(t, s; x, y, z)
}
. (5.28)
Noting θ/(1 + θ2) ≤ 1 for all θ ≥ 0, from (2.8), (5.24) and (5.26) we have
|∂αx∂βy ∂γz
(
I + ρ2E ′0
)−1
ρE ′1(t, s; x, y, z)| ≤ Cαβγ <∞ (5.29)
for all α, β and γ. In the same way from (5.27) we also have
|∂αx∂βy ∂γz
(
I + ρ2E ′0
)−1
ρ−1B′(t, s; x, y, z)| ≤ Cαβγ <∞ (5.30)
for all α, β and γ. Therefore, from (5.23) and (5.28) we have
det
∂Φ
∂z
≥ (I + C ′∗ρ2|X|2M∗)d(1− Cρ)
with a constant C ≥ 0. Thereby we can see together with (5.24) and (5.28)-
(5.30) that there exists a constant ρ∗ > 0 satisfying (5.21) and (5.22). Hence
we can complete the proof of the assertion (1) by using Theorem 1.22 on p.
16 in [23].
We will prove (2). As in the proof of (1) we can prove (5.23) - (5.26), and
so prove (5.29). Now, B′ is given by (5.19). Then from (1) of Lemma 5.5 we
have
|∂αx∂βy ∂γzB′(t, s; x, y, z)| ≤ Cαβγρ (5.31)
for all α, β and γ. Consequently we can prove (5.30). Hence we can complete
the proof of (2) as in the proof of (1).
The constant ρ∗ > 0 defined in Lemma 5.6 is fixed from now on throughout
sections 5, 6 and 7.
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Proposition 5.7. We assume (2.7) - (2.9). (1) Let us define Φ by (5.11).
Assume (2.12) if 0 ≤ M∗ < 1 and (2.13) if M∗ ≥ 1. Let 0 ≤ t − s ≤ ρ∗ and
z(t, s; x, ξ, y) the function defined in Lemma 5.6. Then we have
|∂αξ ∂βx∂γy zj(t, s; x, ξ, y)| ≤ Cα,β,γ, |α + β + γ| ≥ 1 (5.32)
for (x, ξ, y) ∈ R3d. (2) Let us define Φ by (5.10). Assume (2.10) and (2.11).
Then we have the same assertions as in (1).
Proof. Let 0 ≤ t−s ≤ ρ∗. We will first prove (1). Let w = x, ξ or y. It follows
from ξ = Φ(t, s; x, y, z(t, s; x, ξ, y)) that we have
∂ξ
∂wj
=
∂Φ
∂z
(t, s; x, y, z)
∂z
∂wj
+
∂Φ
∂wj
(t, s; x, y, z) (5.33)
and so from (1) of Lemma 5.6
∂z
∂wj
(t, s; x, ξ, y) =
(
∂Φ
∂z
)−1(
∂ξ
∂wj
− ∂Φ
∂wj
)
.
Using (2.8)-(2.9) and (2.12)-(2.13), from (5.11) and (2) of Lemma 5.5 we get∣∣∣∣ ∂Φ∂wj (t, s; x, y, z)
∣∣∣∣ ≤ C(1 + ρ|X|M∗ + ρ2|X|2M∗ + ρ2|X|M∗)
≤ C ′(1 + ρ|X|M∗ + ρ2|X|2M∗) (5.34)
with non-negative constants C and C ′. Hence, using (5.22), we can prove∣∣∣∣ ∂z∂wj (t, s; x, ξ, y)
∣∣∣∣ ≤ C ′′ <∞
with a constant C ′′ ≥ 0. Next from (5.33) we have
0 =
∂Φ
∂z
∂2z
∂wk∂wj
+
(
∂2Φ
∂wk∂z
+
∂2Φ
∂z2
∂z
∂wk
)
∂z
∂wj
+
∂2Φ
∂wk∂wj
+
∂2Φ
∂z∂wj
∂z
∂wk
.
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Hence, using (5.32) with |α+β+γ| = 1, we can prove (5.32) with |α+β+γ| = 2
as in the proof of the case of |α+β+γ| = 1. In the same way we can complete
the proof of (5.32) by induction.
We consider the assertion (2). Φ is given by (5.10). Then we see from (1)
of Lemma 5.5 that the corresponding inequalities to (5.34) are given by∣∣∣∣ ∂Φ∂wj (t, s; x, y, z)
∣∣∣∣ ≤ C(1 + ρ|X|M∗ + ρ2|X|2M∗ + ρ)
Hence we can prove (5.32) as in the proof of (1).
Theorem 5.8. Suppose (2.3) and Assumption 2.2. Let C(t, s) be the op-
erator on S(Rd) defined by (5.6) and 0 ≤ t − s ≤ ρ∗. Then C(t, s) can be
extended to a bounded operator on L2(Rd) and satisfies
‖C(t, s)f‖ ≤ eK(t−s)‖f‖ (5.35)
for all f ∈ L2 with a constant K ≥ 0.
Proof. Since we can prove from (2.3) and (2.8) as in the proof of (2.25) that
∂αx∂tAj(t, x) are continuous in [0, T ]×Rd, Lemma 5.2 holds. We will first prove
the case that (2.12) and (2.13) are assumed. Let us define Φ by (5.11). Then
from Lemma 5.2 we have
C(t, s)†χ(ǫ·)2C(t, s)f =
(
m
2π(t− s)
)d ∫
f(y)dy
×
∫
χ(ǫz)2
(
exp i(x− y) · mΦ
t− s
)
dz
and so, changing variables from z to ξ = Φ(t, s; x, y, z) by Lemma 5.6,
C(t, s)†χ(ǫ·)2C(t, s)f =
(
m
2π(t− s)
)d ∫
f(y)dy
∫
χ(ǫz)2
×
(
exp i(x− y) · mξ
t− s
)
det
∂z
∂ξ
dξ =
∫∫
ei(x−y)·ηχ(ǫz(t, s; x, ξ, y))2
× det ∂z
∂ξ
(t, s; x, ξ, y)f(y)dyd¯η, ξ =
t− s
m
η. (5.36)
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From (2.8), (5.24) and (5.28) - (5.30) we have
0 < det
∂z
∂ξ
(t, s; x, ξ, y) = det
(
I + ρ2E ′0
)−1
+ (t− s)p1(t, s; x, ξ, y)
≡ p0(t, s; x, ξ, y) + (t− s)p1(t, s; x, ξ, y) (5.37)
with pj(t, s; x, ξ, y) ∈ S0(R3d) (j = 0, 1). In particular, from (5.23) we have
0 ≤ p0(t, s; x, ξ, y) ≤ 1. (5.38)
Noting (5.32), from (5.36) and (5.37) we can prove
lim
ǫ→0+
C(t, s)†χ(ǫ·)2C(t, s)f =
∫∫
ei(x−y)·ηp0(t, s; x,
t− s
m
η, y)f(y)dyd¯η
+ (t− s)
∫∫
ei(x−y)·ηp1(t, s; x,
t− s
m
η, y)f(y)dyd¯η
in S for f ∈ S. Therefore, applying Theorem 1.A to the above, we have
‖C(t, s)f‖2 ≤ lim inf
ǫ→0+
(C(t, s)†χ(ǫ·)2C(t, s)f, f) ≤ (1 +K(t− s))‖f‖2
+K(t− s)‖f‖2 = (1 + 2K(t− s))‖f‖2 ≤ e2K(t−s)‖f‖2
with a constant K ≥ 0, which shows (5.35).
Next we consider the case that (2.10) and (2.11) are assumed. Let us
define Φ by (5.10). Then we can prove Theorem 5.8 as in the proof of the first
case.
Corollary 5.9. Suppose the assumptions of Theorem 5.8. Let K∆(t, 0)f
for f ∈ C∞0 (Rd) be the approximation defined by (2.1) of the Feynman path
integral. Let |∆| ≤ ρ∗. Then K∆(t, 0)f can be uniquely extended to a bounded
operator on L2(Rd), which can be written as
K∆(t, 0)f = C(t, τν−1)C(τν−1, τν−2) · · · C(τ1, 0)f (5.39)
for f ∈ L2, and one has (2.14) with the same constant K as in Theorem 5.8.
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Proof. As in the proof of (4.11) from Theorem 5.8 we can prove (5.39), which
shows (2.14) by (5.35).
Theorem 5.10. Suppose (2.3) and Assumption 2.2. Let q(x, w) be a func-
tion satisfying (5.3) with M = 0. We set p(t, s; x, w) = q(x,
√
t− sw) and
define P (t, s) by (5.4). Then we have
‖P (t, s)f‖ ≤ C‖f‖, 0 ≤ t− s ≤ ρ∗ (5.40)
for f ∈ L2 with a constant C ≥ 0.
Proof. Let f ∈ S. As in the proof of (5.36) we have
P (t, s)†χ(ǫ·)2P (t, s)f =
(
m
2π(t− s)
)d ∫
f(y)dy
∫
χ(ǫz)2
(
exp i(x− y) · mξ
t− s
)
× q(z, z − x)∗q(z, z − y) det ∂z
∂ξ
(t, s; x, ξ, y) dξ.
Noting (5.32), we have
lim
ǫ→0+
P (t, s)†χ(ǫ·)2P (t, s)f =
∫∫
ei(x−y)·ηq(z, z − x)∗q(z, z − y)
× det ∂z
∂ξ
(t, s; x,
t− s
m
η, y)f(y)dyd¯η (5.41)
in S with z = z(t, s; x, (t−s)η/m, y) and hence we can prove (5.40) by Theorem
1.A as in the proof of (5.35).
6 Consistency of C(t, s)
Lemma 6.1. Suppose the assumptions of Proposition 5.7. Let 0 ≤ t− s ≤
ρ∗ and z(t, s; x, ξ, y) the function defined in Lemma 5.6. Then we have
|z(t, s; x, ρη/m+√ρζ/m, x+√ρy)− x| ≤ C√ρ(1 +√ρ|x|2M∗+1
+ |y|2M∗+1 +√ρ|η|2M∗+1 + |ζ |2M∗+1). (6.1)
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Proof. We first consider the case that Φ is given by (5.11), which we write as
Φ(t, s; x, y, z) = z − x+ y
2
+ ρA˜(s; x, y) + ρ2E˜(t, s; x, y, z)
+ ρB˜(t, s; x, y, z). (6.2)
Then, using (2) of Lemma 5.5, from the assumptions (2.8) - (2.9) and (2.12) -
(2.13) we have
|∂αx∂βy A˜(s; x, y)| ≤ Cα,β(1 + |x|+ |y|)M∗, |α + β| ≥ 1, (6.3)
|∂αx∂βy ∂γz E˜j(t, s; x, y, z)| ≤ Cα,β,γ(1+ |x|+ |y|+ |z|)2M∗ , |α+β|+ γ| ≥ 1, (6.4)
|∂αx∂βy ∂γz B˜j(t, s; x, y, z)| ≤ Cα,β,γρ(1+ |x|+ |y|+ |z|)M∗, |α+β|+γ| ≥ 1. (6.5)
From (5.32) we have
|z(t, s; x, ξ, y)| ≤ C(1 + |x|+ |ξ|+ |y|),
which shows
|z(t, s; x, ρη/m+√ρζ/m, x+√ρy)|
≤ C(1 + |x|+√ρ|y|+ ρ|η|+√ρ|ζ |). (6.6)
We take z = z(t, s; x, ρη/m+
√
ρζ/m, x+
√
ρy) in (6.2). Then we have
ρη
m
+
√
ρζ
m
= z − 2x+
√
ρy
2
+ ρA˜(s; x, x+
√
ρy)
+ ρ2E˜(t, s; x, x+
√
ρy, z) + ρB˜(t, s; x, x+
√
ρy, z).
Hence we get
z − x√
ρ
=
1
2
y +
√
ρη
m
+
ζ
m
−√ρA˜(s; x, x+√ρy)
− ρ3/2E˜(t, s; x, x+√ρy, z)−√ρB˜(t, s; x, x+√ρy, z). (6.7)
35
Applying (6.3) - (6.6) to (6.7), we have (6.1).
We consider the case that Φ is given by (5.10). We write Φ as (6.2). Then
from (1) of Lemma 5.5 we have
|∂αx∂βy ∂γz B˜j(t, s; x, y, z)| ≤ Cα,β,γ, |α + β + γ| ≥ 1 (6.8)
correspondingly to (6.5). Hence we can also prove (6.1).
From (5.32) we have the following.
Lemma 6.2. Suppose the assumptions of Proposition 5.7. Let 0 ≤ t− s ≤
ρ∗. Then we have
∣∣∂αη ∂βy ∂γζ (z(t, s; x, ρη/m+√ρζ/m, x+√ρy))∣∣ ≤ Cαβγ√ρ |2α+β+γ|,
|α+ β + γ| ≥ 1. (6.9)
Lemma 6.3. Suppose the assumptions of Proposition 5.7. Let 0 ≤ t− s ≤
ρ∗. Take a p(x, w) satisfying (5.3) and set
qǫ(t, s; x, η) = Os−
∫∫
e−iy·ζp
(
z,
z − x√
ρ
)∗
χ(ǫz)2p
(
z,
z − x−√ρy√
ρ
)
× det ∂z
∂ξ
(t, s; x, ρη/m+
√
ρζ/m, x+
√
ρy)dyd¯ζ (6.10)
for 0 < ǫ ≤ 1, where z = z(t, s; x, ρη/m+√ρζ/m, x+√ρy). Then we have
|∂αη qǫ(t, s; x, η)| ≤ Cα(1 + |x|+ |η|)2M(2M∗+1) (6.11)
for all α with constants Cα independent of ǫ.
Proof. We write < Dy >
2= 1 −∑dj=1 ∂2yj . Let lj ≥ 0 (j = 0, 1) be integers.
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Using (6.1), (6.6) and (6.9), from (6.10) we have
|qǫ(t, s; x, η)| ≤
∫∫ ∣∣∣∣< y >−2l0< Dζ >2l0< ζ >−2l1< Dy >2l1 {p(z, z − x√ρ
)∗
χ(ǫz)2
× p
(
z,
z − x−√ρy√
ρ
)
det
∂z
∂ξ
}∣∣∣∣dyd¯ζ ≤ C1 ∫∫ < y >−2l0< ζ >−2l1
×
(
1 + |z|+
∣∣∣∣z − x√ρ
∣∣∣∣ + |y|)2Mdyd¯ζ ≤ C2 ∫∫ < y >−2l0< ζ >−2l1
×
(
1 + |x|2M∗+1 + |y|2M∗+1 + |η|2M∗+1 + |ζ |2M∗+1
)2M
dyd¯ζ ≤ C3
∫∫
< y >−2l0
× < ζ >−2l1< y >2M(M∗+1)< ζ >2M(M∗+1)
(
1 + |x|2M∗+1 + |η|2M∗+1
)2M
dyd¯ζ.
Hence, taking l0 and l1 so that 2lj − 2M(2M∗ + 1) > d, we get
|qǫ(t, s; x, η)| ≤ C4(1 + |x|+ |η|)2M(2M∗+1).
In the same way we can prove (6.11), using (6.9).
Proposition 6.4. Suppose (2.3) and Assumption 2.2. Let p(x, w) be a
function satisfying (5.3) and define P (t, s) by (5.4). Let 0 ≤ t− s ≤ ρ∗. Then
there exists an integer l ≥ 0 such that we have
‖P (t, s)f‖ ≤ C|f |l (6.12)
for f ∈ S(Rd).
Proof. If t = s, the inequality (6.12) follows from (5.4). Let 0 < t − s ≤ ρ∗.
Let us define qǫ(t, s; x, η) by (6.10) for p(x, w). Then, using Lemma 5.2 and
(5.32), we can prove
P (t, s)†χ(ǫ·)2P (t, s)f = Qǫ(t, s;X,Dx)f (6.13)
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for f ∈ S, which has been proved in (4.12) of [11]. Hence we see
‖χ(ǫ·)P (t, s)f‖2 = (P (t, s)†χ(ǫ·)2P (t, s)f, f) = (Qǫ(t, s)f, f)
=
∫
f(x)∗dx
∫
ei(x−y)·ηqǫ(t, s; x, η)f(y)dyd¯η
=
∫
f(x)∗dx
∫
ei(x−y)·η < η >−2l0< Dy >
2l0 qǫ(t, s; x, η)f(y)dyd¯η.
Consequently, using (6.11), we have
‖P (t, s)f‖2 ≤ C1
∫
|f(x)|dx
∫
< η >−2l0 (1 + |x|+ |η|)2M(2M∗+1)
× | < Dy >2l0 f(y)|dyd¯η ≤ C1
∫
< x >2M(2M∗+1) |f(x)|dx
×
∫
< η >−2l0+2M(2M∗+1) d¯η
∫
| < Dy >2l0 f(y)|dy
≤ C2
∫
< η >−2l0+2M(2M∗+1) d¯η|f |2l (6.14)
with an integer l. Taking l0 so that 2l0−2M(2M∗+1) > d, we obtain (6.12).
Theorem 6.5. Suppose (2.3) and Assumption 2.2. Let p(x, w) be a func-
tion satisfying (5.3) and define P (t, s) by (5.4). Let 0 ≤ t− s ≤ ρ∗. Then, for
any α there exists an integer l(α) ≥ 0 such that we have
‖xα(P (t, s)f)‖ ≤ C|f |l(α), ‖∂αx (P (t, s)f)‖ ≤ C|f |l(α) (6.15)
for f ∈ S.
Proof. Setting p′(x, s) = xα p(x, w), we have P ′(t, s)f = xαP (t, s)f from (5.4).
Hence from Proposition 6.4 we can prove
‖xα(P (t, s)f)‖ = ‖P ′(t, s)f‖ ≤ C|f |l(α)
for f ∈ S with an l(α) ≥ 0, which shows the first inequality of (6.15).
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Next we can write P (t, s)f as
P (t, s)f =
√
m
2πi
d
Os−
∫
eiφ(t,s;x,w)p(x, w)f(x−√ρw)dw,
φ(t, s; x, w) =
m
2
|w|2 +√ρw ·
∫ 1
0
A(t− θρ, x− θ√ρw)dθ
− ρ
∫ 1
0
V (t− θρ, x− θ√ρw)dθ, ρ = t− s (6.16)
as in §2 of [11]. Then we have
∂αx
(
P (t, s)f
)
=
∑
β≤α
Pβ(t, s)(∂
α−β
x f), (6.17)
where β ≤ α indicates βj ≤ αj for all j = 1, 2, . . . , d. Using the assumptions
(2.3) and (2.9), from (6.16) we have
|∂α′w ∂β
′
x pβ(t, s; x, w)| ≤ Cα′β′(1 + |x|+ |w|)M+2(M∗+1)|β| (6.18)
for all α′ and β ′. Hence, applying Proposition 6.4 to Pβ(t, s), from (6.17) we
obtain the second inequality of (6.15).
Proposition 6.6. We assume (2.3), (2.8) and (2.9). Let H(t) and C(t, s)
be the operators defined by (1.3) and (5.6), respectively. Then there exists a
continuous function r(t, s; x, w) in 0 ≤ s ≤ t ≤ T and (x, w) ∈ R2d satisfying
(5.3) for an M ≥ 0 such that{
i
∂
∂t
−H(t)
}
C(t, s)f = √t− sR(t, s)f (6.19)
for f ∈ S(Rd).
Proof. From (2.3) and (2.8) we have
|∂αx∂tA(t, x)| ≤ Cα < x >2(M∗+1) (6.20)
for all α as in the proof of (2.25). Consequently we get Proposition 6.6 from
Proposition 3.5 in [12] or Proposition 2.3 in [10].
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7 Proofs of Theorems 2.1 and 2.2
We suppose Assumption 2.1 and let M∗ ≥ 0 be the constant in Assumption
2.1. Let us introduce the weighted Sobolev spaces
Ba(Rd) := {f ∈ L2(Rd); ‖f‖a := ‖f‖+
∑
|α|≤2a
‖∂αx f‖
+ ‖ < · >2a(M∗+1) f‖ <∞} (a = 1, 2, . . . ). (7.1)
We denote the dual space of Ba by B−a and the L2 space by B0.
We have proved the following in Theorem 2.1 of [14] and its proof.
Theorem 7.A. Suppose Assumption 2.1 and (2.9). Then for any f ∈
Ba (a = 0,±1,±2, . . . ) there exists a solution u(t) = U(t, 0)f ∈ C0t ([0, T ];Ba)∩
C1t ([0, T ];B
a−1) with u(0) = f to the equation (1.3). This solution u(t) is
uniquely determined in the space
⋃∞
a′=1C
0
t ([0, T ];B
−a′) ∩ C1t ([0, T ];B−a′−1).
We also have
‖u(t)‖a ≤ Ca‖f‖a, 0 ≤ t ≤ T (7.2)
and in particular
‖u(t)‖ = ‖f‖, 0 ≤ t ≤ T. (7.3)
Corollary 7.B. Suppose Assumption 2.1 and (2.9). Then for any integer
l ≥ 0 there exists an integer l′ ≥ 0 such that
|U(t, 0)f |l ≤ Cl|f |l′, 0 ≤ t ≤ T (7.4)
for all f ∈ S.
Proof. The Sobolev lemma indicates
sup
x∈Rd
|f(x)| ≤ C
∑
|α|≤[d/2]+1
‖∂αx f‖,
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where [·] denotes the Gauss symbol (cf. (2.24) on p. 78 in [17]). Hence, for
any integer l ≥ 0 there exist integers l1 ≥ 0 and l2 ≥ 0 such that
|f |l ≤ C‖f‖l1 , ‖f‖l ≤ C ′|f |l2 (7.5)
for f ∈ S. Therefore from (7.2) we have
|U(t, 0)f |l ≤ C‖U(t, 0)f‖l1 ≤ CCl1‖f‖l1 ≤ C ′l1|f |l′
with an integer l′.
Lemma 7.1. Suppose (2.3) - (2.4) and Assumption 2.2. Let H(t) and
C(t, s) be the operators defined by (1.3) and (5.6), respectively. Then there
exists an integer l ≥ 0 such that∥∥∥∥C(t, s)f − ft− s −H(t)f
∥∥∥∥ ≤ C√ρ|f |l, 0 < t− s ≤ ρ∗ (7.6)
for all f ∈ S.
Proof. Using (6.19), we can write
i
{C(t, s)f − f} = i{C(s+ ρ, s)f − f} = iρ ∫ 1
0
∂C
∂t
(s+ θρ, s)fdθ
= ρ
∫ 1
0
{
H(s+ θρ)C(s + θρ, s)f +√ρR(s+ θρ, s)f}dθ (7.7)
and so
i
C(t, s)f − f
ρ
−H(t)f = √ρ
∫ 1
0
R(s+ θρ, s)fdθ +
∫ 1
0
H(s+ θρ)
· {C(s + θρ, s)f − f}dθ + ∫ 1
0
{
H(s+ θρ)−H(t)}fdθ. (7.8)
From (2.3) and (2.9) we can see that for a = 0, 1, 2, . . . there exist integers
l(a) ≥ 0 satisfying
‖H(t)f‖a ≤ Ca‖f‖l(a).
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Consequently we see that the L2 norm of the second term on the right-hand
side of (7.8) is bounded by
C
∫ 1
0
‖C(s+ θρ, s)f − f‖l(0)dθ.
Applying (7.7) to this term, and applying (2.4), (2.9) and (6.20) to the third
term on the right-hand side of (7.8), we have∥∥∥∥iC(t, s)f − fρ −H(t)f
∥∥∥∥ ≤ √ρ ∫ 1
0
‖R(s+ θρ, s)f‖dθ + C1
∫ 1
0
dθ
∫ 1
0
ρ
× {‖C(s+ θ′θρ, s)f‖l′(0) +√ρ‖R(s+ θ′θρ, s)f‖l(0)}dθ′ + C2ρ‖f‖l′(0) (7.9)
with an integer l′(0) ≥ 0. Hence, applying Theorem 6.5 to C(t, s)f andR(t, s)f ,
and using (7.5), we can prove (7.6).
Lemma 7.2. Suppose Assumptions 2.1 and 2.2. Then there exists an
integer l ≥ 0 such that we have
‖C(t, s)f − U(t, s)f‖ ≤ C√ρ 3|f |l, 0 < t− s ≤ ρ∗ (7.10)
for f ∈ S.
Proof. Correspondingly to (7.7) - (7.9) we have
i
{
U(t, s)f − f} = ρ ∫ 1
0
H(s+ θρ)U(s + θρ, s)fdθ,
i
U(t, s)f − f
ρ
−H(t)f =
∫ 1
0
H(s+ θρ)
{
U(s+ θρ, s)f − f}dθ
+
∫ 1
0
{
H(s+ θρ)−H(t)}fdθ,
∥∥∥∥iU(t, s)f − fρ −H(t)f
∥∥∥∥ ≤ C1 ∫ 1
0
dθ
∫ 1
0
ρ‖U(s+θ′θρ, s)f‖l′(0)dθ′+C2ρ‖f‖l′(0).
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Hence from Theorem 7.A and (7.5) we can see∥∥∥∥iU(t, s)f − fρ −H(t)f
∥∥∥∥ ≤ Cρ|f |l′ (7.11)
for all f ∈ S with an integer l′ ≥ 0. Writing
C(t, s)f − U(t, s)f = ρ
{C(t, s)f − f
ρ
−H(t)f
}
− ρ
{
U(t, s)f − f
ρ
−H(t)f
}
, (7.12)
we can prove (7.10) from (7.6) and (7.11).
Now we will prove Theorem 2.1. Hereafter we assume |∆| ≤ ρ∗. We have
proved (2.14) in Corollary 5.9. First we assume f ∈ S. From (5.39) we can
write
K∆(t, 0)f − U(t, 0)f = C(t, τν−1)C(τν−1, τν−2) · · · C(τ1, 0)f
− U(t, τν−1)U(τν−1, τν−2) · · ·U(τ1, 0)f =
ν∑
j=1
C(t, τν−1)C(τν−1, τν−2) · · ·
· C(τj+1, τj)
{C(τj , τj−1)− U(τj , τj−1)}U(τj−1, 0)f. (7.13)
Using (5.35), we have
‖K∆(t, 0)f − U(t, 0)f‖ ≤ eKt
ν∑
j=1
‖{C(τj , τj−1)− U(τj , τj−1)}U(τj−1, 0)f‖,
which leads to
‖K∆(t, 0)f − U(t, 0)f‖ ≤ CeKt
ν∑
j=1
(τj − τj−1)3/2|U(τj−1, 0)f |l
≤ C ′
√
|∆|eKTT |f |l′ (7.14)
from (7.4) and (7.10). Hence we see that as |∆| → 0, K∆(t, 0)f for f ∈ S
converges to U(t, 0)f in L2 uniformly in t ∈ [0, T ].
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Let f ∈ L2 be arbitrary. For any ǫ > 0 we take a g ∈ S such that
‖g − f‖ < ǫ. Then from (2.14) and (7.3) we see
‖K∆(t, 0)f − U(t, 0)f‖ ≤ ‖K∆(t, 0)(f − g)‖+ ‖K∆(t, 0)g − U(t, 0)g‖
+ ‖U(t, 0)(f − g)‖ ≤ ‖K∆(t, 0)g − U(t, 0)g‖+ (eKT + 1)‖f − g‖, (7.15)
which shows
lim
|∆|→0
sup
0≤t≤T
‖K∆(t, 0)f − U(t, 0)f‖ ≤ (eKT + 1)ǫ
because of g ∈ S. This indicates
lim
|∆|→0
sup
0≤t≤T
‖K∆(t, 0)f − U(t, 0)f‖ = 0.
In the end, to complete the proof of Theorem 2.1 we have only to prove (2.16).
From (2.15) and (5.2) we have
S ′(t, s; qt,sx,y) =
m|x− y|2
2(t− s) +
∫
γt,sx,y
(
A′ · dx− V ′dt)
= S(t, s; qt,sx,y) + ψ(t, x)− ψ(s, y),
which shows (2.16) from (5.6) and (5.7).
Next we consider the Lagrangian function defined by (2.17). Let F(θ, s; qt,sx,y)
(s ≤ θ ≤ t) be the l× l matrix defined as the solution to (2.19). The following
has been proved in Lemma 3.1 of [12].
Lemma 7.3. We assume
|∂αxh1jk(t, x)| ≤ Cα, |α| ≥ 1 (7.16)
in [0, T ]× Rd for all j, k = 1, 2, . . . , l. Then we have
|∂αx∂βyF(t′, s; qt,sx,y)| ≤ Cαβ <∞ (7.17)
in 0 ≤ s ≤ t′ ≤ t ≤ T for all α and β.
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Using S(t, s; qt,sx,y), we define
Cs(t, s)f =
√
m/(2πiρ)
d
∫ (
exp iS(t, s; qt,sx,y)
)F(t, s; qt,sx,y)f(y)dy (7.18)
if 0 ≤ s < t ≤ T and Cs(t, t)f = f for f = t(f1, . . . , fl) ∈ S(Rd)l. Then we
have the following correspondingly to Theorem 5.8.
Proposition 7.4. We assume (2.3), Assumption 2.2 and (2.21). Then
Cs(t, s) on S l can be extended to a bounded operator on (L2)l and satisfies
‖Cs(t, s)f‖ ≤ eK ′(t−s)‖f‖, 0 ≤ t− s ≤ ρ∗ (7.19)
for f = t(f1, . . . , fl) ∈ (L2)l with a constant K ′ ≥ 0, where ‖f‖2 =
∑l
j=1 ‖fj‖2.
Proof. From (2.19) we have
F(t′, s; qt,sx,y)− I = −i
∫ t′
s
H1(θ, q
t,s
x,y(θ))F(θ, s; qt,sx,y)dθ. (7.20)
Then from the assumption (2.21) and Lemma 7.3 we have∣∣∂αx∂βy {F(t, s; qt,sx,y)− I}∣∣ ≤ Cα,β(t− s) (7.21)
for all α and β. Using C(t, s) defined by (5.6), we can write
Cs(t, s)f = C(t, s)f +
√
m
2πiρ
d ∫ (
exp iS(t, s; qt,sx,y)
)
× {F(t, s; qt,sx,y)− I} f(y)dy ≡ C(t, s)f + C′s(t, s)f. (7.22)
Then, noting (7.21), from Theorems 5.8 and 5.10 we obtain
‖Cs(t, s)f‖ ≤ eK(t−s)‖f‖+ C0(t− s)‖f‖ ≤ eK ′(t−s)‖f‖
with constants C0 ≥ 0 and K ′ ≥ 0, which shows (7.19).
We have the following correspondingly to Proposition 6.6.
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Lemma 7.5. We consider the equation (2.18). Assume (2.3), (2.8), (2.9)
and (7.16). Then there exist rjk(t, s; x, w) (j, k = 1, 2, . . . , l) satisfying (5.3)
with an M ≥ 0 such that(
i
∂
∂t
−H(t)I −H1(t)
)
Cs(t, s)f
=
√
t− s
(
Rsjk(t, s); j ↓ k → 1, 2, . . . , l
)
f (7.23)
for f ∈ S(Rd)l.
Proof. From (2.3) and (2.8) we had (6.20). Hence we can prove (7.23) from
Proposition 3.5 of [12].
Now we will prove Theorem 2.2. Let |∆| ≤ ρ∗. Using Proposition 7.4, from
(2.20), Remark 2.2 and (7.18) we can write
Ks∆(t, 0)f = Cs(t, τν−1)Cs(τν−1, τν−2) · · · Cs(τ1, 0)f (7.24)
for f ∈ (L2)l and get the estimates (2.14) by (7.19). Next consider the equation
(2.18). Then since we are assuming (2.21), we get the same assertions as in
Theorem 7.A and so get (7.4). Hence we can complete the proof of Theorem
2.2 as in the proof of Theorem 2.1, using Theorem 6.5, Proposition 7.4 and
Lemma 7.5.
8 Proofs of Theorems 2.3 and 2.4
In this section we always suppose Assumptions 2.3 and 2.4. Let L♯(t, x, x˙) be
the Lagrangian function defined by (2.26). We write
W (t, x) := 2
∑
1≤j<k≤4
Vjk(t, x(j)− x(k)). (8.1)
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Let’s define qt,sx,y by (2.22) and write γ
t,s
x,y as (5.1). Then the classical action for
qt,sx,y is written as
S(t, s; qt,sx,y) =
4∑
l=1
{
ml|x(l)− y(l)|2
2(t− s) +
∫
γt,sx,y
(
A(l)(t, x(l)) · dx(l)
− Vl(t, x(l))dt
)}
−
∫
γt,sx,y
W (t, x)dt (8.2)
correspondingly to (5.2).
Let p(x, w) be a function satisfying (5.3) and define P (t, s) by (5.4). Then
we have the same assertions as in Lemma 5.1. We define τ(σ) and ζ (l)(σ) by
(5.12) for x = x(l), y = y(l) and z = z(l). Hereafter for simplicity we suppose
m = ml (l = 1, 2, 3, 4)
Lemma 8.1. Let p(x, w) be a function satisfying (5.3). Then for any
0 < ǫ ≤ 1 and 0 ≤ s < t ≤ T we have (5.8), where
Φ(t, s; x, y, z) = (Φ(1),Φ(2),Φ(3),Φ(4)) ∈ R4d, (8.3)
Φ
(l)
j = z(l)j −
x(l)j + y(l)j
2
+
t− s
m
∫ 1
0
A
(l)
j
(
s, x(l) + θ(y(l)− x(l)))dθ
− (t− s)
2
m
∫ 1
0
∫ 1
0
σ1E
(l)
j (τ(σ), ζ
(l)(σ))dσ1dσ2
− t− s
m
d∑
k=1
(
z(l)k − x(l)k
) ∫ 1
0
∫ 1
0
σ1B
(l)
jk (τ(σ), ζ
(l)(σ))dσ1dσ2
+
(t− s)2
m
∫ 1
0
∫ 1
0
σ1
∂W
∂x(l)j
(τ(σ), ζ(σ))dσ1dσ2 (8.4)
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or
Φ
(l)
j = z(l)j −
x(l)j + y(l)j
2
+
t− s
m
∫ 1
0
A
(l)
j
(
s, x(l) + θ(y(l)− x(l)))dθ
− (t− s)
2
m
∫ 1
0
∫ 1
0
σ1E
(l)
j (τ(σ), ζ
(l)(σ))dσ1dσ2
− (t− s)
2
m
∫ 1
0
dθ
d∑
k=1
(
z(l)k − x(l)k
) ∫ 1
0
∫ 1
0
σ1(1− σ1)
× ∂B
(l)
jk
∂t
(s+ θ(1− σ1)ρ, ζ (l)(σ))dσ1dσ2
+
(t− s)2
m
∫ 1
0
∫ 1
0
σ1
∂W
∂x(l)j
(τ(σ), ζ(σ))dσ1dσ2. (8.5)
Proof. We note
d
( 4∑
l=1
d∑
j=1
A
(l)
j (t, x(l))dx(l)j −
4∑
l=1
Vl(t, x(l))dt−W (t, x)dt
)
=
∑
l,j
(
∂
∂t
A
(l)
j +
∂
∂x(l)j
Vl +
∂W
∂x(l)j
)
dt ∧ dx(l)j
+
∑
l
d∑
j,k=1
∂
∂x(l)k
A
(l)
j dx(l)k ∧ dx(l)j = −
∑
l,j
E
(l)
j dt ∧ dx(l)j
+
∑
l
∑
1≤j<k≤d
B
(l)
jk dx(l)j ∧ dx(l)k +
∑
l,j
∂W
∂x(l)j
dt ∧ dx(l)j. (8.6)
Then we can prove Lemma 8.1 as in the proof of Lemma 5.2.
We have the following consequence from Lemma 5.3.
Lemma 8.2. We have (5.14), where E = E(l)(t, x(l)) (l = 1, 2, 3, 4), C1 =
C1(l) ≥ 0, x = x(l), ζ(σ) = ζ (l)(σ), X = X(l) = (x(l), y(l), z(l)) ∈ R3d and
M∗ = Ml∗.
We set a = max{C1(l); l = 1, 2, 3, 4} ≥ 0. Let us write (5.16) and (5.17) for
E = E(l)(t, x(l)) (l = 1, 2, 3, 4) asE
′(l)
0 (t, s; x(l), y(l), z(l)) and E
′(l)
1 (t, s; x(l), y(l)
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, z(l)), respectively. In the same way we write (5.19) and (5.20) for Bjk =
B
(l)
jk (t, x(l)) as B
′(l)(t, s; x(l), y(l), z(l)). We define
E ′0s(t, s; x, y, z) =

E
′(1)
0 0 0 0
0 E
′(2)
0 0 0
0 0 E
′(3)
0 0
0 0 0 E
′(4)
0
 . (8.7)
In the same way we define E ′1s(t, s; x, y, z) and B
′
s(t, s; x, y, z). Then from (8.4)
and (8.5) we have
∂Φ
∂z
(t, s; x, y, z) = I + ρ2E ′0s(t, s; x, y, z)−
ρ2a
6
+ ρ2E ′1s(t, s; x, y, z)
+B′s(t, s; x, y, z) +
ρ2
m
∫ 1
0
∫ 1
0
σ1(1− σ1)∂
2W
∂x2
(τ(σ), ζ(σ))dσ1dσ2, (8.8)
which is correspondent to (5.18).
Lemma 8.3. There exist constants ρ∗ > 0 and δ > 0 such that for 0 ≤
t− s ≤ ρ∗ and (x, y, z) ∈ R12d we have (5.21) and∣∣∣∣∂Φ∂z (t, s; x, y, z)−1
∣∣∣∣ ≤ C(1 + ρ2)−1,
where 1 + ρ2|X|2M∗ in (5.21) is replaced with ∏4l=1(1 + ρ2|X(l)|2Ml∗).
Proof. Noting the assumption (2.28), we can easily prove Lemma 8.3 from
Lemma 8.2 and (8.8) as in the proof of Lemma 5.6.
We see from Lemma 8.3 that the mapping:R4d ∋ z → ξ = Φ(t, s; x, y, z) ∈
R4d is homeomorphic if 0 ≤ t − s ≤ ρ∗. We write its inverse mapping as
R4d ∋ ξ → z = z(t, s; x, ξ, y) ∈ R4d. Then, noting the assumption (2.28),
we can prove (5.32), (5.35) and (5.40) as in the proofs of Proposition 5.7,
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Theorems 5.8 and 5.10. In the same way we can prove (6.15) and (6.19) as in
the proofs of Theorem 6.5 and Proposition 6.6.
We introduce the weighted Sobolev spaces
B′a(R4d) := {f ∈L2(Rd); ‖f‖a := ‖f‖+∑
|α|≤2a
‖∂αx f‖+ ‖ωa(·)f‖ <∞} (8.9)
for a = 1, 2, . . . , where ωa(x) =
∑4
l=1 < x(l) >
2a(Ml∗+1). We denote the dual
space of B′a by B′−a and the L2 space by B′0. Then from Theorem 2.4 in [14]
we get the same assertions as in Theorem 7.A. Joining the results above, we
can prove Theorems 2.3 and 2.4 as in the proofs of Theorems 2.1 and 2.2.
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