We use semidefinite programming to prove that any constraint satisfaction problem in two variables over any domain allows an efficient approximation algorithm that does provably better than picking a random assignment. To be more precise assume that each variable can take values in [d] and that each constraint rejects t out of the d 2 possible input pairs. Then, for some universal constant c, we can, in probabilistic polynomial time, find an assignment whose objective value is, on expectation, within a factor (1 − 
INTRODUCTION
As witnessed by the book of Garey and Johnson [10] , already in the late 1970's most optimization problem were classified as either being NP-hard or solvable in polynomial time. Many interesting and important problems are NPhard and given that we cannot solve them optimally and efficiently we turn to heuristics.
One very important class of heuristics is those that give an assured quality of the solution. We say that we have a C-approximation algorithm if the algorithm always, or in expectation over its own internal random choices, returns a solution which is within a factor C of optimal. To determine, for central optimization problems, the best approximation ratio achievable in polynomial time, seemed at first a daunting task but progress has been rapid. For many problems it is the case that early approximation algorithms can, by the use of inapproximability techniques originating from the PCP-theorem [3] , be proved to be essentially optimal [16, 15, 9, 22, 17] .
One class of problems containing many interesting and widely studied problems is the set of constraint satisfaction problems abbreviated as CSPs. We have a set of n variables and we are given a set of constraints each related to only a constant number of the variables and the goal is to find an assignment that satisfies all constraints, or, more generally, the maximal number of constraints. The most basic CSP is 3SAT, the question of given a Boolean formula in conjunctive normal form with three literals in each clause to find an assignment that satisfies all the clauses. This problem was on Cook's [6] original list of NP-complete problems and has remained a favorite problem to use in reductions.
Let us consider Max-3-Sat, the optimization version of 3SAT, where we try to satisfy the maximum number of clauses, and let us assume that each clause contains exactly 3 literals. A random assignment satisfies each clause with probability 7/8 and hence just picking a random assignment gives an 8/7-approximation algorithm. Naively one would think that there should exist more sophisticated techniques to approximate this problem, but, maybe surprisingly, it is the case [16] that for any > 0 it is NP-hard to approximate Max-3-Sat within 8/7 − . Furthermore, there are also a number of other [16, 20, 24] CSPs such that the random assignment algorithm is essentially the best we can do.
At the same time as we have been able to prove better and better lower bounds on the approximability of some NP-hard optimization problems, progress has also been made on the positive side. An often used tool for designing efficient approximation algorithms has been semi-definite programming introduced by Goemans and Williamson [11] in their celebrated paper to get the 1.138-approximation algorithm for Max-cut as well as strong bounds for the approximability of Max-2-Sat and directed Max-cut. The ratio obtained for Max-cut is still the smallest known and recently [19] there has been some support of the possibility that it might be the smallest ratio achievable in polynomial time.
CSPs have been classified in various ways. The classic result by Schaefer [21] characterized exactly for which Boolean CSPs satisfiability can be decided in polynomial time. Creignou [7] extended this to the Max-CSP-problems by classifying the optimization problems as either lying in P or being Max-SNP-hard. In the latter case, as a conse-quence of the PCP-theorem [3] , for each problem there is some constant c > 1 such that it is NP-hard to approximate the problem within c. As a curiosity one might note that there are CSPs where the satisfiability problem is easy while the optimization problem is hard. A prime example would be sets of linear equations modulo 2. If all equations can be simultaneously satisfied then it is easy to find a solution by Gaussian elimination but once the system is inconsistent it is hard to find the optimal solution, and one cannot even do much better than finding a random solution in general [16] .
In either of the two cases mentioned above, the class of problems that is solvable in polynomial time is highly limited. We believe that a more interesting classification of CSPs is given by approximation resistance. We say that a predicate is approximation resistant if the trivial algorithm that picks a random assignment is essentially the best polynomial time algorithm. We believe that this is a fundamental property as approximation resistance is a very strong indication that nothing useful can be said about this optimization problem in polynomial time. Problems that are NP-hard but not approximation resistant can at least be said to be slightly tractable.
By the results mentioned above we know that Max-3-Sat is approximation resistant while Max-Cut is not and although our information is far from complete we do have many partial results. For Boolean constraints we know by [11] that we have no approximation resistant constraints that are binary, i.e., which depends on exactly two variables. If we widen the constraint to depend on three variables a complete classification is known [24] : a constraint is approximation resistant iff it is implied by a parity constraint, i.e. if all rejected inputs have the same parity. The classification of constraints on four variables does not seem to follow such simple rules but recently a systematic study has begun [14] and over three quarters of the predicates are already proved either to be approximation resistant or to allow non-trivial approximation. Also many predicates that depend on more variables have been classified [12, 14] .
The approximation algorithms for binary Boolean predicates of [11] build on semi-definite programming and as the technique is very general one should expect it to extend to other situations. If we keep the width of each constraint at two but increase the size of the domain, other algorithms that rely on semi-definite programming have been successfully designed.
Andersson et al. [2] showed that if we allow only two variables in each equation then, for the problem of linear systems of equations mod m, it is possible to construct an efficient algorithm giving a non-trivial approximation ratio. It follows by the results of Håstad [16] what if we allow three variables in each equation the problem is approximation resistant for any m.
Engebretsen and Guruswami [8] extended the result in [2] to establish non-trivial approximability for any binary constraint over any domain with the restriction that for each value of one variable we have the same number of values of the other variable that fulfill the constraint. Engebretsen and Guruswami also conjectured that their result would extend to the more general situation and in fact that any binary predicate over any domain does allow non-trivial approximability in polynomial time. We establish this conjecture and indeed prove that semi-definite programming is, in this sense, universal for binary constraints.
Our approach is based on the approach in [8] and we use essentially the same formulation of the semi-definite program and also the main procedure to obtain a solution to the CSP is the same. The novelty that enables us to obtain the full result is simple but still powerful: When rounding the solution for a semi-definite program to a solution to the underlying combinatorial problem one usually relies on a completely local analysis and this is the case also in [8] . In a local analysis one compares the probability that a constraint is satisfied with the contribution to the objective function of the semi-definite program. We go a small step beyond this by looking at the linear terms in the objective function separately and analyzing them globally. If the linear terms give a large contribution to the objective function, then it is simple to find a solution that is better than a random solution. If the linear terms are small then in fact they can, more or less, be discarded in the local analysis and this enables us to get the result.
The approach of looking at the linear terms in a global way seems to be useful and it is the main technique used by Hast [14] to prove that many Boolean predicates on 4 or more variables are not approximation resistant.
An outline of this paper is as follows. We start in Section 2 by giving some preliminaries. In Section 3 we give our main result. The approximation ratio obtained, although nontrivial, is still not that far from the trivial ratio and thus the approximation guarantee gives something better than a random assignment only for almost satisfiable instances. Our algorithm can be tuned to have much stronger properties and in Section 4 we prove that whenever the optimal solution is significantly better than a random solution we can set the parameters to find an assignment that does significantly better than random. We end by some final remarks in Section 5.
PRELIMINARIES
We have n variables (xi)
We have a constraint satisfaction problem given by m binary constraints (Ci) m i=1 . One could ask for the constraints to be of the same "kind" , e.g., to be a linear equation, but as this is not needed for our algorithm, let us formulate the problem in as much generality as possible.
The i'th constraint is over the variables x a i 1 and x a i 2 and the constraint is satisfied iff this pair of variables does not take one of ti specified values given as (b
To write our objective function in a convenient form let us introduce the indicator variable I j i which takes the value 1 if xi takes the value j and is 0 otherwise. With this notation the number of satisfied constraints is exactly
To eliminate one index from this rather cumbersome expression let us change notation slightly. The total number of terms in the sum is P m i=1 ti and let us write this number as tm. This is a natural notation as in many applications each constraint rejects equally many pairs and then t = ti for 1 ≤ i ≤ m. It is not important for us whether the same pair of variables appear together in many constraints and hence by a redefinition of the a and b-variables it is possible to write (1) in the form
and this is the formulation that we use. Note that from this formulation it is clear that if we can give a non-trivial approximation ratio for the case ti = 1 for 1 ≤ i ≤ m then we can get a non-trivial approximation ratio for any other case. This fact has been observed many times and is stated explicitly in [8] .
For an instance ϕ of this problem let OP T (ϕ) denote the number of constraints satisfied by the optimal assignment. Furthermore for an assignment α let V al(ϕ, α) be the number of constraints of ϕ satisfied by α. We have the following basic definition.
We remark that the expectation is only over the internal random choices of A. The simplistic A just giving random independent value to the variables satisfy
, and our goal is to design an algorithm with a better approximation ratio.
Semi-definite programming
We need very little from semi-definite programming and refer to [11] for more information. In a semi-definite program we have variables (Yi,j) s i,j=1 for some integer s. Apart from linear conditions on these variables we have the constraint that the matrix Y is symmetric and positive semi-definite. Under these constraints we can, by a result of Alizadeh [1] , find the optimum of any linear function in the Y -variables to any desired accuracy.
For notational convenience we assume that we actually find the exact optimum. This "cheating" only results in an arbitrarily small factor gain in the approximation ratios obtained.
As Y is symmetric and positive semi-definite there are vectors (vi) s i=1 such that the elements of Y are the pairwise inner products of these vectors, i.e. Yi,j = (vi, vj ). We use this point of view and formulate our semi-definite program in terms of the vectors vi and their inner products.
THE MAIN RESULT
We are now ready for our main result.
Theorem 1. There is an absolute constant c > 0 such that for any d the following is true: There is a probabilistic polynomial time algorithm A such that for an instance ϕ of the constraint satisfaction problem over [d] formalized as (2)
.
Remark:
The exact quantitative statement of the theorem improves over the results in [8] which used t = d and obtained an approximation ratio 1 −
). This minor improvement is due to a slightly more streamlined analysis rather than any real difference in the algorithms.
We now turn to the proof of the theorem.
Proof. We model each variable xi as a set of d vectors (v
. We also have a special vector v0. Consider the following semi-definite program.
where the objective function is to maximize
Our semi-definite program is very close to the corresponding program of [8] . One slight difference is that we have an inequality in (6) . This little detail is however of no real importance and is only there to allow us to more easily construct a feasible solution in the proof of Lemma 3 below. Let us start with an observation.
Lemma 2. The optimal value of the semi-definite program is at least OP T (ϕ).
Proof. Take any assignment α to the variables of ϕ. Set v (8) is V al(ϕ, α). The optimum over a wider class of possible vectors can only make the optimum larger.
In the semidefinite program it is not difficult to see that for any feasible solution
for any i. Indeed, by (7) with i1 = i2 = i we know that
is a unit vector and by (3) and (5) it must equal v0.
Our algorithm starts by finding an (almost) optimal solution to the semi-definite program and suppose the solution is given by
and (v0, w 
which is sufficient to establish the theorem and thus we can assume that δ ≤ t 4d 2 .
We proceed to find a good solution to the variables of ϕ. In the sum (2) 2 ) of the constraints and the larger distance from uniformity the better assignment is possible. This is essentially the basis for the first approximation algorithm. Let us first make a minor observation.
Proof. The sum in (8) equals
Now consider the set of vectorsṽ j i defined bỹ
We claim that these are feasible vectors for the semi-definite program. Since
the condition that remain to be checked is (6) . Because of (9) we have
and thus also (6) holds for the vectorsṽ j i . The sum in the objective function for this set of vectors is
and as the v j i give an optimal solution this value must be larger than (11) and we conclude that the lemma holds.
We now turn to finding a good assignment and we have two cases depending on whether X
Let us denote by Case 1 when this inequality holds and by Case 2 when it does not. In Case 1 we have the the following strategy for obtaining a good solution.
Set xi to the value j with probability p
By ( The expected number of falsified constraints under this strategy is
where the first inequality follows from Lemma 3 and the second inequality is a consequence of the assumption (17) . We conclude that under the assumption (17) we have an
approximation ratio, independently of δ. This establishes the theorem in Case 1 and we now turn to Case 2 when (17) is not true.
Let us define
to be shifted variants of the vectors. Note that as v j i are at most unit length and α
Let r be a random vector where each coordinate is picked independently from the normal distribution with mean 0 and standard deviation 1, a distribution we call N (0, 1). Define 
and proceed as follows. If |s Set xi = j with probability q
Because of (21) We get that the expected number of falsified constraints under this strategy is
As r and −r are equally likely we see that E[t 
Proof. Because of (19) each s j i is normally distributed with mean 0 and standard deviation at most √ 2. Let
The difference of t
and s
is 0 if s ≤ D and otherwise it is at most s 2 . The density function of the maximum of 2d random variables is at most the sum of the density functions of the variables and as the density of N (0, σ) at s is increasing in σ for σ ≤ s we conclude that the difference in expectation is at most
Integrating by parts and we see that this is bounded by
The lemma now follows by the property (20) defining D.
In view of the lemma we can now study the s-values and we have the following lemma:
Lemma 5. Let x1 and x2 be any vectors and let r be a random vector in which each coordinate is picked independently from N (0, 1). Then E[(x1, r)(x2, r)] = (x1, x2).
Proof. Suppose that (x1, x2) = β and that x k = γ k for k = 1, 2. As the distribution of r is invariant under any orthogonal coordinate change we can pick any coordinate system and in particular we can assume that all vectors lie in R 2 and x1 = (γ1, 0) and
).
Writing r = (r0, r1), and as E[r1] = 0 we have
0 ] = β, and the proof is complete.
We conclude that
We again split the analysis into two cases with the difference that the inequality (17) is replaced by X
The probabilities p j i in Case 1 are defined as in the proof of Theorem 1 and the calculation for the expected number of falsified constraints is the same except for the final step of (18) and the proof is complete, as D 2 = Θ(log (dt/ )).
FINAL REMARKS
We have proved that semi-definite programming is a universal tool for establishing non-trivial approximation results for binary predicates over any domain. The technique has also been used with good results for other problems such as coloring of three-colorable graphs [4] and approximation of Max-4-Sat instances that also contain shorter clauses [13] . We will probably see many good uses of semi-definite programming also in the future.
We have just addressed the question on whether our predicates allow non-trivial approximation ratios and the quantitative results are not very good. Clearly this could be improved, or one could try to prove (close to) matching lower bounds. In fact proving that as d increases we have instances where the optimal solution satisfies a fraction of the constrains tending towards one but any efficient algorithm can only find assignments that satisfies a decreasing fraction of the constraints would be a (weak?) indication that the unique prover conjecture of Khot [18] might be true. Note that we already know by a result of Feige and Reichman [23] that the approximation ratio must go to infinity with d.
