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This article presents the base-line design and implementation of the ATLAS Trigger and Data Acquisition
system, in particular the Data Flow and High Level Trigger components. The status of the installation and
commissioning of the system is also presented.
1. INTRODUCTION
The ATLAS experiment is designed to observe
collisions between protons of 7 TeV. These will
be the highest energy collisions in a controlled
environment to-date and they are going to be
provided by the Large Hadron Collider (LHC) at
CERN, by mid-2008. At nominal operation con-
ditions, bunches of 1011 protons will cross each
other at 40 MHz, resulting in ∼ 25 proton-proton
interactions per bunch crossing at the centre of
ATLAS. Nevertheless, only a small fraction of
this ∼ 1 GHz event rate results in interesting
physics processes. The Trigger and Data Acqui-
sition (TDAQ) system of ATLAS has to select
a manageable rate of such events for permanent
storage and further analysis. The amount of in-
formation to be recorded is about 1.6 MB per
event and we aim in keeping ∼ 200 events/s.
We are in the process of assembling the sys-
tem. The functionality and performance is veri-







































































LVL2 and Event Builder switches
Figure 1. The ATLAS Trigger and Data Acquisi-
tion system.
assembled is used in commissioning data-taking
with the various ATLAS sub-detectors as the ex-
periment gets completed.
2. CONCEPT AND DESIGN
The ATLAS TDAQ is designed in an econom-
ical way which takes advantage of the charac-
teristics of high energy collider physics; it uses
the concept of the ”Regions of Interest” in order
to use the minimum amount of data needed to
reach a trigger decision. Thus, the ATLAS TDAQ
has moderate requirements on the network which
transfers the data between its’ components. In or-
der to also minimize the required CPU resources
at the trigger level, the trigger uses sequences of
”feature extraction” and ”hypothesis testing” al-
gorithms. The execution order of these algorith-
mic pairs is arranged such that an event is re-
jected as early as possible.
The event selection is performed in three lev-
els. An overview of the system is seen in Fig. 1
and can be viewed as made of three parts: the
first level trigger (LVL1); the High Level Trigger
(HLT), which is composed of the next two levels
of triggering; and the Data Flow system which
deals with temporary buffering of the data, serv-
ing them to the HLT in the form needed, and
eventually to storage.
LVL1 uses coarse calorimeter and muon de-
tector information to select events at 75 KHz
(upgradeable to 100 kHz), reaching its’ decision
within 100 bunch crossings (2.5 µs). During this
time, the front-end electronics of the various sub-
detectors keep the complete event data in pipeline
memory buffers. Data for rejected events are dis-
carded, while the data for selected events (up to
160 GB/s) are passed via the Readout Drivers
(RODs) into the Readout Buffers (ROBs), hosted
in the Readout Subsystem (ROS) PCs. Event
data remain there and are pulled by the second
level trigger (LVL2) and by the Event Builder
(EB) nodes on demand.
LVL2 provides an additional rejection factor of
20-30, bringing the rate to ∼ 3 kHz with an aver-
age latency of O(10) ms. For each event accepted
by LVL1, a list of the Regions of Interest (RoIs) is
given to LVL2. The list contains the positions (in
η, φ coordinates) of all ”interesting” objects found
by LVL1 and it is assembled and communicated
to LVL2 by the Region of Interest Builder (RoIB).
LVL2 then accesses the appropriate ROSs to pull
and analyze data from the ROBs corresponding
to the Regions of Interest; thus, the LVL2 uses
only ∼ 2% of the full event information to take a
decision and needs only 3 GB/s to be extracted
from the ROSs.
Subsequently, the EB nodes, also known as the
”Sub-Farm Input” (SFI) nodes, collect all data
from the ROSs at the LVL2 accept rate of about
6 GB/s. Upon request, the SFIs provide fully
assembled events to the Event Filter (EF) farm,
which is the third level trigger. The EF analyzes
the entirety of each event data to achieve a further
rate reduction to ∼ 200 Hz, with a latency ofO(1)
second per event. Accepted events are sent for
local TDAQ storage to the ”Sub-Farm Output”
3(SFO) nodes. From there, the data are pulled to
the central mass storage facility at CERN.
3. IMPLEMENTATION OF THE DATA
FLOW AND HIGH LEVEL TRIGGER
The only custom-built hardware in TDAQ
are the LVL1 trigger, the RoI Builder and the
custom-built cards hosting the ROBs inside the
ROS PCs. The complete Data Flow and HLT
system will consist ofO(3000) PCs running multi-
threaded C++ software on a Linux platform, in-
terconnected via Gigabit Ethernet in a multi-
layer network topology. The flow of data out of
the ROSs and onwards complies to a pull sce-
nario: data are requested according to needs from
subsequent clients.
3.1. Data Flow for LVL2 and the Event
Builder
After a LVL1 accept, each detector pushes its’
data from the front-end electronics to its’ RODs
and subsequently into the ROBs. The connec-
tion between the 1600 (detector specific) RODs
and the (generic) ROBs is a point-to-point op-
tical link, conforming to the S-LINK protocol
[1], which provides a data throughput up to 160
MB/s. The ROBs are implemented as buffers
hosted in custom-made PCI cards (ROBINs),
with each card hosting three ROBs. The ROBINs
are in turn hosted in the ROS PCs; each ROS
PC hosts a maximum of four ROBINs, for a to-
tal of 12 ROBs. The 1600 ROBs in the system
are thus hosted in about 150 ROS PCs. For each
data request, the ROS PC fetches the data from
the needed ROBINs via the PCI bus and groups
them into a data fragment which is sent back to
the requester. In addition to the PCI interface,
each ROBIN card has a NIC which can be con-
nected to the Gbit Ethernet network of the LVL2
and event building systems.
While the data are buffered into the ROSs,
the RoIB collects RoI information from the LVL1
calorimeter and muon triggers and from the LVL1
Central Trigger Processor. The RoIB is imple-
mented as a custom VMEbus system. This in-
formation is put in the ”L1Result” message and
is forwarded to one of the LVL2 Supervisors
(L2SVs) in a round-robin fashion. Each L2SV
serves a sub-farm of Processing Units (L2PUs)
and assigns one of them to process the event.
The L2PU figures out the ROBs corresponding
to the given RoI and requests data only from the
involved ROSs. Since each ROB is connected to
a specific ROD the identification of the involved
ROBs is fast, because the mapping of η−φ regions
and ROBs is fixed.
For accepted events only, the L2PU puts the
decision details in the pseudo-ROS (pROS). In
any case, the L2PU produces an accept/reject de-
cision which is passed back to the L2SV, which
forwards it to the only Data Flow Manager
(DFM) in the system, which has the following
role: if the decision is to reject the event, the
DFM sends clear messages to the ROSs to free
the involved buffer space; if the event is to be
kept, the DFM assigns an SFI to assemble the
event by requesting data from all participating
ROSs and the pROS. Events are buffered in the
SFI and made available to the EF upon request.
The Event Building needs O(100) PCs, driven by
the throughput requirements and by the fact that
in steady-state conditions we want to use only 60-
70% of the Gbit/s link into each SFI node.
3.2. Data Flow for the Event Filter
The ATLAS EF system is organized as a set
of independent processor farms (sub-farms), con-
nected to Sub-Farm Input (SFI) and Sub-Farm
Output (SFO) elements via the Event Filter Net-
work (see Fig. 1). Unlike the LVL2 system
which involves many components to deal with the
dataflow and the trigger aspects of the work, each
EF node hosts both functionalities. Dataflow
functionalities are provided by the Event Fil-
ter Dataflow process (EFD), while the processing
tasks (PTs) are in charge of data processing and
event selection. The EFD manages the communi-
cation with the SFI and SFO elements and makes
the events available to the PTs via a memory
mapped file, called the SharedHeap, which is used
for local event storage and provides a safe event
recovery mechanism in case of EFD crash. The
PT cannot corrupt the event because it access
the SharedHeap in read-only mode. PT problems
are handled by the EFD which can identify PT
4crashes and dead locks. In both cases, the EFD,
which owns the event, can assign it to another PT
or send it directly to the SFO. Inside the PT, the
event selection algorithms produce a filtering de-
cision and a selection object (used to classify the
event and guide the off-line analysis steps) which
are communicated back to the EFD. The filtering
decision steers the EF dataflow and thus decides
the fate of the event. Accepted events are sent to
the SFO nodes, where a data-logger application
streams and indexes the events into different files,
according to each event’s trigger path.
3.3. High Level Trigger
Both LVL2 and EF use online software for the
control and data collection aspects, but the event
processing and trigger algorithms are developed
and tested in the ATLAS oﬄine software envi-
ronment (”Athena”). A common approach of the
L2PU and the PT for the steering, seeding and
sequential processing of the selection algorithms
has been developed.
The dataflow and selection software are inter-
faced with a another software layer, common to
LVL2 and the EF. This way, event selection al-
gorithms developed oﬄine can be ”plugged” eas-
ily into the online HLT framework. For the EF
this task is easier, because the less stringent re-
quirements on the decision-latency (O(1) s com-
pared to O(10) ms per event at LVL2), allow
the straight-forward reuse of oﬄine algorithms
as configurable plug-ins. For LVL2 algorithms,
the relatively long idle time between requests and
arrival of RoI data (∼ 10 to 20% of total [2])
allow resource sharing in multiple-CPU nodes.
An L2PU could then deal with multiple ”worker
threads”, each handling one event. Thus, algo-
rithms which run at LVL2 should be designed to
be thread-safe and efficient. For most algorithms
this is not yet the case. The alternative (and our
baseline solution) is to run multiple applications
on each node.
4. STATUS AND OUTLOOK
We are in the process of assembling and com-
missioning the system described above, imple-
mented with about 3000 commercial PCs hosted
in 100 racks. All 153 ROS PCs (including spares)
are installed and commissioned stand-alone, while
44 of them are also connected to the RODs of
most of the barrel calorimeter and the LVL1 Cen-
tral Trigger Processor. The system has been used
to take cosmic data in the summer of 2006, with
events built at the ROS level. A series of com-
missioning runs is envisaged, with a progressively
larger fraction of ATLAS detectors and TDAQ
components integrated.
For the event building, the first 32 SFIs, cor-
responding to 30% of the final system, have been
installed and are in the commissioning phase.
Along with them, 2 L2SVs, 1 pROS and 12 DFMs
have also being installed. Having more DFMs
operational will allow to run multiple, mutually-
exclusive, partitions of ATLAS in parallel. This
feature of the system will be used extensively dur-
ing commissioning.
For the network, the complete cabling infras-
tructure is layed down now and is close to com-
pletion. The addition of switches takes place in-
crementally, according to needs.
The HLT will be completed last in order to
take advantage of the ever increasing computa-
tional abilities of PCs. The rack space available
to HLT corresponds to 2100 PCs. At the time
of the TDR, we’ve assumed 16 GHz processing
capacity out of each PC [3]. Since then, the in-
dustry has shifted from high clock rate proces-
sors to multi-core processors. Nevertheless, we
have demonstrated in a dual-core dual-CPU PC,
that the LVL2 decision rate scales linearly with
the number of identical L2PU applications run-
ning on the node, till the resources (four cores
in this case) are exhausted; additional L2PU ap-
plications do not increase the LVL2 rate any fur-
ther [2]. Therefore, we believe that the multi-core
multi-CPU technology will provide the necessary
performance per PC, at the cost of higher memory
needs and latency. Early in 2007 we will purchase
and install the first 4 racks of HLT nodes (∼ 120
PCs), which will be multi-core machines.
The functionality and performance of the sys-
tem is verified in a number of test beds [4,5],
with the most realistic of them having about
10% of the DataFlow system and 2% of the High
Level Trigger system connected via the the final
5network and infrastructure. Extensive tests are
scheduled regularly to exercise the full chain as if
it was an ATLAS run. Preloading the ROS with
physics data-sets, we have recently integrated for
the first time online electron/γ, muon, τ and jet
algorithms.
Given the LHC schedule, the system-size de-
scribed above should be able to largely satisfy the
ATLAS needs in 2007. We are working on deliver-
ing a system which shows the proper scaling and
matches the performance and robustness require-
ments of ATLAS towards the 14 TeV centre-of-
mass collisions between protons by mid-2008.
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