Methods for spatial cluster detection attempt to locate spatial subregions of some larger region where the count of some occurrences is higher than expected. Event surveillance consists of monitoring a region in order to detect emerging patterns that are indicative of some event of interest. In spatial event surveillance, we search for emerging patterns in spatial subregions.
Introduction
Methods for spatial cluster detection attempt to locate spatial subregions of some larger region where the count of some occurrences is higher than expected. As an example, we may look for clusters of certain kinds of trees in a forest; other applications of spatial cluster detection include mining astronomical data, medical imaging, and military surveillance [1] . Event surveillance consists of monitoring a region in order to detect emerging patterns that are indicative of some event of interest. As examples, we may look for emerging patterns that are indicative of a disaster that is in its early stages of development. Examples of such disasters include hurricanes, terrorist attacks, and outbreaks of diseases. In spatial event surveillance, we search for emerging patterns in spatial subregions. Spatial cluster detection is one statistical technique used for spatial event surveillance. A well-known method for spatial cluster detection is Kulldorff's [1] spatial scan statistic, which has been implemented as freeware in the SaTScan TM software package [2] . This method directly analyzes the counts of occurrences in the various subregions. Neill et al. [3] developed a Bayesian spatial scan statistic called BSS, which also directly analyzes the counts. When the clusters of interest are clusters of the events we observe, then directly analyzing the counts is likely to be best. However, in event surveillance, and disease-outbreak detection in particular, we ordinarily observe events that are related to the occurrences of interest. As an example, when we are interested in whether there is an outbreak of a certain disease, we observe individuals with various symptoms of the disease rather than the disease infections themselves. Instead of using a summary statistic, we develop a Bayesian-network-based spatial scan statistic, called BNetScan, which models the relationships among the events of interest and the observable events using a Bayesian network. This network is then used to determine the posterior probability of each subregion containing a cluster. A strength of this method is that it can model multiple causes of the clusters. For example, in disease-outbreak detection it can model any number of possible disease outbreaks using a single Bayesian network.
An important question is whether we can obtain acceptable results using a Bayesian network if the probability distributions in the network, which are often obtained from limited data and/or subjective judgment, do not closely reflect reality. We describe the results of experiments that test the robustness of BNetScan relative to changes in the probability distributions used to generate the experimental data. In particular, we examine the ability of BNetScan to detect outbreaks of influenza and cryptosporidiosis using simulated cases injected into real Emergency Department data from Allegheny County, Pennsylvania. As a point of comparison, we included SaTScan TM and BSS in the study, and we evaluated these systems both when they took advantage of the probabilistic information in BNetScan (i.e., which chief complaints are most commonly associated with each outbreak type) and when they did not. In this way, we could learn whether it is simply the use of probabilistic information that accounts for a certain performance level, or whether that performance may be due to the use of a Bayesian network model.
In the remainder of this section, we provide background on spatial cluster detection. Section 2 describes the two methods, SaTScan TM and BSS, which we compare to BNetScan. In Section 3 we develop our new Bayesian-network-based spatial scan statistic method, BNetScan. Section 4 presents our experiments and their results. Finally, Section 5 provides a discussion of the results.
Spatial cluster detection
In spatial cluster detection, the goal is to identify the location, shape, and size of possible clusters, and to determine how likely it is that a cluster is due to the event with which we are concerned (e.g., a disease outbreak) versus how likely it is that the cluster is merely a chance occurrence. When doing spatial cluster detection, we first enumerate the subregions of some geographical region G. For example, Kulldorff [1] places a circular window over the region and lets the center of the circle move over the region. For each center, the radius of the circle is varied. Neill et al. [3] represent the entire region by a grid and search over rectangular subregions of the grid. Inherent in these methods is that we assume that the entire region G is composed of cells. For example, if we cover G with an m Â n grid, each grid element is a cell. A subregion of G is the union of any number of cells. Since the number of such subregions is exponentially large, Neill et al. [3] search only over subregions which are axis-aligned rectangles. We take this same approach in this paper.
Classical methods for spatial cluster detection detect clusters based solely on counts of occurrences in the various subregions. Kulldorff [1, 4] ) developed the well-known frequentist method called the spatial scan statistic. The scan statistic was first proposed by Naus [5] as a solution to the multiple hypothesis testing problem. Scan statistics have been used to find clusters of chronic diseases such as breast cancer [6] and leukemia [7] . They have also been used to detect clusters of work-related hazards [8] The methods discussed so far are non-temporal. That is, if we are looking for patterns that emerge with time, they look only at data from the most recent time period. A temporal method would detect a cluster based not only on data from the most recent time period, but also on data from previous time periods. Kulldorff et al. [12] developed a temporal version of the spatial scan statistic that looks at three-dimensional cylinders, while Neill et al. [13] developed a temporal version of the spatial scan statistic that can detect emerging clusters with incidence rates that increase over time.
In general, spatial cluster detection does not necessarily entail the notion of time. In some applications we many want to determine whether there is currently a cluster without concern for whether the counts are changing with time. For example, we may want to investigate whether there is a cluster of a particular type of star in space. Next we discuss spatial event surveillance, which does concern counts changing with time.
Spatial event surveillance
In event surveillance we try to detect emerging patterns that are indicative of some forthcoming event or an event that is in its early stages. A classical example is disease-outbreak detection. A disease outbreak detection system monitors a region each day to see if some pattern has emerged that is indicative of a disease outbreak. For example, a Cryptosporidium infection
