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"How fast can a magnetization be reversed9" The study of spin dynamics in mag­
netic media has gained a fast growing interest recently As the CPU power of 
computers is increasing exponentially in time, one is also interested in writing and 
reading data on much shorter timescales As soon as writing times of less than 
one nanosecond are reached, spin dynamic effects start to play an important role 
Each writing action pulls the magnetic system out of its equilibrium state The 
spin dynamics cannot any longer be approximated by a continuous sequence of 
equilibrium states and, among other things, the precession of the spins has to be 
accounted for The relaxation process to the new equilibrium state is determined 
by the conversion and absorption of energy in the media 
The study of this spin dynamics at timescales shorter than the time needed tor 
a precessional oscillation is connected with a lot of exciting research that addresses 
both, very fundamental issues of spin- and magnetization dynamics as well as very 
practical points of how to generate and detect the magnetization dynamics of inter­
est 
1.1· Magnetization Dynamics 
Since the late 90's, a renaissance of the study on magnetization dynamics has be­
gun, based on the development of femtosecond laser sources that opened the way 
to create external stimuli (optical, field or current pulses) that are much shorter 
than the fundamental time scales such as spin-lattice relaxation times and preces­
sion frequency 1~10 In contrast to FMR studies (an art of research cultivated from 
the 50's), the femtosecond laser sources provide the capability of probing real-time 
traces of the magnetization after field pulse excitation and therefore enable to mon­
itor the real relaxation of M to its new equilibrium The exciting potentials of this 
method launched a new field of research - the study of magnetization dynamics on 
ultra-short timescales, and already exciting results demonstrating ultrafast changes 
in the magnetization on picosecond time scales could be demonstrated ' ' l 2 
Optical excitation of ferromagnetic systems with ultrashort laser pulses leads to 
13 
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Figure 1.1: Excitation scheme to achieve a precessional motion of M. 
heating of electrons far above equilibrium and consequently can lead to the reduc­
tion or even erasure of the magnetization M within very short times. Though great 
care should be taken to separate real magnetization dynamics from optical artifacts 
due to spin independent changes in the electron distribution, time resolved (pump-
probe) linear and nonlinear magneto-optical experiments have clearly demonstrated 
the collapse of M within less than 2 picoseconds for itinerant ferromagnets.3,4,13~16 
In combination with either a static or pulsed magnetic field, optical excitation by 
femtosecond laser pulses can induce magnetization reversal that can become ex­
tremely fast.1 7 1 8 
Optical excitations can also lead to precessional motion of the magnetization 
direction. The latter was attempted by Ju et al.,19 who used a femtosecond laser 
pulse to reduce the anti-ferromagnetic coupling in an exchange coupled FM/AF 
bilayer, thereby indeed inducing ultrafast magnetization rotation. Similar, but less 
pronounced precession dynamics was also observed by Koopmans et al.20 in a 
thin nickel film and explained in terms of temperature dependent variations of the 
anisotropy-induced field. A rather unique approach was developed by Siegmann et 
al.21,22 who used a short (picosecond) current pulse, generated by the Stanford Lin­
ear Accelerator, to induce precessional switching. Recent experiments also showed 
generation of ultra short field pulses in a Schottky-diode.23 An alternative approach 
to all approaches above, is shown in fig. 1.1. A short perpendicular-to-M magnetic 
field pulse is launched inside a micro-waveguide with a magnetic material on top 
of the center-conductor. This short magnetic field pulse exerts a torque on the 
magnetization M, which subsequently precesses around the equilibrium state. 
Based on a macrospin-model,24 by coherent rotation one must be able to re­
verse M at a maximum rate of half the precessional frequency (typically Ι Ο ­
Ι 000 ps) by switching off the field pulse when M passes a point of static equi­
librium. 
1.2 · Precessional Reversal of M 
Several approaches have been made to reverse M by means of magnetic field 
pulses. The first magnetic field pulse induced reversal between two opposite stable 
states could be obtained by Choi et al. with magnetic field pulses, oriented oppo-
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site to the initial M-direction The results were also the first to present microscopic 
studies of magnetization reversal, induced by in-plane magnetic field pulses Due 
to the impact of media inhomogeneities at a metastable equilibrium with a field 
pulse pointing opposite to the initial direction of M, the reversal in this particular 
configuration was dominated by an incoherent motion ot M A coherent preces-
sional reversal and therefore a switching faster than the relaxation limit, which in 
those experiments was in the order of a few nanoseconds, could not be achieved 
In the case of precessional switching, the excitation has to be uniform, so that 
the entire magnetic element rotates coherently Only in that case, the element can 
be considered as a single spin (a macro-spin) and proper termination of the preces-
sional motion is possible Magnetic elements with homogeneous magnetic proper-
ties are the prerequisite for such motions The best way to achieve a coherent, fast 
precessional motion is by applying a short rise-time, high intense magnetic field 
pulse, perpendicular to the initial direction of M By this, excitation of the mag-
netization is achieved, without passing any metastable state and inhomogeneous 
responses are suppressed Furthermore, the torque exerted on M is maximum and 
the reversal process will gain its maximum speed 
However, the precessional motion usually leads to a major problem, that is that 
underdamped systems show a severe effect of "ringing", shown in the upper plots 
of fig 13 During relaxation, the magnetization precesses around the equilibrium 
position After the reversal process, the magnetization may therefore switch back 
to the initial direction and hence a stable switching is not achieved Control of the 
precessional motion is therefore indispensable for reliable, stable and fast reversal 
mechanisms 
One approach to the precession control of magnetic systems was offered by 
Bailey et al 26 By adjusting the damping of the system to the critical value, ringing 
could be suppressed However, in this case, the time scale for a magnetization 
reversal is still limited to the relaxation time of the system Another approach was 
proposed by Bauer et al21 By properly switching oft the pulse field at a moment 
when M passes a point of static equilibrium, the motion terminates 
The latter approach is a much more flexible one and faces two challenges 
the generation of short magnetic field pulses with very small jitter (much shorter 
that the inverse of the precession frequency) and the suppression of the precession 
(ringing) by proper timing 
1.3 · Short Field Pulse Generation 
Up to now, several groups have achieved controlled precessional reversal28-11 by 
modifying the magnetic field pulse to control the motion of the magnetic system 
Various methods have been presented to achieve precession control By using the 
reflections inside an open or short circuited waveguide,12 one can quench or double 
the pulse field with a time-delay depending on the distance of the sample from the 
short/open However, this method is very limited The new generation ot pulse 
generators offers the possibility of direct and independent control of both the pulse 
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height and width. 3 3 The method used in this thesis was especially developed in 
Nijmegen to be able to shape magnetic field pulses on a picosecond timescale. This 
is achieved by multiple excitations of photoconductive switches by femtosecond 
laser pulses.9·I()·28.34-36 While superimposing two signals from two independently 
excited photo switches a shaped magnetic field pulse is obtained, with amplitude 
and width as available parameters. The advantage of the latter technique lies in its 
very short quenching time that is in the order of a few picoseconds. The biggest 
advantage, however, is the absence of any time jitter on this timescale. 
The method is based on an approach, offered by Freeman et al?1 The use of 
Auston-switches38 makes generation of picosecond rise-time pulses possible.39,40 
This approach was further elaborated by Keil et α/.41 to produce pulses of variable 
width. Ultrashort electrical pulses could be obtained by Holzman et al.,42 where 
two photoswitches were excited by one single laserpulse, where the time-delay 
between the two excitations was given by the optical path difference induced by a 
thin SÌO2 layer on top of one of the GaAs photoswitches. 
To fulfill the aim of precessional control one needs two basic excitation prop-
erties: Field Pulse Shaping (in time) and large intensity field pulses. Figure 1.2 
shows the principle setup for the field pulse generation, as will be used through-
out this thesis. Two independently triggered GaAs-photoswitches are excited by 
two femtosecond laser pulses. The ultimate excitation pulse is formed by super-
imposing the signals from these switches. Figures 1.3 and 1.4 show magnetization 
responses for a low deflection from the initial state and a large deflection (rever-
sal), respectively. In both cases the magnetic response has been controlled by the 
combination of the currents from the two photo-conductive switches. 
1.4 · Scope of this thesis 
This thesis deals with magnetization dynamics on picosecond timescales. Theoret-
ical as well as experimental approaches will be presented to show the potentials of 
magnetization-excitation-control by magnetic field pulse shaping. 
After the introduction, the second chapter provides basic descriptions of mag-
netization dynamics, based on phenomenological models, offered by Landau and 
Lifshitz,43 Bloch-Bloembergen44 and Gilbert.45 The important features of preces-
sional motion in the case of small angle and large angle deflections are considered. 
The effective field, dominating the precessional motion, is discussed in detail. This 
chapter resembles the introduction to the topic of precession and addresses all nec-
essary and important facts to understand the ideas presented in the following chap-
ters. 
Chapter 3 concentrates on the control of the magnetization dynamics and the 
newly developed method for controlling this magnetization dynamics by magnetic 
field pulse shaping. Numerical simulations of magnetization-control for various 
configurations are given and extensively discussed. The power of pulse shaping for 
high speed memory devices is elucidated and solutions related to arising problems 
are given. 
The fourth chapter is about the experimental setups to observe the magnetic 
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Figure 1.2: Generation of precessional motion by field pulse shaping using two indepen­
dently triggered field pulses. 
stopped precessional motion 
0.00 
negative field pulse 
















. · - "t l ' field pulse on field pulse off 
-0,1 0,0 0,1 0,2 0,3 0,4 0,5 0,6 
At(ns) 
Figure 1.3: Stopping of a small angle 
precessional motion by field pulse shap­
ing using two independently triggered field 
pulses. The upper graphs show the re­
sponses of the magnetization due to the 
individual switch excitations. The lower 
graph shows a clear stopping of the oscil­
lation. 
Figure 1.4: Controlled coherent reversal 
by means of a shaped magnetic field pulse. 
When the field pulse is switched off, the 
magnetization stops (solid circles). When 
the field pulse is still switched on, the mag­
netization returns to its initial state (open 
circles) 
responses due to the magnetic field pulses. The two different setups used in this 
treatise are reviewed: one in Nijmegen to induce controlled reversal of the magneti­
zation in micron-sized elements and one at NIST' ' ' to study large angle deflections 
in extended thin magnetic films. Both setups make use of two magneto-optical 
techniques, the Magneto-Optical Kerr Effect (MOKE) and Magnetization induced 
Second Harmonic Generation (MSHG). Further, the pulse shaping technique will 
be extensively discussed, including the design of the photo-conductive-switches 
that were especially designed for very large field applications. 
The optical observation techniques for resolving locally all three components 
of M are discussed in detail in chapter 5. First, MOKE and the balanced diode 
scheme are analyzed. Second, the measurement of the in-plane magnetization com­
ponents by MSHG is discussed. Measurement of changes in the amplitude of the 
National Institute for Standards and Technology 
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magnetization is particularly important for tracing spin wave generation at large 
angle deflections. Therefore a calibration technique was sophisticated to unam­
biguously separate the two in-plane components of M. This calibration procedure 
has been elaborated at the NIST laboratories to measure the absolute value of M 
by one single measurement. 
Chapter 6 presents the obtained experimental results. First, characterization of 
the magnetic element and the abilities of field pulse shaping are demonstrated. The 
large and small angle magnetization-excitations are followed by results obtained at 
NIST, showing large angle deflections at very small bias fields. In this particular 
configuration the Landau-Lifshitz formalism fails fitting the data correctly. How­
ever, a model based on the Bloch-Bloembergen formalism46 with a constant mag­
nitude ot M and decoherence driven fading of the transverse angular momentum 
given by a constant rate l/T?, describes the behavior of M at small bias fields. 
In the last chapter 7, the advantages of the pulse shaping technique for the 
Magnetic Random Access Memory (MRAM) are illustrated. This chapter will 
present some ideas that can be combined for the application to the MRAM. The 
presented technique can very well be used to extremely enhance the writing speed 
in these devices, making parallel data-writing (i e for CPUs) possible 
This thesis attempts to give an overview about the present knowledge of mag­
netization dynamics and should also be readable by novices, entering this very 
interesting field of research. 
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In this chapter, the dynamics of macroscopic magnetic spins that are equivalent 
to single domain magnetic particles, are considered on the basis of the Landau-
Lifshitz equation.' This equation gives the torque exerted on the angular momen-
tum of a spin, resulting in a precessional motion. The damping of the preces-
sional motion is incorporated into this equation by an additional phcnomenological 
term. The simplest forms of this preserve the magnitude of the spin and are due to 
Gilbert2 and Landau and Lifshitz.' These two models are equivalent in the case of 
small damping. In contrast, the Bloch-Bloembergen3 damping formalism allows 
the magnetization to change in magnitude as well. The further differences between 
the Gilbert and the Bloch-Bloembergen damping will be discussed in detail. In the 
present treatise, the Gilbert form of the Landau-Lifshitz equation is used for ana-
lyzing the experimental data and its main characteristics will be reviewed in this 
chapter. Furthermore, the behavior of a macro-spin, subjected to a step-function 
magnetic field pulse will be described. To understand the dynamics due to the exci-
tation of a magnetic field pulse, the torque that drives M is of primary importance. 
Therefore the involved effective field that is the driving force of this torque will be 
carefully addressed. Simulations, based on the Gilbert form of the Landau-Lifshitz 
formalism will be presented that give an impression of the dynamic behavior of M, 
subjected to various magnetic field pulses. 
2.1 · Equations of Motion 
The theory of a macro-spin, implying uniform rotation of all spins, is a great help 
for understanding the switching dynamics of ultrathin magnetic films. In this sec-
tion four different approaches describing the dynamics of a ferromagnet will be 
discussed that differ in the implementation of the damping-term. 
2.1.1 · Undamped Precession Equation 
Consider a single spin in space that is subjected to a magnetic field (//ext) pointing 
along the x-axis. This single spin, that is not parallel to this field, will start a 
23 
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precessional motion around the x-axis. Its magnetic moment is defined as: 
^ = - — 5 (2.1) 
where γ = 2 π % μΒ is the gyromagnetic ratio equal to 176 ^ (2.21 · 105 ^ ) 
for an electron and ^ 5 is its angular momentum, g and μ^ = eh/4nme are the 
spectroscopic splitting factor and Bohr magneton, respectively, e is the electron-
charge and me the mass of the electron. The absolute value for γ is needed to 
account for the negative charge of the electron. The torque (T) acting on 5 is equal 
to f = μο(μ x //ext), where μο is the permeability of free space (μο = 4π · 10~7 p ) . 
The precession frequency is then given by: 
Cup = |γ|μο «cxi (2-2) 
This frequency is known as the Larmor frequency. Expanding this expression 
from a single spin to a multi-spin system, represented by Μ = Σμι, the precessional 
motion of the magnetization M can be obtained by the precessional term: 
_ - = - | γ | Γ = - |γ | ·μ ϋ MxH (2.3) 
An instantaneously turned-on magnetic field will cause the magnetization to 
precess around its equilibrium axis. Without a restoring force, thus for zero-
damping, the system will not move towards the external field direction but will 
precess at a constant energy level forever. This precessional term can be derived 
from fundamental considerations. The energy dissipation, however, is described 
phenomenologically and can be described by a damping parameter that can be de­
termined by tracing the temporal behavior of M.4 - 6 The following sections show 
various approaches of adding dissipation to the torque-equation. 
2.1.2 · The Landau-Lifshitz equation 
The Landau Lifshitz equation1 describes the dynamics of a macro-spin with a given 
magnetization M that is subjected to an external field. This macro-spin model de­
scribes the impact of the torque μο(Μ χ Η) acting on M and the relaxation of the 
magnetization to a stable energy minimum due to an additional Μ χ (Μ χ //)-term. 
The latter term is a simple mathematical construction which adds a torque compo­
nent that forces M to move towards the direction of the external field. When the 
system is not in its equilibrium state, it will approach this equilibrium by a mo­
tion that is described by a damping term (D) that pulls the system towards the 
equilibrium axis, parallel to the external field. This damping term thus points per­
pendicular to the precessional torque and the magnetization and can be described 
by: 
ÖLL = "W Mx(MxH) 
(2.4) 
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Hence, the Landau-Lifshitz equation becomes: 
dM 
"dT 
•μο MxH M} 
Mx(MxH) (2.5) 
The parameters characterizing the damping λ and the precessional torque γ are 
two independent constants. 
2.1.3 · The Landau-Lifshitz-Gilbert equation 
The Gilbert form of the Landau-Lifshitz equation2 uses a different implementa­
tion of the dissipation term. The so-called Landau-Lifshitz-Gilbert (LLG) equa­









This representation of the damping term introduces a damping-field that is pro­
portional and parallel to the changing angular momentum, with α being a constant. 
The full Gilbert equation can be written as: 
dM 
"dT 





The relation between the Gilbert representation and the Landau-Lifshitz rep­








M s(l + a
2 ) 
Mx(MxH) (2.8) 
From eqn. 2.8 it follows that γ = j^g. For small damping, the Gilbert form and 
the Landau-Lifshitz model are equivalent, which is the case of Permalloy, being 
the material of interest in this thesis. The relation between the Landau-Lifshitz 
damping parameter λ and the Gilbert damping parameter α is therefore: 
a = WsMo 
(2.9) 
Both models, the Landau-Lifshitz and the Gilbert form consider \M\ to be con­
stant. A possible generation of spin-waves that will lead to a reduction in the 
macroscopic value of \M\ is not taken into account. The following section will be 
focused at a model, presented by Bloembergen, in which the magnitude of M is not 
necessarily preserved, i.e. it implicitly includes spin-wave excitation. 
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2.1.4 · The Bloch-Bloembergen equation 
The models, presented in sections 2.1.2 and 2.1.3 describe the actual dynamics of 
real physical systems very well. However, they exhibit a fundamental deficiency 
in that M is assumed to be of constant magnitude. That means that a generation of 
spin-waves that lead to a reduction in \M\ cannot be described by these macro-spin 
models. Bloembergen introduced the Bloch-Bloembergen equation3 in which two 
different damping terms are added. The Bloch-Bloembergen equation only applies 





•μο ΜχΗ - - ^ (2.10) 
J x.y 12 
.μοίΜχΗ] -VlzMl (2.11) 
where the applied bias field is pointing along the z-axis and Ms is the saturation 
value of M. The relaxation of the system is phenomenologically described by two 
independent relaxation times: the longitudinal (Γι ) and the transversal relaxation 
(72). The transverse relaxation is the relaxation of the spin component perpendicu­
lar to the applied bias field. This process describes a dephasing of the spin-system 
and generation of spin-waves at a constant energy level. The longitudinal relax­
ation describes the relaxation of the system in the direction of the applied field and 
does therefore resemble the relaxation of the energy in the system. The recovery 
of M along the equilibrium axis is given by T\. In general, M is not preserved, 
however it remains constant in the limit of small angle motions when Tj = 2 · T\ 
under conditions of a large applied magnetic field. 
2.1.5 · The vectorized Bloch-Bloembergen equation 
Vectorizing the Bloch-Bloembergen equation, large angle deflections and smaller 
fields can be accounted for as in the case of the Landau-Lifshitz model. How­
ever, the main difference between the two models is that two individual relaxation 
processes are available, T\ and 72, that describe the rate at which the angular mo­
mentum decreases for the longitudinal and transverse component to the equilibrium 
values, respectively. The torque depends on the amount of angular momentum (7), 
i.e. Τ = ψΊ, rather than on a constant relaxation parameter in the case of Landau-
Lifshitz. The generalized Bloch-Bloembergen equation can be given by three or­
thogonal torques acting on M:8 
~d7 
— = -|γ|[7ρ + 7ί + 7;] (2.12) 
These torques are the precessional torque μ^{Μ χ Η), the longitudinal (7i) and 
transverse torque (ft): 




f, = , , \ (ΜΧΗ)ΧΗ 
(2.13) 
(2.14) 
Assuming that \Μ\ is conserved, the sum of the longitudinal (7Ì) and transverse 
(f,) torque has no component parallel to M. That means that: M • (7] + 7J) = 0, and 
hence a relation between T[ and T2 for the vectorized model with arbitrary fields 
and deflection angles can be obtained:9 
^2 = 




If the rate of longitudinal relaxation is considered a constant of motion, i.e. 
-gp = 0, it can be shown10 that the constrained Bloch-Bloembergen model does 
not result in an exponentially damped sinusoidal motion of M, for instance when a 
shape anisotropy dominates. A constant transverse relaxation, however, works for 
low bias fields (shape anisotropy dominates) and the effect of a TVrelaxation can 
be related to a decoherence of the individual spins. While combining eqn. 2.15, T\ 
and fp, one obtains: 
άΜ 
-hrl-w) MxH + • <\H^ 
{MH)2-{M-H)2 
MH 
H + MxH xH 
(2.16) 
The relation between the LLG-damping parameter α and T2 becomes evident, 
while rewriting eqn. 2.16 in Landau-Lifshitz form.9 The relation between T2 and α 
becomes: 
1 
= α\Ί\μοΗ„ (2.17) 
where Hm is the field in the direction of M, which is equal to Η • M/Ms. In the case 
of a small angle excitation, when the anisotropy easy-axis, in addition, lies parallel 
to the bias field, Hm is equal to the sum of bias and anisotropy field (see sec­
tion 2.3.1 for the definition of the magnetic anisotropy used in this treatise). While 
expanding the expression for T2 in a Taylor series as a function of the energy of 
the spin system9 it follows that a constant contribution of a, being OQ, is indepen­
dent of the applied field and scales in proportion to the spin energy. Another term, 
being the result of the constant decoherence is added at low fields pointing along 
the anisotropy easy axis. Hence, an expression for the damping parameter with a 
constant decoherence rate is found:9 
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ζ 
Figure 2.1: Schematic drawing of the elliptic movement of M in an infinite thin film 
around its equilibrium state for a small angle excitation. 
From the above equation a relation between the decoherence time and the ac­
tual relaxation time τ of the system can be found, by using the relation between τ 
and α for the Landau-Lifshitz-Gilbert model (cf. eqn. 3.1), whenMs ^> Ηο + Η^: 
~ α\γ\μοΜ, 
from which follows:9 
LJ 
X~2-Tj— (2.20) 
Thus, T2 renormalizes to the actual relaxation time by the ratio of the applied 
field and the saturation magnetization. 
2.2 · Ellipticity of the Precession in Thin Magnetic 
Films 
In the above considerations, only a so-called circular precession about the equilib­
rium field H, implying that both components orthogonal to the applied field are 
equal, has been discussed. However, in thin magnetic films, the ellipticity plays 
an important role. The elliptic movement of M is shown in fig. 2.1. Due to the 
out-of-plane component of M in infinitely thin films an out-of-plane dipole field is 
created that tries to keep the magnetization in-plane (see section 2.3.2). This field 
is given by ( 1 ' : //dip = —Mzl, where Λ/ζ is the out-of-plane component of M. The 
created dipole field can be huge and may dominate the precessional motion. The 
out-of-plane field causes an in-plane torque on M that moves M in-plane. If an out-
of-plane field is added to the total field, when M moves out-of-plane (i.e. a time-
and orientation dependent field), the movement gets elliptical about the equilib­
rium. This ellipticity can be calculated for a small angle excitation by a pulse field 
in the y-direction. Using the torque equation (2.3), one ends up with the following 
system of coupled differential equations: 
Please refer to section 2.3.2 for derivation of the fields. 
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= -\y\ß0[hp{t) + My}M7 
dt 
- ^ = \Ί\μο[Ηο + Μχ]Μ7 (2.21) 
= \Ί\μο{ΜχΗρ(ή - MyHo] 
dMz 
dr 
where HQ is the applied bias field and hp(t) is the applied pulse field. For a small 




= |YM//() + AÎS]MZ (2.22) 
= -\γ\μοΗοΜν 
where Ms = Mx is the saturation magnetization. Another time derivative and mu­
tual substitution of the above equations yields the two second order differential 
equations: 
d 2 M v z , 
- ^ = -co2My.z (2.23) 
where ω2 = γ ^ ^ ο (Ho + M^)]. Thus, the Larmor frequency for an isotropic ma­
terial is renormalized for the case of a magnetic thin film. Solutions to these equa­
tions are of the form: A sinof + ß cos cor, leading to the following solutions for the 
separate components of M: 
My(t) = My0 • cos Cui (2.24) 
M7(t) = Mzo • sin cor 
Combining eqn. 2.22 and 2.24, one obtains the ellipticity factor ε: 
Μη = ω = / HQ 
My0 Y(Ms + //o) y H0 + M, ' 
This derivation shows that the ellipticity strongly depends on the applied bias 
field. For small bias fields the out-of-plane dipole field is dominating, leading to a 
large ellipticity, thus small ε. For large bias fields, however, the motion becomes 
more circular and finally completely circular for very large bias fields. 
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2.3 · The Effective Field He{{ 
In the previous section, it has been mentioned that in the case of thin films not 
only the external field but also the magnetostatic field exerts a torque on M In 
other words, one has to define a so-called effective held in order to account for 
the torque acting on M However, the effective field depends on the direction of 
M and therefore changes in time The effective field forces M to precess around 
its equilibrium direction and is a direct measure of the torque exerted on M The 
effective field is given by the variation of the system's free energy with respect to 
the magnetization direction 
μο 
For magnetic thin films the free energy of the system is given by the sum of 
the Zeeman, the amsotropy and the magnetostatic energy, so that the effective field 
that governs the motion becomes 
" c t t = "exlernal τ "magnetostatic ι ''anisolropy \^ *• ') 
In the following sections these fields will be defined and their meaning for the 
precessional motion and switching will further be discussed In terms of torque the 
internal fields (//magnetosiaw. and ̂ amsotropy) are of primary importance, as those may 
change significantly in time, therefore changing the torque and hence the motion of 
the system The external fields are the applied bias and pulse field The bias held 
dependence for a small angle excitation and a number of examples demonstrating 
the influence of the pulse field on the dynamics will be discussed subsequently 
2.3.1 · Induced Anisotropy 
Magnetic anisotropy is caused by the ordering of atoms in solids Such an ordering 
can be of crystalline nature or can be induced during the growth or by the applica­
tion of mechanical forces introducing anisotropic strains In polycrystalline films, 
being the subject of the present treatise, the crystalline contribution generally can­
cels due to the small size and strong exchange coupling between the crystallites 
Application of a magnetic field during the deposition process imposes an easy axis 
of magnetization along the applied field In general, this induced anisotropy has a 
uniaxial character with an energy density of the form 
£am = - K u COS
2(<»-<l>an,) (2 28) 
where φ is the angle between the magnetization and the x-axis of the system and 
φαηι is the angle between the easy axis and the x-axis of the system /LU IS the 
anisotropy constant Figure 2 2 shows the energy diagram, for an in-plane rotation 
of M, with φαηι = 0 
The two energy minima represent two states of stable equilibrium at φ = 0 and 
φ = π As a consequence, the uniaxial anisotropy allows switching between two 
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Energy versus Rotation Angle 
for an induced uni-axial anisotropy 
J ι I ι I ι I i-J 
0 1 2 3 
in-plane rotation angle (rad) 
Figure 2.2: Energy diagram for an in-plane rotation of M and a uniaxial anisotropy. Two 
energy minima at φ = 0 and φ = π are present. The energy diagram is plotted for: Â  = 
200 Λ and ^ = 0 
stable states, a property of extraordinary importance for the storage of binary in­
formation. In order to switch between these states, M has to overcome an energy 
barrier equal to Ku. This barrier is lowered by the application of a magnetic pulse 
field hp{t) perpendicular to the easy axis (the hard axis). M starts to precess about 
the new equilibrium direction defined by hp{t) and the easy axis and is able to 
cross the barrier when hp{t) is sufficiently large. The initial barrier recovers instan­
taneously upon switching off/;p(i). When M is at the opposite side of the barrier 
at that very moment, it tends to rotate towards the opposite equilibrium direction. 
This picture is oversimplified as will be shown in chapter 3, but it shows the 
main idea for the application of a hard-axis field pulse. Furthermore, it shows 
the necessity for shaping this field pulse in time,""1 6 as switching off this field at 
the right moment determines in which potential well the magnetization will finally 
settle. In under-critically damped systems, the time available for switching off the 
field is much shorter than the relaxation of the system. 
2.3.2 · Magnetostatic Fields 
So far, the uniaxial anisotropy due to the asymmetry in the ordering of the atoms 
has been considered. In a thin magnetic film, magnetostatic fields play a dominant 
role in determining the magnetization distribution of the stable initial states. These 
fields occur when the divergence of the magnetization is not zero and they have 
generally a component opposite to the magnetization. This causes the energy of 
the system to increase, the so-called magnetostatic energy. 
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a) 
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i ψ Ί φ ^ ^ ouMf-plane 
b) 
Figure 2.3: This figure shows the effect of limited size of magnetic elements, a) For 
an infinite thin film with out-of-plane component of M. b) In-plane dipolar field due to 
discontinuity at the rim of magnetic elements. 
Consider a thin magnetic film with its magnetization lying in-plane. If M is 
slightly tilted out-of-plane, an internal field, opposite to M is built up due to the 
discontinuity in the out-of-plane component of M. Figure 2.3 a) shows this situa­
tion. A dipole field is created that points opposite to the out-of-plane component 
of M. In general, the demagnetization fields are not uniform in objects with finite 
dimensions and can cause a strong non-uniformity in the precession. In the present 
study, such a non-uniformity is not desired because it obscures the fundamental 
processes in the spin-dynamics. Therefore, special precautions will be taken by 
adequately selecting the shapes of the elements, the intrinsic anisotropies and the 
external fields to facilitate the uniformity of the magnetization states also during 
the precession. For that purpose, the shape of the elements are often chosen such 
that it resembles an ellipsoid. In such elements, the demagnetizing field is uniform 
when the magnetization is uniform. However, generally, the magnetization is not 
uniform even in such objects since the magnetostatic energy can be reduced by the 
formation of domain states. Such configurations can be prevented from occurring 
by applying uniform fields, by bias fields, and/or by imposing uniform uniaxial 
anisotropies. How the above control parameters affect the initial magnetization 
state will be illustrated by a simple object, the infinite thin film, which is a degen­
erated ellipsoid. No intrinsic uniform uniaxial anisotropy is assumed. Initially, M 
lies in the plane and is uniform. An external field normal to the thin film plane is 
applied, which rotates M out of the plane without disturbing its uniformity. Upon 
increasing this field to M*,, the magnetization is saturated in the normal direction 
and is still uniform. Subsequently, the field is lowered and a broad energy min-
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imum state is created at exactly the field value necessary to saturate the sample 
//Sai, given by: E = -Kusin(Q)
2 -μο//οΛ^θ8(θ), with HQ = - ^ and θ being the 
out-of-plane angle of M. 
By further decreasing the field, a ripple-structure will develop itself which is 
a pattern of regions (domains) with different oriented in-plane components of M. 
This ripple structure originates from the in-determinability of the direction of ro­
tation during the incipient phase of the return of M to the in-plane direction. As 
a result, after switching off the field, the mean magnetization is zero in the film, 
which is energetically favorable, but a highly undesired state for dynamic experi­
ments since the rotations will be extremely incoherent. 
Coherent motion of M requires at least a uniform initial M-state and uniform 
demagnetizing fields inside the entire element as inhomogeneities cause the preces­
sion frequency to vary from point to point and the motion gets incoherent. Espe­
cially for large angle rotations coherence of the system is quite crucial, as a perfect 
timing for the maximum excursion of the whole element is essential for stopping 
of the precessional motion after the element's reversal (see chapter 3). 
As already mentioned above, the demagnetizing field in uniformly magnetized 
ellipsoids is uniform. In general, for micron sized magnetic elements, an external 
field is required to prevent the occurrence of domains and to guarantee a uniform 
state. In an ellipsoidal object the mean demagnetizing field along a major axis is 
equal to the demagnetizing factor for that axis times the magnetization component 
along this axis: 
Z/^-yVjMj. j G {x,y,z} (2.29) 
where the sum of the demagnetization factors Nj is equal to 1. For an infinite thin 
film (L = e»), the in-plane demagnetization factors are equal to zero. The out-of-
plane factor (i.e. N7) is equal to one. In the case of Permalloy the dipolar field is 
equal to -8.0 ^ (-100 Oe) for a 1 % out-of-plane component, as Ms is equal to 
8 0 0 ^ . 
m 
Unfortunately, thin film technology does not allow the preparation of ellip­
soidal elements and the ideal ellipsoids can be only approximated by elliptical 
cylinders^2'. 
The situation is worse in rectangular thin film elements in which the inhomo-
geneity is significantly larger close to the edges. The inhomogeneities cause the 
precession frequency to vary from point to point. 
elaborate studies for an technologically applicable element shape for the best coherent motion 
have been done by Arrott el al}1 
However, the mean in-plane dipolar fields in the very middle of a rectangular 
element can be approximated by:18 
/Vv = -tan" 
Nv tan Ly 
δ 
^/V + Ll+Ll 
δ 
JV+Ll + L^ 
(2.30) 
where /Vx and jVy are the two in-plane components of the demagnetization vector 
N7 is simply given by 1 - /Vx — jVy. Lx and Ly are the element dimensions in x-
and y-direction, respectively, δ is the element's thickness. Figure 2.3 b) shows the 
creation of in-plane fields for such a simplified rectangular film. In this case, these 
demagnetizing fields that are created are much smaller than the polar dipolar fields, 
as the distance {L) between the boundaries for the in-plane fields is much larger 
Equation 2.30 shows that the dipole field strongly depends on the dimensions 
of the element. The smaller the element, compared to its thickness, the larger 
the in-plane dipole fields. Furthermore, it can be derived that a circular element 
produces an isotropic dipole field for an in-plane rotation of M. An elongated 
element, like an elliptical object, causes a larger dipole field along the short axis and 
hence an amsotropy of uniaxial character that has been described in section 2.3 1. 
The energy as a function of an in-plane rotation of M is given by: 
Ed.p = - ψοΜ Ηύψ = ^ o WXMS
2 + ]-μ0 • M
2
S [Ny - Nx] • sin
2 (φ) (2.31) 
where φ is the in-plane angle between M and the long-axis of the element. The 
long-axis is chosen to he along the x-axis. As the long-axis has a smaller demag­
netization factor, the energy increases when M rotates towards the short-axis of the 
element If the long-axis of the shaped element is also chosen to he along the easy-
axis (i.e. x-axis) of the induced amsotropy, the twofold minima get deeper and the 
stability of the two stable states is enhanced. 
2.3.3 · Bias Fields Dependence - Kittel equation 
The application of a bias field is a prerequisite in order to guarantee uniformity 
of the magnetization distribution. In addition, the field can also be used as an 
analytic tool. The Kittel equation gives the precession frequency as a function of 
the external field in infinite thin films with uniform uniaxial in-plane amsotropy 
in the limit of small angle excitations. The equation can be used to determine 
the essential parameters that govern the precessional motion. The frequency of 
precession for a small angle excitation (component of M along the bias field is 
constant) in the case ot small damping can be calculated by.7 
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i u p = ^ : ^ D e t ( V V E ) ^ 9 9 " ( 2 3 2 ) 
where the determinant of the second order derivatives of E determines the fre­
quency θ Is the out-of-plane excursion angle of M and φ the in-plane deflection 
In the specific case of a magnetic thin film with in-plane anisotropy and in the limit 
of small angle excitations, the off-diagonal components ^Jg and ggjjr become zero 
and eqn 2 32 can be approximated by 
COp (m)(U) 
„„^Vl^Aae^,*,,,,,, 
where E is the free energy of the system For an infinitely thin magnetic film, 
magnetized by a bias field (HQ) along the x-axis, the free energy-surface of the sys­
tem is given by the combination of eqn 2 28 for a uniaxial anisotropy, the Zeeman 
energy due to the applied bias field and the magnetostatic energy of M along the 
z-direction 
E = -Ku cos
2((f)-(|)jni)cos
20— Juo'WsWoCos0cos0+ -/io^V7M; sin" θ (2 34) 
where ^ u =
 μ" j1 s After application of eqn 2 33, the Kittel equation tor a bias 
field parallel to the easy-axis, the so-called easy-axis biasing, becomes 
ωρ = |γ| v^tfo + /4) (Ms + Ho + «k) (2 35) 
where H^ is the field due to the anisotropy along the x-axis (φ = 0) In the opposite 
case with the bias field normal to the easy-axis (hard-axis biasing, φαηι = | ) , the 
frequency is given by 
ωρ = |γ| ̂ (//o-tfk) (Afs+ ƒƒ<,-A/0 (2 36) 
These equations contain the relevant system parameters, such as γ H^and Ms 
By measuring the bias field dependence of the precession frequency, one can obtain 
the parameters γ and H^ l 9 " 2 1 Figure 2 4 shows the calculated bias field dependence 
of ωρ for Hk = 398 ~ (5 Oe) and Ms = 800 ^ The extrapolation of the curve and 
the crossing with the bias-field axis at negative fields gives /ή,, whereas one can 
obtain γ and hence g when Ms is known from the slope of the curve Figure 2 5 
shows the dependence of ωρ for the hard axis biasing In that case, the frequency 
drops to zero as the bias field approaches H^ This is an isotropic state, where the 
magnetization is weakest and the permeability is highest A small field along the 
y-axis will give rise to a large deflection from the equilibrium state As at this state 
imperfections within the film dominate, one can expect a large inhomogeneity of 
the initial M-state and spin wave development is most likely 2 2 
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Figure 2.4: Calculation of the bias field dependence of the precessional frequency for a 
small damping and easy axis biasing. This calculation is based on eqn. 2.35, with parame­
ters: # k = 398 ^ (5 Oe) and M, = 800 ^ , 
frequency" versus bias field 
for hard-axis biasing 
().() 2,0 4,0 6,0 8,0 10,0 
bias field (kA/m) 
12,0 
Figure 2.5: Calculation of (Op as a function of bias-field for the hard-axis biasing, based 
on 2.36 with parameters: //k = 398 ^ (5 Oe) and Ms = 800 ^ . At the compensation field 
that is equal to H^ the frequency drops to zero. 
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2.3.4 · Pulse Field Dependence 
Generally, two approaches are used to evoke the necessary magnetic field to gen­
erate a precessional motion: (1) FMR at which a continuous AC field drives the 
precessional motion near resonance; (2) a pulse signal at which a magnetic pulse 
field perpendicular-to-M excites precession. 
In the stationary FMR mode, the free input parameters are field direction, sig­
nal frequency and amplitude while the output signal, being the absorbance of the 
input-signal, is the only measurable quantity. In the pulse technique, the input 
parameters are the field direction, the pulse shape, its height and duration. The 
output is the course of the amplitude in a certain time frame. As a consequence, 
this technique is much more flexible as compared to FMR. A further advantage of 
the latter technique is that the dynamics can be observed after switching-off the 
external stimuli so that the pure relaxation phenomena show up in a more distinct 
fashion, whereas in the FMR case some effects, like spin wave instabilities, may 
become artificially enhanced.23"26 
In this section, the power of the pulse technique will be elucidated by means of 
simulations. The simulations demonstrate the impact of changes in the strength of 
the pulse, its rise-time and its characteristic shape. 
field pulse strength 
magnetization response versus time 
lor different pulse strengths 
Figure 2.6: Magnetic response due to excitation with different pulse field strengths. The 
simulation is carried out for field pulses of 159 ^ (2 Oe) (dashed line) and 318 - (4 Oe) 
(dash-dotted line) strength respectively. A bias field of 795 = (10 Oe) is applied and the 
anisotropy constant was 200 -Λ·· The response due to the field 159 — pulse field is given 
by the dotted line. The solid line represents the response of the system, subjected to the 
318 ^ pulse field. The Gilbert damping parameter α was set to 0.01 
The dependence of the excitation and resonance frequency on the field pulse 
strength will be analyzed for systems with small damping that are excited by a field 
pulse and subsequently relax to the new equilibrium state by a motion with small 
oscillation amplitude. The amplitude of the field pulse determines the strength of 
the response, as can be seen in fig. 2.6 which shows that the excitation angle is ap­
proximately linearly proportional to the pulse strength. An anisotropy constant of 
200 -^ (Z/k = 318 ^) and a bias field of 795 ^ have been assumed. The precession 
frequency is about constant since the pulse amplitudes of 159 ^ and 318 ^ are 
small compared to the sum of bias and anisotropy field and, in addition, this field 
component is orthogonal to it. 
At small pulse amplitudes, the excursions from the equilibrium are relatively 
small. In that case the effective field contribution H^ due to the anisotropy is con­
stant and equal to 7^-, so that the new equilibrium direction of M is along the 
effective field He([ that has an angle §eff with the initial direction of M. In the 
present case with HQ parallel and hp(t) perpendicular to the easy-axis this angle is 
determined by: 
tan<t)cff =
 p « φείτ (2.37) 
which is also equal to the in-plane precession angle for zero damping. From this 
equation it follows that the rotation of the equilibrium direction varies linearly with 
the strength of the magnetic field pulse. For zero damping, the maximum deflection 
angle is equal to 2 · <J)err, as follows from eqn. 2.3. Contrary to this, figure 2.6 shows 
that the maximum excitation angle is smaller than twice the equilibrium angle shift 
0eft due to the damping parameter of α = 0.01 in the simulation. This reduction in 
precession angle can be used to derive the damping constant of the system for the 
first half oscillation. Note that this value in real systems may deviate from the one 
observed in a later stage, i.e. α varies in time.21 
If the pulse field (Hp) is included in the free energy by a Zeeman term, the 
additional term of the system's free energy reads: 
£add = —μοΜχΗρΖΪηψοοζΟ (2.38) 
Application of eqn. 2.33 reveals that the frequency shift due to the pulse field 
in the small angle approximation, when φο = 0, is negligible, as can also be seen 
in fig. 2.6. 
However, for large pulse fields, the angle of excitation gets larger and for very 
large pulse fields, i.e. Hp 3> HQ + /4, the equilibrium state is aligned along the 
hard axis. This situation can now well be described by a relaxation of the system 
towards its hard-axis. The energy of the system for a small excursion from the 
hard-axis is given by: 
F Κ M^ 
— = -Ms//ocosòcos
2e -cos^cosO — MsZ/p sin φ cos θ Η ^-si^O (2.39) 
μο 2 ' 2 
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By using eqn. 2.33, with a movement around the angle φο = f, the frequency 
of the system becomes. 
ω = |γ|μο y/(//p-//k)(//p + Ais) « | γ Κ ^Μ,Ηρ when Ηρ » Hk (2 40) 
The above equation shows that for large angle excitations, the field pulse dom­
inates the rate of precession. In conclusion, the field pulse strength does not influ­
ence the precession frequency for a small angle excitation, however, the precession 
frequency is dominated by the strength of the field pulse for large angle excita­
tions, which implies to use a high intense field pulse in order to obtain high-speed 
reversal. 
rise-time 
The rise-time of the pulse field also has a clear effect on the magnetic motion 2 7 " 2 9 
and maximum deflection. An instantaneously switched on pulse will give rise to 
a large initial torque, whereas a pulse that rises slowly will only exert a small 
initial torque on M. The accumulated maximum out-ot-plane component of M, 
which determines the maximum in-plane deflection angle, is proportional to the 
free energy delivered by the magnetic field pulse minus the energy dissipation due 
to the damping of the system. For a time-dependent magnetic field pulse and a 
system with zero damping this energy is given by: 
/ d£°c / d(HM),= hJt) [MxH ) dt + / M y — ^ d t (241) 
Jh(tQ) J Hin) J to V ' * Λ, Ot 
where in this case no bias field is applied to the system. For a step-like field pulse, 
this energy is only proportional to the integral of the in-plane precession-torque 
times the in-plane magnetic field Whereas for a time-dependent field pulse, this 
energy also depends on the derivative, and hence on the rise-time ot this pulse. 
Figure 2.7 shows three responses due to field pulses of 318 ^ with rise-times 
of 0 1.0 5 and 1 0 ns. A strong impact ot the rise time can be observed. Both, 
the maximum excitation angle and the rate of change at the first rising flank are 
decreasing with increasing rise-time. The main reason is the smaller torque, which 
the system experiences for longer pulse-rise-times. For a larger rise-time the inte­
grals, given in eqn. 2.41 are smaller and hence the accumulated energy decreases 
with in increasing rise-time. The larger this integral, the larger the out-of-plane 
component and hence the out-of-plane dipolar field that determines the preces-
sional frequency and the rate of in-plane rotation. After the system has reached 
its maximum deflection, the frequency is determined by the bias held and the 
amsotropy (see section 2.3.4). 
As shown in section 2 2, the larger the out-of-plane component of the demag­
netizing field, the larger will be the in-plane rotation of M. By incorporating the 
pulse field hp(t) parallel to the y-axis (see fig. 2.1) in the small amplitude limit, 
eqn. 2.22 transforms into: 
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Figure 2.7: The magnetic response due to different held pulse rise-times. The three present 
responses correspond to three different rise-times. The rise-times (τ) are: (1) 0.1 ns (dotted 
line), (2) 0.5 ns (solid line) and (3) 1.0 ns (dash-dotted line). A bias field of 795 ^ (10 Oe) 
is applied and the anisotropy constant was 200 —f. The field pulse amplitude was 318 ^ 





= - | Y | M [ / / O + M S ] M Z 
-\y\Mo[hp{t)Ms-H0My] 
(2.42) 
The above equations can be rewritten to a second order differential equation, 
similar to eqn. 2.23, with y1 μ\{Η$ + Ms)hv{t)Ms as the driving force of the sys­
tem. Figure 2.8 shows the pulse field model. A rising edge is given by a lin­
early increasing field within a time equal to τ. This increase is followed by a 
constant field amplitude //p 
for 0 < r < τ and /zp(i 
Hence, the pulse field is described by: hv[t) = '- Un 
Hp for t > τ. The homogeneous solution to this prob­
lem has already been given in section 2.2. The particular solution to the problem 
is of the form -— ^ • Hp. Hence, the following expression for the response of the 
magnetization along the field pulse for the interval 0 < r < τ can be obtained: 
Μ ζ(ί) = 







[ 1 - cos ωί] Hp 
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h(t) 
H 
Figure 2.8: Model of the pulse field with rise-time τ as applied to the magnetic system. 
where ω = yy/Ho{Ho+M^). The particular solution in the interval r > τ is of the 
form; j^Hp- This leads to the solution: 
M i W = ^ 
Mz{t) 





[sin ωτ sin ωί — ( 1 - cos ωτ) cos ω/] Ηρ 
For the maximum excursion of My, Mz = 0, i.e. sin ω; 
which it can be derived that tn 
k π 
I~COSCOT 
sincoT cos ω/, from 
+ 5, where k is an integer number. It can be 
proven by inserting rmax with k= \ in eqn. 2.44 that the maximum My is given by: 
M 
y L Ms (2.45) 
Equation 2.45 is indeed largest for τ -+ 0, concluding that for the largest angle 
excitation, a short rise-time field pulse is needed. 
block function versus exponential decay 
In the previous sections the influence of the pulse-strength and pulse rise-time on 
the dynamical behavior have been demonstrated by using step-like field functions, 
i.e. signals with infinite duration. Contrary to this, now, field signals with a pulse 
character will be discussed. The main focus will be on triangle-like pulses with a 
steep leading and an exponentially decaying trailing edge. This kind of field pulses 
can be created by photoconductive switches, as will be discussed in chapter 4. 
Figure 2.9 shows such a magnetic field pulse (dotted line) that is characterized 
by a rise-time of a few picoseconds and a decay time of 0.4 ns which is reasonable 
for a photoconductive switch made from GaAs. The simulation shows a trajectory 
that is quite different from that due to a rectangular-pulse excitation. The effec­
tive external field (the vectorial sum of bias and pulse field) is not constant after 
switching-on the pulse. It is decaying at the same rate as the field pulse to its initial 
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magnetization response versus time 
exponential decaying field pulse 
Figure 2.9: The response due to an exponential decaying field pulse. If the decay-time is 
less than the relaxation of the system, the magnetization will show an undershoot. In this 
simulation the field-pulse decay time is 0.4 ns, whereas the system relaxation-time is about 
1 ns(a = 0.01). 
value and direction. Therefore, the precession is not centered around a fixed angle, 
but around the transient equilibrium angle tycf({t), which relaxes to the static equi­
librium at the same rate as the field pulse decays. The most significant difference 
between the rectangular-pulse-excitation and the present one is that M overshoots 
to negative excitation angles. This overshoot, seen in fig. 2.9, depends on the ratio 
of α and the decay time of the field-pulse, as will be discussed in detail in chapter 3. 
Furthermore, the maximum excitation is smaller for such an impulse field that 
has the same peak-strength as a rectangular pulse. That is because of the smaller 
amount of accumulated energy due to the field pulse (see eqn. 2.41) that is exerted 
on M for the first quarter of the precessional motion. The field pulse decays before 
the out-of-plane torque changes sign. 
2.4 · Precessional Reversal - Large Angle Excitation 
The difference between the small angle excitation and large angle excitation is that 
the torque equation gets highly non-linear for large angles and cannot be linearized 
anymore and that analytical solutions can only be given in particular cases.30 From 
the physical point of view, this non-linearity implies that higher harmonic signals 
can be generated in high-power-FMR experiments and saturation will occur. 
Figure 2.10 shows the scheme of a large angle precessional motion. For a fast 
precessional reversal the field pulse has to be larger than all other involved in-plane 
fields. As a result, the effective in-plane field can be considered to point along 
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Figure 2.10: Scheme of a large angle excitation. The dipolar field (ί/dip)- pointing into 
the z-direction, due to the out-of-plane component drives the large in-plane motion of M. 
a) A pulse field {Hp y-direction) forces M (initially along the x-direction) to first move 
out-of-plane. b) the torque (T) due to the demagnetizing field forces M to move in-plane. 
the field pulse direction. The subsequent motion can be split into two processes: 
First, the torque forces M to move out-of-plane. The so-created demagnetizing 
field starts to dominate the effective field and takes over the driving of the motion 
resembled by an in-plane torque acting on M. Consequently, the magnetization 
starts to move in the thin film plane. The demagnetization field increases until 
M passes the in-plane effective field component and the out-of-plane component 
of the torque reverses sign. As a consequence, the out-of-plane component of M 
starts to reduce. 
Consider a thin film without damping and without any additional in-plane fields 
(i.e. no anisotropy): upon switching off the field pulse, the out-of-plane compo­
nent is preserved in the precessional motion forever, as there is no restoring torque, 
moving M back in the plane and M would keep rotating about the effective field 
direction. However, in reality there is damping, creating an in-plane field compo­
nent that forces M back into the plane and finally stops the motion. M can even be 
forced to stop in a predefined direction by imposing an anisotropy in the film. So, 
the right combination of damping, anisotropy and field-pulse-timing may cause M 
to reverse its direction. 
2.5 · Conclusion 
In this chapter, the dynamics of uniform magnetization distributions, the so-called 
macro-spins, in thin films has been considered that is induced by uniform magnetic 
field pulses with in-plane orientation. The Landau-Lifshitz-Gilbert representation 
has been used to describe the behavior of a macro-spin. The material properties 
selected for the calculations are typical of thin Permalloy (NigiFeig) films. The de­
magnetizing fields, that appear to dominate the dynamical behavior of thin films, 
and uniaxial anisotropics have been implemented. Furthermore, the influence of 
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the external fields has been explored, and aspects as rise-time and height of the 
step-wise changing fields are discussed The ellipticity of the motion that follows 
from the demagnetizing fields has been derived and its importance for fast switch­
ing of thin magnetic film has been shown 
In conclusion, this chapter introduced the basic concepts for the understanding 
of the more complex motion of a system that is subjected to field pulses of arbi­
trary shape in time. The complexity of the magnetization dynamics due to internal 
and external fields that originate in the system or the motion itself have been eluci­
dated The motion gets more complex, when changing the field pulse in time. This 
so-called controlled precessional motion is part of the next chapter in which the 
influence of various field-pulse shapes on the motion of a ferro-magnetic system 
will be analyzed. 
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Chapter +*J 
Control of the Precessional Motion 
The strong oscillations (precessions) that occur during excitation of elements that 
are under-cntically damped have been extensively demonstrated in the previous 
chapter. Such under-cntically damped behavior is typical of many material sys­
tems of practical interest, such as those based on Permalloy (NigiFeig). In the case 
of a system with zero damping, the magnetization passes the ultimate static equi­
librium direction many times. For a large angle excitation of a system with uniaxial 
anisotropy and an applied hard-axis field pulse, the first passage of this equilibrium 
takes place after half of the precession period ^ , i.e. when M is reversed This 
implies that the switching process can be speeded up when the spins are forced to 
halt at the first intersection of the equilibrium, as conventional switching relies on 
the damping of the motion and the damping takes usually much longer than half 
ot a precessional period. The development of techniques for accomplishing this 
constitutes precisely the topic of the present chapter. More general one could say 
"Precession Control" is the technique to torce the magnetization vector to follow a 
predefined path m space. 
As elaborated in the previous chapter, coherent motion of the system is a ne­
cessity for a precise control of the motion. Control ot the magnetization dynamics 
starts with the control of the spatial magnetization distribution. All points in the 
magnetic element should exhibit the same dynamics, i.e. should rotate coherently. 
In practical situations, this requirement implies that the magnetization should be 
uniform. In addition, the driving force, ι e the applied fields, the intrinsic forces 
like anisotropics and magnetostatic energies, should remain uniform during the 
rotation of the macro-spin. In particular, the homogeneity ot the magnetostatic 
energy density imposes stringent limitations on the shape of the elements and on 
the uniformity of the magnetization. It is well known that the demagnetizing field 
is only uniform in elements with ellipsoidal shape when the magnetization is uni­
form. Unfortunately, such geometries have limited compatibility with thin-film 
technology. Even in ideal elements, the magnetization distribution is generally not 
uniform since the high magnetostatic energy ofthat state is reduced by the creation 
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of domain configurations. Static fields and/or uniform anisotropics are required to 
prevent such structures from occurring. 
Though this static field provides some opportunities for affecting the course 
of M, the most flexible available handle, by far, is the pulse field, of which the 
height, its direction, the timescale and, in particular, the shape of the signal are free 
parameters. With present technology, the shape of the field signal can be tuned 
on a picosecond timescale. Bauer et al. ' were the first to point out on theoretical 
grounds and by experimental evidence that it is possible to stop a system's preces-
sional oscillation by switching off a rectangular pulse field at the right time for a 
system with a small damping. They showed that the motion terminates when the 
field is turned off at the very moment at which M passes a point of static equilib­
rium. They called this type of motion control "suppression of ringing", where the 
ringing refers to the precessional oscillations after switching.' 
Fast switching of magnetic elements is desired. Therefore several studies, deal­
ing with more efficient ways for enhancing the switching speed and make reversal 
more reliable have been carried out.2-8 
In this chapter, various methods will be discussed to control the motion of a fer­
romagnetic system and to compensate for system parameters that introduce asym­
metries in the motion of M. First an example of an unsuccessful switching event 
will be given. Subsequently, the precession control for a small angle excitation 
will be demonstrated. After this, the large angle excitations are considered in de­
tail and the optimum shape for a field pulse to obtain a perfectly tamed precessional 
reversal will be given. All simulations presented are based on the Landau-Lifshitz-
Gilbert formalism. Although differences between the LLG-damping parameter for 
a small angle excitation and large angle excitations may exist, only one α equal to 
0.01 was used for the simulations of the large angle processes. Nevertheless, the 
calculated curves still exhibit the basic phenomena resulting from shaping the field 
in the time domain. 
3.1 · The problem: Bad Timing of the field pulse 
If the equilibrium states of a system are defined by a uni-axial anisotropy the system 
has two stable states. Switching off the pulse field at an arbitrary point of time will 
let M relax to one of those two stable states in an unpredictable fashion. 
Figure 3.1 shows this effect for a magnetic film with an anisotropy constant 
of 200 jjjj, a damping constant of 0.01, without any bias field and a pulse field of 
1.59 ^ amplitude. It shows two responses for rectangular pulse fields that only 
differ 50 ps in width. The solid lines represent the response and the pulse field that 
is timed well in order to achieve magnetic switching. The dashed lines represent 
the response and pulse field that does not induce switching, but, instead a return to 
the initial state. As the point of metastable equilibrium is precisely defined by the 
energy, a pulse-field-width difference of several picoseconds may have a big effect. 
Here, a difference of 50 ps has been selected since this is a typical value for the 
jitter of today's devices. From simple energy considerations given by the in-plane 
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Figure 3.1: Example for a good (solid lines) and bad (dashed lines) timing of the field 
pulse for switching. The magnetization moves back to the initial state, if the field pulse 
is on too long, whereas it switched for a field pulse width only a little narrower. The 
parameters used are: Ku — 200 -*j,a= 0.01, field pulse width: 0.6 ns for the bad timing 
and 0.55 ns for the good timing. The field pulse strength was equal to 1.59 ^- (20 Oe) 
uni-axial anisotropy, one may expect the point of metastable equilibrium exactly 
at an angle of 90°. This is not the case as follows from the simulations, where the 
point of metastable equilibrium in this particular case lies between 130° and 135°. 
Thus, even if M is in the region larger than 90°, it still comes back to its initial state 
after switching off the pulse field. 
The reason for this is the additional magnetostatic energy contribution to the 
system in the dynamical case. While moving out-of-plane, the energy increases 
and the metastable point of the energy surface moves. This shift can well be used 
to compensate for differences in the energy levels, that are caused by an external 
bias field or dynamically by damping, as will be discussed later on in section 3.3. 
First, the small angle excitations and their control using various shapes will be 
discussed. 
3.2 · Controlling of the small excitations 
Uncontrolled and controlled behavior of magnetic systems whose behavior resem­
ble the dynamics of laterally infinite Permalloy films are compared in this section 
for the case of small angle excitations. Magnetic responses due to step signals and 
a shaped rectangular pulse field are presented here. First, controlling the motion 
of the magnetization for a system with zero damping will be discussed, which can 
be accomplished by switching off the rectangular pulse field at the right moment. 
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Figure 3.2: Small angle excitation with zero damping. Ka = 400 -^j; HQ = 2.39 ^ 
(30 Oe); pulse: width: 563 ps (dashed line), amplitude: Hp = 298 ^ (5 Oe) 
The damping introduces a monotonie decline of the magnetostatic energy contri­
bution due to M7, for a given in-plane M-direction with progress of time. Due to 
the damping of the system a square pulse field cannot terminate the ringing of the 
magnetic system. In addition, a solution will be presented that is applicable in the 
case of damping. By using an exponentially decaying field pulse with a decay-time 
constant equal to the system's relaxation time, a perfect termination of the system's 
ringing is possible. 
In sections 2.3.1 and 2.3.2 it was shown that reliable switching between pre­
defined states is facilitated by imposing anisotropics of some kind on the system. 
The simplest example, offering two stable states, bears a uniaxial character and 
can be induced by the element shape and/or by introducing an asymmetry during 
the growth. Those are two static tuning parameters for the elements to work with. 
The role of the external field is much more flexible. The external bias-field is used 
to pre-align the element's magnetization along a particular direction to also make 
sure that the initial state is a homogeneously magnetized one. Further, it allows to 
control the frequency of the precessional motion, as was shown in section 2.3.3. 
The pulse field is used to excite the precessional motion of the magnetization. 
However, the field pulse is the most flexible parameter in the experiment. As 
the field can be turned on/off within tens of picoseconds, the precessional motion 
can be controlled on this timescale. For instance, it is possible to switch off the 
field at the very moment that M passes a point of static equilibrium. In that case 
the torque μο{Μ χ Η) becomes zero and the motion terminates. The dotted line 
in fig. 3.2 indicates the response of a system with a step pulse excitation showing 
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Figure 3.3: Small angle excitation with a damping parameter α = 0.01. The magnetization 
does not pass a point of stable equilibrium (solid line), therefore a residual oscillation is 
present (dotted line). The parameters for the simulation were: Ku = 400 
(30 Oe); pulse-width: «, pulse-amplitude: Hp = 398 ^ (5 Oe) 
r. Ho = 2.39 k\ 
continuous oscillations (ringing) once the system was triggered into motion. The 
solid line in fig. 3.2 shows the simulation of this suppression for a magnetic system 
that has zero damping. The rectangular field pulse is switched off at the moment 
when M passes its state of static equilibrium, when φ = 0. In this case a termination 
of the motion is observed. This termination of the precessional oscillation works 
perfect, as the system could reach its initial state. This is not the case in a damped 
system. With damping, the excitation is not symmetric with respect to the pulse 
field direction as it was before and M will not pass the point of static equilibrium 
due to dissipation of energy (see fig. 3.3). 
Instead, with damping, the system will relax to a transient equilibrium state, the 
direction of which is given by the vectorial sum of the pulse and bias field. Thus 
M will never reach its initial state when the pulse field is still on. The consequence 
is shown in fig. 3.3. The magnetization cannot pass the point of static equilibrium 
(φ = 0) and hence, switching off the rectangular pulse field cannot result in a ter­
mination of the motion as M will always have a certain angle with the equilibrium 
axis. After termination of the rectangular pulse field (dash-dotted line), at the mo­
ment when M7 is zero, the system still shows a residual precessional oscillation 
until it reaches the static equilibrium (dotted line). 
A much more elegant way to stop the motion of a system with damping is 
to make use of a magnetic pulse field of which the plateau amplitude decreases 
exponentially and therefore roughly resembles a triangle. 
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Figure 3.4: Suppression of ringing by applying a magnetic field pulse having the same 
relaxation time as the system (solid line in a). After each round trip M reaches its static 
equilibrium state and the motion can be terminated by switching off the field pulse (dotted 
line in b). The parameters for the simulation were: Ku = 400 -^j\ HQ = 2.39 ^ (30 Oe); 
pulse: peak-strength: Hp = 358 ^ (4.5 Oe), rise-time: 20 ps, decay-time: 1050 ps, width 
of shaped pulse: 565 ps 
Figure 3.4 shows the response due to a field pulse that decays at the same rate 
as the system relaxes. While the system is relaxing to its transient equilibrium di­
rection, this direction itself rotates in an exponential way to the initial, statically 
stable, state. If the relaxation-time of the magnetic field is equal to the relaxation 
of the system, M will pass the point of static equilibrium after each full preces-
sional period, as the decaying field pulse has compensated for the dissipation of 
the energy. In other words the transient energy minimum due to the field pulse is 
shifting towards the static energy minimum at a rate that is given by the damping 
of the system. This situation is shown in fig. 3.4a) by the solid line. Figure 3.4b) 
shows the termination of the motion (dotted line) using a trapezoidal-shape pulse 
(dash-dotted line) field that is switched off exactly at the moment that M passes a 
point of static equilibrium. The termination of the oscillation is practically perfect. 
The residual small oscillation is due to the timing and height of the field pulse, that 
has been set with one picosecond and 0.1 Oe (κ, 10 ^) accuracy. However, one can 
calculate the exact decay constant of the pulse field to compensate for the damp­
ing. While using eqn. 2.42 and solving for a pulse field with exponential decaying 
character, one gets the following relation between the damping constant α and the 
pulse field decay time τ ^ 1 ' : 
τϋ = n ^ τ (3.1) 
μο« ^ + |γ|(//ο + //0 
Using α — 0.01, a bias field of 2.39 ^ (30 Oe) and a field originating from the 
anisotropy of 795 ^ (10 Oe), the calculated decay time of the field pulse is equal 
to 1157 ps, which is somewhat larger than in the simulation. The reason for this 
discrepancy lies in the fact that the simulation uses a field-rise-time of 20 ps that has 
been neglected in the derivation of eqn. 3.1. Using a rise-time of one picosecond 
in the simulation leads to the same decay-time as calculated. 
3.3 · Controlling of large excitations 
It was shown above how to compensate for damping in a small angle excitation by 
adapting the field pulse characteristics and shape to the system's properties. In this 
section, the compensation of an asymmetry in the energy curve by a double pulse 
technique will be discussed. A static asymmetry is created by applying a bias field 
parallel to the easy-axis of the magnetic thin film. 
Figure 3.5 shows such an energy diagram. The bias field is chosen to be smaller 
than the field due to the anisotropy for small angle excitations. This leads to a 
local minimum at 180° rotation from the initial state at 0°. As due to the large in-
plane anisotropy, it is only possible to stop M at angles where the in-plane rotation 
velocity reverses its sign, i.e. at maximum excursion from the initial state when 
the out-of-plane component is equal to zero. Due to the asymmetry induced by 
the bias field at this moment, M is not in a point of static equilibrium. Thus the 
The derivation of eqn. 3.1 can be found in the appendix of this chapter 
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Figure 3.5: Energy diagram for a uni-axial anisotropy with Ku = 200 -^ and //(> = 239 ^ 
(3 0e) 
magnetization cannot be stopped and M starts to oscillate in the local potential 
well. This effect can be seen in fig. 3.6, represented by the solid line. 
This is of importance for the application to MRAM structures. As it will be 
demonstrated in chapter 7, a bias field is necessary for the application to MRAM 
and hence the problem of the non-termination due to the asymmetry is present. 
Moreover, the energy loss due to the damping is also present and has to be com­
pensated for. A solution to this problem is indicated in fig. 3.7.9 
The basic idea of the two-rectangular-pulse technique is the following. Both 
pulse fields are in-plane and orthogonal to the easy axis. The first pulse is meant for 
overcoming the energy barrier between the two stable states. After the termination 
of this pulse, M will oscillate about the second equilibrium direction. The second 
pulse is tuned such that the normal component in M is reduced to zero at the very 
moment that M reaches the second equilibrium for the first time. The second pulse 
is terminated at this moment. It should be emphasized here that it is the integral of 
the in-plane torque times the strength of the the first and second pulse that counts 
(cf. eqn 2.41). Only, the energy balance has to be equal to the difference in the two 
energy levels. In other words, there are many combinations of pulse heights and 
lengths that all lead to the desired result. It is obvious that the number of solutions 
is even much larger when non-rectangular pulses are also allowed. 
This technique applies equally well to both damped and undamped systems, as 
it also holds for the compensation of the damping, discussed in the previous sec­
tion. However, the timing of the second pulse is tricky, as the termination of the 
second pulse should occur at exactly the moment when M is at 180° from the initial 
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Figure 3.6: A large angle excitation for a biased thin film. The termination of the os­
cillation cannot be achieved by simply switching off the field pulse at maximum deflec­
tion due to the asymmetry that was introduced by the bias field parallel to the uni-axial 
anisotropy.The parameters for the simulation were: Ku = 200 ^,; //o = 239 ^ (3 Oe); 
pulse-width: 465 ps, pulse-amplitude: Hp = 1.59 ^ (20 Oe), damping constant α = 0 
direction. This moment, however, is unknown and a non-linear function of the field 
pulse-width. Thus, one has to vary the width of the pulse and adapt the moment of 
termination. In the figure, one can see residual traces of oscillations which are due 
to the limited accuracy of the values of the pulse parameters chosen for the simu­
lations, which are set within 0.1 Oe (~ 10 ^) and 1 ps. The proposed technique 
shows that an energy difference between two stable states can be compensated for 
by adapting the integral torque by applying two non-equal pulse fields. 
3.4 · Conclusion 
In conclusion, the simulations have demonstrated that controlling of the preces-
sional motion and stopping of the system's oscillations that is necessary for a fast 
reversal of M in systems with under-critically damped behavior is possible by shap­
ing the magnetic pulse field in the time domain. It could be shown that a trapezoidal 
shape of the field can be used to compensate for damping. However, a sequence 
of square pulse fields is much more efficient for compensation of the induced en­
ergy differences, as it doses the torque needed to reverse the magnetization in a 
very flexible fashion, if pulse fields can be formed on a picosecond timescale. Es­
pecially for practical devices, such as MRAMs, that require a bias field for reli­
able switching, asymmetries in the energy between two stable states are involved. 
Therefore both proposed techniques can be applied to achieve fast magnetization 
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Figure 3.7: Switching for a biased thin film. The termination of the oscillation can be 
achieved by a double pulse technique. The first pulse excites the system and creates an out-
of-plane component that is large enough to overcome the energy barrier of the anisotropy. 
The second pulse is used to stop M and put it into the local potential well. The difference in 
pulse-areas is a measure for the difference in Zeeman energy between the two static states. 
The parameters for the simulation were: A^ = 200 -if ; //Q = 239 ^ (3 Oe); pulse 1: width: 
100 ps, amplitude: Hp = 285 ^ (30 Oe); pulse 2: width: 73 ps, amplitude: Hp = 2.36 ^ 
(29.7 Oe) 
reversal without ringing. The simulations gave insight to what happens while shap­
ing the field pulse with a damping constant that was equal to 0.01. In addition the 
two-pulse-technique can evenly well be used for situations in which the damping 
constant α varies during the motion, if the system still moves coherently. Thus, the 
offered techniques give much more freedom in the design of the magnetic element 
characteristics. 
3.5 · Appendix 
Calculation of the pulse field decay time 
The system of coupled differential equations can be deduced from eqn. 2.8 in the 




= - |γ |μο {MyHo - hp{t)Ms) - \γ\μ0αΜζ{Ηο + Μ,) 
= -\y\Moa{MyH0-hp{t)Ms) + \y^o{Ho+Ms)Mz 
(3.2) 
Calculation of the temporal dependence of Mz is done by first rewriting the 
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homogeneous part of eqn. 3.2 in the form of a second order differential equation: 
dMz+a|Y|//o(2//o + M s ) ^ + [ l + a
2 ] [\τ\2μοΗ0(Η0 + M,)] Mz = 0 (3.3) di2 
This equation resembles a damped and oscillating function of the form A • e '^ + 
Β • e'^, where Ω is given by: 
Ω = ι · | - ο ν ΐ ο ( ^ + |γ|«ο)±ιΊγ|Αΐο1 //o(//o + M s ) -(" )V (3.4) 
The imaginary part of Ω resembles the damping of the system, the real part 
denotes the oscillation frequency, hence: 
3(Ω) = -αμο[^ + \τ\Ηο (3.5) 
9ΐ(Ω) = ±\Ί\μ0 W()(tfo + M s ) - ( " ) Afs2 
Consequently, the relaxation time Tj and oscillation frequency (Do become: 
Xd = 
αμο^ψ + ΙϋΗο 
(3.6) 
ωο = \Ί\μο\ //o(//o + W s ) - ( " )
2 M s
2 
The field pulse decays at a rate, given by Xj. While adding the particular solu­
tion to the differential equation, one can derive the complete solution for A/x and 
hence for My. Assuming that the field pulse is switched on by a δ-function and 
subsequently decays at a rate, given by Xj, the particular solution becomes: 
M,, ΙγΚΜ, V -ι/tu (3.7) 
ωο cooXd 
where hpo is the initial field pulse amplitude at t = 0. Application of the initial 
conditions ΜΔ(ί = 0) = 0 and ^(t = 0) = ΙγΙμο̂ ροΜ,, and combining eqns. 3.2 
and 3.4, one obtains: 
Mz = *-
ωο 
1 — COS(CÛOO 
COoXd 
•sin(coo0 Λ(0 (3.8) 
where hp(t) = hpoe '/'td. Equation 3.8 can now be used to determine the temporal 
behavior of My. By making use of eqn. 3.2, one can derive My(t): 
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Chapter Γ 
Setup and Devices 
In this chapter the two experimental setups (the one in Nijmegen and the one at 
NIST* ''/Boulder,CO) that have been used during the present studies will be dis­
cussed. Both setups involve a time-resolved pump-probe experiment facilitated 
by a femtosecond laser system. The difference between the two experimental ap­
proaches lies in the generation of the magnetic field pulses that is done by (1) 
GaAs-photoconductive switches in Nijmegen and (2) by an electronic pulse gener­
ator at NIST. Also the micro-waveguide structures used, differ in both cases. The 
experiments at NIST were performed during two research visits in 2002. 
The GaAs-photoswitch technique1-15 has been developed and primarily been 
used in Nijmegen to achieve controlled precessional reversal of micron sized ellip­
tic thin magnetic Permalloy elements. In particular, it allows a precise control of 
the magnetic pulse field shape and with an accuracy of a few picoseconds with ar­
bitrary (up to a maximum value) field strengths. Therefore, a technique that makes 
use of two independently triggered photoconductive switches has been developed 
and implemented for the first time. 
Launching the magnetic field pulse to the magnetic sample is achieved by the 
use of a microwaveguide. Two different waveguide-structures have been developed 
to meet the various needs. For the photo-switch waveguide a good transport of 
the electro-magnetic pulse has to be guaranteed, so that the aim was to minimize 
attenuation and dispersion of the pulse. The needs for the waveguides used for the 
pulse generator where different. An impedance match of 50 Ω had to be guaranteed 
to achieve a low-loss-circuit. 
In the previous chapters, the theoretical basis of the spin dynamics has been 
presented. It has been shown that processes are involved that typically take place 
on a picosecond timescale. It has been emphasized that the coherence of the rota­
tions of the magnetization is of preliminary importance to the speed and reliability 
of spin dynamics and that, in particular, inhomogeneities like domains and domain 
walls should be suppressed. Though the out-of-plane component of the magnetiza-
' National Institute of Standards and Technology 
59 
60 CHAPTER 4. SETUP AND DEVICES 
tion in thin magnetic films remains small, its relevance to the speed of the rotations 
is dominant, so that it is worth measuring. The precession of the magnetization is 
damped by various mechanisms at which conversion of the uniform spin-rotation 
modes into spin waves plays an important role. The existence of spin waves can be 
determined by measuring the magnitude of the magnetization. 
Presently, only optical methods like MOKE*2' and MSHG(3' are able to pro-
vide the necessary information simultaneously, that is: a) Time resolution in the 
subnano- and even femto-second range26-29 b) Submicron spatial resolution30"37 
c) All three magnetization components.28·29-32-38"41 As a single laserpulse is not 
enough to obtain a sufficient signal to noise ratio, the observation time has to be 
increased by performing each measurement repeatedly, leading to a stroboscopie 
type of observation, i.e. a pump-probe technique. The basic principle of the set-ups 
for these measurements will be part of this chapter. Both experimental set-ups (at 
NIST and in Nijmegen) will be discussed in detail. 
The last topic of this chapter will be the Pulsed-Inductive-Microwave-Mag-
netometer (PIMM)42^8 that has been used during the studies at the NIST labora-
tories. This instrument has been developed at NIST/Boulder and can be used to 
characterize thin magnetic films without the need of a complicated pump-probe-
experiment. However, this technique in the present configuration only allows to 
probe one component of M. 
4.1 · Experimental Setup 
Both optical experimental setups involve a pump-probe experiment, with a fem-
tosecond lasersystem. First a short description of the working of the lasersystem is 
given, followed by a general description of the pump-probe technique. After this, 
both, the Nijmegen and the NIST setups are discussed in detail. 
4.1.1 · The Titanium:Sapphire Laser 
Two different laser systems have been used for the individual setups. However, 
their difference lies in their specifications, not in the basic principle of the short 
pulse generation. Therefore, only the Nijmegen laser system is discussed in detail. 
This laser system consists of a Sapphire crystal, which is pumped by an Argon 
ion laser emitting a variety of wavelengths from 457nm to 514nm. The short laser 
pulse generation is established by the use of the so-called mode-locking technique. 
The mode-lock system suppresses continuous wave (CW) operation of the laser and 
enhances the pulsed operation only. The Nijmegen-system uses a passive-mode-
locking technique, as the mode-locking is induced by the femtosecond pulse itself 
and therefore does not need an active device. The passive mode-locking is achieved 
by Kerr-lensing, that depends on changes in the refractive index of a medium as 
function of the light intensity. Therefore, the high intensity pulse focuses itself 
inside the Ti:Sapphire crystal, whereas CW-light does not and therefore the latter 
is not efficiently amplified. The CW operation is further suppressed by placing 
-Magneto-Optical Kerr Effect 
•'Magnetization induced Second Harmonic Generation'6~-5 
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Figure 4.1: The GVD compensator of the MIRA system 
a slit into the laser beam, so that the CW-part at the outer parts of the beam is 
blocked. The intense pulse, located in the beam-center, passes the slit without any 
attenuation. Thus, a more efficient stimulated emission of the high intensity part 
is further enhanced and after a few cavity round trips, a very short, high intensity 
laser pulse is created. 
Very short light pulses suffer from dispersion in optical components, such as 
the crystal, prisms or glassplates. Usually, the refractive index of blue light is larger 
than the refractive index of red light in those devices. Hence the velocity of red pho-
tons is larger than the velocity of blue photons. This effect is called positive group 
velocity dispersion (+GVD). The GVD is given by: ' j ^ ' . Due to the uncertainty 
principle, a short laser pulse has a wavelength dispersion. Although the bandwidth 
is quite narrow, the effect is significant for femtosecond pulses, where the red pho-
tons will lead the blue ones (a chirped pulse). To compensate for the -l-GVD, a 
-GVD system is introduced that consists of a set of two prisms. Figure 4.1 shows 
the schematic design of this compensator. The chirped pulse arrives at the first 
prism. As inside the prism, the red-shifted photons are more bended than blue-
shifted photons, the total optical path for the blue-shifted photons is shorter and 
hence those photons leave the prism earlier than the red-shifted photons and catch 
up. The second prism collects the frequency components to one beam. By chang-
ing the optical path through prism one, the +GVD can be compensated for different 
wavelengths. Inside the cavity, the laser pulse has to pass the -GVD-system twice, 
but for simplicity only one way through the prisms is shown in fig. 4.1. 
4.1.2 · pump-probe-experiment 
A femtosecond pulsed laser system allows to observe ultrafast processes, by us-
ing the pulses as a flashlight of a camera, thus freezing fragments of the induced 
motion. The time resolution of the picture is equal to the duration of the flash-
light, that is the width of the laser pulse. Usually, one laser pulse is not enough to 
get a high enough signal to noise (S/N) ratio. Therefore, a stroboscopie technique 
is needed to accumulate enough signal (or photons) to obtain an acceptable S/N. 
Furthermore, for the detection of a time-resolved process, the timing of the prob-
ing must accurately be related to the pump event, generating the response. In the 
present studies two laser pulses were used to serve as a pump and a probe pulse, 
respectively. A high intensity laser-pulse is split by a beam splitter (glass plate) 
into two laser pulses. The time lag between the incidence of these pulses is con-
trolled by the difference in the optical paths covered by the two beams. The pump 
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laser pulse can either serve as the pump tor a photo-conductive switch (Nijmegen 
setup) that generates the magnetic field pulse or it may trigger an electronic pulse 
generator with a photodiode (NIST setup) 
The second laser pulse is sent to the sample and probes its state via a magneto-
optical interaction with a time-resolution that is equal to its width. The probe beam 
is subsequently reflected to the detection optics As the repetition rate for the used 
laser systems lies in the MHz-regime, the slow responding detection electronics 
for the linear MOKE filters a DC signal from the repeated probe-pulses (the probe 
beam). The MSHG signal is measured by the use of photon-counting, which re­
sembles itself as a DC signal after integration. Both signals may be modulated 
by means of a chopper (linear MOKE) or a photo-elastic modulator (MSHG). The 
above procedure only traces a small fixed time window of the total motion. The 
Nijmegen-setup uses a variable delay line to change the optical path length be­
tween the probe and pump laser pulses. This enables to measure the trace of the 
motion for a time-interval, given by the total length of the delay line In the NIST-
setup, a trigger-diode is used to launch a trigger-pulse. The time-delay is varied by 
an electric delay-generator that retards the arrival of the trigger for the generation 
of the field pulse at the pulse generator. A time-resolved magneto-optical signal 
is obtained by changing the time-delay between the generation of the field pulse 
and the probe pulse The resolution of the experiment is limited by the jitter that 
is generated by various components and is a few femtoseconds for the Nijmegen 
setup and about 50 ps for the NIST setup. 
4.1.3 · The optical and electronic components of the Nijmegen 
set-up 
The Nijmegen setup uses photoconductive switches that generate magnetic field 
pulses. The working of those devices is elaborated in section 4.2 1. Together with 
the microwaveguide structure that is designed for a low dispersion at very high 
frequencies, this set-up allows a precise control of the magnetic field pulses on 
a femtosecond timescale. However, the field pulses themselves typically have a 
duration of a tew hundred picoseconds, due to the characteristics of the photocon­
ductive switches. That means that the waveguide structures have to be designed for 
ps applications, as will be shown in section 4.2.1. 
The experimental setup is shown in fig. 4.2 A commercial Τι Sapphire laser 
(see section 4.1.1), pumped by an Ar+ ion laser, generates 800 nm, 100 fs pulses 
at a repetition rate of 76 MHz The laser pulses are split at a BK7 (glass) beam­
splitter (BS1). The weaker part is used as the probe beam and is focused onto the 
sample by means of a N.A. 0.3 microscope objective lens (MO) with optical axis at 
an angle of 45° with respect to the sample. The spot-size on the magnetic element 
can be as small as 3 μιη. The combination of a Babinet-Soleil-Compensator (BSC) 
and a polarizer (P) is used to vary the peak intensity and polarization of the probe 
beam. After splitting at the beam-splitter (BS1), the pump beam passes a 500 mm 
delay-line (DL1), providing a maximum time delay of 3.3 ns with respect to the 
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Figure 4.2: Experimental pump-pump-probe setup (with two pump pulses): BS): BK7 
beamsplitter; BS2: 50:50 beam splitter; DL1: 500 mm delay-line; DL2: 100 mm delay-
line; BSC Babinet-Soleil compensator; P: polarizer; A: analyzer; MO: microscope ob-
jective lens; KE: knife edge; CL: collimation lens; DM: dichroic mirror; WP: Wollaslon 
prism; PMT: photomultiplier tube; PC: photon counter; KE: knife-edge; C: chopper; PD1 
and PD2: the photodiodes of the balanced diode system 
probe-pulse^. After DL1, the pump-beam is split at a 50:50 beam-splitter (BS2) 
to provide two equal pump-laser-pulses for two photo switches. The transmitted 
part is directed onto a second 100 mm delay line (DL2) that is used to adjust the 
delay between the two pump pulses. The magnetization dynamics is stroboscopi-
cally probed by variation of the delay between the pump-pulse pair and the probe 
pulse. The two pump laser pulses are used to excite two photoconductive switches, 
which launch two independent currents into the waveguide. The superposition of 
the two currents creates magnetic field pulses with trapezoidal shape, at which the 
width is adjustable on a picosecond timescale. The working of this device is further 
elucidated in section 4.2.1. Measurement of the three individual components of M 
is provided using polar MOKE and longitudinal as well as transversal MSHG. For 
the polar MOKE, the incident beam should be perpendicular to the surface in or-
der to prevent any contribution of the longitudinal component of M to the obtained 
signal (see section 5.1). Using the numerical aperture of the microscope objective, 
being 0.3, and a knife-edge (KE) to block all large-angle-photons, the longitudinal 
contribution is sufficiently reduced as the detected photons are nearly at normal in-
cidence, whereas the sample is at 45° with respect to the optical axis of the incident 
4This delay has been accomplished by a 500 mm translation stage and was used for the later 
experiments only. Most of the early experiments were done with a 1 m long delay-line in combination 
with a 50 mm or 100 mm translation stage mounted on top. By means of this technique, (sub)time 
windows up to 670 ps could be observed. For larger time windows, the entire translation stage had 
to be manually displaced, which introduces inaccuracies at the junction of the sub-time-windows. A 
long translation stage, however, used in the very last experiments made it possible to do long-time 
scans without disturbing the setup. 
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beam (see close-up inset in figure 4 2) The light is collimated with a colhmation 
lens (CL) and directed to a dichroic mirror, where the fundamental 800 nm-pulse is 
reflected to the balanced photodiode system (The working of this device is further 
explained in section 5 11) The difference signal of the two photodiodes is put into 
a lock-in amplifier that uses the modulation of the chopped pump-beam (C) as a 
reference 
The MSHG is measured by a photomultiplier tube (PMT) and a photon counter 
(PC) after transmission through the dichroic mirror and without the knife-edge in 
front of the colhmation lens The response for each of the two in-plane components 
of M is measured after adjusting the setting of the analyzer for a complete series 
of sample-points The longitudinal component is measured with an incoming po­
larization ρ and the analyzer set close to ί {pm — sout) The transverse component 
was measured with the p,n — pou, polarization combination (please see section 5 7 
for a detailed description of the dependence of MSHG-polanzation on the magne­
tization) 
This setup is purely optical as also the pulse fields are generated by optical 
means The following section will be about the NIST setup that uses a pulse gen­
erator to generate the magnetic step-pulse-fields 
4.1.4 · The optic and electronic components of the NIST setup 
Figure 4 3 shows the NIST experimental setup that allows to study in-plane vector 
resolved magnetization dynamics on a picosecond timescale The main difference 
with the Nijmegen system is the generation of the magnetic field pulses The sys­
tem at NIST employs a commercial solid-state pulse generator A diode-pumped, 
intra-cavity-doubled YAG laser system pumps a Ti Sapphire laser system that de­
livers pulses with width of about 60 fs at a repetition rate of 82 MHz A pulse 
picker is adjusted to deliver pulses at a repetition rate of 1 MHz, in order to comply 
with the limitations of the pulse generator that supplies the magnetic field pulses 
A beam splitter is used to split the beam into a low intensity part which excites a 
photo diode generating a trigger pulse for the pulse generator The arrival of the 
trigger signal can be varied by a voltage controlled delay generator that can pro­
duce delays of up to 100 ns with an accuracy of 10 ps for the initiation of the field 
pulse by the pulse generator Unfortunately, the generated jitter strongly depends 
on the actual delay For large voltages, ι e large delays, the jitter is largest There­
fore, operation was performed at low voltages (small delays) Before performing 
an experiment the pump-probe-delay was roughly adjusted, by using a long cable 
offering a delay of about one microsecond due to the repetition rate of the laser 
pulses ( 1 MHz) The fine tuning was done with additional short cables In this way 
a zero pump-probe delay was established The magnetic field pulse is launched 
into a waveguide with a short at the end that doubles the current at this point and 
so the magnetic field does Using an open-end results in quenching the magnetic 
field In this case, depending on the distance of the probing-position on the waveg­
uide relative to the open end, the pulse width vanes Both methods have been 
used to perform experiments, however, only the experiments with the shorted-end 
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Figure 4.3: Experimental pump-probe setup used at the NIST laboratory. The magnetic 
pulse field is generated by an electronic pulse generator. The time delay between pump 
and probe event is controlled by a delay generator. 
waveguide are presented in this thesis. By means of this setup magnetic pulse fields 
with a width of 10 ns and a jitter of about 50 ps can be generated, thus permitting 
characterization of the step response of the magnetic system. The rise-time of this 
pulse is equal to 150 ps. In this particular experiment pulses of 10 V in amplitude, 
corresponding to a pulse-field-amplitude of about 1.3 ~ (16 Oe). The amplitude 
of the pulses can further be reduced by attenuators. 
Probing of the magnetic state is done by MSHG. The stronger part of the laser 
beam is used to probe the magnetization state of the sample. The magnetic thin 
film is mounted on top of the waveguide. The beam is focused at the very end 
of the shorted waveguide, where the product of pulse amplitude and pulse rise-
time is largest. The incoming polarization is set by the polarizer (P). The beam is 
then focused down to a spot of about 5 μιη in diameter by a microscope objective 
(MO). Another microscope objective is used to collimate the beam. Two transla­
tion stages are kept at constant optical distance with coinciding focal points. The 
sample is brought in focus by adjusting the second harmonic signal at maximum 
intensity. After the sample, a high reflective infra-red mirror is placed that reflects 
most of the infra-red light onto a GaAs reference sample, which is used to generate 
a reference SHG signal used to normalize the MSHG, thus compensating for any 
drift in pulse power and/or duration. A photoelastic modulator (PEM) and an an­
alyzer (A) are used to analyze the polarization of the second harmonic signal (this 
part is elaborated in the next chapter on magneto-optical techniques). Before send­
ing the beam to the photomultiplier tube (PMT), a prism and a high-pass filter are 
used to prevent all infra-red photons from entering the PMT. By means of photon 
counting (PC) and lock-in technique the two in-plane components of M could be 
obtained. 
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Figure 4.4: Scheme of the field pulse generation. A fs laserpulse excites carriers in the 
photoconductive switch, leading to generation of a current pulse that is launched down a 
micro-stripline or waveguide structure. 
4.2 · Characteristics of some key components 
4.2.1 · Photoswitches and Shaping of Field Pulses 
Photoconductive (Austen1-) switches2·311-50·51 have been used to produce ultra-
short electro-magnetic pulses in micro-striplines or waveguide structures. A lot 
of research concentrating on the behavior of such switches has been done in the 
last decade.511,52·53 These switches are triggered by a femtosecond laser pulse 
that generates a current transient in a coplanar waveguide. This approach, well 
known for electro-optic sampling, was first exploited by Mark Freeman to generate 
picosecond magnetic field pulses.2 This section describes the unique approach of 
using two photoconductive switches to adapt the shape of a magnetic field pulse 
in order to achieve control of the precessional motion of a magnetic system. The 
design of the photoconductive switch14·15·41 that was explicitly developed for the 
Nijmegen-experiments and the characterization of the photoconductive switches 
are presented below. 
GaAs photoswitches 
The direct gap semiconductor GaAs is used as photo-conducting material, since its 
bandgap matches extremely well the photon energy of a Ti:sapphire laser. 
Figure 4.4 shows a scheme of the photoconductive switch. The substrate con-
sists of undoped GaAs on which two Cu-electrodes, separated by a gap, are de-
posited. A femtosecond laserpulse excites carriers inside the conduction band in 
the gap region of the GaAs substrate so that charge is transferred from one elec-
trode - the source electrode - to its counterpart being the center conductor of the 
waveguide structure. The rise-time of the current pulse is mainly determined by the 
RC-time of the photoconductive switch. The decay time of the pulse is determined 
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Figure 4.5: Scheme of the waveguide with photo-gap(s). a) A scheme for the high-
frequency contributions due to the leading edge of the pulse. ZQ is the impedance of the 
coplanar waveguide structure. Rs and C. are the resistance and capacitance of the photo­
conductive gap. b) A scheme for the trailing edge of the pulse that can be approximated 
by a static approach, left: one-switch-scheme: right: two-switch-scheme: R] (f) and /?2(') 
are the time-dependent resistances of two photoconductive gaps. Ry is the DC-resistance 
of the signal line. 
by the carrier relaxation time in the GaAs photoconductive material. For the GaAs 
used, a typical field pulse has a characteristic rise-time of 10 ps and a decay-time 
of400ps. 
tail -f/var/log/firewall 
Austen' offered a model that describes the effects of pulse-generation in pho­
toconductive switches very well. A circuit-scheme for the photoconductive gap 
and the waveguide is given in fig. 4.5 a) for the case of high-frequency signals, 
hence the Fourier-components of the leading edge of the pulse. The gap and the 
waveguide can be considered as a network of two elements. First, the waveguide 
has a geometry dependent impedance ZQ (see section 4.2.2) and, second, the gap 
is characterized by its conductance (depending on time, i.e. carrier density) and its 
capacitance. The capacitance of the gap Cg can approximately be calculated and is 
about 15 fF in the present case. After excitation by an infinite short laser pulse, the 
gap can be characterized by an exponentially decaying conductance G(f): 
C(r) = G{) + g0e 
-'hi (4.1) 
where x^ is the carrier lifetime and Go is the DC-conductance, ^o depends on the 
power of the laser and its wavelength. From the experiment it is known that the 
dark-conductivity is much lower than the excited contribution and therefore Go can 
be neglected. 
For the trailing edge of the pulse a quasistatic approach can be used. The left 
part of fig. 4.5 b) shows the scheme for one photoconductive switch only, where 
Ko is the DC-resistance of the signal line and R\{t) = 1/G(i) the time dependent 
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resistance of the photoconductive gap. The current through this scheme is given 
by: 
V, _ Vi _ V|é>-'/T" 
11 - /MO + tfo " ^ + R o " i+Roe-/^ ( • ) 
Thus, an exponentially decaying current will result when the initial conduc-
tance go is small. At larger conductances the pulse field will saturate and show a 
DC component. In the present treatise, the underlying pulse shape is assumed to be 
of exponential character, however, measurements have been performed54 showing 
saturation effects of the magnetic pulse field at high laser power excitation. Taking 
into account the rise-time originating from the gap-geometry and the decay-time, 
given by the carrier relaxation, the current pulse shape produced by a photocon-
ductive switch can be described by a triangle-like function with a fast rise- and a 
long decay time:55 
/(r) = / o [ l - ^ ' / T r ] -V ' A d (4.3) 
where /Q is the peak amplitude, τΓ and Xj denote the rise-time and decay-time of the 
pulse respectively. The third power, describing the leading edge of the pulse is used 
to generate a smooth rising pulse, the second derivative of which is zero alt = 0. 
Typically, the rise time is of the order of 10 ps or less which is orders of magnitude 
shorter than the decay time. However, this specific representation of the pulse leads 
to a delay for the rising edge of the pulse. The time needed for the signal to achieve 
the (1 — e~'Rvalue is equal to —τΓ·1η {1 — (1 —e
- 1) 1/ 3} ss 1.95τΓ, hence about two 
times longer. The decay-time is a material dependent parameter and can only be 
changed by doping of the photoconductive material or by its growth conditions. 
In the present study, the rise-time could be estimated to be less than 10 ps. With 
another design, even rise-times of less than a picosecond can be obtained.8"12·50 
In order to improve the carrier transport below the conductor regions of the 
photoconductive switch, a multilayer-electrode was introduced with optically semi-
transparent portions.14 A cross section of the device is shown in fig. 4.6. The mag­
netic element is normally deposited on top of the electrode, but isolated from it 
by a thin SÌO2 layer. Beneath the copper electrodes, an insulating layer of SÌO2 
is deposited, that ensures that the electrodes are insulated from the GaAs, so no 
leakage current can flow from the signal line to the waveguide ground flats. Only 
the photoswitches are not SiCVcovered. Undoped GaAs served as substrate. In 
order to generate large magnetic fields on the signal line, large currents and narrow 
signal lines are needed. Large currents require large photoswitches since the total 
current / crossing a photoswitch (and sent through the waveguide) depends on the 
carrier density times the area of the photoswitch. Narrow signal lines lead to large 
current densities and thereby to large magnetic fields. The magnetic field close to 
the surface of the signal line is given by Η = I/2w, where / is the current and w 
the width of the signal line. 
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Figure 4.6: Cross section of the photoconductive switch. The 100 fs laser pulses pump 
carriers over the gap within the finger electrodes. A current pulse is coupled into the 
waveguide and passes the sample, while inducing an in-plane magnetic field. The 10 nm 
copper layer is used to overcome shadow effects due to the thick electrodes. 
The copper electrode consists of a thick layer (250 nm) and a thin layer ( 10 nm). 
These thin regions provide conductive channels inside the GaAs in parallel to the 
thin Cu conductors. Thus, the generated current is enhanced by the area of ex­
citation beneath the thin electrodes. In addition, the thin copper layer is needed 
to overcome shadow effects that arise at the edges of the thicker copper layer due 
to diffraction by which regions with low carrier density occur. The thick copper 
layers are separated by a gap of 15 μτη from each other, whereas the thin copper 
layers are 5 μηι apart. 
Not only the design of the multilayer-electrode is important to generate large 
currents, but also the gap-design itself. Figure 4.7 shows a photograph of the 
photoconductive switches designed for the experiments. The large photoswitches 
(65 x 65 ,um) consist of two finger-structures with a thin copper layer separation 
of 5 μτη. By looking carefully at the photograph, one can see the semi-transparent 
electrodes inside the gap. The thicker electrodes that are mainly seen on the photo­
graph are separated by 15 ,wm. For this particular gap-design, voltages up to 30 V 
could be applied and the peak power of the laserpulse excitation was in the order of 
50 - 100 ^ r corresponding to a current peak of several hundred mA. The signal 
line is tapered down to a width of 10 ^m. With this device it was possible to create 
field pulse peaks that were as large as 7.2 ^ (90 Oe) at the magnetic sample. 
Characterization of the Photoconductive Gap 
Characterization of the photoconductive gap reveals some of its important features. 
First, the dark current is measured as a function of the applied voltage. These mea­
surements are needed to determine the equality of the two photoconductive gaps, 
which must be as equal as possible for the double-pulse excitation experiments. 
- — t " ~ « j B 
1 
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Figure 4.7: A photograph of the photoconductive switches. The two switches are con­
nected by the center conductor of the waveguide structure. Superposition of the two indi­
vidual signals serves to shape the field pulses in time. 
shown later on. The dark current gives an impression of the distance of the elec­
trodes in the gap. Another important parameter is the laserpower- dependence of 
the gap, as it determines the photoconductive characteristics. 
Figure 4.8 shows the I-V curve for the two photo switches shown in figure 
4.7. Both curves are very similar, revealing that both gaps are equal with respect 
to their geometry. At low voltages the gap acts as a resistor with ohmic behavior 
and the resistances were measured to be 13 ΜΩ for both gaps. At higher voltages, 
the slope of the I-V curve starts to decrease. This is due to the fact that the carrier 
velocity starts to saturate, as carrier-scattering is much more likely at high electric 
fields. 
Figure 4.9 shows the laser power dependence of the photocurrent at different 
bias voltages. The photocurrent was measured by a lock-in technique. The pump 
beam was chopped at 1.43kHz and the photocurrent was determined by measur­
ing the voltage across a loadresistor. The lock-in amplifier measures the charge 
received in a certain time interval given by the chopper's frequency. Thus, the 
measured current is the mean current of all pulses, generated during integration. 
By knowing the shape of the current pulse, one can calculate the peak current cor­
responding to the pulse. Furthermore, the laser-power dependent photo current 
should follow the power law: 
I{P) = C{Vb)P
a (4.4) 
where the constant C(Vh) is voltage dependent. The fit to equation 4.4 leads to 
the following results, displayed in table 4.1. 
The table shows that C(Vb) increases monotonically with Vi,· « depends on 
Vb and increases with increasing voltage. The increase in α can be understood by 
the fact that the depletion layer increases with increasing voltage. Due the larger 
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dark current vs. bias voltgage 
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Figure 4.8: The DC-dark current measured for the two photo switches as function of 
applied bias voltage 
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Figure 4.9: Photocurrent at different voltages as function of laserpower 




















Figure 4.10: Scheme of the shaped-pulse generation by superimposing two independent 
excited current pulses. Arbitrarily voltages and delays for the excitation of the two switches 
allows a large variety of magnetic field pulse shapes. 
depletion layer, the avalanche of carriers increases non-linearly for the same values 
of laser power. 
Double Pulse Excitation 
In the previous sections the behavior and characteristics of a photoconductive gap 
have been discussed, showing that many parameters such as the rise-time of the 
current pulses do depend on the design of the switch and waveguide structure. 
However, the decay-time can only be controlled by the photoconductive material 
itself. In this section a new technique for shaping the magnetic field pulse on a 
timescale that is equal to the rise-time of the field pulse will be introduced. 
A schematic drawing of the setup for generating shaped magnetic field pulses 
is shown in fig. 4.10. For this technique, four characteristics of the field pulses 
have to be fulfilled: 
• The direction of the current can easily be controlled by the sign of the voltage 
on the source electrode 
• A steep leading edge, compared to the trailing edge 
• The trailing edge is dominated by one single time constant only that is deter­
mined by the intrinsic properties of the photoconductive material 
• Superposition of two individual signals is possible. 
The first three properties allow the compensation of the trailing edge of a first 
pulse with the trailing edge of a second pulse by superimposing the two responses. 
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Nevertheless, care has to be taken with respect to the last property, being the su­
perposition. 
The right part of fig. 4.5 b) shows the quasistatic circuit scheme for a double 
pulse excitation, where Ro represents the DC-resistance of the signal line, and R\ (t) 
and /?2(0 represent the time dependent gap-resistances after excitation. Superpo­
sition of the two currents leads to (see eqn. 4.2): 
/ , + / 2 = ^y^+^]T^ ( 4 · 5 ) 
However, the excitation of the second switch leads to a current flowing to the 
mutual current sources. In the worst case, where the resistance of the mutual cur­
rent source is zero, the individual currents become: 
Ri(t)+*rML K ( ) (0+*2(0 
V2 /?,(') 
*2(') + ίίϋ5& *0(0+*.(') 
The sum of both currents is only equal to their superposition (cf. eqn. 4.5), 
when R\(t) and /?2(0 a r e large, compared to RQ. Hence, when both signals are 
of exponential character (see eqn. 4.2). This implies that the use of high voltages 
is more important than the use of high laser-power excitations for large-amplitude 
shaped magnetic field pulses. 
Mathematically, when sending the second pulse at t = to, the superposition can 
be represented as follows: 
/îo(r)+//i(/)=A1i'"-
('-',l)/T'1+A()É--'/Td (4.7) 
The sum must be zero for all times greater than ίο, hence: A \ = -AQ • e^1"^11 which 
is exactly — fy)(io)· This derivation has been done without accounting for the rise-
time, τΓ, which gives a limit for the quenching process. The minimum retardation 
required after the start of the first pulse for launching the second one is exactly the 
time given by τΓ, since otherwise the full output amplitude would not be achieved. 
Figure 4.11 shows a simulation of field pulse shaping. The pulses are assumed 
to have a rise-time of : τΓ = 1 Ops and a decay time of Ta =400ps. The second pulse 
is launched at 300 ps delay with respect to the first one and its peak amplitude is 
chosen to have a value equal to h\ (t = 300 ps). Perfect quenching of the pulse 
within a time equal to the rise-time of the quenching pulse can be observed. 
The presented technique allows to generate and quench magnetic field pulses 
on a timescale that is equal to the rise-time of the individual field pulses. The 
actual magnetic field pulse shapes could be estimated from reconstructions of the 
magneto-optical responses on the basis of the Landau-Lifshitz equation. Thus, the 
rise-time is determined and the validity of the above approach has been confirmed. 
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superposition of both signals 
negative pulse at 0.3 ns delay 
.... positive pulse τ = 10 ps, τ = 400 ps 
Figure 4.11: A simulation of field pulse shaping. The quenching pulse is launched at 
300 ps after launching the first field pulse, τ, = 10 ps and τα = 400 ps. 
4.2.2 · Pulse Propagation 
The pulse propagation in a coplanar waveguide structure as it has been designed 
for the Nijmegen-experiments will be discussed next. 
Coplanar Waveguides 
The wave propagation in ideal transmission lines with infinite conductivity is given 
in the Appendix. To describe the propagation on a real coplanar waveguide some 
modifications will have to be made56 to the idealized theory. A model exists50,51 
which accounts for the finite conductivity of the electrodes and the difference in 
the dielectric constants of the substrate and the surrounding medium. The signal 
on the waveguide can be split into two parts, a voltage that includes the Fourier-
components of the field pulse and a geometric term, describing the attenuation and 
dispersion of the pulse: 
ν ( ω , ζ ) - ν ( ω , 0 ) ^ ( α ( ω ) + / β ( ω » ζ (4.8) 
where α(ω) is the frequency dependent attenuation and the dispersion is given by 
the propagation factor β(ω). These factors are the sum of attenuation and disper­
sion of the substrate and the electrodes. 
The inhomogeneity of the dielectric constant will give rise to a change of the 
phase velocity of the signal. For low frequencies that change is determined by 
the average of the two surrounding dielectrics. In the case of the present structure 
the surrounding dielectrics are GaAs which is the substrate and a 100 nm thick 
silicon-dioxide layer. The quasi static effective dielectric constant is then given by: 
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eq = ^ L _ ± ^ (4.9) 
gPaAs + ESiO; 
2 
The phase velocity for a wave propagating through such a dielectric is given 
by: 
(4.10) 
where c is the speed of light in vacuum. However, these equations do not hold 
for high frequencies. At high frequencies the finite thickness of the electrodes will 
permit TE modes to travel through the substrate. That happens when the frequency 
is sufficiently high that the first TE mode (TE\ ) fits into the thick substrate. There­
fore one can define a cut-off frequency,50 above which the first TE mode begins to 
propagate into the substrate: 
ο>ΓΕ = 2 π — - £ = = (4.11) 
4/ζ>/ε Γ - 1 
where h is the thickness of the substrate and εΓ its relative dielectric constant. The 
cut-off frequency plays a role in the two media surrounding the electrodes. Due to 
the GaAs substrate, the cut-off frequency is about 72 GHz (h = 300μΓη.εΓ = 13.2). 
The cut-off frequency for the silicon-dioxide layer is much higher (200 THz) and 
does not influence the propagation at the frequencies expected in this experiment. 
Nevertheless, the propagating TE mode for high frequencies implies that the quasi 
static dielectric constant is not valid any more and the frequency dependent effec­
tive dielectric constant is given by:57 
Berr(ou) 
/Ea + 
•q Ι + Ό : 
(4.12) 
The values for a and b are empirically determined and given in the appendix of 
this chapter. This equation shows that Ecf( ~ eq for low frequencies. 
From this, the characteristic, frequency dependent impedance of the waveguide 
is given by:51 
Ι20π K(k) 
K(k) and K(\/\ —k2) are elliptic integrals with k = s/(s + w). Solutions for 
the elliptical integrals are also given in the appendix. The most important result 
from eqn. 4.13 is that the characteristic impedance stays constant if the ratio -
is unchanged. This allows to introduce a tapering in the waveguide structure by 
keeping this ratio constant. Therefore, a combination of large photoconductive 
switches that generate large currents with a narrow signal line for a large magnetic 
field is possible without changing the impedance of the waveguide. 
The phase velocity for the Fourier components of the field pulse can be rewrit­
ten as: 
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phase velocity vs. frequency 
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Figure 4.12: Calculation of the phase velocity from eqn. 4.14 vs. frequency. The disper­
sion is negligibly small for frequency components below 0.1 THz. Above this frequency 
the dispersion increases, but is still small enough to meet the requirements of the present 
study. 
Vph(co) 
( I ) 
β8(ω) + βο(ω) 
(4.14) 
where β(ω) = ßs(cu) + ßc(cu) is the dispersion due to the substrate and the con-
ductor, respectively*5*. A graph of the phase velocity versus frequency is shown 
in fig. 4.12. The calculation is done38 for the designed waveguide, where s = w = 
10 ^m. The phase velocity is approximately \ of the speed of light in vacuum. 
From the graph, the phase velocity appears to only change by approximately 1 per-
cent in the range from 0.1 to 10 THz. This means that a 10 THz component prop-
agates 0.1 ps faster than a 0.1 THz component over a distance of 1 mm. The dis-
persion must be small for very high frequency pulses, as the GaAs photoswitches 
may produce pulses in the sub-THz regime. However, as shown previously the gap 
geometry finally determines the high frequency components. In this specific case, 
the waveguide design is chosen to minimize the dispersion inside the waveguide 
for frequencies up to 0.1 THz, which is a practical value for the generated field 
pulses. 
The purpose of the waveguide structure is the generation of intense, ultrashort 
in-plane magnetic pulse fields. Figure 4.13 shows the pattern of the waveguide 
and photo-switch. The photo-switch consists of fingers. This helps to increase the 
current, generated by the switch, as there is more effective surface in contact with 
The attenuation and dispersion factors are also given in the appendix 
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Figure 4.13: A photograph of the waveguide structure. The two photoconductive switches 
are arranged in a finger structure. The signal line is 10 μπι wide. The tapering is about 
1.2 mm long and has a tapering angle of less than 15°. 
the photoconductive material. The waveguide structure consists of six different 
layers (see fig. 4.6). The magnetic elements are situated on top of the signal line at 
the end of the tapering. The distance between the ground-flats and the signal line, 
as well as the width of the signal line is 10 μπι. At the tapering the ratio of the 
gap-width and the width of the signal line is kept constant, so that an impedance-
match is ensured. The tapering is about 1.2 mm long and its opening angle is 
less than 15°. The ground flats have a width of 400 ^m. The whole waveguide 
structure, including the photoconductive switches is 12.5 mm long. The electrodes 
are connected by bond flats and bonding wires to an IC-holder that is connected to 
the voltage sources. 
For the waveguides, prepared at NIST the impedance had to be matched to the 
50 Ω-circuit of the pulse generator. Furthermore, the signal lines had a width of 
100 μπι to 500 μπι and were therefore much larger than the waveguides used in Ni­
jmegen. As substrate, a copper-covered Duroid ™-plate was used. The waveguide 
structures were made by means of optical lithography and wet-chemical etching. 
The electrical contact was established by an SMA connector, lying flush on top 
of the signal line and at the edges of the waveguide structure^1. The hole struc­
ture was mounted on a brass-piece holder that could be mounted on a post on the 
6Thanks to John Nibarger and Tony Kos for the great job preparing and optimizing those impor­
tant devices 
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TDR measurement 
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Figure 4.14: A TDR measurement of the impedance of the waveguide structure. The steps 
indicate the steps in gap width. 
optical table. As shown in eqn. 4 .13, the width and the spacing of the signal line 
to the ground flats changes the impedance . Varying these ratios finally leads to 
the 50 Ω impedance match. Therefore, some waveguides were made, where the 
signal l ine-width was kept constant and the width of the gap was changed. By 
Time-Domain-Ref lectometer ( T D R ) measurements , the exact width of gap for the 
impedance match could be determined. 
Figure 4.14 shows such a T D R m e a s u r e m e n t for a 130 μτη wide signal line. 
T h e steps, originating from the change in gap-width can clearly be seen. The strong 
oscil lation in i m p e d a n c e at the very beginning of the waveguide is due to the S M A -
connector. T h e decreas ing impedance after the connector is due to the tapering of 
the signal l ine from 500 ^ m down to the desired width of 130 μπ\. From this 
m e a s u r e m e n t it was possible to fine-tune the gap width in order to meet the 50 Ω-
requirement . 
4.3 · Pulsed-lnductive-Microwave-Magnetometer 
T h e Pulsed-Induct ive-Microwave-Magnetometer ( P I M M ) is a simple, but very pow­
erful tool to m e a s u r e magnet izat ion dynamics on a p icosecond t imescale. Its power 
lies in its user-friendliness. N o difficult setup nor laser sys tems are involved. How­
ever, vector resolved m e a s u r e m e n t s are not possible in the present configuration. 
Nevertheless, this tool gives a very good indication of bias-field dependent pa­
rameters , such as the resonance frequency and the d a m p i n g parameter. An elab­
orated treatise on the working of the P I M M can be obta ined from Silva and co­
w o r k e r s . 4 2 · 4 3 
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Figure 4.15: The pulsed inductive magnetometer allows to measure the dynamics of a thin 
magnetic film by inductive techniques. This setup replaces complicated optical setups. 
however, this setup does not probe locally nor vector-resolved 
Figure 4.15 shows the scheme of the PIMM. A pulse generator generates a 
magnetic field pulse that is launched down a waveguide structure. The waveguide 
structure is similar to the structure used in the vector-resolved measurements. One 
difference of the waveguide structure used for the PIMM is the connection at the 
end of the waveguide to a sampling oscilloscope that measures the voltage of the 
transmitted pulse. From two independent measurements, the induced voltage due 
to the magnetization motion is obtained. The first measurement is done while sat-
urating the sample with a large bias field along the pulse field direction such that 
no dynamics are induced by the pulse field. This essentially measures the pure 
voltage step as generated by the pulse generator. The second measurement is done 
with the desired bias field perpendicular to the pulse field direction. Now, the volt-
age pulse plus the induced voltage, originating from the changing flux due to the 
excited M from the sample on top of the waveguide, is obtained. After subtraction 
of those two independent measurements, a beautiful magnetization response is ob-
tained. The obtained curve represents ^ along the pulse field direction and has to 
be integrated in time to obtain the component of M, oriented along the pulse field. 
An advantage of the PIMM is its sensitivity to very small angle excitations 
at high bias fields. At high bias fields the excitation amplitude decreases, but the 
precession frequency increases. Since the induced voltage is proportional to the 
changing flux, the signal to noise ratio decreases as -)==. Therefore, the PIMM 
allows measurements for a bias field up to 450 Oe47-48 so that a separate determi-
nation of g and Ms is possible. Contrary to this, magneto-optical techniques always 
depend on the instantaneous value of the magnetization components and not on ^ . 
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4.4 · Conclusion 
Some important tools for studying pulse field induced precessional motions of the 
magnetization on a picosecond timescale have been presented in this chapter. Two 
sophisticated setups were presented that both make use of a pump-probe technique 
to generate and probe magnetization dynamics. Though both setups seem simi­
lar, their differences and the resulting advantages and disadvantages are clear. An 
all optical technique for generation and probing of precessional motions bears a 
huge flexibility regarding the magnetic pulse field generation and a clear advantage 
with respect to the jitter, being in the femtosecond regime. This is unsurpassed by 
electrical techniques, in particular when the number of switches is increased. On 
the other hand, its practical application is questionable, as a femtosecond laser 
source for the pulse field generation in real devices would be needed, and is still a 
rather exotic option. Furthermore, the experimentally very important waveguides 
have extensively been discussed and calculations, based on studies due to Keil et 
al.50 have been presented. Those calculations show the most important features 
of those devices and give a very good impression of the expected results. Finally, 
the Pulsed-Inductive-Microwave-Magnetometer was presented and its working has 
been discussed. Though the PIMM offers a very convenient measurement of the 
magnetization dynamics, it cannot directly measure phenomena such as spin-wave 
generation that require vector-resolved measurements. Only an indirect measure­
ment of the damping parameter, a, reveals the possible generation of spin-waves. 
In the present chapter, the potentials of the optical techniques for generating ex­
tremely short pulses with very small jitter have been focused on only. In the next 
chapter, another important advantage of the optical technique will be discussed. 
Both instruments make use of MSHG to probe the in-plane components of M. It 
will be demonstrated that these components can be unambiguously separated by 
polarization analysis. 
4.5 · Appendix 
Idealized Transmission Lines 
Idealized transmission lines consist of a uniform dielectric and an infinite conduc­
tance of the electrodes. In such idealized transmission lines only TEM modes (the 
electric and magnetic fields are perpendicular (transverse) with respect to the di­
rection of propagation) will propagate. To start with, the Maxwell equations for a 
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(V2-
(V2-
- i ï * 
•ì> 
where D = eË and Β = μΗ and pf is the free charge density and J the free current. 
Since the dielectric constant is frequency dependent and the electrodes are non­
magnetic: ε = ε(ω) and μ = μο. As the transmission lines are idealized, there are 
no free currents or free charges outside the electrodes, which means that Pf = 0 and 
J = 0. The Maxwell equations (4.15 - 4.18) constitute a set of coupled, first order, 
partial differential equations for Ë and H. They can be decoupled by applying the 
curl to the equations 4.17 and 4.18, which leads to the classical wave equations for 




where 1/v2 = με(ω) is the phase velocity of the propagating wave on the trans­
mission lines. For waves propagating in the x-direction, the electric and magnetic 
fields can therefore be written as: 
È(x,t) = Êoe1^-^ (4.21) 
H(x.t) = Hoe'{,u-w) (4.22) 
Since V · E = 0 and V · Β = 0, it follows that (£Ό)χ = (BQ)X = 0. From equation 
4.17 follows that -κ(£Ό)ζ = ωμοί M)) y and K(Eo)y = ωμο(#ο)ζ» or: 
H0 = —(lxÉo) (4.23) 
ωμο 
That means that Η and E are perpendicular to each other. The two fields are 
also in phase, if ε(ω) is real, as κ — " = ωγ/ε(ω)μο· 
For a two-strip transmission line, the potential can easily be calculated by inte­
grating the electric field from one conductor to the other. The current is given by 
the loop integral of Η around one of the conductors. 
attenuation and dispersion 
At high frequencies the skin effect59 starts to dominate the impedance of a con­
ductor, originating in forcing fast oscillating signals to move to the outside of an 
non-ideal electrode. This results in the creation of a surface impedance, i.e. there 
will be attenuation and dispersion due to the specific metal used for the electrodes. 
The skin effect can be given in the form of a conductor thickness δ(ω) (skin depth): 
5 = W (4.24) 
y ωμοσ 
where σ is the conductivity of the metal. The skin-depth resembles the thickness 
of the same DC-resistance. For copper the skin depth is about 75 nm at 1 THz and 
the resulting surface impedance can be calculated from: 




coth 'i+ih (4.25) 
where t denotes the thickness of the electrode. The surface impedance is a com­
plex quantity. The ratio between the surface impedance and the characteristic 
impedance gives rise to the losses and the dispersion caused by the metal elec­
trodes. The attenuation due to the electrodes is: 
ac.(cD) = 9 U ^ u (4.26) 
where g is a geometrical factor and ZQ is the impedance of the waveguide. There 
are also radiation losses due to the velocity of the propagating pulse.51 In the 
present case these losses are very small compared to the attenuation caused by the 
electrodes and can therefore be neglected. 
The dispersion tells how the pulseshape will look like after traveling some 
distance on in the waveguide. The dispersion due to the metal electrodes is given 
by: 
Μω) = 3 ( ' ^ ) ί 
The dispersion due to the GaAs-substrate can be represented by: 




All in all the phase factors due to the metal and the substrate end up with the 
frequency dependent phase velocity, as mentioned above β = ßs + ßc. 
Geometrical Factors for the Waveguide Design 
The geometrical factor, which is used in eqns. 4.26 and 4.27 is given by the relation: 
(4.29) 
where f' is given by: 
ρ'^Ο-ν/ΐ-^χΐ-*2) 3/41-1 m 
K(y/Ï^l? 
0<k< 0.707 (4.30) 
P'=[{l-k)y/k]-i 
k was given by k = s/(s + w). The ratio 
0.707 < * < 1.0 (4.31) 
given by: 
'l-k-) 
— of the elliptical integrals is 
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Ζ ι - Λ 
2 1 + ν/* Ο 707 < k < Ι Ο (4 33) 
The empirical parameter a and b, given in equation 4.12 are given by the em­
pirical relations: 
b « 1 8 (4 34) 
\og(a)xiu\og(s/w) + v (4.35) 
M A ; 0 . 5 4 - 0 64Î7 + ()015<7
2 (4.36) 
v « 0 4 3 - 0 86<7 + 0 54042 (4.37) 
q = log(A/A) (4 38) 
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Vector Resolved Measurements 
In this chapter the two magneto-optical techniques that were used to probe the 
magnetization precession in three dimensions will be described Separate determi-
nation of the magnetization components as a function of time is of great interest, as 
it reveals the basic features of the motion of M For instance, \M\ can be obtained 
by vectonally summing all M-components Thus, one can detect the generation 
of spin-waves as these generally lead to a reduction in the macroscopic value of 
\M\ 1_3 Spin-wave generation contributes to the damping parameter a, which can 
independently be obtained from the data Prerequisite for the proposed technique 
is that the excited spin-waves have a wavelength that is smaller than the probing 
area of the optical spot 
In the present treatise, two basic techniques were applied In the first place, 
the linear Magneto-Optical-Kerr-Effect (MOKE) has been used to probe the out-
ot-plane component ot M This effect constitutes a rotation of the polarization 
of an incident photon due to a component of the magnetization parallel to the 
k-vector of this photon Second, Magnetization induced Second Harmonic Gen-
eration (MSHG)4-" was used to probe the two in-plane components of the mag-
netization 12"14 It allows a comfortable separation of these components by ad-
justing the analyzer setting, so that the laser spot position on the element is not 
affected, by two subsequent measurements Also by simultaneously measuring the 
second-harmonic polarization-rotation and second-harmonic intensity, it is possi-
ble to measure the two in-plane components at the same time 
A brief description of the Kerr-Effect will be given first Due to the small po-
lar magnetization component, the relative signal changes in the polar Kerr effect 
are small Therefore a balanced diode detection scheme, which is required for en-
hancing the contrast, will be discussed After this, MSHG will be discussed in 
detail including the way it allows to obtain an easy separation of the magnetiza-
tion components Finally, a calibration procedure that has been developed for the 
experiments performed at NIST is presented This procedure includes the use of 
saturated magnetization states and can directly be used to determine the relative 
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Figure 5.1: The three different Kerr Configurations a) polar, b) longitudinal, c) transverse. 
values and the phases between the magnetic and non-magnetic tensor components. 
5.1 · The Magneto-Optical-Kerr-Effect 
The Magneto-Optical Kerr Effect (MOKE) is based on the fact that in magnetic 
materials, the index of refraction and absorption coefficient are different for left 
and right circularly polarized light. Linearly polarized light can be split into two 
equal components of right and left circular polarized light. As there is a differ­
ent absorption for right and left circular polarization at the sample surface, the 
final polarization is elliptical. A difference in the dispersion results in polarization 
rotation. In general both effects occur, resulting in a rotated polarization ellipse 
due to reflection at a magnetized sample. It should be emphasized that not only 
the magnetic medium itself but also all other layers traversed by the light have 
impact on the Magneto-Optical-Kerr-Effect.15 A transverse magnetization com­
ponent induces an intensity change of the reflected light. The three different Ken-
configurations are given in fig. 5.1. 
In the present study, special care is taken to measure the polar component of 
the magnetization of a Permalloy film (NisiFe^) that is subjected to an in-plane 
pulse field. The polar MOKE is by far the most sensitive Kerr effect and well suited 
to probe the out-of-plane component of M. By using modulation techniques (see 
section 5.1.1), rotations down to a few nrad can be measured. The polar MOKE 
for a single interface with an optically thick magnetic layer can be calculated by 
the following equation, offered by Kotov:16 
A K 
χ/η2 - sin2 θ =F sin θ tan θ 
( η 2 - 1 ) ( η 2 - ΐ 3 η 2 θ ) 
(5.1) 
where Δ ^ is the polarization state given by Δ ^ = ρ + ι'σ. ρ and σ represent the 
rotation of the polarization plane and ellipticity, respectively, η = ni/ri], θ is the 
angle of incidence with respect to the surface normal and Q is the magneto-optical 
parameter, linear in the magnetization component. n\ and «2 are the complex in­
dices of refraction of two adjacent media. The superscripts s and ρ refer to s- and 
/7-polarized incident light respectively, where the upper sign has to be applied in 
the case of .ç-polarization. Note that the polar effect induces rotation of the polar-
ization plane and ellipticity both for the case of complex η as well as for a negative 
square root term in eqn. 5.1. As a consequence, the reflected light is almost always 
elliptical when metals are involved. 
When the magnetization lies in the plane of incidence, and parallel to the sam­
ple surface, the longitudinal effect applies:16 
A s ' p -ΖΛ Κ — 
η 2 sine ( η 2 sin θ tane ± y/r\2 -sin 2 θ) 
(η 2 - 1 )(η 2 - tan2 θ) \/ r | 2 -s in 2 e 
(5.2) 
where Q is again the magneto-optical parameter, linear in the magnetization com­
ponent. In general, the longitudinal effect also induces both a polarization-rotation 
and ellipticity. 
When the magnetization lies in the sample plane and perpendicular to the plane 
of incidence, the transverse Kerr effect can be observed. The transverse effect 
induces an intensity change, and for a /^-polarized incident beam it is given by:16 
δΡ = Τ = - ^ . .w-, '• ^ Q M 
Δ / _ 4ΐ3ηθη2 
Τ ~ ~(r|2-l)(r|2-tan2e)' 
The transverse effect is not considered in this study and it is only included for 
completeness. In principle, the above Kerr Effects allow to resolve all three vector 
components of M. 1 7 - 1 9 
However, for experimentally probing magnetization dynamics in three dimen­
sional space, care has to be taken to prevent mixing of the magneto-optical effects. 
Equation 5.2 shows that there is always a contribution to the polarization rotation 
if the angle θ is non-zero due to a longitudinal magnetization component. That 
means that the polar effect can only purely be probed at normal incidence. On 
the other hand, the longitudinal component cannot be probed independently, as 
in general, there is always a contribution due to the polar effect at any angles of 
incidence. However, one can use a quadrant-detection system19·20 that makes it 
possible to distinguish the polar and longitudinal contribution. Also two indepen­
dent measurements with opposite bias or pulse fields18 can be used to accomplish 
separation of the components. 
As the amount of rotation is linear in Λ/ζ, calibration of the linear MOKE sig­
nals can be done by applying an out-of-plane field that saturates the sample. Due to 
the large demagnetization field inside the thin film, it follows that //sat = Ms. Note 
that in this case, an effective saturation magnetization may result due to a surface 
anisotropy. Calibration of the polar component was not done during this study be­
cause of insufficient strong magnetic fields and arbitrary values of Mz could only be 
obtained. Therefore a quantitative determination of M7 remains waiting to compare 
the obtained values for M2 with the predicted ones in chapter 2 and 3. 
5.1.1 · Balanced Photodiodes 
The balanced photodiodes scheme improves the accuracy of the measurement of 
the Kerr effect (MOKE) and allows to separate the ellipticity from the rotation 
of the polarization. Moreover, in first order approximation, it provides a linear 
dependence of the measured signal on the magnetization component. 
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Figure 5 2 schematically shows the working of the balanced photodiode set-up 
The polarization of an incident beam is rotated by the sample's magnetization Af­
ter the sample a Wollaston prism splits the beam into two beams with perpendicular 
polarizations The two beams are separated under a wavelength dependent angle 
with respect to the optical axis The Wollaston prism is placed at 45° with respect 
to the polarization direction of the incident beam and is adjusted such that the two 
separated beams become exactly equal in intensity for the zero z-component of the 
magnetization These intensities become subsequently unequal upon increasing M7 
at which one beam increases and its counterpart reduces in intensity 
To show this, a derivation of the signal dependence on the polar magnetization 
component is given in this section The assumption that the polarization changes 
linearly with the magnetization is valid in first order approximation for the Permal­
loy used in our experiments, so that the Kerr rotation can be expressed by the 
rotation matrix R in the Jones formalism 2 1 
R=( C O S A A
K S , n ^ i (5 4) 
γ — sinÄK COSAK / 
where Δκ is the Kerr rotation, previously defined as Δκ = ρ + / σ, where ρ is the 
real Kerr-rotation and σ is the Kerr-ellipticity The /j-polanzed incident beam with 
polarization along the y-axis is represented by its Jones-vector 
Ëm=(
0A (5 5) 
After being reflected by the sample, the polarization of the beam is given by 
the product with the Kerr-rotation-matnx (eqn 5 4) 
Ë f COSAK sinAK \ / 0 \ = / sinAK \ 
V -SHIAK COSAK J \ 1 J \ COSAK / 
By rotating this Jones vector about 45°, the polarization of the beam is trans-
formed into the Wollaston prism coordinate system (x'y'z'), the system of the two 
photodiodes 
F = 
/ c o s f -s in J \ / sinAK \ 1 rr f Δκ - 1 \ ,_ _, 
Each of the two components of this vector represent the field on a different 
photodiode The intensities are given by 
's~£auts = ^ | 1 - Δ κ | 2 = ^ [ ( 1 - ρ ) 2 + σ2] (58) 
'p«£a2mp = 5 | 1 + Δ κ | 2 = ^ [ (1+ρ) 2 + σ2] (5 9) 








Figure 5.2: Schematic drawing of the balanced photodiode system with Wollaston prism 
for a longitudinal magnetization orientation. 
Electronic subtraction of the photodiode signals leads to a measured signal that 
is proportional to the polarization-rotation as the contribution due to the ellipticity 
vanishes: 
M /ρ " / s 2·ρ (5.10) 
Equation 5.10 shows that it is possible to directly measure the Kerr rotation 
with the present technique. This scheme is not sensitive to changes in ellipticity. 
Besides the very accurate measurement of the rotation, the ellipticity can also di­
rectly be measured with this system. The only additional device necessary is a 
quarter-wave-plate that is placed in the reflected beam. It converts rotation in el­
lipticity and vice versa. While multiplying the reflected polarization state by the 
quarter-wave-plate matrix and the 450-rotation matrix, one ends up with the fol­
lowing field: 
cos | —sin | 




^ [p + /a]-[l+/] + [ l - / ] 
After passing the prism and separating the beam into two parts, one can easily 
calculate the intensities of the two polarized beams similar to the derivation, given 
above: 
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/s-£Óu.s = ^ [ o 2 + p2 + 2 a + l ] (5 12) 
'ρ~£άα,ρ = ^ [σ2 + ρ 2 - 2 σ + 1 ] (5 13) 
The difference ot the two photodiode signals now is: 
M = i's-ïpoc4 σ (5.14) 
thus linearly depending on the ellipticity at which the contribution due to the po­
larization rotation ρ vanished. 
The balanced photodiodes technique is a very good tool to study small Kerr ro­
tations or Kerr ellipticities Modulation of the incident beam in combination with a 
lock-in amplifier enhances the accuracy and it is possible to measure rotations with 
an accuracy of better than 5 msec (ss 25 nrad).22 The modulation in the presented 
pump-probe experiment is provided by a chopper that chops the pump-beam at a 
frequency of typically a few hundred Hz to a few kHz. The modulation-amplitude 
is equal to the difference in the signals with and without pump-beam It is pro­
portional to the amount of rotation that is induced by the response of the magnetic 
system. Hence, the measured signals are proportional to the magnetization com­
ponent under study 
5.2 · Magnetization induced Second Harmonic 
Generation 
5.2.1 · The dielectric tensor components 
The name Second Harmonic Generation (SHG) refers to the second harmonic sig­
nal induced by an incident light beam with such high intensity that the response of 
the illuminated magnetic medium becomes nonlinear. 
Similar to MOKE, the MSHG( ' '-signals refers to rotations of the polarization 
plane ot the generated second harmonic signal by the longitudinal and polar com­
ponents of M and intensity changes by the transverse component in an SHG signal 
Therefore, Second Harmonic Magneto Optical Kerr Effect (SHMOKE) is also a 
frequently used name for MSHG. 
Figure 5 3 provides the definitions of important parameters of the Second Har­
monic Generation at the surface of a medium. An electric field, Ειη((ύ), is in­
cident under a certain angle θ with respect to the sample normal For the first 
harmonic (fundamental), the induced polarization at the sample is given by the 
susceptibility-matrix times the electric field at this particular location (Ρ = χ'1'/?) 
For high intensities, the linear dipole approximation does not hold anymore and the 
approximation has to be extended. Consequently, the polarization of the medium 
becomes-
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y mirror plane 
Figure 5.3: Second Harmonic Generation is generated at an interface of two centro­
symmetric media, in this case: air-sample 
Ρ = X ( 1 )£ + X(2)ËÉ + x(3)ÊÉÉ + ... (5.15) 
where χ*"' is the susceptibility tensor of n-th order and rank /; + 1. Generation of 
the Second Harmonic is described by the second term in eqn. 5.15. For crystals 
with inversion symmetry it follows immediately from eqn. 5.15 that no contribu­
tion from the bulk exists in centrosymmetric media.23 This can easily be seen by 
bearing in mind that the dielectric response is due to the mutual displacement of 
charge of opposite sign, e.g. due to the motion of electrons with respect to the 
atomic lattice. In a centrosymmetric lattice, these charges move in a centrosym­
metric potential well and, as consequence, only odd harmonics can be present in 
the reflected signal. However, two media that are both centrosymmetric contribute 
to the SHG via their interface region as here the inversion symmetry is broken. 
As a consequence the potential well in the direction, perpendicular to the interface 
is not symmetric, resulting in a contribution of even harmonic components in the 
reflected signal. Since all materials investigated in this study are centrosymmet­
ric, the even harmonic components will only originate from the interfaces*2'. The 
Second Harmonic polarization can be written as: 
Ρ ί ( 2 ω ) = χ ^ ( ω ) £ κ ( ω ) (5.16) 
The third rank tensor χ'2 ' consists of 27 elements. However, as the electric 
field indices J and k can be interchanged for a single beam experiment, the number 
of independent elements is reduced down to 18. 
The inversion symmetry is equivalent to three orthogonal mirror transforma­
tions, however, the one coinciding with the interface is not present. For an inver­
sion symmetry invariance, all components have to fulfill the mirror transformation 
7 —> —ψ,4·24·25 where r is the surface normal of the mirror plane, being x in this spe­
cific case. The mirror transformation then is given by χ ^ —x. Figure 5.3 shows 
an electric field incident in the xz-plane onto an isotropic surface. By applying 
2However, higher order contributions like quadrupoie terms can generate a bulk SHG signal23'24 
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Figure 5.4: Geometries for MSHG. a) longitudinal configuration at which M lies parallel 
to the plane of incidence and b) the transverse configuration, where M lies perpendicular 
to the plane of incidence 
the mirror-transformation to both, the stimulus and response, the tensor compo­
nents in which the transformation direction occurs in the indices an even number 
of times are non-zero. An example, with yz-mirror plane operation is the following: 
Ρχ x χχχχ£χ£χ -> -Ρ* « Xxxx(-£x)(-£x)· By performing this mirror operation it 
follows that Xxxx = -χχχχ, which can only be fulfilled if Χχχχ = 0. Opposite to this: 
A 'x XxxyE\Ey —* —Ρχ χ Xxxy{—Ex)Ey, from which follows that xXXy is non-zero 
under this symmetry consideration. 
For an isotropic interface, the same argumentation is applied to the tensor el­
ements with y-components, as those tensor elements become invariant upon an 
in-plane rotation about the rotation axis, being the z-axis of the sample. The mirror 
transformation does not affect the component along the z-axis, resulting in the fact 
that χ ζ ζ ζ is non-zero. So, the nonzero nonlinear susceptibility tensor components 
for an isotropic interface become' 3 ' : 
5Cyzy=5ixzxi Xzyy = Xzxx afìu X/yy w· ' ' , ) 
5.2.2 · The magnetic tensor components 
The MSHG activity can be visualized by means of the Lorentz model. The mo-
tion of the electrons induced by the electric field of the incident light get deflected 
by the Lorentz force due to a magnetization component perpendicular to the elec-
tric field direction. This deflection causes the rotation of the polarization of the 
reflected beam. In centrosymmetric media, the deflected motion also exhibits the 
centrosymmetry and, as a consequence, the contribution to the second harmonic 
signal is zero. Indeed, again the breaking of the centrosymmetry by an interface is 
a prerequisite for an MSHG signal to be possible. It is obvious that the MSHG sig-
nal will depend on the mutual directions of M and E. From this simple considera-
tion, it is clear that the MSHG signal will be different for the various magnetization 
components. 
Therefore, the three different magnetization components will be independently 
considered. First, the case with the in-plane magnetization coinciding with the 
plane of incidence (the xz-plane) and parallel to the sample surface will be analyzed 
(longitudinal configuration). 
3The non-zero χ'2' components for other symmetries can for example be found in Shen's book 
on Nonlinear Optics23 
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The tensor elements can be found in the same manner by applying mirror trans­
formations, including the inversion-transformation r —> —r. But now, the magne­
tization has to be taken into account and upon the mirror operation M must also 
transform. In the case of a longitudinal geometry, shown in fig. 5.4 a), the mag­
netization lies in the plane of incidence (Mx). A mirror operation in the xz-plane 
(y —> — y), yields a change in sign of Mx. This is because an angular momentum 
is associated with Mx and the sense of rotation and hence Λ/χ reverses upon the 
present mirror operation. Consequently, XyZy(Mx) = Xy7y(-Mx) is an even tensor 
component, as it is unaffected by an inversion of M x .
4 ' 2 4 · 2 5 This even component 
has already been met above during the discussion of the nonmagnetic tensor. One 
example of an odd element is: Xyyy{Mx) = -Xyyy(— Mx), as it changes sign upon 
the inversion of M. A mirror operation along the yz-plane (JC —> — x), does not 
change Mx in sign. For the particular case of χ χ χ χ (Μ χ ) = — χ χ χ χ (Μ χ ) the element 
has to be zero to fulfill the symmetry operations. Hence, the introduction of a 
magnetization leads to tensor-elements that do not change sign (even), that change 




























The same argumentation holds for the derivation of the tensor for a magnetiza­
tion perpendicular to the plane of incidence (transverse configuration), M, .24 y · 
X{2ì(My) 
I (odd) (odd) (odd) 
' Axxx Xxyy Λχ 0 
(even) 
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r\ r\ r\ (even 
0 0 0 X;Zy 
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where XyXi! = — χχ"7 due to the rotation invariance. The polar magnetization 
component and thus the polar MSHG effect is very small in the particular case of 
precessional motions in thin Permalloy (NisiFeiç) films, so that the linear polar 
Magneto-Optical-Kerr-Effect is usually used to probe the polar component of M. 
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5.2.3 · The tensor components with ^-polarized incident light 
The above tensors constitute the complete set of MSHG tensor components for 
isotropic surfaces and can be used to analyze the second harmonic polarization due 
to a magnetization state. The analysis can be simplified by introducing a fixed 
polarization of the incident light field, which is ρ in the present studies. For p-
polarization in this particular configuration, the electric field is given by the com­
ponents: £ χ(ω).£ 7(ω) and their product £ χ(ω)£ ζ(ω). For simplicity, the notation 
for £ υ will be used for £1(ω)£,(ω). From the above tensors, describing the mag­
netization dependence, the associated polarizations with /^-polarized incident light 
can be derived: 





XzXX ' £ χ Χ I %777 ' C-ii / 
even) ρ 
X7X ' fc-i\ 
odd) 
' X̂X ' Xy77 ' t-a 
(even) 
(5.21) 




Xxxx F + v
( o d d ) . £ 
^ X X I A X " ^7 
+ 2-Y ( c v c n ) -£ 
(even) r, (even 
\ X^xx ' ^xx + X777 .E
2 + 2 - Y ( o d ( J ) 
^77 Ι Δ Λ/Χ7 / 
(5.22) 
For the polar configuration: 
P{Mt) = 
2-X. 
2 . v ( o ' i d ) . F L Ay/" z : · : 








X777 E, ) 
(5.23) 
By taking into account the Fresnel factors oi,^, the electric field components of 
the outgoing second harmonic field are given by: 
£,(2ω) = Σ α , ^ χ , ^ (5.24) 
The xz-plane represents the plane of incidence. One can rewrite the electric 
field in terms of/?- and s-polarizations at which the weight of the individual tensor 
elements depends on the angle of incidence. £;, 
£ x = £pcos0 and £/ = £psin9. 
£y and £p = χ/Ε^ + Ε2, hence 
This leads to a simpler representation for the 
outgoing field. Furthermore, the product of the complex Fresnel coefficients and 
the individual tensor components is given by an effective susceptibility xctt: 
For the longitudinal configuration, at which the incident field is /7-polarized, 
the electric field becomes: 
£(MX) = 
£s XÌo d d(Wx)· 
x 'even 
•/(ω) (5.25) 
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where the complex pseudo tensor elements are represented by their length and 
phase φ, both being real numbers. In particular, φ represents the phase between the 
non-magnetic (even) and magnetic (odd) components. For the transverse configu­
ration with incident p-polanzation: 
^ y ) 0 e ( x ' - + X Î V y ) ^ ) / ( ω ) ( 5 · 2 6 ) 
Note that, like transversal MOKE, the transversal MSHG is characterized by 
an amplitude dependency on M rather than by a rotation of the polarization plane. 
For the polar configuration with incident /^-polarization 
£ ( ^ ) « ( X p 0 d d ^ Ì ^ P ) /(ω) (5.27) 
where the index /, t and ρ correspond to the longitudinal, transverse and polar 
configurations, respectively. The pseudo-tensor-elements χ," / e v e n are sums of the 
actual tensor elements multiplied by the corresponding Fresnel coefficients, hence 
strongly depending on the angle of incidence The phase φ that has been introduced 
here, originates from the summation of the individual complex products, to repre­
sent the tensor by xeir. It is the phase between the magnetic (odd) and non-magnetic 
(even) effective susceptibilities. Therefore the phase angle is also a function of the 
angle of incidence. 
This simple representation reveals the influence of the magnetization on the 
electromagnetic field components due to a magnetization. A crystallographic con­
tribution that is represented by Xevcn does not depend on M, but also influences 
the polarization state as it depends on the subsequent interfaces, the light has to 
pass. However, the magnetic contribution, that is given by χ n d d directly depends 
on the magnetization and affects the polarization state for a specific sample during 
an experiment 
In this particular case, where the incident electric field is pointing along p, a 
longitudinally oriented magnetization introduces an Λ-component to the polariza­
tion, hence it rotates the outgoing field with respect to the incident held. The same 
effect of polarization-rotation is present for the polar configuration, when M points 
out-of-plane. In the case of Permalloy in the present study this contribution can 
be neglected, as the tensor component and, in addition, the polar component of M 
are small. The transverse magnetization changes the effectiveness of the creation 
of second harmonic photons, resulting in changes of the field amplitude Hence, 
while neglecting the polar rotation-contribution in the dynamical case, separation 
of the intensity change and polarization rotation reveals the two in-plane compo­
nents of M (Mx and My) 
5.2.4 · The multilayer system 
In the above section, a single interface between two media has been analyzed 
In this hypothetical situation, the light enters the interface from the non-magnetic 
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Ι(2ω) (air - Ta) 
Ι(2ω) (Ta - Permalloy) 
ί(2ω) (Permalloy - NM) 
non-magnet (NM) 
Figure 5.5: Magnetization induced Second Harmonic Generation is generated at each 
interface: air - Tantalum; Tantalum - Permalloy and Permalloy - non-magnet 
medium, like for instance air. In general, special care has to be taken to protect 
the first few atomic layers of the magnetic layer (which are SH-active) against 
oxidation. In practice, oxidation is prevented from occurring by using a capping 
layer so that oxygen cannot reach the magnetic surface. However, this capping 
layer influences the second harmonic generation drastically. Magnetic contrasts'4' 
may even change sign24 by using different capping layer-thicknesses or materials, 
as the phase between the non-magnetic and the magnetic contribution determines 
this magnetic contrast. 
Consider an example of a simple system, with a cover-layer, given in fig. 5.5. 
The system consists of a layer of Permalloy, capped by a 3 nm Tantalum layer. 
Beneath the Permalloy, a non-magnetic layer is present. In the case of optically 
thick Permalloy, Second Harmonic photons are only generated at two interfaces: 
air-Ta and Ta-Permalloy. The transverse case given by eqn. 5.26 will be considered. 
The intensity of the second harmonic signal due to the Ta-Permalloy interface, with 
an analyzer on p-polarization is: 
/(2C0) - |χ"-η + x;Odd ( M y ) . ^Φ, |2 . /2 ( t o ) T a . p e r m a | | o y (5.28) 
where /((o)Ta-Permaiioy = OC/Q denotes the intensity at the Ta-Permalloy interface, 
where α is the absorption of the Tantalum layer at frequency ω. The air-Ta surface 
also contributes to the second harmonic signal by its crystallographic contribution: 
/ ( 2 ω ) ο ο | χ ^ ι Γ | 2 . / ο 2 ( ω ) ( 5 _ 2 9 ) 
If the Permalloy layer is thin, a second harmonic contribution from the second 
Permalloy interface (Permalloy - non-magnet) adds to the overall second harmonic 
field. This contribution is equal to: 
/(2ω) - lieven + £'^{Μγ) · X |
2 · /2(Cu)permalloy.NM (5.30) 
4The magnetic contrast is simply given by: ρ = C . ƒ. , where / f and / denote the SH-intensities 
due to a magnetization up or down. 
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All these contributions are added to the contribution, given by eqn 5 28 How-
ever, the phase of the signals is different and interference of those terms has to be 
taken into account while adding the individual contributions Therefore also the 
thickness of the individual layers has to be taken into account 24 Finally, one ends 
up with the same form as eqn 5 28 
/(2co) « |x'even + x;üdd(My) e'«\
2 /0
2(ω) (5 31) 
where χ e v e n represents all non-magnetic contributions of the interfaces of the sys­
tem, including the Fresnel coefficient and absorption due to the various layers χ o d d 
represents the magnetic contribution due to the various magnetic interfaces, φ de­
notes the phase between the even and odd tensor components The same derivation 
can be used for the longitudinal and polar configurations The latter representation 
shows that by choosing the right layer-materials and layer-thicknesses (for inter­
ference), the magnetic contrast can be enhanced or reduced, as the crystallographic 
contributions can be added, by taking into account the interference of the individual 
crystallographic components of the layers 
In conclusion, Magnetization induced Second Harmonic Generation is a pow­
erful technique to measure the in-plane components of the magnetization A simple 
representation for the dependence on the magnetization can be obtained Because 
of the comparable values of the odd and even tensor-components, MSHG yields 
large contrasts and rotations 7 2 8 While neglecting the polar contribution in the 
dynamical case, a direct dependence on the magnetization is obtained and easy 
separation of the two in-plane components is possible In the following section a 
technique will be presented that allows an accurate calibration ot the magnetization 
components and hence accurate measurement of the absolute value of M 
5.3 · Calibration of the in-plane components of M 
5.3.1 · Review of current techniques 
Several other groups have tried to establish a vector- and time-resolved magnetiza­
tion measurement Back et al l 7 used the linear Kerr Effect to probe a component 
resolved trajectory of M However, the excitation was small so that they could 
assume one component to be of constant magnitude Calibration ot the two other 
components was not achieved A fundamental problem of the Kerr Effect is that a 
parasitic signal is always present, as rotation originates from both the polar com­
ponent and the longitudinal component of M In the linear case, the rotation due to 
the relatively high sensitivity of the polar effect is not negligible, even when mag­
netization rotations due to in-plane components of M are very large Lopusnik18 
showed that, by subtracting and adding two independent magneto-optical signals 
with opposite, but equal bias fields or pulse fields, one can obtain separation of the 
polar and longitudinal magnetization component29 Hiebert et al ^ λ 0 developed 
a technique that uses a quadrant-detector By subtracting and adding the signals 
of the four segments, all three magnetization components can in principle be mea­
sured Kabos et al12 used MSHG to probe the magnetization components in the 





Figure 5.6: Definition of the saturated states that where achieved by externally applied 
bias fields. Four direction along the two main axes are possible: Μιψ, Mdown in the case of 
My and Afnghi and M\cft for the case of yWx 
thin film plane. With this technique a calibration is possible. They made use of a 
calibration procedure that is based on the Stoner-Wolfarth behavior31 of magnetic 
thin films. Magnetization dependencies due to an external bias field were fitted to 
the Stoner-Wolfarth model, providing the calibration of the two in-plane compo­
nents. Unlike in the case of the linear Kerr Effect, the observed effects are huge and 
compensate for the usually poor SH-photon yield. The approach presented here, is 
similar to the approach proposed by Kabos et α/., but differs in that the calibration 
is based on well defined saturated states of the magnetization, which implies a well 
defined calibration procedure. 
5.3.2 · Determination of the generalized tensor components 
Determination of the generalized tensor components in eqns. 5.25 - 5.27 is done 
from measurements of the stationary and saturated states given in fig. 5.6. These 
values are used for the subsequent dynamic measurements. The contribution of Mz 
can safely be ignored since Mz is very small and the tensor components describing 
the polar effect are smaller, compared to the in-plane ones. An external field is 
used to saturate the magnetization of the film in three different directions and the 
second harmonic intensities are measured for different settings of the analyzer. 
These directions are given by: Mup and Mdown in the case of My. Mright and A/|Cft 
are the possible magnetization directions of Mx. 
With the analyzer in the p-direction and M switching between the two saturated 
transversal yWy-states, the corresponding SH-intensities are: 
/(2ω) - | Z
W " + x ; "
d d ( M y ) ^ f / ( ω )
2 (5.32) 
This equation contains three unknown: χ ^ ^ . χ ^ . φ ι · /(ω)2 is determined by 
an additional detection branch measuring second harmonic intensity fluctuations 
with a GaAs reference. The intensity difference for the two magnetization states 
(up and down) is proportional to: 4 · χ 0(Μχ evencos(|)t. The sum of these two inten-
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Figure 5.7: The polarization of the outgoing second harmonic photons as a function of 
magnetization state. In the case of a longitudinal magnetization, the polarization rotates 
(solid and dashed curves), as predicted by eqn. 5.25. A transverse magnetization changes 
the intensity (the dash-dotted curves). 
sities is proportional to: 2 · [(x'e v e n)2 + (x'o d d)2]. 
However, χ e v e n can be measured directly by saturating M in the x-direction and 
by using the p-setting of the analyzer (see eqn.5.25), as follows from the output: 
/ ( 2 ω Μ χ ' ^ η | 2 / ( ω ) 2 (5.33) 
This means that by measuring the signals for three different states of M at p-
position of the analyzer, χ e v e n , χ o d d and φι can be obtained. Note that the values are 
not the actual tensor components, as Fresnel coefficients are included. Therefore, 
JaiA 
only the relative value of Λ— can be obtained. These conclusions are visualized 
in fig. 5.7 where the magnetization is saturated in the four directions. It shows 
the SH-polarization dependence on the saturated magnetization states as a function 
of the analyzer setting. As predicted by eqn. 5.32, the intensity is changing with 
changing transverse magnetization. 
Additional measurements are required for the longitudinal configuration χ,00*1 
and φι. This time, it is better to switch the longitudinal component of M (see 
eqn. 5.25) at 45° analyzer setting. By a similar addition and subtraction of the two 
signals as above, -^^ and φ] can be obtained. 
The calibration of the M-components in Nijmegen was done by using the two 
saturated states of each component Mx and My, respectively. Due to the low con­
trast from the samples at which (χ o d d ) 2 was of negligible magnitude, the magneti­
zation state could be linearized between the two saturated states. The longitudinal 
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Figure 5.8: The experimental configuration used to probe the two in-plane components of 
M. The average intensity is measured at the photo-multiplier-tube (PMT). The polarization 
rotation is determined by modulation of the photo-elastic-modulator and measurement of 
the modulation signal by means of a lock-in amplifier. Note that the sample is rotated by 
θ = 90° in this figure to show the various magnetization directions 
component of Mx has been measured at an analyzer angle close to s (at a minimum 
position for one of the two longitudinally saturated states) to obtain maximum con­
trast for a 180°-rotation. 
By knowing the above parameters for a particular sample on a particular prob­
ing spot, it is possible to directly extract the in-plane magnetization from two series 
of measurements with different settings of the analyzer. However, this is not a very 
comfortable option since three complete series have to be carried out for com­
pletely resolving the three vector components of M. Moreover, the determination 
of the longitudinal component of M takes much more integration time, since the 
S/N at the ^-position of the analyzer is small. In the next section, a more efficient 
method based on the use of a Photo Elastic Modulator (PEM) will be presented. 
5.3.3 · Simultaneous measurement of the in-plane M-compo­
nents 
In this section, exact knowledge of the pseudo-tensor components by previous 
measurements is assumed. The procedure aims at the simultaneous measurement 
of both in-plane magnetization components. For that purpose, the signal is split 
into two parts with different types of signal processing. A PEM (photo-elastic-
modulator) is introduced into the laser beam in order to a) compensate intensity 
changes due to polarization rotations, originating from the sample and b) to de­
termine the amount of polarization rotation. The result is that the photomultiplier 
signal, being one branch, is only sensitive to My, whereas the other signal-path 
containing a lock-in amplifier detects Mx, by measuring the amount of modulation 
induced by the PEM. 
The experimental setup for calibration and measurement of an in-plane vec-
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tor resolved motion is given in fig. 5.8. As described in chapter 4, a femtosecond 
laser-pulse is used to probe the magnetic state of the system. This laser pulse, rep­
resented by the beam in fig. 5.8, is focused down to a spot of about 5 μηι in diameter 
by a microscope objective. A polarizer in front of the microscope objective is used 
to adjust the incoming polarization exactly to p. The second microscope objective 
serves as a collimator for the laser pulse and the generated second harmonic. The 
polarization state is now given according to the magnetization state of the sample 
and is represented by the rotated ellipse. 
Detection of Mv (PEM retardation setting) 
As shown in section 5.2.3, a p-incident laser pulse produces p-outgoing second 
harmonic due to the crystallographic contribution. A PEM is placed into the beam, 
with the optical axis of the crystal parallel to the /7-polarization state, and as a 
consequence no polarization-modulation is induced by the PEM. As soon as an s-
component is established, the polarization is modulated by the PEM with crystal-
frequency ƒ fixed to 50 kHz. 
After the PEM, an analyzer is set to 45° with respect to /?, thus maximizing the 
intensity change due to a polarization modulation induced by the PEM. However, 
the analyzer reduces the average intensity that is measured by the photo-multiplier 
tube (PMT) in combination with the photon counter (PC) by a factor of two. A 
NIM-pulse'5' is created by the photon counter for each counted photon and is fed 
into the lock-in amplifier. 
The electric field at the photo-multiplier tube is given by the product of the 
Jones matrices of the PEM and of the analyzer times the outgoing electric field 
from the sample. For the transverse component, the field becomes: 
3.*7·(2ω) « ± ( 1 ! ) ( % ' ? ) ( x ' c v c n + x ; l ( A # y ) ^ ) w 
ι / v'even_, yOdd(M \ /φ, \ 
Ε'ΡΜΤ(2ω) « 2 ( gevent χ ^ ^ μ , ) ' ( ω ) (5-34) 
hence independent of the PEM retardation. Γ(ί) is the time dependent retardation 
of the PEM, given by: FQ · sin cor, where FQ is the retardation amplitude in radians. 
In first order approximation, the odd tensor components depend linearly on the in­
dividual magnetization component, so that χ odd(My) = χ o d d • my, where nty = -^-. 
Furthermore, for simplicity all crystallographic contributions from the interfaces 
are represented by χ ''"'". A similar derivation of the electric field as used above is 
applied for a longitudinal magnetization. The electric field becomes: 
ι / v'even+v;oddmïe'[<t>i+r(oj \ 
4«7·(2ω)« - (̂  J w n + Joddw; e,^+r(0] J ^ ) (
5 · 3 5 ) 
Hence, the overall signal is given by: 
5National Instruments and Methods; amplitude: - = 0.75 V; adjustable width: 5 - 50 ns 
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1 / v ' e v e n + v ' o d d m /»'[Φι+Π')] + v ' l " l d t t i p"b< \ 
B™Tm~-2( £.»t2-„>+n4ä<,* )'(·>
 ,5·36) 
The average intensity at the PMT is given by the square of the electric field and 
the time average, indicated by < >, for the photo elastic modulator: 
ƒ (2ω) « I . < |x' c v c n + xJodd/«xe
,M"+r('>] + x [ o d c l m y ^ ' |
2 > -/(ω)2 (5.37) 
From the above equation it is obvious that the average intensity does not only 
depend on the transverse component of M, but also on the longitudinal compo­
nent. The latter rotates the electric field, resulting in a change of the projection of 
the electric field along the analyzer axis. Therefore, the average intensity of the 
second harmonic signal depends on the polarization state. Hence, a correlation be­
tween the two magnetization components will exist if the intensity changes while 
the polarization changes. If a parasitic signal due to Mx exists, My and as a con­
sequence, even Mx cannot precisely be obtained'
6^ as the average intensity cannot 
be used to normalize the lock-in signal to determine Mx. In addition, the intensity 
from the sample is expected to only depend on My. The PEM can be used to com­
pensate for this intensity-change. To achieve this for a small angle rotation, the 
PEM-retardation has to be set to the value of 2.41 rad that asymmetrically modu­
lates the polarization of the beam to achieve an average intensity that corresponds 
to no-rotation by A/x at an analyzer angle of 45°, i.e.: ^/ο(2ω). Thus the goal that 
only the transverse component (My) induces an intensity change is reached. 
Figure 5.9 provides an experimental confirmation of the above ideas and shows 
the intensity difference as a function of PEM-retardation for a magnetization that is 
switched in the longitudinal direction. This measurement has been done to obtain 
the real zero-crossing-retardation for this particular photo- elastic-modulator. The 
measurement shows a clear zero-crossing at a retardation value of 2.3 rad, which is 
slightly off the expected value of 2.41 rad. The origin of this discrepancy probably 
lies in the mismatch of the wavelength due to the wavelength-dispersion in the 
femto-second laser pulse or a bad PEM-calibration. Once, a constant intensity upon 
reversal of Mx is ensured, the measurement can be carried out. After calibration, 
My can then be determined via eqn. 5.32. 
Detection of Mx 
Measurement of the longitudinal components requires prior additional calibration 
of the lock-in signals at the two saturated states for the longitudinal component. 
Therefore, the analyzer has to be set to 45° to maximize the obtained signal and the 
right retardation settings of the PEM have to guarantee a constant average intensity. 
('A technique that uses two lock-in amplifiers to cancel the intensity-dependence of the lock-in 
signal does only work for the determination of Λ/χ but not simultaneously for M^. By this technique, 
one reference, that is the average signal, is used to directly obtain My and indirectly obtain Μλ 
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Figure 5.9: The change in intensity is plotted as a function of the photo-elastic-modulator 
retardation. The magnetization is switched between the two saturated states of Mx (Miefl 
and M righi)) 
The calibration measurement is done by determining the lock-in signal at the two 
saturated states for the longitudinal magnetization (Mx). The rotation and ellipticity 
of the polarization can be determined by measuring the 2f or /-signal with the 
lock-in amplifier, respectively. 
For a small rotation of the polarization, the lock-in signal is equal to a con­
stant times the average second-harmonic intensity and polarization-rotation angle 
Θ: lock-in-signal = 5 = ΚΘΙ. © is given by: ©r + /©ε, where ©r is the rotation and 
©e is the ellipticity. Κ is a conversion coefficient. The angle of rotation is given by 
the angle between the .v-component and /7-component of the electric field, which, 
as follows from eqn. 5.25, equals: 




x ' e v e n + 5 c J o d d ,φ, 
(5.38) 
where mx = jf. For small rotation angles, the tan ' can be approximated by its 







The calibration discussed above yields the conversion constant K. By using 
eqn. 5.38 in the small angle approach, ©o at saturation (mx = ±1, my = 0) equals: 
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Figure 5.10: Two hard-axis dependencies as measured by MSHG, at which a prior calibra­
tion was performed to calculate the in-plane Af-components from the data for a sample with 
low contrast and large contrast (inset). The low contrast measurements were performed 
on a Ta5NiFe75Cu5-multilayer on glass, were the numbers indicate the individual layer 
thickness in nm. The high contrast measurements were performed on a TalNiFe50Cu5 
multilayer on Sapphire. Both measurements were done by probing through the substrates. 
Θο~± 
x; o d de'· ' 
y'even 
(5.40) 
so that Κ = g^_ directly results from the measurements of the intensity /o and the 
lock-in signal (5o). By combining eqns. 5.39 and 5.40, mx can be expressed in the 




+ ^ o d d m y e
/ l 
+ χ; o d d m y e '
, 5 / o W x e v e n 'M 
Sol) \ X'e v e n 
for rotation (5.41) 
for ellipticity 
where IQ and So are the intensity at the PMT and lock-in signal for the saturation 
measurement, respectively. SR(z) and 3(z) are the real and imaginary parts of the 
above expressions. Note that for calculation of mx from the data, the magnetic 
tensor component χ°άύ and the phase relation e"^1 do vanish due to the calibration 
procedure. Only the transverse parameters obtained from the calibration procedure 
and the lock-in signals are necessary to obtain the longitudinal component of M. 
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Application of Vector Resolved Measurements 
The validity of the above measurement scheme will be demonstrated by a very sim-
ple coherent quasi stationary rotation. Figure 5.10 shows the two in-plane compo-
nents as well as the magnitude of the magnetization for an external field along the 
in-plane hard axis of a thin film. After performing the calibration, the two in-plane 
components of M could be measured during coherent in-plane rotation. The figure 
shows the x-component, the y-component and the calculated absolute value of M. 
The absolute value of M stays constant upon reversal of the magnetization and the 
obtained hard-axis response shows a dominant Stoner-Wolfahrt behavior" of the 
magnetization. 
Though the demonstration is very convincing, a drawback of the method should 
still be mentioned. The present sample was a 50 nm Permalloy (NisiFeig) thin 
film, covered by 5 nm Tantalum that significantly reduced the magnetic contrast 
and therefore the signal to noise for the magnetic signal. The inset of the figure 
shows a hard-axis dependence that was obtained from a magnetic thin film with a 
1 nm cover layer of Tantalum. Note that the contrast reversed sign as compared 
to the thick capping layer. The magnetic contrast significantly increased and so 
did the signal to noise. However, at small signal amplitudes, the noise starts to 
dominate, which is seen in the hard axis loop for negative fields. The signal to 
noise for positive bias fields is much better. Therefore, the experimental scheme 
can preferentially be used to probe magnetization dynamics for small excitation 
angles (no 180° rotation). If the excitation angle gets too large, the signal to noise 
decreases. On the other hand, a sample with small magnetic contrast can be used 
to probe large angle excitations and reversal of the magnetization. Furthermore, a 
small magnetic contrast makes (xodd)2 negligible and the signal depends linearly 
on M. However, in this case the integration time has to be much longer for the 
same S/N. 
In conclusion, the presented calibration method is very powerful to measure 
the in-plane components of M, neglecting a polar contribution in the polarization 
rotation. By simple measurements at saturated states, the necessary parameters are 
obtained and a comfortable separation of the two in-plane components is achieved 
by two independently, but simultaneously applied measurement techniques. 
5.4 · Conclusion 
This chapter revealed the possibilities of the Magneto Optical Kerr Effect (MOKE) 
and Magnetization induced Second Harmonic Generation (MSHG) to vectorially 
resolve the motion of M. It could be shown that MOKE is a perfect candidate 
to probe the out-of-plane component of M due to its sensitivity for this particular 
component. Further, MSHG has been presented as a tool to study in-plane rotations 
of the magnetization. Its power lies in its simple use and ease to separate the vec-
torial in-plane components by one single measurement. It could be shown that for 
precessional motions in thin magnetic films induced by short magnetic pulse fields, 
MSHG is a powerful tool to observe the induced processes and the absolute value 
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of M. Thus, a three dimensional motion of M can be obtained by a combination of 
linear polar MOKE and MSHG 
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Chapter V y 
Experiments of Controlled 
Dynamics 
So far, the macrospin-dynamics due to in-plane pulse field excitations and the ex-
perimental prerequisites, necessary to observe this time-resolved motion have been 
discussed This chapter deals with the final experimental results of controlled mag-
netization dynamics The observation of a controlled magnetization-reversal in 
thin magnetic film elements is presented and discussed in detail ' 2 By now, sev-
eral groups have obtained precessional reversal by magnetic field pulses ,_6 Before 
presenting the controlled reversal the magnetic elements will be characterized and 
the validity of the pulse-shaping technique will be tested which is based on two in-
dependently triggered photoconductive switches as presented in section 4 2 1 ' 7 8 
These latter experiments were carried out in Nijmegen, were the controlled rever-
sal of magnetic elements was an issue of primary interest To continue this line 
of research, systematic studies on the spin dynamics due to intense magnetic field 
pulses and small bias fields (i e large angle excitations) have been performed at 
NIST* ''/Boulder, CO This part of the study is focused on the reversal process 
of real devices in which M may happen to start or end up in a soft (isotropic) 
state with high permeability, characterized by a zero-frequency response While 
passing a soft state, the system is dominated by local inhomogeneities and there-
fore incoherent spin dynamics can be expected, as observed by Silva et al9 and 
Hiebert et al10 As incoherent dynamics play a crucial (and usually disturbing) 
role for precessional processes, a systematic study on the occurrence of incoherent 
processes is called for The studies, presented here, have been performed by us-
ing the Pulsed-Inductive-Microwave-Magnetometer (PIMM) and the time-resolved 
Magnetization induced Second Harmonic Generation (MSHG) setup, presented in 
sections 4 3 and 4 1 4 The PIMM allows to measure the average damping and fre-
quency of the system, subjected to an in-plane magnetic held pulse, with a high ac-
National Institute for Standards and Technology 
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curacy, so that necessary system-parameters can be determined with high accuracy. 
In contrast to the PIMM, the MSHG-setup allows to measure the spin-dynamics lo­
cally (confined by the spot-size of about 5 μτη). 
6.1 · Small Angle Excitations 
In this section, the precession dynamics for weak excitations, initiated by single 
field pulses and shaped pulses, generated by photoconductive switches are going 
to be discussed. The weak excitation experiments reveal the basic behavior of the 
magnetization due to in-plane pulse fields and allows the extraction of important 
system parameters, such as the damping and anisotropy constants. Knowing the 
system parameters, a field pulse reconstruction can be performed. 
For small angle deflection experiments the magnetic elements were 32 nm, 
16 nm and 8 nm thin Ni^iFeig films, fabricated by magnetron sputtering and 
located on top of the center-conductor of the waveguide (see fig. 4.13 in sec­
tion 4.2.2). For these small-angle-excitation studies, the element's shapes were 
rectangular and their lateral dimensions were about 10 χ 20 μιτι. The elements are 
covered by a 3 nm Cr layer to prevent corrosion of the magnetic layer. In addition, 
the elements were electrically isolated by a 100 nm thin SÌO2 layer from the center 
conductor. The Permalloy element's dimensions are smaller as compared to the 
center-conductor width, located at the middle of the conductor and close to its sur-
face so that a homogeneous and in-plane field inside the element is ensured. First 
the magnetization responses due to a single pulse excitation will be given. Sub-
sequently, the frequency-bias field dependence and the precession amplitude as a 
function of field pulse strength are presented. After that the real power of this pulse 
shaping technique is demonstrated, involving control and complete termination of 
the precessional motion. Finally, a field pulse reconstruction is given for the case 
of a controlled precessional motion, involving a shaped magnetic pulse field. 
6.1.1 · Single Pulse Excitation 
Figure 6.1 shows the magnetic response of a 16 nm thin NigiFeig film that is in-
duced by a single pulse in-plane field of ss 700 ^ peak-strength, along the y-axis, 
perpendicular to the in-plane bias field, along the x-direction and which was equal 
to 7.5 ^ . The field pulse was initiated by using the two photoswitches acting as a 
single switch with equal bias voltages, simultaneously excited by one laser pulse. 
The dynamics shown was investigated by time-resolved detection of the Kerr rota-
tion (see fig. 5.2) by means of a balanced diodes scheme. The data shown in fig. 6.1 
represents the z-component of the magnetization precession only. That is due to 
the fact that in the present experiment a large bias field and a weak excitation was 
used. Therefore the change of the longitudinal (Mx) component is small and hence 
the contributing longitudinal Kerr signal due to a change in Mx can be neglected 
compared to the strong polar Kerr signal, induced by Μ ζ .
( 2 ' 
-Note lhat for Ihe Permalloy elements a transverse linear MOKE signal could never be observed 
throughout the hole studies. 
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Figure 6.1: Precession of a 10 χ 20/<m rectangular Permalloy film with 16 nm thickness as 
measured by a time-resolved pump-probe MOKE experiment at an 45 ""-angle of incidence. 
For this measurement the bias field was 7.5 ^ (94 Oe). The solid line shows the LLG 
simulation for the given system. The dashed line shows the shape of the magnetic field 
pulse as derived from this simulation. The peak value is: ho = (700 ± 100)^, the decay 
time is (600 ± 100) ps and the rise-time could estimated to lie between 10 ps and 60 ps 
Figure 6.1 shows a clear oscillatory behavior. The oscillation frequency is 
about 3 GHz, whereas the relaxation of the system takes place within a couple of 
nanoseconds. For reversal, low bias fields are required at which the oscillation 
frequency tends to drop. However, a switching pulse field with a strength of the 
same order of the bias field used above (w 8.0 ^ ) , will cause the system to move 
at about the same frequency. Also in that case similar oscillations as in fig. 6.1 will 
occur and suppression of those require the previously introduced pulse shaping 
technique. 
The shape of the magnetic field pulse can be derived from these data via fits 
based on the LLG equation and is described by: (cf. eqn. 4.3): 
Ut) = ho[l-e-t^]3e -ι ha (6.1) 
where h^ is the maximum field pulse amplitude, Tr is the rise time and id denotes 
the decay time of the pulse. Fitting the LLG model to the data, the pulse-parameters 
could be estimated to be: AQ = (700± 100)^ and xd = (600± 100) ps. The rise 
time of the pulse could be estimated to lie between 10 ps and 60 ps. Note that this 
rise-time is the time, represented by Tr in equation 6.1. The real rise-time at which 
the field pulse reaches the value (1 - e _ ' ) is about two times longer, (cf. eqn. 4.3 
in section 4.2.1). The fit also provided the saturation magnetization of the film and 
116 CHAPTER 6. EXPERIMENTS OF CONTROLLED DYNAMICS 
the value of Ms = (800 ±20) ^ was confirmed by additional VSM measurements. 
The Gilbert-damping of the film was found to be 0.008. In the simulation presented 
here a 700 - field pulse with a rise time of 30 ps and a decay time of 600 ps was 
used. 
For small angle excitations, the precession frequency is given by the Kittel 
equation (eqn. 2.36), where H^ represents an effective field in the x-direction that 
includes the sum of all internal fields, and in this particular case includes the in­
duced and the shape-dependent magnetostatic anisotropy of the thin film element. 
As many as possible of these parameters have also been determined by separate 
measurements and estimations. HQ is the applied bias field. H^ was determined 
by measurements of the hard axis hysteresis loop of the element that could be 
well described by two uniaxial anisotropy constants for a second order anisotropy 
K\ = 520 -^ and Kj = -300 Λ , where its energy is given by: 
£ = -Ä: ICOS2 (<)) ) - / ! :2COS4 (<| ) ) (6.2) 
where φ is the in-plane deflection angle with respect to the x-axis. This yields an 
effective anisotropy field of 159 £ (2 Oe) along the long axis of our element for 
small excursions from the equilibrium state. This field is small compared to the 
shape anisotropy field, which can be calculated for the central region of a rectan­
gular film (cf. eqn. 2.30). The demagnetization factors are: yVx = 0.0002; yVy = 
0.0009 and Nz = 0.9989. This gives rise to a magnetostatic field contribution of 
Ms-[Ny-Nx] = 560^. 
K\ and K2 represent all anisotropics of the element. Non-uniformities, like 
shape effects reflecting themselves in magnetostatic and magnetoelastic contribu­
tions could well be the origin of the higher order term and the deviation from the 
first order uniaxial character. 
Figure 6.2 shows the bias field dependence of the precession frequency. From 
eqn. 2.36 it follows that the square of the precession frequency depends linearly 
on the applied bias field and that the anisotropy field of the film element can be 
obtained on the basis of the intersection with the horizontal axis for ω = 0. The 
figure also shows the Kittel-dependence (solid line), with Ms = 800 ^ and H^ — 
159 JJJ, revealing good agreement with the measured data. For low bias fields, 
the data deviates from the theoretical curve, because of the field pulse, which is no 
longer negligible and gives rise to a noticeable increase in the precession frequency. 
The longitudinal contribution to the MOKE signal 
Figure 6.3 shows the magnetization response of a 32 nm thin, rectangular, Permal­
loy film, subjected to various field pulse amplitudes. The applied bias field was 
kept low (400 ^) to study the influence of a longitudinal contribution to the Ken-
signal. The applied voltages were varied from —10 V to +10 V. From the curves, 
a nearly linear dependence of the precession amplitude on the applied bias-voltage 
can be observed. At large deflection angles, the absolute values for the maximum 
Kerr rotations for opposite voltages of equal magnitude start to deviate, revealing 
a longitudinal contribution to the Kerr rotation. For this specific configuration (i.e. 
6.1. SMALL ANGLE EXCITATIONS 117 
frequency vs. bias field 
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Figure 6.2: Frequency dependence on the bias field for a 16 nm thin, 10 χ 20 μιη rectan­
gular Permalloy film, excited by a « 700 —peak field pulse. 
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Figure 6.3: Response-Amplitude dependence on the magnetic field pulse strength, mea­
sured on a 32 nm thin 10 χ 20 ^m rectangular Permalloy film, probed by linear MOKE at a 
45° angle of incidence. The field pulse was generated by applied bias-voltages in the range 
kA from -10 V to +10 V, where 10 V corresponds to a field pulse peak of about 2.4 ^ 
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low bias field and large pulse fields), Mz is at its maximum, when My is (when Mx 
is zero). The difference of the maximum Kerr-amplitudes (AQ), obtained by two 
measurements opposite and high voltages gives an indication of the longitudinal 
contribution at the moment when Mx is zero. The contrast, reflecting the contri-
A — A 
bution of longitudinal signal to the total signal, is given by -p—-%, obtained for 
At) Ί-Α(| 
the measurements done at 2.4.6.8 and 10 V is equal to: 0.16.0.16.0.17,0.13 and 
0.12, respectively. This contrast decreases with increasing pulse amplitude, as the 
contributing longitudinal signal is constant, whereas M7 still depends on the pulse 
amplitude. This can be seen in the inset of fig. 6.3, where the absolute value of the 
maximum excitation due to the individual excitation pulses is plotted. For large an­
gle excitations (i.e. large voltages) the difference between the two curves becomes 
constant. 
From this one can conclude that the contribution of the longitudinal Kerr sig­
nal can be neglected in two cases: if the angle of excitation is so small that Mx 
does not change (see fig. 6.1) and in the case of large angle deflections, when the 
pulse produces a large polar magnetization component, dominating the Kerr sig­
nal. However, bear in mind that at maximum in-plane deflection, in the case of 
reversal, the polar component gets zero and the longitudinal component dominates 
the signal. 
In addition, this amplitude dependent measurement confirms the assumption 
that an arbitrary field pulse amplitude can be achieved by choosing arbitrary bias-
voltages at the photoconductive switches which is of primary importance for the 
pulse shaping, to be discussed next. 
6.1.2 · Shaped Pulse Excitations 
Using two field pulses, separated at an arbitrary delay in time, at which arbitrary 
voltages serve as a control of the pulse amplitude, control of the precession is pos­
sible. The power of this field pulse shaping technique will now be demonstrated. 
Controlling and stopping of the system's motion will be discussed in detail. The 
present results form the foundation for the understanding of controlled reversal of 
magnetic films. Note that results, being the reconstruction of the field pulse shape 
have been used to explain the following results. The method of field pulse recon­
struction will be discussed in more detail later on in this chapter. 
Trapezoidal Field Pulses 
Figure 6.4 shows the individual response due to individual field pulses and also 
their combined effect, as observed by polar MOKE, with an angle of incidence 
of 0° for a rectangular magnetic element of 8 nm thickness. The dashed line a) 
corresponds to the signal from excitation by the first switch at which a positive 
voltage is applied. The response given by the solid line b) is due to the pulse from 
the second switch. The two excitations a) and b) are separated by 180 ps in time 
and their amplitudes were 2.0 ^ (25 Oe) and -1.6 ^ (-20 Oe), respectively, 
derived from fits to the data. The applied bias field was equal to 720 - (9 Oe). 
The dash-dotted line in the lower graphs corresponds to the system's response 
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Figure 6.4: Dynamics oi'Mz in a 8 nm thin 10 χ 20//m tin Permalloy film due to two single 
magnetic field pulses of opposite sign (upper part a. and b.) and due to their combined 
effect (lower part c. and d. )' 
due to the combination of these two pulses. The graph shows that the motion is 
highly accelerated due to the sudden increase in the torque acting on M, directly 
after launching the second pulse. In this particular case, the second pulse was 
initiated at the very moment when M was at its maximum excursion out of the 
thin-film-plane. 
The torque is increased, as at maximum z-deflection, the in-plane magnetiza­
tion has a minimum angle with respect to the in-plane component of the effective 
field, hence the out-of-plane torque component is small. Changing the pulse field 
to lower values, results in a sudden increase in the in-plane angle between M and 
in-plane effective field and as a consequence in the out-of-plane torque, i.e. dM, at 
The dotted line d) in the lower graph of fig. 6.4 represents the superposition 
of the individual excitation-data of the first pulse a) and the second pulse b). A 
difference between the superposition d) and the experimentally observed response 
due to the shaped pulse c) can be observed. The superposition of the two currents, 
as described in section 4.2.1 applies, as low laser power excitations have been 
used to accomplish the pulse shaping. The deviation between the curves c) and 
d) originates in the non-linearity of the magnetic response and the two different 
states the magnetization is in while launching the second pulse, respectively. The 
integral torque determines the final position of the magnetization. As the integral 
torque strongly depends on the initial state, two different responses can be expected 
from two different initial states. 
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Stopping of precession motion 
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Figure 6.5: Stopping the precession of M in a 8 nm thin 10 χ 20 ̂ m rectangular Permalloy 
element is achieved by using two pump-pulses of 2.2 ^ and — 1 ·6 ^ respectively sepa­
rated in time by exactly one precession period (here 502 ps). The bias field was equal to 
3.9 ^ to guarantee a homogeneous small angle excitation. The upper graphs show the re­
sponse due to individual field pulses. The lower graphs show the combined effect leading 
to almost perfect suppression of ringing. The open circles of one of the lower graph is the 
sum of the individual excitation data and completely overlaps with the experimental results 
obtained for the combined effect (dash-dotted line).' 
The latter example shows that control of the precessional motion is possible on 
a picosecond timescale and possibly suited to stop the system's motion at a state 
of static equilibrium, which is the case after one full oscillation, when M passes 
the thin-film plane as shown in fig. 6.5. A large bias field was used to ensure a 
homogenous motion of the whole element. The initial excitation was induced by a 
2.2 ^ field-pulse. The response is represented by the dashed line. The quenching 
pulse follows the first pulse 502 ps later with an amplitude of —1.6 —-. The re­
sponse to the latter stimulus only is shown by the solid line. It compensates, i.e. it 
quenches, the field due to the first switch at its trailing edge. The response due 
to the shaped trapezoidal pulse is represented by the dash-dotted line and a clear 
stopping of the system's motion can be observed after one full round trip when M 
passes the thin film plane. At this moment the vertical demagnetizing field is zero, 
and the in-plane quenching-pulse aligns Hef[ approximately parallel to M. This 
compensation is almost perfect due to the exponential character of the decay. Tiny 
oscillations are still present after stopping the precessional motion, due to the in-
plane offset-angle of M with respect to the bias field. After one full round trip. My 
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has reached negative values due to the discrepancy between the much lower pulse 
field decay time (ss 400 ps), compared to the system relaxation, which is in the 
order of 1 ns. As discussed in chapter 3, oscillations due to the remaining torque 
are expected to be of small amplitude. A perfect stopping of the motion (compare 
with data at negative delays) is possible by adapting the field pulse decay time to 
the system's damping (cf. eqn. 3.1) or by using a two-finite-width pulse technique, 
as presented in section 3.3. 
In this last case, the non-linearity of the motion due to differing initial states 
plays a minor role because the excursion from equilibrium due to the first pulse 
at the moment of launching the quenching pulse is small and hence the difference 
in integral torque is small too. Thus, the open circles in fig. 6.4, representing the 
superposition of the two independent signals, show no difference with respect to 
the shaped field excitation, revealing that the magnetization-state is practically the 
same when the total field is quenched. 
This demonstration and observation of controlled precessional motions consti-
tute an important milestone for controlled precessional reversal. It has been shown 
that Field Pulse Shaping is possible on a picosecond timescale. Furthermore it 
could be demonstrated that control of the magnetization motion is very accurate by 
this pulse-shaping technique. 
6.1.3 · Field Pulse Reconstruction 
Exact knowledge of the magnetic pulse field is extremely important to control the 
magnetic system. A precise characterization could have been achieved by direct 
sampling of the field pulse shape by a time-resolved Magneto Optical method' l~13 
or by directly probing the current pulse by using a photo conductive sampling tech-
nique14-20 or with a picosecond STM.21 However, another possibility of determin-
ing the field pulse is by reconstruction the field shape from the measured magnetic 
responses. 
The reconstruction is based on the LLG-formalism where the applied magnetic 
field is retrieved from the z-component of the magnetization only by measuring the 
pure polar Kerr signal at normal incidence. For a small angle excitation ( ^ = 0) 
and Ms » HQ, one can derive a second-order differential equation that by integra-
tion reveals the field pulse shape. From eqn. 2.7, it can be derived: 
dAp(f) l+cc2 d2M, dM7 — ^ = - — - ^ + a—^ + yHoMz (6.3 dt yMs dt2 dt 
While measuring the polar-component, Mz, ^ and ^ ^ are known quantities. 
Assuming that all system parameters stay constant during the measured response, 
reconstruction of the field pulse is possible. 
Figure 6.6 shows the reconstructed pulse fields for the data, shown in fig. 6.4. 
Though the data look noisy, due to the determination of the time-derivatives of M7, 
the shape of the individual pulses can be extracted. The rise-time can be deter-
mined to be less than 16 ps, as this is the time difference between two subsequent 
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Figure 6.6: Reconstruction of the magnetic field pulse via the polar component of the 
magnetization, measured on a 16 nm thin, 10 χ 20/im rectangular Permalloy element. 
datapoints. The decay-time can be estimated to be equal to 400 ps. The shaped 
magnetic field pulse (dashed line) is quenched within a time that is equal to the 
rise-time of the quenching pulse (dotted line). The shaped field pulse overshoots 
to negative field values, as expected from the sum of the individual responses. 
In conclusion, the GaAs-photoswitch technique is very well suited to establish 
a shaped magnetic field pulse with a rise-time of about 10 ps and a quenching time 
of the same order and therefore enables to effectively suppress the ringing-effect 
after reversal. In addition, this technique enables to acquire relevant system param­
eters that are necessary to describe the system by phenomenological models, such 
as the LLG-formalism. Furthermore, good agreement between theoretical calcula­
tions and the obtained data was found. This constitutes the basis for further studies 
concentrating on the reversal properties of thin magnetic films, where shaped and 
high intense magnetic field pulses are required. 
6.2 · Reversal of Magnetic Elements 
In contrast to the prior experiments, for the switching experiments the patterned 
magnetic structures are elliptically shaped, 8 nm thin Permalloy films. The elliptic 
shape was chosen in order to achieve a uniform demagnetization field inside the 
elements that is expected to facilitate uniform switching. Large non-uniformities 
cause an incoherent magnetization rotation, and may therefore lead to unsuccessful 
switching attempts. The anisotropy easy-axis, that was induced by applying a DC 
field during sputtering was carefully aligned parallel to the long axis of the element 
to enhance the shape effect. Thus, two stable static states along the long axis 
of the element are created. The long and short axes of the element under study 
were 16 μπι and 8 μιη, respectively. The element is situated on top of the center 
conductor, just in front of the tapering (see also fig. 4.13). 
A large angle excitation is achieved by applying a 5 6 ^ (70 Oe) amplitude 
field-pulse and a bias field of only 800 £ (lOOe). The bias field is strong enough to 
evoke a uniform initial magnetization state, while the elliptical shape of the element 
guarantees uniformity of the demagnetizing field and thus uniformity of the torque 
on the spins as long as the motion is coherent. For fast switching, coherence of the 
system is indispensable, implying that the magnitude of the mean magnetization in 
the spot area does not change To verify the coherence of the rotations, all three 
magnetization components were measured, the in-plane ones by means of MSHG 
and the polar component by the polar MOKE. 
Figure 6.7 shows the data obtained for the large pulse excitation, where a 160°-
rotation of M can be observed. The in-plane projection of M, shown in fig. 6.8 
clearly shows that the magnetization is coherent inside the spot area, because the 
magnitude of M is unchanged. Note that the polar component is negligible as fol­
lows from the non-changing amplitude of the in-plane magnetization component. 
The motion of M to its maximum deflection of 160° takes about 300 ps. The dy­
namics of the individual components, shown in fig. 6.7, show the ringing of the 
magnetization motion after reversal. The bias field in combination with the ringing 
effect cause M to flip back and to end up in the initial state It is this ringing that 
may lead to unwanted back-switching of magnetic elements after reversal. 
The coherence of the rotation of the whole elliptical element has been further 
verified by carrying out vector-resolved measurements of M for five different spots 
on the element. The measurements are presented in fig 6.9. The two in-plane 
components are presented in the upper two graphs which show the large angle 
excitation with a maximum excursion of M after a mean time of about 300 ps, in­
dicated by the dashed line in fig. 6.9. The lower graph shows the polar component 
of M, illustrating that at maximum in-plane excursion, the dispersion in passing 
the thin film plane for the magnetization in all five points is smaller than 25 ps. 
From these observations, a degree of incoherence that is as low as ±5 % can be 
deduced. Of course, the spatial resolution is limited by the optical laws. In partic­
ular, this resolution is far too low for the MRAM'3' elements which have typically 
submicron dimensions. A high degree of coherence is necessary for a successful 
suppression of the ringing in the entire element after reversal. The exact study 
of the nature of the reversal of those kind of elements remains waiting and needs 
more sophisticated techniques, involving high-resolution microscopy. However, 
attempts involving microscopy have already been carried out.4 2 V 2 7 
Figure 6.7 shows that a strong excitation pulse (here 5 6 ^ ) alone is not suf­
ficient to obtain switching as the combined fields that act on M at its maximum 
excursion (« 160°, i.e. almost reversed) give rise to a torque that drives M back 
to its starting direction. To obtain a real reversal, a shaped pulse is needed using 
1Mdgnetic Random Access Memory 
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Figure 6.7: Large angle excitation of a 8 nm thin 8 χ 16^m elliptically shaped Permalloy 
element due to a 5.6 ^-peak field pulse, probed by vector-resolved magneto-optics. The 
applied bias field was equal to 800 ^ . 2 2 
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Figure 6.8: In-plane projection of \M\ for the large angle excitation, shown in fig. 6.7 for a 
8 nm thin 8 χ 16/<m elliptically shaped Permalloy element. Ho — 800 ^, field pulse peak: 
5.6 i^.22 
m 
a quenching pulse. The delay of this quenching pulse must be adjusted in such a 
way that the motion is stopped at half the precession period. 
Figure 6.10 shows the response of the magnetic system with (solid lines and 
filled circles) and without (dashed lines and open circles) such a quenching field 
pulse. The quenching-field is launched at maximum in-plane excursion from the 
initial state, so that its cancellation becomes effective when Mz is zero and M is 
reversed. The two graphs show the in-plane components of M. The solid and 
dashed lines are guides to the eye. A clear magnetization reversal, now followed by 
a complete stopping of the motion and thus suppression of the ringing is observed 
when the quenching pulse is sent. Note that the signal for the MK component 
(perpendicular to the field pulse) changes from 90 % to 10 % in about 200 ps. 
The actual reversal, however, takes about 300 ps, which is still about an order of 
magnitude faster than the natural damping, with a typical time-constant of 1.5 ns 
(see fig. 6.1). 
These results show that by proper engineering of magnetic field pulses very fast 
switching of magnetic elements is possible. Using multiplexing of many parallel 
pulses, this would imply tremendous opportunities for applications in MRAM de­
vices (see also chapter 7). So far state of the art electronic pulse generators have a 
hard time to generate the required short (100 ps) current pulses. In particular, their 
temporal stability (jitter) is often of the same order as the required pulse width 
thereby hindering perfect suppression of ringing. For the presented technique on 
the contrary, the only source of jitter are variations of the optical path length that 
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Figure 6.9: Magnetization response at five different locations of the 8 nm thin 8x16 μηι 
elliptically shaped Permalloy element for a 5.6 ^-excitation pulse and a bias field of 
800 ^. 2 2 
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Figure 6.10: The two in-plane components of M; upper graph: Mx: lower graph: My. 
M was subjected to a strong excitation. Without a quenching pulse (dashed line, open 
circles) and with a quenching pulse (solid line, solid circles), at which the motion of M 
is terminated and finally reversed for a 8 nm thin 8 x 1 6 /<m elliptically shaped Permalloy 
element, pulse-peak-amplitude: 7.2 ^ , HQ = 800 ~.22 Note that the lines are a guide to 
the eye. 
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are restricted to the femtosecond regime. 
6.3 · Large Angle Excitations in Extended Films 
In the preceeding sections, results regarding the control and reversal of laterally 
confined magnetic elements have been presented. This section will deal with large 
angle deflections, initiated by simple step pulses in unpattemed thin films. The 
relevant system parameters have been measured with high accuracy. Bias field 
and pulse field dependent measurements were performed with the PIMM and the 
MSHG-setup, revealing differences in averaged and local responses. For low bias 
fields, the vectorized Bloch-Bloembergen model is used to fit the data. Both exper-
imental methods indicate this model as appropriate for fitting the data at low effec-
tive fields, where the anisotropy dominates the spin-dynamics. Furthermore, a dis-
crepancy between the statically measured and dynamically determined anisotropy 
has been observed. 
The elements investigated in Nijmegen were rectangular or ellipsoidal shaped 
and 8.16 or 32 nm thick. These structures are devices and are of great practical 
interest. On the other hand, processing and patterning of these elements is quite 
complicated and time consuming. In addition, the large number of lithographic 
steps lead to a loss in the usable elements. To enhance the yield of usable devices, 
a reusable waveguide structure was developed on top of which a substrate with 
the desired magnetic system can be placed (see fig. 6.11 ) and which can easily 
be interchanged. This technique makes systematic studies on various magnetic 
systems much easier, as only one waveguide is needed, which is well characterized. 
Preparation and Observation 
The magnetic structures under consideration in this section are unpattemed 50 nm 
thin magnetic Permalloy films, deposited on Sapphire substrates with a 1 nm Tan-
talum buffer layer. The Permalloy film was covered with a 5 nm thin copper layer. 
The samples are put upside down onto the waveguide. In this configuration, the gap 
between the waveguide and the magnetic film is smallest, such that the amplitude 
of the magnetic field and its homogeneity in the magnetic film is greatly enhanced. 
On top of the waveguide structure, a thin polyamide layer is placed to prevent an 
electrical short between the waveguide structure and the sample. 
While probing by means of MSHG, the laser pulse has to travel through the 
substrate, probing the magnetic film from the backside. Heat, developed at the 
sample interface has to be transferred into the substrate. To minimize any heat 
accumulation that might reduce \M\, a heatsink is used; in this case Sapphire is 
used being a good heat conductor, compared to glass*4'. The uniaxial anisotropy 
axis of the films are directed either parallel or perpendicular to the center-conductor 
of the waveguide. 
4Sapphire shows birefringence under some experimental conditions. In the present studies, the 
influence of the substrate on the second harmonic polarization was checked and no influence was 
found 
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Figure 6.11: Demagnetization fields are created, due to the limited excitation area. Upper 
figure: the sample on top of the waveguide; lower left figure: initial state of M, pointing 
along the x-axis. lower right figure: excited state of M for two different regions. Region I: 
excited area above the center conductor of the waveguide; Region II: rest of the of sample, 
remaining in the initial state. 
The easy-axis anisotropy was determined to have an H^ equal to 231 ^ (2.9 Oe), 
characterized by a series of B-H-looper measurements with applied easy axis bias 
field. However, by performing MSHG hysteresis measurements at different lo­
cations of the sample, it turned out that the sample had a slight dispersion of its 
easy-axis direction. Figure 6.11 shows the sample lying on top of the waveguide 
structure. The magnetic pulse field only excites the magnetization above the center-
conductor. This leads to demagnetization effects inside the magnetic film, as only 
the magnetization in the excitation area is responding to the pulse field. This leads 
to an additional contribution to the free energy that will be discussed below. 
Theoretical Corrections 
Magnetostatic pulse-field-confinement-correction 
As shown in fig. 6.11, the thin film consists of two regions with different mag­
netization orientation, when being excited by the magnetic field pulse. Therefore, 
one must distinguish these two regions: region I, covered by the center-conductor 
and the remaining portion of the magnetic film (region II). In the latter part, the 
magnetization is adjusted by the bias field only and causes a normalized compo­
nent Wy of the magnetization perpendicular to the strip line. The same magneti­
zation direction is found in region I when no strip-line field is present. With pulse 
field, the normalized component of the magnetization perpendicular to the strip 
line equals mj,, causing an additional magnetostatic energy contribution equal to: 
Em = - ί ί 2 2 ± - Κ - m\) m\ (6-4) 
where δ is the film thickness and w the width of the center conductor. This energy 
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has the character of an additional uniaxial anisotropy when m is zero. This is the 
case when the easy axis is parallel to the center conductor and when Ho > H^ in the 
case when the easy-axis is perpendicular to the center conductor. In cases, when 
HQ < Hy and the easy axis is perpendicular to the center-conductor this term does 
not have a pure uniaxial character, as m'1 is non-zero. Depending on the mutual 
magnitude of w' and m'1, the energy modification can be negative or positive and 
therefore modifies the stiffness of the system. For the present studies, only cases 
when the easy axis and the bias field are aligned parallel to the center conductor 
are considered, so that ΕΆΜ can be represented by: 
μοΜΐ δ , , μοΜ} δ . 2 £add = —ζ mm=— sin φ (6.5) 
2 W ' ' 2 W 
where φ is the in-plane rotation angle. This additional energy contribution can 
also be represented by a demagnetization factor. By application of eqn. 2.30, 
the demagnetization factor can be calculated, in the case of a 130 μνη wide cen­
ter conductor and a 50 nm thin film: Ny = 2.4· 10~4, which is only applicable 
in the dynamical case'5'. In that case, the effective 74 equals: 231 ^ (2.9 Oe) 
+2.4 · 10~4 · Ms « 421 £ (5.3 Oe). In the case of PIMM-measurements, the de­
magnetization factor is determined with the center-conductor width of 500 //m and 
is equal to: /Vy = 0.6 · 10"
4 . In that case, i/k becomes: 278 £ (3.5 Oe). 
A systematic study on the increase of the effective field due to the anisotropy 
has been performed by Lopusnik et al}% by PIMM measurements. From the two 
Kittel equations ω|; = γ2 («o± //R) (M S + //o±//k) (eqn. 2.35 and 2.36), one ex­
pects an intercept of the Kittel-fit with the field-axis (bias field aligned parallel to 
the easy axis and strip line) at a field that is equal to H^. It was found that the 
determined field values are larger than that measured from the static B-H-looper 
measurements. Upon rotation of the sample with respect to the bias field (rotation 
of the easy axis), it was found that an additional constant contribution was added 
to the dynamically determined H^. 
Pulse Field correction 
Besides the field-confinement-correction, the pulse field must also be included 
as contribution to the stiffness of the system, even if its amplitude is small com­
pared to the bias field strength. The stiffness determines the precession frequency 
and can be derived from eqn. 2.33. 
In the following discussion it will be assumed that the initial M is parallel to 
the easy-axis and the waveguide structure. For a small pulse field, the deflection 
angle φ from the initial state is given by: φο ~ H ^H . The precession frequency 
can be calculated by eqn. 2.33. In the case when Ms 3> HQ + //k, the frequency is 
given by: 
for the MSHG-measuremenls 
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Figure 6.12: Correction for the Kitte! fit for two different pulse amplitudes. Hy, was chosen 
to be equal to 280 -j, the two field pulse have an amplitude of 1.27 and 0.32 ^ respectively 
ω Ρ ~ \ΐ\μο\ Ms θ φ 2 ' |)=Φ(ΐ 
(6.6) 
where ^3 |φ = φ 0 is proportional to the stiffness-field of the system. In the present 
case, the stiffness field for a small angle excitation with field pulse contribution is 
equal to: 






At lower bias fields the increase in frequency due to the pulse field contribution 
gets relatively larger'6 '. While performing the Kittel-fit to the data, where the field 
pulse adds a contribution to the frequency, the actual slope of the fit gets lower than 
theory predicts without field pulse even for large bias fields. This effect can be seen 
in fig. 6.12, where eqn. 6.7 has been used to calculate the precession frequency as 
a function of bias and pulse field when the bias field is parallel to the easy axis 
and the waveguide center-conductor. For a small pulse field (320 - , dashed line), 
the frequency shift is not very pronounced. A larger pulse field (1.27 — , dotted 
line) has a much larger impact on the deviation from the Kittel-theory (solid line) 
at small bias fields. Note that the sudden decrease in frequency near zero bias field 
comes from the small angle approximation which is not valid in the case of small 
6at very small bias fields the approximation φο « jr+fT ^oes n o t '1 0 'c ' a n y m o r e and 'he eqn. 6.7 
does not apply 
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bias and large pulse fields. Therefore a fit to the simulation data has been performed 
at high bias fields. At larger bias fields, the curve seems to be in good agreement 
with the uncorrected Kittel theory (solid line). However, while performing the fit 
to this simulation data, a deviation (ΔΗ^) from the statically measured anisotropy 
becomes prominent. Table 6.1 shows the obtained values for H^ and AH^ after 
performing the Kittel-fit between the bias field values of 2.5 ^ and 12 ^ and 
subsequent extrapolation to the x-axis-intercept. 












Table 6.1: Deviation from the statically measured anisotropy due to the field pulse contri-
bution. 
It is obvious that the pulse field contribution adds to the stiffness fields for the 
individual fits. The effect is small for small pulse fields (i.e. 320 ^) , however, 
for larger pulse fields (i.e. 1.27 ^ ) , the effect becomes prominent and even ap-
proaches the statically measured value of H^. The obtained value of AWR for a pulse 
field of 320 ^ will be used later on for accurate determination of the dynamically 
determined anisotropy by the PIMM. 
MSHG responses: bias and pulse field dependence 
Figure 6.13 shows the local MSHG response due to a step excitation with constant 
strength of 1.23 ^ and varying bias field. In the analog of fig. 6.13, in fig. 6.15 
the magnetization response at a constant bias field of 20 ^ « 0.2 Oe is shown 
due to step pulses with various strengths. For both series of measurements, \M\ 
was determined, shown in fig. 6.14 and fig. 6.15 for the bias and the pulse field 
dependent series, respectively. The obtained values for \M\ show some reduction 
during the very first large deflection from the initial position. The magnitude of 
this reduction \M\ gets smaller with increasing bias field and disappears in the 
noise for a bias field of 810 £. The reduction of \M\ for large angle deflections 
might originate in jitter, induced by the pulse generator circuit. The measured 
jitter of the pulse-field arrival with respect to the probe-laser pulse was measured 
to be 52 ps FWHM. It can easily be shown that a linear response during the time-
frame given by the jitter results in a decrease in \M\ in the order of a few percent, 
increasing with deflection angle and ^ . The same holds for measurements done 
with varying pulse amplitude. The small dip in \M\ increases with increasing pulse 
field amplitude, hence increasing ^ and deflection angle, as shown in fig. 6.15. 
Hence, from these data its is not obvious, whether the small dip in \M\ is caused by 
an inhomogeneous motion or may be the result of an artifact, induced by jitter. 
However, fitting this data provides knowledge of the basic system behavior and 
of important system parameters. Those parameters are the anisotropy constant and 
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Figure 6.13: Fits to various vector-resolved MSHG-measurements with changing bias 
field. The field pulse is equal to 1.23 ^ (15.5 Oe), with a rise-time of 150 ps. The 
constrained Bloch-Bloembergen model was used to fit the data with parameters: To = 
1.5 ̂ 8,00 = 0.0082, A : U = 260 Λ and ̂  = 2.4- IO"
4. 
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Figure 6.14: Absolute value of M for the individual measurements, presented in fig. 6.13. 
The step-pulse is equal to 1.23 ^ (15.5 Oe) with a rise-time of 150 ps. 
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Figure 6.15: Top graphs: Fits to large angle excitation data for different pulse field 
strengths. Bottom graphs: absolute value of M. The field pulses are equal to 1230.880.620 
and 440 ^ (15.5.11.7.8 and 5.5 Oe). The constrained Bloch-Bloembergen model was used 
with parameters: T? = 1.5 μ$, Oo = 0.0082 and the LLG-model was used with a damping 
constant α of 0.012. For the fits an anisotropy constant of 260 -^ and a shape induced 
anisotropy of 2.4 • 10~4, represented by Ny, was used. The rise-time of the step excitation 
was to be 150ps. 
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Figure 6.16: Calculated and measured equilibrium angle of excitation for the involved 
magnetic fields. The solid line represents the calculated bias field dependence. The squares 
represent the corresponding data. The dashed line and the dots represent the pulse field 
dependence and the obtained data, respectively. Statically measured: ^ = 1 1 5 ^ (/4 = 
230^),;v y = 2.4-10-
4 
m / , j 
pulse field strength. The field pulse strength and the anisotropy can be obtained 
by fitting the equilibrium deflection angles by energy minimization. Minimizing 
eqn. 2.39 will give the equilibrium angle of M with respect to the x-axis. Using 
the calculated parameter Νγ (for an initial state, pointing parallel to the strip line), 
the applied bias field and the statically measured H^, one can fit the deflection 
angle to the angles of minimum energy, shown in fig. 6.16. The figure shows 
two graphs. One represents the simulation (solid line) with Hp as the only fitting 
parameter and data (squares) for the bias field dependent data. Both data sets were 
fitted simultaneously with H^ fixed to the sum of the statically measured value 
and the demagnetizing contribution from the pulse-field-confinement-correction. 
From these fits, the pulse field strength can be derived and its maximum value 
has been determined to be 1.23 ~ (15.5 Oe). This value was also confirmed by 
comparing hard axis hysteresis loops, measured with an externally applied field and 
a field created by a DC current through the waveguide center-conductor. Thus, the 
statically measured anisotropy is confirmed by these fits. The pulse field strength 
for the amplitude dependent measurements were chosen in steps of 0.3.6 and 9 dB, 
corresponding to 1230.880.620 and 440 jj, respectively. The fit to the data (dots) 
is shown by the dashed line in fig. 6.16. Also in this case, confirmation of the 
statically measured anisotropy can be concluded. 
However, fitting the dynamical response data with the parameters determined 
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Figure 6.17: Frequency versus bias field for the data and simulation. The statically mea­
sured anisotropy constant is equal to 115 -=j, whereas the data could only be fitted by a 
constant of 260 A 
by the static measurements and using the latter procedure was not possible for 
the complete range of datasets. The field due to the anisotropy turned out to be 
the most important factor for the determination of the frequency of the system. 
The frequency was not amenable to any reasonable fit when an anisotropy value 
that equals the statically determined value of 230 -j was used. BB-fits revealed an 
anisotropy constant of 260 -^ that equals a field of 520 ~, which is more than twice 
as high as the statically determined value. The field pulse confinement correction 
has been included in the BB-fits by the demagnetization factor of TVy = 2.4· 10~4, 
as calculated earlier. 
Figure 6.17 shows the bias field dependence*7' of the frequency (dots). The 
solid line corresponds to the BB-simulation with all obtained parameters, but an 
anisotropy constant of 260 ~v. The curve fits the data quite well, which confirms 
the increase in anisotropy for the dynamical case. Here, no Kittel-fit has been 
performed and the pulse field contribution is already included in the simulation, so 
that a correction for the pulse field does not apply. The simulations were carried 
out while fitting with Γ2 = 1.5 ^s and OQ = 0.0082. 
PIMM responses: bias field dependence 
Figure 6.18 shows the data for the same sample, obtained by PIMM measurements. 
The inductive measurements are non-local, as the signal is collected over the whole 
determination of the frequency was done by a Fast Fourier Transform (FFT) of the simulation 
data 
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center-conductor area. The power of this technique lies in the accurate frequency 
determination. The Kittel-fit to the PIMM frequency data is carried out for bias 
fields greater than 2.28 ^ (30 Oe) to prevent large frequency-offsets induced by 
the pulse field. The fit reveals a total anisotropy field of 430 ^ (5.4 Oe). The 
determined field includes the demagnetizing field, calculated earlier, for the center 
conductor width of the PIMM, being 50 £. In addition, the pulse field contribu­
tion due to the Kittel fit {Hp = 320 ~), being 12 £, has to be subtracted. Hence, 
one ends up with an dynamically determined anisotropy of 430 ^ - 50 ^ — 12 ^ 
= 368 £ (4.6 Oe). This anisotropy is still larger than the statically determined 
anisotropy. However, this field is smaller than the field, obtained from the locally 
probed MSHG data, which was 520 ^. This leads to the assumption that local 
dispersion effects might play an important role, effecting the anisotropy induced 
field. 
Dynamics of soft magnetic states 
In section 2.1.5 it was shown that the constrained Bloch-Bloembergen equation 
yields a constant decoherence rate at low bias fields. The model predicts a larger 
damping for small bias fields in the case when the easy axis is aligned parallel to 
the bias field, which is also seen in the lower graph of fig. 6.18. The damping is 
extracted from the FFT-line width of the individual measurements. This width is 
proportional to the damping of the system. Fitting to eqn. 2.16, while using an 
anisotropy induced field of 430 £ - 12 £ = 418 £ (5.2 Oe, including the pulse-
field-confinement-correction) reveals a decoherence time of the system of 2.2 /is. 
This decoherence time seems to be quite large, but renormahzation by eqn. 2.20 
yields a system-relaxation time in the order of nanoseconds. The effect of deco­
herence is effective at very low fields, i.e. when the anisotropy dominates. The 
constant contribution to α (0.0084) is obtained from fits at large fields. 
For the soft states, the difference between the LLC and the constrained-BB 
model becomes prominent. Figure 6.15 shows different fits based on the two dif­
ferent models for all four data sets. While pulsing with, for example, a strength of 
1.23 ^ , the system's behavior is similar for both models. However, at a field of 
620 £, the two models deviate significantly from each other. Note that in this case, 
theory predicts that the system tends to behave isotropically, since the pulse field 
is orthogonal to the anisotropy easy-axis and its amplitude of 620 ^ approaches 
the sum of bias and anisotropy field. The Landau-Lifshitz-Gilbert model, fitted 
by the same parameters as the Bloch-Bloembergen model but with a damping con­
stant α of 0.012, predicts switching of the magnetization to another local minimum, 
whereas the Bloch-Bloembergen model does not. The magnetization actually stays 
in the initial local minimum. Even if none of the two models fit the data perfectly, 
the Bloch-Bloembergen (decoherence) model shows no-switching in correspon­
dence with the experiment. This shows that the probability of switching depends 
on the damping of the system and has to be taken into account. Fitting the data in 
fig. 6.13 is performed by the Bloch-Bloembergen model and a decoherence time 
of 1.5 μ$ was obtained, that is slightly lower than the decoherence time, obtained 
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Figure 6.18: PIMM data for the easy axis parallel to the bias field. The field pulse 
equal to 320 à (4 Oe). 
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longitudinal bias 














Figure 6.19: Magnetization response after excitation along the easy-axis. The bias field 
was chosen to be equal to the anisotropy induced field to obtain a high-permeability state. 
The step-pulse amplitude was equal to 1.23 -^ with a rise-time of 150 ps. 
by PIMM-measurements. That, again is a hint that local dispersion in the mate­
rial parameters effects may play an important role, as these results differ for local 
(MSHG-probed) and non-local (inductively measured) effects. 
The pulse field of 620 ^ was chosen to move the system to an isotropic state, 
with zero resonance frequency. Assuming a Stoner-Wolfarth-behavior, the system 
is expected to end up in a soft state, as it is predicted by the LLG and BB model 
in the upper-right graph of fig 6.15. This is not the case for the actual data. The 
system behaves much suffer, and in addition does not reach the expected equilib­
rium deflection angle. The same holds for the 440 ^-excitation, at which point the 
magnetization also reaches a slightly higher deflection angle. The reason for this 
may lay in a deviation of the anisotropy easy-axis, which has been observed for 
this particular spot, lowering the effective anisotropy induced field and increasing 
the equilibrium deflection angle. For larger pulse fields, however, the pulse field 
dominates the dynamics and the local deviation of the anisotropy orientation and 
its value becomes less important. 
Soft states of M also occur in the case of transverse bias fields (easy axis per­
pendicular to the bias field and strip line), when the bias field exactly equals the 
anisotropy field. This soft state is dominated by local inhomogeneities that trap 
the magnetization in local energy minima. These high-permeability states have al­
ready been investigated by Silva and co-workers.9 They found a large decrease in 
\M\ after pulse field excitation. Figure 6.19 shows a measurement performed at an 
isotropic state. Due to the softness, only weak disturbances are necessary to move 
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M in-plane, resulting in a ripple structure, the static analog of spin-waves. Exci-
tation of this ripple-structure will result in generation of spin waves and hence a 
decrease of \M\. This can be probed if the wavelength of the spin waves is smaller 
than the probing area. The measurement, presented in fig. 6.19 was done at the 
only location on the sample, where a significant reduction in \M\ could be found. 
At all other locations, the dip in \M\ was much less and most likely the result of 
jitter. The dip, shown in fig. 6.19 reduces \M\ down to a value of 0.72 Ms. This 
reduction cannot be a result of the jitter and must partly be due to the excitation 
of an incoherent motion. The decay of \M\ can be described by a time constant 
of 0.8 ns, whereas the relaxation is described by a time constant equal to 1.6 ns. 
Possibly, the local inhomogeneities of the sample are too large (in the order of the 
probing area), so that \M\ is trapped in a local minimum that covers an area in 
the order of/or larger than the probing area. In that case small perturbations (i.e. 
defects) that will lead to an inhomogeneous response are a minor contribution. 
Therefore, a reduction of \M\ so pronounced as seen in ref.(9) cannot be observed. 
As a non-negligible dispersion of the anisotropy easy axis has been observed for 
this particular sample, it might be a good candidate for large area disturbances. A 
system with low dispersion is therefore needed to validate this assumption. 
In conclusion, a clear difference between local and non-local probing could 
be observed. It was found that the pulse field has to be taken into account as 
a significant contribution to the total stiffness field. By performing a Kittel-fit, an 
anomalous field contribution to the anisotropy is introduced and has to be taken into 
account. The extracted anisotropy is larger than the statically determined value for 
both the optically, locally probed MSHG responses and inductively, averaged mea-
surements. In both cases the frequency could only be fitted by a larger anisotropy 
which confirms results obtained by Lopusnik et al.2* Clear evidence of spin-wave 
generation, originating from an inhomogeneous state could not be observed. This 
null result may stem from the relatively large dispersion in the anisotropy that this 
sample exhibits. Repeating these measurements with a better oriented film would 
be a reasonable test of this hypothesis. 
6.4 · Conclusion 
In this chapter, various features of the precessional motion in magnetic thin films 
have been demonstrated. Confined elements were studied and their response due 
to shaped magnetic field pulses have been presented. The experimental technique 
of double pulse excitation of two photoconductive switches to obtain a shaped 
magnetic field pulses of arbitrary amplitude (up to 90 Oe) and pulse width was 
demonstrated. By this technique it was possible to control small angle precessional 
motions and to terminate almost perfectly the ringing of the magnetization after one 
full precessional oscillation. The large angle motion of the magnetization inside an 
elliptic element showed a high degree of coherence in the whole magnetic element. 
This allowed a controlled precessional reversal by stopping the ringing after half 
a precession period, as was shown in section 6.2. For this very first observation 
the real reversal time was found to be about 300 ps, which sounds very promising 
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for future applications where this technique can further be improved and switching 
times of less than one hundred picoseconds can be achieved 
Furthermore, studies regarding large angle excitations have been performed at 
the NIST laboratories in Boulder, CO. The aim of these studies was to investigate 
motions of M that involve low-frequency responses and large angle deflections at 
low bias fields in a geometry where sample size and shape should only have a neg-
ligible effect on the dynamics A difference between local and non-local probing 
of the magnetization motion could be observed. However, an increase in damping 
could be observed for both techniques The MSHG measurements indicate that this 
increase is not only due to effects averaged over a large area, as it is the case for 
the PIMM measurements, but also exist locally In addition, it could be shown that 
the amount of damping has to be taken into account for large angle rotations, as it 
determines the probability of switching. Furthermore, an increase of the amsotropy 
was found for both measurement techniques, which might have a significant im-
plication for the reversal of magnetic elements, as a higher dynamically measured 
amsotropy implies that a large amplitude pulse field is needed for the magnetiza-
tion reversal. A spurious contribution to the amsotropy value was identified when 
fitting data to the Kittel equation in the case of large applied field pulses Though 
this contribution is small for small pulse fields, however, it should not be neglected 
for a quantitative analysis of pulse amplitude dependence 
This chapter showed results, obtained by highly sophisticated techniques that 
may guide future development of high-speed switching devices However, the first 
sub-micron sized magnetic element matrix that allows high-speed reversal has yet 
to be measured. 
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Chapter / 
Application to MRAM 
The answer to the question "How fast can M be reversed?'^ given in the previous 
chapter, but now its meaning to real applications has to be considered. Based on the 
results obtained in section 6.2 and in chapter 3, the implications of the presented 
technique for application in a Magnetic Random Access Memory (MRAM) device 
will be discussed in the following part. 
The progress in the Magnetic Tunnel Junction (MTJ) technology has stimulated 
an enormous effort to develop MRAM's. In such MRAM's, each memory element 
consists of a MTJ, in between one magnetic layer with fixed magnetization and 
one softer magnetic layer with uni-axial anisotropy by which the two binary states 
are defined (see fig. 7.1). In a practical situation, one replaces the hard layer by 
complicated multilayer structures to guarantee the stability of its magnetization.1 
Writing information then corresponds to the switching of the soft layer relative to 
fixed one. 
The present study has direct implications for the operation of MRAM cells, as 
the properties of their memory layer (soft layer) correspond to the characteristics 
of the elements investigated in the previous chapters. Using the experimental re-
sults, the consequences of the switching method for these memory devices can be 
accessed. 
An MRAM consists of a matrix of word- and bit-lines as shown for one word-
and bit-line in fig. 7.1. A memory element is located at each crossing of a word-
and bit-line. The element of which the magnetic state has to be defined is se-
lected by the crossing of those bit-and word-lines, through which current pulses 
are simultaneously sent. The aim is to define the direction of M in the element at 
the crossing and leave the magnetization states of all others elements. Currently, 
MRAM elements are reversed by two perpendicular current pulses with a slight 
mutual time delay. The currents usually have long rise-times (in the order of the 
relaxation time of the system), resulting in an motion of M, characterized by a se-
ries of subsequent equilibrium states towards the direction, defined by the applied 
magnetic field direction. The first pulse field is applied along the hard axis of the 
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Figure 7.1: Scheme of a current MRAM device. The soft magnetic layer is reversed by 
the combination of two perpendicular, long-rise time pulse fields. 
soft magnetic layer, hence M rotates coherently towards this direction. As soon as 
M has moved from its initial direction, the second pulse can be sent. When M is 
aligned along the hard axis, the first pulse is switched off. Subsequently, M will 
rotate in a coherent fashion towards the direction defined by the second pulse. This 
technique is very powerful, regarding the coherence of the reversal. However, its 
speed is low, for Permalloy at least 3 ns, being in the order of twice the relaxation 
time of the soft magnetic layer. 
The technique presented in this treatise enables a reversal of a Permalloy-layer 
in about 0.3 ns, which increases the writing time by an order of magnitude. There-
fore, an application to MRAM would be profitable, but the price to pay is to develop 
different write strategies, of which a very powerful one will be presented below.2 
The technique uses a sequence of pulses of single polarity on the bit-line, by which 
the binary state of the magnetic element is reversed independent of its initial state 
when no bias field (due to a word-line current) is present. In the MRAM, the bias 
field is provided by the word-line current. The bias field can be either parallel or 
opposite to M in the selected element, biasing the desired direction. In both cases 
(with and without reversal), the dynamic changes should occur without ringing in 
order to obtain a reliable and stable high-speed reversal that allows for the next 
switching event. 
In fig. 7.2 which shows simulations on the basis of the Landau-Lifshitz equa-
tion. The sequence of field pulses was chosen to be: 40, 90 and 35 ps in width 
and 3.98, 1.59 and 3.98 ^ (50, 20 and 50 Oe) in amplitude, respectively. The 
mutual delay between the first/second and second/third pulse were 220 and 235 ps, 
respectively. An anisotropy of 400 ^r was assumed and the bias field was equal to 
720 à (9 oe) . 
Both the reversal (solid line) and the return to the initial state (dotted line) 
should take place without oscillations about the equilibrium. The torque on the 
other elements along the selected word-line is near zero since field and magnetiza-
tion are about parallel. However, the motion of the other elements on the selected 
bit-line, which experience an orthogonal field, must also be terminated without os-
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Figure 7.2: Simulations based on the experimental switching results show a possible appli-
cation of the pulse shaping technique to the future MRAM. Ultrafast switching with single 
polarity pulses on the bit-line and suppression of the ringing after excitation is possible. 
The dashed line represents all elements along the bit-line whose magnetization state must 
not be reversed (dashed arrows). The solid line shows controlled reversal for an addressed 
element by the word-line bias (solid arrow). The dotted line represents the response for 
an addressed element by the word-line bias that is excited, but finally not reversed (dotted 
arrow) 
oscillations in the solid line are still of non-negligible magnitude. However, the 
elements represented by the dashed line are most probable subject to the next writ-
ing event. Figure 7.3 shows that these elements can unintendedly be switched by 
subsequent write-actions, when they are not stabilized properly, i.e. when some 
residual ringing is still present. However, by an adequate sequence of pulses also 
the ringing of these elements can simultaneously and efficiently be suppressed (see 
dashed line in fig. 7.2). As clearly demonstrated in fig. 7.2 all the demands can 
simultaneously be accomplished by a series of three independent single-polarity 
bit-line field pulses, for a given bias field on the word-line. This pulse sequence 
consist of an excitation pulse, one intermediate pulse and the stop pulse. The con-
cept of biased excitation with suppression of the ringing by means of a sequence of 
two pulses has already been demonstrated in section 3.3. The intermediate pulse 
is needed to get all the three individual responses in phase, so that the subsequent 
stop pulse achieves to suppress the ringing for all the possible excited states. 
Moreover, the presented writing strategy bears another advantage, namely that 
by biasing more than one word-line, as indicated in the inset of fig. 7.4, a whole 
row of elements can be switched by one single field pulse only. This is a great 
potential regarding the writing-speed in CPUs and for parallel operating processes. 


















subsequent write actions (double pulse) 
single pulse field 
s unwanted switching (double pulse) 






















Ό,Ο 1,0 2,0 3,0 
At(ns) 
4.0 5,0 
Figure 7.3: One single rectangular pulse field (dashed line) (amplitude: 0.39 ~: 
width:530 ps) was used to excite the system {Ku = 400 -*j; α = 0.01). This pulse field 
has a width that does not terminate the ringing. After a subsequent write action (700 ps 
later), when the system is not stabilized, the same pulse field causes a reversal (solid line). 
Though the proposed strategy seems to be very attractive, application to real 
MRAM-devices remains waiting, because the switching characteristics of elec­
tronic circuits are still lacking behind. At this point, femtosecond laser sources are 
not desirable inside a CPU. Alternative approaches by Kaka et al.,3 Schumacher et 
al.4 and Hiebert et al.5^ make use of high bandwidth electronics instead of ultra 
fast lasers, allowing the generation of magnetic filed pulses with typical rise times 
of 50 — 100 ps and minimum pulse duration of 100 — 200 ps. As shown above, for 
coherent rotation, one needs both high enough pulse amplitude and a short enough 
pulse rise time and pulse duration. Recently developed pulse generators allow 
rise-times and jitter of a few picoseconds. Thus, the implementation of ultra-high-
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Figure 7.4: Parallel operation of a high-speed memory device is possible because of the 
single-polarity of the field pulse. 
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bandwidth electronics is required to obtain applicable high-speed memory-devices. 
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Chapter \ ^ J _ 
Summary 
In this thesis the magnetization dynamics and switching, characterized by a pre-
cession about the equilibrium direction, of thin Permalloy (NigiFeig) films due 
to magnetic in-plane field pulses has been addressed in-depth. Both theoretical 
and experimental results showed that precessional reversal is possible by magnetic 
field pulse shaping. Furthermore, a novel way, developed to achieve this control of 
magnetization dynamics has been demonstrated. 
The theoretical description of the precessional motion has been given by a 
macrospin model that was offered by Landau and Lifshitz in 1935. Analytical and 
numerical calculations have been given in order to constitute the basis for the exper-
imental approach of controlling a precessional motion on a picosecond timescale. 
It could be shown that the precessional motion of a magnetization strongly depends 
on the effective magnetic field, acting on the magnetization. It is the perpendicular-
to-M field that exerts a torque on the angular momentum and hence drives M about 
its equilibrium position. For an in-plane reversal, this implies an effective field 
normal to the plane of the magnetic film. 
The perpendicular-to-M field usually changes with the direction of M in the 
case when anisotropics are involved. A thin film with in-plane anisotropy expe-
riences a huge in-plane torque, due to a small polar magnetization component, 
and therefore very fast switching is achievable in these kind of elements. Shape 
anisotropics, however, also influence the precessional motion of M and special 
care has to be taken for the right choice of the element's shape. Ellipsoidal shapes 
represent magnetic elements with a homogeneous internal shape anisotropy field, 
so that the experienced torque upon reversal is homogeneous when the initial mag-
netization distribution is homogeneous. In that case, the precessional motion is 
coherent within the magnetic element, and the dynamics can be described by a 
macrospin model. 
As preparation techniques do not allow to pattern real ellipsoidal elements, only 
elliptical cylinders, which represent infinitely thin ellipsoids, were studied in the 
present treatise. Furthermore, a preparation-induced uniaxial anisotropy has been 
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considered and applied to the real elements, as a uniaxial anisotropy constitutes 
two statically stable minima in two opposite directions to give two stable states for 
storing bit information. 
In the theoretical part of this thesis, macrospin-simulations have been presented 
that gave an impression of the influence of the magnetic pulse field on the magne-
tization dynamics. It could be shown that by choosing the right pulse shape, M can 
for example be stopped after one precessional oscillation, or more important for the 
case of reversal, after half a precessional oscillation. Two basic pulse shapes for 
stopping the motion of M were discussed in detail. Both compensate for the spiral 
motion of M due to damping and therefore compensate the loss in energy. The first 
approach makes use of an exponentially decaying field pulse, whose decay time is 
chosen to be equal to the system's relaxation time. The other method described the 
excitation by two rectangular pulses of well defined width and amplitude. The lat-
ter pulse shape helps to compensate any loss (due to its asymmetry in pulse shapes) 
and is not fixed to a constant decay time and therefore allows much less stringent 
tolerance windows for a possible application to real devices, i.e. MRAM. 
Two experimental approaches to generate and study the magnetization dynam-
ics have been given in this thesis. One is an all optical approach, at which field 
pulses and probing of the magnetic state has been achieved by femtosecond laser 
pulses. The other approach used a commercial pulse generator to generate the mag-
netic field pulses. The all optical approach was developed and done in Nijmegen, 
were GaAs-photoconductive switches were used to generate magnetic field pulses. 
A finger-structure design and semitransparent metal electrodes enabled to saturate 
the photoconductive switches at very high bias voltages, allowing pulse fields of 
the order of 8.0 ^ (100 Oe) with a duration of 20 ps. By superimposing two in-
dividual signals, it could be shown that shaping of the current and hence magnetic 
field pulse is possible. By that technique a complete control of the precessional 
motion of M was achieved. This shaping enables controlling of the magnetization 
dynamics on a picosecond timescale. The presented device bears great potential 
regarding the application of the coherent reversal mechanism to magnetic memo-
ries. Usually, reversal in magnetic elements is accomplished by oppositely oriented 
magnetic fields that cause incoherent motion of M or even domains to form. This 
process is unwanted for fast switching, as the domain wall motion is very slow and 
the fading of incoherent motions is limited by the spin-lattice relaxation. By coher-
ent excitation of the magnetization, it could be shown that the magnetization of the 
whole magnetic element is reversed in phase. This may have a large technological 
impact, as switching rates of several GHz can be realized. 
Probing of the magnetic state in time and space has been possible by using 
two techniques: Magnetization induced Second Harmonic Generation (MSHG) 
and the Magneto-Optical-Kerr-Effect (MOKE). Both techniques can be used in 
a pump-pump-probe experiment, revealing the temporal trajectory of M in three 
dimensional space. MSHG has been used to study in-plane rotations of the mag-
netization. Though the photon-efficiency of MSHG is very low, it is a perfect tool 
to determine the magnetization state in Permalloy, as the magnetic contrasts are 
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very big and rotations are in the order of a few degrees. MOKE was used to study 
the out-of-plane component of M which is of primary importance with respect to 
the demagnetizing field that drives the reversal process and determines the moment 
for switching off the pulse field. Furthermore, a calibration procedure for the in-
plane components enabled to accurately study the evolution of \M\ after field pulse 
excitation in order to determine the generation of spinwaves. 
Experimentally it could be shown, indeed, that control of a precessional motion 
is possible by the proposed technique. Furthermore, stopping of a small angle 
excitation could be achieved. In the case of large angle excitations, |M| was found 
not to vary in time within the experimental limitations. It could also be shown by 
performing a spatially resolved measurement that the magnetization of a micron-
sized elhptically shaped element rotates coherently with only a small degree of 
incoherence, found to be at most ± 5 % of the actual switching time. This degree 
of coherence is high enough to evoke a controlled precessional reversal by the 
proposed pulse-shaping technique. 
A systematic study on large angle excitations has been carried out at the NIST 
laboratories in Boulder/CO. During these studies, an increase of /ή, could be found 
that is in accordance with results found earlier. A reason for the increase of Hy, 
could not be given, however, it could be shown that the increase of H\, differs be­
tween local probing (MSHG) and averaged measurements (PIMM) Aim of these 
studies was to determine whether spin-waves are generated upon a large angle exci­
tation, while the system is in various initial states In the case of easy axis biasing, 
no significant reduction in \M\ was found. However, tor the hard axis biasing, one 
measurement revealed a possible incoherent motion, as found in earlier studies 
Furthermore, it was found that a constrained Bloch-Bloembergen model, where 
\M\ is of constant magnitude and when only a T^-relaxation is assumed, fits the 
increase in the damping parameter α with decreasing bias field for large angle ex­
citations and low bias fields. 
Finally it could be shown that practical applications of coherent reversal are 
possible by applying the pulse shaping technique to a future MRAM device. The 
reversal process could be speeded up by a factor of ten and, in addition, by multi­
plexing several channels a whole row of magnetic elements can be reversed, which 
allows very fast parallel operating processes. 

Voor niet-natuurkundigen 
Computers worden steeds sneller en de daarmee verbonden hoeveelheid informatie 
groeit exponentieel. Een 3 GHz processor kan bijvoorbeeld 3 miljard berekeningen 
per seconde uitvoeren; het zo snel mogelijk wegschrijven van de data is dus van 
groot belang. Tegenwoordige magnetische dataopslagtechnieken in een gewone 
computer zijn: RAM (random access memory) en de harde schijf. De harde schijf 
slaat gegevens op en kan deze over een heel lange periode onthouden, maar de 
snelheid van een harde schijf is klein vergeleken met de RAM (een harde schijf 
bevat langzame mechanische onderdelen). RAM heeft het nadeel dat het zijn 
geheugen veel te snel (binnen een paar milliseconden) verliest. De oplossing 
is dus een snel geheugenelement dat ook zijn gegevens niet kwijt raakt: de M-
RAM (magnetic-RAM). Net als de RAM bestaat de M-RAM uit een matrix van 
geheugen-elementen. 
Deze elementen zijn geen transistors, maar twee magnetische laagjes met een 
tussenlaag, te zien in figuur 8.1. De weerstand van deze drie lagen is sterk afhanke­
lijk van de onderlinge richting van de magnetisatie in de bovenste en onderste 
laag. Hierdoor kan de toestand van deze magnetische lagen bepaald worden zon­
der mechanische onderdelen te gebruiken. Dit werkt als volgt: Een laag is de 
zogenoemde harde laag, die niet van richting verandert als een magneetveld wordt 
aangelegd. De andere laag is de magnetisch zachte laag, welke met behulp van 
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Figuur 8.1: De toestand van een MRAM wordt bepaald door middel van de wederzijdse 
oriëntatie van de magnetisatie in de harde en zachte laag. 
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precessie van 
spin = draaitol een draaitol 
4-
Figuur 8.2: spin=draaitol: Een magnetische spin kan beschouwd worden als een draaitol. 
Door het gyroscopisch effect, kan een sterke tik loodrecht op de spin voor een omklappen 
zorgen 
weerstand geeft dus de verandering van de bit toestand, welke in computers met 
de getallen "0" en " 1 " gerepresenteerd wordt. De snelheid waarmee men dit mag-
netisch geheugen kan schakelen hangt dus af van de snelheid waarmee de mag-
netisatierichting van de zachte laag veranderd kan worden. Hoe snel dit gaat is 
onderdeel van het onderzoek beschreven in dit proefschrift. 
De magnetisatie van één laag wordt gegeven door de individuele spins van de 
electronen in elk atoom. In deze experimenten waren dat er 1010, dus 10 miljard 
spinnetjes. Een magnetische spin kan gezien worden als een draaitol. Krijgt een 
draaitol een tik loodrecht op zijn draaias dan begint hij te wiebelen - de zoge-
noemde precessie. Voor een magnetische spin kan de tik gegeven worden door 
een korte magnetische veld puls. Als deze tik maar sterk genoeg is kan dat tot 
het omklappen van de spin zorgen. Als dat met alle spinnetjes (de hele magneti-
satie) gebeurt, is dat een verandering van de binaire informatie (van "0" naar " 1 " 
of andersom). 
Deze spinnetjes hebben interactie met elkaar. Het moeilijke ligt er nu in om alle 
spinnetjes gezamenlijk te schakelen. Anders kan het gebeuren dat de magnetische 
laag niet compleet schakelt, maar alleen één of meerdere delen. Dit kan tot gevolg 
hebben dat de bit-toestand instabiel is en men de opgeslagen informatie kwijt raakt. 
Verder is een gemeenzamelijke draaiing van de spinnetjes essentiel voor de snel-
heid waarmee de laag geschakeld kan worden. Dit zal nu nader worden toegelicht. 
Het omkeren van de magnetisatie mag op het eerste gezicht simpel lijken: Een 
stroom door een geleider veroorzaakt een magneetveld en de magnetisatie draait in 
de richting van het aangelegd magnetisch veld. In dit geval moet het magneetveld 
in tegenrichting van de oriëntatie van de magnetisatie liggen om de magnetische 
laag om te schakelen. Dit kan, maar gaat veel te langzaam. Door het veld tegensteld 
aan de oorspronkelijke magnetisatie-oriëntatie te leggen, kunnen de spinnetjes niet 
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Figuur 8.3: Verschil tussen loodrecht en parallel aangelegde velden: In het geval van lood­
rechte velden vindt de beweging coherent plaats (bovenste figuur). Antiparallele velden 
(onderste figuur) kunnen domeinen vormen en het schakelen duurt langer. 
coherent (gezamenlijk) draaien. Dat heeft tot gevolg dat door bdrehungijvoorbeeld 
thermische fluctuaties (trillingen van de individuele spinnetjes) domeinen kunnen 
ontstaan. Tussen de domeinen in ontstaan "zware" domeinwanden, die zich maar 
heel langzaam kunnen verplaatsen. Bovendien is met behulp van deze methode het 
schakelproces niet controleerbaar. Een coherente draaiing van alle spins kan bij 
voorbeeld verkregen worden door het magnetisch veld loodrecht op de oriëntatie 
van de magnetisatie aan te leggen. Figuur 8.3 laat de twee mogelijke bewegingen 
zien. 
Mits het element nu uniforme eidrehunggenschappen tijdens de draaiing heeft, 
vindt er een gezamelijke draaiing van alle spins plaats. Uniforme eigenschap-
pen kunnen door elliptisch gevormde, dunne magnetische lagen gecreërd worden. 
Een probleem wat zich tijdens de coherente draaiing voordoet is dat door de pre-
cessiedraaiing verkregen energie uit het systeem gehaald moet worden, anders kan 
de magnetisatie, die al geschakeld was, weer naar de oorspronkelijke richting terug 
draaien. Bij tegengestelde velden verdwijnt de energie via de interne wrijving, de 
damping van het magnetisch system. Voor een coherente draaiing met de puls 
loodrecht op de magnetisatie moet er een truc worden uitgehaald. Deze is het ma-
nipuleren van het magneetveld in de tijd. Het magnetisch veld wordt uitgeschakeld 
zodra de magnetisatie zich langs de gewenste riching bevindt. Dan ondervinden 
de spins geen kracht meer en de magnetisatie-draaiing stopt. De door de excitatie 
meegekregen precessie-energie wordt ook weer terug geïnduceerd in de geleider. 
Afgezien van het verlies vanwege de wrijving die tijdens de draaiing ontstaat, is er 
netto geen energie nodig om het systeem om te laten klappen. De schakeltijd wordt 
bepaald door de sterkte van de veldpuls en de eigenschappen van het magnetisch 
system. 
In het experiment werden de korte veldpulsen door heel erg korte laserpulsen 
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Figuur 8.4: Schakelen van een 16x8 ^m elliptisch Permalloy (NigiFe^ element. Het 
magneetveld werd naar 300 ps uitgeschakeld. De open cirkels tonen de beweging van de 
magnetisatie zonder het veld uit te zetten. Hier gaat de magnetisatie weer terug naar de 
oorspronkelijke toestadrehungnd. De volle cirkels tonen het gedrag naar het uitschake­
len van het veld. De magnetisatie vindt de nieuwe evenwichtstoestand en is stabiel naar 
0.3 nanoseconden (300 picoseconden) omgeklapt. 
in combinatie met een photodiode gemaakt. Met deze methode kunnen de veld-
pulsen binnen 20 picoseconden (50 millijoenste van één milliseconde) uitgezet 
worden. Tegenwoordig is de commerciële elektronika nog niet ver genoeg om de 
magneetveldpuls met een transistor zó kort te maken. De laserpuls bied de mogeli-
jkheid om de veldpuls heel erg precies op tijd met een erg korte stijg - en daaltijd 
te maken. 
Met behulp van deze veldpulsen drehungis het gelukt om elliptisch gevormde 
magnetische elementen met een afmeting van 16 χ 8 ^m (een haar is ongeveer 
100 μτη dik) coherent om te schakelen. Figuur 8.4 laat het experiment zien, waar­
bij de magneet van boven naar onder geschakeld word. Naar 200 picoseconden kan 
een goed contrast gezien worden. De schakeltijd is echtedrehungr 300 picosecon­
den. 
Dit is heel erg snel voor hedendaagse computers. Maar voordat deze tech­
niek toegepast kan worden moeten er nog veel dingen gebeuren. De magneetveld-
pulsen moeten met behulp van transistors in de computer gemaakt worden, niet 
met behulp van lasers. Verder moeten de magnetische elementen verder verkleind 
worden (minstens een factor 10 — 100) om een redelijke datadichtheid te bereiken. 
De verkleining wekt weer nieuwe problemen op, omdat de elementen dan te klein 
zijn in verhouding tot hun rand-oppervlak. Omdat de spinnetjes liever aan het 
oppervlak vast blijven plakken, wordt het schakelproces alweer moeilijker. De uit­
gelegde methode kan ook gebruikt worden om deze kleinen elementen te schake­
len. Daarom zijn de hier beschreven resultaten één eerste milestone voor een snel, 
niet-vluchtig magneetgeheugen. 
Für Leihen 
Computer werden immer schneller und die daraus resultierende Datenmenge wä-
chst im gleichen Maße. Ein 3 GHz Prozessor kann zum Beispiel 3 Milliarden 
Berechnungen pro Sekunde ausführen. Dabei müssen die Daten auch so schnell 
wie möglich in den Speicher geschrieben werden. Momentane Datenspeicher sind: 
RAM (Random Access Memory) und die Festplatte. Die Festplatte arbeitet auf 
Magnet-Basis und kann Daten über einen langen Zeitraum speichern. Allerdings 
ist die Schreib- und Lesegeschwindigkeit sehr viel kleiner als beim RAM, da die 
Festplatte bewegliche Teile enthält. Der RAM hat im Gegensatz dazu den Nach-
teil, dass die gepeicherte Information innerhalb weniger Millisekunden verschwin-
det. Eine regelmäßige Auffrischung des RAM-Speichers ist daher unumgänglich. 
Die Lösung beider Probleme ist eine Kombination aus beiden Eigenschaften: ein 
schneller magnetischer RAM: M-RAM. Genauso wie beim RAM, besteht der M-
RAM aus einer Matrix von Speicherlementen. Diese sind magnetisch und können 
Daten, wie Festplatten, über einen langen Zeitraum speichern. 
Abbildung 8.5 zeigt einen Querschnitt durch ein MRAM Element. Die magne-
tischen Speicherelemente sind keine Transistoren. Sie bestehen aus zwei magneti-
schen Schichten, getrennt durch eine Zwischenschicht. Der elektrische Widerstand 
der drei Schichten hängt stark von der relativen Orientierung der Magnetisierung 
beider magnetischen Schichten ab. Eine der beiden magnetischen Schichten ist die 
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Abbildung 8.5: Der Speicherzustand eines MRAM Elementes wird über die relative Ma-
gnetisierungsorientierung beider Magnetschichten bestimmt. 
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Präzessionsbewegung 
Spin = Kreisel e ines Kreisels 
Abbildung 8.6: Spin=Kreisel: Ein Elektronenspin kann als Kreisel beschrieben werden. 
Ein starker Seitenschlag kann den Spin umklappen 
ihre Orientierung beibehält. Die zweite magnetische Schicht ist die "weiche" ma-
gnetische Schicht. Diese kann die Orientierung, entsprechend der Magnetfeldrich-
tung ändern. Durch eine Widerstandsmessung kann der Zustand der magnetischen 
Schichten ohne mechanische Teile bestimmt werden. Der jeweilige Widerstands-
wert kann dann als "0" und " 1 " (ein bit) interpretiert werden. Die Schaltgeschwin-
digkeit des gesamten Speicherelementes hängt also von der Schaltgeschwindigkeit 
der weichen magnetischen Schicht ab. Ein Teil der Arbeit bestand darin zu unter-
suchen, wie schnell man diese weiche magnetische Schicht schalten kann. 
Die Magnetisierung einer magnetischen Schicht repräsentiert alle Elektronen-
spins der Atome der Schicht. In den vorliegenden Experimenten waren dies et-
wa 1010 (also 10 Milliarden individuelle Elektronenspins). Ein magnetischer Spin 
kann durch einen sich drehenden Kreisel repräsentiert werden (zu sehen in Ab-
bildung 8.6). Wenn man einem sich drehenden Kreisel einen Stoß von der Sei-
te versetzt, beginnt er zu rotieren - die Präzessionsbewegung. Ein Stoß auf einen 
magnetischen Spin kann durch einen kurzen Magnetfeldpuls erzeugt werden. Ist 
dieser Stoß stark genug, führt dies zu einem Umklappen (Schalten) des Spins. 
Passiert dies mit allen Spins der magnetischen Schicht gleichzeitig ist dies eine 
Veränderung der bit-information von "0" nach " 1 " oder umgekehrt. Die Wechsel-
wirkung der Spins in der Magnetschicht untereinander macht den Schaltprozess 
schwierig. Ein Ziel ist es alle Spins der Schicht, also die gesamte Magnetisierung, 
gleichzeitig zu schalten. Geschieht dies nicht, besteht die Gefahr, dass die magneti-
sche Schicht nicht komplett geschaltet wird; also nur ein oder mehrere kleine Teile. 
Dies hat dann zur Folge, dass der bit-Zustand instabil wird und die gespeicherte In-
formation verloren gehen kann. Für einen schnellen Schaltprozess müssen sich alle 
Spins gleichzeitig (kohärent) drehen. Dieser Prozess wird im folgenden Abschnitt 
näher beschrieben. 
Auf den ersten Blick erscheint das Umschalten der Magnetisierung simpel: Ein 
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senkrechtes Feld A * , , . 
^ - 4 - ^ ^ ^ < ψ > 
«4=><^=» ^ ^ , ^ ^ 
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Abbildung 8.7: Schaltprozess bei entgegen und senkrecht der Magnetisierung orientierten 
Magnetfeldern: Eine kohärente Drehung resultiert aus einem senkrecht angelegten Feld 
(oben). Domänen entstehen bei entgegengesetzen Feldern (unten). Der Schaltprozess dau-
ert länger. 
Strom, der durch einen Leiter fließt verursacht ein Magnetfeld und die Magnetisie-
rung dreht sich in Richtung des angelegten magnetischen Feldes. Diese Methode 
funktioniert, ist aber langsam. Da das Feld in entgegengesetzter Magnetisierungs-
orientierung liegt, können die individuellen Spins nicht koheränt (zusammen) rotie-
ren. Es entstehen Gebiete die durch Streuung rechts oder links herum drehen. Hier-
durch entstehen Domänen zwischen denen sich "schwere" Domanenwände bil-
den. Diese Domänenwände bewegen sich nur sehr langsam, und reduzieren somit 
die Schaltgeschwindigkeit. Weiterhin ist eine Kontrolle der Schaltbcwegung nicht 
möglich. Eine kohärente Drehung der Spins kann hingegen durch einen senkrecht 
zur Magnetisierung orientierten Magnetfeldpuls erreicht werden. Abbildung 8.7 
zeigt ein Modell beider Schaltprozesse. 
Falls das magnetische Element seine homogenen Eigenschaften während der 
Drehung behält, wird die Drehung der Magnetisierung kohärent bleiben. Ein ellip-
tisch geformtes, sehr dünnes Element hat diese Eigenschaften. Bei der kohärenten 
Drehung ergibt sich allerdings ein Problem, da die Energie der Präzession so groß 
sein kann, dass die Magnetisierung wieder in den Ausgangszustand zurückkehrt. 
Ist das Feld in entgegengesetzter Richtung angelegt (Drehung nicht-kohärent), wird 
die Bewegungsenergie über interne Reibung (Dämpfung) abgeführt. Im Falle der 
kohärenten Drehung, mit senkrechter Feldpulsorientierung, wird zum Abführen 
der Energie der Magnetfeldpuls abgeschaltet, wenn sich die Magnetisierung in der 
gewünschten Richtung befindet. In diesem Moment wirkt kein Drehmoment mehr 
auf die Magnetisierung und die Bewegung stoppt. Die überschüssige Präzessions-
energie wird wieder in den Leiter zurückgegeben und kann gespeichert werden. 
Abgesehen von der Energie, die während der kohärenten Drehung verloren geht. 
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Kohärentes Drehen der magnetischen Schicht 
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Abbildung 8.8: Kohärentes Schalten eines 16x8 ^m elliptischen Permalloy (NixiFeig 
Elementes. Das Magnetfeld wurde nach 300 ps augeschaltet (Punkte) und die Magnetisie-
rung findet den neuen Gleichgewichtsustand. Wird das Feld nicht ausgeschaltet, bewegt 
sich die Magnetisierung zurück in den Ausgangszustand (Kreise). 
wird keine weitere Energie zum Schalten oder zum Auffrischen der bits benötigt. 
Die Schaltzeit wird von der Stärke des Magnetfeldpulses und den Eigenschaften 
des magnetischen Systems bestimmt. 
Im Experiment wurden die Magnetfeldpulse mit Hilfe sehr kurzer Laserpulse 
und Photodioden erzeugt. Hierdurch konnten die Feldpulse innerhalb von 20 Piko-
sekunden (50 Millionstel einer Millisekunde) ein- und ausgeschaltet werden. 
Mit Hilfe dieser Feldpulse war es möglich, dünne elliptische Elemente mit ei-
ner Größe von 16x8 μτη koheränt zu schalten. Abbildung 8.8 zeigt eine Messung, 
wobei die Magnetisierungsorientierung von oben nach unten gedreht wurde. Nach 
200 Pikosekunden ist bereits ein deutlicher Kontrast zu sehen. Der Schaltvorgang 
dauert allerdings 300 Pikosekunden. 
Das ist sehr schnell, verglichen mit der Leistung heutiger Computer. Allerdings 
wird es noch einige Zeit dauern bis diese Technik in Computern eingesetzt werden 
kann. Moderne Elektronik erlaubt leider noch keine Feldpulse mit den benötigten 
Eigenschaften. Weiterhin müssen die magnetischen Elemente kleiner werden (min-
destens einen Faktor 10 - 100), um eine annehmbare Datendichte zu erreichen. 
Auch dieses wirft neue Probleme auf, da das Verhältnis des Volumes zur Rand-
oberfläche der magnetischen Elemente mit abnehmenden Maßen kleiner wird. Die 
Spins bleiben gerne am Rand "kleben", wodurch das kohärente Schalten kleinerer 
Elemente schwieriger ist. Die gezeigte Methode kann allerdings auch zum Schalten 
kleiner Elemente angewendet werden. Daher sind die vorliegenden Ergebnisse ein 
erster Meilenstein für die Entwicklung sehr schneller, nicht flüchtiger Magnetspei-
cher. 
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