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11. Particle therapy
1.1 Introduction
The objective of any radiotherapeutic technique in cancer therapy utilizing external beams is to de-
liver a given dose to a defined tumor volume, whilst minimizing the exposure of surrounding tissue.
The essential reason for an increased interest in particle beams is the physical characteristics of
the respective dose depth curves Dx (x). Figure 1.1 compares the dose depth curves of a proton
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Figure 1.1: Comparison of the dose depth curves in water of monoenergetic protons (kinetic energy E0 = 150 MeV)
according to (Bortfeld and Schlegel, 1996) with the dose depth curve of 15 MV photons (courtesy of C. Hoinkins).
beam of kinetic energy E0 = 150 MeV with the dose depth curve of a 15 MV photon beam in a water
target. Both curves were scaled to their respective maximum. The irradiation with photons is the
standard radiotherapeutic treatment technique.
For the photons, the dose deposition exhibits a buildup at the entrance of the target and a maxi-
mum dose deposition at about 20 mm, followed by an exponential decrease with increasing depth
in the target.
In contrast, the dose depth curve of the proton beam shows a plateau at the target entrance and
the maximum dose is deposited at a certain depth, in this example at about 150 mm. This peak
structure is called the (pristine) Bragg peak (BP). Distal to the BP, the dose rapidly drops to zero.
Figure 1.1 is a result of the fundamental difference in the dose deposition of a proton beam com-
pared to a photon beam. A photon beam is attenuated by matter, whereas a proton beam is finally
stopped at a certain depth in the target. This depth is called the range of the beam.
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The range of the protons and consequently the depth in the target, where the maximum energy
is deposited (BP) depends on the initial kinetic energy E0 of the protons. The potential of particle
beams in radiotherapy was firstly remarked by (Wilson, 1946) stating:
The range of a 125 MeV proton beam in tissue is 12 cm, while that of a 200 MeV proton
beam is 27 cm. It is clear that such protons can penetrate to any part of the body.
A physical rationale for particle therapy: In a typical therapeutic scenario an extended target
volume (tumor) is to be irradiated with a constant dose level. Usually this volume geometrically
exceeds the longitudinal width of a BP of a monoenergetic beam. Via a step-by-step irradiation
with protons of various energies and beam intensities it is possible to deliver a rather constant dose
level to the extended tumor. An example of this so called Spread Out Bragg Peak (SOBP) is given
in figure 1.2. The absolute dose level can be varied by the number of incident protons.
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Figure 1.2: Exemplary demonstration of a Spread Out Bragg Peak (SOBP) formed by the superposition of 4 incident
proton beams with adjusted beam energies and beam intensities.
In the gray shaded area, denoted as the tumor volume, a constant dose level is applied. The
steep distal dose gradient behind the marked tumor volume is defined by the BP with the highest
kinetic energy. The major physical rationale for the utilization of particle beams is: compared to
the standard treatment with photons, the ratio between the dose in the tumor and the integral dose
(in tumor and surrounding tissue) can be reduced significantly. To date the usage of protons leads
to a respective reduction of the integral dose by a factor of two to three (Paganetti, 2012a). This
reduction especially applies to tissue situated distal to the BP.
Furthermore, the steep dose gradient in combination with the missing exit dose opens the possibil-
ity to irradiate target volumes situated closely proximal to organs, that get severely damaged when
being overly exposed to ionizing radiation (organs at risk).
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1.2 The problem of particle range uncertainty
The planning of a well defined dose distribution (as illustrated by the SOBP of fig. 1.2) requires
a precise knowledge of the proton stopping power of the irradiated tissue. This stopping power
is typically obtained from the Hounsfield units (HU) of X-ray computed tomography (CT) images
(Kra¨mer et al., 2000) leading to an uncertainty in the particle range of about 1-2 % (Paganetti,
2012a). Furthermore, an unexpected variation of the material in the proton path, e.g. due to
anatomical changes of the traversed material, may lead to a shift of the steep distal dose gradient
and thus to a profound difference of expected and deposited dose within the irradiated target
volume and in the surrounding tissue. Here, (Enghardt et al., 2004) state
During the several weeks of fractionated treatment, unpredictable range deviations may
occur because of minor anatomical changes leading to local density modifications with
respect to the planning.
Figure 1.3 demonstrates this sensitivity of the dose depth profile, by the (in the planning unex-
pected) occurrence of an air filled cavity, which increases the particle range and shifts the distal
dose falloff to a higher depth in the target. This variation would lead to an overdosage in the oth-
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Figure 1.3: Exemplary modification of the SOBP of figure 1.2 (dashed line) by the introduction of an 10 mm wide air
filled cavity at 60 mm depth. The modified SOBP causes an (unplanned) underdosage in the tumor volume as well as
an (unplanned) overdosage in the otherwise spared organ at risk.
erwise spared tissue and an underdosage in the proximal part of the tumor. There are two direct
implications of the range sensitivity:
(i) The full potential of particle therapy (dose conformality at a low integral dose) can only be
reached if the actually applied particle range is very well known and controlled.
(ii) An uncertain/unchecked particle range can lead to significant misdosage in the tumor as well
as in surrounding healthy tissue.
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Despite these limitations, patients are treated with particle beams every day. The currently applied
practical approach dealing with the range-problem is summarized by (Paganetti, 2012a):
In proton therapy treatment planning the prescribed range is increased to account for
uncertainties in the predicted proton beam range.
In other words, patient treatments are planned to be robust against unexpected variations of the
beam range by the usage of dedicated safety margins (discussed below). Furthermore (Knopf and
Lomax, 2013) state:
In practice however, the steep distal dose gradient is rarely used to spare critical normal
tissues due to such worries about its exact position in the patient.
By staying unverified during the treatment, the physical dose deposition profile, which is an ap-
parent theoretical strength of proton therapy, becomes a significant obstacle in practice, leveling
out a lot of its principle advantages. An in-vivo verification of the deposited dose or at least of the
particle range is therefore highly desirable for tapping the full potential of proton therapy.
There are intense world-wide scientific efforts to identify an in-vivo and real-time treatment verifica-
tion technique (Knopf and Lomax, 2013). However, a widespread clinical routine method has not
been identified yet.
1.3 Currently investigated methods for treatment verification
This section gives a brief overview about treatment verification techniques that are currently under
investigation. Introduced approaches are sorted by: (A) methods that can be applied prior to the
irradiation, (B) methods that aim at a verification during the treatment, also denoted as on-line or
in-beam measurements, and (C) methods that are applied after the actual irradiation, also called
off-line measurement. Some of the presented ideas do not solely belong to one single category.
(A) Pretreatment
Safety margins in treatment planning: Safety margins aim towards a robust treatment plan.
Here, robust implies, that the prescribed dose to the tumor is not significantly affected by a certain
discrepancy of the expected and the actually applied particle range. For treatments planned at the
University Proton Therapy Dresden (UPTD), safety margins of about 3.5 % of the particle range R
plus two additional millimeters are applied. E.g. this implicates an additionally irradiated margin of
7.3 mm for a tumor with a distal boundary in 15 cm depth in the body.
Additionally to an artificial increase of the irradiated volume, treatments can be planned more
robust by carefully adjusting the incident beam directions (fields), e.g. by avoiding heterogeneities
in the beam path or by using field patching. Field patching denotes a technique, where the lateral
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beam penumbra is set close to organs at risk, rather than the distal one (Lomax et al., 2001).
To summarize, these pretreatment safety procedures aim to ensure a correct dose deposition in
the tumor, however at the price of additional dose in the healthy tissue. This limits the benefit of
particle therapy.
Proton radiography: Proton treatments are typically planned by utilizing CT images of the pa-
tient, that are acquired prior to the therapeutic irradiation. However, CT images provide the photon
stopping power of the imaged tissue, measured in Hounsfield units (HU). About 1-2 % range
uncertainty stem from the conversion of HU to the proton stopping power of the tissue. Proton
radiography is an idea to avoid this conversion via a probing irradiation of the target prior to the
treatment with high energetic protons (Schneider and Pedroni, 1995). Here, the range of these
probing protons suffices to traverse the body and leave it again. At the beam exit, the residual
direction of motion and the respective kinetic energy is measured proton-by-proton with a position
sensitive range telescope. With the comparison of measured and expected (simulated) data, the
proton stopping power of the tissue in the beam path can be directly derived/verified.
In comparison to the actual treatment, a much higher kinetic energy of the protons is required,
and, in comparison to the otherwise performed X-ray CT, a much lower dose is applied. The main
obstacle for this method is the multiple Coulomb scattering of the protons (cf. 2.1.2) and the result-
ing limited spatial resolution. Cost and source availability further limit the practicability (Knopf and
Lomax, 2013).
Other It is reported that dual energy X-ray CT can reduce the conversion uncertainty between
Hounsfield units and proton stopping power to below 1 % (Yang et al., 2010).
(B) On-line treatment verification
Methods for on-line treatment verification can be classified by at least two steps of verification com-
plexity:
(i) A direct and fast (within seconds or even milliseconds) verification of the expected particle range
to a certain precision: This method may result in a veto signal when a significant beam over- or
undershoot has occurred.
(ii) A measurement of the actually deposited dose D(~r ) and a comparison with the intended treat-
ment plan (TP): this would allow for an adjustment of the treatment plans performed in the current
or at least in upcoming fractions and a reliable retrospective analysis of the dose response of the
irradiated volume.
On-line verification can be differentiated in direct methods and indirect methods. Direct meth-
ods measure the deposited dose in-vivo and typically require the implantation of small (preferably
wireless) dosimeters or other small detectors into the patient. In-vivo implantation of dosimeters
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however goes beyond the scope of this work and the interested reader is referred to (Knopf and
Lomax, 2013) and references therein.
Indirect methods correlate a specific type of secondary radiation produced during the proton treat-
ment with the deposited dose or the particle range. Since secondary radiation, in contrast to the
primary protons, may leave the patient, indirect methods open the possibility for a noninvasive
treatment verification. A variety of investigated solutions is discussed in the following.
In-beam positron emission tomography (in-beam PET): During the particle irradiation of tis-
sue, positron emitters are produced following nonelastic nuclear interactions of the projectiles with
the target nuclei. The emitted annihilation photons can be detected with a positron emission tomog-
raphy (PET) scanner and the respective emission distribution can be reconstructed. Utilizing PET
imaging for the verification of particle therapy, also denoted as particle therapy PET (PT-PET) was
firstly proposed by (Maccabee et al., 1969). An exemplary comparison of the (normalized) recon-
structed β+-activity depth profile and the dose depth curve of a 140 MeV proton beam irradiating
a polymethylmethacrylat (PMMA) target is given in figure 1.4. The abundantly produced isotopes
11C, 15O, and 10C have half-lives of 20 min, 2 min, and 19 s respectively. Unfortunately, the iso-
Figure 1.4: Exemplary reconstructed β+-activity depth profiles (solid line) for 140 MeV protons irradiating a PMMA target,
adapted from (Parodi et al., 2007). The corresponding dose depth curve is given as the dashed line.
topes exhibit a rather low activity density (compared to diagnostic PET acquisitions). Furthermore,
the long half-lives result in a biological washout of the produced β+-emitters due to metabolism in
the human body. As a consequence the spatial correlation between β+-decay and the respective
production is significantly derogated. To optimize the amount of detected annihilation photons on
the one hand and to limit the effects of washout induced blurring of the reconstructed emission
maps on the other hand, an in-beam PET scanner is a feasible solution (Enghardt et al., 2004).
With the PET measurements, acquired immediately after each therapeutic fraction, changes in the
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proton-irradiated volume were indicated by differences between a reference activity image (taken
at the first treatment) and the daily activity-images (Nishio et al., 2010). Furthermore, by comparing
precalculated emission maps with measured ones, one can draw conclusions on mislocated dose
deposition and an interfractional intervention is possible (Parodi et al., 2007). However, due to the
biological washout effect, a monitoring of the deposited dose is not possible to date. A compre-
hensive review on the utilization of PT-PET is given by (Fiedler et al., 2012).
(Zhu and Fakhri, 2013) report on several in-beam PET detectors for hadron therapy installed
around the world: e.g. at the Gesellschaft fu¨r Schwerionenphysik (GSI), Darmstadt, Germany,
at the Heavy Ion Medical Accelerator (HIMA), Chiba, Japan, at the CATANA Protontherapy Center,
Catania, Italy and at the National Cancer Center (NNCC), Kashiwa, Japan. PT-PET has been in-
tegrated into clinical workflows but has never been used in routine, except for clinical studies. This
is due to the limited benefit (no real-time/absolute dose information) at a comparatively large effort
(multi-detector systems with complex electronics).
Prompt γ-ray imaging (PGI): Prompt γ-rays are produced via nonelastic nuclear reactions be-
tween incident protons and target atoms. According to the energy dependence of the most relevant
nuclear cross sections, the prompt γ-ray yield increases towards the end of the beam path until
the energy of the primary protons falls below the reaction threshold. Hence, the distal falloff of
the prompt γ-ray emission profile is correlated with the range of the protons in tissue. In the on-
going scientific discussion, the term prompt γ-ray imaging (PGI) covers all techniques aiming at
the measurement of the spatial prompt γ-ray emission profile. Depending on the measurement
method, the objective of PGI is a correlation of the spatial prompt γ-ray emission profile with the
three dimensional deposited dose, the one dimensional dose depth curve or at least the particle
range.
With respect to PT-PET there are two advantages of this secondary signature.
(i) The timescale between the nuclear interaction and the γ-ray emission is in the order of 10−9-
10−19 s. Therefore, prompt γ-rays can provide a real-time information of the proton track.
(ii) As stated by (Parodi, 2012), prompt γ-rays exhibit an increased emission yield (factor upto 80)
and a reduced attenuation in the patient (factor of about 5), when being compared to in-room PET
implementation (5-min acquisition starting 2 min after a 30-s-long irradiation).
The emission spectrum of prompt γ-rays covers the energies of approximately 1-7 MeV and is
dominated by a limited number of discrete γ-ray lines stemming from specific nuclear reactions
(Polf et al., 2009). However, prompt γ-ray production and dose deposition are not identical. Es-
pecially the distal falloff of the prompt γ-ray emission profile near the end of the particle track is
well correlated with, but not equal to, the distal dose falloff (cf. fig. 1.5). Physical characteristics of
prompt γ-ray emission is discussed in section 2.4.
The utilization of prompt γ-rays for monitoring the particle range was firstly proposed by S. Jongen
and F. Stichelbaut at the 2003 PTCOG meeting. (Min et al., 2006) provided experimental evidence
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regarding the fact (fig. 1.5), that the γ-ray emission profile in one dimension gx (x) is a credible
probe for verifying the dose depth distribution Dx (x), where x denotes the depth in the target.
However, an appropriate measurement regime (technique) for prompt γ-rays has not yet been de-
Figure 1.5: Comparison of the dose depth deposition measured with an ionization chamber (IC) in a water phantom and
the respective spatial prompt γ-ray emission measurements (PGS) for three protons energies (100 MeV, 150 MeV, and
200 MeV) near the end of the particle range (adapted from (Min et al., 2006)). This first experimental indication shows
the distinct correlation between the falloff of the dose depth curve and the spatial prompt γ-ray emission profile.
fined and a commercial imaging system for γ-rays of this energy range is not available. An overview
about currently investigated prompt-γ-based treatment verification approaches is presented in sec-
tion (1.4.1).
Ultrasound imaging (US): The thermoacoustic signal, that is produced by proton stopping in
matter is an alternative approach to measure the range of the ions. The pronounced maximum
energy loss of protons in the Bragg peak creates a short localized heat spike and a subsequent
pressure pulse, which can be related to the range of the ions (Sulak et al., 1979).
(Parodi et al., 2014) report on proof of principle experiments that have shown the possibility to
detect the Bragg peak position with sub-millimeter precision in a water phantom.
Others: Further methods like interaction vertex imaging (IVI) (Henriquet et al., 2012) or tracking
of secondary ions (Gwosch et al., 2013) are predominantly related to heavy ion therapy (e.g. with
12C) and are not discussed here.
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(C) Posttreatment
Magnetic resonance imaging (MRI)
For some specific indications, the proton irradiation of human tissue can cause anatomical changes
which then can be imaged via magnetic resonance imaging (MRI) several weeks after the treat-
ment. Contrary to the approaches presented so far, this imaging technique directly indicates the im-
pact of the irradiation in-vivo. Distinct indications were reported for a craniospinal irradiation (CSI),
where the vertebral bone marrow is replaced by fatty marrow several weeks after the irradiation
(Krejcarek et al., 2007). Similar effects were found in the liver, where irradiation leads to a decrease
of the uptake of MRI contrast agents Richter et al. (2014).
To the present knowledge it takes weeks or even months for the described effects to become vis-
ible. Thus, even an interfractional application seems not feasible. However, due to the in-vivo
feedback, this approach can provide valuable information on the accuracy of dose deposition and
on how this accuracy affects the therapeutic outcome of the therapy.
1.4 Methods for prompt γ-ray based treatment verification
Prompt γ-rays exhibit a noninvasive and real-time access to the proton track in tissue. To date,
several prompt γ-ray measurement techniques are under consideration, but an optimal solution
has not yet been identified. This section gives a brief overview about the currently investigated
methods.
1.4.1 Prompt γ-ray imaging (PGI)
The collimated prompt γ-ray camera
The (passively) collimated prompt γ-ray camera is related to the operation principle of the Anger
camera, well known in the field of nuclear medicine (Anger, 1958). In the original approach (fig.
1.6-left), a thick collimator, built from a high-Z material is placed in front of a scintillation crystal that
is read out with a two dimensional array of photo multiplier tubes (PMTs). Similar to the working
principle of a pinhole camera, the emission scene is projected onto the scintillator and visualized
by an electronic readout of the PMTs. Unfortunately, existing Anger camera designs cannot simply
be translated to PGI. In nuclear medicine, the most commonly used medical radioisotope is 99mTc
emitting γ-rays of 140 keV. In contrast, prompt γ-rays exhibit emission energies of several MeV. For
PGI, a much thicker collimator would be necessary to reach a comparable degree of directional
attenuation. Moreover, the system should detect the prompt γ-rays with sufficient statistics during
a single treatment. Therefore, a passively collimated camera (collimator and the γ-ray detector)
must be customized and optimized for the actual treatment conditions.
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Figure 1.6: Left: Sketch of the original design of an Anger camera as proposed by (Anger, 1958).
Right: Principle-of-operation of the knife-edge slit camera proposed by (Bom et al., 2012) and (Smeets et al., 2012b).
Explanations are given in the text.
A promising, collimated prompt γ-ray camera design is the knife-edge slit camera contemporane-
ously introduced by (Bom et al., 2012) and (Smeets et al., 2012b) (fig. 1.6-right). A thick tungsten
collimator with a single knife-edge opening is placed in front of an array of individually read out
slabs of scintillation crystals. The distal part of the prompt γ-ray emission is projected in one
(longitudinal) dimension onto the linear detector array. As stated by (Smeets et al., 2012b):
The strength of the slit geometry is that it is focused on a single objective: measuring
the depth at which the beam stops in the patient. The slit design favours the counting
statistics, which to us seems to be the most critical parameter. [..] The characteristics of
the first prototype were chosen as trade-offs between two opposed parameters: detect
high energy prompt γ-rays with both nice spatial resolution and high counting statistics.
The slit camera measures the prompt γ-ray emission profile at the distal end of the particle track in
order to assess the particle range. With phantom experiments it was shown that shifts of the par-
ticle range down to 1 mm could be detected in a homogeneous phantom with about 1010 incident
protons. More recently, range shifts of 2 mm have been detected for inhomogeneous targets with
proton irradiation based on real treatment plans (Priegnitz et al., 2015).
The Compton camera
A Compton camera is a γ-ray imaging approach that works without passive collimation. A two stage
Compton camera consists of two detector layers, a scatter plane and an absorber plane (cf. figure
1.7). Let a γ-ray undergo an inelastic scattering in the first (scatter) layer and another interaction in
the second (absorber) layer. In both detectors, the coincident energy deposition and the location
of interaction is measured. Information on the γ-ray origin can be retrieved, if either the γ-ray is
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Figure1.7:SketchoftheprincipleofoperationofatwostageComptoncameraataprotonbeam.Promptγ-raysare
emitedalongtheparticletrack.Fromthedepositedenergiesandthelocationofinteraction(reddots),aconesurface
canbereconstructedforeachcoincidentlydetectedγ-ray(event).Whenalotofeventsaredetected,theγ-rayemission
scenecanbereconstructedfromthemeasureddata.
absorbedinthesecondlayerortheinitialγ-rayenergyEγisknown.AccordingtotheCompton
kinematics,theoriginoftheγ-raycanbelocalizedtothesurfaceofacone.Withthemeasurement
ofapluralityofsuchComptoneventstheγ-rayemissiondistributioncanberetrievedwithappro-
priateimagereconstructionalgorithms.Thisis(inprinciple)possibleinthreedimensions,which
opensthepossibilityforathreedimensionalimagingofthepromptγ-rayemissiondistribution.
Duetothelimitationtodetectedeventswithacoincidentenergydeposition,Comptoncamerasare
denotedaselectronicalycolimating.
ComptonCamerashavealongandsuccessfulhistoryinimagingγ-rayemissiondistributionsin
theﬁeldofastronomy(Schoenfelderetal.,1993;Kanbachetal.,2005)andhomelandsecurity
(Zhangetal.,2007).
TheutilizationofComptoncamerasforon-linetreatmentveriﬁcationhasreceivedanincreased
scientiﬁcinterestandavarietyofComptoncameraswithvariousdetectorconceptshavebeenin-
vestigated(Petersonetal.,2010;Kormoletal.,2011;Richardetal.,2011;Llos´aetal.,2013).The
ongoingworkonaComptonimagingprototypedevelopedandtestedattheUPTD,isdiscussedin
thechapter3.
1.4.2 Promptγ-raytiming(PGT)
Anovelconceptofrangeassessmentwasproposedduringtheworkphaseofthisthesisforthe
ﬁrsttime(Golniketal.,2014). Theideaofpromptγ-raytimingutilizesanelementaryphysical
efect:relativistictherapyparticlespenetratingtissuemoveveryfast,butneverthelesstheyneed
ameasurabletimefromenteringthepatient’sbody,untiltheyreachthetargetvolume,i.e.the
regionofmaximumenergydeposition(BP).Thisparticletransittimeisabout1-2nsincaseof
protonswitharangeof5-20cm.Promptγ-raysmaybeemitedalongtheparticletrackintissue.
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A γ-ray detection system situated outside of the target shall measure the difference between the
time of the proton passing a reference plane, e.g. the entrance of the irradiation target, and the
arrival time of the corresponding prompt γ-ray at the detector. This time difference incorporates the
particle transit time through the material tp, as well as the flight time tγTOF of the prompt γ-ray to
the detector (figure 1.8). We define this time distribution as prompt γ-ray time (PGT) spectrum.
Detection system
Proton transit time tp
Proton 
range
Stop
Start
PGT-spectrum
Stop - Start
Prompt γ-ray
time of ﬂight
Proton
beam
Target
R0 R1
R0 R1
xp
Figure 1.8: Sketch of the prompt γ-ray timing (PGT) principle. A target is irradiated with a proton beam of the range
R0. Prompt γ-rays are emitted along the beam track. The time between the entrance of a proton into the target (Start)
and the time when the respective prompt γ-ray is detected (Stop) incorporates the proton transit time tp and the prompt
γ-ray time of flight tγTOF. The measured time distribution is denoted as prompt PGT spectrum. When the particle range
increases (R1) the corresponding proton transit time increases as well and prompt γ-rays are emitted on a longer time
scale. The increased transit time (and consequently the increased range) is encoded in the PGT spectra. PGT describes
a novel way on how to extract information on the particle range from the measured data.
This configuration is similar to usual time of flight (TOF) measurements for prompt γ-rays. However,
in the past this timing information has only been utilized for the discrimination between prompt γ-
ray induced detector signals and delayed secondary neutron induced detector signals.
The particle transit time relation tp(xp) within the irradiated object is range dependent. Particles
with a longer range have to travel a longer path and thus need more time. This means a longer
period of (potential) prompt γ-ray emission and on average also a delayed emission time. In the
corresponding PGT spectrum, this is reflected in a broader prompt γ-ray peak as well as in a
distinct peak shift. Statistical moments such as the PGT distribution mean µ and the respective
standard deviation σ thus contain information of the particle transit time, even if the PGT spectrum
is smeared out by other effects, such as particle bunch spread or detector time resolution. In
chapter 4 of this work it is shown, that range differences of a few millimeters cause full width at
half maximum (FWHM) increments and peak shifts which can be detected and quantified in PGT
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spectra of reasonable statistics measured for instance with common scintillation detectors within a
few seconds of irradiation.
In contrast to the introduced PGI concepts, there is no active nor passive collimation necessary.
The measurement is characterized by a simple time spectroscopy setup with a single γ-ray detector
of reasonable efficiency and time resolution.
1.5 Aim of this thesis
Uncertainties of the actually applied particle range in proton therapy require the planned dose de-
position to be robust against possible range variations. The robustness of treatment plans goes
at the price of a less optimal dose conformality to the tumor volume. The respective necessary
pretreatment reliability procedures (e.g. safety margins or patched fields) significantly limit the
therapeutic potential of particle therapy in daily practice. Furthermore, since the actually applied
particle range is not verified in daily routine, significant misdosage, e.g. due anatomical changes
from one fractionated treatment to the next, cannot be detected. The latter has only been achieved
in clinical trials with PT-PET.
To exploit the full potential of particle therapy, a dedicated treatment verification method should,
one the on hand provide a fast interlock, if a significant range variation has occurred, and on the
other hand tackle currently applied safety procedures. The utilization of prompt γ-rays opens the
possibility for both requirements.
In general, the work presented in this thesis was driven by two questions:
(A) Can the microscopic time structure of proton irradiation (and corresponding prompt γ-ray emis-
sion), i.e. the time structure on the nanosecond time-scale and below, be utilized to improve
prompt-γ-based treatment verification?
(B) Is it feasible to utilize specific/selected nonelastic nuclear reactions and the corresponding
prompt γ-ray emission?
The results presented in this thesis contribute to the research on PGI by:
(i) The investigation of a Compton imaging prototype dedicated to PGI.
(ii) The introduction of the prompt γ-ray timing (PGT) method.
The main part of this thesis is divided into three parts: In chapter 2, basic physical relations of pro-
ton therapy and prompt γ-ray emission are discussed. Regarding the primary radiation (protons),
the acceleration of protons, the beam characteristics, the beam delivery, and the basic interactions
of protons with matter are described. Regarding the secondary radiation (prompt γ-rays), the sec-
tion covers the physical relations of prompt γ-ray emission, the relevant interaction processes of
γ-rays with matter, and finally the principles of γ-ray detection.
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Chapter 3 investigates the feasibility of a Compton camera for PGI. The results are a continuation
of the research on a Compton imaging prototype, that was previously designed and built by T. Kor-
moll (Kormoll, 2012). To make the beam-time structure accessible, the measurement capability of
detector time stamps was introduced to the hardware and the readout software of the prototype.
The LSO block detector (absorber layer) was replaced by three side-by-side arranged BGO block
detectors, where each of the BGO detectors comprised the same size as the LSO detector.
Due to the severe changes to the hardware and the software of the prototype, the imaging capabil-
ity of the system was verified with a 22Na source at a photon energy of 1.275 MeV as a first step.
As a second step, it was shown that Compton imaging of high energy γ-rays is feasible with the
current prototype. On this occasion a nuclear resonance reaction at the Tandetron accelerator at
the Helmholtz-Zentrum Dresden-Rossendorf (HZDR) was utilized. This resonance reaction pro-
vided a nearly background free, monoenergetic, point-like source of 4.44 MeV γ-rays. Imaging the
4.44 MeV γ-ray source and its displacement was successfully proven. From the emission yield of
the resonance reaction, the Compton imaging efficiency η at 4.44 MeV is derived on an experimen-
tal basis for the first time. With the efficiency η the number of valid 4.44 MeV prompt γ-ray induced
Compton events are estimated for a typical proton treatment scenario. From the measured effi-
ciency, conclusions on the design of a clinically applicable Compton imaging prototype are drawn.
In chapter 4 the PGT method is introduced. In the first section a typical PGT measurement regime
is proposed. Based on experimental data taken from a measurement at the KVI-CART proton
beam line (Groningen, The Netherlands), the first experimental indication for the validity of PGT as
a clinical applicable approach is outlined. The understanding of the experimental data is supported
by a Monte Carlo (MC) based modeling of the respective PGT spectra. A reasonable agreement
between model and experiment was found. In line with the efficiency considerations done for the
Compton camera, an estimation of expectable measurement statistics under therapeutic conditions
is outlined.
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2. Physical relations
This chapter describes the physical background of therapeutic proton irradiation and the potential
beneficial use of prompt γ-rays for treatment verification. The rationale starts with the characteris-
tics of the primary radiation (protons) and continues with the properties of the secondary radiation
(prompt γ-rays). In this chapter the following problems will be discussed:
Protons:
(2.1) What are the interaction processes most relevant for therapeutic protons traversing tissue?
(2.2) What are the definitions of the therapeutic quantities dose D, dose depth Dx and particle
range R, that are subject to treatment verification?
(2.3) How is the proton beam produced? What are physical characteristics of the proton beam? In
which way is the beam delivered?
Prompt γ-rays :
(2.4) What are the characteristics of prompt γ-ray emission along proton track in an extended
target?
(2.5) What are most relevant photon interaction processes with matter?
(2.6) What are suitable detection systems for prompt γ-rays ?
2.1 Interactions of protons with matter
Figure 2.1 depicts two elementary gedankenexperiments we will refer to in the following. In the left
figure (thin target) a proton with the kinetic energy Ep is traversing a target slice of the thickness
dx . The target may have a mass density ρ and a cross sectional area A.
In the same figure right a proton beam of initial kinetic energy E0 and particle fluence Φ0 is imping-
ing onto a thick (extended) target. The target depth in beam direction is denoted with x , the beam
entrance into the target is denoted with x0.
2.1.1 Stopping of protons
High energetic protons, traversing matter are (quasi) continuously slowed down due to a myriad
of electromagnetic (EM) interactions with electrons of the target material. Since protons are much
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Figure 2.1: Left: A proton of the kinetic energy Ep is traversing a thin target slice of the thickness dx .
Right: Proton beam of initial kinetic energy E0 and fluence Φ0 is impinging onto a thick (extended) target. The target
depth in beam direction is denoted with x , the beam entrance into the target is denoted with x0.
heavier than electrons, only a small amount of kinetic energy is transferred with each interaction,
which justifies the term (quasi) continuous. Protons also lose kinetic energy via EM interactions
with target nuclei, but the nuclear stopping is negligible for proton energies above 0.1 MeV in water
(which is a good approximation for human soft tissue). The stopping power S is defined as the
energy loss dE of a single proton with the kinetic energy Ep traversing a material of the thickness
dx (fig. 2.1-left)
S(Ep) = −dEdx
∣∣∣∣
Ep
(2.1)
A term for the mass stopping power S/ρ for therapeutic protons (kinetic energy 3 - 300 MeV) is
given by (Gottschalk, 2012), where ρ is the mass density of the material
S
ρ
= −1
ρ
dE
dx
= 0.3072
Z
A
1
β2
(
ln
Wm
I
− β2) MeV
g/cm2
(2.2)
This approximation is based on the description by (Bloch, 1933). Here, β is the reduced particle
velocity β = v/c, where v is the velocity of the proton and c is the speed of light. Z is the atomic
number and A is the relative atomic mass of the material. Wm is the largest possible energy transfer
from a single collision of a proton with a free electron, approximately given by
Wm ≈ 2mec
2β2
1− β2 . (2.3)
I is the mean excitation energy of the target material. Figure 2.2 presents the mass stopping power
S/ρ of water in dependence of the proton kinetic energy Ep. To sum up:
(i) Protons continuously lose kinetic energy while traversing matter, mainly to multiple EM inter-
action with electrons. When the proton has lost all its kinetic energy, it finally comes to rest.
Consequently, there is a finite track length L of the proton in the material.
L(E0) =
∫ E0
0
(
dE
dx
)−1
dE (2.4)
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Figure 2.2: Mass stopping power S/ρ for protons in water. Data was taken from the p-star database (Berger and
Coursey, 2015). The solid (black) line is the total stopping power, the dashed (blue) line is the electronic component,
and the dotted (green) line is the nuclear component.
L is called the range in continuous slowing down approximation (CSDA) and depends on the initial
proton energy E0.
(ii) In equation 2.2, S/ρ is inversely proportional to β2. Therapeutic protons lose more energy per
track length dx the more they are slowed down, i.e. the energy loss increases towards the end of
the particle track.
2.1.2 Multiple Coulomb scattering (MCS)
Therapeutic protons undergo a vast number of EM interactions with nuclei of the target material.
This process is called multiple Coulomb scattering (MCS). Each interaction typically leads to a
slight deflection of the proton direction of motion, i.e. to a slight lateral scattering. The proton
path through the target is a wiggly one, rather than a straight line. Protons are also scattered
by collisions with electrons from the target, but since the electron mass is much smaller than the
proton mass, the respective deflection is small. Implications for the therapeutic usage of protons
are: MCS affects the direction of motion of each proton individually and has therefore an effect on
the geometrical shape of the lateral and the distal penumbra of the proton beam in the target.
Considering the distal penumbra, the projected depth in the target, where a distinct proton stops,
may differ from proton to proton and is slightly smaller than the CSDA range L defined by the
stopping process. The ratio between the projected range and the CSDA range L is called detour
factor. For protons stopped in water, the detour factor is >0.996 for E0>3 MeV, i.e. L is a good
approximation for the projected proton range.
The lateral straggling is a critical issue for proton therapy. On the one hand, the lateral beam
penumbra smears out with increasing depth in the target, which implies the lateral dose falloff
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being much stronger blurred, than the distal one. On the other hand, lateral scattering affects the
local proton fluence which results in a reduced BP effect, depending on the spot size of the beam.
A comprehensive description of MCS theory and the implication for the characteristics of clinical
proton beams can be found in (Gottschalk, 2012) and (Flanz and Lu, 2012). For comparison, the
lateral broadening effect for MV photon beams is rather moderate. To give a number, for target
depths larger than about 17 cm lateral straggling of proton beams becomes disadvantageous with
respect to classical photon beams.
2.1.3 Nonelastic collisions
The third type of interaction are nonelastic collisions with nuclei of the target. These interactions
are sometimes characterized by a knockout of one ore more constituent protons, neutrons or light
nucleon clusters from the target nucleus. In contrast to elastic scattering, the kinetic energy of the
incident proton is not preserved.
Nuclear cross section: When a proton of kinetic energy Ep traverses a thin target of the thickness
dx (fig. 2.1-left), the rate dW , at which an interaction event occurs is
dW = σ(Ep) · n · dx (2.5)
where σ(Ep) is the (energy dependent) interaction cross section of a specific nuclear interaction
and n is the number density of respective target nuclei. As a result of the interaction, the target
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Figure 2.3: Exemplary nonelastic nuclear interaction for the production of prompt γ-rays (A) and positron emitters B).
A: 16O(p,α p′ γ4.44)12C. The half-life of the exited 12C∗ nucleus is 88 fs and the prompt γ-ray emission energy is 4.44 MeV.
B: 16O(p, n p′)15O. The half-life of the 15O nucleus is 122 s and the emission energy of the annihilation photons is 511 keV
each.
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nucleus may be left in an excited state, where the respective relaxation can lead to the production
of secondary photons.
Production of secondary photons: Figure 2.3 exemplarily shows two prominent reaction chan-
nels for the interaction of protons with 16O. On the one hand, short lived β+ emitters are produced
(e.g. 11C or 15O). These positron emitters have a lifetime τ in the range of milliseconds to minutes.
When the β+ emitter decays, the emitted positron annihilates with an electron of the surrounding
material and two annihilation photons of 511 keV photon energy each are emitted in opposing di-
rection.
On the other hand, nonelastic reactions can produce excited nuclei, that decay to their ground state
within a lifetime τ of 10−19 s to 10−9 s. This relaxation is typically accompanied by the emission of
one ore more γ-rays . The short timescale, on which the γ-ray emission takes place (with respect
to the collision) names them prompt γ-rays. Prompt γ-ray emission related to proton therapy is
discussed in sect. 2.4.1.
Nonelastic and inelastic: The term nonelastic denotes, that the kinetic energy during the collision
is not preserved. A typical nonelastic reaction for protons irradiating water is
16O(p,α p′ γ4.439)12C∗, (2.6)
where the remaining excited nucleus 12C∗ decays within the lifetime τ = 6.1 · 10−14 s under the
emission of a 4.44 MeV prompt γ-ray (Kozlovsky et al., 2002). Inelastic collisions refer to a special
type of nonelastic collisions, where the target nucleus stays intact. An example is
16O(p, p′ γ6.13)16O∗. (2.7)
Here the lifetime of the 16O∗ nucleus is τ = 2.7 · 10−11 s and a 6.13 MeV prompt γ-ray is emitted
(Kozlovsky et al., 2002).
Frequentness: In contrast to the EM interactions via stopping or MCS, these processes are rela-
tively rare and the term nonelastic denotes, that a significant amount of kinetic energy is transfered
from the proton to the nucleus or the secondary reaction products. The secondary particles ex-
hibit lower energies, compared to the primary protons, and larger scattering angles compared to
a single MCS process. Thus secondary particles (including the primary proton) emerging from
nonelastic collisions exhibit a lower range than the primary proton (excluding emitted neutrons),
i.e. they stop far ahead of the projected particle range. About one percent of the protons are lost
per cm target depth in water due to nonelastic collisions. This rule of thumb has been given by
(Knopf and Lomax, 2013).
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2.2 Definition of deposited dose and proton range
2.2.1 Definition of dose D
We consider a volume V of matter, which is exposed to ionizing radiation. The physical dose D,
deposited by the radiation in V is defined as
D =
E˜
m
[
D
]
=
J
kg
= Gy (2.8)
where E˜ is the energy deposited in V and m is the mass of the material in V . D is typically given in
units of Gray (Gy), where 1 Gy = 1 J/kg. Since the quantity dose usually refers to a specific target
volume V , it is sometimes also called local dose.
Let a proton beam of the fluence Φ (in protons · cm−2) and the kinetic energy Ep be traversing a
thin target of the thickness dx and the mass density ρ (fig. 2.1- left). Here, the mean energy dE lost
per proton slightly exceeds the mean energy dE˜ per proton, since some energy is carried away
via secondary radiation. Note that in an extended target, this escape energy might be absorbed
by (in beam direction) previous or subsequent slices. Consequently, some energy might also be
transported to the considered slice.
Nevertheless, the majority of deposited energy dE˜ is induced by the stopping of protons. Thus
dE˜ is in good approximation described by the stopping power dE˜ ≈ S(Ep) · dx . The (local) dose
D deposited by the beam in a small cylindrical volume (front face A, length dx), with dV = A · dx
(mass dm = ρ · dV ) is in good approximation described by
D = Φ A
dE˜
dm
=
Φ
ρ
dE˜
dx
≈ ΦS
ρ
. (2.9)
Here it is assumed, that the beam completely covers A and exhibits a homogeneous proton fluence.
2.2.2 The dose depth Dx , the proton fluence Φ, and the Bragg peak
A thin target slice, however, is not sufficient to describe the dose deposition in a therapeutic irradi-
ation. A thick (longitudinally extended) target is considered in the following. Figure 2.4 (A) shows
the sketch of a respective target, that is irradiated with a monoenergetic proton beam. Let the
proton beam cover an area A0 and have homogeneous fluence Φ0 across A0 at the beam entrance
into the target x0. Here, the considerations about the local dose D (eq. 2.9) apply for a thin slice
situated at the target entrance.
While traversing the target, the protons are laterally deflected due to MCS and may undergo
nonelastic nuclear interactions. Consequently, at the target depth xp the lateral beam penum-
bra increases and the proton fluence is not constant across the area covered by the beam.
The clinically relevant quantity in radiation therapy is the (local) dose distribution D, deposited in
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Figure 2.4: A: Exemplary (quasi) monoenergetic proton beam irradiating a solid target. This illustrative graphs are based
on 160 MeV protons irradiating a homogeneous water phantom. The proton beam is entering the target with a proton
fluence Φ0 and the initial energy E0 at the target entrance x0.
B: Monte Carlo based comparison of the normalized dose depth curve Dx (x)/Dref (dashed line) with the normalized
proton fluence Φ(x)/Φ(x0) of the proton beam in dependence of the target depth x , adapted from (Paganetti, 2012c).
The solid line illustrates the normalized primary proton fluence, whereas the dotted line represents the normalized total
(primary and secondary) proton fluence.
the target volume (tumor). In order to reduce this three dimensional issue to the depth effect of the
proton beam, the one dimensional proton fluence Φ and dose depth curve Dx were introduced.
The dose depth Dx (xp) is defined as the local dose D deposited in the target slice dx at the target
depth xp divided by some reference value Dref. The dose D, deposited in the target slice, is the
product of the particle fluence Φ and the stopping power S/ρ (cf. eq. 2.9).
We discuss the correlation between the dose depth curve and the proton fluence utilizing the exam-
ple, depicted in figure 2.4 (B). The graph shows the dose depth distribution and the relative proton
fluence of 160 MeV protons irradiating a homogeneous water target, obtained with MC simulations
by (Paganetti, 2012c).
In figure 2.4 (B), the relative proton fluence distribution Φ˜(x) is shown in dependence of the depth
in the target. Φ˜(xp) is defined as the ratio between the proton fluence Φ(xp) and the initial proton
fluence at the target entrance Φ0
Φ˜(xp) ≡ Φ(xp)
Φ0
(2.10)
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The solid line refers to primary protons, whereas the dashed curve refers to the sum of primary
and secondary protons. Here, primary denotes those protons that did not undergo a nonelastic
nuclear interaction beforehand.
At the target depth xp not all protons have the same kinetic energy, a fact that is not illustrated here.
Consequently the relative proton fluence Φ˜ is also a function of the kinetic proton energy
Φ˜(xp) =
∫ E0
0
dΦ˜(xp)
dE
dE (2.11)
The distribution Φ˜ is approximately linearly decreasing from the beginning of the particle track. This
loss of protons is mainly due to nonelastic nuclear interactions. Near the end of the particle track,
the relative fluence curve exhibits a sigmoid shape. This is due to the varying projected range of
the individual protons (MCS) and also due to the straggling of the initial proton energy ∆E0.
The dose depth curve Dx exhibits a plateau in the beginning of the proton path followed by a peak
structure called the Bragg peak (BP). Distal to the BP, Dx drops to zero. The formation of the BP
is induced by the fact, that the stopping power S is increasing with decreasing particle energy (cf.
fig. 2.2). The distal sigmoid shape of the fluence curve Φ˜ corresponds to the longitudinal with of
the BP. By combining equations 2.9 and 2.11 the dose depth yields
Dx (xp) =
Φ0
Dref
∫ E0
0
dΦ˜(xp)
dE
· S(E)
ρ
· dE . (2.12)
Due to the plurality of possible proton interactions the dose depth distribution Dx (x) cannot directly
be calculated from first principles, but must be derived, either from MC simulations or parameter-
ized approximations (Bortfeld and Schlegel, 1996).
2.2.3 The particle range
The term particle range is not unambiguously defined in the literature. It can be related to the
proton fluence curve Φ(x), the dose depth curve Dx , or the track length L of the protons. The
fluence based beam range R(E0), is given by the depth in the target, where half of the protons
that undergo EM interactions only (stopping and MCS) come to rest (Gottschalk, 2012). The
dose depth curve related beam range dx is defined by the depth in the target, where the dose
depth curve has dropped to a certain fraction x , with respect to its maximum. (Paganetti, 2012a)
suggests d80, since d80 coincides quite well with R(E0) for a monoenergetic proton beam. In (Flanz
and Lu, 2012) the fraction x is set to 90 %, which is closely related to common clinical definitions.
(Newhauser and Zhang, 2015) define the particle track length L in CSDA (cf. sect. 2.1.1) as an
excellent range approximation. The authors provide a comprehensive discussion of the correlation
between particle fluence and the dose deposition.
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2.3 Productionanddeliveryofprotonbeams
Priortotheprotonbeamdeliverytothetargetvolume,thebeamhastobeadjustedinterms
ofprotonenergy,beamcurent(intensity)andgeometricalshape.Inprotontherapyfacilitiesthe
protonsareacceleratedwithcyclotrons(somefacilitiesalsousesynchrotrons).Theprotonsare
transportedtothetreatmentroomwithabeamlineandthendeliveredtothepatient.Asketchof
thebeamlineattheUPTDcanbefoundin(Petzoldtetal.,2015).
2.3.1 Accelerationofprotonsinaisochronouscyclotron
Modernisochronouscyclotronsdedicatedtoprotontherapyaccelerateprotonstoaﬁxedenergy
ofabout230MeV.Anadvantageofcyclotrons(withrespecttosynchrotrons)isthecontinuous
wave(CW)characteroftheextractedbeamandthepossibilityofvaryingthebeamintensityquickly.
Figure2.5showsasketchofacyclotron.Anionsourceissituatedinthecenterofthecyclotron,
Figure2.5:Sketchofacyclotronwithafour-foldsymmetry(byA.Burkhardt).Theprincipleofoperationisgiveninthe
text.
providingacontinuousﬂowofprotons.Aradiofrequency(RF)systemdrivesastrongalternating
voltageofseveral10kV.ThecorespondingfrequencyfRFistypicalyintherangeof50-100MHz
andconstantovertime,whichnamesthecyclotronisochronus.
Thealternatingvoltageisappliedtotwoormoreelectrodes,caledDees.Eachoftheseelectrodes
isanelectricalyconnectedpairofcopperplates,thatispackedontopofeachotherandsepa-
ratedbyasmalevacuatedspacing.TheareasbetweentheDees(inpolardirection)areatground
potential(grayshaded). WhentheDeepotentialisnegative,aprotonthattraversesthegapbe-
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tween a Dee and the grounded area is accelerated, whereas protons that approach the Dees are
accelerated, when the Dee is at positive potential.
The Dees are placed (in vertical direction) between the poles of a magnet. The magnet provides
a vertical magnetic field ~B, which forces the protons onto a circular orbit (radius r ). Here, the
Lorentz force equals the centrifugal force and the angular velocity ω of a proton (mass mp, charge
q, velocity v ) and the respective radius r are given by
ω =
q B
mp
and r =
mp v
q B
. (2.13)
ω is called the cyclotron resonance frequency. For protons of non-relativistic kinetic energies, ω
is independent of the radius r (i.e. independent of v ) and does only depend on B. The magnetic
field B is tuned in the way, that the ratio between ω/2pi and fRF is an integer number n. Hence,
a fraction of the continuously injected protons is accelerated in resonance with fRF. With each
passage between Dee and the ground potential, the kinetic energy of the protons and thus the
respective orbital radius r is increasing. As a result, the path of the protons exhibits a spiral shape.
When the protons reach relativistic velocities (v/c>0.1), the proton mass mp is increasing and
becomes a function of the radius r . In order to keep the resonance condition, i.e. to keep the
angular proton velocity constant at all radii r , the magnitude of the magnetic field B(r ) is increasing
with the radius. However, the radially increased magnetic field causes a vertical defocusing of the
beam, i.e. the protons are pushed towards the poles of the magnet. This vertical instability can
be compensated with the introduction of magnet sectors, that cause variations of the magnetic
field in polar direction (hills and valleys). These additional variations result in a vertical focusing
of the beam and provide the balance to the defocusing effect of the radial magnetic field. The
sketched cyclotron in figure 2.5 has a four-fold symmetry, there are four valleys and four hills in
polar direction. In the example, two of the valley are filled with the Dees.
At the so-called extraction radius the protons are extracted from the cyclotron. Here, the proton
beam has a quasi CW structure with a micro bunch separation n/fRF. Due to the resonance
character of the proton acceleration with the cyclotron RF, the proton bunches are extracted at a
fixed phase of the fRF. Consequently the cyclotron RF represents a suitable time reference for the
proton bunches. A macro bunch time structure can be applied by modulating the current of the ion
source.
At the UPTD the Cyclone C230 c© from Ion Beam Applications, Louvain-La-Nouve, Belgium (IBA)
is installed. It operates at a RF of 106 MHz. The micro bunch separation is 9.4 ns.
2.3.2 Beam delivery
In order to provide the desired kinetic energy for the actual treatment, the protons are slowed down
after extraction from the cyclotron in an adjustable amount of material denoted as the degrader.
2.3. PRODUCTION AND DELIVERY OF PROTON BEAMS 25
The proton beam that reaches the treatment room is (quasi) monoenergetic and has the geomet-
rical shape of a pencil beam with a lateral spread of a few mm. However, the width of the dose
deposition of a monoenergetic beam in longitudinal (cf. fig. 1.1) and lateral dimension is typically
much smaller than the target volume. The clinical usage of the proton beam however, requires
a uniform dose delivery within the extended target volume. There are two basic methods to ad-
equately shape the beam and distribute the dose to the whole target volume (Chu et al., 1993),
namely passive scattering (PS) and pencil beam scanning (PBS).
Passive scattering (PS): PS is a delivery technique where scattering, compensating, and range
shifting materials finally shape the proton beam. The beam is laterally broadened by a first scat-
tering foil. To achieve a flat dose distribution in the lateral dimension, a second scatterer is used.
Hence, this technique is sometimes also called double scattering (DS). The particle field is then
laterally confined to the target volume by individually manufactured collimators or multileaf collima-
tors.
The longitudinal shaping is performed with a modulator wheel and a patient specific compensator.
The modulator wheel periodically introduces materials of varying thickness into the beam, resulting
in a periodic modulation of the range and therefore in the generation of a SOBP. A certain modula-
tor wheel is connected to a specific width of the SOBP and is selected according to the longitudinal
thickness of the tumor. Additional range shifters adjust the energy of the beam according to the
distal part of the tumor. The distal outline of the tumor volume is contoured by a patient specific
range compensator. A review about PS is given by (Slopsema, 2012).
PS has some drawbacks. Protons that interact with material in the nozzle create unwanted sec-
ondary particles (e.g. neutrons) and activate the material. Apertures and range compensators
need to be fabricated individually for each patient. Due to the fixed width of the SOBP some of
the tissue situated proximal to the tumor can receive an unwanted amount of dose. Despite these
disadvantages PS is the standard method of dose application to date, due to its robustness against
target movements.
Pencil beam scanning (PBS): PBS (also called magnetic beam scanning) describes the tech-
nique of an active scanning of the beam across the target volume in three dimensions. The lateral
beam deflection is achieved with two pairs of orthogonal magnetic dipoles. For the third dimension
(depth) the beam energy is modulated.
The dose is delivered by placing the BP to one location at a time, called a single spot. The
irradiation of multiple, closely located spots (with the same initial proton energy) allows for a ho-
mogeneous dose delivery in a so called iso-energy layer. In this manner, the target volume can be
scanned/irradiated spot-by-spot and layer-by-layer. (Flanz, 2012) provides a review about PBS.
With respect to PS, PBS usually does not require any patient specific scatterers or compensators.
The amount of secondary radiation is drastically reduced drastically. Furthermore an improved
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dose conformation can be achieved (Zhang et al., 2010).
2.4 Prompt γ-ray emission
In this section, the production of prompt γ-rays emitted from nonelastic collisions of therapeutic
protons with nuclei from the irradiated tissue is discussed.
In general, photons are classified with respect to their origin. γ-rays are electromagnetic radiation
produced by nuclear transitions. Bremsstrahlung or X-rays stem from acceleration of electrons or
other charged particles. Characteristic X-rays are produced by the transitions of bound electrons
between different atomic shells. Annihilation photons are emitted, when electrons and positrons
combine.
2.4.1 The production of prompt γ-rays via nonelastic nuclear interactions
Analytical description: We analyze the amount of prompt γ-rays dGN, ε (emission energy ε),
produced by a single proton (kinetic energy Ep) traversing the thin target slice dx (fig. 2.1) due to
a nonelastic reaction with the nucleus N
dGN, ε = σN, ε(Ep) · nN · dx (2.14)
Here σN, ε is the nuclear interaction cross-section and nN is the density of target nuclei N. Let the
longitudinal prompt γ-ray emission rate gN, ε be defined by
gx(N, ε) ≡
dGN, ε
dx
. (2.15)
A target may consist of various nuclei Ni . With these nuclei, several nonelastic interactions (yield
in prompt γ-rays of emission energy εj ) are possible. The total emission gx is a superposition of
relevant interactions and photon energies
gx =
∑
i , j
gx(Ni , εj ) (2.16)
In the next step, we consider a thick target (fig. 2.4). The longitudinal prompt γ-ray emission
gx(N, ε)(xp) can be described with the differential relative proton fluence (eq. 2.11) as
gx(N, ε)(xp) =
∫ E0
0
dΦ˜(xp)
dE
· gx(N, ε)(E) · dE (2.17)
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and for multiple nuclear interactions
gx (xp) =
∑
i , j
∫ E0
0
dΦ˜(xp)
dE
· gx(Ni , εj )(E) · dE (2.18)
Towards prompt γ-ray imaging (PGI): Similar to the dose depth curve Dx (x) (eq. 2.12), gx (or
a subset gx(,N)) cannot be calculated analytically. Nevertheless, treatment verification methods
related to PGI aim at the measurement of gx and a respective correlation either with (i) the (three
dimensional) deposited dose D(~r ), or (ii) the (one dimensional) dose depth curve Dx (x), or (iii) the
particle range R(E0). An approach is a MC simulation of the intended dose deposition, a simulation
of the respective prompt γ-ray emission, and finally a simulation of the detector response. Via, a
comparison of measured and (from the simulation) expected data, the treatment can be verified.
However, while accurate dose modeling is available, the simulation of prompt γ-ray emission suf-
fers from the lack of precisely known energy dependent nuclear cross sections (Parodi, 2012).
Furthermore, a quantity, that is due to a continuous process (D, Dx , R), shall be determined by the
measurement of an entity, that is due to a discrete process (prompt γ-ray emission) with a preci-
sion, that is defined by clinical requirements. Measuring denominates the detection of N˜ prompt
γ-rays. Each measurement process is subject to statistical and systematic errors. The statistical
error is proportional to
√
N˜−1. A suitable prompt γ-ray detection system should provide a good
detection efficiency η, in order to keep the random error at an acceptable level. Here, η describes
the probability that a prompt γ-ray is detected, under the precondition that it reaches the detection
system.
Prompt γ-rays from soft tissue irradiation: The following questions will be addressed:
(A) What are relevant target nuclei Ni for prompt γ-ray production?
(B) What are the respective nonelastic reactions with these nuclei Ni , that produce prompt
γ-rays?
(C) Which of these available reactions are the most prominent ones and provide a mea-
surement result with an acceptable random error?
(D) What are counting statistics of these prominent prompt γ-ray lines, i.e. how many
γ-rays are (approximately) produced by each impinging proton?
(E) What is the correlation between the respective prompt γ-ray emission profiles gN, ε and
the dose deposition or the particle range.
(A) and (B) are answered in (Smeets, 2012) and (Verburg et al., 2012). 16O, 14N, 12C, and 1H
are primary constituent nuclei of soft tissue. Available nuclear reactions with 16O and 12C resulting
in prompt γ-ray emission are listed in table 2.1. The emission energies εi range from 0.7 up to
7.3 MeV (with one exception). Prompt γ-ray lines from 14N can be found in (Benhabiles-Mezhoud
et al., 2011). 1H has no excited nuclear states, it however causes a strong secondary neutron-
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induced γ-ray line (background) at 2.22 MeV via the neutron-capture reaction 1H(n, γ2.22)2H.
(C) According to energy resolved measurements at proton beams in this work (cf. section 4) as
well as to the literature (Verburg et al., 2013; Smeets et al., 2012b; Polf et al., 2013) the most
prominent prompt γ-ray lines from soft tissue are at 4.44 MeV and 6.13 MeV.
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Figure 2.6: Exemplary nonelastic nuclear cross-sections for the production of 4.439 MeV γ-rays with 12C and 16O as
target nuclei N in dependence of the proton energy Ep. Data was adapted from (Belhout et al., 2007), (Dyer et al.,
1981), and (Lesko et al., 1988).
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Table 2.1: List of nuclear reactions providing prompt γ-rays with 12C and 16O as target nuclei. The data was extracted
from (Kozlovsky et al., 2002) and (Firestone and Shirley, 1996). Listed are the emission energy, the nuclear transition,
the nuclear reaction channel, and the lifetime τ of the excited nuclear state. The term g.s. denotes ground state.
When the mean life τ is not known, it is estimated via the uncertainty relation τ = Γ/ ln(2), where Γ is the width of the
corresponding energy level according to (Firestone and Shirley, 1996).
Energy / MeV Transition Reaction Mean life τ / s
0.718 10B∗0.718→g.s. 12C(p,x)10B∗ 1.0×10−9
12C(p,x)10C()10B∗ 27.8
16O(p,x)10B∗ 1.0×10−9
1.022 10B∗1.740→ 10B∗0.718 12C(p,x)10B∗ 7.5×10−15
16O(p,x)10B∗ 7.5×10−15
1.635 14N∗3.948→ 14N∗2.313 16O(p,x)14N∗ 6.9×10−15
2.000 11C∗2.000→g.s 12C(p,x)11C∗ 1.0×10−14
2.124 11B∗2.125→g.s. 12C(p,x)11B∗ 5.5×10−15
2.313 14N∗2.313→g.s. 16O(p,x)14N∗ 9.8×10−14
2.742 16O∗8.872→ 16O∗6.130 16O(p,p’)16O∗ 1.8×10−13
3.684 13C∗3.685→g.s 16O(p,x)13C∗ 1.6×10−15
3.853 13C∗3.854→g.s 16O(p,x)13C∗ 1.2×10−11
4.438 12C∗4.439→g.s 12C(p,p’)12C∗ 6.1×10−14
16O(p,x)12C∗ 6.1×10−14
4.445 11B∗4.445→g.s 12C(p,x)11B∗ 5.6×10−19
5.105 14N∗5.106→g.s 16O(p,x)14N∗ 6.3×10−12
5.180 15O∗5.181→g.s 16O(p,x)15O∗ <4.9×10−12
5.240 15O∗5.241→g.s 16O(p,x)15O∗ 3.3×10−12
5.269 15N∗5.270→g.s 16O(p,x)15N∗ 2.6×10−12
5.289 15N∗5.289→g.s 16O(p,x)15N∗ 1.2×10−14
6.129 16O∗6.130→g.s 16O(p,p’)16O∗ 2.7×10−11
6.175 15O∗6.175→g.s 16O(p,x)15O∗ <2.3×10−14
6.322 15N∗6.324→g.s 16O(p,x)15N∗ 1.0×10−15
6.337 11C∗6.339→g.s 12C(p,x)11C∗ 1.1×10−13
6.476 11C∗6.478→g.s 12C(p,x)11C∗ <8.7×10−15
6.741 11B∗6.743→g.s 12C(p,x)11B∗ 4.3×10−20
6.790 11B∗6.792→g.s 12C(p,x)11B∗ 5.6×10−19
6.916 16O∗6.917→g.s 16O(p,x)16O∗ 6.8×10−15
7.115 16O∗7.117→g.s 16O(p,x)16O∗ 1.2×10−14
7.299 15N∗7.229→g.s 16O(p,x)15N∗ 1.2×10−14
15.10 12C∗15.11→g.s 12C(p,p’)12C∗ 1.5×10−17
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Prompt γ-ray emission at 4.44 MeV. Table 2.1 reveals, that there are two prompt γ-ray lines very
close in emission energy. The first is at 4.439 MeV stemming from the de-excitation of 12C ∗. The
underlying reactions are inelastic scattering at 12C and a nonelastic reaction with 16O
12C(p, p′ γ4.439)12C (2.19)
16O(p,α p′ γ4.439)12C (2.20)
with a lifetime τ12C∗ of 6.1 · 10−14 s (Firestone and Shirley, 1996). Figure 2.6 shows the respective
nonelastic nuclear cross-section σ4.44,12C (left) and σ4.44,16O (right) in dependence of the proton
energy Ep. In both cases, the cross-section is increasing with decreasing proton energy before it
rapidly drops to zero at about 6 MeV and 15 MeV, respectively.
The second prompt γ-ray emission line is at 4.445 MeV and stems from the de-excitation of 11B∗
12C(p, 2p′ γ4.445)11B∗ (2.21)
Here the lifetime τ11B∗ is 5.6 · 10−19 s (Firestone and Shirley, 1996). Due to kinematic Doppler
broadening these two prompt γ-ray lines cannot be resolved from each other.
Prompt γ-ray emission at 6.13 MeV This emission line is subject to an inelastic nuclear interaction
of protons with 16O
16O(p, p′ γ6.13)16O∗ (2.22)
Available data points for the nonelastic interaction cross-section σ6.13,16O are shown in figure 2.7.
The lower threshold is at about 6 MeV.
(D) The question on the mean prompt γ-ray yield per proton cannot be answered in general, since
it depends on the initial proton energy and the targets atomic composition. A rule of thumb is an
overall yield Γtotal of 1 prompt γ-ray per 10 incident protons (Smeets et al., 2012b) for therapeutic
protons irradiating soft tissue. The yield for a specific prompt γ-ray line ε with the target nucleus N
is given by
ΓN,ε(E0) =
∫ R(E0)
0
gx(N,ε)(x˜) · dx˜ (2.23)
where R(E0) is the particle track length L in CSDA approximation (cf. eq. 2.4).
(E) It was shown in the figures 2.6 and 2.7 that the energy dependent nonelastic cross section is
increasing with decreasing kinetic energy of the proton. When the protons are slowed down inside
the irradiated target, the prompt γ-ray yield (per target depth) is increasing. A similar effect can be
seen for the stopping power.
Furthermore, the nonelastic cross section is dropping to zero at around 10 MeV proton energy.
The residual range of a 10 MeV proton is about 1 mm in water. Hence, in the last 1 mm of each
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Figure 2.7: Nonelastic nuclear cross-sections for the production of 6.129 MeV γ-rays with 16O as target nucleus N in
dependence of the proton energy Ep. Data was adapted from (Lang et al., 1987), (Dyer et al., 1981), and (Lesko et al.,
1988).
proton track no prompt γ-rays are emitted any more, since the proton energy is too low to induce a
nonelastic nuclear reaction.
Thus, the respective prompt γ-ray emission profile is well correlated with (however not equal to)
the dose depth curve Dx , an effect visualized in figure 2.8, where gx(4.44,∗) and Dx are shown in
dependence of the depth in the target for a monoenergetic 150 MeV proton beam irradiating a
homogeneous PMMA target.
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Figure 2.8: Experimental results for the prompt γ-ray emission profile of the 4.44 MeV line of 150 MeV protons irradiating
a water target in comparison with the respective dose depth curve Dx , adapted from (Verburg et al., 2013).
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2.5 Interactions of photons with matter
In the following, the basic principles of photon detection are outlined. A detector cannot detect
the presence of a photon itself, it rather detects the impact of the energy deposition, when the
photon interacts with the detector material. The dominant interactions of photons with energies
in the range of 0.01 MeV to 20 MeV are photoelectric absorption, Compton scattering and pair
production.
2.5.1 Photoelectric absorption
Photoelectric absorption is an interaction process of a photon with an absorber atom, where the
photon disappears. The photon energy Eγ is transfered to an electron of the atom, yielding the
kinetic energy Ee−
Ee- = Eγ − Eb (2.24)
where Eb is the binding energy of the respective electron. The vacancy in the absorber atom is
filled with free electrons from surrounding material or less tightly bound electrons from the same
atom. This process may be accompanied by the emission of additional characteristic X-rays or the
emission of Auger electrons.
When γ-rays of a few hundred keV or more undergo a photoelectric absorption, the electron re-
ceives the majority of the original photon energy. The interaction cross section σabs roughly follows
σabs ∝ Z
N
E3.5γ
(2.25)
where N varies between 4 and 5 (Knoll, 2000) and Z is the atomic number of the absorber atom.
2.5.2 Compton scattering
Inelastic scattering, also called Compton scattering, describes the interaction process of a photon
with an electron of the absorbing material. The incoming photon transfers a fraction of its energy
to the electron Ee− and is deflected by a scattering angle ϕ. The so called recoil electron travels
under an angle Φ with the kinetic energy Ee− . With the assumption, that the incoming photon is
deflected at an electron at rest, the deposited energy Ee− can be derived by the conservation of
energy and momentum (Compton, 1923), yielding in the Compton formula
cosϕ = 1−mec2
(
1
Eγ − Ee−
− 1
Eγ
)
(2.26)
where mec2 = 511 keV is the electron rest energy. The differential cross section dσ/dΩ , i.e. the
amount of scattered photons per solid angle at a free electron was described by (Klein and Nishina,
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1929)
dσinel
dΩ
=
re2
2
1
(1 + ε(1− cosϕ))2 (1 + cos
2 ϕ)
(
1 +
2(1− cosϕ)2
(1 + cos2 ϕ)(1 + (1− cosϕ))
)
(2.27)
where re is the classical electron radius and  is the reduced photon energy
 =
Eγ
mec2
. (2.28)
Since Compton scattering may (in principle) happen with all electrons of the absorber atom, the
cross section σinel of the respective atom is proportional to Z .
2.5.3 Pair production
When the photon energy Eγ exceeds twice the electron rest energy mec2, the production of an elec-
tron (e−) and a positron (e+) pair becomes possible. Pair production only occurs in the Coulomb
field of a charged particle, mainly in the field of a nucleus. Pair production can take place in the
field of an electron as well. In this case, the threshold photon energy is 4 mec2 due to conservation
of energy and momentum. The cross section σpair,e (pair production in the field of an electron) is
typically two orders of magnitude below its counterpart in the field of a nucleus σpair,n. When a pair
production takes place, the photon is completely absorbed. The energy of the photon is transferred
to the produced particle pair yielding
Eγ = Te+ + Te− + 2mec
2 (2.29)
where Te+ and Te− describes the kinetic energy of the positron and the electron respectively. Above
the threshold energy, the interaction cross section σpair increases rapidly with increasing photon
energy Eγ and is proportional to Z 2. At photon energies above 10 MeV pair production becomes
the dominant interaction process.
Subsequent to the interaction, e+ and e− are slowed down by the surrounding material and the
positron annihilates with an electron of the absorbing material. As a result, two annihilation photons
of Eann = 511 keV are produced. Each of them may undergo interactions in the material or leave it
undisturbed (escape).
2.5.4 Mass attenuation coefficient µ/ρ
The passage of a photon through a material of the thickness z may be, but not necessarily must
be accompanied by one or more of the mentioned interactions. The probability p of a photon to
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passthematerialwithoutanyinteractionisgivenby
p=exp(−σtot·n·z) (2.30)
wherenisthenumberdensityoftargetatomsand
σtot=σabs+σinel+σpair (2.31)
Foraspeciﬁcmaterial,themassatenuationcoefﬁcient(µ/ρ)inunitsofcm2/gisofmorepractical
relevance,thantheinteractioncrosssectionperatomσ,sinceitisindependentofthetargetmass
densityρ.Itcorelateswithσby
µ
ρ ρ=σ·NA. (2.32)
Equation2.30thenyieldsto
p=exp − µtotρ ·ρ·z =exp −
µabs
ρ +
µinel
ρ +
µpair
ρ ·ρ·z. (2.33)
[(µtot/ρ)·ρ]−1iscaledthemeanfreepathlengthλ.
Forcompoundmaterials,themassatenuationcoefﬁcientsareweightedbytheatomiccomposition
ofthematerial.Fig.2.9showsthemassatenuationcoefﬁcient(µ/ρ)forwater,adaptedfromthe
XCOMdatabase(Bergeretal.,2015
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Figure2.9:Massatenuationcoefﬁcients(µ/ρ)independenceofthephotonenergyEγforwater.
2.6. DETECTION OF PHOTONS 35
2.6 Detection of photons
Let the radiation detector contain a certain volume of absorber material. When photons interact
with the absorber via photoelectric absorption, Compton scattering, or pair production, a certain
amount of energy Edep is deposited. The impact of this energy deposition is measured. When the
rate of photon interactions is moderate, the detector can be operated in pulsed mode, i.e. photon
interactions can be processed one-by-one.
The desired quantities of a single interaction can be: (i) a simple trigger on the interaction itself,
(ii) the amount of deposited energy Edep, (iii) the interaction time t , and (iv) the location of the in-
teraction ~r . Depending on the application, a suitable photon detector should provide the possibility
to detect one or more of these physical quantities by conversion into an electric signal (pulse).
The pulse is then digitized with the attached readout electronics, i.e., it is converted into integer
numbers (denoted as raw data). Utilizing a detector calibration, the raw data values are finally
converted into corresponding physical values.
The precision of a detector to measure a physical quantity (e.g. time, energy, and location of inter-
action) is called the detector resolution R. It is due to a superposition of intrinsic uncertainties of
the detection principle and uncertainties induced by the readout electronics.
In the following, the principles of operation of semiconductor detectors and scintillation detectors
are introduced. Respective detector materials relevant for this work are introduced.
2.6.1 Semiconductor detectors
In a semiconducting absorber material, the energy deposition induced by a photon interaction
excites atomic electrons from the valence band to the conduction band and creates a large number
of electron-hole (e-h) pairs Npair. The mean energy Epair, required to create an e-h pair is called the
mean excitation energy or pair creation energy. For semiconductors Epair is in the order of a few
eV and slightly exceeds the bandgap of the semiconductor. When a strong electric field is applied
to the semiconductor via attached electrodes, the charge carriers are separated and drift towards
the anode (electrons) and cathode (holes), respectively. The induced charge Q at the electrodes
is a measure for the deposited energy, i.e.
Edep = K ·Q (2.34)
where K is the detector response. With the assumption that there is no significant loss of charge
carriers, it yields Q = Npair · e, where e is the electron charge.
An important rationale for the utilization of semiconductor materials is the statistical limit of the
energy resolution. When applying Poisson statistics for e-h pair creation, which can be applied
since the number of created charge carriers exceeds 100, the distribution of Npair exhibits a Gaus-
sian shape with the standard deviation σpair =
√
Npair. However, it was observed that the individual
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formation of e-h pairs is not independent from the creation of other e-h pairs. To account for the
deviation from Poisson statistics the Fano factor F was introduced giving σpair =
√
F · Npair. The
detection limit of the energy resolution R (FWHM), which is only due to statistical fluctuations in
the number of created charge carriers is then given by
R =
2.35 · σpair · e · K
K · e · Npair
= 2.35 ·
√
F
Npair
(2.35)
The timing properties of semiconductor detectors are intimately related to the shapes of the charge
pulses that are collected at the electrodes. The pulse shape itself depends on the charge transit
time which is determined by (a) the electric field inside the detector, (b) the mobilities of electrons
µe and holes µh, and (c) the distribution of created charge carriers. Due to the complexity of pulse
formation, general statements are inaccurate and a detector specific measurement of the time res-
olution is necessary.
In a semiconductor, spatial detector resolution can be achieved, by segmenting the electrodes in
combination with an individual readout of the induced charge at each of the electrodes.
Cd0.9Zn0.1Te - Cadmium zinc telluride (CZT): In (Kormoll, 2012) and also in this work, the room
temperature semiconductor material CZT was used in the configuration of a coplanar cross strip
detector as a scatter plane of the Compton camera prototype. CZT has already been studied as
a promising candidate material for X-ray and γ-ray detection for more than two decades (He et al.,
1996). The material exhibits a zincblende crystal structure, an average atomic number of 49.1,
and a mass density of ρCZT = 5.78 g/cm3. The band gap of about 1.57 eV opens the possibility for
room temperature operation. Current obstacles are, the rather complex crystal production limiting
the available size of single crystals to a few cm3 on the one hand, and on the other hand the poor
charge carrier transport properties, which are accompanied by a disparity between the mobility of
electrons and holes.
A comprehensive review of (i) material properties, (ii) crystal growth, and (iii) electric field formation
and (iv) charge carrier transport was published by (Zhang et al., 2013). A summary on the perfor-
mance of CZT based detection systems in astronomical and medical applications can be found in
(Sordo et al., 2009). The utilized detector for this thesis, especially the (electrode-layout induced)
electric field formation and the resulting charge carrier transport properties are described in the
PhD thesis of (Kormoll, 2012), chapter 1.3. The following points motivate the usage of CZT in the
field of γ-ray detection:
(i) Room temperature operation: Due to the reasonable large band gap, CZT can be operated at
room temperature without substantial cooling, as e.g. required for high purity germanium (HPGe)
detectors (McGregor and Hermon, 1997).
(ii) Interaction probability: Compared to other semiconductor detectors materials such as silicon
or HPGe, CZT has a high effective atomic number 49.1 (HPGe: 32, Si: 14) and mass density
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5.78 g/cm3 (HPGe: 5.3 g/cm3, Si: 2.3 g/cm3) which provide an increased interaction probability of
inelastic scattering (Owens and Peacock, 2004).
(iii) Energy resolution: CZT allows for an (in principle) excellent energy resolution. With a mean
pair creation energy Epair = 4.6 eV and a Fano factor F = 0.1 (eq. 2.35), the statistical limit for the
energy resolution at 662 keV is 0.2 % (FWHM). The exploitation of these fundamental limit was (in
the 1970s and 1980s) hindered by intrinsic charge trapping problems (He et al., 1996). With the
introduction of a single polarity charge sensing method (Luke, 1995) a dramatic improvement in
the energy resolution was demonstrated. An energy resolution below 1 % was reported for state-
of-the-art detection systems (Boucher et al., 2012).
(iv) Spatial resolution: By applying structured electrodes to CZT crystals spatial resolution of
the γ-ray interaction in the millimeter range and below can be achieved. These so-called position
sensitive CZT detectors are typically fabricated with a cuboid volume and a coplanar electrode
alignment (Sordo et al., 2009). Common electrode designs are parallel Frisch grid design (Luke,
1995), pixelated anodes (Barrett et al., 1995; Kuvvetli and Budtz-Jorgensen, 2005), cross strip
electrode layouts (Shor et al., 1999; Gu et al., 2011), or custom electrode designs, e.g. the ser-
pentine delay line electrode as described by (Kim et al., 2011).
Despite the history of intense world-wide scientific effort, CZT must be considered as a material
still under development. The vast majority of applications for CZT detectors aim at the detection of
photons with energies below 1.5 MeV. Consequently available detector geometries and electrode
designs are optimized for this energy range. For example, a cross strip electrode design, similar to
the one used in this thesis, was used for a small animal PET scanner (Peng and Levin, 2010; Gu
et al., 2011), where the relevant photon energy is 511 keV. In (Kormoll, 2012), the CZT cross strip
detector was successfully utilized as scatter detector of a Compton camera in the photon field of a
22Na source.
Experimental results of the detection of γ-rays of several MeV photon energy with CZT detectors,
as it is relevant for PGI, are hardly available. Here, an obstacle is the limited size of available crys-
tals and consequently the low detection efficiency. To date, the production of CZT single crystals
is limited to a few cm3.
2.6.2 Scintillation detectors
Scintillators are one of the most mature modalities for the detection of γ-rays and X-rays. In a scin-
tillator crystal, the energy deposited by ionizing radiation is converted into scintillation light, which
is typically in the visible or ultraviolet range. The scintillator must be transparent for these optical
photons. With a light sensor attached to the scintillator, the amount of scintillation light can be
converted into an electric pulse. There are organic and inorganic scintillators. Organic scintillators
are of no relevance for this work and are omitted here.
Emission of scintillation light: The generation of scintillation light in inorganic scintillator crystals
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can be summarized in a three stage process (Derenzo et al., 2003):
(i) Due to energy deposition in the crystal, electrons are exited from the valence band into the con-
duction band, i.e. inner shell holes and energetic primary electrons are created in the timescale of
10−15-10−13 s. The required energy for e-h creation is typically two to seven times the energy of
the bandgap.
(ii) The electrons and holes thermalize by intraband transitions or electron-phonon relaxations on
a timescale of 10−12-10−11 s. During this stage, luminescence centers in the crystal lattice may be
exited. Luminescence centers exhibit vacant energy levels slightly below the conduction band and
filled energy levels slightly above the valence band. These excitations may happen in the timescale
of 10−12-10−8 s, depending on the charge carrier mobility in the crystal, and influence the rise time
of the scintillation light.
(iii) The excited luminescence centers return to their ground state via non-radiative transitions
(quenching) or under emission of optical photons (scintillation). Depending on the transition, the
emission of photons can take place in range of ns (prompt fluorescence) or may take much longer
via delayed fluorescence or phosphorescence (afterglow). The decay constant τ of the prompt
fluorescence determines the decay of the scintillation pulse.
Luminescence centers can be activator ions (dopants), that are implanted into the crystal lattice
(e.g. Tl+, Ce3+, or Eu2+). NaI(Tl) is one of the oldest, nevertheless one of the most popular scintil-
lation materials. A second option is the scintillation light to be emitted from an atom of the crystal
structure itself, as it is the case the Bi3+ state in Bi4Ge3O12 - bismuth germanate (BGO). Table 2.2
lists the properties of selected scintillator materials that are considered in this thesis.
Table 2.2: Material properties of various scintillator materials for NaI (Persyk et al., 1980), LSO (Melcher and Schweitzer,
1991), BGO (Weber and Monchamp, 1973), GAGG (Iwanowska et al., 2013), and CeBr3 (Shah et al., 2004).
NaI(Tl) LSO BGO GAGG CeBr3
Atomic composition NaI:Tl Lu2SiO5:Ce Bi4Ge3O12 Gd3Al2Ga3O12:Ce CeBr3
Effective atomic number 50 64 75 51 46
Density / g/cm3 3.67 7.4 7.13 6.63 5.2
Decay time τ / ns 230 40 300 88 (91%), 258 (9 %) 17
Light yield / ph/MeV 45·000 33·000 8·600 ∼60·000 68·000
Emission wavelength /nm 415 420 480 530 371
Hygroscopicity yes no no no yes
Intrinsic radioactivity no yes no no no
Detection of scintillation light: Light sensors are coupled to the crystal in order to detect the
amount of emitted scintillation light and convert it into a corresponding electrical signal. Typically
all surfaces of the crystal but the one with the sensor are covered with a reflective material to reduce
the leakage of light. The most widely used type of light sensor is the photo multiplier tube (PMT).
A PMT is an evacuated container (usually made of glass), that contains a photocathode at one side
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and a suitable electron multiplier structure. The photocathode of a PMT is covered with a material
of a low work function. When a scintillation photon hits the photocathode, a photoelectron may
be emitted via the photoelectric effect. From a scintillation light pulse typically several hundred
photoelectrons are emitted. This charge signal is too low to be conveniently detected and thus
needs to be amplified. The photoelectrons are accelerated in an electric field applied between the
photocathode and a set of further electrodes, called dynodes. When the accelerated photoelec-
trons strike the dynode, multiple secondary electrons are emitted. The electron multiplication is
typically in the order of 10. Then the emitted electron cloud is accelerated onto the next dynode.
In a step-by-step process, the initial photoelectron signal is amplified by a factor of 105 − 106 via
multiple dynode stages. At the last dynode called the anode, the charge signal can be read out.
The time elapsed when the electrons to travel from the photocathode to the anode is called transit
time and is of the order of several tens of ns. Each electron may take a slightly individual path,
which causes the transit time spread. There exist a variety of designs for the geometry of the dyn-
ode structures. This geometry can be optimized in order to (1) collect all photon electrons for an
improved energy resolution, or (2) achieve identical electron paths (and transit times) to minimize
the transit time spread and thus optimize the timing resolution.
The benefit of PMTs is mainly due to the large amplification at an extremely low noise level. It is
even possible to detect a single photoelectron from the photocathode. However, due to the dyn-
ode structure, it is not possible to miniaturize PMTs down to a size achievable with semiconductor
chips. Furthermore, the gain is sensitive to magnetic fields, which makes the usage difficult in en-
vironments with strong or alternating electric fields. There are other types of semiconductor based
light sensors, e.g. photodiodes, avalanche photodiodes, or silicon photomultipliers.
A disadvantage of PMT is the instability of the gain, which varies with the magnetic field, the tem-
perature, the detector load, and the history of the PMT.
The achievable intrinsic energy resolution for scintillators is much worse than in semiconductor
detectors. Utilizing equation 2.35, the Fano factor for scintillators is typically around 1 and in the
denominator, Npair must be replaced by the number of created scintillation photons Nph. When
taking the light sensor into account (here the PMT), the resolution must be calculated due to the
number of photoelectrons from the photocathode, i.e. NPE = Nph · col · eq. Here, col is the light
collection efficiency (typically about 0.5). The efficiency of photon to electron conversion εqe is
called quantum efficiency. It depends on the overlap between the emission spectrum of the scintil-
lation light and the absorption spectrum of the photocathode and is typically around 0.3.
The time resolution of a scintillator coupled to a PMT is proportional to
√
τ/NPE according to the
Hyman theorem (Hyman, 1965). Therefore, bright scintillators, that provide a short decay time
and a reasonable quantum efficiency with the attached photon detector, are advantageous. The
limitations to the time resolution are the time spread of the light pulse generation (scintillation rise
time), the time spread due to light collection (significant for large volume scintillators), the time jitter
of the PMT (transit time spread), and the photoelectron statistics (NPE).
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Resolving the location of interaction in a scintillation detector can be achieved utilizing segmented
PMTs, where each PMT separately is read out separately. This procedure can lead to a large
number of electronic channels. To reduce the electronic complexity, a modified Anger principle
(Anger, 1958) is applied in BGO and LSO block detectors, that are typically utilized for PET ap-
plications. A matrix of 2×2 PMTs is coupled to a segmented scintillation crystal. The individual
readout of each PMT allows the deduction of the scintillator segment of interaction, by calculating
the center of gravity of the four PMT signals. In this work, BGO block detectors are used as the
absorber plane in a Compton camera prototype. A detailed detector layout and the corresponding
calibration procedure is discussed in the subsequent chapter.
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3. Tests of a Compton camera for PGI
This chapter presents experimental results regarding the practical implementation of Compton
imaging for prompt γ-rays in proton therapy. The first part (sect. 3.1) briefly introduces the Comp-
ton camera principle-of-operation and corresponding terminology. A Compton imaging prototype
was constructed in a PhD thesis preceding this work. The respective results (representing a start-
ing point for this work) are summarized in section 3.2. Several modifications, applied to the existing
hardware, readout electronics, and readout software, are discussed in part 3.3. Section 3.4 intro-
duces the detector layout and the setup of the Compton camera, followed by a description of the
electronic readout regime (sect. 3.5) and the detector calibration (sect. 3.6).
To validate the applied modifications, results of Compton imaging at 1.275 MeV photon energy are
shown in sect. 3.7. The next part has a focus on Compton imaging at several MeV photon energy.
In the course of this thesis, a reference setup at the Tandetron accelerator was identified, suitable
to test γ-ray detection/imaging systems at 4.44 MeV photon energy. The setup is introduced and
the results of individual detector tests, as well as the results of Compton imaging with the utilized
prototype are presented (sect. 3.8). Furthermore, the absolute production yield of 4.44 MeV γ-
rays was calculated and an estimation of the Compton imaging efficiency at 4.44 MeV was derived
for the prototype. The gathered results on imaging and detection efficiency allow for predictions
towards the applicability of Compton imaging at a therapeutic proton beam (sect. 3.9).
3.1 Principle of operation
A Compton camera consists of at least two layers of position sensitive γ-ray detectors, as sketched
in figure 3.1. In the following, an event is denoted as the energy deposition of a γ-ray in at least one
of the detectors. An interaction, solely in one of the detectors is called single event. An example
for a coincident energy deposition in both detector layers is a Compton event.
Here, a photon of the energy Eγ is inelastically scattered in the scatter detector, where the energy
E1 = Eγ-E ′γ is deposited. The detected time stamp for the interaction is t1, the detected location of
interaction ~r1. The scattered γ-ray (energy E ′γ) is absorbed in the absorber detector (E2, t2, and
~r2). Applying the kinematics of inelastic scattering to the Compton event allows for the calculation
of the scattering angle ϕ
cosϕ = 1−mec2
(
1
E2
− 1
E2 + E1
)
, (3.1)
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Figure3.1:SketchofavalidCompton(coincident)event.Thesourceoftheemitedγ-ray(energyEγ)ismarkedwitha
reddot.Inthescaterplane,theγ-rayisinelasticalyscateredandﬁnalyabsorbedintheabsorberdetector.Utilizing
theComptonkinematics(equation2.26),thescateringangleϕofthiseventcanbecalculated.Theoriginoftheγ-ray
isnowdeterminedbythesurfaceofthereconstructedcone.
wheremec2=511keVistheelectronrestenergy.Forthiseventthereconstructedinformationis:
theγ-rayoriginsfromconesurface,thatisdeﬁnedbytheopeningangleϕanditsaxisgivenbythe
connectinglineofr1andr2(cf.ﬁg.3.1).
WhentheinitialphotonenergyEγisknown,atotalabsorptionofthescateredγ-rayinthesecond
layerisnotmandatory.Inthiscase,anyinteractionintheseconddetectorleadstoavalidevent
andonlyr2needstobemeasured.Equation2.26thenyieldsto
cosϕ=1−mec2 1Eγ−E1−
1
Eγ . (3.2)
Theinformationontheemissionscene,extractablefromasingleeventisquitelimited(conesur-
face). Withdataofnumerousevents,theinformationontheemissionsceneisenhanced.This
canbevisualizedwhenγ-raysareemitedfromapoint-likesource(cf.ﬁgure3.1).Thenthecone
surfacesfromvariouseventsintersectinthesourcelocation.Thereconstructionoftheemission
scenefromthemeasureddataissubjecttoimagereconstructionalgorithms.
ImagereconstructionintheComptonregimeImagereconstructionisaninverseproblem.
Intheexperiment,therealemissionsceneλleadstothemeasureddatadviaameasurement
processA
d=A(λ). (3.3)
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Applied to Compton imaging, λ is the γ-ray emission distribution, d is the event data taken by the
detectors, and A describes the measurement process of: (i) γ-ray transport to the scatter detector,
(ii) inelastic scattering in the detector, (iii) γ-ray transport to the absorber detector, and (iv) final
absorption (or scattering) in the absorber detector.
The task of image reconstruction is to derive (inversely to the actual measurement process) the
emission scene λ from the measured data d , i.e.
λ = A−1(d). (3.4)
However, due to the complexity of the measurement process A, the inversion A−1 is often unknown.
In the scope of this work, two image reconstruction algorithms are used. The first algorithm is the
direct back projection (DBP), where A−1 is approximated by the superposition of all reconstructed
Compton cones. DBP is a rough approximation, since the impact of all detected events on the
reconstructed image is weighted equally and probabilistic effects, such as the solid angle (covered
by the detector segments) or the differential (Klein-Nishina) cross section are neglected.
The second algorithm is the maximum likelihood expectation maximization (ML-EM) algorithm,
which may be considered the gold standard in emission tomography (Shepp and Vardi, 1982).
ML-EM is an iterative approach to find the emission scene λ, based on equation 3.3. Here, a
precise description of the measurement process A is feasible and for a correct reconstruction even
mandatory. Let P(λ′, d) be the probability to measure d , with an assumed emission distribution
λ′. In a step-by-step process, λ′ is iteratively varied, in order to find a maximum of the emission
distribution P(λ′, d). This thesis is focused on the experimental work on the Compton camera
detectors, rather than on image reconstruction. An reconstruction algorithm for applying DPB and
ML-EM to the data, measured with the Compton camera, was developed and implemented by S.
Scho¨ne (Scho¨ne et al., 2016).
3.2 Status of preceding work
The results on Compton imaging, as presented in the following sections, are based on the initial
research on a Compton camera, which was reported in the thesis (Kormoll, 2012). The author
built a prototype with a CZT cross strip detector working as the scatter plane and a segmented
Lu2SiO5:Ce - cerium-doped lutetium-oxy-orthosilicate (LSO) block detector used as the absorber
plane. Here the imaging capabilities of the prototype were proven via the utilization of a variety of
laboratory sources exhibiting γ-ray energies below 1.5 MeV (e.g. 137Cs , 22Na ). Based on these
results, Compton imaging of prompt γ-rays was attempted at the KVI-CART facility, Groningen,
The Netherlands. The measured data and the respective reconstructed images, as presented in
the final part of (Kormoll, 2012) did not disclose an evaluable correlation with the applied proton
path or even with the respective proton range.
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The results revealed, that the direct translation from imaging laboratory sources to prompt γ-rays
was not feasible. In the conclusions it was stated, that the CZT cross-strip detector design per-
formed reasonably well, whereas the LSO detector failed when operated under in-beam conditions.
3.3 Modifications to the existing Compton imaging prototype
According to the findings in (Kormoll, 2012) a number of modifications were applied to the existing
prototype. The most important revisions are (i) a complete restructuring of the readout software
and respective event storage, (ii) the introduction of the measurement of detector time stamps,
and (iii) the replacement of the LSO detector by three side-by-side arranged BGO block detectors,
each of them exhibiting the same crystal dimensions as the LSO detector.
• Data acquisition software libCVME2: The existing data acquisition software (libCVME)
was restructured regarding the following objectives:
– Flexibility of the detector layout: The software should be adaptable to the readout of
a broader variety of radiation detectors, which may differ in their principle of operation
and their number of electronic channels. A software adaption to the respective detector
should be possible on the basis of config files, rather than a necessity to change the
implemented C++ code.
– Recording of raw data: The event-wise storage of (raw) analog-to-digital converter
(ADC) values allows for a retrospective (offline) detector calibration and data analysis.
In the preceding version, only calibrated data was stored.
– Measurement and recording of detector time stamps: In (Kormoll, 2012) the coinci-
dent events were selected on a hardware basis, i.e. a logic unit filtered only those
events, where the scatter plane and the absorber detector provided a valid hardware
trigger within a coincidence time window of about 50 ns. This regime is called Majority
2 regime.
The introduction of individual detector time stamps facilitates a revised measurement
mode, denoted as the Majority 1 regime. Here, single event data of each detector is
recorded as list mode data and the coincident events are selected off-line via the differ-
ence of detector time stamps on a software basis. This also allows for a retrospective
selection of the coincidence time window down to several hundred picoseconds, de-
pending on the detector time resolution.
Another intention for recording time stamps was the microscopic time structure of the
proton beam produced by a cyclotron (cf. sect. 2.3). The bunch separation ∆tbunch is
about 10-20 ns. In order to separate Compton events, induced by a single γ-ray , and
random coincident events, e.g. induced by two γ-rays stemming from consecutive pro-
ton bunches, a good coincidence time resolution (CTR) (preferably better than ∆tbunch)
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is required. Via the (additionally recorded) time stamp of the accelerator RF, the time
correlation between the accelerator and the detector signal is accessible.
The C++ code development regarding the acquisition of detector time stamps was done
in close collaboration with F. Hueso-Gonzalez (Hueso-Gonza´lez, 2015a).
• Detector hardware: For the absorber detector three side-by-side arranged, segmented BGO
block detectors (Siemens ECAT EXACT 47 PET) were chosen (sect. 3.4.2). In contrast to
LSO, BGO does not exhibit an intrinsic radioactivity. Each BGO detector had the same
dimension as the previously used LSO detector. The rationale for choosing BGO is given in
sect. 3.4.2.
• Readout electronics: The capability to measure individual detector time stamps and a ref-
erence time signal from the accelerator RF was implemented on the hardware side via the
introduction of Versa Module Eurocard-bus (VME) based, multi channel time-to-digital con-
verter (TDC) modules.
Impact of libCVME2
The software package libCVME2 was used in several other experiments. The adaptability of the
software to different layouts of radiation detectors was the (software) basis for the investigation of:
(i) a variety monolithic scintillation detectors regarding their timing properties and energy resolu-
tion at photon energies of several MeV (Roemer et al., 2015), (ii) a small scale Compton camera
consisting of two subsequent CZT cross strip detectors (Golnik et al., 2013), and (iii) a phoswich
detector setup used to monitor the time structure of the proton beam (Petzoldt et al., 2015).
The capability of raw-data list-mode storage was utilized in (iv) the analysis of the microscopic
time structure of the proton beam for range verification (Golnik et al., 2014; Hueso-Gonza´lez et al.,
2015c), (v) the pixel-wise energy and time calibration of the Siemens LSO and BGO block detec-
tors (Hueso-Gonza´lez et al., 2015b), and (vi) the analysis of the energy dependent time resolution
of position sensitive radiation detectors suitable for PGI (Hueso-Gonza´lez et al., 2014).
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3.4 Detectors of the prototype
3.4.1 The CZT scatter plane
Layout: The scatter plane of the Compton camera was a Cd0.9Zn0.1Te - Cadmium zinc tel-
luride (CZT) cross strip detector purchased from Baltic Scientific Intruments (Riga, Latvia), with
the dimensions of 20 mm×20 mm×5 mm (fig. 3.2). The anode side was covered with 16 metal
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Figure 3.2: Left: Sketch of the CZT cross strip detector. At the front side, the 16 anode channels (Ai) are surrounded by
a steering grid (S) and a guard ring (G). There are 16 cross-wise arranged cathodes at the backside, where no steering
grid is present.
Right: Photograph of the CZT cross-strip detector situated in the center of a circular aluminum case. Here, the anode
side points to the front and the detector is surrounded by 32 charge sensitive preamplifiers (16 anode channels + 16
cathode channels). When the HV was applied, the (quadratic) opening at the front side was covered with a black tape.
contacts (Ai ), with a thickness of 0.1 mm and a strip pitch of 1.05 mm. The anode contacts were
separated by a steering grid (S) and surrounded by a guard ring (G). The cathode side consisted
of 16 cross-wise arranged electrodes. The thickness of the electrodes was 0.85 mm, the spacing
between the electrodes was 0.2 mm. At the cathode side, no steering grid was present. Between
anode and cathode side, a bias voltage of -500 V was applied, where the anode was at ground
potential. At the steering grid a voltage of -100 V with respect to the anode was applied and the
guard ring was floating.
Comprehensive discussions about the detector, its specific electrode layout, the resulting field
formation between the electrodes and the respective charge transport properties are given in (Ko-
rmoll, 2012), chapter 1.3.
Front end electronics: The electronic signals of each of the 16 anode and 16 cathode channels
were amplified by separate charge sensitive preamplifiers, which were developed by K. Heidel
(Heidel, 2012). The amplified signal of each channel was actively split into a first and a second
branch. The first branch of the cathode channels was used for trigger and time-stamp generation,
whereas the first branch of the anodes was not used. The second branch of the anode and cathode
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channels was used for measuring the deposited energy and receiving spatial information. Further
details about the electronic readout scheme are presented in section 3.5.
3.4.2 The BGO absorber plane
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Figure 3.3: Left: Side view of a single block detector as described in (Casey and Nutt, 1986). The BGO crystal is cut
into a matrix of 8×8 segments. The respective variable depth slicing (of the segments) allows for a distribution of the
scintillation light to the attached 2×2 matrix of PMTs, i.e. the scintillation crystal is acting as a light guide itself. The
truncated-pyramid aluminum housing (H) is designed for arranging multiple detectors to a ring, as these detectors were
intentionally designed for PET applications. Middle: Front view of the segmented crystal and the attached PMTs. Right:
Photograph of the BGO block detectors (BGO0, BGO1, and BGO2, from bottom to top) arranged side-by-side. The
custom made trans-impedance amplifiers (Heidel, 2013) are attached at the backside.
Layout: For the absorber plane, three identical Siemens ECAT EXACT 47 PET BGO detectors
were installed side-by-side, in the following denoted as BGO0, BGO1, and BGO2. Each BGO
crystal had the dimension of 52.7 mm × 52.7 mm × 20 mm and was segmented into 8 × 8 pixels.
Each BGO block was coupled to a matrix of four attached photo multiplier tubes (PMT), fed with a
bias voltage of +1350 V each. The detector buildup is described by (Casey and Nutt, 1986), where
the detectors have an extra lucide light guide between the BGO and the PMTs, which is the case
here.
Rationale for BGO: In contrast to the LSO block detector, utilized in the previous prototype, BGO
does not exhibit an intrinsic radioactivity. This cushions the imbalance between the count rates of
scatter and absorber detectors in low count rate experiments such as the Tandetron experiment
(sect. 3.8). Disadvantages concerning energy resolution, spatial detection and timing properties
are significantly reduced for high photon energies (Hueso-Gonza´lez et al., 2015b). Despite the
difference in cost per detector, the availability of BGO detectors was much better due to the in-
house application in preceding experiments.
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Front end electronics: The analog anode signal of each PMT was individually amplified by
custom developed trans-impedance amplifiers (Heidel, 2013). Likewise to the CZT detector, each
PMT channel was split into a first branch and a second branch. For each BGO detector, the analog
sum of the first branch of the four PMT signals was used for trigger and time-stamp generation.
The second branch was used for determining the deposited energy on the one hand and receive
spatial information on the other hand.
3.4.3 The Compton imaging prototype
CZT
d
θ
BGO1
BGO0
BGO2
θ
h
h
z
x
y
k
Figure 3.4: Left: Schematic top view on the Compton imaging prototype. The global coordinate system is defined with
its origin in the center of the CZT crystal. Denoted parameters are explained in the text. Detectors are not drawn to
scale.
Right: Image of the prototype mounted onto an aluminum frame. The absorber plane consists of three block detectors
denoted as BGO0, BGO1, and BGO2 (from bottom to top).
Layout: Figure 3.4 illustrates the alignment of the detectors in the Compton camera prototype.
The CZT detector and the BGO1 detectors were aligned coplanar in a distance d = 7.5 cm. In this
geometry, the global coordinate system is defined as follows: The z-axis is the connecting line
between the crystal centers of BGO1 and CZT. The point (0, 0, 0) is situated in the center of the
scatter plane. With respect to BGO1, the sideways arranged BGO0 and BGO2 detectors are lat-
erally shifted by h =±5.5 cm (x-direction), rotated around the y-axis (with the rotation center being
the crystal center) by θ =±7.2 ◦ and slightly translated in z-direction by k = 4 mm. The sideways
arranged absorber detectors were chosen as a prerequisite to test, whether an increased absorber
area can be of practical relevance for the Compton camera prototype.
Scattering angles: The geometrical layout of the detectors constraints the (in principle) de-
tectable scattering angles ϕ. Here, detectable by geometry denotes: the incident photon, that
is inelastically scattered in the scatter detector must streak the geometrical shape of the absorber
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Figure 3.5: Energy transfer to the electron in the scatter detector ECZT divided by the incident photon energy Eγ in
dependence of the scattering angle ϕ. The vertical dashed lines indicate the angular constraints of the Compton
camera prototype, when the incident photon is propagating in (−z)-direction (cf. fig. 3.4).
detector. For a given γ-ray energy Eγ , the range of possible scattering angles [ϕmin..ϕmax] defines
the expectable range of energy deposition in the scatter detector [EminCZT..E
max
CZT ].
We consider the current prototype. Let the incident photon propagate in (−z)-direction. For the
combination of CZT and BGO1, the geometrically defined maximum ϕmax is about 34 ◦. The geo-
metrically defined minimum ϕmin is in principle 0 ◦. In practice, the minimum detectable scattering
angle ϕmin is, however, not constraint by the geometry, but it is limited by the lower energy thresh-
old EminCZT of the scatter detector. As shown below, E
min
CZT is about 100 keV for the CZT cross strip
detector and it is mainly defined by the noise level of the readout electronics. With Eγ , ϕmin can be
derived via the Compton scattering formula (eq. 3.1).
For the scatter-absorber combination CZT and BGO0/2, scattering angles from ϕmin≈14 ◦ to
ϕmax≈55 ◦ are possible. Figure 3.5 depicts the energy deposition ECZT, divided by the incident
Table 3.1: Constraints to the Compton scattering angles ϕ, defined by the geometry of the detectors. The photon
direction of propagation is assumed to be in (−z)-direction.
Scatter-absorber ϕmin ϕmax
CZT-BGO1 0 ◦ 34 ◦
CZT-BGO0/2 14 ◦ 55 ◦
photon energy Eγ in dependence of the Compton scattering angle ϕ. The exemplarily selected
γ-ray lines stem from the decay of 22Na (1.275 MeV) and two prominent prompt γ-ray lines are
at 4.44 MeV and 6.13 MeV. The vertical dashed lines represent the constraints on the scattering
angle ϕ derived from the Compton camera geometry. For an incident γ-ray energy of 1.275 MeV,
the energy range [EminCZT..E
max
CZT ] is [100 keV..380 keV] for CZT-BGO1 and [100 keV..670 keV] for CZT-
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Figure 3.6: Distribution of the analog signals (solid lines) and logic signals (dashed lines) in the readout of the Compton
camera. Numbers denote the amount of channels. See text for further explanation.
BGO0/2. Here, the CZT detector is operated in the energy range it was originally developed and
designed for.
The situation changes for Eγ = 4.44 MeV. Here, the energy range [EminCZT..E
max
CZT ] is [100 keV..2.65 MeV]
for CZT-BGO1 and [910 keV..3.5 MeV] for CZT-BGO0/2.
To summarize the above described results: When utilizing the Compton camera at 1.275 MeV pho-
ton energy, the scatter detector is operated in an energy range was designed and tested for, which
is not the case, when the detector is operated at photon energies of several MeV.
3.5 Electronic readout and event generation
The electronic readout of the Compton camera is outlined in figure 3.6. Boxes represent detectors
or electronic modules. The connecting lines correspond to electronic signal pathways and the
applied numbers represent the count of channels. Solid lines represent the pathways of the analog
pulses, whereas dashed lines represent logic signals. The blue colored lines mark trigger and time
stamp generation whereas the red lines indicate the detection of deposited charge (energy).
Signal distribution and detector trigger generation: For the CZT detector (fig. 3.6, upper left),
the analog signal of each of the 16 cathode channels (CZTC) is amplified by a custom-developed,
charge-sensitive, nanosecond preamplifier NSPC (Heidel, 2012) and actively split (duplicated) into
a time/trigger branch (blue line) and an energy/space branch (red line). The time/trigger branch
is fed into a multichannel constant fraction discriminator (CFD) [model CAEN V812], that creates
a logic signal, when the pulse amplitude exceeds the applied threshold in at least one of the 16
channels. The CFD principle of operation is typically used for scintillation detectors, when pulse
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discrimination with a good timing resolution is required (Gedcke and McDonald, 1968), since it
reduces the pulse height dependent time walk effect which is observed for leading edge (LE) dis-
criminators. The nanosecond preamplifier (NSP) creates pulse shapes with a rise time of about
25 ns. The CFD delay was set to 20 ns, the lower threshold was set to 7 mV.
The emitter coupled logic (ECL) output signal from the CFD was split again. One branch is fed
into a logic module (Logic) [CAEN V1495] for the creation of the integration gate (IG), whereas the
other is going into a TDC module [model CAEN V1290A] for time stamp generation.
The second branch from the cathode NSP is delayed by about 60 ns and then fed into a multi-
channel charge-to-digital converter (QDC). For the anode side of the CZT, the analog signal of
the 16 channels (CZTA) is amplified (NSPA) and directly fed into a second QDC module, that also
receives the common IG. When the IG is applied, the charge signals of all channels of all detectors
are integrated in parallel.
On the right side of figure 3.6, a single BGO block detector (BGOi) is exemplarily shown. The
analog output of the four PMT signals was individually amplified via custom developed trans-
impedance amplifiers (Heidel, 2013) and split into a first and a second branch. Likewise to the
CZT, the first branch was used for trigger and time stamp generation. In the first branch, the ana-
log sum (linear fan-in-fan-out module) [model LeCroy 428F] of the four channels was created and
fed into a CFD. In the CFD, the analog delay was set to 8 ns and the lower threshold to 3 mV. The
output of the CFD was split towards the logic module and the TDC module. The second branch
from the trans-impedance preamplifier (TIA) output was fed into a QDC module [model CAEN
V965].
Time stamps of the detectors could also be related to an external reference signal, such as an ac-
celerator radio frequency (RF). This external reference (if available) was discriminated with a CFD.
The output of the CFD was masked with the IG, i.e. the logic signal to the TDC was inhibited, when
no IG was applied.
Event generation: Figure 3.7 illustrates the (electronic) initiation of an event in the Compton
camera. When either the CFD of the CZT or the CFD of one of the BGO detectors induces a trig-
ger signal and no veto is applied to the logic module, the integration gate (IG) is generated. This
trigger regime is denoted as Majority 1, since a single trigger suffices to initiate an event. The IG
is based on the Nuclear Instrumentation Module-Standard (NIM) standard, has a width of 900 ns,
and it is distributed to the TDC module and the QDC modules. A veto is applied if an IG is already
distributed or if the buffers of the VME modules are currently read out.
In the upper part of figure 3.7, the time stamp generation is sketched. When the IG is applied at
the TDC module, the leading edge (LE) time stamps of all logic input signals are stored for this
event. Due to the TDC ring buffer, the time stamp storage is possible from about 1µs prior to the
LE of the IG until about 1µs subsequent to the LE of the IG. When multiple triggers arrive within
the valid time window (as denoted for the RF), only the first time stamp is considered. The TDC
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Figure 3.7: Sketch of the electronic event generation. An event is created, when the logic module releases an integration
gate (IG). The upper part represents the generation of time stamps in the TDC module. The ring buffer of the TDC
module allows for the storage of time stamps in a time window straddling the LE of the IG. The charge integration in the
QDC module is given in the lower part. Abbreviations and symbols are explained in the text.
digitizes the time stamps of all input triggers with a least significant bit (LSB) of 25 ps.
In the lower part of figure 3.7, the charge integration in the QDC is exemplarily sketched for a single
detector channel j . The QDC input is terminated with a 50Ω resistor. The curve shows the time
dependent voltage drop at this resistor. The QDC module requires a negative baseline of a few
mV as input. All preamplifiers used in this Compton camera provide negative pulses.
The dashed line, represents the (hypothetical) arrival time of the pulse with respect to the integra-
tion gate without the delay. In this case a significant fraction of the pulse would be missed by the
integration gate (IG). With the delay, the pulse and the IG are synchronized. For the exemplary
channel j , the digitized charge ADCj is the sum of offset and pulse charge. When the baseline
is stable, the offset is independent of the induced charge and resembles the ADC value, corre-
sponding to 0 keV deposited energy for this channel. In the raw pulse height spectra of the BGO
absorber plane fig. (3.9- left), the offset is reflected by a strong peak at low ADC values.
In the Compton camera, the multichannel QDC modules integrate all channels of all detectors in
parallel. The digitized values are stored in the buffer of the respective modules and are indicated
with a common event ID. When the event buffer is full (max 32 events), an interrupt signal is sent
to the data acquisition computer, an IG veto is applied and the event data is read out from all mod-
ules. In the data analysis, the events from the TDC module and from the QDC modules are sorted
together, according to the common event ID.
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Signal noise: In the actual measurement, the analog input signal (figure 3.7-bottom) is affected
by electronic noise. Noise is characterized by statistical fluctuations of the baseline signal on vari-
ous time scales. Noise becomes an issue when the time scale and amplitude of these fluctuations
are in the respective order of magnitude as the pulse itself. Noise can be caused by the detector it-
self (e.g dark current), by capture of surrounding electromagnetic radiation in the connecting wires,
by the preamplifiers, or read out electronic. When the offset (without any pulse charge), i.e. the
(noise-affected) baseline is integrated multiple times, the histograming of these integrated charge
values result in a noise peak. The mean value (µnoise) of this peak is defined by the offset, whereas
the width (standard deviation σnoise) of the peak is defined by the noise level of the system. The
integrated ADC value of a real charge pulse must exceed a certain lower threshold ADCth (e.g.
µnoise + 3σnoise), in order to be separable from the noise peak. According to the energy calibration,
this threshold ADCth corresponds to a lower threshold of detectable energy E th = E th(ADCth) in this
respective channel.
3.6 Detector calibration
A valid event in the scatter detector or in one of the absorber detectors consists of three quantities,
namely the deposited energy E , an interaction time-stamp t and the location of interaction ~r . This
section describes, how these physical quantities are derived from the raw data.
3.6.1 Calibration of the CZT detector
Time stamp: tCZT is generated by the first triggered cathode channel. Subsequent cathode trig-
gers are suppressed by a dead time window of about 2µs. When a trigger (IG) is generated, the
QDC modules integrate the charge induced at each anode channel and cathode channel individ-
ually, yielding 16 raw anode values (ADCAi ) and 16 raw cathode values (ADC
C
i ), where i is the
number of the respective channel (electrode).
Deposited energy: ECZT is generated from the sum of all (energy calibrated) anode signals Ei .
For the anode side, a linear energy calibration is assumed, yielding
ECZT =
15∑
i=0
Ei =
15∑
i=0
{
mi · ADCAi + ni , where ADCAi ≥ ADCA thi
0 where ADCAi < ADC
A th
i .
(3.5)
ADCA thi is the detection threshold of anode channel i . mi and ni were derived from a measurement
with a 22Na source as explained in the following.
The 22Na source was placed at the anode side in a distance of about 7 cm. When a 22Na nu-
cleus decays, one positron and a 1.275 MeV γ-ray is emitted. The positron is slowed down in the
surrounding material and annihilates with an electron by the emission of two 511 keV annihilation
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photons in opposing direction.
The measured pulse height spectra of acquired ADC values for each anode channel i are given in
3.8-top-left. In the same figure (top-right) the calibrated single channel spectra are presented. The
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Figure 3.8: Top left: Raw pulse height spectra of the anode channels of the CZT detector under irradiation of a 22Na
source. Top right: Energy calibrated pulse height spectra of all anode channels. An individual, linear energy calibration
was performed for each channel.
Bottom: The black spectrum depicts the event-wise sum of all anode channels. The energy resolution R, defined as the
full width at half maximum (FWHM) of the full absorption peak at 511 keV (1275 keV) is 3.5 % (2.9 %). The red curve
represents the energy spectrum of events, where only one single anode channel was above the threshold. The blue
curve represents all events, where at least two anode channels were above the threshold value.
calibration parameters mi and ni were derived by
mi =
(1275− 511) keV
c¯1275i − c¯511i
and ni = 511keV− c¯511i ·mi , (3.6)
where c511i (c
1275
i ) are the peak centers of the 511 keV (1275 keV) full absorption peaks in the raw
pulse height spectrum. The calculated gain parameters (mi ) are in the range of (2.2±0.1) keV/ADC
channel and rather independent of the anode channel number i . In contrast, the calibration pa-
rameters ni are varying significantly in the range from -450 keV to -200 keV due to the channel
3.6. DETECTOR CALIBRATION 55
dependent offset (cf. fig. 3.7).
The lower detection threshold per anode channel ADCAthi translates to about 110-130 keV, depend-
ing on the individual noise level of the respective channel i . The dynamic range of the system is
about 1:85, with a maximum detectable energy per anode channel of about 8.5 MeV (gain≈2.2 keV
at 12 bit QDC range). The anode channels are performing quite equally in terms of sensitivity and
energy resolution R. This indicates that the CZT crystal structure is quite homogeneous. However,
due to malfunctioning, two of the 16 anode channels had to be switched off.
Figure 3.8-bottom shows the sum spectrum ECZT (black curve) of all events. The spectrum is
a superposition of single-anode-events (only one single anode channel was above the detection
threshold) and multiple anode events (at least two anode channels were above the threshold). Sin-
gle anode events represent the majority of events below 1 MeV. Here, the FWHM of the 511 keV
(1275 keV) full absorption peak is 23 keV (40 keV), which corresponds to an energy resolution R of
4.5 % (3.1 %).
For multiple anode events, the induced charge is distributed between several electrodes, an effect
often denoted as charge sharing. In the respective spectrum, two observations can be made. The
energy resolution deteriorates (with respect to single anode events) and the center of gravity of
respective full absorption peaks are shifted to lower energies.
These are consequences of the detector principle-of-operation. First, the total energy deposition
of the event ECZT is calculated as the sum of the single channel values Ei that are above the detec-
tion threshold E thi , i.e. ECZT =
∑
i Ei where Ei >E
th
i . The lower detection threshold E
th
i = E
th
i (ADC
th
i )
applies for each of the channels separately. Therefore, small fractions of the induced charge, i.e.
small contributions Ei , cannot be considered, even if the total energy deposition ECZT is far above
the threshold. Second, the steering grid, which is geometrically situated between all anode strips
is not read out. Hence, charges that are flowing off the steering grid, cannot be detected neither.
Compared to single anode events, both discussed effects lead to a reduction of the detected en-
ergy (shift of the peak mean) and also to a worse detection accuracy (broadening of the peaks).
The spatial information ~rCZT is obtained from an energy weighted anode signal (Ei ) for the rela-
tive x-direction and a (corrected) channel weighted cathode signal (Ci ) for the relative y -direction
yielding
XCZT =
∑15
i=0(i + 0.5) · Ei∑15
i=0 Ei
and YCZT =
∑15
i=0(i + 0.5) · Ci∑15
i=0 Ci
, (3.7)
where XCZT ∈ [0..1] and YCZT ∈ [0..1]. A scatter plot for various ranges of detected energy is
presented in section 3.8.6. The raw pulse height spectra of the cathode side do not exhibit distinct
peak structures. Due to the missing steering grid there is no focusing effect and the charge carriers
produced by a single interaction are distributed over several electrodes, rather than being focused
onto a single one. For the determination of YCZT, an absolute energy calibration is not mandatory,
a channel-by-channel offset correction Ci = ADCCi + n
C
i is sufficient. A depth of interaction (DOI)
sensing (ZCZT) is not performed.
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3.6.2 Calibration of a BGO detector
Analogous to the CZT detector, a valid event in the BGO detector consists of the following quan-
tities: deposited energy E˜BGO, time stamp tBGO and location of interaction ~rBGO. Here, tBGO is
derived from CFD trigger on the analog sum of the four PMT signals. The energy calibration
and spatial calibration of the block detectors is an extensive procedure. It was developed with F.
Hueso-Gonzalez (Hueso-Gonza´lez et al., 2015b) and contains the following steps:
A Utilizing a calibration source, the raw ADC pulse height spectra of the four PMT channels are
acquired. A block energy calibration is performed for each PMT channel.
B From the energy calibrated pulse height spectra, the hit position map, also known as flood
map, is generated.
C The pixel centers are identified in the flood map. Each event is assigned to a certain pixel.
D The energy spectra for each pixel are recalibrated to account for the pixel depending light
coupling.
In the following, the calibration procedure with a 22Na source is outlined exemplarily for the BGO0
detector.
A. PMT energy calibration: Figure 3.9- left shows the acquired raw pulse height spectra of the
four PMT channels. The distributions exhibit a variation in offset (reflected by the peak position at
low ADC values) and gain (reflected by the width of the distribution). The offset variation is caused
by a channel dependent baseline of the analog signal (cf. fig. 3.6). Gain variations can be an effect
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Figure 3.9: Left: Raw pulse height spectra of four the PMT channels of a single BGO block detector. The BGO was
irradiated by means of a 22Na source. Right: Linear energy calibration of the raw pulse height spectra (PMT calibration).
The event-wise energy sum is drawn as a gray dashed line. A lower threshold of 100 keV was applied on the sum
energy.
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of a difference in light coupling or due to an increased amplification of the respective PMT.
In the next step, a linear PMT-wise energy calibration is applied. For each event, the acquired
QDC values (ADCi ) are calibrated according to
E˜i = ADCi ·mi + ni and E˜BGO =
3∑
i=0
E˜i , (3.8)
where i = 0..3 is the number of the PMT channel. mi and ni are selected the way, that the offset
peak corresponds to 0 keV and the mean of the weak peak structure at the right shoulder of the
distribution corresponds to the full absorption of 1.275 MeV. Figure 3.9- right shows the energy
calibrated pulse height spectra (colored graphs), as well as the sum spectrum (dashed line). The
full absorption peaks of the 511 keV line and the 1275 keV line are visible in the sum spectrum,
however the energy resolution is very poor. This preliminary calibration is denoted as PMT calibra-
tion. Calibrated values are denoted with the symbol .˜ The PMT calibration is sufficient to generate
the flood map of the detector, but as demonstrated below, it has some drawbacks, when energy
depositions above 1 MeV are to be detected with a reasonable energy resolution.
B. Flood map calculation: For each event, the interaction position (X˜BGO and Y˜BGO) is calculated
utilizing the modified Anger logic:
X˜BGO = 0.5 + 0.5
E˜2 + E˜3 − E˜0 − E˜1∑3
i=0 E˜i
(3.9)
Y˜BGO = 0.5 + 0.5
E˜2 + E˜0 − E˜3 − E˜1∑3
i=0 E˜i
(3.10)
A low threshold of 100 keV is defined, i.e. the event is disregarded if
∑3
i=0 E˜i < 100 keV. From the
calculated interaction position (X˜BGO, Y˜BGO), the flood map can be derived, which is a two dimen-
sional intensity distribution of the interaction positions. Figure 3.10- left depicts the flood map for
the calibration measurement.
C. Pixel identification: In figure 3.10 the 8×8 segments of the BGO block detector are clearly
visible as spots of higher intensity. In contrast to the geometrical layout, the positions of the pixel
centers are distorted in the reconstructed flood map. Hence, X˜BGO and Y˜BGO need to be corrected.
At first, a pixel identification is performed, which is done manually. In figure 3.10-right the position
of the 64 bright spots are marked with black stars. Each star corresponds to a certain BGO pixel
(l , k ), where l , k ∈ [0..7]. Each event (E˜BGO, X˜BGO, and Y˜BGO) is assigned the closest pixel (k , l) in
the flood map. With this nearest neighbor logic, the corrected location of interaction (XBGO, YBGO)
is the geometrical center of the respective pixel (k , l). Hence, the spatial resolution of the block
detector is determined by the dimension of the BGO crystal matrix (5.08 cm/8 = 0.64 cm).
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Figure 3.10: Left: Color coded (normalized) flood map of the BGO block detector. The 8×8 pixel segments are visible
as bright spots. Right: Identification of the pixel centers marked with black stars. The color-scale denotes the normalized
intensity.
D. Pixel energy calibration: The scintillation light distribution between the four PMTs is varying
for each pixel. Hence the PMT calibrated energy sum E˜BGO of events assigned to different pixels
may vary, even if the same amount of scintillation light is produced. This effect can be observed
in the pixel wise energy spectra. Figure 3.11- left shows the respective 64 pixel spectra (colored
curves) and the corresponding (event-wise) sum spectrum (dashed line). The full absorption peak
of the 511 keV and the 1275 keV lines are visible, however the single pixel spectra differ a lot. In
the same figure (right) the effect of the pixel calibration is demonstrated. For each pixel, the PMT
calibrated energy sum is linearly corrected via
EBGO = E˜BGO · m˜(k ,l) + n˜(k ,l). (3.11)
The impact on the energy resolution R (FWHM) is summarized in table 3.2. The graphs illustrate
Table 3.2: Comparison of the energy resolution R (FWHM) in the sum spectrum of the PMT calibration and the pixel
calibration. The tabulated values are the peak FWHM in units of keV and the ratio FWHM/mean in %.
Detected energy 511 keV 1275 keV
PMT calibration 195 keV (38 %) 380 keV (30 %)
Pixel calibration 139 keV (27 %) 192 keV (15 %)
the necessity for pixel calibration, when the block detector is to be utilized in a Compton camera
dedicated to prompt γ-ray imaging (PGI), especially in contrast to the conventional usage of the
detectors in the field of positron emission tomography (PET).
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At 511 keV detected energy, which is the energy range in PET, it is sufficient to verify the full ab-
sorption of the annihilation photon (e.g. by an energy window) and identify the pixel of absorption.
Therefore, a block detector calibration for PET requires the steps A, B, and C only.
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Figure 3.11: Left: Sum energy spectrum (dashed line) with corresponding single pixel energy spetra (colored curves) of
a 22Na source. The underlying calibration is the PMT channel calibration. Especially for the 1275 keV absorption peak,
the single pixel spectra differ a lot. Consequently, the corresponding peak in the sum spectrum is smeared out.
Right: Pixel calibrated energy spectrum of the full BGO block detector. The colored curves are the corrected single
pixel spectra. The solid black line represents the sum spectrum of the pixel-wise calibration. The dashed curve is the
corresponding sum spectrum when applying PMT channel-wise calibration only.
On the contrary, for PGI photon energies of a few MeV are to be detected. Furthermore (sect.
2.4.1), the prompt γ-ray radiation field exhibits multiple γ-ray lines and a significant amount of
background. Typically, Compton cameras are operated with the precondition, that the incident
photon energy of each event is well known. When a significant background is present, events in-
duced by those known γ-ray lines must be selected via appropriate energy filters. A typical event
filter in Compton imaging is applied on the event energy sum, i.e. on the event-wise sum of de-
posited energy in the scatter plane and in the absorber plane. Here it is assumed, that the event
energy is in the range Eγ ±∆E to assure a full absorption of the γ-ray in the absorber layer. The
energy margin ∆E , is significantly determined by the energy resolution of both detector layers. In
the present prototype, the CZT detector provides a good energy resolution. Hence, the energy
resolution of the BGO detector is the bottle neck for this procedure. According to table 3.2, the
energy resolution at 1275 keV achieved with the pixel calibration is improved by a factor of two
when compared to the (standard) PMT calibration.
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3.7 Comptonimagingat1.275MeVphotonenergy
3.7.1Imagingsetup
Forimagingtestsinthelaboratory,a22Nasourceof289kBqsourceactivitywithadiameterofless
than2mmwasplacedatthreelateralpositionsinadistanceof7cmfromthescaterplane.The
triggerregimewassettoMajority1,i.e.singleeventswereacceptedintheCZTdetector,aswel
asineachoftheBGOdetectors.Inordertoverify,thatlateralshiftsinthex-directionandinthe
y-directioncanbereconstructedwiththecurentprototype,threediferentsourcepositionswere
imaged.ForpositionI,thesourcewasplacedinacentralpositionat(0,0,7cm).ForpositionI,
thesourcewasshiftedinx-directionby2.5cmwithrespecttopositionI.ForpositionII,thesource
wasshiftediny-directionby2cmwithrespecttopositionI.
3.7.2 Coincidenttiming
Amongalsingleevents,thecoincidenteventswereselectedviathediferenceofthetimestamps
inthescaterplane(tCZT)andtheabsorberdetectors(tBGOi).Figure3.12showstherespective
coincidencetimespectra.Thecoincidencetimeresolution(CTR)isdeﬁnedastheFWHMofthe
coincidencetimepeak.Here,theCTRis8.0nsforCZT-BGO0,9.9nsforCZT-BGO1,and12.0ns
forCZT-BGO2.Amongaldetectedevents,thecoincidenteventswereselectedviaatimeﬁlteron
therelativedetectortimetBGOi−tCZT∈[−
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Figure3.12: CoincidencetimespectrumbetweentheCZTdetectorandtheBGOdetectors. Thecoincidencetime
resolution(CTR),deﬁnedastheFWHMofthecoincidencetimepeakis8.0ns(CZT-BGO0),9.9ns(CZT-BGO1),and
12.0ns(CZT-BGO2).
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3.7.3 Coincident energy deposition
Figure 3.13 shows a color coded plot of coincident energy depositions in the scatter layer and the
absorber layer. The left graph shows the correlation between the energy deposition in the CZT
detector (ECZT) and the energy deposition in the BGO0 detector (EBGO0). The right graph shows
the respective combination of ECZT and EBGO1.
Due to the simultaneous emission of a 1.275 MeV γ-ray and two annihilation photons, there is a
variety of origins for a coincident energy deposition. The most relevant ones are denoted in the
following:
(i) An interaction of one annihilation photon in the scatter detector and an interaction of the
1.275 MeV γ-ray in the absorber detector or vice versa.
(ii) A Compton scattering of an annihilation photon in the scatter detector and an interaction of
the same photon in the absorber detector or vice versa.
(iii) A Compton scattering of the 1.275 MeV γ-ray line in the scatter detector and an interaction
of the same photon in the absorber detector or vice versa.
(iv) A random coincidence of photons, stemming from the decay of two 22Na atoms.
When aiming at Compton imaging of 1.275 MeV γ-rays , only events of category (iii) are valid. The
filter ECZT + EBGO0 ∈1.275 MeV±∆E aims at the selection of coincident events with a complete
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Figure 3.13: Color scale plot of coincidently deposited energies for a 22Na source in the combination of CZT-BGO0 (left)
and CZT-BGO1 (right). The color-scale denotes the number of entries in the respective bin. Diagonal lines indicate the
range of the filter 1.257± 0.2 MeV applied to the event energy ECZT +EBGOi . Vertical lines mark the angle constraints
translated to the energy deposited in the CZT.
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absorptionofthe1.275MeVγ-ray.Here,∆Eaccountsforthecombinedenergyresolutionofboth
detectorsandismainlyinﬂuencedbytheresolutionoftheBGOdetectors. Withtheresultsofthe
pixelcalibration(table3.2),∆Eischosento200keV.Inﬁgure3.13thisﬁlterisdepictedviatwo
diagonaldashedlines.
AthirdﬁltercanbeappliedviatheavailableComptonscateringangles(cf.ϕminandϕmax).Ac-
cordingtoEγ=1.275MeV,EminCZTandEmaxCZTcanbecalculatedusingtheComptonformula(equation
3.1).Theresultingvaluesaredenotedintable3.3.EminCZTdoesnotexceedthelowerdetection
threshold(100keV)oftheCZTdetector.Theupperlimitsareindicatedbyverticaldashedlinesin
ﬁgure3.13.Itisilustrative,thatwithanof-axisabsorber(BGO0/2)largerscateringanglesare
detectableandthereforetheenergydepositionintheCZTincreasesforthemajorityofCompton
events,whencomparingCZT-BGO0withCZT-BGO1.
Table3.3:Calculatedrangeoftheenergydepositioninthescaterdetector(EminCZTandEmaxCZT)forEγ=1.275MeV.ForCZT-BGO1EminCZTisdeﬁnedbythelowerdetectionthreshold(th.)of100keV.
Scater-absorber EminCZT(ϕmin) EmaxCZT(ϕmax)
CZT-BGO1 100keV(th.) 380keV(34◦)
CZT-BGO0/2 100keV(15◦) 660keV(55◦)
3.7.4Imagereconstruction
Imagereconstructionwasappliedforselectedevents,whereECZT+EBGOiwasintherangeof
1275±200keVandECZT<EmaxCZT
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Figure3.14:Left:Reconstructeddirectbackprojection(DBP)imageofthesourcepositionI.Thespatialwidth(FWHM)
ofthesourcedistributionis22mm(25mm)inx-direction(y-direction).
Right:ReconstructedML-EM(10)imageofthesourcepositionI.Thespatialwidth(FWHM)is8mm(10mm)inx-direction
(y-direction).Thecolor-scaledenotesthereconstructed,normalizedintensityintherespectivevoxel.Thedimensionof
eachvoxelis2×2×2mm3.
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imagesinax-yplane,situatedatthesourcepositionIforthedetectorcombinationCZT-BGO1.
Intheleftimagetheresultofthedirectbackprojection(DBP)isdrawnwhereasontherightside,
theresultofthe10thiterationoftheML-EM
Foreachsourcepositionandeachscater-absorbercombination,theMLEM(10)imagewasre-
constructedandthereconstructedintensitywasnormalized.Then,thereconstructedimagesof
thethreesourcepositionsweresuperimposed.Thedisplacementofthe22
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Figure3.15:SuperpositionofnormalizedreconstructionresultsML-EM(10)ofthethreesourcepositions(I,I,II)forthe
scater-absorbercombinationCZT-BGO0(left),CZT-BGO1(middle),andCZT-BGO2(right).Thecolor-scaledenotes
thereconstructed,normalizedintensitytherespectivevoxel.Thedimensionofeachvoxelis2×2×2mm3.
tionresultofthethreesourcepositions(I,I,II)forthedetectorcombinationsCZT-BGO0(left),
CZT-BGO1(middle),andCZT-BGO2(right).Forthesidewaysarangedabsorberdetectors,the
imagingresolutionworsensinthey-direction.Thisefectcouldbeleveledoutbyacombination
ofthereconstructedimages.Figure3.16-leftshowsthesumofalreconstructedimagesforthe
threedetectorcombinations.Asindicatedbythearows,the(singlebin)projections(widthˆ=2mm)
ontothex-axisandthey-axisareshowninthesameﬁgure(right).Inthex-direction,asource
displacementof∆x=(2.4±0.2)cmwasdetectedandinthey-directionthereconstructedsource
positionshaveaseparationof∆y=(2.5±0.2)cm.
Conclusion
Inthisimagingtestwithapoint-like22Nasourceitwasshown,thatComptonimagingat1.275MeV
photonenergyisfeasiblewiththeintroducedprototype. Thisresultwas(inprinciple)already
achievedbytheprecedingwork.However,duetothesubstantialchangesonthedataacquisition
softwareaswelasontheabsorberplane,thisimagingtestwasanecessarysteptowardsimaging
testsathigherphotonenergies.Utilizingthe10thiterationoftheML-EM(10)imagereconstruction
algorithm,aspatialresolution(FWHM)ofabout10mminasourcedistanceof7cmfromthescater
planewasfound.Asourcedisplacementofx-directionandiny-directioncouldbeveriﬁed.The
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Figure3.16:Left:Superpositionofthereconstructedimagesofthescaterplaneandalabsorberdetectors(BGO0,
BGO1,BGO2)forthethreesourcepositions. Asindicatedbythearows,single-bin(widthˆ=2mm)projections(px,
py)werederived.Thecolor-scaledenotesthereconstructed,normalizedintensitytherespectivevoxel.Thedimen-
sionofeachvoxelis2×2×2mm3. Right:TheprojectionsshowthesourcedisplacementfrompositionItoIby
∆x=(2.4±0.2)cm,andfrompositionItoIIby∆y=(2.5±0.2)cm.
reconstructedimagesofthethreeabsorberdetectorsresultedinconsistentpositionsofthevarious
sourcepositions.
However,despitethesepromisingresults,drawbacksneedtobeaddressed.Inﬁgure3.15,the
reconstructedimagesshowadisplacementofthesourceofabout5mminthey-directionbetween
positionsIandI,regardlessofthescater-absorbercombination.Thisisprobablybeduetoa
horizontalmisalignment(x−zplaneinﬁgure3.4)betweentheCZTdetectorandtheBGOabsorber
detectors.Thisslightmisalignmentofthedetectorscouldbeintegrated(andcorectedfor)ona
trialanderorbasiswhendeﬁningthegeometricaldetectorlayoutintheimagereconstruction
algorithm.
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3.8 Compton imaging at 4.44 MeV photon energy
In the previous section, the applicability of Compton imaging at 1.275 MeV was shown, where the
location and displacement of a point-like 22Na source was imaged. The energy range of prompt
γ-rays is in the order of several MeV. At these photon energies, the cross sections for photon inter-
actions in the detector material change with respect to about 1 MeV. Compared to the probability
for inelastic scattering, pair production becomes relevant and the cross section for photo absorp-
tion is rather negligible. Consequently the response of the detectors deviates as well.
This chapter introduces a reference setup at the Tandetron accelerator at the Helmholtz-Zentrum
Dresden-Rossendorf (HZDR), that was identified during this thesis as suitable benchmark experi-
ment in order to test imaging devices dedicated to PGI. The setup provides a point-like monoener-
getic source of 4.44 MeV γ-rays , utilized the resonance proton-capture reaction 15N(p,α γ4.44)12C.
This emission scene provides the same nuclear 12C de-excitation inducing the 4.44 MeV prompt
γ-ray line in proton therapy. In contrast, the 4.44 MeV photon field is quasi-monoenergetic and
nearly free of background radiation.
Due to the well known resonance strength of the reaction, the γ-ray emission can be monitored on
a quantitative basis and the detection efficiency of the tested device can be measured. On the one
hand, this helps to clarify, whether or not the device and associated reconstruction algorithms are
capable of imaging the emission distribution. On the other hand, the device detection efficiency
can be estimated. The Compton imaging prototype is tested concerning its imaging capability and
detection efficiency at 4.44 MeV. Adopting these results to proton therapy, the collectable amount
data that can (in principle) be gathered during a therapeutic treatment is calculated.
3.8.1 Beam setup at the Tandetron accelerator
Figure 3.17- left sketches the reference setup for the production of a point-like, monoenergetic,
4.44 MeV γ-ray source. Monoenergetic protons with a kinetic energy of approximately 0.9 MeV
TiN Ta
p
4.44 MeV
γ- rays Stainless
steel
α
xE[keV] [keV]E
12969
4439
N15 + p
O16
C120
0
π
α
841
J
Figure 3.17: Left: Experimental setup for the production of monoenergetic 4.44 MeV γ-rays . The detectors are typically
placed under the angle α= 55 ◦ with respect to the beam axis. Right: Nuclear level scheme of the underlying resonance
proton-capture reaction inside the TiN layer.
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and a beam current Ip of about 10µA are shot onto a solid, stainless-steel, water cooled target
(thickness about 2 cm). The steel plate is equipped with a 220µm thick Ta plate, where a 400 nm
thick TiN layer was sputtered on top. Protons are slowed down in the TiN layer and stopped in
the Ta plate. At a kinetic energy of about 897 keV (841 keV in the respective center of mass (CM)
system) the resonance proton-capture reaction with the naturally abundant 15N (0.36 %) can take
place. The proton capture of the 15N leads to an excited 2− state of 16O. The excited 16O∗ nucleus
decays via α-emission to the 2+ state of 12C. Finally, the de-excitation of the 12C∗ nucleus is
accompanied by the emission of a 4.439 MeV γ-ray (cf. fig. 3.17)
15N(p,α γ4.439)12C. (3.12)
The 2+ state in 12C is also excited in proton therapy (cf. equations 2.19 and 2.20) via the nonelastic
reactions
12C(p, p′ γ4.439)12C and (3.13)
16O(p,α p′ γ4.439)12C. (3.14)
yielding in the strong 4.44 MeV γ-ray line.
Consequently, the setup is appropriate for imaging tests of PGI devices. There are three rationales
qualifying this setup as suitable benchmark experiment, especially for Compton cameras. (i) The
size of the source is mainly defined by the size of the proton beam spot on the target. Hence, a
point-like emission scene for Compton imaging can be created. (ii) The photon field is monoen-
ergetic and almost free of background. (iii) The γ-ray emission is quantitatively well understood.
The denoted resonance reaction was carefully investigated by (Marta et al., 2010) concerning its
resonance strength ωγ and the angular distribution of γ-ray emission was studied by (Kraus et al.,
1953).
3.8.2 Beam tuning at the Tandetron accelerator
The protons loose about 50 keV of kinetic energy within the TiN layer. The resonance width of
the reaction is about 1.5 keV. Before the actual measurement, the initial kinetic energy E0 of the
protons must be fine tuned in order to verify, that on the one hand, the proton energy exceeds
the resonance threshold (897 keV) before entering the target, and on the other hand, the proton
energy is below the threshold when the particles leave the TiN layer.
A target scan was performed where the proton energy E0 was varied and the emitted γ-rays were
detected with a commercial, monolithic 3” x 3” LaBr3 scintillation detector (GCTechnology GMBH,
Buch am Erlbach, Germany). The detector was placed at an angle α= 55 ◦ with respect to the
axis of the proton beam in a distance of about 15 cm from the target. The pulse height spectrum
was acquired with the mini-MCA system (GBS Electronic, Dresden, Germany). The detector was
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Figure3.18:Left:Energyspectrumdetectedwitha3”x3”LaBr3detectoratanangleα=55◦withrespecttothebeam
direction,inadistanceof15cmfromthetarget.Thecurvesshowthemeasurementswithbeam-on,withbeam-of
(y-axisinunitsof(skeV)−1)andthediference.Anenergywindow[3.3.4.6]MeV(indicatedbythehorizontalarow)
wasdeﬁnedincludingthepeaksat3.42MeV(DE4.44),at3.93MeV(SE4.44),andat4.44MeV(FE4.44).
Right:NineenergyspectrawererecordedwiththeLaBr3detector,wheretheinitialprotonEnergyE0wasincreasedin
stepsof10keVfrom885keVupto965keV.TheintegralcountsinthedenotedenergywindowindependenceofE0are
given.Theresultingworkingpoint(E0=915keV)isdenotedasaverticalarow.Theconnectinglineisaguidetothe
eye.
energycalibratedbymeansofa60Cosourceusingalinearcalibrationfunction.
Figure3.18-leftdepictsthecalibratedenergyspectrummeasuredwiththeLaBr3detectoratapro-
tonenergyE0=915keV(blackcurve)denotedasbeam-on.Themeasurementtimewas15min
andtheprotonbeamcurentIpwas8µA.Furthermore,abackgroundmeasurement,denotedas
beam-ofwasperformed(bluecurve).Thediference(on-of)spectrumisrepresentedbythered
curve.
Inthediferencespectrum,distinctpeakscanbeidentiﬁedat511keV(annihilationphotonsfrom
paircreationeventsinsuroundingmaterial)andthreepeaksat3.42MeV(DE4.44),at3.93MeV
(SE4.44),andat4.44MeV(FE4.44). HereDE4.44isthedoubleescapepeak,SE4.44isthesingle
escapepeak,andFE4.44isthefulenergypeakofthe4.44MeVγ-rayline,respectively.There
aresomenegativespikesat0.9MeV,at1.4MeV,andat2MeVduetonumericalartifactsofthe
subtraction,causedbythelowerstatisticsofthebackgroundmeasurement.
Mostimportant,thediferencespectrumandthebeam-onspectrumarenearlyidenticalabove
3MeVwhichindicatesthatthedetectorcountsinthisareaareadirectmeasurefortheemission
yieldof4.44MeVγ-rays.Anenergywindow[3.3MeV,4.6MeV]wasdeﬁnedincludingthethree
denotedpeaks(seeblackhorizontalarow).
Figure3.18-rightshowstheintegralcountsinthedenotedenergywindownormalizedbythebeam
curentindependenceoftheinitialprotonenergyE0.Nineenergyspectrawererecordedwiththe
LaBr3detector,whereE0wasincreasedinstepsof10keV(885keVupto965keV)fromonemea-
surementtothenext.Adistinctplateauisvisible,whenE0exceedsthethresholdoftheresonance
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reaction at 893 keV. Above 940 keV the curve drops again, since the protons do not loose enough
energy to reach the resonance within the TiN layer. In order to stabilize the measurement against
small variations of the beam energy, the working point (as indicated by the vertical arrow) was set
to E0 = 915 keV.
In the beam-on and the beam-off spectra of figure 3.18- left, there are some additional spectral
features to be noticed. There is a peak at 1.46 MeV, which is a superposition of the natural radioac-
tivity from 40K and the intrinsic radioactivity of the LaBr3 detector. The highest naturally occurrent
γ-ray line from 208Tl induces a peak at 2.62 MeV. Furthermore there are structures below 1 MeV
and around 2 MeV from the quenched signal from α-decay inside the LaBr3.
3.8.3 The γ-ray emission yield Y4.44
Since the resonance width (Γ = 1.57 keV) is small compared to the total energy loss in the TiN
layer (50 keV), the thick target approximation is applicable to calculate the γ-ray yield Y4.44. Y4.44 is
defined as the number of produced 4.44 MeV γ-rays per incident proton. It can be calculated with
the resonance strength ωγ of the nuclear reaction 15N(p,α γ4.439)12C (Iliadis, 2007)
Y4.44 = β
λ′2
2
ωγ
′
. (3.15)
The resonance strength of ωγ = (362±20) eV was measured by (Marta et al., 2010).
Here, λ′ = 3.12 · 10−12 cm is the de Broglie wavelength of the proton at the resonance energy
E ′p = 841 keV in the center of mass (CM) system between projectile and the 15N nucleus. ′ is
the effective stopping power per 15N nucleus in the CM system. A term is stated by (Marta et al.,
2010)
′ =
[
N(Ep)
(
1 +
n14N
n15N
)
+ Ti(Ep)
nTi
n14N
n14N
n15N
]
15
16
(3.16)
= (4.34± 0.18) · 10−12 eV · cm2 (3.17)
Here, n14N/n15N = 99.6337/0.3663 is the ratio of natural nitrogen abundance and nTi/n14N is as-
sumed as unity. N(Ep) = (5.16± 0.15) · 10−15 eV · cm2 and Ti(Ep) = (11.83± 0.52) · 10−15 eV · cm2
are taken from the Stopping and Range of Ions in Matter (SRIM) database (Ziegler et al., 2013).
Furthermore, β = 0.82±0.04 is the correction factor for the angular distribution at α= 55 ◦ mea-
sured by (Kraus et al., 1953). Placing all values in equation 3.15 results in
Y4.44 = (3.35± 0.46) · 10−10 γ4.439 / proton. (3.18)
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AdescriptivevalueistheemissionrateY˙4.44=dY4.44/dtperincidentprotonbeamcurentIpper
solidangleω,whichisgivenby
Y˙4.44
IpΩ =(166±23)
γ4.439
µAssratα=55
◦ (3.19)
Therelativeerorofabout14%canbepartitionedin(i)anerorconcerningtheangularemis-
siondistribution∆β/β=4.9%(Krausetal.,1953),(i)theerorrelatedtotheresonancestrength
∆ωγ/ωγ=5.5%(Martaetal.,2010),and(ii)theerorofthestoppingpower∆ / =4.1%.The
relativeerorfor originsfrom N(2.9%)andTi(4.4%)(Ziegleretal.,2013).
3.8.4 Measurementsetup
Fig.3.19sketchestheComptoncamerasetupattheTandetronbeamline.Theprotonbeam(A)
hadaspotdiameteratthetarget(B)ofabout1cm.ThedistancebetweentheCZTdetector(C)
andthetargetwasd0=19cm.TheCZTdetectorandtheBGO1detector(D)werealignedcopla-
narinadistanced1=7.5cmatanangleofα=55◦withrespecttotheprotonbeam.Atabout90◦
withrespecttothebeam,aHighpurityGermanium(HPGe)detector(E),workingasaγ-emission
monitor,wasinstaled.Itscountratewasrecordedduringthewholebeamtime.Thetotalbeam
timeattheTandetronacceleratorwasaboutfourdays.Duringthatperiod,thedataacquisitionwas
constantlyrunningandmeasuringdataintheMajority1
A: Proton beam
E: Beam monitor
C: CZT BGO1BGO2
BGO0
αd0
d1
D
B: Target
z
x
y
regime.
Figure3.19:Left:SketchofthemeasurementsetupattheTandetronaccelerator.TheComptonimagingprototypewas
instaledatanangleα=55◦withrespecttotheprotonbeam(A).Thetarget(B)wastiltedby55◦withrespecttothe
beam.Thedistanced0betweentheCZT(C)detectorandthetargetwas19cm.Thedistancebetweenthescaterplane
andthecentralBGO1detectorwasd1=7.5cm.Right:Photographofthesetup.
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γ-ray emission stability: The stability of γ-ray emission was depending on the stability of the
beam current (Ip) and the stability of the atomic composition (n14N/n15N) inside the target. On the
one hand, Ip was directly measured as the current, flowing from the target. Due to aging effects
of the ion source, Ip had to be adjusted regularly by the operators. When tuned, the current was
typically constant (around 10µA) for several hours and then slightly started to drop. On the other
hand, the effect of target aging is well known, i.e. the ratio of n15N/n14N is decreasing in the beam
spot. In this case the count rate of the detectors would drop, despite a stable beam current. How-
ever, during this measurement campaign, target aging was not observed, i.e. the detector count
rates per beam current were stable.
In order to analyze the measured data quantitatively, a time period of about 7.5 hours (T = 27833 s)
was selected. Figure 3.20 shows the beam current in dependence of the measurement time. Fur-
thermore, the count rates per beam current of the monitor detector, the scatter plane (multiplied by
10 for clarity), and the absorber detectors are shown. The monitor count rate of about 11.2 cps/µA
was observed at the working point defined in figure 3.18- right. Hence, the γ-ray emission yield, as
it was calculated in equation 3.19, applies for the selected period.
Detector count rates: First results can be derived, when correlating the (beam-induced) de-
tector count rates with the γ-ray emission rate Y˙4.44 (eq. 3.19). According to the solid an-
gle ΩBGO, covered by a single BGO detector (front face ABGO = 5.08×5.08 cm2, source distance
d0 + d1 = (26.5±1) cm) the γ-ray emission results in an expected (single-event) rate R˙BGO of
4.44 MeV γ-ray interactions in the BGO detector.
R˙BGO = N˙BGO ·
(
1− exp
{
− (µtot, BGO
ρ
) · ρBGO · zBGO
})
(3.20)
=
Y˙4.44
Ip Ω
ABGO
(d0 + d1)2
(
1− exp
{
− (µtot, BGO
ρ
) · ρBGO · zBGO
})
(3.21)
= (2.59± 0.55) 1
µA · s (3.22)
Here (µtot,CZT/ρ) = (3.878 · 10−2) cm2/g (Berger et al., 2015), ρBGO = 7.13 g/cm3, and zBGO = 2 cm.
The value R˙BGO = (2.59±0.55) (µA·s)−1 agrees with the count rates of the BGO detectors of e.g.
2.55 cps/µA (BGO1).
The rationale for this comparability is as follows: The beam induced photon field is quasi monoen-
ergetic. A photon interaction can be detected in the BGO detector, when the energy deposition
exceeds the detection threshold E thBGO of about 100 keV. The relevant photon interaction processes
for 4.44 MeV γ-rays are inelastic scattering and pair production. In a pair production event the de-
posited energy is at least 3.42 MeV (double escape). The energy deposition of inelastic scattering
depends on the scattering angle ϕ. Due to E thBGO, the minimum detectable scattering angle ϕmin is
4.3 ◦. The amount of Compton events with ϕ<ϕmin is 1.5 %, according to the Klein-Nishina cross
section for 4.44 MeV photons. Events that take place near the surface of the detector, where the
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Figure 3.20: Beam current (top graph) and relative detector count rates for a selected time period with a stable beam
and a stable γ-ray emission. Absolute detector count rates are divided by the beam current Ip. Average values are:
Monitor: 11.2 cps/µA, BGO0: 2.23 cps/µA, BGO1: 2.52 cps/µA, BGO2: 2.55 cps/µA, and CZT: 0.08 cps/µA. Here, the
background (beam-off) count rate of each detector was individually subtracted.
secondaries may leave the detector may also not be detected. For the CZT detector, the expected
event rate R˙CZT is
R˙CZT =
Y˙4.44
Ip Ω
ACZT
d20
(
1− exp
{
− (µtot, CZT
ρ
) · ρCZT · zCZT
})
(3.23)
= (0.18± 0.04) 1
µA · s, (3.24)
where ACZT = 2×2 cm2, d0 = (19± 1) cm, (µtot, CZT/ρ) = (3.503 · 10−2) cm2/g, ρCZT = 5.78 g/cm3, and
zCZT = 0.5 cm.
In contrast to the BGO detectors, the observed count rate of 0.08 cps/µA was less than half of the
expected value. This indicates two problems of the CZT detector. (i) Two cathode channels had to
be switched off due to malfunctioning. Hence ACZT in equation 3.23 is actually reduced by a factor
of 2/16. This, however does not explain the factor of two.
(ii) Single events in the CZT are triggered, when the cathode pulse height exceeds the discrimi-
nator threshold, whereas the deposited energy is retrieved from the anode side. Compared to the
BGO detectors, where the anode signal induces the trigger and provides the deposited energy,
this is a severe difference in the principle-of-operation.
In the CZT detector, the cathode pulse height shrinks with increasing depth of interaction (distance
from the cathodes), even if the same amount of energy is deposited. This is due to the low charge
carrier mobility of the holes in CZT. As a consequence, only events that happen in a closer prox-
imity to the cathode side can be detected. By reducing the active detector thickness zCZT to about
2-3 mm, expected and detected event rates agree quite well. This estimation however is not a
measure of the active detector volume, it rather illustrates, that with the actual electrode layout and
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theappliedtriggerregime,onlyafractionlessthanhalfofthephysicalCZTdetectorvolumecan
beutilized.
3.8.5 Energydetection
CZTdetector: Figure3.21-leftshowsthecalibratedenergyspectrum(ECZT)ofthescaterplane.
Theblackcurve(alevents)isthesumspectrumof(i)singleanodeevents(redcurve)and(i)multi
anodeevents(bluecurve).Itisrathercontinuous,onlyaslightpeakstructureatabout3.4MeV
isvisible.At4.44MeVγ
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Figure3.21:Left:CalibratedenergyspectrumoftheCZTdetector.Theblackcurvedepictsaldetectedevents,the
redcurveshowseventswhereonlyonesingleanodechannelwasabovethethreshold,andthebluecurverepresents
events,whereatleasttwoanodechannelswhereabovethechannel.Right:Energycalibratedpixelsumspectraofthe
BGOdetectors.
continuouscharacterofthespectrumisprimaryduetoComptonevents,whereasthepeakstems
frompaircreationevents. Duetothesmalsizeofthedetector,theabsorptionofoneoreven
twoannihilationphotonsfolowingapaircreationeventisunlikely.Hence,onlytheDE4.44peakis
visibleinthespectrumandtheSE4.44andFE4.44peaksaremissing.
BGOdetectors: Inﬁgure3.21-right,thecalibratedenergyspectra(EBGOi)oftheabsorberplane
aredrawn.Here,(fromlowenergiestohighenergies)severalpeakscanbeidentiﬁed,namelyat
1.46MeV(naturalradioactivityfrom40K),at2.61MeV(naturalradioactivityfrom208Tl),at3.42MeV
(DE4.44),at3.93MeV(SE4.44),andat4.44MeV(FE4.44).Atlowenergies(below1MeV)thespectra
difer,duetoaslightlyindividual(energyequivalent)triggerlevel.Especialyatphotonenergies
above1.5MeVtheshapeofthethreeabsorberdetectorsisquitesimilar.ThespectraofBGO0
andBGO1arenearlyidentical,forBGO2,theenergyresolutionisslightlyworse.
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The energy resolution at 4.44 MeV can be calculated with a Gaussian fit of the FE4.44 peak. For
BGO0 and BGO1 the fit results in a FWHM of 449 keV (10 %), for BGO2 633 keV (14.3 %). The
values found here and in the previous chapter (10 % at 1.275 MeV) are worse the data reported by
(Roemer et al., 2015), where an energy resolution of 4.5 % (10 %) at 4.44 MeV (1.275 MeV) was
found for a monolithic BGO detector coupled to a single PMT. The detector buildup, described
by (Roemer et al., 2015), was destined for an excellent energy resolution, whereas the BGO block
detector buildup features a compromise between spatial resolution, a moderate electronic expense,
and a reasonable energy resolution.
3.8.6 Spatial detection
CZT detector: In the CZT detector, the amount of induced charge is increasing with increasing
deposited energy. With a larger charge cloud, the probability of charge distribution to two or even
more anodes is increasing (charge sharing). In order to visualize this effect, three ranges of de-
posited energy were defined: The low range ([0.1..1] MeV), the middle range ([1..2] MeV), and high
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Figure 3.22: Top row: Scatter plot of the relative interaction position (XCZT, YCZT) for the denoted ranges of deposited
energy ECZT. Bottom row: Color-coded intensity plot of the (event-wise) number of anode channels above the threshold
level in dependence of detected energy ECZT. The color code on the z-axis defines the number of entries and the black
curve depicts the mean number of channels in dependence of detected energy.
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range([2.6]MeV).Figure3.22(toprow)isascaterplotofeventsintheCZTdetector.Thehitpo-
sitioninx-directioniscalculatedviatheweightedanodesignal,whereasthepositioniny-direction
iscalculatedviatheweightedcathodesignal(cf.equation3.7).
Inthelowrange([0.1-1]MeV),severalhorizontalandverticallinesarevisible.Theverticalones
areinthemajorityofcasesformedbyevents,whereonlyonesingleanodechannelwasabove
thethresholdlevel(singleanodeevents).Thehorizontallinescorespondtoevents,whereone
singlecathodechannelwasabovethethresholdlevel(singlecathodeevents).Inthemiddlerange
([1-2]MeV)singlecathodeeventsvanish,whereassingleanodeeventsarestilsigniﬁcantandvis-
ible.Thisisduetothefocusingefectofthesteeringgridattheanodeside,whichisnotpresentat
thecathodeside.Inthehighrange([2-6]MeV),singleanodeeventsarelikewisenotobservable.
Malfunctioning(anddeactivated)anodes(XCZT≈0.2and0.8)andcathodes(YCZT≈0.7)canbe
identiﬁedasnearlywhitestripes.
Inordertoilustratetheefectofchargesharing,ﬁgure3.22(botomrow)showsacolorcodedplot
forthe(event-wise)numberofanodechannelsabovethethreshold(left)andthe(event-wise)num-
berofcathodechannelsabovethethreshold(right).Theblackcurveistherespectivearithmetic
meanofaleventsindependenceofthedetectedenergy. Below1.5MeVasigniﬁcantamount
ofeventsaresingleanodeevents,whereasanodechargesharingbecomesdominantathigher
energies.Forthecathodeside,chargesharingissigniﬁcantevenatlowenergies.
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Inﬁgure3.23theﬂoodmapsoftheBGOblockdetectorsforthedenotedenergy
rangesareshown(exemplarilyforBGO0). Withincreasingdepositedenergy,theamountofscin-
tilationlightisincreasing.Thecontrastintheimages,i.e.thebrightnessofthepixelswithrespect
tothebackgroundisimprovingwithincreasingenergy.Adirectresultis,thatthepixelidentiﬁcation
viathemodiﬁedAngerlogicisworkingwelatenergydepositionsofseveralMeV.
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Figure3.23:FloodmapoftheBGO0detectorforvariousrangesofthedepositedenergyEBGO0asdenotedabovethe
respectiveimage.
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3.8.7 Coincidenttiming
Figure3.24showsthespectrumofthediferenceofthetimestampsoftheCZTdetector(tCZT)
andthethreeabsorberdetectors(tBGOi)measuredattheTandetronaccelerator.Thecenterof
gravityofthecoincidencepeakswassetto0.AneventﬁlterwasappliedthewaythatECZT+EBGOi
 / nsCZT - tBGOit
100− 50− 0 50 100
Nor
mal
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ed 
co
unt
s
0
0.5
1 CZT-BGO0
CZT-BGO1
CZT-BGO2
wasintherangeof[3.5]MeV.TheCTR(FWHM)wassigniﬁcantlyreduced,whencomparedwith
Figure3.24:NormalizedspectrumoftherelativedetectortimestampstBGOi-tCZTmeasuredattheTandetronaccelerator.
AﬁlteronthesumenergywassetthewaythatECZT +EBGOi∈[3.5]MeV.Thecenterofgravityofeachdistribution
wassetto0.
the22Naexperiment(cf.table3.4). Withincreasingdepositedenergy,thetimingperformanceof
theabsorberdetectorsissigniﬁcantlyimproving,duetohigheramountofcreatedscintilationlight,
whereasthetimeresolutionoftheCZTdetectorisratherindependentfromthedepositedenergy
(Hueso-Gonz´alezetal.,2015b).
Table3.4:Comparisonofthecoincidencetimeresolution(CTR)oftheTandetronexperiment(ECZT+EBGOi∈[3.5]MeV)
andtheCTR22Nasource,whereECZT+EBGOi∈[1.02.1.53]MeV(ﬁg.3.12).GivenvaluearetheFWHMoftheprompt
coincidencepeak.
Scater-absorber CTRTandetron CTR22Na
CZT-BGO0 4.9ns 8.0ns
CZT-BGO1 6.1ns 9.9ns
CZT-BGO2 6.1ns 12.0ns
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3.8.8 Coincident energy deposition
Figure 3.25 shows a color scale plot of the deposited energies in the scatter detector and the ab-
sorber detector in the same manner as figure 3.13. The coincident events were selected via the
respective time stamp difference tBGOi - tCZT. With respect to the coincidence time spectrum a time
window of [-10..10] ns was selected.
In both graphs of figure 3.25, the statistics are rather poor (maximum of 11 events in the brightest
bin) although a bin width of 0.25 MeV in x and y -direction was chosen. This already indicates a
drawback of the current measurement setup, which is the low γ-ray production rate in combination
with the poor detection efficiency. This issue is discussed below.
In order to select events, where a 4.44 MeV γ-ray was scattered in the scatterer and finally ab-
sorbed in one of the BGO detectors, an energy band concerning the sum of deposited energies
ECZT + EBGO ∈ [3..5] MeV was defined. In both graphs, this band is indicated by two diagonal lines.
Here, it is assumed, that the photon is scattered in the CZT detector and absorbed via pair creation
or photo absorption in one of the BGO detectors. Due to the potential escape of the produced an-
nihilation photons, the sum of deposited energies ranges from (4.44 - 2×0.51) MeV to 4.44 MeV.
Approximately 0.5 MeV were added, to account for the energy resolution of the detectors. The
vertical dashed lines depict the limitation of deposited energy ECZT induced by the limits to the
scattering angle ϕmin and ϕmax (cf. fig. 3.5). Similar to the imaging experiment at 1.275 MeV pho-
ton energy, the scattering angles and consequently the deposited energies ECZT are (on average)
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Figure 3.25: Color scale plot of coincidently deposited energies for the Tandetron experiment in the combination of
CZT-BGO0 (left) and CZT-BGO1 (right). The color-scale denotes the number of entries in the respective bin. Diagonal
lines indicate the energy range of the filter [3..5] MeV applied to the event energy ECZT +EBGOi . Vertical lines mark the
angle constraints translated to energy deposited in the CZT.
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much higher for the combination CZT-BGO0, than for CZT-BGO1. The majority of events within the
diagonal energy band fall within these angle constraints.
3.8.9 Detection efficiency ηCompton
The Compton detection efficiency ηCompton at 4.44 MeV photon energy is the ratio of valid Compton
events (NCompton) and the number of 4.44 MeV γ-rays incident on the CZT detector (NCZT)
ηCompton =
NCompton
NCZT
. (3.25)
To estimate this efficiency, a stable γ-ray emission (i.e. a stable target and a rather stable beam
current) is required. The measurement period of figure 3.20 suits these requirements. In the
measurement time of T = 27833 s, a total number of Np =
∫ T
0 (Ip/−e) dt = (2.37±0.02)·1018 protons
(∆Ip = 0.1 nA) hit the TiN target. Utilizing equation 3.18 (Y4.44) and accounting for the solid angle
covered by the front face (ACZT = 4 cm2) of the CZT detector (fig. 3.19), NCZT is
NCZT = Y4.44 Np
ACZT
4pi d 20
= (7.00± 1.39) · 105. (3.26)
In order to preferably filter valid Compton event, the following filters are applied to all single events:
(F0) Coincidence time, tBGOi - tCZT ∈ [-10..10] ns
(F1) Sum energy, ECZT + EBGO ∈ [3..5] MeV
(F2) Angle constraints, ECZT ∈ [EminCZT(ϕmin), EmaxCZT (ϕmax)]
Table 3.5 denotes the number of detected events for the scatter-absorber combination CZT1-
BGO0, CZT-BGO1, CZT-BGO2, and the complete prototype CZT-BGO0+1+2. Furthermore the
respective resulting detection efficiencies ηCompton are shown.
Table 3.5: Detected events and the Compton detection efficiency ηCompton at 4.44 MeV photon energy. The applied filters
F0, F1, and F2 are explained in the text.
Scatter-absorber Detected events ηCompton/10−4
F0 F0+F1 F0+F1+F2 F0+F1+F2
CZT-BGO0 144 58 46 0.66± 0.13
CZT-BGO1 296 129 102 1.46± 0.29
CZT-BGO2 139 65 46 0.66± 0.13
CZT-BGO0+1+2 579 252 194 2.77± 0.55
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3.8.10 Imaging setup
A proof-of-principle imaging test was performed, in order to show the feasibility of Compton imaging
at 4.44 MeV photon energy. In order to collect a sufficient amount of data for image reconstruction,
data was taken during a total measurement time of about 39 h. The camera was measuring for
about T0 = 19.8 h (beam-on) at a position, denoted as P0. For P0, the camera was geometrically
adjusted that the center of the beam spot was situated in camera coordinates at (x , y , z) = (0,
0, 19 cm) (cf. fig. 3.19). Since neither the beam line, nor the beam spot could be modified,
the Compton camera was laterally shifted with respect to the beam spot to position P1, in order
to provide a source displacement. For P1, the Camera was displaced in (−x)-direction. The
respective shift is only known to the extend of (5±3) cm due to an unthoughtful readjustment of
the camera near the crack of dawn of the third day. In position P1, the (beam-on) measurement
time was T1 = 18.8 h. During the complete measurement, the γ-ray emission and the beam current
(as presented in fig. 3.20) were being monitored.
3.8.11 Image reconstruction
Figure 3.26 presents the reconstructed ML-EM(10) images of events taken at the Tandetron accel-
erator. Image reconstruction utilized equation 3.2, i.e. Eγ was assumed to be known. This impli-
cates, that for the calculation of the Compton scattering angle ϕ, only the energy deposition inside
the scatter detector (ECZT) is crucial. EBGOi was only used for event filtering (F1). The images are
organized as follows: three columns represent the reconstruction results of all events, when the
introduced events filters F0 (coincidence time), F1 (sum energy), and F2 (geometrical constraints)
are applied. Two top rows (A0-C1) show the results from the scatter-absorber combination CZT-
BGO1, whereas two bottom rows (D0-G1) show the data for the combination CZT-BGO0. For each
combination (and filter setting) the reconstruction results of the source positions P0 and P1 are
vertically aligned, in order to emphasize the lateral source displacement.
Influence of the filters: For the combination CZT-BGO1, a reconstructed spot is clearly visible,
when F0 is applied solely (A0). The geometrical extend (FWHM) of the spot is 16 mm (14 mm) in
x-direction (y-direction). With the second filter F1 applied (B0), the image quality slightly improves,
i.e. noise in the background is reduced. Likewise the FWHM of the reconstructed source spot is
slightly diminished by 2 mm in each direction. The application of the third filter F2 does not further
improve the image quality.
For the combination of CZT-BGO0 the application of the first filter F0 does not result in a distinct
spot (D0). Artifacts are visible in the left part of the image, especially at the border. With the
application of F1, the artifacts are reduced and the source spot is emphasized (E0). Likewise to
the Compton imaging experiment at 1.275 MeV, the spot is much broader in y -direction (32 mm
FWHM), than in x-direction (11 mm FWHM) for the sideways shifted absorber detector. In (G0) the
width of the source spot is 10 mm (28 mm) in x-direction (y -direction).
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Figure 3.26: Image reconstruction of data from the Tandetron experiment. Top rows (images A0-C1) show the ML-
EM(10) reconstructed images of position P0 and P1 with respect to the energy filters F0, F0+F1, and F0+F1+F2 as
referenced in table 3.5 for the scatter absorber combination CZT-BGO1. Numbers in the top-right corners of each image
are the number of events, utilized for image reconstruction. The bottom rows show the same data and filters for the
scatter-absorber combination CZT-BGO0. The white (dashed) arrows indicate the lateral displacement of the source
with respect to the camera.
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Source displacement: The source displacement is clearly visible for the depicted combinations
CZT-BGO1 (C0→C1) and CZT-BGO0 (G0→G1). It is calculated as the difference of the respective
peak centers of gravity and is indicated with two white vertical arrows. The detected displace-
ment in x-direction is 18 mm for CZT-BGO1, 15 mm for CZT-BGO1, and 14 mm for CZT-BGO2 (not
shown).
3.9 Implications for a therapeutic Compton imaging scenario
With the reconstructed images in figure 3.26 it is experimentally proven, that Compton imaging
at a photon energy of 4.44 MeV is feasible with the introduced prototype. Since the exact source
displacement is not known, the direct comparison of expected and measured source shift is only
qualitatively possible.
A more practical outcome of this experiment is the detection efficiency ηCompton. With ηCompton, the
expectable number of valid Compton events can be discussed at an exemplary setup, where the
Compton camera is used in a measurement scenario related to clinical conditions. Figure 3.27- left
illustrates the layout and the position of the Compton camera with respect to the beam and the
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Figure 3.27: Left: Hypothetical imaging setup for the Compton camera at a proton beam line. Denoted variables are
explained in the text. Right: Spatial prompt γ-ray emission yield for the production of 4.44 MeV γ-rays in dependence of
the target depth (blue curve). The corresponding depth dose profile is the black curve. The target material is ICRP soft
tissue. Shown data is based on a Geant4 simulation, the initial beam energy is 150 MeV. Curves are reproduced from
(Verburg et al., 2012).
target. The beam may have an initial proton energy E∗0 of 150 MeV at a beam current I
∗
p of 1 nA.
The distance d∗0 of the CZT detector from the beam path is 15 cm, its angle with respect to the
beam direction is α∗ = 90 ◦. Variables are denoted with a ’∗’ to avoid confusion with respective ones
from the Tandetron experiment. The following question shall be discussed:
How many 4.44 MeV γ-rays are emitted at maximum from a target slice dx?. How many
valid Compton events can be detected from this emission scene (slice).
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Figure 3.27- right shows the 4.44 MeV prompt γ-ray emission profile gx(∗,4.44) (blue curve) and the
respective depth dose profile Dx (black curve) in dependence of the target depth for 150 MeV
protons irradiating soft tissue as defined by the ICRP (ρtissue = 1.05 g/cm3). The data is based on
MC simulations (Geant4) and was reproduced from (Verburg et al., 2012). The maximum prompt
γ-ray production yield dY ∗max4.44 /dx is (according to the simulation data) 400 γ4.44/(mm ·Mproton).
Then, the number of valid Compton events N∗[3..5] per target slice dx is
dN∗[3−5]
dx
≤ ηCompton ηΩ
dY ∗max4.44
dx
= 1.6 · 10−10 (mm proton)−1 (3.27)
Here ηCompton = 2.77·10−4 is the detection efficiency (cf. table 3.5) and ηΩ is the relative solid angle,
covered by the CZT detector
ηΩ =
ACZT
4pi d∗20
= 1.4 · 10−3. (3.28)
In a fractionated treatment (PBS), where about 2 Gy are delivered to the target volume, single
spots contain upto 5 · 108 protons (Priels, 2014). Hence, in this simple estimation, the number of
detected events N∗[3..5] induced by a 4.44 MeV γ-ray per mm target depth per spot would be less
than 0.1. This value may not be treated as an exact number, but it provides an order of magnitude
for the expectable amount of valid Compton events under therapeutic conditions. Limitations are:
(i) The estimation considers 4.44 MeV prompt γ-rays only. As outlined in table 2.1, there is a large
variety of other γ-ray emissions. However, close to the distal falloff of the prompt γ-ray emission
profile (i.e. for low proton energies) prompt γ-ray emission is dominated by the 4.44 MeV line and
the 6.13 MeV line. (Verburg et al., 2012) also simulate the total (energy integrated) γ-ray emission
yield per proton. A maximum of Ytot = 750 γ/(mm ·Mproton) (Geant4) is published, i.e. the total
γ-ray emission is slightly doubled, compared to Y4.44 at its maximum.
(ii) There is a lack of precisely measured cross sections for nuclear interactions relevant for PGI.
Consequently, MC simulations such as Geant4, rely on phenomenological nuclear reaction models
and tend to overemphasize the prompt γ-ray production. In a comparison between experimental
and simulated data for 160 MeV protons irradiating PMMA, an overestimation of the production
yield by a factor of 1.7 was observed for the simulation data (Dedes et al., 2014).
(iii) The emission data shown in fig. 3.27- left are angle-integrated. The angular emission of prompt
γ-rays is in general not isotropic. Each nuclear reaction has its own double differential cross-
section, that may also depend on the proton energy Ep.
(iv) Prompt γ-ray attenuation inside the target was not considered.
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3.10 Summary and discussion
With the described setup at the Tandetron accelerator, a benchmark experiment for the test of PGI
devices was introduced (sect. 3.8.1). The emission scene at the Tandetron is highly relevant for
PGI, since the utilized de-excitation of 12C induces the 4.44 MeV prompt γ-ray line in proton ther-
apy (eq. 3.12). With a careful beam tuning (sect. 3.8.2), frequent beam current measurements,
and an on-line γ-ray emission monitoring, a monoenergetic, point-like γ-ray source of 4.44 MeV
photon energy was induced, where the γ-ray emission was quantitatively known (sect. 3.8.3).
The Compton camera and its components were tested in the respective 4.44 MeV photon field
(sect. 3.8.4). Especially the BGO block detectors showed an excellent performance. Incorporat-
ing the developed pixel-wise calibration method, it was shown, that the detector resolution was
improved in terms of spatial detection, energy detection, and timing properties when compared to
1.275 MeV photon energy. E.g. an energy resolution (FWHM) of 10 % at 4.44 MeV deposited en-
ergy was found, compared to 15 % at 1.275 MeV. This operativeness is remarkable, since the BGO
block detectors were initially designed for PET applications, where photon energies of 511 keV are
relevant (sect. 3.8.5).
On the contrary, the CZT scatter detector did not operate on a comparable level of functionality.
When checking the rate of expected and actually detected single events, a reduced active detector
thickness of about 50 % was observed, i.e. only events in a proximity of 2-3 mm from the cathode
side could be detected (sect. 3.8.6).
An important strength of the CZT detector is the energy resolution of a few percent, observed for
energy depositions below 1.5 MeV. In the Tandetron experiment it was found, that this advantage
cannot be directly translated to higher energies. The reason for this behavior was identified in the
detector principle-of-operation. With increasing deposited energy, the amount of multiple anode
events rises drastically compared to single anode events. It was shown, that below 1.5 MeV, the
majority of events are single anode events, whereas above 2 MeV the majority of events are multi-
ple anode events. The respective charge sharing among several anodes, however, implies a loss
of sensitivity to small charge fractions due to the lower detection threshold. Despite a deteriorated
energy resolution charge loss has a second severe consequence for Compton imaging. As it was
shown in figure 3.8, the energy calibration is performed on the basis of single anode event spectra.
Charge loss in multi anode events however leads to a reduction of the calibrated deposited energy
ECZT. Consequently, the calculated Compton scattering angle ϕ is (in average) smaller for multi
anode events, than its respective counterpart for single anode events, even if the same amount of
energy is deposited. This effect increases with increasing scattering angles and/or higher incident
γ-ray energies.
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Despite these drawbacks, the point-like 4.44 MeV emission scene was successfully imaged with
the current prototype. In order to test event filters that could be applicable for PGI with the Compton
camera, three stages of event filters were introduced. Event filters aim at a separation of definitive
invalid events from potential Compton events.
The first filter (F0) was introduced as a coincidence time filter. In the respective measurement, the
coincidence time resolution (CTR) was identified to 5-6 ns between the CZT detector and the BGO
detectors (sect. 3.8.7). This CTR is significantly below the micro bunch separation ∆t bunch = 9.4 ns
of a clinical cyclotron operating at fRF = 106 MHz, such as the Cyclone C230 R© (IBA) installed at the
University Proton Therapy Dresden (UPTD). Hence, F0 could be utilized to filter randomly coinci-
dent events that were induced by consecutive proton bunches.
The second filter (F1) was applied on the sum of deposited energies ECZT + EBGOi ∈ [3..5] MeV
(sect. 3.8.8). F1 was intended to narrow the selection to events, where the γ-ray was (after being
scattered in the CZT detector) completely absorbed in one of the BGO detectors. This may es-
pecially be helpful when aiming at imaging prompt γ-rays , where multiple photon energies and a
severe amount of background radiation occur. In this context, the energy resolution of the absorber
detector plays an important role, since the size of the energy window depends on the combined
resolution of scatter detector and absorber detector. This motivates the necessity for the pixel-wise
calibration of the BGO detector for PGI, which is not required for PET applications.
The third filter (F2) was introduced to account for the geometrical layout of the Compton camera.
For a certain γ-ray energy, the geometrically detectable scattering angles and therefore the pos-
sible range of energy deposition in the CZT detector are defined by the size and position of the
absorber detector. In prompt γ-ray imaging F2 may be applied, when it is the aim to image a cer-
tain area of the γ-ray emission profile, e.g. its distal falloff. However, F2 may be disadvantageous
when extended emission scenes are imaged.
The event filters were applied to the measured data. The Compton imaging efficiency ηCompton of
the device was derived to 2.77 · 10−4 (sect. 3.8.9). Here, half of the events were detected by the
central absorber detector (BGO1), whereas the other half of events was shared among the side-
ways arranged absorbers (BGO0/2).
In an exemplary Compton imaging test, the point-like γ-ray source was imaged and a source dis-
placement was verified in the reconstructed images (sect. 3.8.11). The influence of the introduced
filters on the image quality was investigated. For the combination CZT-BGO1, the coincidence
filter (F0) already resulted in a reasonable image quality and the event-energy filter (F1) reduced
background artifacts. The geometry filter (F2) did not lead to a measurable improvement. For
the off-axis absorbers (CZT-BGO0/2), F0 and F1 were necessary to receive a reasonable image
quality.
With the derived detection efficiency, the applicability of the Compton camera is discussed for an
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imaging scenario related to therapeutic conditions (sect. 3.9). When imaging the 4.44 MeV γ-ray
line, an upper limit for the number of detectable valid Compton events per mm target slice was de-
rived, based on simulated spatial prompt γ-ray emission data. This estimation however was based
on a number of assumptions and may be treated as a guidance rather than an absolute number.
The analysis shows, that apart from all detector specific issues, the detection efficiency is a serious
obstacle for the translation of Compton imaging towards range verification in proton therapy.
A frequent argument dealing with the issue of a low detection efficiency is a geometrical upscaling
of the prototype. In this work, the consequences of upscaling the absorber plane were exemplarily
investigated by the introduction of the additional BGO detectors. On the one hand, enlarging the
absorber plane for the introduced setup doubles the detection efficiency. The block detectors are
an established and well understood detector concept. Due to the modified Anger logic and the lim-
ited amount of four electronic channels per detector, the additional effort (electronics, calibration,
readout) seems reasonable. On the other hand it was shown, that enlarging the absorber plane
also has consequences for the operational requirements of the CZT scatter detector. When con-
sidering these requirements, the currently applied concept of the cross strip CZT detector cannot
be recommended as a scatter detector in a Compton camera concept for PGI, the summarized
rationales are:
(i) CZT is a detector material still under investigation by a large scientific community. The major
research is focused on the γ-ray and X-ray energy range below 1.5 MeV. Currently available
crystal quality, homogeneity, and crystal size are limited.
(ii) Special electrode layouts and trigger regimes are required to provide a reasonable perfor-
mance in terms of energy resolution, timing, and spatial detection. As a consequence, the
sensitive crystal volume is significantly reduced, yielding in a low detection efficiency.
(iii) An electrode layout, enabling position sensitivity of a CZT detector requires a significant
amount of electronic channels, e.g. 16 + 16 in the present case. Upscaling the scatter
plane, however quickly magnifies the electronic expense. The huge amount of accumulated
electronic channels may only be handled by an application specific integrated circuit (ASIC).
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4. Prompt γ-ray timing (PGT)
This chapter introduces prompt γ-ray timing (PGT) as an alternative method for treatment verifi-
cation in proton therapy. The discovery of PGT was made, when analyzing experimental data,
intentionally dedicated to Compton imaging. In its original designation, the utilized scintillation de-
tector Gd3Al2Ga3O12:Ce - cerium-doped gadolinium-aluminum-gallium-garnet (GAGG) was tested
as a candidate material for the absorber plane of a Compton camera. Neither the PGT detector
itself nor the utilized experimental setup was optimized in terms of geometry, scintillation material,
or detector resolution (time or energy) for PGT.
Nevertheless, the gathered data were sufficient to (i) develop a theoretical basis of PGT, (ii) quali-
tatively analyze the experimental data in terms of PGT, (iii) quantitatively validate the experimental
results via a custom developed MC based modeling of the experimental setup, and (vi) make pre-
dictions about a therapeutic imaging scenario with the PGT method. These anchor points (i-iv)
provide the structure of this chapter.
A general description of PGT was already given in section 1.4.2 and the interested reader is re-
ferred to it to get an overview, before reading this chapter. In the first part of this chapter (sect.
4.1), the theoretical basis of PGT is introduced. It covers a description of the temporal prompt γ-ray
emission, the influence of timing uncertainties, a description of confidence intervals for statistical
momenta µ and σ, a proposed PGT measurement setup, and finally the description of a MC algo-
rithm dedicated to model experimental PGT distributions.
The second part of this chapter (sect. 4.2) outlines the obtained experimental results. Before pre-
senting prompt γ-ray data, the GAGG detector is described and the calibration procedures in terms
of energy and timing are outlined. Here, a test setup is introduced, which opens the possibility to
measure the energy-resolved time resolution of radiation detectors in the range of several MeV
photon energy, the so called ELBE test setup.
The main part of the experimental section covers results of the time-resolved prompt γ-ray mea-
surements, performed at the KVI-CART proton beam line in Groningen, The Netherlands. In sec-
tion 4.2.5 the gathered experimental PGT spectra are compared to their MC modeled counterparts,
showing an excellent agreement. Based on this agreement, the third part of this chapter (sect. 4.3)
outlines modeling results, that aim towards a more practical (clinical) application of PGT than the
principle experiments performed so far. Here, PGT scenarios with varying proton ranges at a ho-
mogeneous and a heterogeneous target are outlined.
In the same manner as the final section of the Compton camera chapter, the last part (sect. 4.4)
describes the statistical implications for a therapeutic PGT scenario. Here it is shown, that the PGT
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method offers the possibility to verify the particle range within 5 mm to a confidence level of 90 %
for a single spot of 8.5×108 protons in a PBS treatment.
4.1 Theoretical description of PGT
4.1.1 Timing of prompt γ-ray emission
The timing properties of prompt γ-ray emission, the spatial prompt γ-ray emission profile gx must
be translated towards a temporal emission profile gt . We consider a proton traversing a thin target
slice (fig. 2.1-left). As already denoted in equation 2.15, the longitudinal prompt γ-ray emission
yield per proton traversing the slice dx , is
gx(N, ε) ≡
dGN, ε
dx
, (4.1)
where ε is the energy of the prompt γ-ray emitted via the considered nonelastic reaction with the
target nucleus N and nN is the density of target nuclei. We define the temporal prompt γ-ray
emission rate gt(N, ε) as
gt(N, ε) ≡
dGN, ε
dt
. (4.2)
For the sake of clarity, the indices ε and N will be omitted in the following and discussed if neces-
sary. The correlation between gx and gt is defined by the velocity v = dx/dt of the particle
gt =
dG
dx
dx
dt
= gx · v . (4.3)
The relativistic velocity v (Ep) is given by
v (Ep) =
dx
dt
= c
√
1−
(
m0c2
Ep + m0c2
)2
, (4.4)
where m0 is the particle rest mass, c is the speed of light, and Ep is its kinetic energy.
4.1.2 Kinematics of protons
A proton of the initial kinetic energy E0 traveling in one dimension, may enter a thick target of mass
density ρ(x) at position x0 = 0 and time t0 = 0. As exemplarily depicted in Figure 4.1-bottom, the
particle is decelerated along the beam path according to the mass stopping power S(Ep) of the
material, where Ep denotes the kinetic energy of the particle. The particle position is described
with xp. Here we use the continuous slowing down approximation (CSDA), i.e. the energy loss of
the protons is assumed to be induced by the stopping power only. The proton loses the energy dE
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Figure 4.1: Kinetic energy of the protons Ep and transit time tp in dependence of the target depth x for protons of initial
kinetic energy E0 = 150 MeV stopped in a homogeneous PMMA target (C5H8O2, density ρ= 1.19 g/cm3). The energy of
the proton Ep (black, solid) and proton transit time tp (blue, dashed) are drawn as a function of target depth in CSDA
according to the equations (4.5 - 4.7), respectively. The energy dependent data for the stopping power S of PMMA were
taken from the NIST database (Berger and Coursey, 2015).
within the target slice dx
dE
dx
∣∣∣∣
x=xp
= −ρ(xp) · S(Ep(xp)), (4.5)
until it comes to rest at xp(Ep = 0) = R(E0), where R(E0) is the range of the particle in CSDA
approximation. With the equations (4.4) and (4.5) we describe kinetic energy Ep and the particle
transit time tp at the position xp along the beam track as
Ep(xp) = E0 −
∫ xp
x0
ρ(x) · S(Ep(x)) · dx (4.6)
and
tp(xp) =
∫ xp
x0
1
v (Ep(x))
dx =
∫ E0
Ep(xp)
1
v (E) · ρ(xp(E)) · S(E) dE (4.7)
Figure 4.1-top shows the numerical solution for the transit time tp and particle energy Ep in depen-
dence of the target depth x for an exemplary target (homogeneous PMMA, density ρ= 1.19 g/cm3)
irradiated by a proton of E0 = 150 MeV initial kinetic energy. Let xp be a certain depth in the target.
tp(xp) as well as Ep(xp) are implicit, but for all that these expressions are bijective, i.e. the triple
of (xp, Ep, tp) is entirely defined, if one of these quantities is assigned. Thus we may note xp(tp),
xp(Ep), and Ep(tp) in the following although these terms are not explicitly given here.
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4.1.3 The correlation between spatial and temporal prompt γ-ray emission in a
thick target
Via numerically solving equations 4.3-4.7 for the example, presented in figure 4.1, we visualize the
transformation from the spatial prompt γ-ray emission gx (xp) to the temporal prompt γ-ray emission
gt (tp). For the spatial prompt γ-ray emission, we utilize two types of profiles.
(i) The first one is a plain model, denoted as simBox (figure 4.2-left, graph A, black solid curve).
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Figure 4.2: Modeling of prompt γ-ray emission profiles. The left part presents the simple box model (simBox), whereas
the right part shows the Geant4 simulation data (simG4) for the 4.44 MeV γ-ray line. Absolute values are Geant4 based
and are discussed in the text. In both illustrations: (A): Longitudinal prompt γ-ray emission profile (gx ). (B): Proton transit
time tp vs. penetration depth xp. (C): Time emission profile (gt ).
Here, a constant prompt γ-ray emission probability along the beam path is assumed
gx (x) =
{
const where x < R(E0)
0 where x ≥ R(E0).
(4.8)
This model is overly simplified, but it is well suited to illustrate the subsequent correlations. It is,
however, not completely artificial. Published gx profiles, based on MC simulations (Biegun et al.,
2012) disclose that the box model can be a reasonable assumption, when considering multiple
prompt γ-ray emitting nuclear reactions (e.g. gx(∗,∗) where Eγ >1 MeV).
(ii) The second gx model (figure 4.2-right, graph A, black solid curve), denoted as simG4, stems
from Geant4 (Geant4 v10.00.p01, physics list QGSP BIC HP) simulations, which were done by A.
Schumann (Schumann et al., 2015). gx was extracted from the simulations, according to a region
of interest (ROI) of γ-ray emission energy of [4.3-4.5] MeV. The width of the ROI was chosen
with respect to the Doppler broadening of the 4.44 MeV γ-ray line, which was included in the
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simulations. The simG4 model corresponds to
gx(N, ε) = gx(∗, 4.44). (4.9)
Figure 4.2 demonstrates (black curves in all graphs) how the longitudinal γ-ray emission profiles
gx translate into prompt γ-ray time emission profiles gt by using equations (4.3-4.7).
To visualize the effect of a particle range variation, a second scenario was modeled, where the
proton range R′ was artificially increased via a reduction of the target density by 10 %. In all de-
picted graphs, a red dashed line illustrates the respective implications. As a consequence to the
(in this case) increased range, g′x is laterally stretched with respect to gx . The proton transit time
increases and g′t is sequentially stretched too. This is likewise reflected by a shift of the first statis-
tical moment of µγ and an increase of the respective standard deviation σγ .
The emphasis of the presented exemplary γ-ray emission profiles lies on the shape of the distribu-
tions gx and gt with changing target density, rather than on the amplitude. However in figure 4.2,
absolute values of gx suffice ∫ R(E0)
0
gx · dx = Γγ (4.10)
where Γγ is the integral prompt γ-ray emission rate per proton (eg. 2.23). The values for Γγ
were extracted from the above mentioned Geant4 simulations. Here, Γγ is 0.14 prompt γ-rays per
150 MeV proton for the simBox model. A pool of prompt γ-ray emissions was assumed including
a minimum γ-ray emission energy of 1 MeV. For the simG4 model Γγ is 0.01 prompt γ-rays per
150 MeV proton.
4.1.4 Setup for time-resolved measurements of prompt γ-rays
Figure 4.3 shows a geometrical setup for the time-resolved measurement of prompt γ-rays . A
target is irradiated with a proton beam of initial energy E0. A γ-ray (timing) detector is situated at
an upstream position. This position is defined by the distance d and the angle α. Here d is the
distance between the center of the detector front face and the entrance of the beam into the target
(x0). The angle α is defined by the beam axis and the line determined by d . Let a prompt γ-ray be
emitted at the longitudinal position xp, in the direction of the timing detector and furthermore, let
the prompt γ-ray reach the detector without any other interaction. The distance between the point
of γ-ray emission and detection may be denoted with dp.
We measure the time difference between the time stamp tRF of the (γ-ray emitting) proton passing
a reference plane along the beam line (xRF) and the arrival time tdet of the respective prompt γ-ray
at the timing detector. The time difference (tdet - tRF) then yields
tdet − tRF = t0 + tp(xp) + tγ TOF(xp), (4.11)
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Figure4.3:LayoutofatimingdetectorinatypicalPGTmeasurementsetup.Thedetectorisplacedinadistancedfrom
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wheret0(ofset)istimefortheprotontoreachthetarget,tp(xp)istheprotontransittimethrough
thetarget,andtγTOF(xp)isthepromptγ-rayTime-of-Flight(TOF)tothedetector.
Inpractice,tdetisthedetectortimestampandtRFisextractedfromthecyclotronRFsignal.Due
totheresonancecharacteroftheprotonaccelerationinanisochronouscyclotron(sect.2.3),a
certainphaseofthesinusoidalcyclotronRFcorespondstoacertainpositionoftheprotonbunch
alongthebeamline. However,theprotonbunchpositionxRFcorespondingtothetimestamp
tRFalongthebeamlineisnotknown.Consequently,thetimeofsett0isunknown.Notethatin
equation4.11thepromptcharacteroftheγ-raysisincluded,sincetheﬁnitelifetimeoftheexcited
nuclearstate(atxp)isneglectedwithrespecttotheothersummands.Thisisveriﬁedbytable2.1,
wherethelifetimeτoftheexcitednuclearstateforγ-raysofemissionenergyEγ>1MeVisinthe
rangeofpsandbelow.
Wedeﬁnea promptγ-raytiming(PGT)spectrumasthedistributionofthetimediferences
tRF-tdet.Thistimediferencecomprisestheprotontransittimethroughthetargetandtheprompt
γ-rayTOFtothedetector. WhenthecorelationbetweenRFandprotonpositionisstableover
themeasurementperiod,thent0isconstantforalemitedpromptγ-raysandhasnoefectonthe
shapeofthePGTdistribution.Thetransformationfrompromptγ-rayemission(gt)todetection
(PGTdistribution)isdeﬁnedbythegeometricallayoutofthemeasurementsetup. Duetothe
TOFandthedepthdependentsolidangleofthedetector,asseenbytheemitedγ-rays,this
transformationisstronglyinﬂuencedbythedetectorpositionwithrespecttotargetandbeam.
4.1.5 Uncertaintyofthereferencetime
TheaccuracyofthecyclotronRF,usedasthetimereferencetRF,islimitedbythebunchtime
spread(BTS),whichisthetemporaldurationoftheprotonbunches.TheBTSiscausedbythe
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cyclotron and the beam line. In the clinical beam line at the UPTD, the protons leave the cyclotron
at a kinetic energy of 230 MeV and are subsequently slowed down to the desired kinetic energy via
the energy selection system (ESS). Due to the deceleration process in the degrader, an energy
straggling is introduced. Due to the momentum distribution of the protons, the bunch is smeared
out in time, while traversing the beam. This effect was quantitatively studied by (Petzoldt et al.,
2015).
We visualize the impact of the BTS for the PGT approach, continuing the example discussed in
figure 4.2. In order to reduce the complexity, we neglect the prompt γ-ray TOF effect and as-
sume we could directly measure the time stamp tp of each prompt γ-ray emission (figure 4.3) with
some entirely fictitious detector of infinite time resolution (i.e. ∆tdet = 0). The measured distribution
tRF − tp would be equal to the temporal prompt γ-ray emission profile gt , however affected by the
BTS ∆tBTS. The effect of the BTS on gt can be modeled by a convolution of the original distribution
with a Gaussian convolution kernel, where the magnitude of the BTS is described by the respective
standard deviation σconv. To illustrate this impact, the presented distributions gt (simBox , simgG4)
were convolved with Gaussian kernels of varying values for σconv, presented in figure 4.4.
The graphs show the original distribution (top), which is identical to figure 4.2 (C), the convolution
with Gaussian kernels of σconv = 0.1 ns (middle), and σconv = 0.5 ns (bottom). Figure 4.4 demon-
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Figure 4.4: Convolution of the prompt γ-ray emission time profiles gt of figure 4.2 (C) for the simBox model (left column)
and the simG4 model (right column). The top graph shows the original gt profile, in the middle graph the Gaussian
convolution kernel had a standard deviation σconv of 0.1 ns, in the lower graph σconv was 0.5 ns. Resulting distribution
values µγ and σγ are denoted in the graphs. Here, the black (solid) curves represent the original PMMA density. For the
red (dashed) curves, the target density was reduced by 10 %, i.e. the proton transit time is increasing. This is reflected
by a shift of the gt distribution mean value µγ and a broadening of gt , i.e. σγ is increasing. The sensitivity of these
statistical moments to the altered proton range however is not affected by the convolution.
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strates, that for broad convolution kernels σconv , the shape of the distribution gets completely lost.
Spectral features such as the (temporary) rearmost falloff or peak structures are blurred. The parti-
cle range shift, that is clearly visible in the original distributions is not observable by eye inspection
any longer.
However, despite the loss of spectral feature, the integral distribution parameters are still sensitive
to the varied proton transit time. The first statistical moment µγ is not affected by the convolution,
whereas the shift of the second moment σγ is slightly reduced with a broader convolution kernel.
Absolute values of µγ and σγ are given in the respective graphs. Figure 4.4 illustrates, that this is
valid, even if the time resolution is poor.
The PGT spectrum measured by a real detection system (fig. 4.3), additionally incorporates the
prompt γ-ray TOF. However, for PGT this is not the dominating effect. In the results section, we
show with proof-of-principle experiments that an altered proton transit time is likewise reflected by
shifts of µγ and σγ . Furthermore, the magnitude of these shifts is a quantitative measure for the
transit time variation. In this case, the precision of the measurement of the transit time variation is
defined by the uncertainty of the statistical momenta.
4.1.6 Standard error of the mean and confidence intervals of statistical momenta
The standard error of the mean value µ of a random distribution is
SEµ =
σ√
N
, (4.12)
where N is the number of observations (we assume N > 200) and σ is the standard deviation of
the distribution gt . Note, that σ is different from the convolution kernel σconv. The (1 -α) confidence
interval SE1−αµ of the mean value µ of a random distribution (Kendall et al., 1952) yields
SE1−αµ = 2 · t(1−α/2)
σ√
N
. (4.13)
where t(1−α/2) is the value of Student distribution. The definition of SE
0.9
µ is:
There is a 90 % probability, that the calculated confidence interval SE0.9µ around the
detected mean µ from some future experiment encompasses the true mean of the
distribution.
Exemplary values for t(1−α/2) are t 0.975 = 1.96 and t 0.95 = 1.645. A similar formalism applies for
the (1 -α) confidence interval of the standard deviation SE1−ασ . The term for SE
1−α
σ of Gaussian
shaped distributions is used here (Kendall et al., 1952)
SE(1−α)σ = 2 · t1−α/2
σ√
2N
. (4.14)
4.1. THEORETICAL DESCRIPTION OF PGT 93
In the scope of PGT, N denotes the number of prompt γ-rays. The confidence intervals for µ and
σ follow the proportionality
√
N−1, which reflects the statistical character of the method.
In a therapeutic treatment, the prescribed dose, therefore the amount of protons, and consequently
the number of emitted prompt γ-rays is limited. However, precision of the range shift detection in
the scope of PGT is significantly determined by N. The outlined statistical considerations will be
subject to an estimation of the statistical limits of the PGT method in a (hypothetical) therapeutic
setup at the end of this chapter (sect. 4.4).
4.1.7 A simplified MC method for the modeling of PGT
The measurement setup, as depicted in figure 4.3, is the basis for a simplified Monte Carlo (MC)
algorithm. According to the beam energy and the target, a prompt γ-ray emission profile gx is cho-
sen. We either utilize the box model (simBox) or the Geant4 model (simG4) introduced in section
4.1.3.
In a single MC cycle, a prompt γ-ray emission point xp is randomly chosen utilizing gx as the prob-
ability distribution. With equation 4.7 the respective prompt γ-ray emission time tp(xp) is calculated.
The prompt γ-ray Time-of-Flight (TOF) tγ TOF is calculated as the ratio between dp and the speed
of light. Utilizing equation 4.11, we find
tPGT = tp(xp) + tγ TOF(xp) + toff. (4.15)
Here, toff is a parameter to correct for the unknown time offset t0 (cf. eq. 4.11), when comparing
experimental and modeled PGT spectra. In the next MC step, the measurement uncertainty is
introduced. It is considered via a system time resolution σΣ assuming a Gaussian shape. The
system time resolution σΣ comprises the effects of the bunch time spread σBTS and the detector
time resolution σdet. According to (Petzoldt et al., 2015), σBTS is a function of the beam energy E0.
The time resolution of a detector (reflected by σdet) is typically a function of the detected energy
Eγ , hence
σ2Σ (E0, Eγ) = σ
2
BTS(E0) + σ
2
det(Eγ). (4.16)
The (uncertain) PGT time stamp t ′PGT is randomly chosen according to a Gaussian probability
distribution with the mean value tPGT and the standard deviation σΣ .
As a last MC step, the PGT time stamp t ′PGT is incremented into the modeled PGT spectrum,
however weighted with the inverse square of dp (fig. 4.3) to account for the solid angle of the
detector as seen by the emitted γ-ray .
The MC algorithm was implemented as a C++ program and the modeling of t ′PGT was repeated 10
6
times for a given beam setup.
To summarize, the input parameters for the MC modeling algorithm are:
(i) The expected prompt γ-ray emission profile gx (x).
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(ii) The stopping power of the irradiated target.
(iii) The geometrical position of the timing detector with respect to the beam and the target.
(iv) The system time resolution σΣ .
The output is a modeled PGT spectrum. This PGT spectrum may be analyzed with respect to its
spectral shape, its first and second statistical momentum. However, it is beyond the scope of this
algorithm to model absolute intensities, since this requires a complete simulation of the prompt
γ-ray emission, the geometry and composition of the target, and a complete detector response
model.
4.2 Experimental results
This section describes the results, that were obtained in several experiments aiming at the valida-
tion of the fundamental PGT principle:
The proton transit time through the target is range dependent. Variations of the transit
time are reflected by and quantitatively measurable via respective shifts of the first and
the second statistical momenta (µγ and σγ) of the respective detected PGT distribu-
tions.
This quantitative validation is based on the comparison of modeled and experimental PGT spectra.
The structure of this section is: (i) Introduction (sect. 4.2.1) and characterization of the utilized
PGT detector regarding the energy resolution at 662 keV and 4.44 MeV (sect. 4.2.2) and the time
resolution in dependence of the detected energy in the range [1..12] MeV (sects. 4.2.3 & 4.2.4).
(ii) Measurement of time-resolved prompt γ-ray spectra from a homogeneous PMMA target at a
150 MeV proton beam (sect. 4.2.6) and the extraction of PGT spectra (sect. 4.2.7).
(iii) Analysis of PGT spectra in dependence of the proton transit time and comparison to respective
modeling results (sect. 4.2.8).
4.2.1 The GAGG detector
Motivation: The original experimental intention, that led to the discovery of PGT, was the mea-
surement of time-resolved prompt γ-ray spectra at a proton beam with a rather simple detector
setup (compared to the segmented detectors in the Compton camera). A small-scale, easy-to-
handle (i.e. not hygroscopic, not intrinsic radioactive) monolithic scintillation detector, coupled to a
photo multiplier tube (PMT), was a desired solution. Furthermore, good energy resolution as well
as a good time resolution was an important prerequisite. On that occasion Gd3Al2Ga3O12:Ce -
cerium-doped gadolinium-aluminum-gallium-garnet (GAGG) was chosen as an excellent all-round
detector material, fulfilling most of the desired requirements.
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Detectormaterial: Ascintilationdetector,consistingofamonolithicscintilatorcrystal,wascou-
pledtoaPMT.Thescintilatormaterialwasacylindrical1”×1”GAGGcrystal(Kamadaetal.,
2012)purchasedfromFurukawaDenshiCo.,Tokyo,Japan. ThematerialpropertiesofGAGG
aresummarizedintable4.1. APhotonisXP2972wasusedasPMT.Inthefolowingtext,the
Table4.1:MaterialpropertiesofGAGGprovidedbythevendor(FurukawaDenshiCo.,Ltd.,Yoshima-machiIwakiCity,
FukushimaPref.,Japan).
Atomiccomposition Gd3Al2Ga3O12:Ce
Density 6.63g/cm3
Decaytime 88ns(91%),258ns(9%)
Peakemissionwavelength 520nm
Lightyield ∼60·000ph/MeV
Hygroscopicity no
Intrinsicradioactivity no
Energyresolution(@662keV) 6.3%
combinationofXP2972PMTandGAGGscintilatorwilbedenotedasGAGGdetector
Photon Energy / MeV
1−10 1 10
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.Figure
4.5-leftshowstherelevantmassatenuationcoefﬁcientsforGAGGindependenceofphotonen-
ergy,whereasthescintilationcrystalandthePMTaredepictedontherightsideofthesameﬁgure.
Theenergyresolutionat662keViscomparabletothegoldstandardmaterialofscintilationdetec-
tors,namelyNaI(cf.table2.2).However,GAGGexhibitsahigherdensity,alowerdecaytimeandit
Figure4.5:Left:Totalphotonatenuationcoefﬁcient(µ/ρ)totofGd3Al2Ga3O12:Ce-cerium-dopedgadolinium-aluminum-
galium-garnet(GAGG)independenceofthephotonenergy(Bergeretal.,2015).Additionalytheatenuationcoefﬁ-
cientsforphoto-absorption(µ/ρ)abs,incoherentscatering(µ/ρ)incohandpairproductionintheﬁeldofanucleus(µ/ρ)pair
isshown.Right:Photographofthe1”×1”GAGGscintilationcrystalandtheXP2972photomultipliertube(PMT).
isnothygroscopic.IncontrasttoLSO,GAGGdoesnotexhibitanintrinsicradioactivityatasimilar
lightyield.ComparedtoBGO,thelightyieldismuchhigher,theenergy(andtime)resolutionis
beter,andthedecaytimeismuchshorter.
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The absence of hygroscopicity makes GAGG easy-to-handle and insensitive to humidity induced
degradation over time, whereas the missing intrinsic radioactivity allows for the utilization in low
count rate experiments, such as the Tandetron experiment (cf. sect. 3.8.1). Solely the emission
wavelength is too high to fit a classical PMT photo cathode, but it is well suited for Si readout.
Read out electronics The readout scheme for the GAGG detector is shown in fig. 4.6 and
similar to that of the Compton camera, except that there was only one detector with only one single
channel. The analog readout chain is based on Nuclear Instrumentation Module-Standard (NIM)
and Versa Module Eurocard-bus (VME) modules. The PMT anode signal was amplified and split
GAGG FA1 CFD Logic
TDC
QDC1
1 1
1
IG
Delay Acc. RFCFD
MASK
1
1
Figure 4.6: Trigger regime for the single channel GAGG detector. Abbreviations are explained in the text. Solid lines
indicate analog signals, whereas dashed lines indicate the pathway of logic signals. The analog pulse processing
explained in fig. 3.7.
by a CAEN N979 fast amplifier (FA). One detector signal branch was sent onto an ORTEC 935
constant fraction discriminator (CFD). The CFD output signal was sent to a CAEN V1290A TDC.
The CFD output was additionally fed into a CAEN V1495 logic module (LOGIC) to generate the
integration gate (IG). The second branch of the FA output was fed into a CAEN V965 QDC. The
IG was simultaneously used as a trigger for time stamp measurements in the TDC and as an
integration gate for the measurement of the pulse charge (deposited energy) in the QDC. The
accelerator RF was discriminated with a Phillips Scienctific single channel CFD (model no. 6915).
The libCVME2 software package was utilized to readout the data from the VME modules.
4.2.2 Detector energy resolution
At 662 keV: The GAGG detector was tested by means of a 137Cs source. Figure 4.7-left depicts
the corresponding calibrated energy spectrum. The energy resolution R at Eγ = 662 keV was deter-
mined to∆E/Eγ = 9.8 %, where∆E = 65 keV is the FWHM of the full absorption peak. For (in terms
of energy resolution) optimized setups, an energy resolution of 6.5 % was reported (Iwanowska
et al., 2013). The mismatch between the measured and the reported value is mainly due to the
choice of the PMT. The XP2972 PMT is optimized for timing applications, i.e. the transit time
spread of the electrons through the PMT is rather small. This requires a constant transit path of
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Figure 4.7: Left: Normalized, calibrated energy spectrum of a GAGG scintillator coupled to a XP2972 PMT and irradiated
by means of a 137Cs source. The energy resolution R at 662 keV is 9.9 % (FWHM), as indicated by the fit of the full
absorption peak (dashed curve). Due to the low noise level of 8 keV the 32 keV photo peak (characteristic X-rays of
137Ba) can be identified.
Right: Normalized, calibrated energy spectrum acquired with the GAGG detector at the Tandetron accelerator (detector
setup as the CZT in fig. 3.19). The Tandetron accelerator provides a quasi-monoenergetic 4.44 MeV photon field. The
energy resolution at 4.44 MeV of 5.5 % (FWHM) was derived from a Gaussian fit (plus constant offset) of the FE4.44 peak
(dashed curve). Note that the fit range was set to [4.35..4.90] MeV in order to reduce the influence of the Compton edge
(4.2 MeV) or the SE4.44 peak (3.93 MeV) on the fit result.
the electron cloud through the PMT, regardless of the initial emission point at the photo cathode.
A low transit time spread typically implies a trade-off for the (complete) electron collection at the
anode side, resulting in a reduced energy resolution. With the same scintillation crystal coupled to
a Photonis XP5500 PMT, an energy resolution of 6.4 % was measured by (Roemer et al., 2015).
However, all of the upcoming experiments were performed with the GAGG scintillator coupled to
the XP2972 PMT, being the best compromise for achieving good timing properties as well as a
reasonable energy resolution.
At 4.44 MeV: The GAGG detector was tested at the Tandetron accelerator in order to quantify
the energy resolution at 4.44 MeV. Having the same position as the CZT detector in fig. 3.19, the
measurement time was about 7 h. The normalized, calibrated energy spectrum is drawn in figure
4.7-right. Visible peaks are marked with the (expected) value of detected energy in MeV. The
FE4.44 peak was fitted with a Gaussian function. Based on the fit, the energy resolution R (FWHM)
at Eγ = 4.44 MeV was determined to ∆E /Eγ = 5.5 %, (Roemer et al., 2015) reported 3.40 %.
4.2.3 Detector time resolution with 60Co
Figure 4.8-top shows a sketch of the measurement setup, which was used to obtain the time
resolution of the GAGG detector at about 1.2 MeV deposited photon energy. A 60Co source was
placed in between the GAGG detector and a BaF2 detector (cylindrical 2 ”×1 ” BaF2 coupled to a
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Hamamatsu R2079 PMT). Each detector was set to have a lower energy threshold of 1 MeV.
Within one decay of a 60Co nucleus, two coincident γ-rays with respective photon energies of 1.172
MeV and 1.332 MeV are emitted. A valid coincident event describes a contemporaneous energy
deposition above the threshold in each of the detectors within a certain coincidence time window τ .
The coincidence time spectrum is defined as the distribution of the differences of the timestamps
tGAGG - tBaF of the two detectors (figure 4.8-bottom).
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Figure 4.8: Coincidence time spectrum of a 60Co source placed in between a cylindrical 1 ”×1 ” GAGG coupled to a
Photonis XP2972 PMT and a 2 ”×1 ” BaF2 coupled to a Hamamatsu R2079 PMT. The lower energy threshold of each
detector was set to 1 MeV. The coincidence time resolution is about 960 ps (FWHM), resulting from a single detector
time resolution of 280 ps (FWHM) for the BaF2 and 920 ps (FWHM) for the GAGG.
The coincidence time spectrum typically contains a prompt peak, formed by true coincidences,
accompanied by a constant background of random coincidences. A true coincidence is due to an
event, where both detected γ-rays originate from the decay of the very same nucleus. A random
coincidence however, is induced by the accidental detection of two γ-rays, stemming from two
independent 60Co decays or even other sources of radiation (e.g. background).
The coincidence time resolution (CTR) ∆tCTR of the setup is defined by the FWHM of the prompt
peak. An equivalent description is the respective standard deviation σ. For Gaussian shaped time
distributions (which is most often the case in this work), ∆t = 2.35σ. The contribution of each
detector on the timing resolution can be described by
∆t 2CTR(GAGG,BaF) = ∆t
2
GAGG +∆t
2
BaF (4.17)
where ∆tGAGG and ∆tBaF describe the contribution of the GAGG detector and BaF detector, re-
spectively.
The CTR of this detector combination was ∆tCTR(BaF2,GAGG) = 964 ps (FWHM). In addition, the
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same measurement was performed with two identical BaF2 detectors. Here the coincidence time
resolution was ∆tCTR(BaF2,BaF2) = 400 ps. With eq. 4.17, the time resolution ∆tBaF at about 1.2 MeV
photon energy is
∆tBaF2 = 283 ± 20 ps (FWHM) (4.18)
The time resolution ∆tGAGG of the GAGG detector then yields
∆tGAGG =
√
∆t 2CTR(GAGG,BaF2) −∆t 2BaF2 (4.19)
= 920 ± 50 ps (4.20)
The errors stem from the uncertainty of the Gaussian fitting procedure.
4.2.4 Energy-resolved detector time resolution - the ELBE experiment
Motivation: The aim of this experiment was the measurement of the detector time resolution
in dependence of the detected energy ∆tE in the range [1..12] MeV. This range is not accessi-
ble by means of radioactive sources, but relevant for the detection of prompt γ-rays . At the
Elektronen Linearbeschleuniger fu¨r Strahlen hoher Brillianz und niedriger Emittanz (ELBE) ac-
celerator at the Helmholtz-Zentrum Dresden-Rossendorf (HZDR), a test setup was identified to
measure the energy-resolved time resolution by means of a bunched bremsstrahlung beam with a
broad energy spectrum and an excellent time structure.
The ELBE beamline: The linear electron accelerator ELBE provides a quasi continuous-wave
electron beam up to 40 MeV (total energy per electron) with maximum average current up to
1.6 mA. The accelerator operates with a subharmonic/fundamental buncher system of 0.26/1.3 GHz
(Gabriel et al., 2000). The basic micropulse repetition rates are 26 MHz and 260 MHz with pulse
lengths of 5 ps, where the 26 MHz can be reduced by factors of 2 - 256 (Schwengner et al., 2005).
In this experiment the energy (total energy per electron) was set to 13 MeV and the micro bunch
repetition rate was set fRF = 13 MHz. The electron beam was focused onto a 2µm thick Niobium
foil and prompt bremsstrahlung photons were emitted, mainly in forward direction, due to the de-
flection of the electrons in the field of the nuclei within the target foil. At the detector, the resulting
bremsstrahlung photon beam exhibit a continuous energy spectrum up to 13 MeV - mec2 (me elec-
tron rest mass, c speed of light), i.e. approximately 12.5 MeV, and a photon bunch separation of
77 ns. In the presented setup, the detector time resolution was measured in dependence of the
detected energy. Contrary to the measurement with 60Co , the reference detector was replaced by
the accelerator and the reference time stamp was provided by the accelerator RF (13 MHz).
Figure 4.9 depicts the beam setup (left) and the normalized intensity distribution of the photon
energy of the emitted bremsstrahlung photons (right) (Schwengner et al., 2005). The beam current
was reduced to the possible minimum. This mode is called single-electron mode, i.e. each elec-
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Figure4.9:Left:BeamsetupatELBEaccelerator.TheelectronbeamhasatotalenergyEeof13MeV,abunchedtime
structurewithaRFof13MHzandmicropulsewidthtbunchbelow5ps(Wagneretal.,2014).BehindtheNbfoil,the
electronsaredeﬂectedbyamagneticﬁeld.ThebremsstrahlungbeamcoversthewholeGAGGdetector.A60Cosource
isplacedinfrontoftheGAGGdetectortoverifytheenergycalibration,sincetherearenopeaksorspectralfeaturesin
thebremsstrahlungenergyspectrum.
Right:Normalized(integral)intensitydistributionversusemitedbremsstrahlungphotonenergyattheELBEaccelerator.
Theendpointofthebremsstrahlungspectrumisat12.5MeV(Schwengneretal.,2005).
tronbunchcontainsonaverageonlyoneelectron,whichmeansanelectronbeamcurentIebeing
Ie=e·fRF≈2pA,whereeistheelectroncharge.BehindtheNbfoil,theelectronsaredeﬂected
byamagneticﬁeld.A2mthickconcretecolimatorwithatubelikeboreof10cmdiameterprovides
abackgroundfreebremsstrahlungphotonbeaminsidethebunker.
Timingprecisionofthebremsstrahlungbeam: The13MHzRFdeterminesthetimereference
fortheGAGGdetector.AcertainRFphasedeﬁnesthepassageoftheelectronbunchthrougha
referenceplane,i.e.itmarksalateralpositionoftheelectronbunchalongthebeamline.Hence,
whatqualiﬁes/limitstheRFasanexcelenttimereferencetothebremsstrahlungphotonarivalat
thedetector?
(i)Theelectronbunchhasabunchwidthoflessthan5ps(Wagneretal.,2014).
(i)Thebremsstrahlungtargetis2µm,hencethetransittimeoftheelectronsthroughthetarget
(<7fs)isnegligible.
(ii)Theemissionofbremsstrahlungphotonsisinstantaneous.
(iv)Thetimereferenceisstable13MHz±1Hz(privateconversationwiththeELBEoperators).
(i)-(iv)motivate,thattheELBERFisanexcelenttimereference(onthescaleofps)forthearival
ofthebremsstrahlungphotonsatthedetector.Thesubstantialtiminguncertaintyiscausedbythe
electronicsacquiringthetimestampoftheRFsignal∆tRF.Thiscanbedeterminedbyanalyzing
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the distribution of the time difference of two consecutive RF pulses. The result is a Gaussian
shaped peak, with a mean value µRF of 76.897 ns and a FWHM of 110 ps. Two RF time stamps
contribute to the spectrum, hence
∆t RF = 110 ps/
√
2 = 78 ps (4.21)
Measurement setup at the ELBE beamline: The GAGG detector was placed directly in the
bremsstrahlung beam, which covered the entire detector front face. For each event in the GAGG
detector, the detector time stamp tGAGG, the deposited energy E , and the RF time stamp tRF was
recorded.
Measurement results: Figure 4.10-left shows the spectrum of deposited energies in the GAGG
detector. The detected spectrum has a continuous shape, with two peaks at ≈1 MeV due to the
calibration source (60Co ), that was placed in front of the detector. Entries above the theoretical
endpoint of the measured bremsstrahlung spectrum are caused by pile-up events.
Figure 4.10-right represents the relative detector time spectrum tGAGG - tRF measured with the
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Figure 4.10: Left: Energy spectrum measured with the GAGG detector at the ELBE bremsstrahlung beam, with an
endpoint at about 12.5 MeV. The two peaks at ≈1 MeV stem from the installed 60Co source.
Right: Relative detector time spectrum, i.e. the difference between detector time stamp and accelerator RF (tGAGG-tRF).
The time spectrum has a defined width of 76.83 ns, corresponding to the main buncher frequency of fRF = 13 MHz. The
pronounced peak (A) corresponds to the photon signal of the main buncher. Note, that the accelerator creates a dark
current, which is modulated with the prebuncher frequency of f ′RF = 260 MHz. The dark current signal results in a comb
like structure next to the main peak (A), with a spike separation of 3.846 ns. In recent experiments, this dark current
could be significantly reduced by the ELBE operators.
GAGG detector. The width of the time spectrum is 1/13 MHz and can be determined to 76.83±
0.05 ns, where the error is given by the least significant bin of the time to digital converter (TDC),
which is 25 ps. The relative detector time spectrum contains a strong peak, marked with (A). This
peak corresponds to photons, produced by electrons that are modulated with 13 MHz. Next to (A),
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dark current induced photons that are modulated with the subharmonic frequency of f ′RF = 260 MHz
induce a comb like structure next to the main peak (A), with a spike separation of 3.846±0.001 ns
(260.01±0.07 MHz). This value is the arithmetic mean of the peak separation of the 19 spikes
within the time window [-125 ,- 60] ns.
The peak intensity of (A) is one order of magnitude above the dark current induced signal (spikes).
This again is nearly one order of magnitude above the amount of events, that determine the time
uncorrelated background. The energy spectrum in combination with the time spectrum ensures,
that the depicted events in (A) stem from accelerator-originated, RF-correlated bremsstahlung pho-
tons. The poor signal-to-background ratio is mainly due to the fact, that the accelerator is operated
at a beam current (single-electron mode), which only slightly exceeds the dark current.
Time resolution in dependence of detected energy: Figure 4.11 is an event-wise, two dimen-
sional color-scale distribution of relative detector time tGAGG - tRF versus detected photon energy E .
The detected energy spectrum of figure 4.10-left is a projection of this graph onto the y (energy)-
axis, whereas the time spectrum of the same figure-right is a projection onto the x(time)-axis. In
the 2D graph, the bremsstrahlung photon peak (A) appears as a time correlated, nearly vertical
line structure (red) around -128 ns. Note that this absolute value is arbitrary. The spikes, induced
by the dark current (260 MHz) are visible as 20 regular-spaced vertical line structures (yellow) next
to the main peak and even the 1.3 GHz ripple is slightly visible.
Events in the main peak, as well as events within the spikes are time correlated to the RF. At
about 1.1 MeV and 1.3 MeV two horizontal line structure can be identified. These two lines stem
from total absorption events from the 60Co source. The emission and detection of γ-rays from the
60Co is not time correlated with the RF and therefor these events are equally distributed along the
time-axis.
With this two dimensional dataset, the detector time resolution in dependence of the detected en-
ergy can be analyzed. We focus on the main peak (A), i.e. a time window of [-130..-127] ns and
analyze the relative detector time distribution, with a defined narrow ROI of detected energy. Figure
4.12-left shows the relative detector time distribution with an energy ROI of 4.44±0.12 MeV. The
width of the ROI is equal to the detector energy resolution (0.24 MeV FWHM), that was measured
at the Tandetron accelerator (cf. figure 4.7-right). The time distribution was fit with a Gaussian
function, where the result has a FWHM of 554 ps. In order to extract the detector time resolution,
equation 4.17 is applied, where the uncertainty of the RF signal (∆tRF = 70 ps) replaces the time
resolution of the reference detector. At 4.44 MeV detected energy the GAGG detector has a time
resolution ∆t4.44 of
∆t4.44 =
√
5542 − 782 ps = 548 ps (FWHM). (4.22)
Analog time projections and corresponding Gaussian fits of the distributions were done by shifting
the energy ROI window within the range [0.6, 12] MeV. The resulting detector time resolution ∆tE
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Figure 4.11: Two dimensional distribution of relative detector time tGAGG - tRF versus detected energy. The color-scale
(z-axis) denotes the number of entries in the respective bin on a logarithmic scale. Note, that the energy spectrum
of figure 4.10-left is a projection of this graph onto the y -axis, whereas the time spectrum of the same figure-right is
a projection onto the x-axis. Accelerator RF time correlated (vertical) line structures are the peak (A) stemming from
the main buncher (fRF = 13 MHz) and the dark current spikes, induced by the prebuncher (260 MHz). Two RF time
uncorrelated (horizontal) line structures appear at about 1.17 MeV and 1.33 MeV. These events are total absorption
events of the γ-rays from the 60Co source.
(FWHM) in dependence of detected photon energy E is given in figure 4.12-right. The red data
point shows the value ∆t 60Co, that was acquired by means of the 60Co source (cf. eq. 4.20).
Summary: At the ELBE accelerator, a test setup for measuring the detector time resolution in
dependence of the detected energy in the range of several MeV was introduced. This procedure
was exemplarily shown for the GAGG detector. The extracted data serves as a basis for the
analysis of prompt γ-ray time spectra taken at a proton beam line. Here, additional effects such
as the BTS or the proton transit time broaden the peaks in the measured time spectra. With the
knowledge about the energy-dependent time resolution, detector induced effects can be separated
and the beam induced effects can be analyzed in detail.
4.2.5 The KVI-CART proton beam line
Motivation: This section presents the experimental results of time-resolved prompt γ-ray mea-
surements acquired with the GAGG detector at the proton beam line of the Kernfysisch Versneller
Instituut - Center for Advanced Radiation Technology (KVI-CART), Groningen, The Netherlands.
PGT spectra were recorded at a fixed proton energy of 150 MeV irradiating homogeneous PMMA
targets of variable thickness. These thickness variations in turn resemble variations of the proton
transit time. The presented analysis aims at the verification, that the proton transit time variations
are reflected by the measured PGT spectra on a quantitative basis.
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Figure 4.12: Left: Spectrum of the relative detector time tGAGG - tRF (blue) with the detected energy ROI being
4.44±0.12 MeV. The width of the energy ROI was chosen according to the detector energy resolution ∆E at
Eγ = 4.44 MeV, which was determined to 0.24 MeV (FWHM) by the experiment at the Tandetron accelerator. The time
distribution was fitted with a Gaussian function (black), where the FWHM∆t4.44 of the Gaussian fit results in 554±30 ps.
Right: Detector time resolution ∆tE in dependence of the detected photon energy. In accordance with the left figure, a
set of time distributions has been extracted from the data, where the center of the energy ROI has been varied in the
range [0.6, 12] MeV, and the width of the ROI has been set to 0.10 MeV. The detector time resolution ∆tE was defined
by the FWHM of the Gaussian peak fits, where E is defined by the center of the energy ROI.
The KVI-CART proton beam line: At the beam line of the KVI-CART the superconducting
Acce´le´rateur Groningen ORsay (AGOR) cyclotron provides acceleration for light and heavy ions.
Protons can be accelerated to a maximum kinetic energy of 200 MeV (Brandenburg et al., 2003).
For the current experiment, a monoenergtic proton beam with E0 = 150 MeV kinetic energy and a
beam current Ip = 10 pA was requested. The cyclotron was operated at a RF of fRF = 55 MHz with
a quasi continuous time structure of the beam on the macroscopic scale (µs). On the micro-
scopic (i.e. on the nanosecond) time scale, the proton beam was bunched with a bunch separation
of 18.2 ns, defined by cyclotron RF (55 MHz). By having a beam current Ip of 10 pA, each proton
bunch contains a mean number of protons Nbunch = Ip/(q · fRF) = 1.13, where q is the charge of a
proton.
Target and detector setup: Figure 4.13-left illustrates the experimental setup. The GAGG de-
tector was placed in an upstream position under the angle α of 150 ◦. The distance d of the
GAGG detector (front face center) to the beam entrance point was 60 cm. The PMMA (C5H8O2)
target (mass density ρPMMA = 1.19 g/cm3) had a cuboid shape, with a front face (perpendicular to
the beam axis) of 10 cm×10 cm. 150 MeV protons have a nominal range of R(E0) = 13.6 cm in
PMMA. The target thickness (in beam direction) was varied during the measurement campaigns
of this experiment from 5 cm to 15 cm in 8 steps, delivering about 1011 protons for each step.
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Figure4.13: GeometricalsetupoftheGAGGdetectorattheKVI-CARTprotonbeamline.Thedetectorwasplaced
upstreamatα=150◦inadistanced=60cmfromthebeamentranceintothetarget.TheAGORcyclotronwasoperated
atabeamenergyE0=150MeV,abeamcurentIp=110pAandaRFof55MHz,corespondingtoamicrobunch
separationof18.2ns.
Rationalefordetectorposition: Arationalfortheabovedepicteddetectorsetupcanbefound
byaqualitativeconsiderationofthesecondaryradiationﬁeld. Contrarytotheexperimentsper-
formedattheELBEandattheTandetronaccelerator,theradiationﬁeldattheAGORbeamline
isnotacleanphotonﬁeld.Secondaryradiation,emergingfromtheiradiatedtarget,consistsof
photons,neutrons,scateredprotons,electrons,andheaviernuclei,suchasalphaparticles.
AccordingtoMCNPXbasedsimulations,publishedin(Smeets,2012),thevastmajorityofsec-
ondaryparticlesemitedperincidentprotonareneutrons(0.12)andphotons(0.09).Thesumof
otherparticlesisnegligible(<0.005).Theoriginofphotonsarenuclearinteractions(0.075),in-
ducedbysecondaryneutrons(0.014),bremsstrahlung(<0.007),andpositronannihilation(<0.002).
Thesimulationwasdonefor160MeVprotonsiradiatingPMMA.
Secondaryneutronsandscateredprotonsarepreferablyemitedinforward,i.e.inbeamdirec-
tion.Theemissionofpromptγ-raysisingeneralnotisotropic.Forexample,(Dyeretal.,1981)
reportontheangulardistributionof4.44MeVγ-raysemitedfrom12C∗and6.13MeVγ-raysemit-
tedfrom16O∗,whenbeingiradiatedwith13MeVand10MeVprotons,respectively.Theangu-
larγ-rayemissionyieldroughlydoublesatdetectoranglesαofabout135◦(upstream)and45◦
(downstream)withrespectto90◦.Hence,theratiobetweendetectedpromptγ-raysanddetector
events,relatedtosecondaryneutronsorscateredprotons,isimprovedforanupstreamdetector
position,whenbeingcomparedtoadetectionatα=90◦orevenadownstreamdetectorposition.
4.2.6 Time-resolvedmeasurementofpromptγ-rays
Inthefolowingsection,wedescribethetime-resolvedmeasurementofpromptγ-raysandthe
extractionofPGTspectra.Figure4.14-leftshowsatwodimensionalplotofthedetectedenergy
vs.thedetectortimesignalrelativetothecyclotronRF(tGAGG−tRF),acquiredwiththeGAGG
detector.APMMAtarget(10cm×10cm×15cm)wasiradiatedwith150MeVprotonsinasetup
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Figure 4.14: Left: Two dimensional distribution of the detected energy versus the relative detector time. Color-scale
(z-axis) depicts the number of entries per bin on a logarithmic scale. The time-width of the spectrum is defined by the
cyclotron RF of 55 MHz. The detection of prompt γ-rays (PG) takes place on a time scale of about 2 ns.
Right: The spectrum of deposited energies (right) is a projection in the PG time interval. Prominent lines can be identified
at 4.44 MeV and 6.13 MeV including the respective SE and DE peaks. Absorption peaks of further prompt γ-ray lines
are at 0.718 MeV (2), at 1.022 MeV (3), and 2.0 MeV (4). See table 2.1 for corresponding nonelastic reactions.
corresponding to figure 4.13. The beam current was 10 pA and the measurement time T was
28.7 min.
Prompt γ-rays are detected in correlation with the time reference in a window of about 2-3 ns (PG).
Figure 4.14-right shows the spectrum of deposited energies in the PG time interval. In the energy
range above 3 MeV, several peaks induced by pair creation events from two of the most prominent
photon lines can be identified, namely the 4.44 MeV γ-ray line as well as 6.13 MeV line. Since the
GAGG detector comprises a rather small volume, single escape (SEx ), double escape (DEx ) and
full energy (FEx ) peaks appear for both prompt γ-ray lines (energy x in MeV).
In the time interval [-10..-5] ns of figure 4.14-left a vertical structure of low counting statistics (com-
pared to the prompt γ-ray peak) is seen, which is most probably due to an electronic artifact, the
origin however could not be identified in the retrospective data analysis. The upcoming evaluation
is performed in the PG time window, which is not affected by this structure.
Prompt γ-ray timing (PGT) spectra: PGT spectra are time distributions of tGAGG - tRF with a spe-
cific region of interest (ROI) for the detected energy. In this work, two different ROIs are presented.
The first one, marked as All4440, is the energy range of 3.1 MeV to 4.6 MeV. The second one,
marked as SE, comprises the energy range from 3.6 MeV to 4.2 MeV. An exemplary PGT spec-
trum is given in figure 4.15. These range of these ROIs aim at:
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Figure 4.15: Exemplary experimental PGT spectrum of 150 MeV protons stopped within a PMMA target of the size
10 cm×10 cm× 15 cm. The experimental setup corresponds to figure 4.13. The ROI of detected energy is All4440.
The modeled data account for the same experimental setup, i.e. initial proton energy, target material and detector
position. PGT spectra are modeled based on the gx profiles simBox as well as on the Geant4 based gx profile simG4.
The assumed system time resolution σΣ is 450 ps.
(i) The reduction of additional broadening of PGT spectra due to electronic time walk effects, which
are present despite the usage of CFDs.
(ii) The selection of events, corresponding to a certain gx profile (input parameter for the MC mod-
eling), in order to increase comparability of experimental and modeled PGT spectra. In the chosen
ROIs, the spectrum is dominated by pair creation and Compton scattering events induced by the
4.44 MeV γ-ray line.
4.2.7 Experimental determination of the system time resolution σΣ
The system time resolution σΣ incorporates measurement effects, that influence the width of a
PGT spectrum, despite the proton transit time. This includes the BTS and the detector time res-
olution. For the measurement setup at the AGOR proton beam, σΣ was determined via the PGT
spectrum of a 6 mm thick target.
Due to the stopping power S(150 MeV)≈6.3 MeV/cm, the protons lose about 4 MeV kinetic in 6 mm
PMMA and the proton transit time tp through the target is 40 ps. Figure 4.16 shows the acquired
PGT spectrum for the thin target (PGT 6 mm), in comparison with the PGT spectrum of the thick
target (15 cm), and the time spectrum, acquired at the ELBE beam line. For all curves, the ROI of
detected energy was set to 4.44 MeV±0.12 MeV. A Gaussian function was fit to all distributions.
For the bremsstrahlung spectrum (ELBE) the width is solely determined by the detector time reso-
108 4. PROMPT γ-RAY TIMING (PGT)
/ ns
RF
t-
GAGG
t
0 1 2 3 4 5
N
o
rm
a
li
z
e
d
 C
o
u
n
ts
0
0.5
1
ELBE
PGT (6 mm)
 PGT (15 cm)
"Detector
+ BTS
+ Transit"
Figure 4.16: Comparison of experimental, normalized time spectra for the GAGG detector acquired at the ELBE ac-
celerator (green curve), and PGT spectra acquired at the AGOR proton beam irradiating a thin (6 mm) PMMA target
and a thick (15 cm) PMMA target. The energy ROI for all time spectra was [4.44±0.12] MeV. The width of the ELBE
spectrum is determined by the detector time resolution. The thin target spectrum additionally contains the accelerator
BTS. Finally, the thick target spectrum holds the effects of (i) detector time resolution, (ii) accelerator BTS, (iii) the proton
transit time, and (iv) γ-ray TOF. All curves were fit with a Gaussian function and the center of gravity was adjusted.
lution σdet. The standard deviation of the Gaussian fit function is σdet = 235 ps.
The PGT spectrum acquired at the thin target additionally incorporates the BTS of the proton beam
with respect to the accelerator RF. Since the proton transit time is small, compared to the effects
of the BTS and detector time resolution, the width of the spectrum can be identified as the system
time resolution σΣ (cf. eq. 4.16). The Gaussian fit results in σΣ = 450 ps. Note that the spike at
about 1.8 ns is due to a measurement artifact of the time stamp generation within the TDC module
and does not reflect a physical effect. Assuming Gaussian contributions, the BTS can be calculated
via
σBTS =
√
σ2Σ − σ2det = 384 ps (4.23)
The fit of the thick target spectrum results in σ15 cm = 630 ps. It comprises the effect of (i) the
detector time resolution σdet = 235 ps, (ii) the effect of the BTS σBTS = 384 ps, (iii) a contribution of
the proton transit time and (iv) the prompt γ-ray TOF.
σtransit + TOF =
√
σ215 cm − σ2det − σ2BTS = 441 ps (4.24)
The analysis reveals, that the effects of proton transit time and γ-ray TOF are clearly measurable
despite other influences of the same order of magnitude.
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4.2.8 PGT in dependence of proton transit time
This section presents the experimental results of target thickness dependent (and thus transit time
dependent) PGT spectra and a comparison of the experimental results with the respective mod-
eled counterparts. PGT spectra were taken in dependence of the PMMA target thickness in steps
of 5, 8, 11, 12, 13, 14, and 15 cm. The detector position was kept fixed (fig. 4.13) as well as
the proton energy (150 MeV) and the beam current (10 pA). Protons of 150 MeV have a range of
13.6 cm in PMMA. Therefore, the protons were not stopped completely within the target until the
target thickness exceeded this range. However, with increasing target thickness the proton transit
time through the material was increasing as well. An increased transit time implies an on average
delayed prompt γ-ray emission (reflected by a shift in the center of gravity) and a γ-ray emission
on a longer time-scale (reflected by a broadening of the distribution). With the MC algorithm (sect.
4.1.7), two PGT spectra was modeled for each step (simG4, simBox).
Figure 4.17 shows a comparison of experimental results (histograms) with the modeled data (solid
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Figure 4.17: Comparison of experimental (histograms) and modeled time profiles (solid lines) of a PMMA target varied
in thickness. All experimental curves are normalized to 109 protons incident protons. The experimental PGT spectra
energy ROI is All4440 (3.2 MeV to 4.6 MeV). The modeled PGT spectra are based on the simG4 profile for gx . The
absolute time offset toff of the modeled data was set to fit the mean for 5 cm PMMA thickness. The assumed system
time resolution is σΣ = 450 ps.
lines of corresponding color). The experimental spectra are normalized to 109 incident protons.
The total number of protons was about 2·1011 for each measurement and varied by about 10 %.
The detected energy ROI is All4440. For all presented modeled spectra (here simG4) the absolute
time offset toff was set, to fit the mean for 5 cm PMMA thickness. The system time resolution as-
sumed for the modeling algorithm was σΣ = 450 ps, just the width of the PGT distribution measured
for a thin (6 mm) PMMA target. The modeled amplitudes (that are of no relevance for this analysis)
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were set to best fit the experimental data for clarity.
A clear shift of the distribution mean values, as well as a broadening of the PGT spectra with in-
creasing target thickness is obvious. The experimental PGT spectra reveal a good agreement with
the corresponding modeled ones.
To compare the integral parameters µγ and σγ , experimental and modeled PGT spectra were fit
with Gaussian functions. The mean value µγ and the standard deviation σγ of these fits are shown
as a function of the PMMA target thickness in figure 4.18. The shift of the mean, as well as the
PMMA Thickness / cm
0 5 10 15
/ n
s
γµ
1.6
1.8
2
2.2
2.4
SE
All4440
simBox
simG4
PMMA Thickness / cm
0 5 10 15
/ p
s
γσ
450
500
550
600
650 SE
All4440
simBox
simG4
Figure 4.18: Left: Comparison of the mean value µγ of measured and modeled PGT spectra vs. PMMA target thickness.
The PMMA thickness corresponds to the proton path length, i.e. to the proton transit time. Although the spectral shape
is extensively influenced by the system time resolution σΣ (PGT spectra are given in figure 4.17), the PGT mean value
µγ is highly sensitive to the change of the proton transit time. The experimental energy regions of interest (ROIs) are
SE [3.6..4.2 MeV] and All4440 [3.1..4.6 MeV]. Modeled data are based on the introduced profiles for gx (simBox and
simG4, section 4.1.3).
Right: Comparison of the standard deviation σγ of modeled and measured PGT spectra versus PMMA target thickness.
broadening of the spectra, is clearly visible and well described by the modeling results. The error
bars of the experimental data represent the uncertainties resulting from the fit procedure.
The good agreement of modeled and experimental data verifies the applicability of the introduced
theoretical considerations for PGT on a quantitative basis. This motivates to the conclusion, that
the modeling algorithm is capable predicting PGT spectra.
In figure 4.18, the modeling results (µγ and σγ in dependence of target thickness) for the simBox
and the simG4 model are quite alike, especially regarding the slope of the curves. This slope de-
fines the sensitivity of the momenta to a transit time variation. For the homogeneous target, this
indicates that the modeling algorithm is rather robust against the shape of the assumed spatial
prompt γ-ray emission profile gx .
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4.3 Towards treatment verification with PGT
4.3.1 MC based PGT in dependence of proton range
Motivated by the agreement between measured and modeled data in the previous section, the
modeling algorithm was extrapolated to a variation of the proton range, i.e. PGT calculations in de-
pendence of the initial proton energy. This consideration is a step towards therapeutic conditions.
With the MC algorithm we modeled PGT spectra for protons of clinically relevant energies E0 from
50 MeV to 230 MeV in steps of 10 MeV. Here, the input data for the algorithm, namely the longitu-
dinal prompt γ-ray emission profiles gx , were obtained by Geant4 simulations of protons with the
respective initial energies irradiating a PMMA target (Schumann et al., 2015). The corresponding
range of the protons R(E0) went from 2 cm to 27 cm. The simulated PMMA target had the dimen-
sions of 10 cm×10 cm×30 cm, thus the protons were stopped completely within the target for all
initial energies. The modeled detector was situated at d = 60 cm distance to the target beam en-
trance at α= 150◦. The system time resolution σΣ was assumed to 450 ps, just the value of the
experiments.
Figure 4.19 shows modeled PGT mean values µγ as well as the standard deviations σγ as a func-
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Figure 4.19: Range-dependent mean value µγ (left) and standard deviation σγ (right) of modeled prompt γ-ray PGT
spectra. The target material is PMMA. The proton energies are in the range of 50 MeV up to 230 MeV, corresponding
to proton ranges from 2 cm up to 27 cm. The modeled system time resolution σΣ is 450 ps.
tion of the proton range. MC modeling was performed for the simG4 model, as well as for the
simBox model.
The correlations µγ(R) and σγ(R) are bijective. Hence, a variation of the proton range δR im-
plies a variation of the PGT mean δµγ . This correlation is given by the slope of the curves
δµγ /δR≈50 ps/cm. Similar to figure 4.18, the slope of the curves for simBox and simG4 is quite
alike, i.e. the modeling is quite robust against the input parameter gx . For σγ the value is approxi-
mately δσγ /δR≈25 ps/cm.
This includes, that a measurement precision of µγ or σγ directly translates to a precision of the
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proton range determination. The measurement precision of spectral quantities (µγ , σγ) only de-
pends on the number of measured events, i.e. on measurement statistics (cf. confidence intervals
in section 4.1.6) if (i) the system time resolution σΣ is stable, (ii) the time structure of the proton
bunches is stable, (iii) the relative timing between proton bunch and the RF signal is stable, (iv)
and the background has no noticeable effect on µγ /σγ . The implications regarding the statistics of
a hypothetical treatment scenario are discussed in section 4.4.
4.3.2 MC based PGT at inhomogeneous targets
So far, we studied the simplest case, incorporating the scenario of a homogeneous target with
a well defined stopping power. In clinical practice, range deviations can be caused by inhomo-
geneities along the proton track (cf. fig. 1.3). Thus, a necessary next step is the investigation of
PGT at inhomogeneous targets. In the following we analyze prompt γ-ray emission spectra caused
by three target scenarios (fig. 4.20-left):
A PMMA target with a 10 mm bone structure at 70 mm depth. The material composition is
adapted from the NIST database (Berger and Coursey, 2015), namely BONE CORTICAL (H
(4.7 %), C (14.4 %), N (4.2 %), O (44.6 %), P (10.5 %), Ca (21 %), density ρ= 1.85 g/cm3).
B Full PMMA target.
C PMMA target with a 5 mm air filled cavity at 70 mm depth.
The initial proton energy is 150 MeV and the target thickness exceeds the proton range. Taking RB
as a reference, the proton range RA is decreased by about 5 mm (beam undershoot), whereas RC
is increased by about 5 mm (beam overshoot). Figure 4.20-left depicts the denoted targets and the
assumed prompt γ-ray emission profile gx (simBox). Here, gx is zero within the air cavity. The ratio
between gx in the bone structure and gx in the PMMA is 1.6, i.e. in this model protons produce 1.6
times more prompt γ-rays in bone than in PMMA. This is a rough estimation based on our Geant4
simulations and data published by (Polf et al., 2009). The authors report the ratio of prompt γ-ray
production of compact bone being about 1.75 times higher compared to water.
Figure 4.20 shows the resulting modeled prompt γ-ray emission profiles gt . Analogous to figure 4.4
we present the convolution of the respective gt distributions with Gaussian kernels of σΣ = 0.1 ns
and σΣ = 0.5 ns. The shift of the proton range is clearly reflected in a shift of the mean value∆µγ of
about 40 ps/cm, not affected by the convolution, i.e. not affected by the system time resolution σΣ .
The increased proton range (from A to C) is also expressed in a broadening of the gt distributions.
However, with increasing convolution kernels the range-variation induced shift ∆σγ is decreasing,
which implies a lower sensitivity of σγ to range shifts. A reasonable system time resolution σΣ is
therefore highly desirable to improve measurement precision.
This short analysis is an indication for the applicability of the PGT method for inhomogeneous
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Figure 4.20: Left: Prompt γ-ray emission profiles for inhomogeneities in the target. A: PMMA with a 10 mm bone insert
at 70 mm depth. B: Homogeneous PMMA. C: PMMA with 5 mm air cavity at 70 mm depth. Corresponding gx profiles are
based on the simBox model. With respect to B, target A represents a beam undershoot by 5 mm, whereas C represents
a beam overshoot by 5 mm.
Right: MC modeled prompt γ-ray time emission profiles gt , based on three different convolution kernels. Top: Original
gt profile, Middle: Convolution with σΣ = 0.1 ns, Bottom: Convolution with σΣ = 0.5 ns. Resulting gt mean values µγ and
σγ are specified in the graphs. The shift of µγ and σγ caused by a variation of the proton range is visible, values are
discussed in the text.
targets. Dedicated conclusions must be drawn from experimental results at a clinical accelerator.
Here, a first step was done by (Hueso-Gonza´lez et al., 2015c).
4.4 Implications for a therapeutic PGT scenario
4.4.1 Range verification for an exemplary PGT setup
In accordance with section 3.9, this outlook shall give a glimpse on the statistical implications for
a therapeutic PGT scenario. Here, the main question deals with the measurement statistics: How
many prompt γ-rays N(1−α) must be detected, to reach a precision of the particle range of 5 mm
by a (1 − α) confidence level? We assume (1 − α) = 90 %. What is the corresponding number of
protons Np required in an exemplary measurement setup?
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The confidence interval SE1−αµ for the mean µ of the PGT distribution (cf. sect. 4.1.6) is
SE1−αµ = 2 · t(1−α/2)
σγ√
N(1−α)
. (4.25)
For α= 10 % we find t(1−α/2) = 1.645 (N >200). Within the modeling of range dependent prompt
γ-ray spectra, we derived a variation of the particle δR corresponding a variation of the mean
value δµ of δµ/δR≈50 ps/cm. In this estimation a confidence interval of 25 ps for the mean value
corresponds to a confidence interval of 5 mm for the particle range. The remaining parameter in
equation 4.25 is the width σγ of the PGT distribution. The actual width of the PGT distribution
depends on many parameters, such as the beam energy, the BTS, the detector time resolution,
and finally the geometry. According to the modeling results, we assume σγ = 1.0 ns as an upper
limit. The number of detected events N 0.9, necessary to reach a (1 -α= 0.9) confidence interval of
25 ps is
N 0.9 =
(
2 · 1.645 · 1 ns
25 ps
)2
= 1.7 · 104. (4.26)
The proton beam may have an initial energy E0 = 150 MeV at a beam current of 1 nA. Furthermore,
let the PGT detector be situated in a distance d = 20 cm from the beam entrance at α= 150 ◦ (fig.
4.21). For the detector, a fast and bright scintillation material such as CeBr3 is proposed with a
cylindrical crystal size of 2”×2 ” (diameter× thickness). This detector is a commercially available
product. Material properties of CeBr3 are outlined in table 2.2. As shown by (Roemer et al.,
2015), CeBr3 detectors provide an excellent energy resolution of 2.2 % FWHM and time resolutions
below 200 ps FWHM (σdet = 85 ps) at photon energies of 4.44 MeV. Consequently, the system time
resolution σΣ =
√
σ2BTS + σ
2
det is predominantly determined by the BTS. Here σBTS is estimated
with 500 ps, a value motivated by the results reported in (Petzoldt et al., 2015).
We again consider the 4.44 MeV prompt γ-ray yield resulting from Geant4 based simulation data
reported by (Verburg et al., 2012). The emission profile gx(∗, 4.44) and the proposed measurement
setup is depicted in figure 4.21. The number of detected events N det(∗,4.44) per proton can be
estimated via
Ndet(∗,4.44) =
∫ R0
0
gx(∗, 4.44)(x ′) · ηΩ (x ′) · ηdet · dx ′. (4.27)
Here, R0 is the range of the protons, gx(∗, 4.44)(x ′) is the prompt γ-ray emission yield of 4.44 MeV
γ-rays at target depth x ′, ηΩ (x ′) is the solid angle, covered by the PGT detector as seen by the
γ-ray emitted at x ′, and ηdet is the detection efficiency for the prompt γ-rays . The solid angle ηΩ (x ′)
covered by the detector is
ηΩ (x ′) =
Adet
4pi · d ′2(x ′) (4.28)
where Adet =pi · (2.54 cm)2 = 20.3 cm2 is the detector front face and d ′(x ′) is the distance between
the considered depth x ′ and the detector.
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Figure 4.21: Left: Proposed imaging setup for the range verification utilizing the PGT method. Right: Spatial prompt
γ-ray emission yield for the production of 4.44 meV γ-rays in dependence of the target depth (blue curve). The corre-
sponding depth dose profile is drawn as a black curve. The target material is ICRP soft tissue. Data is based on a
Geant4 simulation, the initial beam energy is 150 MeV. Curves are reproduced from (Verburg et al., 2012).
For the first estimation, let ηdet be the probability of a 4.44 MeV γ-ray to undergo a pair cre-
ation event in the CeBr3 detector. Respective events deposit energies from 3.42 MeV (DE) to
4.44 MeV (FA). This is just the same energy range (All4440), the PGT principle was proven for (cf.
sect. 4.2.8). Based on the attenuation coefficient (µ/ρ)pair = 1.076 · 10−2 cm2/g, the mass density
ρCeBr3 = 5.2 g/cm
3, and the thickness of the detector zCeBr3 = 2 ”, we estimate
ηdet ≈ 1− exp{−(µ/ρ)pair · ρCeBr3 · zCeBr3} = 0.25 (4.29)
A numerical solution of equation 4.27 then yields in
Ndet = 5.4 · 10−5 proton−1 (4.30)
According to this estimation, a total number Np of
Np =
N 0.9
Ndet
= 3.1 · 108 protons (4.31)
is required to reach the necessary statistics. Strong spots in a PBS treatment can contain up to
5 ·108 protons (Priels, 2014). Consequently the statistical limit for a verification of the particle range
within 5 mm seems feasible within a PGT measurement of a selected spot. Note that a single spot
of 5 · 108 protons at beam current of 1 nA implies a spot duration of 80 ms, a time span exceeding
typical durations of 10-20 ms. In practice, a range verification may be performed on a few distal
spots. A prolongation of these few spots via a respective reduction of the beam current, may
provide valuable information on the entire treatment, while not significantly influencing the overall
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treatment time.
This approximation assumes, that the detector is free of dead time and can handle an infinite load,
which is not the case for a real system. For the translation of PGT towards a clinical application, the
detector load is discussed in the next section. Note that the results derived above cannot be treated
as exact numbers, since the calculations are based on a number of (roughly) estimated input
parameters. Nevertheless, based on the basic principles of prompt γ-ray emission and respective
detection, the PGT method provides the potential of being applicable under clinical conditions.
4.4.2 Practical restrictions for the therapeutic PGT scenario
There are several practical constraints that may limit the presented analysis:
(i) The prompt γ-ray yield gx was taken from Geant4 simulations, that tend to overestimate the yield
by a factor of two (Dedes et al., 2014).
(ii) The correlation between shifts of the particle range δR and shifts of the PGT mean δµγ are
based on modeling results and a value of 50 ps/cm for homogeneous targets was experimentally
verified by (Hueso-Gonza´lez et al., 2015c). However, when detecting a range variation, induced by
an inhomogeneity, this shift might be reduced, e.g. δµγ /δR = 40 ps/cm (sect. 4.3.2).
(iii) The presented analysis does, neither account for the count rate capabilities of the detector nor
for the background present in the PGT spectrum.
Counting statistics: (i) and (ii) relate to the limited counting statistics in the PGT spectra. Potential
countermeasures can be discussed directly by analyzing the coefficients of equation 4.27:
Ndet(∗,4.44) =
∫ R0
0
gx(∗, 4.44)(x ′) · ηΩ (x ′) · ηdet · dx ′ (4.32)
gx In a practical PGT application it seems feasible to include more than a single prompt γ-
ray line into the analysis. In practice, this would include an increased energy ROI for PGT
spectra. Similar ideas have been proposed by the investigators of the collimated knife-edge
slit camera. Here, all events with an energy deposition in the detectors Edet ∈ [3..6] MeV
are considered (Smeets et al., 2012b). It was shown, that this energy window is the best
compromise between good counting statistics on the one hand and a reasonable correlation
with the particle range on the other hand (Lopes et al., 2015). However, for the PGT modeling
the finite life time of included prompt γ-ray lines must be considered (e.g. 27 ps for the
6.13 MeV line from 16O).
ηΩ In the present analysis, a single γ-ray detector was utilized. However, the covered solid angle
either may be increased by multiple PGT detectors or by an optimization of the detector
geometry (d , α).
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Detector count rates: The above denoted issue (iii) is of a great relevance, that was not dis-
cussed so far and can only be streaked in the scope of this work. Despite the prominent prompt
γ-ray lines, there is a myriad of emitted photons, especially at lower energies. Even if the detector
position is optimized in order to avoid the detection of charged particles (upstream position), or the
detection of secondary neutron induced γ-rays is suppressed (neutron TOF rejection), the PGT
detector must be capable of processing the events in the desired ROI correctly.
We can at least estimate this aspect, by applying the rule of thumb of 0.1 emitted prompt γ-ray per
incident proton (Knopf and Lomax, 2013). Equation 4.27 for the number of interactions Ndet(∗) in
the PGT detector per proton then yields
Ndet(∗) =
∫ R0
0
gx(∗)(x ′) · ηΩ (x ′) · η′det · dx ′. (4.33)
For gx(∗) we assume the simBox model (fig. 4.2) the way, that
∫ R0
0 gx(∗)(x
′) · dx ′ = 0.1 and η′det = 0.5,
which is estimated by the minimum of the total interaction cross section. The numerical solution
of equation 4.33 then yields Ndet(∗) = 4.5 · 10−4 proton−1. At a proton beam current of Ip = 1 nA this
would lead to a detector event rate rdet
rdet ≈ Ndet(∗) · Ip/q = 2.8 · 106 s−1 (4.34)
where q is the charge of a proton. Again, this is not an exact number but the result discloses, that
interaction rates in the detectors of several Mcps must be considered. Here, a fast scintillation ma-
terial is required (e.g. CeBr3, τ = 17 ns), where this interaction rate results in separable scintillation
pulses. In practice, the actual electronic readout rate may be reduced by applying a lower energy
threshold for accepted events, e.g. at 1 MeV. Nevertheless, a stable single photon detection at
these event rates will be a challenge to the manufacturers of readout electronics. Suitable systems
are currently under investigation (Pausch et al., 2015).
Another issue, mentioned in (iii) is the uncorrelated (i.e. not prompt γ-ray induced) background.
Especially for a non-constant background in the PGT spectra, it may be difficult to determine sta-
tistical momenta µγ and σγ with the necessary precision. Suitable background models must be
subject to phantom experiments with good statistics, when a suitable detector geometry for a clini-
cal scenario was identified.
4.4.3 Principal limitations of the PGT method
The presented MC algorithm is a straight forward implementation of the kinematical relations. In
this simplified modeling, several effects are not considered. On the one hand, target dimensions in-
fluence the PGT spectra in terms of attenuation or scattering of prompt γ-rays. On the other hand,
the proton beam is considered as a pencil beam, hence its lateral spread is not incorporated. A
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full PGT MC simulation, e.g. based on Geant4 would account for these influences.
Furthermore, the composition of the irradiated tissue in TPs is in practice derived from CT data.
This method includes inherent uncertainties of 1-2 % in translating HU to water equivalent stop-
ping power (Paganetti, 2012a). The material stopping power, however, is an important ingredient
for the modeling of PGT spectra. The comparison of modeled and measured PGT spectra would
therefore lack from this inaccurate knowledge of the proton stopping power. However, an interfrac-
tional comparison of PGT spectra may give hints on anatomical changes (and therefore changes
regarding the dose delivery) during a fractionated treatment.
4.5 Summary and outlook
The PGT method for range verification in particle therapy utilizes the physical effect of the finite
and measurable transit time of therapeutic protons in the irradiated target. A variation of the par-
ticle range implies a variation of the proton transit time. Due to the prompt character of the γ-ray
emission, these transit time variations are encoded in the temporal prompt γ-ray emission. PGT
spectra are additionally affected by the prompt γ-ray TOF effect. In the measured PGT spectra,
the transit time effect is encoded, too.
The system time resolution, combining the effects of the beam (BTS) and the PGT detector (de-
tector time resolution), implies an intrinsic blurring of the detected PGT distributions. This mea-
surement uncertainty is typically in the same order of magnitude as the occurring transit time
variations. Hence, the underlying range shift cannot be deduced from spectral features, such as
peaks or temporal prolongated fall-offs. Nevertheless, variations of the proton transit time are re-
flected by variation of the first statistical momentum µγ and the second statistical momentum σγ of
the detected PGT distributions. These statistical momenta are sensitive to transit time variations,
even if the system time resolution is poor.
It was shown in the experimental section, that a variation of the proton transit time is clearly re-
flected by, and verifiable via a variation of the momenta µγ and σγ of the respective PGT spectra.
This first proof-of-principle (solely based on experimental data) could verify the respective sensi-
tivity of µγ and σγ .
In a practical application of PGT, a quantitative deduction of the particle range (variation) from the
observed measured momenta µγ or σγ is desirable. This direct inverse conclusion is not feasible,
due to the (non-linear) transformation from γ-ray emission to γ-ray detection in combination with
the denoted timing uncertainties.
Hence, an indirect approach was realized, by the comparison of measured and MC modeled PGT
spectra. A MC algorithm, based on the introduced theoretical considerations, was implemented
and PGT distributions were modeled according to the measurement setup. Furthermore the com-
bined timing uncertainty of the beam and the detector was considered. The related experimental
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and modeled PGT distributions were compared regarding the spectral shape, the first, and the
second statistical momentum.
The good agreement between modeled and experimental results provided a quantitative confir-
mation of the PGT approach. Based on these promising results, the MC algorithm was utilized to
forecast range dependent PGT spectra in homogeneous and inhomogeneous targets. The model-
ing results predicted a comparable sensitivity/feasibility (with respect to the principle experiments)
and therefore motivated the advancement of PGT towards a therapeutic implementation.
The essential benefits of PGT, when being related to other competing PGI methods, are the sim-
plicity of the experimental setup on the one hand, and the direct, i.e. the collimation-free detection
principle on the other hand. Especially the second fact is important for reducing the statistical
measurement error down to a clinically acceptable value.
In a proposed PGT measurement setup, which was closely related to therapeutic conditions (re-
garding the number of protons and the beam current), it was shown that a range verification of
5 mm to a 90 % confidence level seems accessible within a single spot of 5 ·108 protons in a PBS
treatment. This reinforces the potential applicability of PGT regarding two clinical objectives:
(i) PGT can be utilized as an on-line and direct interlock signal, given that an unexpected, sig-
nificant beam overshoot (i.e. beyond the safety margins) has happened. This seems feasible
on a single spot basis in a PBS treatment.
(ii) PGT provides the potential to even reducing the applied safety margins. The statistical mea-
surement error is based on the number of detected prompt γ-rays and may be reduced below
the applied safety margin in an optimized setup. In the discussed example, a validation within
5 mm was assessed, whereas the applied safety margin would be 7.5 mm.
Despite these promising outlooks, it must be stated, that this work was intended to supply a the-
oretical basis of PGT and report on proof of principle experiments, with a strong focus on the
qualitative and quantitative validation of this (alternative) interpretation of the experimental data.
The necessary next steps, in order to drive PGT towards a clinical application, were only touched
in the last section (4.4) of this chapter. These steps can be classified into (A) a sophisticated
prediction of PGT spectra, i.e. an dedicated modeling, and (B) an experimental validation under
clinical conditions.
Regarding (A), the MC algorithm applied in this work, was implemented on a simplified basis. Ef-
fects like the lateral beam spread or the γ-ray attenuation inside the target were not considered.
Furthermore, only events induced by a single prompt γ-ray line were utilized. The influences of
inhomogeneities (e.g. cavities or bone insertions) in the proton path were only touched. Open
questions are: What is the optimal detected energy ROI, i.e. what is the optimal balance be-
tween an intrinsic precision (i.e. emission-range correlation) and the statistical loss, induced by a
restricted ROI? What is the optimized detector position, size and quantity? Is it feasible to decon-
volve measured PGT spectra in order to derive the temporal prompt γ-ray emission directly? What
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are the respective requirements?
Regarding (B), the outlook can be separated by (i) the beam line and prompt γ-ray emission, and
(ii) the detection system. With respect to (i), there is a need for experimental results at clinical
accelerators. Reasonable first steps were done by (Hueso-Gonza´lez et al., 2015c) and (Petzoldt
et al., 2015).
Regarding (ii), a system, capable of performing single photon spectroscopy of deposited energy
and the interaction time stamp with a throughput in the range of Mcps is required. Utilizing a fast
scintillator as radiation detector seems to be a reasonable choice. Here, the light sensor is a critical
structure. A PMT is the classically preferred tool due to its excellent amplification on a low-noise,
however high-gain level. Nevertheless, a stabilized photon detection (in terms of energy and tim-
ing) at high throughput rates is a challenge, even to this mature technology. Other types light
sensors, such as a silicon photo multiplier (SiPM) will be challenged by similar or even stronger
stability issues. Regarding the readout electronics, digital pulse shape analysis in combination with
a field programmable gate array (FPGA) is a powerful tool to analyze the detector signal. How-
ever, with the limited sampling frequency (to date typically several hundred MHz), a time resolution
comparable to analog systems must be verified. In this manner, the ELBE experiment provides
an excellent benchmark setup. Here, the timing capability of the detector can be investigated both
ways, at a high photon energy and at a high photon flux. Furthermore, digital pulse processing,
can be utilized for fast signal processing including the suppression (or identification) of e.g. signals
induced by charged particles or pile-up events.
Despite the number of challenges (methodical, modeling, experimental), PGT provides the po-
tential for translation towards clinical trials. Here, the simple measurement regime allows for a
step-by-step investigation with a reasonable amount of effort each.
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5. Discussion
The finite particle range in proton therapy and the corresponding steep distal dose gradient near
the end of the particle track open new vistas for the delivery of a highly target-conformal dose
distribution in radiation therapy. Compared to a classical photon treatment, a potential therapeutic
benefit of a particle treatment is a significant dose reduction in the tumor-surrounding tissue, at a
comparable dose level applied to the tumor.
The actually applied particle range, and therefor the dose deposition, is quite sensitive to the tissue
composition in the path of the protons. Particle treatments are planned via computed tomography
images, acquired prior to the treatment, that measure the photon stopping power of the tissue. The
conversion from photon stopping power to proton stopping power induces an important source of
range-uncertainty. Since there is no clinical routine measurement of the actually applied particle
range, treatments are currently planned to be robust in favor of optimal regarding the dose delivery.
Robust planning incorporates the application of safety margins around the tumor volume as well
as the usage of (potentially) unfavorable field directions. These pretreatment safety procedures
aim to secure dose conformality in the tumor volume, however at the price of additional dose to the
surrounding tissue. The unverified particle range constraints the principle benefit of proton therapy.
An on-line, in-vivo range-verification would therefore bring the potential of particle therapy much
closer to the daily clinical routine.
This work contributes to the field of in-vivo treatment verification by the methodical investigation
of range assessment via the detection of prompt γ-rays, a side product emitted due to proton-
tissue interaction. In the first part, Compton imaging, a method for imaging spatial γ-ray emission
distributions, was investigated in several experimental campaigns with a prototype system. In
the second part, the novel method of prompt γ-ray timing (PGT) was introduced. The necessary
physical considerations for PGT are outlined and the feasibility of the method is supported with first
proof-of-principle experiments.
In this work, there is a focus on the prompt γ-ray emission at 4.44 MeV photon energy. On the
one hand, this emission is one of the most intense γ-ray lines emitted from human tissue. On the
other hand, the corresponding nuclear cross section exhibits a maximum at about 10 MeV proton
energy, corresponding to about 1 mm residual proton range. Thus, the respective spatial prompt γ-
ray emission profile exhibits a reasonable correlation with the dose deposition. These two aspects
qualify the 4.44 MeV γ-ray line as an excellent object for a methodical study.
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Compton imaging: The concept of measuring the spatial prompt γ-ray emission profile with a
Compton camera was investigated with a prototype system consisting of a CZT cross strip detec-
tor as scatter plane and three side-by-side arranged, segmented BGO block detectors as absorber
planes. Utilizing a 22Na source, the feasibility of reconstructing the emission scene of a point
source at 1.275 MeV was verified. Suitable filters on the scatter-absorber coincident timing and
the respective sum energy were defined and applied to the data. Depending on the actual scatter-
absorber combination, the coincidence time resolution was derived to 8-12 ns at 1.275 MeV sum
energy. The source position and corresponding source displacements could be verified in the re-
constructed Compton images.
A next step was a Compton imaging test at 4.44 MeV, a photon energy not available by means
of common radioactive sources. A suitable test setup was identified at the Tandetron accelerator
at the HZDR, Dresden, Germany. This measurement setup provided a monoenergetic, point-like
source of 4.44 MeV γ-rays, that was nearly free of background. The absolute γ-ray yield was
derived to an accuracy of 14 %. The Compton imaging prototype was tested at the Tandetron
regarding (i) the energy resolution, timing resolution, and spatial resolution of the individual detec-
tors, (ii) the imaging capabilities of the prototype at 4.44 MeV γ-ray energy and (iii) the Compton
imaging efficiency.
The analysis of the gathered results revealed, that the CZT detector was not well suited for the
detection of Compton scattering events induced by high energetic γ-rays. On the one hand, the
excellent detector energy resolution, encountered for deposited energies below 1.5 MeV, could
not be demonstrated for the range above 1.5 MeV or more. On the other hand, events in at least
one half of the CZT volume could not be detected with the applied cathode trigger regime, which
resembles a loss of active detector volume resulting in a reduced detection efficiency. Cathode
triggering, however, was necessary to achieve reasonable timing properties with the CZT detector.
On the contrary, the BGO block detectors showed a reasonable performance in this high energetic
photon field. The spatial detection, the timing resolution, as well as the energy resolution improved
with increasing deposited energy.
When correlating the quantitative γ-ray emission yield to the measured data, the Compton imag-
ing efficiency at 4.44 MeV photon energy was determined experimentally, (2.8±0.6) ·10−4 for this
prototype). Here, about one half of the valid Compton events were detected as coincidences be-
tween the scatter plane and the on-axis (central) BGO detector, whereas the other half was equally
distributed to the combination of scatter plane and the off-axis (sideways shifted) BGO detectors.
Prompt γ-ray timing: The concept of PGT was developed and introduced to the scientific commu-
nity in the scope of this thesis. PGT represents a novel way of interpreting time-resolved prompt
γ-ray spectra, utilizing a physical effect not being of avail so far. Protons of therapeutic energies
require a finite, however range dependent transit time, when traversing a target. The transit time
varies with a variation of the particle range. This temporal effect is encoded in PGT distributions of
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reasonable statistics, that can be measured with a single γ-ray detector in a common γ-ray time of
flight setup.
The aim of this part was the quantitative confirmation of the PGT approach by first proof-of-principle
experiments, utilizing the following steps (A)-(D):
(A) The development of a theoretical model for PGT, including (i) the kinematics of protons and
respective transit times, (ii) the temporal prompt γ-ray emission, (iii) the PGT measurement layout,
(iv) the influence of the γ-ray TOF, and (v) the contribution of timing uncertainties on the measured
PGT spectra.
(B) The analysis of proton transit-time dependent, time-resolved prompt γ-ray measurements, ac-
quired with a small scale, scintillator-PMT based detection system at the KVI-CART proton beam
line, Groningen, The Netherlands.
(C) The description of a MC algorithm, that is capable of modeling PGT spectra for the utilized
experimental setup, based on the consideration given in (A).
(D) The comparison of experimental and modeled PGT data, yielding in an excellent agreement.
Based on this agreement, the MC algorithm was utilized to forecast range-dependent PGT spectra
for homogeneous and inhomogeneous targets. The exemplarily investigated cases support the
applicability of PGT as an approach for on-line range verification.
A test setup for determining the energy-resolved time resolution of a γ-ray detector was identified
at the ELBE accelerator, where a pulsed bremsstrahlung photon field of a very short pulse duration
(few ps), a high photon energy (upto 12.5 MeV), and a high photon flux could be provided. With
the proposed measurement setup, it was feasible to measure the detector time resolution in de-
pendence of the deposited energy up to about 12 MeV. The methodology was exemplarily outlined
for the scintillation (GAGG) detector, utilized in the PGT principle measurements.
An essential motivation trailed in this thesis was the intention to drive the physical concepts from
an in-principle-feasible basis towards applicable-under-clinical-treatment-conditions. Hence, be-
side proof-of-principle experiments under laboratory conditions, it should be verified or at least
estimated, that the detection efficiency of the investigated system (or method) is sufficient to re-
duce the statistical error on the detected particle range, down to a clinically acceptable value.
This statistical error is caused by the inevitably limited amount of delivered protons within a single
treatment, which in turn implies the limited amount of emitted prompt γ-rays, and thus defines the
limited number of usable events due to the detection efficiency of the measurement setup.
This statistical estimation was done for both of the described methods. For the Compton camera,
the detection efficiency, measured at the Tandetron accelerator, was utilized to estimate the num-
ber of valid Compton events, induced by 4.44 MeV γ-rays for a single strong spot (5 ·108 protons) in
a hypothetical treatment/imaging scenario. As a result, imaging the distal part of the particle track
(where most 4.44 MeV γ-rays are emitted) seems out of reach with the current prototype under
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clinical conditions.
A common argument to countermeasure the limited Compton camera efficiency is a geometrical
enlargement of the detector array, in order to increase the covered solid angle, and consequently
the number of detected events. Such upscaling approaches however must face the significant
discrepancy between the individual detector load and the rate of valid events. It will be a matter
of event filters (coincidence timing, sum energy, etc.) in combination with the respective detector
resolution, whether the comparatively small amount of valid events can be selected out of the huge
amount of data. Summing the gathered experience, the Compton imaging approach for prompt
γ-rays remains questionable for a clinical application.
A similar statistical estimation was done for the PGT approach. It was motivated, that a suitable
PGT detection setup could provide a verification of the particle range with a statistical uncertainty
of 5 mm to a 90 % confidence interval on the basis of a single spot of 5 · 108 protons. This result
would emphasize PGT as a fast and on-line approach for providing an interlock signal, when a
significant range violation (beyond the safety margins) has happened.
A noticeable reduction of currently applied safety margins would require a range determination
down to about 2 mm. In the scope of PGT this is a matter of statistics, i.e. dependent on the
number of detected events. Here, the collimation less detection principle of PGT defines both, a
promising perspective as well as a challenge.
Several possibilities, to increase the PGT measurement statistics (with respect to the restrictions
assumed in the estimation) were discussed. Likewise to the Compton camera, a PGT detection
system will suffer from a severe detector load, when being operated at clinical beam currents. A
stabilized γ-ray detection (in terms of energy and timing) must be verified.
Considering (i) the simplicity of the detection setup, (ii) the reasonable amount of electronic ex-
pense, and (iii) the respective detection efficiency, PGT is a promising approach for an on-line,
in-vivo treatment verification method, that is applicable under clinical conditions.
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Summary
Background. The finite range of a proton beam in tissue and the corresponding steep distal
dose gradient near the end of the particle track open new vistas for the delivery of a highly target-
conformal dose distribution in radiation therapy. Compared to a classical photon treatment, the
potential therapeutic benefit of a particle treatment is a significant dose reduction in the tumor-
surrounding tissue at a comparable dose level applied to the tumor.
Motivation. The actually applied particle range, and therefor the dose deposition in the target vol-
ume, is quite sensitive to the tissue composition in the path of the protons. Particle treatments are
planned via computed tomography images, acquired prior to the treatment. The conversion from
photon stopping power to proton stopping power induces an important source of range-uncertainty.
Furthermore, anatomical deviations from planning situation affect the accurate dose deposition.
Since there is no clinical routine measurement of the actually applied particle range, treatments
are currently planned to be robust in favor of optimal regarding the dose delivery. Robust plan-
ning incorporates the application of safety margins around the tumor volume as well as the usage
of (potentially) unfavorable field directions. These pretreatment safety procedures aim to secure
dose conformality in the tumor volume, however at the price of additional dose to the surrounding
tissue. As a result, the unverified particle range constraints the principle benefit of proton therapy.
An on-line, in-vivo range-verification would therefore bring the potential of particle therapy much
closer to the daily clinical routine.
Materials and methods. This work contributes to the field of in-vivo treatment verification by
the methodical investigation of range assessment via the detection of prompt γ-rays, a side prod-
uct emitted due to proton-tissue interaction. In the first part, the concept of measuring the spatial
prompt γ-ray emission profile with a Compton camera is investigated with a prototype system
consisting of a CdZnTe cross strip detector as scatter plane and three side-by-side arranged, seg-
mented BGO block detectors as absorber planes.
In the second part, the novel method of prompt γ-ray timing (PGT) is introduced. This technique
has been developed in the scope of this work and a patent has been applied for. The necessary
physical considerations for PGT are outlined and the feasibility of the method is supported with first
proof-of-principle experiments.
Results. Compton camera: Utilizing a 22Na source, the feasibility of reconstructing the emission
scene of a point source at 1.275 MeV was verified. Suitable filters on the scatter-absorber coin-
cident timing and the respective sum energy were defined and applied to the data. The source
position and corresponding source displacements could be verified in the reconstructed Compton
images.
In a next step, a Compton imaging test at 4.44 MeV photon energy was performed. A suitable test
setup was identified at the Tandetron accelerator at the Helmholtz-Zentrum Dresden-Rossendorf,
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Germany. This measurement setup provided a monoenergetic, point-like source of 4.44 MeV γ-
rays, that was nearly free of background. Here, the absolute γ-ray yield was determined. The
Compton imaging prototype was tested at the Tandetron regarding (i) the energy resolution, timing
resolution, and spatial resolution of the individual detectors, (ii) the imaging capabilities of the pro-
totype at 4.44 MeV γ-ray energy and (iii) the Compton imaging efficiency.
In a Compton imaging test, the source position and the corresponding source displacements were
verified in the reconstructed Compton images. Furthermore, via the quantitative γ-ray emission
yield, the Compton imaging efficiency at 4.44 MeV photon energy was determined experimentally.
PGT: The concept of PGT was developed and introduced to the scientific community in the scope
of this thesis. A theoretical model for PGT was developed and outlined. Based on the theoret-
ical considerations, a Monte Carlo (MC) algorithm, capable of simulating PGT distributions was
implemented. At the KVI-CART proton beam line in Groningen, The Netherlands, time-resolved
prompt γ-ray spectra were recorded with a small scale, scintillator based detection system. The
recorded data were analyzed in the scope of PGT and compared to the measured data, yielding
in an excellent agreement and thus verifying the developed theoretical basis. For a hypothetical
PGT imaging setup at a therapeutic proton beam it was shown, that the statistical error on the
range determination could be reduced to 5 mm at a 90 % confidence level for a single spot of
5 ·108 protons.
Conclusions. Compton imaging and PGT were investigated as candidates for treatment verifica-
tion, based on the detection of prompt γ-rays. The feasibility of Compton imaging at photon ener-
gies of several MeV was proven, which supports the approach of imaging high energetic prompt
γ-rays. However, the applicability of a Compton camera under therapeutic conditions was found
to be questionable, due to (i) the low device detection efficiency and the corresponding limited
number of valid events, that can be recorded within a single treatment and utilized for image re-
construction, and (ii) the complexity of the detector setup and attached readout electronics, which
make the development of a clinical prototype expensive and time consuming.
PGT is based on a simple time-spectroscopic measurement approach. The collimation-less detec-
tion principle implies a high detection efficiency compared to the Compton camera. The promising
results on the applicability under treatment conditions and the simplicity of the detector setup qual-
ify PGT as method well suited for a fast translation towards a clinical trial.
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Zusammenfassung
Hintergrund. Strahlentherapie ist eine wichtige Modalita¨t der therapeutischen Behandlung von
Krebs. Das Ziel dieser Behandlungsform ist die Applikation einer bestimmten Strahlendosis im
Tumorvolumen, wobei umliegendes, gesundes Gewebe nach Mo¨glichkeit geschont werden soll.
Bei der Bestrahlung mit einem hochenergetischen Protonenstrahl erlaubt die wohldefinierte Reich-
weite der Teilchen im Gewebe, in Kombination mit dem steilen, distalen Dosisgradienten, eine hohe
Tumor-Konformalita¨t der deponierten Dosis. Verglichen mit der klassisch eingesetzten Behand-
lung mit Photonen ergibt sich fu¨r eine optimiert geplante Behandlung mit Protonen ein deutlich
reduziertes Dosisnivau im den Tumor umgebenden Gewebe.
Motivation. Die tatsa¨chlich applizierte Reichweite der Protonen im Ko¨rper, und somit auch die
lokal deponierte Dosis, ist stark abha¨ngig vom Bremsvermo¨gen der Materie im Strahlengang der
Protonen. Bestrahlungspla¨ne werden mit Hilfe eines Computertomographen (CT) erstellt, wobei
die CT Bilder vor der eigentlichen Behandlung aufgenommen werden. Ein CT misst allerdings
lediglich den linearen Schwa¨chungskoeffizienten fu¨r Photonen in der Einheit Hounsfield Units (HU).
Die Ungenauigkeit in der Umrechnung von HU in Protonen-Bremsvermo¨gen ist, unter anderem,
eine wesentliche Ursache fu¨r die Unsicherheit u¨ber die tatsa¨chliche Reichweite der Protonen im
Ko¨rper des Patienten.
Derzeit existiert keine routinema¨ßige Methode, um die applizierte Dosis oder auch die Protonen-
reichweite in-vivo und in Echtzeit zu bestimmen. Um das geplante Dosisniveau im Tumorvolu-
men trotz mo¨glicher Reichweiteunterschiede zu gewa¨hrleisten, werden die Bestrahlungspla¨ne fu¨r
Protonen auf Robustheit optimiert, was zum Einen das geplante Dosisniveau im Tumorvolumen
trotz auftretender Reichweitevera¨nderungen sicherstellen soll, zum Anderen aber auf Kosten der
mo¨glichen Dosiseinsparung im gesunden Gewebe geht.
Zusammengefasst kann der Hauptvorteil einer Therapie mit Protonen wegen der Unsicherheit u¨ber
die tatsa¨chlich applizierte Reichweite nicht wirklich realisiert. Eine Methode zur Bestimmung der
Reichweite in-vivo und in Echtzeit wa¨re daher von großem Nutzen, um das theoretische Potential
der Protonentherapie auch in der praktisch ausscho¨pfen zu ko¨nnen.
Material und Methoden. In dieser Arbeit werden zwei Konzepte zur Messung prompter Gamma-
Strahlung behandelt, welche potentiell zur Bestimmung der Reichweite der Protonen im Ko¨rper
eingesetzt werden ko¨nnen. Prompte Gamma-Strahlung entsteht durch Proton-Atomkern-Kollision
auf einer Zeitskala unterhalb von Picosekunden entlang des Strahlweges der Protonen im Gewebe.
Aufgrund der prompten Emission ist diese Form der Sekunda¨rstrahlung ein aussichtsreicher Kan-
didat fu¨r eine Bestrahlungs-Verifikation in Echtzeit.
Zum Einen wird die Anwendbarkeit von Compton-Kameras anhand eines Prototyps untersucht.
Dabei zielt die Messung auf die Rekonstruktion des o¨rtlichen Emissionsprofils der prompten Gam-
mas ab. Zum Zweiten wird eine, im Rahmen dieser Arbeit neu entwickelte Messmethode, das
Prompt Gamma-Ray Timing (PGT), vorgestellt und international zum Patent angemeldet. Im
128 5. DISCUSSION
Gegensatz zu bereits bekannten Ansa¨tzen, verwendet PGT die endliche Flugzeit der Protonen
durch das Gewebe und bestimmt zeitliche Emissionsprofile der prompten Gammas.
Ergebnisse. Compton Kamera: Die o¨rtliche Emissionsverteilung einer punktfo¨rmigen 22Na
Quelle wurde wurde bei einer Photonenenergie von 1.275 MeV nachgewiesen. Dabei konnten
sowohl die absolute Quellposition als auch laterale Verschiebungen der Quelle rekonstruiert wer-
den. Da prompte Gamma-Strahlung Emissionsenergien von einigen MeV aufweist, wurde als
na¨chster Schritt ein Bildrekonstruktionstest bei 4.44 MeV durchgefu¨hrt. Ein geeignetes Testsetup
wurde am Tandetron Beschleuniger am Helmholtz-Zentrum Dresden-Rossendorf, Deutschland,
identifiziert, wo eine monoenergetische, punktfo¨rmige Emissionverteilung von 4.44 MeV Photo-
nen erzeugt werden konnte. Fu¨r die Detektoren des Prototyps wurden zum Einen die o¨rtliche
und zeitliche Auflo¨sung sowie die Energieauflo¨sungen untersucht. Zum Anderen wurde die Emis-
sionsverteilung der erzeugten 4.44 MeV Quelle rekonstruiert und die zugeho¨rige Effizienz des Pro-
totyps experimentell bestimmt.
PGT: Fu¨r das neu vorgeschlagene Messverfahren PGT wurden im Rahmen dieser Arbeit die the-
oretischen Grundlagen ausgearbeitet und dargestellt. Darauf basierend, wurde ein Monte Carlo
(MC) Code entwickelt, welcher die Modellierung von PGT Spektren ermo¨glicht. Am Protonen-
strahl des Kernfysisch Verschneller Institut (KVI), Groningen, Niederlande, wurden zeitaufgelo¨ste
Spektren prompter Gammastrahlung aufgenommen und analysiert. Durch einen Vergleich von
experimentellen und modellierten Daten konnte die Gu¨ltigkeit der vorgelegten theoretischen U¨ber-
legungen quantitativ besta¨tigt werden. Anhand eines hypothetischen Bestrahlungsszenarios wurde
gezeigt, dass der statistische Fehler in der Bestimmung der Reichweite mit einer Genauigkeit von
5 mm bei einem Konfidenzniveau von 90 % fu¨r einen einzelnen starken Spot (5 ·108 Protonen) mit
PGT erreichbar ist.
Schlussfolgerungen. Fu¨r den Compton Kamera Prototyp wurde gezeigt, dass eine Bildgebung
fu¨r Gamma-Energien einiger MeV, wie sie bei prompter Gammastrahlung auftreten, mo¨glich ist.
Allerdings erlaubt die prinzipielle Abbildbarkeit noch keine Nutzbarkeit unter therapeutischen Strahl-
bedingungen nicht. Der wesentliche und in dieser Arbeit nachgewiesene Hinderungsgrund liegt in
der niedrigen (gemessenen) Nachweiseffizienz, welche die Anzahl der validen Daten, die fu¨r die
Bildrekonstruktion genutzt werden ko¨nnen, drastisch einschra¨nkt.
PGT basiert, im Gegensatz zur Compton Kamera, auf einem einfachen zeit-spektroskopischen
Messaufbau. Die kollimatorfreie Messmethode erlaubt eine gute Nachweiseffizienz und kann
somit den statistischen Fehler bei der Reichweitenbestimmung auf ein klinisch relevantes Niveau
reduzieren. Die guten Ergebnissen und die ausgefu¨hrten Abscha¨tzungen fu¨r therapeutische Be-
dingungen lassen erwarten, dass PGT als Grundlage fu¨r eine Bestrahlungsverifiktation in-vivo und
in Echtzeit zu¨gig klinisch umgesetzt werden kann.
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