Abstract-In this paper, we focus on a kind of 3D object shape reconstruction from images and put forward a metric approach to recover the object based on slicing planes by homography transformation and image consistency between multiple images. This approach done here eliminates the requirement for camera calibration, the estimation of the fundamental matrix, feature matches and pose estimation. We adopt a set of hypothetical planes to intersect the reconstructed object to obtain every slicing plane of the reconstructed object by homography transformation and recover it to 3D adding vanishing points by the constraints of silhouette and the scene. The experiment shows that the approach is much validated, and something useful is obtained.
I. INTRODUCTION
Three-dimensional (3D) object reconstruction from multiple images has been an important hotspot in the field of computer vision and close-range photogrammetry. Measurement of geometrical entities by vision technique has attracted a lot of attention in the world recently and received wide applications in recent years [1, 2, 3] , including architectural and indoor measurement, reconstruction from paintings, forensic measurement, traffic accident investigation , industrial applications, cultural heritage , widely available image collections on the Internet and publicly available applications such as Google Earth and Microsoft Photosynth etc.
The conventional 3D measurable reconstruction requires the cameras calibration and pose based on matching points, and then is reconstructed by triangulation of back-projected image points in the object space. If the Euclidean reconstruction of a scene is obtained, then any geometrical information about the scene can be measured accordingly. However, this kind of methods, explicitly require camera pose and calibration, and enough number of point correspondences between the images. The errors introduced by matching and camera calibration may propagate along the computational chain and cause a loss of accuracy to the final results.
Visual hull based methods attempt to fuse silhouette information from multiple views in 3D space thereby requiring calibrated views [4] [5] [6] . However, camera calibration itself is a challenging problem with a large literature devoted to it. There are many situations in real life where calibration is the most cumbersome task that should be avoided. A common case is multiple nonstationary cameras (with possibly different internal parameters) in the absence of calibration pattern are used to capture different views of an object.
In the recent years, the implied 3D scene information can be retrieved from 2D images by the homography transformation and can be utilized for use in many applications, including tracking people [7] , shadow removal, and detecting low-lying objects [8] . Although some techniques have conceptually been proven to be successful in certain cases [9] [10] [11] , their use is limited due to specific requirements. Various papers which are dedicated to the problem of 3D object shape recovery have utilized the properties of the homography transformation and the silhouette images to solve the aforementioned problems [12] [13] .The homography transformation provides a strong geometric constraint and is comparatively simple.
The approach done here based on the constraints of silhouette and the scene, a group of hypothetical planes are set to intersect the reconstructed object to obtain slicing planes of the reconstructed object by homography transformation and are used to recover 3D model, moreover calculate the reconstructed object height by reference height. This approach requires no camera calibration, the estimation of the fundamental matrix or feature matches; hence, it reduces the computational complexity. The experiment shows that the approach is much validated, and something useful is obtained.
II. THREE-DIMENSIONAL RECONSTRUCTION BASED ON SLICING PLANES
The slicing planes reconstruction algorithm shows in Figure 1 , which needs SETOI operation, shown in Figure 2 . Multiple images are captured around the reconstructed object. The reconstructed object imaging contours are obtained by image segmentation (Segment）. That is the course of SETOI, Selecting an image as a reference image (shown in Figure 1 A camera is a mapping between the 3D world (object space) and a 2D image. A point in space is represented in the homogeneous coordinates by X = (X, Y, Z, 1), which is mapped to the point x on the image plane which is a line joining of the point X and the center of projection to the image plane.
By the projection relations, we could get the relations are:
When the point in the object space lies on the ground plane such that Z = 0, the linear mapping given in formula (1) will reduce to the planar homography:
Where i H is the homography matrix, which is a direct mapping of the points lying on a plane in the object space across different images. This formulation introduces another scaling factor s to the mapping equation which stems from Z = 0. While equation (2) is defined for Z = 0, the same relation can be derived for any other plane in the object space:
（3）
Where ij H is the homography matrix describing the projective transformation of the pixels lying on image planes i and planes j. The estimation of this transformation up to a scale factor requires a minimum of four points lying on the plane. We should state that it is these discrepancies, or the so called shadow projections, that will let us estimate the 3D shape of the object. Homography should have a strong binding geometry. 
The vanishing point of (7) provides the following relation: [ ]
λ is a scaling factor, which is calculated by algorithm 1 ,so does ' i x , Z 1 can be set to a constant, the premise is that the value does not exceed the height of the reconstructed object Z-axis coordinate value of the reference image. 
of the contour points of the layer (Z=Z 1 ). The image coordinates of the extracted contour points are substituted into equation (10) to obtain three-dimensional coordinate.
Algorithm 4: Outline reconstruction algorithm Condition: Given the four control points and two control points towards the vertical direction in each image, the gray images of reconstruction object contours, the Z-axis value corresponding to reference height. Objectives: Restore the three-dimensional coordinates of the object, and the flow chart is shown in Figure 6 . Steps: a) Initialize variables: Z = 0, and set iterative incremental dz; b) According to the Z-axis value corresponding to the reference height, adopt the height algorithm below to calculate the height value of the object; c) If Z <= H Z , repeat to run step d; otherwise skip to step e; d) Restore the three-dimensional coordinates of the Zlevel sections. First, calculate the Z-level space control points, and then calculate the Z-level overlay intersection of the slice. Finally, restore the Z-level the threedimensional coordinates of the slice. Z=Z+dz, and skip to step b. e) Output the three-dimensional contour model of the reconstructed object. Algorithm 5: The algorithm of the reconstructed object height Condition: Given the four control points and two control points towards the vertical direction in each image, the gray images of reconstruction object contours. Objective: Calculate the actual height of the object, as well as Z-axis coordinate value corresponding to the height, and the flow shown is in Figure 7 . Steps: a) Determination of the reference height; Create a coordinate system, and determining the Z-axis coordinate value corresponding to a reference height from the control points. b) Set the variables: varZ=0, incremental Zd, the range of the upper limit ZMax, and the lower limit ZMin; c) Repeat steps c to carry out a wide range of approximation to the highest point of the object; When Z=varZ, algorithm 2 are adopted to overlay and intersect to obtain the slice. Judge the slice area if it is greater than zero. When greater than zero, varZ = varZ + Zd, repeat step c. Equal to 0, then set ZMax=varZ， ZMin=varZ-Zd，and skip to step d. d) Set the variables varZ=(ZMin+ZMax)/2, the upper limit of High=ZMax, the lower limit of Low=ZMin, and threshold; e) obtained the range [ZMin，ZMax] in step c, repeat step e, approaching the highest point of the object in small range;
If High-Low<threshold, Skip to step f, otherwise algorithm 2 are adopted to overlay and intersect to obtain the slice.
The first case is that greater than zero, then Low=varZ. The second case is that equal to 0, then set High=varZ. varZ=(Low+High)/2, repeat step e. f) According to the Z-axis coordinate value corresponding to the reference height, calculate the height corresponding to varZ, namely the reconstructed height of the object, and output actual height and varZ. 
IV. EXPERIMENT
The experiment takes a boundary marker and a sculpture for example to verify the proposed algorithm in the paper. Take a set of images of reconstructed object in different angles. The control points, reference height selection and the coordinates for each object are seen in Figure 8 . The intersection results of several images for the first layer and the middle layer is seen in Figure 9 , The intersection shape extraction compared to the reference image is showed in Figure 10 . The marked points distribution of sculpture is showed in Figure 11 , and the accuracy comparison of the reconstructed objects is showed in table 1 and table 2 In the reconstruction process, all the images captured should at least include the outline of the entire reconstructed object. The more Images imply more abundant reconstruction information, while the more time-consuming and labor-intensive to deal. Generally speaking, it needs fewer images for the regular object with the obvious outline to complete the reconstruction, while it needs more images for irregular object in order to obtain more detailed characteristics of the more overlap. From table 1 and table 2 , we can see that the accuracy is good.
V. CONCLUSION
The advantage of the reconstruction method proposed by this paper is obvious. Firstly, this method requires no camera calibration or the estimation of the fundamental matrix; hence, it reduces the computational complexity by eliminating the requirement for abundant conjugate points. Secondly, the aspect of interest is selected by its silhouette. Thirdly, the paper proposes the height algorithm of a reconstructed object by the scene reference height. It only needs a small amount of images when it just needs height without reconstructing the shape of the object. In the case of some of the less precision, this approach is more flexible. This makes the non-measurement camera in the entire three-dimensional data acquisition, and it is very convenient, fast and greatly reduces production costs and workload. The premise of the reconstruction adding vanishing point is to ensure that a straight-line imaging is still a straight line. Otherwise it is unable to complete the reconstruction, such as fish-eye lens. For the panoramic images, it needs to modify the projection way to apply this method proposed by the paper, and which is our next research work.
