We analyse the 2-dimensional Euler point vortices dynamics in the Koopman-Von Neumann approach. Classical results provide well-posedness of this dynamics involving singular interactions for a finite number of vortices, on a full-measure set with respect to the volume measure dx N on the phase space, which is preserved by the measurable flow thanks to the Hamiltonian nature of the system. We identify a core for the generator of the one-parameter group of Koopman-Von Neumann unitaries on L 2 (dx N ) associated to said flow, the core being made of observables smooth outside a suitable set on which singularities can occur.
Introduction
In classical, finite-dimensional Hamiltonian systems whose Hamiltonian function involves singular interaction, there may be singular trajectories in which, at finite time, the driving vector field diverges. When this happens only for a negligible set of initial conditions with respect to an invariant measure, thus a physically relevant measure on phase space, the motion is said to be almost complete. A relevant example is the so called improbability of collisions in N -body systems, a problem that has received attention both in classical [1, 28, 27 ] and more recent [13] works.
In such systems lacking global well-posedness, another natural question is whether the Liouville operator, that is the time evolution generator for the dynamics of observables, is essentially self-adjoint on a class of observables smooth in a dense set obtained by removing singular points from the phase space, [26, Section X.14] .
The present work concerns the 2-dimensional Euler point vortices system, a Hamiltonian system of first order differential equations describing the dynamics of point particles (vortices) whose interaction potential is singular, perfectly fitting the setting we just outlined. The point vortices system actually describes the evolution of an incompressible ideal fluid whose vorticity is concentrated in a finite number of points. We consider the torus T 2 = R 2 /(2πZ) 2 as space domain: if G = (−∆) −1 is the Green function of the Laplace operator (with zero space average), the vorticity distribution ω t = N i=1 ξ i δ xi(t) with intensities of the vortices ξ i ∈ R and positions x i ∈ T 2 satisfying
defines a weak solution to Euler equations in vorticity form,
where we can express the velocity field u in terms of ω by the Biot-Savart law, u = −∇ ⊥ G * ω, ∇ ⊥ = (∂ 2 , −∂ 1 ). The point vortices system is a classical model. We refer to the monography [24] for most of the notions we are going to rely on, and to [22] for an overview of the statistical mechanics point of view. Integrable and non integrable behaviours in point vortices systems are also the subject of a considerable literature. We refer to [31, 20] for vortices on T 2 , [19] for vortices on S 2 and to [8] for a survey on the topic: complete references can be found in those works, including a large number of studies on vortices on R 2 .
Due to the Hamiltonian nature of the system, the dynamics (1.1) preserves the volume measure dx N on the phase space (T 2 ) N = T 2×N . Notwithstanding the singularity of the interaction ∇ ⊥ G, according to the result of Dürr and Pulvirenti [11] , the dynamics is well-posed for initial data in a full measure set of the phase space, thus defining a measurable flow T t : T 2×N → T 2×N and giving positive answer to the problem of almost completeness.
Let us consider the one-parameter group of Koopman unitaries U t associated to such flow,
. In [5] , the authors defined the Liouville operator associated to the evolution problem (1.1) on a set of cylinder functions of Fourier modes, and raised the question of essential self-adjointness. We will discuss the setting of [5] in comparison to ours in subsection 3.4.
The main result of the present paper, Theorem 2.12, is a proof of essential selfadjointness for the Liouville operator on L 2 (T 2×N ). We will consider a domain of smooth functions on full-measure open sets, vanishing in a neighbourhood of singular points of the driving vector field, on which we are able to explicitly write the generator A of the Koopman group U t = e itA , and show that such observables form a core for A.
Even if we will achieve our aim by means of an approximation noticeably differing from the one of [11, 24] , much of their understanding of the point vortices system will be crucial to our efforts. Our method also draws ideas from the work [23] , which discusses essential self-adjointness of Liouville's operator for an infinite particle system with regular interactions.
The study of the generator of point vortices dynamics might provide some insight in the much more difficult problem of essential self-adjointness for the generator of Euler dynamics with enstrophy-measure (space white noise) fixed time distributions. Euler evolution in such low regular regimes has been linked to point vortices dynamics by Central Limit Theorems [12, 16, 17] : only existence of solutions (dating back to [7] ) is known, and thus essential self-adjointness of the generator is sought as a first uniqueness result [4, 2, 3] . However, as already remarked in [5] , the point measures we consider in this paper are singular with respect to white noise. We also mention the recent work [18] , concerning identification of a domain for the singular generator of stochastic Burgers equation in an infinite dimensional Gaussian space.
For the sake of simplicity, we will first discuss our result in the case of a fixed number N of vortices on the torus. In section 3 we comment on how one can modify our arguments to cover different geometries and reference measures, and finally discuss the configuration space approach of [5] in subsection 3.4.
The Liouville Operator for Point Vortices Systems
In this section, x = (x 1 , . . . x N ) ∈ (T 2 ) N are the position of point vortices on T 2 , and ξ = (ξ 1 , . . . ξ N ) ∈ R N their intensities. We denote by dx N the uniform (Haar's) measure on (T 2 ) N , such that its total volume is normalised to 1, and by d(x, y) the distance of points x, y ∈ T 2 . Also, we will denote |B| the measure of measurable subsets B ⊂ (T 2 ) N = T 2×N . All observables are intended as complex valued, and we will denote L 2 (T 2×N ) = L 2 (T 2×N ; C). We distinguish the imaginary unit i ∈ C and the index i ∈ N (in italics). Time t ∈ R ranges the whole real line, but for simplicity we will often consider positive times t > 0, the other case being completely analogous.
2.1.
Classical Results on Improbability of Collisions. The system (1.1) is an ordinary differential equation in finite dimension, whose vector field is given by
The vector field is singular on the generalised diagonal
because K(x, y) diverges when x = y ∈ T 2 : indeed, we recall that
is translation invariant, the latter representation can be obtained by solving the equation −∆u(x) = δ 0 (x) in a ball B ⊂ T 2 centred in 0 with Dirichlet boundary conditions, and considering the difference G − u.
Although B is smooth outside △ N , classical well-posedness theorems can only provide existence and uniqueness of solutions only locally in time. Indeed, if some vortices collapse, that is if a solution reaches △ N , the vector field diverges. However, B is divergence free (in the sense of distributions) and it thus formally preserves the measure dx N . In fact, the point vortices system is Hamiltonian with respect to conjugate coordinates (x i,1 , ξ i x i,2 ), and Hamiltonian function
(the interaction energy of vortices). By exploiting this peculiar structure of B, it is possible to prove that in fact, for any fixed -but arbitrary-choice of intensities ξ, the system (1.1) has a global (in time), smooth solution for almost every initial condition with respect to dx N .
The case in which all intensities ξ i have the same sign is easier, since the minimum distance between vortices along a trajectory in phase space can be controlled by means of the Hamiltonian H. Indeed, by (2.2), there exist constants C, C ′ depending on ξ, N such that
and since the right-hand side is a first integral of the motion, we can extend localin-time solutions of (1.1) starting from x ∈ T 2×N \ △ N to global solutions which are also smooth in time.
When vortices intensities ξ ∈ R N take both positive and negative values, there might exist initial conditions leading to collapse, see [24, Section 4.2] and the references above on integrable motion of vortices. Indeed, the energy H(x) gives us no control whatsoever on the vortices distances along the trajectory of x, since H include now both positive and negative terms which can cancel out large contributions of close couples of vortices.
Almost completeness in the general case of intensities with positive and negative signs is a classical result due to Dürr and Pulvirenti, [11] ; we also refer to [24] for the case of vortices on the whole plane (see section 3 below). The following result summarises Theorems 2.1 and 2.2 of [11] Theorem 2.1 (Dürr-Pulvirenti). Let ξ ∈ R N be fixed. There exists a full-measure set M ⊂ (T 2 ) N and a one-parameter group of maps
Define moreover, for t > 0 and x ∈ (T 2 ) N ,
Then there exists a constant C > 0 independent of c > 0 such that
We now briefly review the proof of Theorem 2.1, since its core ideas underlie most of our arguments. Consider the smooth vector field on T 2×N given by
that is the point vortices vector field (2.1) with a smoothed interaction obtained by G ε ∈ C ∞ (T 2 ) such that:
where B(0, ε) ⊂ T 2 is the ball of radius ε centred in 0 and C > 0 is a universal constant. We denote by T ε t x = T ε (t, x) the flow of the ordinary differential equation
which is globally well-posed since its driving vector field is smooth. Moreover, we define for ε > 0, t > 0 and x ∈ T 2×N ,
Proof of Theorem 2.1, sketch. Consider the Lyapunov function
which, unlike H, controls the minimum distance between vortices:
with C > 0 only depending on N . Fix x and denote x ε i (t) = (T ε t x) i for the sake of brevity; a straightforward computation gives
where the sum in the last line is over triples of indices (i, j, k) such that no pair of them coincide. This is due to the essential cancellation ∇G ε · K ε = 0. As a consequence of this and the contruction hypothesis (2.6), L ε is uniformly integrable in ε, since
with C, C ′ > 0 depending only on N, ξ. Moreover, the smooth flow T ε preserves dx N (its driving vector field is divergence-free because div ∇ ⊥ G ε = 0), and thus there exists C > 0 independent of ε such that
This, in combination with Markov inequality and (2.8) produces the crucial estimate, for C > 0 independent of c > 0,
On the set {d ε t > ε} the flow of B ε and B coincide: sending ε → 0 we obtain the full-measure set {d t > 0} on which the flow T t (x) of B is well-defined, and intersecting the sets d t > 0 over a sequence of times t n ↑ ∞ (and one t n ↓ −∞) we conclude the proof.
Let us stress that the almost surely well-defined flow T t (x) of (1.1) produced by Theorem 2.1, is such that for all t, ε > 0, by definition of G ε ,
Functional Analytic Setting. This paragraph collects abstract definitions and results we are going to apply to point vortices systems. We assume knowledge of basic notions in the theory of groups of unitary operators on Hilbert spaces, for which we refer the reader to [26, Chapter VIII] .
Let (X, F , µ) a standard Borel probability space, i.e. X is a Polish space and F the associated Borel σ-algebra. The following results establishes a relation between groups of maps on X and groups of operators on L 2 (µ) = L 2 (X, F , µ). Its first part, the easier one, is well known as Koopman's Lemma, whereas the second part, a converse implication, is a relevant result in Ergodic Theory, for the proof of which we refer to [15] .
is a µ-almost surely invertible, measurable and measure preserving map and for all t, s ∈ R
defines a strongly continuous group of unitary, positive and unit-preserving operators on L 2 (X, F , µ) ( Koopman group).
Conversely, let (U t ) t∈R be a strongly continuous group of of unitary, positive and unit-preserving operators on L 2 (X, F , µ) with generator A; then there exists a group of µ-almost surely invertible, measurable and measure preserving maps
Remark 2.3. It is worth mentioning that the characterisation of Koopman groups is an important problem in Ergodic Theory. We refer to [21] for a review on the topic, and to the works [14, 32] for a characterisation of Koopman groups in terms of properties of their generators.
Our aim is to identify a core for the generator of vortex dynamics. This problem is intimately linked to the one of uniquely extending densely defined symmetric operators and essential self-adjointness. We recall the following terminology. Proposition 2.4. Consider a symmetric linear operator (L, D) on L 2 (µ); each of the following statements implies the next one:
• Essential self-adjointness: the closure of (L, D) is self-adjoint;
• L 2 (µ) uniqueness: there exists a unique one-parameter strongly continuous group of unitaries whose generator extends (L, D). • Markov uniqueness: there exists a unique one-parameter strongly continuous group of unitaries preserving positivity and unit whose generator extends (L, D).
While the second implication is trivial, the first one is due to Stone's theorem: any one-parameter strongly continuous groups of unitaries on a Hilbert space H is generated by a self-adjoint operator. We also recall that the first two definitions coincide if (L, D) is semi-bounded; however this will not be the case in our discussion.
The basic self-adjointness criterion is the following (see [26, 
We will in fact use a modified version of this criterion: the proof is a standard argument, but we report it for the sake of completeness. Proposition 2.6. Let H be a complex Hilbert space, U t = e itA a strongly continuous unitary group on H and A its generator. If D ⊂ D(A) is a dense subset, L = A| D and
then (L, D) is essentially self-adjoint and D is a core for A, L = A.
where the second passage makes use of the hypothesis U t g ∈ D(L), and the last one of L * = (L) * . The operator U t is unitary, so the only solution to the above differential equation for U t g, f in t is the constant 0, and thus, since g varies on the dense set D, f = 0.
We are left to show that L = A: this follows easily by differentiating in time e itL on D and noting that the result coincides by definition with the derivative of U t , so that U t = e itL .
Let us note that condition (2.11) can be rephrased as: for all t ∈ R and f ∈ D, there exists a sequence g n ∈ D such that
in the strong topology of H.
2.3. The Koopman Group for Point Vortices Systems. We denote by T t the group of transformations of T 2×N defined in Theorem 2.1 -that is the point vortices flow-and U t its associated Koopman group for the remainder of this section. We now define a first set of observables on which we are able to write explicitly the generator of U t , and which will turn out to be a core for the generator in the simple case where vortices all have positive (or negative) intensity.
Proposition 2.7. The linear subspacẽ
where
For the sake of clarity, we recall that supp f , the support of f , is the closure of the set of points on which f = 0. Let us also introduce the useful notation
and notice that the support of any f ∈ D and △ N ε are disjoint for any small enough ε > 0.
Proof. The density statement is straightforward: smooth functions C ∞ (T 2×N ) are dense in L 2 (T 2×N ), so we only need to show that we can approximate in L 2 -norm the elements of C ∞ (T 2×N ) with the ones of D. This is readily done by means of Urysohn's lemma -or rather its C ∞ version on smooth manifolds, see [9, Theorem 3.5.1])-which ensures existence of smooth functions g ε vanishing on △ N ε and coinciding with a given g ∈ C ∞ (T 2×N ) outside △ N ε ′ for 0 < ε < ε ′ . The expression (2.14) is well-defined for f ∈ D since ∇f vanishes in a neighbourhood of △ N ε , and moreover
As for the symmetry: first one replaces K = ∇ ⊥ G with the cut off kernel K ε = ∇ ⊥ G ε as in (2.5) . Integration by parts and the fact that K ε is divergence free readily show that
in which we can send ε → 0 by bounded convergence. Summing up all contributions, multiplying by i and taking into account complex conjugation in the scalar product of L 2 (T 2×N ) we conclude that (L, D) is symmetric.
It remains to show the following limit in
But thanks to Theorem 2.1, for almost every
is a smooth function of t and
so that we can conclude by bounded convergence.
Uniqueness of the flow in the almost-everywhere sense of Theorem 2.1 already gives us, by means of Theorem 2.2, the following uniqueness result. Before we move on, in the next section, to identify a core for the generator of the Koopman group in the general case ξ, let us analyse the simpler case of vortices with positive (equivalently, negative) intensities, ξ ∈ (R + ) N . This indeed is a simpler case because the energy H(x) controls the minimum distance of vortices as noted above in (2.3) Theorem 2.9. Let ξ ∈ (R + ) N . Then the operator (L, D) is essentially self-adjoint, and its closure coincides with the generator of U t .
Proof. We apply the classical criterion of Proposition 2.5 by showing that D is left invariant by U t , that is for any f
with C, C ′ > 0 constants depending only on ξ and N , so that for any ε smaller than the right-hand side of the latter inequality, f • T t = f • T ε t , with T ε being the flow of (2.5) as above. This implies that f • T t is still a smooth function and that its support is disjoint from △ N , which concludes the proof.
2.4.
A Core for the Liouville Operator: The General Case. As we mentioned above, when vortices intensities ξ ∈ R N take both positive and negative values, there might exist initial conditions leading to collapse. More generally, the minimum distance of vortices along a globally defined trajectory of the flow might be 0, that is the configuration might pass arbitrarily close to △ N .
As a consequence, even if for f ∈ D the support of f has a positive distance from the diagonal △ N , trajectories starting from supp f can travel arbitrarily close to △ N in finite time, and D is thus not invariant for U t . Moreover, there is no clue that U t should preserve C ∞ regularity.
Instead of Proposition 2.5, we rely in this case on Proposition 2.6, which allows us to check a sort of "approximate invariance" of the candidate core. The key is in choosing the correct approximation of U t , and a natural choice might be to consider the Koopman group of the flow T ε of the smoothed vector field B ε : unfortunately this choice is inadequate to our purposes, see subsection 2.5 below.
We now define a new set of observables, which we will prove to be a core for A, and a truncated flow that will serve us to check conditions of Proposition 2.6. Proposition 2.11. The linear subspaceD is dense in L ∞ (T 2×N ), and for any ξ ∈ R N , f ∈D the following expression is well defined as a function in L ∞ (T 2×N ):
Moreover, (L, D) is a symmetric operator and if A is the generator of U t , then D ⊂ D(A) and L = A| D .
The proof of the latter Proposition is completely analogous to the one for D above. The following is the main result of the present paper. 
We can assume without loss of generality that |{d ε t = ε}| = 0, so that (2.18) and (2.19) define τ t,ε , R ε t on a full-measure open set. Indeed, if {d ε t = ε} has positive measure, we can redefine R ε t = T t = T ε = T ε ′ on {d ε t > ε ′ } with a slightly larger ε ′ > ε such that {d ε t = ε ′ } is negligible, and the identity outside {d ε t > ε ′ }: this does not influence any of the forthcoming arguments. This being said, we see that R ε t has the following properties: for any ε > 0, t ∈ R,
• it is a diffeomorphism on the full-measure open set {d ε = ε}, • it is a discontinuous but measurable transformation of the whole T 2×N ,
• it is a measure preserving map.
Finally, we define the approximating Koopman operators
as above, the open set on which (a version of)
f is smooth, then
The sets on the right-hand side are disjoint since {d ε t > ε} ∩ {d ε t < ε} = ∅, and open because intersection of open sets. Moreover, since T ε t is measure-preserving,
This shows that f • R ε t coincides with a smooth function on a full-measure open set. As for its gradient,
which is a neighbourhood of △ N , since it contains all △ N ε ′ for ε ′ < ε; thus on the intersection of {d ε t < ε} and the neighbourhood of △ N on which f vanishes, so must vanish also V ε t f , concluding item (i). Item (ii) follows directly from (2.9) and the fact that U t is unit preserving:
Let us now consider how the generator A acts on V ε t f . By definition,
For a fixed x in the open set {d ε t > ε}, T s x is well-defined for s in a neighbourhood of 0, and it is a smooth function in such time interval. Thus, for small enough s depending on the x we are fixing, T s x ∈ {d ε t > ε}, and the same is true if x ∈ {d ε t ε}\△ N (we are removing the closed negligible diagonal △ N ). As a consequence, for all x ∈ {d ε t > ε},
We thus see that, for x in a full-measure set,
Since a strongly continuous unitary group always commutes with its generator on the domain of the latter, and since Af = Lf for f ∈D,
where C is a constant depending on N and ξ. This concludes the proof of (iii). Theorem 2.12 is a direct consequence of Proposition 2.6 and Proposition 2.13. Indeed, for fixed f ∈D and t ∈ R, the we have shown that V ε t f satisfies condition (2.13), and thusD is a core for A.
2.5.
Considerations on unsuccessful approaches. In the proof of Theorem 2.12 we use in an essential way the peculiar structure of our approximating flow R ε t in items (i) and (iii), while (ii) still holds true if we replace U t f with U ε t f = f • T ε t , the approximating flow of [11] , for any smooth f ∈ D. There are two reasons why we are not able to treat the latter setting.
Using the fact that T ε t is smooth one can show with some care that U ε t preserves D. This and estimate (2.9) would show that D is a core for A provided that we can also show that AU ε t f strongly converges to AU t f for fixed f ∈ D, t ∈ R (cf. Proposition 2.13). Since U t f and U ε t f coincide on {d ε t > ε}, we only need to evaluate their difference on {d ε t ≤ ε}. The set over which we integrate has small measure t log 1 ε , but if we try to bound LU ε t f uniformly in x (LU t f = U t Lf is uniformly bounded since Lf is), we are led to control terms including DT ε t ∞ : since the vector field B ε ∞ ≃ ε −2 , we get DT ε t ∞ ≃ e Cε −2 , which is way too large to be compared with the measure of the integration set. Considering estimates in L 2 or L p norms does not seem to solve the issue, either.
We have seen above how an abrupt truncation of the flow allows us to show that D is a core for A, and it is clear that allowing functions of lower regularity was necessary to employ this kind of approximation. We further mention only one more smooth approach. One might define the vector field
vanishing on a δ-neighbourhood of △ N and taking value 1 far from it. The Koopman operators V δ t of its associated flow would preserve D and strongly converge to U t ; however, L and V δ t would not commute unless M δ is a first integral of the motion. As there can not be invariants of the vortex motions controlling the minimum distance of vortices (as M δ would do) in the case of coexisting positive and negative vortices, we would not be able to continue the proof as we did for Theorem 2.12, and thus have to face explicit computations, in which the difficulties of the same kind of the ones outlined above appear.
Generalisations
3.1. Point Vortices on the Sphere. All the arguments above still work with almost no modifications when the torus T 2 is replaced with a smooth compact surface with no boundary, such as the sphere S 2 = x ∈ R 3 : |x| = 1 (to be regarded as an embedded surface). On S 2 , dσ is the Riemannian volume, so that S 2 dσ = 1, and x · y, x × y respectively denote scalar and vector products in R 3 . Euler equations on S 2 are given by, for x ∈ S 2 ,
Here ∆ is the Laplace-Beltrami operator, and we have to supplement the Poisson equation for the stream function ψ with the zero average condition. The Green function of −∆ is simply given by 
which is still a Hamiltonian system with
In fact, setting K(x, y) = 1 2π x×y |x−y| 2 , (3.1) takes the same form of (1.1), and K is still a skew-symmetric, divergence free function on S 2 (divergence being the adjoint of the gradient operator on functions of S 2 ). We refer to [25] for a more complete discussion of this setting. It is easy to see that all the features we relied on in section 2 are still present: The motion of a system of N vortices with intensities ξ 1 , . . . , ξ N ∈ R and positions x 1 , . . . , x N ∈ D is governed by the Hamiltonian function
leading to the system of equationṡ
The additional (with respect to the cases with no boundary) self-interaction terms involving g are due to the presence of an impermeable boundary: it is thanks to these terms that the system satisfies (in weak sense) Euler's equations. We refer to [24, Section 4.1] for a thorough motivation of this fact. In this setting, the relevant features (i)-(iii) we individuated in the last paragraph are still present, but the boundary enters as an additional singular set of the vector field, and thus our arguments must take it into account. Without going into details, we just mention the relevant required modifications:
• the smoothed vector field B ε and its associated flow T ε of subsection 2.1 must be defined by smoothing both log | · | and g in (3.2): B ε will coincide with the original vortices vector field B whenever vortices are at least ε > 0 apart from each other and from the boundary; • functions of D must now satisfy supp f ⊂ D N \ △ N , where △ N is the diagonal set of D N (the definition being the same as in the torus case), whereas function ofD must vanish not only around △ N , but also in a neighbourhood of x ∈ D N : ∃i :
3.3. Gibbsian Ensembles and Vortices on the Whole Plane. We now return to point vortices on T 2 . Besides the uniform measure dx N on T 2×N , the point vortices flow T t also preserves all (Canonical) Gibbs measures defined by
In fact, the above density is integrable as soon as |β| ≤ C(N, ξ), C > 0 being a constant depending only on N and the intensities, and the partition function Z β,N > 0 is there to make µ β,N a probability measure, see [17, 22] . When β > 0, µ β,N gives more weight to configurations where vortices of the same sign are far from each other, but positive and negative vortices are close. Vice-versa, if β < 0, vortices of the same sign tend to cluster. Invariance of µ β,N is an easy consequence of the one of H(x) and dx N , and can be achieved by considering the smoothed vortices interaction B ε with Hamiltonian H ε and sending ε → 0.
Whatever β is, since µ β,N is absolutely continuous with respect to dx N , the flow T t is still globally well-defined on a full-measure set. However, the density of µ β,N is singular in △ N (save for trivial cases), so uniform integrability of the Lyapunov functions L ε in Theorem 2.1 is spoiled. As a consequence, the arguments in subsection 2.4 also fail.
Let us now spend a few words on point vortices on R 2 . The system is given by (1.1) with G(x) = − 1 2π log |x|, and it is well-posed for almost all initial conditions with respect to the product Lebesgue measure provided that no subset of the intensities {ξ 1 , . . . ξ N } sums to zero, see [24] . The latter condition ensures that vortices can not travel to infinity in finite time.
The product Lebesgue measure on R 2×N is not a probability measure, so we are led to look for an integrable density on R 2 left invariant by the dynamics. To the best of our knowledge, this is only achieved by the Gaussian measure
when all vortices are positive, I and M being first integrals of vortices motion, the moment of inertia and centre of vorticity (see [22, Section 5.3] ). The interaction energy H can be also added to the Gibbs exponential, but this is not a substantial modification. As we have seen above, the case of positive vortices can be dealt with by exploiting conservation of energy, so we shall not discuss it further. Unfortunately, the more interesting case of arbitrary signs seems to be impossible to include in our discussion.
3.4. The Configuration Space and Non-Uniqueness. In the point vortices time evolution, the number and intensities of vortices are constant -at least when no vortices collide, as we will see. As a consequence, everything we said still applies if instead of fixing N, ξ we choose them at random, provided that all objects are well defined. In order to discuss an arbitrary number of vortices, one can consider the phase space N ≥0
on which, conditioned to the random choice of N , to be made for instance with a sample of a Poisson distribution, we consider the product measures dx N ⊗ ν ⊗N , with ν the probability law of a single intensity ξ i ∈ R. An equivalent (up to symmetrisation of products) point of view is the configuration space setting, in which one looks at the law of the vorticity distribution ω = N i=1 ξ i δ xi (the empirical measure of vortices) under the law of the aforementioned ensemble of vortices. This is the approach of [5] . Let us define
to be regarded as a subset of finite signed measures M(T 2 ). There is a one-to-one correspondence between elements of Γ N and classes of equivalence of (T 2 × R) N up to permutations. Let ν be a probability measure on R with finite second moment and λ > 0; we define the measure µ N on Γ N as the image of dx N ⊗ν ⊗N on (T 2 ×R) N under the aforementioned correspondence, and then we define µ on Γ as
Equivalently, µ can be realised by considering a Poisson point process on T 2 ×R with intensity measure λdx ⊗ dν, the samples of which are vectors (x 1 , ξ 1 , . . . x N , ξ N ), and setting µ to be the image law under the map γ = N i=1 ξ i δ xi . We refer to [6] for a complete discussion of Poisson processes and the configuration space.
By Theorem 2.1, for µ-almost every γ ∈ N i=1 ξ i δ xi Γ the point vortices flow with initial positions x i and intensities ξ i is globally well-defined. Moreover, the flow defines a group of invertible measurable maps T t : Γ → Γ, the cursive to distinguish it from the flow T t on L 2 (T 2×N ) in section 2. The map T t preserves µ since it leaves each Γ N invariant, and for fixed N the point vortices evolution does not change intensities and preserves the product measure on the torus.
The main contribution of [5] is an explicit expression of the generator of the Koopman group U t on L 2 (Γ, µ) associated to T t , on the set of cylinder functions on Fourier modes. In order to comment the problem of essential self-adjointness in this setting we now repeat their result: we do so perhaps in a more concise way, by means of an important symmetrisation first introduced in the works of Delort and Schochet [10, 29] to give meaning to weak solutions of Euler equations in low regularity regimes.
Indeed, the weak formulation for Euler equations in vorticity form Equation 1.2 against a smooth test φ ∈ C ∞ (T 2 ) is given by
where ·, · denotes the inner product of L 2 (T 2 ). For smooth solutions of Euler equations, one can symmetrise the variables x, y -keeping in mind that K is skewsymmetric-to obtain the expression
where H φ (x, y) is a symmetric function with zero average in both variables and smooth outside the diagonal set △ 2 , where it has a jump discontinuity. Because of this, by interpreting brackets ·, · as suitable duality couplings, one can give meaning to Euler equations when vorticity ω has low space regularity.
One such example is the point vortices system: as detailed in [30] , the empirical measure ω = N i=1 ξ i δ xi with x i evolving as in (1.1) satisfies (3.5) if we assume that H φ (x, x) = 0, thas is if we neglect self-interactions of vortices. More precisely, brackets H φ , · are to be interpreted as duality couplings between continuous functions and measures on T 2×2 \ △ 2 . We will discuss this further below, here we also recall that (3.5) was also used as an alternative to the Fourier approach of [7] to give meaning to white noise and Poissonian solutions in [12, 16] .
We define local observables on Γ as the family F of functions of the form
where f ∈ C ∞ c (C n , C) and φ 1 , . . . φ n ∈ C ∞ (T 2 , C), the brackets ·, · denoting coupling of continuous functions and measures. In [5] the functions φ k were chosen in the Fourier orthonormal basis, but this would not change anything in our discussion. Proposition 3.1. Let U t be the Koopman group on L 2 (µ) associated with T t , and A be its generator. For any F ∈ F of the form (3.7), the following expression defines an observable in L 2 (µ), (3.8) LF (γ) = −i n k=1 ∂ k f ( φ 1 , γ , . . . φ n , γ ) H φ k , γ ⊗ γ .
The operator (L, F ) is symmetric, F ⊆ D(A), and A| F = L. Moreover, (L, F ) is Markov unique, that is A is the unique self-adjoint extension generating a strongly continuous, positivity and unit preserving group of unitaries, which is U = e itA .
Proof. To show that LF ∈ L 2 (µ), since ∂ k f is uniformly bounded, we just need to compute for φ ∈ C ∞ (T 2 , C),
where we made essential use of the fact that H φ is zero-averaged in both variables, so the only non vanishing terms in the double sum are the ones with i = ℓ, j = k (or vice-versa). We also recall that ξ i are independent with finite second moments.
We mention that this was a crucial computation in the works [12, 16, 17] . From here,
from which we easily conclude LF ∈ L 2 (µ).
We are left to prove that U t is differentiable on F and that its derivative at time t = 0 is given by L. However, this is equivalent to show that ω t = T t γ solves (3.5), for which we already referred to [30] .
Local observables F are not invariant for U t : this is due to the nonlinearity of the dynamics, not to singularity of the interaction. Our techniques thus does not seem to be suited to this setting.
We conclude by mentioning an idea of [30] , from which we quote: "Considering point vortices to be solutions of the weak vorticity formulation allows us to extend their dynamics beyond collisions simply by merging vortices that collide into a single vortex whose strength is the algebraic sum of the colliding vortices. Clearly this defines a solution for times less than and for times greater than the collision time, and the resulting vorticity is continuous in time in the weak-* topology of measures, so that there is no contribution [...] from the "jump" at the collision time. Of course, this extended notion of point-vortex dynamics is horribly nonunique since the time-reversibility of the Euler equations implies that a single vortex can split equally well into several vortices at any time." Non uniqueness for the weak formulation of Euler equation in the point vortices case might be a clue that (L, F ) is not essentially self-adjoint or even L 2 (µ) unique. However, producing counterexamples with collisions or splitting of vortices is a difficult problem: explicit examples of collisions rely on integrability properties of the Hamiltonian dynamics. Whether (L, F ) is essentially self-adjoint thus remains an interesting open question.
