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This paper is intended to develop some consequences of the relationship 
between the characters and the center of a symmetric algebra, taking as a cue 
the known relation in group-algebras. 
Section one is devoted to establishing a rudimentary knowledge about 
the connection between the center of a symmetric algebra and certain objects 
in its dual space which are similar to class functions in group-algebras. 
We characterize all central idempotents whose corresponding ideals are 
semisimple. Section two defines what it means for modules and characters 
to belong to a block of an algebra. Section three is concerned with the 
construction of all block idempotents in semisimple symmetric algebras. 
Finally, Section four is a number-theoretic analogue to the result that, in 
group-algebras over the complex field, the degrees of the irreducible represen- 
tations divide the order of the group. 
We assume that all algebras are finite dimensional with unity and all 
modules are finitely generated and unital. If A is an algebra, let ](A) (or 
simply / if the context is unambiguous) denote the Jacobson radical of A 
and Z(A) the center of A. We say that a K-algebra A is K-split in case 
Hom,(M, 44) = K for all simple (irreducible) left A-modules M; this is 
equivalent to A/] being K-split, i.e., a ring direct sum of complete matrix 
rings over K. Throughout this paper idempotent will mean nonzero idem- 
potent. A central idempotent is a block io!empotent if it is not the sum of two 
orthogonal central idempotents. If e is a block idempotent of A we call Ae 
the block of A corresponding to e. If K is a field and V a K-vector space, 
let [V : K] denote the dimension of V over K. 
Let A be an R-algebra, and set A* = HomR(A, R); then A* is an [left- 
right] (A, A)-bimodule via 
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for all a E A, f E A*. An R-algebra A is a symmetric algebra if there exists 
an (A, A)-isomorphism IJJ : A -+ A*. The pair (A, 9’) is a symmetric algebra 
if A is an R-algebra and v : A -+ A* is an (A, A)-isomorphism. Observe 
that if v : A -+ A* is such an isomorphism, (a, b) = v(b)(a) (a, 6 E A) 
defines a nondegenerate, associative, symmetric bilinear form on A, so A is 
a symmetric algebra in the sense of [2, p. 4.401. See also Nakayama [3, p. 6281. 
Let K be a field, A a K-algebra. An element x E A* is an A-character if x 
is the character of a left A-module. An A-character x is irreducible if x is the 
character of a simple (irreducible) left A-module. All additional notation 
and terminology is standard and is included in [2]. 
1. CHARACTERS, CLASS FUN~TIOKS AND CE~VTRAL IDEMP~TENTS 
We first single out some important subspaces of A”, motivated by the 
properties of characters, and relate these to the structure of A when A is a 
symmetric algebra. 
DWINTION. Let A be a K-algebra, K a field, and considerf e A*. We say 
f is a class function iff(ab) = f(ba) f or all a, b E A; f is a quasicharacter if f 
is a class function and J(A) C ker( f ). Let cf(A), qch(A) and ch(A) denote 
the K-subspaces of A* generated, respectively, by all class functions, 
quasicharacters and characters of A. 
LEMXI 1 .l Let A be a K-algebra, K a field. Then 
ch(A) c qch(A) C cf(A). 
Proof. The second inclusion is immediate. Let x be an A-character 
afforded by the left A-module M. Then x is the sum of the characters of 
the composition factors of M (counting multiplicities), each of which is in 
qch(A) since J(A) annihilates all simple left A-modules and trace functions 
are class functions. This concludes the proof. 
LEMM.4 1.2. Let A be a K-algebra, K a field, and set 2 : Al J. Then 
there exists a (natural) K-isomorphism from qch(A) onto qch(A) which takes 
ch(A) onto ch(A). 
Proof. Forf E qch(A) definejE A* byf(x $- J) = f (x). Since J C ker( f ), 
f is well-defined. Clearly 3~ cf(A), and J(A) = 0 so in fact 3~ qch(A). 
Now suppose X E qch(A), and Ict f -= hv where v : A -+ A is the natural 
homomorphism. Clearly3 = h and f E cf(A). Moreover J = ker(v) C ker( f) 
so f E qch(A). Hence f -*/’ is an isomorphism. By remarks in the proof of 
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Lemma 1.1, ch(A) is generated by the irreducible A-characters. But if M is 
a simple left A-module with character x, then JM = 0 so M is a (simple) 
left A-module with character X. Conversely, if M is a simple A-module with 
character 5, then M is also a simple A-module whose character is [v, 
and F = 5. Hence f - f maps ch(A) onto ch(A). This proves the lemma. 
We now turn to the study of symmetric algebras. 
THEOREM 1.3. Let (A, 9) be a symmetric algebra. Then p-l(cf(A)) = Z(A). 
Proof. One easily checks that ~(a) E cf(A) for all a E Z(A). Now suppose 
x E cf(A), and consider b = 9-Q). For a E A, 
(ax>(x) = x(x4 = x(4 = (x4(4 (x E 4 
and so 
ab = aq+(x) = q+(q) = p-‘(~a) = q+,-‘(x) a = ba. 
Thus b E Z(A). This completes the proof. 
THEOREM 1.4. Let (A, g’) be a symmetric algebra. Then v-l(qf(A)) = r,(J), 
where qf(A) = {f E A* : f (1) = 0}, and r,,(J) = (X E A : Jx = O}. 
Proof. Suppose du) E qf(A). If b E J, then dbu)(x) = (bda))(x) = 
y(a)(xb) = 0 for all x E A, since xb E J c ker da). Therefore v(ba) = 0, so 
ba = 0, and hence a E rA(j). S imilarly if a E rA(J), then p)(a) E qf(A). 
THEOREM 1.5. Let (A, p’) be a symmetric algebra. Then 
vYqch(A)) = r.dJ) n -WV 
Proof. Plainly qch(A) = qf(A) n cf(A), where qf(A) is defined in (1.4). 
The result is now immediate from (1.3) and (1.4). 
The following corollary points out that one can expect to obtain, from 
A-characters (under v-r), only those block idempotents whose blocks are 
semisimple. 
COROLLARY 1.6. Let e be a central idempotent in the symmetric K-algebra 
(A, v), K a field. Then de) E qch(A) if and only if Ae is semisimple. 
Proof. First note that Je is the radical of Ae, J = J(A). So assume Ae is 
semisimple. Then Je = 0 so e E rA(J) n Z(A). Hence by (1.5) p)(e) E qch(A). 
Conversely if q(e) E qch(A), then by (1.5) e E rA( J) so 0 = Je and Ae is 
semisimple. This proves the corollary. 
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COROLLARY 1.7. Let (A, 9’) be a symmetric K-algebra, K a field. Then 
the following are equivalent: 
(a) A is semisimple 
(b) cf(A) = qch(A) 
(4 ~0) E qch(4 
Proof. Assume A is semisimple. Then J(A) = 0 and so cf(A) .= qch(A) 
by definition. Hence (a) implies (b). Clearly (b) implies (c) since p’( 1) E cf(A) 
by (1.3). Now assume v( 1) E qch(A). Then by (1.6), A = A - 1 is semisimple. 
Thus (c) implies (a). This proves the corollary. 
Remark 1.8. Let K be a field and let A be a K-split semisimple K-algebra. 
Suppose x1 ,..., xs are the characters of a complete set of simple nonisomorphic 
left A-modules. By Frobenius-Schur [2, p. 1831 the xi are linearly 
independent. For a E A define p(a) E A* via 
da> = 1 axi - 
z 
One can show that y : A + $* is an (A, A)-isomorphism, and so A is a 
symmetric algebra. 
THEOREM 1.9. If A is a K-@it K-algebra, K afield, then qch(A) = ch(A). 
Proof. By Lemmas 1.1 and 1.2 all we need show is that qch(A) = ch(/i) 
where A = A/J. But A is a split semisimple K-algebra and so is a symmetric 
algebra by Remark 1.8. By Theorem 1.3 
[Z(A) : K] = [cf(A) : K] = [qch(A) : K], 
the last equality following from the fact that cf(A) = qch(A), because 
J(A) = 0. But since A is K-split and semisimple, the number of non- 
isomorphic simple A-modules is [Z(A) : K]. By Frobenius-Schur, the 
characters of these modules are linearly independent and thus form a basis 
for ch(A). Hence 
[ch(A) : K] = [Z(A) : K] = [qch(A) : Kj. 
But then by (1 .l) ch(A) = qch(A). 
2. MODULES AND CHARACTERS BELoNGrm TO A BLOCK IDEJ~POTENT 
In this section A is any algebra over a field K. We do not suppose A is 
symmetric. Let {e, ,..., e,} be the block idempotents of A, so that 
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A = Ae, @ a** @ Ae, is the decomposition of A as a direct sum of its blocks. 
The block idempotents of A are uniquely determined by A. 
DEFINITION. Let e E (e, ,..., e,}. If ikl is a left A-module, we say M 
belongs to e if eM = ikl. If x E A* (and in particular if x is an A-character) 
we say x belongs to e if ex = x. Notice that, for x E A*, eX = x is equivalent 
to x(A(1 - e)) = 0. 
PROPOSITION 2.1. Let M be an indecomposable left A-module. Then there 
is exactly one e E (e, ,..., e,) to which M belongs. 
P~ooj. This follows immediately from the direct decomposition 
M = e,M @ **. @ e,M. 
PROPOSITION 2.2. Let M be any left A-module with character x, and let 
e E {e, ,..., e,}. If M belongs to e, then x belongs to e. 
Proof. If e&l = M, then A(1 - e) 44 = 0, and so x(A(1 - e)) = 0. 
Therefore x belongs to e. 
The converse to the above proposition is also true in case either x f 0 and 
M is simple, or the characteristic of K is zero. 
Remark 2.3. If A is semisimple and K-split, then {e, ,..., e,} is a K-basis 
for Z(A). These idempotents are in one-to-one correspondence with the 
irreducible A-characters x1 ,..., xs , where for each i E (l,..., s}, xi is charac- 
terizcd as the irreducible character which belongs to ei . 
3. CONSTRUCTIOK OF BLOCK IDEMPOTENTS 
Suppose (ai) is a free R-basis for the symmetric R-algebra (A, q~). For 
each i let ji E A* = Hom,(A, R) be defined by setting ji(aj) = Sii (Kronecker 
delta) and extending R-linearly to A. Then (jJ is an R-basis for A*. For 
each i let b, = c+( jJ. Then (bJ is an R-basis for A, and for all i, j we have 
v(bJ(aj) = aij = ~,(aJ(bi), (3.1) 
the second equality following from the first because v is “symmetric.” 
DEFINITION. Let (aJ and (bJ be free R-bases for the symmetric R-algebra 
(A, y). We say (a,), (bi) are v-complementary (or merely complementary, 
if the isomorphism F is understood) if (3.1) holds for all i,i. 
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LEMU 3.2. If (a,), (bi) are q-complementary bases .for (A, 9) as above, 
then jor any h E A*, 
ql(h) = c h(aJ bi = c h(bi) at . 
1 1 
Proof. The proof is left to the reader. 
WC shall need, later on, the following lemma about the character p of the 
left regular module J. 
LEMMA 3.3. Let (a,), (b,) be complementary bases for (A, g’) as above. Then 
where p is the character of aA4. 
Proof. For each i,i write aiaj : & a,:p,jah . Then p(aj) = Ck qkli. 
But then for any j, 
Hence p .= q~,(x~ aibj), proving the lemma. 
For the remainder of this section let (A, g’) b e a K-split symmetric K-alzebra, 
K a field, with ~-complementary bases (a,) and (bJ. 
Let x be the character of a simple left A-module M of dimension d, and 
let w, = v-r(x). By (3.2), 
ww = C x(4 bi, (3.4) 
1 
and by (1.3), w, E Z(A). Let T : A -+ Kd be the representation of A afforded 
by a basis .cJ? of M. Since A is K-split, T is absolutely irreducible so by 
Schur’s lemma 
‘Wx) = 4x) Id (3.5) 
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for some a(x) E K. (Here I, denotes the d-by-d identity matrix.) Clearly 
ati) does not depend on the basis W. Taking traces on both sides of (3.9, 
and using (3.4), we find the following. 
THEOREM 3.6. If x is an irreducible A-character, then 
COROLLARY 3.7. Let A, x be as in (3.6). If x(l) + 0, then 
4x) = x(l)-’ C x(4 x(k). 
NW assume A is semisimple and K-split. 
Continuing the above discussion, the irreducible A-character x belongs to 
a unique block idempotent, say e (2.3). Then 0 f x E e ch(A), and applying 
v-r this gives 0 f mX E e Z(A). Since e Z(A) = Ke, we obtain W, = /3(x) e 
for some p(x) E K, /3(x) # 0. But then 
T(Q = Rx> T(e) = B(x) Id , 
so comparing with (3.5) we obtain the following. 
THEOREM 3.8. Let A be semisimple and K-split, and let x be an irreducible 
A-character. Then a(x) f 0 and the block ia’empotent e = e(x) to which x 
belongs is g&n by 
e(x) -= 4x1-l C x(4 bi . 
z 
Corollary (3.7) 11 a ows us to determine a(x) if x(l) # 0; however in many 
cases this does not happen. Even so, we can use the fact that x f 0 to obtain 
a specific expression for a(x). 
COROLLARY 3.9. Let A, ,Y, e(x) be as in (3.8). If x(x) # 0 for some x E A, 
then 
4x) = x(V 1 x(4 x(b+ 
t 
In particular, for such an X, xi x(ai) X(bix) f 0, and 
e(X> = ci X($;(bix) c X(ai) bi - 
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Proof. By (34, c&) e(x) = xi ,v(aJ IQ, and therefore for any x E A, 
(3.10) 
If x(x) f 0, then x(e(x) x) = x(x) + 0, and so by applying x to both sides 
of (3.10) we have 
4x1 x(4 = 1 x(4 Xv%4 
t 
Since both N(X) and x( x are nonzero, the conclusion follows from this and ) 
(3.8). 
We conclude this section with two results concerning orthogonality 
relations and the character p of the left regular module AA, valid when A is 
semisimple and K-split. 
LENIIA 3.11. Notation as above. Let ,y, [ be irreducible A-characters. 
If x # 5, theft 
C x(4 5(bi) = 0. 
Proof. We know that +(x) = xi ~(a,) bi . Let x and 5 belong to the 
block idempotents e and f, respectively. If x f 5, then e and f are orthogonal 
(2.3). But x = ex and 5 = fl = If (f is central) so 
&P-*(x>> = (5f w’@xN 
= 5( feF+(x>> 
= 0, 
and the result follows. 
THEOREM 3.12. Notation as above. Assume x is an irreducible A-character. 
Then 
x (z &) = x(1 c x(4 XW 1 2 
Proof. Let x1 ,..., x8 be the distinct irreducible A-characters. Then each 
character xi appears in the character p of the left regular module with 
multiplicity equal to its degree, since A is semisimple and K-split. Therefore 
P = ~X~WXP 
9 
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By (3.3) we see that 
; 4% = P-‘(P) 
= l$ xdl) @(Xi) 
= T Xi(l) [T X.i(4 bi]~ 
and therefore 
X (; di) = ; Xi(l) [T Xdai) XCbi)]. 
Butiby Lemma 3.11, xi xi(q) X(bi) = 0 unless xj = x. Therefore 
X (C uibi) T X( l> 1 X(%> X(bi)9 
I 1 
as desired. 
4. APPLICATION TO THE DWXEES OF CHARACTERS 
The main result of this section, Theorem 4.1, is an analogue to the situation 
in group-algebras. The proof is patterned after one given in a recent paper 
by C. W. Curtis and the author [I, Thcorcm 3.11. 
THEOREM 4.1. Let K be an u&ebruic number field and (A, p’) a K-split 
symmetric K-algebra. Let S = alg. int. (K) denote the ring of algebraic 
integers in K, and ussume (a,), (bJ are v-complementury buses for A such that 
A,, = xi Su, = xi Sbi is un S-s&algebra of A. Let x be un irreducible 
A-character. If xi x(ui) x(bi) is rational, then x( 1))’ xi ~(a~) x(bi) is an integer. 
Proof. If T is a subring of K and SC T C K, then TA, is a symmetric 
T-algebra with isomorphism v’T : TA, -+ Hom,(TA, , T) defined as the 
restriction of qz to TA, . Moreover, (ai), (bi) are q+.-complementary bases 
for TA, for any such T. 
Let p be a rational prime, v a valuation on K extending the p-adic valuation 
of Q, the rational field. Let R be the valuation ring in K corresponding to Y. 
Then R is a principal ideal domain and S C R. Thus A,, C RA, and (RA, , v~) 
is a symmetric R-algebra with vR-complementary bases (ui) and (bJ. Let M 
be a simple left A-module with character X; now M is cyclic, say M = Ax 
with 0 f x EM and so MR = RAG is a finitely generated (cyclic) RA,- 
module. Since RA, is R-finitely generated, so is MR . But R is a principal 
SYMMETRIC ALGEBRAS 13 
ideal domain and MR is R-torsion-free (MR C M and R C K) so MR is 
R-free, say with R-basis g = {m, ,..., md}. Then clearly 9 is also a K-basis 
for M. Let T : A -+ Kd be the representation of A afforded by this K-basis 
9 of M. Since 9 is an R-basis for MR and since (RA,) MR C MR , the matrix 
T(r) has all its coefficients in R, for each y ERA, . In particular ~(a,) = 
trace T(aJ E R for each i, and if T(~L;() = a(x) I, as in (3.5), then “(x) E R 
(because uX .= x,i ~(a,) b, E RA,). 
Kow x(1) + 0 since K has characteristic zero, so (3.7) applies, and shows 
that a(x) is rational since xi ~(a~) x(bJ is rational by hypothesis. But c&) E R, 
i.e., c&) is a p-adic integer. Since p was an arbitrary prime, a(x) must be an 
integer. This proves the theorem. 
COROLLARY 4.2. If in addition to the above hypotheses 
c aibi = [A : K] . 1, 
z 
then A is semisimple and x(l) divides [A : K] for x any irreducible A-character. 
Proof. By (3.3), [A : K] * I = ‘& sib, = q-l(p) where p is the character 
of .A. Therefore 1 = [A : K]-l 9+(p) and ~(1) = [A : K]-l p t qch(A), 
so by (1.7) A is semisimple. Now (3.12) implies that 
l-A : Kl x(1> = x (T &) == x(l) C x64 xV4, 
* 
so [A : K] = xi I x(bJ. Hence by (4.1) x(l) divides [A : K], as dcsircd. 
Observe that the hypotheses of this corollary are satisfied for twisted 
group-algebras (and therefore for ordinary group-algebras), giving a new 
proof to Theorem (53.16) of [2] without introducing representation groups. 
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