Let be a finite Abelian group and a field such that does not divide . Denote by the group algebra of over . A (semisimple) Abelian code is an ideal of . Two codes and of are -equivalent if there exists an automorphism of whose linear extension to maps onto . In this paper, we give a necessary and sufficient condition for minimal Abelian codes to be -equivalent and show how to correct some results in the literature.
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I. INTRODUCTION
L ET be a finite group written multiplicatively and a finite field such that . The group algebra of over is the set of all formal linear combinations with addition and multiplication by scalars defined componentwise and ring multiplication given by It is easy to see that is an algebra over . Given and , we have, if and only if The support of an element is the set of elements of effectively appearing in , i.e., Berman [1] and, independently, MacWilliams [11] defined Abelian codes as ideals in finite Abelian group algebras and, more generally, a group code is defined as an ideal in a finite group algebra. Such a code is called minimal if the cor-responding ideal is minimal in the set of ideals of the group algebra. Keralev and Solé [10] showed that many important codes can be realized in this way. These results are included in [9, Sec. 9.1] . Also, using this point of view, multidimensional Fourier transform-based codes as defined, for example, in [2] , can be viewed in a rather simple way; see the Appendix.
Two ideals and of the group algebra are said to be -equivalent if there exists an automorphism of whose linear extension to maps onto . This definition was introduced in 1979 by Miller [12] who used it to compare codes with the same weight distribution.
In this paper, we address the problem of determining -equivalence of minimal ideals in semisimple Abelian group algebras and prove that the -equivalence classes of minimal ideals depend on the structure of the lattice of the subgroups of .
In Section II, we prove preliminary results about idempotents elements, i.e., elements such that , and in Section III, we establish a correspondence between -equivalence classes of minimal Abelian ideals in and certain isomorphism classes of subgroups of . In Section IV, we use these facts to show that some of the results of [12] are not correct and, in the final section, we exhibit particular cases for which such results hold.
II. SUBGROUPS AND IDEMPOTENTS
We recall that an element in the group algebra is called central if it commutes with every other element of the algebra. In what follows, we shall establish a correspondence between primitive idempotents of and certain subgroups of an Abelian group .
We shall always denote by a field whose characteristic does not divide the order of the group .
Let be a finite Abelian group and a field. Given a subgroup of , denote 0018-9448 © 2013 IEEE which is an element of and, for an element , set . The idempotent is always primitive (see [14, Proposition 3.6.7] ).
Definition II.1: Let be an Abelian group. A subgroup of is said a cocyclic subgroup if the factor group is cyclic and it is not isomorphic to . We use the notation For a finite group , its exponent is the smallest positive integer such that , for all . A group is called a -group if its exponent is a power of a given prime . In particular, this means that the order of every element of is itself a power of .
Let be a finite Abelian -group and a field. For each cocyclic subgroup of , we can construct an idempotent of . In fact, we remark that, since is a cyclic -group, there exists a unique subgroup of containing such that . Then, is an idempotent and we consider the set (1) In the case of a rational Abelian group algebra , the set above is the set of primitive central idempotents [6, Th. VII.1.4].
We recall the following results that are used throughout this paper.
Theorem II.2 [4, Lemma 5] : Let be a prime integer, a finite Abelian group of exponent , and a finite field with elements such that . Then, (1) is a set of pairwise orthogonal idempotents of whose sum is equal to 1, i.e.,
where 1 denotes the identity element in . In our next statement, we denote by the set of all invertible elements of the ring of integers modulo ; denotes the class of the integer in and, when it is invertible, denotes its multiplicative order, i.e., the least positive integer such that . Theorem II. 3 
As , for cocyclic subgroups of , the righthand side of (7) is a sum of orthogonal idempotents. Therefore, as is a primitive idempotent, only one summand is nonzero and this proves the lemma.
We shall denote by the set of primitive idempotents of . Under the same hypotheses of Lemma II.8, the following map is well defined: (8) where is the unique cocyclic subgroup of such that . Theorem II.9: Let be a finite Abelian group, a field such that and . Then, is the sum of all primitive idempotents such that . Proof: It is well known that, when , we have (see [ . An automorphism of carrying one to the other would also preserve inclusions.
To study the -equivalence of ideals, we need to understand how the group of automorphisms acts on the lattice of the subgroups of and hence on the idempotents in the group algebra which arise from these subgroups. From now on, we use the same notation for an automorphism of the group and its linear extension to the group algebra . Lemma III.1: Let be a finite Abelian group, and its corresponding idempotent defined as in (3) 
Since is also a primitive idempotent in , Lemma II.8 shows that there exists a unique subgroup in satisfying (9); hence,
. As , we have .
The converse of the Proposition III.2 is also true and it will be proved in Proposition III.8 as we still need more information. We set and consider the following subalgebra of . Therefore, we can take . This proves the lemma, since the converse is clear.
Lemma III.5: Let be a finite Abelian group. Then, the set as in (4) is both a basis for the algebra defined previously and the complete set of primitive idempotents of .
Proof: We shall first construct a basis for to compute its dimension.
For an element , , set and also set
We claim that , for all . Indeed, by Lemma III.4, for each , there exists such that and , for all . Hence, It is easy to see that given two elements , either or they have disjoint supports in . Let be a complete set of elements in such that , for . We claim that is an -basis of . Indeed, by considering the respective supports, it is clear that the set is linearly independent. Now, given and , the coefficients of and in , for all with , must all be equal, by Lemma III.3. Thus, we may write hence, is a basis for .
Notice that there exists a bijection between the set of cyclic subgroups of and the set . By Theorem II.12, there exists also a bijection between the set of the cyclic subgroups of and ; hence, . To show that is also a basis for it will suffice to show that it is a linearly independent set, since it has precisely elements.
By Lemma III.1, it is clear that . In order to prove that is linearly independent in , assume that
with . Multiplying (10) by , for a fixed , we get , implying , for all and hence also . Therefore, is linearly independent in , hence, it is a basis for .
Finally, we shall prove that the elements of are primitive. For an element , assume, by way of contradiction, that , with and orthogonal idempotents of . As is a basis for , we can write By Proposition II. 6 (11) and (13), by uniqueness of the sum of primitive idempotents, each in the sum (11) is such that , for some . As is one of the idempotents in (11) , the result follows. Proposition III.8: Let be a finite Abelian group. If , both different from , are such that , for some , then there exists an automorphism whose linear extension to maps to , i.e., the ideals of generated by and are -equivalent. Proof: Since , for , by Lemma III.1, we have Hence, by uniqueness, we have . Now, by Proposition III.7, there exists an automorphism such that . Therefore, taking , the result follows.
IV. APPLICATIONS TO CODING THEORY
We recall that the weight of a code is the minimum Hamming weight of the code. In the present context, for a code given by an ideal of , its weight is Throughout this section, will always denote the field with two elements.
The following results appear in [12] . Theorem A [12, Th. 3.6] : Let be a finite Abelian group of odd order and exponent and denote by the number of divisors of . Then, there exist precisely non -equivalent minimal Abelian codes in . Theorem B [12, Th. 3.9] : Let be a finite Abelian group of odd order. Then, two minimal Abelian codes in are -equivalent if and only if they have the same weight distribution.
Unfortunately these statements are not correct. The errors arise from the assumption, implicit in the last paragraph of [12, p. 167] , that if and are primitive idempotents of and , respectively, then is a primitive idempotent of . To the best of our knowledge, these results have not been used in a wrong way in the literature.
We exhibit below counterexamples to both Theorems A and B that were first communicated in [5] . However, Theorem A , and Also all minimal codes of are described in Table I with their dimension and weight.
Proof: In order to use Theorem II.3, first, we need to find all subgroups of such that is cyclic. Notice that the distinct subgroups of order of are , for , and . The distinct subgroups of order of are , for , and . The subgroups , for all , are contained, as subgroups of index , only in and is contained in all subgroups of order . Besides, all quotients of by these subgroups are cyclic, except which is the unique noncyclic quotient of . The quotient of by is also cyclic. Now applying Theorem II.3, we have the following minimal codes generated by primitive idempotents.
The code , where and . Since is contained as a subgroup of index only in , we have , where , and . The codes , where , for all , are all equivalent to , since the extension to the group algebra of the isomorphism given by and , for each , maps onto . Let
, where , and , where . We have . We also have the codes , where , for , all equivalent to with corresponding isomorphism given by and . We now prove that the codes , with , are four inequivalent minimal codes in . It is obvious that is not equivalent to any of the other codes , for , and also that is not equivalent to either or . Let us prove that and are inequivalent. Notice that, over , we have so, , which contains elements of order . Similarly , which only contains elements of order . Hence, if there is an isomorphism such that , we would have elements of order being mapped to elements of order , a contradiction. Therefore, is not equivalent to .
It is clear that the minimal code has weight , as all its nonzero elements have this weight.
For , as , the element is in and has weight . Notice that , thus the weight of any element of must be a multiple of . Hence, if there is an element in of weight , it should be of the form . But which implies , for any . Therefore, the weight of is . The weights of and will follow from the proof of the next proposition.
Proposition IV.2: The (inequivalent) minimal codes and of Proposition IV.1 have the same weight distribution.
Proof: An -basis for the code is For , we have . Hence, for an element , we have Case 1: is a sum of an even number of 's. Thus, which is an element of weight . Besides, in we have at least distinct elements with weight . Case 2:
is a sum of an odd number of 's. Thus, for , which is an element of weight (where ). Hence, in , there are distinct elements with weight . Therefore, for each , there are elements of weight in . Similarly, an -basis for the code is An almost identical argument shows that has the same weight distribution as , but and are not equivalent.
Observe that the group of Proposition IV.1 has exponent and , however, has four inequivalent minimal codes. This is a counterexample to Theorem A.
Notice that Proposition IV.2 actually exhibits a counterexample also to Theorem B.
In the next proposition, we consider the minimal codes in , for an odd prime and . Its proof is similar to the proof of Proposition IV.1. This gives a whole family of counterexamples to Theorem A.
Proposition IV.3: Let be a positive integer and an odd prime such that generates and be an Abelian group, with and . Then, the minimal codes of are described in Table II . Moreover, there are inequivalent minimal codes in . In the first column of Table III , we give a complete list of representatives of classes of -isomorphisms of subgroups of and, in the second column, we list the corresponding representatives of -equivalent classes of minimal codes of .
V. POSITIVE RESULT FOR CODES
In [5] , we showed that Theorem A holds in the special case of minimal codes in . We now prove this theorem in a more general situation.
In what follows, for a group and a positive integer , we shall denote by the direct product of factors equal to .
Lemma V.1: Let and be positive integers and a prime number. If is a cyclic subgroup of order in a -group , with , then there exists a cyclic subgroup of , of order , containing .
Proof: Write , with , for . Since is a cyclic subgroup of , we have , with and , . Then, one of the exponents , , is minimal and, for such a , we consider the element . As , we have and , as . Theorem V.2: Let and be positive integers and a prime number. If is a finite Abelian -group, then any cocyclic subgroup of contains a subgroup isomorphic to . Hence, the subgroups of isomorphic to are precisely the minimal cocyclic subgroups of . 
Let be the linear extension to of the natural homomorphism . Since is an idempotent in , we have is also an idempotent in . . Using the results from this section and from Section III, we obtain the following.
Theorem V.6: Let be a positive integer and be a direct product of cyclic groups isomorphic to one another, of exponent , and a finite field. Then, the number of non -equivalent minimal Abelian codes is precisely . The converse of this theorem is not always true. To see this, consider two prime numbers and set . Then, using the results of Section III, it is easy to see that the number of -equivalence classes of ideals in is precisely 4, the number of divisors of .
APPENDIX THE FOURIER TRANSFORM
We recall some basic definitions. Let be a field containing an element of multiplicative order and a cyclic code of length . Given a vector , the Fourier transform of is the vector whose components are given by Given two vectors , the convolutional product of and is the vector whose components are
If the Fourier transforms of and are and , respectively, then the Fourier transform of the convolutional product is the vector Notice that, if is a cyclic group of order , then the map given by maps to an ideal of and the convolutional product of two vectors is precisely the product of the elements and in the group algebra.
Since contains of multiplicative order , we have that where the isomorphism, which we shall denote by , is such that hence, for an element , we have This shows that the Fourier transform is just the expression of lifted to . Given an Abelian group , it can be written as a direct product of cyclic groups An element is a product . The multidimensional Fourier transform associates with the element a family of vectors, the Fourier transforms of the elements and this map is extended linearly to . An irreducible cyclic code can be defined (for example in [2, p. 60]) as the set of all vectors of such that their Fourier transforms have a specified set of components equal to zero. Notice that, in terms of group algebras, this corresponds to the set of elements such that has entries equal to zero in specified components of the direct sum , i.e., belongs to the direct sum of the complementary components. This is precisely an ideal of .
