Abstract. It is known that the norm of the solution to a weighted linear least-squares problem is uniformly bounded for the set of diagonally dominant symmetric positive definite weight matrices. This result is extended to weight matrices that are nonnegative linear combinations of symmetric positive semidefinite matrices. Further, results are given concerning the strong connection between the boundedness of weighted projection onto a subspace and the projection onto its complementary subspace using the inverse weight matrix. In particular, explicit bounds are given for the Euclidean norm of the projections. These results are applied to the Newton equations arising in a primal-dual interior method for convex quadratic programming and boundedness is shown for the corresponding projection operator.
Introduction.
In this paper we study certain properties of the weighted linear least-squares problem
where A is an m × n matrix of full row rank and W is a positive definite symmetric n × n matrix whose matrix square root is denoted by W 1/2 . (See, e.g., Golub and Van Loan [14, p. 149 ] for a discussion on matrix square roots.) Linear least-squares problems are fundamental within linear algebra; see, e.g., Lawson and Hanson [20] , Golub and Van Loan [14, Chapter 5] and Gill, Murray, and Wright [12, Chapter 6 ]. An individual problem of the form (1.1) can be converted to an unweighted problem by substituting A = AW 1/2 and g = W 1/2 g. However, our interest is in sequences of weighted problems, where the weight matrix W changes and A is constant. The present paper is a continuation of the paper by Forsgren [10] , in which W is assumed to be diagonally dominant. Our concern is when the weight matrix is of the form
where H is a constant positive semidefinite symmetric matrix and D is an arbitrary positive definite diagonal matrix. Such matrices arise in interior methods for convex quadratic programming. See section 1.1 below for a brief motivation.
The solution of (1. where M = W −1 . In some situations, we will prefer the KKT form (1.4), since we are interested in the case when M is a positive semidefinite symmetric and singular matrix. In this situation, W −1 and (1.3) are not defined, but (1.4) is well defined. This would be the case, for example, in an equality-constrained weighted linear leastsquares problem; see, e.g., Lawson and Hanson [20, Chapter 22] . For convenience, we will mainly use the form (1.3).
If M = W −1 , then, mathematically, (1.3) and (1.4) are equivalent. From a computational point of view, this need not be the case. There is a large number of papers giving reasons for solving systems of one type or the other, starting with Bartels, Golub, and Saunders [1] , followed by, e.g., Duff et al. [9] , Björck [4] , Gulliksson and Wedin [17] , Wright [29, 31] , Björck and Paige [5] , Vavasis [26] , Forsgren, Gill, and Shinnerl [11] , and Gill, Saunders, and Shinnerl [13] . The focus of the present paper is linear algebra, and we will not discuss these important computational aspects.
If A has full row rank and if W + is defined as the set of n × n positive definite symmetric matrices, then for any W ∈ W + , the unique solution of (1.1) is given by
In a number of applications, it is of interest to know if the solution remains in a compact set as the weight matrix changes, i.e., the question is whether
remains bounded for a particular subset W of W + . It should be noted that boundedness does not hold for an arbitrary subset W of W + . Take for example A = (0 1) and let
This implies that (AW
AW is not bounded when W is allowed to vary in W + . See Stewart [24] for another example of unboundedness and related discussion. For the case where W is the set of positive definite diagonal matrices, Dikin [8] gives an explicit formula for the optimal π in (1.1) as a convex combination of the basic solutions formed by satisfying m linearly independent equations. From this result, the boundedness is obvious. If A does not have full row rank, it is still possible to show boundedness; see Ben-Israel [2, p. 108] . Later, Wei [28] also studied boundedness in absence of a full row rank assumption on A and has furthermore given some stability results. Bobrovnikova and Vavasis [6] have given boundedness results for complex diagonal weight matrices. The geometry of the set (AW A T ) −1 AW g when W varies over the set of positive definite diagonal matrices has been studied by Hanke and Neumann [18] . Based on the formula derived by Dikin [8] , Forsgren [10] has given boundedness results when W is the set of positive definite diagonally dominant matrices. We show boundedness for the set of weight matrices that are arbitrary nonnegative combinations of a set of fixed positive semidefinite symmetric matrices and the set of inverses of such matrices. As a special case, we then obtain the set of weight matrices of the form (1.2), which was our original interest. The boundedness is shown in the following way. In section 2, we review results for the characterization of π as W varies over the set of symmetric matrices such that AW A T is nonsingular. Section 3 establishes the boundedness when W is allowed to vary over a set of matrices that are nonnegative linear combinations of a number of fixed positive semidefinite matrices such that AW A T is positive definite. In section 4, results that are needed to handle the projection using the inverse weight matrix are given. In section 5, we combine results from the previous two sections to show boundedness for the π that solves (1.4) when M is allowed to vary over the nonnegative linear combinations of a set of fixed positive semidefinite symmetric matrices.
The research was initiated by a paper by Gonzaga and Lara [15] . The link to that paper has subsequently been superseded, but we include a discussion relating our results to the result of Gonzaga and Lara in the appendix.
Motivation.
Our interest in weighted linear least-squares problems is from interior methods for optimization and in particular for convex quadratic programming. There is a vast number of papers on interior methods, and here we give only a brief motivation for the weighted linear least-squares problems that arise. Any convex quadratic programming problem can be transformed to the form
where H is a positive semidefinite symmetric n × n matrix and A is an m × n matrix of full row rank. For x ∈ R n , π ∈ R m , and s ∈ R n such that x > 0 and s > 0, an iteration of a primal-dual path-following interior method for solving (1.6) typically takes a Newton step towards the solution of the equations
where µ is a positive barrier parameter; see, e.g., Monteiro and Adler [21, p. 46] . Here, X = diag(x) and similarly below S = diag(s). Strict positivity of x and s is implicitly required and typically maintained by limiting the step length. If µ is set equal to zero in (1.7) and the implicit requirements x > 0 and s > 0 are replaced by x ≥ 0 and s ≥ 0, the optimality conditions for (1.6) are obtained. Consequently, (1.7) and the implicit positivity of x and s may be viewed as a perturbation of the optimality conditions for (1.6). In a primal-dual path-following interior method, the perturbation is driven to zero to make the method converge to an optimal solution. The equations (1.7) are often referred to as the primal-dual equations. Forming the Newton equations associated with (1.7) for the corrections ∆x, ∆π, ∆s and eliminating ∆s gives gives rise to a sequence of weighted linear least-squares problems, where the weight matrix changes but A is constant.
In a number of convergence proofs for linear programming, a crucial step is to ensure boundedness of the step (∆x, ∆s); see, e.g., Vavasis and Ye [27, Lemma 4] and Wright [30, Lemmas 7.2 and A.4] . Since linear programming is the special case of convex quadratic programming where H = 0, we are interested in extending this boundedness result to convex quadratic programming. Therefore, the boundedness of
as X −1 S varies over the set of diagonal positive definite matrices is of interest. This boundedness property of (1.9) is shown in section 5.
Notation.
When we refer to matrix norms and make no explicit reference to what type of norm is considered, it can be any matrix norm that is induced from a vector norm such that (x T 0) T = x holds for any vector x. To denote the ith eigenvalue and the ith singular value, we use λ i and σ i , respectively. For symmetric matrices A and B of equal dimension, A B means that A−B is positive semidefinite. Similarly, A B means that A − B is positive definite.
The remainder of this section is given in Forsgren [10] . It is restated here for completeness. For an m × n matrix A of full row rank, we shall denote by J (A) the collection of sets of column indices associated with the nonsingular m×m submatrices of A. 
Background.
In this section, we review some fundamental results. The following theorem, which states that the solution of a diagonally weighted linear leastsquares problem can be expressed as a certain convex combination, is the basis for our results. As far as we know, it was originally given by Dikin [8] who used it in the convergence analysis of the interior point method for linear programming he proposed [7] . The proof of the theorem is based on the Cauchy-Binet formula and Cramer's rule. vector of dimension n, and let D be a positive definite diagonal n × n matrix. Then, The boundedness has been discussed by a number of authors over the years; see, e.g., Ben-Tal and Teboulle [3] , O'Leary [22] , Stewart [24] , and Todd [25] . Theorem 2.1 can be generalized to the case where the weight matrix is an arbitrary symmetric, not necessarily diagonal, matrix such that AW A T is nonsingular. The details are given in the following theorem.
Theorem 2.3 (Forsgren [10] ). Let A be an m × n matrix of full row rank, and let W be a symmetric n × n matrix such that AW A T is nonsingular. Suppose 3. Nonnegative combinations of positive semidefinite matrices. Let A be an m × n matrix of full row rank and assume that we are given an n × n symmetric weight matrix W (α), which depends on a vector α ∈ R t for some t. 
Hence, U T and U T have the same null space, which implies that the range spaces of U and U are the same. Therefore, there is a nonsingular r × r matrix M such that
Premultiplying this equation by U
T and postmultiplying it by U gives 
Proof. The result follows by applying Lemma 3.1 to each W i . It should be noted that U depends on the matrices W i . This dependence will be suppressed in order to not make the notation more complicated than necessary. From Corollary 3.2, we get a decomposition result for matrices that are nonnegative linear combinations of symmetric positive semidefinite matrices, as is stated in the following lemma. It shows that if we are given a set of positive semidefinite and symmetric matrices, W i , i = 1, . . . , t, and W (α) is defined as 
where U is any matrix in U and
Proof. Corollary 3.2 shows that we may write
where U is an arbitrary matrix in U and 
Furthermore,
where J (AU ) is the collection of sets of column indices associated with nonsingular m × m submatrices of AU , and U is associated with W i , i = 1, . . . , t, according to Corollary 3.2.
Proof.
Since α ≥ 0, it follows that D(α) 0. Consequently, det(D J (α)) ≥ 0 for all J ∈ J (AU ). Thus, the above expression gives
Since this result holds for all U ∈ U, it holds when taking the infimum over U ∈ U. To show that the infimum is attained, let 
The maximum of a finite collection of lower semicontinuous functions is lower semicontinuous; see, e.g., Royden [23, p. 51] , and the set U is compact by Corollary 3.2. Therefore, the infimum is attained (see, e.g., Royden [23, p. 195] ) and the proof is complete.
Note that Proposition 3.4 as special cases includes two known cases: (i) the diagonal matrices, where W (α) = n i=1 α i e i e T i ; and (ii) the diagonally dominant matrices, where
In both these cases, the supremum bound of (3.2) is sharp. This is because all the matrices whose nonnegative linear combinations form the weight matrices are of rank one. In that case, the minimum over U in (3.2) is not necessary since it follows from Corollary 3.2 that the columns of U are unique up to multiplication by ±1. Hence, D(α) may be adjusted so as to give weight one to the submatrix AU J for which the maximum of the right-hand side of (3.2) is achieved and to give negligible weight to the other submatrices. In general, when not all matrices whose nonnegative linear combinations form the weight matrix have rank one, it is an open question if the supremum bound is sharp. 
Inversion of the weight matrix. For a constant positive semidefinite matrix H, our goal is to obtain a bound on (A(H + D)
−1 A T ) −1 A(H + D) −1 when D is an(Y T W Y ) −1 Y T W Z = −((Z T W −1 Z) −1 Z T W −1 Y ) T and σ 2 i ((Y T W Y ) −1 Y T W ) = σ 2 i ((Z T W −1 Z) −1 Z T W −1 ) = 1 + σ 2 i ((Z T W −1 Z) −1 Z T W −1 Y ) = 1 + σ 2 i ((Y T W Y ) −1 Y T W Z), i = 1, . . . , s, σ i ((Y T W Y ) −1 Y T W ) = 1, i = s + 1, . . . , n − s.
Proof. The orthogonality of Q ensures that Y
and hence
proving the first part of the proposition.
Since Z 
The orthogonality of Q ensures that
We also have . . . , s. A combination of (4.2a), (4.3) , and (4.4) gives
An analogous argument applied to (4.2b), taking into account that 2s ≤ n, gives
The second part of the proposition follows by a combination of (4.1), (4.5), and (4.6).
In particular, Proposition 4.1 gives the equivalence between the Euclidean norms of a projection and the projection onto the complementary space using the inverse weight matrix, given that the matrices used to represent the spaces are orthogonal. This is shown in the following corollary.
Corollary 4.2. Suppose that an n × n orthogonal matrix Q is partitioned as
Further, let W + denote the set of n × n positive definite symmetric matrices, and let
Proof. If m ≥ n/2, the first statement follows by letting i = 1 in Proposition 4.1. The second statement is a direct consequence of the first one. If m < n/2, we may similarly apply Proposition 4.1 after interchanging the roles of Y and Z, and W and W −1 . As noted above, Corollary 4.2 states the equality between the Euclidean norms of two projections, given that the matrices describing the spaces onto which we project are orthogonal. The following lemma relates the Euclidean norms of the projections when the matrices are not orthogonal. 
If the Euclidean norm is used, the bounds in (4.7) can be expressed in terms of singular values of A and N since Y and Z are orthogonal matrices, i.e.,
A combination of Corollary 4.2, (4.7), and (4.8) gives the stated result.
If the weight matrix is allowed to vary over some subset of the positive definite symmetric matrices, it follows from Lemma 4.3 that the norm of the projection onto a subspace is bounded if and only if the norm of the projection onto the orthogonal complement is bounded when using inverses of the weight matrices. This is made precise in the following corollary. 
In particular,
Proof. The second statement follows by multiplying the inequalities in 
Inversion and nonnegative combination.
Let A be an m × n matrix of full row rank, and let Z be a matrix whose columns form an orthonormal basis for the null space of A.
. . , t, are given symmetric positive semidefinite n × n matrices. In section 3 the weight matrix was assumed to be the nonnegative combination of symmetric positive semidefinite matrices. This section concerns weight matrices that are the inverse of such combinations, i.e., where the weight matrix is the inverse of M (α). Further, if the problem is originally posed as the KKT system, cf. (1.4), 
. . , t, are symmetric positive semidefinite n × n matrices. Further, let r(α) and π(α) satisfy
Then, Proof. For α ≥ 0 and > 0, M (α) + I 0. Therefore,
is well defined. By Lemma 4.3 it follows that As a consequence of Theorem 5.1, we are now able to prove the boundedness of the projection operator for the application of primal-dual interior methods to convex quadratic programming described in section 1.1.
Corollary 5.2. Let H be a positive semidefinite symmetric n × n matrix, let A be an m × n matrix of full row rank, and let D + denote the space of positive definite diagonal n × n matrices. Then, 
The stated result follows by applying (5.6) with M i = e i e T i , i = 1, . . . , m, M m+1 = H, and letting α m+1 = 1.
For convenience in notation, it has been assumed that all variables of the convex quadratic program are subject to bounds. It can be observed that the analogous results hold when some variables are not subject to bounds. In this situation, M of (1.4) may be partitioned as 6. Summary. It has been shown that results concerning the boundedness of (AW A T ) −1 AW for A of full row rank and W diagonal, or diagonally dominant, and symmetric positive definite can be extended to a more general case where W is a nonnegative linear combination of a set of symmetric positive semidefinite matrices such that AW A T 0. Further, boundedness has been shown for the projection onto the null space of A using as the weight matrix the inverse of a nonnegative linear combination of a number of symmetric positive semidefinite matrices. This result has been used to show boundedness of a projection operator arising in a primal-dual interior method for convex quadratic programming.
The main tools for deriving these results have been the explicit formula for the solution of a weighted linear least-squares problem given by Dikin [8] and the relation between a projection onto a subspace with a certain weight matrix and the projection onto the orthogonal complement using the inverse weight matrix.
An interesting question that is left open is whether or not the explicit bounds that are given are sharp. In the case where all the matrices whose nonnegative linear combination form the weight matrix are of rank one, the bounds are sharp. In the general case, this is an open question. On a higher level, an interesting question is whether the results of this paper can be utilized to give new complexity bounds for quadratic programming, analogous to the case of linear programming; see, e.g., Vavasis and Ye [27, section 9] .
Appendix. Relationship to partitioned orthogonal matrices. In this appendix we review a result by Gonzaga and Lara [15] concerning diagonally weighted projections onto orthogonally complementary subspaces and combine this result with a result concerning singular values of submatrices of orthogonal matrices. It was these results in fact which lead to the more general results relating weighted projection onto a subspace and the projection onto its complementary subspace using the inverse weight matrix, as described in section 4.
Gonzaga and Lara [15] state that if Y is an n × m orthogonal matrix and Z is a matrix whose columns form an orthonormal basis for the null space of Y 
D ,
where D + is the set of positive definite diagonal n × n matrices. They use a geometric approach to prove this result. We note that Corollary 4.2, specialized to the case of diagonal positive definite weight matrices, allows us to state the same result. Furthermore, we obtain an explicit expression for the supremum by Corollary 2.2. The following corollary summarizes this result. The explicit expressions for the two suprema follow from Corollary 2.2. Hence, in our setting, we would rather state the result of Gonzaga and Lara [15] for any positive definite diagonal D. Subsequently, this result was superseded by the more general analysis presented in section 4.
