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Abstract
Allocation or scheduling of resources among various entities contending for their ac-
cess is one of the fundamental problem in engineering and operations research. To
design a large, scalable networked systems, scheduling algorithms are required to be
computationally very simple and distributed (or message passing). In this thesis,
we present a novel method to design performance optimal, simple and distributed
algorithms for a variety of scheduling problems. The algorithmic method is explained
in detail in the context of wireless medium access. However, it naturally extends to
essentially any instance of stochastic processing network (cf. [23]).
In a wireless network, multiple transmitters are attempting to utilize common
wireless medium for the purpose of communication. Due to nature of wireless com-
munication, two simultaneous transmissions may interfere with each other. To avoid
such destructive interference, a scheduling algorithm, known as medium access control
(MAC), is required. The question of (lesign efficient MAC has been extensively stud-
ied starting with the ALOHA network [1]. Although certain types of MAC algorithms
are used in practice (e.g. those confirming to IEEE 802.11)., a provably performance
efficient algorithm has remained mystery for more than four decades.
As an important contribution of this thesis, we resolve this challenge by presenting
a novel, randomized medium access control (MAC) that is provably performance op-
timal. Like the solutions utilized in practice, it is a "randomized" or "back-off-like"
algorithm and uses "carrier sense" information. This is the first instance of MAC
that is proven to be performance optimal for general interference topology. Our
solution blends the classical Metropolis-Hastings sampling mechanism with insights
obtained from analysis of time-varying queueing dynamics. Methodically, our theo-
retical framework is applicable to design of efficient distributed scheduling algorithms
for a wide class of combinatorial resource allocation problem in stochastic processing
networks, including scheduling in input-queued switches and optical core network.
Thesis Supervisor: Devavrat Shah
Title: Jamieson Career Development Associate Professor of Electrical Engineering
and Computer Science
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Chapter 1
Introduction
Contention resolution or scheduling is the primary algorithmic task for efficient re-
source allocation i.e. how to allocate given resources (or resolve the contention) be-
tween a variety of entities competing to access them. It naturally arises in a variety of
contexts. For example, scheduling is required for sharing bandwidth in the Internet
among users accessing it; for sharing access to fast memory between central processing
units (CPUs) in a multi-core computer processor; or for sharing the manufacturing
facility between different types of jobs. To implement such scheduling algorithms in
practice, they are required to be computationally simple, light-weight in data struc-
ture and distributed in order to scale with the system size in addition to obey a variety
of application-dependent technological constraints.
The primary purpose of this thesis is to develop such an implementable scheduling
algorithm in the context of stochastic processing network (cf. [23]), which has emerged
as a canonical model to capture resource allocation problems faithfully including those
mentioned above. In such a model, a collection of queues are served from a pre-
specified set of actions (or schedules). Each of these queues may receive exogenous
demand. Further, servicing of demand at each queue may lead to creation of demand
at another queue (i.e. multi-hop), or the serviced demand may leave the system (i.e.
single-hop). In this thesis, we shall focus on scenario where the collection of actions
are described through a set of linear inequalities over a discrete space. Specifically,
given a network of n queues, they can be allocated non-negative valued service rates
x = [Xi<i<n E Y-" such that
A-x<C, (1.1)
where A = [Aij] E R7" is a m x n matrix, C [C] E R' is a m-dimensional vector,
and E is a discrete set in R+.
The importance of high-performance scheduling algorithm design for such stochas-
tic processing networks constrained as per (1.1) has resulted in exciting progress over
the past few decades, cf. [30] [56] [39] [41] [10] [23] [50] [7] [54]. The key insight here
is that if contention resolution is framed as an appropriate optimization problem over
(1.1), then this will lead to the desired efficiency of network-wide operations. However
the optimization problem is computationally hard (even to approximate) in general,
since the underlying space of allocatable service rates x satisfying (1.1) may grow
exponentially with respect to n. More importantly, its parameters (e.g. queue-size)
change continuously over time. On the other hand, as we mentioned earlier, imple-
mentable algorithms in practice are required to use only local information or limited
resources in computation and communication. Therefore, this tension between imple-
mentation and performance needs to be resolved to architect large networked systems
well. This is the primary aim of efficient scheduling algorithms.
In this thesis, we wish to address this tension between performance and imple-
mentation of scheduling algorithm for generic stochastic processing network with
constraints of the type (1.1). Specifically, we shall utilize an example of wireless
networks to develop a generic method for designing simple, distributed and efficient
scheduling algorithms. In a wireless network placed in a geographic area, two users
interfere or contend with each other if they are nearby and do not interfere if they
are far apart. Such networks can be naturally modeled as queueing networks with
contentions modeled through independent-set constraints over the network interfer-
ence graph i.e. the independent-set polytope which is an instance of (1.1). Design of
(listriblutedl, efficient schedullig algorithms, called Medium Access Control (MAC) in
wireless networks. to resolve such contentions has been of great interest for the past
four decades. Its practical importance is currently reflected in IEEE standards (cf.
IEEE 802.11). As the main contribution of this thesis, we resolve the long standing
open problem (e.g. see [2] [32] [24] [17]) of designing a myopic, simple, distributed,
high-performance MAC algorithm for an arbitrary wireless network. Our framework
to design such an algorithm in wireless networks can be used for designing myopic,
efficient, distributed scheduling algorithms in generic stochastic processing networks.
Examples include high speed switches in Internet routers and wavelength allocation in
optical core networks, of which scheduling constraints are described by the matching
polytope and the loss network polytope, respectively. Both polytopes are instances
of (1.1). Methodically, our framework applies to a wide class of dynamic resource
allocation problems: its applicability is best explained by using an analogy of the
Metropolis-Hastings sampling method [40, 25] for statistical simulations.
In the following sections, we describe the MAC problem in detail. We will first
define a precise mathematical model of interest and relevant performance metrics
of scheduling algorithms. Then, we shall describe prior works as well as our con-
tributions. As we mentioned earlier, we will provide simple, distributed scheduling
algorithms of high performance in stochastic processing networks constrained as per
the independent-set polytope which is an instance of (1.1). More generally. we shall
also describe how our method is naturally extendable to design such algorithms in
generic stochastic processing networks.
1.1 Medium Access Control
The MAC problem is to design a distributed contention resolution (or multiple access)
algorithm for a network in which various subsets of these network entities interfere
with each other. For example, in wired local-area networks (such as the Ethernet net-
work), multiple users may want to communicate with each other onto one common
channel. If two or more users simultaneously send (or transmit) messages. then the
messages interfere with each other, and they are not transmitted successfully. In a
wireless network placed in a geographic area, transmission of two users interfere with
,See Section 5.1.1 for the precise definition of the loss network polytope.
each other if they are nearby and do not interfere if they are far apart. Such wired and
wireless networks mentioned above can be naturally modeled as queueing networks
with contentions modeled through independent-set constraints over the network inter-
ference graph i.e. the complete graph in wired networks and general graph in wireless
networks. The purpose of a MAC algorithm is to resolve these contentions among
transmitting nodes so as to utilize the network bandwidth efficiently while keeping
queues small. Naturally, the desired scheduling algorithm should be (a) distributed
since the network is not centrally controlled; (b) simple so as to be implementable
with minimal hardware requirement and (c) myopic i.e. utilize only the current and
minimal network state like queue-sizes and collision information, so as to be robust
against system dynamics.
1.1.1 Network Model
We consider a single-hop2 network of n queues, represented by set V = {1,. n}.
Queues receive packets (or work) as per exogenous arrivals and packets leave the
systei upon receiving service. Specifically, let Qi(T) E Z = {k E 2 k > O}
denote the number of packets in queue i at time C E Z+ and Q(r) =Q&T)]iiw
initially r = 0 and Q(0) = 03. We assume that arrivals happen at each discrete
time instance T E Z+ and let Ai (T) denote the number of packets arriving to queue
i at time T and A(-r) = [Ai(T)]. For simplicity, assume that for each i, Ai(r) is an
independent Bernoulli random variable with parameter Ai. That is., Ai() E {0. 1}
and Pr(Ai('r) 1) A for all i and T c Z+. Denote the arrival rate vector as
A =[Ai] 1<i<n.
Packets from queues are served or departed with unit rate subject to interference
constraints. Specifically, let G = (V, E) denote the inference graph between the n
queues, represented by vertices V {1.... n} and edges E, where (i, J) E E implies
that i and j can not transmit simultaneously since their transmissions interfere or
contend with each other. Formally, we use oi (r) E {0, 1} such that U (r) - 1 if i is
2We will also consider a multi-hop network later in Section 5.1
3Bold letters are reserved for vectors: 0, 1 represent vectors of all Os & all Is respectively.
transmitting (i.e. its transmission is successful) at time T and ui(T) = 0 otherwise.
Then, it follows that
0 [() = Oi(r)) E 1(G) {p = [pi] E {0, 1}" : pi + pj 1 for all (ij) E E}.
Equivalently, vector or) E {0, 1}" should satisfy the following linear inequalities (cf.
(1.1)): A -U(r) < 1 where one can define IEI x n matrix A to guarantee o(T) E 1(G).
The total number of packets served (or transmitted, departed) at queue i and time T
is
Di(r) = Ui(T)IQj(T)>o},
where I,., denotes the indicator function.
In summary, the model we describe above induces the following queueing dynam-
ics: for any T Z+ and 1 <i < n,
Qi(T + 1) = Qi(T) - Di(T)+ Ai(T)
= Qi (r) - ai (rF)Ij(T>>o)+ Ai(rF).
Although we consider unit-sized packets, discrete (i.e. synchronous, slotted) time-
domain and Bernoulli arrivals, these assumptions are not crucial: under the non-
packetized, continuous (i.e. asynchronous) time-domain or other stochastic arrival
processes, all MAC algorithis (possibly. under minor modifications depending on
different assumptions) we present in this thesis, we strongly believe, will have similar
performance guarantees. We also believe that their performance is robust even against
adversarial arrivals. See more details of this issue on robustness in Section 3.5.
1.1.2 Scheduling Algorithm & Performance Metric
In the network model described above, the key operational task is scheduling i.e. deci-
sion of o(T) C I(G) at each time instance r. The scheduling algorithm decides which
queues transmit simultaneously subject to interference constraints. A naive example
of such centralized scheduling algorithms is choosing o(r) uniformly at random in
T(G) each timer.
We are primarily interested in distributed scheduling, which we shall denote as
MAC: each queue i decides individually whether it attempts to transmit each time,
and its transmission become successful (i.e. oi (T) = 1) only when no interfering
neighbor attempts to transmit simultaneously. For example, suppose each queue
attempts to transmit with constant probability pi = 1/2 each time. Then, once
i attempts to transmit, it succeeds with probability 1/ 2 1"(01, where A(i) {j
(i, j) E E}. To design a cleverer MAC algorithm, i should update access probability
pi adaptively using its local information such as its queue-size Qj (-) or collision history.
In addition, we assume that queues (or nodes) have the delayed carrier sensing (or
listening) information, i.e. each queue knows at time r whether any of its neighboring
queues attempted to transmit at the previous time slot r -1. This information is
achievable4 in practice and the class of MAC algorithms utilizing this information is
called CSMA (Carrier Sense Multiple Access), i.e. nodes verify the absence of other
transmissions before transmitting.
From the perspective of network performance, we would like scheduling algorithms
to be such that queues in the network remain as small as possible for the largest
possible range of arrival rate vectors. To formalize this notion of performance, we
first. define the capacity region A as follows.
A Conv(I(G))
y E R': y < with a, > 0, and .a 1 (1.2)
ocI(G) cEI(G)
Intuitively, these bounds of capacity regions comes from the fact that any algorithm
should choose a schedule from 1(G) each time and hence the time average of the
'service rate' induced by any algorithm must belong to its convex hull. Therefore. it
is easy to verify that if arrival rate vector A is not inside of Conv(I(G)), no algorithm
4It can be achievable imnediately' in absence of hidden terminals and 'after exchanging
RTS/CTS' otherwise.
can serve it well i.e. soime queues should grow to be infinite.
Motivated by this, arrival rate vector A is called admissible if A E A. The network-
load p is defined as
p := inf{a : A C cA}.
Hence, A is admissible if and only if p < 1. We shall call that arrival rate vector A
is strictly admissible and the network under-loaded if p < 1 and equivalently A C A0,
where A" is the interior of A formally defined as
A" = {A E R : A < A* componentwise, for some A* c A}.
Now we are ready to (efine two performance metrics for scheduling algorithms.
Definition 1 (Throughput-Optimal) A scheduling algorithm is called throughput-
optimal, or stable., or providing 100% throughput, if for any A E A0 the (appropriately
defined) underlying net'wok Markov chain is positive recurrent.
Definition 2 (Delay-Optimal) A scheduling algorithm is called delay-optimal if
for any A E A0
lim sup E Qi((T) < c(p) - n, (1.3)
IT -> OO
where c(p) is soie finite constant which depends on network-load p < 1.
Roughly speaking, throughput is the first order metric while average-delay or queue-
size is the second order metric. The throulghput-optimality as defined above requires
the system to be positive recurrent, i.e. effectively existence of non-trivial stationary
distribution. However, in principle the average-delay or queue-size of a throughput-
optimal algorithm may be infinite. In contrast, the delay-optimiality insists on finite-
ness of average queue-size.
1.1.3 Related Work
For the past four decades starting with the design of the Aloha network [1], researchers
have addressed the question of designing MAC algorithms in various setups. Specif-
ically, these setups vary in terms of (1) time scaling, i.e. slotted or synchronous
versus asynchronous; (2) interference topology, e.g. one common channel (complete
graph), bipartite graph with primary interference constraint or arbitrary topology;
(3) available information such as explicit message-passing, instant or delayed carrier
sense/collision information; (4) assumptions on arrival process, e.g. saturated system,
exogenous stochastic or adversarial arrivals, etc. Due to its long and rich history, it
will be impossible for us to provide a complete history. Instead, we shall describe a
few relevant results. We categorize prior MAC algorithms into two types: random
access algorithms and optimization based algorithms.
Random Access Algorithms
We start with the classical setup, which relies on the slotted (i.e. discrete, syn-
chronous) time-domain, unit-sized packets and the complete graph interference topol-
ogy (i.e. one common channel). The research in this setup evolved into two branches:
(a) Queue-free model and (b) Queueing model. Most of prior algorithms studied in
both models are of random access style, using collision or busyness of the channel as
a signal of congestion and then reacting to it using a simple randomized rule. For
example, in popular back-off algorithms (or protocols), every user (or packet, queue)
which has been unsuccessful k times in its transmission attempts to transmit (inde-
pendently) with probability I/p (k) for some increasing function p. For the queue-free
model, inefficiency of certain class of random access algorithms are established by
Kelly and McPhee [30, 32, 36], Aldous [2], Goldberg, Jerrum, Kannan and Paterson
[18] and Tsybakov and Likhanov [57], where the last one show that no random access
algorithm in the queue-free model makes the system stable (i.e. positive recurrent) if
network load p > 0.568. On the positive side for the queue-free model, Mosley and
Humblet [44] provides "tree-protocol" which achieves network-load p < 0.487. For
the queueing model, a notable positive result is due to Hastad, Leighton and Rogoff
[24]. who establish that a (polynomial) version of the standard back-off algorithm is
throughput-opt imal i.e. achieves network-load p < 1. There are many other results on
both Queue-free and Queueing models; we refer an interested reader to Ephremides
and Hajek [13] and the online survey by Goldberg [17].
Beyond the complete graph interference topology, Goldberg and MacKenzie [19]
prove that polynomial back-off algorithms are throughput-optimal in the bipartite
interference graph topology (i.e. multiple clients and servers). Gupta and Stolyar [21]
and Stolyar [54] consider a general interference topology and propose random access
algorithms where access probabilities are designed using queueing information. Their
algorithm can achieve a certain (not complete) throughput-optimal property under
assuming that all queues in the network are saturated, i.e. unlimited number of pack-
ets are available for transmission at any queue at any time. Another class of random
access algorithms in general topology is based on the carrier sensing information. Ery-
ilmaz, Marbach and Ozdaglar [37] showed that with a particular interference model
("primary interference model"), properly choosing the access probabilities in CSMA
can achieve the maximum throughput in the asymptotic regime of small sensing de-
lay and large networks. A related work by Bordenave, McDonald and Prouti6re [6]
analyzes the 'capacity' of large network (or mean field limit) for a given set of access
probabilities.
Optimization based Algorithms
The maximum weight algorithm (MW) proposed by Tassiulas and Ephremides [56]
provides a myopic, throughput-optimal solution (centralized though) to reach the
contention resolution in general interference topology. This algorithm suggests to
schedule non-interfering nodes (i.e. an independent set in the interference graph)
with the maximum sum of queue-sizes. The throughput-optimality of MW is highly
robust against various scenarios (fixed, dynamic or adversarial arrival) and even dy-
namic network topology across a variety of network models (cf. [5]). Variants of this
algorithm have good delay properties (cf. Shah and Wischik [52, 8. 48, 49]). How-
ever, such algorithms requires to solve a NP-hard problem per every time slot, hence
are difficult to implemeiit. Maximial scheduling or Longest-Queue-First algorithm are
low-complexity alternatives to MW, but they achieve only some fraction of the maxi-
mal throughput region [4] [38] [28] [35]. Parallel Iterative Matching [4] and iSLIP [38]
were shown to be 50% throughput-optimal [9]. Subsequently, Kumar, Giaccone and
Leonardi [34] and Dimakis and Walrand [11] identified sufficient conditions on the
network topology for throughput-optimality. Those conditions were further analyzed
to obtain fractional throughput results about a class of wireless networks by Joo,
Lin and Shroff [28] and Leconte, Ni and Srikant [35]. These algorithms are generally
not throughput-optimal and require multiple rounds of message exchanges between
nodes.
Simpler or distributed implementations of MW has been also extensively studied.
Randomized versions of MW by Tassiulas [55] and its variant by Giaccone, Prab-
hakar and Shah [16] provide a simpler (centralized though) implementation of MW
for input-queued switches (i.e. the bipartite interference topology) while retaining the
throughput property. A distributed implementation of this algorithm based on dis-
tributed sampling and distributed (a la gossip, cf. Shah [46]) summation procedure
was proposed by Modiano, Shah and Zussman [42]. However, this algorithm, though
distributed, require high information (or message) exchanges for each new scheduling
decision and are not applicable to the general inference network.
In a recent work, Jiang and Walrand [27] propose a CSMA-type algorithm which
determines the access probabilities using arrival rate information (instead of queue-
size). The authors show that given fixed arrival rate A, there exist constant access
probabilities in CSMA, which lead to the throughput-optimality. The desired ac-
cess probability is a solution of a certain network-wide optimization problem with
parameter A, and possible to obtain in a distributed manner without any explicit
message exchanges between nodes in the network. The key issue in designing such
distributed algorithms lies in finding appropriate updating periods of access proba-
bilities so that it will eventually converge to the desired one. Recently, this algorithm
with appropriate updating period was established to be rate-stable (a weak notion
of throughput-optimality) by Jiang, Shah, Shin and Walrand [26]. The key in [26]
was to be able to learn appropriate parameters over a bounded set (which is assumed
to be known) in presence of randomness by means of appropriate updating scheme .5
'It should be noted that the updating scheme of [27]. as it is, can not guarantee any such
However, the performance of this algorithm is inevitably sensitive to the assumption
of fixed arrival rate A and fragile in presence of dynamic arrivals: the accumula-
tion of prior arrival information is necessary for the system to learn A. Further, an
ideal algorithm should be myopic (such as classical random access algorithms) and
do not require such additional time-separation (i.e. pre-decided updating periods) or
requirement of fixed system parameters.
Summary
Random Access Algorithms Optimization based Algorithms
Performance Poor or difficult to analyze Good and relatively easier to analyze
Implementation Easy Inherently hard
Table 1.1: Comparison of two types of prior MAC algorithms known in the literature.
In summary, the first type of random access algorithms is simple, elegant, myopic
hence easy to implement in practice. However, in general interference topology, such
algorithms are known to to be notoriously hard to analyze or known versions seem
poor in performance. On the other hand, the second type of optimization based
algorithms are more promising to understand interactions in coupled interference
constraints, but all prior algorithms based on optimization either require a lot of
message-passing and hence difficult to implement or inherently poor in performance.
An ideal algorithm would be random access based and essentially perform as well
as the MW algorithm by implicitly simulating it. A priori it is not clear whether
such a solution exists. Specifically, it is not obvious if there is a randomn access based
algorithm which is both throughput and delay optimal. For this existential question,
the recent work of Shah, Tse and Tsitsiklis [47] provides an impossibility result in
terms of delay performance: they show that the average-delay of any (distributed
and centralized) algorithm of polynomial complexity in a general interference graph
cannot be polynomial with respect to the network size unless NP C BPP. However,
it may still be possible to have a throughput-optimal random access based algorithm
optimality.
for arbitrary interference topology and in addition delay-optimal for a restricted class
of interference topology.
1.2 Contribution & Organization
The main contribution of this thesis is to design a throughput-optimal MAC algorithm
for arbitrary interference topology, which is presented in Section 4. The algorithm is
myopic, simple, elegant and of random access based, where access probabilities are
decided by local queues-size information in addition to the carrier sensing information
i.e. knowledge of whether neighbors attempts to transmit or not (at the previous time
slot). Philosophically, our algorithm design is motivated by a certain (approximate)
product-form distribution that can be characterized as the stationary distribution of
a simple and distributed Markovian dynamics over the space of schedules. More-
over, we show that a variant of this algorithm (with minor modification allowing
minimal message passing) achieves delay-optimality in "practical" wireless networks,
where the interference topology is not completely arbitrarily, but has some geometry.
(Hence, it does not contradict the impossibility result [47] which does not consider
such geometry.) Our method to design such MAC algorithms in wireless networks
is widely applicable to design distributed scheduling algorithms of high performance
for dynamic network resource allocation in general stochastic processing networks. In
what follows, we describe our contributions in more details, where we will explicitly
denote their essential components as C1, C2, etc.
In Section 3, we first present the skeleton of our algorithm design utilizing the
carrier sensing information and parameterized by node weights: each node (or queue)
maintains its (dynamic, adaptive) weight to decide its access probability. Then,
we provide two choices of weights based on queue-size information in addition to
minimal message passing i.e. exchanges of one number (or bit) between interfering
neighbors each time. The first one in Section 3.2 is for throughput-optimality in
generic interference topology and the second one in Section 3.3 is for delay-optimality
in geometric interference topology.
To design weights in Section 3.2 and 3.3, we start by characterizing the stationary
distribution of Markovian dynanics induced by the algorithm given "fixed" weights.
The main novelty for such characterization is that
C1. We approximate a non-reversible dynamics by a known reversible dynamics that
has product-form stationary distribution.
The characterization naturally suggests selecting weights as some function of queue-
sizes so that the algorithm simulates MW for the desired high performances. However,
the characterization obtained under assumption of fixed weight is far from being
applicable to the case of queue-based weights since queue-sizes are changing. For this
issue, our main idea is to design weights carefully such that when queues become
large, weights change very slowly, i.e. "almost" fixed. To formalize this idea and
justify the characterization even under time-varying queue-based weights,
C2. We analyze the mixing time of (slowly) time-varying Makrovian dynamics.
Since the changing speed of weights should be slowed down depending on the maxi-
mum queue-size in the entire (or local) network, each node should have the knowledge
of such maximum queue-size to decide its local weight. This requires minimal mes-
sage passing for each node to maintain some estimation of such global information,
maximum queue-size.
As we discuss in Section 3.5, due to the myopic nature of our algorithm design and
weights, its performance is not sensitive against a variety of underlying assumptions
and setups, such as fixed, dynamuic arrivals and synchronous, asynchronous time-
domain. In Section 3.4. we report several simulation results to support our theoretical
results about performance of our algorithm as well as to provide comparisons in
different choices of weights.
In Section 4, we provides an additional simple Markovian mechanism so that the
entire algorithm achieves the throughput-optimality without any message passing.
This is inspired by the possibility of learning neighbors' queue-sizes (or weights)
utilizing the carrier sensing information. In other words, each node can guess its
neighbors' queue-sizes by observing how often they attempt to transmit: if queue-
sizes are larger, they tend to attempt more frequently. Motivated by this intuition,
C3. We provide a simple mechanism to learn the maximum queue-size implicitly.
Under the learning mechanism, nodes of large queues slow down the changing speed
of their neighbors' weights. Such 'slow-down' effects propagate between neighbors,
hence all weights in the entire network eventually will be slowed down. This simulates
the main idea we describe in the previous paragraph, i.e. when the maximum queue-
size is large, the system slowly changes. However, the important difference is that
now the learning mechanism propagates the knowledge of maximum queue-size to
the entire network without any message passing. This learning mechanism induces
additional Markovian dynamics which is coupled with the original one, which provides
additional technical challenges for the throughput-optimal analysis. We explain its
details in Section 4.
In Section 5, we describe how our framework we use to design MAC algorithms for
wireless networks is generally applicable to other instances of stochastic processing
network. We consider two representative models, multi-hop wireless networks in
Section 5.1 and buffered circuit switched network in Section 5.2. The latter model
shows that algorithms designed by our framework are not only efficient, distributed
but also applicable even beyond MW. We discuss its details in Section 5.2.
We start with necessary notations and technical backgrounds in the next section.
Chapter 2
Notation and Background
2.1 Notation
We will reserve bold letters for vectors: e.g. u = [ui] (or u = [ui11<i<d) denotes a
(d-dimensional) vector; 0 and 1 represent vectors of all Os and Is, respectively. We
identify 0-1 vectors as sets. For example, 0 = 0 and denote i E u to mean ni =1 for
given u [uij E {0. I}d and 1 < i < d. Given a function f : R -+ R, by f(u) we
mean f(u) = [f(u)]. For any (random) vector u = [u.], we define
E[u] := [E[ui]], umax := max u, and Umin : minu.
1 i
Using this notation, one can easily check that from the linearity of expectation, E[u-
P] = E[u] -P, where P is some (fixed) matrix. Z and R (Z+ and R+) denote sets of
(non-negative) integers and real numbers, respectively. Function f : R -> R is called
k-Lipschitz if If(x) - f(y)I kIx - y1. Random variables {A(T) : r = 0, 1, 2... } is
k-Lipschitz if IA(r) - A(T + 1)1 < k with probability 1 for all T E Z+.
2.2 Finite-State Markov Chain
A Markov chain is a discrete random process where the decision of next state depends
only on the current state. Formally, a set of random variables {X(T) : r = 0. 1 .... }
is a Markov chain if for all T > 0,
Pr(X(r + 1) = x | X(0) = Xo, ... , X(r) zXT)
We will also use the following equivalent notation:
Pr(X(T +1) 1 X(),..., X(T)) = Pr(X(T + 1) 1 X(T)).
The possible values of X(r) forms a countable set, called the state space, which
usually is denoted by Q (if it is finite) or X (if it is infinite) in this thesis. Unless
stated otherwise, Markov chains of our interest will be time-homogeneous i.e. for all
T> 1 and x, y E Q,
Pr(X(T) = x I X(T 1) = y).
Therefore, one can define IQ| x IQ| matrix P, called (probability) transition matrix
of the Markov chain, as
Pxy = Pr(X(-+1)=y | X(r)=x).
If we let p(T) = [p(T)] e R'I denote the distribution of X(T), it follows that
P(T + 1) = p(T) - P
where - is the matrix multiplication.
and pt(T) = P(0) - P
In this thesis, we will call a Markov chain
{X(T) : T = 0, 1,., } with transition matrix P simply as Markov chain P.
2.2.1 Ergodicity and Reversibility
Markov chain P of state X(r) is called irreducible if for any x, y E Q there exists an
T > 0 such that Pr(X(r) = x | X(0) = y) > 0. In other words, if P is irreducible, it
is possible to get to any state from any state. Markov chain P is called aperiodic for
= Pr(X(r + 1) = x I X(T) = X,).
Pr(X(r + 1) = x I X(rF) = y) =
any x E Q
gcd{T: Pr(X(r) = x I X(O) = X) > 0} = 1.
If P is irreducible and aperiodic, then it is known that there exists a unique
stationary distribution 7 = [X] E R{Q and it is ergodic i.e. limToc(PT), = x, for
any x. y E Q. Hence, it follows that
lim 1(T) = nim p(O)P T =T.
The adjoint of P, also known as the time-reversal of P, denoted by P* is defined
as follows:
P* = "YX for all x, y c Q. (2.1)
By definition, P* has jT as its stationary distribution as well. If P = P* then P is
called reversible or time reversible. For any P (which may not be reversible), it is
easy to check that P+P* and PP*, called reversibilizations of P, are always reversible.
In addition, if P is reversible, all eigenvalues {Ai} of P are real and Ai c [-1, 1] for
all i. We define Ap, called spectral-gap of P, as
Ap := 1 -max{A 2 , Amin|},
where A2 and Amin are the second largest and first smallest eigenvalues of P.
2.2.2 Mixing Time
The notion of mixing time is to measure how fast finite-state ergodic Markov chain
P converges to its stationary distribution w. Equivalently, the mixing time of P
denotes the smallest T to guarantee that p(T) = p(O)PT is 'close' to ir. To define the
notion of 'closeness' between two distributions, we introduce the following definition
of distances in probability distributions.
Definition 3 Given two probability distributions v and y on a finite space Q, we
define tle follo'wing two (istances. The total variationt distance, denoted as ||v - p||Ty.
||V -p|TV = ) |V, - P,\ I.
XEQ
The x 2 distance, denoted as 1 ,s
2,p
I- E Yx(VX 1)2.
SXEQ
We imake note of the following relation between
the Cauchy-Schwarz inequality. we have
1
-- 1
the two distances defined above: using
> 2 ||v- p||Tv .
In the past few decades, existing techniques have been developed to bound the
ixing time of finite-state Markov chains, for example spectral methods, coupling
arguments, geometric methods (conductance), stopping rules, logarithmic Sobolev
(entropy) constant, etc. We refer an interested reader to the survey paper [43]. Here,
we present one such technique, based on spectral-gap.
Theorem 1 [43, Corollary 1.14J For given Markov chain P, E > 0, and distribution
y on Q,
piP
-- 1 < E,
21
for T > log)pp* E min
From the above theorem and (2.2), one can obtain the following corollary.
Corollary 2 For given Markov chain P, E > 0, and distribution [t on Q,
|pPT - "r|T| < E, 21for T > log .
- PP* 2E7min'
2.2.3 Example : Glauber Dynamics
In this section, we introdlue an example of finite-state Markov chains, which will
play a crucial role to establish the performances of MAC algorithms in this thesis. In
- 2q1 ~jui -
'I
(2.2)
addition, we will state and prove useful properties of this Markov chain, including a
bound on its mixing time.
Suppose we have a graph G = (V, E) where V = {1...,n}. Independent sets
I(G) of G is defined as
I(G) := {p = [p] C {0., 1}" pi + p3 < 1 for all (i, j) E E}.
Hence, o E 1(G) only if any two vertices (or nodes) i and j in a (i.e. i and j with
ai = a = 1) does not share an edge in G. Now we consider a Markov chain on
I(G) x {0, 1}", where its transition rule for next state (a', a') given current state
(o., a) is described below.
Description of P
1. Every vertex i tosses an independent fair coin. Let ri E {0., 1} be its outcome:
i (0 with probability 1/2
I otherwise
2. For each vertex i, a'
if a3 - 0 for all j E 1(i)
otherwise
3. For each vertex i. set a' as follows. Note that a' may be re-set below.
3-1. If ai = 1, then
(0.0)
(1. 1)
with probability 1/Wi
otherwise
3-2. Else if aj = 0 for allj E (i), then
1
0
if a' = 1 and a' = 0 for all j EN(i)
otherwise
3-3. Otherwise, (u., a') = (0, 0).
In above, 1, . . . 1 W, are some positive numbers with W7 > 1 for all i. It is easy to see
0
that a' E I(G), hence the above random rule provides a Markov chain of transition
matrix with underlying (finite) state space Q C 1(G) x {0, 1}". Furthermore, one
can observe that for two different states x = (a, a) and x' = (a', a') in Q,
P2Xi - c(x, X') . (2.3)
iEa\0' ,Eoflo'
where c(x, x') is equal to 1/ 21{i :a 1 O and a' il1 if a U a' E 1(G) and 0 otherwise.
Stationary Distribution
We first provides an explicit characterization for the stationary distribution ir of P.
We claim that for any (a, a) c Q c 1(G) x {0, 1}", there exists a function U : Q -+> R
such that
cx ealog W+U(a,a) and 0 < U(a, a) < n log 2.
To show (2.4), we consider another Markov chain P' on Q. For a current state
(a, a), the next state (a'. a') under P' is decided as follows.
Description of P'
1. Every vertex i tosses an independent fair coin. Let ri E {0, 1} be its outcome:
0 with probability 1/2
I otherwise
2. If 3 i C V or (i, j) E E such that (oT. r7) = (1, 0) or (ai, rj) = (1, 1), then
(a' .a') = (a, a).
3. Otherwise, (-'. a') is decided using the same rule with P using the random
coin ri.
The essential difference between P and P' is that some random coins in P do not
affect the transition rule to the next state. while all random cois in P' make their
T(o,a) (2.4)
corresponding effects. Specifically, if vertex i has neighbor j with aj = 1, the next
transition deciding (o', a') in P is independent from the random coin ri of i, while
(a', a') should be equal to (o, a) under P' if ri = 1. Under this observation, it is easy
to observe that for two different states x = (a, a) and x' = (a', a') in Q,
PXX, -
1 inor , ~ lEoo, ( I (2.5)
otheriwse
Using (2.5), we observe that P' is a reversible Markov chain on Q with the following
stationary distribution -r'.
(2.6)rg oc W(c) HW = e aog W
ica
This is because the reversib~ility condition (2.1) is easily verifiedl using (2.5) and (2.6).
Now we will prove (2.4) by comparing P and P'. From (2.6), it suffices to show
the existence of function U : Q -+ R which satisfies
oc eC ')
7T(a,a)
To this end, first observe that
and 0 < U(o, a) < n log 2.
PXX, > 0 if and only if PX' , > 0.
for two different states x = (o-, a) and x' = (a', a') in Q. Thus, one can define a
directed graph g = (V, E) as V = Q and (x, x') E S if Px, > 0 (and P' , > 0).
Markov chain tree theorem (cf. [3]) with (2.8) implies that
iiFX cc >3
ir c
TEx
H
(y,z)ET
Pyz
J P'2,
(yz)ET
(2.7)
(2.8)
if o- U a-' E I(G)
where T, denotes the set of all directed spanning trees of g rooted at x = (a, a). Using
the above characterizations with (2.3) and (2.5), one can check that the following U
satisfies the desired (2.7) as follows.
log 1 < U(a, a) :=log ,Tc-T H(y.z)C  P z
ETxH(y.z)E-T yz
< log 2,
since Pyz/P'z is lower and upper bounded by 1 and 2n, respectively.
Mixing Time
We state and prove the mixing property of P.
Lemma 3 If Wmax > 2 and E E (0, 1/2), then for any distribution y- on T(G),
pP T _ -W||TV < E,
for all T > Tmix(E, n, Wmax) =4(Wmnax)1 " - log (Wma.) 4 n
Proof. First observe that from (2.4) and Wmax > 2,
'F.11i >
1
Q| -en log Vymax+n log 2
1
(U max)
1
(Vmax
4 4 . (2.9)
Recall that App= 1 max{A2 , |Amin|}, where A2 and Amin are the second largest and
first smallest eigenvalues of PP*, respectively. From Corollary 2, it suffices to show
that
A2 < 1 -
2(Wmjnax) 16 "
+ (.
2 (W/max) 16n
(2.10)
(2.11)
since 1/rmin < (Wmax) 4 " from (2.9).
First consider (2.10). By Cheeger's inequality [12, 51), it is well known that
()2
< 1 - .A2 2
Amain
In above, <b is the conductance of PP*, defined as
. Q(S, SC)
SCQ:,T(S)<! jr(S)r(Sc)'
where Sc = Q\S, Q(S, Sc) = E QYeQ irx(PP*)xy. We observe that
( > min Q(S, Se) > min wx(PP*)xyScQ (PP*)y#o
> 7Tmin. minl (PP*),y > 7Tmin - min P min P*(PP*)y#0 Pry#O P,* #0 -
(a) 1 1 1
(1max)4n 2n(Wmax)n 2n (Wmax)l
1
- (Vmax) 8 n
where (a) is from (2.9) and (2.3). Therefore, (2.10) follows.
Now it suffices to prove (2.11) to complete the proof of Lemma 3. This easily
follows from the observations that (PP*)2 ;> 2 -2n for all x E Q and Amin >_ 1 +
2minx(PP*)xX.
2.3 Infinite-State Markov Chain
In this thesis, our MAC algorithm will induce an appropriate (network) Markov chain
on infinite (but countable) state space X, and the main interest would be understand-
ing on ergodicity of this Markov chain. The notations. such as irreducibility, aperi-
odicity and transition matrix, introduced in Section 2.2 do extend naturally to the
case of infinite-state Markov chains. However, when the underlying state space X is
infinite, we need an addition property of Markov chain to guarantee the ergodicity.
In the following sections, we introduce this additional notion of positive recurrence as
well as a popular technique, called the Lyapunov and Foster criteria, to prove this
property.
2.3.1 Ergodicity and Positive Recurrence
A state x E X is said to be recurrent if
Pr(Tx = oc) 0,
where random variable Tx is defined as
Tx := inf{r '> 1 : X(T) X : X(O) = X}.
In other words, x is recurrent if, given that we start at x initially, we will return to i
with probability 1. The return time Tx is also called the hitting time.
Even when Tx is finite with probability 1. the expectation of Tx may not be finite.
A state x C X is said to be positive recurrent if the expectation of Tx is finite i.e.
E[T] < oo.
Otherwise, state x is null recurrent. A Markov chain of state space X is called positive
recurrent if all states in X is positive recurrent. One can verify that if a Markov chain
is irreducible, all states are either positive recurrent or null recurrent.
If a Markov chain of transition matrix P is irreducible, aperiodic and positive
recurrent, it is well known that there exists a unique stationary distribution -r on X
such that
lim (PT)XY = _rY, for any x, y C X.
Furthermore. Ir = 1/TY.
2.3.2 Lyapunov and Foster Criteria
Here we introduce a well known criteria for establishing the positive recurrence based
on existence of a "Lyapunov" or "Energy"' function. Let L : X - R+ be a measurable
function such that sup ex L(x) = oc. h : X - Z+ denotes another measurable
function that is to be interpreted as a state-dependent "stopping time". The drift of
L in h steps is said to be
E[L(X(h(x))) - L(X(O)) I X(O) = x] = Ex[L(X(h(x))) - L(X(O))],
where we use a simplified notation Ex[-] := E[-|X(O) = x]. We state the following
known theorem in [14], which provides a sufficient condition, betweenl Lyapunov func-
tion, stopping time and negative drift, to guarantee the positive recurrence of Markov
chain.
Theorem 4 For any K > 0, let B, = {x : L(x) < K}. Suppose there exist functions
h, k : X -> Z+ such that for any x E X,
E [L(X(h(x))) - L(X(0)) I X(0) = x] < -k(x),
that satisfy the following conditions:
(L1) infxex k(x) > -oo.
(L2) lim inf Lx, k(x) > 0.
(L3) supL(x)<- h(x) < oc for all > 0.
(L4) liM sup tct h(x)/k(x) < 00.
Then, there exists constant rzo > 0 so that for all no < K, the following holds:
Ex [TB] < 00,
sup Ex [TB] < oo,
XGBn
for any x E X
where TB, := inf{r : X(T) E B,} i.c. the first return tinc to B,. In other words, B,
is positive recurrent.
Theorem 4 implies that if (Li) - (L4) are satisfied and B, is a finite set, the Markov
chain is positive recurrent.
2.3.3 Example: Maximum Weight Algorithm
Under the model we describe in Section 1.1.1, the maximum weight (MW) algorithm
proposed by Tassiulas and Ephremides [56] suggests to choose a schedule o(r) E T(G)
every time step w Z+ as follows:
o-(T) E arg max Q(T) - p.
pEI(G)
In other words, the algorithm changes its decision utilizing the information Q(r).
Now we will establish the positive recurrence of the network Markov chain {X (T) }
{Q(T). o-(T)} induced by MW, using the Lyapunov drift criteria of Theorem 4 when
the arrival rate is admissible, i.e. A e A". To this end, the standard choice of Lya-
punov function L is known to be
L(X(T)) = Qi(T) 2 .
Using this, it follows that
Ex [L (X(1)) - L (X (0))] Ex Q (1) 2 - Qi (0) 2
- EX [ (Q (1) - Q (0))(Qi(1) + Qi(0))]
2EX Ai -Q(0) + Ex [A1
< 2Ex AS Q(O) +n,
where Ai := Qj(1) QI(O) E [-1, 1]. Therefore, we obtain
Ex[L(X(1)) - L(X(0))] < 2E XzAi-Qi(o) +n
< 2EX [ (Aj(O) - o(O)I{Qao)>o}) -Q(O)1 + n
(a)
< 2 (A - Q() - o(O) - Q(O)) + n
(b)
< 2 (1-E) max Q(O) -p -max Q(0)-p +n
pEI(G) pe I(G)
= -2E max Q() - p+n
pEI(G)
S-2 E - Qmax() + n, (2.12)
where (a) is from Ai(T) is an independent Bernoulli random variable of mean A2 and
I{Qi(T)>O} - Qi(r) = Qi(T); (b) is from the maximum weighted schedule -(r) and
A E (1 - E) Conv(I(G))- for some E > 0. (2.12) implies that the choices of h(x) = 1
and k(x) = 2E - Qmax(0) - n for x = (Q(0), o(0)) in Theorem 4 satisfy the desired
conditions (Li) - (L4), hence the network Markov chain is positive recurrent.
A natural generalization of this, called MW-f algorithm, that uses weight f(Qi(-))
instead of Q(-) i.e.
a-(T) E arg max f(Q(T))-p.
pEI(G)
For an increasing non-negative function f with f (oc) = oc, MW-f is also throughput
optimal (cf. see [53, 48, 49]). The proof strategy for MW-f is almost identical to that
of MW except for use of a different choice of the following Lyapunov function:
L(X()) F(Qi(r)),
where F =ff
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Chapter 3
Medium Access Control with
Minimal Message Passing
In this chapter, we will present two MAC algorithms which perform minimal mes-
sage passing. i.e. exchanges of one number (or bit) between interfering neighbors each
time. The first one, which we call MAC 1, in Section 3.2 is for throughput-optimality
in generic interference topology and the second one, which we call MAC 2. in Section
3.3 is for delay-optimality in geometric interference topology. They share the com-
mon algorithmic skeleton, where each node has its own adaptive weight to decide its
access probability. We describe the common skeleton in Section 3.1, and provide two
appropriate choices of weights in Section 3.2.1 and 3.3.2 so that they achieve their
targeted performances i.e. throughput-optimality or delay-optimality.
3.1 Description of MAC Algorithm with Adaptive
Weights
As we describe in Section 1.1.1, we consider the discrete (slotted) time-domain i.e.
each node decides whether attempts to transmit or not each time - E Z+. All MAC
algorithms we present in this thesis have the following same skeleton with minor
differences to maintain node weights W(r) = [11()]. At every time step T E Z+,
each node (queue) i does the following.
Description of MAC Algorithm
1. If the transmission of i was successful at time r - 1.
i attempts to transmit with probability 1 - 1/Wi(T).
2. Else if no neighbor of i attempted to transmit at time r - 1 and Wi(r) < OC,
i attempts to transmit with probability 1/2.
3. Otherwise, i does not attempt to transmit.
We use a(r) = [a (r)] and U(T) = [af(T)] to mean that at time T
ai r) 1 if i attempts to transmit
0 otherwise{ I if i transmits successfully
0 otherwise
Hence, one can observe that (Ou(r), a1 Qr)) E {( 0,0). (0, 1), (1, 1)} i.e. (OQ(r), a2Qr)) is
not possible to be (1, 0). Further, 9i r) = 1 if i attempts to transmit at time r
and no neighbor attempt simultaneously i.e. ai(T) = 1 and ay(T) = 0 for all j E
A(i). We assume the delayed carrier sensing information i.e. every node i knows
whether its neighbors attempted to transmit or not at the previous time slot. Due
to this information, i always succeed in its attempt if its previous transmission was
successful. Collisions between attempts of neighbors only happen when they start to
transmit. If W(r) = W is fixed and finite, the Markovian evolution of {a(r), a(T)}
exactly follows the Markov chain P described in Section 2.2.3. On the other hand. if
I'V&r) = oc. i becomes frozen i.e. oa(r) = u(Tr - 1). Such an infinite weight is only
considered in MAC2 presented Section 3.3. The following figure provides a pictorial
description of our algorithm: at time T, each node i decides ai(r) and Ui(T) as
a- (7-) - 1 wp1- v__0 otherwise
No
Toss a coin N i(Tail
Head
3 j c K(i) such that aj(r - 1) =1 ?
- a1() = 0
es
No
0 and if] j E N(i) such that aj(r) = 1
I otherwise
In following Sections 3.2 and 3.3, we will design weights W(r) as some function
of queue-sizes at time r. The choice of W(T) in Section 3.2 is always finite and
for throughput-optimality in general interference topology. That in Section 3.3 is
for delay-optimality in some geometric interference topology i.e. precisely polynomial
growth structure. In both designs, computing W (r) at node (or queue) i will requires
to estimate the maximum queue-size in the entire network (or local neighborhood).
For this reason, some additional message passing is required (minimal though).
3.2 Throughput-Optimality in General Topology
In this section, we describe how to design an appropriate weight W(T) using queue-
sizes for throughput-optimality of the algorithm described in Section 3.1. To establish
the throughput-optimal property, we exhibit the negative drift criteria of an appro-
Yes
priate Lyapunov function (cf. Theorem 4). This requires proving an effective time
scale separation between the network queuing dynamics and the scheduling dynamics
induced by the algorithm. To make this possible, we design weight Wi (r) using an
appropriately slowly increasing function log log of local queue-size Qi(T) in addition
to the maximum queue-size Qmax(T) in the entire network. Subsequently, the time
scale separation follows by studying the mixing property of a specific time varying
Markov chain over the space of schedules.
3.2.1 Choice of Weight : MAC 1
We choose the following weight W(r) = [Wi(T)] as
Wi(r) = max {f(QT)), e f(Q-ax(T)) (3.1)
where f (x) = [log log x]+.' Hence, if Qj(T) > e,
Wi(r) = max {log Qi(T), e I1 g OQmaX (T) (3.2)
The non-local information of Qm..ax(r) in (3.1) can be replaced by its approximate
estimation that can computed through a very simple distributed algorithm using
minimal message passing, as we present such an example in Section 3.2.2. This does
not alter the throughput-optimality property of the algorithm, which we state in
Section 3.2.3.2
3.2.2 Distributed Implementation
The weight 1(-) as defined in (3.1) depends on Qi(-) and Qnax(-). Trivially, the
Qi(-) is known at each node. However. the computation of Qmax() requires global
information. Next, we describe a simple scheme in which each node maintains an
1[x]+ is equal to x if x > 0 and 0 otherwise.
2The reason why we prove Theorem 6 using Qmax(r) instead of its approximation Qnaxi(T)
described in Section 3.2.2 is merely for easy of notations. Almost identical proof arguments follow
using Qmaxi(T) instead of Qmax(T).
estimate Qmax,.i() at node i so that |Qmax() -max,i(-) is uniformly bounded over
time. To keep this estimate updated, each node broadcasts exactly one number (or a
bit) to all of its neighbors every time slot. And, using the information received from
its neighbors each time, it updates its estimate.
Now, we state the precise procedure to compute Qmaxi (r), the estimate of Qmax (T)
at node i at time T Z+. It is updated once every time slot. Then node i broadcasts
this estimate to its neighbors at the end of time slot -r. Let Qmaxj(T) for j E M(i) be
the estimates received by node i at the end of time slot T. Then, update
Qmax,i(T + 1) = max max Qmax,j(T) - 1, Q +( ± 1)}.jENr(i)Ufi} i
We state the following property of this estimation algorithm, the proof follows in a
straightforward manner from the fact that Qi(-) is 1-Lipschitz.
Lemma 5 Assuming that the interference graph G is connected, we have, for all
T > 0 and all i,
Qmax(T)- 2n < Qmax,i(T) < Qmax(r).
We remark that almost identical proof arguments to those in the following sections
follow using Qmax,i(r) instead of Qmax(r) as long as IQmax(T) - Omaxi(T)| is uniformly
bounded over time like Lemma 5.
3.2.3 Throughput-Optimality
We state the following throughput-optimality of the algorithm.
Theorem 6 Suppose the algorithm in Section 3.1 uses the weight as per (3.1). Then,
for any A C A0 , the network Markov chain {Q(T), o(r), a (r)} is positive recurrent.
In this thesis, Theorem 6 is established for the choice of f(x) = [log log x]+ in the
weight (3.1). However, under our proof technique, the same result extends naturally
for any choice of f : R+ -- R+ that satisfies the following conditions: f(0) = 0., f is a
monotonically increasing function, limxc f(x) = oc and f(x) = o(log x). Examples
of such functions includes: f(X) = E(X) log x, where E(O) = 1, E(X) is monotonically
decreasing function to 0 as x -+ oc; f (x) v/logx; f(x) = log log log x. etc.
3.2.4 Proof of Main Theorem
We shall establish the positive recurrence of the network Markov chain {X(T)}
{Q(T), o-(T), a(r)} induced by the algorithm in Section 3.1 uses the weight as per
(3.1). The underlying (infinite, countable) state space X is
X = Z" x Q c Z' x I(G) x {01}
where Q is the finite state space of Markov chain P we described in Section 2.2.3.
We are interested in establishing the negative drift criteria of Theorem 4 with the
following Lyapunov function L:
L(T) = L(X(r)) = F(Qi(r)),
where F f f and recall that f(x) = [log log x]+. For this Lyapunov function,
it suffices to find appropriate functions h, k : X -+ Z+ as per Theorem 4 for x =
{Q(0), o-(0), a(0)} E X with large enough L(x). This is because if L(x) is bounded
by 0(1), one can define h(x) and k(x) in a trivial manner e.g. h(x) = 1 and
k(x)=- sup ZF(Qi(0)+1) >-oo.
L(x)=O(1)
The desired conditions (LI) - (L4) in Theorem 4 are not, affected as long as h(x) < oC
and k(x) > -oc for x E X with L(x) = 0(1). Therefore, we assume that L(x) is
large enough. That is, Qinax(0) is large enough.
Notation
Now we define necessary notations. We assume A E (1 - )I(G) for some constant
E > 0. Markov chain P(T) denotes the Markov chain P in Section 2.2.3 using node
weights W = W(r) defined in (3.1). Hence, the (random) transition matrix P(T) is
decidable by queue-sizes Q(T) since W(r) is decided by Q (r) as per (3.1). Since the
Markovian evolution of {Or(r), a(r)} exactly follows the Markov chain P(T) at time
r, we have
E [6o,(T+1),a(T+1); | Q(r), OT(T), a(r)] = o,(rry.a(TryP(r), (3.3)
where we have used notation 6 ,,a, for the Dirac distribution with singleton support
{o, a}. Let -rTr) be the stationary distribution of P(r) i.e. 7r) = 9(T)P(r). Given
initial state X(O) = {Q(O), a(O), a(0)}, pI(T) denotes the distribution of {o(T). a(T)}
at time T.
Proof of Theorem 6
We state the following key lemmas for the proof of Theorem 6. Their proofs are
presented in Section 3.2.5 and 3.2.6, respectively.
Lemma 7 Given Q(0) with large enough Qrnax(0). suppose (a, a) is distributed over
Q as per -(0). Then, it follows that
E7 o) [f(Q(0)) - a]'> (1 - max f(Q(0)) p - 3n log 2. (3.4)E~r()[fQ(0)_a14 pel(G)
Lemma 8 For a large enough Qinax (0),
||p(T) -T(0)||ry <E/4, (3.5)
for - c I = [b1(Qrnax(0)), b2(Qrnax(0))], where b1 ,b 2 are integer-valued functions on
Z+ such that
bi(x), b2 (X) = polylog (x) and b2(x)/bi(x) = 0 (logx) .3
'The notation polylog(z) represents a positive real-valued function of z that scales no faster than
a finite degree polynomial of log z.
For simplifying notation, we will let b1 = bi(Q.ax(0)) and b2 = b2(Qmax(0)).
From Lemma 8, we have that for 7 C I,
IE1 (o)[f(Q(0)) - a] EP(T)[f(Q(0)) - a] 4 max f(Q(O)) -p.pCI(G)
Using this with Lemma 7. it follows that
EP(T)[f (Q(0)) - a] - max f (Q(0)) -p - 3n log 2.
pCI(G)
Now we bound the difference between L(r + 1) and L(r) as follows.
L(r + 1) - L(T) = (F(Q(T + 1)) - F(Q(r))) - 1
< f (Q(T + 1)) - (Q(T + 1) - Q(r)),
< f (Q(T)) - (Q(T + 1) - Q(r)) + n,
where the first inequality is from the convexity of F and the last inequality follows
from the fact that Qi(-) is 1-Lipschitz. Therefore,
< f(Q(T)) - (Q(T + 1) - Q(r)) + n
< f(Q(r))- (A(T)
= f(Q(T)) A(T) -
a(-) - I{Q(T)>O1) + n
(3.7)
where IQ(TF)>Ol C {0, 1}" is the vector of element IQ,(,T)>o} and we use f(0) = 0 for
the last inequality. Given initial state X(0) = x, we take the expectation on the both
sides of (3.7):
Ex[L(r +1) L(r)] < Ex[f(Q(r)) -A(r)] - Ex[f(Q(r)) - a(r)]+ n
Ex If(Q r)) -A] - Ex[f(Q(r)) - (r)] + n,
where recall the notation Ex[-] E[-X(0) = x] and the last equality follows from the
fact that Ai(T) is an independent Bernoulli random variable with mean Aj. Hence,
(3.6)
L(T + 1) - L(T)
-)
2
for T C I, we have
E,[L(r -+ 1) - L(T)]
< Ex[f(Q(r)) -A] - Ex[f(Q(T)) - (r)] + n
< Ex[f(Q(r) - A] - Ex [f(Q(0)) - U(r)] f(Q(0))) - O()] + n
f (Q() + T - 1) .A Ex[f (Q(0)) . O(r)] (f (Q(O) - T - 1) - f (Q(O))) - 1 + n
f(Q(O)) 
- A + f(T 1) A - (I - max f (Q()) -p +pEI(C)
f (Q(O)) - A -(1 - pe(G)
(C) E
< -- max f(Q(O))- p + 2nf(T) +
2 p(E(G)
< _.f (Qnax (0)) + 2rif(T) + 0 (1),
2
0)) -p+2nf(r) + 0(1)
0(1)
(3.8)
where (a) uses the 1-Lipschitz property of Qi(-); (b) follows from (3.6) and the in-
equality that for f (x) = log log x, f(x)+ f (y)+ O(1) > f(x+ y) for all x, y E R+ ; (c)
is from A C (1 - E) Conv(I(G)). The 0(1) term in (3.8) is constant, dependent on n.
Therefore, summing (3.8) over r from b1 = bi(Qmax(0)) to b2 -1= b2 (Qmax(0))
it follows that
b2 -1
< E (b2- bi)f(Qmax(0)) + 2n Y f r) + O(b 22 
T b
bi )
bi ) f(Qmax(0)) + 2n(b2 bi)f(b2) + O(b 2 - bi).
Finally, we obtain
Ex [L(b 2 ) - L(O)] = Ex [L(bi) - L(O)] + Ex [L(b 2)- L(bi)]
Q(O))] -£E(b22 bi)f (Qnax(O))
+2n(b 2 -bi)f(b 2) + O(b 2 - bi)
nbi f(Qnax(0) + bi)) - 2(b 2 - bi)f (Qmax (0))
+2n(b2 - bi)f (b2 ) + O(b 2 - bi), (3.9)
f(r - 1) - 1 + 0(1)
- (
2
Ex [(f(Q (r))
Ex [L(b2) - L(bi)]
Ex [f (Q(bi)) - (Q(bi)
where (a) follows from the convexity of F and (b) is due to the 1-Lipschitz property
of Qi(.). Now if we choose h(x) b2 and
k(x) -nbi f(Qm.ax()+bi))+-(b2 - bi)f (Qniax(0))- 2n(b2 - bi)f(b2 )- O(b 2 - bi),2
the desired inequality follows:
Ex [L(h(x)) - L(O)] < -k(x).
The desired conditions (Li) - (L4) in Theorem 4 can be checked as follows. First
observe that with respect to Qmax(0), the function k scales as b2 (Qmax(0))f(Qmax(0))
due to b2/bi = 0 (log Qmax(0)) as per Lemma 8. Further, k is a function that is lower
bounded and its value goes to oc as Qmax(O) goes to oo. Therefore, k/h scales as
f(Qmax(O)). These properties will imply the verification conditions (Li) - (L4) in
Theorem 4.
3.2.5 Proof of Lemma 7
The proof of Lemma 7 is based on the variational characterization of distribution in
the exponential form. Spccifically, we state the following proposition which is a direct
adaptation of the known results in literature (cf. [15]).
Proposition 9 Let T : Q --> R and let M(Q) be space of all distributions on Q.
Define F : M (Q) -- R as
F( p) = E,[T (x)] + HER(p),
where HER(pL) is the standard discrete entropy of p. Then, F is uniquely maximized
by the distribution v, where
1 eT(x), for any x -
where Z is the normalization constant (or partition function). Further, with respect
to v. we have
E,[T(x)] '> maxT(x)-log|Q|.
Proof. Observe that the definition of distribution v implies that for any x C Q,
T(x) = log Z + log vx.
Using this, for any distribution y on Q, we obtain
F(p) = pxT(x) - 1 px log px
x 3:
- ipx (log Z + log v ) - px log px
-logZ+ E Y3 : log 1/
< log Z + log ( fix
px
= log Z
with equality if and only if p = v. To complete other claim of proposition, consider
x* E arg max T(x). Let p be Dirac distribution ogx- . Then, for this distribution
F( p) = T(x*).
But, F(vl) > F(p).
Therefore,
Also, the maximal entropy of any distribution on Q is log |Q.
T(x*) < F(v)
- E,[T(x)] + HER(v)
< EJ[T(x)] + log ||. (3.10)
Re-arrangement of terms in (3.10) will imply the second claim of Proposition 9. This
completes the proof of Proposition 9.
From (2.4), the stationary distribution Yr(O) has the following form: for any x
(o-, a) C Q.
r(0)x oc e x gw(o)+v(n,a) and 0 < U(o-, a) < n log 2.
To apply Proposition 9, this suggests the choice of function T : Q -* R as
T(x) = a - log W(0) + U(o. a),
Hence, from Proposition 9, it follows that
E<TO)(T(x)] > max T(x)
X EQ
for any x C Q
log |Q|.
Since T(x) - -log W(0) = U(o, a) C [0, n log 2] and |Q| < 2n. 2" 22n, we have
E(o) [0- - log W(0)] n log 2
> max T(z) - log |Q I
> max p -log W(0)
pEI(G)
We can assume that Qmax(0) is large enough satisfying
E
- f(Qrmax(0))4n > /f(Qmax(0)),
where f = [log log]+. For this large enough Qmax (0), it follows that for all i.,
0 < log W(0) - f(Q (0))
< V/f(Qmax(0))
f(Qmnax(0))
4nl
- n log 2
- 3n log 2. (3.11)
(3.12)
> E.7ro) [T(x)]
since log W(0) - max (f(Q(0)), I/f(Qmax(0))} from (3.1).
a E I(G),
0 < log W() - o - f (Q(0)) - a
Using (3.12), for any
= (log W - f(Q())) -
< n - ||log W - f(Q(O))||a
< n - f(Qmax(0))
_4n
8
< f(Qmax(0))4
E
< - - max f(Q (0)) -pA
4 pcQ
where for the last inequality we use the fact that the singleton set {i} is an independent
set i.e. valid schedule. Finally, from (3.11) and (3.13) the desired conclusion of Lemma
7 follows.
3.2.6 Proof of Lemma 8
First, we start by taking the expectation on the both sides of (3.3) with respect to
the distribution X r) = {Q r), a-(T), a(T)} (given X(O)) and obtain
[(7 + 1) = E [6fo(T+1),a(T+1)1]
= E [6{CT(T),a(T)} - P(r)] .
Since the expectation is with respect to the joint distribution of {Q(T), o-(r), a(r)},
it follows that
p(r + 1) - E [6o(T),a(Tr) - P(r)]
E [E [oiT),aT)} - P(T) Q(T)]]
= E [E [6o(T),a(T)} |Q(T)] - P(T)]
(3.13)
where we define
p#(T) = f(Q(r)) := E [6oj(T),a(T)} Q(T)] .
In above the expectation is taken with respect to the conditional marginal distribution
of {-(r), a(T)} given Q(T) and (a) follows since P(T) is constant with respect to Q(T).
Next, we establish the relation between p(T) and p(ur + 1).
p(r + 1) = E [j(T) - P(r)]
= E [i(T) P(O)] + E [/i(T) - (P(T) - P(O))]
= E [[L(T)] -P(O) + e(T)
= p(T) - P(0) + e(T),
where we define
e(T) := E [ft(T) - (P(r) P(0))] .
In above, the expectation is with respect to the distribution of Q(r). Similarly,
= p(T) - P(O) + e(T)
= (pr(T 1) - P(O) + e(r
= p(T 1)- P(0)2 + e(T
1)) - P(O) + e(T)
1) - P(O) + C(T).
Therefore, recursively we obtain
(3.14)= p(O) - P(O)T+1 + 3er - s) - P(O)s.
s=O
We will choose b1 (which will depend on Qmnax (0)) such that for r > b1 ,
Tr(O)||TV < E8. (3
p(r + 1)
p(T + 1)
||pj(0) - P(0)' (3.15)
That is, b1 is the mixing time of P(O). Since W4max(0)= log Qm ax(0), it follows that
b1 = bi(Qmax(0)) = Tmix(E/8 , Wmax(0)) = polylog (Qmax (0)) ,
from Lemma 3. In above, the constants and degree of polylog may depend on n and
E. Therefore, from (3.14) and (3.15), it suffices to show that
e(T - 1 - s) -
s-1
s=0
(3.16)P(0) T
..TV
for T C I = [bi, b2] with an appropriate choice of b2 - b2 (Qmax(0)). To this end, we
choose
b2 = b2 (Qmax(0)) = [b1 log Qmax(0)].
Thus, b2 (Qmax(0)) = polylog (Qmax(0)) as well. With this choice of b2 , we obtain the
following bound on e(T) to conclude (3.16).
je(T) |TV - 1E [I(T) - (P(T) - P(O))] ||TV
(a)
< E[H(F) (P(r) - P(O))||TV]
O (E [I|P(r) - P(0)1|00])
0E (lB max1i (T) - Wi (0)| , (3.17)
where (a) is from the convexity of || -||Tv and (b) is due to the following proposition.
Proposition 10 Given two weights W 1 = [W|] and W 2 [1W7], let P1 and P 2 be
the Markov chain (or its transition matrix) on Q we described in Section 2.2.3 using
weight W1 and W 2. respectively. Then,
0 ~ W B fo.l . 'cQIP ,, - Pix,\ = n max |W UT. r all x  x  G Q.
Proof. We recall the formula (2.3).
PrX' = c(x, X') - 1 - ( 1
i~o\o' 2Geq0'
where c(x, x') is some constant independent of W = [W]. Hence, we will consider
PX, as a real-valued function in several variables {V } i.e. Px, = P 1 (W).
Now from the mean value theorem in several variables,
= |V Pxt-) - (W 1I W 2)
< ||VPx(-)||2 -| |W1 -W2||2
Using this and (2.3), the desired conclusion follows since one can easily check that
0VPXX'(-) =(1) and 11W1 - W2||12 = 0 (maxi1i - WV| 2 j). 11
Now we will show that for all i andr b2,
Wi(r) - 14i(0)
superpolylog (Qmax(O))
with probability 1,
where the notation superpolylog(z) represents a positive real-valued function of z that
scales faster than any finite degree polynomial of log z. This is enough to conclude
(3.16) (hence complete the proof of Lemma 8) since
1 - s) P(0)
TV
7-1
< Z||e(T
s=O
T-I
1 - s) -P(O)sIjTI
- O(||e(r
s=0
1 - S)T)
(superpolylog (Qmax(0))
where we use (3.17) and (3.18) to obtain (a), (b) holds for large enough Qmnax(O) and
T < b2 = polylog (Qnax(0)). Finally, we state and prove the following proposition
(3.18)
Ze(T
s=O
PXI, 
-P2,\
which implies (3.18), hence completes the proof of Lemma 8.
Proposition 11 Suppose weight W(T) = [Wi(r)] is decided by queue-sizes Q(r)
as per (3.1). Given large enough Qmax (0), the following holds for all i and T =
polylog (Qmax(0)),
|W1i (T) - Wi(0)I (superpolylog (Qmax(0))
with probability 1.
Proof. Recall the definition of weight in (3.2).
Wi(T) =max log Qi(T), eOOQa}
Since r = polylog (Qmnax(O)), it sufficcs to show that for 0 < s K T - 1,
|7i(s + 1) - Wi(s)|
0 ( superpolylog (Qmax(0))
with probability 1.
The proof of the above inequality is based on elementary calculus. Here we present
the proof of the lower bound:
l4 (s + 1) 147(s) 
- ~(superpolylo g (Qmax(0)) with probability 1.
One can achieve the upper bound in a similar manner.
There are two possible scenarios at time s: (i) W1i(s) = log Qj(s) and (ii) Wi (s)
e V o" Q..ax("). The first and second case happen if log Qi(s) > eV" logQ-x() and
log Qi(s) < e l0 o'"oQmax(s), respectively.
We first, consider the case (i) when log Qi(s) > e o ""ax(s).
(3.19)
In this case. we
log Q (s + 1) 1log Q2(s) + IQi (S)
< log Q(s)+ lo
(c)
< log Q (s) + Opa(su perpolylog (Qmax (0)) (3.20)
where (a) is since Qi(-) is 1-Lipschitz; (b) is from the condition log Q.(s) > e iog log Qmax(s).
(c) is because Qmax(s) > Qmax(0) - S = Qmax(0) - Polylog (Qmax(0)) > Qmax(0)/2 for
large enough Qmax (0). Similarly, we also observe that
e logiogOQmax(s+1)
< e loglog(Q.max(s)T1)
e lo"mgQiiax(s) + e log logQmax(s) 1
2 l/og log Qmax (s)
1
log Qrnax (S)
(e)
< log Qj(s) + O0
(superpolylog (Qmax (0)) (3.21)
where for (d) we use the first derivative of e ise - -g 1 - I and2,/-1o oTjgx Yx
it is decreasing for large x; for (e) we use again Qmax(s) > Qmax(O)/ 2 for large enough
Qmax(0). The desired inequality (3.19) for the case (i) follows from (3.20) and (3.21)
since Wi(s) = log Qj(s).
Now consider the case (ii) when log Qj(s) < e oglog Qnax(s). In this case, we have
_< log(Qi(s) + 1)
1
* log Q(s) + Qi (S)
(a)
=e lVog l'ogQmx(s)
=ed" l"oglgQ-C")
+ 1
+ O
superpolylog(Qmax (0))+ 0( 1 ( ))
where for (a) we use log x + is increasing for large enough x and the condition
60
have
1
Qrnax (8)
log Q (s + 1)
(3.22)
log (Qj (s) + 1) <
log Qi(s) < eloglog Q-ax(s). Other inequalities in above are derived using the same
way in the case (I). We also observe that using the same arguments in (3.21)
e logiog max(s+1) < e log iog Omax(s) ± O (. (3.23)< CV/'g10QM-(8 + (su perpolylog (Qm,,,,(0)) /323
Therefore, the desired inequality (3.19) for the case (ii) follows from (3.22) and (3.23)
since W4i(s) = eVlosogQmax(s). This completes the proof of (3.19).
3.3 Delay-Optimality in Geometric Topology
In this section, we describe how to design an appropriate weight W(T) using queue-
sizes for delay-optimality of the algorithm described in Section 3.1. We consider a class
of network interference graphs of geometry, precisely, polynomial growth structure,
which includes any reasonable practical wireless network as we explain in Section
3.3.1. We note that study of such geometry is inevitable since the average-delay of
any reasonable distributed algorithm in general interference topology is unlikely to
be polynomial with respect to the network size unless NP C BPP from [47].
Two novel features on our delay-optimal weight are (a) choice of access probabili-
ties as an appropriate function of queue-sizes, and (b) use of local network topological
structures. The primary purpose of both features is to bound the mixing time of
underlying Markov dynamics as linear, which leads to the linear average-delay i.e.
delay-optimality. To this end, we design the weight utilizing the ratio between lo-
cal queue-size and maximum queue-size so that it is always uniformly bounded by
some constant. Next, the algorithm maintain a very small fraction of frozen nodes so
that they do not change their schedule (i.e. have infinite weights) and others perform
queue-based random access mechanisms. We prove that an appropriate selection of
frozen nodes with the uniformly bounded weight leads to the linear mixing time, hence
the desired delay-optimality. Our choice of such weight presented in Section 3.3.2 re-
quires to perform a few (or constant) operations per each time and minimal message
passing between neighbors, which is for maintaining frozen nodes dynamically as well
as computing the local maximum queue-size at each non-frozen node.
3.3.1 Geometric Topology : Polynomially Growing Graph
Interference graphs of our interest to guarantee delay-optimality of the algorithm are
of polynomial growth, and can be defined as follows.
Definition 4 (Graphs with Polynomial Growth) G = (V, E) is a polynomial
growth graph with rate p if there exists a universal constant B such that for any
r e N and v c V,
{w G V : dG(w,v) < r}| < B -r.
where dG(U, v) denotes the length of the shortest path between u and v in G.
In recent years, in the context of computation geometry and metric embeddings,
graphs with finite doubling dimension have become popular to study [20, 22]. It can
be checked that a graph with doubling dimension p is also a graph with polynomial
growth rate p. Now we explain why the wireless interference network G in practice
has polynomial growth.
Example (Wireless Network) Suppose n wireless nodes are located (arbitrarily)
in R2 or R3 with the minimum distance dmin between two. Transmissions of two
wireless nodes do not interfere with each other if the distance between them is large
enough, say dmax. Hence, for simplicity, assume the worst case i.e. two devices
interfere if and only if their distance is less than dmax, This leads to a (virtual)
network interference graph G. Then, by virtually packing non-intersecting balls of
radius dmin/2 centered at all nodes, it is easy to check that the number of devices
within r hops w.r.t. interference graph is at most (2dmax/dnin) 2 -r 2 or (2dmax/dnin) 3 .,3
Therefore, the wireless interference network has polynomial growth of rate 2 or 3.
3.3.2 Choice of Weight : MAC 2
To compute the delay-optimal weight 14i(r) at node i, the network should perforn
the randomized graph decomposition scheme described in Section 3.3.3, regularly
L time apart, i.e. at times T = kL, k C Z+ and L will be decided later. As
we described in Section 3.3.3, this can be done in a distributed manner i.e. each
node can know whether it is in boundary of some partition or not after minimal
cooperations (or message passing) between nodes. We also assume that each node i
knows the maximum queue-size in the most recent partition containing i. Such local
maximum queue-size information is also maintainable in a naive distributed manner
with minimal message passing as we explain in Section 3.3.3.
In summary, we assume that at time T and with respect to the graph decomposi-
tion scheme performed at time Tr/LJ, each node i knows (a) whether it is in boundary
or not of some partition and (b) the (local) maximum queue-size at time T[/LJ in
the partition containing i. Using this information (a) and (b), each node i computes
Wi(T) at time T as
Wi (T) = C -Qj(Tk)/Qmax,j(Tk) if i is not in the boundary at time Tk (3.24)
00 otherwise
where C is some constant which will be decided later, k = [r/LJ and Qmax,i(T)
denotes the maximum queue-size at time Tk in the most recent partition (i.e. per-
formed at time Tk) containing i. Hence, by recalling the algorithm description in
Section 3.1, one can observe that if i is in the boundary, i becomes frozen and keeps
its transmission status i.e. u(T) = (T - 1).
3.3.3 Graph Decomposition & Distributed Implementation
In this section, we provide details of the randomized graph decomposition scheme,
which should be performed regularly L time apart. The following is the centralized
description of this scheme that is run at each time T= kL. A simple distributed
implementation will follow later.
Graph Decomposition Scheme
1. Initially, all nodes are uncolored.
2. Repeat the following until all nodes are colored by green or red:
2-1. Choose an uncolored node u c V uniformly at random.
2-2. Draw a random integer R E [1, K] according to the following distribution
that depends on K and parameter 6 > 0.
Pr[R = i] 2 6K. (3.25)
(1 - 6)K-1 if i=K
2-3. Color all nodes in {w E V : dG(u, w) < R as green.
2-4. Color all nodes in {w E V : dG(uw) R} as red.
In above, K and 6 is some constants, which will be decided later. After the loop ter-
minates, the interference graph is decomposable into multiple connected components
of green nodes, while red nodes form the boundary of partitions. Hence, if we recall
(3.24), the weight W(r) is decided by
WQir) C -Qi(Tk)/Qmaxi(Tk) if i is colored by green
1 if i is colored by red
Note that a node may be re-colored multiple times until the loop terminates. The
distribution of R used in the above graph decomposition scheme is essentially a trun-
cated (at K) geometric with parameter 6. Therefore, the diameter of each partition
(or component) is constant (does not scale in n), at most K.
Distributed Implementation
As we describe how to compute the weight (3.24) so far, we assume two centralized
components which are necessary to update regularly per every time period L: (a) the
graph decomposition scheme (i.e. the coloring scheme) and (b) the knowledge of the
maximum queue-size Qmax.i in each partition. In this section, we provide somewhat
obvious simple distributed (message passing) algorithm which achieves both.
The algorithm is a simple-message passing mechanism of two rounds with at most
O(K) iterations. Since the updating period L can be chosen arbitrarily large (constant
though) compared to K as we remark in Section 3.3.4, the distribution cost can be
made minimal. The first round provides a distributed implementation of the coloring
scheme we described above and the second round is for computing the local maximum
queue-size Qmax,i Now we formally describe the algorithm.
Initialization. Initially, each node i draw a random number r = ri E [0,1] uniformly
at random and R = Ri E [1, K] under the distribution as per (3.25).
First Round (Coloring). In the first round, i sends a message (ri, Ri - 1) to its
neighbors. Once a node j receive a message (r, k), it sends a message (r, k - 1) to all
neighbors if k > 0. Meanwhile, every node i maintain a message (r*, k*) such that
r* = max r. with maximum taken over all messages received by i (including ri); k* be
the corresponding k value. If k* = 0. the node decides to be colored red. Otherwise,
it becomes colored green. This first round terminates in at most K iterations.
Second Round (Weight). In the second round, every green node i generates a
message (Q, 2K) and sends the message to its all neighbors. Once a green node j
receives a message (Q, k), it sends a message (Q, k - 1) to all neighbors if k > 0. On
the other hand, red nodes do nothing even if they receive some messages. Meanwhile,
every green node i maintains Qmax,i = max Q where the maximum is taken over all
messages i receives (including Qj). This second round terminates in 2K iterations.
3.3.4 Delay-Optimality
The proper choices of L, C, K and 6 (which involve in computing the weight (3.24))
are crucial for the performance of the algorithm in Section 3.1 using the weight (3.24).
We state the following theorem which guarantees existence of such constants. We also
note that finding them explicitly is possible by going through our proof of the theorem.
However, we omit further details to simplify arguments.
Theorem 12 Suppose A G (1 - E)A for some E > 0 and interference graph G is a
polynomial growth graph of rate p. Then, there exist constants
L :=L(g,E), C: C(g,E), K :=K(gE), 6 : ()
such that the (appropriately defined) network Markov' chain induced by the algorithm
in Section 3.1 using the weight (3.24) is positive recurrent. Further,
lim sup E Qi(r)] c(g, E) -n = 0(n).
where c(p, E) is some finite constant which depends on p and E.
Remark
We remark that the precise provable condition of constants in the above theorem is
O (E), K = (- log), C = L > L(K, C( ,.
See Lemma 13 for more details. Hence, one may choose the updating period L
arbitrarily large enough, but a smaller choice of L leads to a lower delay. Further,
the term Qmax,i in the weight (3.24) is not sensitive for performance of the algorithm.
Specifically, using the sane proof technique, one can prove the above theorem under
the weight using some estimation Qmaxi of Qmax,i in its place as long as
Omax,i - Qmax,i = 0(1), for all i.
For example, one can use older queueing information at time T_1 instead of Tk since
|Qmax,i(Tk _1) - Qmax,i(T) I = (1).
3.3.5 Proof of Main Theorem
First it can be checked that the tuple X(T) = (Q(TL). -(TL), a(rL)) E X = Z+ x Q
is the network Markov state operating under the algorithm in Section 3.1 using the
weight (3.24). To prove the positive recurrence, we consider the following Lyapunov
function, L : X - Z+ defined as
L(T) = L(X((T))) = Q 2
We will establish the following, of which proof is given in Section 3.3.6.
Lemma 13 Suppose A C (1 - E)A and G is a poly growth graph of rate P.
choose 6, K. C and L such that
If we
K = K(6, g)
8B 2
SQ
6 log (p)+ -log(6 9
24 log 2 - B
2 Ka
C
4 1
B + - log -- 2
9 6
3B
L = |Tmix
E
Ex [L(1) - L(O)] [Qj(0) + O(n),
where B and T,,ix(-) arc defined in Definition 4 and Lemma 3, respectively.
(3.26)
Recall
that the above expectation is taken with respect to the distribution of X(1) given initial
state X(0) = x = {Q(0). o-(0), a(0)}.
Lemma 13 implies that the network Markov chain {X(T)} is positive recurrent, since
one can choose h = 1 and g = E Qj(0) O(n) to establish the negative drift criteria
of Theorem 4.
Now we proceed toward analyzing the delay property in Theorem 12. Lemma 13
implies that for -r C Z+,
Ex [L(r + 1) - L(r)] Qi (T L)] + O(n),
since the network Markov chain is time-homogeneous. By summing the above in-
equality over T from 0 to T - 1.,
T-1
Ex [j Q(rTL)
T =0 i
we obtain
< O(Tn) + L(X(0))
then
(E18, BK-,C) ,1
L (X (T)).
Ex
Therefore, we have
lim sup 'EX
T-oc T0
Qi(TL)
By the ergodic property of the positive recurrence as stated in Section 2.3.1, the
following limit exists and the above inequality implies
lim E [zQ(TL)] = 0(n).
Since Qj(-) is 1-Lipschitz. we obtain the desired conclusion as
lim suip E Qi (r)TL-4 C>l = O(n) + nL = 0(n).
This completes the proof of Theorem 12.
3.3.6 Proof of Lemma 13
We first state the following which is a key for proving Lemma 13. It proof is presented
in Section 3.3.7.
Lemma 14 If interference graph G is a polynomial growth graph with rate V,
Ex[Q(0) - a(r)] S)max Q(o) - p,2 p6I(G)
for T [M, L) and Al = FTi (E18, BKO, C)].
Lemma 14 implies that the algorithm chooses essentially a max-weight schedule with
respect to Q(O) after large enough time (> A) in the first tune interval [0, L]. Hence,
< 0(n).
it follows that for T E [M1, L),
> Ex [Q(0) - 0r)] + Ex[(Q(T)
(a) E maxQ(o)-P 
-Ti
>~~ 1 e-m () -p-r
Q(O)) -O(T)]
[ maxpEI(G)
> 1
Q(r) 
-P]
- - Ex max Q(r)-2 [pCI(G)
- 2Trn
- 2Ln, (3.27)
where both (a) and (b) follow from the 1-Lipschitz property of Qi(-). Using (3.27), we
analyze how the Lyapunov function L evolves between time r and T+ 1 for -r c [M, L).
Ex EQi(T+ 1)2 _
QZ (T )2
+ Qir))
< 2Ex Z(Qi(r + 1) - Qi(T)) -Qi(T) + n
< 2Ex [A(T) - Q(r)] - 2EX [0(T)I{Q(T)>o} - Q(r)] + n
< 2Ex [A - Q(T)] - 2EX [o(T) - Q(T)] + n.
where we use the fact that Qj(-) is 1-Lipschitz and E[A(r)] = A. Hence. we have
EX Qi(T + 1)2
< 2Ex [A -Q(r)]
(a)
< 2Ex (1-E)
-2Ex [0'() -Q()] + n
max p
cI(G)
- EX max Q(T)- p]
[pEI(G)I
.Q(T)] 2 (1 EX Kmax Q(T)-p + 4Ln+n
2 [pel(G)I
+ 0(n)
+O(n),
Ex[Q(T) - a(r)].
E )2
Qi (r)) (Qi (r +1)=EX E(Qi(r +1)
BEx [Qi(r)
where (a) is from A E (1 - E) Conv(I(G)) and (3.27); (b) follows that the maximum
degree of G is at most B -1 from the growth condition of the graph defined in Section
3.3.1. By summing the above inequality over T from Al to L - 1, we obtain
L-1
- E Q[Q(T) + 0(n)(L - M).
r=Mi
Ex i(L)2 t Q(M)2
Therefore, it follows that
= Ex Q (L)2 - Qi(0)2
= E Q (L)2 - Q (M)2 + Ex
L-
< -- E EQi(T) +O(n)(L-
T=M i
+Ex Q (M)2 -Q(o) 2
(a) +
< - (L - AI) Q(0)(L -M)
+EX Q (M)2
(L - ) Q (0)
Qj (0) + O (n),
- Qi(0)2
+ 2M 5 Q1 (0) + 0(n)
where (a) and (b) are from the 1-Lipschitz property of Qi(-); (c) is sifice we choose
L > 3BM/E in Lemma 13 and Al > 1. This completes the proof of Lemma 13.
3.3.7 Proof of Lemma 14
Let Vo and VR be the green and red nodes generated by the coloring scheme per-
formed at time 0, respectively. By removing VR from G, the graph is partitioned into
connected components of green nodes. The set VF of all (virtual) frozen nodes (which
Qi(M)2 Qi(0)2
M)
nL + O(n)(L - M)
Ex [L(1) - L(0)]
cannot update its schedule) becomes
VF VR u ]V j fE N(i) n VR s.t. oj(o) = 1
since even a green node cannot change its schedule if its frozen neighbor keep transmit-
ting. By removing VF from G, one can naturally define the partition of all non-frozen
nodes as {G 1, G2 ,...} where G, = (Vi, Ei) and UiV V \ VF.
Now we note that the graph decomposition (or coloring) scheme in Section 3.3.3 is
that appears in [29] (see page 40). For a polynomial growth graph G with rate g, the
authors consider the following constant K and distribution of R. For some 6 E (0, 1),
if 1 < I < K
6)^-1 if i = K
4 4 1
+ -logB+ -log- +2.
o p )
Under this randomized coloring scheme, they prove (see Lemma 4 in [29]) the follow-
ing.
Lemma 15 For any v c V, the probability that v is colored by red is at most 26.
This implies that for any v C V,
Pr [v is frozen] = Pr[v G VFI
< Pr [I red colored w C {v} U A(v)]
26(|K(v) + 1) < 26B, (3.28)
where we use the union bound and Lemma 15 for (a). Therefore, one can make the
portion of red or frozen nodes arbitrarily small under the coloring scheme.
For a vector v C RI, we let v" and vF denote the projected vector of v on V
6) -i
Pr[R = i]
K(6, p)
-(1 -1
89
= log6
89)
6
and VF respectively. We start by observing the following.
max Q' (0) -p Q'(0) -p
pEI(Gi)
= max Q(0)- p-QF(0)pF
pEI(G)
> max Q(0) p - Q (O) (3.29)
pel(G) 
iGVF
where p C arg maxpEl(G) Q(0) - p
Recall P is the Markov chain we described in Section 2.2.3. In the time interval
[0, L], the MAC algorithm in Section 3.1 runs P with fixed weight (3.24). Since
there are some frozen nodes with infinite weights, each partition G, = (V7 i. E) runs
its local Markov chain P'. Now observe that the size of each partition is at most
BK- because its diameter is bounded by K. Hence, we have that for T > MI=
[Tmix (E/8, BK 2 , C)],
V() - 711ly < F/8, (3.30)
where Tix(- ) is defined in Lenna 3, ir1 is the stationary distribution of P' and P' (r)
is the distribution of o'(T) (given initial state X(0) = x). Thus, for T E [M, L), we
have
EX[W' - o(r)] - lE )[W1 - ]
> Elr [W' -]|'(t) - ,1||TV - max W' -p
pEI(Gl)
(a) /
> 1 max W p --3log2-|V|,8 pEI(GI)
where (a) is from (3.11) and (3.30). We let QmaxJv,(0) denote the maximum queue
size (at time 0) in the partition containing i E V, i.e. 1i(T) = C - Qi(0)/Qmaxvj(0)
for r < L from the definition of weight (3.24). By multiplying Qmax,v(0)/C on both
sides of the above inequality, we obtain that for T C [Al. L),
) 3log2V- )3|Ex[Q (0I r) > 1- - max QI(0) - p- Qmax,, (0). (3.31)(0) (T 18 PEIT(Gi) C
Using this, it follows that for T c [M, L).
max Q'(0) p
max Q'(0)-p8 PcI(G1 )
1 )3 log 2 - V| - Qmax,v (0)
3 log 2 - BKE
C
max Q(0) . p - E Q (0)]
peI(G) 
-iV
max Q(O) - p
peI(G)
(26B +
3 log 2 -BKE
- ZQi(0)C
3 log 2 - BK)
C
icV
In above, (a), (c) and (d) are from (3.31), (3.29) and (3.28), respectively. (b) follows
from the fact that Qmax,, (0) is the maximum among at most BKe queue-sizes i.e.
IV,| < BKO. Finally, if we choose 6 and C as in Lemma 13, the above inequality leads
to
max Q(0) -p - 26B +
peI(G)
max Q(0) -p
pCI(G)
E
max Q()-p- -
peI(G) 4
max Q(0) -p,p C-I (G)
(261B2 +
3 log 2 - BK E
C
iev
3log2 -B 2 Ke m-
C mQ(0) -p
+- max Q(0) -p8pEl(G)
where the second inequality can be easily checkable using the fact that the maximum
degree of G is at most B - 1. This completes the proof of Lemma 14.
3.4 Simulation
We consider a N x N two-dimensional grid interference graph G (which has quadratic
growth) to understand the performance of our algorithms, MAC 1 in Section 3.2 and
MAC 2 in Section 3.3. We choose this example since it is reasonable to approximate
> (1 8
8
-)
82
= (1i
E E [Q'(0) . O (r) ]
- 8)
Ex[Q(0) - Or(r)] >
EX[Q(0) -0-(r)]
a scenario of mesh wireless networks. and easy to characterize the capacity region of
the network as
A = {A - R : +A , < for all edges (u, v)}.
In our simulations, we consider the Bernoulli arrival process with uniform rate of
network-load p E [0.1] i.e. A E pA and A = A for all i, j.
Comparison of f = - log and f = log log in MAC 1. We study how the choice of
function f in weight (3.1) affects the performance of MAC 1. To this end, we consider
two different weights,
and VV(r) = log logQ(T)
Note that although we suggest to consider another term of Qmax(-) in the weight
(3.1) for theoretical reasons, we ignore such a term in simulations for simplicity. (For
practitioners, we recommend to ignore such term as well.) We obtain the following
simulation result under the setup of N = 5 and p = 0.8.
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Figure 3-1: Comparison of - log (upper) and log log (below).
Wi (r) = e2- og Qi ()
Figure 3-1 has a x-axis as the time domain and y-axis as the total queue-size in the
network i.e. E Qj. Our simulation presented in Figure 3-1 implies that both choices
of function f are stable (i.e. positive recurrent), but choice of f = Ilog is much
better in its delay performance. We also observe that the choice of f = log does not
lead to the network stability in this setup i.e. queues keep growing. These simulation
results implies that the fastest increasing function f among those which guarantee the
network stability (i.e. positive recurrence) is desirable to use in practice.
Comparison of MAC 1 and MAC 2. We compare the performances between
MAC 1 and MAC 2. We consider the setup of N = 10 and p = 0.85 i.e. A = 0.5 x 0.85 =
0.425 for every node i. For MAC1, we use 1Vi(T) = el g gQ . (We ignore a term of
Qrax(-) in (3.1) again for easy of the simulation.) In the weight (3.24) of MAC 2, we
choose constants C = 5, L = 5, R = 5. Note that although we suggest a randomized
decision of R for theorctical reasons, we fix R in simulations for simplicity.
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Figure 3-2: Comparison of MAC I (upper) and MAC2 (below).
Figure 3-2 has a x-axis as the time domain and y-axis as the average queue-size in
the network i.e. E QI/N2 . Our simulation presented in Figure 3-2 implies that both
algorithms MAC 1 and MAC 2 are stable, but MAC 2 is much better in its delay per-
formance. Moreover, we observe that the delay gap between two algorithms increases
in high loaded arrival traffic (i.e. p - 1) and large network (i.e. N -+ 00).
3.5 Discussion & Extension
We have considered the setup of unit-sized packets, discrete (i.e. synchronous, slotted)
time-domain and Bernoulli arrivals. In this section, we explain how our algorithms
and their performance analysis presented in Section 3.2 and 3.3 extend to other setups
or assumptions. In what follows, we will describe details of main issues for such
extensions.
Asynchronous Time Domain. One can think the asynchronous time setup as the
synchronous time setup with infinitely small time slots. When decisions of nodes are
not synchronized, each node i may change its schedule og(t) (or ai(t)) at time t E R+,
not necessarily t E Z+. The delayed carrier sensing information we utilized in the
synchronous time setup can be naturally thought of the perfect (or instant) carrier
sensing information in the asynchronous time setup i.e. each node knows whether
its neighbor is transmitting or not instantly (without delay). Using this informa-
tion, the algorithn describe in Section 3.1 can be modified as follows without any
synchronization.
Description of Asynchronous MAC Algorithm
1. Each node has an independent exponential clock of rate 1.
2. When the clock of node i ticks at time t.
2-1. If i is transmitting at time t- then
i continues to transmit with probability 1 - /I(t).
2-2. Else if no neighbor of i is transmitting at time t , then
i start to transmit.
2-3. Otherwise, i does nothing.
In above, "exponential clock" means the Poisson process i.e. when the event happens,
the clock ticks. One can observe that the algorithm is collision-free (i.e. no collisions
between attempts of nodes happen) since two clocks cannot tick at the same time
(i.e. two nodes does not update their schedule simultaneously) and the carrier sensing
information is assumed to be instant. Therefore, oi(t) = ai(t) i.e. nodes always
succeed in their attempts to transmit. This is the reason why we use only the word
"transmit" (instead of "attempt") to denote oi(t) = a (t) = 1 in the algorithm
description. Such collision-frec nature is the major different feature of our algorithm
in the asynchronous time setup, compared to that in the synchronous time setup.
All results presented in Section 3.2 and 3.2 hold in this asynchronous time setup
with the perfect carrier sensing information. The performance analysis becomes even
simpler due the collision-free nature, for example the complexity of the network
Markov chain reduces since oi(t) is always equal to a (t). We refer an interesting
reader to the paper [45] for its details.
Other Stochastic Arrival Processes. In our performance analysis, the most
beneficial fact in the assumption of the Bernoulli arrival process is that this makes
queues as Lipschitz, which we crucially utilized many times. This Lipshcitz property
does not hold in general arrival process i.e. there is no such absolute bound in general
for the number of packets that arrives at time T C Z+. However, even in general
stochastic arrival process, we observe that queues are still Lipschitz in a probabilistic
manner, i.e. E[lQi(r+ 1) - Qi(T)|] = 0(1). Using this probabilistic Lipschtiz property
in addition to the assumption of the bounded second moment of arrival processes,
i.e. E [(QI(r + 1) - Qi(r))2] = 0(1), we extend our analysis (although without the
Lipschitz property the analysis becomes harder and longer). To convince readers, we
analyze our algorithm in the buffered circuit switched network in Section 5.2 under
assuming the Poisson arrival process, where the (absolute) Lipschitz property does
not hold.
Furthermore, although we assume arrival rate A is fixed. but a careful reader can
observe that even though A is changing or time-varying arrival rate A(T) at time r
is given by an adversarial mnanner, the same proof arguments still hold as long as
A(T) E (1 - E)I(G) for fixed constant E > 0.
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Chapter 4
Medium Access Control without
Message Passing
In Section 3. we presented two MAC algorithms: MAC 1 in Section 3.2 and MAC 2 in
Section 3.2. MAC 1 is throughput-optimal for arbitrary interference topology, while
MAC 2 is delay-optimal for geometric networks (modeled as poly growth graphs). The
only difference between MAC 1 and MAC 2 is the choice of their weights. In both cases,
to maintain these node weights minimal message-passing is required.
In this chapter, we present a throughput-optimal MAC algorithm, which we shall
denote as MAC 3. This algorithm very similar to the MAC 1. Now MAC 1 requires
message-passing to estimate maximum of queue-size. However, MAC 3 does not require
any message-passing for nodes to compute their weights. Specifically, it designs an
estimation procedure to estimate surrogate of maximum of queue-size by observing
how often its neighbors attempt transmissions. An important contribution of this
chapter is to show that indeed such noisy. limited information about neighbors is
sufficient for the purpose of achieving the throughput-optimality.
Now we wish to describe the throughput-optimal algorithm, MAC 3, that performs
no message passing. Since MAC 3 has the same algorithmic skeleton in Section 3.1
with a different choice of weight (which involves the updatig mechanism of addition
buffers), next we present this choice of weight.
4.1 Choice of Weight : MAC 3
We start by recalling the choice of weight in MAC 1:
Wi(r) max {ef(Q (7)), e f(Qrnax(T))
where f(x) = [log log xJ. The main role of term e f(Qnax(T)) was to slowing down
the change of W"ir) when Qmax(T) is large. Under the intuition, we also observe that
the same analysis in Section 3.2 also works using the following weight:
W(-r) = max { max g (4.1)
jEcN(i)
One can observe that the above weight IWi (r) changes slowly when Wmax (T) is large,
which makes possible to do the same analysis in Section 3.2 . However, it still requires
some message passing between neighbors to compute the term maxEAr(j) e log W3 (T)
hence does not have significant advantage in terms of message passing load.
The choice of weight in MAC 3 is motivated by (4.1). Specifically, we assume
that each node i maintains additional buffers Aj(T), Bj (r) E Z+ for each neighbor
j E A(i). g(A (r)) will provide an estimation of Wj r) at node i, where some function
g : R+ -+ R+. Hence, i chooses its weight as
W4i (T) = max e loglog Q(T), max e j? , (4.2)
jENr(i)
where for simplifying notations we implicitly assume log and log log denote [log]+ and
[log log]+, respectively. Hence, if Qi(r) > e,
1i(r) = max logQi(T), max e'19(()) .(43)jENM(i)
Now we describe how to maintain the additional buffers. Initially, A'(0) = B (0)
0 and it is updated each time based on the information whether neighbor j attempted
to transmit or not iII the previous time slot. Specifically, i does the following at time
T and for each neighbor j.
Description of Updating Rule for Additional Buffers
1. If j attempted to transmit at timer - 1, then
A'(r) = Aj(T - 1) Bj(r) =Bj(T - 1) + 1.
2. Else if Bj r - 1)> 2, then
Aj(r - 1) + 1 if Bj (r - 1) ;> g(A4(r -- 1))A~j'() {Aj(T 
- 1) - I otherwise
Bj(r) = 0.
where g : Z+ -> R+ is some increasing function will be decided later.
3. Otherwise,
A'(r) = A'(T - 1) Bj(T) = 0.
One can observe that Bj (T) counts how long j keeps attempting to transmit
consecutively. Since the random period is distributed as per a geometric distribution
of mean W(r) under our algorithm design in Section 3.1, Bj(T) provides an estimation
for W (r). However, the estimation quality of Bj (T) may be bad because it is a random
and temporal estimation. For this issue, we suggest to maintain another buffer A(r)
which perform a simple +/- random walk based on the temporal information Bj (T).
Specifically. g(A'(T)) provides an estimation of W (7) where some function g : R+ -
R+. One can observe that the step-size A of the random walk of g(Aj(T)) is roughly
equal to g'(A'(r)). The proper choice of g (hence A) determines the quality of this
mechanism to learn (or estimate) Wyj (T) in the following senses: if A is small, the
random walk is more concentrated around W(T), but if A is too small, the random
walk cannot follow time-varying VT (r). Next, we present a proper choice of g so
that the learning mechanism provides high qualified estinmations, and( consequently
the network Markov chain induced by the algorithm is positive recurrent.
4.2 Throughput Optimality
We denote A(r) and B(T) be vectors [Aj(r)]1si,jsn and [Bj('r)]1<,is, respectively.
Then, under the algorithm in Section 3.1 using the weight as per (4.2), the network
Markov state becomes the following tuple
X(T) {Q(T), U(T), a(T), A(T), B(r)} X Z, x Q x Zf2 x 22
We state the following throughput optimality of the algorithm.
Theorem 16 The network Markov chain {X(T)} is positive recurrent if g(x)
Clog log 4 x and A E A0 .1
We remark that Theorem 16 with any choice of g(x) = e X " for a > 2 is provable
using same proof techniques. These choices of g(x) are primarily due to Propositions
19, 25, 28 and Lemma 32. One can choose other choice of g(x), as long as those
propositions and lenna (or some similar versions) are satisfied.
4.3 Proof of Main Theorem
To prove the positive recurrence of the network Markov chain, we shall establish the
drift criteria of Theorem 4 considering the following Lyapunov function L:
L~r) L(X~)) : F(Qi(T)) + EA' (T)2 +)g7 (jr))
i i~j ij
where
F(x) f (y) dy, f (X) log log X,
and g(-1) is the inverse function of g i.e. g(-1) = ee logX.
For a given initial state X(0) = x = {Q(0). a(0), a(0), A(0), B(0)} E X, we will
define appropriate h(x) and k(x) for Theorem 4. Due to the similar reason as we
'For simplifying notations, we use log log4 x to denote (log log z)4.
discussed in Section 3.2.4, it suffices to consider x E X such that L(x) is large enough.
For x E X of large enough L(x), we define h(x) and k(x) as follows.
h(x) t h1 (x) if C(0) > Wmax(0) 3
h2 (x) otherwise
k(x) Jh=(X) 2  if C(0) > Wmax(0)
3
logi/2 Wmax(0) - h 2 (x) otherwise
where
C r) max{g(Amax(r)), Bmax(r)}
hi(x) C(0)"
h2 ( ) I e1 0igl/ 2 ""max (0)h2 (x) : 2
The above choices of h(x) and k(x) are because of the following lemmas.
Lemma 17 Suppose L(x) = L(0) is large enough depending on n and E. If C(0) >
WImax (0)3, then
E [L(hi(x)) - L(0)] < -ki(x) = -h2(X).
Lemma 18 Suppose L(x) = L(0) is large enough depending on n and E. If C(0) <
Wmax(0)3 and A E (1 - E)A for some E > 0, then
E [L (h2 (x)) - L(0)] < -k 2(x) = /log Wmax(0) - h2 (x).
In above lemmas, expectations are taken with respect to the distribution of X(h(x))
given initial state X(0) = x = {Q(0), o(0), a(0), A(0), B(0)}. Using Lemma 17 and
18, it is easy to check that h(x) and k(x) satisfy the necessary condition (Li) - (L4)
in Theorem 4 for the positive recurrent property. Therefore, for the proof of Theorem
16, it is enough to show Lemma 17 and 18. We present proofs of Lemma 17 and 18
in Section 4.5 and 4.6, respectively.
4.4 Preliminaries
Before we start proofs of Lemma 17 and 18, we present several elementary propositions
or corollaries which will be utilized later. The following lemma guarantees that W ,(-)
is slowly changing if Wi(-) becomes large.
Proposition 19 For large enough W(T),
1 Wi(
2)
g(-1) (eClog 2 W,(T))
Proof. Recall the definition of Wi (r):
Wm(r) emax{f(Qi(T)), rnax CV() log g(A (T))}
where f(x) = log log x. Hence, from 1-Lipschitz property of A( and Qj(-), we have
(T + 1) ena{f(Q(T)+1), ) naxjcAr() log g(Al (T)+1)}
W('r + 1) '> emax{f(Qi(T)-1),VmaxjcV( 1)logg(A'(T)>1)}.
(4.4)
(4.5)
Here we only present the proof of the upper bound of W1 (r + 1) using (4.4), and the
lower bound of WI(T + 1) can be obtain using (4.5) in a similar manner.
First consider ef(Qr)+l).
= log(Qi(T) + 1)
1
< log Qi(T) + Qi (r)
1Wi(T) + eljiT, (4.6)
where for (a) we use log x + 1/x is increasing (for large enough x) and log Qi (r) <
ef M (T)+])
|W'i (Tr+1) -Wi )| I
Wi (r). Similarly, we obtain
e log g(A (r)+1) < Vlogg(Aj(T)) +
e log g(A (-)) +
edi"/EggC")' (A'(r))
e log g(A (T))
A'(r)
W r (T)Wi N + 9 (- ) (Co V T
In above, (a) is because Aj(T) is large enough (otherwise, (4.7) is trivial since W7(r)
is large enough) and ( log g(x)) < 1/x for large enough x due to our choice of
g(x) = el x; (b) follows from the fact that e logg(x) + 'VF is increasing for
large enough x and e li( ) < W'(T).
Therefore, from (4.4), (4.6) and (4.7), it follows that
Wi(T + 1) < Wi(r)+ max{ 1
ew1 r (T
Wi(T)
1) ( Clog 2 w1 .(,))
< W(T) + ( 1 W,(T)
5~ Wir (--1) ( Clog2 g)
where the last inequality follows from ex > Y(g1) (elog 2X /x for
completes the proof of the upper bound of 14i(r + 1).
Proposition 19 leads to the following corollaries.
Corollary 20 For large enough W(0),
2W (0)
9 2-1 g o - r,
large enough x. This
11
9 Tlg2 W o(0 )
for r 5 2W(0)
Proof. From Proposition 19 and the monotonicity of g( 1) (elo2 X /x for large enough
x, it is easy to check that
11(0) -1
-
g( 1) (elog2 (Vo) -1))
(-1) (elog2w(IV,(o) -1)
for T <(0) 
- 1
(4.7)
| Wi(r) - I'(0)| 1
I|i r) - W1"1(0) 1
Therefore, Corollary 20 follows from the fact that for large enough x,
(1) (e og2(X-1) g(- 1) (elog2X
Xri 2 x
The above inequality is essentially because g(-1) (elog2 X /x is a sub-exponential func-
tion. r-I
Corollary 21 If I47(0) < C for large enough C > 0,
g _ ) e og2 c
for T < g cC
Proof. The proof is similar to that of Corollary 20.
Corollary 22 If W(0) > C for large enough C > 0,
Wi) > C
g (-1) (elog2 cfor T <
-2C
Proof. Corollary 22 directly follows from Corollary 20.
4.5 Proof of Lemma 17
Remember that we assume L(0) is large enough i.e. either Qmax(0), Amax(0) or Bmax(0)
are large. Since Amax(0), Bmax(O) and Wmax(0) (hence Qmax,(0) as well) are bounded
in terms of C(0), we can assume C(0) is large enough.
T < 
mC
1 .a
V11max(T) < )rnax -=VC(0)/2 for
Thus, we observe that for
all T < hi, (4.8)
where we use Corollary 21 with Wmriax(0) < C(0) 1/3 < /C(0)/2 - 1 and for large
enough C(0)
hi = poly(C(0)) <
g(-) C(log)2( VC()/2-1)
V/C (0) /2 - 1
W1i (r) < C+ 1,
We state the following lemmas which are crucial for evaluating ki (x) in Lemma
17. Their proofs are presented in Section 4.5.1 and 4.5.2, respectively.
Lemma 23 If C(O) '> Wmax(0) 3 and C(O) is large enough,
A{ (0)2 Af (0)
< A0(g(A)(0))
(A4 (0) + h1 )2
- hi + O(Aj(o)) if g(A'(O)) > C(0)/2
otherwise
Lemma 24 If C(O) > Wmax(0)3 and C(O) is large enough,
SOg( (O)))
Now we define Si, S2, S3, S 4. S5 as
Si {(i, j) :g(A'(0)) = C(O)}
S2  {(ij) C(0)/2 < g(Aj(O)) < C(O)}
S3  {(i,j) g(Aj(O)) < C(0)/2}
S4 {(i,j) 0Bj(0) = C(0)}
S5 : {( , j):B(0) < C (0)}
Lemma 23 implies that
Aj(O)
0 (g(Aj(0))n+21
= ( g1)(C (0)) 
-C (0)" i
O (C(O) 
2 )
= (g(-I (C(o)))
For (i, j) E S2 , Lemma 23 implies that
E[Aj(hi) 2 - AJ (0) 2] < 0.
E[Ajl(hi) 2]
For (i,j) E S1,
h + O(Aj(O))
+ O (g ) (C (0)))
(4.9)
(4.10)
E[g(l) (Bj (hi))]
E [A'j(hi) 2 - A'j(0)2]1
For (i, J) E S3, Lenima 23 implies that
* (Aj(0) + hi) 2 - A (0)2
* 2 -A'(0) - hi + h
< 2.g( hi + h
= 0 (g( 1)
where the last inequality is from hi = C(0)"
For (i, j) E S4 , Lemma 24 implies that
g 1)(Bj(0))]
( C ( ) "
O(g( g(c(O))).
< 0 1) (C( 0)\2 )J
= - 2 (g(- 1) (C(0))) ,
where the last equality is from the following proposition that is one of main reasons
for our choice of g(x) - e
( -superpoly(x).
Proof. The proof is based on elementary calculus. We omit the details.
For (i, J) E S5, Lemma 24 implies that
< g( (0)
From (4.9), (4.10), (4.11), (4.12) and (4.13), it follows that
E[ A'(hi) 2 + g - ) (Bj(hi)))
i~j
Z A'(0) 2 ( ( 0
S-(+S1 +IS4 ) -(g 1(C())) + (IS3 1|+ I OS51) - ( C(0)
E[Aj(hi) 2
- A (0) 2 ]
(4.11)
S 1) (C(0))
(4.12)
Proposition 25
(4.13)
E[g")(Bj (hi))
E[g(-1)(B3 (hi))j
)- C (0)"n
(a) Q (g( 1) (C(0))) + O(n 2)
(b) (g (C()))
where (a) is from S1 | + |S4 > 1 and (b) is from Proposition 25.
Finally, we have
E[L(hi) - L(O)]
F(Qi(0)) + A'(0) 2 +
F(Qi(0))]SE F(Qi (hi))
< F(Qj(0) +hi) E F(Q(0)) Q (g(-1) (C(O)))
= f(Qj(0) + hi) - hi - Q (g(-) (C(O)))
0 (f(Qmax(0) + hi)) hi - Q (g(-) (C(O)))
< 0 (f (ewi7 ax(O) + hi)) hi - Q (g1) (C(O)))
0 (f (ecCo()'3 + C(O)n) SC()- (g( -1) (C(O)))
(d 
- (g1 (C(O))) ,
where (a) is from (4.14): (b) is from 1-Lipschitz property of Qi(-); (c) is from C(O) >
W11max(0)3; it is indeed possible to verify (d) for large enough C(O) due to the fact
that f(x) = [log log x]+ and g(- 1)(x) = superpoly(x). This completes the proof of
Lemma 17.
4.5.1 Proof of Lemma 23
Observe that Lemma 23 for the case g(A5(O)) < C(0)/2 directly follows from 1-
Lipschitz property of A'(-). Hence., we will consider only the case g(Aj()) > C(0)/2.
(4.14)
g(-1 (Bj(0)))I:
2 j
0((-')
< E EF(Qj(hi))+EA'(hi )2+ Eg(-I)(Bj (hi)
- Q (g (-I) (C())
( 2C(O)
First we define Vmax so that from (4.8)
/Vmax(T) < Wmax v/C(0)/2 < g(Aj for all T < hi.
Now we will consider a modified network Markov chain Al' such that it is identical
to the original network Markov chain M if r hi. For T> hi, the Markovian rule of
A' is same as that of Al except W(T) = W(r - 1) i.e. W(-) is fixed after time hi.
One can easily observe that the desired quantity E[Aj(hi )2] for Lemma 23 is invariant
with respect to M and Al' since they are identical for timeT< h1 . This modification
is merely for guaranteeing (4.15) for all T and simplifying explanations. Hence, we
can assume that
Vinax(T) < Wmax < g(Aj(0)), for all r > 0.
Under the modified network Markov chain M', we define random time To
0, T1 , T2,... such that Tm is the m-th time where A" is updated i.e. Bj(Tm7 - 1) > 2
and Bj(Tm) = 0. Based on Tm, we define the following random variables, Yo, Y1 .{ (T)2 if Tm-1 < h1 or m = 0
- A(0) otherwise
Thus, by definitioni of Tm and Ym,
Aj(hi) 2  Aj(Tm 1)2 Ym_ 1,
where the stopping time m* inf{m : Tm > h1 }. We establish the following property
of Ym.
Proposition 26 For all m > 1,
E-[Ym-+1 | Tm) < Ym- A'(0),
(4.15)
(4.16)
where Fm denotcs the filtration Yo, Y1, .... I Ym, TO, T 1 ,... ,TM
Proof. In case Tm > hi, the conclusion is trivial by definition of Yin. Suppose Tm < h1.
We first observe that
(a)
> g(A'(O) - h1)
(b)
> g(A'(0)) - hi - g'(c),
> g(A'(0)) - hi - g'(A'(0)
(c) .
> g (A9(0)) -1,
for some c E (A'(0) - hi, A(0))
- hi)
(4.17)
where (a) is from 1-Lipschitz property of A'(-); (b) is from the mean value theorem;
for (c) we use hi - poly(C(0)) < poly(g(Aj(0))) < A'(0) 1/3 and g'(x) < 1/ V for
large enough Aj (0) and x respectively.
Now we bound the probability that A' increase at time Tm+1 as follows.
Pr [A'(Tm+1) = A'(Tm) + 1 'm = Pr [B(Tm+1 - 1) > g(A.(Tm))
(a)
< Pr [B(Tm+1 - 1) > g(A4(0)) -
(b 1) g(A (0))- 2
<? )max
g (A4 (0)) - 2
< 1-
gy(Aj3(0))
1/10.
In above, (a) and (c) are from (4.17) and (4.16). (c) holds for large enough A'(0).
For (b), we observe that Uax('r) is uniformly bounded above by Vmax from (4.16),
hence once j is successful in its transmission, the probability that j consecutively
attempts to transmit (without stopping) for the next time interval of length k is at
g(A'(TM))
Fm]
lml
(4.18)
Using
E[Ym+1|Im]
(4.18), it follows that
- E[A'(Tn,1) 2
1
- (Aj(Tm)10 S(rn + )2 - 1
- Af(Tm) 2 8 A (Tm)
5
< A(Tm)2 8A (T)2 -
-A'(0) + - T
-
T 
5
< Ym - A'(0)
where we use 1-Lipschitz property of A.(-) and hi = poly(C(0)) < po1y(g(A'(0)))
o(Aj(0)). This completes the proof of Proposition 26.
From Proposition 26, if we let Zm = Yrn + (m 1) -A'(0), {Zm : m ;> 1} become
a sub-martingale with respect to Tm Hence the Doob's optional stopping theorem
implies that E[Zm-] < E[Z 1] = E[Y]. Therefore, the desired inequality follows as
< E[(Aj(Tm-) + 1)2]
SA (Tm )2]+2 E[A(T*)]+1
SE[Ym-]+2-E[A'(0)+m*]+1
E[Zm- - (m* -1) -A (0)] + 2 -E[Aj(0) + m*] + 1
< E[Y1 ] - E[n*] - (Aj(O) 2) + 3 -A'(0) + 1
E[AjT 1) 2]
(c)
< (A' (0) + 1)2
= A (0) 2 - E[m*] - (A'(0) 2) + 5 . Aj(O) + 2
-A'(0) + O(A'(0)),
0 (g(Ai (0)) 2 )
where (a). (b), (c) are from the 1-Lipschitz property of A,(-) and (d) is due to the
most (I -
(A'(Tm) 1)2
E[A'.(hi)2] = [A" (Tr__1)2]
4.(0) 2 -
E [mn* ] - (A'(0) - 2) + 3 - 24)(0) + 1
- E[mn*] - ( 4 (0) - 2) + 3 . A'(0) + 1
following proposition. This completes the proof of Lemma 23.
Proposition 27
E[m*]
0 (g(A'(O))n21)
+ 1.
Proof. We start by defining random variable UT for T E [1, hi]:
U0{ if A'(-) is updated at time T
otherwise
In other words, UT = 1 only if Bj (T
m*
1) > 2 and Bj(r) 0. By definition of U and
hi
mn* -1 =3 U7.
T-l
Now, we will bound the expectation of UT, which is the probability that UT is equal
to 1. For any given network state X(T - 5) ={Q(T - 5),-(r
5), B(r - 5)} at time T - 5, consider the following event :
-= ' & 3
5), a(T- 5), A(T
61 = all nodes do not attempt to transmit at time -
6 2 =Only j attemtps to trasmit at time r - 2 and T
- j does not attempt to transmit at time T - 1.
If 6 happens, A' is updated at time T i.e. U, = 1. First note that
Pr[61] >
-(Wina
1 (4.19)
whether this naive lower bound is obtained from (4.16) and the case when many nodes
(as possible) succeed in their transmissions at time - 4. Second we have
Pr[ 2 1] (E) > (x (4.20)(1). *
whether this naive lower bound is obtained from the scenario that the balanced coin
of j comes 'head' at both time T -3 and all other coins comes 'tail' at both time T - 2
and T- 3. Third since the transmission of j is successful at time r - 2, it is easy to
see that
Pr[ 3 |2] > =E21 -2 (4.21)
Winax g (A3j(0))
from (4.16). By combining (4.19), (4.20) and (4.21).
Pr[U - 1 | X(T - 5)] > Pr[( I X(r- 5)]
= Pr[ 1 & (2 & (3 I X(T - 5)] = Q (g(A(o))- +'9.
The above inequality holds for any given X(r - 5). Hence,
Pr[U,= 1] - (g(A2()) .
Finally, the conclusion follows as
hi ~hi hi,
E[m*-1] > EKI U, E[UT] = Pr[U,=1]
_rT=5 . T=5 -T=5
=(hi - 4)-f2(g(A. (0))- = hi . O
O (g (A'j(0)) '2
4.5.2 Proof of Lemma 24
Let the random time r* = inf{r a,(r) = 0} i.e. the first time j does not attempt to
transmit, and the event 6 denotes r* > hi. Hence, if 6 happens, Bj(hi) Bj(0) + h1
and transmissions of j should be successful consecutively for time 7 E [0, hi - 2
(otherwise., j stops to attempt). Under this observation, we obtain
Pr[6] < Pr [j attempts to transmit consecutively for time 7 C [1, hi - 1]
< (1 ) (4.22)
where the last inequality because W (r) is uniformly bounded above by Vmax from
(4.8). On the other hand. if the event Q does not happen, j stops to attempt its
transmission before time hi, hence Bj should set to 0 before time hi. Based on this
observation and similar arguments as we use for (4.22), we obtain
Pr[Bj(hi) = k | 6"]
< Pr [j attempts to transmit consecutively for time T E [hi
< (I - I )k1
Wmax
(4.23)
Now observe that
E [g(-1 (Bj (hi))] = Pr[] - E[g (- 1)(Bj(h1 )) 1 E] + Pr[c] -E[g( 1)(Bj(hi)) I 64]
< Pr[6] -E[g()(Bj(hi)) I ] + E[g(-0 (Bj(hi)) I E']
For the first term in (4.24), we consider the following using (4.22).
(4.24)
Pr[6] -E[g(- 1 (Bj(hi)) I E]
< 1Q
- max ) .(
1
C(0)/2)
- 0(1),
1)(Bj (0) + hi)
1
g(- 1 (C(0) + C(0)")
(4.25)
where one can check the last inequality for large enough C(0). For the second term
in (4.24), we consider the following using (4.23).
< g(
k=1
1) (k) - 1
max
( 0 (g- (Wax))
(b) 0 (g(~1 (C(0)/2)). (4.26)
where (b) is from (4.8) and for (a) we prove the following proposition.
k +L1Ah - 1]I]
E[g(-l (Bj (hi)) I 6c]
Proposition 28 For p E (0. 1),
p) -- O l(-) 2)).g(-k1 (k)
k=1
Proof. Using some elementary calculus, one can observe that
and x -g( )(x2 /4) <g( 1)(X2), (4.27)
for large enough x i.e. x > C1 for some constant C1 > 0.
Now if k > , it follows that
g(- 1)(k) < e/8 < e pk/4 ( p/4)k (4.28)
where the last inequality holds from ex < 1 + 2x for x E (0, 1). Using this, we obtain
the desired conclusion as
p)kg( ) (k) - (1
I
4p
2
-- 
g
k=1
(a)
(k) - (1 p) k+
k- +14 p2
g(- 1)(k) - (1
>'(1+p/2)k-0
k= + +14 p2
< (g( 1) 4p2I)- P +Z(1
k=4 +14 p2
+0 -
( P
(b) ,
< O gO g
where (a) is from (4.28) and for (b) we use (4.27) under assuming 1/p > C1. (If
1/p < C1 , (b) is trivial since 1/p bounded by a constant.) This completes the proof
of Proposition 28. F]
Combining (4.24), (4.25) and (4.26), the desired conclusion of Lemma 24 follows.
p)k
)k
g (-1) (x) < evx/8
< 1+p/2)k,
k=1
p/2)k
1) 
-
4p2( I ) - P ) +
4.6 Proof of Lemma 18
Large enough L(0) implies that either Qmax(0), Amax(0) or Bmax(0) are large enough.
Since Qmax(0), Amax(0) and Bmax(0) are bounded in terms of Vmax(0), we can assume
W47max(0) is large enough. First observe that
W4rmax (0) max log Qmax(0), eV og g(Amax(O))
( max {log Qmax(0), ea logwmax(O) }
log Qmax(0),
where (a) is from the condition g(Amax(0)) < C(0) < Wmax(0) 3 and (b) is because
Wmax(0) > eV 3og9w-ax(O) for large enough Wmax(0). Hence,
Wmax(0) = log QMax (0)
and consequently Qmax (0) can be assumed to be large enough. Further, we obtain
the following using h2 = I ei soe wmax ( Cogiol/Qmaxo) = o(Qmax(0)): for r K h 2 ,
Vmax(T) > log Qmax(T) log(Qmax(0)
= log(Qmax(0) - O(Qmax(0)))
(b) 1
> -log Qmax(0) :=Wmin,
where (a) is from 1-Lipschitz property of Qnax(-) and (b) is from large enough Qmax(0).
On the other hand, for r < h 2 , we have
Wmax(r) < max {log Qmax(), e log g(Amax(T))
max log(Qmax(0) + h2 ), e log g(Amax()+h 2 )
(d)
< max {log(Qmax(0) + 0(Qmax(0))- log(Qmax (0)}
K 2 - log Qmax(0). (4.31)
(4.29)
h 2 )
(4.30)
In above, (c) is from 1-Lipschitz properties of Qmax(-). Amax (-) and (d) follows from
log g(Anax(0) + 12) < logg(g( 1)(C(0)) + h 2 )
< liog g (g( ) (WI/max(0)3) ± h2 )
- log g(g( 1) (log 3 Qmax(0)) + h 2 )
< log g (2 - h2 )
= log g (eelo log!" rna ("O)
= log log Qmax (0),
where for (e) one can check g( 1) (log 3 Qmax(0)) < h 2 - 1 elol/ 2 Qmax(O) for large2
enough Qnmax(0). Combining (4.30) and (4.31), it follows that for T< h 2.
Wmin < Wmax(T) < Wmax, (4.32)
where Wmin : log Qnax(0) and Wmax 2 log Qmax(0).
Now we state the following key lemmas of which proofs are given in following
sections.
Lemma 29 If C(0) < Wmax(0) 3 , A E (1 E)A and Qnax(0) is large enough,
F(Qj(h2))1Z F(Qi(0)) Q(log log Qmnax(0)) -h 2 .
Lemma 30 If C(0) < Wrmax(0) 3 and Qmax(0) is large enough,
E [A'(h 2)2 ] < 0(h 2 ), for all i, j.
Lemma 31 If C(0) < W/'7max(0) 3 and Qmax(0) is large enough.
E [g( 1)(Bj(h 2 ))] < 0 (g( 1)(4 log 2 Qrmax(0))) ,l
E[
for allij
Therefore, from Lemmas 29, 30 and 31. we have
E [L(h 2) - L(0)] = E F(Qi(h2)) F(Qi(0)) E [ A (h2)2 Aj(0)2I'h -A
- -2(log log Qm ax(0)) .h 2 + 0(h 2) + O (g( )(4 log 2 Qmax(0)))
< -(log log Qmnax(0))-h2
= -Q(logWmax(0))-h2
- log'1 2 Wm2ax(0) 2
(-1)(4 log I cc loglog 11 2 Q max(0) w e
where (a) is because g(1(4log2 Qmax(0)) is dominated by h2 = o when
Qmax(0) is large enough and (b) holds for large enough Wmax (0). This completes the
proof of Lemma 18.
4.6.1 Proof of Lemma 29
We start by observing that
E F(Qi(h 2))
h2-1
E
T=0
h2 -1
:EE
r=0 i
[ F(Qi(0))
z F(Qi(T))
F(Qi(T))]
h2 -1
T=O i
EE [(Qi(r + 1) - Qi(T)) - f(Qi(T + 1))]
h 2 -1
EE [(Qi(r + 1) - Qi(r)) - f(Qi(T))] + 0(h 2 ).
+E [g(- )(Bj(h 2)) - g(- 1 (B(0))
F(Qi('r + 1))
[F(Qi(T + 1))
(4.33)
where the last equality is from 1-Lipschitz property of Qj (-).
summation of (4.33), we consider the following.
E [(Qi(T + 1) - Qi(T)) - f (Qi(T))]
= E [(Ai(r) - fQ(T)Iq,(r),0) - f (Qi())]
-E [Ai (T) - f (Qi (r))] E [Oai (r) - f (Qi (r))]
SE [Ai -f(Qi(r))] E [Jy (T) - f (Qi(r))] , (4.34)
where for (a) we use I{Q()>O - f(Qi(r)) = f(Qi(r)) since f(0) = 0; for (b) we use
the fact that Ai(T), Qi(r) are independent random variables and E[Ai(r)] = A. Now
from (4.33) and (4.34), it follows that
E[ F(Qi(h 2)) - F(Qi(0))
h2 -1
E [(Qi(T + 1)
T=O i
Qi(T)) - f(Qi(T))] + 0(h 2 )
h2 -1
=ZEL
h2-1
< E E[(1
rT=0
E) max p - f(Q(T))
pEI(G)
where the last equality is from A = [Al] E (1 - E)A C
the proof of Lemma 29, it is enough to prove that
E) max p - f (Q(T)) - -(T) - f(Q(T))]
pEI(G)I
o-(T) - f(Q(T))] + O(h 2),
- (1 E) Conv(IE(G)). Hence, for
= -Q2(log log Qmnax(0)) 
- h 2 .
(4.35)
Further, it suffices to prove that for some R = o(h 2)
E) max p - f(Q(T)) - o-(r) - f (Q(T))
pEI(G)
Q2(log log Qmax (0)) - (h2
(4.36)
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h2-1
T=0
E [(I
h2-1
E E
7=R
For each term in the
Cri (r) - f (Qi (r)) + O (h2)Ai - f (Qi (r))
since the remaining terms in (4.35) other than (4.36) are dominated by (4.36) as
- f(Q(T)) 
- o(T) 
- f(Q(T))] < E
-T=o
R-1
< E
r=0
max p -f(Q(T))f-I(G)
[nI - f (Qmax(T))]
R-1
< YE n -f (elmax(T)]
T=O
= 0(R) 
- f (eWmax)
= o(h 2) loglogQmax(O),
where the last equality is from f(x) = log log x, W'Vmax < 2log Qmax(0) (cf. (4.32)) and
R = o(h 2).
Now we will proceed toward proving (4.36). Equivalently, we will find some R
o(h 2) such that for all T E [R, h2 - 1,
max p - f(Q r))
pEI(G)
a(r) - f(Q(T))] = Q(log log Qnax (0)).
The proof of (4.37) requires to establish of following four parts. of which formal
arguments (including precise definitions of RB and RC) will follow later.
A. Given network state X (Ti) at time ri, we establish an explicit formula for the
distribution of schedule o(7 2) at time T2 > 71 . In particular, we show that
p(T 2 : T1 ) = 6f a(Tj),a(7)l P(Tl)
T 2- T
T2-1
+ E e(ri, s) -P(r1)2
S=T1
1- I(4.38)
where p(T2 : TI) is the distribution of { ( 2), a(7 2)} for given network state
X(ri) at time T1 and o,(T),aTi)} is a Dirac distribution i.e. has a singleton
support {(i)., a ri)}. In above, c(-, -) and P(-) will be precisely defined later.
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R-1
EE
r=0
max p
peI(G)
E [(I (4.37)
B. In this part, we first define an explicit event. E, of X(T) as follows.
E {X(r) :Wi(r) > e109 109"oQa(0)
where r7 := 1/ 4 '.
and g(A(r)) - log 4 Qmnax(0) for all ij}.
(4.39)
Using this notation of E, we find RB = polylog(Qnax(0))
such that for r < h2 ,
E [O(T + RB) - f (Q(T)) | X(T) E E]
< - - log log Qmax (0),
-4
(4.40)
Roughly speaking, (4.40) implies that the desired inequality (4.37) holds at
time T + RB if r, happens at time T and RB is small enough to guarantee
f(Q(T)) ~ f(Q(r + RB)). The proof of (4.40) crucially utilize (4.38) and RB
will be explicitly defined later as some polynomial of log Qmax(0).
C. We find Rc = o(h 2) such that E, happens with high probability for T C [RC, h21.
In particular, we show that for T E [RC, h 2]
Pr[E
-
] = 1 - o(1), (4.41)
where we recall o(1) means that o(1) -> 0 as Qnax(0) - oc. The proof of (4.41)
utilizes the following key proposition.
Lemma 32 Consider given i, j E M(i), TV > 0 and network state X(T) 
-
{Q(T),-(T), a(T), A(r), B(T)} at time r< h2 . Suppose that
r) > W '> e "og ogbQmax(0)
Pr [g(AI (r + Ar)) '> W/7'
for some 6 > 0.
20] > 1 - o(1),
where AT = ( ) (W/20) . log" 3 Qmax (0).
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Wi(
Then.
(4.42)
(- )max p - f (Q(r))
p C- (G)
Roughly speaking, Lemma 32 implies that if W is large enough > W at time
T, its estimation g(Aj) at node j become large > 117/20 with high probability
at time T + AT.
D. We present the proof of Lemma 32.
We will derive (4.37) using part B and C. We set R as
R:= RB + Rc.
It is easy to check R = o(h 2) since RB= polylog(Qmax(0)) = o(h 2) and Rc = o(h 2).
For T c [R, h 2
E I( - E)
1], we break the desired term into two parts as follows.
max p - f(Q(T))
pEI(G)
o(r) - f(Q(r))
= Pr[E, S ) -E E) max p -f(Q(r))
pEI(G)
o-(T) - f(Q(T)) S
+ Pr[S-BB] -E
For the first term in (4.43), we obtain
E (I - E) max p- f(Q(T))
pCI(G)
max p - f (Q(T)) - o-(T) - f (Q(T)) E7
pcI(G)
max p-
pcI(G)
-O(f (RB))
(c)
< (1 - o(1)) - - log log Qmax(0)4
(d) E
lo log19 0 Qrnax (0).
f(Q(T- RB)) - a(T) - f (Q(r
RB]
- RB)) E,_-R]
O(f (RB))
(4.44)
In above, (a) and (c) are from (4.41) and (4.40), respectively.
Lipchitz property of Qj(-) and If(x) - f(y)| < f(|x
For (b), we use 1-
y|) + 0(1) for f = log log. For
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E) max p
pEI(G)
- f(Q(T))
RB]
RB] .
(4.43)
Pr[E,_
(a)
RB]
U (r) - f (Q (T)) ET-C
BI] - U (r) - f (Q (r)) 1F7
(1 - o(1)) -E I(1I
(1 -. o(1)) -E [(1I
(d), we use f (RB) = f(Polylog(Qmax(0))) = o(f (Qmax(0))) = o(log log Qmax(0))-
For the second term in in (4.43), we observe that
-E) max p- f(Q(r))
pEI(G)
o-(T) - f (Q(T)) I RB
(e)
< o(1) -E max
IpE I(G)
p - f(Q(T)) E_  RB]
o(1) .E n -f (Qmax(-))
o (1) -0(f (Qmax(0)))
= o(log log Qmax(0)), (4.45)
where (e) is from (4.41) and (f) is due to f(Qmax(T)) f(Qnax(0)+T) 5 f(Qmax(0)+
h2 ) = f(Qmax(0) + O(Qmax (0))) = O(f(Qmax(0)).
Finally, combining (4.43), (4.44) and (4.45), the desired (4.37) follows as
- ) max p - f(Q(T)) - o-(T) - f(Q(r))]
pE-T(G) I
6
16 log log Qmax(0).
This completes the proof of Lemma 29.
Part A : Proof of Formula (4.38)
We start by defining the necessary notations. We will use same notations we used
in Section 3.2.4. Markov chain P(T) again denotes the Markov chain P in Section
2.2.3 using node weights W = W(r) defined as per (4.2). Hence, P(r) is decidable
on given W(r). equivalently Q(T) and A(r). Jr(r) will also denote the unique sta-
tionary distribution of P(r) i.e. Tr(r) P(T) = ir(r). We let pu(r) be the distribution of
{-(T), a(r)} at time r.
By definition of P(T), first observe that
E [6 o(T+1),a(r+1)} Q(r), -(Ir), AQr)1
where we recall that P(T) is decidable with respect to given Q(r) and A(T). By
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= 0g'(T), a(,)jP(r),
Pr[f _,]- E (1I
taking expectations on both sides of the above equation, we obtain
pI{(r + 1) = E [65{a(r+1),a(T+1)}]
= E [6o(T),a(T) 
- P(r)] ,
where the expectation is taken over the distribution of X(r) {Q(T), a(r), a(r), A(T), B(T)} E
X. Using the above relation, we have
p(r + 1) = E [6o(T),a(T)} - P(r)]
= E [E [6o,(T),a(T)} -P('r)
SE [E [I{aT Q(T),
- E[j(T) - P(r)],
Q(T), A(r)]]
A(T)] - P(T)]
where we define
This leads to the following recursive relation between I(T + 1) and p(r).
p(r + 1) - E [i(r) - P(T)]
= E [P(() -P(0)] + E [(T) - (P(T) P(0))]
- E [i(r)] -P(0) + e(0, T)
P(r) - P(0) + e(0. T).
where we define
e(TI T2) :E [Pf(2) (P(r 2) - P(Ti))] -
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IQ(r), A(r) I.(r) = j (Q(r), A(r)) := E of5,(-T),a(T,
By applying the relation recursively, we obtain
s) - P(0)S
s=O
r-1
= p(0) - P(0)' + Ze(0, s) - P(0)
s=O
In general, for a given network state X(Ti) ={Q(Ti), a-(Ti), a(Ti), A(Ti), B(ri)} and
TI <T2,
T2 -1
1 (ri) - P(Tl)2-Ti + E e(ri, s) - P(r 1 )2-1 -S
T2-1
= 
6 {(T),a(T)}- P (ri)r 1  +Ti e r, s) - P ()T 2 1 -S
s-r1
where recall that p(72 : TI) is the distribution of {-(T2), a(T2)} for given network
state X(ri) at time r. This completes the proof of (4.38).
Part B : Definition of RB and Proof of (4.40)
In this part, we will define RB and show (4.40). To this end, suppose X(r) c ET is
given for T < h 2 and set RB as
RB :=Tmix (1/Qmax(0). n, 2 log Qmax(0)) ,
where Tmix is defined in Lenna 3. It. is easy to check RB = polylog(Qmax(0)).
Therefore, we have
05o,(r),a(r)} - P(T) RB
1
Q 0TV -)
Qrnax (0)
(4.47)
from Lemma 3 and W4/max(F) Wnax < 2log Qnax(0) (cf. (4.32)). (4.47) provides an
estimation of lie first tern in (4.38) for p( + RB : T).
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(4.46)
= (0) - P(0)T + E e(0, r - 1Ip'(r)
On the other hand, for the second term in(4.38), we observe that
T+RB-13 e(T, s) - P(r T+R)-1- 1
S=T
1
1
-1-s 
TVe(. S) _ +RB
e C( s )||TV - |A
1
~E [ tp(s) -(F(s) - P(T))]||7I-|V
T-fRB 1
E
S=T
Mc T-RB-<SE
S=T
Q1 nx |Pij(s) Pj(7)~ 1-A
0 (max Wi (s) - W ()|)
(d) T+RB -1 (S T) .2loglog',Qmax (0)
< E 0 g 1) (elog logz 2 max.())S=T ( 9
(e) polylog(Qnax (0)) -2log log', Qrmax(0)
1(-1) (elog log 2f .max(0))
(4.48)
where (a) is because P(T) +RB-1-S is a IQ x IQ transition matrix; for (b) we use p(s) is
a (listribution on Q and P(s)-P(r) is a |Q| x fQ| matrix; (c) is from Proposition 10; for
(d), (e) and (f) we use Corollary 20, RB = polylog(Qnax(0)), W(Ti) > elog iogolmax(O)
and
(-1) (elog log2Q-. (0 log log' QrnmdO) - superpolylog (Qmax(0)).
From the formula (4.38) with (4.47) and (4.48), it follows that
j(T + RB T) r)TV = 0(1).
Using the above inequality, we have
E [a(T+ RB) -logW(r) | X(T) G ET] Epl(T+RB:) [C -log W(T) X(T) G E,]
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TV
T+RB
<SE
S-T
(a) T+RB
< E
S-T
T+RB
s--i
(4.49)
(a)
>(1 |-tp(T+ RB : r) -- -(r)|Ty) max p - log W(r)
pE(G)
S(1- o(1)) max p -log W(T)
pcI(G)
0(1),
0(1)
(4.50)
where for (a) we use Proposition 9. To obtain the desired inequality (4.40), we bound
the difference between f(QiQr)) and log Wi(T) as
max f (Qi(r)), max
SEjA(i)
< max logg(Aj(T))
jEMr(i)
( log (log 4 Qrnax (0))
= o(loglogQmax(0)) = o(f(Qmax(0))),
where (a) is because X(T) E ET. Hence, we have
E [o-(T + RB) - f (Q(r)) X(T) E E,]
(4.51)
(c)
> (1 - o(1)) max p - log W(r) - O(1) -
pCI(G)
(1 - o(1)) max p - f(Q(T))
p((G)
(1 o(1)) max p- f(Q(T)),
pCI(G)
- o(f (Qmax(0)))
o(f(Qmax(0)))
o(f(Qmax(0)))
where we use (4.51) for (b) and (d); (c) is due to (4.50); (e) follows from maxpEI(G) p
f(Qr)) > f(Qmax(T)) > f(Qmax(0)-T) > f(Qnax(0) h 2 ) - f(Qnax(0) O(Qmax(0))) =
Q(f(Qmax(0))) for large enough Qmax(0).
Finally, the desired conclusion (4.40) follows as
(1 - E) max p- f(Q(T)) - E [-(T + RB) - f (Q(T)) I X(T) E ET]
pEI(G)
<-(E o(1)) max p
pEI(G)
< -- f(Qmnax(7)) <
2'
- f(Q(T)) - max p
peI(G)
- f(Q(T))
4 f(Qnax(0)),
where the last inequality is from f(Qmax(T)) > f(Qmax(0) T) > f(Qmax(0)
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h2) >
f (Qi(T)) - log Wi (r)| =- f (Qi (r))
V/log g (Aj (r))
f(Qmax(0) - o(Qmax(0))) > } - f(Qmax(0)) for large enough Qmnax(0). This completes
the proof of (4.40).
Part C : Definition of RC and Proof of (4.41)
In this part, we will find Rc = o(h 2) such that for T [Rc, h 21
Pr[ST] - 1 o(1).
It is equivalent to show that for E [RB, h2]
Pr [g(A'(T)) < log 4 Qnax(0)]
Pr [Wi(r) > elog liog'a(o)]
because of the union bound. To define RB explicitly, we introduce the following
necessary notations.
i1 := elog log/4 mao() and Lk :- log / 4 k1
-r := (-1)(Lz/20) - logn+3 Qmax (0)-
1t
Hence, it is easy to observe that
e = eloglog
1 / 4 k Qax(0) and En = l og', Q (0)
since recall that we choose 7 = 1/4n. Based on these, Rc is defined as
n-1k
R c -1 ) og1  /4 Qmax(0)/ 2 0 )
k=1
- logn+ 3 Qmax(0),
where it is easy to check Rc = o(h 2) i.e. Rc/h 2 - 0 as Qmnax(0) + 00.
We first proceced toward proving (4.52). Let random time To 0. T1, T2, . . . such
that Tm is the m-th time when A' is updated i.e. Bj(T. 1) > 2 and Bj(Tm) = 0.
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-o(1)
o(1)
(4.52)
(4.53)
for k > 2
We define n* := inf{m : Tm > T}, hence m* - 1 be the number of updates until
time T. One can observe that if g(Aj(T)) > g(x + 2) > g(x - 1) > g(A'(0)) for some
x, there exist two n E (0, n*) such that Bj(Tm - 1) > g(x). In other words, there
should be at least two updates which make g(A'(-)) increase beyond g(x), otherwise
g(A'(-)) should keep less than g(x + 1) under the algorithm until time T. In addition,
let "I denote the smallest such m while im > 1 i.e.
m := inf {m :Bj(Tm - 1) >g(x) and m> 1}.
One can set x -g ( 1)(log 4 Qrmax(0)) - 2 since
g(A'(0)) < C(0) < Wmax(0) 3 - log 3 Qinax(0)
< log 4 Qmax(0) - 3 = g(x + 2) - 3 < g(x -1)
for large enough Qmax(0). Using these notations, we have
Prg(A9(T)) > log4 Qrax(0)1 = Pr[g(A'(T)) > g(x + 2)]
Pr[i} e (0, m*)]
Pr(Tji, < T]
Y Pr(T, = k]
k=1
ZPr[ay(s)=1fors=k-2..,k- [gQ(x)]-1]
k=1
TI Q ' rx g(x)1-
k=1 Wmax
T ( 0 logQmax (0)
max(0
o (Qmax(0)
o(1),
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where (a) is from the union bound; for (b) we utilize the fact in > 1; for (c) one can
observe that under the algorithm the probability that some node j keeps attempting
to transmit consecutively (without stopping) for a time interval of length y is at most)y-11 - a ; (d) is due to x = g )(log4 (Omax(0 )) -2; (e) is from h2 = 0(Qmax,(0))
This completes the proof of (4.52).
Now we proceed toward proving (4.53). We first state and prove the following
corollary of Lemma 32.
Corollary 33 Consider given i, j EN(i) U {i}, W > 0 and the network state
X(r) - {Q(T), o(T), a(T), A(T), B(T)} at time T < h 2 . Suppose that
W4i (T) > W > log log 6 Q-a(0) for some 6 > 0. (4.54)
Then,
Pr [V (r + AT) > ei g/a > 1 ,
where Ar= g- 1) (W,/20) - logn+3 Qmax (0).
Proof. First consider the case j =i and we observe that
AT g( 1) (14/20) logn 3 Qmax(0)
a g) (W /20) - e(n+3log " W
- g(-1) (W/'/20) Polylog(w)
(b) 9 (- )(Clg2 wV
2W
where (a) is from the condition W17 > elg 10g Qax(O) and one can check (b) for large
enough W. Hence, from Corollary 22,
1j (T + AT) > W - 1 > e lgO/4 W with probability 1,
where the last inequality holds for large enough W.
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Now consider the case j $ i. In this case, we have
+ AT) > e g w Pr e log g(A (r+Ar>> Clog1/4 W]
> e
> W1/20]
Pr [g(A (T + AT))
(b)
> Pr [g(A (T + Ar))
1 -o(1),
where (a) is from definition of j; for (b) we use e191/ 2 W/" < 14/20 for large enough
1W; (c) is due to Lemma 32. D
We let i* denote one of nodes which satisfy Q- (0) = Qniax(0). (There exists at
least one such node i*.) For any node j, one can construct a path J1 i*, J2,.
of length n by allowing repetition. We recall the dcfinition of LA, and Tk.
-1 = elog Ilog/4 Qmax(O) and Lk = Lk-1 for k > 2
k
7 = 0 and 7k = g 1)(L 1 /20) -logn+3 Qmax(0).
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In addition, we define the event dk as
{X(+-): w (+jkl( (T±+ ) 4}.
We state and prove the following proposition.
Proposition 34 For k = 1,...,n - and r < h2 %-1, Pr[6E | 61, .. . _1]>2
1 -o(1).
Proof. We will prove Proposition 34 by induction. The base case k = 1 follows from
W1,(r) = 1W-(r) > log Qis (T)
> log(Qmax(0) -
> log Qmax (0)2
h2)
> log(Qi- (0) - r)
log(Qmax(0) - o(Qmax(0)))
> eloglogl/ 4 Q max(o) 
_ L
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Pr WU (r
.. ,n J
where inequalities hold for large enough Qmax(0). It is easy to show k > 2 using
Corollary 33 and the induction hypothesis since Lk - elo log6 Qmax(O) with 6 = 1/ 4k.
This completes the proof of Proposition 34. D
Therefore, Proposition 34 implies that for r - [0, h2 Rc],
Pr [Wi(T + Rc) > elog glog Qmax(O)] = Pr [Wj(r + 7-1) > L]
= Pr [W/, (-F+ 7- 1) > Ln]
= Pr [64-1]
n-1
= fJPr [Ek
k=1
>
, Ek_1]
This completes the proof of (4.53).
Part D : Proof of Lemma 32
Now we proceed toward proving Lemma 32 to complete the part C. First consider
the case when g(Aj(T)) > W/10. 1-Lipschitz property of Aj(-) implies that
g(A'(T + r')) 11/20,
On the other hand, we have
for all r' < g( )(M/10) g( W 1)/(1 20).
g( 1)(147/10)
gH(-)(W/20) = e
p o1/4  l log (/4ma0)
> c 40 20
(b)
- superpolylog (Qiax(0)).
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(4.55)
(4.56)
where for (a) we use f(x) - f(x/2) > f'(x/2) -x/2 with f(x) = e and x = W/10;
(b) is due to W > elog I"oQ-ax(0). Therefore, it follows that
g(Al(T +AT)) > 1W7/20
since
Ar = g(-1) (W/20) - polylog(Qmax(0)) < g 1 (T/ 10) - g(- 1 (W/20), (4.57)
where the inequality is from (4.55), (4.56), and large enough Qmax(0).
Now consider the second case when g(AI(T)) K W/10. As the first step, we will
find some absolute upper/lower bounds of Wi(r + r') and g(Aj(T + r')) for T' < AT.
Based on these bounds, we will construct a martingale with respect to g(Aj(-)) to
control g(Aj(T + AT)), which is indeed similar to the strategy we use for the proof of
Lemma 23 in Section 4.5.1.
First Step: Bounds of Wi(T+') and g(Aj(T+T')) for T' < AT. From Corollary
22, we observe that for r' < AT
WIr + ') > W- 1,+ (4.58)
since using (4.57) it is easy to
large enough W.
For the bound of g(A(T +
check that T' < AT < g( W 1 4(/10) < g" 1log 2 ) for
r')), we obtain that for T' < AT
g (A'Qr + T')) K W/5, (4.59)
using 1-Lipschitz property of Aj (-) and
(a) (b)
r' < Ar < g (W/10) < g (117/5) -, g( (14/10).
In above., where (a) is from (4.57) and (b) is due to g(- 1)) > g( 1)/(x2) - 2 for large
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enough x.
Second Step : Martingale to control g(A (r + Ar)). We follow the similar
strategy and notations in Section 4.5.1. Again we consider a modified network Markov
chain where all the Markovian rules are same as the original chain except for W(T')
W(r' - 1) for r' > T + AT i.e. W(-) is fixed after time T + AT. This modification
does not affect the distribution of g(Aj (r + Ar)). and merely for guaranteeing (4.58)
all T > 0. Now define random time To =, T 1 . T 2 , ... such that Tm is the m-th time
when A' is updated from time T i.e. Bj'(Tm - 1) > 2 and B'(Tm) - 0. Based on Tm,
we define the following random variables. Y, Y1 .
eg( u)w)-Aj(Tm) if Tm-1 < T+AT or m=0
Ym :=
a - Ym-1 otherwise
where a > 0
following: for
is some constant which will be decided later. Then, we will show the
all m > 1,
E [Ym+1 I m]< a - Ym . (4.60)
where Fm denotes the filtration Y... Yn, T1.  Tm. (4.60) is trivial if Tm > T+AT
by definition of Ym. When Tm < T + AT. we observe that
E [Ym+1 Im] =E
(a) 3
4
*9(- 1) (W4) -Ai(T.) -- I1 - 1) (IV) --Aj(T,,) + I
4
= a - Y(
where a := 1-1+ - e< 1 and for (a) we use
Pr[A (Tm+1)= A (Tm)+1] =
(b)
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Pr[B3 (Tm
Pr(B (T,,
1) > g(A(T-1j))]
1) '> W11/5]
1 - Pr[Bj (Tm - 1) < V/5]
W/5
> 1I- Pr[Bj(Tm - 1) = k]
k=1
W/5
> 1- E Pr[i stops to attempt at time Tm - 1]
k=1
(c) W/5 1
> 1-
k=1
-4
In above, (b) and (c) is from (4.59) and (4.58), respectively.
From (4.60), {Zm : Yi/am, m > 1} becomes a sub-martingale with respect to
Ym. If we define a stopping time m* as m* = inf{m : T, > T + AT},
(a) (b)
E[Zm-]15 E[Z1 ] = E[Y] < YO - e = essivw)-(r)+1
where (a) and (b) is from the Doob's optional stopping time theorem and 1-Lipschitz
property of Ai(-). Using the above inequality and Markov's inequality, we have
Ym
=C e( )(w)-A(r)+1 . log Qmax(0)
1
with probability at least 1 - I = 1 - o(1).log Qmax (0) (4.61)
Finally, it follows that
A'(T + Ar) - Aj(m* - 1) > Aj(m*) - 1
= g(- 1) (W) - og- 1 (W) -
= g (W) -log Ym- - 1
(a)
> g(I (W) - g(W)
(b)
> A (r) +
log'+ 2 Qmax (0)
- A (r) + 1 +log log Qmax(0)
log- - loglog Qmax(0)- 2
a
(c)
> g (/1120).
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(m* - 1) log -
In above, from the union bound with (4.61) and Proposition 35 stated below,
"Both (a) and (b) hold with probability 1 - o(1)."
(c) is due to our choice of AT = g(- (VV/20)-logn+ 3 QnOax(0) and large enough Qmax(0).
This completes the proof of Lemma 32.
Proposition 35
Pr mn* - 1 '> A
- log' 2 Qmax (0)
Proof. We start by defining random variable UT'.
if Ai(-) is updated at time T'
UT'
- 1 - (1).
for T' E [r+1,T+AT.
otherwise
In other words, UT' 1 only if Bj(T' - 1) > 2 and Br(T') = 0. By definition of UT'
and m*,
m* - = 3 UT'.
Since Wmax(T') < Wmax = O(log Qmax(0)) for r' < r + AT (Cf. (4.32)), the same argu-
ments in the proof of Proposition 27 leads to the following bound for the expectation
of n* - 1.
E[n* - 1] = E UT' ( AT
(Wnmax)n
(lg AT
=D fl i +1 Qma (0)
Now we define randoin variable Z,, as
ZT, = E (
T'/=T+1
UT' UT+1,...,UT,
.
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where T' C [T + 1, -T+ AT + 1]. Hence, it is easy to observe that
ZT+1 = E[m* - 1] and ZT+AT+1 =m* - 1.
Further, {ZT : r' E [T + 1, T + AT + 1]} forms a martingale with bounded increment
i.e. IZ - ZT+I| < 1. One can obtain the conclusion of Lemma 35 by applying the
Azuma's inequality to the martingale {Z,,}.
4.6.2 Proof of Lemma 30
We start by stating and proving the following key proposition.
Proposition 36 Suppose C(0) < Wmax(0) 3 . Then, for r < h2 and g(- 1) (Wmax (0)3) <
k c Z+,
Pr[A'(r) > k] < e-g(k)/wm O(T).
Proof. Let random time To = 0, T1, T2 ,... such that T, is the m-th time when Aj()
is updated i.e. Bj(Tm - 1) > 2 and Bj(Tm) = 0. We define n* := inf{n : T, > r},
hence n* - 1 be the number of updates until time'r. If A'(r) > k, then
A'(r) > k > Ay(O)
since Aj(0) 5 g(- 1 (C(0)) < () (Wniax(0)3) < k. Hence, there exist at least two
n C [1, m*) such that Bj(Tm - 1) > g(k - 1). This is because if there are no such
two m, A'(-) should keep less than k + 1 under the algorithm until time r, hence it
contradicts to A'(r) > k (i.e. Aj(r) > k + 1). In addition, let f denote the minimum
such m while i > 1 i.e.
:= inf {m: B(Tt,- 1) > g(k -1) and m > 1}.
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Using these notations, we observe that
Pr[A'(T) > k] < Pr[ i (1, m*)]
Pr[T<  T]
>LPr [T,- = 11
i=1
Y3 Pr [aj(s) =1 for s = 
(c)
< 1
<=1
< T.(1
V Ia) g(k -1) 1
I/Vmax
I g(k-1)-1
Wmax)
= eg(k)/Wmax
where (a) is from the union bound; (b) is from i > 1; for (c) one can observe that un-
der the algorithm the probability that some node j keeps attempting to transmit con-
secutively (without stopping) for a time interval of length y is at most I -i .)y-1
This completes the proof of Proposition 36.
Now we observe that
E [A'(h 2)2] - (ZPr[A'(h 2)= k] - k2
k=1
-=1
k=1
h2+(
h2+ f
k= 12
< h2+ Oth2) -
Pr[A'(h 2)= k] - k2
1 2
-- 0(h 2 ) -k2
k= h2
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Pr(4 (h2) = 2k + ft
k- h=
Pr[A'(h2)= k] - k2
2,.1 .... ,1- g(k - 1) - 1]
where for (a) we use the following.
Pr[A(h2)= k]
1
< - O(h2), for k > /h~2. (4.62)
Hence, it is enough to show (4.62) to complete the proof of Lemma 30.
From Proposition 36, it suffices to prove
e- g(k)/Wmax 1 for k > Ih.
By taking the logarithm on both sides of the above inequality, we have the equivalent
inequality as
log log4 k /Wmax = g(k)/Wmax > 4 log k.
Again we take the logarithm on both sides of the above inequality, and obtain that
log log 4 k - log )/Vmax > log 4 + log log k.
One can check the above inequality holds if log log4 k '> 2 log Vmrax since Vmax is large
enough. Equivalently, the desired condition for k is
k (2 logwillax) 1/4k > ie n "to .
Finally, k ;>0vIi satisfies the above condition since
C (2 log Wmax)1/4 ,O(log log 14 Qm1ax (0))
1 og log1/ 2 Qmax(0)
v/2
- h2.
This completes the proof of (4.62), hence the proof of Lemma 30.
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4.6.3 Proof of Lemma 31
To begin with, we recall (4.32). For T < h2 ,
Wmax(-) < Wmax = 2log Qmax(0).
The proof of Lemma 31 is almost identical to that of Lemma 24 in Section 4.5.2.
Let the random time T* = inf{r : aO(}) = 0} i.e. the first time when j does
not attempt to transmit, and the event E denotes r* > h2. Hence, if E happens,
B(h2)= B(O) + h2 and
Pr[] < Pr [j attempts to transmit consecutively for time T E [0, h2 - 111
< 1h--, (4.63)
W/max'
where the last inequality because W(T) is uniformly bounded above by Wmax. On
the other hand, if the event 6 does not happen, j stops its transmission before time
h2, hence Bj (-) should set to 0 before time h2. Based on this observation and the
similar arguments as we use for (4.63), we obtain
Pr[B (h2 )= k | (E|
< Pr [j attempts to transmit consecutively for time T C [h2 - k. h2 - 111
< (1 - 1 . (4.64)
Wmax-k-1
Now observe that
E [g(-0(B(h2))] Pr[6] -E[g(-)(B (h2)) 1 E] + Pr[6'] -E[g( 1) (Bj (/12)) 1 Ec]
K Pr[E] -E[g (Bj(h 2 )) 1 E] + E[g 1 (Bjh 2 )) ] (4.65)
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For the first term in (4.65), we consider the following using (4.63).
< 1
where (a) follows from Wmnax < 2log Qmax(0) < h2 and Bj(0) C(0) Wmax(0) 3
log 3 Qmax(0) < h2 ; one can check (b) for large enough h2 -
For the second term in (4.65), we consider the following using (4.64).
k1
-
1
mnaxk-
g(- 1)(k) - 1
S0 (g(Wl(ax))
S0 (g 1) (4 log 2 Qmax(0))), (4.67)
where (a) is from Proposition 28. Combining (4.65), (4.66) and (4.67), the desired
conclusion of Lemma 31 follows.
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- (-1)(Bj(0) + h2)
I ax h2
1h 2 
- g(- 1)(h2 + h 2 )
(4.66)
E[g(-)(Bj (h2)) | "c]
Pr[Q6] - E[g(-10(Bj(h2)) | Q6]
Chapter 5
Medium Access Control in Other
Networks
In this chapter, we wish to explain the generality of our algorithmic method to generic
stochastic processing network model beyond single-hop wireless network model dis-
cussed thus far. In particular, we shall consider two representative scenarios: multi-
hop wireless network in Section 5.1 and buffered circuit switched network model for
optical network in Section 5.2. Both models present additional challenges compared
to the single-hop wireless network model: queue dynamics becomes a lot more com-
plicated in the multi-hop network model and Lipschitz property of queue-sizes is not
satisfied in the buffered circuit switched network model. Despite these challenges. we
explain how our method extends to these scenarios gracefully in what follows.
5.1 Multi-Hop Wireless Network
In the multi-hop setup of wireless network, packets departed from queues may join
another queues. This different queueing dynamics leads to a different capacity region
from that of the single-hope setup. However, other assumptions and setups are almost
identical. In Section 5.1.2, we present a MAC algorithm in the multi-hop setup., which
is similar to that of the single-hop setup i.e. MAC 1 in Section 3.2. Our design is
motivated by the popular centralized back-pressure policy [56]. which is the multi-
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hop version of the maximum weight (MW) algorithm. In essence we choose access
probabilities considering back-pressures (cf. we explain the back-pressure in Section
5.1.1) instead of queue-sizes themselves. We note that the analysis of this multi-
hop MAC algorithm is quite identical to that of MAC 1 with minor differences in
understanding queues dynamics and fake packets described in Section 5.1.2.
5.1.1 Network Model
Consider a collection of n queues, represented by set V {1, ... , n}. Similar to the
single-hop setup we described in Section 1.1.1, we assume discrete time TE Z+ and
queue i receive packets (or work) as per exogenous Bernoulli arrivals with rate Ai.
That is. Ai(r) E {O,1} and Pr(Ai(r) 1) Ai for all i and T Z+, where Ai(T) is
the number of packets arriving to queue i at time T. Packets from queues are served
or departed with unit rate subject to inference graph G = (V, E) of n queues. Hence,
U-(r) = [9(r)] E (G), where ai (r) E {0, 1} denotes again the transmission status of
i at time T (i.e. o-i(T) 1 if the transmission of i is successful at time r). Let A = [Ai]
and Q(r) = [Qi(r)] again denote the arrival rate vector and queue-size vector at time
r, respectively.
Now we start to describe the difference in the multi-hop setup. Unlike the single-
hop setup, once work is served from a queue it may join another queue. Let R E
{0. 1} " be the routing matrix, Rij = 1 if work served from queue i is sent to queue
j, and Rij = 0 otherwise; if Rij = 0 for all j then work served from queue i departs
the network. For each i we require Ri2  1 for at most one j. We will assume that
routing is acyclic, i.e. that work served from some queue i never returns to queue i.
Also, let R (I - RT)-1 where RT is a transposition matrix of R. By considering
the expansion R = + RT + (RT) 2 + ... , it is clear that Rij E {0, 1} for all i, j. and
that Rij = 1 if work injected at queue j eventually passes through i, and Niij 0
otherwise. When the routing matrix R is the zero matrix, then work served from any
queue departs the network, which is the single-hop network.
In summary. the model we describe above induces the following queueing dynam-
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ics: for any T E Z+ and 1 <i n,
Qir + 1) Qi (T) - j(T)I{Q,(T)>o} + Ai(T) + >3Rj - oj(T)I{jQ(T)>o}.
Hence,
Q(r + 1) Q(r) + A(r) - (I - RT)I{1(T)>o & Q(T)>O}, (5.1)
where we define A(r) = [Ai(T)] and Ia(T)>o & Q(T)>O = [I{(T)>o & Qi(T)>0}
Scheduling Algorithm & Capacity Region
In the network model described above, scheduling is necessary i.e. decision of a(T) E
I(G) at each time instance T. It is easy to observe that the capacity region, denoted
by AmW, of the multi-hop wireless network becomes the following, i.e. any scheduling
algorithm cannot keeps queues finite if A ( Amw:
Amw - y c R : R -y E Conv(I(G))}. (5.2)
Now we explain the multi-hop version of the maximum weight (MW) scheduling
policy. The policy chooses a schedule a(r) at time T such that
o-(T) E arg max p - (I - R)f(Q(T)).,
pEIT(G)
where some increasing function f : R+ -+ R+, f(0) = 0 and limo f(x) = oc. For
simplifying notations. we define B(T)= [Bi(T)] := (I - R)f(Q(T)). Hence,
Bi(r) =[(I - R)f(Q(T))]i = f (Qi(T)) - f([RQ(r)]i),
where [RQ(r))i (escribes the queue size at the first queue downstream from i. The
difference f(Qi(T)) - f([RQ(T)]) is interpreted as the pressure to send work from
queue i to the queue downstream of i: if the downstream queue has more work in it
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than the upstream queue then there is no pressure to send work downstream. For this
reason, it is also known as back-pressure policy. The network Markov chain induced
by the MW policy (or algorithm) is known [56 to be positive recurrent if A E A" i.e.
it is throughput-optimal. However, our interest is distributed scheduling algorithms
of minimal computational complexity and message passing, which is described in the
next section.
5.1.2 Algorithm Description & Throughput Optimality
In this section, we will describe a multi-hop version of the algorithm MAC 1 presented
in Section 3.2. (One can also design and analyze multi-hop versions of MAC 2 and
MAC 3 as well in a similar manner.) In the algorithm, nodes maintain weights W(T)
[Wi(T)] and each node (queue) i does the following at every time step T E Z+.
Description of MAC Algorithm of Multi-hop Wireless Network
1. If the transmission of i was successful at time r - 1. then
i attempts to transmit with probability 1 - 1/Wi(T),
where transmit means that
transmit transmit a real packet of queue i if Bi(r) > 0
a fake packet otherwise
2. Else if no neighbor of i attempted to transmit at time r - 1, then
i attempts to transmit with probability 1/2.
3. Otherwise, i does not attempt to transmit.
The above description is almost identical to that in Section 3.1 with a minor differcnce
using fake packets. We assume that if node i receive a fake packet from node j. i
discards the fake packet upon receiving. Hence, fake packets do not affect queucing
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dynamics (directly). We use notation &(r) = [(i(r)] E {0. 1}" to mean that
I if i transmits successfully at time T i.e. transmits a real or fake packet
0 otherwise
On the other hand, we recall definitions of r(T) = [oi(r)] and a(r) = [ai(r)].
) 1 if i transmits successfully at time r i.e. transmits a real packet
0 otherwise
1 if i attempts to transmit at time -
ay (r) =
0 otherwise
Now we describe our choice of weight.
Wi(r) = e [f(Qi(T>> max~f(lag(r>]i),Vf(Qmax(r>>M+, (5.3)
where f(x) = log log x. A careful reader can observe that we design the weight so
that the algorithm essentially simulates the multi-hop version of MW algorithm i.e.
back-pressure policy. The reason why the weight has term Qmax(T) is because it slows
down the speed of change in Wj~r) when Qmax(r) is large. This allows to do the same
analysis as that of MAC 1.
We state the following throughput-optimal property of this weight formally, where
the proof is presented in the next section.
Theorem 37 Suppose the algorithm describe above in the multi-hop wireless network
uses the weight as per (5.3). Then, for any A G AL,, the (appropriately defined)
network Markov chain is positive recurrent.
5.1.3 Proof of Main Theorem
The proof of Theorem 37 is almost identical to that of Theorem 6 with a minor differ-
ence in analyzing queueing dynamics. First observe that X(T) = (Q(-r), &(r). a(r))
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become a state of network Markov chain since r(T) is determined by other compo-
nents. The underlying (infinite, countable) state space X is
X Z" x Q C Z+ x I(G) x {0, 1}",
where ( is the finite state space of Markov chain P we described in Section 2.2.3.
We are interested in establishing the negative drift criteria of Theorem 4 with the
following Lyapunov function L:
L(r) = L(X(T)) = F(Qi(r)),
where F f f and recall that f (x) = [log log x]+. For this Lyapunov function, we will
find appropriate functions h, k : X - Z+ as per Theorem 4 for x = {Q(O), &(O), a(0)} C
X. From the same reason as we described in Section 3.2.4, it suffices to find the func-
tions for for x ={Q(0), &(0), a(0)} c X with large enough L(x) i.e. large enough
Qmax(0). Furthermore, it is easy to see that Bmax(() = 8(Qmax(0)), hence Bmax(O) is
also assumed to be large. Given initial state X(O) = x, pa(r) denotes the distribution
of &(r) E T(G). We assume A C (1 - E)Amw for some E > 0.
We state the following key lemma for the proof of Theorem 37.
Lemma 38 For a large enough Qmax(0),
El0[[B(rF)]+ -]'> I - 5) . max [B(T)]+ - p - 0(1).
2 pel(G)
for T C I = [b1(Qmax(0)), b2(Qmax(0))], where b1 , b2 are integer-valued functions on
Z+ such that
bi(x), b2 (x) - polylog (x) and b2 (x)/bi(x) = 0 ( log x) .
For simplifying notation, we will let b1 = bi(Qnax(0)) and b2 = b2 (Qmax(0)).
Proof. The proof of Lemma 38 is almost identical to that of (3.6)., additionally uti-
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Ilog W (r) - [Bi(r)], I < v f (Qmax(T)) - o(Bmax(T)).
We omit further details. O
From the above lemma, it follows that
E,, [B(T) - ,(r)] ET[[B()]+ -±(T)
= E'(-r)[[B(r)]+- ]
1 (
> (i
- max [B(T)]+ - p
pEI(G)
- max B(r) -p
pCI(G)
0(1)
0(1), (5.4)
where recall the notation Ex[-] = E[-HX(O) = x] and (a) is because under the algo-
rithm described in Section 5.1.2, Ui(T) = 0 (i.e. i does not transmit a real packet) if
[B( o)+ = 0.
Now one, can bound the ifference between L(T +1) and L(r) as follows.
L(T + 1) - L(r) = (F(Q(r + 1)) - F(Q(T))) - 1
< f (Q(T + 1)) - (Q(T + 1) - Q(T)),
< f(Q(T)) - (Q(T + 1) - Q(T)) + n2,
where the first inequality is from the convexity of F and the last inequality follows
from the fact that Qi(-) is n-Lipschitz, i.e. |Qi(T + 1) - Qi(T + 1)f < n due to (5.1).
Therefore., we have
L(T + 1) - L(T) K f(Q r)) - (Q(r + 1) Q(r)) + n2
< f(Q(r)) - (A(r)
Sf (Q(T)) A(T)
f (Q(r)) A(T)
(I- RT)I1(T)>O & Q(-)>O}) + n12
(I - R)f (Q(T)) - o() + n2
(5.5)
where we use f(0) = 0 for the last inequality. Given initial state X(0) = x, we take
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lizing
2
- E2
the expectation on the both sides of (5.5):
< Ex[f(Q(r))-A(r)] E,[B(T) - o(r)]+ n2
Ex[f(Q r)) - A] - Ex[B(T) - o(r)] + n2
where the last equality follows from the fact that Ai(r) is an independent Bernoulli
random variable with mean A1. Further., we have
Ex [L( [ + 1) - L(r)]
< Ex [f(Q (r)) - A] - Ex [B(r) - Or(r)]+ O(1)
< Ex[f(Q(r) -A] Ex[(B(T)- B(0)) - o(r)] + 0(1)
< f (Q(0)) - A - Ex[B(0) - o()] + O(f(T)),
where for the last inequality we use the n-Lipschitz property of Qi(-) and Bi(-).
Now we use Lemma 38 and obtain that for T E I,
Ex [L(r + 1) - L(r)]
< f(Q(0)) -A - max
pEI(G)
- max B(0)
pEI(G)
E
< - - max B(0)2 pEI(G) . p + O(f (T))
- - f (Qmax(0)) + O(f(T)),2
where (a) is from the fact that R - A = (1
to Bmax(0)
)P for some P E I(G) and (b) is due
8(Qmax(0)). (5.6) corresponds to (3.8) in the proof of Theorem 6. The
remaining proof beyond (5.6) is identical to that of Theorem 6. This completes the
proof of Theorem 37.
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B(0) - p + O(f(T))
- p + O(f(T))
(5.6)
Ex[B(0) - a(rF)]
-)
2
(1 - E)B(0) - 3
Ex[L(r + 1) - L(r)]
5.2 Buffered Circuit Switched Network
The buffered circuit switched network can be utilized to model the dynamics of flows
or calls in an optical core of future Internet. Here a link capacitated network is given
with a collection of end-to-end routes. At the ingress (i.e. input or entry point) of
each route, calls arriving as per exogenous process are buffered or queued. Each such
call desires resources on each link of its route for a random amount of time duration.
Due to link capacity constraints, calls of routes sharing links contend for resources.
And, a scheduling algorithm is required to resolve this contention so as to utilize the
network links efficiently while keeping buffers or queues at ingress of routes finite.
Again, the scheduling algorithm is desired to be distributed, simple and myopic.
In the buffered circuit switched network, calls have random service requirement.
Therefore, scheduling decisions (or algorithm) can not be synchronized. Furthermore,
the centralized maximum weight (MW) algorithm is not applicable to the buffered
circuit switched network due to the requirement of non-premption of the calls in
the service. (See Section 5.2.1 for more details.) To the best of our knowledge,
no other myopic and throughput-optimal algorithm is known for this network. The
main intuition why our algorithm works in this network (while MW does not) lies in
its randomized nature (cf. MW is a deterministic algorithm with respect to current
queue-sizes), which provides a way to satisfy the non-prempty requirement without
losing its performance.
5.2.1 Network Model
WNe consider a buffered circuit switched network. Here the network is represented
by a capacitated graph G = (V. E) with V being vertices, E C V x V being links
(or edges) with each link e E E having a finite integral capacity Ce E N. This
network is accessed by a fixed set of n routes R 1,..., R,; each route is a collection
of interconnected links. At each route Ri, flows arrive as per an exogenous arrival
process. For simplicity, we assume it to be an independent Poisson process of rate
Ai and let Ai (s, t) denote total number of flow arrivals to route Ri in time interval
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[s, t]. Upon arrival of a flow to route Ri, it joins the queue or buffer at the ingress of
Ri. Let Qi(t) denote the number of flows in this queue at time t; initially t = 0 and
Qi(0) = 0.
Each flow arriving to Ri, comes with the service requirement of using unit capac-
ity simultaneously on all the links of R. for a time duration - it is assumed to be
distributed independently as per Exponential of unit mean. Now a flow in the queue
of route Ri can get simultaneous possession of links along route Ri in the network at
time t, if there is a unit capacity available at all of these links. To this end, let zi(t)
denote the number of flows that are active along route Ri, i.e. posses links along the
route Ri. Then, by capacity constraints on the links of the network, it must be that
z(t) = [zi(t)] satisfies
z(t) X {z = [zij : zi < C, V eE},
i:eERi
where we call the convex hull of X as the loss network polytope. This represents the
scheduling constraints of the circuit switched network model similar to the interference
constraints of the wireless network model.
Finally, a flow active on route Ri, departs the network after the completion of its
service requirement and frees unit capacity on the links of Ri. Let Di (s, t) denote the
number of flows which are served (hence leave the system) in time interval [s, t].
Scheduling Algorithm & Capacity Region
In the circuit switched network, queues need to agree on which flows becomes active
subject to network capacity constraints. A scheduling algorithm decides active flows
or schedules z(t) at each time t. We first, explain why MW is not applicable in this
model. The MW algorithm would require the network to sclihlule active flows as
z(T) E X where
z(T) E arg max Q (r) - z.
Z1X
132
This will require the algorithm to possibly preempt some of active flows without the
completion of their service requirement. And this is not allowed in this model.
Our interest is in distributed scheduling algorithms, i.e. queue at ingress of route
Ri decides zi(t) using its local information. We assume that each queue (or route)
can obtain instantaneous information on whether all links along its route have unit
capacity available or not.' This provides an instantaneous answer for availability of
network resources. Our algorithm presented in Section 5.2.2 decides when each queue
(or its ingress port) will request the network for availability of resources; upon a
positive answer (or successful request) from the network, the queue acquires network
resources for certain amount of time.
Now we let Ac, be the capacity region of the buffered circuit switched network
defined as
AcS =Conv(X)
{y E R : y <6 azz, with az > 0, and [Y a < 1}. (5.7)
Intuitively, these bounds of capacity regions comes from the fact that any algorithm
produces the 'service rate' from X each time and hence the time average of the service
rate induced by any algorithm must belong to its convex hull. Therefore, if arrival
rates A can be 'served well' by any algorithm then it must belong to Conv(X).
5.2.2 Algorithm Description & Throughput-Optimality
In a buffered circuit switched network, the scheduling algorithm decided when each
of the ingress node (or queue) should request the network for availability of resources
(links) along its route and upon positive response from the network, it acquires the
resources. Our algorithm to make such a decision at each node is described as follows:
'This information corresponds to the 'perfect' (non-delayed) carrier sensing information in wire-
less networks.
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Description of Algorithm in Buffered Circuit Switched Network
1. Each ingress node of route Ri generates request as per a time varying Poisson
process whose rate at time t is equal to W1i(t).
2. If the request generated by an ingress node of route R is accepted, then
a flow from its queue leaves and acquires the network resource.
3. Else, all flows remain in its queue.
In above, we assume that if the request of ingress node i is accepted, a new flow will
acquire resources in the network along its route. This is irrespective of whether queue
is empty or not - if queue is empty, a dummy flow is generated. This is merely for
technical reasons.
Now we describe a specific choice of weight W(t) so that the algorithm described
above is throughput-optimal. Specifically, for route Ri its weight at time t is defined
as
Wi(t) = max {f(Q Ltj)) e" ,(Q-(Li} (5.8)
where f (x) = [log log x] +. The remark about distributed estimation of Qnax (t])) in
Section 3.2.2 applies here as well. We state the following property of the algorithm.
Theorem 39 Suppose the algorithm described above in the buffered circuit switched
network uses the weight as per (5.8). Then, for any A E AO , the (appropriately
(finced) nretwork MAiarkov chain is positive recurrent.
5.2.3 Proof of Main Theorem
This section provides the proof of Theorem 39. We start by defining the network
Markov chain induced by our algorithm. Let T E Z+ be the (discrete) time index.
It can be checked that the tuple X(r) = (Q(r)., z(r)) is the network Markov state
under the algorithm. To establish the positive recurrence of {X(r)}, we will utilize
the Lyapunov drift criteria of Theorem 4. To this end, consider an initial state
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X(0) = (Q(0), z(0)) and as per hypothesis of Theorem 39, let A E (1 - E) Conv(X)
with some E > 0. Given this, we will go through three steps to prove the positive
recurrence.
Step One : Understanding on Finite-state Markov Dynamics
For the buffered circuit switched network, the finite-state Markov chain of interest is
related to the classical stochastic loss network model. This model has been popularly
utilized to study the performance of various systems including the telephone networks,
human resource allocation, etc. (cf. see [31]). The stochastic loss network model is
very similar to the model of the buffered circuit switched network with the only
difference that it does not have any buffers at the ingress nodes.
A loss network is described by a network graph G = (V, E) with capacitated links
[Cle] eEE, n routes {Ri : Ri C E. 1 < i < n} and without any buffer or queues at the
ingress of each route. For each route Ri, there is a dedicated exogenous, independent
Poisson arrival process with rate #j, where we let vector <= [#i]. Let zi(t) be number
of active flows on route i at time t, with notation z(t) [zi(t)]. Clearly, z(t) E X
due to network capacity constraints. At time t when a new exogenous flow arrives on
route Ri, if it can be accepted by the network, i.e. z(t) + ei c X, then it is accepted
with zi(t) -+ zi(t) + 1. Or else, it is dropped (and hence lost forever). Each flow
holds unit amount of capacity on all links along its route for time that is distributed
as Exponential distribution with mean 1, independent of everything else. Upon the
completion of holding time, the flow departs and frees unit capacity on all links of its
own route.
Therefore, effectively this loss network model call be described as a finite state
Markov process with state space X. Given state z = [Zi] E X. the possible transitions
and corresponding rates are given as
zi + 1, with rate #i if z + ei E X.
Zz -- 1 (5.9)
{7+-. with rate xi.
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It can be verified that this Markov process is irreducible, aperiodic, and time-reversible.
Therefore, it has a unique stationary distribution. Its stationary distribution Yr is
known (cf. [31]) to have the following product-form: for any z E X,
rz CXc HiI. (5.10)
i=1
We will be interested in the discrete-time (or embedded) version of this Markov pro-
cesses (i.e. Markov chain), which can be defined as follows.
Definition 5 (Loss Network) A loss network Markov chain with capacitated graph
G = (V, E), capacities Ce, e C E and n routes Ri,1 K i < n, is a Markov chain on X.
The transition probabilities of this Markov chain are described next. Given a current
state z C X, the next state z* C X is dccidcd by first picking a route Ri uniformly at
random and performing the following:
o z3 = zI forj f i and zis decided by
zi + 1 with probability - z+eiEXj
z= zi - I with probability,
zi otherwise.
where R = Yj <i + Cmax.
The loss network Markov chain has the same stationary distribution as in (5.10), and
it is also irreducible, aperiodic, and reversible. Next, we state a bound on the mixing
time of this loss network Markov chain as follows.
Lemma 40 Let P be the transition matrix of the loss network Markov chain with n
routes. If < W with Wi > 1 for all i, then for any distribution [p on X,
y R ("P ) - r < for all r > (Vmax) 0 (1 ) - log
TV d
where the constant O(1) depends on n and Cmax.
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Proof. The proof of Lemma 40 is almost identical to that of Lemma 3. Thus, we omit
its details. D
In the above lemma, the reason why we establish the mixing time of e"k(P-I) instead
of P will be clear soon after explaining the relation between the loss network Markov
chain and the algorithm in Section 5.2.2. Next, we present this relation.
The scheduling algorithm for buffered circuit switched network described in Sec-
tion 5.2.2 effectively simulates a stochastic loss network with time-varying arrival
rates 0(t) where <i(t) = W(t). That is, the relation of the algorithm in Section 5.2.2
with the loss network Markov chain is similar to the relation of MAC algorithms in
Section 3 and 4 with the finite-state Markov chain that we explained in Section 2.2.3.
For a given r E Z+, we recall that Q(T) and z r) are queue-size vector and active
flows at time r. Again let P(r) be the transition matrix of the corresponding loss
network Markov chain with # = W(T), where weight W(T) is decided as per (5.8).
Hence, P(T) is dependent on Q(T).
Now consider any T E Z+. Let {Q(T), z(r)} be the states at time r. Then, one
can observe that
E.5 Ezr1 Q6) ~r ,(,) Pr(( = k)P(r)k,
k=0
where we recall the notation 6, for the distribution with singleton support {-}, ( is a
Poisson random variable of mean nR(r) and R(T) := Ej Wi (r) + In above, the
expectation is taken with respect to the distribution of z(T + 1) given {Q r), z(T)}.
Therefore, it follows that
E [6Z(T+1) Q(r), z(r) = (T) e n R (-T)-I)
= oZ(r)P( r), (5.11)
where we define P(r) :=R( e"P). ) This is an analogy of 3.3 in Section 3.2.4. In
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general, for any 6 E [0,11
E [Z(-T+) Q(T),z(r) = 6Z( r) , (5.12)
where P(r)' = enR(T)(P(T)-I).
Step Two : Understanding the mixing time of time-varying Markov dy-
namics
Given initial state X(0) = (Q(0), z(0)). Let p (t) be the distribution of schedule z(t)
over X at time t. Like Lemma 8 in Section 3.2.4, we wish to show that for t large
(but not too large) enough, p (t) is close to -r(0) if Qrmax(0) is large enough. However,
the proof of following lemnma should be different from that of Lemma 8 since when
we prove Lemma 8, we crucially utilizes the Lipchitz property of Qi(-), but this is
no longer true in the buffered circuit switched network. The absence of the Lipchitz
property of Qi(-) makes the proof much longer.
Lemma 41 For a larqe enough Qinax(O),
||p(t ) - Tr(0)||1,v < E/4,
for t E I = [b1 (Qrnax(0)), b2(Qmax(0))], where b1 , b2 are integer-valued functions on Z+
such that
bi(x), b2 (x) = polylog (X) and b2 (x)/bi(X) = H (log X) .
For simplifying notation, we will let b1 = bi(Qmax(0)) and b2 = b2 (Qnax (0)).
Proof. First, we establish the desired claim for integral times i.e. t = r E Z+. The
case of non-integral times can be argued in a similar manner. For T Z+., it follows
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from (5.11) that
p(r- + 1) =E [sry
= E [6,, - P(7-)]
Again recall that the expectation is with respect to the joint distribution of {Q(T), z(r)}.
Hence, it follows that
p +r  1) E [6,() - P(r)]
= E [E [60(T) P(r) Q()]]
IE [E [60'(T) Q(r)] - P(r)]
- E [(7) - P(r)].
In above, we define -(r) = P(Q(r)) : =E [aT) Q(r)1 where the expectation is taken
with respect to the conditional marginal distribution of o-r) given Q(T): (a) follows
since P(r) = enz(T)(P(T)- ) is a function of Q(r). Next, we establish the relation
between p(r) and p(r + 1).
pr +1) E [f(r) - (r)
= E [ Qr) P(0)] + E [i(r) - (P(r) - P(0))]
= E[(r)] - P(0) + e(r)
=- p(T) - P (0) + Ce(T),
where we define e(T) E [T(r) - (P(r) - P(0))]. Here the expectation is with respect
to the distribution of Q(r). Similarly,
p((r+1) = pL(r)-P(0)+e(r)
= (p(r - 1) -P(0) + e(r - 1)) -P()+ C(r)
= p-(r - 1) - P(0)2 + e(r - 1) - P(0) + e(T).
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Therefore, recursively we obtain
T
u(r + 1) =1(0) - P(0)T+1 + e(T - s) - P(0).
s=O
We will choose b1 (which will depend on Qmax(0)) such that for T > bi,
p(0) -P(0) - r(0)yTV < E/8.
(5.13)
(5.14)
That is. b1 is the mixing time of P(0). From Lemma 40 and Wmax(0) = log Qniax(0)
(if Q m ax(0) is large enough), it follows that
b1 - bi(Qmax(0)) = polylog (Qmax(0)).
In above, constants may depend on n, Cmax and E. Therefore, from (5.13) and (5.14),
it suffices to show that
T-1
E ( - 1 - s) -P(0)"
s=0 TV
< E/8, (5.15)
for T E I = [bi, b2] with an appropriate choice of b2 = b2 (Qmax(0)). To this end, we
choose
= [b1 log(Qmnax(0))1.
= polylog (Qmax(0)) as well. With this choice of b2 . we obtain the
following bound on e(T) to conclude (5.15).
e-(T)||Tv = 1||E [/i(T) (P(T) - P(0))] ||TV
< E [Ilp(r) -(P(r) - P(0))||rv]
(5.16)
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b2-- b2 (Qnax(0))
Thus, b2 (Qmax(0))
< O (E [||P(r) -P(0)||oo]))
Ob E mxW(r) 
- Wi(0)|
0 (max E [|ii(rF) - W i (0)] ,
where (a) follows from the standard norm inequality and the fact that |ji(r)|Kc 1;
(b) follows from the following proposition which is an analogy of Proposition 10; (c)
follows from the fact that the dimension of vector W(r) is O(1).2
Proposition 42 Given two weights Wa = [Wa] and Wb [- Wij let pa ard pb
be the transition matrices on X such that pa nR"()(P dI) b n(b p )
where
R" =a Wa+Cmax Rb W + Cmax
and pa pb are transition matrices of loss network Markov chains in Definition 5
with weights Wa and Wb. Then,
|pa _ pM - O (maxW14a!' -Wb) for all x,y X.
Proof. The proof is similar to that of Proposition 10. We omit the details.
Next, we will show that for all i and w b2,
(5.17)
where the notation superpolylog(z) represents a positive real-valued function of z that
scales faster than any finite degree polynomial of log z. This is enough to conclude
(5.15) (hence complete the proof of Lemma 41) since
S 1
erl- s) -P(0)s
s=0 TV
< ||e(r 1 - s) -P(0)'TV
s=O
T--1
- (ZO(e(T - 1 - s)||Tv)
s=O
(a) 0 T
su perpolylog (Qmax (0))
where we use (5.16) and (5.17) to obtain (a)., (b) holds for large enough Qmax,(0) and
2We note again that the O(-) notation means existences of constants that do not depend scaling
quantities such as time r and Q(O); however it may depend on the fixed system parameters such as
number of queues. The use of this terminology is to retain the clarity of exposition.
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(b) E
4
E [11Wi(r) - W',i(0)1] =0 
,(su perpolylog (Qma x (0))
T < b2 - polylog (Qmax(0)).
Now to complete the proof, we only need to establish (5.17). To this end, we
consider the following two cases: (i) f(Qj(0)) ;> ff(Qmax(0)), and (ii) f(Qj(0)) <
ff(Qmax(0)). In what follows, we provide detailed arguments for (i). The arguments
for case (ii) are similar in spirit and will be provided later in the proof.
Case (i). Consider an i such that f(Qj(0)) > ff(QIax(0)). Then,
E [jWi(T) - Wi(0)1] = E[ Wi(r) - ef ]
ef(Qz(0)) 
- )I( 1f(QdrT))>v f(Qmax(r))}
C{fQQo0)) -* I fI ( ))}
where each equality follows from (5.8). The first term in (5.18) can be bounded as
follows
E ef(Qi()) efQ)0> (Qmax(T) I
<1 [ Cf (Q (T)) - Cf (Qi(0))
< E (Cf)' (min{QQ (r)., Q (0)}) Q (T) - Qi(0)
(a) /
Ec [(Y) (Min{fQ, r, Q, (0)}2- /E [(Q~r -, Q(0))2]
(ef)' + 0 ) - 0(T)
(C) 1
(d)
=0( su perpolylog
sf (Qmax (0)) + Tf ) (f(Qmax(0)))
(Qmax(0)) )
In above, (ef) means the first derivative of function e with f(x) = [log log x]+. (o)
follows from concavity of e. For (a) we use the standard Cauchy-Schwarz inequality
E[XY] < /E[X 2]/E[Y2]. For (b) we note that given Qj(O), E[[Qi(O) - Q,(r)] 2]
O(T2) due to the fact that the arrival as well as (the overall) departure processes are
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= E | ef(Q (T))
e f(Qma (7)) (5.18)
-O(T)
(5.19)
bounded rate Poisson processes (which has such a bounded second moment). Given
this, using Markov's inequality it follows that
Pr (min{Qi(T), Qi(0)} < Q2(0)
Finally, using the fact that supyE+ (ef)' (y) = 0(1), we obtain (b). Now (c) follows
from the condition of Qj(0) that f(Q(0)) > ff(Qmax(0)). And, one can check (d)
using T < b2 - polylog(Qmax(0)) and f(x) = [log log xJ
Next, we bound the second term in (5.18). We will use notation
A(r) { f(QiQr)) < ff(Qmax(T))
B(T) = {f(Q (T)) < /f(Qmax(T))
& f(Qmnax(T))
& f(Qmax(T))
> f(Q(0))}
Then, we observe that
E e f -(Qm aX(T)) - C ){f(Qi(T))< f(Qmax(T))} 1
= EK (e f( m ~i)
E e(a) r
< 1 [(jf(Qrnax(T))
<E1[ e f(Q7nx(7))
S0
(superpolylog
ef(Qi(O)) ) +E [ (,f(Qio))
e I(Q11 X(O))) A(T) I + E [(ef(Qi( 0 ))
e (Qn ) + aE ( f eK (0)>
(Qmnax(0)))
e Vf .(Qr X(0))
CfM(0) ) .IB(T)]
ef(M(T)) II
(5.20)
In above, (a) is from definition of events A(r), B(T) and the condition of case (i) i.e.
f(Qj(0)) > /f(Qnax(0)); (b) is from (5.19) in addition to the following inequality
E E ef(Qnax( T)) e f(Qnax(O)) 0 (
(superpolylog (Qmax(0)) )
which is provable using similar arguments to those in (5.19) i.e. use "e and max"
instead of "el and i"' in (5.19).
f(Q(0)) > /f(Qnax(0)).
This concludes the proof of (5.17) for case (i) of
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' IB(T)I
(5.21)
=0 Q 0 )_
Case (ii). Now consider i such that f(Qj(0)) < ff(Qmax(0)). Then, we have
E [|Wr) -W I(0)||
E F W7i (T) - e f" (Qx(0))
= [ ef )) - e f(Q.ax (0)) ({f(Q(-r))> f(Qmnax(r)))
+ EB [ eVf(Qrnax(T)) e f(Qrnax(O)) ( f(Q(T))< f(Qmnax(T))
= ef(Qi(T)) e ((Q {f(Qd))> f(max())
+ O ( (5.22)
where the last equality is from (5.21). Therefore, we are left with proving the first
term of (5.22).
Define
We will follow similar line of arguments as those used for (5.20).
A'() = {f (Qi(r)) > /f(Qmax(T)) & f(Qmax(0))
B'(T) = {f(Qi(T)) > ff(Qmax(T)) & f(Qmax(0)) < f(Qi(T)) 
.
Then, we observe that
E [ ef(Qi(T)) e f(Q.max(O)) . i{f(Q1dr))> f(Qmnax(T))}
= E [(ef(Qnax(O)) 
- Cf(Q(T))) 
- IA) + E [(ef(Q (-)) C !(Q -*(0)))
(E)
< E [(e f(Qmax(O)) _ c f(Q.nax(T) IAT) + E [ (ef(Q ())
0 superpolylog (Qmnax(0))
e -(Q1- (0)) ) . IB(Tr)
(5.23)
where (a) follows because we are considering f(Qi(T)) > ff(Qmax(T)) from definition
of event A(r); (b) follows from (5.21). Finally, to complete the proof of case (ii) using
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;> f(Qi()) ,
.IB(T)]I
+ lE [ (ef(Q T)) - e "f (Qrnax(O))) IB(T
(5.22), we wish to establish
E [(eQ (T)
0 (superpolylog (Qmax(0)))
To this end, let x E R+ such that f(x) - f(Qmax(0). Then, we have
e 7(Q-"x()) 
) IB(T) = E [(ef(Q 
(T)) ef)) - IB(T)]
E [(ef)' (x) - (Qi(T) - X) - IB(T)]
(ef)' (x) E [(Qi(r) - X) - IB(T)
(b)
< (ef )' (x) E [ (Q (T) - Qi (0)) -IB(r)
< (es)' (X) E [|Qj(r) - Qi(0)1]
( (e)' (x) 0 (T)
0 (superpolylog (Qmax(O))/
(5.25)
Lii
In above, (a) follows from concavity of el with f(x) = [log log x]+; (b) from Q (0) < x
implied by the condition of case (ii); (c) follows from arguments used earlier (i.e. the
bounded second moment property of Poisson processes) that
E[lQi(r) - Qi(0)|] 2 < E[(Q(r)
(d) follows from -r b2 = polylog (Qmax(0)) and
Qi (0))2 2).
x f ( r f(Qnax(0))) 0 superpolylog (Qmax,(O)))
This complete the proof of (5.17) for both cases and the proof of Lemma 41 for
integral time steps.
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(5.24)
(ef)' (x)
e V7 (Q-11 (0)) 
- IB(-T) I
E e (f Qi' (
Step Three: Lyapunov Foster Criteria
In this section, we prove Theorem 4 for the positive recurrence of Markov chain
{Q(r),z(r)}. Given the state X(T) = {Q(r),z(r)} of the Markov chain, we shall
consider the following Lyapunov function
L (r) = L (X (r)) = F(Ri(r-)).
Here R(t) = [Ri(t)] with Ri(t) = Qj(t) + zi(t) and as before F(x) = ff with
f (x) = [log log x]+. Now we proceed towards finding appropriate functions h and k
as desired in Theorem 4.
As we argued in Section 3.2.4, we are interested in large enough L(O) i.e. large
enough Qmax(0). Specifically, we assume Qmax(0) so that it satisfies condition of
Lemma 41. For any T E Z+,
L(T + 1) - L(T) = (F(R(T + 1)) - F(R(T))) - 1
< f (R(r + 1)) - (R(r + 1) - R(T)),
= f(R(r) + A(r. T + 1) - D(r, r + 1)) - (A(T, T + 1) - D(r, T + 1))
< f(R(r)) - (A(r, T + 1) - D(T, T + 1)) + ||A(T, T + 1) - D(r. T + 1)||2,
where the first inequality is from the convexity of F and vectors A(r, r + 1) =
[Ai(r, r + 1)] and D(T, T + 1) = [Di(T, T + 1)] denote the number of flows which
enter and leave the system in time interval [r. + 11, respectively. Given initial state
X(0) = x, taking expectation in both sides of the above inequality, we have
Ex [L(T + 1) - L(r)]
< Ex [f(R(T)) - A(T, T + 1)] - Ex [f (R(T)) -D(T r + 1)]
+E, [1 A(r, r + 1) - D(r, r + 1)1|2]2
=Ex [f (R(T)) - A] - Ex [f (R(T)) -D(T, T + 1)] + 0(1), (5.26)
where the last equality follows from facts that arrival process is Poisson with rate
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vector A and A(r, r + 1) is independent of R(T): in addition, the overall departure
process for any i, Di(-), is governed by a Poisson process of rate at most Cmax;
therefore, the second moments EX[Ai(T, T + 1)2] and E[Di(T, r + 1)2] are 0(1).
Now, for the first term in (5.26), we observe that
E. [f (R(r)) - A] f (R(O)) - A + Ex [(f (R(T))
(1 -c) max f(R(o)) -y
- f(R(0))) -A]
+ E, [(f(R(T)) f(R(O))) - A]
EI1 (o) [f(R(O)) - z] + 0(1)
max f(R(O))
YCX
- f(R(O))) - A]
SY) + E7 (O) [f (R(O))
+EX [Ilf(R(r)) - f(R(0)))I 1]
+ Er(o) [f(R(O)) - z) + 0(1)
Ri(0)|) +0(1)
ma~x f (R(0)) -y
+Ex f (|Ri-(r))
max f (R(0)) -y + E 7.(o) [f(R(O)) -z] + 0(1)
- Ri(0)1]) + 0(1)
+ E7(O) [f(R(0)) - z] + 0(1)
SY) + E (o) [f (R(O)) -z] + 0(f (r))),
where (a) is due to A C (1 -
with the fact that If(R (r))
c) Conv(X); (b) follows from the following proposition
f(Qi(7))| < f(Cmax) = 0(1) for all i; (c) is from the
fact that f (x + y) < f(x) + f (y) + 0(1) for any x, y E R+; (d) is from the concavity
of f.
Proposition 43 Given Q(O) with large enough Qmax(O), suppose that z e X is dis-
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ax f (R(0))
+Ex [(f (R(r))
-y +
3-
4
(C) 3E
4
- z] + 0(1)
(d) 3E
4
+ f (Ex [IRj(T))
n (max f (R()) - y)
+nf(Cmiaxr) + O(1)
- - ax f (R(0))
(5.27)
tributed as per gr(O). Then, it follows that
Eo)[f(Q(0)) -z] '> (1 - -maxf(Q(0))- y -0(1).
Proof. The proof of Proposition 43 is almost identical to that of Lemma 7. It utilizes
the product-form characterization (5.10) of Tr(0) and Proposition 9. We omit its
further details. D
For the second term in (5.26), we have
Ex [f(R(r)) - D(T, r + 1)]
Ex [f(R(0)) - D(T, -F+ 1)] + Ex [(f (R(T)) - f (R(0))) . D(r, r + 1)]
(a)
< f (R(0)) -Ex [D(T, T + 1)] + Cmax -Ex [|1f (R(r)) - f (R(0))||1 ]
(b)
f (R(0)) -Ex [D(T, T + 1)] + O(f(T))
(c) fT+1
< f (R(0)) -/ Ex [z(s)] ds + O(f r))
< E,(,) [f(R(0)) -z] ds + O(f(r)), (5.28)
where for (c) we have used the fact that Dj(-) is a Poisson process with rate given by
zi(-); (a) is from the fact that E[Di(T, r + 1) | R(r)] is at most Cmax for any given
R(T); (b) can be obtained in a similar manner with (5.27).
Combining (5.26), (5.27) and (5.28), it follows that for T E= [bi, b2 - 11 where
b1 , b2 are defined in Lemma 41,
Ex[L(r + 1) - L(r)]
< - n(max f(R(o)) - y + E-o(0) [f(R(0)) -z]
E(s) [f (R(0)) -z] ds + (f(r))
+ jE (max f(R(o)) - y
+I inax f (R(0)) .y) ||p(s) -Fg()[r ds + O(f (r))
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(a) E
< _- (max f(R(0))- y) + 0(f(-))
- 2 kYEx~ " I
< - f(Qmax(O)) + O(f(r)),
where (a) follows from Lemma 41. Summing this for T c [bi, b2 - 1],
Ex[L(b2) - L(bi)] - f (Qmax (0))(b 2 - bi) + 0((b2 - b1)f(b 2 )). (5.29)
Therefore, we choose the function k for Theorem 4 by observing that
Ex[L(b2) - L(0)]
= Ex[L(bi) - L(0)] + Ex[L(b2) - L(bi)]
(a)
E([f(R(bi)) - (R(bi) - R(O))] + Ex [L(b 2) - L(bi)]
= Ex[f(I?(bi)) - (Ri(bi) - Ri(0))] + Ex[L(X(b 2 )) - L(bi)]
(b)
< V/Ex[f(Ri(bi)) 2] /Ex[(R(b 1 ) - Ri(O)) 2] + IEx[L(b 2) - L(bi)]
(c)
< SV/f (Ex[R(b1 )])2 + 0(1) O(bi) + Ex[L(b2) L(bi)]
n f(Qmax(0)+ O (bi)) 0 O(bi) - f(Qmax(0))(b 2  bi) + 0((b2 - bi)f(b2 ))2
:= -k(x).
where (a) follows from convexity of L (or F); (b) from the Cauchy-Schwarz inequality;
(c) is due to the bounded second moment of Rj(-) as argued earlier in the proof and
the observation that there exists a concave function g such that f 2 = g+0(1) over R+
(subsequently Jensen's inequality can be applied); (d) follows from (5.29). Finally,
choose h(x) = b2. With these choices of k and h, the desired conditions of Theorem
4 can be checked in a similar manner as we argued in Section 3.2.4. This completes
the proof of Theorem 39.
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Chapter 6
Conclusion
In this thesis, we provide a generic method to design efficient distributed scheduling
algorithms on combinatorially constrained queueing networks. Our methodological
framework is summarized in the following figure.
Combinatorial Resource
Allocation Problem (MAC)
Max Weight [Tassiulas and Ephremides 923
Dynamic Optimization Problem
Product-form DU t
Dynamic Sampling Problem
Reversible Mechanism :
Glauber dynami>cs orMeroois-Hasig
Design a Simple & Distributed Algorithm
Mi;xing Theory,
High Performance Algorithm
Figure 6-1: Generic methodological framework of algorithmi design in this thesis.
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The only local information utilized in our algorithm design is whether current net-
work resources are available or not. which is the carrier sensing information in wireless
networks. As we study the buffered circuit switched network in Section 5.2 as well,
this information is quite general and to be thought of the simplest available local in-
formation in the context of stochastic processing network. Hence, the methodological
framework we used in our algorithm design is widely applicable to design such a sim-
ple, distributed, high-performance algorithm for scheduling (or resource allocation)
in generic stochastic processing network.
The main idea of our algorithm design is simulating a Metropolis-Hastings sam-
pling mechanism utilizing this local information so that the algorithm samples a
time-varying targeted distribution of product-form. In particular. as we explain in
Figure 6, our algorithm samples a product-form distribution which is concentrated
around the desirable max weight (MW) schedule.
Metropolis-Hastings is a quite popular sampling mechanism or technique in the
literature when the target distribution is fixed, not time-varying. That is, optimizing
or counting a certain fixed object using Markov chains of local updates, which is
also known as Glauber dynamics (cf. [33]). The most challenging technical difficulty
to analyze our algorithm is understanding such a time-varying Metropolis-Hastings
sampling mechanism. The main technical contribution of this thesis is to overcome
the difficulty using the theory of mixing time of finite-state Markov chains, which
should be of general interest in the context of dynamic Markovian systems.
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