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Abstract In this paper, elliptic control problems with integral constraint on the gradient of the
state and box constraints on the control are considered. The optimal conditions of the problem
are proved. To numerically solve the problem, we use the First discretize, then optimize approach.
Specifically, we discretize both the state and the control by piecewise linear functions. To solve
the discretized problem efficiently, we first transform it into a multi-block unconstrained convex
optimization problem via its dual, then we extend the inexact majorized accelerating block coor-
dinate descent (imABCD) algorithm to solve it. The entire algorithm framework is called finite
element duality-based inexact majorized accelerating block coordinate descent (FE-dABCD) algo-
rithm. Thanks to the inexactness of the FE-dABCD algorithm, each subproblems are allowed to be
solved inexactly. For the smooth subproblem, we use the generalized minimal residual (GMRES)
method with preconditioner to slove it. For the nonsmooth subproblems, one of them has a closed
form solution through introducing appropriate proximal term, another is solved combining semi-
smooth Newton (SSN) method. Based on these efficient strategies, we prove that our proposed
FE-dABCD algorithm enjoys O( 1k2 ) iteration complexity. Some numerical experiments are done
and the numerical results show the efficiency of the FE-dABCD algorithm.
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1 Introduction
Optimal control problems with constraints on the gradient of the state have a wide range of
important applications. For instance, in cooling processes or structured optimization when high
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stresses have to be avoided. In cooling processes, constraints on the gradient of the state play an
important role in practical applications where solidification of melts forms a critical process. In
order to accelerate the production, it is highly desirable to speed up the cooling processes while
avoiding damage of the products caused by large material stresses. Cooling frequently is described
by systems of partial differential equations involving the temperature as a system variable, so
that large (Von Mises) stresses in the optimization can be kept small by imposing bounds on the
gradient of the temperature (see [25,37]).
Optimal control problems with constraints on the gradient of the state have caused much
attention. For optimal control problems with pointwise constraints on the gradient of the state,
there are some existing works on the optimal conditions [5], discretization [12] and error analysis [12,
25,37]. Since the Lagrange multiplier corresponding to the pointwise constraint on the gradient of
the state in general only represents a regular Borel measure (see [5]), the complementarity condition
in the optimal conditions cannot be written into a pointwise form, which brings some difficulties
and reduces flexibility of the numerical realization. As we know, although this difficulty can be
solved by some common regularization approaches such as Lavrentiev regularization [9,24,26] and
Moreau-Yosida regularization [14,15,19,21], the efficiency of these regularization approaches usually
depends on the choice of the regularization parameters, which will also bring some difficulties.
To relax the pointwise constraint, in this paper, as a model problem we consider the following
elliptic PDE-constrained optimal control problem with box constraints on the control and integral
constraint on the gradient of state.
min
(y,u)∈Y×U
J(y, u) =
1
2
‖y − yd‖2L2(Ω) +
α
2
‖u‖2L2(Ω)
s.t. Ay = u+ f in Ω,
y = 0 on Γ,
∇y ∈ K,
u ∈ W,
(P)
where Y := H10 (Ω), U := L
2(Ω), Ω ⊆ Rn (n = 2, 3) is a convex, open and bounded domain with
C1,1- or polygonal boundary Γ; the desired state yd ∈ L2(Ω) and f ∈ L2(Ω) are given; a, b ∈ R
and α > 0 are given parameters; K = {z ∈ L2(Ω¯)n| ∫
Ω
|z(x)|2dx ≤ δ} is a closed convex subset of
L2(Ω)
n
with nonempty interior, W = {v ∈ L∞(Ω)| a ≤ v ≤ b a.e. x ∈ Ω} is a nonempty convex
closed subset of U ; A is a uniformly elliptic operator
(Ay)(x) := −
n∑
i,j=1
∂xj (aijyxi) + c0y, (1)
where aij , c0 ∈ L∞(Ω), c0 ≥ 0, aij = aji and there is a constant θ > 0 such that
n∑
i,j=1
aij(x)ξiξj ≥ θ‖ξ‖2 for a.a. x ∈ Ω and ξ ∈ Rn.
We use | · | to denote the Euclidean norm, use (·, ·) to denote the inner product in L2(Ω) and use
‖ · ‖ to denote the corresponding norm.
Remark 1 Although we assume that the operator A is a uniformly elliptic operator and Dirichlet
boundary condition y = 0 holds, we would like to point out that our considerations can also carry
over to parabolic operators and more general boundary conditions of Robin type
∂ny + γy = g on Γ,
where g ∈ L2(Γ) is given and γ ∈ L∞(Γ) is a nonnegative coefficient.
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To numerically solve problem (P), there are two possible ways. One is called First discretize,
then optimize, another is called First optimize, then discretize [10]. Independently of where dis-
cretization is located, the resulting finite dimensional equations are quite large. Hence, both cases
require us to consider proposing an efficient algorithm based on the structure of the problem. In
this paper, we use the First discretize, then optimize approach. With respect to the discrete meth-
ods, we use the full discretization method, in which both the state and control are discretized by
piecewise linear functions.
As we know, there are many first order algorithms being used to solve finite dimensional large
scale optimization fast, such as iterative soft thresholding algorithms (ISTA) [3], fast iterative soft
thresholding algorithms (FISTA) [2], accelerated proximal gradient (APG)-based method [20, 33]
and alternating direction method of multipliers (ADMM) [9, 22, 23]. Motivated by the success of
these first order algorithms, an APG method in function space (called Fast Inexact Proximal (FIP)
method) was proposed to solve the elliptic optimal control problem involving L1-control cost in [28].
It is known that whether the APG method is efficient depends closely on whether the step-length
is close enough to the Lipschitz constant, however, the Lipschitz constant is not easy to estimate
in usual, which largely limits the efficiency of APG method. Recently, an inexact heterogeneous
ADMM (ihADMM) algorithm was proposed and used to solve optimal control problems with
L1-control cost in [31]. Simultaneously, the authors also extended it to optimal control problems
with L2-control cost in [30] and Lavrentiev-regularized state-constrained optimal control problem
in [9]. It is known that its iteration scheme is simple and each subproblem can be solved efficiently.
However, ihADMM algorithm only has O( 1k ) iteration complexity.
Most of the papers mentioned above are devoted to solving the primal problem. However, Song
et al. [29] proposed an duality-based approach for PDE-constrained sparse optimization, which
reformulated the problem as a multi-block unconstrained convex composite minimization problem
and proposed a sGS-imABCD algorithm to solve the problem. Motivated by it, we consider solving
(P) via its dual. We find that we can also reformulate our problem as a multi-block unconstrained
convex optimization problem and take advantage of the structure of it to construct an efficient
algorithm to solve it efficiently and fast. Specifically, it is shown in Section 4.1 that the dual
problem of discretization version of (P) can be written as
min
p,λ,µ
F (p, λ, µ) =
1
2
‖KhT p+ λ−Mhyd‖2M−1h +
1
2α
‖Mhp− µ‖2M−1h
+ δ∗C(λ) + δ
∗
S(µ) + (Mhf, p)−
1
2
‖yd‖2Mh ,
(2)
where p, λ, µ ∈ Rn and for any given nonempty, closed convex subset B of Rn, δB(·) denotes the
indicator function of B. That is to say
δB(x) =
{
1, x ∈ B,
∞, x /∈ B. (3)
Based on inner product, the conjugate of δB(·) is defined as follows
δ∗B(y) = sup
x
{(y, x)− δB(x)},
= sup
x∈B
(y, x).
(4)
It is easy to see that (2) is a multi-block unconstrained minimization problem including two
non-smooth terms, which are decoupled. In this case, block coordinate descent (BCD) method
(see [13, 27, 34, 35]) is top-priority and appropriate. Combining BCD method and the acceleration
technique in APG will result in accelerated block coordinate descent (ABCD) method. It is a
natural idea that we use ABCD method to solve (2), however, the convergence property of 3 block
ABCD method can not be promised (see [6]). Fortunately, in our problem, λ and µ can be seen as
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one block because of the important fact that λ and µ are decoupled. Then (2) can be seen as an
unconstrained convex optimization problem with coupled objective functions of the following form
min
v,w
f(v) + g(w) + φ(v, w). (5)
For unconstrained convex optimization problems with coupled objective functions of form (5),
an accelerated alternative descent (AAD) algorithm was proposed in [6] to solve it for the situation
that the joint objective function φ is quadratic. However, the AAD method does not take the
inexactness of the solutions of the associated subproblems into account. It is known that, in some
case, exactly computing the solution of each subproblem is either impossible or extremely expensive.
Sun et al. [32] proposed an inexact accelerated block descent (iABCD) method to solve least
squares semidefinite programming (LSSDP) via its dual, whose basic idea is first reducing the two
block nonsmooth terms into one through applying the Danskin-type theorem and then using APG
method to solve the reduced problem. However, for the situation that the subproblem with respect
to w could not be solved exactly, Danskin-type theorem can no longer be used to reduce two block
nonsmooth terms into one.
To overcome the bottlenecks above, an inexact majorized accelerated block coordinate descent
(imABCD) method was proposed in [11, Chapter 3]. Under suitable assumptions and certain inex-
actness criteria, the author proved that the imABCD method enjoys O( 1k2 ) iteration complexity.
Motivated by its success, in this paper, we propose a finite element duality-based inexact ma-
jorized accelerating block coordinate descent (FE-dABCD) algorithm. One distinctive feature of
our proposed method is that it employs a majorization technique, which gives us a lot of freedoms
to flexibly choose different proximal terms for different subproblems. Moreover, thanks to the in-
exactness of our proposed method, we have the essential flexibility that the inner subproblems
are allowed to be solved only approximately. We would like to emphasize that these flexibilities
are essential. First, the flexibility of choosing proximal terms makes each problem maintain good
structure and can be solved efficiently. In addition, with some simple and implementable error
tolerance criteria, the cost for inexactly solving the subproblems can be greatly reduced, which
further contributes to the efficiency of the proposed method. Specifically, we can see from the
content in Section 4.3 that the smooth subproblem, i.e. p-subproblem, is a 2 ∗ 2 block saddle point
system, which can be solved efficiently by some Krylov-based methods with preconditioner, such
as the generalized minimal residual (GMRES) method with preconditioner. As for the nonsmooth
subproblems, i.e. subproblems with regard to λ and µ, the λ-subproblem has a closed form solution
through introducing an appropriate proximal term and the µ-subproblem is solved by combining
semi-smooth Newton (SSN) method efficiently. Moreover, the O( 1k2 ) iteration complexity of the
FE-dABCD algorithm is also proved.
The rest of this article is structured as follows. In Section 2, we will discuss the optimal con-
ditions of problem (P). Then we will consider its discretization in Section 3. Section 4 will give
a duality-based approach to transform the discretized problem into a multi-block unconstrained
convex optimization problem. Then a brief sketch of the imABCD method will be given and our
proposed FE-dABCD algorithm will be described in details. Some numerical experiments will be
given in Section 5 to verify the efficiency of the proposed algorithm. Finally, we will make a simple
summary in Section 6.
2 Optimal Conditions
For the existence and uniqueness of the solution of the PDE equation in problem (P){
Ay = u+ f in Ω,
y = 0 on Γ,
(6)
where A is defined by (1), the following theorem holds.
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Theorem 1 [17, Theorem 1.23] For each u ∈ L2(Ω), there exists a unique weak solution yu ∈
H10 (Ω) of (6) and satifies
‖yu‖H1(Ω) ≤ C1(‖u‖L2(Ω) + ‖f‖L2(Ω)),
where C1 depends only on aij, c0, Ω.
The weak formulation of (6) is given by
Find y ∈ H10 (Ω) : a(y, v) = (u+ f, v)L2(Ω) ∀v ∈ H10 (Ω) (7)
with the bilinear form
a(y, v) =
∫
Ω
 n∑
i,j=1
aijyxivxj + c0yv
 dx. (8)
The differentiability of the relation between the control and the state can be readily deduced
from the implicit function theorem.
Theorem 2 [5, Theorem 2] The mapping F : L2(Ω) → H10 (Ω) defined by F (u) = yu is of class
C1 and for every u, v ∈ L2(Ω) the element z = DF (u) · v is the unique solution of the Dirichlet
problem {
Az = v in Ω,
z = 0 on Γ.
(9)
Taking a minimizing sequence and arguing in the standard way, we obtain the existence of a
solution for the optimal control problem (P):
Theorem 3 [17, Theorem 1.43] Assuming the existence of a feasible control (i.e. a control u ∈ W
such that ∇y ∈ K), then problem (P) has a unique solution.
To prove the optimality conditions for (P), we first introduce the following theorem about the
existence of Lagrange multiplier.
Theorem 4 [4, Theorem 5.2] Let U and Z be two Banach spaces and let K ⊂ U and C ⊂ Z be
two convex subsets, C having a nonempty interior. Let u¯ ∈ K be a solution of the optimization
problem: {
min J(u)
u ∈ K and G(u) ∈ C,
where J : U → (−∞,+∞] and G : U → Z are Gaˆteaux differentiable at u¯. Then there exist a real
number λ¯ ≥ 0 and an element µ¯ ∈ Z ′ such that
λ¯+ ‖µ¯‖Z′ > 0, (10a)
〈µ¯, z −G(u¯)〉 ≤ 0, ∀z ∈ C, (10b)
〈λ¯J ′(u¯) + [DG(u¯)]∗µ¯, u− u¯〉 ≥ 0, ∀u ∈ K. (10c)
Moreover, λ¯ can be taken equal to 1 if the following condition of Slater type is satisfied:
∃u0 ∈ K such that G(u¯) +DG(u¯) · (u0 − u¯) ∈ C◦. (11)
The next theorem establishes the optimality conditions for (P).
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Theorem 5 Let u¯ be a solution of problem (P), then there exist a real number λ¯ ≥ 0 and elements
y¯ ∈ H10 (Ω), p¯ ∈ H10 (Ω) and µ¯ ∈ L2(Ω)n satisfying
λ¯+ ‖µ¯‖L2(Ω)n > 0, (12)
〈Ay¯, z〉 = 〈u¯, z〉+ 〈f, z〉, ∀z ∈ H10 (Ω), (13)
〈p¯,Az〉 = λ¯〈y¯ − yd, z〉+ 〈µ¯,∇z〉, ∀z ∈ H10 (Ω), (14)
〈µ¯, z −∇y¯〉 ≤ 0 ∀z ∈ K, (15)
∫
Ω
(p¯+ λ¯αu¯)(u− u¯) dx ≥ 0 ∀u ∈ W. (16)
Moreover, if the following Slater condition is verified
∃u0 ∈ W such that (∇y¯ +∇z0) ∈ K◦,
where z0 is the solution of the following Dirichlet problem{
Az0 = u0 − u¯ in Ω,
z0 = 0 on Γ,
then the system (12)-(16) is satisfied with λ¯ = 1.
Proof Applying Theorem 4 with U as the control space, Z = L2(Ω)
n
, J the functional to minimize,
G = ∇ ·F , which is differential (Theorem 2), K the convex set W of U and C the convex set K of
L2(Ω)
n
.
Then from (10b) and (10c), we deduce the existence of λ¯ and µ¯ satisfying (12) and (15). Now
we take y¯ = yu¯ and p¯ the unique solution of (14). Then it remains to prove inequality (16), which
is done by using the corresponding inequality (10c). ∀v ∈ U , let us take z = DF (u¯) · v ∈ H10 (Ω) as
a solution of {
Az = v in Ω,
z = 0 on Γ.
Then we derive that
λ¯J ′(u¯) · v + 〈[DG(u¯)]∗µ¯, v〉
= λ¯
∫
Ω
(y¯ − yd)z dx+ λ¯α
∫
Ω
u¯v dx+ 〈µ¯,DG(u¯) · v〉,
= λ¯
∫
Ω
(y¯ − yd)z dx+ λ¯α
∫
Ω
u¯v dx+ 〈µ¯,∇z〉,
=
∫
Ω
p¯Az dx+ λ¯α
∫
Ω
u¯v dx,
=
∫
Ω
(p¯+ λ¯αu¯)v dx.
(17)
Then from (10c), we get∫
Ω
(p¯+ λ¯αu¯)(u− u¯) dx = 〈λ¯J ′(u¯) + [DG(u¯)]∗µ¯, u− u¯〉 ≥ 0, ∀u ∈ W. (18)
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Moreover, if there exists u0 ∈ W such that (∇y¯ + ∇z0) ∈ K◦, where z0 is the solution of the
following Dirichlet problem {
Az0 = u0 − u¯ in Ω,
z0 = 0 on Γ.
We know from Theorem 2 that z0 = DF (u¯) · (u0 − u¯), then
∇y¯ +∇z0 = ∇ · F (u¯) +∇ ·DF (u¯) · (u0 − u¯) = G((¯u)) +DG(u¯) · (u0 − u¯) ∈ K◦,
which means the condition of Slater type (11) holds, then λ¯ can be taken to 1. 
3 Finite Element Discretization
In order to tackle (P) numerically, we discretize both the state y and the control u by continuous
piecewise linear functions. Let us introduce a family of regular triangulations {Th}h>0 of Ω, i.e.
Ω¯ =
⋃
T∈Th T¯ . With each element T ∈ Th, we associate two parameters ρ(T ) and R(T ), where ρ(T )
denotes the diameter of the set T and R(T ) is the diameter of the largest ball contained in T . The
mesh size of Th is defined by h = maxT∈Th ρ(T ). We suppose the following standard assumption
holds (see [16], [17]).
Assumption 1 (Regular and quasi-uniform triangulations) The domain Ω is a open bounded and
convex subset of Rn, n = 2, 3 and its boundary Γ is a polygon (n = 2) or a polyhedron (n=3).
Moreover, there exist two positive constants ρ and R such that
ρ(T )
R(T )
≤ R, h
ρ(T )
≤ ρ
hold for all T ∈ Th and all h > 0. Let us define Ω¯h =
⋃
T∈Th T , and let Ωh ∈ Ω and Γh denote its
interior and its boundary, respectively. In the case that Ω has a C1,1-boundary Γ, we assume that
Ω¯h is a convex and that all boundary vertices of Ω¯h are contained in Γ, such that
|Ω\Ωh| ≤ ch2,
where | · | denotes the measure of the set and c > 0 is a constant.
Let Zh = span{φ1, φ2, ..., φNh} be the finite dimensional subspace, then
yh(x) =
Nh∑
i=1
yiφi(x), uh(x) =
Nh∑
i=1
uiφi(x), (19)
∇yh(x) =
Nh∑
i=1
yi∇φi(x) =

∑Nh
i=1 yi
∂φi(x)
∂x1
...∑Nh
i=1 yi
∂φi(x)
∂xn
 , (20)
‖∇yh(x)‖2 =
n∑
j=1
‖
Nh∑
i=1
yi
∂φi(x)
∂xj
‖2 =
n∑
j=1
yTDjy = ‖y‖2Dh , (21)
where y = (y1, y2, ..., yNh)
T , u = (u1, u2, ..., uNh)
T ,Dj =
(∫
Ωh
∂φi(x)
∂xj
· ∂φl(x)∂xj dx
)Nh
i,l=1
, j = 1, · · · , n,
Dh =
∑n
j=1Dj . We define the following matrices
Kh = (a(φi, φj))
Nh
i,j=1 and Mh =
(∫
Ωh
φi · φj dx
)Nh
i,j=1
, (22)
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where Kh and Mh denote the finite element stiffness matrix and mass matrix respectively. Let
yd,h(x) =
Nh∑
i=1
yidφi(x), fh(x) =
Nh∑
i=1
fiφi(x) (23)
be the nodal projection of yd(x), f(x) onto Zh, where y
i
d = yd(x
i), fi = f(x
i). Then the discretized
problem can be rewritten into the following matrix-vector form
min
y,u∈RNh
J(y, u) =
1
2
‖y − yd‖2Mh +
α
2
‖u‖2Mh
s.t. Khy = Mhu+Mhf
y ∈ C = {z ∈ RNh | ‖z‖2Dh ≤ δ},
u ∈ S = {z ∈ RNh | a ≤ z ≤ b}.
(Ph)
4 A FE-dABCD algorithm
In this part, we could see that the discretized version of original problem can be reformulated into
a multi-block unconstrained convex optimization problem via its dual. Then we first focus on the
inexact majorized accelerate block coordinate descent (imABCD) method which was proposed by
Cui in [11, Chapter 3] for a general class of problems and then explain how we extend it to our
problem with some strategies according to the structure of the problem.
4.1 A duality-based approach
We introduce two artificial variables z and w, then (Ph) can be transformed into the following
problem 
min
y,u,z,w∈RNh
J(y, u) =
1
2
‖y − yd‖2Mh +
α
2
‖u‖2Mh + δC(z) + δS(w)
s.t. Khy = Mhu+Mhf,
y = z,
u = w,
(P˜h)
whose Lagrangian function is
L(y, u, z, w; p, λ, µ) =
1
2
‖y − yd‖2Mh +
α
2
‖u‖2Mh + δC(z) + δS(w)
+ (Khy −Mhu−Mhf, p) + (y − z, λ) + (u− w, µ),
=
1
2
‖y − yd‖2Mh + (Khy, p) + (y, λ)︸ ︷︷ ︸
L1
+
α
2
‖u‖2Mh − (Mhu, p) + (u, µ)︸ ︷︷ ︸
L2
+ (−z, λ) + δC(z)︸ ︷︷ ︸
L3
+ (−w, µ) + δS(w)︸ ︷︷ ︸
L4
−(Mhf, p),
(24)
where p, λ and µ are Lagrangian multipliers associated with the three equality constraints respec-
tively. Then the dual problem of (P˜h) is
max
p,λ,µ
min
y,u,z,w
L(y, u, z, w; p, λ, µ) (25)
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Let us focus on min
y,u,z,w
L(y, u, z, w; p, λ, µ) first, we have

∇yL1 = Mh(y − yd) +KTh p+ λ = 0,
∇uL2 = αMhu−MhT p+ µ = 0,
min
z
L3 = min
z
{(−z, λ) + δC(z)},
=−max
z
{(z, λ)− δC(z)} = −δ∗C(λ),
min
w
L4 = min
w
{(−w, µ) + δS(w)},
=−max
w
{(w, µ)− δS(w)} = −δ∗S(µ).
(26)
Above we use the concept of conjugate function. The conjugate function of f is defined by
f∗(x) = sup
y
{(x, y)− f(y)}. (27)
Insert (26) to L(y, u, z, w; p, λ, µ) we can get
min
y,u,z,w
L(y, u, z, w; p, λ, µ)
= min
y,u,z,w
1
2
‖Mh(y − yd) +KhT p+ λ‖2M−1h −
1
2
‖KhT p+ λ−Mhyd‖2M−1h +
1
2
‖yd‖2Mh
+
α
2
‖Mhu− 1
α
Mhp+
1
α
µ‖2
M−1h
− 1
2α
‖Mhp− µ‖2M−1h
+ δC(z)− (z, λ) + δS(w)− (w, µ)− (Mhf, p),
=− 1
2
‖KhT p+ λ−Mhyd‖2M−1h −
1
2α
‖Mhp− µ‖2M−1h
− δ∗C(λ)− δ∗S(µ)− (Mhf, p) +
1
2
‖yd‖2Mh .
Then (25) is transformed into
max
p,λ,µ
− 1
2
‖KhT p+ λ−Mhyd‖2M−1h −
1
2α
‖Mhp− µ‖2M−1h
− δ∗C(λ)− δ∗S(µ)− (Mhf, p) +
1
2
‖yd‖2Mh ,
(28)
which is equivalent to
min
p,λ,µ
F (p, λ, µ) =
1
2
‖KhT p+ λ−Mhyd‖2M−1h +
1
2α
‖Mhp− µ‖2M−1h
+ δ∗C(λ) + δ
∗
S(µ) + (Mhf, p)−
1
2
‖yd‖2Mh ,
(DP˜h)
which is a multi-block unconstrained optimization problem. Thus, accelerated block coordinate
descent (ABCD) method is preferred and appropriate. We will expend the imABCD algorithm,
which was proposed in [11, Chapter 3], to our problem and employ some strategies according to
the structure of our problem to solve it efficiently. We will give the details about the algorithm in
the following part.
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4.2 Inexact majorized ABCD algorithm
It is well known that taking the inexactness of the solutions of associated subproblems into account
is important for the numerical implementation. Thus, let us give a brief sketch of the imABCD
method for a general class of unconstrained, multi-block convex optimization problems with coupled
objective function
min
v,w
θ(v, w) := f(v) + g(w) + φ(v, w), (29)
where f : V → (−∞,+∞] and g :W → (−∞,+∞] are two convex functions (possibly nonsmooth),
φ : V ×W → (−∞,+∞] is a smooth convex function, and V, W are real finite dimensional Hilbert
spaces. To tackle with the general model (29), some more conditions and assumptions on φ are
required.
Assumption 2 The convex function φ : V ×W → (−∞,+∞] is continuously differentiable with
Lipschitz contunous gradient.
Let us denote z := (v, w) ∈ V ×W. Hiriart-Urruty and Nguyen provided a second order Mean-
Value Theorem (see [18, Theorem 2.3]) for φ, which states that for any z′ and z in V ×W, there
exists z′′ ∈ [z′, z] and a self-adjoint positive semidefinite operator G ∈ ∂2(z′′) such that
φ(z) = φ(z′) + 〈∇φ(z′), z − z′〉+ 1
2
‖z′ − z‖2G , (30)
where ∂2(z′′) denotes the Clarke’s generalized Hessian at given z′′ and [z′, z] denotes the line
segment connecting z′ and z. Under Assumption 2, it is obvious that there exist two self-adjoint
positive semidefinite linear operators Q and Qˆ : V ×W → V ×W such that for any z ∈ V ×W,
Q  G  Qˆ, ∀G ∈ ∂2(z). (31)
Thus, for any z, z′ ∈ V ×W, it holds
φ(z) ≥ φ(z′) + 〈∇φ(z′), z − z′〉+ 1
2
‖z′ − z‖2Q (32)
and
φ(z) ≤ φˆ(z; z′) := φ(z′) + 〈∇φ(z′), z − z′〉+ 1
2
‖z′ − z‖2Qˆ. (33)
Furthermore, we decompose the operators Q and Qˆ into the following block structures
Qz :=
(Q11 Q12
Q∗21 Q22
)(
v
w
)
, Qˆz :=
( Qˆ11 Qˆ12
Qˆ∗21 Qˆ22
)(
v
w
)
, ∀z = (v, w) ∈ V ×W (34)
and assume Q and Qˆ satisfy the following conditions.
Assumption 3 [11, Assumption 3.1] There exist two self-adjoint positive semidefinite linear op-
erators D1 : V → V and D2 :W →W such that
Qˆ := Q+ Diag(D1,D2). (35)
Furthermore, Qˆ satisfies that Qˆ11  0 and Qˆ22  0.
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Now we present the inexact majorized ABCD algorithm for the general problem (29) as follow.
Algorithm 1 An inexact majorized ABCD algorithm for (29)
Input: (v1, w1) = (v˜0, w˜0) ∈ dom(f)× dom(g). Let {k} be a summable sequence of nonnegative numbers, and set
t1 = 1, k = 1.
Output: (v˜k, w˜k)
Iterative until convergence:
Step 1 Choose error tolerance δkv ∈ V, δkw ∈ W such that
max {δkv , δkw} ≤ k.
Compute 
v˜k = arg min
v∈V
{f(v) + φˆ(v, wk; vk, wk)− 〈δkv , v〉},
w˜k = arg min
w∈W
{g(w) + φˆ(v˜k, w; vk, wk)− 〈δkw, w〉}.
Step 2 Set tk+1 =
1+
√
1+4t2
k
2
and β = tk−1
tk+1
, compute
vk+1 = v˜k + βk(v˜
k − v˜k−1), wk+1 = w˜k + βk(w˜k − w˜k−1).
As for the convergence result of the imABCD algorithm, we can refer to the following theorem.
Theorem 6 [11, Theorem 3.2] Suppose that Assumption 3 holds and the solution set Ω of the
problem (29) is non-empty. Let z∗ = (v∗, w∗) ∈ Ω. Assume that
∞∑
k=1
kk < ∞. Then the sequence
{z˜k} := {(v˜k, w˜k)} generated by the Algorithm 1 satisfies that
θ(z˜k)− θ(z∗) ≤ 2‖z˜
0 − z∗‖2S + c0
(k + 1)2
, ∀k ≥ 1,
where c0 is a constant number and S := Diag(D1,D2 +Q22).
4.3 An FE-dABCD algorithm for (DP˜h)
Although at first glance, (DP˜h) is a 3 block unconstrained convex optimization problem, for-
tunately, λ and µ can be seen as one block because of the important fact that λ and µ are
decoupled. Seeing p as v, (λ, µ) as w and regarding (Mhf, p) as f(v), δ
∗
C(λ) + δ
∗
S(µ) as g(w),
1
2‖KhT p+ λ−Mhyd‖2M−1h +
1
2α‖Mhp− µ‖2M−1h −
1
2‖yd‖2Mh as φ(v, w) in (29) and Algorithm 1, we
first focus on applying imABCD algorithm to (DP˜h). Since φ is quadratic, we can take
Q =

KhMh
−1KTh +
1
αMh KhM
−1
h − 1αI
M−1h K
T
h M
−1
h 0
− 1αI 0 1αM−1h
 , (36)
where
Q11 = KhMh−1KTh +
1
α
Mh, Q22 =
[
M−1h 0
0 1αM
−1
h
]
. (37)
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In addition, we assume that there exist two self-adjoint positive semidefinite operators D1 and D2
such that Assumption 3 holds, which implies that we should majorize φ(p, λ, µ) at z′ = (p′, λ′, µ′)
as
φ(z) ≤ φˆ(z; z′) = φ(z) + 1
2
‖p− p′‖2D1 +
1
2
wwww(λµ
)
−
(
λ′
µ′
)wwww2
D2
. (38)
Based on the content above, we give the framework of imABCD for (DP˜h).
Algorithm 2 An inexact majorized ABCD algorithm for (DP˜h)
Input: (p1, λ1, µ1) = (p˜0, λ˜0, µ˜0) ∈ RNh × dom(δ∗C) × dom(δ∗S). Let {k} be a summable sequence of nonnegative
numbers, and set t1 = 1, k = 1.
Output: (p˜k, λ˜k, µ˜k)
Iterative until convergence:
Step 1 Choose error tolerance δkp , δ
k
λ and δ
k
µ such that
max {δkp , δkλ, δkµ} ≤ k.
Compute
p˜k = arg min
p
{
(Mhf, p) + φ(p, λ
k, µk) +
1
2
‖p− pk‖2D1 − 〈δkp , p〉
}
,
(λ˜k, µ˜k) = arg min
(λ,µ)
{
δ∗C(λ) + δ
∗
S(µ) + φ(p˜
k, λ, µ)
+
1
2
wwww( λµ
)
−
(
λk
µk
)wwww2
D2
− 〈δkλ, λ〉 − 〈δkµ, µ〉
}
Step 2 Set tk+1 =
1+
√
1+4t2
k
2
and β = tk−1
tk+1
, compute
pk+1 = p˜k + βk(p˜
k − p˜k−1), λk+1 = λ˜k + βk(λ˜k − λ˜k−1), µk+1 = µ˜k + βk(µ˜k − µ˜k−1).
As we know, appropriate operators D1 and D2 are important for both the theory analysis
and numerical implementation. Thus what we concern most now is how to choose the operators
D1 and D2. In the view of numerical efficiency, the general principle is that in the premise of
Assumption 3, both D1 and D2 should be as small as possible to get larger step-lengths and make
the corresponding subproblems easy to solve.
First, let us focus on the choice for operator D1. Without the proximal term 12‖p− p′‖2D1 and
the error term 〈δkp , p〉, let F1(p, λk, µk) = (Mhf, p) + φ(p, λk, µk), then
∇pF1(p˜k, λk, µk)
=KhM
−1
h (Kh
T p˜k −Mhyd + λk) + 1
α
(Mhp˜
k − µk) +Mhf = 0.
(39)
Combining (26) and (39) we can derive that−Khy˜k +
1
α
(Mhp˜
k − µk) +Mhf = 0,
Mh(y˜
k − yd) +KTh p˜k + λk = 0.
(40)
⇔
[
1
αMh −Kh
Kh
T Mh
] [
p˜k
y˜k
]
=
[
1
αµ
k −Mhf
Mhyd − λk
]
. (41)
As we see, p-subproblem can be transformed into a 2 ∗ 2 block saddle point linear system, which
can be solved by GMRES with preconditioner efficiently. So we only need set D1 = 0.
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Next, for the choice of operator D2, the following facts about proximal operator
proxf (x) = arg min
y
{
f(y) +
1
2
‖y − x‖2
}
, (42)
will be used in the following. For proximal operator (42), there hold
proxf (x) + proxf∗(x) = x (43)
and
prox f
σ
(x) +
1
σ
proxσf∗(σx) = x, (44)
where f∗ is the conjugate function of f defined as (27).
Without the proximal term 12
wwww(λµ
)
−
(
λk
µk
)wwww2
D2
and the error terms 〈δkλ, λ〉 and 〈δkµ, µ〉, the
subproblem with regard to (λ, µ) will be
(λ˜k, µ˜k) = arg min
(λ,µ)
{
δ∗C(λ) + δ
∗
S(µ) +
1
2α
‖Mhp˜k − µ‖2M−1h
+
1
2
‖KhT p˜k + λ−Mhyd‖2M−1h
}
.
(45)
It is not difficult to see from (45) that λ and µ are decoupled, which means we can compute λ˜k
and µ˜k through the following two optimization problems respectively
λ˜k = arg min
λ
{
δ∗C(λ) +
1
2
‖KhT p˜k + λ−Mhyd‖2M−1h
}
,
= arg min
λ
{
δ∗C(λ) +
1
2
‖λ− gk‖2
M−1h
}
,
(46)
and
µ˜k = arg min
µ
{
δ∗S(µ) +
1
2α
‖Mhp˜k − µ‖2M−1h
}
, (47)
where gk = Mhyd −KhT p˜k.
To make (46) have a closed form solution, a natural choice is to add a proximal term 12‖λ −
λk‖2
σI−M−1h
, where σ is chosen such that σI −M−1h is a positive semidefinite matrix. Then,
λ˜k = arg min
λ
{
δ∗C(λ) +
1
2
‖λ− gk‖2
M−1h
+
1
2
‖λ− λk‖2
σI−M−1h
}
,
= arg min
λ
{
δ∗C(λ) +
σ
2
λTλ− λT (M−1h gk + (σI −M−1h )λk)
}
,
= arg min
λ
{
1
σ
δ∗C(λ) +
1
2
‖λ− dk‖2
}
,
= prox δ∗C
σ
(dk),
= dk − 1
σ
proxσδC (σd
k).
(48)
In the last formula in (48), dk = 1σyd + λ
k − 1σM−1h (KTh p˜k + λk), which can be get by solving the
following linear system
Mhd
k =
1
σ
Mhyd +Mhλ
k − 1
σ
(KTh p˜
k + λk) (49)
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and proxσδC (σd
k) can be computed as follows
proxσδC (σd
k) = arg min
z
{
σδC(z) +
1
2
‖z − σdk‖2
}
,
= arg min
z∈C
1
2σ
‖z − σdk‖2,
= ΠC(σdk),
(50)
where ΠC denotes the projection operator to set C. So
λ˜k = dk − 1
σ
ΠC(σdk). (51)
For the computation of projection to set C, please refer to Subsection 4.5.
Here we would like to point out that to make σI −M−1h positive semidefinite, σ has to be not
less than the biggest eigenvalue of M−1h . However in practice, the biggest eigenvalue of M
−1
h will
not be easy to compute when h is very small, which means the choice of appropriate σ is not easy.
To avoid the computation of the biggest eigenvalue, we utilize the lump mass matrix Wh defined
by
Wh = diag
(∫
Ωh
φi(x) dx
)Nh
i=1
, (52)
which is a diagonal matrix. For the mass matrix Mh and the lump mass matrix Wh, the following
proposition hold.
Proposition 1 [36, Table 1] ∀ z ∈ RNh , the following inequalities hold:
‖z‖2Mh ≤ ‖z‖2Wh ≤ cn‖z‖2Mh , where cn =
{
4 if n = 2,
5 if n = 3.
We can derive from Proposition 1 that ∀ z ∈ RNh ,
‖z‖2
W−1h
≤ ‖z‖2
M−1h
≤ cn‖z‖2W−1h , where cn =
{
4 if n = 2,
5 if n = 3.
It is clear that cnW
−1
h −M−1h is positive semidefinite. Also, in fact, each principle diagonal element
of Wh is twice as the counterpart of Mh, so Wh is a diagonal matrix with positive principle diagonal
elements. Let ωm be the inverse of the smallest principle diagonal element of Wh, then we can set
σ = cnωm.
To make (47) have a closed form solution, similar to the discussion about the λ-subproblem,
setting 12α‖µ − µk‖2σI−M−1h , where σ = cnωm, as the proximal term is a natural choice. However,
we say 12α‖µ − µk‖2cnW−1h −M−1h is a better proximal term for this subproblem because of the fact
that cnW
−1
h −M−1h ≺ σI −M−1h and S is a box set. Then,
µ˜k = arg min
µ
{
δ∗S(µ) +
1
2α
‖µ−Mhp˜k‖2M−1h +
1
2α
‖µ− µk‖2
cnW
−1
h −M−1h
}
,
= arg min
µ
{
αδ∗S(µ) +
1
2
‖µ−Mhp˜k‖2M−1h +
1
2
‖µ− µk‖2
cnW
−1
h −M−1h
}
,
= arg min
µ
{
αδ∗S(µ) +
cn
2
µTW−1h µ− µT (p˜k + (cnW−1h −M−1h )µk)
}
,
=
1
c
Wh
(
qk − αΠS( 1
α
qk)
)
,
(53)
where qk = p˜k + (cW−1h −M−1h )µk = p˜k + cnW−1h µk − sk and sk is the solution of the following
linear system
Mhs
k = µk. (54)
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Remark 2 We would like to emphasize here that for the λ-subproblem, we do not use 12‖λ −
λk‖2
cnW
−1
h −M−1h
as the proximal term because C is not a box set. If we do so, it will make the
λ-subproblem do not have a closed form solution.
Based on the content above, we can see that
D2 =
[
σI −M−1h 0
0 1αcnW
−1
h − 1αM−1h
]
. (55)
Then we give the detailed framework of our inexact duality based majorized ABCD for (DP˜h) as
follows
Algorithm 3 An FE-dABCD algorithm for (DP˜h)
Input: (p1, λ1, µ1) = (p˜0, λ˜0, µ˜0) ∈ RNh × dom(δ∗C) × dom(δ∗S). Let {k} be a sequence of nonnegative numbers
such that
∞∑
k=1
kk <∞. Set t1 = 1, k = 1.
Output: (p˜k, λ˜k, µ˜k)
Iterative until convergence:
Step 1 Choose error tolerance δkp , δ
k
λ and δ
k
µ such that
max {δkp , δkλ, δkµ} ≤ k.
Compute
p˜k = arg min
p
{
(Mhf, p) + φ(p, λ
k, µk)− 〈δkp , p〉
}
,
λ˜k = arg min
λ
{
δ∗C(λ) +
1
2
‖λ−Mhyd +KhT p˜k‖2M−1
h
+
1
2
‖λ− λk‖2
σI−M−1
h
− 〈δkλ, λ〉
}
,
µ˜k = arg min
µ
{
δ∗S(µ) +
1
2α
‖µ−Mhp˜k‖2M−1
h
+
1
2α
‖µ− µk‖2
cnW
−1
h
−M−1
h
− 〈δkµ, µ〉
}
.
Step 2 Set tk+1 =
1+
√
1+4t2
k
2
and β = tk−1
tk+1
, compute
pk+1 = p˜k + βk(p˜
k − p˜k−1), λk+1 = λ˜k + βk(λ˜k − λ˜k−1), µk+1 = µ˜k + βk(µ˜k − µ˜k−1).
We can show our FE-dABCD algorithm also has O( 1k2 ) iteration complexity based on Theorem
6.
Theorem 7 Assume that
∞∑
k=1
kk < ∞. Let {z˜k} := {(p˜k, λ˜k, µ˜k)} be the sequence generated by
Algorithm 3. Then we have
F (z˜k)− F (z∗) ≤ 2‖z˜
0 − z∗‖2S + c0
(k + 1)2
, ∀k ≥ 1,
where c0 is a constant number, S := Diag(D1,D2 + Q22) and F (·) is the objective function of
problem (DP˜h).
Proof Based on Theorem 6, what we have to do is just to verify that Assumption 3 holds. Recall
that
D1 = 0, D2 =
[
σI −M−1h 0
0 1αcnW
−1
h − 1αM−1h
]
, (56)
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and
Q =

KhMh
−1KTh +
1
αMh KhM
−1
h − 1αI
M−1h K
T
h M
−1
h 0
− 1αI 0 1αM−1h
 . (57)
Then we have
Qˆ = Q+ Diag(D1,D2) =

KhMh
−1KTh +
1
αMh KhM
−1
h − 1αI
M−1h K
T
h σI 0
− 1αI 0 1αcnW−1h
 . (58)
That is to say
Qˆ11 = KhMh−1KTh +
1
α
Mh, Qˆ22 =
[
σI 0
0 1αcnW
−1
h
]
. (59)
Since stiffness matrix Kh and mass matrix Mh are both symmetric positive definite matrices.
Moreover, from Proposition 1, we know that Qˆ11  0 and Qˆ22  0 hold. Thus we can establish
the convergence of Algorithm 3. 
Assume that the sequence {(p˜k, λ˜k, µ˜k)} generated by Algorithm 3 converges to (p∗, λ∗, µ∗),
then from (26) we can derive that
Mhu
∗ =
1
α
(Mhp
∗ − µ∗). (60)
4.4 An efficient preconditioner for the p-subproblem
As we said in Section 4.3, the p-subproblem can be transformed into a equation system (41),
which is a special case of the generalized saddle-point system and can be inexactly solved by
Krylov-based methods with preconditioner. It is easy to see that (41) is equivalent to the following
equation system [
Mh −αKh
Kh
T Mh
] [
p˜k
y˜k
]
=
[
µk − αMhf
Mhyd − λk
]
. (61)
Taking A = Mh, B1 = B2 = Kh, a = 1 and b = α, then it is clear that the coefficient matrix of
(61) has the form of [1, (1)]
A =
[
A −bB2
aB1 A
]
. (62)
In this paper, we employ the preconditioner
B =
[
A −bB2
aB1 A+
√
ab(B1 +B2)
]
, (63)
which was introduced in [1] to precondition the generalized minimal residual (GMRES) method
to solve (61). We first present below some properties of the preconditioning matrix B and precon-
ditioned matrix B−1A , for more details, please refer to [1].
Proposition 2 [1, Proposition 1] Consider a matrix B of form (63). Let Hi = A +
√
abBi,
i = 1, 2 be nonsingular. Then
B−1 =
H−11 +H−12 −H−12 AH−11 √ ba (I −H−12 A)H−11
−
√
b
aH
−1
2
(
I −AH−11
)
H−12 AH
−1
1
 .
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Proposition 3 [1, Proposition 2] Assume that A+
√
abBi, i = 1, 2 are nonsingular. Then B is
nonsingular and a linear system with the preconditioner B,[
A −bB2
aB1 A+
√
ab(B1 +B2)
] [
x
y
]
=
[
f1
f2
]
can be solved with only one solution with A+
√
abB1 and one with A+
√
abB2.
Proposition 4 [1, Proposition 4] Let A =
[
A −bBT
aB A
]
, where a, b are nonzero and have the
same sign and let B =
[
A −bBT
aB A+
√
ab(B +BT )
]
. If ker(A) ∩ ker(B) = {0} holds then the eigen-
values of B−1A , are contained in the interval [ 12 , 1].
Numerical implementation of the preconditioning matrix B in Krylov subspace methods is
realized by solving a sequence of generalized residual equations of the form
Bv = r,
where r = (r1; r2) ∈ R2Nh , with r1, r2 ∈ RNh , represents the current residual vector and v =
(v1; v2) ∈ R2Nh , with v1, v2 ∈ RNh , represents the generalized residual vector. Based on the proof
of Proposition 3 (see [1] for more details), the computation of vector v can take place using the
following algorithm
Algorithm 4 Solving the factorized operator
1: Compute g by solving the following linear system
(Mh +
√
αKh)g = r1 +
√
αr2.
2: Compute h by solving the following linear system
(Mh +
√
αKh)h = r1 −Mhg.
3: Compute v1 = g + h and v2 = −
√
1
α
h.
We would like to point out that Q := Mh+
√
αKh is a symmetric positive definite matrix. If the
Cholesky factorizations of Q, which only have to be done once, can be computed at a modest cost,
then the two linear systems above can be solved exactly and effectively. However, if the Cholesky
factorizations of Q are not available, then we can use some alternative efficient methods, e.g.,
preconditioned conjugate gradient (PCG) method, Chebyshev semi-iteration or some multigrid
schemes to solve them.
4.5 Computation of the projection to set C
In this part, we focus on using Newton’s method computing the projection to set C. For a given
g, computing ΠC(g) is equivalent to solving the following optimization problem with inequality
constraint
min
x
1
2
‖x− g‖2
s.t. xTDhx ≤ δ.
(64)
18 Zixuan Chen et al.
For a given g, we first compute the value of gTDhg. If g
TDhg ≤ δ, then the solution is x¯ = g.
Otherwise, (64) can be transformed into a optimization problem with equality constraint
min
x
1
2
‖x− g‖2
s.t. xTDhx = δ,
(65)
whose Lagrange function is
L¯(x, ρ) =
1
2
‖x− g‖2 + (ρ, xTDhx− δ), (66)
where ρ ∈ R is the Lagrange multiplier corresponding to the equality constraint. Then the opti-
mality conditions of (65) are {
∇xL¯ = x− g + 2ρDhx = 0,
∇ρL¯ = xTDhx− δ = 0,
(67)
which are actually nonlinear equations
H(x, ρ) =
[
x− g + 2ρDhx
xTDhx− δ
]
= 0, (68)
whose Jacobian is
J(x, ρ) =
[
I + 2ρDh 2Dhx
2xTDh 0
]
, (69)
and residual is
r(x, ρ) =
[
x− g + 2ρDhx
xTDhx− δ
]
. (70)
Then we give the framework of Newton’s method for (65).
Algorithm 5 Newton’s method for (64)
Choose (x0;λ0);
for k = 0, 1, 2, · · ·
Calculate a solution pk to the Newton equations[
I + 2ρkDh 2Dhxk
2xTkDh 0
]
pk = −
[
xk − g + 2ρkDhxk
xTkDhxk − δ
]
;
(xk+1;λk+1) = (xk;λk) + pk;
end(for)
5 Numerical Experiment
In this section, all calculations were performed using MATLAB (R2014a) on a PC with Intel (R)
Xeon (R) CPU E5-2609 (2.50 GHz), whose operation system is 64-bit Windows 8.0 and RAM is
64.0 GB. The mass matrix, the stiffness matrix and the lump mass matrix are established by the
iFEM software package [7].
For the FE-dABCD algorithm, the accuracy of a numerical solution is measured by the following
residual
ηd = max{r1, r2, r3, r4}, (71)
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where
r1 = ‖Mh(y − yd) +KTh p+ λ‖/(1 + ‖Mhyd‖),
r2 = ‖y −ΠC(y + λ)‖/(1 + ‖y‖),
r3 = ‖u−ΠS(u+ µ)‖/(1 + ‖u‖),
r4 = ‖Khy −Mhu−Mhf‖/(1 + ‖Mhf‖).
To show the efficiency of the FE-dABCD algorithm, we will compare it with alternating di-
rection method of multipliers (ADMM) and inexact heterogeneous alternating direction method
of multipliers (ihADMM) (see [9, 31]) applied to the primal problem. First we give the frame of
classical ADMM algorithm and ihADMM algorithm for (Ph).
Algorithm 6 ADMM algorithm for (Ph)
Initialization: Give initial point (λ0, µ0, z0, w0) and a tolerant parameter τ > 0. Set k = 0.
Step 1 Compute (yk+1, uk+1, pk+1) through solving the following equation systemMh + σI 0 KTh0 αMh + σI −Mh
Kh −Mh 0
 yk+1uk+1
pk+1
 =
Mhyd − λk + σzkσwk − µk
Mhf
 .
Step 2 Compute (zk+1, wk+1) as follows
zk+1 = ΠC
(
yk+1 + 1
σ
λk
)
,
wk+1 = ΠS
(
uk+1 + 1
σ
µk
)
.
Step 3 Compute (λk+1, µk+1) as follows
λk+1 = λk + σ(yk+1 − zk+1),
µk+1 = µk + σ(uk+1 − wk+1).
Step 4 If a termination criterion is met, Stop; else, set k := k + 1 and go to Step 1.
Algorithm 7 ihADMM algorithm for (Ph)
Initialization: Give initial point (λ0, µ0, z0, w0) and a tolerant parameter τ > 0. Set k = 0.
Step 1 Compute (yk+1, pk+1) through solving the following equation system[
(1 + σ)Mh K
T
h
Kh − 1α+σMh
] [
yk+1
pk+1
]
=
[
Mh(yd − λk + σzk)
1
α+σ
Mh(σw
k − µk) +Mhf
]
.
Compute uk+1 as follows
uk+1 =
1
σ + α
(pk+1 + σwk − µk).
Step 2 Compute (zk+1, wk+1) as follows
zk+1 = ΠC
(
yk+1 + 1
σ
W−1h Mhλ
k
)
,
wk+1 = ΠS
(
uk+1 + 1
σ
W−1h Mhµ
k
)
.
Step 3 Compute (λk+1, µk+1) as follows
λk+1 = λk + σ(yk+1 − zk+1),
µk+1 = µk + σ(uk+1 − wk+1).
Step 4 If a termination criterion is met, Stop; else, set k := k + 1 and go to Step 1.
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For the classical ADMM algorithm, the accuracy of a numerical solution is measured by the
following residual
ηc = max{γ1, γ2, γ3, γ4, γ5, γ6, γ7}, (72)
where
γ1 = ‖Mh(y − yd) +KTh p+ λ‖/(1 + ‖Mhyd‖),
γ2 = ‖αMhu−MTh p+ µ‖/(1 + ‖Mhu‖),
γ3 = ‖Khy −Mhu−Mhf‖/(1 + ‖Mhf‖),
γ4 = ‖y − z‖/(1 + ‖y‖),
γ5 = ‖u− w‖/(1 + ‖u‖),
γ6 = ‖z −ΠC(z + λ)‖/(1 + ‖z‖),
γ7 = ‖w −ΠS(w + µ)‖/(1 + ‖w‖).
For the inexact heterogeneous ADMM (ihADMM) algorithm, the accuracy of a numerical solution
is measured by the following residual
ηh = max{ζ1, ζ2, ζ3, ζ4, ζ5, ζ6, ζ7}, (73)
where
ζ1 = ‖Mh(y − yd) +KTh p+Mhλ‖/(1 + ‖Mhyd‖),
ζ2 = ‖αMhu−MTh p+Mhµ‖/(1 + ‖Mhu‖),
ζ3 = ‖Khy −Mhu−Mhf‖/(1 + ‖Mhf‖),
ζ4 = ‖Mh(y − z)‖/(1 + ‖y‖),
ζ5 = ‖Mh(u− w)‖/(1 + ‖u‖),
ζ6 = ‖z −ΠC(z +Mhλ)‖/(1 + ‖z‖),
ζ7 = ‖w −ΠS(w +Mhµ)‖/(1 + ‖w‖).
Let  be a given accuracy tolerance and km be a given maximum iteration times, then the terminal
condition is ηd (ηc, ηh) <  or k > km.
There are two examples in this section. In the first example, the exact control and exact state
are known, while for the second one, only the desired state yd is known. In both two examples, we
compare FE-dABCD algorithm with ihADMM algorithm and ADMM algorithm on some conver-
gence behavior, including the times of iteration, residual η and CPU time. In both two examples,
‘#dofs’ denotes the dimension of the control variable on each grid level, ‘iter’ represents the times
of iteration and ‘residual’ represents the precision ηd (ηc, ηh) of the numerical algorithm, which
are defined above.
Example 1 We now consider problem (P) with the following data, Ω = B2(0) ⊂ R2, α = 1,
W = {u ∈ L∞(Ω)| − 2 ≤ u ≤ 2 a.e. x ∈ Ω}, K = {z ∈ L2(Ω¯)2|
∫
Ω
|z(x)|2dx ≤ 2}
as well as
yd(x) :=

1
4
+
1
2
log 2− 1
4
|x|2, 0 ≤ |x| ≤ 1,
1
2
log 2− 1
2
log |x|, 1 ≤ |x| ≤ 2.
We consider the problem
−∆y = u+ f in Ω,
y = 0 on Γ,
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where
f(x) :=

5
4
+
1
2
log 2− 1
4
|x|2, 0 ≤ |x| ≤ 1,
1
2
log 2− 1
2
log |x|, 1 ≤ |x| ≤ 2.
The optimization problem then has the unique solution
u(x) :=

−1
4
− 1
2
log 2 +
1
4
|x|2, 0 ≤ |x| ≤ 1,
−1
2
log 2 +
1
2
log |x|, 1 ≤ |x| ≤ 2.
with the corresponding state y ≡ yd. It is easy to see that the bounds on the control are not active,
then from (16) we obtain that p = −u.
Table 1 The convergence behavior of FE-dABCD algorithm, ihADMM algorithm and ADMM algorithm for Ex-
ample 1.
h #dofs FE-dABCD ihADMM ADMM
iter 15 33 33
1
23
273 residual η 8.31e-05 9.86e-05 9.17e-05
time/s 0.1973 0.3298 0.3544
iter 13 32 45
1
24
1145 residual η 9.58e-05 9.57e-05 9.82e-05
time/s 0.8488 1.9684 2.9272
iter 14 32 56
1
25
4689 residual η 9.54e-05 9.12e-05 9.92e-05
time/s 10.1207 19.5189 34.7385
iter 15 33 71
1
26
18977 residual η 9.58e-05 8.09e-05 9.98e-05
time/s 72.2546 107.985 237.331
iter 14 32 88
1
27
76353 residual η 8.04e-05 5.71e-05 5.88e-05
time/s 854.684 1169.12 3259.29
In this numerical experiment, we first focus on the convergence behavior of FE-dABCD algo-
rithm compared with ihADMM algorithm and ADMM algorithm. In this case, we set  = 10−4 and
km = 100. That is to say, the algorithm is terminated when ηd (ηc, ηh) < 10
−4 or iter > 100. The
corresponding convergence behavior, including the times of iteration, residual ηd (ηc, ηh) and CPU
time, of FE-dABCD algorithm, ihADMM algorithm and ADMM algorithm are given in Table 1.
And as an example, the figures of exact state y, numerical state yh and exact control u, numerical
control uh on the grid of size h =
1
25 are displayed in Figure 1 and Figure 2 respectively. Then we
test this problem with different values of α on the grid of size h = 126 to show the robustness of our
proposed FE-dABCD algorithm. In this case, we still use the yd defined above and set a = − 12 ,
b = 12 , δ = 1,  = 10
−4, km = 100 and let α range from 10−2 to 10−5.
The results in Table 1 show that the number of iteration of FE-dABCD algorithm is independent
of the discretization level. It is easy to see from Table 1 that the number of iteration of FE-dABCD
for five discretization levels are 15, 13, 14, 15 and 14 respectively. From Table 1, we can also verify
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the efficiency of our proposed FE-dABCD algorithm. The results for testing the problem with
different values of α are presented in Table 3. Although as α changes from 10−2 to 10−5, the
number of iteration of the FE-dABCD algorithm increases, it does not change that dramatically.
The FE-dABCD algorithm could solve (DP˜h) for all tested values of α in 30 iterations, which
shows the robustness of FE-dABCD algorithm with respect to α.
(a) exact state y (b) numerical state yh
Fig. 1 Figures of exact and numerical state on the grid of size h = 1
25
for Example 1.
(a) exact control u (b) numerical control uh
Fig. 2 Figures of exact and numerical control on the grid of size h = 1
25
for Example 1.
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Table 2 The performance of FE-dABCD algorithm for (DP˜h) with different values of α.
h α iter residual ηd
1
26
10−2 16 9.28e-05
5× 10−3 17 9.55e-05
10−3 19 8.48e-05
5× 10−4 20 7.47e-05
10−4 21 9.27e-05
5× 10−5 22 9.98e-05
10−5 25 3.81e-05
Example 2 In this example, we consider problem (P) with the following data, Ω = B1(0) ⊂ R2,
W = {u ∈ L∞(Ω)| 0 ≤ u ≤ 1
2
a.e. x ∈ Ω}, K = {z ∈ L2(Ω¯)2|
∫
Ω
|z(x)|2dx ≤ 1
2
}
as well as
yd(x) := |x|2, 0 ≤ |x| ≤ 1.
We consider the problem
−∆y = u in Ω,
y = 0 on Γ,
which means f(x) = 0.
In this example, we still first focus on the convergence behavior of FE-dABCD algorithm
compared with ihADMM algorithm and ADMM algorithm. In this case, we set α = 10−2,  = 10−4
and km = 100. The relative results are given in Table 3. Then, similar to Example 1, to show the
robustness of our proposed FE-dABCD algorithm with respect to the parameter α, we will also
test the same problem with different values of α, ranging from 10−2 to 10−5, on the grid of size
h = 126 and the corresponding results are presented in Table 4.
It is clear from Table 3 that the efficiency of our proposed FE-dABCD algorithm compared
with ihADMM algorithm and ADMM algorithm. We can also see from the results in Table 3 that
the number of iteration of FE-dABCD algorithm is independent of the discretization level. And
from the results in Table 4, we can find that although the number of iterations of our proposed
FE-dABCD algorithm increases obviously when α changes from 10−2 to 10−5, it still could solve
problem (DP˜h) for all tested values of α in 50 iterations.
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Table 3 The convergence behavior of FE-dABCD algorithm, ihADMM algorithm and ADMM algorithm for Ex-
ample 2.
h #dofs FE-dABCD ihADMM ADMM
iter 10 30 30
1
23
273 residual η 7.83e-05 2.74e-05 7.74e-05
time/s 0.0589 0.0669 0.0692
iter 9 33 36
1
24
1145 residual η 3.56e-05 9.21e-05 2.06e-05
time/s 0.2437 0.3238 0.4969
iter 8 32 47
1
25
4689 residual η 7.57e-05 9.66e-05 8.96e-05
time/s 0.9482 1.7690 3.6804
iter 9 31 55
1
26
18977 residual η 3.39e-05 9.77e-05 2.17e-05
time/s 6.2710 8.2806 24.7473
iter 7 28 69
1
27
76353 residual η 8.36e-05 9.35e-05 6.49e-05
time/s 32.7311 40.2470 217.994
Table 4 The performance of FE-dABCD algorithm for (DP˜h) with different values of α.
h α iter residual ηd
1
26
10−2 9 3.39e-05
5× 10−3 11 4.25e-05
10−3 15 7.38e-05
5× 10−4 21 7.71e-05
10−4 30 7.38e-05
5× 10−5 39 7.71e-05
10−5 46 7.38e-05
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6 Conclusion
In this paper, we impose integral constraint on the gradient of the state and box constraints on
the control. Our main results are proving the optimal conditions for the optimal control problem
and also giving an efficient finite element duality-based inexact majorized accelerated block coor-
dinate descent (FE-dABCD) algorithm. We consider piecewise linear approximation for both the
state and the control and then transform the discretized problem into a multi-block unconstrained
optimization problem by its dual. Our proposed method employs a majorization technique, which
allow us to flexibly choose different proximal terms for different subproblems. Additionally, each
subproblem only has to be solved approximately thanks to the inexactness of our proposed method.
These flexibilities make each subproblem keep good structure and can be solved efficiently and re-
duce the cost for solving the subproblems largely, which improve the efficiency of our proposed
method greatly. Specifically, we solve the smooth subproblem by GMRES method with precon-
ditioner and solve nonsmooth subproblems through introducing appropriate proximal terms and
semi-smooth Newton (SSN) method. We proved that the FE-dABCD algorithm enjoys O( 1k2 ) iter-
ation complexity. It is also easy to see the efficiency of FE-dABCD algorithm from the numerical
results.
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