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ABSTRACT 
Structured systems are considered for which the disturbance decoupling problem 
is known to be generically solvable. It is recalled how this generic solvability is in 
one-one correspondence with certain properties of the graph representing the struc- 
ture of the system. Further, a graph oriented method is derived for the efficient 
computation of a feedback that actually solves the disturbance decoupling problem. It 
is believed that the method is especially useful in case of sparse system matrices. The 
method may also be advantageous in case some of the entries in the system matrices 
have an unknown value since the influence of the various entries is easy to establish. 
1. INTRODUCTION 
In this paper we study linear systems for which each entry in the system 
matrices either is fixed at zero or is a free parameter. We assume that the 
free parameters in a system are pairwise independent. Systems of the above 
type are often called structured systems and can be represented by means of 
directed graphs. In [16] we developed a graph theoretic characterization for 
the generic solvability of the disturbance decoupling problem formulated for 
structured systems. Here generic solvability is to be understood as solvability 
for almost all possible values for the free parameters. The conditions in [16] 
deal only with generic solvability, and nothing is said on what the associated 
feedback looks like. 
In this paper we take the graph theoretic solvability conditions of [16] as a 
starting point and derive an algorithm for the computation of a feedback 
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solving the disturbance decoupling problem. In the algorithm we explicitly 
incorporate the graph that represents the zero-nonzero structure within the 
system matrices. The underlying idea is that the zero-nonzero structure of a 
system should be used as much as possible. The actual values of the entries in 
the system matrices should be used only in some final stage. Also, it may turn 
out that not all entries need to be known. Because of this our algorithm can 
be used in combination with a formula manipulation package in case the 
values of the free parameters are unknown or in case these parameters are 
seen as indeterminates. Finally, our algorithm can be advantageous in case 
the system matrices are sparse. 
The algorithm developed here is in principle a nonrecursive version of the 
well-known structure algorithm (cf. [12]>. However, the combination of 
the algorithm with graph theory is believed to be new. The algorithm is a 
generalization of the methods presented in [ll] and is developed using ideas 
from [l]. 
The outline of the paper is as follows. In Section 2 we review some facts 
on the disturbance decoupling problem and we illustrate the main ideas 
behind the present paper. In Section 3 we present a version of the structure 
algorithm together with some modifications. We continue modifying the 
algorithm in Section 4. Therefore we introduce the notion of essential rows. 
We conclude Section 4 by stating a version of the algorithm that best suits 
our purposes and by relating it to the well-known input-output decoupling 
problem (cf. [5]>. In Section 5 we describe how the zero-nonzero structure 
in the matrices of a structured system can be represented by means of a 
directed graph. Further we recall some important graph theoretic characteri- 
zations of for instance the generic rank of a transfer matrix and the generic 
solvability of the disturbance decoupling problem. Finally, we describe our 
main result: an algorithm for the efficient computation of a feedback solving 
the disturbance decoupling problem explicitly using the zero-nonzero struc- 
ture in the system matrices. We illustrate the algorithm in Section 6 by means 
of two examples. In Section 7 we give some proofs, and in Section 8 we 
conclude the paper with some remarks. 
2. DISTURBANCE DECOUPLING 
In this paper we consider the linear system 
i(t) = Ax(t) + Bu(t) + @i(t), 
(1) 
z(t) = Hx(t), 
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with state x(t) E R”, control u(t) E R”, disturbance d(t) E R‘f, and output 
z(t) E ZIP. Here A, Z3, Q, and H are real matrices of suitable dimensions. 
We recall that the disturbance decoupling problem for the system (1) 
amounts to finding a feedback u(t) = Z%(t) such that the transfer matrix 
of the resulting closed loop system is zero, i.e. such that H[sZ - (A + 
BF)]-‘Q = 0 f or all s. For a fundamental treatment of the disturbance 
decoupling problem we refer to Wonham [14]. There it is shown that a 
solution to the problem exists if and only if Im Q c V*, where z/* denotes 
the largest (A, B)-invariant subspace in Ker H (cf. [14]). We stress the fact 
that the inclusion Im Q c V* only is a condition on the existence of a 
feedback u(t) = Z%(t) solving the disturbance decoupling problem. The 
matrix F itself does not appear in the condition. In [I41 it is shown that any F 
such that (A + BF)Y* c Y* will solve the problem. There it is also 
explained how first Y* can be computed, followed by the computation of F 
such that (A + BF)Y* c V*. The computations are based on geometric 
techniques requiring full knowledge of A, B, and H. 
In many cases many of the entries in the matrices are fixed at zero. Also, 
often some of the entries in A, B, and H have an unknown value. The 
purpose of this paper is to deal with these cases in an efficient way. 
Therefore, we derive an algorithm for the computation of a matrix F such 
that (A + BF)T* c T* in which the zero-nonzero structure in the matrices 
A, B, and H is used, and in which, in first instance, the value of the free 
parameters (= nonzeros) is not relevant. In general, in the algorithm only a 
limited number of the free parameters will be actually needed. The value of 
the remaining free parameters is not important. The algorithm uses products 
of the form HA”B andHA’+‘. Th e 1 ea is that these products can be ‘d 
computed easily given the zero-nonzero structure of A, B, and H. Also, in 
computing these products the value of only a limited number of the free 
parameters may be required to be known. 
We conclude this section by illustrating the ideas on which the paper is 
based. Therefore, we consider a system (1) with a very simple form: 
Q= : 
[I 4 ’ 
H = [A, 0 01. 
It is easy to verify that for all hi, i = 1,2,3,4,5, with h, z 0 the disturbance 
decoupling problem is solvable. Further, a feedback matrix achieving decou- 
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pling is given by F = [O 0 -h,/h,]. Clearly, F is structured in the sense 
that it contains fixed zero entries. Moreover, F need only depend on two free 
parameters. Hence, the disturbance decoupling problem is generically solv- 
able; a feedback matrix achieving decoupling may be structured and need 
only depend on a limited number of free parameters. 
3. STRUCTURE ALGORITHM 
In this section we present a nonrecursive version of the structure algo- 
rithm (cf. [12]>. Throughout this paper we assume that rank H(sZ - A>-l 
B = p, i.e., H(sZ - A)-lB has rank p for almost all s. In Section 7 we shall 
argue that in the context of the present paper this rank assumption can be 
made without loss of generality. We now denote 
HB ..a 0 
I 
E RP”xmn, 
HA”-‘B HAn-zB ..: & 
E Rpnxn. 
The zeros in the Toeplitz matrix r denote zero matrices in Rpxm. A matrix 
F such that (A + BF)Y”* G Y* can now be computed by means of the next 
algorithm. 
ALGORITHM 3.1. 
(a) Compute a matrix K E Rpxpn such that KlY = [L, 0,. . . , O] E 
RP xmn with L E Rpxn a full row rank matrix and n - I zero matrices in 
Rpxm. 
(b) Solve for F E R mXnin M+LF=Owith M=KAERP~~. 
Algorithm 3.1 will be proved in Section 7. The reason that we want to use 
Algorithm 3.1 is that it can be refined by incorporating additional information 
which can be easily obtained from the graph representing the zero-nonzero 
structure in the system matrices. To introduce these refinements we first 
somewhat rearrange the computations in Algorithm 3.1. For that purpose we 
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denote by col(T,, T,, . . . , T,.) the matrix obtained by stacking the matrices 
T,,T,,..., T,. on top of each other: 
col(T,,T, ,..., T,) = , 
where the matrices Tl, T,, . . . , T, all have the same number of columns. For 
instance, we write H = col(h,, h,, . . . , h,) with rows h,, h,, . . . , h,. Fur- 
thermore, we denote for i = 1,2, . . . , p 
h,B ... 0 1 nxmn ER >h,A”-‘B hiA’-2B ....h;B 
Ri = E Rnxn. 
The matrix Ii is a Toeplitz matrix in which the zeros denote zero matrices in 
R i ’ m. We note that the matrices I and col(T,, I?, , . . . , I’,) can be obtained 
from each other by elementary row permutations, i.e., there exists a permuta- 
tion matrix P such that PT = col(T,, I,, . . . , rp). The permutation matrix 
P is also such that PA = col(A,, A,, . . . , hp). It is now immediate that 
Algorithm 3.1 can be modified as follows. 
ALGORITHM 3.2. 
(a) Compute matrices K,, K,, . . . , K, E RP’” such that [K,, K,, . . . , 
~~i~~i(r,, r,, . . . . rp) = K,r, + K,r, + -., +zc,rp = [L,, 0,. . . ,ol E 
RP Xmn with L, E Rpxm a full row rank matrix and R - 1 zero matrices 
in RpXm. 
(b) Solve for F E Rmxn in M, + L,F = 0 with M, = [K,, 
KS,..., Kplcol(A,, A,, . . . , A,) = K,A, + K,A, + .a. tK,A,. 
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Below we shall use the fact that step (a) of the above algorithm can be 
written in more detail as follows: 
(a) Compute matrices K,, K,, . . . , K, E RPx” such that [K,, 
. . . ) 
cd 
K lcol(~J,,..., 
[ K,,‘K,, . . 
%, = K,f, + K,F, + ..a +Kpij = 0 E RPXm(“-‘) 
. , KJcol(Ai, &, . . . , 6,) = K,Li, + K&, + ..+ +Kp& = 
L, E RP Xm with L, a full row rank matrix. 
Here we have denoted rj = [Ai, Fi] for i = 1,2, . . . , p, with 
& = 
h,B 
h,AB 
hiA2B 
hiA”-‘B 
E Rnxtn, 
0 
h,B 
Fi = h,AB 
hiA”-2B 
0 . . . 0 
0 . . . 0 
hjB .*a 0 E R”X(n-l)fTl 
h,A”-3B me h,B 
4. ESSENTIAL ROWS 
As indicated before, our goal is to refine Algorithm 3.2 by incorporating 
information about the system that can be (easily) obtained from its graph. For 
that purpose, we need the notion of essential row (cf. 131). 
First we consider a general matrix M with rows m,, rn2, . . . , mk, i.e. 
M = col(m,, m2,. . . , m,). We call the row mj an essential row in M if the 
row mi can not be written as a linear combination of the other rows 
ml,...,mi~l,mi+,,..., mk in M. A row of M that is not an essential row 
we call a nonessential row. For instance, any zero row is nonessential. 
Obviously, the row mi is an essential row in M if and only if deleting mi 
from M would give a drop in rank. Let X E Rtxk be a solution of XM = 0, 
and denote X = [xi, x2,. . . , xk] with columns x1, x2,. . . , xk E RtX ‘. Then, 
if m, is an essential row in M, it is necessary that xi = 0 E RtX ‘. 
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Next we consider in some detail the structure of the Toeplitz matrices Ii 
and Fi. 
(a) First we note that the jth row of FL can be obtained from the jth row 
of I, by simply deleting the leading (row) matrix hi Aj- ‘B. Now consider the 
j th row of Ii as a row of col(lY,, I?, , . . . , IT,). It is clear that if the jth rosy of 
Ii is a nonessential row in col(r,, I,, . . . , rp>, then the jth row of Ij is 
a nonessential row in col@,, f; , . . . , Fp). Conversely, if the jth row of I?i 
is an essential row of col(F,, Fz,. . . , FP), so is the jth row of Ii in 
coi(r,, rz, . . . , rp). 
(b) Next we note that the jth row of r, can be obtained from the j + Ith 
row of I, by simply adding p zeros to its end. This means that if the j + 
Ith row of F, is a nonessential row in col(F,, FX,. . . , Fp), then the jth row of 
ri is a nonessential row in coi(r,, rz , . . . , I?$. Conversely, if the jth row of I, 
is an essential row of col(r,, I,, . . . , rP), so is the j + lth row of I: in 
col@J,, . . . ) i‘,>. 
With the above observations we obtain the following. 
PROPOSITION 4.1. Zf the j th row of ri is _a nonessential row in 
col(r,, r,, . . . , $1, then rows 1 up to j of r, and ri are nonessential rows 
_ _ 
in coi(r,, r,, . . . , I’J and col(r,, r, , . . . , rp 1, respectively, for i, j, 1 d i < p 
and 1 <j < n. 
Conversely, f thej th row of ri is an essential rou; in col(T,, r,, . . . , rp>, 
then rows j up to n of ri and rows j + 1 up to n of ri are nonessential rows 
in coi(r,, r,, . . . , 
and 1 <j < n. 
IS& and COG@,, F2,. . . , fJ, respectively, for i, j, 1 < i < p 
Recall that throughout this paper we assume that H(sZ - A)-rB has full 
row rank. In [l] it has been shown that under this rank assumption the nth 
row of ri is an essential row in col(lY,, r,, . . . , rp) for all i = 1,2,. . . , p. 
Therefore, it is possible to introduce the so-called essential orders defined as 
(cf. [ll> 
Pi = min j row j of r, is essential in col( r,, r, , . . . , 
(1 TJ>~ 
for i = 1,2 ,..., p. 
By the above proposition rows pi up to n of I, and rows pi + 1 up to n of 
r, are essential rows in col(T,, r,, . . . , r,> and col(f,, F2, . . . , f’&, respec- 
tively. Further, rows 1 up to Qj - 1 of both ri and Ii are nonessential rows 
in coiu-,, r,, . . . , * I’$ and col(T,, r,, . . . , r,), respectively. 
Clearly, any essential row must be nonzero. To identify the nonzero rows 
in Ii and Ii we introduce the so-called decoupling indices (cf. 151) 
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ai = min(j( h, Aj-‘B # 0} for i = 1,2 ,..., p. 
By this definition rows 1 up to cri - 1 in Ii and rows 1 up to (Y~ in Fj are 
zero rows. Also it is clear that 1 < CX~ < Pi < n for i = 1,2,. . . , p. Now we 
return to Algorithm 3.2. 
The product &I, in step (a) of the algorithm can be computed by 
multiplying the jth column of K, from the right with the jth row of ri, and 
adding the products obtained. In the above we have seen that rows 1 up 
to q - 1 in Ii are zero rows. Hence, for the product Ki& columns 1 
up to q - I of K, are not relevant and can be taken to be zero columns. 
We claim that for the product K,r, columns Pi + 1 up to n of K, also 
are not relevant, since they are zero columns. To see this we recall that rows 
Pi + 1 up to n of f: are essential rows in col(F,, t,, . . . , $,. Because 
the matrices K,, K,,..., 
e,, k 
K, are to be such that [K,, K,, . . . . Kplcol 
. . . , Fp) = 0, it necessarily follows that columns pi + 1 up to n of Ki 
are zero columns. With this our claim follows. 
The above observations, combined with step (b) of Algorithm 3.2, make 
clear that without changing the outcome of the algorithm we can delete rows 
1 up to oi - 1 and pi + 1 up to n of ri and Ri, for i = 1,2,. . . , p. In the 
matrix Ki we then have to delete columns 1 up to cq - 1 and Pi + 1 up to 
n, for i = 1,2,. . . , p. From this it follows that Algorithm 3.2 can be refined 
as follows. 
ALGORITHM 4.2. 
(a) Preliminary computation: For i = 1,2, . . . , p compute the indices q, 
p, and define 
E R(6,-a,+i)xYm 
and 
E R’pe --a,+ 1)Xfl 
0 0 1.. 0 
1 
0 0 . . . 0 I 
h,A*t-1B 0 . . . 01 
where 7 = max{( Pi - ai + I) 11 < i < pl. 
DISTURBANCE DECOUPLING FEEDBACK MATRICES 147 
I? 
(b) Compute &Z1, iZ,. . . , f?! E RPx(p--a*+l) such that [Z?,, 
2, . ..) I?,lcolc~,, P,, . . .) $J = K,l-, + R,F2 + **- +Iz& = [i,,o,. . . , 
O] E RpXmy with _& E Rpxm a full row rank matrix and y - 1 zero matrices 
in RP’“. 
(c) Solve for F E Rmx” in A, + I?,F = 0 with ~6, = [I?,, l?,,..., 
R,1,1&, ii,, . . . , A,, = &A1 + &A2 + *-* +rz,A,. 
The index y is introduced to avoid unnecessary zero columns in the 
matrix col(f,, . . . , Pp). 
The reason for presenting Algorithm 4.2 as done above is that for almost 
all cases the values of the indices q and pi can be extracted from the graph 
representing the zero-nonzero structure of the system. This graph, together 
with the combinatorial aspects of how to compute these indices, will be 
presented in t_he next, section. After the indices cq and Pi are determined, 
the matrices ri and hi have to be computed. The entries in these matrices 
are of the form hiAkbj, where B = [b,, . . . , b,]. In case the matrices A, B, 
and H are sparse, the graph representing the zero-nonzero structure of the 
system can be helpful in efficiently computing the above products. This will 
be discussed in some more detail in the next section. 
Special Case 
We conclude this section by considering the case that q = pi for 
i = 1,2,. . . ) p. 
color,, r,, . . . , 
This means that every nonzero row of r, is an essential ray in 
rp>. Step (a) of algorithm 4.2 yields that y = 1, ri = 
hi A”‘-‘B, a, = hipal for i = 1,2,. . . , p. Step (b) then states that there are 
columns K,, . . . , 
RPx”’ L_ 
K, E RP such that [Z?,, . . . , &,]col(flr.. . , fp) = & E 
with L, a full row rank matrix. But this means that the matrix 
co1 f 
! 
has full row rank and that [I?,, . . . , Z?,] is an invertible matrix. From [5] it 
follows that the system is so-called input-output decoupable. This means that 
there exist matrices F E Rmx n and R E R” ‘P such that H [ sl - (A + 
BF)]-IBR is a nonsingular diagonal transfer matrix. It is easy to see from step 
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cc> in Algorithm 4.2 that, as in [5], 
be computed from the equation 
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the matrix F that suits our purposes can 
5. GRAPHS 
We recall that we here consider linear systems of the type (1) in which 
each of the entries in the system matrices either is fixed at zero or is an 
independent free parameter. As mentioned before, such systems can be 
represented by means of directed graphs. The directed graph which repre- 
sents a structured system of the type (1) consists of a set of vertices V and a 
set of directed edges E and will be denoted by G = (V, E). 
The set V equals X U U U D U 2 with X = (x1, . . . , xn} the set of state 
vertices, U = {u,, . . . , u,,} the set of input vertices, D = {d,, . . . , cl,,} the set 
of disturbance vertices, and Z = {z,, . . . , zJ the set of output vertices. 
Clearly, V consists of n + m + q + p vertices. 
Denoting by (u, II’) a directed edge from the vertex u E V to the vertex 
u’ E V, the set of edges E is described by E, U E, U Eg U E,, where 
E, = {(xj, xi) 1 ai,j f 01, E, = {(uj, xi) ) b,,j + 01, Eg = I(dj, xi) ) 4i.j + 01, 
E, = {(y, si> ) hi, j # 0). H ere, for instance, a,, j f 0 means that the (i,j)th 
entry of A is a free parameter. For examples we refer to Section 6. 
Now consider the graph G = (V, E), and let W, W’ be two disjoint 
nonempty subsets in V. We say that there exists a path from W to W’ if there 
is an integer t and vertices wa, wl,. . . , w, E V such that wa E W, wt E W’, 
and (wi_ r, wi) E E for all i = 1,2,. . . t. The path is then said to have length 
t and to consist of the vertices wa, wr, . . . , wt. Occasionally we denote the 
path by the sequence of directed edges it consists of, i.e. by (w,, w,>, 
(w,, w,>, . . . , (w,_ 1, w,). Two paths from W to W’ are called disjoint if the 
two paths consist of disjoint sets of vertices. We say that 1 paths from W to 
W’ are pairwise disjoint if any two of them are disjoint. We say that the 
largest number of disjoint paths from W to W’ is t if there exist t painvise 
disjoint paths from W to W’ and any set of t + 1 paths from W to W’ 
contains at least two paths that are not disjoint. 
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Next, let W” be an additional subset in V, and let a set of 1 pair-wise 
disjoint paths from W to W’ be given. If the intersection of the set W” and 
the set of vertices that the 1 paths consist of has cardinality 7, then we say 
that the total number of vertices in W” on the 1 paths is y. 
For a structured system of the type (1) and the associated graph G = 
(V, E) we have the following results (cf. [lo, 15, 161). 
THEOREM 5.1. The generic rank of H(sZ - A)-‘B is equal to the largest 
number of pairwise disjoint paths from U to Z. 
For a structured system the generic values of the indices oi and Pi can 
be characterized as follows (cf. [8, 11). Here we denote Z \ zi = { 3 E Z 1 
z f ZJ. 
THEOREM 5.2. 
(a) The smallest total number of vertices contained in X on a path from U 
to { zj} is generically equal to oi, for all i = 1,2, . . . , p. 
(b) Let H(sZ - A)-lB gene&ally have full row rank equal to p. The 
smallest total number of vertices contained in X on p pairwise disjoint paths 
from U to Z minus the smallest total number of vertices contained in X on 
p - 1 pairwise disjoint paths from U to Z \ zi is generically equal to pi, few 
all i = 1,2,. . . , p. 
The generic solvability of the disturbance decoupling problem for a 
structured system of the type (1) can be characterized as follows (cf. [16, 21) 
THEOREM 5.3. The disturbance decoupling problem for a structured 
system of the type (1) is generically solvable if and only if 
(a) the largest number of pairwise disjoint paths from U to Z equals the 
largest number of pairwise disjoint paths from U U D to Z, say t, and 
(b) the smallest total number of vertices contained in X U U on t pairwise 
disjoint paths from U to Z equals the smallest total number of vertices 
contained in X U U on t pairwise disjoint paths from U U D to Z. 
Since we focus here only on systems for which H(sZ - A)-lB generically 
has full row rank, the next corollary easily follows. 
COROLLARY 5.4. The disturbance decoupling problem for a structured 
system of the type (1) is generically solvable if and only if the smallest total 
number of vertices contained in X U U on p pairwise disjoint paths from U to 
Z equals the smallest total number of vertices contained in X U U on p 
pairwise disjoint paths from U U D to Z. 
By the above results we can establish the generic solvability of the 
disturbance decoupling problem for a structured system of the type (1) by 
performing some computations on its graph. We can do this in an efficient 
way by using algorithms from combinatorics based on the mar Jlow min cut 
theorem and on the theory of minimal cost flows in transportation networks 
(cf. [6, Chapter 4; 13, Chapter 21). 
Next, if required we can determine from the system’s graph the generic 
values of the indices cri and &. Also here the abovementioned combinatoric 
algorithms can be used. 
Following Algorithm 4.2, the next step is to compute the matrices ej and 
Ai containing entries of the form hi Akbj and hi Ak+ ‘. In order to efficiently 
compute the products hi Akbj ( similar remarks hold for the computation of 
hi Ak+l) we denote by Pi, j(k) the set of paths from uj to zi that have length 
k’+ 2. From the graph G = (V, E) it is immediately clear that any path in 
PJk) consists of the vertices ui, zi and at least one and at most k + 
1 vertices in X. Now consider a path P in PJk), and let it consist of 
the edges (uj, x,~),(x,~, x7,), . . . ,(x,~_,, xTk), (xTk, zi), where the indices 
r,,, 71, . . . , rk are not necessarily distinct. Define f(P) = bTo, jFIf= 1 
a 7t,T1_,hj,Tk. In [8] it has been shown that h,Akbj = Cp, p ,(k) f(P). Hence, 
the graph may also be used for the computation of the product hi Akbj. 
Combining all the above observations, we come to the next algorithm. Let 
a structured system of the type (I) be gi ven, and let its graph be denoted by 
G = (V, E). 
ALGORITHM 5.5. 
(a) Apply Theorem 5.3 to determine whether or not the disturbance 
decoupling problem for the system is generically solvable. If not, then we can 
stop; else we can proceed as described next. Assume that the largest number 
of pair-wise disjoint paths from U to Z is p’. Select p’ vertices from 2 
forming Z’ such that the largest number of pair-wise disjoint paths from U to 
Z’ is p’. Renumber the vertices in Z in such a way that Z’ = (z,, . . . , zpf}. 
Delete the vertices zPl+ r, . . . , zp and the edges incident with these vertices. 
For ease of notation drop the primes. 
(b) Using the ( re d uced) graph G, now compute the generic values of the 
indices cri and pi, for Aall i =,l, 2, . . . , p, and compute, as indicated in 
Section 4, the matrices rj and Ai, for all i = 1,2,. . . , p. For the efficient 
computation of these matrices the graph G may be used. 
(c) Next perform step (b) and (c) of Algorithm 4.2 to obtain a feedback 
matrix F that is a solution to the disturbance decoupling problem. Note that 
only in steps (bl and cc> of Algorithm 4.2 are the values of (some of) the 
parameters required to be known. 
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The graph obtained after step (a) corresponds to a reduced structured 
system of the form l;(t) = Ax(t) + Bu(t) + Q&t), z’(t) = H’x(t) with 
H’(sZ - A)-lB generically of full row rank p’. From Section 7 it follows that 
the disturbance decoupling problem for the original system is generically 
solvable if and only if it is generically solvable for the reduced system. 
Furthermore, it is indicated there that for any F such that H[ SZ - (A + 
BF)]-‘Q = 0, also H ‘[sZ - (A + BF)]-’ Q = 0, and conversely. Therefore, 
we may concentrate on the reduced system, and for ease of notation we drop 
the primes. Hence, we continue in step (b) with a structured system of the 
type (1) for which the disturbance decoupling problem is generically solvable 
and with H(sZ - A)-‘B generically of full rank p. 
6. WORKED EXAMPLES 
In this section we illustrate Algorithm 5.5 in some detail. We start by 
reconsidering the example in Section 2. Hence, n = 3, m = 4 = p = 1. The 
graph associated with the system can be depicted as in Figure 1. Note that 
X = {x1, x2, xs}, U = {u,}, D = {d,}, and Z = {z,}. Using the graph, it 
follows from Theorem 5.3 that the disturbance decoupling problem is generi- 
cally solvable. Indeed, there is only one path from U to Z, and the two paths 
from U U D to Z are not disjoint. Further, the only path from U to Z 
contains three vertices of X U U, while any two of the paths from U U D to 
Z contain at least three vertices of X U U. By Theorem 5.2 it follows easily 
that cri = PI = 2. As in the special case discussed at the end of Section 4, 
the feedback matrix F solving the disturbance decoupling problem can be 
computed by solving the equations h, ABF + h,A2 = 0 where h, = H. 
Hence, F satisfies A, Ash, F + [0 0 A,h, A51 = 0. So F = [0 0 - As/AZ], as 
we also have seen in Section 2. Note that the above answer is obtained by 
‘11 
l 
l 
r w 
(1 2: :< 3: 2 3: , J 
FIG 1. 
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means of formula manipulation only and that no actual parameter values are 
required. 
Next we consider a more complicated system of type (I) with system 
matrices 
A= 
B= 
L 
0 000000 
4 0000 00 
0 4 000 00 
0 000000 
0 0000 00 
0 0 0 0 A, 0 0 
0 0 0 0 0 A, 0 
0 0 44 0 
4 0 0 0 
0 0 0 0 
A, 4 > o= 0 0 
0 0 0 4, 
0 43 0 0 
0 0 0 0 
0 0 A,, A,, 0 0 0 A 13 0 0 4, 1 ’ 
So n = 7, m = 4 = p = 2. The parameters A,, . . . , A,, are collected in a 
vector A E R 14. The structure of the system is given by the graph depicted in 
Figure 2. In the graph, the largest number of pairwise disjoint paths from U 
to Z and also from U U D to Z is equal to 2. This implies that for almost all 
A E R14 the transfer matrix H(sZ - A)-‘B has rank 2. Hence, H(sZ - 
A)- ‘B generically has full rank. Also, it is easy to see that any pair of pairwise 
disjoint paths from U to Z and from U U D to Z contains five or more 
vertices in X U U. From Theorem 5.3 it therefore follows that the distur- 
bance decoupling problem is solvable for almost all A E E14. 
Next we have to compute the generic values of the decoupling indices cyr, 
CQ and the essential orders &, &. Note that the shortest path in the graph 
from U to zi has one vertex in X, for both i = 1 and i = 2. Furthermore, 
note that the smallest number of vertices in X in any pair of disjoint paths 
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X5 X(j X 7 
FIG. 2. 
from U to Z is 3. From Theorem 5.2 it now follows that generically 
(Y1 = cY2 = 1 and PI =,pz ,= 2. 
Next the matrices rl, r, and iI, A, have to be computed. Note that 
y = 2: 
0 
0 1 ’ 
0 
0 
1 
. 
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The entries in the matrices easily can be determined from the graph. 
Following Algorithm 5.5, step (c), there remain steps (b) and (c) of Algorithm 
4.2: 
(b) Determine ~?i and ~?s such that Z?,f, + Z?,fs = [ii, 01 with i, E 
R 2X ’ full row rank. 
(c) Solve for F in 6, + i,F = 0 where Z?iAi + Z?,A, = Gi. 
Here we can for instance take 
[ 
0 
zt,= 
0 
_h,, 
A 12 
1 ) ix 2 10 
[ I 0 1’ 
Then F such that (A + RF)%‘“* c Y* and consequently solving the distur- 
bance decoupling problem can be found from 
I 
*s AU A, A,, 
A, *sA,,A,s 
A, A, AM 
I 
F 
A 
12 L 
-t 
[ 
A,A,A,,A,, 
- 0 A 12 000  0 0 A,A,A,, 0 A,A,,O 0 0 
7. PROOFS 
I = 0. 
In this section we give mathematical justification of some earlier 
statements. 
Rank Assumption 
We denote T(s) = H(sZ - A)-lZ3 and S(s) = H(sZ - A)-‘Q. We recall 
that throughout this paper we assume that the disturbance decoupling 
problem for the system (1) is solvable. This is equivalent to the existence of a 
strictly proper rational matrix X(s) such that T(s)X(s) = S(s) (cf. [7]). From 
this it follows that rank T(s) = rank[T(s) S(s)]. 
We claim that within the context of this paper the assumption that T(s) 
has full row rank can be made without loss of generality. Indeed, suppose that 
T(s) does not have full row rank, i.e. rank T(s) = p’ < p. Then it is possible 
to find a permutation matrix P such that 
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and E’S(s) = 
S’(s) 
I 1 S”(S) 
with T’(s) having full row rank p’. The matrix P can be simply determined 
by picking out p’ rows of T(s) that are linearly independent. The latter can 
be done by collecting p’ outputs zi into a vector z ’ such that the transfer 
matrix from u to Z’ has full row rank. This transfer matrix can be written as 
H’(sI - A)-“B with H’ a p’ x n matrix composed of p’ suitably chosen 
rows from H. Clearly, we then may take T’(s) = H’(sZ - A)-‘B. 
Obviously, since T’(s) has full row rank, it follows that p’ = rank 
T’(s) = rank[T’(s) S’(s)]. Further, since rank [T’(s) S’(s)] = p’ = 
rank T(s) = rank[T(s) S(s)] = rank P[T(s) S(s)], the rows in [T”(s) S”(s)] 
are linearly dependent on the rows in [T’(s) S’(s)]. This means that there is 
a rational matrix Y(s) such that Y(s)T’(s) = T”(s) and Y(s)S’(s) = S”(s). 
We therefore obtain that any solution X(s) to the equation T(s)X(s) = 
S(s) is also a solution to the equation T’(s)X(s) = S’(s), and conversely. 
It follows now from [7] that the disturbance decoupling problem is solvable 
for i(t) = Ax(t) + Bu(t) + Q&t), z(t) = Hx(t) if and only if it is solv- 
able for i(t) = ox + Bu(t) + Q&t), z’(t) = H’x(t). Using the identity 
H[sZ - (A + BF)]-‘Q = T(s)[Z - F(sZ - A)-‘B]-lF(sZ - A)-‘Q + 
S(s) and a similar identity involving H’ and T’(s), S’(s), it easily follows 
from the above that if F is such that H[sZ - (A + BF)]-‘Q = 0, then 
H’[sZ - (A + BF)]-‘Q = 0, and conversely. Hence, for the computation of 
a feedback matrix F solving the disturbance decoupling problem we may 
restrict ourselves to the part for which our rank assumption holds. 
Factorization 
Under our rank assumption the matrix T(s) can be factorized as T(s) = 
U(s)%s)L(s) (cf. [4]). In this factorization U(s) is a p X p proper rational 
matrix that has a proper rational inverse, L(s) is a p X m proper 
rational matrix that has a proper rational right inverse, and C(s) = 
diagi-“I, sP2, . . . , s -“p) with 0 < n, < n, < .*- ,< nP. The integers 
n,, n,, . . . , np are unique and are called the infinite zero orders of T(s). 
From the behavior at infinity it easily follows that C,P_ 1 n, < n. 
Proof of Algorithm 3.1. Next we give a proof of Algorithm 3.1 starting 
from the above factorization. From the factorization it follows that K(s) := 
[U(s)C(s)]-’ exists and has a Laurent series expansion of the form K(s) = 
K-,9 + K_(,_ns”-’ + .*a +K_isi + K, + K,s_’ + K,P + .*a. LA 
the Laurent series expansions of L(s) and T(s) be given by L(s) = L, + 
L,sC1 + L,s? + **a and T(s) = HBs-’ + HABsp2 + HA2BC3 + 1.. , 
respectively. Then L, = L(m) has full row rank equal to p. Now consider the 
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identity L(S) = IT for the individual nonnegative powers of S. This 
yields n equations which can be written as follows. 
HA”-‘B HA”-2B ..: HB 
I 
= [La,0 )..., o,o]. (2) 
Next define M(s) = K(s)H(sI - A)-'. The Laurent series expansion of 
H(sZ - A>-1 is given by H(sl - A)-' = Hs-' + HAS-’ + HA2sm3 + 
a.*. From this and the previous expansion of K(s) it follows that the Laurent 
series expansion of M(s) is of the form M(s) = M_c,_Ij~"-l + 
M_(n_21~n-2 + ... +M_,s' + M, + M,s-l + M,s-' + -0. with, for 
instance, M_,, _ 1j = K_.H, M_(n-2j= K_t,_,,H+ K_,HA, and M, = 
K-, HA”-‘+ K-cn_lj HA"-'+ ... tK_,HA+K_,H. 
Note that M(s)B = K(s)T(s) = L(s) is proper. Hence, M_,,_,,B = 
M_,,_,,B = **. = M_,B = 0 and M,B = L,. Furthermore, since H(sZ - 
A)-’ = Hs-' + H(sZ - A)-lAs-‘, it follows that M(s)?? = M(s)s-'A? 
for any X E Ker H. The above expansion of M(s) therefore implies that 
M_,,_l,, = M_,k for all 2 E KerH and i < n - 1. 
Now recall that V* equals the set of vectors Z E Ker H for which there 
exists a strictly proper rational vector w(s) such that H(sZ - A)-'? + 
H(s1 - A)-'B&s) = 0 (cf. [7]). Ob viously, it follows that ‘V* equals the set 
of 2 E Ker H for which there exists a strictly proper rational vector w(s) 
such that M(s)? + L(s)o(s) = 0. We claim that Y* = f-)7:,’ Ker M_i. 
To prove this claim, let 2 E V*, and let w(s) be a strictly proper rational 
vector such that M(s), + L(s)o(s) = 0. Since L(s)@(s) is strictly proper, 
it follows necessarily that M_i 5i = 0 for i = 0, 1, . . . , n - 1. Hence, 
X E flrzi Ker M_ i. Conversely, let Z E f-);=It Ker M_i. Because Lo has 
full row rank, the strictly proper rational vector o(s) = Cj 2 1 wisei such that 
M(s)? + L(s)w(s) = 0 can be defined recursively by Lowi = Mix - 
(Llo,_l + L2wi_2 + me* +L,_ lol). This implies that X E Y*, and our 
claim is proved. 
Recall that YY* is an (A, B)-invariant subspace. Hence, for any !i E Y* 
there are ij E Y* and ii E R” such that AZ = g + Bii. Given such 2, jj, 
and E, it follows from the above that M_i A? = M_iij + M_,BG = 0 for 
i = 1,2,. . . ) n - 1 and M,Ai! = M,ij + M,Bii =L,U. 
Our goal is to compute a matrix F such that (A + BF)T* c "t*. 
Since V* = fly:: Ker M_i, such a matrix F has to be such that M _i( A + 
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BF) f = 0 for all j; E P”* and i = 0,l 1..., n - 1. Now observe that for any 
X E Y* 5 Ker H there should hold 
A+BF),= 
0 
= ._ 
II 
0 
0 
M-,,-l,B 
M_,B 
MOB I F, 
Since M_i B = 0 and M_iAZ = 0 for all X E ‘Y* and for all i = 1,2,. . . , 
n - 1, the matrix F has to be such that (M, A + M, BF)? = 0 for all 
? E Y*. Because M, B = L, has full row rank, such F can be taken to be 
the solution of M, A + L,F = 0. Recall that M,A = [K_,, K_,,..., 
K_,]col(HA,HA',..., HA"-l, HA"), where K_,, K_,, . . . . K_, satisfy (2) 
with L, full row rank. This completes the proof of Algorithm 3.1. n 
8. REMARKS AND CONCLUSIONS 
In this paper we have studied the disturbance decoupling problem. We 
have developed an algorithm (Algorithm 5.5) for computing a feedback matrix 
that solves the problem, in which we explicitly make use of the zero-nonzero 
structure present in the system matrices. The algorithm is based on a 
representation of the zero-nonzero structure by means of a directed graph, 
and it makes use of well-known and efficient algorithms from combinatorics. 
Clearly, the algorithm may be useful in case the nonzero entries in the system 
matrices are not all exactly known. 
We note that generically Algorithm 5.5 produces the right answer. This 
means that for almost all possible values of the nonzero entries in the system 
marices the algorithm comes up with the correct feedback. This also implies 
however that there may be a set of zero Lebesgue measure of nonzero entries 
for which the result of the algorithm is not correct. 
In the first two steps of Algorithm 5.5, the zero-nonzero structure in the 
system matrices is used and wrong conclusions may be drawn because 
generic properties do not coincide with the properties of the particular 
(numerically specified) system under consideration. Below we give examples 
of such situations. We assume therefore that the nonzero entries in the 
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system matrices are each parametrized by a real parameter hi, i = 1,2, . . . , IV, 
with N the number of nonzero entries. Further, we write h = col(h,, 
h 2>“‘, h,) E RN for the vector containing all the parameters. Then the 
class of systems with system matrices all having the same zero-nonzero 
structure as the system under consideration can be parametrized by A. 
Generic properties are then properties that hold for almost all h E RN, 
whereas properties of a particular system are properties that hold for a 
specific A E RN. 
(a>: To indicate why in exceptional cases in step (a) of the algorithm the 
wrong conclusion can be drawn, we show below that the generic solvability of 
the disturbance decoupling problem and its solvability for a particular system 
do not imply each other (cf. [9, Section 41). 
We start by showing that generic solvability does not always imply 
solvability for a particular system, and we consider a system with a zero- 
nonzero structure depicted as follows: 
$ v 5‘5 
The system has the following system matrices (N = 8): 
0 0 0 0 
0 0 0 0 
A= B= 
0 0 0 0 
0 0 0 0 
As done for the very first example of this paper, we can verify by means of 
Theorem 5.3 that for this example the disturbance decoupling problem is 
generically solvable, i.e. is solvable for almost all h E R*. However, there is a 
set of zero Lebesgue measure of parameter vectors A E Rs for which the 
DISTURBANCE DECOUPLING FEEDBACK MATRICES 159 
disturbance decoupling problem is not solvable. We can obtain a vector in 
this set by taking Ai such that A, A, + A, A, = 0. Further, we may take 
Ai + 0 for i = 1,2,. . . , 8. Then it follows immediately that HA”B = 0 for all 
i > 0 and HA2Q # 0. This means that T(s) = 0 while S(s) # 0. Hence, the 
disturbance decoupling problem is not solvable for the system with this 
particular A E R8, although the problem is generically solvable for the class 
of systems that have the above zero-nonzero structure. 
Next we show that the generic unsolvability of the disturbance decoupling 
problem does not always imply the unsolvability of the problem for a 
particular system. To show this we start from a system with zero-nonzero 
structure as depicted in the graph below: 
The system matrices are as follows (N = 7): 
0 0 0 
A= [ A, 0 0 
A, 0 0 
P51 
Using Theorem 5.3, it follows that the disturbance decoupling problem for 
this system is generically unsolvable. For instance, this results from the fact 
that generically rank T(s) = 1 while rank [T(s) S(s)] = 2 (see Theorem 5.1). 
Theorem 5.3 now implies that the disturbance decoupling problem is unsolv- 
able (not solvable) for almost all parameter vectors A E R’. However, there 
is a set of zero Lebesgue measure of parameter vectors A E R7 for which the 
disturbance decoupling problem is solvable. We can obtain a vector in this set 
by taking Ai such that A,A, - A,A, = 0. Further, we may take hi f 0, 
i = 1,2 , . . . ,7. Then, by applying the feedback 
F= 
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it follows that both A + BF and HQ are zero matrices and consequently that 
H[sZ - (A + BF)]-lQ = HQ s- ’ = 0. Hence, the disturbance decoupling 
problem for the system with this particular A E R’ is solvable although the 
problem is generically unsolvable for the class of systems with the above 
zero-nonzero structure. 
(b): We now show how in step (b) of Algorithm 5.5 the wrong conclusions 
may be drawn because the generic values of the decoupling indices and the 
essential orders do not correspond with th eir values for a particular system. 
To show this we consider a system of which the zero-nonzero structure can 
be depicted as follows: 
The system matrices are as follows (N = 12): 
0 0 0 0 0 
0 0 0 0 0 
0 0 0 0 0 
0 0 0 0 0 
4 43 A9 0 
10 h 11 
It is immediate that 
and HA”B is a 2 X 2 zero matrix for all i 2 2. It follows from Theorem 5.1 
that generically the rank of T(s) equals 2. Theorem 5.2 yields that generically 
Qi = (Y2 = I and pi = & = I. Here we have written cri and pi, i = 1,. . . , p 
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with p = 2, for the generic values of the decoupling indices and the essential 
orders, respectively. There is a set of zero Lebesgue measure of parameter 
vectors A E R I2 for which some of the above indices have different (larger) 
values. To obtain a vector in this set we can take hi such that A,& + h,A, = 
0. Further, we may take hi # 0, i = 1,2, . . . ,12, and A,A,, + A, A,, f 0. 
Then it follows from the definitions in Section 4 that for thisparticular A the 
above indices have the values Cu, = 2, E, = 1 and p, = 2, pz = 1. Here Zi 
and P,, i = I,..., P (with p = 21, d enote the values of the decoupling 
indices and the essential orders, respectively, for a particular A. 
Combining the definition of the decoupling indices, Theorem 5.2(a), and 
the remark about the use of the graph in the computation of the product 
hi Akbj just before Algorithm 5.5, it easily follows that always (Y~ ,< Gi for all 
i = 1,2,. . .) p. Hence, the generic value of a decoupling index is never larger 
than its value for a A corresponding to a particular system. As follows from 
the above example, we have a strict inequality when cancellation occurs. 
For essential orders, similar statements concerning their generic value 
and their value for a particular system are more difficult to give. These 
statements are omitted here to avoid technicalities and also because the 
above example already indicates in which cases Algorithm 5.5 may give poor 
results. 
Algorithm 5.5 may not work properly when based on generic arguments 
too many rows are deleted from the matrix col(T,, TZ, . . . , lYp). This happens 
if Zi < (Yi for some i = 1,2,. . . , p or pi < P, for some i = 1,2,. . . , p or 
both. 
As we have seen, the first can never occur. Moreover, we have seen in the 
above example that there exist systems such that (Y~ < Zi for some i = 
1,2,. . . ) p, implying that on the basis of generic arguments less rows than 
allowed are deleted. The possibly nondeleted rows are zero rows and do not 
affect the outcome of step (c) of Algorithm 5.5. We have also seen in the 
above example that it may happen that pi < P, for some i = 1,2, . . . , p. This 
means that on the basis of generic arguments more rows than allowed are 
deleted. The deletion of these extra rows from col(l?‘,, I?,, . . . , I7 > can make 
Algorithm 5.5 come up with a wrong feedback in step cc>, if the P eedback can 
be computed at all. 
Hence, Algorithm 5.5 can go wrong if there is an essential order whose 
generic value is less than its value for the particular system under considera- 
tion. We do want to stress again that given the zero-nonzero structure of the 
system, such situations are exceptional (nongenetic), and that generically 
Algorithm 5.5 will work properly. 
The author would like to thank the referee for raising questions leading to 
the major part of the last section. 
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