Abstract. In order to exploit massively parallel computers, database management systems must achieve a high level of concurrency when executing transactions. In a high contention environment, however, parallelism is severely limited due to transaction blocking, and the utilisation of hardware resources, e.g. CPUs, can be low.
Introduction
In recent years, multi-processor systems based on fast and inexpensive microprocessors have become widely available. The total performance/price ratio of such systems is usually higher than that of traditional mainframe computers. We, therefore, see a trend towards the replacement of mainframes by parallel systems in high performance transaction processing environments. In general, high transaction throughput and short transaction response time are the primary performance design goals for a database management system. In parallel transaction processing systems, interference [2] --the slowdown each new process imposes on all others when accessing shared resources --limits speedup and scaleup. In fact, data contention can be the limiting factor for performance in a shared-nothing parallel database machine [3] [5]; under such conditions the utilisation of CPUs and disks is relatively low.
The component of a database management system dealing with synchronisation of access to shared data, and therefore responsible for issues of data contention, is the concurrency control m, anager. All existing algorithms resolve conflicts either by blocking or restarting transactions at the time of conflict (pessimistic algorithms) or when a transaction tries to commit (optimistic algorithms). Common to both groups, the decision made at the time of conflict may not be the right one. In a pessimistic algorithm, for example, the roll-back of a transaction is frequently caused by a situation that might have led to a deadlock; or a transaction is blocked because it might have violated serializability. In an optimistic algorithm, a conflict that was ignored during the execution may require the restart of a transaction. The key problem is that at the time of conflict we usually don't know which is the right decision to make. Contrary to all CC algorithms known to us, we propose an approach where a transaction, instead of making a particular decision, follows up alternative paths of execution concurrently. Once it is known which was the right path to pursue, all others can be aborted. This approach allows us to avoid many unnecessary blockings and restarts of transactions which lead to performance problems in all existing CC algorithms.
Executing alternative paths of a transaction concurrently increases demand on hardware resources, in particular, CPUs. However, as we pointed out earlier, in a parallel database system data contention can lead to low CPU utilisation, and it seems appropriate to use this idle CPU time to reduce the problem caused by sharing data. The idea of "sacrificing" hardware resources to improve concurrency in a database system is not entirely new: multi-version algorithms [6] use additional memory and disk space --to store multiple versions of the same data item --to improve the level of concurrency.
The remainder of the paper is organised as follows: in Section 2 we present the branching transaction model; Section 3 contains a two-phase locking algorithm for branching transactions; Section 4 presents a formal proof of correctness for the two-phase locking algorithm presented before; Section 5 discusses aspects of logging and recovery; Section 6 briefly introduces the idea of branching restrictions; and Section 7 gives a conclusion and summary of future work.
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The Branching Transaction Model
Existing concurrency control algorithms resolve a conflict by either blocking or restarting one of the transactions involved. We will use the following three transactions, T1, T2 and 7"3, to prior to the execution of this schedule are indicated by subscript 0.) At step (2), when T1 tries to read data item x, it is blocked by T2's lock on x; T2 has written to x at step (1), and must therefore hold an exclusive lock on it. T1 remains blocked until T2 releases its lock on x. Similarly, T1 gets blocked again at step (7), because of T3's lock on y.
The scheduler blocks 7'1 at step (2), since it cannot decide whether 7"1 should read the value written to x by 7'2, or the value x had prior to step (1). In case 7"2
