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ON THE WEIGHTED GEOMETRIC MEAN OF ACCRETIVE MATRICES
YASSINE BEDRANI, FUAD KITTANEH AND MOHAMMED SABABHEH
Abstract. In this paper, we discuss new inequalities for accretive matrices through non standard
domains. In particular, we present several relations for Ar and A♯rB, when A,B are accretive and
r ∈ (−1, 0) ∪ (1, 2). This complements the well established discussion of such quantities for accretive
matrices when r ∈ [0, 1], and provides accretive versions of known results for positive matrices.
1. Introduction
Let Mn be the algebra of all n× n complex matrices. For A ∈ Mn, recall the Cartesian decompo-
sition
A = ℜA+ℑA, with ℜA =
A+A∗
2
and ℑA =
A−A∗
2i
,
where ℜA is the real part of A and ℑA is the imaginary part of A. We say that A is positive
semidefinite (written A ≥ 0) if 〈Ax, x〉 ≥ 0 for all vectors x ∈ Cn, and that A is positive (written
A > 0) if 〈Ax, x〉 > 0 for all nonzero vectors x ∈ Cn. The class of positive matrices will be denoted
by M+n . A generalized class of matrices than that of positive ones is the so called accretive matrices.
A matrix A ∈ Mn is said to be accretive when ℜA > 0. It is clear that when A is positive, it is
necessarily accretive. For two Hermitian matrices A,B ∈ Mn, we say that A ≤ B (or A < A) if
B − A ≥ 0 (or B − A > 0). The relation A ≤ B defines a partial ordering on the class of Hermitian
matrices.
The numerical radius w(A) and the operator norm ‖A‖ of A ∈ Mn are defined, respectively, by
w(A) = max{| 〈Ax, x〉 | : x ∈ Cn, ‖x‖ = 1}
and
‖A‖ = max{| 〈Ax, y〉 | : x, y ∈ Cn, ‖x‖ = ‖y‖ = 1}.
Recall that a norm ||| · ||| on Mn is unitarily invariant if |||UAV ||| = |||A||| for any A ∈ Mn and
for all unitary matrices U, V ∈ Mn.
For two matrices A,B ∈ M+n , the weighted geometric mean of A and B is defined as [9]
A♯rB = A
1
2
(
A−
1
2BA−
1
2
)r
A
1
2 , where 0 ≤ r ≤ 1.(1.1)
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2This matrix mean is one among many well defined matrix means. Other known and easily defined
matrix means are the arithmetic and harmonic means for A,B ∈ M+n , defined respectively by
A∇rB = (1− r)A+ rB,A!rB = ((1− r)A
−1 + rB−1)−1, r ∈ [0, 1].
When r 6∈ [0, 1], we still define A♯rB and A∇rB as above, although these quantities do not fulfill
the requirements for a matrix mean. For A!rB, a well definiteness argument needs more discussion.
Among the most basic inequalities in matrix means theory is that, when A,B ∈ M+n ,
(1.2) A!rB ≤ A♯rB ≤ A∇rB, r ∈ [0, 1].
It is so much interesting that the inequality (1.2) is reversed when r 6∈ [0, 1], when A!rB is well defined.
Another celebrated inequality is that, when r ∈ [0, 1] and A,B ∈ M+n ,
(1.3) Φ(A♯rB) ≤ Φ(A)♯rΦ(B),
where Φ :Mn →Mk is a positive unital linear map. For more details about positive linear maps, we
refer the reader to [4, 11].
In 2016, Fujii [12] proved that if A,B ∈ M+n , then for any positive unital linear map Φ, it holds
Φ(A♯rB) ≥ Φ(A)♯rΦ(B), r ∈ (−1, 0),(1.4)
providing a reversed version of (1.3).
In this paper, we are interested in accretive matrices and how they behave under ♯r, when r 6∈ [0, 1].
When studing accretive matrices, it is necessary to discuss sectorial ones. A matrix A ∈ Mn is said
to be sectorial if, for some 0 ≤ α < pi2 , we have
W (A) ⊂ Sα := {z ∈ C,ℜz > 0 : |ℑz| ≤ tanα ℜz},
where
W (A) := {〈Ax, x〉 : x ∈ Cn, ‖x‖ = 1},
is the numerical range of A.
When W (A) ⊂ Sα, we simply write A ∈ Sα. Further, in the sequel, it will be implicitly understood
that the notions Sα and Sα are defined only when 0 ≤ α <
pi
2 .
While the definition of A♯rB in (1.1) is given for positive matrices, it is still valid for accretive ones,
as we explain next.
Raissouli et. al. [15] defined the weighted geometric mean for two accretive matrices A,B ∈ Mn by
A♯rB =
sin(rπ)
π
∫ ∞
0
tr−1(A−1 + tB−1)−1dt, r ∈ (0, 1).(1.5)
This definition was motivated by Drury work in [7], who triggered this idea by defining A♯ 1
2
B.
In [15], it is shown that for accretive A,B ∈ Mn and r ∈ (0, 1),
ℜ(A♯rB) ≥ ℜA♯rℜB.(1.6)
3Recently, F. Tan and H. Chen [16] showed that when A,B ∈ Sα and r ∈ [0, 1], then
ℜ(A♯rB) ≤ sec
2 α (ℜA♯rℜB),(1.7)
as reversed version of (1.6). We notice that when A,B > 0 , both (1.6) and (1.7) become identities.
It has been noted in [2, 7] that the definition of A♯rB in (1.5) is equivalent to
A♯rB = A
1
2
(
A−
1
2BA−
1
2
)r
A
1
2 , r ∈ [0, 1].(1.8)
The definition in (1.8) will be carried out to r ∈ R for accretive A,B. From (1.8), we easily deduce
that
(A♯rB)
−1 = A−1♯rB
−1, r ∈ R,
for accretive A,B.
In [2], we presented a general discussion to extend this notion of matrix mean from the setting of
positive matrices to accretive ones.
The main goal of this paper is to study the geometric mean A♯rB for two accretive matrices A,B,
when r ∈ (1, 2) and r ∈ (−1, 0). This study has not been done in the literature, although it is well
known for positive matrices. We will notice that many results will be reversed when the domain of r
changes from [0, 1] to (−1, 0) or (1, 2).
2. Preliminaries
In this section, we list the different results that we will need in our work. These results can be
found in the stated references.
Lemma 2.1. [14, 8] If A ∈ Sα , then
ℜ(A−1) ≤ (ℜA)−1 ≤ secα ℜ(A−1).
Lemma 2.2. [15] Let A,B ∈ Sα. Then, for r ∈ (0, 1),
(2.1) ℜ(A!rB) ≥ (ℜA)!r(ℜB).
Lemma 2.3. [17] Let A ∈ Sα and let ||| · ||| be any unitarily invariant norm on Mn. Then
cosα |||A||| ≤ |||ℜ(A)||| ≤ |||A|||.
Lemma 2.4. [2] If A,B ∈ Mn are accretive and r ∈ (−1, 0), then
A♯rB = A(A
−1♯−rB
−1)A.(2.2)
In particular (2.2) holds when A,B > 0 .
Lemma 2.5. [3] Let A,B ∈ Sα. Then for r ∈ [0, 1],
(2.3) w(A♯rB) ≤ sec
3 α w1−r(A)wr(B).
Lemma 2.6. [3] Let A ∈ Sα. Then
cos3 α w−1(A) ≤ w(A−1).(2.4)
4Lemma 2.7. [11] Let Φ be a positive linear map. Then for any matrices A,B ∈ M+n ,
Φ(B)Φ(A)−1Φ(B) ≤ Φ(BA−1B).(2.5)
3. Main Results
In this section, we present our main results. For organizational purpose, we divide this section into
two subsections, where we treat the cases r ∈ (1, 2) and r ∈ (−1, 0) separately.
3.1. The Case r ∈ (1, 2).
In this subsection, we discuss power inequalities and geometric connection, for r ∈ (1, 2). First, we
notice the following simple identity.
Proposition 3.1. Let A be invertible and let 0 < s < 1. Then
A2(sI + (1− s)A)−1 =
A
1− s
−
s
1− s
(I!sA).
Proof. Notice that
A
1− s
−
s
1− s
(I!sA) =
[
A
1− s
((1 − s)I + sA−1)−
s
1− s
]
(I!sA) = A(I!sA) = A
2(sI + (1− s)A)−1.
This completes the proof. 
Proposition 3.2. Let A ∈ Mn be accretive and let r ∈ (1, 2). Then
Ar =
∫ 1
0
A2(sI + (1− s)A)−1dµ(s), where dµ(s) =
sin(r − 1)π
π
sr−2
(1− s)r−1
ds.
Proof. We know that if λ ∈ (0, 1), then [2]
Aλ =
∫ 1
0
(I!sA)dµα(s), where dµλ(s) =
sinλπ
π
sλ−1
(1− s)λ
ds.
Now if r > 1, we can write
Ar = A[r]Aλ, 0 < λ := r − [r] < 1
= A[r]
∫ 1
0
(I!sA)dµλ(s).
So, when r ∈ (1, 2), we have [r] = 1 and
Ar = A
∫ 1
0
(I!sA)dµ(s).
Simplifying this last identity, we obtain the desired result. 
In [2], we showed that if r ∈ [0, 1], then ℜ(Ar) ≥ (ℜA)r . It is worth noting how this inequality is
reversed when r ∈ (1, 2).
Theorem 3.1. Let A ∈Mn be accretive and let r ∈ (1, 2). Then
ℜ(Ar) ≤ (ℜA)r .(3.1)
5Proof. Let r ∈ (1, 2). Then
ℜ(Ar) = ℜ
(∫ 1
0
A2(sI + (1− s)A)−1dµ(s)
)
= ℜ
(∫ 1
0
[
A
1− s
−
s
1− s
(I!sA)
]
dµ(s)
)
(by Proposition 3.1)
=
∫ 1
0
[
ℜA
1− s
−
s
1− s
ℜ(I!sA)
]
dµ(s)
≤
∫ 1
0
[
ℜA
1− s
−
s
1− s
(I!sℜA)
]
dµ(s) (by Lemma 2.2)
=
∫ 1
0
(ℜA)2(sI + (1− s)ℜA)−1dµ(s) (by Proposition 3.1)
= (ℜA)r , (by Proposition 3.2)
completing the proof. 
Next, we write the integral representation of A♯rB, when r ∈ (1, 2).
Proposition 3.3. Let A,B ∈ Mn be accretive and let r ∈ (1, 2). Then
A♯rB =
∫ 1
0
[
B
1− s
−
s
1− s
(A!sB)
]
dµ(s)
=
∫ 1
0
(
(1− s)B−1 + sB−1AB−1
)−1
dµ(s),
for some prpbability measure µ(s) on [0, 1].
Proof. Notice that
∫ 1
0
(
(1− s)B−1 + sB−1AB−1
)−1
dµ(s)
= A
1
2
(∫ 1
0
A−
1
2BA−
1
2
(
(1− s)A−
1
2BA−
1
2 + sI
)−1
A−
1
2BA−
1
2 dµ(s)
)
A
1
2
= A
1
2
(
A
−1
2 BA
−1
2
)r
A
1
2 (by Proposition 3.2)
= A♯rB.
This completes the proof. 
Now we are ready to present the reversed version of (1.6) when r ∈ (1, 2).
Theorem 3.2. Let A,B ∈ Mn be accretive and let r ∈ (1, 2). Then
ℜ(A♯rB) ≤ ℜA♯rℜB.
6Proof. By Proposition 3.3, we can write
ℜ(A♯rB) = ℜ
(∫ 1
0
[
B
1− s
−
s
1− s
(A!sB)
]
dµ(s)
)
=
∫ 1
0
[
ℜB
1− s
−
s
1− s
ℜ(A!sB)
]
dµ(s)
≤
∫ 1
0
[
ℜB
1− s
−
s
1− s
(ℜA!sℜB)
]
dµ(s) (by Lemma 2.2)
= ℜA♯rℜB,
completing the proof. 
The following lemma is needed for our next discussion.
Lemma 3.1. Let A,B ∈ Mn be accretive. Then, for r ∈ (1, 2),
A♯rB = B(A♯2−rB)
−1B.(3.2)
Proof. Let r ∈ (1, 2). Then
B(A♯2−rB)
−1B = BA−
1
2
(
A−
1
2BA−
1
2
)r−2
A−
1
2B = BA−
1
2A
1
2B−1A
1
2
(
A−
1
2BA−
1
2
)r
A
1
2B−1A
1
2A−
1
2B
= A
1
2
(
A−
1
2BA−
1
2
)r
A
1
2 = A♯rB.
This completes the proof. 
In the next lemma, we present the reversed version of (1.3) when r ∈ (1, 2), for positive matrices
A,B.
Lemma 3.2. Let Φ be any positive unital linear map and let A,B ∈ Mn be positive. Then for
r ∈ (1, 2),
Φ(A♯rB) ≥ Φ(A)♯rΦ(B).(3.3)
Proof. By Lemma 3.1, Lemma 2.7 and then (1.3), we have
Φ(A♯rB) = Φ(B(A♯2−rB)
−1B) ≥ Φ(B)Φ−1(A♯2−rB)Φ(B) ≥ Φ(B)(Φ(A)♯2−rΦ(B))
−1Φ(B).
This, with Lemma 3.1 implies
Φ(A♯rB) ≥ Φ(A)♯rΦ(B),
completing the proof. 
It is customary when studying this type of inequalities to look at the reversed versions. Our next
results will treat these reverses. However, we will have a tighter condition that one of the two matrices
is positive. This is due to the fact that when A,B are accretive and r 6∈ [0, 1], it is not guaranteed
that A♯rB is accretive too.
Proposition 3.4. Let A ∈ Sα and B > 0. Then, for r ∈ (1, 2), A♯rB ∈ Sα.
7Proof. First we show that B−1AB−1 ∈ Sα. If A ∈ Sα and B > 0, we have for any vector x ∈ C
n,〈
B−1AB−1 x, x
〉
=
〈
A(B−1x), B−1x
〉
∈ Sα. This shows that B
−1AB−1 ∈ Sα.
Now use Proposition 3.3 and notice that for r ∈ (1, 2),
A♯rB =
∫ 1
0
(
(1− s)B−1 + sB−1AB−1
)−1
dµ(s),
for some probability measure µ(s) on [0, 1]. Then for any vector x ∈ Cn, we have
〈A♯rBx, x〉 =
∫ 1
0
〈(
(1− s)B−1 + sB−1AB−1
)−1
x, x
〉
dµ(s)
=
∫ 1
0
g(s)dµ(s)
(
where g(s) =
〈(
(1− s)B−1 + sB−1AB−1
)−1
x, x
〉)
= a+ ib,
where
a = ℜ
∫ 1
0
g(s)dµ(s), b = ℑ
∫ 1
0
g(s)dµ(s).
We notice that for each s ∈ [0, 1], g(s) ∈ Sα since A,B
−1AB−1 ∈ Sα. This is due to the fact
that Sα is invariant under inversion and addition. To show that A♯rB ∈ Sα, we need to show that
〈(A♯rB)x, x〉 ∈ Sα, or |b| ≤ tan(α)a. In fact, we have
|b| =
∣∣∣∣ℑ
∫ 1
0
g(s) dµ(s)
∣∣∣∣
≤
∫ 1
0
|ℑg(s)| dµ(s)
≤
∫ 1
0
tan(α)ℜg(s) dµ(s) (since g(s) ∈ Sα)
= tan(α)a.
This shows that A♯rB ∈ Sα and completes the proof. 
Now we are ready to present the reversed version of (1.7) when r ∈ (1, 2).
Theorem 3.3. Let A ∈ Sα and B > 0. Then for any r ∈ (1, 2),
cosα (ℜA♯rℜB) ≤ ℜ(A♯rB).(3.4)
Proof. For r ∈ (1, 2), we have for any vector x ∈ Cn,
〈ℜ(A♯rB)x, x〉 = ℜ
〈
B(A−1♯2−rB
−1)Bx, x
〉
(by Lemma 3.1)
=
〈
ℜ(A−1♯2−rB
−1)Bx,Bx
〉
≥
〈
(ℜ(A−1)♯2−rℜ(B
−1))Bx,Bx
〉
(by (1.6))
≥
〈
(cos2 α (ℜA)−1♯2−r(ℜB)
−1)Bx,Bx
〉
(by Lemma 2.1)
= cosα
〈
(ℜB((ℜA)−1♯2−r(ℜB)
−1)ℜB)x, x
〉
(since B = ℜB)
= cosα 〈(ℜA♯rℜB)x, x〉 .
8This completes the proof. 
It is well known that if A,B are positive matrices, then for r ∈ (1, 2), see [9]
(1− r)A+ rB ≤ A♯rB.(3.5)
Our next result gives an accretive version of this inequality.
Theorem 3.4. Let A ∈ Sα and B > 0. Then, for r ∈ (1, 2),
cosα ℜ((1− r)A+ rB) ≤ ℜ(A♯rB).(3.6)
Proof. Using (3.5), then Theorem 3.3, we obtain
cosα ℜ((1− r)A+ rB) = cosα ((1− r)ℜA+ rℜB) ≤ cosα (ℜA♯rℜB) ≤ ℜ(A♯rB),
completing the proof. 
Now we are ready to present the sectorial version of Lemma 3.2 above.
Theorem 3.5. Let A ∈ Sα, B > 0 and let Φ be a positive unital linear map. Then for r ∈ (1, 2),
cosα ℜ(Φ(A)♯rΦ(B)) ≤ ℜΦ(A♯rB).(3.7)
Proof. By Theorem 3.3, Lemma 3.2 and Theorem 3.2, we have
ℜΦ(A♯rB) ≥ cosα Φ(ℜA♯rℜB) ≥ cosα Φ(ℜA)♯rΦ(ℜB) ≥ cosα ℜ(Φ(A)♯rΦ(B)),
completing the proof. 
When A > 0, then α = 0, and we obtain the Inequality (3.3).
Corollary 3.1. Let A ∈ Sα, B > 0 and let Φ be a positive unital linear map. Then, for any unitarily
invariant norm ||| · ||| and any r ∈ (1, 2),
cos2 α |||Φ(A)♯rΦ(B)||| ≤ |||Φ(A♯rB)|||.(3.8)
Proof. By Theorem 3.5 and Lemma 2.3, we have
cos2 α |||Φ(A)♯rΦ(B)||| ≤ cosα |||ℜ(Φ(A)♯rΦ(B))||| ≤ |||ℜ(Φ(A♯rB))||| ≤ |||Φ(A♯rB)|||.

Related to our discussion, we have the following numerical radius inequality.
Theorem 3.6. Let A ∈ Sα and B > 0. Then for r ∈ (1, 2),
cos6 α w−1(B−2)w1−r(A)wr−2(B) ≤ w(A♯rB).(3.9)
9Proof. Let x ∈ Cn such that ‖x‖ = 1. Then
w−1(A♯rB) ≤ sec
3 α w((A♯rB)
−1) = sec3 α w(A−1♯rB
−1) (by Lemma 2.6)
= sec3 α max
‖x‖=1
∣∣〈(A−1♯rB−1)x, x〉∣∣
= sec3 α max
‖x‖=1
∣∣〈B−1(A−1♯2−rB−1)−1B−1x, x〉∣∣
= sec3 α max
‖x‖=1
∣∣〈B−1(A♯2−rB)B−1x, x〉∣∣
= sec3 α max
‖x‖=1
{
‖B−1x‖2
∣∣∣∣
〈
(A♯2−rB)
B−1x
‖B−1x‖
,
B−1x
‖B−1x‖
〉∣∣∣∣
}
≤ sec3 α max
‖x‖=1
〈
B−2x, x
〉
max
‖x‖=1
∣∣∣∣
〈
(A♯2−rB)
B−1x
‖B−1x‖
,
B−1x
‖B−1x‖
〉∣∣∣∣
= sec3 α w(B−2)w(A♯2−rB)
≤ sec6 α w(B−2)wr−1(A)w2−r(B). (by Lemma 2.5)
This implies
w(A♯−rB) ≥ cos
6 α w−1(B−2)w1−r(A)wr−2(B) = cos6 α w−1(B−2)w1−r(A)wr−2(B),
completing the proof. 
3.2. The Case r ∈ (−1, 0).
In this subsection, we discuss geometric connection, for r ∈ (−1, 0). First, we notice the following
simple identity.
Proposition 3.5. Let A be invertible and let 0 < s < 1. Then
(sI + (1− s)A)−1 =
I
s
−
1− s
s
(I!sA).
Proof. We have
I
s
−
1− s
s
(I!sA) =
[
I
s
((1− s)I + sA−1)−
1− s
s
]
(I!sA) = A
−1(I!sA) = (sI + (1− s)A)
−1 = (sI + (1− s)A)−1,
which completes the proof. 
The following is the integral representation of Ar, when A is accretive and r ∈ (−1, 0).
Theorem 3.7. Let A ∈Mn be accretive and let r ∈ (−1, 0). Then
Ar =
∫ 1
0
(sI + (1− s)A)−1dν(s), where dν(s) =
sin(r + 1)π
π
sr
(1− s)r+1
ds.
Proof. We know that if λ ∈ (0, 1), then [2]
Aλ =
∫ 1
0
(I!sA)dµλ(s), where dµλ(s) =
sinλπ
π
sλ−1
(1− s)λ
ds.
10
Now if r ∈ (−1, 0), we can write
Ar = A−1Aλ, 0 < λ = 1 + r < 1
= A−1
∫ 1
0
(I!sA)dµλ(s) =
∫ 1
0
(sI + (1− s)A)−1dν(s),
which completes the proof. 
The above theorem enables the following integral representation of A♯rB, when A,B are accretive
and r ∈ (−1, 0).
Proposition 3.6. Let A,B ∈ Mn be accretive and let r ∈ (−1, 0). Then
A♯rB =
∫ 1
0
[
A
s
−
1− s
s
(A!sB)
]
dν(s)
=
∫ 1
0
(
(1− s)A−1BA−1 + sA−1
)−1
dν(s),
for some probability mesure ν(s) on [0, 1]
Proof. We have ∫ 1
0
(
(1− s)A−1BA−1 + sA−1
)
dν(s)
= A
1
2
(∫ 1
0
(
(1− s)A−
1
2BA−
1
2 + sI
)−1
dν(s)
)
A
1
2
= A
1
2
(
A
−1
2 BA
−1
2
)r
A
1
2 . (by Theorem 3.7)
= A♯rB.
This completes the proof. 
Now we have the reversed version of (1.6).
Theorem 3.8. Let A,B ∈ Mn be accretive and let r ∈ (−1, 0). Then
ℜ(A♯rB) ≤ ℜA♯rℜB.
Proof. We have
ℜ(A♯rB) = ℜ
(∫ 1
0
[
A
s
−
1− s
s
(A!sB)
]
dν(s)
)
(by Proposition 3.6)
=
∫ 1
0
[
ℜA
s
−
1− s
s
ℜ(A!sB)
]
dν(s)
≤
∫ 1
0
[
ℜA
s
−
1− s
s
(ℜA!sℜB)
]
dν(s) (by Lemma 2.2)
= ℜA♯rℜB, (by Proposition 3.6)
completing the proof. 
The proof of the following proposition follows the same logic as that of Proposition 3.4.
11
Proposition 3.7. Let B ∈ Sα, A ∈ M
+
n and let r ∈ (−1, 0). Then A♯rB ∈ Sα.
When A ∈ M+n and B ∈ Sα, we have the following reverse of Theorem 3.8.
Theorem 3.9. Let B ∈ Sα and A ∈ M
+
n . Then for r ∈ (−1, 0),
cosα (ℜA♯rℜB) ≤ ℜ(A♯rB).(3.10)
Proof. For r ∈ (−1, 0) and using (2.2), we have for any vector x ∈ Cn,
〈ℜ(A♯rB)x, x〉 = ℜ
〈
A(A−1♯−rB
−1)Ax, x
〉
=
〈
ℜ(A−1♯−rB
−1)Ax,Ax
〉
≥
〈
(ℜ(A−1)♯−rℜ(B
−1))Ax,Ax
〉
(by (1.6))
≥
〈
((ℜA)−1♯−r cos
2 α (ℜB)−1)Ax,Ax
〉
(by Lemma 2.1)
= cosα
〈
(ℜA((ℜA)−1♯−r(ℜB)
−1)ℜA)x, x
〉
(since A = ℜA)
= cosα 〈(ℜA♯rℜB)x, x〉 .
This completes the proof. 
It is well known that if A,B are positive matrices and r ∈ (−1, 0), then [10, Theorem 2, page 129]
(1− r)A+ rB ≤ A♯rB.(3.11)
Next, we present an accretive verision of this inquality.
Theorem 3.10. Let B ∈ Sα and A ∈ M
+
n . Then for r ∈ (−1, 0),
cosα ℜ((1− r)A+ rB) ≤ ℜ(A♯rB).(3.12)
Proof. By (3.11) and Theorem 3.9, we have
cosα ℜ((1− r)A+ rB) = cosα ((1− r)ℜA+ rℜB) ≤ cosα (ℜA♯rℜB) ≤ ℜ(A♯rB),
completing the proof. 
Now we can present the accretive version of (1.4).
Theorem 3.11. Let B ∈ Sα and A > 0 and let Φ be a positive unital linear map. Then for r ∈ (−1, 0),
cosα ℜ(Φ(A)♯rΦ(B)) ≤ ℜΦ(A♯rB).(3.13)
Proof. By Theorem 3.9 and then (1.4), we have
ℜΦ(A♯rB) ≥ cosα Φ(ℜA♯rℜB) ≥ cosα Φ(ℜA)♯rΦ(ℜB).
This, with Theorem 3.8, yields
ℜΦ(A♯rB) ≥ cosα ℜ(Φ(A)♯rΦ(B)),
completing the proof.
When B ∈ M+n , then α can be taken as α = 0, which then retrieves (1.4) as a special case of
Theorem 3.11. 
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Corollary 3.2. Let B ∈ Sα and A ∈ M
+
n and let Φ be a positive unital linear map. Then, for any
unitarily invariant norm ||| · ||| and any r ∈ (−1, 0),
cos2 α |||Φ(A)♯rΦ(B)||| ≤ |||Φ(A♯rB)|||.(3.14)
Proof. By Theorem 3.11 and Lemma 2.3, we have
cos2 α |||Φ(A)♯rΦ(B)||| ≤ cosα |||ℜ(Φ(A)♯rΦ(B))||| ≤ |||ℜ(Φ(A♯rB))||| ≤ |||Φ(A♯rB)|||,
completing the proof. 
Finally, we present the following numerical radius inequality.
Theorem 3.12. Let B ∈ Sα and A > 0. Then for r ∈ (−1, 0),
cos6 α w−1(A−2)w−(r+1)(A)wr(B) ≤ w(A♯−rB).(3.15)
Proof. Let x ∈ Cn be a unit vector. Then
w−1(A♯rB) ≤ sec
3 α w((A♯rB)
−1) = sec3 α w(A−1♯rB
−1) (by Lemma 2.6)
= sec3 α max
‖x‖=1
∣∣〈(A−1♯rB−1)x, x〉∣∣
= sec3 α max
‖x‖=1
∣∣〈A−1(A−1♯−rB−1)−1A−1x, x〉∣∣
= sec3 α max
‖x‖=1
∣∣〈A−1(A♯−rB)A−1x, x〉∣∣
= sec3 α max
‖x‖=1
{
‖A−1x‖2
∣∣∣∣
〈
(A♯−rB)
A−1x
‖A−1x‖
,
A−1x
‖A−1x‖
〉∣∣∣∣
}
≤ sec3 α max
‖x‖=1
〈
A−2x, x
〉
max
‖x‖=1
∣∣∣∣
〈
(A♯−rB)
A−1x
‖A−1x‖
,
A−1x
‖A−1x‖
〉∣∣∣∣
= sec3 α w(A−2)w(A♯−rB)
≤ sec6 α w(A−2)w1+r(A)w−r(B), (by Lemma 2.5)
which completes the proof. 
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