Random walks in time-varying networks with memory by Wang, Bing et al.
ar
X
iv
:2
00
5.
08
80
9v
1 
 [p
hy
sic
s.s
oc
-p
h]
  1
8 M
ay
 20
20
Random walks in time-varying networks with memory
Bing Wang,∗ Hongjuan Zeng, and Yuexing Han†
School of Computer Engineering and Science, Shanghai University, Shanghai, P.R. China
(Dated: May 19, 2020)
Random walks process on networks plays a fundamental role in understanding the importance of nodes and
the similarity of them, which has been widely applied in PageRank, information retrieval, and community de-
tection, etc. Individual’s memory has been proved to be important to affect network evolution and dynamical
processes unfolding on the network. In this manuscript, we study the random-walk process on extended activity-
driven network model by taking account of individual’s memory. We analyze how individual’s memory affects
random-walk process unfolding on the network when the timescales of the processes of the random walk and
the network evolution are comparable. Under the constraints of long-time evolution, we derive analytical so-
lutions for the distribution of stationary state Wa and the mean first-passage time (MFPT) of the random-walk
process. We find that, compared with the memoryless activity-driven model, individual’s memory enhances the
fluctuation of degree distribution, which reduces the capability of gathering walkers for nodes, especially with
large activity and delays the mean first-passage time. The results on real networks also support the theoretical
analysis with artificial networks.
I. INTRODUCTION
Random walks on networks describes a diffusion process,
which has broadly been applied in ranking systems [1], com-
munity detection, [2] and decision-making [3]. According to
different rules, randomwalks in static networks can be divided
into classical random walks [4], self-avoiding walks [5], bi-
ased randomwalks [6], and quantumwalks [7]. Among them,
the classical random walks is widely studied, which describes
the process that the walker has no memory for the path and
moves to its neighboring nodes with equal probability.
In the early stage of network research, due to the limitations
of data collection and storage equipment, a large amount of
research work focused on static time-aggregated networks, in
which edges between nodes do not change over time [8, 9].
However, most of complex systems in nature, society, and
technology show temporal characteristics, where the pattern
of connections between individuals evolves in time [10]. The
increasingly accurate marking of temporal data facilitates the
description of network structures [11, 12].
Thus, more attention to random walks in time varying net-
works has been paid with the help of the activity-driven net-
work model [13]. In the activity-driven model, each node in
the network is activated according to the pre-assigned activity
which describes the propensity of the node to form connec-
tions. Although the model is simple, it describes the charac-
teristics of temporality and degree distribution of real systems.
Unlike annealed and quenched networks, random walk diffu-
sion process is affected by the temporal connectivity patterns
between nodes, [14–18], which means that walkers can get
trapped at temporarily isolated nodes. It shows that nodes with
large activity have strong ability to collect walkers and reduce
the MFPT [14]. By taking account of individual’s attractive-
ness, it shows that heterogenous attractiveness limits nodes’
ability to collect walkers, especially when attraction and ac-
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tivity are positively correlated [16]. When links are estab-
lished by the combination of node’s fitness and activity, non-
trivial effect has been found on the properties of random-walk
process [17]. The activity-driven model is further extended
by considering burstiness [18–20], modularity [21], coupled
structures [22], and multitype intetactions [23]. Interaction
of nodes in groups of arbitrary numerosity is recently stud-
ied [24, 25], which is modelled by simplex complexes [26, 27]
or hypergraphs [28].
In real networks, however, edges between nodes are not
randomly connected as described in the activity-drivenmodel,
but are affected by the non-Markovian effect due to individ-
ual’s memory [12, 29, 30]. Individuals tend to interact with
people they already know, establishing strong or weak links
with them, which can restrain the rumor spreading [31]. A re-
inforcement process encoded with a measurable parameter of
memory has been studied in recent work [32]. Limited by the
long evolution of the network, memory reduces the thresh-
old of the Susceptible-Infected-Susceptible (SIS) model and
promotes epidemic spreading, which is same for Susceptible-
Infected-Recovered (SIR) dynamics [33]. In addition, the
model of second-order and even higher-order network mem-
ory is proposed by defining edge path, which may speed up or
reduce the diffusion process and affect the community detec-
tion [34, 35].
In this manuscript, we investigate random walk process
on an extended temporary network based on activity-driven
model with individual’s memory [32]. This feature of mem-
ory accounts for the fact that social interactions are not ran-
domly established but concentrated towards already contacted
nodes. We study random walk process unfolding in activity-
driven time-varying networks with a parameter β tuning the
memory strength [33]. In the long time limit, we find analyt-
ical solutions for Wa and MFPT, respectively. When random-
walk process starts after a period of network evolution, the
numerical simulation results agree well with theoretical anal-
ysis. Compared with the memoryless case, individual’s mem-
ory increases the fluctuation of degree distribution, thereby re-
ducing the ability of gathering walkers of the nodes with large
activity and delaying the MFPT of each node. We then study
2howmemory affects random-walk process in real systems. By
comparing random-walk process on the null model with real
dataset, we find that individual’s memory reduces node’s ca-
pability of gathering walkers, which is consistent with what is
observed in synthetic networks.
The manuscript is organized as follows. In Section II, we
introduce the time-varying network model with memory and
describe random-walk process. In Section III, we study the
stationary state and the MFPT of the random-walk diffusing
on the network model. In Section V, we analyze the strength
of individuals’ memory in real systems and study the station-
ary state of the random-walk diffusion on it. Finally, in Sec-
tion VI, we summarize our work.
II. MODEL
In activity-driven framework, we define that node’s propen-
sity to establish contacts per unit time follows a given power
law distribution F(a) ∝ a−γ with ε ≤ ai ≤ 1, where ε is a cut-
off value that is chosen to avoid possible divergence of F(a)
close to the origin. The dynamics occurs over discrete steps of
length ∆t. At each step, with probability ai∆t, node i becomes
active and connects to m other nodes. When edges between
nodes are randomly selected, the degree distribution of the
network satisfies the condition ρ(k)dk ∝ F(k)dk [13].
We demonstrate individual’s memory used in this work.
Nodes frequently connect with acquaintances, while they
rarely contact with new nodes due to the effect of individual’s
memory. For each active node i, which has already connected
ki(t) distinct nodes at time t, connects with a new node with
probability Pnew,i(t) = [1+ ki(t)/c]
−β , while it establishes a
connection with a previously contacted node with comple-
mentary probability Pold,i(t) = 1− Pnew,i(t) [33], where the
constant c sets an intrinsic value for the number of connec-
tions that node i is able to engage in before memory effects
become relevant [32]. The parameter β > 0 tunes the mem-
ory. The larger β is, the stronger tie (the larger link-weight)
between already connected nodes will be. β = 0 corresponds
to the case of no memory. With no loss of generality, we set
c = 1.
We demonstrate the activity-driven network model with
memory as follows:
• At each discrete time step t, the network Gt starts with
N disconnected nodes;
• With probability ai∆t, node i generates m links;
• With probability 1−Pnew,i(t), nodes i connects with one
of the ki(t) previously connected nodes, or with proba-
bility Pnew,i(t), it connects to a new node j. Non-active
nodes can still receive connections from other active
nodes (as shown in Fig. 1).
• At time t +∆t, the memory of each node is updated and
the process starts over again to generate the network
Gt+∆t .
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FIG. 1. Random walk in time-varying networks with memory.
The left two panels represent how an active node establishes a link
with another node. Each active node, with probability Pnew(old),i con-
nects with a new (old) neighbor shown as panel (a) and panel (b),
respectively. Walkers are presented as fully green nodes. Active and
non-active nodes are shown as red and gray nodes, respectively. The
edges between nodes already connected before are shown as grey
dotted lines, and current contacts are shown as solid line.
ki(t) is the number of different neighbors of node i contacted
until time t. All the interactions have a constant duration△t.
Without loss of generality, in the following, we set△t = 1.
When the network evolves for a long enough time, the num-
ber of acquaintance nodes for each node is large enough (i.e.,
1≪ k ≪ N), then the probability that the node connects to
new nodes is almost negligible. In this case, the networks’
connectivity patterns is equivalent to the static network, and
the degree of nodes with activity a is k¯(a, t) = C(a)t1/(1+β )
[32]. The perfectorC(a) is determined by the condition C(a)
1+β =
a
Cβ (a)
+
∫
da
F(a)a
Cβ (a)
. Hereafter, we denote 〈g〉 =
∫
daF(a)g(a)
as the average of a function of the activity g(a) = a
Cβ (a)
over
the network. The degree distribution of the time-varying net-
work with memory is given by ρ(k)dk ∝ F(k1+β )kβ dk [32].
III. ANALYTICAL RESULTS
The probability that the walker stays at node i at time t,
Pi(t), obeys the master equation [14], given by
Pi(t +∆t) = Pi(t)
[
1−∑
j 6=i
Π∆ti→ j
]
+∑
j 6=i
Pj(t)Π
∆t
j→i, (1)
3where Π∆ti→ j is the probability that the walker moves from
node i to node j in a time interval ∆t. The first term on the
right-hand represents the probability that the walker at node i,
at time t does not jump to other nodes at time t +∆t. The sec-
ond term represents the probability that the walker at neigh-
boring nodes of node i, at time t, moves to node i at time
t +∆t.
Let us define Ω∆ti→ j as the probability that node i becomes
active and connects to node j, given as follows:
Ω∆ti→ j = aim∆t
[
(1−Pnew,i(t))Ai j(t)
ki(t)
+
Pnew,i(t)
N− ki(t)− 1
]
. (2)
The fist term represents that node i activates and selects ac-
quaintance nodes to establish connections. The second term
is due to that node i activates and creates a new connection.
Ai j(t) is the actual adjacency matrix of the network until time
t, i.e., it is equal to 1 if node i and node j have been in contact
at least once in the past and 0 otherwise. We can see that both
Ai j(t) and ki(t) depend on the evolution time t, so the number
of walkers distributed as nodes with activity a,Wa, and MFPT
are affected by the starting time of the diffusion. In this case,
the instantaneous degree of node i is ki = m+∑ j Ω
∆t
j→i. In-
deed, node i will generate m links and may potentially receive
links from other active nodes. The probability that node j is
active and connects with node i is instead given by
Ω∆tj→i = a jm∆t
[
(1−Pnew, j(t))Ai j(t)
k j(t)
+
Pnew, j(t)
N− k j(t)− 1
]
. (3)
In this case, the instantaneous degree of node i is ki = 1+
∑l 6= j Ω
∆t
l→i. Here, we assume that when node j is activated, a
connection is established to node i. The former represents that
node j becomes active and connects to node i, while the latter
is that the activated nodes except node j establish links with
node i.
Considering the events described by Eq.(2) and Eq.(3) can-
not happen at the same time. According to the rules of random
walk, a walker staying at node i randomly jumps to one of its
ki neighboring nodes. Putting them all together, the proba-
bility that a random walker moves from node i to one of its
neighbors, Π∆ti→ j, can be written as,
Π∆ti→ j = Ω
∆t
i→ j
1
m+∑ j Ω
∆t
j→i
+Ω∆tj→i
1
1+∑l 6= j Ω
∆t
l→i
≃ ai∆t
[
(1−Pnew,i(t))Ai j(t)
ki(t)
+
Pnew,i(t)
N− ki(t)− 1
]
+ a jm∆t
[
(1−Pnew, j(t))Ai j(t)
k j(t)
+
Pnew, j(t)
N− k j(t)− 1
]
. (4)
Indeed, a link between node i and node j can be established as
a consequence of the activation of node i or j. Then, we can
write the equation describing the evolution of Pi(t) by substi-
tuting the expression of the propagator in Eq.(1):
∂Pi(t)
∂ t
=
−Pi(t)∑
j 6=i
ai
{[
(1−Pnew,i(t))Ai j(t)
ki(t)
+
Pnew,i(t)
N− ki(t)− 1
]
+ a jm
[
(1−Pnew, j(t))Ai j(t)
k j(t)
+
Pnew, j(t)
N− k j(t)− 1
]}
+∑
j 6=i
Pj(t)
{
a j
[
(1−Pnew, j(t))Ai j(t)
ki(t)
+
Pnew, j(t)
N− k j(t)− 1
]
+ aim
[
(1−Pnew,i(t))Ai j(t)
k j(t)
+
Pnew,i(t)
N− ki(t)− 1
]}
. (5)
When considering the evolution of time-varying networks
for a long time, the degree of node i follows 1≪ ki(t)≪ N,
thus the probability that node i connects with new nodes can
be ignored, while the network is still a sparse graph. In this
limit case, we replace N− ki(t)− 1 with N. Considering only
the leading terms, Eq.(5) can be rewritten as
∂Pi(t)
∂ t
=−Pi(t)∑
j 6=i
Ai j(t)
[
ai
ki(t)
+
ma j
k j(t)
]
+∑
j 6=i
Pj(t)Ai j(t)
[
a j
k j(t)
+
mai
ki(t)
]
, (6)
where g(ai) =
ai
Cβ (ai)
, and
C(ai)
1+β =
ai
Cβ (ai)
+
∫
da
F(a)a
Cβ (a)
.
To proceed further study, we perform equivalent analy-
sis of the heterogeneous mean-field approximation for static
networks, that is, we replace the time-integrated adjacency
matrix Ai j(t) with its annealed form, i.e., Qi j(t) = (1 +
β )t1/(1+β ) [g(ai)+ g(a j)]/N, which describes the probabil-
ity that node i and node j have been in contact in the past
[33]. We further replace ki(t) with k¯(ai, t) = (1+β )(g(ai)+
〈g〉)t1/(1+β ), Eq.(6) can be written as
4∂Pi(t)
∂ t
=−Pi(t)∑
j 6=i
[
ai(g(ai)+ g(a j))
g(ai)+ 〈g〉
+
ma j(g(ai)+ g(a j))
g(a j)+ 〈g〉
]
+∑
j 6=i
Pj(t)
[
a j(g(ai)+ g(a j))
g(a j)+ 〈g〉
+
mai(g(ai)+ g(a j))
g(ai)+ 〈g〉
]
, (7)
We obtain a system level description of the process by
grouping nodes in the same activity class a, assuming that
they are statistically equivalent [14]. Then, we define the
number of walkers at a given node of class a at time t as
Wa(t) = [NF(a)]
−1
W ∑i∈a Pi(t), where W is the total num-
ber of walkers in the system. By replacing the sums over
nodes with integrals over the activities 1/N ∑ j →
∫
da′F(a′)
and considering the continuous limit a, Eq.(7) can be rewritten
as:
∂Wa(t)
∂ t
=−Wa(t)N
{
a+mg(a)
∫
a
′
F(a
′
)
g(a
′
)+ 〈g〉
da
′
+m
∫
a
′
g(a
′
)F(a
′
)
g(a
′
)+ 〈g〉
da
′
}
+ g(a)N
∫
a
′
F(a
′
)W
a
′ (t)
g(a
′
)+ 〈g〉
da
′
+N
∫
a
′
g(a
′
)F(a
′
)W
a
′ (t)
g(a
′
)+ 〈g〉
da
′
+
Namg(a)
g(a)+ 〈g〉
∫
F(a
′
)W
a
′ (t)da
′
+
Nam
g(a)+ 〈g〉
∫
F(a
′
)W
a
′ (t)g(a
′
)da
′
=−Wa(t)N{a+[mg(a)φ1+mφ2]}+Ng(a)φ3+Nφ4+
Namg(a)ω
g(a)+ 〈g〉
+
Nam
g(a)+ 〈g〉
φ5, (8)
where ω ≡ W
N
is the average density of walkers per node, φ1 =∫ a′F(a′ )
g(a
′
)+〈g〉
da
′
and φ2 =
∫ a′g(a′ )F(a′ )
g(a
′
)+〈g〉
da
′
are the coefficient of
Wa, φ3 =
∫ a′F(a′ )W
a
′ (t)
g(a
′
)+〈g〉
da
′
, and φ4 =
∫ a′g(a′ )F(a′ )W
a
′ (t)
g(a
′
)+〈g〉
da
′
is
the number of walkers that move to nodes of class a due to the
activation of other nodes, and φ5 =
∫
F(a
′
)W
a
′ (t)g(a
′
)da
′
is
the number of walkers that move to nodes of class a as a con-
sequence of the activation. The stationary state of the process
is defined by the infinite time limit limt→∞ ∂Wa(t)/∂ t = 0. Us-
ing this condition in Eq.(8), we find the stationary solution
Wa =
amω g(a)
g(a)+〈g〉 + g(a)φ3+φ4+
am
g(a)+〈g〉φ5
a+mg(a)φ1+mφ2
. (9)
Hence, we can see that the quantityWa not only depends on
the details of a node’s activity but also on individual’s mem-
ory. It is important to notice that at the stationary state φ1,
φ2, φ3, φ4, and φ5 are constants. The values of φ3, φ4, and
φ5 can be computed self-consistently by solving the following
system of integral equations,
W = N
∫
F(a)
amωg(a)
g(a)+〈g〉
+ g(a)φ3+φ4+
am
g(a)+〈g〉
φ5
a+mg(a)φ1+mφ2
da,
φ4 =
∫
ag(a)F(a)
g(a)+ 〈g〉
amωg(a)
g(a)+〈g〉 + g(a)φ3+φ4+
am
g(a)+〈g〉φ5
a+mg(a)φ1+mφ2
da,
φ5 =
∫
g(a)F(a)
amωg(a)
g(a)+〈g〉 + g(a)φ3+φ4+
am
g(a)+〈g〉φ5
a+mg(a)φ1+mφ2
da.
(10)
For comparison, we show Wa at the stationary state in the
memoryless activity-driven networks as follows [14]:
Wa =
amω +φ
a+m〈a〉
, (11)
where ω ≡ W
N
is the average density of walkers per node, φ =∫
aF(a)Wada. We see that Wa only depends on the nodes’
activity.
A. MFPT
We now focus on another important property of random
walk process, i.e., the mean first-passage time (MFPT), de-
fined as the average time steps needed for a walker to visit
node i starting from an arbitrary node in the system [36].
5Let us consider p(i,n) as the probability that the walker
reaches the target node i at time t = n∆t for the first time.
Then, p(i,n) is simply given by
p(i,n) = ξi(1− ξi)
n−1, (12)
where ξi is the probability that the walker jumps to node i
during time interval ∆t. The probability that a walker at node
j jumps to node i during time ∆t is given by Π∆tj→i (Eq.(4)).
Thus, we can write ξi as follows:
ξi = ∑
j 6=i
Wj
W
Π∆tj→i, (13)
where we replaced the probability that a single walker at node
j at time t by its steady state value with Wj/W . The MFPT of
node i can thus be estimated as follows:
MFPTi =
∞
∑
n=0
∆tnp(i,n) =
∆t
ξi
=
∆t
∑ j 6=i
Wj
W ∏
∆t
j→i
=
W
1
N ∑ j Wj
[
a j
g(ai)+g(a j)
g(a j)+〈g〉
+ aim
g(ai+g(a j))
g(ai+<g>)
]
=
W
g(ai)φ3+φ4+
aimg(ai)
g(ai)+<g>
ω + mai
g(ai)+<g>
φ5
, (14)
where φ3, φ4, and φ5 are the three constants that can be calcu-
lated by Eq.(10). In numerical simulations, nodes are grouped
in the same activity class a, which means that Eq.(14) can be
written as MFPTa = ∑i∈a MFPTi.
The MFPTi in memoryless activity-driven (AD) networks
is given by [14]:
MFPTi =
NW
maiW +∑ j a jWj
. (15)
We see that the MFPT obtained in the AD network model is
merely determined by node’s activity.
IV. RESULTS
To support the results of the theoretical analysis, we have
performed extensive Monte Carlo simulations of the random
walk process on activity-driven networks with memory. We
consider a power-law distribution of activity, i.e., F(a)∼ a−γ ,
with a ∈ [10−3,1]. In each simulation, the temporal network
evolves to time t0 and then we start the random-walk process
on it. We evaluate the average degree of the network at time
t0, as 〈k〉0, which measures the evolution of the network at the
starting time t0. Networks are with size N = 10
4, m = 6, and
the density of walkers is set as ω = 102.
Firstly, we investigate how 〈k〉0 affects Wa, as shown in
Fig.2. We test the effect of strong memory in Fig.2 (a) and
weak memory in Fig.2 (b), respectively. For β > 0, since
the tail of degree distribution decays at large k as ρ(k) ∝
k[(1+β )γ+1] [32], it results in a decrease of Wa, compared to
that for the memoryless case. More in details, depending on
(a)
(b)
FIG. 2. The distribution of walkers Wa at nodes with activity a in
networks with different memory strengths β and starting time,
measured by 〈k0〉. The red lines and black lines represent theoreti-
cal predictions without (Eq.(11)) and with memory (Eq.(10)), respec-
tively. Simulation results are shown as triangles. (a) Strong memory
with β = 1); (b) Weak memory with β = 0.6. Other parameters are
set as: N = 104, m= 6,W/N = 100, γ = 2.1. Averages are performed
over 500 independent simulations.
the activity value “a”, memory shows different effects on the
distribution of Wa, thus showing a crossing point among the
curves. For smaller activity a, memory helps nodes collect
more walkers than that in memoryless case. This is due to
that, affected by individual’s memory, it is difficult for the
nodes with smaller activity to receive links in the network
evolution. Therefore, nodes with smaller activity release less
walkers but receive more. With the increase of activity a, the
stronger the memory is, the lower the Wa will be. This is be-
cause frequent sending and receiving links reduce the number
of collected walkers, resulting in that the degree distribution
decays at large k.
In the following, we mainly demonstrate the effect of mem-
ory for the nodes with large activity. Regardless of the weak
memory (β = 0.6) or the strong memory (β = 1), although the
connectivity of starting network, 〈k〉0, is different, the steady
state of random-walk process is rarely affected. Since the
6FIG. 3. The distribution of walkers Wa at nodes with activity a
in networks for different β with the same starting time, mea-
sured by 〈k〉0 = 20. The average number of walkers per node of
class a are shown as computed analytically (continuous lines) and
numerical simulations (triangles). The red line represents the the-
oretical prediction of Wa with Eq.(11), the other lines are predicted
with Eq.(10). The parameters are set as N = 104, m = 6,W/N = 100,
β = [0.01,0.4,0.6,1.4], and γ = 2.1. All the results are the average
over 500 independent simulations.
evolution time for the steady-state of random-walk process is
larger than the start time of the network evolution, individual’s
memory dominates the network evolution.
Then, we study howmemory strength β affectsWa by keep-
ing 〈k〉0 = 20,γ = 2.1 fixed in Fig.3. We see that for β > 0.01,
the larger β is, the stronger the nodes’ ability to collect walk-
ers will be, which has been verified in the theoretical analysis
(see Fig.3 solid lines). Surprisingly, with the increase of β ,Wa
approaches the value of Wa in the memoryless case. For the
same reason as explained above, for β > 0, ρ(k)∝ k[(1+β )γ+1],
the difference of Wa between the networks with memory and
without memory reaches the maximum in the limit β → 0,
since degree inhomogeneities are stronger in this case. For
small values of 〈k〉0, since the creation of new links is not
neglectable, simulation results are higher than theoretical re-
sults. For β = 0.01, the creation of new links dominates the
dynamics and it increases the number of walkers at nodes with
large activity towards the memoryless case.
A. MFPT
Next, we verify the theoretical results of MFPT by set-
ting the parameters as follows: N = 103, m = 6, W = 1, and
γ = 2.1. The results of MFPT for numerical simulations are
compared with theoretical predictions for different choices of
memory strength β and starting time, measured by 〈k〉0 in
Fig.4. With a weak memory strength β = 0.6 (Fig.4 (a)),
we find that simulation results converge toward the analyti-
cal prediction as 〈k〉0 increases, which is more obvious when
memory strength is strong as shown in (Fig.4 (b)). When
(a)
(b)
FIG. 4. The MFPT versus activity a for different 〈k〉0. (a)
〈k〉0 = [0,20,70]; (b) 〈k〉0 = [0,10,20]. The red lines and black lines
represent theoretical predictions without (Eq.(15)) and with mem-
ory (Eq.(14)), respectively. Simulation results are shown as sym-
bols (dots, squares, and triangles). The network size is N = 103,
m = 6, γ = 2. Each point is the average over 103 independent simu-
lations.
〈k〉0 is small, the creation of new links dominates network
evolution, leading to a strong deviation from the theoretical
prediction (Fig.4 black line). The reinforcement mechanism
of edges leads to the formation of cluster-like structure in the
network, which means that the walker can easily get trapped
at the traversed nodes and hardly jump to new nodes. Individ-
ual’s memory can be observed to slow down the transport dy-
namics, as we observe that in this case the MFPT is larger for
all the nodes compared to the memoryless case (red line), as
shown in Fig.4. For larger β , the strengthening mechanisms
between edges become even more significant, which further
delays the MFPT.
Then, we further study the interplay of memory strength β
and 〈k〉0 on the MFPT of random-walk process in details in
Fig.5. To clarify the impact of 〈k〉0, we testify typical cases.
With an extremely small value 〈k〉0 = 0, it represents a special
case that the starting time of network evolution and random
walk are same. With a larger value of 〈k〉0 = 20, it enhances
the memory effect in the network. However, due to the con-
straint of simulation, the larger β is, the more difficult it is to
7(a)
(b)
FIG. 5. The MFPT versus activity a for different β . The inner
figure is the enlarged figure of the cure on the left and right, respec-
tively. (a) 〈k〉0 = 0; (b) 〈k〉0 = 20. Solid lines represent analytically
results (Eq.(14) and Eq.(15)) and symbols represent simulations for
different values of β . The parameters are set as N = 103, m = 6,
γ = 2, 〈k〉0 = 20, W = 1, β = [0.4,1.0,2.2]. Each point is the aver-
age result over 103 times.
generate networks with larger 〈k〉0. We achieve the network
evolution with a relatively small value of 〈k〉0 = 20 under dif-
ferent β . Similar to Wa, the theoretical curve of MFPT also
shows a crossover phenomenon, that is, we also have to dis-
cuss separately from the case of small activity and large ac-
tivity. In theory(solid line in the subgraph of Fig.5(b)), when
the activity < 2× 10−3, the stronger the memory, the fewer
links the node receive, and it takes a long time for walkers to
reach the nodes. The nodes with large activity indeed has large
degree and can form clusters where the high frequency of mu-
tual contacts allow for reinfections and positive correlations,
which allows walkers to arrive quickly (shown as Fig.5(a)).
However, the simulation results show the opposite results, as
for small 〈k〉0, there is a gap between simulation results and
the theory. Obviously, we can see that as 〈k〉0 increases, the
gap between simulation and analytical results decrease. How-
ever, we expect that for large enough 〈k〉0, at any β > 0,
the dynamics is dominated by individuals’ memory and the
MFPT recovers the analytical results.
It can be seen from Fig.4 and Fig.5, the larger the activity
of a node is, the less the average time it takes for the walker to
reach it. It shows that during the process of network evolution,
nodes with large activity are frequently activated and attract
walkers to jump on them quickly.
V. RANDOM WALKS PROCESS IN REAL NETWORKS
We further investigate how individual’s memory affects the
random-walk process in real networks. We collect the inter-
actions containing time-stamped information between 30398
Digg users in August 2008 via 87627 reply network [37]. The
Digg-Reply data is time-varying, where each node describes
a user and each time-resolved link denotes that a user replied
to another user. Since many users tend to interact with the
users in same group for multiple times, the social network is
obviously driven by non-Markovian human dynamics.
In order to characterise individual’s memory in the net-
work, we measure the activity ai, defined as the fraction of
interactions of node i per unit of time, which describes the
propensity of node i to be involved in social interactions, is
computed as ai = si,out ∑ j s j,out , where si,out is the out-strength
of node i integrated across the entire time span [16]. Then,
we use a binning method to divide the nodes in total num-
ber, Nb = ∑
Nact
a=1 Ndeg(a), of activity-degree classes according
to their activity a and final degree k [32], i.e., nodes that en-
gaged a similar number of interactions and that have a compa-
rable cumulative degree in the observation period. We define
eb(k) as the total number of events engaged by the nodes of
the b−th class with degree k, and nb(k) as the total number
of events that the nodes belonging to the b−th and featuring
degree k perform toward a new node. We measure the rein-
forcement process in the Digg reply network by minimizing
the function χ2(β ) [32]:
χ2(β ) =
Nb
∑
b=1
χ2b (β ) =
Nb
∑
b=1
kb
∑
k=1
[ fb(k)− pb(k,β )]
2
σb(k)2
, (16)
where fb(k) = nb(k)/eb(k) is the probability for a node with
degree k to get a new connection. pb(k,β ) = (1+
k
c(b) )
−β
is a reinforcement function used to fit fb(k). σb(k) =√
fb(k)(1− fb(k)
eb(k)
is the STD of fb(k).
In Fig.6 (a), we performed a power-law distribution fitted
on the Digg-Reply data set, which shows that the fluctuation
of nodes’ activity is small fitted with the exponent γ = 3.5.
Consider that nodes with the same activity may feature dif-
ferent memory behavior, for example, individuals with large
activity may connect to very few different nodes (strongmem-
ory) or establish new links at almost every step (weak mem-
ory). For this reason, we group the original data of Digg-
Reply according to nodes’ activity and degrees, and calcu-
late the probability that a new edge connects with a new node
with degree k in each category of nodes’ activity, as shown
Fig.6 (b). For curves with small activity category (bottom
curves), the probability to attach to a new node quickly drops
to 0 with degree k . 10. However, for large activity cate-
gory (top curves), even with very large degree (k ∼ 102), the
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(b)
(c)
FIG. 6. Statistical properties in Digg-Reply dataset. (a) Cumula-
tive activity distribution P(a) in the Digg-Reply dataset. The dashed
line represent the fitting result of power-law distribution with expo-
nent γ = 3.5; (b) The probability that nodes establish a new con-
nection as a function of their degree. Each data sequence (differ-
ent colours and markers) corresponds to a selected nodes of the sys-
tem, with the average activity of the class increasing from the bottom
curves to the upper curves; (c) We rescale the attachment rate curves
of all the nodes by setting k→ xb = k/cb and plot pb(xb)
1/β versus x,
where β is same for each same colored curve. The memory strength
is fitted as β = 0.43.
probability is nontrivial with p(k) & 0.1. As can be seen in
Fig. 6(c), an obvious memory effect in the Digg reply dataset
is observed. It is well fitted with a single memory strength,
e.g., βopt = 0.43. When the number of individual’s acquain-
tances is larger, the probability of connecting with a new node
is small, thus we see that pb(k) decreases with degree k.
In order to compare the effect of memory, we need to ran-
(a)
(b)
FIG. 7. Random-walk process in Digg-Reply dataset. (a) The
fraction of active nodes for different choices of time-slice ∆T ; (b)
The distribution of Wa in the Digg dataset (black) and in the null
model (red) for different window size ∆T = [10000,20000,30000]
with W/N = 200. Each point is the average over 2000 independent
simulations.
domize the network to remove the memory effect and take it as
the null network. Randomization is performed by recombin-
ing the interactions at each timestamp in order to remove the
memory effect, while retaining the order of activation time for
each node, the final time integration degree distribution, and
the degree distribution at each time step [38].
To explore the effect of the number of active nodes on ran-
dom walks, we divide the original data according to the time
interval ∆T = 10000,∆T = 20000, and ∆T = 30000, respec-
tively. As can be seen from Fig.7 (a), with the increase of time
interval ∆T , the number of active nodes in the time accumu-
lated network increases accordingly. In Fig.7 (b), we compare
the distributions of walkers Wa versus activity a on the data
network with the null network with different time interval ∆T .
In the null model, since the randomization process eleminates
the effect of memory,Wa is hardly affected by ∆T . Compared
with the null model, strong ties established by memory in the
real data lower Wa for all the time slices ∆T we tested, which
are consistent with our results on artical networks. Due to
9the lower heterogeneity of node’s activity in Digg-Reply net-
work (Fig.6 (a) with γ = 3.5), the number of walkers fluctuates
less with node’s activity, thus, we see a flat increase in Wa.
VI. DISCUSSION AND CONCLUSION
In this work, we investigate the random walk process on
temporal networks with memory. We study how individual’s
memory and the starting time of the diffusion co-affect ran-
dom walk process unfolding on the network. Under the con-
straints of long-time evolution, we derived analytical expres-
sions of the stationary state and the distribution of mean first-
passage time.
Monte Carlo simulation results show that, compared with
the memoryless case, individual’s memory enhances degree
heterogeneity. For smaller β , even if the random-walk pro-
cess starts at large 〈k〉0, the creation of new links dominates
the dynamics, which is equivalent to the memoryless case.
For larger β , the strengthening mechanisms between edges
becomes even more significant, making the walker trapped at
traversed nodes and delay the MFPT. 〈k〉0 plays a trivial effect
on Wa and greatly affects the MFPT. Numerical results show
that the MFPT converges toward the analytical prediction as
〈k〉0 becomes large.
We perform similar analysis on a real networks, i.e., Digg-
Reply dataset. The network shows obvious memory effect
with β = 0.43. Compared with the null model of Digg-Reply,
we find that individual’s memory limits the nodes’ capability
of gathering walkers, which is consistent with the results of
the artificial networks.
In conclusion, our work provides a comprehensive view for
the random-walk process in temporal networks with memory,
compared to that in memoryless case. In the presence of mem-
ory, the number of walkers decreases at steady state and the
MFPT gets larger than that of the memoryless case. More-
over, the effect of individual’s memory on the random-walks
in real data verifies the results on the artificial networks. As
a possible future work, memory can be incoroperated in time-
varying networks with individual’s higher-order interaction.
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