Abstract. We propose a new generic construction for the design of dual-port server-centric data centre networks so that: every server-node is adjacent to exactly one switch-node and exactly one server-node; and every switch-node is adjacent only to server-nodes. Our construction facilitates the transformation of wellstudied topologies from interconnection networks, along with their networking properties, into viable servercentric data centre network topologies. As an example, we instantiate this construction with generalized hypercubes as the base graphs so as to obtain the data centre networks GQ ⋆ . We empirically compare GQ ⋆ with well-established architectures, namely FiConn and DPillar, using a comprehensive number of performance metrics: network throughput, mean distance, load balancing capability, scalability, and fault tolerance. We find that GQ ⋆ performs much better than FiConn as regards these metrics and that it seems a competitive alternative to DPillar because it offers similar performance with a much lower number of networking components. Further, we present a routing algorithm for GQ ⋆ and show it provides excellent performance in terms of average path-lengths as well as high reliability in the presence of a significant number of link failures.
Introduction
The digital economy has taken the world by storm and has completely changed the way we interact, communicate, collaborate and search for information. The main driver of this change has been the rapid penetration of cloud computing which offers a wide variety of services and resources just a click away from the user. Cloud-services range from big data analytics (involving, for example, web search, social networking, online gaming or large-scale scientific applications) to on-demand computing (where 'fragments' of the computing resources are leased to multiple 'tenants'). Indeed, it is speculated that the global market value of cloud computing could be in excess of $100 billion. Vital to this new ecosystem of digital services is an underlying computing infrastructure based primarily in data centres. With this sudden move to the cloud, the demand for increasingly large data centres is growing rapidly [1] .
Data centres have traditionally been built around high-end, specialised hardware so as to sustain both high performance and high reliability, two of the primary objectives of most systems. However, this specialisation involves both high expenditure and high running costs. The server infrastructure is based on high-density platforms (e.g., blade centres) and the interconnection network uses enterprise-level, intelligent and configurable switches arranged in what has come to be known as a 'switch-centric' data centre network (DCN), emphasizing the fact that routing intelligence resides within the switches. Normally, these switchcentric DCNs take the form of highly-connected 'tree-like' networks, so that the servers 'hang down' from the 'leaves'. Common examples of switch-centric DCNs include Fat-Tree [2] , Portland [3] and VL2 [4] .
Contrasting with this high-cost philosophy, and overcoming the scalability limitations inherent to switchcentric DCNs [5, 6, 7, 8] , a new approach has arisen and is gaining popularity among the main players of the cloud community (Amazon, Microsoft, Google): building systems around commodity-off-the-shelf (COTS) hardware in an attempt to enable more cost-effective solutions. The use of 'dumb' COTS switches requires a change in the DCN paradigm: switches are used only as crossbars and routing intelligence is moved to the servers; hence such DCNs are known as 'server-centric' architectures. Typical examples of server-centric architectures are DCell [1] , BCube [9] , FiConn [10] , DPillar [11] and HCN and BCN [6] . One vein of research on server-centric DCNs pertains to using servers with only two ports. This is motivated by the fact that many COTS servers presently available for purchase and servers in existing data centres have two NIC ports (a primary and a backup port). Dual-port server-centric DCNs are able to utilise such servers without modification, thus making it possible to use some of the more basic equipment (available for purchase or
Related work on constructing dual-port DCNs
In order to put our generic method of constructing DCNs in context we briefly present five different (yet related) constructions of DCNs, and refer the reader to other sources for more details. All the descriptions below focus on the mathematical construction of the topologies. In other words, we define an undirected graph where the set of nodes is a disjoint union of server-nodes and switch-nodes. The dual-port server assumption restricts the degree of server-nodes to at most 2.
The first two DCN architectures discussed here, FiConn and DPillar, are used later on in our performance evaluation. The rationale for using these DCNs in our evaluation is that they are good representatives of the spectrum of server-centric dual-port DCNs: FiConn is a good example of DCNs that include both serverto-server and server-to-switch connections and are somewhat unstructured, whereas DPillar is server-node symmetric 1 and features only server-to-switch connections. All the other discussed DCNs lie somewhere between these two extremes. Notice that neither FiConn nor DPillar can be described as an instance of our generalised construction as they fail to comply with restriction (iii) above: FiConn has some server-nodes whose only connection is to a switch-node whereas in DPillar each server-node is connected to 2 switch-nodes.
2.1. The construction of FiConn. We start with FiConn, the first dual-port DCN to be proposed and, so typically considered the baseline DCN. For any even n ≥ 2, FiConn k,n [10] is a recursively-defined DCN where k denotes the level of the recursive construction and n the number of server-nodes that are directly connected to a switch-node (so, all switch-nodes have degree n). FiConn 0,n consists of n server-nodes and one switch-node, to which all the server-nodes are connected. Suppose that FiConn k,n has b server-nodes of degree 1 (b = n when k = 0). In order to build FiConn k+1,n , we take b 2 + 1 copies of FiConn k,n and for every copy we connect one server-node of degree 1 to each of the other b 2 copies (these additional links are called level k links). The actual construction of which server-node is connected to which is detailed precisely in [10] ; in particular, there is a well-defined naming scheme where server-nodes of FiConn k,n are named as specific k-tuples of integers. In fact, although it is not made clear in [10] , there is a multitude of connection schemes realising different versions of FiConn. FiConn 2,4 , as constructed in [10] , can be visualised in Fig. 1. 
2.2.
The construction of DPillar. The DCN DPillar n,k [11] , where n denotes the number of ports of a switch-node and where k denotes the level of the recursive construction of the DCN, can be imagined as k columns of server-nodes and k columns of switch-nodes, arranged alternately on the surface of a cylindrical pillar (see as an example DPillar 6,3 in Fig. 2 ). Each server-node in some server-column is adjacent to 2 switch-nodes, in different adjacent switch-columns. Each server-column has ( n 2 ) k server-nodes, named as {0, 1, . . . , n 2 − 1} k , whereas each switch-column has ( n 2 ) k−1 switch-nodes, named as {0, 1, . . . ,
The server-nodes in server-columns c, c + 1 ∈ {0, 1, . . . , k − 1} (with addition modulo k) are arranged into (
k−1 groups of n server-nodes so that in server-columns c and c + 1, the server-nodes in group (u k−1 , . . . , u c+1 , u c−1 , . . . , u 0 ) ∈ {0, 1, . . . ,
The adjacencies between switch-nodes and servernodes are such that any server-node in group (u k−1 , . . . , u c+1 , u c−1 , . . . , u 0 ) in server-columns c and c + 1 is adjacent to the switch-node of name (u k−1 , . . . , u c+1 , u c−1 , . . . , u 0 ) in switch-column c.
2.3.
The construction of BCN and HCN. Two families of DCNs were defined in [6] : HCN and BCN. The DCNs HCN form the first layer of the family BCN of two-layer DCNs. However, the constructions of the two layers are distinct in the following sense: all switch-nodes have adjacent server-nodes in the form of master-nodes and slave-nodes (so-called in [6] ); at the first layer, where DCNs from HCN are constructed, the construction uses only the master-nodes; and at the second layer, so as to obtain the DCNs BCN, the construction uses only the slave-nodes. Consequently, the switch-nodes provide the 'points of contact' between two algebraically distinct DCNs, with the second layer construction of the DCNs BCN 'overlaid' on the first layer construction of the DCNs HCN.
The DCN HCN(α, h) with its slave-nodes removed (see [6] ) has the set {1, 2, . . . , α} h+1 as its server-nodes and the set {1, 2, . . . , α} h as its switch-nodes. Every server-node (i h , i h−1 , . . . , i 2 , i 1 , i 0 ) is adjacent to the switch-node (i h , i h−1 , . . . , i 2 , i 1 ) and there are also (server-node to server-node) links
where j ∈ {1, 2, . . . , h} and i j = i Figure 2 . A visualization of DPillar 6,3 . Squares represent switch-nodes, whereas dots represent server-nodes. For the sake of simplicity, the left-most and the right-most columns of server-nodes are the same (column 0). Now for the DCNs BCN. We begin with a general construction. Suppose that we have a graph G on n nodes. We can take n + 1 copies of G, say G 0 , G 1 , . . . , G n , and add
additional links so that for every distinct i, j ∈ {0, 1, . . . , n}, there is exactly one link joining a node in G i to a node in G j (this can be done in a number of ways). In fact, this is the basic construction used to build the DCNs DCell [1] and it is also related to the construction of the previously discussed FiConn.
For every switch-node of HCN(α, h), reinsert the β adjacent slave-nodes that we removed before we constructed HCN(α, h). Denote the amended DCN by HCN(n, h), where n = α + β. So, there are βα h slave nodes adjacent to switch-nodes in HCN(n, h). We now take βα h + 1 copies of HCN(n, h) and undertake the above 'DCell-construction' with respect to the slave-nodes (there are various ways as to how links might be introduced with two alternative methodologies given in [6] ). This results in the DCN BCN(α, β, h, h).
However, we can extend this construction. We could consider HCN(n, h) as consisting of, for example, (the canonical) n 2 copies of HCN(n, h − 2) (obtained according to the recursive construction); each of these copies has βα h−2 slave-nodes. We might now take βα h−2 + 1 copies of HCN(n, h) and join corresponding copies of HCN(n, h − 2) according to the DCell-construction above. This results in the DCN BCN(α, β, h, h − 2). Full details can be found in [6] . In short, the DCNs of BCN are formed from disjoint copies of HCN(n, h) by overlaying the DCell-construction from [1] .
2.4.
The construction of SWCube and SWKautz. Generalized hypercubes were first defined in [12] and have since been well studied as interconnection networks.
Definition 2.1. The generalized hypercube GQ n k of dimension k and radix n has node-set {0, 1, . . . , n − 1} k and there is a link joining two nodes if, and only if, the names of the two nodes differ in exactly one coordinate.
The basic construction of SWCube from [13] involves a manipulation of generalized hypercubes. The DCN GQ of servers to place in each link (1 in this construction, but we will be using 2 later on when defining GQ ⋆ ). The k-dimensional Kautz digraph with r + 1 symbols was first defined in [14] .
The basic construction of SWKautz from [13] builds on Kautz digraphs. Let n be even and let KA( [13] , is obtained from KA( n 2 , k) by subdividing every directed link so that 1 server-node is placed on it, before erasing the orientation of the link, and by taking the original nodes of KA( n 2 , k) as the switch-nodes of KA(
server-nodes and H s has s|V | server-nodes and |V | switch-nodes. As before, the '|' denotes a link subdivision; the superscript 'H' specifies which links to subdivide; and the subscript 's' denotes the number of server-nodes to subdivide a link with. Note that this construction, unlike all the previously discussed, allows for switch-to-switch connections (unless G is a cycle). This places additional routing demands upon the switches (in the resulting data centre implementation) and as our intention is to build data centres using low-cost components, and in particular dumb switches, we dispense with this construction. 
The basic routing algorithm for GQ n k is dimension-order (or e-cube) routing whereby an ordering of the k dimensions of GQ n k is fixed, say 1, 2, . . . , k, and the dimensions 1, 2, . . . , k are iteratively worked through to build a path P so that in the iteration for dimension i either u i = x i or the node (x 1 , x 2 , . . . , x i−1 , x i , u i+1 , . . . , u k ) is added to P (that is, the ith component is amended). This algorithm translates into a routing algorithm within GQ ⋆ k,n : a packet is routed from a server-node (u, v) to a servernode (x, y) by using the path induced by the path in GQ n k from u to x (see the proof of Lemma 3.2). 4.2.2. Intra-dimensional routing. As yet, there is no adaptability when using the above algorithm within GQ ⋆ k,n ; for example, if a link proposed for the path P is faulty then we are defeated. Intra-dimensional routing is structurally similar to dimension-order routing but can cope with specific faulty links. Suppose that for the moment we work within GQ n k and that the iteration for dimension i in dimension-order routing with source u = (u 1 , u 2 , . . . , u k ) and destination x = (x 1 , x 2 , . . . , x k ) yields that u i = x i but where the link joining (x 1 , x 2 , . . . , x i−1 , u i , u i+1 , . . . , u k ) and (x 1 , x 2 , . . . , x i−1 , x i , u i+1 , . . . , u k ) is faulty. With intradimensional routing, we try to circumvent this faulty link but do so by staying in dimension i; that is, we amend x i to u i by crossing dimension i twice, through the node (x 1 , x 2 , . . . , x i−1 , z, u i+1 , . . . , u k ), where u i = z = x i , but where the 2 links forming this path are not faulty. The node (x 1 , x 2 , . . . , x i−1 , z, u i+1 , . . . , u k ) is called a local proxy. If such a path is found then the path P (under construction) is extended with this path of length 2. Again, intra-dimensional routing can be extended to GQ ⋆ k,n in the obvious way so that a packet might be re-routed using a local proxy (a switch-node).
4.2.3.
Inter-dimensional routing. Whilst intra-dimensional routing has more adaptability than dimensionorder routing, it still suffers from limitations. Suppose that we are undertaking intra-dimensional routing in GQ ⋆ k,n and that we have partially built the path P and are at the server-node (u, v) having come through the server-node (v, u). Suppose that the link from the server-node (u, v) to the adjacent switch-node u is faulty (note that this means that (u, v) cannot reach any other server-node adjacent to the switch-node u in one hop). Suppose that all links incident with the switch-node v are also faulty except for the link (v, (u, v)) and the preceding link on the path P . Intra-dimensional routing would fail to find a complete path.
Inter-dimensional routing is a routing algorithm that extends intra-dimensional routing so that if intradimensional routing fails, because a local proxy within a specific dimension cannot be used to re-route round a faulty link, an alternative dimension is chosen. For example, suppose that in GQ ⋆ k,n intra-dimensional routing has successfully built a route over dimensions 1 and 2 but has failed to re-route via a local proxy in dimension 3. We might try and build the route instead over dimension 4 and then return and try again with dimension 3. Note that if a non-trivial path extension was made in dimension 4 then this yields an entirely different locality within GQ ⋆ k,n when trying again over dimension 3. There are many ways in which we might choose new dimensions to try within inter-dimensional routing. We implement the most extensive inter-dimensional routing algorithm whereby we try dimensions according to a depth-first search. We can build a tree T with the following properties:
• the root is labelled with the empty label and has k children, each of which is labelled with a unique element of {1, 2, . . . , k} • for any node x of the tree where L ⊆ {1, 2, . . . , k} is the set of labels of the nodes labelling the nodes of the path from x to the root, there is a child of x each of which is labelled with a unique label from {1, 2, . . . , k} \ L. We build our path P by choosing dimensions according to a depth-first search of T , with back-tracking when we run out of dimensions to choose. In general this means continually extending and retracting our path P as we explore re-routing in the presence of faults. We call this adaptive routing algorithm GQSRouting.
4.3.
GQSRouting implementation. Our implementation of GQSRouting first attempts to find a route from a source to a destination by performing a depth first search over the dimensions that need to be amended without intra-dimensional bypasses. If it fails to complete the route this way, it undertakes inter-dimensional routing. If it fails to route directly, it attempts four more times to route (as above) from the source to a randomly chosen server, and from there to the destination. We have chosen to make this extensive search of possible routes in order to test the maximum capability of GQSRouting; however, we expect that in practice the best performance will be obtained by limiting the search in order to avoid certain worst case scenarios. A number of special cases arise when a local bypass (other than the intra-dimensional variety) is needed to circumvent a faulty link. For example, to route from src = (u, v) to dst = (u, w), a number of efficient bypasses can be computed if either of the links (src, u) or (u, dst) is faulty. The details of these cases add little to the present discussion, however, so they are omitted. These technicalities simplified our implementation of GQSRouting so as to relax the expectation of optimality in fault-free networks. For this reason, we will see later that shortest paths are, on average, about 2% shorter than GQSRouting. Lastly, while our algorithm computes the route recursively, it is easy to see that it can be distributed across the network with a small amount of extra header information attached to a path probing packet such as the one described in [10] for implementing Traffic Aware Routing (TAR) in FiConn.
Experimental Set-up
We now describe the configurations of our experiments where we compare the DCNs GQ ⋆ with the DCNs FiConn and DPillar. Our first collection of experiments focuses on unicast-based all-to-all traffic patterns and is intended to evaluate the scalability of the different topologies as regards the most commonly accepted performance metrics (discussed below). All-to-all communications are relevant as they are intrinsic to MapReduce, the preferred paradigm for data-oriented application development; see, for example, [8, 18, 19] . In addition, all-to-all can be considered a worst-case traffic pattern for two reasons: (a) the lack of spatial locality, and (b) the high levels of contention for the use of resources. Note that detailed packet-level simulations would be prohibitive for large-scale systems of the sizes considered here. This stops us from getting some invaluable results (e.g. the relationship between traffic loads and latency) which could be of interest for certain workloads (e.g. real-time processing).
Our second set of experiments focuses on specific networks hosting around 25,000 servers and evaluates them with a wider collection of traffic patterns. Apart from all-to-all, we also consider the three other traffic patterns: many all-to-all : the network is split into disjoint groups of a fixed number of servers with servers within a group performing an all-to-all operation. Our evaluation shows results for groups of 1,000 servers but these are consistent with those for groups of sizes 500 and 5,000. This workload is less demanding than the system-wide all-to-all, but can still generate a great deal of congestion. It aims to emulate a shared system in which there are many applications being run concurrently. We assume a typical topology-agnostic scheduler and randomly assign servers to groups. The butterfly traffic pattern is a logarithmic implementation of collective operations (such as all-to-all or allreduce) in which each server only communicates with other servers at distance 2 k , for each k ∈ {0, . . . , ⌈log(N )⌉ − 1} (see [20] for more details). This workload significantly reduces the overall utilization of the network when compared with the all-to-all-based traffic patterns and aims to evaluate the behaviour of the networks when the traffic pattern is well-structured. Finally, we consider a random traffic pattern in which we generate one million flows (we also studied other numbers of flows, but the results are very similar to those with one million flows). For each flow, source and destination are selected at random following a uniform distribution. These additional collections of experiments provide further insights into the performance achievable with each of the networks and allow a more detailed evaluation. We proceed next to describe the metrics we use in our evaluation.
5.1.
Aggregate bottleneck throughput and bottleneck flow. The aggregate bottleneck throughput (ABT ) is a metric introduced in [9] and is suited to evaluating all-to-all traffic patterns. The reasoning behind ABT is that the performance of an all-to-all operation is limited by its slowest flow, i.e., the flow with the lowest throughput. The ABT is defined as the total number of flows times the throughput of the bottleneck flow -the link sustaining the most flows. In our experiments the bottleneck flow is determined experimentally using actual routing functions (see Section 5.4); this is atypical of ABT calculations as it requires the implementation of the actual routing functions, but it provides more realistic evaluation (e.g., see [8] ). In our paper, the ABT is measured using GQSRouting for GQ ⋆ , TOR for FiConn and SP for DPillar, assuming N (N − 1) flows and a bandwidth of 1 unit per directional link, where N is the number of servers. Since datacentres are most commonly used as a stream processing platform and are therefore bandwidth limited, this is an extremely important performance metric in the context of DCNs. Since ABT is only defined in the context of all-to-all communications, for other traffic patterns we will focus on the number of flows in the bottleneck as an indicator of congestion propensity.
5.2.
Distance-related metrics. Distance-related properties of a DCN are also of importance when ascertaining data centre performance. The number of servers a flow needs to travel through significantly affects the flow's latency. In addition, for each server on the path, the compute and memory overheads are impacted upon: in a server-centric network (with currently available COTS hardware), the whole of the protocol stack, up to the application level, needs to be processed at each server which can make message transmission noticeably slower than in a switch-centric network where lower layers of the protocol stack are employed and use optimized implementations. When presenting distance-related properties, we normally show both the optimal ones obtained by means of BFS, as well as the ones obtained using the best routing algorithm known for each topology. This allows us to assess both the potential of the topologies and the actual performance that can be extracted from them with current implementations. Note that the average path-length provides an upper bound on the ABT as follows: the ABT is equal to N (N − 1)b/F , where F is the number of flows in the bottleneck link and b is the bandwidth of a link. The average number of flows in a link isF = N (N − 1)x/L, where L is the total number of links andx is the average path-length; clearly we have F ≥F and therefore ABT ≤ bL/x. ABT achieves this upper bound in the ideal scenario in which the traffic is perfectly balanced among all of the links of the interconnection network.
Fault tolerance.
In data centres, high reliability is an extremely desirable feature as it impacts upon the business volume that can be attracted and sustained. We investigate how path-distance and connectivity -defined as the proportion of server-pairs that remain connected by a path computable by a given routing algorithm -are affected by network-level failures. We consider failure configurations with up to a 20% network degradation (that is, we randomly select 20% of the links to have a fault, with uniform probability) and we consider only bidirectional failures, i.e., where links will either work in both directions or in neither of them. The rationale for this is that the bidirectional link-failure model is more realistic than the unidirectional one: failures affecting the whole of a link (e.g., NIC failure, unplugged or cut link, switch port failure) are more frequent than the fine-grained failures that would affect a single direction. In addition, once unidirectional faults have been detected they will typically be dealt with by disabling the other direction of the failed link (according to the IEEE 802.3ah EFM-OAM standard).
Our tools.
We primarily use two software tools to perform our evaluations. The first is a simple application undertaking a BFS for each server node; this allows us to compute the length of the shortest path between any two server-nodes and also to examine whether two server-nodes become disconnected in the presence of link failures. It should be noted that the results obtained with this tool are idealistic in that it may not be the case that these shortest-paths are achievable by known routing algorithms and without global fault-knowledge; large-scale networks like DCNs are typically restricted to routing algorithms that use only local knowledge of fault locations.
Our second tool provides static, experimental results using "Traffic Oblivious Routing" TOR for FiConn (see [10] ), "Single Path" SP and "Multi Path" MP (for the study of fault-tolerance) routing for DPillar (see [11] ) and our newly proposed GQSRouting (described earlier) so as to obtain a more realistic measure of performance. The operation of the tool is as follows: for each flow in the workload, it computes the route using the required routing algorithm and updates link utilization accordingly. Then it reports a large number of statistics of interest, including the metrics discussed above. This tool, when used in tandem with the first, enables us to ascertain how these routing algorithms compare against the optimal scenario. Note that we are using TOR for FiConn because in the evaluations in [10] , TOR yielded better performance for all-to-all 6.2. Fault Tolerance. We have seen above that GQ ⋆ can sustain better performance than FiConn in terms of scalability. However, in the context of large-scale data centres, better performance may not necessarily be sufficient if it is not accompanied by a high resistance to failures. The rationale for this is that when scaling out to tens of thousands of (commodity) servers or more, failures are common with the mean-time between failures (MTBF) being as short as hours or even minutes. As an example, consider a data centre with 25, 000 servers, 1, 000 switches and 75, 000 links, each with an optimistic average lifespan of 5 years. Based upon a very rough estimate that the number of elements divided by the average lifespan results in the numbers of failures per day, the system will have an average of about 13 server faults per day, 40 link faults per day and 1 switch fault every 2 days. In other words, failures are ubiquitous and so the DCN should be able to deal with them in order to remain competitively operational. Any network whose performance degrades rapidly with the number of failures is unacceptable, even if it does provide the best performance in a fault-free environment.
Figs. 5, 6 and 7 show how a range of GQ ⋆ , FiConn and DPillar DCNs, comprising from a few thousand to over a hundred thousand servers, are affected by failures in terms of connectivity. We can see that in the case of GQ ⋆ and DPillar the trend is very similar, regardless of the DCN size and the values of their parameters. In the case of FiConn k,n , the trend depends on the value of k, with DCNs with higher values of k suffering from network degradation less than those with lower values. Looking at Fig. 8 , we can see that GQ ⋆ is more resilient to failures than FiConn 3,n up to around a 10% failure ratio. Beyond this ratio, FiConn 3,n supports failures better. GQ ⋆ outperforms FiConn 2,n for all the scenarios experimented with. Given that it is unlikely that an extreme failure scenario would be maintained in a well-managed data centre, we can state that GQ ⋆ presents better fault tolerance than FiConn within realistic scenarios. The case of DPillar is of special interest because the topology itself seems to be capable of tolerating failures much better than GQ ⋆ and FiConn, which is understandable given the richer neighbour set of its servers. However, the fault-tolerant routing algorithm proposed in [11] , MP, is not capable of exploiting this richness and leaves a large proportion of the server-pairs disconnected from one another -over 50% in the most extreme cases considered in this study. This shows the importance of having a proficient faulttolerant routing algorithm available and motivates a more detailed evaluation of GQSRouting (and indeed fault-tolerant routing in DPillar).
6.3. Assessment of GQSRouting . We assess the performance of GQSRouting by comparing it with that of BFS, which finds a shortest path if it exists. Fig. 4 shows a comparison of the average path distances obtained with this routing algorithm and those obtained with BFS in a fault-free network. The small difference (about 2% for each topology) can be attributed to our implementation, as explained in Section 4.3. Fig. 9 shows the same comparison when the network has suffered from a 10% link failure rate. Now we can see that the difference between GQSRouting and BFS in path length is closer to 10%. This is a more than reasonable overhead for a fault-tolerant routing algorithm, especially given its high success rate at connecting pairs of servers in faulty networks. Fig. 10 shows the optimal connectivity for this failure GQSRouting is near-optimal for fault-free networks, and in addition it is able to support the communication of most of the connected pairs of servers when failures are considered, with only a 10% overhead in average distance between pairs of servers, which is a low price to pay for such resilient routing.
6.4. Detailed evaluation of large-scale DCNs. To close the experimental section we focus on 4 concrete instances of the topologies and their routing algorithms: GQ ⋆ 3,10 , GQ ⋆ 4,6 with GQSRouting, FiConn 2,24 with TOR and DPillar 18,4 with SP. They were chosen for the reasons outlined in Section 5.4, and we give their basic properties in Table 2 . In this subsection we refer to each topology and its routing algorithm(s) as a unit. Fig. 11 shows the number of flows in the bottleneck for the different traffic patterns considered in our study. We can see that these results confirm the previous results in that GQ ⋆ can outperform well-known DCNs as the two instances studied here can reduce significantly the number of flows in the bottleneck, thus improving the overall throughout. The only exception is DPillar 18,4 with the Butterfly traffic pattern. The rationale for that is that the butterfly pattern matches perfectly the DPillar topology and, thus, it allows a very good balancing of the network, reducing the flows in the bottleneck. For the rest of the patterns, DPillar 18,4 is clearly the worst performing in terms of this metric. Fig. 12 shows the average path-length for the different patterns and topologies and shows that DPillar, due to the higher number of switches, can generally reach its destination using the shortest paths. Note that even with the clear advantage of having higher availability of shorter paths, DPillar 18,4 still features the worst number of flows in the bottleneck and, therefore, is the most prone to congestion. On the other hand GQ ⋆ 4,6 , which has the longest paths, has the second lowest number of flows in the bottleneck after GQ ⋆ 3,10 . The reason for these surprising results can be found if we look more closely at the number of flows supported by each link in the topology (see, for example, Fig. 13 all-to-all). The histogram shows that both GQ ⋆ s are much better balanced than FiConn 2,24 and DPillar 18,4 : in GQ ⋆ 3,10 all of the links sustain between 60, 000 and 100, 000 flows; similarly, in GQ ⋆ 4,6 the links have between 80, 000 and 120, 000 flows. Nearly 25% of the links in FiConn 2,24 , however, have less than 40, 000 flows, whereas the other 75% of the links have between 80, 000 and 140, 000 flows. This is even worse for DPillar 18, 4 in which half of the links have more than 100, 000 flows while the other half are barely used. The imbalances present in FiConn 2,24 and DPillar 18,4 result in parts of the networks being underutilised and other parts being overly congested.
A more detailed distribution obtained using the random traffic pattern is shown in Fig. 14. There, we can see how both GQ ⋆ s are clearly better balanced than FiConn 2,24 , as the latter has two pinnacles: one of low-load with about 30% of the links and another of high-load with the rest of the links. We can also see that choosing the bottleneck link as the figure of merit is reasonable as it would yield similar results as if we had chosen the peaks in the plot.
The histogram in Fig. 15 shows the proportions of occurrence of various path-lengths. All three networks have similar average path-lengths, however the histogram reveals more. In FiConn 2,24 nearly 80% of the routes take the longest path in the network, which is evidence of low locality. In the case of both GQ ⋆ s, the histogram is shifted to the left (i.e., there are increasingly more flows that do not need to travel the maximum distance as we increase k). Not surprisingly, DPillar 18,4 seems to offer higher locality. This is because the servers are connected to two switches, rather than to a single one (as in FiConn and GQ ⋆ ), and so they have a larger neighbour set. As in Section 6.1, we can infer that GQ ⋆ 3,10 will provide better latency figures than GQ ⋆ 4,6 and FiConn 2,24 as it has shorter paths and fewer flows in the bottleneck link. The shorter paths in DPillar 18,4 do suggest that with low-intensity communication workloads it should have lower latency than GQ ⋆ 3,10 , but since DPillar 18,4 is poorer at balancing load than GQ ⋆ 3,10 , we can infer that it may have higher latency under more high-intensity communication workloads such as the ones typically used in datacentres.
Conclusion
This paper proposes a generic construction for the design of dual-port server-centric DCNs, which is instantiated with the generalized hypercube. This construction provides several nice properties which simplify network design. The most important of them is that it can be applied to any base graph and the knowledge we have about this base graph can be reused (e.g., routing, theoretical distance properties, node-disjoint paths and so on) to build improved DCNs. There are aspects of this construction that go unexplored in this paper, such as node and link transitivity (formal notions of symmetry) in the base graph, which opens up an avenue for future research.
As a case study we instantiated our construction with generalized hypercubes as the base graphs to obtain GQ ⋆ and we studied the properties of GQ ⋆ by comparing it with the well-known DCNs FiConn and DPillar. Our experimental work shows that GQ ⋆ consistently outperforms FiConn in every performance metric considered in this study and also that it offers a level of performance comparable to that of DPillar even when it requires roughly half the number of switches to be built. Focusing on the GQ ⋆ DCNs, we can see that lower dimensionality GQ ⋆ DCNs (lower k) can achieve better performance figures (lower mean path length and higher throughput). Hence, building GQ ⋆ DCNs with high values of parameter k would be discouraged.
We provide detailed results for specific networks to show that GQ ⋆ balances its load more effectively than the other topologies. This balance results in improved throughput characteristics. Further, we show that the distance distribution in a GQ ⋆ is much better than in a FiConn, wherein we find that most of the communications (nearly 80%) are routed over a path with length equal to the diameter. In contrast, GQ ⋆ has a more distributed range of distances, and we postulate that this will be translated into easier, more effective partitioning of the network for space-multiplexing of the computing resources. Investigating partitioning is outside of the scope of this paper but will be considered in the future.
Our implementation of GQSRouting finds paths that are within 2% of the optimal length (0% is realistically possible) and around 10% for degraded networks with 10% faulty links. It is a relatively small overhead for our routing algorithm which achieves very high connectivity-typically 95% connectivity for 10% uniform random link failures.
There are a number of open questions arising from this paper that we will investigate in the future. A noncomprehensive list is as follows: analyse the practicalities (floor planning, wiring, availability of local routing) of constructing the DCNs GQ ⋆ ; perform a broader evaluation using a higher number of DCN architectures and traffic models; refine the routing algorithm to produce minimal paths for fault-free networks and compare its performance with the near-optimal algorithm used in this paper; and apply the generic star-replaced construction technique to other well-understood topologies.
