Abstract. First, we establish an abstract ergodic result on R d . Classical ergodic results on R d require that the process is irreducible, we weaken it to some weak form of irreducibility in this article. The main method used in this article is coupling. Then, we apply our abstract ergodic result to stochastic differential equations driven by a Lévy noise and obtain a new result.
Motivations and Main Results

1.1.
Motivations. We consider a time homogeneous Markov process X = {X t , t ∈ R + } on R d . When this process is starting from x ∈ R d at time t = 0, we also denote this process by X = {X t (x), t ∈ R + }. The process X is supposed to be strong Markov, be adapted to a filtered probability space (Ω, F , (F t ) t 0 , P) and to have cádlág trajectories. The transition function for the process X is denoted by P t (x, dy), t ∈ R + , x ∈ R d .
A family of linear operators {P t } t 0 on B b (R d ) (the space of bounded and Borel measurable functions), defined by here γ > 0, K : R d → R + is a function depending on the Lyapunov structure, ν W denotes a weighted total variation norm for the signed measure ν, µ is the invariant measure for P t , i.e, µ(A) = P * t µ(A) := R n P t (x, A)µ(dx), ∀t > 0, ∀A ∈ B(R d ),
here B(R d ) denotes the collection of all Borel measurable sets on R d .
• H a . The Markov process X t is irreducible aperiodic, i.e there exists a t 0 > 0 such that
• H b . P t is strong Feller.
Other classical abstract ergodic results were given in [4] [13] [14] [15] etc. Assume that {Φ t , : t ∈ R + } is a time-homogeneous Markov process with state space (X, B(X)), and transition functions (P t ), A is the generator of Φ t . Suppose that the Markov process {Φ t , : t ∈ R + } is positive Harris recurrent with invariant measure π, Meyn and Tweedie proved the following theorem: Theorem ([15, Theorem 6.1]). Supose that Φ is a right process, and that all compact sets are petite for some skeleton chain, for some c, d > 0 and some norm-like function V AV(x) −cV(x) + d, then there exist β < 1 and B < ∞ such that
It isn't easy to verify H a in many situations. Compared to the results of [18] , in subsection 1.2 below, we will give an abstract ergodic result in Theorem 1.1. Our Hypotheses H 2 and H 3 in Theorem 1.1 are weaker than Hypotheses H a , H b in some situations. Then in subsection 1.3, we apply our abstract result to stochastic differential equations driven by a Lévy noise and obtain a new result.
+∞ as |u| → ∞. Our Hypotheses in this article are
• H 1 (Lyapunov function condition). There are positive constants t * , R * , C * and a < 1 such that
• H 2 . The following equality holds,
or the following inequality holds,
here C t (·) is a locally bounded function from R + to R + for fixed t and
• H 3 (Weak Form of Irreducibility). For any R, δ > 0, there exist positive constants R 0 := R 0 (R) > 0 and T 0 := T 0 (R, δ) such that for any t T 0 and any x, y ∈ B R := {u ∈ R d , |u| R},
denotes the set of probability measures π on
Hairer and Mattingly [5, 6] gave the concept of weak form of irreducibility first. Our abstract ergodic result in this article is the following theorem, its proof will be given in Section 2. Theorem 1.1. Assume Hypotheses H 1 , H 2 and H 3 hold, then the process X t is exponential ergodic under the total variation, i.e, there exist a unique invariant probability measure µ for P t and some positive constants θ, C such that for any x ∈ R d , Under Hörmander condition or some similar condition, the Malliavin matrix of the solution to SDEs is almost invertible (cf. [16] ). Once the Malliavin matrix is almost invertible, the continuity of X t (x) with respect to x under the total variation follows. For this, one can see [1, Corollary 9.6 .12][3, Theorem 1.1] for more details.
The advantage of Hypothesis H 3 is that, we only need to give some moment estimates such as 
then the Hypotheses in Theorem 1.1 hold, but the Hypothesis H a doesn't hold.
Proof. It is easy to see that 
s ds.
(1.4)
For any R, δ > 0 and (x, y), (x ′ , y ′ ) ∈ B R := {u ∈ R 2 , |u| R}, it is easy to see that there exists a T 0 := T 0 (R, δ) such that for any t T 0 ,
For any R 0 , δ, ε > 0 and t > T 0 , let h,h ∈ C([0, t], R) be two functions such that
and denote
Then there exists a positive constant ε = ε(t, δ, k), such that for any
( 
where in the last inequality we have used [17, Theorem 3.2] . This completes the verification of H 3 .
(IV) By (1.3), we obtain P(X t e −kt x) = 1.
Therefore, H a doesn't hold. Now, in the end of this subsection, we introduce the ideas in the proof of Theorem 1.1 in Section 2.
The main tool to prove Theorem 1.1 is the coupling method. One can see [22] for an introduction of the coupling method. In the proof of Theorem 1.1, we also borrow some ideas from [23] . For any x, y ∈ R d , Hypothesis H 1 is used to ensure that the processes
′ * } very quickly, see lemmas 2.2, 2.4 below for more details. Denoteτ the time of the two processes (X t (x), X t (y)) enter this ball B R ′ * . Hypothesis H 3 is used to ensure that
and Xτ +T (x), Xτ +T (y) stay at some ball
holds for some big but finite T . Denote u x = Xτ +T (x), u y = Xτ +T (y).
By Hypothesis H 2 , one finds a t 0 > 0 such that (see Lemma 2.3 below for more details),
the minimum is taken over all couplings (Z 1 , Z 2 ) of (P t 0 (u x , ·), P t 0 (u y , ·)). Then, there is a coupling (Z 1 , Z 2 ) of (X t 0 (u x ), (X t 0 (u y )) such that
which means with a positive probability, the coupling time isτ + T + t 0 . By the arguments of the above and strong Markov property, the coupling of X t (x), X t (y) will be successful with fast speed. This completes the proof of Theorem 1.1. 
where b : 
Let A * be the transpose of A, and
Let B 0 = I d×d be the identity matrix and define for n ∈ N,
Here and below (∇b) i j := ∂ j b i (x).
Let P t (x, ·) be the transition probability associated with equation (1.7), that is for any A ∈ B(R d ), P t (x, A) = P(X t ∈ A).
Apply Theorem 1.1 to Eq.(1.7), the following theorem holds.
(1) for some k > 0,
here ·, · denotes the usual inner product on R d , (2) for any x ∈ R d , there exists some n = n(x) such that
then there exist a unique invariant probability measure µ for P t and a positive constant θ such that for any x ∈ R d ,
The proof of Theorem 1.2 will be given in Section 3. 
The proof of Theorem 1.1
This section is organized as follows. In subsection 2.1, we will give a construction of the coupling Markov chain and list some lemmas. In these lemmas listed in this section, we have already assumed that Hypotheses H 1 , H 2 and H 3 hold. In subsection 2.2, we will give a proof of Theorem 1.1. For any
2.1. Construction of the coupling Markov chain and some lemmas. Denote by D(X) the law of random variable X. Let (Λ 1 , Λ 2 ) be two probability measures on a metric space (E, E), here E denotes the Borelian subsets of E. Let (Z 1 , Z 2 ) be two random variables (Ω, F ) → (E, E), we say (Z 1 , Z 2 ) is a coupling of (Λ 1 ,
. Let Λ be a sign measure on (E, E), the total variation is given by
(2.1)
In this subsection, we first recall a fundamental result in the coupling methods, and then we list some lemmas which will be used in the proof of Theorem 1.1. Lemma 2.1. ( [11] etc.) Let (Λ 1 , Λ 2 ) be two probability measures on a metric space (E, E). Then
The minimum is taken over all couplings (Z 1 , Z 2 ) of (Λ 1 , Λ 2 ). There exists a coupling which reaches the minimum value. It is called a maximal coupling.
Lemma 2.2. (i). For any x ∈ R
d and k ∈ N, we have
(ii). There exist positive constants R ′ * , C ′ * and a ′ ∈ (0, 1) such that for any k ∈ N,
Proof. By Hypothesis H 1 , we obtain
Noticing that a ∈ (0, 1) and
we get the desired the result (ii).
Recall that R ′ * > 0 is a constant given by Lemma 2.2.
Lemma 2.3. There exists T 0 = T 0 (R ′ * ) > 1 such that for any x, y ∈ B R ′ * and any t > T 0 ,
and furthermore
Proof. The proof of (2.3). By Hypothesis H 3 , for any δ > 0, there exist
We emphasis that R 0 is independent of δ, and the constant δ will be given in the next paragraph. By H 2 , there exists a constant δ > 0, such that
holds for any u, v ∈ B R 0 with |u − v| < δ.
For any π ∈ Γ(P * t−1 δ x , P * t−1 δ y ) and f with 0 f 1, we have
Combing the above inequality, (2.6) and (2.5), we obtain (2.3). The proof of (2.4). By Hypothesis H 2 , (2.3) and the compactness of the set
b, t * > 0 appears in Hypothesis H 1 and T 0 > 0 is given by lemma 2.3, then T > T 0 + 1. Let P x,y (·) be the law of the maximal coupling of P T (x, ·) and P T (y, ·). Proposition 2.1. There exist a probability space (Ω,F ,P) and an
and the marginal chain {S y (k)} k 0 has the same distribution as {X kT (y)} k 0 .
The sequence (S (k)) k 0 constructed above is a Markov chain on the probability space (Ω,F ,P). (Ω,F ,P) is not necessarily the same as (Ω, F , P). Without loss of generality, we assume that (Ω,F ,P) = (Ω, F , P).
Otherwise, we can consider the product space (Ω × Ω,F × F ,P × P).
For any k ∈ N, define stopping times
In this article, we use the letter C to denote an unimportant constant whose value may change in different places.
Lemma 2.4. For some positive constant θ, we have
Proof. By [21, Proposition 3.1], Lemma 2.3 and the fact T = k 0 t * , there exists θ > 0 such that
Let u x = S x (τ k−1 ), u y = S y (τ k−1 ). By strong Markov property and the above inequality, we
which gives the desired result.
Lemma 2.5. For any k ∈ N, we have
here p appears in Lemma 2.3.
Proof. By Lemmas 2.1, 2.3, we have
Lemma 2.6. There exists a constant ε > 0, such that for any x y,
Proof. Denote τ −1 ≡ −1, τ 0 ≡ 0. For any ε > 0 and p
Setting ε θ and p ′ big enough, one arrives at that
here in the first inequality, we have used Lemma 2.4.
2.2.
The proof of Theorem 1.1.
Proof. By Lemma 2.6, for some θ > 0 and any f ∈ B b (R d ) with f ∞ 1, we obtain
Since the marginal chain {S x (k)} k 0 has the same distribution as {X kT (x)} k 0 and the marginal chain {S y (k)} k 0 has the same distribution as {X kT (y)} k 0 , then for any f ∞ 1, we have E f (X kT (x)) − f (X kT (y)) Ce −θk (1 + F(x) + F(y)). ],f = P t−k t T f . By (2.7), we get P t f (x) − P t f (y) = E P t−k t T f (X k t T (x)) − P t−k t T f (X k t T (y)) = E f (X k t T (x)) −f (X k t T (y)) Ce −θk t (1 + F(x) + F(y)) Ce −θk t (1 + F(x) + F(y)) Ce −θ t T (1 + F(x) + F(y)).
Hence, we have proven that the following equality holds for some θ > 0 and any t > 0, f ∈ B b (R d ) with f ∞ 1, P t f (x) − P t f (y) C 1 + F(x) + F(y) e −θt . For the convenience of reading, we still give its details here.
Denote by f, P t (x, ·) = P t f (x). For any s > t and f ∈ C b (R d ) with f ∞ 1, it is not difficult to see that | f, P t (x, ·) − P s (y, ·) | = 
