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CANCELLATIONS OF RESONANCES AND LONG TIME DYNAMICS OF
CUBIC SCHRO¨DINGER EQUATION ON T
KEXIN JIN AND XIAO MA
Abstract. We prove a vanishing property of the normal form transformation of the 1D cubic
nonlinear Schro¨dinger (NLS) equation with periodic boundary conditions on [0, L]. We apply
this property to quintic resonance interactions and obtain a description of dynamics for time
up to T = L
2
ǫ4
, if L is sufficiently large and size of initial data ǫ is small enough. Since T is
the characteristic time of wave turbulence, this result implies the absence of wave turbulence
behavior of 1D cubic NLS. Our approach can be adapted to other integrable systems without
too many difficulties. In the proof, we develop a correspondence between Feynman diagrams
and terms in normal forms, which allows us to calculate the coefficients inductively.
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1. Introduction
We consider the nonlinear Schro¨dinger (NLS) equation with cubic nonlinearity on [0, L]
with periodic boundary conditions, that is{ −i∂tv + 12π∂xxv = σ|v|2v, x ∈ TL = [0, L],
v(t = 0) = ǫv0,
(1.1)
where σ = ±1 denoting the focusing case or the defocusing case. This equation was discovered
by physicists as a fundamental equation in nonlinear optics and Bose-Einstein condensation.
One of the very first mathematical results for this equation was done by Zakharov-Shabat
[34] by inverse scattering method on R. Inverse scattering on R is a powerful method that
reduces this equation to linear equations. It gives explicit formulas for all soliton solutions
and completely characterizes the asymptotic behavior of the spatial localized solution on R,
that is the soliton resolution conjecture. Although later development in nonlinear PDEs
provided many other methods that could partially recover the soliton resolution conjecture
for nonintegrable system, no method could recover the full conjecture. So it turns out inverse
scattering method is the most suitable tool in the study of integrable system on R.
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But inverse scattering method is not so powerful in the case of periodic boundary condition.
The counterpart of inverse scattering method on T involves very difficult spectrum theory, like
the Bloch spectrum and very restrictive assumption on the initial data, like finite gap property.
For more details of inverse scattering method on T, see [25]. Here pure PDE method seems
to be more powerful. For example in [2], Bourgain used number theory method and restricted
norm method to derive the Strichartz estimates and local well-posedness in L2(T) (Local
well-posedness in Hs(T) with s > 1
2
is obvious and global well-posedness follows from energy
conservation laws in the defocusing case). For more refined local well-posedness results see
for example [10], [13] and [21].
After well-posedness is established, the next step is to describe the long time dynamics
of these solutions. For example Bourgain proposed many promising approaches. In [3], he
constructed an invariant measure for 1D NLS, which is the preliminary of any ergodic theory
for this equation. In [4], he applied symplectic nonsqueezing to exclude asymptotic stability
of NLS on T. He also initiated the construction of quasi-periodic in time solutions. See for
example [28] for a recent result of quasi-periodic solutions.
In this paper, we shall also describe the long dynamics on TL, torus of length L. The large
box long time dynamics of dispersive PDEs has been studied by many authors, see for example
[7], [8], [14], [36], and [37]. In what follows, it’s more convenient to consider the new variable
u, v = ǫu. And we shall always take σ = 1, which makes no difference from taking σ = −1.
Thus u satisfies { −i∂tu+ 12π∆u = ǫ2|u|2u, x ∈ TL,
u(t = 0) = u0.
(1.2)
For u, we have the following result.
Theorem 1. Fix ℓ > 1, 0 < γ ≪ 1, and M > 0. Let f0 ∈ Xℓ,2 and B = ‖f0‖Xℓ,2(R). Let u be
a solution of NLS (1.2) with initial data u0(x) =
1
L
∑
ZL
f0(K)e(Kx) and Fourier coefficients
uK(t). Then for L sufficiently large and ǫ
2Lγ sufficiently small, depending on M , B, there
exists a constant Cγ, such that for any t ∈ [0,MTR], TR = L2ǫ4 ,∥∥∥∥uK(t)− f0(K)e((K2 + ǫ2πL ‖u‖2L2(T) + ǫ2πL2 |f0(K)|4)t− ǫ22πL2
ˆ t
0
QK(f)(s)ds
)∥∥∥∥
Xℓ(ZL)
. Cγ(ǫ
2Lγ +
1
L1−γ
).
(1.3)
where QK(f) is a complicated but explicit function of f(K) defined in Proposition 2, f(K) is
defined by
f(K) = e(
1
2π
|f0(K)|4t)f0(K),
‖f‖Xℓ,N (R) =
∑
0≤|α|≤N ‖〈x〉ℓ∇αf(x)‖L∞(R) and ‖u‖Xℓ(TL) = supK∈ZL ‖〈K〉ℓuK‖ where uK is
the Fourier coefficients of u.
Remark 1. This system has infinitely many conserved quantities. In particular, ‖u‖L2(T) is
conserved. More precisely, we have ‖u‖L2(T) = ‖u0‖L2(T) = 1L2
∑
ZL
|f0(K)|2 <∞.
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Remark 2. If we fix a function u0 with supp u0 ⊆ [−1, 1], we can of course also think it as
a periodic function on TL = [−L2 , L2 ] (after translation we may also think it as function on
[0, L]). If our initial data is of this form, f0(K) can be taken as the Fourier transform of
u0 on R. More generally, for all spatially localized initial data, we can find f0(K) as in the
assumption of Theorem 1. The existence of f0(K) is a type of spatial localization assumption.
Remark 3. Recall that for a periodic function on [0, L], its Fourier coefficients constitute a
discrete function defined on ZL. As L → +∞, these Fourier coefficients are defined on a
denser and denser set. So one may expect that there is asymptotically a continuous profile of
this discrete function. Our result formulates this continuous profile.
The following parts of the introduction is devoted to explain three important aspects of
our paper: the time in which the phenomenon described by our result happens, what is this
phenomenon, and the tools of proving this phenomenon.
1.1. The times scales of weakly nonlinear large box limit. The first important aspect
in our paper is the time scale TR. Now let us explain the power of L and ǫ in TR =
L2
ǫ4
.
We have two trivial time scales:
The weak nonlinearity time scale: By Duhamel’s principle, we have
u(x, t) = e
it
2π
∂2u0 + ε
2
ˆ t
0
e
i(t−s)
2π
∂2 |u|2uds.
If t ∈ [0, 1
ε2
], the local well-posedness can be established by doing contraction mapping argu-
ment which also gives us u ∼ e it2π ∂2u0. So when t ∈ [0, 1ε2 ], the dynamics of the solution on
torus is similar to that of a linear equation.
The large box time scale: We may think that in physical space the solution is supported in
a ball of radius 1. Thus the dispersion relation |ξ|2 tells us the speed of the wave is less than 1.
Hence it takes time O(L) for the solution to see the boundary effect. Therefore, when t ≤ L,
the dynamics of u is similar to that of the NLS equation on R.
In summary, when t ≤ 1
ǫ2
or t ≤ L, the solution can be either approximated by linear
Schro¨dinger equation on TL or Nonlinear Schrodinger equation on R, so the dynamics are
trivial. To go beyond these trivial time scales, for instance Faou-Germain-Hani in [14] and
Buckmaster-Germain-Hani-Shatah in [7] derived the continuous resonance (CR) equation,
which describes the dynamics of NLS on rational torus in dimension higher than 1 up to the
resonant time-scale L2/ǫ2. One could interpret the L2 here as the period of the linear solution.
In [7], they adapted the Hardy-Littlewood circle method to PDE setting and obtained a
equidistribution result for the algebraic variety of resonance interactions. See for instance
[8] for more analysis of the CR equation. In [9], the authors upgrade the time scale to L
2.65
ǫ2
in higher dimensional case, given initial data with random phase on generic irrational torus.
They derived the wave kinetic equation to describe the evolution of the moduli of the Fourier
coefficients of the solution up to this time scale.
In this paper, we examine the one dimensional cubic equation up to the time-scale L2/ǫ4.
Although typically the long time behavior problem is more difficult in lower dimensional
space, we improve the time scale in ǫ than that of previous results. The main idea to get this
improvement is to take advantage of the integrability structure of 1D cubic NLS. Remarkably,
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our time scale TR = L
2/ǫ4 is the characteristic time scale of the wave turbulence. In this
time scale, we obtain a quasi-periodic behavior of the Fourier coefficients of the solution. We
call this behavior modified scattering because of its similarity with the results of modified
scattering on Euclidean space. In following two subsections, we shall discuss the this behavior
and a structure of the equation leading to this behavior which is related to integrability.
1.2. Modified scattering. Many researchers have discovered that the solutions of low di-
mensional dispersive PDEs with small initial data exhibit the modified scattering behavior,
i.e. Fourier transform of the solution converges to the linear solution with a phase correc-
tion, contrary to the usual scattering results in which the limit is the linear solution without
correction, see for example Kato-Pausader [22], Ionescu-Pausader [19], [20]. In our paper we
use a change of phase argument to obtain a very similar result up to time TR =
L2
ǫ4
, the
characteristic time of wave turbulence. One implication of our result is the solution exhibits
modified scattering behavior instead of wave turbulence, when time of evolution is less than
TR, the wave turbulence time. This coincides with the intuition of physicists that integrable
systems should not have wave turbulence behavior.
Recall that in the work of Kato and Pusateri [22], they derived the modified scattering
result of 1D cubic NLS on R. More precisely, they proved a scattering result in L∞ norm after
doing a change phase correction which essentially due to the t−1 decay in the time integration
of Duhamel formula. The last term ǫ
2
2πL2
´ t
0
QK(f)(s)ds in our theorem also gives a L
+ phase
factor after integration. So from this point of view two results are similar, although the proof
are quite different. This is another reason why we call the behavior of the solution here the
modified scattering.
1.3. A vanishing property of normal form transformation. The basic tool of proving
modified scattering here is the normal form transformation. This technique was first intro-
duced by Shatah in [29] in its original form of Poincare´ normal form. A crucial improvement
was first made by Germain-Shatah-Masmoudi [16] with a new set of ideas called space-time
resonance method. In [16], the vector field method and normal form transformation are ele-
gantly unified in a single technique, in which differentiation by vector fields are replaced by
integration by parts in space variables and normal form transformation are replaced by inte-
gration by parts in time variable. There are also other form of normal form transformation,
for example the differentiation by parts approach in [1]. But there are no essential difference
between different approaches.
It has been well known that normal form transformation can be applied to exploit the
hidden smoothing effect in the nonlinearity to prove low regularity well-posedness results.
This approach was initiated by Bourgain [2], then reintepreted as standard normal form
transformation in [5], which also pointed out the connection with I−method introduced in
[11]. For later development, see for example, [1], [15], [26] and section 4.1 of [30].
Our main idea here is to approximate our system by a simpler ODE system (4.50). Here the
right hand side of (4.50) is extracted from the main term given by the normal form transforma-
tion. We use the differentiation by parts approach in [1] to perform this transformation. When
working with this transformation to extract the main term, the fact that it is an integrable
system plays a significant role. It has been studied that most of the normal form coefficients
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vanish for integrable systems. For the purpose of proving theorem 1, we only apply this van-
ishing property for quintic forms. But more generally, we prove this vanishing property holds
for arbitrary order normal form transformation. Because of the vanishing properties of higher
order term, it might be possible to control the dynamics up to a much longer time L
3
ǫ4
, but
further ideas are needed. For more explanation, see section 4.1. Roughly speaking, we proved
the following theorem. For a complete version of this theorem, see Theorem 2.
Theorem 2’. For nonlinear Schrodinger equation (1.2), the coefficients Hd+1K1...K2d+3 of its
normal form vanish for (K1, ..., K2d+3) outside some lower dimensional submanifolds of the
resonance surface R for any d ≤ P . Here the resonance surface is defined by
R = {(K1, ..., K2d+3) : K1 −K2 + · · ·+K2d+3 = K, K21 −K22 + · · ·+K22d+3 = K2} (1.4)
To proof this Theorem, we need a very precise description of the normal form coefficients.
This is done by the correspondence between Feynman diagrams and terms in normal form
transformation established in Lemma 1. The vanishing property is established by an inductive
argument on the levels of Feynman diagrams. Feynman diagram is also a convenient tool
in estimating the error in the normal form transformation (See Lemma 2), although this
application not as essential as the vanishing property.
The vanishing property has been known by physicist as the cancellation of collision coeffi-
cients. Collision coefficients are not a rigorous mathematical definition but it is clearly related
to normal form coefficients. For example, in the work of Zakharov and Schulman [34], [35]
(Theorem 2.2.1), using perturbation expansion and S-matrix, they proved that the collision
coefficients vanish for any systems on R if it possesses an additional conservation law other
than energy and momentum. Their method does not apply to bounded domain like T, because
physically there are no scattering on this domain so it makes no sense to talk about S-matrix
(scattering matrix). From mathematical point of view, this failure is because one heuristic
identity
lim
ǫ→0
eiEt
E − iǫ = πδ(E),
is not true in any rigorous or non-rigorous sense on T. For the vanishing property of quintic
term, [32] provides a calculation for all common integrable system, but it will be difficult to
generalize the proof to higher order terms.
Feynman diagram is a very common tool in the investigation of normal form transformation,
see for instance [9], [23], [15] and [26]. But for our purpose, we shall develop a new formula
(3.4) of normal form coefficients in terms of Feynman diagram. Here to prove the vanishing
property, we shall exploit the graph structure of the Feynman diagram carefully.
1.4. Organization and Notations. This paper is roughly organized in the following way.
In section 2, we perform a change of phase argument, normal form transformation, and obtain
recurrence formulas of the coefficients. In section 3, we introduce Feynman diagrams, use them
to formulate explicit formulas of norm form coefficients, and prove the vanishing property. In
section 4, we establish our main long time dynamics result.
We will use following notations frequently.
• TL := [0, L] be the torus of length L.
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• ZL = ZL = { kL : k ∈ Z}.
• e(z) = e2πiz for z ∈ C.
• Given two quantities A and B, we denote 〈A〉 =
√
1 + A2 and A . B if ∃ C, a universal
constant, such that A ≤ CB.
• L+ is the short hand of the quantity A that satisfies ∀ γ ≪ 1, ∃ Cγ independent of L,
s.t. |A| ≤ CγLγ .
Fourier transform:
• The Fourier transform of a function f on R is
if ξ ∈ R, Ff(ξ) = f̂(ξ) =
ˆ
Rd
e(−x · ξ)f(x) dx,
where e(z) = e2πiz for z ∈ C.
• The inverse Fourier transform of of a function f on R
F−1g(x) = gˇ(x) =
ˆ
Rd
e(x · ξ)g(ξ) dξ.
• The Fourier coefficients of a function f defined on torus TL is
fK =
ˆ
TL
f(x)e(−K · x) dx, K ∈ ZL = Z
L
.
The inversion formula is
f(x) =
1
L
∑
K∈ZL
fKe(K · x).
The Plancherel identity is
||f ||2L2(TL) =
1
L
∑
K∈ZL
|fK |2.
We note that there are more than one definition of the Fourier coefficients. For
example, fK =
1
L
´
TL
f(x)e(−K · x) dx, K ∈ ZL = ZL . Our choice of the definition is
to ensure the presence of L−1 in front of the inversion formula. This factor is necessary
for the sum on the right hand side converging to a integral.
The functional spaces:
• For function f defined on R,
‖f‖Xℓ(R) = ‖〈x〉ℓf(x)‖L∞(R), ‖f‖Xℓ,N (R) =
∑
0≤|α|≤N
‖∇αf‖Xℓ(R).
• For function aK defined on ZL, ‖aK‖Xℓ = supK∈ZL ‖〈K〉ℓaK‖. And for function u
defined on TL with Fourier coefficients uK , ‖u‖Xℓ(TL) = ‖uK‖Xℓ .
Normal form transformation:
• We will encounter following linear form and quadratic form,
S2d+1,K(K1, . . . , K2d+1) = K1 −K2 + · · · −K2d +K2d+1 −K,
Ω2d+1,K(K1, . . . , K2d+1) = K
2
1 −K22 + · · · −K22d +K22d+1 −K2.
We write S2d+1,K and Ω2d+1,K if there is no confusion about the indices.
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• We shall modify the phase of uK for several times, and each time we have a corre-
sponding equation, for aK see (2.2), for bK see (2.5), for dK see (2.6). cK the variable
derived from dK after applying P times normal form, see (2.38).
• For the cubic quadratic form with time dependent correction,
Ω˜2d+1,K = Ω2d+1,K − ǫ
2
2πL2
D2d+1,K(t),
where
D2d+1,K(t) = |dK1|2 − |dK2|2 + · · ·+ |dK2d+1|2 − |dK |2.
• We use HdK1K2...K2d+1, see (3.4), and GdK1K2...K2d+1, see (3.5), to denote the coefficients
of terms after d times normal form transformation.
• We use SdK(u), HdK(u), GdK(u), H˜P+1K (u), G˜P+1K (u), F dK(u), and EdK(u) to denote poly-
nomials in u after normal form transformation, see (2.27), (2.31), (2.32), (2.33), (2.34),
(2.35), and (2.36).
Feynman diagrams:
• T is a tree in a forest of Feynman diagrams.
• Gd is the forest of Feynman diagrams after d times normal form transformation.
• A1, A2, A3 are defined in (2.19) and B1, B2, B3, B4 are defined in (2.17).
• ∗, Ak(T ), Bk(T ), Ω2k+3,K(T ), lTk and ST∗ are defined in Lemma 1.
Acknowledgments The authors are very grateful to Jalal Shatah and their advisor Alexan-
dru Ionescu for suggesting this question and the most helpful discussions. The authors would
like to thank Pierre Germain for his illuminating questions. The authors are also grateful to
Fan Zheng for his constant help.
2. Normal Form Transformation
In this section, we shall obtain recurrence formulas of coefficients of the normal form trans-
formation. Meanwhile, we extract the main term and the error terms from the nonlinearity.
We remove the cubic resonance interaction by change of phase, but there will be a term left
which forces us to further change phase with dependence on K. Later, we do normal form
transformation in the same way as in [7]. The main difficulty here is to deal with the ex-
tra term coming from the K dependent phase correction. To deal with this, we will define
coefficients GdK1···K2d+1 in addition to coefficients H
d
K1···K2d+1
introduced in [7].
2.1. Extraction of the Modified Phase. In this subsection, we first introduce the profile
by removing the linear part. Then we separate the cubic nonlinearity into resonance and non-
resonance interaction. While we keep the non-resonance interaction which will be removed
later by normal form, the resonance interaction will be removed by changing phase. In Fourier
space, we have u(t, x) = 1
L
∑
K∈ZL
uK(t)e(Kx), where K ∈ ZL = ZL , uK satisfies
− i∂tuK + 2πK2uK = ǫ
2
L2
∑
S3,K=0
uK1uK2uK3, (2.1)
where Ki ∈ ZL, for i = 1, 2, 3.
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Consider the profile aK = e(−K2t)uK , aK satisfies
− i∂taK = ǫ
2
L2
∑
S3,K=0
aK1aK2aK3e(Ω3,Kt). (2.2)
If we take ǫ = 0, the profile is a constant function in time. The profile is simply obtain by
removing the effect of linear evolution, so it should grow much slower than uK . But due to
the presence of nonlinearity, variation of the profile still happens. The resonance interaction
is the most important part of the nonlinearity which derives this variation. In the cubic term,
we separate the dynamics of aK into resonance and non-resonance parts,
− i∂taK = ǫ
2
L2
∑
S3,K=0
Ω3,K=0
aK1aK2aK3 +
ǫ2
L2
∑
S3,K=0
Ω3,K 6=0
aK1aK2aK3e(Ω3,Kt). (2.3)
Since for any fixed K, { S3,K(K1, K2, K3) = 0
Ω3,K(K1, K2, K3) = 0
(2.4)
only has degenerated solutions {K1, K3} = {K,K2}. The equation of aK can be written as:
−i∂taK = ǫ
2
L2
∑
S3,K=0
Ω3,K=0
aK1aK2aK3 +
ǫ2
L2
∑
S3,K=0
Ω3,K 6=0
aK1aK2aK3e(Ω3,Kt)
=
ǫ2
L2
(
2
∑
K1∈ZL
|aK1|2 − |aK |2
)
aK +
ǫ2
L2
∑
S3,K=0
Ω3,K 6=0
aK1aK2aK3e(Ω3,Kt),
Then multiplying the profile by a phase factor, one can remove the cubic resonance inter-
action. Notice that
∑
K1∈ZL
|aK1|2 = L ‖u‖2L2 is conserved and let
bK = e(− ǫ
2
πL2
∑
K1∈ZL
|aK1|2t)aK ,
we have
−i∂tbK =e
(
− ǫ
2
πL2
∑
K1∈ZL
|aK1 |2t
)(
−i∂taK − 2ǫ
2
L2
∑
K1∈ZL
|aK1|2aK
)
=− ǫ
2
L2
|bK |2bK + ǫ
2
L2
∑
S3,K=0
Ω3,K 6=0
bK1bK2bK3e(Ω3,Kt).
(2.5)
Let
dK := bKe(
ǫ2
2πL2
ˆ t
0
|bK(s)|2ds) = aKe(− ǫ
2
πL
‖u‖2L2 t+
ǫ2
2πL2
ˆ t
0
|aK(s)|2ds),
note that |dK | = |bK | = |aK | = |uK |.
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Define
Ω˜3,K = Ω3,K − ǫ
2
2πL2
(|dK1|2 − |dK2|2 + |dK3|2 − |dK |2)
and
D3,K(t) = |dK1|2 − |dK2|2 + |dK3|2 − |dK |2.
Then dK satisfies
−i∂tdK = ǫ
2
L2
∑
S3,K=0
Ω3,K 6=0
dK1dK2dK3e(
ˆ t
0
Ω˜3,K(s)ds). (2.6)
So far, we have removed the cubic resonance interaction.
2.2. Normal Form Transformation of the Cubic Term. The normal form transforma-
tion means the process of separating the resonance and non-resonance interaction of the non-
linearity and using differentiation by parts argument on the nonresonance interaction. The
nonresonance interaction are small due to cancellation of the phase factor. In the same spirit
as oscillatory integral, an appropriate way of exploiting this cancellation is by integration by
parts or differentiation by parts.
As in the oscillatory integral setting, if we have
´
R
e(λφ(x))f(x)dx, as λ goes to infinity, the
oscillation in x of the exponential factor e(λφ(x)) is getting stronger and stronger. So the value
of this integral should be smaller and smaller. A common idea of exploiting the oscillation is
to do the integration by parts argument in x, i.e. e(λφ(x)) = ∂te(λφ(x))
2πiλφ′(x)
. Each time of applying
this argument we gain one 1
λ
, provided no stationary points x0 s.t. φ
′(x0) = 0.
Now our situation is very similar.We have a term like dK1dK2dK3e(Ω3,Kt) which is oscillating
rapidly when t is large. We apply the identity
∂te(Ω3,K t)
Ω3,K
and get
dK1dK2dK3e(Ω3,Kt) = ∂t
(
dK1dK2dK3e(Ω3,Kt)
Ω3,K
)
− e(Ω3,Kt)
Ω3,K
∂t(dK1dK2dK3).
The first term can be absorbed by −i∂tdK on the left hand side and the second term will give
us ǫ2 if we substitute the equation of ∂tdK . But notice that because we changed phase, we
have e(
´ t
0
Ω˜3,K(s)ds) instead of e(Ω3,Kt). We do differentiation by parts on e(Ω3,Kt) since we
have the restriction that e(Ω3,Kt) 6= 0 and leave a factor e(− ǫ22πL2
´ t
0
D3,K(s)ds). When the
time derivative hit this factor, we gain ǫ2/L2.
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−i∂tdK = ǫ
2
L2
∑
S3,K=0
Ω3,K 6=0
dK1dK2dK3e(
ˆ t
0
Ω˜3,K(s)ds) (2.7)
=
ǫ2
L2
∑
S3,K=0
Ω3,K 6=0
dK1dK2dK3
∂te(Ω3,Kt)
2πiΩ3,K
e(− ǫ
2
2πL2
ˆ t
0
D3,K(s)ds) (2.8)
=
ǫ2
L2
∑
S3,K=0
Ω3,K 6=0
∂t
(
dK1dK2dK3
1
2πiΩ3,K
e(
ˆ t
0
Ω˜3,K(s)ds)
)
(2.9)
− ǫ
2
L2
∑
S3,K=0
Ω3,K 6=0
1
2πiΩ3,K
∂t
(
dK1dK2dK3e(−
ǫ2
2πL2
ˆ t
0
D3,K(s)ds)
)
e(Ω3,Kt) (2.10)
Absorb the second term on the right hand side which is of the form ∂t(...) by the left hand
side,
− i∂t
(
dK − ǫ
2
L2
∑
S3,K=0
Ω3,K 6=0
dK1dK2dK3
1
Ω3,K
e(
ˆ t
0
Ω˜3,K(s)ds)
)
= − ǫ
2
L2
∑
S3,K=0
Ω3,K 6=0
1
2πiΩ3,K
∂t
(
dK1dK2dK3e(−
ǫ2
2πL2
ˆ t
0
D3,K(s)ds)
)
e(Ω3,Kt)
= − ǫ
2
L2
∑
S3,K=0
Ω3,K 6=0
1
2πiΩ3,K
∂t
(
dK1dK2dK3
)
e(
ˆ t
0
Ω˜3,K(s)ds)
+
ǫ4
L4
∑
S3,K=0
Ω3,K 6=0
1
2πΩ3,K
dK1dK2dK3D3,K(t)e(
ˆ t
0
Ω˜3,K(s)ds)
(2.11)
Let
c1K = dK −
ǫ2
L2
∑
S3,K=0
Ω3,K 6=0
dK1dK2dK3
1
2πΩ3,K
e(
ˆ t
0
Ω˜3,K(s)ds), (2.12)
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then
−i∂tc1K = −
ǫ2
L2
∑
S3,K=0
Ω3,K 6=0
1
2πiΩ3,K
∂t
(
dK1dK2dK3
)
e(
ˆ t
0
Ω˜3,K(s)ds)
+
ǫ4
L4
∑
S3,K=0
Ω3,K 6=0
1
2πΩ3,K
dK1dK2dK3D3,K(t)e(
ˆ t
0
Ω˜3,K(s)ds)
(2.13)
When the time derivative hits one of the dKj , for example when it hits dK3, we have
− ǫ
2
L2
∑
S3,K=0
Ω3,K 6=0
1
2πiΩ3,K
dK1dK2∂tdK3e(
ˆ t
0
Ω˜3,K(s)ds)
=− ǫ
2
L2
∑
K1−K2+K3=K
K21−K
2
2+K
2
3 6=K
2
e(
´ t
0
Ω˜3,K3(s)ds)
2πiΩ3,K(K1, K2, K3)
ǫ2
L2
dK1dK2
( ∑
K3=K ′3−K4+K5
dK ′3dK4dK5
)
e(
ˆ t
0
Ω˜3,K(s)ds)
(2.14)
Relabel the indices, we have
− ǫ
2
L2
∑
K1−K2+K3=K
K1 6=K2,K1 6=K
1
2πiΩ3,K(K1, K2, K3)
ǫ2
L2
dK1dK2×
×
( ∑
K3=K ′3−K4+K5
dK ′3dK4dK5e(
ˆ t
0
(Ω˜3,K3(s) + Ω˜3,K(s))ds)
)
=− ǫ
4
L4
∑
K1−K2+K3−K4+K5=K
K1 6=K2,K1 6=K
dK1dK2dK3dK4dK5
2πiΩ3,K(K1, K2, K3 −K4 +K5)×
× e(
ˆ t
0
Ω˜5,K(K1, K2, K3, K4, K5)(s)ds)
(2.15)
Do this to each term in the expansion of (2.13) and relabel the indices. We have
− i∂tc1K =
iǫ4
2πL4
∑
S5,K=0
dK1dK2dK3dK4dK5e(
ˆ t
0
Ω˜5,K(s)ds)
[ 1K1 6=K,K5 6=K,K2 6=K3,K3 6=K4
Ω3,K(K1, K2 −K3 +K4, K5)
− 1K1 6=K2,K2 6=K3,K4 6=K5,K5 6=K
Ω3,K(K1 −K2 +K3, K4, K5) −
1K1 6=K2,K1 6=K,K3 6=K4,K4 6=K5
Ω3,K(K1, K2, K3 −K4 +K5)
]
+
ǫ4
L4
∑
S3,K=0
Ω3,K 6=0
1
2πΩ3,K
dK1dK2dK3D3,K(t)e(
ˆ t
0
Ω˜3,K(s)ds).
(2.16)
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By doing normal form transformation once, we have transformed the cubic non-resonance
interaction into a quintic form.
Let us introduce the following sets
B1 = {K1 = K2 = K3, K3 6= K4, K4 6= K5},
B2 = {K1 6= K2, K2 = K3 = K4, K4 6= K5},
B3 = {K1 6= K2, K2 6= K3, K3 = K4 = K5},
B4 = {K1 6= K2, K2 6= K3, K4 = K5 = K}.
(2.17)
Then the second term of the left hand side may be reformulated as
ǫ4
L4
∑
S3,K=0
Ω3,K 6=0
1
2πΩ3,K
dK1dK2dK3D3,K(t)e(
ˆ t
0
Ω˜3,K(s)ds)
=
ǫ4
L4
∑
S5,K=0
1B1 − 1B2 + 1B3 − 1B4
2πΩ5,K
dK1dK2dK3dK4dK5e(
ˆ t
0
Ω˜5,K(s)ds)
(2.18)
Denote G2K1...K5 =
1B1−1B2+1B3−1B4
2πΩ5,K
and
H2K1K2···K5 =
1A2
2πΩ3,K(K1, K2 −K3 +K4, K5)
− 1A1
2πΩ3,K(K1 −K2 +K3, K4, K5) −
1A3
2πΩ3,K(K1, K2, K3 −K4 +K5) ,
where
A1 = {K1 6= K2, K2 6= K3, K4 6= K5, K5 6= K},
A2 = {K1 6= K,K2 6= K3, K3 6= K4, K5 6= K},
A3 = {K1 6= K2, K1 6= K,K3 6= K4, K4 6= K5}.
(2.19)
We rewrite (2.16) as
−i∂tc1K =
ǫ4
L4
∑
S5,K=0
H2K1K2···K5dK1dK2dK3dK4dK5e(
ˆ t
0
Ω˜5,K(s)ds)
+
ǫ4
L4
∑
S5,K=0
G2K1...K5dK1dK2dK3dK4dK5e(
ˆ t
0
Ω˜5,K(s)ds).
(2.20)
2.3. Higher Order Normal Form Transformations. In this subsection, we continue with
normal form transformation up to P times to remove the quintic form into higher order
forms. Notice that in (2.20), we don’t have the restriction that prevents Ω5,K to vanish. So
we shall do higher order normal form transformation by first splitting the sums in (2.20) into∑
S5,K=0
=
∑
S5,K=0
Ω5,K=0
+
∑
S5,K=0
Ω5,K 6=0
, then always leaving the resonance interaction i.e. Ω5,K = 0,
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and doing differentiation by parts on the nonresonance interaction i.e. Ω5,K 6= 0. In doing the
differentiation by parts we exploit
e(
ˆ t
0
Ω˜5,K(s)ds) = e(− ǫ
2
2πL2
ˆ t
0
D5,K(s)ds)
∂te(Ω5,Kt)
2πiΩ5,K
and use differentiation by parts to move the ∂t to dK1dK2 · · · dK5 or e(− ǫ
2
2πL2
´ t
0
D5,K(s)ds).
When the derivative hits the product of dKj , we substitute the equation for ∂tdKj to produce
higher order terms and keep do differentiation by parts to these term. When the derivative
hits e(− ǫ2
2πL2
´ t
0
D5,K(s)ds), we get an extra
ǫ2
L2
D5,K(s) factor. We denote this term by S
2
K(u)
and leave it unchanged in following normal form transformations. Then repeat this process
for 7 order terms and higher order terms. Let cdK be the variable after d times normal form
transformation. By about analysis we may assume that the equations after d normal form
transformations writes
−i∂tcdK =
ǫ4
L4
∑
S5,K=0
Ω5,K=0
H2K1K2···K5dK1dK2 · · · dK5e(−
ǫ2
2πL2
ˆ t
0
D5,K(s)ds)
+
ǫ6
L6
∑
S7,K=0
Ω7,K=0
(H3K1K2···K7 +G
3
K1K2···K7)dK1dK2 · · · dK7e(−
ǫ2
2πL2
ˆ t
0
D7,K(s)ds) + · · ·
+
ǫ2d
L2d
∑
S2d+1,K=0
Ω2d+1,K=0
(HdK1K2...K2d+1 +G
d
K1K2...K2d+1
)dK1dK2 · · · dK2d+1e(−
ǫ2
2πL2
ˆ t
0
D2d+1,K(s)ds)
+
ǫ2d+2
L2d+2
∑
S2d+3,K=0
Hd+1K1K2...K2d+3dK1dK2 · · · dK2d+3e(
ˆ t
0
Ω˜2d+3,K(s)ds)
+
ǫ2d+2
L2d+2
∑
S2d+3,K=0
Gd+1K1K2...K2d+3dK1dK2 · · · dK2d+3e(
ˆ t
0
Ω˜2d+3,K(s)ds)
+
d+1∑
k=3
ǫ2k
L2k
SkK(u),
where
Ω˜2d+3,K(t) = Ω2d+1,K − ǫ
2
2πL2
2d+1∑
j=1
(−1)j−1|dKj |2(t),
D2d+1,K =
2d+1∑
j=1
(−1)j−1|dKj |2(t).
Note that because G2K1...K5 =
1B1−1B2+1B3−1B4
2πΩ5,K
vanishes on the resonance surface {S5,K =
0, Ω5,K = 0}, we don’t have G2K1...K5 in the first term on the right hand side. Do differentiation
by parts in the fourth line and fifth line in above equation,
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dK1dK2 · · · dK2d+3e(
ˆ t
0
Ω˜2d+3,K(s)ds)
=dK1dK2 · · · dK2d+3e(−
ǫ2
2πL2
ˆ t
0
D2d+3,K(s)ds)
∂te(Ω2d+3,Kt)
2πiΩ2d+3,K
=i∂t
(
dK1dK2 · · · dK2d+3
e(
´ t
0
Ω˜2d+3,K(s)ds)
2πΩ2d+3,K
)
−∂t
(
dK1dK2...dK2d+3e(−
ǫ2
2πL2
ˆ t
0
D2d+3,K(s)ds)
)
e(Ω2d+3,Kt)
2πiΩ2d+3,K
.
(2.21)
If the ∂t in the second term hits dK1dK2...dK2d+3. Then by substitute the equation of ∂tdK
(2.6), we have
− ǫ
2d+2
L2d+2
∑
S2d+3,K=0
Hd+1K1K2...K2d+3∂t(dK1dK2 · · · dK2d+3)e(
ˆ t
0
Ω˜2d+3,K(s)ds)
=− ǫ
2d+4
L2d+4
2d+3∑
j=1
∑
S2d+3,K=0
Ω2d+3,K 6=0
Hd+1K1K2...K2d+3dK1...
×
 ∑
S3,Kj (M,N,L)=0
dMdNdLe(
ˆ t
0
Ω˜3,Kj(M,N,L)(s)ds)
 ...dK2d+3 e(´ t0 Ω˜2d+3,K(s)ds)2πΩ2d+3,K
=
ǫ2d+4
L2d+4
∑
S2d+5,K=0
( 2d+3∑
j=1
(−1)j1Ω2d+3,K(K1,...,Kj−Kj+1+Kj+2,...,K2d+5)6=0Hd+1K1...(Kj−Kj+1+Kj+2)...K2d+5
2πΩ2d+3,K(K1, ..., Kj −Kj+1 +Kj+2, ..., K2d+5)
)
× dK1dK2...dK2d+5e(
ˆ t
0
Ω˜2d+5,K(s)ds).
(2.22)
The term involving G can be treated the same as above. If the ∂t in the second term hits
e(− ǫ2
2πL2
´ t
0
D2d+3,K(s)ds), we get
∑
S2d+3,K=0
(Hd+1K1K2...K2d+3 +G
d+1
K1K2...K2d+3
)dK1dK2...dK2d+3
D2d+3,K(t)
2πΩ2d+3,K
e(
ˆ t
0
Ω˜2d+3,K(s)ds). (2.23)
Combining all above calculations, we have
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− i∂t
(
cdK −
ǫ2d+2
L2d+2
∑
S2d+3,K=0
Ω2d+3,K 6=0
(Hd+1K1K2...K2d+3 +G
d+1
K1K2...K2d+3
)dK1dK2...dK2d+3
e(
´ t
0
Ω˜2d+3,K(s)ds)
2πΩ2d+3,K
)
=
ǫ4
L4
∑
S5,K=0
Ω5,K=0
H2K1K2···K5dK1dK2 · · · dK5e(−
ǫ2
2πL2
ˆ t
0
D5,K(s)ds)
+
ǫ6
L6
∑
S7,K=0
Ω7,K=0
(H3K1K2···K7 +G
3
K1K2···K7)dK1dK2 · · · dK7e(−
ǫ2
2πL2
ˆ t
0
D7,K(s)ds) + · · ·
+
ǫ2d+2
L2d+2
∑
S2d+3,K=0
Ω2d+3,K=0
(Hd+1K1K2...K2d+3 +G
d+1
K1K2...K2d+3
)dK1dK2 · · · dK2d+3e(−
ǫ2
2πL2
ˆ t
0
D2d+3,K(s)ds)
+
ǫ2d+4
L2d+4
∑
S2d+5,K=0
( 2d+3∑
j=1
(−1)j1Ω2d+3,K(K1,...,Kj−Kj+1+Kj+2,...,K2d+5)6=0Hd+1K1...(Kj−Kj+1+Kj+2)...K2d+5
2πΩ2d+3,K(K1, ..., Kj −Kj+1 +Kj+2, ..., K2d+5)
)
× dK1dK2...dK2d+5e(
ˆ t
0
Ω˜2d+5,K(s)ds)
+
ǫ2d+4
L2d+4
∑
S2d+5,K=0
( 2d+3∑
j=1
(−1)j1Ω2d+3,K(K1,...,Kj−Kj+1+Kj+2,...,K2d+5)6=0Gd+1K1...(Kj−Kj+1+Kj+2)...K2d+5
2πΩ2d+3,K(K1, ..., Kj −Kj+1 +Kj+2, ..., K2d+5)
)
× dK1dK2...dK2d+5e(
ˆ t
0
Ω˜2d+5,K(s)ds) +
d+1∑
k=3
ǫ2k
L2k
SkK(u)
+
ǫ2d+4
L2d+4
∑
S2d+3,K=0
(Hd+1K1K2...K2d+3 +G
d+1
K1K2...K2d+3
)dK1dK2...dK2d+3
D2d+3,K(t)
2πΩ2d+3,K
e(
ˆ t
0
Ω˜2d+3,K(s)ds)
From above calculation, we get the recurrence formulas for cd+1K , H
d+2, Gd+2 and Sd+2K (u).
cd+1K = c
d
K −
ǫ2d+2
L2d+2
∑
S2d+3,K=0
Ω2d+3,K 6=0
(Hd+1K1K2...K2d+3 +G
d+1
K1K2...K2d+3
)dK1dK2 · · · dK2d+3e(
ˆ t
0
Ω˜2d+3,K(s)ds),
(2.24)
Hd+2K1...K2d+5 =
2d+3∑
j=1
(−1)j1Kj 6=Kj+1,Kj+1 6=Kj+2,Ω2d+3,K(K1,...,Kj−Kj+1+Kj+2,...,K2d+5)6=0Hd+1K1...(Kj−Kj+1+Kj+2)...K2d+5
2πΩ2d+3,K(K1, ..., Kj −Kj+1 +Kj+2, ..., K2d+5) ,
(2.25)
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Gd+2K1...K2d+5 =
2d+3∑
j=1
(−1)j1Kj 6=Kj+1,Kj+1 6=Kj+2,Ω2d+3,K(K1,...,Kj−Kj+1+Kj+2,...,K2d+5)6=0Gd+1K1...(Kj−Kj+1+Kj+2)...K2d+5
2πΩ2d+3,K(K1, ..., Kj −Kj+1 +Kj+2, ..., K2d+5) .
(2.26)
Sd+2K (u) =
ǫ2d+4
L2d+4
∑
S2d+3,K=0
(Hd+1K1K2...K2d+3 +G
d+1
K1K2...K2d+3
)dK1dK2...dK2d+3
D2d+3,K(t)
2πΩ2d+3,K
e(
ˆ t
0
Ω˜2d+3,K(s)ds).
(2.27)
Initially,
c1K = dK −
ǫ2
L2
∑
S3,K=0
Ω3,K 6=0
dK1dK2dK3
1
2πΩ3,K
e(
ˆ t
0
Ω˜3,K(s)ds), (2.28)
H2K1K2···K5 =
1A2
Ω3,K(K1, K2 −K3 +K4, K5)
− 1A1
Ω3,K(K1 −K2 +K3, K4, K5) −
1A3
Ω3,K(K1, K2, K3 −K4 +K5) ,
(2.29)
G2K1...K5 =
1B1 − 1B2 + 1B3 − 1B4
2πΩ5,K
(2.30)
with A1, A2, A3 defined in (2.19) B1, B2, B3.B4 defined in (2.17).
Combining (2.24), (2.25), (2.26) (2.28), (2.29), (2.30). we can calculate all the quantities in
the normal form transformations.
Assume that we have done normal form transformation for P times. We also introduce the
following notations
HdK(u) =
∑
S2d+1,K=0
Ω2d+1,K=0
HdK1K2...K2d+1dK1dK2...dK2d+1e(
ˆ t
0
D2d+1,K(s)ds), (2.31)
GdK(u) =
∑
S2d+1,K=0
Ω2d+1,K=0
GdK1K2...K2d+1dK1dK2...dK2d+1e(
ˆ t
0
D2d+1,K(s)ds), (2.32)
H˜P+1K (u) =
∑
S2P+3,K=0
HP+1K1K2...K2P+3dK1dK2...dK2P+3e(
ˆ t
0
Ω˜2P+3,K(s)ds), (2.33)
G˜P+1K (u) =
∑
S2P+3,K=0
GP+1K1K2...K2P+3dK1dK2...dK2P+3e(
ˆ t
0
Ω˜2P+3,K(s)ds), (2.34)
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F dK(u) =
∑
S2d+1,K=0
Ω2d+1,K 6=0
HdK1K2...K2d+1dK1dK2...dK2d+1
1
2πΩ˜2d+1,K
e(
ˆ t
0
Ω2d+1,K(s)ds). (2.35)
EdK(u) =
∑
S2d+1,K=0
Ω2d+1,K 6=0
GdK1K2...K2d+1dK1dK2...dK2d+1
1
2πΩ˜2d+1,K
e(
ˆ t
0
Ω2d+1,K(s)ds). (2.36)
Denote cPK by cK , we have
cK = dK −
P∑
d=1
ǫ2d
L2d
F dK(u)−
P∑
d=1
ǫ2d
L2d
EdK(u), (2.37)
And the transformed equation writes
−i∂tcK = ǫ
4
L4
H2K(u) +
P∑
d=3
ǫ2d
L2d
(HdK(u) +G
d
K(u)) +
P+1∑
d=3
ǫ2d
L2d
SdK(u) +
ǫ2P+2
L2P+2
(H˜P+1K (u) + G˜
P+1
K (u))
(2.38)
We shall extract our main term from ǫ
4
L4
H2K(u) by using vanishing property.
3. The Feynman Diagrams and Cancellations of Resonances
In this section, we introduce the Feynman diagrams and get explicit formulas for coefficients
HdK1K2...K2d+1 and G
d
K1K2...K2d+1
of normal form transformation. This formula applies to all dis-
persive equations. Then we apply an induction argument on the level of trees in our Feynman
diagram to prove a vanishing property of the coefficient of normal form transformation.
Feynman diagrams are very convenient notation of terms in repeated normal form transfor-
mations. In our paper, they are forests with each tree in them corresponds to a term in Hd,
H˜P , Gd and G˜P . Each node of bottoms of these trees correspond to summation of indices
in these terms. Sometimes we do not distinguish Hd and H˜P , Gd and G˜P because they have
the same coefficient. And in the later, we just explain how Feynman diagram technique for
coefficients H , coefficients G can be treated in a very similar way.
3.1. Feynman Diagrams and Repeated Normal Form Transformations. Let’s now
describe how Feynman diagrams work. Assume that We have done normal form transforma-
tions for P -times. We shall draw a forest to denote all terms.
We start with P = 0, the case when we only have a cubic nonlinearity (2.6). We draw root
node R and three children which correspond to three summation indices K1, K2, K3 in the
cubic term. We call the level of K1, K2, K3 level 0 to refer that we have not done any normal
form. Later on each node of level d will correspond to a summation index of a 2d + 3-linear
form.
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RK1 K2 K3
-1
0
Figure I. Feynman diagram before normal form transformation
When P = 1, we have done the normal form transformation once. From (2.13), we know
that three new terms will appear in H˜2, according to which dKj gets ∂t. We add three trees
in our forests with branching at Kj when ∂t hits dKj .
R
K1
K1 K2 K3
K2
K4
K3
K5
R
K1
K1
K2
K2 K3 K4
K3
K5
R
K1
K1
K2
K2
K3
K3 K4 K5
-1
0
1
Figure II. Feynman diagram of one normal form transformation
Note that each tree corresponds to a 5−linear term in H2 (2.16), (2.29). For example, the
first tree in (II)corresponds to
− ǫ
4
2πL4
∑
S5,K=0
Ω5,K=0
dK1dK2dK3dK4dK5e(−
ǫ2
2πL2
ˆ t
0
D5,K(s)ds)
1K4 6=K5,K5 6=K
Ω3,K(K1 −K2 +K3, K4, K5) .
Nodes in the bottom of the first tree correspond to summation indices K1, ..., K5 in above
sum. The K1, K2, K3 nodes are summation indices in previous cubic term H
1. Recall
that above sum comes from substitute ∂tdK1 in H1 in
∑
∂tdK1dK2dK3 when ∂t hits the first
one in dK1dK2dK3. When doing this, we get
∑
dK ′1dK ′2dK ′3dK2dK3 from
∑
∂tdK1dK2dK3 with
K1 = K
′
1 −K ′2 +K ′3. Then we relabel the indices K ′1 → K1, K ′2 → K2, K ′3 → K3, K2 → K4,
K3 → K5. So we find that K1, K2, K3 on the bottom come from K1 of level 0. This is they
are children of K1. For the same reason K4 is a child of K2, K5 is a child of K5. Because
K1 = K
′
1 −K ′2 +K ′3, Ω(K1, K2, K3)→ Ω3,K(K1 −K2 +K3, K4, K5)
When P = 2, we have done the normal form transformation twice. By (2.25), one term in
previous 5-linear term generates 5 new terms in H˜P+1 = H˜3, according to which dKj gets ∂t
in the second transformation. We add trees accordingly. For example, from the first tree in
(II), we have
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Figure III. Feynman diagram of two normal form transformations
Nodes with the same root node correspond to summation indices of the same sum. Note
that each time we do normal form transformation will introduce 1
Ω
, see (2.25)). When finishing
P normal form transformations, we will have a product of P different 1
Ω
. Therefore, we have
denominator of H˜P+1 in the form of
Ω3,K(∗, ∗, ∗)Ω5,K(∗, ..., ∗) · · ·Ω2P+1,K(∗, ..., ∗).
For example, when P = 2, the denominator of H3 is of the form
Ω3,K(∗, ∗, ∗)Ω5,K(∗, ∗, ∗, ∗, ∗).
These ∗ can be decided as following. Assume that we are considering the term corresponding
to
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RK1
K1
K1 K2 K3
K2
K4
K3
K5
K2
K4
K6
K3
K5
K7
-1
0
1
2
Because Ω3,K(∗, ∗, ∗) comes from the first normal form transformation, its three entries cor-
respond to summation indices of H˜1 before normal form transformation which are K1, K2,
K3 on level 0. After doing the first normal form transformation, K1 → K1 − K2 + K3,
K2 → K4 and K1 → K5, where these new Kj are indices on level 1. After second nor-
mal form transformation, K1 on level 1 becomes K1 − K2 + K3, K1 of level 0 becomes
K1 → K1 − K2 + K3 → K1 − K2 + K3 − K4 + K5. From this calculation we know that
an index Kj will finally become the alternating sum of the indices on the bottom of the sub-
tree rooting on node Kj. For example, K1 of level 0 becomes K1 → K1−K2 +K3−K4 +K5
which is the alternating sum of the bottom of
K1
K1
K1 K2 K3
K2
K4
K3
K5
0
1
2
K2 of level 0 becomes K2 → K6 which is the alternating sum of the bottom of
K2
K4
K6
0
1
2
Therefore, in Ω3,K(∗, ∗, ∗), ∗ is the alternating sum of the bottom of the subtree rooting on
corresponding nodes.
Ω5,K(∗, ∗, ∗, ∗, ∗) is exactly the same as above, noticing that Ω5,K comes from second trans-
formation and five ∗ should correspond to five indices on level 1. Therefore, we have the
denominator of H3 is of the form
Ω3,K(K1 −K2 +K3 −K4 +K5, K6, K7)Ω5,K(K1 −K2 +K3, K4, K5, K6, K7).
3.2. An Algorithmic Description of the Construction of Feynman Diagram. In this
section, we shall provide an algorithm for drawing a Feynman diagram.
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In what follows, we shall denote a Feynman diagram after P−th normal form transformation
GP and it corresponds to terms in H˜P+1K (u). In general, we use Gd to denote the forest after
d times normal form transformation. Notice that this means each tree in Gd has d + 2 level
and the last level is level d.
(1) Initially, we put a R node on level −1 with 3 children K1, K2, K3, which correspond
to the summation indices in H˜1K(u). This completes G0. We proceed inductively by
drawing Gd+1 given Gd.
(2) For a given tree T in Gd, its bottom contains nodes K1, · · · , K2d+3. We generate 2d+3
trees with one more level. The m-th (m = 1, ..., 2d + 3) tree is generated by adding
three unlabelled children of Kj to T if j = m and adding one unlabelled children of Kj
if j 6= m. Gd+1 will be the collection of all these new trees. See also the figure below.
K1 K2 ...
...
K2d+3d
d+ 1
K1 K2 ...
...
K2d+3 ...
...
Figure IV. Generating new level with m = 1
(3) The last step is to label all new nodes by K1 to K2d+5 from left to right.
3.3. Correspondence of Trees and Terms. We summarize the correspondence between
the trees and terms in the coefficients of H˜d+1K (u), H˜
d+1
K (u) in (3.4), (3.5). We shall mainly
focus on these coefficient Hd+1K1...K2d+3, G
d+1
K1...K2d+3
.
A distinguished feature of (3.4) is the apperance of the inequality constrains 1A, 1B. It’s
very important to keep track on these inequality constrains. Because without them, some
denominators Ω will vanish. And there will be a large number of trivial solutions to the
defining equation of (4.12), which prevent (4.13) to be true.
Lemma 1. We have the following description of Hd+1K1...K2d+3, G
d+1
K1...K2d+3
(1) In general, Hd+1K1...K2d+3 and G
d+1
K1...K2d+3
is a sum of rational functions of K1, ..., K2d+3, K
multiplied by indicator functions. Any T ∈ Gd corresponds to one term in Hd+1K1...K2d+3
or Gd+1K1...K2d+3.
(2) For all subtree T ′ of a tree T in a Feynman diagram, denote
ST ′ = Alternating sum of the indices of the bottom of T
′
(the alternating sum of a sequence K1, K2, ... is K1 − K2 + K3 − ...). And for any
node ∗ in a diagram denote by T∗ the subtree which has root ∗.
Then the corresponding term of T in Hd+1K1...K2d+3 is
ǫA
Ω3,K(T )Ω5,K(T ) · · ·Ω2d+1,K(T ) . (3.1)
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And the corresponding term of T in Gd+1K1...K2d+3 is
ǫB
Ω5,K(T )2Ω7,K(T ) · · ·Ω2d+1,K(T ) . (3.2)
Here
Ω2k+1,K(T ) = 2πΩ2k+1,K(ST∗1 , ST∗2 , · · · , ST∗2k+1 ) (3.3)
for k = 1, 2, ..., d, where ∗j is the j-th nodes from left to right on the level k − 1 of the
tree T . ǫA are functions of K1, ..., K2d+3, K taking value in {−1, 0, 1} and ǫB is a
sum of four such functions.
(3) Let lTk be the number such that ∗lTk is the only node of level k that has a 3−branching.
Assume ∗′, ∗′′ and ∗′′′ are three children of the branching on level k−1. Let S1k = ST∗′ ,
S2k = ST∗′′ , S
3
k = ST∗′′′ , Ak(T ) = Bk(T ) = {S1k 6= S2k , S2k 6= S3k , Ω2k+3,K(T ) 6= 0},
B(s)0 (T ) = {Ss1 = Ss+11 = Ss+21 } (1 ≤ s ≤ 3), B(4)0 (T ) = {S41 = S51 = K}. Then in above
equations
ǫA = (−1)
∑d−1
k=1 l
T
k
d−1∏
k=1
1Ak(T ),
ǫB =
4∑
s=1
(−1)s+
∑d−1
k=2 l
T
k 1
B
(s)
0 (T )
d−1∏
k=1
1Bk(T ).
Thus
Hd+1K1...K2d+3 =
∑
T∈Gd
(−1)∑d−1k=0 lTk ∏d−1k=0 1Ak(T )
Ω3,K(T )Ω5,K(T ) · · ·Ω2d+1,K(T )(K1, ..., K2d+3). (3.4)
Gd+1K1...K2d+3 =
4∑
s=1
∑
T∈Gd
(−1)s+∑d−1k=2 lTk 1
B
(s)
0 (T )
∏d−1
k=1 1Bk(T )
Ω5,K(T )2Ω7,K(T ) · · ·Ω2d+1,K(T ) (K1, ..., K2d+3)dK1 · · · dK2d+3 (3.5)
Proof. The result of G-coefficients can be proved in the same way as the that of H-coefficients.
So we only consider the proof for H-coefficients.
Note that (1) follows easily from (2), (3). We shall prove (2), (3) by an induction on d.
Assume that (3.4) holds for 1, 2, ..., d+ 1, let’s prove the case d+ 2, i.e.
Hd+2K1...K2d+5 =
∑
T∈Gd+1
(−1)∑dk=0 lTk ∏dk=0 1Ak
Ω3,K(T )Ω5,K(T ) · · ·Ω2d+3,K(T )(K1, ..., K2d+5) (3.6)
By (2.25), we have
Hd+2K1...K2d+5 =
2d+3∑
j=1
(−1)j1Kj 6=Kj+1,Kj+1 6=Kj+2,Ω2d+3(··· )6=0Hd+1K1...(Kj−Kj+1+Kj+2)...K2d+5
2πΩ2d+3,K(K1, ..., Kj −Kj+1 +Kj+2, ..., K2d+5) (3.7)
Now let’s calculate the sum by substituting the induction assumption into (3.7).
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Hd+2K1...K2d+5 =
∑
T∈Gd
(−1)∑d−1k=0 lTk ∏d−1k=0 1Ak(−1)j1Kj 6=Kj+1,Kj+1 6=Kj+2,Ω2d+3(··· )6=0
Ω3,K(T )Ω5,K(T ) · · ·Ω2d+1,K(T )(K1, ..., Kj −Kj+1 +Kj+2, ..., K2d+5)
× 1
2πΩ2d+3,K(K1, ..., Kj −Kj+1 +Kj+2, ..., K2d+5)
(3.8)
We want to show that the term corresponding to T in above summation equals to
(−1)∑dk=0 lTjk ∏dk=0 1Ak
Ω3,K(Tj)Ω5,K(Tj) · · ·Ω2d+3,K(Tj)(K1, ..., K2d+5), (3.9)
the term corresponding to j−th tree Tj generated from T . To do this, we only need to verify
following equations.
Ω2d+3,K(Tj)(K1, ..., K2d+5) = 2πΩ2d+3,K(K1, ..., Kj −Kj+1 +Kj+2, ..., K2d+5), (3.10)
l
Tj
d+1 = (−1)j , Ad+1(Tj) = {Kj 6= Kj+1, Kj+1 6= Kj+2, Ω2d+3(· · · ) 6= 0}, (3.11)
Ω2k+3,K(Tj)(K1, ..., K2d+5) = Ω2k+3,K(T )(K1, ..., Kj −Kj+1 +Kj+2, ..., K2d+5) for k ≤ d,
(3.12)
and
l
Tj
k = l
T
k , 1Ak(Tj)(K1, ..., K2d+5) = 1Ak(T )(K1, ..., Kj −Kj+1 +Kj+2, ..., K2d+5) for k ≤ d− 1.
(3.13)
Proof of (3.10) and (3.11): When generate next level, for Ki node on the bottom, according
to i < j, i > j and i = j, Ki should have one child labelled by Ki, one child labelled by Ki+2
or three child labelled by Kj , Kj+1, Kj+2, in the new graph Tj.
Thus in Ω2d+3,K(Tj), all ST∗i = Ki, Ki+2 or Kj −Kj+1 +Kj+2 according to i < j, i > j or
i = j. Thus by (3.3)
Ω2d+3,K(Tj)(K1, ..., K2d+5) = 2πΩ2d+3,K(K1, ..., Kj −Kj+1 +Kj+2, ..., K2d+5) (3.14)
Hence, we have proved (3.10). (3.11) can be proved similarly.
Proof of (3.12) and (3.13):
Because Ω2k+3,K(T ) and 1Ak(T ) are functions of ST∗ and by obvious reason l
Tj
k = l
T
k , we only
need to verify that
STj,∗n (K1, ..., K2d+5) = ST∗n (K1, ..., Kj −Kj+1 +Kj+2, ..., K2d+5).
Denoted by ∗1, ..., ∗2k+3 the 2k + 3 nodes on level k. One of the subtrees T∗n0 has bottom
containing j-th node Kj on the bottom of T . Denote the subtree rooting at ∗ in Tj by Tj,∗.
Denote the bottom of T∗n by {Kin+1, ..., Kin+1} for 0 = i1 < i2 < · · · < i2k+4 = 2d+ 5.
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• For n < n0 the bottom of Tj,∗n is also {Kin+1, ..., Kin+1} and in+1 < j. So
STj,∗n (K1, ..., K2d+5) = Kin+1 −Kin+2 + ... +Kin+1
=ST∗n (K1, ..., Kj −Kj+1 +Kj+2, ..., K2d+5).
• For n > n0, the bottom of Tj,∗n is {Kin+3, ..., Kin+1+2} (the label of all nodes is shifted by
2 comparing to that of their parents). So
STj,∗n (K1, ..., K2d+5) = Kin+3 −Kin+4 + ...+Kin+1+2
=ST∗n (K1, ..., Kj −Kj+1 +Kj+2, ..., K2d+5)
• For n = n0, the bottom of Tj,∗n is {Kin+1, ..., Kj −Kj+1 +Kj+2, ..., Kin+1+2} (the label of
all nodes before Kj is unchanged while the label of nodes after Kj is shifted by 2, comparing
to that of their parents). So
ST∗n0 (K1, ..., Kj −Kj+1 +Kj+2, ..., K2d+5) = Kin0+1 − ... + (Kj −Kj+1 +Kj+2) + ... +Kin0+1
= Kin0+1 − ... +Kj −Kj+1 +Kj+2 + ...+Kin0+1
= STj,∗n0 (K1, K2, ..., K2d+5)
This completes the induction step. 
3.4. A Vanishing Property of Normal Form Coefficients. In this section, we describe
a vanishing property of the coefficients of normal form transformation, which states that
Hd+1K1...K2d+3 vanishes outside of a lower dimensional subvariety of the resonance surface R =
{(K1, ..., K2d+3) : SK(K1, ..., K2d+3) = ΩK(K1, ..., K2d+3) = 0}.
Theorem 2. For nonlinear Schrodinger equation (1.2), the coefficients Hd+1K1...K2d+3 of its nor-
mal form vanishes if (K1, ..., K2d+3) ∈ R
⋂(⋂
T∈Gd
⋂d−1
k=0Ak(T )
)
for any d ≤ P . Here Ak(T )
is defined in Lemma 1 and
R = {(K1, ..., K2d+3) : SK(K1, ..., K2d+3) = ΩK(K1, ..., K2d+3) = 0} (3.15)
Remark 4. Because Ak(T ) is the complement of hypersurfaces of the form ST∗ 6= ST∗′ and
Ω2d+1,K(T ), above theorem basically asserts that most of H
d+1
K1...K2d+3
vanish. i.e. They vanish
if (K1, · · · , K2d+3) does not lie on a lower dimensional subvariety of the resonance surface R.
Remark 5. To see this cancellation in the quintic form, recall that
− i∂tc1K =
iǫ4
2πL4
∑
S5,K=0
dK1dK2dK3dK4dK5e(
ˆ t
0
Ω˜3,K(s)ds)
[ 1K1 6=K,K5 6=K,K2 6=K3,K3 6=K4
Ω3,K(K1, K2 −K3 +K4, K5)
− 1K1 6=K2,K2 6=K3,K4 6=K5,K5 6=K
Ω3,K(K1 −K2 +K3, K4, K5) −
1K1 6=K2,K1 6=K,K3 6=K4,K4 6=K5
Ω3,K(K1, K2, K3 −K4 +K5)
]
+
ǫ4
L4
∑
S3,K=0
Ω3,K 6=0
1
2πΩ3,K
dK1dK2dK3D3,K(t)e(
ˆ t
0
Ω˜3,K(s)ds).
Apply this theorem, we have for any (K1, ..., K5) ∈ {SK(K1, ..., K5) = ΩK(K1, ..., K5) = 0},
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1Ω3,K(K1, K2 −K3 +K4, K5)
− 1
Ω3,K(K1 −K2 +K3, K4, K5) −
1
Ω3,K(K1, K2, K3 −K4 +K5) = 0.
Proof. The proof of this theorem is based on induction on the level of trees in the Feynman
diagram. Because Ω2k+3,K(T ) depends only on the alternating sums of the bottom of subtrees
of T rooting at level k, we use the strategy of summing over all trees whose subtrees have the
same bottoms. This sum is easier as k is larger. So we use induction on k to reduce a difficult
problem to a easier one.
Step 1 (Setting up the Notation): To initiate the induction, let’s first introduce some
notation.
Chain of Refinements: We denote byP2k+3 the set of all 2k+3−partitionsP of {K1, ..., K2d+3}
of the following form
P = {{K1, ..., Ki1}, {Ki1+1, ..., Ki2}, · · · , {Ki2k+2+1, ..., K2d+3}}
for all 0 = i0 < i1 < · · · < i2k+2 < i2k+3 = 2d+ 3 and is ≡ s mod(2).
If P ∈ P2k+3 and P ′ ∈ P2k+5 is produced by dividing a set in P into three new sets, we
say P ′ is a refinement of P, denoted by P ≤ P ′. If P2j+3 ∈ P2j+3 and P3 ≤ P5 ≤ · · · ≤
P2d+3, then we call P3,P5, · · · ,P2d+3 a full chain of refinements in P. If P2k+3 ∈ P2k+3 and
P2k+3 ≤ P2k+5 ≤ · · · ≤ P2d+3, then we call P2k+3,P2k+5, · · · ,P2d+3 a chain of refinements
starting at P2k+3. In above definitions P2d+3 = {{K1}, · · · , {K2d+3}}.
Equivalence of Trees and Full Chains of Refinements: In what follows, we call the bottom
of the subtree with root node at ∗ in T ∈ Gd the bottom associated with ∗.
For nodes on level k in T ∈ Gd, all their associated bottoms of nodes on level k constitute
a partition P2k+3 of {K1, ..., K2d+3} in P2k+3. And {P2k+3}dk=0 constitute a full chain of
refinements in P. Thus we get a canonical full chain of refinement associated with T . On the
other hand, given a full chain of refinements {P2k+3}dk=0, we may view all sets in P2k+3 as
nodes of level 2k+3. And if P2k+5 is produced by dividing a set in P2k+3 into three new sets,
then we view these three new sets as the children of the old set. We also introduce a virtual
root node R and let the three sets in P3 be children of R. So we can also produce a canonical
tree associated with a full chain of refinements. Thus these two objects are equivalent.
For a chain of refinements starting at P2k+3, we can also construct a tree T . But this tree
may not look like trees in a Feynman diagram (the root node R should have 2k+3 children).
A node in T is on level 2j + 3 if its corresponding set is in P2j+3. For any P ∈ P2k+3 we
define
Gd,k,P = {full chain of refinements starting at P}
={trees T constructed from chains of refinement starting at P} (3.16)
Ω2k+3,K(T ) is a function of the alternating sums of indices on the bottoms associated with
nodes on level k. If we view trees as full chain of refinement, these alternative sums are
alternating sums of sets in the partition in P2k+3.
25
Reformulation of (3.4): A important observation is
Hd+1K1...K2d+3 =
∑
P∈P3
∑
T∈Gd,1,P
(−1)lT0 +···+lTd−1
Ω3,K(T ) · · ·Ω2d+1,K(T )(K1, ..., K2d+3) (3.17)
This follows easily from (3.4), if we are willing to view the sum over all trees as sum over all
full chains of refinements, because summing over all chains clearly equals to summing over all
chains with and fixed start followed by summing over all possible start.
Define sum over all chains of refinements starting at P as the following
Σk,P =
∑
T∈Gd,k,P
(−1)lTk +···+lTd−1
Ω2k+3,K(T ) · · ·Ω2d+1,K(T )(K1, ..., K2d+3). (3.18)
Since we have identified a chain of refinements with a tree T and defined the notation of level
in T , lTj and Ω2k+3,K(T ) can be defined in the same way as in Lemma 1.
So
Hd+1K1...K2d+3 =
∑
P∈P3
Σ1,P . (3.19)
Basically Σk,P is what we called sum over all graph with fixed associated bottom of nodes
of level k.
Define l1 = K1 −K2, l2 = K2 −K3, ...,l2d+2 = K2d+2 −K2d+3.
We use an induction on k to show that
Σk,P =
1
2d−kl1 · · · li1−1 lˆi1li1+1 · · · lˆi2 · · · lˆi2k+2 · · · l2d+2
(3.20)
Here lˆ indicates the absence of this term.
We will first show that above conclusion holds when k = d− 1, then assume the conclusion
for k + 1 and get the conclusion for k
Step 2 (Verifying the Induction for k = d− 1): For P ∈ P2d+1, P takes the form
{{K1}, {K2}, · · · , {Ki, Ki+1, Ki+2}, · · · , {K2d+3}}.
By definition there are only one element in Gd,d−1,P . Thus
Σd−1,P =
(−1)lTd−1
Ω2d+1,K(T )(K1, ..., K2d+3)
. (3.21)
By definition of lTj in Lemma 1, nodes with label KlTd−1 are the only nodes that have children.
And its three children are KlT
d−1
, KlT
d−1+1
, KlT
d−1+2
. Thus lTd−1 = i.
By definition of Ω2d+1,K(T )
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Ω2d+1,K(T )(K1, ..., K2d+3) = Ω2d+1,K(K1, K2, · · · , Ki −Ki+1 +Ki+2, · · · , K2d+3)
= K21 −K22 + ...+ (−1)i−1(Ki −Ki+1 +Ki+2)2 + ...+K22d+3 −K2
= (−1)i(K2i −K2i+1 +K2i+2 − (Ki −Ki+1 +Ki+2)2)
= 2(−1)ilili+1
(3.22)
Here in the second equality, we apply the condition ΩK(K1, ..., K2d+3) = 0.
Thus
Σd−1,P =
(−1)i
2(−1)ilili+1 =
1
2lili+1
. (3.23)
This is exactly the equation (3.20) for k = d− 1.
Step 3 (Applying the Induction Hypothesis): Assume that in T ∈ Gd,k,P is a chain
of refinements {P,P2k+5, · · · ,P2d+3} starting at P with
P = {{K1, ..., Ki1}, {Ki1+1, ..., Ki2}, · · · , {Ki2k+2+1, ..., K2d+3}}.
Then all possibility of P2k+5 are listed below (depending on which set is divided into three
or in other word, which nodes on level k have children)
(1) For 1 ≤ i < j ≤ i1, i odd, j even,
P1,ij = {{K1, ..., Ki}, {Ki+1, ..., Kj}, {Kj+1, ..., Ki1}, {Ki1+1, ..., Ki2},
· · · , {Ki2k+2+1, ..., K2d+3}}.
(2) For i1 + 1 ≤ i < j ≤ i2, i even, j odd,
P2,ij = {{K1, ..., Ki1}, {Ki1+1, ..., Ki}, {Ki+1, ..., Kj}, {Kj+1, ..., Ki2},
· · · , {Ki2k+2+1, ..., K2d+3}}.
· · ·
(2k+3) For i2k+2 + 1 ≤ i < j ≤ 2k + 3, i odd, j even,
P2k+3,ij = {{K1, ..., Ki1}, {Ki1+1, ..., Ki2},
· · · , {Ki2k+2+1, ..., Ki}, {Ki+1, ..., Kj}, {Kj+1, ..., K2k+3}}.
Denote by RefP the set of all Ps,ij. If P2k+5 = Ps,ij, then we know Ks on level k of T
has children. Thus lTk = s
We can split the sum in the following way, (summing over all chains start at P equals to
summing over all chains with second step P2k+5 followed by summing over all possibility of
P2k+5) ∑
T∈Gd,k,P
=
∑
P′∈RefP
∑
T∈Gd,k+1,P′
. (3.24)
Now notice that Ω2k+3,K(T ) depends only on the alternative sum of the sets in P2k+5 which
implies that Ω2k+3,K(T ) is independent of the inner sum. So we have
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Σk,P =
∑
T∈Gd,k,P
(−1)lTk+···+lTd−1
Ω2k+3,K(T ) · · ·Ω2d+1,K(T )(K1, ..., K2d+3)
=
∑
P′∈RefP
(−1)lTk
Ω2k+3,K(T )
∑
T∈Gd,k+1,P′
(−1)lTk+1+···+lTd−1
Ω2k+5,K(T ) · · ·Ω2d+1,K(T )(K1, ..., K2d+3)
(3.25)
Since RefP equals to the set of all {Ps,ij}, we get
Σk,P =
∑
T∈Gd,k,P
(−1)lTk +···+lTd−1
Ω2k+3,K(T ) · · ·Ω2d+1,K(T )(K1, ..., K2d+3)
=
1
Ω2k+3,K(T )
( ∑
1≤s≤2k+3
s odd
(−1)s
∑
is−1+1≤i<j≤is
i odd j even
∑
T∈Gd,k+1,P2k+3,ij
(−1)lTk+1+···+lTd−1
Ω2k+5,K(T ) · · ·Ω2d+1,K(T )(K1, ..., K2d+3)
+
∑
1≤s≤2k+3
s even
(−1)s
∑
is−1+1≤i<j≤is
i even j odd
∑
T∈Gd,k+1,P2k+3,ij
(−1)2d−k−1lTk+1+···+lTd−1
Ω2k+5,K(T ) · · ·Ω2d+1,K(T )(K1, ..., K2d+3)
)
.
(3.26)
Apply the induction hypothesis (3.20),
Σk,P =
1
Ω2k+3,K(T )
( ∑
1≤s≤2k+3
s odd
∑
is−1+1≤i<j≤is
i odd j even
1
2d−k−1l1 · · · lˆi1 · · · lˆis−1 · · · lˆi · · · lˆj · · · lˆis · · · l2d+2
−
∑
1≤s≤2k+3
s odd
∑
is−1+1≤i<j≤is
i even j odd
1
2d−k−1l1 · · · lˆi1 · · · lˆis−1 · · · lˆi · · · lˆj · · · lˆis · · · l2d+2
)
=
1
Ω2k+3,K(T )
 ∑
1≤s≤2k+3
s odd
∑
is−1+1≤i<j≤is
i odd j even
lilj
2d−k−1l1 · · · lˆi1 · · · l2d+2
−
∑
1≤s≤2k+3
s even
∑
is−1+1≤i<j≤is
i even j odd
· · ·

=
1
2d−k−1Ω2k+3,K(T )l1 · · · lˆi1 · · · l2d+2
 ∑
1≤s≤2k+3
s odd
∑
is−1+1≤i<j≤is
i odd j even
lilj −
∑
1≤s≤2k+3
s even
∑
is−1+1≤i<j≤is
i even j odd
lilj

(3.27)
By ΩK(K1, ..., K2d+3) = 0, we have
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Ω2k+3,K(T ) = (K1 − ... +Ki1)2 − (Ki1+1 − ... +Ki2)2 + · · ·+ (Ki2k+2 − ...+K2d+3)2 −K2
=
(
(K1 − ...+Ki1)2 −K21 + ...−Ki1)2
)− ((Ki1+1 − ...+Ki2)2 −K2i1+1 + ...−Ki2)
+ · · ·+ ((Ki2k+2 − ...+K2k+3)2 −K2i2k+2 + ...−K22d+3)
= 2
∑
1≤i<j≤i1
i odd, j even
lilj − 2
∑
i1+1≤i<j≤i2
i even, j odd
lilj + 2
∑
i2+1≤i<j≤i3
i odd, j even
lilj − · · ·+ 2
∑
i2k+2+1≤i<j≤2d+3
i even, j odd
lilj
= 2
∑
1≤s≤2k+3
s odd
∑
is−1+1≤i<j≤is
i odd j even
lilj − 2
∑
1≤s≤2k+3
s even
∑
is−1+1≤i<j≤is
i even j odd
lilj
(3.28)
Here in the second equality, we applied the condition ΩK(K1, ..., K2d+3) = 0.
Substituting (3.28) in (3.27), we get
Σk,P =
1
2d−kl1 · · · lˆi1 · · · lˆi2 · · · lˆi2k+2 · · · l2d+2
(3.29)
So we finish the proof of (3.20).
Step 4 (Concluding the Proof): Now we take k = 1 in (3.20). There are three nodes on
level 0. So their associated bottoms arePi1i2 = {{K1, ..., Ki1}, {Ki1+1, ..., Ki2}, {Ki2+1, ..., K2d+3}}.
So (3.20) reads
Σ1,P =
1
2dl1 · · · lˆi1 · · · lˆi2 · · · l2d+2
(3.30)
By (3.17)
Hd+1K1...K2d+3 =
∑
P∈P3
Σ1,P
=
∑
1≤i1<i2≤2d+3
i1 odd, i2 even
1
2dl1 · · · lˆi1 · · · lˆi2 · · · l2d+2
=
1
2dl1l2 · · · l2d+1l2d+2
∑
1≤i1<i2≤2d+3
i1 odd, i2 even
li1lij
= 0
(3.31)
The last line follows from
2
∑
i<j
i odd, j even
lilj = K
2
1 −K22 + · · ·+K22d+3 − (K1 −K2 + · · ·+K2d+3)2 = 0. (3.32)
This completes the proof. 
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4. The Long Time Dynamics of 1D Cubic NLS
This section is devoted to the proof of Theorem 1. As an application of the general tools
we developed in section 3, we shall prove a long time dynamics result of (1.2).
4.1. Ideas of the Proof. The intuition behind this result is from the analysis of the effect
of normal form transformation. As explained in subsection 2.2, normal form transformation
has a similar effect as integration by parts in the context of oscillatory integral. To quantify
the effect of normal form transformation, notice that each time we gain either L−1 or ǫ2 factor
when we do normal form. In following explanation, we often abuse L+ and L0, although
sometimes their difference is crucial.
Ideas from number theory: Consider a sum over lattice ZkL,∑
f1=0,··· ,fk=0
a(K1) · · ·a(Kℓ). (4.1)
Let f1, · · · , fk be linear functions in K1, · · · , Kℓ and a(K1), · · · , a(Kℓ) be rapidly decaying
functions, then this sum is of order Lℓ−k. Because aKj is rapidly decaying, we think it as a
indicator function on interval 1[−1,1](Kj). Let Kj =
kj
L
for j = 1, · · · , ℓ, then (4.1) is equal to
number of integer solutions of
{f1(k1, · · · , kl) = 0, · · · , fk(k1, · · · , kl) = 0, |kj| ≤ L}. (4.2)
Since fj are linear functions, this is the number of integer points on a l − k linear subspace.
For ℓ variables with k linear restrictions, each restriction reduces one freedom. We have
l − k freedoms and each freedom takes L possible values then there should be in total Ll−k
possibilities.
Consider f1, · · · , fk being polynomial functions with 2
∑k
j=1 degfj < l, number theorists
believe that the number of integer points of (4.2) is Ll−
∑k
j=1 degfj . This principle has been
verified in may concrete situations, while itself is a major conjecture in number theory, see
for example [6] and [18]. Intuitively, since |kj| ≤ L, |f | ≤ Ldegf , which means f has Ldegf
possible values but when we set f = 0, it reduces a freedom that can take Ldegf values, hence
it reduces degf freedoms.
The assumption 2
∑k
j=1 degfj < l is crucial to obtain the equidistribution result. For
example consider
k31 + k
3
2 = k
3
3, |kj| ≤ L. (4.3)
We have a set of trivial solution k1 = −k2 and k3 = 0, hence the number of solutions is
at least L, whereas the equidistribution result only gives a constant number of solutions.
However, the number theorists believe that, after remove a lower dimensional subvariety of
(4.2), the equidistribution result should still hold and solutions on this lower dimensional
subvariety are the trivial solutions. In above example, the subvariety should be {k3 = 0}. If
k3 6= 0, by the special case of the Fermat’s last theorem, (4.3) has no solution. Therefore,
we know the number of solutions can be bounded by any positive constant. Typically the
number of nontrivial solutions is Ll−
∑k
j=1 degfj and the number of trivial solutions is L
ℓ
2 . The
total number of solutions is Ll−
∑k
j=1 degfj + L
ℓ
2 . When 2
∑k
j=1 degfj < ℓ, the equidistributed
solutions dominates, and this is where the condition, 2
∑k
j=1 degfj < ℓ, comes from.
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The time scale: In [14] and [7], they considered the NLS equation with dimension d ≥ 2 where
for fixed K ∈ ZdL, the resonance set K1 −K2 +K3 = K,|K1|2 − |K2|2 + |K3|2 = |K|2,
K1, K2, K3 ∈ ZdL.
(4.4)
has 3d variables. In their case the number of trivial solutions can be bounded by Ld, and the
number of nontrivial solutions is of order L2d−2 (2d − 2 = 3d − d − 2, d linear equations, 1
quadratic equation). When d ≥ 2, we have L2d−2 ≥ Ld, i.e. the number of nontrivial solutions
dominates. Consider d = 2 with cubic nonlinearity, then the cubic term is
ǫ2
L2d
∑
S3,K=0
aK1aK2aK3e(Ω3,Kt).
Separate this into resonance and nonresonance interaction and remove the nonresonance in-
teraction to higher order term by doing normal form. We have the cubic resonance interaction
ǫ2
L2d
∑
S3,K=0
Ω3,K=0
aK1aK2aK3e(Ω3,Kt).
This sum is of order L2d−2 from the number theory analysis, hence the cubic resonance is of
order ǫ
2
L2
. For higher order terms, i.e. the ones from substituting the equation of ∂tdK , we
gain ǫ2 from the cubic nonlinearity. Thus after doing normal form transformation once, one
gains either L−2 or ǫ2. Combining this with the assumption ǫ2L+ ≪ 1, after doing normal
form P times,
−i∂taK = ǫ
2
L2
 1L2d−2 ∑
S3,K=0
Ω3,K=0
aK1aK2aK3
 +O( ǫ4L2 ) + · · ·+O(ǫ2PL2 ) + ǫ2P+2.
Consider the time of existence up to L
2
ǫ2
, the contribution of O( ǫ
4
L2
) can be bounded by´ t
0
O( ǫ
4
L2
) ≤ ǫ2. Therefore, when t ≤ L2
ǫ2
, the dynamics of aK can be approximately described
by (rescale t by s = ǫ
2
L2
t)
−i∂saK = 1
L2d−2
∑
S3,K=0
Ω3,K=0
aK1aK2aK3 ,
which in fact, after applying the circle method, converges to a integral, see Theorem 5 in [7].
In our case, the cubic resonance interaction is K1 −K2 +K3 = K,K21 −K22 +K23 = K2,
K1, K2, K3 ∈ ZL.
(4.5)
Due to lack of number of variables, the number of trivial solutions dominates, which is of
order L. Combining with the factor ǫ
2
L2
, our cubic resonance interaction is of order ǫ
2
L
, which
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means the time which we can describe the solution is only up to L
ǫ2
. To go beyond this time
scale, we change the phase of the solution by dK = aKe(· · · ) as in subsection 2.1 to remove
the cubic resonance interaction and transform the cubic nonlinearity into
ǫ2
L2
∑
S3,K=0
Ω3,K 6=0
dK1dK2dK3e(
ˆ t
0
Ω˜3,K),
which can be transformed into quintic form by normal form transformation. And the quintic
resonance interaction will be our main term that describes the long time dynamics up to time
t < L
2
ǫ4
, which is the wave turbulence time scale.
Outline of the Proof: First, we shall further analyze the main term H2K(u). In [14] and [7],
they approximate their main term using the circle method. We may also follow their strat-
egy but because of the integrable structure, we have the cancellation property (Theorem 2)
that we proved in section 3, which states that outside of a submanifold of the resonance
surface, the normal form coefficients vanish. Apply this cancellation to H2K(u), H
2
K(u) = 0
if (K1, · · · , K5) ∈ A1
⋂
A2
⋂
A3. And this will significantly simplify the approximation of
the main term. The first following section is devoted to the simplification of the main term
H2K(u). This step is a refinement of Theorem 2 for quintic term. Notice that the vanishing
property reduces the number of nontrivial solutions for which the normal form coefficient is
non-vanishing. So it allows us to get a gain of L−3 instead of L−2 in HdK(u), d ≥ 3. But in
our main term, the H2K(u), although the number of nontrivial solutions with non-vanishing
coefficient is of order L2+/L, there are L2 trivial solutions which prevent us from upgrading
our time scale to L
3
ǫ4
.
The next step is to treat all other terms as errors. We apply the explicit formula of the
normal form coefficients in Lemma 1 to reduce the problem into a number theoretical problem
(4.13). Because in (4.13) there are 1 linear equation and d quadratic equations, number of
nontrivial solutions are expected to be L2d+1−1−2×d = L+. Therefore, we should be more
careful about the potential possibility of Ld trivial solutions (K1 = K2, K3 = K4, · · · ). We
have to keep track inequality constrains in the explicit formulas to eliminate this possibility.
A useful tool of getting bound and taking advantage of these constrains is the Lemma 3.
Combining all above estimates, we are able to conclude Proposition 1 by boostrap argument,
which describes the dynamics of dK that is uK with a phase correction
´ t
0
|bK(s)|2ds. To obtain
the dynamics of uK , we need a refined estimate of |dK(s)|2 so that we may replace it by some
known quantities. We will do energy estimate on cK which give us an estimate of |cK(s)|2
and then show that |cK | differs from |dK| by some lower order error. Finally, we obtain the
desired estimate on
´ t
0
|bK(s)|2ds in terms of
´ t
0
|cK(s)|2ds.
4.2. Identification of the Main Term. In this section, we shall calculate the coefficients
of H2K carefully. In following derivation of the dynamics of dK . H
2
K will be thought as the
main term. All other terms will be errors.
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Recall that
ǫ4
L4
H2K(u) =
ǫ4
2πL4
∑
S5,K=0
Ω5,K=0
[ 1A2
Ω3,K(K1, K2 −K3 +K4, K5) −
1A1
Ω3,K(K1 −K2 +K3, K4, K5)
− 1A3
Ω3,K(K1, K2, K3 −K4 +K5)
]
dK1dK2dK3dK4dK5e(
ˆ t
0
Ω˜5,K(s)ds),
where
A1 = {K1 6= K2, K2 6= K3, K4 6= K5, K5 6= K},
A2 = {K1 6= K,K2 6= K3, K3 6= K4, K5 6= K},
A3 = {K1 6= K2, K1 6= K,K3 6= K4, K4 6= K5}.
For simplicity, let H = H2K1...K5 and we will fix K1, K2, ..., K5 in most part of this section.
We know that
H =
1l1 6=0,l2 6=0,l1+l3 6=0,l4 6=0
l1l2
+
1l1+l3 6=0,l2+l4 6=0,l2 6=0,l3 6=0
l2l3
+
1l1 6=0,l2+l4 6=0,l3 6=0,l4 6=0
l3l4
,
if we use the change of variables that we introduced in the earlier section
l1 = K1 −K2
l2 = K2 −K3
l3 = K3 −K4
l4 = K4 −K5
(4.6)
The resonance surface equation Ω5,K = 0 becomes l1l2 + l3l4 + l1l4 = 0.
By the principle of inclusion and exclusion, we know that
H = H1l1 6=0,...,l4 6=0 +
4∑
i=1
H1li=0 −
4∑
i,j=1
H1li=lj=0 + · · · (4.7)
From Theorem 2, we know that the following rational function
1
Ω3,K(K1, K2 −K3 +K4, K5) −
1
Ω3,K(K1 −K2 +K3, K4, K5) −
1
Ω3,K(K1, K2, K3 −K4 +K5)
vanishes on the resonance surface S5,K = 0, Ω5,K = 0, which implies H1l1 6=0,...,l4 6=0 = 0
All other terms also vanish, except
(1) 1l1=0H =
1l2 6=0,l3 6=0
l2l3
. In this case by l1 = 0, l1l2 + l3l4 + l1l4 = 0 is equivalent to l3l4 = 0.
Then by l3 6= 0, we have l4 = 0. Thus in this case 1l1=0H = 1l1=0,l4=0H .
(2) 1l2=0H =
1l1 6=0,l3 6=0,l4 6=0
l3l4
. For similar reason as in (1), 1l2=0H = 1l2=0,l1+l3=0H .
(3) 1l3=0H =
1l1 6=0,l2 6=0,l4 6=0
l1l2
. For similar reason as in (1), 1l3=0H = 1l3=0,l2+l4=0H .
(4) 1l4=0H =
1l2 6=0,l3 6=0
l2l3
. For the same reason as (1), 1l4=0H = 1l1=0,l4=0H .
(5) 1l1=0,l4=0H =
1l2 6=0,l3 6=0
l2l3
.
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From (1), (4), (5), we have∑
S5,K=0
Ω5,K=0
(H2K1...K51l1=0 +H
2
K1...K5
1l4=0 −H2K1...K51l1=0,l4=0)dK1dK2dK3dK4dK5e(
ˆ t
0
Ω˜5,K(s)ds)
=(2− 1)
∑
K1 6=K
K2 6=K
|dK1|2
(K1 −K)
|dK2|2
(K −K2)dK = −
( ∑
K1 6=K
|dK1|2
(K1 −K)
)2
dK .
From (2), (3), we have
∑
S5,K=0
Ω5,K=0
(H2K1...K51l2=0 +H
2
K1...K5
1l3=0)dK1dK2dK3dK4dK5e(
ˆ t
0
Ω˜5,K(s)ds)
=2
∑
K1 6=K
K2 6=K1
|dK1|2
(K2 −K1)
|dK2|2
(K1 −K)dK
=− 2
∑
K1 6=K
|dK1|4
(K1 −K)2dK +
∑
K1 6=K
K2 6=K1
|dK1|2|dK2|2
(K2 −K1)
( 1
K1 −K −
1
K2 −K
)
dK
=− 3
∑
K1 6=K
|dK1|4
(K1 −K)2dK +
( ∑
K1 6=K
|dK1|2
(K1 −K)
)2
dK .
Therefore,
ǫ4
L4
H2K(u) =
3ǫ4
L4
∑
K1 6=K
|dK1|4
(K1 −K)2dK . (4.8)
4.3. Estimate of Errors in Normal Form Transformation. In this section, we shall
obtain estimates of HdK , d ≥ 2, F dK , d ≥ 1, H˜P+1K , GdK , d ≥ 3, EdK , d ≥ 2, G˜P+1K , SdK
d ≥ 3. Note that after introducing dK , the equations (2.6) of dK contains two inequalities.
All terms produced by normal form transformations inherits inequality constrains from this,
which prevent the presence of trivial solutions K1 = K2, K2 = K3, ..., in Lemma 5.
Lemma 2. Fix d, P ∈ N, T ∈ Gd−1 or GP , ℓ > 1. Let {dK}K∈ZL ∈ Xℓ i.e. ||dK ||Xℓ =
supK∈ZL |〈K〉ℓdK | < +∞. Then for any K ∈ ZL, we have
〈K〉ℓ
∑
S2d+1,K=0
Ω2d+1,K=0
∏d−2
k=0 1Ak(T )
|Ω3,K(T )Ω5,K(T ) · · ·Ω2d−1,K(T )|(K1, ..., K2d+1)dK1 · · · dK2d+1 . L
2(d−1)+||dK||2d+1Xℓ ,
〈K〉ℓ
∑
S2d+1,K=0
Ω2d+1,K 6=0
∏d−2
k=0 1Ak(T )
|Ω3,K(T )Ω5,K(T ) · · ·Ω2d+1,K(T )|(K1, ..., K2d+1)dK1 · · · dK2d+1 . L
2d+||dK||2d+1Xℓ ,
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and
〈K〉ℓ
∑
S2P+3,K=0
∏P−1
k=0 1Ak(T )
|Ω3,K(T )Ω5,K(T ) · · ·Ω2P+1,K(T )|(K1, ..., K2P+3)dK1...dK2P+3 ≤ L
2(P+1)+||dK ||2P+1Xℓ .
Proof. We only show how to prove the first inequality. The second and the third ones can be
handled similarly. It suffices to show that
∑
S2d+1,K=0
Ω2d+1,K=0
∏d−2
k=0 1Ak(T )
|Ω3,K(T )Ω5,K(T ) · · ·Ω2d−1,K(T )| 〈K1〉
−ℓ · · · 〈K2d+1〉−ℓ . L2d−2+〈K〉−ℓ. (4.9)
Since K1, ..., K2d+1 ∈ ZL, Ω2k+1,K(T ) = µkL2 , µk ∈ Z, k = 1, · · · , d− 1. Split the summation
into two parts,
∑
S2d+1,K=0
Ω2d+1,K=0
∏d−2
k=0 1Ak(T )
|Ω3,K(T )Ω5,K(T ) · · ·Ω2d−1,K(T )| 〈K1〉
−ℓ · · · 〈K2d+1〉−ℓ
=
∑
µ1∈N+
· · ·
∑
µd−1∈N+
L2d−2
µ1 · · ·µd−1
∑
S2d+1,K=0
|Ω3,K(T )|=
µ1
L2
,··· ,|Ω2d−1,K(T )|=
µd−1
L2
,Ω2d+1,K=0
( d−2∏
k=0
1Ak(T )〈K1〉−ℓ · · · 〈K2d+1〉−ℓ
)
=
∑
0≤µk≤L10d,∀1≤k≤d−1
+
∑
µk≥L10d,∃k≤d−1
(4.10)
Estimate First Sum in (4.10): For the first sum, since K1 − · · ·+K2d+1 = K, we have
〈K1〉−ℓ · · · 〈K2d+1〉−ℓ ≤ 〈K〉−l (consider largest Kj and bound it by 〈K〉−ℓ, and bound all other
〈Kj〉−ℓ by 1). Therefore,
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∑
0≤µk≤L10d,∀1≤k≤d−1
L2d−2
µ1 · · ·µd−1
∑
S2d+1,K=0
|Ω3,K(T )|=
µ1
L2
,··· ,|Ω2d−1,K(T )|=
µd−1
L2
,Ω2d+1,K=0
( d−2∏
k=0
1Ak(T )〈K1〉−ℓ · · · 〈K2d+1〉−ℓ
)
≤L
2d−2
〈K〉ℓ
∑
0≤µk≤L10d,∀1≤k≤d−1
1
µ1 · · ·µd−1
∑
S2d+1,K=0
|Ω3,K(T )|=
µ1
L2
,··· ,|Ω2d−1,K(T )|=
µd−1
L2
,Ω2d+1,K=0
d−2∏
k=0
1Ak(T )
=
L2d−2
〈K〉ℓ
∑
0≤µk≤L10d,∀1≤k≤d−1
1
µ1 · · ·µd−1#{(K1, ..., K2d+1) ∈ ∩
d−2
k=0Ak(T ) : S2d+1,K = 0, |Ω3,K(T )| =
µ1
L2
, · · · , |Ω2d−1,K(T )| = µd−1
L2
, Ω2d+1,K = 0}
=
L2d−2
〈K〉ℓ
∑
0≤|µk |≤L10d,∀1≤k≤d−1
1
µ1 · · ·µd−1#µ1,...,µd−1;K (4.11)
Here in the last step we introduce the notation
#µ1,...,µd−1,K = #{(K1, ..., K2d+1) ∈ ∩d−2k=0Ak(T ) : S2d+1,K = 0, |Ω3,K(T )| =
µ1
L2
, · · · , |Ω2d−1,K(T )| = µd−1
L2
, Ω2d+1,K = 0}.
(4.12)
We want to show that
#µ1,...,µd−1;K . µ
+
1 · · ·µ+d−1. (4.13)
Replacing Kj by Kj+K in the definition of #µ1,...,µd−1;K , we get #µ1,...,µd−1;K = #µ1,...,µd−1;0.
Denote #µ1,...,µd−1 = #µ1,...,µd−1;0. We want to show that
#µ1,...,µd−1 . µ
+
1 · · ·µ+d−1. (4.14)
To prove this, we need the following three lemmas.
Lemma 3. For any µ, µ ∈ Z,
#{(K1, K2, K3) ∈ Z3L : K1 6= K2, K2 6= K3, K1−K2+K3 =
µ
L2
, K21−K22+K23 =
µ′
L2
} . |µ′−µ2|+.
(4.15)
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Proof. Let Kj =
kj
L
with kj ∈ Z, j = 1, 2, 3, we have
#{(K1, K2, K3) ∈ Z3L : K1 6= K2, K2 6= K3, K1 −K2 +K3 =
µ
L2
, K21 −K22 +K23 =
µ′
L2
}
=#{(k1, k2, k3) ∈ Z3 : k1 6= k2, k2 6= k3, k1 − k2 + k3 = µ, k21 − k22 + k23 = µ′}
=#{(k1, k2, k3) ∈ Z3 : k1 6= k2, k2 6= k3, k1 − k2 + k3 = µ, (k1 − k2)(k2 − k3) = µ′ − µ2}
=
∑
ab=|µ′−µ2|
#{(k1, k2, k3) ∈ Z3 : k1 6= k2, k2 6= k3, k1 − k2 + k3 = µ, k1 − k2 = a, k2 − k3 = b}
≤
∑
ab=|µ′−µ2|
1 = #{(a, b) ∈ Z2 : ab = |µ′ − µ2|}
(4.16)
Now we need the following lemma,
Lemma 4. For any number n ∈ Z, the number of its divisors is bounded by n+.
Proof. We follow proposition 1.15 in [27]. Let n = pα11 · · · pαrr , then
#{k : k|n} = (α1 + 1) · · · (αr + 1).
Notice that ln(n) = α1ln(p1) + · · · + αrln(pr), so we have αi ≤ ln(n)ln(2) . And we also have
ln(1 + αi) ≤ αi. We will apply the first inequality when pi is small and the second when pi is
large. Set a threshold c which will be given later. Define m = max{i : ln(pi) < c} (m = 0 if
no such i). Thus ln(m) < ln(pm) < c.
ln(#{k : k|n}) = ln(α1 + 1) + · · ·+ ln(αr + 1)
=
m∑
k=1
ln(αk + 1) +
r∑
k=m
ln(αk + 1)
≤ m · ln( ln(n)
ln(2)
+ 1) +
r∑
k=m
αk
≤ ecln( ln(n)
ln(2)
+ 1) +
1
c
r∑
k=m
αkln(pk)
≤ ecln( ln(n)
ln(2)
+ 1) +
1
c
ln(n)
Here the fourth inequlity is because ln(m) < c and ln(n) = α1ln(p1) + · · ·+ αrln(pr).
Take c = (1− δ)lnln(n). We have
ln(#{k : k|n}) ≤ ln1−δ(n)ln( ln(n)
ln(2)
+ 1) + (1− δ)−1 ln(n)
lnln(n)
.
ln(n)
lnln(n)
. n+.

Recall ab = |µ′ − µ2|, by Lemma 4, there are |µ′ − µ2|+ possible values of a and b. Thus
#{(a, b) ∈ Z2 : ab = |µ′ − µ2|} ≤ #{divisor of |µ′ − µ2|}2 ≤ |µ′ − µ2|+. This completes the
proof of Lemma 3. 
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Given Lemma 3, we can prove the following lemma.
Lemma 5. Fix T ∈ Gd−1. If (K1, ..., K2d+1) ∈ {(K1, ..., K2d+1) ∈ ∩d−2k=0Ak(T ) : S2d+1,0 =
0, |Ω3,0(T )| = µ1L2 , · · · , |Ω2d−1,0(T )| = µd−1L2 , Ω2d+1,0 = 0}, then there are at most µ+1 · · ·µ+d−1
possible values of ST∗ (see Lemma 1 for its definition) for any node ∗ ∈ T .
Proof. This lemma is proved by induction on the level of the nodes.
For the three nodes on level 0, ∗1, ∗2, ∗3, we have ST∗1 − ST∗2 + ST∗3 = 0 and S2T∗1 − S2T∗2 +
S2T∗3 = ±
µ1
L2
. Then by Lemma 3, there are at most µ+1 · · ·µ+d−1 possible values of them. Note
that the inequality constrains in A1(T ) guarantees ST∗1 6= ST∗2 and ST∗2 6= ST∗3 .
Assume that this lemma is true for nodes of level less than k, let us consider nodes on k-th
level.
Let ∗1,..., ∗lT
k−1
,..., ∗2k+1 be all nodes of level k. ∗lT
k−1
has three children ∗′
lT
k−1
, ∗′
lT
k−1+1
, ∗′
lT
k−1+2
.
∗j has only one child ∗′j for j < lTk−1, one child ∗′j+2 for j > lTk−1.
If j 6= lTk−1, S∗′j = S∗j or S∗′j+2 = S∗j depending on j < lTk−1 or j > lTk−1. Thus by induction
assumption, there are at most µ+1 · · ·µ+d−1 possible values of them.
If j = lTk−1, S∗′j −S∗′j+1 +S∗′j+1 = S∗j and S2∗′j−S
2
∗′j+1
+S2∗′j+1
= ±µk
L2
−S2∗1 + · · · . By induction
assumption, the right hand side of previous equations have only µ+1 · · ·µ+d−1 possible values.
By the inequality constrains in Ak, S∗′j 6= S∗′j+1 , S∗′j+1 6= S∗′j+2 . Thus by Lemma 3, there are
at most µ+1 · · ·µ+d−1 possible values of S∗′j , S∗′j+1 , S∗′j+1 . So we complete the induction. 
If ∗ is the j-th nodes on the bottom of T , then ST∗ = Kj. Thus there are at most µ+1 · · ·µ+d−1
possible values of all Kj , 1 ≤ j ≤ 2d+ 1. This fact implies #µ1,...,µd−1 . µ+1 · · ·µ+d−1. So from
(4.11), we know that the first sum in (4.10) can be bounded by
L2d−2
〈K〉ℓ
∑
0≤µk≤L10d,∀1≤k≤d−1
1
µ1 · · ·µd−1µ
+
1 · · ·µ+d−1
.L2d−2+〈K〉−ℓ
(4.17)
So the first sum can be bounded by the right hand side of (4.9).
Estimate Second Sum in (4.10): Since µk ≥ L10d ⇔ |Ω2k+1,K | ≥ L10d−2, by a minute
of reflection, we know that the second sum equals to
∑
S2d+1,K=0
Ω2d+1,K=0
∃k, |Ω2k+1,K(T )|≥L
10d−2
∏d−2
k=0 1Ak(T )
|Ω3,K(T )Ω5,K(T ) · · ·Ω2d−1,K(T )|〈K1〉
−ℓ · · · 〈K2d+1〉−ℓ (4.18)
By inequality constrains in Aj, Ω2j+1,K(T ) 6= 0. Thus |Ω2j+1,K(T )| ≥ 1L2 by the fact that
(K1, ..., K2d+1) ∈ Z2d+1L .
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So above expression can be bounded by∑
S2d+1,K=0
Ω2d+1,K=0
∃k, |Ω2k+1,K(T )|≥L
10d−2
L2d−2L−(10d−2)〈K1〉−ℓ · · · 〈K2d+1〉−ℓ
.L−8d
∑
S2d+1,K=0
〈K1〉−ℓ · · · 〈K2d+1〉−ℓ
.L−8d
2d+1∑
j=1
∑
S2d+1,K=0
|Kj |=maxm |Km|
〈K1〉−ℓ · · · 〈K2d+1〉−ℓ
.L−8d
∑
S2d+1,K=0
|K1|=maxm |Km|
〈K1〉−ℓ · · · 〈K2d+1〉−ℓ
.L−8d〈K〉−ℓ
∑
S2d+1,K=0
|K1|=maxm |Km|
〈K2〉−ℓ · · · 〈K2d+1〉−ℓ
.L−8d〈K〉−ℓ
∑
(K2,...,K2d+1)∈Z
2d
L
〈K2〉−ℓ · · · 〈K2d+1〉−ℓ
=L−8d〈K〉−ℓ
( ∑
K2∈ZL
〈K2〉−ℓ
)2d
.L−6d〈K〉−ℓ
(4.19)
Here the third inequality uses the symmetry between Kj, 1 ≤ j ≤ 2d+1. The last inequality
follows from the elementry inequality
∑
K2∈ZL
〈K2〉−ℓ ≤ L.
So the second sum can also be bounded by the right hand side of (4.9). Thus (4.9) is proved.
We have finished the first conclusion of this lemma.
Proof of Other Conclusions: The proof of the second conclusion of this lemma is essen-
tially the same. Now let’s describe how to prove the third one. As same as (4.10), we split
the sum into two parts. The second part can be bounded by the same strategy as described
above. The first sum can be bounded by
∑
0≤µk≤L10(P+1),∀1≤k≤P
L2P
µ1 · · ·µP
∑
S2P+3,K=0
|Ω3,K(T )|=
µ1
L2
,··· ,|Ω2P+1,K(T )|=
µP
L2
( P−1∏
k=0
1Ak(T )〈K1〉−ℓ · · · 〈K2P+3〉−ℓ
)
.
Replacing Kj by Kj +K, we get
∑
0≤µk≤L10(P+1),∀1≤k≤P
L2P
µ1 · · ·µP
∑
S2P+3,0=0
|Ω3,0(T )|=
µ1
L2
,··· ,|Ω2P+1,0(T )|=
µP
L2
( P−1∏
k=0
1Ak(T )〈K1 +K〉−ℓ · · · 〈K2P+3 +K〉−ℓ
)
.
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Note we no longer have the restriction Ω2d+3,K = 0. Consider
{(K1, ..., K2d+1) ∈ ∩d−2k=0Ak(T ) : S2d+1,0 = 0, |Ω3,0(T )| =
µ1
L2
, · · · , |Ω2d−1,0(T )| = µd−1
L2
}.
A similar induction works as in Lemma 5, except for the last step, due to the absence
of Ω2d+3,K = 0. But we know that for nodes ∗1, ...,∗2P+1 on level P − 1, S∗1 , ..., S∗1 has
only µ+1 · · ·µ+P possible values except for S∗lT
P−1
, S∗j = Kj or Kj+2 according to j < l
T
P−1 or
j > lTP−1. Thus K1, ..., KlTP−1 −KlTP−1+1 +KlTP−1+2, ..., K2P+3 all have only µ
+
1 · · ·µ+P possible
values.
Let j0 satisfies |Kj0 +K| = maxj |Kj +K|. If j0 /∈ {lTP−1, lTP−1 + 1, lTP−1 + 2}, then bound
〈Kj0〉−ℓ by 〈K〉−ℓ and other 〈Kj〉−ℓ by 1, the first sum can be further bounded by
L2P
〈K〉ℓ
∑
0≤µk≤L10(P+1),∀1≤k≤d−1
µ+1 · · ·µ+P
µ1 · · ·µd−1
∑
K
lT
P−1
−K
lT
P−1
+1
+K
lT
P−1
+2
∈K
〈KlT
P−1
+K〉−ℓ
× 〈KlT
P−1+1
+K〉−ℓ〈KlT
P−1+2
+K〉−ℓ
=
L2P
〈K〉ℓ
∑
0≤µk≤L10(P+1),∀1≤k≤d−1
µ+1 · · ·µ+P
µ1 · · ·µd−1
∑
a∈K
∑
K
lT
P−1
,K
lT
P−1
+1
∈Z
〈KlT
P−1
+K〉−ℓ
× 〈KlT
P−1+1
+K〉−ℓ〈a−KlT
P−1
+KlT
P−1+1
+K〉−ℓ
.
L2P
〈K〉ℓ
∑
0≤µk≤L10(P+1),∀1≤k≤d−1
µ+1 · · ·µ+P
µ1 · · ·µd−1
∑
K
lT
P−1
,K
lT
P−1
+1
∈Z
〈KlT
P−1
+K〉−ℓ〈KlT
P−1+1
+K〉−ℓ
.
L2P+
〈K〉ℓ (
∑
K
lT
P−1
∈Z
〈KlT
P−1
+K〉−ℓ)2 . L
2P+2+
〈K〉ℓ ,
(4.20)
where K is some set with cardinality ≤ µ+1 · · ·µ+P . The last inequality follows from the
elementry inequality
∑
K2∈ZL
〈KlT
P−1
+K〉−ℓ ≤ L.
If j0 ∈ {lTP−1, lTP−1 + 1, lTP−1 + 2}, without loss of generality assume that j0 = lTP−1 + 2, we
have 〈KlT
P−1+2
+ K〉 ≥ 〈K〉. After bounding all 〈Kj〉−ℓ by 1, the first sum can be further
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bounded by
L2P
∑
0≤µk≤L10(P+1),∀1≤k≤d−1
µ+1 · · ·µ+P
µ1 · · ·µd−1
∑
K
lT
P−1
−K
lT
P−1
+1
+K
lT
P−1
+2
∈K
〈K
lT
P−1
+2
+K〉≥〈K〉
〈KlT
P−1
+K〉−ℓ
× 〈KlT
P−1+1
+K〉−ℓ〈KlT
P−1+2
+K〉−ℓ
=
L2P
〈K〉ℓ
∑
0≤µk≤L10(P+1),∀1≤k≤d−1
µ+1 · · ·µ+P
µ1 · · ·µd−1
∑
K
lT
P−1
,K
lT
P−1
+1
∈Z
〈KlT
P−1
+K〉−ℓ〈KlT
P−1+1
+K〉−ℓ
.
L2P
〈K〉ℓ
∑
0≤µk≤L10(P+1),∀1≤k≤d−1
µ+1 · · ·µ+P
µ1 · · ·µd−1
∑
K
lT
P−1
,K
lT
P−1
+1
∈Z
〈KlT
P−1
+K〉−ℓ〈KlT
P−1+1
+K〉−ℓ
.
L2P+
〈K〉ℓ (
∑
K
lT
P−1
∈Z
〈KlT
P−1
+K〉−ℓ)2 . L
2P+2+
〈K〉ℓ
(4.21)
where K is some set with cardinality ≤ µ+1 · · ·µ+P . So we get a bound on the first sum, thus
we finished the proof of the last conclusion. This completes the proof of Lemma 2. 
Lemma 6. For any 3 ≤ d ≤ P , ℓ > 1,
‖HdK(u)‖XℓK . L
2(d−1)+‖u‖2d+1
Xℓ
.
Proof. Recall that
HdK(u) =
∑
S2d+1,K=0
Ω2d+1,K=0
HdK1K2...K2d+1dK1dK2...dK2d+1e(
ˆ t
0
D2d+1,K(s)ds), (4.22)
By (3.4),
HdK1...K2d+1 =
∑
T∈Gd−1
(−1)∑d−2k=0 lTk ∏d−2k=0 1Ak(T )
Ω3,K(T )Ω5,K(T ) · · ·Ω2d−1,K(T )(K1, ..., K2d+1). (4.23)
By (4.22),
|HdK(u)| ≤
∑
S2d+1,K=0
Ω2d+1,K=0
|HdK1K2...K2d+1||dK1dK2...dK2d+1|
≤
∑
T∈Gd−1
∑
S2d+1,K=0
Ω2d+1,K=0
∏d−2
k=0 1Ak(T )
|Ω3,K(T )Ω5,K(T ) · · ·Ω2d−1,K(T )|(K1, ..., K2d+1)|dK1dK2...dK2d+1|.
(4.24)
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By the first conclusion in Lemma 2,
|HdK(u)| ≤|Gd−1|||dK||2d+1Xℓ
K
L2(d−1)+
〈K〉ℓ . ||u||
2d+1
Xℓ
L2(d−1)+
〈K〉ℓ , (4.25)
where |Gd−1| is the number of trees in Gd−1. Thus ||HdK(u)||Xℓ . L2(d−1)+||u||2d+1Xℓ . This
completes the proof. 
Lemma 7. For any 1 ≤ d ≤ P , ℓ > 1,
‖F dK(u)‖XℓK . L
2d+‖u‖2d+1
Xℓ
.
Proof. Recall that
F dK(u) =
∑
S2d+1,K=0
Ω2d+1,K 6=0
HdK1K2...K2d+1dK1dK2...dK2d+1
1
2πΩ2d+1,K
e(
ˆ t
0
Ω˜2d+1,K(s)ds). (4.26)
Denote
F dK1K2...K2d+1 =
HdK1K2...K2d+11Ω2d+1,K 6=0
2πΩ2d+1,K(K1, ..., K2d+1)
, (4.27)
then
F dK(u) =
∑
S2d+1,K=0
Ω2d+1,K 6=0
F dK1K2...K2d+1bK1bK2 ...bK2d+1e(
ˆ t
0
Ω˜2d+1,K(s)ds). (4.28)
By Lemma 1,
F dK1...K2d+1 =
∑
T∈Gd−1
(−1)∑d−2k=0 lTk ∏d−2k=0 1Ak(T )
Ω3,K(T )Ω5,K(T ) · · ·Ω2d+1,K(T )(K1, ..., K2d+1). (4.29)
By (4.28),
|F dK(u)| ≤
∑
S2d+1,K=0
Ω2d+1,K 6=0
|F dK1K2...K2d+1||bK1bK2 ...bK2d+1 |
≤
∑
T∈Gd−1
∑
S2d+1,K=0
Ω2d+1,K 6=0
∏d−2
k=0 1Ak(T )
|Ω3,K(T )Ω5,K(T ) · · ·Ω2d−1,K(T )|(K1, ..., K2d+1)|dK1dK2...dK2d+1 |.
(4.30)
By the second conclusion in Lemma 2,
|F dK(u)| ≤ |Gd−1|||dK||2d+1Xℓ
K
L2d+
〈K〉ℓ . ||u||
2d+1
Xℓ
L2d+
〈K〉ℓ , (4.31)
where |Gd−1| is the number of trees in Gd−1. Thus ||F dK(u)||Xℓ . L2(d−1)+||u||2d+1Xℓ . 
Lemma 8. For any ℓ > 1
‖H˜P+1K ‖XℓK . L
2P+2+‖u‖2P+3
Xℓ
.
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Proof. Recall that
H˜P+1K (u) =
∑
S2P+3,K=0
HP+1K1K2...K2P+3dK1dK2...dK2P+3e(
ˆ t
0
Ω˜2P+3,K(s)ds), (4.32)
By (3.4),
HP+1K1...K2P+3 =
∑
T∈GP
(−1)∑P−1k=0 lTk ∏P−1k=0 1Ak(T )
Ω3,K(T )Ω5,K(T ) · · ·Ω2P+1,K(T )(K1, ..., K2P+3). (4.33)
By (4.32),
|H˜P+1K (u)| ≤
∑
S2P+3,K=0
|HP+1K1K2...K2P+3||dK1dK2...dK2P+3 |
≤
∑
T∈GP
∑
S2P+3,K=0
∏P−1
k=0 1Ak(T )
|Ω3,K(T )Ω5,K(T ) · · ·Ω2P+1,K(T )|(K1, ..., K2P+3)|dK1dK2...dK2P+3|.
(4.34)
By the last conclusion in Lemma 2,
|H˜P+1K (u)| ≤ |GP |||dK||2P+3Xℓ
K
L2P+2+
〈K〉ℓ . ||u||
2P+3
Xℓ
L2P+2+
〈K〉ℓ , (4.35)
where |GP | is the number of trees in GP . Thus ||H˜P+1K (u)||Xℓ . L2P+2+||u||2P+3Xℓ . 
Lemma 9. Fix d, P ∈ N, T ∈ Gd−1 or GP , ℓ > 1, s = 1, 2, 3, 4. Let {dK}K∈ZL ∈ Xℓ i.e.
||dK||Xℓ = supK∈ZL |〈K〉ℓdK | < +∞. Then for any K ∈ ZL, we have
〈K〉ℓ
∑
S2d+1,K=0
Ω2d+1,K=0
1
B
(s)
0 (T )
∏d−2
k=1 1Bk(T )
|Ω5,K(T )2Ω7,K(T ) · · ·Ω2d−1,K(T )|(K1, ..., K2d+1)dK1 · · · dK2d+1 . L
2(d−1)+||dK||2d+1Xℓ ,
〈K〉ℓ
∑
S2d+1,K=0
Ω2d+1,K 6=0
1
B
(s)
0 (T )
∏d−2
k=1 1Bk(T )
|Ω5,K(T )2Ω7,K(T ) · · ·Ω2d+1,K(T )|(K1, ..., K2d+1)dK1 · · · dK2d+1 . L
2d+||dK||2d+1Xℓ ,
and
〈K〉ℓ
∑
S2P+3,K=0
1
B
(s)
0 (T )
∏P−1
k=1 1Bk(T )
|Ω5,K(T )2Ω7,K(T ) · · ·Ω2P+1,K(T )|(K1, ..., K2P+3)dK1...dK2P+3 ≤ L
2(P+1)+||dK||2P+1Xℓ .
Proof. Because the idea of this proof is identical to Lemma 2, so the proof here will be sketchy.
We first prove the first inequality. In the end of the proof, we explain how to prove the second
43
and the third ones similarly. As same as before, it suffices to show that
∑
S2d+1,K=0
Ω2d+1,K=0
1
B
(s)
0 (T )
∏d−2
k=1 1Bk(T )
|Ω5,K(T )2Ω7,K(T ) · · ·Ω2d−1,K(T )|〈K1〉
−ℓ · · · 〈K2d+1〉−ℓ . L2d−2+〈K〉−ℓ. (4.36)
Since K1, ..., K2d+1 ∈ ZL, Ω2k+1,K(T ) = µkL2 , µk ∈ Z. The same as before, split the summa-
tion into two parts,
∑
S2d+1,K=0
Ω2d+1,K=0
1
B
(s)
0 (T )
∏d−2
k=1 1Bk(T )
|Ω5,K(T )2Ω7,K(T ) · · ·Ω2d−1,K(T )|〈K1〉
−ℓ · · · 〈K2d+1〉−ℓ
=
∑
µ2∈N+
· · ·
∑
µd−1∈N+
L2d−2
µ22 · · ·µd−1
∑
S2d+1,K=0
|Ω5,K(T )|=
µ2
L2
,··· ,|Ω2d−1,K(T )|=
µd−1
L2
,Ω2d+1,K=0
(
1
B
(s)
0 (T )
d−2∏
k=1
1Bk(T )〈K1〉−ℓ · · ·
)
=
∑
0≤µk≤L10d,∀2≤k≤d−1
+
∑
µk≥L10d,∃k≤d−1
(4.37)
Estimate First Sum in (4.37): For the first sum, using the same argument as before,
since K1 − · · ·+K2d+1 = K, we have 〈K1〉−ℓ · · · 〈K2d+1〉−ℓ ≤ 〈K〉−ℓ. (Simply consider largest
Kj and bound it by 〈K〉−ℓ. Bound all other 〈Kj〉−ℓ by 1) So we have,
∑
0≤µk≤L10d,∀2≤k≤d−1
L2d−2
µ22 · · ·µd−1
∑
S2d+1,K=0
|Ω5,K(T )|=
µ2
L2
,··· ,|Ω2d−1,K(T )|=
µd−1
L2
,Ω2d+1,K=0
(
1
B
(s)
0 (T )
d−2∏
k=0
1Bk(T )〈K1〉−ℓ · · ·
)
≤L
2d−2
〈K〉ℓ
∑
0≤µk≤L10d,∀2≤k≤d−1
1
µ22 · · ·µd−1
∑
S2d+1,K=0
|Ω5,K(T )|=
µ2
L2
,··· ,|Ω2d−1,K(T )|=
µd−1
L2
,Ω2d+1,K=0
1
B
(s)
0 (T )
d−2∏
k=0
1Bk(T )
=
L2d−2
〈K〉ℓ
∑
0≤µk≤L10d,∀2≤k≤d−1
1
µ22 · · ·µd−1
#{(K1, ..., K2d+1) ∈ ∩d−2k=0Bk(T ) ∩ B(s)0 (T ) : S2d+1,K = 0,
|Ω5,K(T )| = µ2
L2
, · · · , |Ω2d−1,K(T )| = µd−1
L2
, Ω2d+1,K = 0}
=
L2d−2
〈K〉ℓ
∑
0≤|µk |≤L10d,∀2≤k≤d−1
1
µ2 · · ·µd−1#µ2,...,µd−1;K (4.38)
Here in the last step we introduce the notation #µ2,...,µd−1,K . We want to show that
#µ2,...,µd−1;K . µ
+
2 · · ·µ+d−1. (4.39)
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Replacing Kj by Kj+K in the definition of #µ2,...,µd−1;K , we get #µ1,...,µd−1;K = #µ1,...,µd−1;0.
Denote #µ2,...,µd−1 = #µ2,...,µd−1;0. We want to show that
#µ2,...,µd−1 . µ
+
2 · · ·µ+d−1. (4.40)
We prove (4.40) inductively.
Lemma 10. Fix T ∈ Gd−1. If (K1, ..., K2d+1) ∈ {(K1, ..., K2d+1) ∈ ∩d−2k=0Bk(T ) ∩ B(s)0 (T ) :
S2d+1,0 = 0, |Ω5,0(T )| = µ2L2 , · · · , |Ω2d−1,0(T )| = µd−1L2 , Ω2d+1,0 = 0}, then there are at most
µ+2 · · ·µ+d−1 possible values of ST∗ (see Lemma 1 for its definition) for any node ∗ ∈ T .
Proof. This lemma is proved by induction on the level of the nodes. In the proof, we only
consider the case that s = 1. In all other cases the proof has no essential changes.
Unlike the proof of Lemma 5, we don’t have Ω on level 0. For the five nodes on level 1, ∗1, ∗2,
∗3, ∗4, ∗5, we have ST∗1−ST∗2+ST∗3−ST∗4+ST∗5 = 0 and S2T∗1−S2T∗2+S2T∗3−S2T∗4+S2T∗5 = ±
µ2
L2
.
Unlike the proof of Lemma 5, we have several equations in B(s)0 (T ), i.e. ST∗1 = ST∗2 = ST∗3 .
Applying them, we get ST∗3 − ST∗4 + ST∗5 = 0 and S2T∗3 − S2T∗4 + S2T∗5 = ±
µ2
L2
. Then by
Lemma 3, there are at most µ+1 · · ·µ+d−1 possible values of ST∗1 , ST∗2 , ST∗3 , ST∗4 , ST∗5 = 0.
Note that the inequality constrains in B1(T ) guarantees ST∗3 6= ST∗4 and ST∗4 6= ST∗5 .
Assume that this lemma is true for nodes of level less than k, let us consider nodes on k-th
level. The following argument is identically the same as that in the proof of Lemma 5.
Let ∗1,..., ∗lT
k−1
,..., ∗2k+1 be all nodes of level k. ∗lT
k−1
has three children ∗′
lT
k−1
, ∗′
lT
k−1+1
, ∗′
lT
k−1+2
.
∗j has only one child ∗′j for j < lTk−1, one child ∗′j+2 for j > lTk−1.
If j 6= lTk−1, S∗′j = S∗j or S∗′j+2 = S∗j depending on j < lTk−1 or j > lTk−1. Thus by induction
assumption, there are at most µ+1 · · ·µ+d−1 possible values of them.
If j = lTk−1, S∗′j −S∗′j+1 +S∗′j+1 = S∗j and S2∗′j−S
2
∗′j+1
+S2∗′j+1
= ±µk
L2
−S2∗1 + · · · . By induction
assumption, the right hand side of previous equations have only µ+1 · · ·µ+d−1 possible values.
By the inequality constrains in Bk, S∗′j 6= S∗′j+1 , S∗′j+1 6= S∗′j+2 . Thus by Lemma 3, there are
at most µ+1 · · ·µ+d−1 possible values of S∗′j , S∗′j+1 , S∗′j+1 . So we complete the induction. 
If ∗ is the j-th nodes on the bottom of T , then ST∗ = Kj. Thus there are at most µ+1 · · ·µ+d−1
possible values of all Kj , 1 ≤ j ≤ 2d+ 1. This fact implies #µ1,...,µd−1 . µ+1 · · ·µ+d−1. So from
(4.38), we know that the first sum in (4.37) can be bounded by
L2d−2
〈K〉ℓ
∑
0≤µk≤L10d,∀1≤k≤d−1
1
µ1 · · ·µd−1µ
+
1 · · ·µ+d−1
.L2d−2+〈K〉−ℓ
(4.41)
So the first sum can be bounded by the right hand side of (4.36).
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Estimate Second Sum in (4.37): Since µk ≥ L10d ⇔ |Ω2k+1,K | ≥ L10d−2, by a minute
of reflection, we know that the second sum equals to∑
S2d+1,K=0
Ω2d+1,K=0
∃k, |Ω2k+1,K(T )|≥L
10d−2
1
B
(s)
0 (T )
∏d−2
k=1 1Bk(T )
|Ω5,K(T )2 · · ·Ω2d−1,K(T )| 〈K1〉
−l · · · 〈K2d+1〉−l (4.42)
By inequality constrains in Bj , Ω2j+1,K(T ) 6= 0. Thus |Ω2j+1,K(T )| ≥ 1L2 since (K1, ..., K2d+1) ∈
Z
2d+1
L . So above expression can be bounded by∑
S2d+1,K=0
Ω2d+1,K=0
∃k, |Ω2k+1,K(T )|≥L
10d−2
L2d−2L−(10d−2)1
B
(s)
0 (T )
〈K1〉−ℓ · · · 〈K2d+1〉−ℓ
.
∑
S2d+1,K=0
Ω2d+1,K=0
∃k, |Ω2k+1,K(T )|≥L
10d−2
L2d−2L−(10d−2)〈K1〉−ℓ · · · 〈K2d+1〉−ℓ
.L−6d〈K〉−ℓ
(4.43)
The last inequality follows from the same argument as in (4.19) in Lemma 2. Note that
B(s)0 (T ) produces two equations. If we take advantage of it in the second step, we can get a
gain of L−2, which we don’t need here.
The second sum can also be bounded by the right hand side of (4.36). Thus (4.36) is proved.
We have finished the first conclusion of this lemma.
Proof of Other Conclusions: The proof of the second conclusion of this lemma is essen-
tially the same. The proof of the third one follows from of the argument of the last part in
Lemma 2, because the same induction argument works in Lemma 10 as in Lemma 5. So we
complete the proof of Lemma 9. 
Lemma 11. For any 3 ≤ d ≤ P , ℓ > 1,
‖GdK(u)‖XℓK . L
2(d−1)+‖u‖2d+1
Xℓ
.
Proof. Replacing all the letter ’H’ by ’G’ and ’Lemma 2’ by ’Lemma 9’ in the proof of Lemma
6 we get a proof of this lemma. 
Lemma 12. For any 2 ≤ d ≤ P , ℓ > 1,
‖EdK(u)‖XℓK . L
2d+‖u‖2d+1
Xℓ
.
Proof. Replacing all the letter ’F’ by ’E’ and ’Lemma 2’ by ’Lemma 9’ in the proof of Lemma
7 we get a proof of this lemma. 
Lemma 13. For any ℓ > 1
‖G˜P+1K ‖XℓK . L
2d+2+‖u‖2d+3
Xℓ
.
Proof. Replacing all the letter ’H˜ ’ by ’G˜’ and ’Lemma 2’ by ’Lemma 9’ in the proof of Lemma
8 we get a proof of this lemma. 
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Lemma 14. For any ℓ > 1, 3 ≤ d ≤ P , assume that ǫ2‖u‖2
Xℓ
≤ 1
10
if d = 3, then we have
‖SdK(u)‖XℓK . L
2(d−1)+‖u‖2d+1
Xℓ
.
Proof. Recall that
Sd+2K (u) =
∑
S2d+3,K=0
(Hd+1K1K2...K2d+3 +G
d+1
K1K2...K2d+3
)dK1dK2...dK2d+3
D2d+3,K(t)
2πΩ2d+3,K
e(
ˆ t
0
Ω˜2d+3,K(s)ds).
(4.44)
Denote
Sd+2K1K2...K2d+3 =
(Hd+1K1K2...K2d+3 +G
d+1
K1K2...K2d+3
)1Ω2d+3,K 6=0
2πΩ2d+3,K(K1, ..., K2d+3)
, (4.45)
then
Sd+2K (u) =
∑
S2d+3,K=0
Sd+2K1K2...K2d+3bK1bK2...bK2d+3D2d+3,K(t)e(
ˆ t
0
Ω˜2d+3,K(s)ds). (4.46)
By Lemma 1,
Sd+2K1...K2d+3 =
∑
T∈Gd
(−1)∑d−1k=0 lTk ∏d−1k=0 1Ak(T )
Ω3,K(T )Ω5,K(T ) · · ·Ω2d+3,K(T )(K1, ..., K2d+3).
+
4∑
j=1
∑
T∈Gd
1s+
∑d−1
k=2 l
T
k 1
B
(s)
0 (T )
∏d−1
k=1 1Bk(T )
Ω5,K(T )2Ω7,K(T ) · · ·Ω2d+3,K(T )(K1, ..., K2d+3)dK1 · · · dK2d+3
(4.47)
By (4.46),
|Sd+2K (u)| ≤
∑
S2d+3,K=0
|F d+1K1K2...K2d+3||bK1bK2 ...bK2d+3 ||D2d+3,K(t)|
≤ ||u||2Xℓ
∑
T∈Gd
∑
S2d+3,K=0
Ω2d+3,K 6=0
∏d−1
k=0 1Ak(T )
|Ω3,K(T )Ω5,K(T ) · · ·Ω2d+3,K(T )|(K1, ..., K2d+3)|dK1dK2...dK2d+3 |
+ ||u||2Xℓ
∑
T∈Gd
∑
S2d+3,K=0
Ω2d+3,K 6=0
1
B
(s)
0 (T )
∏d−1
k=1 1Bk(T )
|Ω5,K(T )2Ω7,K(T ) · · ·Ω2d+3,K(T )|(K1, ..., K2d+3)|dK1dK2 · · · dK2d+3|.
(4.48)
By the second conclusion in Lemma 2 and Lemma 9,
|Sd+2K (u)| ≤ |Gd|||dK ||2d+5Xℓ
K
L2d+2+
〈K〉ℓ . ||u||
2d+5
Xℓ
L2d+2+
〈K〉ℓ (4.49)
where |Gd| is the number of trees in Gd. Thus ‖Sd+2K ‖XℓK . L2d+2+‖u‖
2d+5
Xℓ
. Replacing d by
d− 2, we complete the proof. 
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4.4. Dynamics of dK. Consider the continuous equation
− i∂tf(K) = |f(K)|4f(K), f(K)|t=0 = f0(K), K ∈ R. (4.50)
We can solve this ODE and solution is f(K) = e( 1
2π
|f0(K)|4t)f0(K). In this section, we com-
pare f(K) with cK (2.38) and obtain a long time dynamics description for dK in Proposition
1.
Proposition 1. Fix ℓ > 1, 0 < γ < 1, and let f0 ∈ Xℓ,2(R). Let f(t, ξ) be the solution
of (4.50) over time interval [0,M ] with initial data f0. Let B
def
= ‖f(0)‖Xℓ,2(R). Let u be the
solution of (1.2) with initial data u0 =
1
L
∑
ZL
f0(K)e(Kx). Then for L sufficiently large
and ǫ2Lγ sufficiently small, depending on M , B, there exists a constant Cγ such that or all
t ∈ [0,MTR], ∥∥∥∥dK − f( tTR , K)
∥∥∥∥
Xℓ(ZL)
. Cγ
(
ǫ2Lγ + L−1
)
,
where TR =
L2
ǫ4
.
Proof. We shall use bootstrap argument to show that sup0≤t≤T ||uK(t)||Xℓ ≤ 2B. To do this,
it suffices to show that
sup
0≤t≤T
||uK(t)||Xℓ ≤ 2B ⇒ sup
0≤t≤T
||uK(t)||Xℓ < 2B (4.51)
for any T < MTR. To see why (4.51) implies sup0≤t≤T ||uK(t)||Xℓ ≤ 2B, notice that initially
||u(0)||Xℓ = ||f(0)||Xℓ ≤ B, if at some time t0 ≤ MTR, ||u(t0)||Xℓ ≥ 2B, by continuity there
exists 0 < T ≤ t0 s.t. ||uK(T )||Xℓ = 2B and ||uK(T )||Xℓ = sup0≤t≤T ||uK(t)||Xℓ . But by
(4.51), ||uK(T )||Xℓ < 2B, which is a contradiction.
Notice that
sup
0≤t≤T
||uK(t)||Xℓ ≤ 2B ⇒ sup
0≤t≤T
∥∥∥∥dK(t)− f ( tTR , K
)∥∥∥∥
Xℓ
. Cγ
(
ǫ2Lγ + L−1
)
. (4.52)
implies (4.51). So we only need to prove (4.52).
In what follows, we sometimes denote f( t
TR
, K) by f(K) for simplicity.
From Lemma 7 we have∥∥∥∥dK(t)− f ( tTR , K
)∥∥∥∥
Xℓ
≤
∥∥∥∥cK(t)− f ( tTR , K
)∥∥∥∥
Xℓ
+ ‖dK(t)− cK(t)‖Xℓ
≤
∥∥∥∥cK(t)− f ( tTR , K
)∥∥∥∥
Xℓ
+ Cγ
(
P∑
d=1
ǫ2d‖u‖2d+1
Xℓ
)
Lγ
≤
∥∥∥∥cK(t)− f ( tTR , K
)∥∥∥∥
Xℓ
+ Cγ
(
P∑
d=1
ǫ2dB2d+1
)
Lγ .
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To bound wK := cK(t)− f( tTR , K), from (2.38), we have
−i∂twK = ǫ
4
L2
( 1
L2
H2K(u)− |f(K)|4f(K)
)
︸ ︷︷ ︸
I
+
P∑
d=3
ǫ2d
L2d
(HdK(u) +G
d
K(u))︸ ︷︷ ︸
II
+
P+1∑
d=3
ǫ2d
L2d
SdK(u)︸ ︷︷ ︸
III
+
ǫ2P+2
L2P+2
(H˜P+1K (u) + G˜
P+1
K (u))︸ ︷︷ ︸
IV
= I + II + III + IV,
(4.53)
where I is the main term, while II, III, and IV are errors.
Estimate of Main Term I: To estimate the main term, we use the method of sym-
metrization. Recall that, from (4.8), we have
ǫ4
L4
H2K(u) =
3ǫ4
L4
∑
K1 6=K
|dK1|4
(K1 −K)2dK (4.54)
=
3ǫ4
L4
∑
K1 6=0
|dK1+K |4 + |dK−K1|4 − 2|dK|4
2K21
dK +
3ǫ4
L4
( ∑
K1 6=0
1
K21
)
|dK |4dK . (4.55)
Therefore,
I =
3ǫ4
L2
(
L−2
( ∑
K1 6=0
1
K21
)
|dK |4dK − |f(K)|4f(K)
)
+
3ǫ4
L4
∑
K1 6=0
|dK1+K |4 + |dK−K1|4 − 2|dK|4
2K21
dK
=: I1 + I2.
Notice that
I1 =
3ǫ4
L2

(∑
µ6=0
µ∈Z
µ≤L
1
µ2
)
|dK |4dK − |f(K)|4f(K)
 ,
so for I1, we have
‖I1‖Xℓ ≤
3ǫ4
L2
B4
∥∥∥∥dK(t)− f ( tTR , K
)∥∥∥∥
Xℓ
.
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For I2, recall that for g ∈ Xℓ,2∑
x∈ZL\0
g(x) + g(−x)− 2g(0)
x2
=
∑
x∈ZL\0
|x|<1
g(x) + g(−x)− 2g(0)
x2
+
∑
x∈ZL\0
|x|>1
g(x) + g(−x)− 2g(0)
x2
.L ‖g′′‖L∞ +
∑
x∈ZL\0
|x|>1
1
x2
‖g‖L∞ . L ‖g‖X0,2 .
(4.56)
Therefore,
I2 =
3ǫ4
L4
∑
K1 6=0
( |dK1+K |4 + |dK−K1|4 − 2|dK |4
2K21
dK
− |f0(K1 +K)|
4 + |f0(K −K1)|4 − 2|f0(K)|4
K21
f(K)
)
+
3ǫ4
L4
∑
K1 6=0
|f0(K1 +K)|4 + |f0(K −K1)|4 − 2|f0(K)|4
K21
f(K)
≤ 3ǫ
4
L2
B4 ‖dK − f(K)‖Xℓ +
3ǫ4
L3
‖f‖5X0,2 .
Here in last step, we apply (4.56).
Estimate of Errors:
Bound on II
From Lemma 6 and Lemma 11,
‖II‖Xℓ ≤
P∑
d=3
ǫ2d
L2d
L2(d−1)+ ‖u‖2d+1Xℓ =
P∑
d=3
ǫ2d
L2−
B2d+1.
Bound on III
From Lemma 14,
‖III‖Xℓ ≤
P∑
d=3
ǫ2d
L2d
L2(d−1)+ ‖u‖2d+1Xℓ =
P∑
d=3
ǫ2d
L2−
B2d+1.
Bound on IV
From Lemma 8 and Lemma 13,
‖IV ‖Xℓ ≤
ǫ2P+2
L2P+2
L2P+2+B2P+3 = ǫ2P+2L+B2P+3.
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Integrating (4.53), we have∥∥∥∥dK(t)− f ( tTR , K
)∥∥∥∥
Xℓ
− Cγ,Bǫ2Lγ
≤
ˆ t
0
(
3ǫ4
L2
B4
∥∥∥∥dK(t)− f ( tTR , K
)∥∥∥∥
Xℓ
+
3ǫ4
L2
B4 ‖dK − f(K)‖Xℓ + Cγ,B
3ǫ4
L3
+ Cγ,B
ǫ6L+
L2
+ Cγ,B
ǫ6L+
L2
+ Cγ,Bǫ
2P+2L+
)
ds
From Gronwall’s inequality, and 0 ≤ t ≤ TRM , we obtain,∥∥∥∥dK(t)− f ( tTR , K
)∥∥∥∥
Xℓ
≤Cγ,B
(
ǫ2Lγ +
M
L
+Mǫ2Lγ +Mǫ2P+2L2+γ
)
eCB
4M
.Cγ
(
ǫ2Lγ + L−1
) (4.57)
Therefore, ‖dK(t)‖Xℓ ≤ 2B and this completes the proof.

4.5. A Refined Estimate of |dK |2. In previous subsection, we have described the dynamics
of dK , when t < TR. We know that dK is different from uK by a phase factor that depends on
the module of the Fourier coefficients |dK |. From Proposition 1, we have ‖|dK | − |f(K)|‖Xℓ .
ǫ2L+ + L−1. Given this estimate we know that
ǫ2
2πL2
∣∣∣∣ˆ t
0
|dK |2(s)− |f(K)|2(s)ds
∣∣∣∣ . ǫ22πL2 t(ǫ2L+ + L−1).
When t ∼ L2
ǫ4
, this roughly gives a bound L+ + L−1ǫ−2. This bound do not allow us
to replace e
(
ǫ2
2πL2
´ t
0
|dK|2(s)ds
)
by e
(
ǫ2
2πL2
´ t
0
|f(K)|2(s)ds
)
. Only a refined estimate like
‖|dK |2 − (known)‖Xℓ ≤ ǫ4L+ + ǫ
2L+
L
allows us to estimate uK in terms of dK , which still
requires some nontrivial work.
In this subsection, we prove the following proposition.
Proposition 2. We have the following estimate for |cK |2 and |dK |2∥∥|cK |2(t)− PK(f)(t)∥∥Xℓ . ǫ4L+ + ǫ2L+L . (4.58)
with
PK(f) =− 2ǫ
6
L6
ˆ t
0
ℑ
( (
H3K(f) +G
3
K(f) + S
3
K(f)
)
f(K) +H2K(f)F
1
K(f)
+H2K(f)F
1
K(f) +H
2
K(f)E
1
K(f)
)
(s)ds
(4.59)
and
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∥∥|dK |2(t)−QK(f)(t)∥∥Xℓ . ǫ4L+ + ǫ2L+L . (4.60)
with
QK(f) =
2ǫ2
L2
ℜ
(
F dK(f)f(K)
)
− 2ǫ
6
L6
ˆ t
0
ℑ
( (
H3K(f) +G
3
K(f) + S
3
K(f)
)
f(K)
+H2K(f)F
1
K(f) +H
2
K(f)F
1
K(f) +H
2
K(f)E
1
K(f)
)
(s)ds
(4.61)
Proof. Our final goal is to to estimate |dK(t)|2 to obtain the dynamics of uK . Our strategy here
is to first estimate |cK(t)|2 using the equation for cK . Then estimate the difference between
|cK(t)|2 and |dK(t)|2. For cK(t), recall we have
−i∂tcK = ǫ
4
L4
H2K(u)+
P∑
d=3
ǫ2d
L2d
(HdK(u)+G
d
K(u))+
P+1∑
d=3
ǫ2d
L2d
SdK(u)+
ǫ2P+2
L2P+2
(H˜P+1K (u)+G˜
P+1
K (u)).
Therefore,
∂t|cK |2 = 2ℜ(∂tcKcK)
= −2ℑ
( ǫ4
L4
H2K(u)cK +
P∑
d=3
ǫ2d
L2d
(HdK(u) + G
d
K(u))cK
+
P+1∑
d=3
ǫ2d
L2d
SdK(u)cK +
ǫ2P+2
L2P+2
(H˜P+1K (u) + G˜
P+1
K (u))cK
)
.
Since
cK = dK −
P∑
d=1
ǫ2d
L2d
F dK(u)−
P∑
d=1
ǫ2d
L2d
EdK(u¯),
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we have
∂t|cK |2 = −2ℑ
(
ǫ4
L4
H2K(u)
(
dK −
P∑
d=1
ǫ2d
L2d
F dK(u)−
P∑
d=1
ǫ2d
L2d
EdK(u¯)
)
+
P∑
d=3
ǫ2d
L2d
(HdK(u) +G
d
K(u))
(
dK −
P∑
d=1
ǫ2d
L2d
F dK(u)−
P∑
d=1
ǫ2d
L2d
EdK(u¯)
)
+
P+1∑
d=3
ǫ2d
L2d
SdK(u)
(
dK −
P∑
d=1
ǫ2d
L2d
F dK(u)−
P∑
d=1
ǫ2d
L2d
EdK(u¯)
)
+
ǫ2P+2
L2P+2
(H˜P+1K (u) + G˜
P+1
K (u))
(
dK −
P∑
d=1
ǫ2d
L2d
F dK(u)−
P∑
d=1
ǫ2d
L2d
EdK(u¯)
))
= −2ℑ
(
ǫ4
L4
H2K(u)dK
)
+ 2ℑ
(
ǫ6
L6
(
H3K(u) +G
3
K(u) + S
3
K(u)
)
dK
)
+ 2ℑ
(
ǫ6
L6
H2K(u)F
1
K(u)
)
+ 2ℑ
(
ǫ6
L6
H2K(u)E
1
K(u)
)
+Higher Order Terms
=: N1 +N2 +N3 +N4 +N5.
(4.62)
Here we collect all terms with the factor of order lower than ǫ
6
L6
on the right hand side and
denote them by N1, N2, N3, N4. The collection of all other terms is called higher order terms
and is denoted by N5. Note that our final goal is ‖|cK |2 − (known)‖Xℓ . ǫ4L+ + ǫ
2L+
L
for
t < L
2
ǫ4
. All terms of order greater than ǫ
8
L8
still have ǫ4 in front after integration over t and
thus can be treated as error. So we collect all terms of order lower than ǫ
6
L6
for which further
estimate should be done.
Notice that N1 = 0. This is because by (4.8), we know that
ǫ4
L4
H2K(u) =
3ǫ4
L4
∑
K1 6=K
|dK1|4
(K1 −K)2dK . (4.63)
Thus
−2ℑ ǫ
4
L4
H2K(u)dK = −2ℑ
3ǫ4
L4
∑
K1 6=K
|dK1|4
(K1 −K)2 |dK |
2 = 0
From Proposition 1, we have
sup
0≤t≤MTR
∣∣∣|dK(t)| − |f( t
TR
, K)|
∣∣∣ . ǫ2Lγ + 1
L
.
To treat all other Nj , j = 2, 3, 4., we first introduce the following lemma.
Lemma 15. For any multilinear form F (x1, · · · , xm) : Xℓ × · · · ×Xℓ → Xℓ with norm ‖F‖,
i.e.
‖F (x1, · · · , xm)‖Xℓ ≤ ‖F‖ ‖x1‖Xℓ · · · ‖xm‖Xℓ .
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If
∥∥dKj∥∥Xℓ ≤ B and ‖f(K)‖Xℓ ≤ B, we have
‖F (dK1, · · · , dKm)− F (f(K1), · · · , f(Km))‖Xℓ
≤ CBm−1 ‖F‖ ‖dK − f(K)‖Xℓ ≤ CBm−1 ‖F‖ (ǫ2L+ +
1
L
).
(4.64)
Remark 6. By the polar identity,
‖F (x1, · · · , xm)‖Xℓ ≤ ‖F‖ ‖x1‖Xℓ · · · ‖xm‖Xℓ , ∀x1, · · · , xm.
⇔ ‖F (x, · · · , x)‖Xℓ ≤ ‖F‖ ‖x‖Xℓ · · · ‖x‖Xℓ , ∀x.
(4.65)
Thus the results in Lemma 6, 7, 8, 11, 12, 13, 14 can be viewed as bounds on the norm of the
multilinear forms HdK(u), F
d
K(u), H˜
d
K(u), G
d
K(u) and G˜
d
K(u) and S
d
K(u).
Proof.
‖F (dK1, · · · , dKm)− F (f(K1), · · · , f(Km))‖Xℓ
=
∥∥∥∥ˆ 1
0
d
dt
F (tdK1 + (1− t)f(K1), · · · , tdKm + (1− t)f(Km))dt
∥∥∥∥
Xℓ
=
ˆ 1
0
∥∥∥∥ ddtF (tdK1 + (1− t)f(K1), · · · , tdKm + (1− t)f(Km))
∥∥∥∥
Xℓ
dt
=
ˆ 1
0
m∑
j=1
∥∥∂xjF (tdK1 + (1− t)f(K1), · · · , tdKm + (1− t)f(Km))(dKj − f(Kj)∥∥Xℓ dt
.C(‖dK‖m−1Xℓ + ‖f(K)‖m−1Xℓ ) ‖F‖ ‖dK − f(K)‖Xℓ
.CBm−1 ‖F‖ ‖dK − f(K)‖Xℓ

Basically this lemma tells us that we may replace dK by f(K) up to errors. For sake of
simplicity, we introduce HdK(f), G
d
K(f) and S
d
K(f), which is obtained simply by replacing all
dKj in H
d
K(u), G
d
K(u) and S
d
K(u) by f(K).
Bound on N2: By Lemma 6, 11 and 14, we know that the norms of H3K(u), G3K(u) and
S3K(u) can be bounded by L
4+. Thus replace dK by f(K) using Lemma 15 we get∥∥∥∥N2 − 2(ℑ ǫ6L6 (H3K(f) +G3K(f) + S3K(f))
)
f(K)
∥∥∥∥
Xℓ
.
ǫ6
L6
L4+(ǫ2L+ +
1
L
)
.
ǫ4
L2
(ǫ4L+ +
ǫ2L+
L
).
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Bound on N3: By (4.8), Lemma 7, we know that the norms ofH2K(u), F 1K(u) can be bounded
by L2+. Thus replace dK by f(K) using Lemma 15 we get∥∥∥∥N4 − 2ℑ( ǫ6L6H2K(f)F 1K(f)
)∥∥∥∥
Xℓ
=
∥∥∥∥2ℑ( ǫ6L6H2K(u)F 1K(u)
)
− 2ℑ
(
ǫ6
L6
H2K(f)F
1
K(f)
)∥∥∥∥
Xℓ
=
∥∥∥∥2ℑ( ǫ6L6 (H2K(u)−H2K(f))F 1K(u)
)
− 2ℑ
(
ǫ6
L6
H2K(f)(F
1
K(f − F 1K(u))
)∥∥∥∥
Xℓ
.
ǫ6
L6
L4+(ǫ2L+ +
1
L
)
.
ǫ4
L2
(ǫ4L+ +
ǫ2L+
L
).
Bound on N4: By (4.8), Lemma 12, we know that the norms of H2K(u), E1K(u) can be
bounded by L2+. Thus replace dK by f(K) using Lemma 15 we get∥∥∥∥N3 − 2ℑ( ǫ6L6H2K(f)E1K(f)
)∥∥∥∥
Xℓ
=
∥∥∥∥2ℑ( ǫ6L6H2K(u)E1K(u)
)
− 2ℑ
(
ǫ6
L6
H2K(f)E
1
K(f)
)∥∥∥∥
Xℓ
=
∥∥∥∥2ℑ( ǫ6L6 (H2K(u)−H2K(f))E1K(u)
)
− 2ℑ
(
ǫ6
L6
H2K(f)(E
1
K(f − E1K(u))
)∥∥∥∥
Xℓ
.
ǫ6
L6
L4+(ǫ2L+ +
1
L
)
.
ǫ4
L2
(ǫ4L+ +
ǫ2L+
L
).
Bound on N5: From Lemma 6, Lemma 7, Lemma 8, Lemma 11, Lemma 12, Lemma 13,
Lemma 14, it’s not very difficult to prove that the Xℓ norm of the sum of all other terms
should be of the order ǫ
4L+
L2
(ǫ4L+).
From above calculations we know that
∂t|cK |2 =− 2
(
ℑ ǫ
6
L6
(
H3K(f) +G
3
K(f) + S
3
K(f)
)
f(K)
)
− 2ℑ
(
ǫ6
L6
H2K(f)F
1
K(f)
)
−2ℑ
(
ǫ6
L6
H2K(f)F
1
K(f)
)
− 2ℑ
(
ǫ6
L6
H2K(f)E
1
K(f)
)
+O(
ǫ4
L2
(ǫ4L+ +
ǫ2L+
L
))
(4.66)
Integrate in t, and note that because t . L
2
ǫ4
,
´ t
0
O( ǫ
4
L2
(ǫ4L+ + ǫ
2L+
L
))ds ≤ O(ǫ4L+ + ǫ2L+
L
).
We have
55
|cK |2(t) =− 2ǫ
6
L6
ˆ t
0
ℑ
( (
H3K(f) +G
3
K(f) + S
3
K(f)
)
f(K) +H2K(f)F
1
K(f)
+H2K(f)F
1
K(f) +H
2
K(f)E
1
K(f)
)
(s)ds+O(ǫ4L+ +
ǫ2L+
L
)
(4.67)
Define
PK(f) =− 2ǫ
6
L6
ˆ t
0
ℑ
( (
H3K(f) +G
3
K(f) + S
3
K(f)
)
f(K) +H2K(f)F
1
K(f)
+H2K(f)F
1
K(f) +H
2
K(f)E
1
K(f)
)
(s)ds
(4.68)
Then we know that
∥∥|cK |2(t)− PK(f)(t)∥∥Xℓ . ǫ4L+ + ǫ2L+L . (4.69)
We complete the prove of the first conclusion.
Now let us started to prove the second conclusion. Let us consider the difference between
|cK |2 and |dK |2. By (2.24), we have
cK = dK −
P∑
d=1
ǫ2d
L2d
F dK(u)−
P∑
d=1
ǫ2d
L2d
EdK(u), (4.70)
So
|cK |2 − |dK|2
=− 2
P∑
d=1
ǫ2d
L2d
ℜ (F dK(u) + EdK(u)) dK +
∣∣∣∣∣
P∑
d=1
ǫ2d
L2d
(F dK(u) + F
d
K(u))
∣∣∣∣∣
2
=− 2ǫ
2
L2
ℜ (F dK(u) + EdK(u)) dK +Higher Order Term
=− 2ǫ
2
L2
ℜ (F dK(u)dK)+Higher Order Term
(4.71)
Here the last step follows from the fact that G1K1K2K3 = 0. Here we collect all terms with the
factor of order lower than ǫ
6
L6
on the right hand side. The collection of all other terms is called
higher order terms. Note that our final goal is ‖|dK|2 − (known)‖Xℓ ≤ ǫ4L++ ǫ
2L+
L
for t < L
2
ǫ4
.
All terms of order greater than ǫ
4
L4
have ǫ4 in front and thus can be treated as error. So we
collect all terms of order lower than ǫ
2
L2
for which further estimate should be done.
The first term can be treated in the same way as that of N2. We first notice that the by
Lemma 7, we know that the norms of F 1K(u) can be bounded by L
2+. Thus replace dK by
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f(K) using Lemma 15 we get∥∥∥∥first term + 2ǫ2L2 ℜ(F dK(f)f(K))
∥∥∥∥
Xℓ
=
2ǫ2
L2
∥∥∥ℜ (F dK(u)dK)− ℜ(F dK(f)f(K))∥∥∥
Xℓ
.
ǫ2
L2
L2+(ǫ2L+ +
1
L
)
.ǫ4L+ +
ǫ2L+
L
.
From Lemma 6, Lemma 7, Lemma 8, Lemma 11, Lemma 12, Lemma 13, Lemma 14, it’s
easy to verify that the Xℓ norm of the sum of all other terms should be bounded by ǫ4L+.
Thus ∥∥∥∥|dK |2 − |cK |2 − 2ǫ2L2 ℜ(F dK(f)f(K))
∥∥∥∥
Xℓ
.ǫ4L+ +
ǫ2L+
L
.
Now apply the first conclusion and this completes the proof of the second conclusion.

4.6. Wrapping up. In this section, we shall prove Theorem 1 which states that
∥∥∥∥uK(t)− f0(K)e((K2 + ǫ2πL ‖u‖2L2 + ǫ2πL2 |f0(K)|4)t− ǫ22πL2
ˆ t
0
QK(f)(s)ds
)∥∥∥∥
Xℓ(Zn
L
)
. Cγ(ǫ
2Lγ +
1
L1−γ
).
(4.72)
From Proposition 1, we know that in [0,MTR],∥∥∥∥uK(t)− f0(K)e((K2 + ǫ2πL ‖u‖2L2 + ǫ2πL2 |f0(K)|4)t− ǫ22πL2
ˆ t
0
|dK(s)|2ds
)∥∥∥∥
Xℓ(Zn
L
)
. Cγ(ǫ
2Lγ +
1
L1−γ
)
(4.73)
and
‖uK(t)‖Xℓ(Zn
L
) ≤ B. (4.74)
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Thus by Proposition 2, we know that∥∥∥∥uK(t)− f0(K)e((K2 + ǫ2πL ‖u‖2L2 + ǫ2πL2 |f0(K)|4)t− ǫ22πL2
ˆ t
0
QK(f)(s)ds
)∥∥∥∥
Xℓ(Zn
L
)
≤
∥∥∥∥f0(K)e((· · · )t− ǫ22πL2
ˆ t
0
|dK(s)|2ds
)
− f0(K)e
(
(· · · )t− ǫ
2
2πL2
ˆ t
0
QK(f)(s)ds
)∥∥∥∥
Xℓ(Zn
L
)
+
∥∥∥∥uK(t)− f0(K)e((· · · )t− ǫ22πL2
ˆ t
0
|dK(s)|2ds
)∥∥∥∥
Xℓ(Zn
L
)
.
∥∥∥∥f0(K)(e( ǫ22πL2
ˆ t
0
(QK(f)(s)− |dK(s)|2)ds
)
− 1
)∥∥∥∥
Xℓ(Zn
L
)
+ ǫ2L+ + L−1+
.
ǫ2
L2
ˆ t
0
∥∥QK(f)(s)− |dK(s)|2∥∥Xℓ(Zn
L
)
ds+ ǫ2L+ + L−1+
.
ǫ2
L2
TR(ǫ
4L+ +
ǫ2L+
L
) + ǫ2L+ + L−1+
=ǫ2L+ + L−1+.
The third step follows from |e(x)− 1| ≤ |x|. This completes the proof of Theorem 1.
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