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MSC Classification: 35C05; 47G309252 © 2018 John Wiley & Sons, Ltd.We consider a model elliptic pseudodifferential equation in a special canonical
domains of a multidimensional space. Using a special representation for an
elliptic symbol, we give the formula for a general solution of such an equation
and choose additional conditions under which this boundary value problem
has a unique solution in appropriate Sobolev‐Slobodetskii spaces. Also, we
introduce some transmutation operators that help us in constructing the
solution.
KEYWORDS
boundary value problem, polyhedral angle, pseudodifferential equation, solvability, transmutation
operator, wave factorization1 | INTRODUCTION
The author develops the theory of boundary value problems based on two principles.1 These are a local principle and
factorizability principle at a boundary point like.2-4 The first principle was known earlier, and it also was known as a
freezing coefficients principle. Usually, the second name corresponds to partial differential equations theory, but the
first name was introduced for multidimensional singular integral equations and, more general, for pseudodifferential
equations. The last case permits to obtain rough properties for pseudodifferential equations and related boundary value
problems, namely, Fredholm properties only in comparison with differential operators and boundary value problems
where one has as a rule results on existence and uniqueness.
There are a lot of approaches to construct such a theory (see, for example, previous studies5-10). I have written many
times11,12 what is the difference between this consideration and others; it is a choice of distinct key principles. In any
case, one needs to declare an invertibility of so‐called local representatives of an initial pseudodifferential operator to
describe its Fredholm properties.
Local principle and factorizability was first introduced in Simonenko4 (for multidimensional singular integral oper-
ators in Lebesgue Lp‐spaces) and Eskin
3 (for pseudodifferential operators in Sobolev‐Slobodetskii Hs‐spaces). For man-
ifolds with a smooth boundary, the problem reduces to a half‐space case, for which a factorizability principle holds
immediately because under localization at a boundary point and applying the Fourier transform, we obtain a well‐
known one‐dimensional classical Riemann boundary value problem for upper and lower complex half planes with a
multidimensional parameter. This approach does not work if a boundary has at least one singular point like a conical
point. One needs here other considerations and approaches.
Such operators and equations appear in a lot of applied problems that simulate different real situations (see, for
example, Cordero et al13 and Rodino et al14). Therefore, it is very important to find new approaches and methods for
studying these mathematical objects.Math Meth Appl Sci. 2018;41:9252–9263.wileyonlinelibrary.com/journal/mma
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Our main goal is to describe possible solvability conditions for the pseudodifferential equation
ðAuÞðxÞ ¼ f ðxÞ; x∈D;
where D is manifold with a boundary and A is pseudodifferential operator with the symbol A(x,ξ).
Such operators are defined locally by the formula
uðxÞ↦
Z
Rm
Z
Rm
Aðx; ξÞuðyÞe−iðy−xÞ·ξdξdy; (1)
… if D is a smooth compact manifold because one can use freezing coefficients principle, or in other words local principle.
For manifold with a smooth boundary, we need a new local formula for defining the operator A: More precisely, in
inner points of D, we use the formula (1), but in boundary points, we need another formula
uðxÞ↦
Z
Rmþ
Z
Rm
Aðx; ξÞuðyÞe−iðy−xÞ·ξdξdy:
For invertibility of such operator with symbol A(·,ξ) nondepending on spatial variable x, one can apply the theory of
classical Riemann boundary problem for upper and lower complex half planes with a parameter ξ′. This step was sys-
tematically studied in the book.3 But if the boundary ∂D has at least one conical point, this approach is not effective.
The conical point at the boundary is such a point, for which its neighborhood is diffeomorphic to the cone C⊂Rm;
this cone C should be a sharp convex cone nonincluding a whole straight line; hence, the local definition for
pseudodifferential operator near the conical point is the following
uðxÞ↦
Z
C
Z
Rm
Aðx; ξÞuðyÞe−iðy−xÞ·ξdξdy: (2)
We consider the operator (2) in the Sobolev‐Slobodetskii space HsðRmÞ with norm
jjujj2s ¼
Z
Rm
jũðξÞj2ð1þ jξjÞ2sdξ
and introduce the following class of symbols nondepending on spatial variable x: ∃c1,c2> 0, such that
c1≤jAðξÞð1þ jξjÞ−αj≤ c2; ξ ∈Rm: (3)
The number α∈R we call the order of pseudodifferential operator A.
It is well known that pseudodifferential operator with symbol A(ξ) satisfying (2) is a linear bounded operator acting
from HsðRmÞ into Hs−αðRmÞ. 3
We are interested in studying invertibility operator (2) in corresponding Sobolev‐Slobodetskii spaces. By definition,
Hs(C) consists of distributions from Hs(Rm) with support in C. The norm in the space Hs(C) is induced by the norm
HsðRmÞ. We associate such operator with corresponding equation
ðAuÞðxÞ ¼ f ðxÞ; x∈C; (4)
where right‐hand side f is chosen from the space Hs−α0 ðCÞ.
Hs0ðCÞ is the space of distributions S′(C), which admit continuation on Hs(Rm). The norm in Hs0ðCÞ is defined by
jj f jjþs ¼ infjjlf jjs;
where infimum is chosen for all possible continuations l.
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Below, we will consider the symbols A(ξ) satisfying the condition (3).
Let us denote by C
∗
the conjugate cone
C
∗ ¼ x∈Rm:fx·y>0;∀y∈Cg:
‘
Definition 1. Wave factorization of symbol A(ξ) with respect to the cone C is called its representation in
the form
AðξÞ ¼ A≠ðξÞA¼ðξÞ;
where the factors A≠(ξ),A=(ξ) satisfy the following conditions:
1. A≠(ξ),A=(ξ) are defined everywhere without may be the points fξ∈Rm:ξ∈∂ðC
∗
∪ð−C∗ ÞÞg;
2. A≠(ξ),A=(ξ) admit an analytical continuation into radial tube domains TðC
∗ Þ;Tð−C∗ Þ, respectively, which
satisfy the estimates
jA±1≠ ðξ þ iτÞj≤ c1ð1þ jξj þ jτjÞ±æ;
jA±1¼ ðξ−iτÞj≤ c2ð1þ jξj þ jτjÞ±ðα−æÞ; ∀τ∈C∗:
The number æ is called index of wave factorization.a m ′ ′Example 1. Let C≡Cþ ¼ fx∈R :xm>ajx j; x ¼ ðx1; ⋯; xm−1Þ; a>0g,
A ¼ − ∂
2
∂x21
− ⋯−
∂2
∂x2m
þ k2; k∈R∖f0g;
and then according to some properties of the Fourier transform, the symbol of this operator has the form
AðξÞ ¼ ξ21 þ ξ22 þ ⋯þ ξ2m þ k2:
The following equality is the wave factorization of the Helmholtz operator. We will write it as
ξ2m þ jξ′j2 þ k2 ¼ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
a2 þ 1p ξm þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
a2ξ2m−jξ′j2−k2
q  ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
a2 þ 1p ξm−
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
a2ξ2m−jξ′j2−k2
q 
meaning for
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
a2ξ2m−jξ′j2−k2
q
the boundary value
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
a2ðξm þ i0Þ2−jξ′j2−k2
q
:4 | PSEUDODIFFERENTIAL EQUATIONS, TRANSMUTATION OPERATORS,
AND SOLVABILITY
Here, we will consider a special cone of the kind
Caþ ¼ fx∈Rm:xm>∑
m−1
k¼1
akjxkj; ak>0g
and Equation 4 for the case æ− s=n+ δ,n∈N,|δ| < 1/2, only.
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m→Rm
of the following type
t1 ¼ x1;
::::::::::::
tm−1 ¼ xm−1;
tm ¼ xm−∑
m−1
k¼1
akjxkj;
8>>><
>>>:
and we introduce the operator
FTF−1 ≡Va; (5)
where a=(a1,a2,…,am− 1) and, further, one can construct the general solution for our pseudodifferential Equation 4.
Theorem 1. A general solution of the Equation 4 in Fourier image is given by the formulaũðξÞ ¼ A−1≠ ðξÞQðξÞGmQ−1ðξÞA−1¼ ðξÞ~lf ðξÞþ
þ A−1≠ ðξÞV−aF ∑
n
k¼1
ckðx′Þδðk−1ÞðxmÞ
 
;
where ckðx′Þ∈HskðRm−1Þ are arbitrary functions, sk= s−æ+k− 1/2,k=1,2,…,n, l f is an arbitrary continua-
tion f on Hs− α(Rm),andQ(ξ) is an arbitrary polynomial satisfying (3) for α=n.The a priori estimate holds
jjujjs≤Cðjj f jjþs−α þ ½cksk Þ;
where ½·sk denotes HskðRm−1Þ‐norm.
mProof We continue f on whole R and denote this continuation by l f . Then we put
u−ðxÞ ¼ ðlf ÞðxÞ−ðAuÞðxÞ;
so that u−(x)=0 in the cone Caþ. The general solution is constructed by the following way. After wave fac-
torization for symbol with preliminary Fourier transform, we write
A≠ðξÞũðξÞ þ A−1¼ ðξÞũ−ðξÞ ¼ A−1¼ ðξÞ~lf ðξÞ:
One can see that A−1¼ ðξÞ~lf ðξÞ belongs to the space ~Hs−æðRmÞ, and if we choose the polynomial Q(ξ), satis-
fying the condition
jQðξÞj∼ð1þ jξjÞn;
then Q−1ðξÞA−1¼ ðξÞ~lf ðξÞ belongs to the space ~H−δðRmÞ.Further, according to the theory of multidimensional
Riemann problem,1 we can decompose the last function on two summands (jump problem):
Q−1A−1¼ ~lf ¼ fþ þ f −;
where fþ∈ ~HðCaþÞ; f −∈ ~HðRm∖CaþÞ and
fþ ¼ GmQ−1A−1¼ ~lf : (6)
So we have
Q−1A≠ũþ Q−1A−1¼ ũ− ¼ fþ þ f −;
or
Q−1A≠ũ−fþ ¼ f −−Q−1A−1¼ ũ−:
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A≠ũ−Qfþ ¼ Qf −−A−1¼ ũ−:
The left‐hand side of the equality belongs to the space ~H−n−δðCaþÞ, and the right hand belongs to
~H−n−δðRm∖CaþÞ; hence,
F−1ðA≠ũ−QfþÞ ¼ F−1ðQf −−A−1¼ ũ−Þ;
where the left‐hand side belongs to H−n−δðCaþÞ and the right‐hand side belongs to H−n−δðRm∖CaþÞ, from
which we conclude immediately, it is distribution supported on ∂Caþ.Then the function
TF−1ðA≠ũ−QfþÞ
is supported on the hyperplane tm=0 and belongs to H
−n− δ(Rm). Such distribution belongs to the subspace
generated by a Dirac mass function and its derivatives,15 and it looks the following:
∑
n−1
k¼0
ckðt′ÞδðkÞðtmÞ:
Therefore,
TF−1ðA≠ũ−QfþÞ ¼ ∑
n−1
k¼0
ckðt′ÞδðkÞðtmÞ:
Further, we apply the Fourier transform
FTF−1ðA≠ũ−QfþÞ ¼ F ∑
n−1
k¼0
ckðt′ÞδðkÞðtmÞ
 
;
taking into account (5) and obtain
A≠ðξÞũðξÞ−QðξÞfþðξÞ ¼ V−aF ∑
n−1
k¼0
ckðt′ÞδðkÞðtmÞ
 
;
from which according to (6), we have
ũðξÞ ¼ A−1≠ ðξÞQðξÞGmQ−1
ðξÞA−1¼ ðξÞ~lf ðξÞþ þA−1≠ ðξÞV−aF ∑
n
k¼1
ckðx′Þδðk−1ÞðxmÞ
 
:
The a priori estimate can be proved by a usual method.1,3To refine the formula (5), we write
ðFTuÞðξÞ ¼
Z
Rm
eix·ξuðx1; ⋯; xm−1; xm−ajx′jÞdx ¼
¼
Z
Rm
eiy
′ξ′eiðymþajy
′jÞξmuðy1; ⋯; ym−1; ymÞdy ¼
Z
Rm−1
eiajy
′jξmeiy
′ξ′ûðy1; ⋯; ym−1; ξmÞdy′;
where û denotes the Fourier transform on the last variable, and Jacobian is
VASILYEV 9257Dðx1; x2; ⋯; xmÞ
Dðy1; y2; ⋯; ymÞ
¼
1 0 ⋯0 0
0 1 ⋯0 0
0 0 ⋯1 0
⋯ ⋯ ⋯ ⋯ ⋯
−asignðy1Þ −asignðy2Þ ::::−asignðym−1Þ 1


¼ 1:
If we define a pseudodifferential operator by the formula
ðAuÞðxÞ ¼
Z
Rm
e−ixξAðξÞũðξÞdξ
and the direct Fourier transform
ũðξÞ ¼
Z
Rm
eixξuðxÞdx;
then we have the following relation formally at least
ðFTuÞðξÞ ¼
Z
Rm−1
eiða1jy1jþ:::þam−1jym−1jÞξmeiy
′ξ′ûðy1; …; ym−1; ξmÞdy′: (7)
In other words, if we will denote the (m− 1)‐dimensional Fourier transform (y′→ξ′ in distribution sense) of function
eiða1jy1jþ:::þam−1jym−1jÞξm by Ea(ξ
′,ξm), then the formula (7) will be the following:
ðFTuÞðξÞ ¼ ðEa ∗ ũÞðξÞ;
where the sign ∗ denotes a convolution for the first m− 1 variables and the multiplier for the last variable ξm. Thus, Va is
a combination of a convolution operator and the multiplier with the kernel Ea(ξ
′,ξm). It is a very good operator, and it is
bounded in Sobolev‐Slobodetskii spaces Hs(Rm).5 | POLYSINGULAR INTEGRALS AND POTENTIALS
Here, we consider the formula (7) more precisely, and we will try to obtain an explicit expression for this Fourier trans-
form. Obviously,
Z
Rm−1
eiða1jy1jþ:::þam−1jym−1jÞξmeiy
′ξ′ûðy1; …; ym−1; ξmÞdy′ ¼
Zþ∞
−∞
eiða1jy1jξmþy1ξ1Þ ⋯
Zþ∞
−∞
eiðam−1jym−1jξmþym−1ξm−1Þûðy1; …; ym−1; ξmÞdy′;
and to move further, we need to study the following one‐dimensional integral
9258 VASILYEVðSf Þðξk; ξmÞ ¼
Zþ∞
−∞
eiðak jyjξmþyξkÞf ðyÞdy
¼
Z0
−∞
eiyðξk−akξmÞf ðyÞdyþ
Zþ∞
0
eiyðξkþakξmÞf ðyÞdy
¼
Zþ∞
−∞
eiyðξk−akξmÞχ−ðyÞ f ðyÞdyþ
Zþ∞
−∞
eiyðξkþakξmÞχþðyÞ f ðyÞdy;
where χ± is an indicator of R±.
According to Eskin,3 we have the following relations:
Zþ∞
−∞
eiyðξk−akξmÞχ−ðyÞ f ðyÞdy ¼
1
2
~f ðξk−akξmÞ−v:p:
i
2π
Zþ∞
−∞
~f ðηÞdη
ξk−akξm−η
; (8)
Zþ∞
−∞
eiyðξkþakξmÞχþðyÞ f ðyÞdy ¼
1
2
~f ðξk þ akξmÞ þ v:p:
i
2π
Zþ∞
−∞
~f ðηÞdη
ξk þ akξm−η
; (9)
so we have
Zþ∞
−∞
eiðak jyjξmþyξkÞf ðyÞdy ¼
~f ðξk−akξmÞ þ ~f ðξk þ akξmÞ
2
þ
v:p:
i
2π
Zþ∞
−∞
~f ðηÞdη
ξk þ akξm−η
− v:p:
i
2π
Zþ∞
−∞
~f ðηÞdη
ξk−akξm−η
:
Since we need to do the same on each variable, it seems we will get a very trouble representation. That is why we will
restrict them by a three‐dimensional case.6 | THREE ‐DIMENSIONAL CASE, A PYRAMID, AND BISINGULAR
OPERATORS
Thus, we consider here m=3, and for calculating the operator Va,a=(a1,a2), we evaluate
Z
R2
eiða1jy1jþa2jy2jÞξ3eiðy1ξ1þy2ξ2Þûðy1; y2; ξ3Þdy1dy2 ¼
Zþ∞
−∞
eiða1jy1jξ3þy1ξ1Þ
Zþ∞
−∞
eiða2jy2jξ3þy2ξ2Þûðy1; y2; ξ3Þdy2
0
@
1
Ady1 ¼
Zþ∞
−∞
eiða1jy1jξ3þy1ξ1Þ û^ðy1; ξ2−a2ξ3; ξ3Þ þ
û^ðy1; ξ2 þ a2ξ3; ξ3Þ
2
þ v:p: i
2π
Zþ∞
−∞
û^ðy1; η; ξ3Þdη
ξ2 þ a2ξ3−η
−v:p:
i
2π
Zþ∞
−∞
û^ðy1; η; ξ3Þdη
ξ2−a2ξ3−η
Þdy1;
0
@
VASILYEV 9259where û denotes the Fourier transform on the last variable y3 and û^ denotes the Fourier transform on two last
variables y2,y3.
Let us denote
v1ðξÞ ¼ 12
Zþ∞
−∞
eiða1jy1jξ3þy1ξ1Þû^ðy1; ξ2−a2ξ3; ξ3Þdy1;
v2ðξÞ ¼ 12
Zþ∞
−∞
eiða1jy1jξ3þy1ξ1Þû^ðy1; ξ2 þ a2ξ3; ξ3Þdy1;
w1ðξÞ ¼
Zþ∞
−∞
eiða1jy1jξ3þy1ξ1ÞðS2û^Þðy1; ξ2 þ a2ξ3Þdy1;
w2ðξÞ ¼
Zþ∞
−∞
eiða1jy1jξ3þy1ξ1ÞðS2û^Þðy1; ξ2−a2ξ3Þdy1;
where
ðS2uÞðξ1; ξ2; ξ3Þ ¼ v:p
i
2π
Zþ∞
−∞
uðξ1; η; ξ3Þdη
ξ2−η
:
Further, taking into account (8) and (9), the fact Fy1→ξ1 û^ ≡ ũ and the integral
ðS1uÞðξ1; ξ2; ξ3Þ ¼ v:p
i
2π
Zþ∞
−∞
uðτ; ξ2; ξ3Þdτ
ξ1−τ
;
we obtain
Z
R2
eiða1jy1jþa2jy2jÞξ3eiðy1ξ1þy2ξ2Þûðy1; y2; ξ3Þdy1dy2 ¼
ũðξ1−a1ξ3; ξ2−a2ξ3; ξ3Þ þ ũðξ1 þ a1ξ3; ξ2−a2ξ3; ξ3Þ
4
þ1
2
ðS1ũÞðξ1 þ a1ξ3; ξ2−a2ξ3; ξ3Þ−
1
2
ðS1ũÞðξ1−a1ξ3; ξ2−a2ξ3; ξ3Þ
þ ũðξ1−a1ξ3; ξ2 þ a2ξ3; ξ3Þ þ ũðξ1 þ a1ξ3; ξ2 þ a2ξ3; ξ3Þ
4
þ1
2
ðS1ũÞðξ1 þ a1ξ3; ξ2 þ a2ξ3; ξ3Þ−
1
2
ðS1ũÞðξ1−a1ξ3; ξ2 þ a2ξ3; ξ3Þ
þ ðS2ũÞðξ1−a1ξ3; ξ2 þ a2ξ3; ξ3Þ þ ðS2ũÞðξ1 þ a1ξ3; ξ2 þ a2ξ3; ξ3Þ
2
þðS1S2ũÞðξ1 þ a1ξ3; ξ2 þ a2ξ3; ξ3Þ−ðS1S2ũÞðξ1−a1ξ3; ξ2 þ a2ξ3; ξ3Þ
−
ðS2ũÞðξ1−a1ξ3; ξ2−a2ξ3; ξ3Þ þ ðS2ũÞðξ1 þ a1ξ3; ξ2−a2ξ3; ξ3Þ
2
−ðS1S2ũÞðξ1 þ a1ξ3; ξ2−a2ξ3; ξ3Þ þ ðS1S2ũÞðξ1−a1ξ3; ξ2−a2ξ3; ξ3Þ:
Thus, we see that the operator Va is composed from operators S1,S2, and a certain change of variables.
Exercise 1. (Exercise 1) Find the representation for the operator V for a polyhedral angle.a
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Let us consider a simple boundary value problem for the equation
ðAuÞðxÞ ¼ 0; x∈Caþ (10)
for the case æ− s=1+ δ,|δ| < 1/2, where A is an elliptic pseudodifferential operator admitting the wave factorization
with respect to the cone Caþ.
According to Theorem 1, we have the formula for a general solution; for our case, it can be written as
ũðξÞ ¼ A−1≠ ðξÞðV−aFc0ÞðξÞ; (11)
where c0(x
′) is an arbitrary function from Hs0ðR2Þ.7.1 | Transformations of a general solution
Now we need to choose additional conditions to determine uniquely this function. First, we will do the following: We
will write an expression for V−a F c0, and then we will see what kind of conditions for a solution u is more preferable.
Using our previous calculations, we can write
A≠ðξÞũðξÞ ¼ ~C1ðξ1−a1ξ3; ξ2−a2ξ3Þ þ ~C2ðξ1−a1ξ3; ξ2 þ a2ξ3Þ
þ ~C3ðξ1 þ a1ξ3; ξ2−a2ξ3Þ þ ~C1ðξ1 þ a1ξ3; ξ2 þ a2ξ3Þ;
(12)
where
~C1ðξ1−a1ξ3; ξ2−a2ξ3Þ ¼
1
4
~c0ðξ1−a1ξ3; ξ2−a2ξ3Þ−
1
2
ðS1~c0Þðξ1−a1ξ3; ξ2−a2ξ3Þ−
−
1
2
ðS2~c0Þðξ1−a1ξ3; ξ2−a2ξ3Þ þ ðS1S2~c0Þðξ1−a1ξ3; ξ2−a2ξ3Þ;
~C2ðξ1−a1ξ3; ξ2 þ a2ξ3Þ ¼
1
4
~c0ðξ1−a1ξ3; ξ2 þ a2ξ3Þ−
1
2
ðS1~c0Þðξ1−a1ξ3; ξ2 þ a2ξ3Þþ
þ 1
2
ðS2~c0Þðξ1−a1ξ3; ξ2 þ a2ξ3Þ−ðS1S2~c0Þðξ1−a1ξ3; ξ2 þ a2ξ3Þ;
~C3ðξ1 þ a1ξ3; ξ2−a2ξ3Þ ¼
1
4
~c0ðξ1 þ a1ξ3; ξ2−a2ξ3Þ þ
1
2
ðS1~c0Þðξ1 þ a1ξ3; ξ2−a2ξ3Þþ
þ 1
2
ðS2~c0Þðξ1 þ a1ξ3; ξ2−a2ξ3Þ−ðS1S2~c0Þðξ1 þ a1ξ3; ξ2−a2ξ3Þ;
~C4ðξ1 þ a1ξ3; ξ2 þ a2ξ3Þ ¼
1
4
~c0ðξ1−a1ξ3; ξ2−a2ξ3Þ þ
1
2
ðS1~c0Þðξ1 þ a1ξ3; ξ2 þ a2ξ3Þþ
þ 1
2
ðS2~c0Þðξ1 þ a1ξ3; ξ2 þ a2ξ3Þ þ ðS1S2~c0Þðξ1 þ a1ξ3; ξ2 þ a2ξ3Þ:
It is very interesting that the last formulas are very similar to the well‐known formulas for boundary values of a two‐
dimensional Cauchy type integral.167.2 | Simplest solvable boundary value problem with a nonlocal condition
It seems the problem of finding the unknown function c0(ξ1, ξ2) is very hard, but we suppose that we know the following
function ũðξ1; ξ2; 0Þ. It means that we know the following integral
Zþ∞
−∞
uðx1; x2; x3Þdx3 ≡ gðx1; x2Þ; (13)
thus,
VASILYEV 9261ũðξ1; ξ2; 0Þ ¼ ~gðξ1; ξ2Þ: (14)
7.3 | Studying a general solution and lifting
The formula (11) includes a representation for V−a~c0, where ~c0ðξ ′Þ is a function of two variables. Thus, if ~c0ðξ1; ξ2Þ
depends on two variables ξ1, ξ2, then V−a~c0 depends on all three variables ξ1, ξ2, ξ3.
s 2 s− 1/2 3Lemma 1. If dðx1; x2Þ∈H ðR Þ, then D(x1,x2,x3)=d(x1+ a1x3, x2+ a2x3) belongs to the space H (R ).Proof Let us estimate~Dðξ1; ξ2; ξ3Þ ¼
Z
R3
eix·ξDðxÞdx ¼
Zþ∞
−∞
Z
R2
eiðx1ξ1þx2ξ2Þdðx1 þ a1x3; x2 þ a2x3Þdx1dx2
0
B@
1
CAeix3ξ3dx3:
Let us consider the inner two‐dimensional integral
Z
R2
eiðx1ξ1þx2ξ2Þdðx1 þ a1x3; x2 þ a2x3Þdx1dx2
and apply the change of variables
x1 þ a1x3 ¼ t1
x2 þ a2x3 ¼ t2
and
x1ξ1 þ x2ξ2 ¼ ðt1−a1x3Þξ1 þ ðt2−a2x3Þξ2 ¼ t1ξ1 þ t2ξ2−ða1ξ1 þ a2ξ2Þx3;
and we have
~Dðξ1; ξ2; ξ3Þ ¼ ~dðξ1; ξ2Þ
Zþ∞
−∞
eix3ðξ3−a1ξ1−a2ξ2Þdx3 ¼ ~dðξ1; ξ2Þδðξ3−a1ξ1−a2ξ2Þ:
Therefore,
jjDjj2s ¼
Z
R3
ð1þ jξjÞ2sj~DðξÞj2dξ ∼
Z
Γ
~dðξ1; ξ2Þ
Zþ∞
−∞
ð1þ jξ ′j þ jξ3jÞ2sdξ3
0
@
1
Adξ ′;
where Γ is the hyperplane ξ3−a1ξ1−a2ξ2=0 in R
3.
Further, we take β∈R so that β>1 and taking into account that (1+ |ξ′| + |ξ3|)2s+ β∼(1+ |ξ′|)2s+ β on Γ and
ð1þ jðξ ′j þ jξ3jÞ2s ¼
ð1þ jðξ ′j þ jξ3jÞ2sþβ
ð1þ jξ ′j þ jξ3jÞβ
;
after integrating, we have
Zþ∞
−∞
ð1þ jξ ′j þ jξ3jÞ−βdξ3 ¼ 2
Zþ∞
0
ð1þ jξ ′j þ ξ3Þ−βdξ3∼ð1þ jξ ′jÞ−βþ1;
and it implies
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Z
R2j~dðξ ′Þj2ð1þ jξ ′jÞ2sþ1dξ ′ ¼ ½dsþ1=2: □7.4 | One‐dimensional singular integral equation
Substituting (14) into (12) and collecting similar summands, we obtain the following equation for the unknown ~c0ðξ ′Þ
A−1≠ ðξ ′; 0Þð~c0ðξ ′Þ þ ðS2~c0Þðξ ′ÞÞ ¼ ~gðξ ′Þ;
or if we designate A≠ðξ ′; 0Þ~gðξ ′Þ≡ f ðξ ′Þ
~c0ðξ ′Þ þ ðS2~c0Þðξ ′Þ ¼ ~f ðξ ′Þ (15)
Equation 15 is a one‐dimensional singular integral equation with a parameter ξ1. It can be solved (if it is possible) by
standard methods.16 Indeed, since S22 ¼ −1=2I, we easily obtain acting by S2 for (15)
ðS2~c0Þðξ ′Þ−1=2~c0ðξ ′Þ ¼ ðS2~f Þðξ ′Þ;
from which by subtraction, we have
~c0ðξ ′Þ ¼ 2=3ð~f ðξ ′Þ−ðS2~f Þðξ ′ÞÞ: (16)
Now if we have found ~c0ðξ ′Þ, we have the solution of the problem (10) and (13).7.5 | A priori estimates
Here, we will give the a priori estimates for the solution. Since
ũðξÞ ¼ A−1≠ ðξÞðV−a~c0ÞðξÞ;
aTheorem 2. Let A(ξ) admits the wave factorization with respect to the Cþ. Then the boundary value problem
(10) and (13) has a unique solution for an arbitrary g∈Hs+ 1/2(R2) in the space HsðCaþÞ. This solution can be
constructed explicitly by the Fourier transform and the one‐dimensional singular integral operator. The a
priori estimate
jjujjs≤c½gsþ1=2
holds for −1/2< δ<0.′ ′ ~ ′Proof. We need to prove the a priori estimate only. Since f ðξ Þ ¼ A≠ðξ ; 0Þgðξ Þ, then
A≠ðξ ′; 0Þ~gðξ ′Þ∈ ~Hsþ1=2−æðR2Þ ¼ Hs0ðR2Þ. We remind
s0 ¼ s−æþ 1=2 ¼ −1=2−δ;
so that −1/2< s0< 0. Then we have according to (16)
½~c0s0≤cð½~f s0 þ ½S2~f s0Þ≤c½~f s0 ;
because the operator S2 is bounded in ~H
s0ðR2Þ. 3Finally,
½~f s0≤c½~gsþ1=2
according to properties of pseudodifferential operators. Further, we can use the estimate from Theorem 1.
VASILYEV 92638 | CONCLUSION
We have considered here simplest variant of a boundary value problem, but we hope that the obtained representation
for a general solution of the elliptic pseudodifferential equation will help us in considering other boundary value prob-
lems like, for example, the Dirichlet and Neumann problems at least.17,18 Moreover, we will try to extend our consider-
ations to more complicated singularities, ie, so called thin singularities.19-21ACKNOWLEDGEMENT
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