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Differential forms and Hodge numbers
for toric complete intersections
Helmut A. HAMM
Abstract: We discuss conditions for complete intersections in a toric vari-
ety which allow to compute Hodge numbers if the complete intersection is
a quasi-smooth complete variety. A preliminary step is the computation of
the Euler characteristic of differential forms, we also look at symmetric or
arbitrary forms instead of the usual alternating ones.
The notion of a complete intersection in a projective space is well-known.
Here we will replace the projective space by an arbitrary toric variety and
will use the notion of a complete intersection in this more general context.
We will speak of toric complete intersections then (so a toric complete in-
tersection need not be a toric variety). In contrast to the projective space a
toric variety is not necessarily smooth. In fact, we will consider the case of a
complete intersection which is smooth or at least quasi-smooth and therefore
a V -manifold.
We will look at algebraic differential forms on such subvarieties, not only at
the usual alternating forms but also at forms which are symmetric or arbi-
trary in the sense that no symmetry condition at all is imposed.
Since toric complete intersections are equipped with numerical data it is nat-
ural to compute the dimension of the cohomology groups of differential forms.
We will restrict here to the easier task of computing the Euler characteristic.
In the case of alternating differential forms we will proceed to the ques-
tion how to compute the Hodge numbers hpq. The main ingredient is the
computation of the Euler-Hodge characteristics epq for non-degenerate com-
plete intersections in tori. These invariants have already been computed by
Danilov and Khovanski˘ı [D-K]; they dealt primarily with hypersurfaces and
reduced the more general case of complete intersection to this special case
by the trick of Lagrange multipliers. Here we will proceed in a different way:
we will only partially reduce to hypersurfaces, in this way we will avoid in-
creasing the dimension of the toric variety as in [D-K].
Using the Euler-Hodge characteristics for non-degenerate complete intersec-
tions in tori it is possible to compute the Hodge numbers hpq at least in
two cases: for compact smooth toric complete intersections and for compact
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quasi-smooth varieties which can be decomposed into non-degenerate com-
plete intersections in tori. We will introduce a class which includes both
cases. To this end we intoduce the notion of non-degeneracy at infinity and
show that the Hodge numbers can be computed for compact quasi-smooth
varieties which admit a decomposition into smooth complete intersections
which are non-degenerate at infinity. We conclude with several examples
where we calculate the Hodge numbers.
Note that this paper constitutes a revised and enlarged version of the preprint
“Hodgezahlen vollsta¨ndiger Durchschnitte in Tori” which was quoted in [H2].
1. Toric varieties and subvarieties
Note that for the computation of the Euler characteristic of differential forms
(section 2) we will only need sections 1.1 - 1.3, whereas sections 1.4 - 1.6 pre-
pare section 3.
1.1. A toric variety X of dimension m contains the m-dimensional torus
T ≃ (C∗)m as a dense open subset. Let M ≃ Zm be the group of charac-
ters on T and N ≃ Zm the group of one-parameter subgroups of T . Then
O(T ) = C[M ] , because we prefer to work in the algebraic category. Note
that there is a canonical pairing <,> on N × M which comes from the
canonical scalar product on Rm. Now X is defined by a fan F in NR, where
NR := N ⊗Z R ≃ R
m: X = XF . Note that X is endowed with a T -action.
See standard references like [K-K-M-S] or [O].
Remember that XF is complete, smooth, quasi-smooth if and only if F is
complete, regular, or simplicial, respectively.
Let us fix a fan F and put X := XF . We may describe X in a different way,
namely as a quotient. This possibility has been remarked very early, see [Dz],
but with restrictions on the fan; for the general case see [C]. See [A], [Ba-C],
too. The model is Pm ≃ (C
m+1 \ {0})/ ∼ . In [Ba-C] this method has been
used in order to study the Hodge theory of toric hypersurfaces.
We will use a modified approach here, however, which is comparable to the
use of the graph of a mapping instead of the mapping itself and has numerical
advantages. For the relation to the general process of forming quotients see
also [H3].
So we proceed as follows (see also [H3]): Let p1, . . . , pr be the generators
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of the semigroups σ ∩ N , σ being the edges (i.e. one-dimensional cones)
in F . Now let us look at the following fan F ′ in Rr+m (and not in Rr, as
usual): Instead of pj let us take the canonical unit vector ej . If σ is a cone
in F , generated by pj1, . . . , pjs, we have a corresponding cone σ
′, generated
by ej1, . . . , ejs. Let us take all cones σ
′ obtained in this way, together with
their faces. In this way we get a fan F ′. Let X ′ := XF ′.
We have a partition of Cr+m by subsets of the form S1 × . . . × Sr+m with
Sj = C
∗ or Sj = {0}. If σ
′ is a cone, generated by ej1, . . . , ejs, then
Xσ′ = U1 × . . . × Ur+m with Uj := C for j = j1, . . . , js and Uj := C
∗
otherwise. Now Xσ′ contains exactly one closed (C
∗)r+m-orbit Oσ′ , and
Oσ′ = S1 × . . . × Sr+m with Sj = {0} fu¨r j = j1, . . . , js and Sj = C
∗ other-
wise, the partition above is therefore the partition into orbits. Furthermore,
XF ′ =
⋃
τ∈F ′ Xτ is an open subset of C
r × (C∗)m which can be written as
union of sets of the partition above. Therefore XF ′ is much more intuitive
than XF .
We have an action of the torus (C∗)r on Cr+m:
c ◦ (ζ1, . . . , ζr, z1, . . . , zm) := (c1ζ1, . . . , crζr, c
−p1z1, . . . , c
−pmzm),
where pi := (p1i, . . . , pri). In particular, (C
∗)r acts on XF ′, too.
Let σ be the cone in F generated by pj1, . . . , pjs. Then we have a homo-
morphism from O(Xσ) = C[Z
m ∩ σˇ] to O(Xσ′) = C[Z
r+m ∩ σˇ′], defined by
zq 7→ ζ<p1,q>1 · . . . · ζ
<pr,q>
r z
q. For if q ∈ Zm, q ∈ σˇ, i.e. < pj , q >≥ 0 for
j = j1, . . . , js, then q corresponds to the element z
q ∈ C[Zm ∩ σˇ]. Obviously,
ζ<p1,q>1 · . . . ·ζ
<pr,q>
r z
q ∈ C[Zr+m∩ σˇ′]. So we have a morphism piσ : Xσ′ → Xσ.
Since (C∗)r is an abelian and therefore reductive group which acts on the
affine varietyXσ′ the corresponding algebraic (and therefore categorical) quo-
tient Xσ′//(C
∗)r := Spec(O(Xσ′)
(C∗)r) exists. Obviously, the morphisms piσ
fit together to a morphism pi : XF ′ → XF .
Theorem 1.1.1 (cf. [H3]) If σ ∈ F , the morphism piσ induces an isomor-
phism of the algebraic quotient Xσ′//(C
∗)r onto Xσ.
Proof. Let σ be as above. Then the monomials ζ<p1,q>1 · . . . · ζ
<pr,q>
r z
q,
q ∈ Zm, < pj , q >≥ 0 fu¨r j = j1, . . . , js, form a basis of the vector space of
the (C∗)r-invariant elements of O(Xσ′).
Therefore XF is a categorical quotient, it can be obtained by glueing (sc.
affine) algebraic quotients. In fact, if F is simplicial we have a geometric
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quotient, i.e. the (closed) points of XF correspond to the (C
∗)r-orbits:
Theorem 1.1.2: (cf. [H3]) If F is simplicial XF is a geometric quotient
with respect to the (C∗)r-action on XF ′.
We can describe the relation between OX′ and OX in the following way, too.
The action of (C∗)r defines a Zr-grading on pi∗OX′ : pi∗OX′ = ⊕s∈Zr(pi∗OX′)s.
If σ is a cone as in Theorem 1.1.1, (pi∗OX′)s(Xσ) is the complex vector
space spanned by all monomials ζs1+<p1,q>1 · . . . · ζ
sr+<pr,q>
r z
q with q ∈ Zm,
< pj , q >≥ −sj fu¨r j = j1, . . . , js. Therefore we can speak of graded pi∗OX′-
modules T : T = ⊕s∈ZrTs.
In particular, we obtain OX = (pi∗OX′)0, see the proof of Theorem 1.1.1; so
(pi∗OX′)s is an OX -module.
1.2. The advantage of representing X as a quotient becomes clear when we
pass to subvarieties of X . We will do this first in a special case.
This is motivated by the case of projective varieties: A subvariety V of Pm(C)
can be written as {x ∈ Pm(C) | f1(x) = . . . = fk(x) = 0}, where fj is a sec-
tion of the line bundle OPm(C)(dj) on Pm(C). We can avoid the language of
line bundles: fj corresponds to a homogeneous polynomial Fj on C
m+1; then
V = pi(V ′), where V ′ := {z ∈ Cm+1 \ {0} |F1(z) = . . . = Fk(z) = 0}, and
pi : Cm+1 \ {0} −→ Pm(C) is the canonical mapping.
For s ∈ Zr we have the following action of (C∗)r on C: c ◦ t := cs11 · . . . · c
sr
r t.
Remember that (C∗)r acts on Cr+m as indicated before. (*)
Let H ∈ C[ζ1, . . . , ζr, z1, z
−1
1 , . . . , zm, z
−1
m ]. Obviously:
Lemma 1.2.1: The following conditions are equivalent:
a) H is equivariant with respect to (*),
b) H is a linear combination of monomials of the form ζρzq with ρj− <
pj , q >= sj , j = 1, . . . , r,
c) H defines a global section h of (pi∗OX′)s.
We can also proceed in the following way. Let us consider the following sub-
sheaf Ss of ι∗OT , where ι : T → XF denotes the inclusion of T in XF : if
σ ∈ F is generated by pj1, . . . , pjl, Ss(Xσ) is by definition generated by the
zq with < pjλ , q >≥ −sjλ , λ = 1, . . . , l. Here z
q ∈ O(T ) is simultaneously
considered as a section in (ι∗OT )(Xσ).
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If H satisfies the conditions of Lemma 1.2.1 and if we replace ζρzq by zq
within H , we obtain a Laurent polynomial h ∈ C[z1, z
−1
1 , . . . , zm, z
−1
m ], and
h can be viewed as a section in Ss. On the other hand, each Laurent poly-
nomial which is a linear combination of monomials zq with < pj, q >≥ −sj ,
j = 1, . . . , r, can be interpreted as a section of Ss and leads to an equivari-
ant Laurent polynomial H , replacing zq by ζρzq with ρj :=< pj , q > +sj,
j = 1, . . . , r.
In particular the global sections of (pi∗OX′)s and Ss correspond to each other.
It is easy to see that in fact (pi∗OX′)s ≃ Ss.
For i = 1, . . . , k fix di1, . . . , dir ∈ Z. We can look at the following action of
(C∗)r on Ck: c◦(t1, . . . , tk) := (c
d11
1 ·. . .·c
d1r
r t1, . . . , c
dk1
1 ·. . .·c
dkr
r tk). Remember
that (C∗)r acts on Cr+m as indicated before.
Let G1, . . . , Gk ∈ C[ζ1, . . . , ζr, z1, z
−1
1 , . . . , zm, z
−1
m ], G := (G1, . . . , Gk). Sup-
pose that G is equivariant. Then the set Y ′ := {(ζ, z) ∈ X ′ |G(ζ, z) = 0} is
(C∗)r-invariant. Define Y := pi(Y ′).
We want to show that Y is a closed algebraic subspace of X . This is easy
under a supplementary hypothesis:
Suppose now that the following holds: For every σ ∈ F generated by
pj1 , . . . , pjl there is a q ∈ M such that < pjλ , q >= −sjλ , λ = 1, . . . , l. Then
zq ∈ Ss(Xσ), and z
q trivializes Ss|Xσ: Ss is a line bundle. In particular we
may then speak of zeroes of sections.
Put di := (di1, . . . , dir), i = 1, . . . , k. Then the procedure above associates to
G1, . . . , Gk Laurent polynomials g1, . . . , gk ∈ C[z1, z
−1
1 , . . . , zm, z
−1
m ] as well as
global sections g1 in (pi∗OX′)d1 , . . . , gk in (pi∗OX′)dk . Obviously gi is a linear
combination of monomials zq with < pj , q >≥ −dij , j = 1, . . . , r.
Lemma 1.2.2: Assume that the following holds: For every σ ∈ F , spanned
by pj1, . . . , pjs, and every i ∈ {1, . . . , k} there is a q ∈ M such that <
pjλ , q >= −dijλ , λ = 1, . . . , s. Then Y is the set of zeroes of the sections
g1, . . . , gk,
Note that the hypothesis yields that we have sections in line bundles, so we
can speak of zeroes of these sections. In particular, Y is a closed algebraic
subset of X .
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Lemma 1.2.3: Assume that F is simplicial or that the hypothesis of Lemma
1.2.2 holds. Then Y ′ = pi−1(Y ).
Proof: If F is simplicial the statement is obvious because Y ′ is (C∗)r-
invariant and we have a geometric quotient.
Now assume the hypothesis of Lemma 1.2.2. Let us look at pi|pi−1(Xσ) :
pi−1(Xσ) → Xσ. Choose q as above, then Y
′ is defined by the invari-
ant polynomials z−qGj , j = 1, . . . , k. Therefore we have Y
′ ∩ pi−1(Xσ) =
pi−1(pi(Y ′ ∩ pi−1(Xσ))).
For the next section let us make the following remark concerning non-simplicial
fans. The hypothesis of Lemma 1.2.3 implies the following condition on the
numbers dij:
For every σ ∈ F , spanned by pj1 , . . . , pjs, and every i ∈ {1, . . . , k}, the vector
spaces spanned by pj1, . . . , pjs resp. (pj1, dij1), . . . , (pjs, dijs) have the same di-
mension. (**)
1.3. Now we drop any hypothesis about the fan.
Lemma 1.3.1:
a) Y is a closed algebraic subset of X .
b) Y ∩ T = {z ∈ T | g1(z) = . . . = gk(z) = 0}.
Proof: a) We know that pi|pi−1(Xσ) : pi
−1(Xσ) → Xσ is an algebraic quo-
tient. Since Y ′ is a closed (C∗)r-invariant algebraic subset of pi−1(Xσ) we
conclude by [Kr] p. 96 that Y ∩Xσ is a closed algebraic subset of Xσ.
b) obvious.
Let Y ′ 6= ∅. Generalizing the projective case let us call Y a (toric) complete
intersection if Y has codimension k. We have:
Lemma 1.3.2: a) If Y has codimension k in X we have that Y ′ has codi-
mension k in X ′, too.
b) Under assumption (**) the converse holds.
Proof: First we remark the following: Let σ ∈ F and τ ∈ F ′ such that
pi(Oτ ) = Oσ. Then the fibres of the mapping pi|Oτ : Oτ → Oσ have the
dimension dim Oτ −dim Oσ = (m+ r−dim τ)− (m−dim σ) = r−dim τ +
dim σ.
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a) Let σ, τ be as above. Then dim τ ≥ dim σ, hence dim Y ′ ∩ Oτ ≤ (m −
k) + (r − dim τ + dim σ) ≤ m+ r − k.
b) First let us assume that we have the hypothesis of Lemma 1.2.3, so
Y ′ = pi−1(Y ). Let σ be a cone ofF . Assume that dim Y ∩Oσ > m−k: Choose
a face τ of σ′ such that dim τ = dim σ, then pi(Oτ ) = Oσ. Since Y
′ = pi−1(Y )
we have that dim Y ′ ∩Oτ = dim Y ∩Oσ+ (r− dim τ +dim σ) > m+ r− k,
which gives a contradiction.
In general we obtain the hypothesis of Lemma 1.2.2 if we replace M by some
lattice M˜ which contains M as a sublattice of finite index. This gives a toric
variety X˜ with a finite map p : X˜ → X . In analogy to pi : X ′ → X we
can form p˜i : X˜ ′ → X˜ , and we have a finite mapping p′ : X˜ ′ → X ′ such
that pi ◦ p′ = p ◦ p˜i. Let Y˜ ′ and Y˜ be defined as Y ′ and Y but starting from
our different lattice. Since p′ is finite we have dim Y˜ ′ ≤ m + r − k. By the
special case treated before we get dim Y˜ ≤ m− k. Since p is finite we obtain
dim Y ≤ m− k, too.
Remark: We cannot drop the assumption (**) in Lemma 1.3.2: Let σ be a
cone of F which is not simplicial, spanned by pj1, . . . , pjl. Then Y
′ := {ζj1 =
. . . = ζjl = 0} defines a complete intersection in X
′ of codimension l, where
di = eji , i = 1, . . . , l, whereas Y = Oσ has codimension dim σ < l.
Lemma 1.3.3: Assume that the Jacobian matrix of G has rank k along Y ′.
a) If F is simplicial Y is a V -manifold of pure dimension m− k.
b) If F is regular Y is a manifold of pure dimension m− k.
Proof: a) It is sufficient to show that Y ∩Xσ is a purelym−k-dimensional V -
manifold around Y ∩Oσ, where σ ∈ F is arbitrary. Without loss of generality
we may assume that σ is generated by p1, . . . , ps and that p1, . . . , ps, es+1, . . . , em
is a basis of Rm. Let A := Cs × {(1, . . . , 1)} × (C∗)m−s ⊂ Cr × (C∗)m and Γ
the isotropy group of A.
Then (C∗)r ◦A = Xσ′ : Let (ζ, z) ∈ Xσ′ . Then we have to show the existence
of a c ∈ (C∗)r such that the following equations hold:
cs+1ζs+1 = . . . = crζr = 1, c
−p1j
1 · · · c
−prj
r zj = 1, j = 1, . . . , s
Note that cs+1, . . . , cr are determined by the first equations. Let log denote
a fixed branch of the logarithm, e.g. the standard branch log reiφ := ln r +
iφ,−pi < φ ≤ pi, γj :=
log cj
2pii
, j = s + 1, . . . , r. Then let (γ1, . . . , γs) be a
solution of the system of linear equations:
−p1jγ1 − . . .− prjγr + log zj = 0, j = 1, . . . , s
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Now put cj := e
2piiγj , j = 1, . . . , s.
The group Γ is finite: Look at all (γ1, . . . , γs) such that
−p1jγ1 − . . .− psjγs ∈ Z, j = 1, . . . , s
Let D := det(pij)1≤i,j≤s. Then Dγj ∈ Z for all j by Cramer’s rule. So G is a
subgroup of CsD × {(1, . . . , 1)}, where CD ⊂ C
∗ is the cyclic group of order
D.
Since Y ∩ Xσ ≃ (A ∩ Y
′)/Γ it is sufficient to show that A ∩ Y ′ is smooth
along A ∩ Y ′ ∩ Oσ′. Now
ζj
∂Gi
∂ζj
− pj1z1
∂Gi
∂z1
− . . .− pjmzm
∂Gi
∂zm
= dijGi, ∗
i = 1, . . . , k, j = 1, . . . , r. Let (ζ, z) ∈ A ∩ Y ′ ∩ Oσ′ , in particular ζ1 = . . . =
ζs = 0, ζs+1 = . . . = ζr = 1. Then:
−pj1z1
∂G
∂z1
− . . .− pjmzm
∂G
∂zm
= 0, j = 1, . . . , s,
∂G
∂ζj
− pj1z1
∂G
∂z1
− . . .− pjmzm
∂G
∂zm
= 0, j = s+ 1, . . . , r.
Since det((pij)1≤i,j≤s) 6= 0 the vectors
∂G
∂ζs+1
, . . . , ∂G
∂ζr
, ∂G
∂z1
, . . . , ∂G
∂zs
depend at
(ζ, z) linearly on ∂G
∂zs+1
, . . . , ∂G
∂zm
. Consequently, by hypothesis the partial
derivatives ∂G
∂ζ1
, . . . , ∂G
∂ζs
, ∂G
∂zs+1
, . . . , ∂G
∂zm
in (ζ, z) must span a space of dimension
k, which implies our assertion, because ζ1, . . . , ζs, zs+1, . . . , zm are coordinates
for A.
b) We can assume above: p1 = e1, . . . , ps = es. Then Γ is trivial.
Under the assumption of Lemma 1.3.3a) resp. b) we call Y a quasi-smooth
resp. smooth complete intersection.
The hypothesis of Lemma 1.3.3 should not be confused with the stronger
condition that the Jacobian matrix of G|Oσ′ has rank k along Y
′ ∩ Oσ′ for
all σ ∈ F :
For σ ∈ F , generated by pj1, . . . , pjs, let
gσi :=
∑
q∈M :<pj1 ,q>=−dij1 ,...,<pjs ,q>=−dijs
aiqz
q.
Lemma 1.3.4. The following conditions are equivalent:
a) the Jacobian matrix of G|Oσ′ has rank k along Y
′ ∩Oσ′ ,
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b) the mapping (gσ1 , . . . , g
σ
k ) : (C
∗)m → Ck has no critical point z with gσ1 (z) =
. . . = gσk (z) = 0.
Proof: Without loss of generality we may assume that σ is generated by
p1, . . . , ps. Then Oσ′ = {0} × (C
∗)m+r−s ⊂ (C∗)r+m.
We can identify /C∗)m with A := {0}×{(1, . . . , 1)×(C∗)m ⊂ (C∗)s×(C∗)r−s×
(C∗)m ≃ (C∗)r+m. Under this identification, gσi corresponds to the restriction
of Gi. We have equation (*) of the proof of Lemma 1.3.3 again. Therefore
∂G
∂ζs+1
, . . . , ∂G
∂ζr
are linearly dependent on ∂G
∂z1
, . . . , ∂G
∂zm
. So we have that the
following statements are equivalent:
(i) the Jacobian matrix of G|Oσ′ has rank k along A,
(ii) the Jacobian matrix of G|A has rank k along A.
Now Oσ′ is the (C
∗)r+m-orbit of A, so a) is equivalent to (i), whereas b) is
equivalent to (ii).
1.4. We may proceed the other way round, starting with g1, . . . , gk instead
of G1, . . . , Gk. Let M1, . . . ,Mk be finite non-empty subsets of Z
m. We may
fix F and dij as before. Then we suppose that for i = 1, . . . , k the follow-
ing holds: < pj, q >≥ −dij , j = 1, . . . , r, for all q ∈ Mi. If gi ∈ C[Mi],
i = 1, . . . , k, i.e. gi =
∑
q∈Mi
aiqz
q, we may pass from g1, . . . , gk to G1, . . . , Gk
and g1, . . . , gk as before.
For σ ∈ F , generated by pj1, . . . , pjs, let M
σ
i := {q ∈ Mi | < pj1, q >=
−dij1 , . . . , < pjs, q >= −dijs}. Then put g
σ
i :=
∑
q∈Mσi
aiqz
q. So gσi ≡ 0 if
Mσi = ∅.
We say that σ is adapted toM1, . . . ,Mk and (dij) if the sets M
σ
1 , . . . ,M
σ
k are
non-empty. If this holds for all σ the fan F is called adapted to M1, . . . ,Mk
and (dij). Obviously:
Lemma 1.4.1: If σ ∈ F is not adapted to M1, . . . ,Mk and (dij) there is an
i such that gσi ≡ 0.
By a suitable choice of F and dij we can achieve that F is adapted to
M1, . . . ,Mk and (dij):
Let ∆ be the convex hull of M1 + . . . + Mk in R
m. If we assume that
dim∆ = m, let F0 = F
+
0 be the dual fan with respect to ∆. If dim∆ = m
′ is
arbitrary we must be more careful: Fix q ∈ ∆, let M+ :=M ∩Span(∆− q),
N+ := Hom(M+,Z), then we have a fan F+0 in N
+
R which is dual to ∆.
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We have a canonical map NR −→ N
+
R ; taking the inverse images of the
cones of F+0 we get a cone decomposition F0 of NR which is only a fan if
m′ = m, we call it the dual cone decomposition. Let F2 be a fan which
refines F0, it is complete; we have a toric morphism XF2 −→ XF+
0
. Let
p′j , j = 1, . . . , r
′ be correspondingly defined (i.e. for F2 instead of F), and let
d′ij := −min{< p
′
j, q > | q ∈ Mi}, i = 1, . . . , k, j = 1, . . . , r
′. Then we may
apply the machinery above with d′ij instead of dij.
Lemma 1.4.2:
a) The cones σ ∈ F which are adapted toM1, . . . ,Mk and (dij) form a subfan
F1 of F .
b) If F is adapted to M1, . . . ,Mk and (dij) the hypothesis of Lemma 1.2.2
holds, and dij = −min{< pj, q > | q ∈ Mi}.
c) With the notations above, F2 is adapted to M1, . . . ,Mk and (d
′
ij).
1.5. Now let us formulate non-degeneracy conditions: LetM1, . . . ,Mk, g1, . . . , gk
be chosen as in section 1.4.
For p ∈ Rm let Mpi := {q ∈ Mi | < p, q >= min{< p, q
′ > | q′ ∈ Mi}, g
p
i :=∑
q∈Mpi
aiqz
q. Then g is called non-degenerate with respect to M1, . . . ,Mk if
for every p the mapping (gp1, . . . , g
p
k) : (C
∗)m → Ck has no critical point z
with gp1(z) = . . . = g
p
k(z) = 0. This condition is fulfilled if the coefficients aiq
are chosen generically. If we call g non-degenerate this is understood with
respect to supp g1, . . . , supp gk, where supp gi := {q | aiq 6= 0} (under the hy-
pothesis that g1 6≡ 0, . . . , gk 6≡ 0). This is just the usual notion.
On the other hand, let us call g := (g1, . . . , gk) weakly non-degenerate (resp.
non-degenerate) with respect to M1, . . . ,Mk if for every cone σ ∈ F the
mapping (gσ1 , . . . , g
σ
k ) : (C
∗)m → Ck has no critical point z with gσ1 (z) =
. . . = gσk (z) = 0 (resp. if moreover for every p /∈ |F| the mapping (g
p
1, . . . , g
p
k)
: (C∗)m → Ck has no critical point z with gp1(z) = . . . = g
p
k(z) = 0.) Then Y
is called a non-degenerate (resp. non-degenerate) complete intersection in X
with respect to M1, . . . ,Mk. Of course the second condition can be dropped
if F is complete.
Let F1 be chosen as in Lemma 1.4.2a), X1 := XF1 .
Lemma 1.5.1: a) If Y is a weakly non-degenerate complete intersection in
X with respect to M1, . . . ,Mk we must have that Y is contained in X1.
b) If Y ⊂ X1, Y is a weakly non-degenerate complete intersection in X with
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respect to M1, . . . Mk if and only if Y is a weakly non-degenerate complete
intersection in X1 with respect to M1, . . . ,Mk.
Proof: a) If σ is not adapted to M1, . . . ,Mk and (dij) we have Y ∩ Oσ = ∅
because of Lemma 1.4.1.
b) For σ ∈ F \ F1 we have Y ∩ Oσ = ∅, hence there is no critical point z of
(gσ1 , . . . , g
σ
k ) : (C
∗)m → Ck with gσ1 (z) = . . . = g
σ
k (z) = 0.
We will now restrict to the case of an adapted fan.
Lemma 1.5.2: Suppose that F is adapted to M1, . . . ,Mk and (dij). Then
the following conditions are equivalent:
a) g is non-degenerate with respect to M1, . . . ,Mk,
b) g is non-degenerate with respect to M1, . . . ,Mk.
Proof: If σ ∈ F , p ∈
o
σ, we have gσ = gp.
In this case Y is a non-degenerate complete intersection with respect to
M1, . . . ,Mk if the coefficients are chosen generically. Note that it is not
necessary to specify the numbers dij because we must have dij = −min{<
pj , q > | q ∈Mi}, by Lemma 1.4.2b).
Lemma 1.5.3: Let g be weakly non-degenerate with respect toM1, . . . ,Mk.
Then the Jacobian matrix of G along Y ′ has rank k.
Proof: Use Lemma 1.3.4.
Therefore we can apply Lemma 1.3.3. This means that every weakly non-
degenerate complete intersection is quasi-smooth resp. smooth if F is simpli-
cial resp. regular. Note that the stronger condition of being non-degenerate
is useful in order to have a compactification with the same property:
Lemma 1.5.4: Let Y be a non-degenerate complete intersection with re-
spect to M1, . . . , Mk and F adapted to M1, . . . ,Mk and (dij). Then there is
a complete fan F and a non-degenerate complete intersection Y in X := XF
such that F is a subfan of F and Y = Y ∩X . If F is regular (resp. simplicial)
F can be chosen to be regular (resp. simplicial), too.
Proof. Let F+0 and F0 be chosen as in the proof of Lemma 1.4.1. If we
take the intersections of cones of F0 and F we just obtain the fan F . So we
take a corresponding suitable refinement F of F0. (Note that we have a toric
11
morphism XF −→ XF+
0
which is compactified by XF −→ XF+
0
.)
So Y is a Zariski open dense subset of some non-degenerate compact variety
Y which can be chosen to be a (quasi-)smooth toric complete intersection if
Y is (quasi-)smooth.
It is useful to introduce a weaker notion. Note that the cones of F which are
contained in ∂|F| form a subfan ∂F of F . In order to avoid complications we
assume for the rest of section 1.5 that ∂F is adapted toM1, . . . ,Mk and (dij).
Let us call (g1, . . . , gk) non-degenerate at infinity with respect toM1, . . . ,Mk
if the following holds:
For every p /∈ |F| the mapping (gp1, . . . , g
p
k) : (C
∗)m → Ck has no critical
point z with gp1(z) = . . . = g
p
k(z) = 0.
It is easy to see that this condition is generically fulfilled. In this case let
us call Y non-degenerate at infinity with respect to M1, . . . ,Mk. Of course
the condition is automatically true if F is complete, that is why we speak
of non-degeneracy at infinity. Furthermore Y need no longer be a complete
intersection. In the case Mi = supp gi, i = 1, . . . , k, we simply say that Y is
non-degenerate at infinity.
Then it is again possible to compactify in a suitable way. It is convenient to
use in the case where F is complete the following notion: Let F1 be a subfan
of F and X1 := XF1 . Then Y is called non-degenerate along Y \ Y1 with re-
spect to M1, . . . ,Mk if for all σ ∈ F \F1 the mapping (g
σ
1 , . . . , g
σ
k ) : (C
∗)m →
Ck has no critical point z with gσ1 (z) = . . . = g
σ
k (z) = 0.
Lemma 1.5.5: Let Y be non-degenerate at infinity with respect toM1, . . . ,Mk.
Then there is a complete fan F and a subvariety Y of X := XF such that
F is a subfan of F , Y ∩X = Y and Y is non-degenerate along Y \ Y with
respect to M1, . . . ,Mk. If Y is (quasi-)smooth Y can be chosen to be (quasi-
)smooth, too. Also, Y is a complete intersection if and only if Y is a complete
intersection.
Proof. Let us take the intersection of all halfspaces in NR of the form
{q | < p, q >≥ c} with p ∈ NR \ |F| which contain M1+ . . .+Mk. Let F0 be
the cone decomposition which is dual to this convex set, it is not necessarily
complete. The cones contained in ∂|F| correspond to a subset F1 of F0. Note
that ∂F (the subfan of F whose cones are contained in ∂|F| ) is a refinement
of F1. So we can find a refinement of F0 which is a fan and contains ∂F as
a subfan. If we add all cones of F \ ∂F we obtain F . The rest is easy.
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Conversely, if Y is compact and non-degenerate along Y \ Y with respect
to M1, . . . ,Mk we have that Y is non-degenerate at infinity with respect to
M1, . . . ,Mk.
1.6. We want to calculate certain invariants for smooth complete intersec-
tions which are non-degenerate at infinity with the property that they do not
depend on the particular choice of the coefficients involved in the defining
equations.
Let us assume that F is regular and let us fix dij , i = 1, . . . , k, j = 1, . . . , r,
and let Mi ⊂ {q ∈ Z
m | < pj, q >≥ −dij , j = 1, . . . , r}. Put M := M1 ×
· · · ×Mk. Let ∂F be adapted to M1, . . . ,Mk and dij. Let us choose F as in
the proof of Lemma 1.5.5, F regular. Then let p1, . . . , pr¯ be the generators of
the corresponding edges, where r¯ ≥ r, and dij := −min{< pj , q > | q ∈ Mi}
for j > r. Let X,X,X ′, X
′
be correspondingly defined.
Put X ′ := X ′×CM, similarly X ,X ,X
′
. Put Y ′ := {(ζ, z, (aq)) ∈ X
′ |
∑
q aqiζ
ρi(q)zq =
0, i = 1, . . . , k}, where ρi(q) := (< p1, qi > +di1, . . . , < pr, qi > +dir), simi-
larly Y
′
. Furthermore, Y := (pi, id)(Y ′),Y := (pi, id)(Y
′
), where pi : X
′
−→ X
is defined in an obvious way.
The canonical projection induces a mapping p : X −→ CM. For (aq) ∈ C
M
we look at the following condition (R):
(R) The fibre of p|Y over (aq) is a smooth complete intersection which is
non-degenerate at infinity with respect to M1, . . . ,Mk.
Let S be the set of all points in CM where (R) is not fulfilled. Then we have:
Theorem 1.6.1: S is a closed algebraic subset of CM, and p|Y as well as
p|Y define topological fibre bundles over CM \ S.
Proof. We can define a Whitney regular stratification of X , taking X and
the orbits Oσ, σ ∈ F \ F , as strata. Taking the product with C
M we get
a corresponding stratification of X . Now Y is obtained by transversal in-
tersection along X \ X , in particular Y is smooth along this set. So Y \ Y
is endowed with a natural Whitney stratification. Now S is the union of
the critical values of the restriction of p to Y and to the strata of Y \ Y ,
hence a closed algebraic subset of CM. Here a point of Y is called a critical
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point of p|Y if it is a critical point of p|Yreg or does not belong to Yreg. So we
have a proper stratified submersion above the complement of S. Here we may
apply Thom’s first isotopy lemma in order to obtain topological fibre bundles.
In particular, CM \ S is a Zariski-open subset of CM, hence connected. So
we get:
Corollary 1.6.2: Given M1, . . . ,Mk, F and dij, F adapted to M1, . . . ,Mk
and (dij), all corresponding smooth complete intersections which are non-
degenerate at infinity with respect to M1, . . . ,Mk are homeomorphic to each
other.
The varieties Y for which we will give a method to compute the Hodge num-
bers are closed subvarieties of a compact toric variety which admit a partition
into smooth locally closed subvarieties which are non-degenerate at infinity.
The locally closed subvarieties are supposed to be the intersection of Y by
some T -invariant and irreducible locally closed subvariety of X ; as we will
see in section 1.7, such a subvariety of X can be considered as a toric variety
itself. An example of such a partition of Y is given as follows:
Lemma 1.6.3: Let g1, . . . , gk and F be as above, F complete. Suppose
that for all 0 < l ≤ k, 1 ≤ i1 < . . . < il ≤ k the mapping (gi1 , . . . , gil) is
non-degenerate with respect to Mi1 , . . . ,Mil . Then the partition of Y into
the sets Oσ ∩ Y , σ ∈ F , is a partition into smooth locally closed subvarieties
which are non-degenerate at infinity.
If F is complete and the coefficients of g1, . . . , gk are chosen general enough
Y admits therefore a partition into smooth locally closed subvarieties which
are non-degenerate at infinity.
There are, however, interesting cases which are not covered by Lemma 1.6.3
directly but where it is possible to reduce to Lemma 1.6.3 by a homeomor-
phism, by Theorem 1.6.1:
Lemma 1.6.4
a) Suppose that Y is smooth and non-degenerate at infinity. By changing
the coefficients of g1, . . . , gk we may obtain a homeomorphic variety Y1 for
which the intersections with all orbits are non-degenerate.
b) Suppose that F is complete and that Y admits a decomposition into
smooth complete intersections which are non-degenerate at infinity. Then
the same conclusion as in a) holds.
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2. Differential forms and Euler characteristics
2.1. Let g1, . . . , gk and G1, . . . , Gk be chosen as in section 1.3. Let us suppose
that F is complete. We assume that the condition (**) of the end of section
1.2 is fulfilled. Let Y be correspondingly defined. We assume that Y is a
complete intersection, in fact it is sufficient to assume that Y ′ is a complete
intersection (see Lemma 1.3.2).
Before looking at the cohomology of differential forms let us consider the
cohomology of pi∗OX′ . In particular we will compute χ(Y,OY ). Note that
we can renounce here to the assumption that we have a simplicial fan!
We can extend the action of (C∗)r on X ′ to an action of (C∗)r × (C∗)m,
where the action of (C∗)m corresponds to the canonical action on Cm. The
corresponding characters are given by (s, q) ∈ Zr × Zm. This will lead to a
finer graduation and a refined Poincare´ series for S = OX′ .
Let σ ∈ F be generated by p1, . . . , pl.
Lemma 2.1.1: For (s, q) ∈ Zr × Zm: dimH0(Xσ′ ,OX′)(s,q) = 1 if < pj, q >
+sj ≥ 0 for all j ≤ l, H
0(Xσ′ ,OX′)(s,q) = 0 otherwise.
Proof: The only possible elements of H0(Xσ′ ,OX′)(s,q) are of the form
cζs1+<p1,q>1 · . . . · ζ
sr+<pr,q>
r z
q, c ∈ C.
For the higher cohomology groups we have of course, Xσ′ being affine:
Lemma 2.1.2: Hλ(Xσ′ ,OX′) = 0 for λ > 0.
Let us introduce the following formal Laurent series in the variables x1, . . . , xr,
t1, . . . , tm:
Pσ(x, t) :=
∑
dimH0(Xσ′ ,OX′)(s,q)x
stq
Let σ1, . . . , σl be the maximal (i.e. m-dimensional) cones in F . Then we
have an open affine covering Xσ′
1
, . . . , Xσ′
l
of X ′ which we can use in order
to compute cohomology.
In particular, putting P (X ′,OX′)(x, t) :=
∑
χ(X ′,OX′)s,qx
stq, we have
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P (x, t) := P (X ′,OX′)(x, t) =
∑
1≤ν≤l
∑
1≤j1<...<jν≤l
(−1)ν−1Pσj1∩...∩σjν (x, t)
Let H(s, q) be the coefficient at xstq in the series P (x, t), i.e.
H(s, q) := χ(X, (pi∗OX′)s,q)
For i = 1, . . . , l let Ji ⊂ {1, . . . , r} be defined as follows: σi is generated
by the pj with j ∈ Ji. Then σj1 ∩ . . . ∩ σjν is generated by the pj with
j ∈ Jj1 ∩ . . . ∩ Jjν . By Lemma 2.1.1 the coefficient of Pσj1∩...∩σjν (x, t) at x
stq
is 1 if Jj1 ∩ . . . ∩ Jjν ⊂ Is,q := {j | < pj, q >≥ −sj} and 0 otherwise.
Now let I be a subset of {1, . . . , r} and ν > 0. Then letmI,ν be the number of
all subsets K of {1, . . . , l} having ν elements , for which the intersection of all
Jκ, κ ∈ K, is contained in I. Furthermore let χI :=
∑
ν>0(−1)
ν−1mI,ν . Then:
Lemma 2.1.3:
a) H(s, q) = χ(X, (pi∗OX′)s,q) = χIs,q ,
b) P (x, t) =
∑
s,q χIs,qx
stq.
Let I be a subset of {1, . . . , r} and s ∈ Zm. Then let nI,s be the number of all
q ∈ Zm with < pj , q >≥ −sj ⇔ j ∈ I, j = 1, . . . , r, i.e. nI,s := {q | I = Is,q}.
Since X is complete the vector spaces Hν(X ′,OX′)s = H
ν(X, (pi∗OX′)s) are
finite dimensional. Furthermore the dimension of Hν(X, (pi∗OX′)s,q) depends
only on Is,q. Therefore χI 6= 0⇒ nI,s <∞. Altogether:
Lemma 2.1.4:
a) P (x) := P (x, 1, . . . , 1) =
∑
s
∑
I:χ(I)6=0 χInI,sx
s,
b) H(s) :=
∑
qH(s, q) =
∑
s
∑
I:χ(I)6=0 χInI,s.
Proposition 2.1.5:
a) χ(Y,OY ) is equal to the coefficient at x
0 in the Laurent series P (x)(1 −
xd1) · · · (1− xdr),
b) χ(Y,OY ) =
∑
τ≥0,1≤l1<···<lτ≤k
(−1)τH(−dl1 − . . .− dlτ ).
Proof: a) By induction on j = 0, . . . , k:
P (X ′,OX′/(G1, . . . , Gj)) = P (x)(1 − x
d1) · · · (1 − xdj ). Indeed, for j =
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1, . . . , k we have an exact sequence
0 −→ OX′/(G1, . . . , Gj−1)
·Gj
−→ OX′/(G1, . . . , Gj−1) −→ OX′/(G1, . . . , Gj) −→ 0
For j = k we obtain the assertion.
b) follows from a).
In particular, this gives #Y if dimY = 0 and the hypothesis of Lemma
1.3.3b) is fulfilled.
2.2. Now let us turn to differential forms. Therefore we want to work with
manifolds or at least V -manifolds.
Therefore we suppose in this section from now on that the hypothesis of
Lemma 1.3.3 is fulfilled.
In particular let F be a simplicial fan chosen as in §1, F complete. Let
Y ⊂ XF be accordingly defined. Then Y is a compact V -manifold which is
a complete intersection.
We consider algebraic differential forms in the sense of Zariski, cf. [O]. First
let us look at 1-forms. Let Ω1X be defined as follows: If X is smooth it is
defined as usual. If X is quasi-smooth let i : X0 → X be the inclusion of the
regular locus X0, and let Ω
1
X := i∗Ω
1
X0
. Note that the holomorphic analogue
would be the sheaf of weakly holomorphic 1-forms. The reason for this mod-
ification will be clear from Theorem 2.2.1.
Similarly let Ω1X′ be the sheaf of regular algebraic 1-forms on X
′ := XF ′.
The action of the torus (C∗)r on X ′ induces corresponding actions on the
cohomology groups.
Furthermore, the action of the torus leads to vector fields D1, . . . , Dr on X
′:
Dj := ζj
∂
∂ζj
− pj1z1
∂
∂z1
− . . .− pjmzm
∂
∂zm
For 0 ≤ ρ ≤ r, we have the mapping Dρ := (D1, . . . , Dρ) : Ω
1
Y ′ −→ O
ρ
Y ′. Let
Ω1Y ′,ρ := ker(D
ρ : Ω1Y ′ → O
ρ
Y ′).
Theorem 2.2.1: Ω1Y ≃ (pi∗Ω
1
Y ′,r)0.
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Proof: Let Y ′0 := pi
−1(Y0) and i
′ be the inclusion of Y ′0 in Y
′, pi0 :=
pi|Y ′0 : Y
′
0 → Y0. Since i ◦ pi0 = pi ◦ i
′ we have i∗((pi0)∗Ω
1
Y ′
0
,r
) = pi∗(i
′
∗Ω
1
Y ′
0
,r
).
Now i′∗Ω
1
Y ′
0
,r = i
′
∗(ker D
r : Ω1Y ′
0
→ OrY ′
0
) = Ω1Y ′,r because Y
′ is smooth, so
i∗((pi0)∗Ω
1
Y ′
0
,r) = pi∗Ω
1
Y ′,r. Taking care of the grading we get i∗(((pi0)∗Ω
1
Y ′
0
,r)0) =
(pi∗Ω
1
Y ′,r)0. Finally, ((pi0)∗Ω
1
Y ′
0
,r)0 = Ω
1
Y0
, so Ω1Y := i∗Ω
1
Y0
= i∗(((pi0)∗Ω
1
Y ′
0
,r)0) =
(pi∗Ω
1
Y ′,r)0.
Lemma 2.2.2: For ρ = 1, . . . , r we have an exact sequence
0 −→ Ω1Y ′,ρ −→ Ω
1
Y ′,ρ−1
Dρ
−→ OY ′ −→ 0
Proof: We need only show that the mapping induced by Dρ is surjective.
Here it is sufficient to work with Xσ′ instead of Y
′. Assume that σ is gener-
ated by pi1, . . . , pil. Let h ∈ O(Xσ′) be given.
If ρ /∈ {i1, . . . , il} we have that
hdζρ
ζρ
∈ Ω1X′(Xσ′) is mapped by Dρ onto h.
So let us look at the case ρ ∈ {i1, . . . , il}. Note that l ≤ m and there
are j1, . . . , jl such that det (pij)i=i1,...,il,j=j1,...,jl 6= 0. So we can find φi ∈
O(Xσ′), i = 1, . . . , r, ψj ∈ O(Xσ′), j = 1, . . . , m, such that φi = 0 for
i = i1, . . . , il, φi−
∑m
j=1 pijψj = 0 for i = 1, . . . , r, i 6= ρ and φρ−
∑m
j=1 pρjψj =
h. In fact, the ψj , j 6= j1, . . . , jl are arbitrary (e.g. 0). Then, putting
ω :=
∑r
i=1
φi
ζi
dζi +
∑m
j=1
ψj
zj
dzj , we have ω ∈ Ω
1
X′,ρ−1(Xσ′), Dρ(ω) = h.
Note that we can associate to Ω1X′ a Poincare´ series: Let S be an ar-
bitrary equivariant coherent sheaf on X ′, for instance S = Ω1X′ . Then
pi∗S is equipped with a grading: pi∗S = ⊕s∈Zm(pi∗S)s. Now pi is affine,
so Hj(X, pi∗S) = H
j(X ′,S). So the grading of pi∗S induces a grading of
Hj(X ′,S). Since each (pi∗S)s is a coherent OX -module the vector space
Hq(X ′,S)s is finite dimensional and we can consider the Euler characteris-
tic χ(X,S)s := χ(X
′, (pi∗S)s) =
∑
q(−1)
q dimHq(X ′,S)s. So we can finally
define the formal Laurent series
P (X ′,S)(x) :=
∑
s
χ(X,S)sx
s
In particular, we can look at S := Ω1X′ . Then we will see:
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Proposition 2.2.3: χ(Y,Ω1Y ) is the coefficient at x
0 in the series P (x)(1 −
xd1) . . . (1− xdk)[x1 + . . .+ xr +m− r − x
d1 − . . .− xdk ].
2.3. Now let us look at alternating differential forms: ΩpY ′ :=
∧pΩ1Y ′ .
Note that ΩpX′ and Ω
p
Y ′ are equivariant coherent sheaves.
Let ΩX′ := ⊕pΩ
p
X′ and P (X, pi∗ΩX′)(x, t, y) :=
∑
p P (X, pi∗Ω
p
X′)(x, t)y
p. The
definition of P (x, t) implies
Lemma 2.3.1: P (X ′,ΩX′)(x, t, y) :=
∑
p P (X
′,ΩpX′)(x, t)y
p = P (x, t)(1 +
yx1) . . . (1 + yxr)(1 + y)
m.
Proof: Note that Ω1X′ is generated by dζ1, . . . , dζr,
dz1
z1
, . . . , dzm
zm
.
When we pass to a complete intersection we lose the grading with respect to
q, so we put t1 = . . . = tm = 1.
Lemma 2.3.2: P (Y ′,ΩX′/(G1, . . . , Gk))(x, y) = P (x)(1+yx1) . . . (1+yxr)(1+
y)m(1− xd1) . . . (1− xdk).
Proof. By induction on j one shows for j = 1, . . . , k:
P (X ′,ΩX′/(G1, . . . , Gj))(x, y) = P (x)(1 + yx1) . . . (1 + yxr)(1 + y)
m(1 −
xd1) . . . (1− xdj ). This is because of the exact sequence
0 −→ ΩX′/(G1, . . . , Gj−1)
·Gj
−→ ΩX′/(G1, . . . , Gj−1) −→ ΩX′/(G1, . . . , Gj) −→ 0
For j = k we obtain the assertion.
Lemma 2.3.3: P (Y ′,ΩY ′)(x, y) = P (x)(1+yx1) . . . (1+yxr)(1+y)
m 1−xd1
1+yxd1
. . . 1−x
dk
1+yxdk
.
Proof. For j = 1, . . . , k: P (X ′,ΩX′/(G1, . . . , Gk, dG1, . . . , dGj))(x, y) =
P (x)(1 + yx1) . . . (1 + yxr)(1+ y)
m (1−x
d1 )...(1−xdk )
(1+yxd1 )...(1+yxdj )
. This is due to the exact
sequence
0 −→ Ωp−1X′ /(G1, . . . , Gk, dG1, . . . , dGj)
∧dGj
−→ ΩpX′/(G1, . . . , Gk, dG1, . . . , dGj−1)
−→ ΩpX′/(G1, . . . , Gk, dG1, . . . , dGj) −→ 0
For j = k we obtain the assertion.
For ρ = 0, . . . , r let ΩpY ′,ρ :=
∧pΩ1Y ′,ρ, and let Ω
p
Y := i∗Ω
p
Y0
.
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Lemma 2.3.4: For ρ = 0, . . . , r: P (Y ′,ΩY ′,ρ)(x, y) = P (x)(1 + yx1) . . . (1 +
yxr)(1 + y)
m−ρ 1−xd1
1+yxd1
. . . 1−x
dk
1+yxdk
.
Proof. For ρ > 0 we have an exact sequence
0→ ΩpY ′,ρ → Ω
p
Y ′,ρ−1
Dρ
→ Ωp−1Y ′,ρ → 0
Finally:
Theorem 2.3.5: χ(Y,ΩpY ) is the coefficient at x
0yp in the series
P (x)(1+yx1)...(1+yxr)
(1+y)r−m
1−xd1
1+yxd1
. . . 1−x
dk
1+yxdk
.
Proof. We have ΩpY = (pi∗Ω
p
Y ′,r)0, as in Theorem 2.2.1.
In particular, we get Proposition 2.2.3.
The use of the Poincare´ series made a compact formula possible, for the ac-
tual computation the Hilbert function seems to be more useful:
Corollary 2.3.6: χ(Y,ΩpY ) =
∑
ρ,τ (−1)
p+τ−ρ
∑
ρ+i1+···+ik≤p
∑
1≤j1<···<jρ≤r∑
1≤l1<···<lτ≤k
H(−ej1 − · · · − ejρ − dl1 − · · · − dlτ − i1d1 − · · · − ikdk).
In the case Y = X we can derive more exactly:
Theorem 2.3.7: χ(X,ΩpX)q is the coefficient at x
0yptq in the series
P (x,t)(1+yx1)...(1+yxr)
(1+y)r−m
.
2.4. Now let us look at symmetric instead of alternating differential forms.
To indicate this we write Ωˆ instead of Ω. So ΩˆpY ′ := S
pΩ1Y ′ , where S
p denotes
the p-th symmetric tensor power.
Lemma 2.4.1: P (X ′, ΩˆX′)(x, y, t) =
P (x,t)
(1−yx1)...(1−yxr)(1−y)m
.
Lemma 2.4.2: P (Y ′, ΩˆX′/(G1, . . . , Gk))(x, y) =
P (x)(1−xd1 )...(1−xdk )
(1−yx1)...(1−yxr)(1−y)m
.
Proof. By induction on j one shows for j = 1, . . . , k:
P (X ′, ΩˆX′/(G1, . . . , Gj))(x, y) =
P (x)(1−xd1 )...(1−xdj )
(1−yx1)...(1−yxr)(1−y)m
, cf. Lemma 2.3.2. For
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j = k we obtain the assertion.
Lemma 2.4.3: P (Y ′, ΩˆY ′)(x, y) =
P (x)[(1−xd1 )(1−yxd1 )]...[(1−xdk )(1−yxdk )]
(1−yx1)...(1−yxr)(1−y)m
.
Proof. For j = 1, . . . , k: P (Y ′, ΩˆX′/(G1, . . . , Gk, dG1, . . . , dGj))(x, y)
= P (x)(1−x
d1 )...(1−xdk )(1−yxd1 )...(1−yxdj )
(1−yx1)...(1−yxr)(1−y)m
. This is because of the exact sequence
0 −→ Ωˆp−1X′ /(G1, . . . , Gk, dG1, . . . , dGj−1)
⊗dGj
−→ ΩˆpX′/(G1, . . . , Gk, dG1, . . . , dGj−1)
−→ ΩˆpX′/(G1, . . . , Gk, dG1, . . . , dGj) −→ 0
For j = k we obtain the assertion.
For ρ = 0, . . . , r let ΩˆpY ′,ρ := S
pΩˆ1Y ′,ρ, Ωˆ
p
Y := i∗Ωˆ
p
Y0
.
Lemma 2.4.4: For ρ ≤ r: P (Y ′, ΩˆY ′,ρ)(x, y) =
P (x)(1−xd1 )(1−yxd1 )...(1−xdk )(1−yxdk )
(1−yx1)...(1−yxr)(1−y)m−ρ
.
Proof. We have an exact sequence
0→ ΩˆpY ′,ρ → Ωˆ
p
Y ′,ρ−1
Dρ
→ Ωˆp−1Y ′,ρ−1 → 0
Finally:
Theorem 2.4.5: χ(Y, ΩˆpY ) is the coefficient at x
0yp in the series
P (x)(1−xd1 )(1−yxd1 )...(1−xdk )(1−yxdk )(1−y)r−m
(1−yx1)...(1−yxr)
.
Proof. We have ΩˆpY ≃ (pi∗Ωˆ
p
Y ′,r)0.
In particular, we get Proposition 2.2.3.
In the case Y = X we obtain more exactly:
Theorem 2.4.6: χ(Y, ΩˆpY )q is the coefficient at x
0yptq in the series P (x,t)(1−y)
r−m
(1−yx1)...(1−yxr)
.
2.5. Furthermore let us look at differential forms without any symmetry
condition. Instead of Ω we write Ωˇ now, so ΩˇpY ′ := ⊗
p
i=1Ω
1
Y ′, Ωˇ
p
Y := i∗Ωˇ
p
Y0
.
First we have by induction:
Lemma 2.5.1: P (Y ′, ΩˇpY ′,r)(x) = P (x)(1− x
d1) . . . (1− xdk)[x1 + . . .+ xr +
m− r − xd1 − . . .− xdk ]p.
For p = 0 cf. Proposition 2.2.5. In order to prove the induction step we show:
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Lemma 2.5.2: P (Y ′,Ω1X′/(G1, . . . , Gk)⊗OY ′ Ωˇ
p
Y ′,r)(x) = P (x)(1−x
d1) . . . (1−
xdk)[x1 + . . .+ xr +m− r − x
d1 − . . .− xdk ]p(x1 + . . .+ xr +m).
Lemma 2.5.3: P (Y ′,Ω1Y ′ ⊗OY ′ Ωˇ
p
Y ′,r)(x) = P (x)(1 − x
d1) . . . (1 − xdk)[x1 +
. . .+ xr +m− r − x
d1 − . . .− xdk ]p(x1 + . . .+ xr +m− x
d1 − . . .− xdk).
Finally we use the exact sequence 0 −→ Ω1Y ′,r −→ Ω
1
Y ′
Dr
−→ OrY ′ −→ 0.
Lemma 2.5.1 implies for ΩˇY ′,r := ⊕pΩˇ
p
Y ′,r :
Lemma 2.5.4: P (Y ′, ΩˇY ′,r)(x, y) :=
∑
p P (Y
′, ΩˇpY ′,r)(x)y
p =
P (x)(1−xd1 )...(1−xdk )
1−y(x1+...+xr+m−r−xd1−...−xdk)
.
Theorem 2.5.5: χ(Y, ΩˇpY ) is the coefficient at x
0yp in
P (x)(1−xd1 )...(1−xdk )
1−y(x1+...+xr+m−r−xd1−...−xdk)
.
Proof. We have ΩˇpY = (pi∗Ωˇ
p
Y ′,r)0.
In particular, we get Proposition 2.2.3 again.
In the case Y = X we have an additional grading and obtain in the same
way as before:
Theorem 2.5.6: χ(X, ΩˇpX)q is the coefficient at x
0yptq in P (x,t)
1−y(x1+...+xr+m−r)
.
2.6. As an example let us take the case of complete intersections in weighted
projective spaces. Let w1, . . . , wm be positive integers which are relatively
prime. Then we have a corresponding grading for R := SpecC[z1, . . . , zm]:
R = ⊕t≥0Rt, where Rt is spanned by the monomials z
j1
1 · · · z
jm
m with w1j1 +
. . .+wmjm = t. Then P(w1,...,wm) = Proj R is the corresponding weighted pro-
jective space. The transcendental topology gives P(w1,...,wm) ≃ (C
m \{0})/ ∼,
where z ∼ z′ ⇔ there is a c ∈ C∗ such that z′j = c
wjzj , j = 1, . . . , m.
In fact, weighted projective spaces are toric varieties. It is easy to proceed
as follows: Let w0 := 1. Then P(w0,...,wm) can be identified with X = XF
where F consists of all cones in Rm which are generated by at most m of the
vectors p0, . . . , pm, where p0 = (−w1, . . . ,−wm) and pj = ej, j = 1, . . . , m.
The fan is complete and simplicial but not necessarily regular, so X is com-
pact and quasi-smooth. Furthermore, let σ0 be the cone spanned by p0, then
X ∩ Oσ0 ≃ P(w1,...,wm).
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Let P (x) be defined as in section 2.1. We want to calculate P (x). Let
σj be the cone generated by p0, . . . , pj−1, pj+1, . . . , pm, so Jj = {0, . . . , j −
1, j + 1, . . . , m}. If I is a subset of {0, . . . , m} having µ elements we have
Jj1 ∩ . . . ∩ Jjν ⊂ I if and only if {0, . . . , m} \ {j1, . . . , jν} is contained in
I. Therefore mI,ν =
(
µ
m+1−ν
)
. Putting λ := m + 1 − ν we get χI =∑m
λ=0(−1)
m−λ
(
µ
λ
)
. So χI = 1 for µ = m + 1, χI = (−1)
m for µ = 0 and
χI = 0 for 0 < µ ≤ m.
Now the number of all q such that < pj , q >≥ −sj , j = 0, . . . , m is by defini-
tion equal to n{0,...,m},s. We have the following formula:
Lemma 2.6.1: The number of all q such that < pj, q >≥ −sj, j = 0, . . . , m
is
n{0,...,m},s = res0
x−s0−1
1−x
x−w1s1
1−xw1
· · · x
−wmsm
1−xwm
.
Proof: We develop the function which appears on the right hand side
in a Laurent series:
∑
x−1+q0+q1w1+...+qmwm , where the sum extends over
all (q0, . . . , qm) ∈ Z
m+1 such that qj ≥ −sj , j = 0, . . . , m. So res0 =
#{(q0, . . . , qm) | qj ≥ −sj , j = 0, . . . , m, q0 + q1w1 + . . . + qmwm = 0} =
#{(q1, . . . , qm) | qj ≥ −sj , j = 1, . . . , m, q1w1 + . . . + qmwm ≤ s0}, which is
the number on the left hand side.
On the other hand, the number of all q such that < pj , q >< −sj , j =
0, . . . , m is equal to the number of all q′ such that < pj, q
′ >≥ sj + 1, j =
0, . . . , m, i.e.
n∅,s = res0
xs0
1− x
xw1(s1+1)
1− xw1
· · ·
xwm(sm+1)
1− xwm
= (−1)mres∞
x−s0−1
1− x
x−w1s1
1− xw1
· · ·
x−wmsm
1− xwm
as one sees using the substitution ξ = x−1 and Lemma 2.6.1. So we get, with
res0,∞ := res0 + res∞:
Lemma 2.6.2: P (x0, . . . , xm) =
∑
H(s0, . . . , sm)x
s0
0 · · ·x
sm
m withH(s0, . . . , sm) =
res0,∞
x−s0−1
1−x
x−w1s1
1−xw1
· · · x
−wmsm
1−xwm
.
The following result will be useful:
Lemma 2.6.3: If Q(x0, . . . , xm) is a Laurent series, the coefficient in P · Q
at xs00 · . . . · x
sm
m is:
res0,∞
x−s0−1
1−x
x−w1s1
1−xw1
· · · x
−wmsm
1−xwm
Q(x, xw1 , . . . , xwm).
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Proof: Put Q =
∑
sQsx
s. Then the coefficient in P ·Q at xs00 · . . . · x
sm
m is:∑
t res0,∞
x−t0−1
1−x
x−w1t1
1−xw1
· · · x
−wmtm
1−xwm
Qs−t
= res0,∞
x−s0−1
1−x
x−w1s1
1−xw1
· · · x
−wmsm
1−xwm
∑
tQs−tx
(s0−t0)+w1(s1−t1)+...+wm(sm−tm).
Furthermore,
∑
tQs−tx
(s0−t0)+w1(s1−t1)+...+wm(sm−tm) = Q(x, xw1 , . . . , xwm).
Now let g˜1, . . . , g˜k ∈ C[z0, . . . , zm] be weighted homogeneous polynomials of
degree d1, . . . , dk with respect to the weights w0, . . . , wm, i.e. g˜i is a linear
combination of monomials zj00 . . . z
jm
m with w0j0 + . . .+wmjm = di. If we put
gi(z1, . . . , zm) := g˜i(1, z1, . . . , zm), d0i := di and dli := 0, l = 1, . . . , m, we can
apply section 1. Note that Y is a quasi-smooth complete intersection as soon
as g˜1, . . . , g˜k define a complete intersection with an isolated singularity. By
the previous results we get:
Theorem 2.6.4:
a) χ(Y,ΩpY ) = resx=0,∞resy=0
x−1y−p−1
1+y
1+yxw0
1−xw0
· · · 1+yx
wm
1−xwm
1−xd1
1+yxd1
· · · 1−x
dk
1+yxdk
b) χ(Y, ΩˆpY ) = resx=0,∞resy=0
x−1y−p−1(1−xd1 )(1−yxd1 )···(1−xdk )(1−yxdk )(1−y)
(1−xw0 )(1−yxw0 )···(1−xwm )(1−yxwm )
c) χ(Y, ΩˇpY ) = resx=0,∞resy=0
x−1y−p−1(1−xd1 )···(1−xdk )
(1−xw0 )···(1−xwm )(1−y(xw0+···+xwm−xd1−···−xdk−1))
We can also treat complete intersections in quasi-projective spaces, passing
to Y ∩Oσ0 : look at the complete intersection defined by z0, g1, . . . , gk. In this
way it is easy to see that Theorem 2.6.4 holds without the assumption that
w0 = 1 provided that w0, . . . , wm are relatively prime. In particular part a)
proves then a formula which was announced in [H1].
3. Computation of Hodge numbers
3.1. Recall that the cohomology of an algebraic variety Y is equipped with a
canonical mixed Hodge structure, according to Deligne [D]: On Hj(Y ;C) we
have an increasing filtration W and a decreasing filtration F ; let hjpq(Y ) :=
dimCGr
W
p+qGr
p
FH
j(Y ;C). If Y is a compact V -manifold we have hjpq(Y ) = 0
if j 6= p + q, so let hpq(Y ) := hp+q,p,q(Y ) in this case. If Y is even smooth
and projective this coincides with the classical concept of Hodge numbers.
The Euler-Hodge characteristics are the numbers epq(Y ) :=
∑
j(−1)
jhjpq(Y ).
In the case of a compact V -manifold it is sufficient to calculate these num-
bers, because epq = (−1)p+qhpq. If we work with cohomology with compact
supports we write epqc (Y ). Note that e
pq
c is called e
pq in [D-K].
The aim of section 3 is to compute the Hodge numbers hpq for compact
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quasi-smooth varieties Y which admit a decomposition into smooth com-
plete intersections which are non-degenerate at infinity.
As we will see, the essential step is to calculate the numbers epq for non-
degenerate complete intersections in tori. But first we argue as follows:
If Y is decomposed into Y i, i = 1, . . . , l, we have epq(Y ) = epqc (Y ) =∑l
i=1 e
pq
c (Y
i). So it is sufficient to calculate the numbers epqc for smooth
toric complete intersections which are non-degenerate at infinity.
Theorem 3.1.1: The numbers epqc of a smooth complete intersection Y
which is non-degenerate at infinity do not depend on the particular choice of
the coefficients.
Proof. We use the results of sections 1.5 and 1.6 and induction on dimY .
By Lemma 1.5.5 we have a smooth compactification Y of Y which is non-
degenerate along Y \ Y . Now hpq(Y ) = dimHq(Y ,Ωp
Y
). So hpq(Y ) depends
on the coefficients of the equations involved in an upper semicontinuous way.
Since
∑
p+q=r h
pq(Y ) = br(Y ) = r-th Betti number and the Betti numbers
are constant by Theorem 1.6.1 we get that the numbers hpq(Y ) do not de-
pend on the particular choice of the coefficients. An analogous statement
holds for the subsets of Y \ Y which are of the form Y ∩ Oσ, by induction.
By the additivity of the numbers epqc we get the assertion.
So it is sufficient to calculate the numbers epq(Y ), Y being defined as in sec-
tion 1, provided that the coefficients involved are chosen generically. This
means that we fix M1, . . . ,Mk and choose the coefficients aiq generically. It
is now no longer important that Y should be a smooth complete intersection
which is non-degenerate at infinity.
Now Y decomposes into the sets Y ∩ Oσ, so it is sufficient to compute the
numbers epqc (Y ∩ Oσ).
Since the coefficients are chosen generically Y ∩ Oσ is a smooth complete
intersection in Oσ - but not necessarily of codimension k ! This is be-
cause some of the sets Mσ1 , . . . ,M
σ
k may be empty. Anyhow we are left
with the question how to compute the numbers epqc (Y
∗) where Y ∗ = {z ∈
(C∗)m | g1(z) = . . . = gk(z) = 0} (perhaps with a different k) and the coeffi-
cients of g1 6≡ 0, . . . , gk 6≡ 0 are chosen generically. For the sake of complete-
ness we note
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Corollary 3.1.2: The numbers epq(Y ∗) depend only on the supports of
g1, . . . , gk if g = (g1, . . . , gk) is non-degenerate.
So it is sufficient to compute the numbers epq(Y ∗).
3.2. Now let us compute the numbers epqc for Y
∗ = {z ∈ (C∗)m | g1(z) = . . . =
gk(z) = 0} where g = (g1, . . . , gk) is non-degenerate. Because of section 3.1,
we may suppose that for all 1 ≤ i1 < . . . < is ≤ k the mapping (gi1 , . . . , gis)
is non-degenerate, too. In fact, the proof in [D-K] needs this assumption too,
without being mentioned explicitly.
By induction on m and - for fixed m - on k let us calculate the numbers
epq(Y ∗).
Induction step: We distinguish the cases dim∆ < m and dim∆ = m, where
∆ is the convex hull of supp g1 + . . .+ supp gk.
If dim∆ < m, we may reduce to the case of a torus of smaller dimension,
using Ku¨nneth formula.
So suppose that dim∆ = m. Let F0 be the dual fan to ∆, Y˜ = {z ∈
(C∗)m | g1(z) · . . . · gk(z) = 0} Then we have the following Lefschetz theorem:
Proposition 3.2.1: The pair ((C∗)m, Y˜ ) is (m− 1)-connected.
Proof. There is an ample sheaf S onXF0 associated with ∆, see [O] Theorem
2.22, and g1·. . .·gk can be interpreted as a section of S, soXF0\{g1·. . .·gk = 0}
is affine. Therefore there is a fundamental system of neighbourhoods U of
{g1 · . . . · gk = 0} in XF0 such that the pair ((C
∗)m, (C∗)m ∩ U) is (m − 1)-
connected. Because of the nondegeneracy assumption Y˜ is a deformation
retract of (C∗)m ∩ U . So we get the assertion.
There are other versions of Lefschetz theorems for the torus, see [Ok].
So we get:
Lemma 3.2.2: epq(Y˜ ) = epq((C∗)m) fu¨r p+ q < n := m− k.
Proof. Assume that p + q < n. Since g1 · . . . · gk = 0 defines a divi-
sor with normal crossings in (C∗)m, GrWl H
j(Y˜ ;Q) = 0 for l ≤ j − k, so
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hjpq(Y˜ ) = hjpq((C∗)m) = 0 for j ≥ m − 1. For j < m − 1 we may apply
Proposition 3.2.1 and obtain that hjpq(Y˜ ) = hjpq((C∗)m).
Now we can compute the cohomology of Y˜ by a spectral sequence which
involves the cohomology of the spaces (C∗)m ∩ {gi1 = . . . = gis = 0} with
1 ≤ i1 < . . . < is ≤ k. In particular we obtain
Lemma 3.2.3: epq(Y˜ ) =
∑
s>0,1≤i1<...<is≤k
(−1)s−1epq((C∗)m ∩ {gi1 = . . . =
gis = 0}).
By induction the numbers epq((C∗)m ∩ {gi1 = . . . = gis = 0}) with s < k
are known. Using Lemma 3.2.2 we obtain the numbers epq(Y ∗) with p+q < n.
By duality we get epqc (Y
∗) for p+ q > n.
Let F a simplicial subdivision of F0. Let Y be correspondingly defined; Y is
a V -manifold. By induction hypothesis epqc (Y \ Y
∗) is known, so epq(Y ) for
p + q > n. By Poincare´ duality epq(Y ) is known for p + q < n, too. What
is missing is the computation of epq(Y ) for p+ q = n, which is accomplished
with the help of the numbers ep(Y ) =
∑
q e
pq(Y ) = χ(X,ΩpY ) calculated in
Theorem 2.3.5. So in total we know the numbers epq(Y ).
As said before, the numbers epqc (Y \ Y
∗) are known, so all epqc (Y
∗), too.
Example 3.2.4: Let F be the fan which consists of all cones which are
spanned by at most four of the vectors e1, e2, e3, e4,−e1 − . . . − e4 in R
4.
Then X ≃ P4. Let g1(z) := z
2
1 + z
2
2 + z
2
3 + z
2
4 − 1, g2(z) := z
3
1 − z
3
2 + z
3
3 − z
3
4 .
Then g1, g2 define a smooth complete intersection in X , and g1, g2 resp. g1g2
define hypersurfaces Y1, Y2 resp. Y˜ . Note that not all of the hypersurfaces
are smooth.
First we calculate the numbers epq for the intersection of the hypersurfaces
by T , p+ q < 2 = dim Y .
By Lemma 3.2.2, we have epq(Y1 ∩ T ) = e
pq(Y˜ ∩ T ) = epq(T ) for p+ q < 2.
The support of g2, however, spans a hypersurface, so Y2∩T is a total space of
some C∗ bundle, namely with base space B := {z ∈ (C∗)3 | z31 − z
3
2 + z
3
3 = 1}.
Again, we have epq(B) = epq((C∗)3) for p + q < 2. By Ku¨nneth we get
epq(Y2 ∩ T ), p+ q < 2.
Now we obtain the numbers epq(Y ∩T ) = epq(Y1∩T )+e
pq(Y2∩T )−e
pq(Y˜ ∩T )
for p + q < 2.
By duality we get the numbers epqc (Y ∩ T ), p+ q > 2.
Now epq(Y ) = epqc (Y ∩ T ) + e
pq(Y ∩ (X \ T )). Since dim Y ∩ (X \ T ) ≤ 1
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we have that the numbers epq of this space with p + q > 2 vanish, so the
numbers epq(Y ) = epqc (Y ∩ T ) for p+ q > 2 are known.
By duality we know epq(Y ) for p+ q < 2, too. So it is sufficient to calculate
ep(Y ), where we can use Theorem 2.6.4.
Example 3.2.5. Let N = Z3 and F be the fan in R3 whose cones are
generated by at most three of the following vectors: p0 = (−w1,−w2,−w3),
pj = ej , j = 1, 2, 3 with w1 = 4, w2 = 2, w3 = 3. Then X := XF is the
weighted projective space Pw, with w = (w0, . . . , w3) and w0 = 1. It is quasi-
smooth but not smooth because F is simplicial but p0, p3 cannot be extended
to a basis of Z3. Note that C3 can be regarded as an open subset of T , it
corresponds to the cone generated by p1, p2, p3. See section 2.6.
Now let g0 := z
3
1 + z
6
2 + z
4
3 and g := g0 − 2z
2
3 + z2 + 1. Note that g0 is a
convenient weighted homogeneous polynomial (with respect to the weights
above) with an isolated singularity.
By Lemma 1.3.3 it is easy to see that g defines a quasi-smooth hypersurface
Y in X . Note that Y intersects the singular locus of X .
On the other hand, g is not non-degenerate: For p := (1, 1, 0), we have
gp = (z23 − 1)
2. So we cannot work with Y ∩ T directly. In fact, Y is tangent
to the orbit {0} × C∗ at the two points (0, 0,±1).
But Y ∩C3 is smooth and non-degenerate at infinity. The Euler-Hodge char-
acteristics of this space do not change if we pass from g to g1 := g0 − 1. So
we can apply the procedure above.
Let Y now be defined using g1. Then e
pq(Y ∩T ) = epq(T ), p+q < 2, so these
numbers are known. So we get epqc (Y ∩ T ), p + q > 2. Similarly as in the
preceding example we have epq(Y ) = epqc (Y ∩T ) for these p, q. By duality we
know epq(Y ) for p + q < 2, too. Since we can calculate ep(Y ) we obtain all
numbers hpq(Y ).
Example 3.2.6. Let N = Z4 and F be the fan in R4 whose cones are gen-
erated by at most four of the following vectors: p0 = (−w1,−w2,−w3,−w4),
pj = ej , j = 1, . . . , 4 with w1 = w2 = w3 = 2, w4 = 1. Then X := XF is
the weighted projective space Pw, with w = (w0, . . . , w4) and w0 = 1. Let
g0 := z
2
1 + z
2
2 + z
2
3 + z1z
2
4 , g := g0 − 1. Note that g0 belongs to Orlik’s list
of non-convenient weighted homogeneous polynomials (with respect to the
weights above) with an isolated singularity.
By Lemma 1.3.3 it is again easy to see that g defines a quasi-smooth hy-
persurface Y in X . Note that Y intersects the singular locus Σ of X . In
weighted homogeneous coordinates, the latter is given by z0 = z4 = 0.
Here the intersection of Y with an orbit of X may be an entire orbit in-
stead of a hypersurface in the orbit: z0 = z1 = z2 = z4 = 0. But Y \ Σ
28
is non-degenerate at infinity. Therefore we can proceed as in the preceding
example.
Note, however, that we can no longer expect that epq(Y ) = epqc (Y ∩ T ),
p + q > dim Y = 3, because we have to take e22c (Y ∩ Oσ) into account if
dim Y ∩Oσ = 2.
3.3. As we have seen in the examples the method described above can lead
to complicated calculations. In special cases, however, shortcuts can reduce
the labour consideraby.
In fact, the examples above belong to a class of examples which can be treated
much more easily: complete intersections in weighted projective cases. The
results have already been announced in [H1]. They generalize the calculation
made by Hirzebruch [Hi2] Theorem 22.1.1 for complete intersections in pro-
jective space - in fact he assumed that the participating hypersurfaces are
smooth, too, which is not true in Example 3.2.4. Numerically, however, this
plays no role, as one sees by some deformation argument.
Let X := Pw, w = (w0, . . . , wm). Let Y be a complete intersection in X of
dimension n. Then we have a Lefschetz theorem for rational cohomology:
Lemma 3.3.1: The mapping Hj(X ;Q) → Hj(Y ;Q) is an isomorphism for
j < n and injective for j = n.
Proof: By duality we have Hj(X, Y ;Q) ≃ H2m−j(X \ Y ;Q). So we must
show that Hj(X \ Y ;Q) = 0 for j ≥ m+ k. But we have Y = Y1 ∩ . . . ∩ Yk,
where Yi is defined by gi = 0, and X \ Yi1 ∪ . . .∪Yil is affine, so H
j(X \Yi1 ∪
. . .∪Yil ;Q) = 0 for 1 ≤ i1 < . . . < il ≤ k, j > m, therefore H
j(X \Y ;Q) = 0
for j ≥ m+ k.
Now Lemma 3.3.1 implies that hpq(Y ) = δpq for 0 ≤ p ≤ n, 0 ≤ q ≤ n,
p + q 6= n. So we get all hpq(Y ) as soon as we know ep(Y ), which can be
computed using Theorem 2.6.4.
Examples: Examples 3.2.4-3.2.6 can be treated much more easily by this
method.
Another simple case is dim Y ≤ 1. Note Y is smooth because Y is a V -
manifold and that we have h00(Y ) = b0(Y ) = number of connected compo-
nents of Y , which settles already the case dim Y = 0. In the case dim Y = 1
it is therefore sufficient to compute the numbers ep(Y ), using Theorem 2.3.5.
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In the following examples we take X = product of projective spaces in order
to avoid the case X = weighted projective space where Lemma 3.3.1 leads
to a considerable simplification.
Example 3.3.2: The space P2 × P1 is a toric variety, it is a compactifica-
tion of C3. Let Y be the closure of {z ∈ C3 | z21 + z
2
2 = 1, z1 − z2z3 = 0} ≃
{z ∈ C2 | z22(z
2
3 + 1) = 1}. Solving the last equation for z2 shows that Y is
connected, so using ep(Y ) we get all Hodge numbers of Y .
Now there are other special arguments to simplify the computation.
For example, we can argue in the case of Example 3.3.2 as follows:
Let Z be the closure of {z ∈ C2 | z21 + z
2
2 = 1} in P2. Then Z is a rational
curve, and Y is the graph of the morphism Z → P1: (z1, z2) 7→
z1
z2
. So Y ≃ P1.
Example 3.3.3: The space P3×P1 is a toric variety, it is a compactification
of C4. Let Y be the closure of {z ∈ C4 | z21 + z
2
2 + z
2
3 = 1, z1 − z2z4 = 0}.
Then Y is a smooth toric complete intersection.
Let Z be the closure of {z ∈ C3 | z21 + z
2
2 + z
2
3 = 1} in P3. The map
{z ∈ C3 ∩ Z | z2 6= 0} −→ C: (z1, z2, z3) 7−→
z1
z2
can be extended to a
holomorphic map Z \{(0, 0,±1)} −→ P1. Then Y is the closure of the graph
of this mapping in Z × P1. The fibre of Y 7→ Z over (0, 0,±1) is P1. So
hpq(Y ) = hpq(Z) for (p, q) 6= (1, 1), h11(Y ) = h11(Z) + 2. For the Hodge
numbers of Z, use Lemma 3.3.1.
Example 3.3.4: Let X := P2 × P1, z0, z1, z2 and w0, w1 the homogeneous
coordinates on P2 resp. P1, g(z0, z1, z2, w0, w1) := z1w0 − z2w1. Then Y is
smooth. We decompose Y :
Y ∩{w0 6= 0, z2 6= 0} is the graph of the function C
2 → C: (z1, z2) 7→ w1 :=
z1
z2
,
Y ∩ {w0 6= 0, z2 = 0} is isomorphic to C,
Y ∩ {w0 = 0} is isomorphic to P1.
Altogether we obtain that Y has the same Hodge numbers as P1 × P1.
But Y is not even homeomorphic to P1 × P1:
In fact Y arises by blowing up the point (1 : 0 : 0) in P2, see [Fi] p. 164.
At the same time, Y is the Hirzebruch surface Σ1. Now Σ0 ≃ P1 × P1, and
by [Hi1] we have that Σk is homeormorphic to Σl if and only if k− l is even.
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