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In this paper, we study the zero dissipation limit problem for the one-dimensional
compressible Navier–Stokes equations. We prove that if the solution of the inviscid Euler
equations is piecewise constants with a contact discontinuity, then there exist smooth
solutions to the Navier–Stokes equations which converge to the inviscid solution away
from the contact discontinuity at a rate of κ
3
4 as the heat-conductivity coeﬃcient κ tends
to zero, provided that the viscosity μ is higher order than the heat-conductivity κ or the
same order as κ . Here we have no need to restrict the strength of the contact discontinuity
to be small.
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1. Introduction
Most of physical processes are modelled by the following one-dimensional onservation laws
ut + f (u)x = 0, x ∈ R, t ∈ R+, u ∈ Rn, f (u) ∈ Rn, (1.1)
when ignoring the small scale effects. At the next level of exactness, these small effects often make their appearance felt by
the presence of higher-order derivatives multiplied by small coeﬃcients in the equations such as
ut + f (u)x = ε
(
B(u)
)
xx, (1.2)
where ε is the viscosity coeﬃcient, and B(u) ∈ Rn×n is called viscosity matrix. Then the consistency of the models would
demand that solutions of the two sets of systems be “close” in some sense. It is of great importance to study the asymptotic
equivalence between the viscous systems and the corresponding inviscid hyperbolic system in the limit of small dissipation.
When viscosity matrix is positive deﬁnite, Bianchini and Bressan [1] considered the general solutions with the initial data
having small total variations, they proved the convergence of the solutions for the viscous systems (1.2) to those for the
associated hyperbolic systems (1.1) by establishing the uniform total variation estimates. Yet, the protypical example for
conservation laws is the gas dynamics. The ideal ﬂuid associated with (1.1) in Lagrangian coordinates is described by the
following compressible Euler equations⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
vt − ux = 0,
ut + px = 0,(
e + u
2
2
)
t
+ (pu)x = 0, x ∈ R, t > 0,
(1.3)
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the viscosity and thermal conductivity, corresponding to (1.2) the equations can be written as the following compressible
Navier–Stokes equations⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
vt − ux = 0,
ut + px = μ
(
ux
v
)
x
,
(
e + u
2
2
)
t
+ (pu)x = κ
(
θx
v
)
x
+ μ
(
uux
v
)
x
, x ∈ R, t > 0.
(1.4)
Here v , u, θ , p and e denote the speciﬁc volume, the velocity, the temperature, the pressure, and the internal energy,
respectively, and μ, κ are the viscosity and heat-conductivity coeﬃcients, respectively. x is the Lagrangian coordinate, so
that x = constant corresponds to a particle path. Here the viscosity matrix is only semi-positive deﬁnite and thus less
dissipative, the method in [1] cannot be applied to the Navier–Stokes equations. This remains an important open problem.
However, there are also many signiﬁcant works on special solutions. For the case that the Euler ﬂow contains a single
shock, Hoff and Liu [4] studied the isentropic case, they established the limit process from the solutions of the compressible
Navier–Stokes equations to the single shock-wave solution of the corresponding compressible Euler system (so-called p-
system). They show that the solutions to the isentropic Navier–Stokes equations with shock data exist and converge to the
inviscid shocks as the viscosity vanishes, uniformly away from the shocks. Ignoring the initial layers, Goodman and Xin [2]
gave a very detailed description of the asymptotic behavior of solutions for the general viscous systems as the viscosity tends
to zero, via a method of matching asymptotics. This method can be applied to the Navier–Stokes equations (1.4), such as
[11,16,17]. Later Yu [19] revealed the rich structure of nonlinear wave interactions due to the presence of shocks and initial
layers by a detailed pointwise analysis. As far as rarefaction wave is concerned, Xin in [18] has obtained that the solutions
for the isentropic Navier–Stokes equations with weak centered rarefaction wave data exist for all time and converge to the
weak centered rarefaction wave solution of the corresponding Euler system, as the viscosity tends to zero, uniformly away
from the initial discontinuity. Moreover, in the case that either the initial layers are ignored or the rarefaction waves are
smooth, he also obtains a rate of convergence which is valid uniformly for all time. Later Jiang et al. [8] improve the ﬁrst
part with weak centered rarefaction waves data and Zeng [20] improve the other results, respectively, in [18] to the full
compressible Navier–Stokes equations, provided that the viscosity and heat-conductivity coeﬃcients are in the same order.
For composite wave, recently Huang et al. [7] study the case that the Riemann solution of the Euler system is a superposition
of two rarefaction waves and a contact discontinuity. They obtain the corresponding convergence rate. Furthermore, by a
spectral analysis and Evans function method, Kevin Zumbrun and his collaborators have obtained many important results
even for large amplitude and multi-dimensional case [14,13,12,21,3], etc. Since the case that the solutions to the Euler
system containing contact discontinuity is much more subtle, there are few results on this respect [10,7].
In this paper, we consider the case that the viscosity coeﬃcient μ is higher order than the heat-conductivity coeﬃcient κ
or the same order as κ . We study the ideal polytropic gas, so that the pressure p and the internal energy e are related with
v and θ by the following equations of state
p ≡ p(v, θ) = Rθ/v, e ≡ e(θ) = Rθ/(γ − 1) + constant, (1.5)
where R > 0 is the gas constant and γ > 1 is the adiabatic exponent.
For the Riemann problem to the corresponding Euler system (1.3) with the Riemann initial data
(v,u, θ)(x,0) =
{
(v−,u−, θ−), if x < 0,
(v+,u+, θ+), if x > 0.
(1.6)
A contact discontinuity takes the form
(V˜ , U˜ , Θ˜)(x, t) =
{
(v−,u−, θ−), if x < 0,
(v+,u+, θ+), if x > 0,
(1.7)
provided that
u− = u+, p− ≡ Rθ−
v−
= Rθ+
v+
≡ p+. (1.8)
As in [6], in the setting of the compressible Navier–Stokes equations (1.4), the corresponding wave to the contact discon-
tinuity becomes smooth and behaves as a diffusion wave due to the dissipation effect. We call this wave “viscous contact
wave.” We now construct the viscous contact wave (v¯, u¯, θ¯ ) as follows. Since the pressure of the proﬁle (v¯, u¯, θ¯ ) is expected
to be almost constant, that is,
p¯ ≡ R θ¯ ≈ p+, (1.9)
v¯
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R
γ − 1θt + p+ux = κ
(
θx
v
)
x
. (1.10)
Substituting (1.9) into (1.10) and using (1.4)1 yield a nonlinear diffusion equation
θt = aκ
(
θx
θ
)
x
, θ(−∞, t) = θ−, θ(+∞, t) = θ+, a = p+(γ − 1)
γ R2
> 0, (1.11)
which admits a unique self-similar solution Θ(x, t) = Θ(ξ), ξ = x√
1+t due to [5,15]. Furthermore, Θ(ξ) is a monotone
function, increasing if θ+ > θ− and decreasing if θ+ < θ− . Let δ = |θ+ − θ−|, then Θ satisﬁes∣∣(κ(1+ t)) l2 ∂ lxΘ∣∣+ |Θ − θ±| c1δe− c2x2κ(1+t) as |x| → ∞, l 1. (1.12)
With Θ so determined, we can deﬁne the contact wave proﬁle (v¯, u¯, θ¯ ) as follows:
v¯ = R
p+
Θ, u¯ = u− + (γ − 1)κ
γ R
(lnΘ)x,
θ¯ = Θ − (γ − 1)κ
γ Rp+
Θt + (γ − 1)μκ
γ R2
(lnΘ)xx. (1.13)
Then (v¯, u¯, θ¯ ) satisﬁes
‖v¯ − V˜ , u¯ − U˜ , θ¯ − Θ˜‖Lp = O
(
κ1/(2p)
)
(1+ t)1/(2p), p  1, (1.14)
and ⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
v¯t − u¯x = 0,
u¯t + p¯x = μ
(
u¯x
v¯
)
x
,
(
e¯ + u¯
2
2
)
t
+ (u¯ p¯)x = κ
(
θ¯x
v¯
)
x
+ μ
(
u¯u¯x
v¯
)
x
+ R¯1,
(1.15)
where e¯ = R θ¯γ−1 and
R¯1 = aκ
2
p+
{
(γ − 1)
γ
(lnΘ)xxt + 1
γ
(lnΘ)t(lnΘ)xx + (lnΘ)tx(lnΘ)x
}
− μκ
R
{
(γ − 1)
γ
(lnΘ)xxt + (lnΘ)t(lnΘ)xx + (lnΘ)tx(lnΘ)x
}
= O (δ)κ3(κ(1+ t))−2e− c2x2κ(1+t) as |x| → ∞. (1.16)
The main results of this paper are as follows:
Theorem 1.1. For any given (v−,u−, θ−), suppose that (v+,u+, θ+) satisﬁes (1.8). Let (V˜ , U˜ , Θ˜) be a contact discontinuity solution
of the form (1.7) with ﬁnite strength to the Euler system (1.3). Then, if the viscosity coeﬃcient μ is higher order than κ or the same
order as κ , there exists constant κ0 > 0, such that for each κ ∈ (0, κ0], there is a smooth solution (vκ ,uκ , θκ ) to (1.4) on R × R+ ,
still denoted by (v,u, θ), with the same initial data as (v¯, u¯, θ¯ ). Moreover, for any arbitrarily large T > 0 and small h > 0, it holds that
sup
0tT , |x|h
∣∣(v,u, θ)(x, t) − (V˜ , U˜ , Θ˜)(x, t)∣∣ Cκ 34 , (1.17)
where C is a positive constant independent of κ.
Remark 1.2. In this paper, we construct a new ansatz (see (1.13)), which gives better estimates for the error term R¯1 than
the one which is in [10]. And thus we can obtain a higher convergence rate. Since we also consider the case that the
viscosity coeﬃcient μ can be higher order than the heat-conductivity κ , the term μκ
∫ ‖ψy(·, τ )‖dτ may be zero as κ tends
to zero (see (3.7)). Here, to control the term
∫ ‖(φy,ψy)(·, τ )‖dτ , we construct an explicit matrix S (see Section 4). From
(4.7) we know that if
∫ ‖(φy,ψy)(·, τ )‖dτ can be better controlled, the optimal convergence rate may be obtained. We
expect the explicit form of S will work on this respect. Yet it is regret that in this paper we have not done this, which will
be left for future.
Notation. In this paper, |a| = (∑ni=1 a2i ) 12 if a = (ai) is a vector in Rn and |A| = (∑ni=1∑nj=1 A2i j) 12 if A = (Aij)n×n is a matrix.
We also use Hl(l 1) to denote the usual Sobolev space with the norm ‖ · ‖l and ‖ · ‖ = ‖ · ‖0 denotes the usual L2-norm.
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Due to the estimates (1.12) and (1.14), to prove the main theorem, it suﬃces to show that there exists an exact solution
to (1.4) in a neighborhood of the approximate solution U¯ ≡ (v¯, u¯, θ¯ ), and that the asymptotic behavior of the solution to
(1.4) is given by U¯ for small heat-conductivity κ .
Suppose that U ≡ (v,u, θ) is the exact solution to (1.4) with the initial data U (x,0) = U¯ (x,0). We decompose the solution
as
φ = v − v¯, ψ = u − u¯, ζ = θ − θ¯ . (2.1)
Then using the relation (1.15) for U¯ , we obtain that⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
φt − ψx = 0,
ψt +
(
Rζ − p¯φ
v
)
x
= μ
(
ux
v
− u¯x
v¯
)
x
,
R
γ − 1 ζt + pux − p¯u¯x = κ
(
θx
v
− θ¯x
v¯
)
x
+ μ
(
uux
v
− u¯u¯x
v¯
)
x
− R¯1,
φ(x,0) = ψ(x,0) = ζ(x,0) = 0.
(2.2)
Using the following scalings,
y = x
κ
, τ = 1+ t
κ
, (2.3)
we transform (2.2) into⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
φτ − ψy = 0,
ψτ +
(
Rζ − p¯φ
v
)
y
= μ
κ
(
uy
v
− u¯ yv¯
)
y
,
R
γ − 1 ζτ + puy − p¯u¯ y =
(
θy
v
− θ¯y
v¯
)
y
+ μ
κ
(
uuy
v
− u¯u¯ y
v¯
)
y
− R1,
φ(y, τ0) = ψ(y, τ0) = ζ(y, τ0) = 0,
(2.4)
where τ0 = 1/κ , R1 = κ R¯1 and∣∣∂ lyΘ∣∣ c1κ l2 e− c2 y2τ , l 1; |R1| c1κ2e− c2 y2τ . (2.5)
Set τ1 = 1+Tκ . Then we only need to show that for suitably small κ , (2.4) has a unique “small” smooth solution on
R × [τ0, τ1]. By the standard existence and uniqueness theory, and the continuous induction argument for hyperbolic-
parabolic equations [9], it suﬃces to close the following a priori estimate
N(τ ) ≡ ∥∥(φ,ψ, ζ )(·, τ )∥∥2  ε, (2.6)
where ε is a positive small constant depending on T , the initial data and the strength of the contact discontinuity. This is a
consequence of a series of lemmas. We start with the lower order estimate.
3. Lower order estimate
Lemma 3.1. Suppose that the Cauchy problem (2.4) has a solution (φ,ψ, ζ ) ∈ C1([τ0, τ2] : H2(R1)) for some τ0 < τ2 < τ1 . Then
there exist positive constants ε1 , κ1 and c, which are independent of κ and τ2 , such that if 0 < ε < ε1 and κ  κ1 , we have
sup
τ0ττ1
∥∥(φ,ψ, ζ )(·, τ )∥∥2 +
τ1∫
τ0
∥∥ζy(·, τ )∥∥2 dτ  cκ 32 . (3.1)
Proof. Similar to [6], we have(
1
2
ψ2 + R v¯Φ
(
v
v¯
)
+ R
γ − 1 θ¯Φ
(
θ
θ¯
))
τ
+ μ
κ
ψ2y
v
+ ζ
2
y
vθ
+ L y + Q = 0, (3.2)
where
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L = R
(
θ
v
− θ¯
v¯
)
ψ − μ
κ
{(
uy
v
− u¯ y
v¯
)
ψ +
(
uuy
v
− u¯u¯ y
v¯
)
ζ
θ
}
− ζ
θ
(
θy
v
− θ¯y
v¯
)
, (3.4)
and
Q = p¯Φ
(
v¯
v
)
u¯ y − v¯ p¯τΦ
(
v
v¯
)
+ R
γ − 1Φ
(
θ¯
θ
)
θ¯τ − ζ
θ
(p¯ − p)u¯ y + θ¯y
θ
(
1
v
− 1
v¯
)
ζy
− ζ θy
θ2
(
θy
v
− θ¯y
v¯
)
+ μ
κ
{
u¯ y
(
1
v
− 1
v¯
)
ψy +
(
uuy
v
− u¯u¯ y
v¯
)(
ζ
θ
)
y
}
+ ζ
θ
R1, (3.5)
satisfying
|Q | (ε + η)
(
μ
κ
ψ2y + ζ 2y
)
+ cη
(|Θyy| + |Θy|2)(φ2 + ψ2 + ζ 2)+ κζ 2 + Cκ−1R21, (3.6)
where η > 0 is a constant to be determined later. Then (3.2)–(3.6) and (2.5) yield that
∫ (
1
2
ψ2 + R v¯Φ
(
v
v¯
)
+ R
γ − 1 θ¯Φ
(
θ
θ¯
))
dy +
τ∫
τ0
∫ (
μ
κ
ψ2y
v
+ 1
vθ
ζ 2y
)
dy dτ
= −
τ∫
τ0
∫
Q ζ dy dτ  c(ε + η)
τ∫
τ0
∫ (
μ
κ
ψ2y + ζ 2y
)
dy dτ + cηκ
τ∫
τ0
∫ (
φ2 + ψ2 + ζ 2)dy dτ
+ κ−1
τ∫
τ0
∫
R21 dy dτ . (3.7)
Using (2.5) and taking ε and η to be suﬃciently small, we obtain
∥∥(φ,ψ, ζ )(·, τ )∥∥2 +
τ∫
τ0
∥∥ζy(·, τ )∥∥2 dτ  cκ
τ∫
τ0
∥∥(φ,ψ, ζ )(·, τ )∥∥2 + cκ 32 . (3.8)
And then we apply Gronwall’s inequality to deduce that
∥∥(φ,ψ, ζ )(·, τ )∥∥2 +
τ∫
τ0
∥∥ζy(·, τ )∥∥2 dτ  cκ 32 . (3.9)
This ﬁnishes the proof of Lemma 3.1. 
4. Higher order estimates
Lemma 4.1. Suppose that the conditions in Lemma 3.1 are satisﬁed. Then
∥∥(φy,ψy, ζy)(·, τ )∥∥2 +
τ∫
τ0
(∥∥(φy,ψy)(·, τ )∥∥2 + ∥∥ζyy(·, τ )∥∥2)dτ  cκ 32 , (4.1)
for all τ ∈ [τ0, τ2], where the constant c is independent of τ2 and κ .
Proof. Step 1. Rewrite (1.4) in the following symmetric form
A0(U )Uτ + A(U )U y = B(U )U yy + g(U ,U y), (4.2)
where g(U ,U y) = (0, μκ θ( 1v )yuy, ( 1v )yθy + μκ
u2y
v )
t , and
A0(U ) =
⎛
⎝−θ pv 0 00 θ 0
0 0 R
⎞
⎠ , A(U ) =
( 0 θ pv 0
θ pv 0 p
0 p 0
)
, B(U ) =
⎛
⎝0 0 00 μκ θv 0
1
⎞
⎠ .γ−1 0 0 v
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A0(U¯ )U¯τ + A(U¯ )U¯ y = B(U¯ )U¯ yy + g(U¯ , U¯ y) + F¯ , (4.3)
where F¯ = (0,0, R1)t . Now we deﬁne a new matrix A˜(U ) as
A˜(U ) =
(
A11(U ) A12(U¯ )
A21(U¯ ) 0
)
, (4.4)
where A11(U ) =
(
0 θ pv
θ pv 0
)
and A12(U ) =
(
0
p
)
= A21(U )t . Set W = U − U¯ . (4.2)–(4.4) lead to
A0(U )Wτ + A˜(U )Wy = B(U )Wyy + g˜(U ,U y) +
(
A˜(U ) − A(U ))Wy (4.5)
where
g˜(U ,U y) =
{(
A0(U¯ ) − A0(U ))U¯τ + (B(U ) − B(U¯ ))U¯ yy}+ (A(U¯ ) − A(U ))U¯ y + (g(U ,U y) − g(U¯ , U¯ y))− F¯ .
Differentiating (4.5) with respect to y, multiplying the resulting system by ∂yW and integrating on R , we obtain∫ 〈
A0(U )∂yWτ , ∂yW
〉
dy +
∫ 〈
A˜(U )∂2yW , ∂yW
〉
dy =
∫ 〈
B(U )∂3yW , ∂yW
〉
dy +
∫
〈H˜, ∂yW 〉dy. (4.6)
Here 〈·,·〉 denotes the usual inner product on R3, and
H˜ = A0(U )∂y
(
A0(U )−1 g˜
)+ A0(U )[∂y, A0(U )−1B(U )]Wyy + A0(U )∂y{A0(U )−1( A˜(U ) − A(U ))Wy}
− A0(U )[∂y, A0(U )−1 A˜(U )]Wy,
where [·,·]· denotes the commutator. Next we will estimate the terms in (4.6) separately. First, using (1.13), (2.1), (2.5) and
the system (2.4), we have∫ 〈
A0(U )∂yWτ , ∂yW
〉
dy = 1
2
d
dτ
∫ 〈
A0(U )∂yW , ∂yW
〉
dy − 1
2
∫ 〈
∂τ A
0(U )∂yW , ∂yW
〉
dy
 1
2
d
dτ
∫ 〈
A0(U )∂yW , ∂yW
〉
dy − c(ε + κ)
∫ (
φ2y + ψ2y + ζ 2yy
)
dy.
Similarly, Sobolev’s inequality and Young’s inequality yield
−
∫ 〈
A˜(U )∂2yW , ∂yW
〉
dy = 1
2
∫ 〈
∂y A˜(U )∂yW , ∂yW
〉
dy
 c
∫ (|Wy| + |U¯ y|)|Wy|2 dy
 c
(
ε + κ 12 )∫ (φ2y + ψ2y + ζ 2y )dy.
By a direct calculation, the third term is estimated as∫ 〈
B(U )∂3yW , ∂yW
〉
dy =
∫ (
μ
κ
θ
v
∂3yψ∂yψ +
1
v
∂3yζ∂yζ
)
dy
−
∫ (
μ
κ
θ
v
ψ2yy +
1
v
ζ 2yy
)
dy + c
∫ (|Wy| + |U¯ y|)
(
μ
κ
|ψy||ψyy| + |ζy||ζyy|
)
dy
−
∫ (
μ
κ
θ
v
ψ2yy +
1
v
ζ 2yy
)
dy + c(ε + κ 12 )∫ (μ
κ
ψ2yy + ζ 2yy + ψ2y + ζ 2y
)
dy.
Finally,∫
〈H˜, ∂yW 〉dy =
∫ 〈
A0(U )∂y
(
A0(U )−1 g˜
)
, ∂yW
〉
dy +
∫ 〈
A0(U )
[
∂y, A
0(U )−1B(U )
]
Wyy, ∂yW
〉
dy
+
∫ 〈
A0(U )∂y
{
A0(U )−1
(
A˜(U ) − A(U ))Wy}− A0(U )[∂y, A0(U )−1 A˜(U )]Wy, ∂yW 〉dy.
We denote the terms on the right in order by I , II, III, which can be estimated separately below.
I =
∫ 〈
A0(U )∂y
(
A0(U )−1
)
g˜, ∂yW
〉
dy +
∫
〈∂y g˜, ∂yW 〉dy ≡ I1 + I2.
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I1  c
∫ (|Wy| + |U¯ y|){|Wy| + (|U¯τ | + |U¯ yy| + |U¯ y|)|W | + | F¯ |}|Wy|dy

(
ε + κ 12 + η) ∫ |Wy|2 dy + cηκ2
∫ ∣∣W (·, τ )∣∣2 dy + cκ 12 ∫ |R1|2 dy

(
ε + κ 12 + η) ∫ (φ2y + ψ2y + ζ 2y )dy + cηκ 72 ,
provided that ‖W (·, τ )‖L∞ is bounded, where η is a small constant to be determined later.
I2 =
∫ 〈
∂y
{(
A0(U¯ ) − A0(U ))U¯τ + (B(U ) − B(U¯ ))U¯ yy + (A(U¯ ) − A(U ))U¯ y}, ∂yW 〉dy
+
∫ 〈
∂y
(
g(U ,U y) − g(U¯ , U¯ y)
)
, ∂yW
〉
dy −
∫
〈∂y F¯ , ∂yW 〉dy
≡
3∑
j=1
I2 j.
By the deﬁnition of U¯ and the estimates (2.5) and Lemma 3.1 again, we get
I21  c
∫ (|U¯τ | + |U¯ yy| + |U¯ y|)(|Wy| + |U¯ y||W |)|Wy|dy + c
∫ (|U¯τ y| + ∣∣∂3y U¯ ∣∣+ ∣∣∂2y U¯ ∣∣)|W ||Wy|dy

(
κ
1
2 + η) ∫ |Wy|2 dy + cηκ2
∫ ∣∣W 2∣∣dy

(
κ
1
2 + η) ∫ (φ2y + ψ2y + ζ 2y )dy + cηκ 72 .
I22 is estimated as follows:
I22 =
∫
μ
κ
∂y
{
θ
(
1
v
)
y
uy − θ¯
(
1
v¯
)
y
u¯ y
}
ψy + ∂y
{(
1
v
)
y
θy −
(
1
v¯
)
y
θ¯y
}
ζy + μ
κ
∂y
{
u2y
v
− u¯
2
y
v¯
}
ζy dy
= −
∫ {
μ
κ
(
θ
(
1
v
)
y
uy − θ¯
(
1
v¯
)
y
u¯ y
)
ψyy +
((
1
v
)
y
θy −
(
1
v¯
)
y
θ¯y + μ
κ
(
u2y
v
− u¯
2
y
v¯
))
ζyy
}
dy
 c
∫ {|Wy|2 + |U¯ y||Wy| + |U¯ y|2|W |}|
(
μ
κ
|ψyy| + |ζyy|
)
dy

(
ε + κ 12 + η)∫ (φ2y + ψ2y + ζ 2y + μκ ψ2yy + ζ 2yy
)
dy + cηκ2
∫
|W |2 dy

(
ε + κ 12 + η)∫ (φ2y + ψ2y + ζ 2y + μκ ψ2yy + ζ 2yy
)
dy + cηκ 72 .
Finally, Young’s inequality and the estimates in (2.5) yield that
I23  cκ
∫
|∂yW |2 dy + cκ−1
∫
|∂y R1|2 dy  cκ
∫ (
φ2y + ψ2y + ζ 2y
)
dy + cκ 72 .
Consequently,
I2 =
3∑
j=1
I2 j 
(
ε + κ 12 + η)∫ (φ2y + ψ2y + ζ 2y + μκ ψ2yy + ζ 2yy
)
dy + cηκ 72 .
And then
I = I1 + I2 
(
ε + κ 12 + η) ∫ (φ2y + ψ2y + ζ 2y + μκ ψ2yy + ζ 2yy
)
dy + cηκ 72 .
We continue to estimate the terms II and III.
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∫ 〈
A0(U )∂y
(
A0(U )−1B(U )
)
Wyy,Wy
〉
dy
=
∫ (
μ
κ
θ∂y
(
1
v
)
ψyψyy + ∂y
(
1
v
)
ζyζyy
)
dy
 c
(
ε + κ 12 )∫ (ψ2y + ζ 2y + μκ ψ2yy + ζ 2yy
)
dy.
Differentiating directly shows that
III =
∫ 〈
A0(U )∂y
(
A0(U )−1
)(
A˜(U ) − A(U ))Wy,Wy 〉dy
+
∫ 〈
∂y
{(
A˜(U ) − A(U ))Wy}− A0(U )∂y{(A0(U )−1) A˜(U )}Wy,Wy 〉dy
≡ III1 + III2.
First, Sobolev’s inequality gives
III1  c
∫ (|Wy| + |U¯ y|)|W ||Wy|2 dy  cε
∫
|Wy|2,
provided that ‖Wy(·, τ )‖L∞ is bounded. Using integration by parts, we have
III2 =
∫ {
ψy∂y
(
(p¯ − p)ζy
)+ ζy∂y((p¯ − p)ψy)}dy −
∫ {
θψy
(
φy∂y pv + ζy∂y
(
p¯
θ
))
+ ∂y p¯ψyζy
}
dy
=
∫
ψy∂y(p¯ − p)ζy dy −
∫ {
θψy
(
φy∂y pv + ζy∂y
(
p¯
θ
))
+ ∂y p¯ψyζy
}
dy
 c
(
ε + κ 12 ) ∫ (φ2y + ψ2y + ζ 2y )dy.
Hence it follows that
III c
(
ε + κ 12 )∫ (φ2y + ψ2y + ζ 2y )dy.
And then∫
〈H˜, ∂yW 〉dy = I + II + III
(
ε + κ 12 + η) ∫ (φ2y + ψ2y + ζ 2y + μκ ψ2yy + ζ 2yy
)
dy + cηκ 72 .
Collecting all the estimates we have obtained so far, after choosing ε and κ to be suﬃciently small, we get
d
dτ
∫ 〈
A0(U )∂yW , ∂yW
〉
dy +
∫ (
μ
κ
θ
v
ψ2yy +
1
v
ζ 2yy
)
dy 
(
ε + κ 12 + η)∫ (φ2y + ψ2y + ζ 2y )dy + cηκ 72 .
Integrating this inequality with respect to τ and using Lemma 3.1, we arrive that
∥∥(φy,ψy, ζy)(·, τ )∥∥2 +
τ∫
τ0
(
μ
κ
∥∥ψyy(·, τ )∥∥2 + ∥∥ζyy(·, τ )∥∥2
)
dτ

(
ε + κ 12 + η)
τ∫
τ0
∥∥(φy,ψy)(·, τ )∥∥2 dτ + cηκ 52 . (4.7)
Step 2. In this step, we will estimate
∫ τ
τ0
‖(φy,ψy)(·, τ )‖2 dτ . First, linearizing (4.2) at U¯ , and then subtracting (4.3) from
the resulting system, one gets that
A0(U¯ )Wτ + A(U¯ )Wy = B(U¯ )Wyy + H, (4.8)
where
H = A0(U¯ ){A0(U )−1g(U ,U y) − A0(U¯ )−1g(U¯ , U¯ y) − (A0(U )−1A(U ) − A0(U¯ )−1A(U¯ ))Wy
− (A0(U )−1A(U ) − A0(U¯ )−1A(U¯ ))U¯ y + (A0(U )−1B(U ) − A0(U¯ )−1B(U¯ ))Wyy
+ (A0(U )−1B(U ) − A0(U¯ )−1B(U¯ ))U¯ yy}− F¯ . (4.9)
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(
0 −p 0
v 0 2θ
0 − 2Rγ−1 0
)
and multiply (4.8) by Wty S(U¯ ), and then integrate with respect to y on R to obtain
∫ 〈
S(U¯ )A0(U¯ )Wτ ,Wy
〉
dy +
∫ 〈
S(U¯ )A(U¯ )Wy,Wy
〉
dy
=
∫ 〈
S(U¯ )B(U¯ )Wyy,Wy
〉
dy +
∫ 〈
S(U¯ )H,Wy
〉
dy. (4.10)
Since S A0 =
⎛
⎝ 0 −θ p 0θ p 0 2Rθγ−1
0 − 2Rθγ−1 0
⎞
⎠ is skew-symmetric, the ﬁrst term on the left of (4.10) can be written as
∫ 〈
S(U¯ )A0(U¯ )Wτ ,Wy
〉
dy = 1
2
{
d
dτ
∫ 〈
S(U¯ )A0(U¯ )W ,Wy
〉
dy −
∫ 〈(
S(U¯ )A0(U¯ )
)
τ
W ,Wy
〉
dy
+
∫ 〈(
S(U¯ )A0(U¯ )
)
yW ,Wτ
〉
dy
}
= 1
2
{
d
dτ
∫ 〈
S(U¯ )A0(U¯ )W ,Wy
〉
dy −
∫ 〈(
S(U¯ )A0(U¯ )
)
τ
W ,Wy
〉
dy
−
∫ 〈(
S(U¯ )A0(U¯ )
)
yW , A
0(U )−1A(U )Wy
〉
dy
+
∫ 〈(
S(U¯ )A0(U¯ )
)
yW , A
0(U )−1B(U )Wyy
〉
dy
+
∫ 〈(
S(U¯ )A0(U¯ )
)
yW , A
0(U )−1 g˜(U ,U y)
〉
dy
}
,
where the system (4.5) has been used. Substitute this into (4.10) to get∫ 〈
S(U¯ )A(U¯ )Wy,Wy
〉
dy = −1
2
d
dτ
∫ 〈
S(U¯ )A0(U¯ )W ,Wy
〉
dy + 1
2
{∫ 〈(
S(U¯ )A0(U¯ )
)
τ
W ,Wy
〉
dy
+
∫ 〈(
S(U¯ )A0(U¯ )
)
yW , A
0(U )−1A(U )Wy
〉
dy
}
− 1
2
∫ 〈(
S(U¯ )A0(U¯ )
)
yW , A
0(U )−1B(U )Wyy
〉
dy
− 1
2
∫ 〈(
S(U¯ )A0(U¯ )
)
yW , A
0(U )−1 g˜(U ,U y)
〉
dy
+
∫ 〈
S(U¯ )B(U¯ )Wyy,Wy
〉
dy +
∫ 〈
S(U¯ )H,Wy
〉
dy. (4.11)
Next we estimate all of the terms above separately. First,∫ 〈
S(U¯ )A(U¯ )Wy,Wy
〉
dy =
∫ (
p¯3
R
φ2y + θ¯ p¯ψ2y +
3− γ
γ − 1 p¯
2φyζy − 2R
γ − 1 p¯ζ
2
y
)
dy

∫ (
p¯3
2R
φ2y + θ¯ p¯ψ2y
)
dy − c
∫
ζ 2y dy.
Using Young’s inequality and Lemma 3.1, we have∫ 〈(
S(U¯ )A0(U¯ )
)
τ
W ,Wy
〉
dy +
∫ 〈(
S(U¯ )A0(U¯ )
)
yW , A
0(U )−1A(U )Wy
〉
dy
 c
∫ (|U¯τ | + |U¯ y|)|W ||Wy|dy
 η
∫
|Wy|2 dy + cηκ
∫
|W |2 dy
 η
∫
|Wy|2 dy + cηκ 52 ,
where η > 0 is a constant to be determined later. Due to the form of B , direct calculations and Young’s inequality lead to
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2
∫ 〈(
S(U¯ )A0(U¯ )
)
yW , A
0(U )−1B(U )Wyy
〉
dy +
∫ 〈
S(U¯ )B(U¯ )Wyy,Wy
〉
dy
 c
∫
|U¯ y||W |
(
μ
κ
|ψyy| + |ζyy|
)
dy + c
∫
|Wy|
(
μ
κ
|ψyy| + |ζyy|
)
dy
 η
∫
|Wy|2 dy + cη
∫ (
μ
κ
ψ2yy + ζ 2yy
)
dy + cκ
∫
|W |2 dy
 η
∫
|Wy|2 dy + cη
∫ (
μ
κ
ψ2yy + ζ 2yy
)
dy + cκ 52 .
It follows from the deﬁnition of g˜ and H that
−
∫ 〈(
S(U¯ )A0(U¯ )
)
yW , A
0(U )−1 g˜(U ,U y)
〉
dy
 c
∫
|U¯ y||W |
{(|U¯τ | + |U¯ yy| + |U¯ y|)|W | + |Wy|2 + |U¯ y||Wy| + |U¯ y|2|W | + R1}dy
 c(ε + κ)
∫
|Wy|2 dy + cκ
∫
|W |2 dy + c
∫
|R1|2 dy
 c(ε + κ)
∫
|Wy|2 dy + cκ 52
and ∫ 〈
S(U¯ )H,Wy
〉
dy  c
∫ {(|Wy|2 + |U¯ y||Wy| + |U¯ y|2|W |)+ |W ||Wy| + |U¯ y||W |
+ |W |
(
μ
κ
|ψyy| + |ζyy|
)
+ |U¯ yy||W |
}
|Wy|dy
 c
(
ε + κ 12 + η) ∫ |Wy|2 dy + cε
∫ (
μ
κ
ψ2yy + ζ 2yy
)
dy + cηκ
∫
|W |2 dy
 c
(
ε + κ 12 + η) ∫ |Wy|2 dy + cε
∫ (
μ
κ
ψ2yy + ζ 2yy
)
dy + cηκ 52 .
Collecting all the estimates we have obtained, by choosing ε,κ and η to be suﬃciently small, we get
∫ (
p¯3
R
φ2y + θ¯ p¯ψ2y
)
dy − d
dτ
∫ 〈
S(U¯ )A0(U¯ )W ,Wy
〉
dy + c
∫ (
ζ 2y +
μ
κ
ψ2yy + ζ 2yy
)
dy + cκ 52 .
Integrating this inequality with respect to τ and using Cauchy–Schwatz inequality and Lemma 3.1, we may conclude that
τ∫
τ0
∫ (
φ2y + ψ2y
)
dy dτ  c
∫ (
φ2y + ψ2y + ζ 2y
)
dy + c
τ∫
τ0
∫ (
μ
κ
ψ2yy + ζ 2yy
)
dy dτ + cκ 32 . (4.12)
Inserting (4.12) into (4.7) and then taking ε,κ and η to be suﬃciently small, we can obtain the estimate (4.1), which
completes the proof of Lemma 4.1. For the second order derivatives, one has the following estimate. 
Lemma 4.2. Suppose that the conditions in Lemma 3.1 are satisﬁed. Then
∥∥(∂2yφ, ∂2yψ,∂2yζ )(·, τ )∥∥2 +
τ∫
τ0
(∥∥(∂2yφ, ∂2yψ)(·, τ )∥∥2 + ∥∥∂3yζ(·, τ )∥∥2)dτ  cκ 32 , (4.13)
for all τ ∈ [τ0, τ2], where the constant c is independent of τ2 and κ .
The proof is similar to the proof of Lemma 4.1. Hence we omit it.
S. Ma / J. Math. Anal. Appl. 387 (2012) 1033–1043 10435. Proof of Theorem 1.1
Combining the results of Lemma 3.1 and Lemmas 4.1–4.2 leads to
Proposition 5.1. There exist positive constants κ0 and C, which are independent of κ such that if 0 < κ < κ0 , then for any T > 0, the
Cauchy problem (2.4) has a unique solution (φ,ψ, ζ ) ∈ C1([ 1κ , 1+Tκ ] : H2(R1)). Furthermore, the following inequality holds
sup
1
κτ 1+Tκ
∥∥(φ,ψ, ζ )(·, τ )∥∥22 +
1+T
κ∫
1
κ
(∥∥(φy,ψy)(·, τ )∥∥21 + ∥∥ζy(·, τ )∥∥22)dτ  Cκ 32 . (5.1)
We are now ready to prove Theorem 1.1.
Proof of Theorem 1.1. For any T > 0, in view of (5.1), we have∥∥(v − v¯,u − u¯, θ − θ¯ )(·, t)∥∥L∞  C∥∥(φ,ψ, ζ )(·, t)∥∥ 12 ∥∥(φy,ψy, ζy)(·, t)∥∥ 12  Cκ 34 , ∀t ∈ [0, T ].
This, together with (1.12), yields (1.17).
Hence we have completed the proof of the Theorem 1.1. 
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