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Autonomous systems of ordinary differential equations can be rewritten as sys-
tems of ﬁrst order ordinary differential equations and one of the dependent vari-
ables chosen as a new independent variable. Some of the variables are eliminated
to give a mixed system of ﬁrst and second order equations for which the determina-
tion of point symmetries can be automated without having to make an Ansatz on the
detailed structure of the symmetry. Because the coefﬁcient function for the original
independent variable appears only as its derivative in the reduced system, symme-
tries which are nonlocal in this variable become local symmetries of the reduced
system and can be computed algorithmically. © 2000 Academic Press
1. INTRODUCTION
In a paper of a few years ago Krause [8] proposed that the term “com-
plete symmetry group” be used to describe the set of symmetries which
completely characterise a classical mechanical system. In addition to the
usual criterion for a differential operator to be a symmetry of the system of
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ordinary differential equations describing the mechanical system he added
the two conditions that (i) the group act freely and transitively on the man-
ifold of all allowed motions of the system and (ii) the equations of motion
be the only ordinary differential equations invariant under the action of
this group.
In the particular case of the Kepler problem described by the equation
r¨ + µr
r3
= 0 (1)
Krause determined that the complete symmetry group was given by the set
of symmetries
G1 = ∂t G3 = y∂z − z∂y
G2 = 3t∂t + 2r∂r G4 = z∂x − x∂z
G5 = x∂y − y∂x
(2)
which are the usual Lie point symmetries of the Kepler problem and
Y1 = 2
∫
xdt + xr∂r
Y2 = 2
∫
ydt + yr∂r (3)
Y3 = 2
∫
zdt + zr∂r
where r = x y z, r2 = x2 + y2 + z2 and µ is the usual constant. The
interesting feature of this complete symmetry group is that it contains non-
local symmetries as a necessary component for the precise speciﬁcation of
the equation.
Krause raises the question of the existence of such a complete symmetry
group for any Newtonian system. Apart from one-dimensional linear sys-
tems which always have a realisation of the projective group SL3 R the
problem was unresolved. One could speculate on the nature of the reso-
lution of the problem. For example one could suppose that any integrable
system must possess a complete symmetry group. Given the close relation-
ship between the existence of symmetry and integrability such a proposition
would seem to be impossible of fulﬁllment in the case of nonintegrable sys-
tems, particularly the subclass of nonintegrable systems known as “chaotic
systems” which are characterised by sensitive dependence upon the initial
conditions and positive Lyapunov exponents and for which the very concept
of symmetry seems to be most strange indeed. However, it may be that a
nonintegrable system does possess a complete symmetry group which is
composed of nonlocal symmetries which are not useful for the reduction of
the system and so cannot play a role in the integrability of the system [6].
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There is another question which naturally arises and that is of the unique-
ness of the complete symmetry group. This question was not addressed by
Krause and it is not addressed in this paper, but it is one which should be
resolved, particularly for those classes of problem such as the free parti-
cle and the simple harmonic oscillator which have a very large number of
point symmetries.
Krause made the point that the complete symmetry group of the Kepler
problem could not be obtained by means of the traditional Lie point anal-
ysis. In the context of Eq. (1) this is correct. However, Nucci [14] provided
the derivation of the local and nonlocal symmetries in (2) and (3) through
the Lie point analysis of a reduced system, derived from (1) by the removal
of the time variable. As the nonlocality in (3) is found only in the time vari-
able and does not enter into any of the expressions for the extensions as
an integral, the nonlocal symmetries of (1) become local symmetries of the
reduced system. This result is more important than simply showing that the
result was possible since it provides a route for the calculation of a class
of nonlocal symmetries by means of the algorithmic methods available for
point and generalised symmetries. This enables one to use the computer
to perform these usually lengthy and tedious calculations. Furthermore it
provides a method for the calculation of nonlocal symmetries which differs
from other procedures which have been devised [5].
In this paper we show how it is possible to extend the type of nonlocal
symmetry which can be calculated by the method devised by Nucci. We
see that it is not only nonlocality in the independent variable which can be
eliminated by the process of reduction. We also indicate the value of the
use of conserved quantities as new variables for the reduced system as they
provide a gratuitous reduction of order. We also see that the method can be
applied to the calculation of symmetries of ﬁrst integrals. The outline of the
paper is as follows. In the next section we discuss the method of reduction
of order and in Section 3 look at an interesting example to illustrate this
method. We conclude with some thoughts.
2. THE METHOD OF REDUCTION OF ORDER
Consider the system of N second order ordinary differential equations
given by
x¨i = fix x˙ i = 1N (4)
in which t is the independent variable and xi i = 1N the N dependent
variables. These equations may be considered as equations from Newto-
nian mechanics, but there is no necessity for that to be the case. There is
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also no necessity for the dependent variables to represent cartesian coor-
dinates. Indeed there is no need for the system to be of the second order.
It just so happens that many of the equations which arise in practice have
their origins in Newton’s second law and so are second order equations.
If the system is autonomous, the algorithm can be applied immediately. If
the system is nonautonomous, one introduces the standard procedure of in-
creasing the dimension of the system by one with the introduction of a new
variable, xN+1 = t, a new independent variable, s such that s = t and an
additional ﬁrst order equation, x˙N+1 = 1, where now the overdot denotes
differentiation with respect to the new independent variable s. The system
is now formally autonomous. We reduce the system (4) to a 2N-dimensional
ﬁrst order system by means of the change of variables
w1 = x1 wN+1 = x˙1
w2 = x2 wN+2 = x˙2


wN−1 = xN−1 w2N−1 = x˙N−1
wN = xN w2N = x˙N
(5)
so that the system (4) becomes
w˙i = gixw i = 1 2N (6)
where gi = wN+i for i = 1N and gi = fi for i = N + 1 2N .
In the ﬁrst step of the reduction of the original system (4) we simply
follow the conventional method used to reduce a higher order system to a
ﬁrst order system. Any optimisation is performed in the further selection
of the ﬁnal variables. This selection may be motivated by the existence of a
known ﬁrst integral, such as angular momentum, or some speciﬁc symmetry
in the original system (4).
We choose one of the variables wi to be the new independent variable
y. For the purpose of the development here we can make the identiﬁcation
wN = y. By taking the quotients of the remaining members of the set (5)
with Eq. (5N) we obtain the 2N − 1-dimensional system
dwi
dwN
= gi
gN
= gi
w2N
 i = 1    N − 1N + 1     2N (7)
We do not attempt to calculate the Lie point symmetries of the system (7)
because the Lie point symmetries of a ﬁrst order system are generalised
symmetries and one has to impose some Ansatz on the form of the symme-
try. Rather we select n ≤ N − 1 of the variables to be the new dependent
variables and rewrite the system (7) as a system of n second order equations
plus 2N − n − 1 ﬁrst order equations. The selection of the new dependent
variables is dictated by a number of considerations. The ﬁrst and foremost
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is that we must be able to eliminate the unwanted variables from the system
(7). After this condition has been satisﬁed we may look to seek variables
which reﬂect some symmetry of the system, for example, an ignorable co-
ordinate such as the azimuthal angle in a central force problem.
When the symmetries have been calculated, they can now be translated
back to symmetries of the original system as follows. Suppose that the sym-
metry in the original variables is given by
G = τ∂t + ηi∂xi  (8)
The symmetry G is ﬁrst extended and then rewritten in terms of the new
coordinates as
G	1
 = τ∂t + ηi∂xi + η˙i − x˙iτ˙∂x˙i
= τ∂t + ζi∂wi
= σ∂y + ξi∂ui  (9)
where in the ﬁrst line the summation is from 1 to N , in the second from 1
to N − 1 and N + 1 to 2N and in the third over the number of dependent
variables ui (the number cannot be ﬁxed in advance without a knowledge
of the speciﬁc system); ζi = ηi for i = 1N − 1 and ζi = η˙i − g˙iτ˙ for
i = N + 1 2N; σ = ηN ; ξi = ζj∂ui/∂wj . The only way that τ appears in
the symmetries of the reduced system is through its derivative with respect
to time. If the nonlocality in the original system occurs as a simple integral
in τ of a function of the original dependent variables, xi, this will be passed
to the reduced system as a function of the new variables. When the point
symmetries of the reduced system are computed, the form which the sym-
metries take in the original system can be determined from (9). Since τ is
determined as its derivative with respect to time, the symmetry of the orig-
inal system must necessarily be nonlocal. We note in passing that there is
no inherent restriction on the nature of the symmetries. They could equally
be contact or generalised symmetries and the same considerations would
apply. The only requirement is that τ be a simple integral, not that the
integrand be a point function, i.e., a function of the dependent and inde-
pendent variables only. However, for the purposes of this paper we conﬁne
our attention to point symmetries and the integrand in τ a point function.
In addition to the nonlocal symmetries which may be collected by this
procedure the reduced system will have as point symmetries those symme-
tries of the original system which have the correct Lie bracket with the
symmetry ∂t which is at the basis of the reduction of order outlined above.
Thus, if G is a symmetry of the original system and
	G∂t
 = λ∂t (10)
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G will, when expressed in the appropriate coordinates, be a point symmetry
of the reduced system whereas, if
	G∂t
 = λ∂t (11)
G will not be a point symmetry of the original system but an exponential
nonlocal symmetry [4], i.e., one of the form
G = exp
[∫
f t xi x˙idt
] (
τ∂t + ηi∂xi
)
 (12)
where τ and the ηi are functions of t and xi (plus derivatives if contact or
generalised symmetries are admitted). Consequently there is the potential
for a loss of symmetry in the reduction process just as there is the hope
of an increase in the total number of symmetries, both point and nonlocal,
known for the original system.
3. EXAMPLE
In the analysis of the existence of symmetries and hence integrals of the
generalised Emden–Fowler equation
y ′′ = f xy2 (13)
which arises in several areas of astrophysics and cosmology 	9 11 12
 and
which has been an object of study for almost a century [2, 3] the condition
on the function f x for the existence of a point symmetry is
2ff iv + 5f ′f ′′′ − αf ′′′ = 0 (14)
where α is an arbitrary constant. In the case that α = 0 the solution of (14)
is not at all obvious. However, when α = 0, i.e., we have the equation
2ff iv + 5f ′f ′′′ = 0 (15)
it can be reduced to a second order linear equation with constant coefﬁ-
cients and so it is trivially integrable [10]. By one of those curious quirks
of fate the route to the linear equation is from a Type II “hidden symme-
try” [1] of (15) and so is not an obvious symmetry of the original equation,
(14), if one applies the normal analysis. We apply the analysis described in
the previous section to see how the nonlocal symmetry arises naturally. By
inspection of (15) there are the three Lie point symmetries
G1 = ∂x G2 = x∂x and G3 = f∂f (16)
which, of course, are insufﬁcient to reduce the fourth order equation to
quadratures. A more precise analysis reveals no other point symmetry or
any contact symmetry.
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We introduce the new variables wi i = 1 4 and their ﬁrst order equa-
tions
w1 = f w′1 = w2
w2 = f ′ w′2 = w3
w3 = f ′′ w′3 = w4
w4 = f ′′′ w′4 = − 52
w2w4
w1

(17)
We select w1 as the new independent variable y. We now have from (17) a
system of three ﬁrst order equations, viz.
dw2
dy
= w3
w2
dw3
dy
= w4
w2
(18)
dw4
dy
= − 52
w4
w1

From (18a) we have
w3 = w2
dw2
dy
 (19)
By differentiating this and in conjunction with (18b) we obtain the second
order equation
w2
d2w2
dy2
+
(
dw2
dy
)2
= w4
w2
 (20)
We put w2 = u1 and w4 = u2. The system of equations to be analysed is
then
u21
d2u1
dy2
+ u1
(
du1
dy
)2
− u2 = 0
(21)
2y
du2
dy
+ 5u2 = 0
Program Lie [7, 16] returns the following point symmetries
G1 = y∂y − 2u2∂u2 (22)
G2 = 4y∂y + u1∂u1 − 5u2∂u2 (23)
G3 = 2y2∂y + yu1∂u1 − 5yu2∂u2  (24)
A symmetry of (14) of the form
G = ξ∂x + η∂f (25)
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must be extended three times to be
G	3
 = ξ∂x + η∂f + ζ1∂f ′ + ζ2∂f ′′ + ζ3∂f ′′′  (26)
We can now express the symmetry in the correct form for a symmetry of
the system (21), i.e., we have a symmetry of the form
X = η∂y + ζ1∂u1 + ζ3∂u2 (27)
where
ζ1 = η′ − f ′ξ and ζ3 = η′′′ − 3f ′′′ξ′ − 3f ′′ξ′′ − f ′ξ′′′ (28)
We are now in a position to calculate the symmetries of the original equa-
tion (14) from those of the system (21). For G1 we have
η = y = f ζ1 = 0 and ζ3 = −2u2 = −2f ′′′ (29)
so that
3f ′′′ξ′ + 3f ′′ξ′′ + f ′ξ′′′ = 3f ′′′ (30)
from which it is evident that
ξ′ = 1 or ξ = x (31)
and the symmetry of (14) corresponding to (22) is
X1 = x∂x + f∂f  (32)
In the case of (23) we have
η = 4y = 4f ζ1 = u1 = f ′ and ζ3 = −5u2 = −5f ′′′
4f ′ − f ′ξ′ = f ′ (33)
4f ′′′ − 3f ′′′ξ′ − 3f ′′ξ′′ − f ′ξ′′′ = −5f ′′′
so that
ξ′ = 3 or ξ = 3x (34)
and the corresponding symmetry to (23) is
X2 = 3x∂x + 4f∂f  (35)
We observe that the two symmetries, G3 and G2, in (16) are obtained as
linear combinations of (32) and (35).
determination of nonlocal symmetries 879
In the case of (24) we have
η = 2y2 = 2f 2 ζ1 = yu1 = ff ′ and ζ3 = −5yu2 = −5ff ′′′
4ff ′ − f ′ξ′ = ff ′ (36)
4ff ′′′ + 4f ′f ′′ − 3f ′′′ξ′ − 3f ′′ξ′′ − f ′ξ′′′ = −5ff ′′′
From (36b) we have
ξ′ = 3f or ξ =
∫
3fdx (37)
and hence the nonlocal symmetry
X3 =
∫
3f dx ∂x + 2f 2∂f  (38)
The method of reduction is obviously not unique and we shall see that
the results share that lack of uniqueness. Starting with the deﬁnitions and
equations in (17) we choose the new independent variable to be w2 = y
and the new dependent variables to be w3 = u1 and w1 = u2. We eliminate
w4 from (17) to obtain the system of equations
u1u2
d2u1
dy2
+ u1u2
(
du1
dy
)2
+ 52u1u′1 = 0
(39)
2u1
du2
dy
− y = 0
The application of Lie to the system (39) gives the single symmetry
G1 = y∂y + 2u2∂u2 (40)
so that we have
η = 2u2 = 2f ζ1 = y = f ′ and ζ2 = 0 (41)
Consequently we have
η = 2f η′ − f ′ξ′ = f ′ and η′′ − 2f ′′ξ′ − f ′ξ′′ = 0 (42)
so that we have ξ = x and the single symmetry
X1 = x∂x + 2f∂f  (43)
Just to emphasize the dependence of the number of symmetries obtained
upon the route of reduction we mention that in the case of the identiﬁcation
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of the independent variable y = w2, the dependent variables u1 = w4 and
u2 = w3 and the elimination of w1which gives rise to the system
5yu1u2
d2u1
dy2
− 5yu2 + 2y
(
du1
dy
)2
− 5u1u2
du1
dy
= 0
(44)
u2
du2
dy
− u1 = 0
the reduced system has no Lie point symmetries.
Evidently it would be a good thing to be able to establish sound criteria
for the choice of the reduction of the original system. Looking at the three
cases considered here we are unable to make any suitable suggestion for
Eq. (14). In the case of the Kepler problem one could see the value of using
the ignorable coordinate, but we do not have that luxury here. However,
we do have a trivially obtained ﬁrst integral given by
I = f 5/2f ′′′ (45)
The symmetries of the ﬁrst integral,(45), are G1 = ∂x and G2 = 7x∂x +
6f∂f . We have already used G1 in the original reduction. We could use
the variables associated with G2 to construct the reduced system. However,
that system happens to have no Lie point symmetries. Another option is to
make use of the ﬁrst integral as one of the variables of the reduced system.
Thus we write
w1 = f w′1 = w2
w2 = f ′ w′2 = w3
w3 = f ′′ w′3 =
w4
w
5/2
1
w4 = f 5/2f ′′′ w′4 = 0
(46)
We choose the variables
y = w1 u1 = w2 and u2 = w4 (47)
to obtain the system
u21
d2u1
dy2
+ u1
(
du1
dy
)2
− u2
y5/2
= 0
(48)
du2
dy
= 0
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The system (48) possesses the three Lie point symmetries
G1 = y∂y + 12u2∂u2 X1 = x∂x + f∂f
G2 = u1∂u1 + 3u2∂u2 X2 = x∂x (49)
G3 = 2y2∂y + yu1∂u1 X3 =
(∫
3fdx
)
∂x + 2f 2∂f 
where in the right column we have put the symmetries in the form appro-
priate for Eq. (14). We observe that the results are essentially those of the
ﬁrst reduction.
It is apparent that in the choice of a route for reduction one must take
into account the algebra of any existing symmetries which is, of course, the
standard thing in the usual procedure for the reduction of order.
We have mentioned above that the existence of sound criteria for the
choice of the route for reduction of the original system would be a boon.
An aid to simpliﬁcation of the reduced system would make further anal-
ysis simpler. This in part rests in the identiﬁcation of suitable dependent
variables. In the case of the Kepler problem the existence of the azimuthal
angle as an ignorable coordinate and one’s knowledge of Hamiltonian me-
chanics makes the introduction of angular momentum a natural Ansatz.
However, this method is applicable to all systems and not just the nice prob-
lems of classical mechanics and a more robust approach than one’s ability
to guess correctly is appropriate to round off the utility of the method pre-
sented here. It just so happens that the algorithm developed by Nucci [13]
shows the way to the correct choice of dependent variable. In the case of
the Kepler problem (in two dimensions for simplicity of presentation)
r¨ − rθ˙2 + µ
r2
= 0 rθ¨+ 2r˙θ˙ = 0 (50)
where, in a common notation, r represents the radial distance and θ the
polar angle, θ is evidently the ignorable coordinate. We set up our new
system according to
w1 = r w˙1 = w3
w2 = θ w˙2 = w3
w3 = r˙ w˙3 = w1w24 −
µ
w21
w4 = θ˙ w˙4 = −2
w3w4
w1

(51)
We take, naturally and obviously, y = w2 and, on the assumption of no
knowledge of the implication of this choice, u1 = w1 and u2 = w4 with w3
to be eliminated through
w3 =
dw1
dy
w4 (52)
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so that the reduced system is
d2u1
dy2
= 2
u1
(
du1
dy
)2
+ u1 −
µ
u21u
2
2 (53)
du2
dy
= −2u2
u1
du1
dy

When the Lie analysis of the system (53) is performed using the algo-
rithm of Nucci [13], one comes to a linear partial differential equation of
parabolic structure. Its characteristic curve is given by u21u2 (= w21w4 = r2θ˙,
the angular momentum which is the momentum canonically conjugate to
the ignorable coordinate, θ, but the algorithm does not know classical me-
chanics). Consequently one introduces the new dependent variable
v2 = u21u2 (54)
to obtain the system
d2u1
dy2
= 2
u1
(
du1
dy
)2
+ u1 −
µu21
v22 (55)
dv2
dy
= 0
which one ﬁnds to admit a nine-dimensional algebra of Lie point symme-
tries [15].
In the case of the Kepler problem one could claim that the obvious nature
of the relationship between ignorable coordinate and best choice of one of
the dependent variables of the reduced system made the characteristic of
the parabolic equation which arises in the analysis accidentally inevitable.
However, we ﬁnd that the algorithm of Nucci [13] provides the same facility
for our example, (15). We use the algorithm to obtain the symmetries of
the system (21) and again a linear partial differential equation of parabolic
type is obtained. The characteristic curve is u2y5/2 and so one introduces
in a natural fashion the new variable
v2 = u2y5/2 (56)
to obtain system (48) in u1 and v2
u21
d2u1
dy2
+ u1
(
du1
dy
)2
− v2
y5/2
= 0
(57)
dv2
dy
= 0
We note that Program Lie does not provide a clue to an appropriate
choice of dependent variable that the parabolic equation produced by the
algorithm of Nucci does.
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4. CONCLUSION
Krause [8] concentrated upon the equations of mechanics. We wish to
emphasize that the method adopted here is true for any type of ordinary
differential equation or system of differential equations. Indeed the same
concept could be applied to determine the symmetries of ﬁrst integrals. We
illustrate this point with the integral given in (45). We deﬁne
w1 = f w′1 = w2
w2 = f ′ w′2 = w3
w3 = f ′′ w′3 =
I
f 5/2

(58)
We choose y = w1 and u1 = w2. We then have the two equations
dw2
dy
= w3
w2 (59)
dw3
dy
= I
y5/2w2
and, when we eliminate w3, we can write the integral in the form
I = y5/2
(
u21
d2u1
dy2
+ u1
(
du1
dy
)2)
 (60)
We ﬁnd that the integral in (60) has the two symmetries
G1 = 6y∂y − u1∂u1 X1 = 7x∂x + 6f∂f (61)
G2 = 2y2∂y + yu1∂u1 X2 =
∫
3fdx∂x + 2f 2∂f 
where, as above, we have listed in the right column the symmetries in the
original variables. We note that the nonlocal symmetry is one of the sym-
metries of the obvious ﬁrst integral of (14).
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