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Abstract. Supersonic flows for the two-dimensional (2D) steady full Euler system are studied.
We construct a global non-isentropic rotational supersonic flow in a semi-infinite divergent duct.
The flow satisfies the slip condition on the walls of the duct, and the state of the flow is given at
the inlet of the duct. The solution is constructed by the method of characteristics. The main
difficulty for the global existence is that uniform a priori C1 norm estimate of the solution
is hard to obtain, especially when the solution tends to vacuum state. We derive a group of
characteristic decompositions for the 2D steady full Euler system. Using these decompositions,
we obtain the uniform a priori estimates of the derivatives of the solution. A sufficient condition
for the appearance of vacuum is given. We also show that if there is a vacuum then the vacuum
is always adjacent to one of the walls, and the interface between gas and vacuum must be
straight.
Keywords. 2D steady full Euler system, characteristic decomposition, supersonic flow, vac-
uum.
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1. Introduction
We consider the 2D steady compressible Euler system:
(ρu)x + (ρv)y = 0,
(ρu2 + p)x + (ρuv)y = 0,
(ρuv)x + (ρv
2 + p)y = 0,
(ρE)t + (ρuE + up)x + (ρvE + vp)y = 0,
(1.1)
where (u, v) is the velocity, ρ is the density, p is the pressure, E = u
2+v2
2
+ e is the specific
total energy, and e is the specific internal energy. For polytropic gases, we have the equations
of state
p = sργ and e =
pτ
γ − 1 ,
where s is the specific entropy and γ > 1 is the adiabatic constant.
For smooth flow, system (1.1) can be written as
(ρu)x + (ρv)y = 0,
uux + vuy + τpx = 0,
uvx + vvy + τpy = 0,
usx + vsy = 0.
(1.2)
1
2The eigenvalues of (1.2) are determined by(
λ− v
u
)2[
(v − λu)2 − c2(1 + λ2)] = 0, (1.3)
which yields
λ = λ±(u, v, c) =
uv ± c√u2 + v2 − c2
u2 − c2 and λ = λ0 =
v
u
. (1.4)
Here, c =
√
γsργ−1 is the sound speed. So, if and only if u2+v2 > c2, system (2.1) is hyperbolic
and has two families of wave characteristics which are defined as the integral curves of
C± :
dy
dx
= λ±.
The stream characteristics are defined as the integral curve
C0 :
dy
dx
= λ0.
In this paper we are only concerned with supersonic flows. The directions of the wave charac-
teristics are very helpful in studying supersonic flows. The direction of the wave characteristics
is defined as the tangent direction that forms an acute angle A with the direction of the flow
velocity (u, v). By simple computation, we see that the C+ characteristic direction forms with
the direction of the flow velocity the angle A from (u, v) to C+ in the counterclockwise direction,
and the C− characteristic direction forms with the direction of the flow velocity the angle A
from (u, v) to C− in the clockwise direction. See Figure 1. By computation, we have
c2 = q2 sin2A, (1.5)
in which q2 = u2 + v2. The angle A is called the Mach angle, and A = 0 as c = 0.
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Figure 1. Characteristic curves, characteristic directions, and characteristic angles.
Following [4] and [10], we use the concept of characteristic angles. The C+ (C−, resp.)
characteristic angle is defined as the counterclockwise angle from the positive x-axis to the C+
(C−, resp.) characteristic direction. We denote by α and β the C+ and C− characteristic angle,
respectively, where 0 ≤ α−β ≤ pi. Let σ be the counterclockwise angle from the positive x-axis
to the direction of the flow velocity. Obviously, we have
α = σ + A, β = σ − A, σ = α + β
2
, A =
α− β
2
, (1.6)
3u = q cosσ, v = q sin σ, u = c
cosσ
sinA
, and v = c
sin σ
sinA
. (1.7)
By computation, we also have
q2 cosα cos β = u2 − c2 and q2 sinα sin β = v2 − c2. (1.8)
In this paper, we consider supersonic flows in a two-dimensional semi-infinite divergent duct.
Assume that the duct is symmetric with respect to the x-axis and bounded by two walls W+
and W− which are represented by
W+ =
{
(x, y) | y = f(x), x > 0} and W− = {(x, y) | y = −f(x), x > 0}.
We assume further that f(x) satisfies:
f(0) > 0, f ′(0) > 0, and f ′′(x) ≥ 0; (1.9)
see Figure 2.
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Figure 2. A supersonic flow in a semi-infinite divergent duct.
Global smooth isentropic irrotational supersonic flows in the semi-infinite divergent duct
were constructed in [2, 14, 15]. In [15], the authors also constructed a global smooth transonic
solution in a De Laval nozzle. As far as we know, there are few results about global smooth
non-isentropic rotational supersonic solutions for the 2D steady Euler system (1.1). We intend
to construct a non-isentropic rotational supersonic flow in the semi-infinite divergent duct. So,
we consider the following boundary value problem for system (1.1).
Problem 1. See Figure 2. Let P˜D : y = h(x) (xp ≤ x ≤ 0) and P˜B : y = −h(x) (xp ≤ x ≤ 0)
be two given smooth curves, where the function h(x) satisfies
h(xp) = 0, h(0) = f(0), and h
′ > 0.
For convenience, we want the flow is symmetric with respect to the x−axis. So, we prescribe
the following boundary data:{
(u, v, ρ, s)(x, h(x)) = (u¯, v¯, ρ¯, s¯)(x), xp ≤ x ≤ 0;
(u, v, ρ, s)(x,−h(x)) = (u¯,−v¯, ρ¯, s¯)(x), xp ≤ x ≤ 0,
(1.10)
4where (u¯, v¯, ρ¯, s¯) is a given smooth function satisfying the following conditions:
(A1): h′(x) = λ+(u¯, v¯, c¯)(x) and u¯(x) > 0 as xp ≤ x ≤ 0;
(A2): v¯u¯′ − u¯v¯′ − κc¯′√u¯2 + v¯2 − c¯2 + c¯
√
u¯2+v¯2−c¯2
γ(γ−1)s¯ s¯
′ = 0 as xp ≤ x ≤ 0;
(A3): ( u¯
2+v¯2
2
+ c¯
2
γ−1)
′(xp) = 0 and s¯′(xp) = 0;
(A4): v¯(0) = u¯(0)f ′(0),
where c¯ =
√
γs¯ρ¯γ−1. The boundary condition on the walls has the form:
(u, v) · n
w
= 0 on W+ ∪W−. (1.11)
where n
w
denotes the normal vector of W±. Then find a solution in the region Σ bounded by
P˜D, P˜B, and the walls W±.
Remark 1.1. From (A1) we know that P˜D (P˜B, resp.) is a C+ (C−, resp.) characteristic
curve with the direction of P to D (P to B, resp.), since the direction of the C+ (C−, resp.)
characteristic form with the direction of the flow velocity an acute angleA from (u, v) to C+ (C−,
resp.) in the counterclockwise (clockwise, resp.) direction. Condition (A2) actually implies that
the corresponding characteristic equations are satisfied along the characteristic boundaries P˜D
and P˜B; see (2.20)–(2.23). Condition (A3) is actually a compatibility condition of a Goursat-
type boundary value problem. Condition (A4) is actually a compatibility condition of a slip
boundary problem.
We define the following directional derivatives along characteristic curves:
∂¯+ := cosα∂x + sinα∂y, ∂¯0 := cos σ∂x + sin σ∂y, and ∂¯− := cos β∂x + sin β∂y. (1.12)
We define the following constants:
M1 := − inf
P˜D
∂¯+c, m1 := − sup
P˜D
∂¯+c,
and
ε := max
{
sup
P˜D
∣∣∣1
ρ
(
κ∂¯+c+
u∂¯+u+ v∂¯+v
c
− j∂¯+s
)∣∣∣, sup
P˜D
∣∣∣ ∂¯+s
c
γ+1
γ−1
∣∣∣},
where
κ :=
2
γ − 1 and j :=
c
γ(γ − 1)s.
Our main results can be stated as follows.
Theorem 1. Assume m1 > 0 and M1 is finite. Then, when ε is sufficiently small the boundary
value problem (1.1), (1.10), and (1.11) has a global piecewise smooth supersonic solution in Σ.
Moreover, if
arctan f ′∞ − arctan f ′(0) >
κc¯(0)
q¯(0)
then there are two vacuum regions adjacent to the walls and the interfaces between gas and
vacuum are straight lines, where f ′∞ = lim
x→+∞
f ′(x).
5Remark 1.2. From (2.20)–(2.23), we will see that if the problem has a classical solution in a
region adjacent to P˜D ∪ P˜B, then
κ∂¯+c+
u∂¯+u+ v∂¯+v
c
− j∂¯+s = ω (1.13)
on P˜D and
κ∂¯−c+
u∂¯−u+ v¯∂¯−v
c
− j∂¯−s = ω (1.14)
on P˜B, where
ω = uy − vx (1.15)
denotes the vorticity.
Let us briefly describe the process of constructing a global solution of the boundary value
problem (1.1), (1.10), and (1.11).
Firstly, by solving a Goursat-type boundary value problem for (1.1) with P˜D and P˜B as
the characteristic boundaries, we can obtain the flow in a region Σ1 bounded by P˜D, P˜B, a
forward C− characteristic curve CD− which passes through D, and a forward C+ characteristic
curve CB+ which passes through B. There are two possibilities about the determinate region
of this Goursat problem. One is that CB+ and C
D
− intersect at some point P1; see Figure 3(1).
The other is that CB+ and C
D
− do not intersect with each other; see Figure 3(2).
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.
Then by solving a slip boundary problem for (1.1) with CB+ and W− as the boundaries, we
can obtain the flow in a region Σ−1 adjacent to W−. If C
B
+ and C
D
− intersect at some point P1,
then there are two possibilities about the determinate region of the slip problem. One is that
the C− characteristic curve passing through P1 intersects with W− at some point B1, and then
Σ−1 is a bounded region bounded by B˜P1, P˜1B1, and B˜B1; see Figure 3(3). The other is that
the C− characteristic curve passing through P1 does not intersect with W−, and then Σ
−
1 is an
6infinite region bounded by B˜P1, W−, and a forward C− characteristic curve C
P1
− which passes
through P1; see Figure 3(4). If C
B
+ and C
D
− do not intersect with each other, then Σ
−
1 will be
an infinite region bounded by CB+ and W−; see Figure 3(5). By symmetry, we can obtain the
flow in a region Σ+1 adjacent to W+.
Next, if CB+ and C
D
− intersect at some point P1 then by solving a Goursat problem for (1.1)
with CP1− and C
P1
+ as the characteristic boundaries, we can obtain the flow in a region Σ2.
By repeatedly solving Goursat problems and slip boundary problems, one can get the solution
in regions Σ1, Σ
+
1 , Σ
−
1 , Σ2, Σ
+
2 , Σ
−
2 , · · ·, as illustrated in Figure 2. We will show that since
f ′(0) > 0, one can obtain a global piecewise smooth supersonic flow solution in the domain Σ
after solving a finite number of Gourst problems and slip boundary problems.
One of the main difficulties to construct the global solution is that uniform a priori C1 norm
estimate of solution is hard to obtain, especially when the solution tends to vacuum state.
We first derive the following two important characteristic equations about the entropy and the
vorticity:
∂¯0
( ∂¯±s
c
γ+1
γ−1
)
= 0 and ∂¯0
(ω
ρ
)
= −
( ∂¯+s
c
γ+1
γ−1
) (sγ) 1γ−1
γ(γ − 1)s∂¯0c
2.
Using these equations, we can control the bounds of ∂¯±s
c
γ+1
γ−1
and ω
ρ
. Next, we derive a group of
characteristic decompositions (that can be actually seen as a system of “ordinary differential
equations”) about R+, R−,
∂¯+s
c
γ+1
γ−1
, and ω
ρ
, where
R± = ∂¯±c− j∂¯±s
κ
= ∂¯±c− 1
2γs
( ∂¯±s
c
γ+1
γ−1
)
c
2γ
γ−1 ;
see (2.55) and (2.56). We first use the characteristic decompositions (2.56) to prove that
c−
2γ
γ−1R+ and c
− 2γ
γ−1R− have a uniform negative upper bound as ε is sufficiently small. We then
use this negative upper bound and the characteristic decompositions (2.55) to prove that R+
(R−, resp.) is monotone increasing along C− (C+, resp.) characteristic curves in the sense of
characteristic direction, and consequently we get a uniform negative lower bound of R+ and
R−. The estimations of the derivatives of u and v can then be obtained by (2.20)–(2.23).
In order to prove that the global solution can be constructed after solving a finite number
of Gourst problems and slip boundary problems, the method of hodograph transformation in
[2] does not work here, since we do not have Riemann invariants for the 2D steady full Euler
system. In this paper, we use characteristic angles α and β. By the uniform negative upper
bound of c−
2γ
γ−1 ∂¯±c and the characteristic equations about α and β (see (2.17) and (2.19)),
we will see that the wave characteristic curves are convex as c is sufficiently small. Using the
convexity of the wave characteristic curves, we will prove that Σ can be covered by a finite
number of determinate regions of those Goursat problems and slip boundary value problems;
we will also prove that if there is a vacuum then the vacuum is always adjacent to one of the
walls and the interface between gas and vacuum must straight.
In our previous studies [5, 6], we constructed several non-isentropic rotational supersonic flow
solutions for the 2D (pseudo-)steady Euler equations. However, these solutions were constructed
in bounded regions and under the assumption that c has a non-zero lower bound.
7The rest of the paper is organized as follows. Section 2 is concerned with characteristic
equations of the 2D steady full Euler system. In section 2.1, we derive a group of first order
characteristic equations for the variables α, β, c, and s. In section 2.2, we derive a group
characteristic equations about R+, R−, c
− γ+1
γ−1 ∂¯+s, and
ω
ρ
. Section 3 is devoted to construct a
global supersonic flow solution to Problem 1.
2. Characteristic decompositions of the 2D steady Euler equations
2.1. Characteristic equations. Set
Ê :=
q2
2
+
c2
γ − 1 . (2.1)
Then by the last three equations of (1.2) we have
uÊx + vÊy = 0 and ∂¯0Ê = 0. (2.2)
From (2.1), we also have
ρx =
1
c2τ
(
Êx − uux − vvx − γρ
γ−1sx
γ − 1
)
and ρy =
1
c2τ
(
Êy − uuy − vvy − γρ
γ−1sy
γ − 1
)
. (2.3)
Inserting this into the first equation of (1.2) and using (2.2) and the forth equation of (1.2), we
get
(c2 − u2)ux − uv(uy + vx) + (c2 − v2)vy = 0. (2.4)
Multiplying system(
c2 − u2 −uv
0 −1
)(
u
v
)
x
+
( −uv c2 − v2
1 0
)(
u
v
)
y
=
(
0
ω
)
on the left by (1,∓c√u2 + v2 − c2) and using (1.8), we get
∂¯+u+ λ−∂¯+v =
ω sinA cosA
cos β
,
∂¯−u+ λ+∂¯−v = −ω sinA cosA
cosα
.
(2.5)
From (1.6) and (1.7) we have
∂¯±u =
cosσ
sinA
∂¯±c +
c cosα∂¯±β − c cos β∂¯±α
2 sin2A
(2.6)
and
∂¯±v =
sin σ
sinA
∂¯±c+
c sinα∂¯±β − c sin β∂¯±α
2 sin2A
. (2.7)
Inserting (2.6) and (2.7) into (2.5), we obtain
∂¯+c =
c
sin 2A
(∂¯+α− cos 2A∂¯+β) + ω sin2A (2.8)
and
∂¯−c =
c
sin 2A
(cos 2A∂¯−α− ∂¯−β)− ω sin2A. (2.9)
From the second and the third equations of (1.2) we have
Êx = −vω + ρ
γ−1
γ − 1sx and Êy = uω +
ργ−1
γ − 1sy.
8Hence, we have
u∂¯+u+ v∂¯+v + κc∂¯+c = −vω cosα + uω sinα + ρ
γ−1
γ − 1 ∂¯+s (2.10)
and
u∂¯−u+ v∂¯−v + κc∂¯−c = −vω cos β + uω sin β + ρ
γ−1
γ − 1 ∂¯−s. (2.11)
Inserting (2.6)–(2.7) into (2.10) and (2.11), we get(
1
sin2A
+ κ
)
∂¯+c =
c cosA
2 sin3A
(∂¯+α− ∂¯+β) + ω + j∂¯+s (2.12)
and (
1
sin2A
+ κ
)
∂¯−c =
c cosA
2 sin3A
(∂¯−α− ∂¯−β)− ω + ∂¯−s, (2.13)
respectively.
Inserting (2.8) into (2.12), we obtain
c∂¯+α = Ωcos
2Ac∂¯+β −
(κ sin 2A sin2A
1 + κ
)
ω +
j sin 2A
1 + κ
∂¯+s, (2.14)
where
Ω =
κ− 1
κ+ 1
− tan2A.
Inserting (2.9) into (2.13), we obtain
c∂¯−β = Ωcos
2Ac∂¯−α−
(κ sin 2A sin2A
1 + κ
)
ω − j sin 2A
1 + κ
∂¯−s. (2.15)
Combining with (2.8) and (2.14), we have
c∂¯+β = −(1 + κ) tanA∂¯+c+ ω sin2A tanA+ j tanA∂¯+s, (2.16)
and
c∂¯+α = −
(
1 + κ
2
)
Ω sin 2A∂¯+c− ω sin2A tanA+ j tanA cos 2A∂¯+s. (2.17)
Combining with (2.9) and (2.15), we have
c∂¯−α = (1 + κ) tanA∂¯−c+ ω sin
2A tanA− j tanA∂¯−s, (2.18)
and
c∂¯−β =
(
1 + κ
2
)
Ω sin 2A∂¯−c− ω sin2A tanA− j tanA cos 2A∂¯−s. (2.19)
Inserting (2.16)–(2.19) into (2.6) and (2.7), we get
∂¯+u = κ sin β∂¯+c+ ω cosσ sinA− j sin β∂¯+s, (2.20)
∂¯−u = −κ sinα∂¯−c− ω cos σ sinA+ j sinα∂¯−s, (2.21)
∂¯+v = −κ cos β∂¯+c+ ω sin σ sinA+ j cos β∂¯+s, (2.22)
and
∂¯−v = κ cosα∂¯−c− ω sin σ sinA− j cosα∂¯−s. (2.23)
From (1.12) we have
∂x = −sin β∂¯+ − sinα∂¯−
sin 2A
, ∂y =
cos β∂¯+ − cosα∂¯−
sin 2A
, (2.24)
9and
∂¯+ + ∂¯− = 2 cosA∂¯0. (2.25)
Thus, by ∂¯0s = 0 we have
c(∂¯+j + ∂¯−j) = j(∂¯+c + ∂¯−c) (2.26)
and
∂¯+s = −∂¯−s. (2.27)
2.2. Characteristic decompositions. The method of characteristic decomposition was in-
troduced by Zheng et al. [3, 7, 8, 9, 10, 11] in inverting 2D pseudosteady rarefaction wave
interactions. Chen and Qu [1] also used the method of characteristic decomposition to con-
struct global solutions of 2D steady rarefaction wave interactions. These results were obtained
under the assumptions of isentropic and irrotational. In this paper, we are concerned with non-
isentropic rotational flows. So, we need to derive some characteristic decompositions for the
2D steady full Euler system (1.2). These decompositions can be seen as a system of “ordinary
differential equations” for some first order derivatives of the solution. Using this system, we
can control the bounds of the derivatives of the solution.
Proposition 2.1. We have the commutator relations
∂¯0∂¯+ − ∂¯+∂¯0 = 1
sinA
[(
cosA∂¯+σ − ∂¯0α
)
∂¯0 −
(
∂¯+σ − cosA∂¯0α
)
∂¯+
]
(2.28)
and
∂¯−∂¯+ − ∂¯+∂¯− = 1
sin 2A
[(
cos 2A∂¯+β − ∂¯−α
)
∂¯− −
(
∂¯+β − cos 2A∂¯−α
)
∂¯+
]
. (2.29)
Proof. The commutator relation (2.28) was first proved in [5]. The commutator relation (2.29)
was first given by Li, Zhang, and Zheng [8]. For the sake of completeness, we sketch the proof.
From (1.6) and (1.12) we have
∂x =
sinα∂¯0 − sin σ∂¯+
sinA
, ∂y = −cosα∂¯0 − cosσ∂¯+
sinA
. (2.30)
By computation, we have
∂¯0∂¯+ − ∂¯+∂¯0
= (cosσ∂x + sin σ∂y)(cosα∂x + sinα∂y)− (cosα∂x + sinα∂y)(cosσ∂x + sin σ∂y)
= (∂¯0 cosα)∂x + (∂¯0 sinα)∂y − (∂¯+ cosσ)∂x − (∂¯+ sin σ)∂y.
Inserting (2.30) into this we can get (2.28). The proof for (2.29) is similar. 
Proposition 2.2. We have
∂¯0
( ∂¯+s
c
γ+1
γ−1
)
= 0. (2.31)
10
Proof. From (2.16), (2.18), (2.25), (2.27), and (2.28) we have
∂¯0∂¯+s =
1
sinA
(
cosA∂¯0α− ∂¯+σ
)
∂¯+s
=
1
sinA
[1
2
(∂¯+α + ∂¯−α)− ∂¯+σ
]
∂¯+s
=
1
2 sinA
[
∂¯−α− ∂¯+β
]
∂¯+s
=
1
2c sinA
(1 + κ) tanA
[
∂¯−c+ ∂¯+c
]
∂¯+s
=
(γ + 1
γ − 1
) ∂¯0c∂¯+s
c
.
Thus, we have
∂¯0
( ∂¯+s
c
γ+1
γ−1
)
= c−
γ+1
γ−1 ∂¯0∂¯+s− γ + 1
γ − 1c
−2γ
γ−1 ∂¯0c∂¯+s = 0.
We then have this proposition. 
Proposition 2.3. We have
∂¯0
(ω
ρ
)
= −
( ∂¯+s
c
γ+1
γ−1
) (sγ) 1γ−1
γ(γ − 1)s∂¯0c
2. (2.32)
Proof. From the second and the third equations of (1.2), we have
uωx + vωy + (ux + vy)ω + τ
−γ(τysx − τxsy) = 0. (2.33)
From (1.6), (2.27), and (2.20)–(2.24) we have
ux + vy =
1
sin 2A
(
sinα∂¯−u− sin β∂¯+u+ cos β∂¯+v − cosα∂¯−v
)
= − κ
sin 2A
(∂¯+c+ ∂¯−c)
= − κ
sinA
∂¯0c
(2.34)
and
τysx − τxsy
=
{(cosα + cos β
sin 2A
)sin β∂¯+τ − sinα∂¯−τ
sin 2A
−
(sinα + sin β
sin 2A
)cos β∂¯+τ − cosα∂¯−τ
sin 2A
}
∂¯+s
=− ∂¯+s
sin 2A
(∂¯+τ + ∂¯−τ)
=− ∂¯+s
sinA
∂¯0τ.
(2.35)
Inserting (2.34) and (2.35) into (2.33), we get
∂¯0ω =
κω
c
∂¯0c+ τ
−γ ∂¯+s
c
∂¯0τ
=
κω
c
∂¯0c− 2j∂¯+s∂¯0c
c
.
(2.36)
11
Consequently
∂¯0
(ω
ρ
)
=
1
ρ
∂¯0ω − ω
ρ2
∂¯0ρ
=
κω
ρc
∂¯0c− 2j∂¯+s∂¯0c
ρc
− ω
ρ2
∂¯0ρ
= −2j∂¯+s∂¯0c
ρc
= −
( ∂¯+s
c
γ+1
γ−1
) (sγ) 1γ−1
γ(γ − 1)s∂¯0c
2.
We then have this proposition. 
Proposition 2.4. We have the characteristic decompositions:

c∂¯−
(
∂¯+c− j∂¯+s
κ
)
=
(γ + 1)∂¯+c∂¯+c
2(γ − 1) cos2A +
(γ + 1)− 2 sin2 2A
2(γ − 1) cos2A ∂¯−c∂¯+c
+(H11∂¯−c+H12∂¯+c)ω sin
2A+ (H13∂¯−c+H14∂¯+c)j∂¯+s
+H15(j∂¯+s)
2 +H16ω sin
2Aj∂¯+s,
c∂¯+
(
∂¯−c− j∂¯−s
κ
)
=
(γ + 1)∂¯−c∂¯−c
2(γ − 1) cos2A +
(γ + 1)− 2 sin2 2A
2(γ − 1) cos2A ∂¯+c∂¯−c
+(H11∂¯−c+H22∂¯+c)ω sin
2A+ (H23∂¯−c+H24∂¯+c)j∂¯+s
+H25(j∂¯+s)
2 +H26ω sin
2Aj∂¯+s,
(2.37)
where Hij =
fij
cos2A
, and fij are polynomial forms in terms of sinA.
Proof. From (2.29) we have
∂¯−∂¯+u− ∂¯+∂¯−u = 1
sin 2A
[(
cos 2A∂¯+β − ∂¯−α
)
∂¯−u−
(
∂¯+β − cos 2A∂¯−α
)
∂¯+u
]
.
Inserting (2.20) and (2.21) into this, we have
∂¯−
[
κ sin β∂¯+c+ ω cos σ sinA− j sin β∂¯+s]
+∂¯+
[
κ sinα∂¯−c+ ω cosσ sinA− j sinα∂¯−s
]
=
1
sin 2A
[
(∂¯−α− cos 2A∂¯+β)(κ sinα∂¯−c+ ω cosσ sinA− j sinα∂¯−s)
−(∂¯+β − cos 2A∂¯−α)(κ sinβ∂¯+c + ω cos σ sinA− j sin β∂¯+s)
]
.
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Thus, we have
κ sin β∂¯−∂¯+c+ κ sinα∂¯+∂¯−c+ κ cos β∂¯−β∂¯+c+ κ cosα∂¯+α∂¯−c
+ ∂¯−(ω cosσ sinA) + ∂¯+(ω cosσ sinA)− ∂¯−
(
j sin β∂¯+s
)− ∂¯+(j sinα∂¯−s)
=
κ
sin 2A
[
(sinα∂¯−α− sinα cos 2A∂¯+β)∂¯−c− (sin β∂¯+β − sin β cos 2A∂¯−α)∂¯+c
]
− ω cosσ sinA
sin 2A
[
cos 2A∂¯+β − ∂¯−α + ∂¯+β − cos 2A∂¯−α
]
+
1
sin 2A
[
(cos 2A∂¯+β − ∂¯−α)j sinα∂¯−s+ (∂¯+β − cos 2A∂¯−α)j sin β∂¯+s
]
,
(2.38)
Inserting
∂¯+∂¯−c = ∂¯−∂¯+c− 1
sin 2A
[(
cos 2A∂¯+β − ∂¯−α
)
∂¯−c−
(
∂¯+β − cos 2A∂¯−α
)
∂¯+c
]
into (2.38), we get
(sinα + sin β)c∂¯−∂¯+c
= − c
sin 2A
[
(sin β + sinα)∂¯+β − (sinα + sin β) cos 2A∂¯−α + cos β sin 2A∂¯−β
]
∂¯+c
− c cosα∂¯+α∂¯−c− cω cosσ sinA
κ sin 2A
[
cos 2A∂¯+β − ∂¯−α + ∂¯+β − cos 2A∂¯−α
]
− c
κ
[
∂¯−(ω cosσ sinA) + ∂¯+(ω cosσ sinA)
]
+
c
κ
[
∂¯−
(
j sin β∂¯+s
)
+ ∂¯+
(
j sinα∂¯−s
)]
+
c
κ sin 2A
[
(cos 2A∂¯+β − ∂¯−α)j sinα∂¯−s+ (∂¯+β − cos 2A∂¯−α)j sin β∂¯+s
]
.
(2.39)
In what follows, we are going to compute the right part of (2.39) item by item.
Part 1. Using (2.16)–(2.19), we have
− c cosα∂¯+α∂¯−c
− c
sin 2A
[
(sin β + sinα)∂¯+β − (sinα+ sin β) cos 2A∂¯−α + cos β sin 2A∂¯−β
]
∂¯+c
=
(1 + κ
2
)
Ωcosα sin 2A∂¯+c∂¯−c+
1
sin 2A
[
(1 + κ)(sin β + sinα) tanA∂¯+c
+ (1 + κ)(sinα+ sin β) tanA cos 2A∂¯−c−
(1 + κ
2
)
Ωcos β sin2 2A∂¯−c
]
∂¯+c
+ ω cosα sin2A tanA∂¯−c− cosα tanA cos 2Aj∂¯+s∂¯−c
− ω sin
2A tanA
sin 2A
[
(sin β + sinα)− (sinα + sin β) cos 2A− cos β sin 2A
]
∂¯+c
− j tanA∂¯+s
sin 2A
[
(sin β + sinα)− (sinα + sin β) cos 2A+ cos β sin 2A cos 2A
]
∂¯+c.
(2.40)
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By (1.6) and sinα + sin β = 2 sin σ cosA, we have
1
sinα + sin β
{(1 + κ
2
)
Ωcosα sin 2A∂¯+c∂¯−c+
1
sin 2A
[
(1 + κ)(sin β + sinα) tanA∂¯+c
+ (1 + κ)(sinα+ sin β) tanA cos 2A∂¯−c−
(1 + κ
2
)
Ωcos β sin2 2A∂¯−c
]
∂¯+c
}
=
(γ + 1)∂¯+c∂¯+c
2(γ − 1) cos2A +
(
(1 + κ) cos 2A
2 cos2A
− (1 + κ)Ω sin2A
)
∂+c∂−c
=
(γ + 1)∂¯+c∂¯+c
2(γ − 1) cos2A +
(
γ − 3
γ − 1 sin
2A +
(γ + 1) sin4A
(γ − 1) cos2A +
(γ + 1) cos 2A
2(γ − 1) cos2A
)
∂+c∂−c
=
(γ + 1)∂¯+c∂¯+c
2(γ − 1) cos2A +
(γ + 1)− 2 sin2 2A
2(γ − 1) cos2A ∂¯−c∂¯+c.
(2.41)
From (1.6), we also have
(sin β + sinα)− (sinα + sin β) cos 2A− cos β sin 2A
=sin β − sinα cos 2A = − cosα sin 2A (2.42)
and
(sin β + sinα)− (sinα + sin β) cos 2A+ cos β sin 2A cos 2A
= (sin β + sinα) + cos 2A(cos β sin 2A− sinα− sin β)
= (sin β + sinα) + cos 2A(− sin β cos 2A− sin β)
= sin β sin2 2A+ sin 2A cos β = (sin β + sinα) sin2 2A+ sin 2A cosα cos 2A.
(2.43)
Thus, we have
ω cosα sin2A tanA∂¯−c
− ω sin
2A tanA
sin 2A
[
(sin β + sinα)− (sinα + sin β) cos 2A− cos β sin 2A
]
∂¯+c
= ω cosα sin2A tanA(∂¯−c+ ∂¯+c)
= ω cos σ cosA sin2A tanA(∂¯−c+ ∂¯+c)− ω sin σ sinA sin2A tanA(∂¯−c+ ∂¯+c)
(2.44)
and
− cosα tanA cos 2Aj∂¯+s∂¯−c
− j tanA∂¯+s
sin 2A
[
(sin β + sinα)− (sinα + sin β) cos 2A+ cos β sin 2A cos 2A
]
∂¯+c
= − cosα tanA cos 2Aj∂¯+s(∂¯−c+ ∂¯+c)− tanA sin 2A(sin β + sinα)j∂¯+s∂¯+c
= − cosσ sinA cos 2Aj∂¯+s(∂¯−c + ∂¯+c) + sin σ sinA tanA cos 2Aj∂¯+s(∂¯−c+ ∂¯+c)
− tanA sin 2A(sin β + sinα)j∂¯+s∂¯+c.
(2.45)
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Part 2. Using (2.16) and (2.18), we have
− cω cos σ sinA
κ sin 2A
[
cos 2A∂¯+β − ∂¯−α + ∂¯+β − cos 2A∂¯−α
]
= − (1 + κ)ω cos σ sinA tanA
κ sin 2A
[− cos 2A∂¯+c− ∂¯−c− ∂¯+c− cos 2A∂¯−c]
=
(1 + κ)ω cosσ sinA
κ
(∂¯−c+ ∂¯+c).
(2.46)
Part 3. Using (2.36), we have
− c
κ
cosσ sinA
(
∂¯−ω + ∂¯+ω
)
= − 2c
κ
cosσ sinA cosA∂¯0ω
= − 2c
κ
cosσ sinA cosA
[
κ
2c cosA
(∂¯+c+ ∂¯−c)ω − j∂¯+s
c cosA
(∂¯+c+ ∂¯−c)
]
= − cosσ sinA(∂¯+c+ ∂¯−c)ω + 2
κ
cos σ sinA(∂¯+c+ ∂¯−c)j∂¯+s.
(2.47)
By a direct computation, we have
(1 + κ) tanA+
(1 + κ
2
)
Ω sin 2A
=(1 + κ) tanA+
(1 + κ
2
)(κ− 1
κ + 1
− tan2A
)
sin 2A = 2κ sinA cosA
(2.48)
and
(1 + κ) tanA−
(1 + κ
2
)
Ω sin 2A = 2(1 + κ) tanA− 2κ sinA cosA.
Therefore, by (2.16)–(2.19) we have
− cω
κ
[
∂¯−(cosσ sinA) + ∂¯+(cosσ sinA)
]
=
cω sin σ sinA
κ
[
∂¯−σ + ∂¯+σ
]− cω cosσ cosA
κ
[
∂¯−A + ∂¯+A
]
=
cω sin σ sinA
2κ
[
∂¯−(α + β) + ∂¯+(α + β)
]− cω cosσ cosA
2κ
[
∂¯−(α− β) + ∂¯+(α− β)
]
=
ω sin σ sinA
2κ
[
(1 + κ) tanA +
(1 + κ
2
)
Ω sin 2A
]
(∂¯−c− ∂¯+c)
+
ω sin σ sinA(1 + cos 2A) tanA
κ
j∂¯+s
− ω cosσ cosA
2κ
[
(1 + κ) tanA−
(1 + κ
2
)
Ω sin 2A
]
(∂¯−c+ ∂¯+c)
= ω sin σ sin2A cosA(∂¯−c− ∂¯+c) + 2ω sin σ sinA cos
2A tanA
κ
j∂¯+s
+ ω
[
− (1 + κ) cosσ sinA
κ
+ cosσ cos2A sinA
]
(∂¯−c + ∂¯+c)
(2.49)
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Part 4. By (2.29), (2.26), and (2.27) we have
c
κ
[
∂¯−
(
j sin β∂¯+s
)
+ ∂¯+
(
j sinα∂¯−s
)]
=
c
κ
[
sin β∂¯−j∂¯+s+ sinα∂¯+j∂¯−s+ j cos β∂¯−β∂¯+s+ j cosα∂¯+α∂¯−s
+ j sin β∂¯−∂¯+s + j sinα∂¯+∂¯−s+ sinα∂¯−j∂¯+s + sinα∂¯−j∂¯−s
]
= − j
κ
sinα(∂¯+c+ ∂¯−c)∂¯+s+
c
κ
(sinα + sin β)∂¯−j∂¯+s
+
c
κ
[
j cos β∂¯−β∂¯+s+ j cosα∂¯+α∂¯−s
]
+
c
κ
(sinα + sin β)j∂¯−∂¯+s
− cj sinα
κ sin 2A
[
(cos 2A∂¯+β − ∂¯−α)∂¯−s− (∂¯+β − cos 2A∂¯−α)∂¯+s
]
= − j
κ
(sin σ cosA+ cos σ sinA)(∂¯+c+ ∂¯−c)∂¯+s+
c
κ
(sinα + sin β)∂¯−
(
j∂¯+s
)
+
c
κ
[
j cos β∂¯−β∂¯+s + j cosα∂¯+α∂¯−s
]
− cj sinα
κ sin 2A
[
(cos 2A∂¯+β − ∂¯−α)∂¯−s− (∂¯+β − cos 2A∂¯−α)∂¯+s
]
.
(2.50)
Noticing the last parts of (2.39) and (2.50) and using (2.16) and (2.18), we have
cj
κ sin 2A
(∂¯+β − cos 2A∂¯−α)∂¯+s
=
j∂¯+s
κ cos2A
{
− 1 + κ
2
(∂¯+c+ cos 2A∂¯−c) + (1− cos 2A)ω sin
2A
2
+ (1− cos 2A)j∂¯+s
2
}
.
(2.51)
Using (2.17) and (2.19), we have
cj
κ
[
cos β∂¯−β∂¯+s+ j cosα∂¯+α∂¯−s
]
=
cj∂¯+s
κ
[
cos β∂¯−β − cosα∂¯+α
]
=
cj∂¯+s
κ
cosσ cosA
[
∂¯−β − ∂¯+α
]
+
cj∂¯+s
κ
sin σ sinA
[
∂¯−β + ∂¯+α
]
=
j∂¯+s
κ
cosσ cosA
(1 + κ
2
)(κ− 1
κ+ 1
− tan2A
)
sin 2A
[
∂¯−c+ ∂¯+c
]
+
j∂¯+s
κ
sin σ sinA
(1 + κ
2
)(κ− 1
κ+ 1
− tan2A
)
sin 2A
[
∂¯−c− ∂¯+c
]
+
j∂¯+s
κ
sin σ sinA
[
− 2ω sin2A tanA + 2j tanA cos 2A∂¯+s
]
=
[
(κ− 1)j∂¯+s
κ
cosσ sinA cos2A− (κ + 1)j∂¯+s
κ
cos σ sin3A
] (
∂¯−c + ∂¯+c
)
+
j∂¯+s
κ
sin σ sinA
(1 + κ
2
)(κ− 1
κ+ 1
− tan2A
)
sin 2A
[
∂¯−c− ∂¯+c
]
+
j∂¯+s
κ
sin σ sinA
[
− 2ω sin2A tanA + 2j tanA cos 2A∂¯+s
]
.
(2.52)
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Therefore, combining with (2.39)–(2.52) and using sinα + sin β = 2 sin σ cosA, we can get
the first equation of (2.37). (Remark: all the parts that contain cosσ can be eliminated.)
The proof for the other is similar; we omit the details. We then have Proposition 2.4. 
Set
R+ := ∂¯+c− j∂¯+s
κ
and R− := ∂¯−c− j∂¯−s
κ
.
Then by (2.37) we have
c∂¯−R+ =
(γ + 1)R2+
2(γ − 1) cos2A +
(γ + 1)− 2 sin2 2A
2(γ − 1) cos2A R+R−
+(H˜11R− + H˜12R+)ω sin
2A+ (H˜13R− + H˜14R+)j∂¯+s
+H˜15(j∂¯+s)
2 + H˜16ω sin
2Aj∂¯+s,
c∂¯+R− =
(γ + 1)R2−
2(γ − 1) cos2A +
(γ + 1)− 2 sin2 2A
2(γ − 1) cos2A R−R+
+(H˜21R− + H˜22R+)ω sin
2A+ (H˜23R− + H˜24R+)j∂¯+s
+H˜25(j∂¯+s)
2 + H˜26ω sin
2Aj∂¯+s,
(2.53)
where H˜ij =
f˜ij
cos2 A
, and f˜ij are polynomial forms in terms of sinA.
Set
δ1 :=
ω
ρ
and δ2 :=
∂¯+s
c
γ+1
γ−1
. (2.54)
Then we have
ω sin2A =
δ1c
2γ
γ−1
q2(γs)
1
γ−1
and j∂¯+s =
δ2c
2γ
γ−1
γ(γ − 1)s.
Thus, (2.53) can be written as
c∂¯−R+ =
(γ + 1)R2+
2(γ − 1) cos2A +
(γ + 1)− 2 sin2 2A
2(γ − 1) cos2A R+R−
+(H˜11R− + H˜12R+)
δ1c
2γ
γ−1
q2(γs)
1
γ−1
+ (H˜13R− + H˜14R+)
δ2c
2γ
γ−1
γ(γ − 1)s
+H˜15
δ22c
4γ
γ−1
γ2(γ − 1)2s2 + H˜16
δ1δ2c
4γ
γ−1
γ(γ − 1)sq2(γs) 1γ−1
,
c∂¯+R− =
(γ + 1)R2−
2(γ − 1) cos2A +
(γ + 1)− 2 sin2 2A
2(γ − 1) cos2A R−R+
+(H˜21R− + H˜22R+)
δ1c
2γ
γ−1
q2(γs)
1
γ−1
+ (H˜23R− + H˜24R+)
δ2c
2γ
γ−1
γ(γ − 1)s
+H˜25
δ22c
4γ
γ−1
γ2(γ − 1)2s2 + H˜26
δ1δ2c
4γ
γ−1
γ(γ − 1)sq2(γs) 1γ−1
.
(2.55)
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Proposition 2.5. For any constant ν > 0, we have the decompositions:
c∂¯−
(R+
cν
)
=
1
cν
{
(γ + 1)R2+
2(γ − 1) cos2A +
(γ + 1)− 2 sin2 2A
2(γ − 1) cos2A R+R− − νR+R−
+(Ĥ11R− + Ĥ12R+)
δ1c
2γ
γ−1
q2(γs)
1
γ−1
+ (Ĥ13R− + Ĥ14R+)
δ2c
2γ
γ−1
γ(γ − 1)s
+Ĥ15
δ22c
4γ
γ−1
γ2(γ − 1)2s2 + Ĥ16
δ1δ2c
4γ
γ−1
γ(γ − 1)sq2(γs) 1γ−1
}
,
c∂¯+
(R−
cν
)
=
1
cν
{
(γ + 1)R2−
2(γ − 1) cos2A +
(γ + 1)− 2 sin2 2A
2(γ − 1) cos2A R−R+ − νR+R−
+(Ĥ21R− + Ĥ22R+)
δ1c
2γ
γ−1
q2(γs)
1
γ−1
+ (Ĥ23R− + Ĥ24R+)
δ2c
2γ
γ−1
γ(γ − 1)s
+Ĥ25
δ22c
4γ
γ−1
γ2(γ − 1)2s2 + Ĥ26
δ1δ2c
4γ
γ−1
γ(γ − 1)sq2(γs) 1γ−1
}
,
(2.56)
where Ĥij =
f̂ij
cos2A
, and f̂ij are polynomial forms in terms of sinA and have the coefficients that
depend on ν.
Proof. The characteristic decompositions (2.53) can be obtained directly by (2.55). We omit
the details. 
3. Global supersonic flow in the semi-infinite divergent duct
3.1. Goursat problem. We now consider system (1.1) with the boundary data (1.10). From
(2.20)–(2.23), we have
v∂¯+u− u∂¯+v − κq cosA∂¯+c+ jq cosA∂¯+s = 0
and
v∂¯−u− u∂¯−v + κq cosA∂¯−c− jq cosA∂¯−s = 0.
So, by (A1)–(A2) we know that problem (1.1), (1.10) is a Goursat-type boundary value problem.
Moreover, by (A3) and the symmetry we know that compatibility conditions
∂¯0Ê |P= 0 and ∂¯0s |P= 0
are satisfied. So, existence of a local C1 solution is known by the method of characteristics, see
for example [13]. In order to extend the local solution to global solution we need to establish
the a priori C1 norm estimate of the solution.
Lemma 3.1. There exists a 0 < c0 ≤ min
P˜D∪P˜B
c, such that if c < c0 then
γ + 1
(γ − 1) cos2A −
2γ
γ − 1 < −
1
2
. (3.1)
18
Proof. By computation, we have sin2A = c
2
2(Ê− c2
γ−1
)
. Thus, by ∂¯0Ê = 0 we have
sin2A <
c2
2(Ê0 − c2γ−1)
, (3.2)
where Ê0 := min
P˜D∪P˜B
Ê. Hence, using (3.2) we can get the lemma. 
We define the following constants:
AM := max
P˜D∪P˜B
A, sm := min
P˜D∪P˜B
s, sM := max
P˜D∪P˜B
s, cM := max
P˜D∪P˜B
c, qm := min
P˜D∪P˜B
q,
ν1 :=
γ + 1
(γ − 1) cos2AM + 1, m2 := − supP˜D
∂¯+c
cν1
, m :=
1
2
m2c
ν1− 2γγ−1
0 ,
B := 1+max
{
γ
1
γ−1 s
2−γ
γ−1
m c2M
γ(γ − 1) ,
γ
1
γ−1 s
2−γ
γ−1
M c
2
M
γ(γ − 1)
}
, Ĥ := max
A∈[0,AM ]
{
|Ĥij|
}
, H˜ := max
A∈[0,AM ]
{
|H˜ij|
}
,
N := max
{
1
q2m(γsm)
1
γ−1
,
1
γ(γ − 1)sm ,
1
γ2(γ − 1)2s2m
,
1
γ(γ − 1)smq2m(γsm)
1
γ−1
}
,
M̂ := 4BN (Ĥ+ 1), M˜ := 4BN (H˜ + 1),
ε0 := min
{
mγsm,
m
2(M̂+ 1)
,
(κ− 1)m
2M̂
,
m
3(M˜+ 1)
}
.
By assumption we have m2 > 0.
In the following discussions, we first assume that the Goursat problem (1.1), (1.10) admits
a classical solution in some region Σ1,loc by the method of characteristics, and then establish
C1 norm estimate of the solution on Σ1,loc. Since the solution is assumed to be constructed
by the method of characteristics, through any point F ∈ Σ1,loc we can draw a backward C−
(C+, resp.) characteristic curve up to some point F− (F+, resp.) on P˜D (P˜B, resp.), and the
domain Λ1,F bounded by characteristic curves F˜−F , F˜+F , P˜F+, and P˜F− belongs to Σ1,loc; see
Figure 4 (left).
αΛ
−
+
0
Σ 1, loc
1, F
D
P
B
F
F
F
F
C +
−
C
F
C +
C
−
β
Figure 4. Left: domains Σ1,loc and Λ1,F ; right: convexity of the wave characteristics.
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Lemma 3.2. If ε < ε0 then the solution of the Goursat problem (1.1), (1.10) satisfies
c > 0,
R+
c
2γ
γ−1
< −m, and R−
c
2γ
γ−1
< −m. (3.3)
Proof. When ε < ε0 we have
R+
cν1
=
∂¯+c
cν1
−
δ2
c
2γ
γ−1
γ(γ−1)s
κcν1
< −m2 + εc
2γ
γ−1
−ν1
2γs
< −m2 + εc
2γ
γ−1
−ν1
0
2γsm
< −m2
2
on P˜D, (3.4)
since 2γ
γ−1 < ν1. By symmetry, we also have
R−
cν1
< −m2
2
on P˜B.
Suppose there is a “first” point on P˜D such that R−
cν1
= −m2
2
, then by the second equation of
(2.56) and (3.4), we have
c∂¯+
(R−
cν1
)
=
1
cν1
{
(γ + 1)R2−
2(γ − 1) cos2A +
(γ + 1)− 2 sin2 2A
2(γ − 1) cos2A R+R− − ν1R+R−
+ (Ĥ21R− + Ĥ22R+)
δ1c
2γ
γ−1
q2(γs)
1
γ−1
+ (Ĥ23R− + Ĥ24R+)
δ2c
2γ
γ−1
γ(γ − 1)s
+ Ĥ25
δ22c
4γ
γ−1
γ2(γ − 1)2s2 + Ĥ26
δ1δ2c
4γ
γ−1
γ(γ − 1)sq2(γs) 1γ−1
}
<
1
cν1
{
(γ + 1)R+R−
2(γ − 1) cos2A +
(γ + 1)R+R−
2(γ − 1) cos2A − ν1R+R−
+ (Ĥ21R− + Ĥ22R+)
δ1c
2γ
γ−1
q2(γs)
1
γ−1
+ (Ĥ23R− + Ĥ24R+)
δ2c
2γ
γ−1
γ(γ − 1)s
+ Ĥ25
δ22c
4γ
γ−1
γ2(γ − 1)2s2 + Ĥ26
δ1δ2c
4γ
γ−1
γ(γ − 1)sq2(γs) 1γ−1
}
<
1
cν1
{
− R+R− + (Ĥ21R− + Ĥ22R+) δ1c
2γ
γ−1
q2(γs)
1
γ−1
+ (Ĥ23R− + Ĥ24R+)
δ2c
2γ
γ−1
γ(γ − 1)s
+ Ĥ25
δ22c
4γ
γ−1
γ2(γ − 1)2s2 + Ĥ26
δ1δ2c
4γ
γ−1
γ(γ − 1)sq2(γs) 1γ−1
}
< cν1
{
−R+R−
c2ν1
− M̂εc 2γγ−1−ν1R+
cν1
+ M̂ε2c2( 2γγ−1−ν1)
}
< cν1
{
R+
cν1
(m2
4
− M̂εc
2γ
γ−1
−ν1
0
)
+ M̂ε2c2(
2γ
γ−1
−ν1)
0 −
m22
8
}
< 0
at this point, which leads to a contradiction. Thus, by an argument of continuity we have
R−
cν1
< −m2
2
on P˜D,
since R−
cν1
(P ) < −m2
2
. Similarly, we have R+
cν1
< −m2
2
on P˜B.
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By a direct computation, we also have that if c ≥ c0 and R±cν1 < −m22 then
R±
c
2γ
γ−1
= cν1−
2γ
γ−1
R±
cν1
< c
ν1− 2γγ−1
0
R±
cν1
< −m.
Thus, (3.3) is satisfied along P˜B ∪ P˜B. In what follows, we are going to use the method of
continuity to prove this lemma. The rest of the proof proceeds in three steps.
Step1. We first prove that for any F ∈ Σ1,loc, if R±cν1 < −m22 and c ≥ c0 in Λ1,F \ {F}, then
R±
cν1
(F ) < −m2
2
.
If R±
cν1
< −m2
2
and c ≥ c0 in Λ1,F \ {F}, then by (2.31) we have
|δ2| ≤ ε in Λ1,F (3.5)
and
∂¯±c
cν1
=
R±
cν1
+
j∂¯±s
κcν1
< −m2
2
+
εc
2γ
γ−1
−ν1
2γs
< −m2
2
+
εc
2γ
γ−1
−ν1
0
2γsm
< −m2
4
in Λ1,F \ {F}. (3.6)
Hence, by (2.25) and (2.2) we have
∂¯0c < 0 and ∂¯0A =
sin3A
c2 cosA
( c∂¯0c
sin2A
+ κc∂¯0c
)
< 0 in Λ1,F \ {F}. (3.7)
Consequently, we have
q ≥ qm and A ≤ AM in Λ1,F . (3.8)
Using (1.13) and (1.14), we have∣∣∣ω
ρ
∣∣∣ ≤ ε on P˜D ∪ P˜B. (3.9)
Through F draw a backward C0 characteristic curve, and this curve intersects with P˜D∪ P˜B
at some point F0. Integrating (2.32) along this C0 characteristic curve from F0 to F and using
(3.5), (3.7), and (3.9), we get
∣∣∣ω
ρ
(F )− ω
ρ
(F0)
∣∣∣ < εmax{γ 1γ−1 s 2−γγ−1m c2M
γ(γ − 1) ,
γ
1
γ−1 s
2−γ
γ−1
M c
2
M
γ(γ − 1)
}
.
Thus, we have ∣∣δ1(F )∣∣ < Bε. (3.10)
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If R+
cν1
(F ) = −m2
2
and R−
cν1
(F ) ≤ −m2
2
, then by the first equation of (2.56), (3.5), (3.8), and
(3.10) we have
c∂¯−
(R+
cν1
)
=
1
cν1
{
(γ + 1)R2+
2(γ − 1) cos2A +
(γ + 1)− 2 sin2 2A
2(γ − 1) cos2A R+R− − ν1R+R−
+ (Ĥ11R− + Ĥ12R+)
δ1c
2γ
γ−1
q2(γs)
1
γ−1
+ (Ĥ13R− + Ĥ14R+)
δ2c
2γ
γ−1
γ(γ − 1)s
+ Ĥ15
δ22c
4γ
γ−1
γ2(γ − 1)2s2 + Ĥ16
δ1δ2c
4γ
γ−1
γ(γ − 1)sq2(γs) 1γ−1
}
<
1
cν1
{
(γ + 1)R+R−
2(γ − 1) cos2A +
(γ + 1)R+R−
2(γ − 1) cos2A − ν1R+R−
+ (Ĥ21R− + Ĥ22R+)
δ1c
2γ
γ−1
q2(γs)
1
γ−1
+ (Ĥ23R− + Ĥ24R+)
δ2c
2γ
γ−1
γ(γ − 1)s
+ Ĥ25
δ22c
4γ
γ−1
γ2(γ − 1)2s2 + Ĥ26
δ1δ2c
4γ
γ−1
γ(γ − 1)sq2(γs) 1γ−1
}
<
1
cν1
{
− R+R− + (Ĥ21R− + Ĥ22R+) δ1c
2γ
γ−1
q2(γs)
1
γ−1
+ (Ĥ23R− + Ĥ24R+)
δ2c
2γ
γ−1
γ(γ − 1)s
+ Ĥ25
δ22c
4γ
γ−1
γ2(γ − 1)2s2 + Ĥ26
δ1δ2c
4γ
γ−1
γ(γ − 1)sq2(γs) 1γ−1
}
<cν1
{
−R+R−
c2ν1
− M̂εc 2γγ−1−ν1R−
cν1
+ M̂ε2c2( 2γγ−1−ν1)
}
<cν1
{
R−
cν1
(m2
4
− M̂εc
2γ
γ−1
−ν1
0
)
+ M̂ε2c2(
2γ
γ−1
−ν1)
0 −
m22
8
}
< 0 at F.
(3.11)
This leads to a contradiction, since R+
cν1
< −m2
2
along F˜−F .
Similarly, if R−
cν1
(F ) = −m2
2
and R+
cν1
(F ) ≤ −m2
2
, then by the second equation of (2.56),
(3.8), and (3.10) we have ∂¯+
(
R−
cν1
)
< 0 at F , which leads to a contradiction. Thus, we have
R±
cν1
(F ) < −m2
2
.
Step 2. We next prove that for any F ∈ Σ1,loc, if R±
c
2γ
γ−1
< −m and c > 0 in Λ1,F \ {F} and
0 < c(F ) < c0, then
R±
c
2γ
γ−1
< −m at F .
If R±
c
2γ
γ−1
< −m and c > 0 in Λ1,F \ {F}, then
∂¯±c
c
2γ
γ−1
=
R+
c
2γ
γ−1
+
j∂¯±s
κc
2γ
γ−1
< −m+ ε
2γsm
< −m
2
on Λ1,F \ {F}.
Using this we can get q(F ) ≥ qm, A(F ) ≤ Am,
∣∣δ2(F )∣∣ ≤ ε, and ∣∣δ1(F )∣∣ < Bε, as shown in the
previous step.
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If and 0 < c(F ) < c0,
R+
c
2γ
γ−1
(F ) = −m, and R−
c
2γ
γ−1
(F ) ≤ −m, then by Lemma 3.1 and the
first equation of (2.53) we have
c∂¯−
( R+
c
2γ
γ−1
)
=
1
c
2γ
γ−1
{
(γ + 1)R2+
2(γ − 1) cos2A +
(γ + 1)− 2 sin2 2A
2(γ − 1) cos2A R+R− −
2γ
γ − 1R+R−
+ (Ĥ11R− + Ĥ12R+)
δ1c
2γ
γ−1
q2(γs)
1
γ−1
+ (Ĥ13R− + Ĥ14R+)
δ2c
2γ
γ−1
γ(γ − 1)s
+ Ĥ15
δ22c
4γ
γ−1
γ2(γ − 1)2s2 + Ĥ16
δ1δ2c
2γ
γ−1
q2γ(γ − 1)s(γs) 1γ−1
}
<
1
c
2γ
γ−1
{
− R+R−
2
+ (Ĥ11R− + Ĥ12R+)
δ1c
2γ
γ−1
q2(γs)
1
γ−1
+ (Ĥ13R− + Ĥ14R+)
δ2c
2γ
γ−1
γ(γ − 1)s
+ Ĥ15
δ22c
4γ
γ−1
γ2(γ − 1)2s2 + Ĥ16
δ1δ2c
2γ
γ−1
q2γ(γ − 1)s(γs) 1γ−1
}
<c
2γ
γ−1
{
−R+R−
2c
4γ
γ−1
− M̂ε R−
c
2γ
γ−1
+ M̂ε2
}
<c
2γ
γ−1
{
R−
c
2γ
γ−1
(m
2
− M̂ε
)
+ M̂ε2 − m
2
4
}
< 0 at F.
(3.12)
This leads to a contradiction, since R+
c
2γ
γ−1
< −m along F˜−F .
Similarly, If R−
c
2γ
γ−1
(F ) = −m and and R+
c
2γ
γ−1
(F ) ≤ −m, then by Lemma 3.1 the second
equation of (2.53) we have ∂¯−
(
R−
c
2γ
γ−1
)
< 0 at F , which leads to a contradiction. Thus we have
R±
c
2γ
γ−1
(F ) < −m.
Step 3. We shall prove that for any F ∈ Σ1,loc, if c > 0 in Λ1,F \ {F}, then c(F ) > 0.
By the results of of the previous steps and an argument of continuity, we can get that if c > 0
in Λ1,F \ {F}, then
R±
c
2γ
γ−1
< −m and ∂¯±c
c
2γ
γ−1
< −m
2
in Λ1,F \ {F}.
Assume c(F ) = 0. Then by (2.17) we have
c∂¯+α =c
2γ
γ−1 tanA
{
−(1 + κ)
(κ− 1
κ + 1
cos2A− sin2A
) ∂¯+c
c
2γ
γ−1
− δ1
q2(γs)
1
γ−1
+
δ2 cos 2A
γ(γ − 1)s
}
>c
2γ
γ−1 tanA
{
(1 + κ)
(κ− 1
κ+ 1
cos2A− sin2A
)m
2
− Bε
q2m(γsm)
1
γ−1
− ε
γ(γ − 1)sm
}
>c
2γ
γ−1 tanA
{
(1 + κ)
(κ− 1
κ+ 1
cos2A− sin2A
)m
2
− M̂ε
2
}
> 0
(3.13)
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for points that are sufficiently close to F and lie on the characteristic curve F˜+F , since ε0 ≤
(κ−1)m
2M̂ . Similarly, by (2.19) we have c∂¯−β < 0 for points are sufficiently close to F and lie on
the characteristic curve F˜−F . Meanwhile, since the backward C+ characteristic curve passing
through F intersects with P˜B and the backward C− characteristic curve passing through F
intersects with P˜D, we have α(F )−β(F ) > 0; see Figure 4 (right). This leads to a contradiction,
since A = 0 as c = 0.
Therefore, by an argument of continuity we can get this lemma. 
Remark 3.1. From the proof of Lemma 3.2, we can see that the solution of the Goursat problem
(1.1) and (1.10) satisfies
q ≤ qm, A ≤ AM , ∂¯±c
c
2γ
γ−1
< −m
2
,
R±
c
2γ
γ−1
< −m, ∣∣δ1∣∣ ≤ Bε, and ∣∣δ2∣∣ ≤ ε. (3.14)
Lemma 3.3. If ε < ε0 then the solution of the Goursat problem (1.1), (1.10) satisfies
R± > −M1 − εc
2γ
γ−1
M
2γsm
. (3.15)
Proof. It is easy to check that
R+ |P˜D > −M1 −
εc
2γ
γ−1
M
2γsm
and R− |P˜B > −M1 −
εc
2γ
γ−1
M
2γsm
. (3.16)
From the first equation of (2.55), we have
c∂¯−R+ =
(γ + 1)R2+
2(γ − 1) cos2A +
(γ + 1)− 2 sin2 2A
2(γ − 1) cos2A R+R−
+ (H˜11R− + H˜12R+)
δ1c
2γ
γ−1
q2(γs)
1
γ−1
+ (H˜13R− + H˜14R+)
δ2c
2γ
γ−1
γ(γ − 1)s
+ H˜15
δ22c
4γ
γ−1
γ2(γ − 1)2s2 + H˜16
δ1δ2c
4γ
γ−1
γ(γ − 1)sq2(γs) 1γ−1
>
1
2 cos2A
R+R− + (H˜11R− + H˜12R+)
δ1c
2γ
γ−1
q2(γs)
1
γ−1
+ (H˜13R− + H˜14R+)
δ2c
2γ
γ−1
γ(γ − 1)s
+ H˜15
δ22c
4γ
γ−1
γ2(γ − 1)2s2 + H˜16
δ1δ2c
4γ
γ−1
γ(γ − 1)sq2(γs) 1γ−1
>
c
4γ
γ−1
2 cos2A
{
R+R−
c
4γ
γ−1
+ M˜ε R−
c
2γ
γ−1
+ M˜ε R+
c
2γ
γ−1
− M˜ε2
}
>
c
4γ
γ−1
2 cos2A
{( R+
c
2γ
γ−1
+
R−
c
2γ
γ−1
)(
− m
3
+ M˜ε
)
+
m2
3
− M˜ε2
}
> 0.
Combining with this and (3.16), we have R+ > −M1 − εc
2γ
γ−1
M
2γsm
.
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Similarly, by the second equation of (2.55) we have c∂¯+R− > 0. Combining this with (3.16)
we get R− > −M1 − εc
2γ
γ−1
M
2γsm
.
We then complete the proof of this lemma. 
Using (2.2), (2.20)–(2.23), and Lemmas 3.2 and 3.3, we can establish uniform a priori C1 norm
estimate of the solution. Therefore, by the local existence result and the standard continuity
extension method (cf. [12]), we can extend the local solution to a whole determinate region of
the Goursat problem. We have the following lemma.
Lemma 3.4. The Goursat problem (1.1), (1.10) admits a global classical solution in a region
Σ1 bounded by P˜D, P˜B, a forward C− characteristic curve passing through D, and a forward
C+ characteristic curve passing through B. Moreover, the solution satisfies (3.14).
3.2. Slip boundary problem. Next, we consider system (1.1) with the boundary conditions:
(u, v, ρ, s) = (u1, v1, ρ1, s1) on C
B
+ , (3.17)
(u, v) · n
w
= 0 on W−, (3.18)
where (u1, v1, ρ1, s1) is the solution of the Goursat problem (1.1), (1.10) on C
B
+ . From Lemmas
3.2 and 3.3, we have
−M1 − εc
2γ
γ−1
M
2γsm
< R+ < −mc
2γ
γ−1 along CB+ . (3.19)
Existence of a local C1 solution is known, see [2, 13]. In the following discussions, we first
assume that the boundary value problem (1.1), (3.17), and (3.18) has a classical solution in
some region Σ−1,loc by the method of characteristics, and then establish the C
1 norm estimate
of the solution on Σ−1,loc. Since the solution is assumed to be constructed by the method of
characteristics, through any point F ∈ Σ−1,loc (F can be also on W−) we can draw a backward
C− (C+, resp.) characteristic curve up to some point F− (F+, resp.) on CB+ (W−, resp.), and
the domain Λ−1,F bounded by F˜−F , F˜+F , B˜F−, and B˜F+ belongs to Σ
−
1,loc;
F
−
+
−
0
Σ
+
B
−
B
W
F
C
C
C
F
−
1, loc1, F
−
+
F
Λ
Figure 5. Domains Σ−
1,loc
and Λ−
1,F .
Lemma 3.5. If ε < ε0 then the solution of the boundary value problem (1.1), (3.17), and (3.18)
satisfies R±
c
2γ
γ−1
< −m in Σ−1,loc and c > 0 in Σ−1,loc \W−.
25
Proof. As in the proof of Lemma 3.2, we can get
R−
c
2γ
γ−1
< −m on CB+ .
In what follows, we are going to use the method of continuity to prove this lemma. The rest of
the proof proceeds in three steps.
Step 1. We first prove that for any F ∈ Σ−1,loc, if R±cν1 < −m22 and c ≥ c0 in Λ−1,F \ {F}, then
R±
cν1
< −m2
2
at F .
If R+
cν1
(F ) = −m2
2
and R−
cν1
(F ) ≤ −m2
2
, then we get c∂¯−
(
R+
cν1
)
< 0 at F , as shown in (3.11).
This leads to a contradiction, since R+
cν1
< −m2
2
along F˜−F .
From (2.16)–(2.19) and (2.48), we have
∂¯0σ =
( ∂¯+ + ∂¯−
2 cosA
)(α + β
2
)
=
1
4c cosA
(c∂¯+ + c∂¯−)(α+ β)
=
∂¯−c− ∂¯+c
(γ − 1)q +
j
q
∂¯+s
=
R− − R+
(γ − 1)q along W−.
(3.20)
Since σ = − arctan f ′(x) along W−, we have
R− − R+ = (γ − 1)q∂¯0σ = − (γ − 1)qf
′′(x)(
1 + [f ′(x)]2
) 3
2
≤ 0 along W−. (3.21)
If R−
cν1
(F ) = −m2
2
and R+
cν1
(F ) < −m2
2
, then by (3.21) we know that F does not lie on W−,
and hence F˜+F exists. Thus, by the second equation of (2.53) we have ∂¯+
(
R−
cν1
)
< 0 at F . This
leads to a contradiction, since R+
cν1
< −m2
2
along F˜+F . Thus, we have
R±
cν1
(F ) < −m2
2
.
Step 2. Similarly, we can get that if R±
c
2γ
γ−1
< −m and c > 0 in Λ−1,F \{F} and 0 < c(F ) < c0,
then R±
c
2γ
γ−1
(F ) < −m.
Step 3. As shown in the third step of the proof of Lemma 3.2, we can prove that for any
point F ∈ Σ−1,loc \W−, if c > 0 in Λ−1,F \ {F} then c(F ) > 0.
Therefore, by an argument of continuity we can get this lemma. 
Remark 3.2. Actually, we also have that the solution of the boundary value problem (1.1),
(3.17), and (3.18) satisfies (3.14).
Lemma 3.6. Let
M2 = max
x∈[0,+∞)
f ′′(x)
(1 + [f ′(x)]2)
3
2
and q
M
=
(
q¯2(0) +
2c¯2(0)
γ − 1
) 1
2
.
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Then when ε < ε0 the classical solution of the boundary value problem (1.1), (3.17), and (3.18)
satisfies
R± > −M1 − (γ − 1)qMM2 −
εc
2γ
γ−1
M
2γsm
.
Proof. As shown in the proof of Lemma 3.3, from (3.14) we can get
∂¯−R+ > 0 and ∂¯+R− > 0. (3.22)
Thus, by (3.19) we have
R+ > −M1 − εc
2γ
γ−1
M
2γsm
. (3.23)
From (3.21) and (3.23), we have
R− = R+ − (γ − 1)qf
′′(x)(
1 + [f ′(x)]2
) 3
2
> −M1 − (γ − 1)qMM2 −
εc
2γ
γ−1
M
2γsm
along W−,
since q ≤ q
M
along W− by (2.2) and (3.14). Thus, by (3.22) we have
R− > −M1 − (γ − 1)qMM2 −
εc
2γ
γ−1
M
2γsm
.
We then complete the proof of this lemma. 
Using (2.2), (2.20)–(2.23), and Lemmas 3.5 and 3.6, we can establish uniform a priori C1 norm
estimate of the solution. Therefore, by the local existence result and the standard continuity
extension method, we can extend the local solution to a whole determinate region of the slip
boundary problem; cf. [2, 12]. We then have the following lemma.
Lemma 3.7. The boundary value problem (1.1), (3.17), and (3.18) admits a global classical
solution in Σ−2 . Moreover, the solution satisfies (3.14).
3.3. Global solution of the boundary value problem (1.1), (1.10), and (1.11). By
repeatedly solving Goursat problems and slip boundary problems, one can get the solution in
regions Σ1, Σ
+
1 , Σ
−
1 , Σ2, Σ
+
2 , Σ
−
2 , · · ·, as illustrated in Figure 2. Moreover, the solution satisfies
(3.14). We are going to show that the flow in Σ can be obtained after solving a finite number
of Gourst problems and slip boundary problems.
By (3.2) we know that there exists a
0 < c0 <
qm arctan f
′(0)
9(κ− 1) ,
such that if c < c0 then
(1 + κ)
(κ− 1
κ+ 1
cos2A− sin2A
)m
2
− M̂ε
2
> 0 and A < min
{arctan f ′(0)
3
,
pi
3
}
. (3.24)
Suppose there are infinity many Goursat regions Σi (i = 1, 2, 3, · · ·). Then, for each i, Σi
is bounded by characteristic curves ˜Pi−1Bi−1, ˜Pi−1Di−1, B˜i−1Pi, and D˜i−1Pi, where P0 = P ,
B0 = B, and D0 = D. Meanwhile, for any point I ∈ Σi+1, there is a I0 ∈ P˜D ∪ P˜B such that
the forward C+ or C− characteristic curve passing through I0 can reach I after i reflections on
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D
1
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D
2
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1
2
3 i−1
i−1 C
P
B
i
i
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W
W
+
−
Σ i+1
Σ i+1
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+
−
+C
−
−
W+
W B i
D i
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−
Σ i+1
Σ
Σ i+2
Σ
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i+1
+
Figure 6. C± characteristic curves in the duct.
the walls; see Figure 6 (left). Thus, by ∂¯±c
c
2γ
γ−1
< −m
2
we know that there exists a sufficiently
large i ≥ 0, such that c < c0 in Σi+1. Consequently, we have
∂¯+α > 0 in Σi+1, (3.25)
as shown in (3.13). Meanwhile, from (2.17) and (3.24) we also have
∂¯+α < c
2γ
γ−1
−1 tanA
{
−(κ− 1) cos2A ∂¯+c
c
2γ
γ−1
− δ1
q2(γs)
1
γ−1
+
δ2 cos 2A
γ(γ − 1)s
}
<
c
2γ
γ−1
q cosA
{
−(κ− 1) cos2A ∂¯+c
c
2γ
γ−1
+
M̂ε
2
}
<
c
2γ
γ−1
q cosA
{
−(κ− 1) cos2A ∂¯+c
c
2γ
γ−1
+
(κ− 1)m
4
}
< −3(κ− 1)
2q cosA
∂¯+c < −3(κ− 1)
qm
∂¯+c in Σi.
(3.26)
Hence, along the forward C+ characteristic curve passing through Bi we have
α < α(Bi) +
3(κ− 1)
qm
(
c(Bi)− c
)
< α(Bi) +
arctan f ′(0)
3
< − arctan f ′(x
Bi
) + A(Bi) +
arctan f ′(0)
3
< −arctan f
′(0)
3
< 0.
Therefore, by symmetry we know that the forward C+ characteristic curve passing through Bi
and the forward C− characteristic curve passing through Di do not intersect with each other;
see Figure 6(mid). This implies that Σi+2 does not exist.
Therefore, there are only the following two cases:
Case 1. There exists an i ≥ 0, such that the following things will happen. The forward C+
characteristic curve passing through Pi intersects with W− at some point Bi; the forward C−
characteristic curve passing through Pi intersects with W+ at some point Di. We then have a
Goursat problem for (1.1) with P˜iDi and P˜iBi as the characteristic boundaries. The existence
of global solution to this Goursat problem is known. The forward C+ characteristic curve C
Bi
+
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which passes through Bi does not intersect with the forward C− characteristic curve C
Di
− which
passes through Di. By solving a slip boundary problem for (1.1) with W− and C
Bi
+ as the
boundaries, we can get the solution in a region Σ−i+1 bounded by W− and C
Bi
+ . By symmetry,
we can get the solution in a region Σ+i+1 bounded by W+ and C
Di
− . In this case, we have
Σ =
( i+1⋃
j=1
Σj
)
∪
( i+1⋃
j=1
Σ+j
)
∪
( i+1⋃
j=1
Σ−j
)
;
see Figure 6(mid).
Case 2. There exists an i ≥ 0, such that the following things will happen. The forward
C+ characteristic curve passing through Bi and the forward C− characteristic curve passing
through Di intersect at some point Pi+1. By solving a slip boundary value problem for (1.1)
with W− and B˜iPi+1 as the boundaries, we can get the solution in a region Σ
−
i+1. By solving
a slip boundary value problem for (1.1) with W+ and D˜iPi+1 as the boundaries, we can get
the solution in a region Σ+i+1. The forward C+ characteristic curve C
Pi+1
+ which passes through
Pi+1 does not intersect with W+, and the forward C− characteristic curve C
Pi+1
− which passes
through Pi+1 does not intersect with W−. In the end, by solving a Goursat problem for (1.1)
with C
Pi+1
+ and C
Pi+1
− as the characteristic boundaries, we can get the solution in a region Σi+2
bounded by C
Pi+1
+ and C
Pi+1
− . In this case, we have
Σ =
( i+2⋃
j=1
Σj
)
∪
( i+1⋃
j=1
Σ+j
)
∪
( i+1⋃
j=1
Σ−j
)
;
see Figure 6(right).
Therefore, we obtain a global solution in the duct after solving a finite number of Gourst
problems and slip boundary problems.
3.4. Vacuum regions adjacent to the walls. In this part, we will discuss the appearance
of vacuum.
From (3.20), we have
∂¯0c =
1
2 cosA
(
∂¯−c+ ∂¯+c
)
=
1
2 cosA
(
∂¯−c− ∂¯+c+ 2∂¯+c
)
=
1
2 cosA
(2q∂¯0σ
κ
− 2j∂¯+s
κ
+ 2∂¯+c
)
=
1
2 cosA
(2q∂¯0σ
κ
+ 2R+
)
<
q
κ cosA
∂¯0σ along W−.
(3.27)
Since ∂¯0Ê = 0 and ∂¯0σ ≤ 0 along W−, we have
∂¯0c <
q¯(0)
κ
∂¯0σ along W−. (3.28)
So, by integration we know that if
arctan f ′∞ − arctan f ′(0) >
κc¯(0)
q¯(0)
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then vacuum will appear on the wallW−. That is, there is a xV > 0 such that c(xV ,−f(xV )) = 0.
Interface
−
W
C +
C
−
C +
C +
C +
+
−
−
C
−
C
C
C
−
C
+C
C
−
+W
Vacuum
Vacuum Interface
Figure 7. Vacuum regions adjacent to the walls.
In what follows, we are going to show there are two vacuum regions adjacent to the walls.
For x˜ < x
V
, we denote by y = y(x; x˜), x > x˜ the C+ characteristic curve passing through the
point (x˜,−f(x˜)). As shown in (3.25) and (3.26), we can prove that when x˜ is sufficiently close
x
V
,
c < c0 and 0 < ∂¯+α < −3(κ− 1)
qm
∂¯+c along y = y(x; x˜), x > x˜.
Thus, we have
arctan y′(x; x˜)− arctan y′(x˜; x˜) < 3(κ− 1)
qm
c(x˜,−f(x˜)) as x > x˜.
And since c(x˜,−f(x˜))→ 0 and arctan y′(x˜; x˜) = − arctan f ′(x˜)+A(x˜,−f(x˜))→ − arctan f ′(x
V
)
as x˜→ x
V
, we have that for any X > x
V
,
lim
x˜→x
V
∥∥∥y(x; x˜) + f(xV ) + f ′(xV )(x− xV )∥∥∥
C0[x
V
,X]
= 0.
Therefore, there are no gas flow into the region
{
(x, y) | −f(x) < y < −f(x
V
) − f ′(x
V
)(x −
x
V
), x > x
V
}
. By symmetry we also have that there are also no gas flow into the region{
(x, y) | f(x
V
) + f ′(x
V
)(x− x
V
) < y < f(x), x > x
V
}
. See Figure 7.
From Lemmas 3.2 and 3.5 we can see that c > 0 in
{
(x, y) | −g(x) < y < g(x), x > 0}},
where
g(x) =
{
f(x), 0 < x < x
V
;
f(x
V
) + f ′(x
V
)(x− x
V
), x ≥ x
V
.
At this point, we have completed the proof of Theorem 1.
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