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Resumo
O sistema de Reconhecimento de Fala de Palavras Isoladas (RFPI) pode ser utilizado em
diferentes aplicações baseadas em comandos, tais como: casas inteligentes, dispositivos
de controle automotivos e controles de dispositivos eletrônicos em geral. Essas aplicações
geralmente são utilizadas em ambientes reverberantes. A reverberação causa distorção
espectral, prejudicando o desempenho do sistema RFPI. Nós sugerimos um método de
treinamento multi-condição que usa tanto áudio reverberante quanto não reverberante
para melhorar sua capacidade de generalização. O áudio reverberante é obtido pela apli-
cação de efeitos ao som digital. Os resultados mostraram maior robustez à reverberação
em diversas condições. Portanto, o método proposto apresentou uma importante contri-
buição para aplicações com controles de voz em ambientes reverberantes.
Palavras-chaves: Sistema de reconhecimento de fala de palavras isoladas; Reverberação;
Treinamento de multi-condição.
Abstract
Isolated Word Recognition (IWR) can be used in different applications based in control,
such as smart home, automotive device control and electronic device controls in general.
These applications often are used in reverberant environments. Reverberation causes spec-
tral distortion, harming IWR performance. We propose a multi-condition training method
that uses both reverberant and non-reverberant audio to improve its generalization ca-
pabilities. Reverberant audio is obtained by applying digital sound effects. Results show
increased reverberation robustness in various conditions. Therefore, the proposed method
posed an important contribution to voice control applications in reverberant environ-
ments.
Keywords: Isolated word recognition; Reverberation; Multi-condition training.
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1 Introdução
O uso de sistemas de reconhecimento de fala (ASR - Automatic Speech Recogni-
tion) tem aumentado bastante durante os últimos anos (ENGE, 2018). Isso tem acontecido
devido à crescente demanda pela utilização desse sistema em dispositivos móveis, casas
inteligentes, dispositivos de controle em automóveis, datacenters, etc, proporcionando
conforto, segurança e acessibilidade para os usuários.
Os ASRs podem ser de fala contínua (CWR - Continuous Word Recognition) ou
de palavras isoladas (IWR - Isolated Word Recognition). Geralmente, CWRs são utilizados
em transcrição de texto (converte áudio em texto e vice-versa) e IWR são utilizados para
comandos que necessitam de apenas uma palavra, como por exemplo ligar lâmpadas, abrir
portas, movimentar cadeira de rodas, etc.
Além disso, o ASR pode ser dependente do locutor, quando um sistema reco-
nhece apenas o locutor que o treinou. Para o sistema reconhecer as falas dos locutores
que não o treinaram, a taxa de erro pode ser alta. O sistema pode ser independente do
locutor, quando o sistema reconhece outros locutores com índices de acertos aceitáveis.
Dessa maneira, é preciso ter diferentes locutores para treinar o sistema, ou seja, locutores
com diferentes sotaques, gêneros, idades, velocidades de pronúncias, etc. Assim, quanto
maior a quantidades de locutores, melhor será o desempenho do sistema (RUNSTEIN,
1998).
Existem diversas aplicações para sistemas de reconhecimento de fala, entre-
tanto os ambientes onde são utilizados pode conter distorções sonoras (por exemplo ruídos
e reverberação). Essas distorções podem prejudicar a inteligibilidade da fala e, consequen-
temente, o desempenho dos sistemas de reconhecimento de fala.
Pensando nesse problema, foi proposto neste trabalho um sistema de reco-
nhecimento de fala de palavras isoladas combinado com uma técnica de treinamento de
multi-condição capaz de melhorar o desempenho do sistema em ambientes reverberantes,
ou seja, foi desenvolvolvido um sistema que busca ser robusto a reverberação. Essa téc-
nica consiste em utilizar base de dados com diferentes níveis de reverberação para treinar
o sistema simultaneamente. O treinamento de multi-condição adapta os parâmetros dos
modelos do sistema para reconhecer palavras em ambientes reverberantes, aumentando
assim, o desempenho do sistema. Além disso, nesse trabalho foram criados conjuntos de
dados que contêm níveis controlados de reverberação.
A técnica de treinamento de multi-condição pode ser utilizada para outros
tipos de ambientes, não necessariamente para o problema de reverberação. Como por
exemplo, o treinamento de multi-condição foi utilizado para aumentar o desempenho do
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sistema de reconhecimento de fala em ambientes ruidosos (VITAL; YNOGUTI, 2015).
Essa técnica também pode ser utilizada para aumentar o desempenho de sistemas de
reconhecimento de fala em ambientes desconhecidos (RAJNOHA, 2009).
Esse sistema adaptado para ambientes reverberantes controlados mostra me-
lhoria no seu desempenho com diferentes níveis de reverberação. O desempenho obtido
proporciona uma estabilidade no sistema e consequentemente melhora a capacidade de
generalização do sistema em ambientes com reverberação. Isso proporciona mais confiança
aos usuários que não ficam limitados a um único tipo de ambiente para utilizar o sistema
de reconhecimento de fala.
Dessa maneira, esse trabalho contribui com futuras pesquisas que pretendem
aplicar sistemas de reconhecimento de fala de palavras isoladas em ambientes que contém
diferentes tempos de reverberação.
1.1 Estrutura da Dissertação
A dissertação é composta por 9 Capítulos. Iniciamos a dissertação falando
sobre as justificativas e objetivos desse trabalho, depois é comentado sobre as princi-
pais revisões bibliográficas que esse trabalho foi baseado. No Capítulo 3 comentamos um
pouco sobre a reverberação e como é obtida artificialmente. Em seguida no Capítulo 4
descrevemos todas as informações pertinentes à nossa base de dados. Logo, no Capítulo 5
comentamos sucintamente sobre o funcionamento da fala e do sistema auditivo humano,
como também da sua importância para os sistemas de reconhecimento de fala. Após,
no Capítulo 6 descrevemos o funcionamento do MFCC utilizado para extrair as caracte-
rísticas dos áudios. No Capítulo 7, explicamos a utilização do HMM como classificador
para um sistema de reconhecimento de palavras isoladas. Em seguida no Capítulo 8, as
métricas de avaliação bem como outras ferramentas importantes são comentadas. Por
fim, no Capítulo 9 mostramos os resultados obtidos nesse trabalho e logo em seguida as
respectivas conclusões.
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2 Revisão Bibliográfica
Um dos pioneiros a trabalhar com processamento de sinais foi Homer Dudley do
Laboratório Bell em 1939. Influenciado pelo trabalho de Fletcher que estudou a relação
entre o espectro da fala e suas características sonoras, Dudley propôs um sintetizador
de fala, chamado de VODER (Voice Operating Demonstrator), controlado por métodos
elétricos e mecânicos (DUDLEY, 1940).
Um dos primeiros estudos de sistema de reconhecimento de voz foi o de dígito
isolado e dependente de locutor baseado em elementos fonéticos da fala (sons básicos da
linguagem). Esse sistema foi implementado em 1952 por Davis et al. do Laboratório Bell.
Essa implementação foi baseada em frequências formantes. Essas frequências são modos
naturais de ressonância, que apresentam maiores concentrações de energias na região do
espectro onde são pronunciadas as vogais. Essas energias são medidas entre as regiões
das vogais de cada dígito (DAVIS et al., 1952). Além do trabalho de Davis et al., outros
semelhantes também desenvolveram sistemas de reconhecimento de sílabas e vogais que
contém um pequeno vocabulário.
Alguns anos depois, em 1959, Denes (DENES, 1959) foi um dos primeiros pes-
quisadores a trabalhar com análise de sintaxe estatística da fala (fonemas). O pesquisador
projetou um sistema de reconhecimento de fonemas de 4 vogais e 9 consoantes. Esse sis-
tema apresentou aumento na sua acurácia e influenciou outros autores a trabalharem com
esse tipo de análise.
Após o trabalho de Denes, outras pesquisas também mostraram grandes avan-
ços na área de reconhecimento de fala, como o sistema de reconhecimento de fala contínua
(The Dragon). Esse sistema foi implementado por Baker da Universidade de Carnie Mel-
lon (CMU) em 1975. O sistema The Dragon trabalha com Cadeias de Markov (modelos de
classificadores estatísticos), que utiliza modelos de funções probabilísticas muito flexíveis
(BAKER, 1975).
Além disso, outra pesquisa teve um destaque nesse mesmo ano de 1975. Jelinek
e seus colegas da IBM desenvolveram um sistema que converte uma sentença falada em
uma sequência de letras e palavras que podem ser mostradas na tela ou impressas em papel
(um transcritor de texto chamado Tangora), dependente de locutor e com um amplo
vocabulário. Esse sistema é representado por regras sintáticas estatísticas que descreve
uma provável sequência de símbolos (em geral, fonemas e palavras) que podem aparecer
no sinal de fala (JELINEK et al., 1975).
Os trabalhos desenvolvidos por Baker e Jelinek foram influenciados pela teoria
dos Modelos Ocultos de Markov (HMM - Hidden Markov Model), publicada por Baum e
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seus colegas entre 1966 e 1970 (RABINER, 1989).
O HMM é considerado um dos métodos mais comuns aplicados em ASRs. O
HMM é capaz de modelar a distribuição de tempo do sinal de fala, modelar sequências de
símbolos discretos (ou contínuos) e considerados simples para se adaptar às discrepâncias
contidas nas bases de dados (RABINER, 1989). O tutorial publicado por Rabiner descreve
como funciona os HMMs e como aplicá-los em diferentes tipos de sistema de reconheci-
mento de fala. Publicado em 1989, atualmente ainda é considerado um tutorial muito
importante porque o autor demostra mediculosamente problemas, resoluções e aplicações
dos HMMs. Isso facilita a compreensão dos leitores que trabalham com esses modelos.
Ainda na década de 80, surgiram pesquisas preocupadas em resolver problemas
linguísticos da fala em sistemas de reconhecimento (LIPPMANN et al., 1987). Os autores
propuseram reconhecer palavras ditas com diferentes emoções, visando um sistema com
maior capacidade de generalização. Por exemplo, o espectro de uma pessoa falando uma
palavra com sonolência, é diferente quando a pessoa diz a mesma palavra com raiva. Para
resolver esse problema, os autores utilizaram o treinamento de multi-condição para treinar
e testar diferentes tons de fala. Em nosso trabalho não foi questionado esse problema,
porém também utilizamos a técnica de treinamento de multi-condição.
Diferente de Lippmann et al., outros autores buscaram solucionar o problema
do sistema de reconhecimento de fala em ambientes reais que podem conter distorções
sonoras, devido à abrangente possibilidade de aplicação do reconhecimento de fala nesses
ambientes (ICHIKAWA et al., 2010). Diferente de Rabiner, que propôs apenas aplica-
ções em condições ideais (base de dados sem efeitos ou distorções sonoras), Ichikawa
et al. utilizaram-se de técnicas como MFCCs (Mel Frequency Cepstral Coefficients) que
extraem características relevantes da fala em escalas logarítmicas. Por outro lado, essa
técnica contém algumas limitações, tais como baixa robustez à ambientes com ruídos e
não considera a fase do espectro do sinal de fala. Devido a essas limitações, o autor sugeriu
um método de operação de diferença híbrida linear-logarítmica, o qual considera fonemas
sem distorções, e que apresentou melhores resultados em ambientes reais. No nosso pro-
jeto utilizamos uma técnica diferente de Ichikawa et al. para aumentar o desempenho do
sistema de reconhecimento de fala em ambientes que contém distorções, porém também
utilizamos o MFCC para extrair as características dos sinais de fala.
Outras técnicas similiares a de Ichikawa et al. também apresentaram bons re-
sultados em ambientes que contém distorções sonoras, os quais prejudicam o desempenho
de sistemas de ASRs (SHU-GUANG et al., 2011). Nesse trabalho, os autores usaram o
MFCC para a extração de características junto à normalização da média cepstral (CMN
- Cepstral Mean Normalization), o qual reduz as distorções do canal. Além disso, usa-
ram métodos como sequências de autocorrelação relativa (RAS - Relative Autocorrelation
Sequence) baseado em detecção de atividade de voz que remove a corrupção de ruídos
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estacionários. As técnicas de ShuGuang et al. aplicadas ao sistema apresentaram resulta-
dos acima de 68% para diferentes condições de ambientes que contém distorções sonoras.
Dessa maneira, ShuGuang et al. apresentou técnicas de pré-processamento, o qual é oposto
à nossa técnica, resultando em baixas taxas de erros.
Técnicas baseadas em pré-processamento semelhantes a de Ichikawa et al. e
ShuGuang et al., também buscaram solucionar o problema de distorções sonoras em sis-
tema de reconhecimento de fala, entretanto essas técnicas também podem ser utilizadas
em conjunto com a técnica de pós-processamento (KIM; KIM, 2010). Os autores uti-
lizaram técnicas de Speech Enhancement (SE) para reduzir o ruído antes da etapa de
classificação, mas como não conseguiram eliminar todo o ruído, resolveram também utili-
zar o treinamento de muti-condição, o qual estima parâmetros dos modelos com ruído na
etapa de classificação, permitindo diminuir a taxa de erro do sistema. Em nosso trabalho
utilizamos apenas o treinamento de multi-condição por mostrar ser uma técnica eficiente
para aumentar o desempenho de sistemas de reconhecimento de fala.
Outros tipos de técnicas têm sido utilizadas para solucionar o problema da re-
verberação em sistemas de reconhecimento de fala, como o treinamento de multi-condição.
Essa técnica apresenta uma abordagem diferente das técnicas empregadas por Ichikawa
et al. e Shu-Guang et al., que utilizam uma abordagem baseada em aprimoramentos de
fala a um estágio de pré-processamento. O treinamento de multi-condição utiliza bases
de dados limpas e reverberantes simultaneamente aplicadas na etapa de treinamento dos
HMMs, o qual adapta os modelos para ambientes reverberantes (KINOSHITA et al.,
2013). Além disso, Kinoshita et al. utilizaram métodos de adaptação de locutores junto
com o treinamento de multi-condição. No treinamento de multi-condição foram utilizados
dados simulados e reais. Isso melhorou o desempenho do ASR e aumentou a probabilidade
de acerto de cada palavra, ou seja, reduziu a taxa de erro. Em nosso projeto também foi
proposto um sistema que seja robusto à reverberação, porém com diferentes níveis.
Outro trabalho semelhante ao de Kinoshita et al., também abordou a rever-
beração, porém para diferentes taxas de reverberação antecipada-atrasada (Early-to-Late
Reverberation ratio), obtidas através das análises das respostas impulsivas das salas me-
didas e simuladas (BRUTTI; MATASSONI, 2014). As respostas impulsivas contêm as
informações das características de salas, as quais construídas com determinados materiais
e volume podem influenciar no tempo de reverberação. Os autores utilizaram o treina-
mento de multi-condição com diferentes taxas para permitir robustez a reverberação em
sistemas de reconhecimento de fala. O trabalho de Brutti e Matassoni influenciou nosso
trabalho para determinar tempos de reverberação obtidos pela resposta ao impulso de
salas.
O treinamento de multi-condição também mostrou bons resultados em am-
bientes ruidosos e não somente em ambientes reverberantes. Esse treinamento pode ser
Capítulo 2. Revisão Bibliográfica 21
combinado com outro método de adaptação de modelos acústicos com o intuito de mi-
nimizar os efeitos e as variabilidades indesejadas causadas pelo ruído. Essas adaptações
possibilitam ajustar as incertezas causadas pelas estatísticas dos ambientes ruidosos. Por
isso, essa adaptação combinada com o treinamento de multi-condição fornecem melhores
resultados na aplicação do reconhecimento de fala em ambientes ruidosos para diferentes
taxas de relação sinal-ruído (SNR - Signal-to-Noise Ratio) (VITAL; YNOGUTI, 2015).
Não consideramos o ruído em nosso projeto, mas o trabalho de Vital e Ynoguti nos ins-
piraram a utilizar um ambiente controlado com diferentes níveis de reverberação.
A técnica de treinamento de multi-condição também foi usada para aumentar
o desempenho de sistemas de reconhecimento de locutor em ambientes com diferentes
tipos de ruídos (MEKONNEN; DUFERA, 2015) e não apenas diferentes SNRs, como
apresentado pelo trabalho de Vital e Ynoguti. Para eliminar os ruídos, os autores utiliza-
ram a técnica de normalização da média cepstral (CMN). Entretanto, como se trata de
reconhecimento de locutor, o CMN iria eliminar também as características importantes do
locutor. Os autores utilizaram Modelos de Misturas Gaussianas (GMM) na classificação
do sistema. O desempenho do sistema aumentou 3,5% quando utilizaram o treinamento
de multi-condição. Analisando o trabalho de Mekonnen e Dufera podemos verificar a fle-
xibilidade do treinamento de multi-condição em trabalhar com diferentes classificadores.
Podemos observar nos trabalhos anteriores o potencial do treinamento de
multi-condição que apresentou resultados satisfatórios no desempenho de sistemas de
reconhecimento de fala. O treinamento de multi-condição proporciona uma capacidade de
generalização em diferentes cenários, garantindo aumento no desempenho de ASRs.
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3 Reverberação Artificial
Nesse trabalho foi desenvolvido um sistema de reconhecimento de fala robusto
à reverberação. Esse efeito sonoro foi escolhido porque está presente em diversos ambien-
tes onde o sistema é aplicado. A reverberação prejudica a integibilidade do sinal de fala e
consequentemente o sistema de reconhecimento. Assim, quanto maior o tempo de rever-
beração pior a integibilidade do sinal de fala devido aos detalhes importantes (consoantes)
mascarados por mais alto, sons de fala remanescentes (as vogais) (ROSSING, 2007). Para
facilitar as simulações desse projeto foi utilizado reverberação artificial utilizando o Algo-
ritmo FreeVerb. Esse algoritmo está disponível em domínio público e foi desenvolvido por
“Jezar at Dreampoint” (SMITH, 2010).
3.1 Reverberação
A reverberação é um efeito acústico gerado em um ambiente considerado fe-
chado (normalmente nomeados de salas). Esse efeito pode ser encontrado quando um sinal
é gerado e ocorrem suas reflexões nas paredes e teto de salas. Essas reflexões causam um
decaimento exponencial na energia conforme aumentam os números de reflexões do sinal.
Geralmente, a reverberação é identificada quando há um ouvinte (ou um microfone) a
uma distância do sinal gerado, chamado de fonte em um ambiente considerado fechado.
O sinal propagado da fonte que chega diretamente ao ouvinte é chamado de som direto.
Após isso, com um determinado atraso e perda de energia chegam as reflexões propagadas
do sinal gerado ao ouvinte. Isso é chamado de tempo de reverberação. Veja esse efeito nas
Figuras 1 e 2.
O tempo de reverberação, do inglês Reverberation Time (RT) foi inventado
aproximadamente 100 anos atrás por W. C. Sabine, que define o RT como o tempo em
que sinal leva para decair 60dB, veja a Equação 3.1 e a Figura 3 para mais detalhes. O RT é
influenciado pelo volume do ambiente considerado fechado. Conforme o volume aumenta,
as reflexões geradas entre a fonte e o ouvinte também aumentam. Dessa maneira, o tempo
de reverberação é maior. Outro fator que influencia o RT é o coeficiente de absorção dos
materiais utilizados nas superfícies do ambiente. Assim, quanto menor a absorção do
material na superfície, maior a energia do sinal refletido, ou seja, maior o número de
reflexões.
𝑅𝑇 = 60
𝐴
. (3.1)
Onde: RT representa o tempo de reverberação e A a taxa do decaimento em dB/s.
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Figura 1 – Exemplo do efeito da reverberação em uma sala. Essa sala é composta por
um falante (ou fonte) e ouvintes que estão à uma determinada distância. Os
ouvintes escutarão o som direto e as ondas sonoras refletidas nas paredes.
As ondas sonoras perdem energia quando refletidas. Essas reflexões podem
acontecer por várias vezes.
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Figura 2 – Resposta ao impulso medida de uma sala com dimensões de 4m de distância,
4m de altura e 4m de profundidade (4x4x4). A fonte se localiza na posição 1m
x 2m x 2m. Os ouvintes estavam localizados a 2m de distância, 1m de altura
e 1m de profundidade da fonte. O coeficiente de absorção foi considerado para
paredes compostas por tijolos. O tempo de reverberação utilizado foi de 0,1
segundo.
Lugares como igrejas e teatros utilizam a reverberação para amplificar o som
ou deixar o ambiente mais dramático (ROSSING, 2007). Esses lugares costumam ter
um tempo de reverberação longo, pois contêm tetos muito altos e paredes revestidas de
materiais como granitos e mármores. Esses materiais contêm um baixo coeficiente de
absorção. Assim, as ondas são refletidas com mais facilidade, aumentando a distância de
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propagação do som.
Para o sistema de reconhecimento de fala, a reverberação prejudica a integibi-
lidade da fala, ou seja, quanto maior o tempo de reverberação pior será a integibilidade
da fala. De fato, o sistema terá problemas em reconhecer as palavras desejadas e resultará
em um desempenho muito baixo.
Figura 3 – Tempo de reverberação.
3.2 Modelamento Acústico de Salas
O modelamento acústico de salas pode ser obtido utilizando processamento de
sinal digital (DSP - Digital Signal Processing) . Uma das maneiras mais simples de se
obter o modelamento acústico da sala é através da resposta ao impulso. Dessa maneira,
o sinal de entrada 𝑥(𝑛) representa o sinal de fala, a resposta impulsiva ℎ(𝑛) representa
as características da sala e o sinal de saída 𝑦(𝑛) representa a convolução entre o sinal de
entrada e a resposta impulsiva. A resposta impulsiva carrega informações da sala, tais
como: o volume, o tipo de material que compõe as paredes e teto, a posição da fonte e
ouvintes, a temperatura do ambiente no interior da sala e a condição da sala (cheia, vazia
ou se contém objetos).
Para obter a resposta impulsiva da sala podem ser implementados filtros do
tipo FIR (Finite Impulse Response) ou IIR (Infinite Impulse Response). Para a adição
da reverberação foram utilizados filtros do tipo IIR. Esse tipo de filtro pode realizar
operações de maneira recursiva e apresentar um resultado satisfatório em relação ao seu
comprimento. Para adicionar a reverberação, um filtro do tipo pente (do inglês Comb-like)
foi utilizado. Esses filtros serão explicados com mais detalhes na seção seguinte.
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3.3 Algoritmo FreeVerb
O Algoritmo Freeverb é composto por oito filtros passa-baixa com retorno do
tipo pente (Lowpass-feedBack Comb Filter - LBCF) em paralelo e quatro filtros passa-
tudo AP All Pass em série, como mostra a Figura 4. Os filtros são representados como
𝐿𝐵𝐶𝐹 𝑓,𝑑𝑁 e 𝐴𝑃
𝑔
𝑁 , onde 𝑁 significa o comprimento do atraso das amostras, 𝑑 significa o
"damping", o 𝑓 significa o fator de escala do filtro passa-baixa (chamado de feedback) e o
𝑔 significa o coeficiente de feedback (SMITH, 2010). Veja a Figura 5.
Figura 4 – Diagrama de bloco do funcionamento do algoritmo FreeVerb. Os LBCFs são
utilizados para gerar os atrasos. Os filtros APs são utilizados para intensificar
as reflexões.
A função dos filtros LBCF é gerar repetidas reflexões (também chamadas de
ecos) que seriam ouvidas em uma sala real. O filtro mais simples consiste de uma linha
de atrasos, o qual gera apenas um eco, como mostra a Equação 3.2.
ℎ(𝑡) = 𝛿(𝑡− 𝜏), (3.2)
onde 𝛿(𝑡) representa a função Delta de Dirac.
Para produzir multiplos ecos são introduzidos um loop feedback com ganho
g de magnitude menor que zero para garantir a estabilidade do loop. A Equação 3.3 e
a Figura 6 mostram a resposta impulsiva como um decaimento exponencial de repetidos
ecos.
ℎ(𝑡) = 𝛿(𝑡− 𝜏) + 𝑔𝛿(𝑡− 2𝜏) + 𝑔2𝛿(𝑡− 3𝜏) + ... (3.3)
A Equação 3.4 expressa o valor absoluto da resposta em frequência de ampli-
tude quadrática, onde H(𝜔) é dependente da frequência 𝜔 = 2𝑛𝜋/𝜏 , 𝑛 = 0, 1, 2, 3, ..., tem
a máxima resposta em frequência, como mostra a Equação 3.5. E para 𝜔 = (2𝑛 + 1)𝜋/𝜏
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+ 𝑎𝑡𝑟𝑎𝑠𝑜, 𝜏
𝑔𝑎𝑛ℎ𝑜, 𝑔
𝐼𝑛 𝑂𝑢𝑡
−
Figura 5 – Diagrama de blocos de um filtro LBCF. O sinal de entrada é atrasado em 𝜏 e
obtém ganho menor que um. Resumindo, esse filtro causa um eco no sinal de
entrada.
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Figura 6 – Resposta ao impulso do LBCF. A resposta ao impulso obtida foram utilizados
os valores 𝑔 = 0.65 e 𝜏 = 0.5.
a resposta mínima em frequência é mostrada na Equação 3.6 (SCHROEDER; LOGAN,
1961).
|𝐻(𝜔)|2 = 11 + 𝑔2 − 2𝑔𝑐𝑜𝑠(𝜔𝜏) . (3.4)
𝐻𝑚𝑎𝑥 =
1
1− 𝑔 . (3.5)
𝐻𝑚𝑖𝑛 =
1
1 + 𝑔 . (3.6)
Então, na Equação 3.7 é expressa a taxa entre a reposta máxima e mínima,
como mostra a Figura 7.
𝐻𝑚𝑎𝑥
𝐻𝑚𝑖𝑛
= 1 + 𝑔1− 𝑔 . (3.7)
Algumas referências (ANDO, 1985) mostram que a taxa entre o máximo e
o mínimo não podem ultrapassar 22dB para a resposta não adquirir uma qualidade de
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Figura 7 – Resposta em frequência do LBCF utilizando os valores de 𝑔 = 0, 65, 𝜔 = 5𝐻𝑧
e 𝜏 = 0.5.
“coloração” indesejada. Assim, o loop de ganho não deve ultrapassar 0,85 para permanecer
dentro desse limite.
Os filtros passa-tudo são utilizados para aumentar a densidade das reflexões
modeladas, o que não significa o número de reflexões, mas sim o espalhamento das pro-
priedades de atraso da fase nos filtros passa-tudo. Na Figura 8 é apresentado o filtro
passa-tudo com a unidade de ganho −𝑔 para sons diretos e 1− 𝑔2 para sons com atrasos,
representada pela Equação 3.8.
Na Figura 9 é apresentada a resposta ao impulso do filtro passa-tudo. Como
podemos observar na Figura 10, o valor absoluto da resposta em frequência é igual a um.
Isso acontece devido a quantidade de sinal não atrasado inseridos no filtro passa-tudo, o
qual se torna “plana” (do inglês “flat”) Isso significa que não há ênfases em nenhuma região
específica de frequências. Em outras palavras, o filtro passa-tudo é marcado pela melhora
da qualidade do som através do som oco formado para uma qualidade perfeitamente
“incolor”, ou seja, não há atenuação ou adição de frequências (SCHROEDER; LOGAN,
1961).
ℎ(𝑡) = −𝑔𝛿(𝑡) + (1− 𝑔2)[𝛿(𝑡− 𝜏) + 𝑔𝛿(𝑡− 2𝜏) + ...]. (3.8)
A fase da resposta em frequência reflete nas distribuições de modos normais,
os quais são picos de ressonância da resposta em amplitude-frequência. A fase da resposta
em frequência em função da frequência é dada pela Equação 3.9.
𝜑(𝜔) = 𝜔𝜏 + 2𝑎𝑟𝑐𝑡𝑎𝑛
(︃
𝑔𝑠𝑖𝑛(𝜔𝜏)
1− 𝑔𝑐𝑜𝑠(𝜔𝜏)
)︃
. (3.9)
Na Figura 11, é possível observar o aumento da densidade de reflexões causadas
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Figura 8 – Diagrama de blocos de um filtro AP.
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Figura 9 – Resposta impulsiva do AP. Para obter essa resposta impulsiva foram utilizados
os valores de 𝑔 = 0.65 e 𝜏 = 0.5.
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Figura 10 – Resposta em frequência do AP. Para obter a resposta em frequência foi utili-
zado 𝑔 = 0.65, 𝜏 = 0.5 e 𝜔 = 5. Esses valores não interferem quando calculado
o valor absoluto de 𝐻(𝜔), o qual é equivalente a 1.
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pela fase em cada atraso. Isso está ligado com as frequências de ressonância, ou seja,
quando as frequências estão próximas as frequências naturais, 2𝜋𝑛/𝜏 (𝑛 = 0, 1, 2, ...).
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Figura 11 – Fase da resposta em frequência do filtro AP em função de 𝜔. Nessa Figura
foram utilizados os valores 𝑔 = 0.65, 𝜏 = 0.5 e 𝜔 = 5 em radianos.
A taxa de mudança da fase com uma respectiva frequência em radianos, é
dada pela Equação 3.10. A importância física da taxa é envelopar ou “agrupar” atrasos
de uma limitada banda de frequência através da frequência em radianos 𝜔 (SCHROEDER;
LOGAN, 1961).
𝑑𝜑
𝑑𝜔
= 1− 𝑔
2
1 + 𝑔2 − 2𝑔𝑐𝑜𝑠(𝜔𝜏) . (3.10)
Por fim, a relação entre o tempo de reverberação (considerando um decaimento
de 60 dB) e os parâmetros dos filtros (o atraso 𝜏 e o loop do ganho 𝛾 em decibéis) é expresso
na Equação 3.11, onde para todo o loop de feedback do som é atenuado em 𝛾.
𝑇 = 60−𝛾 𝜏. (3.11)
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4 Base de dados
A base de dados é uma parte importante para o sistema de reconhecimento de
fala, pois o sistema será treinado de acordo com as bases de dados introduzidas. Assim,
uma base de dados que contém distorções ou sotaques pode mudar completamente o
desempenho do sistema. Nesse trabalho houve a necessidade de criar um banco de dados,
devido a dificuldade em encontrar palavras gravadas na língua portuguesa, de palavras
isoladas e sem distorções sonoras. Os bancos de dados mais parecidos com a deste trabalho
são fornecidos áudios gravados à partir de uma sentença e não com palavras isoladas
(ALCAIM et al., 1992) (SERRANI; UEBEL, 2011).Nesse capítulo, serão explicadas todas
as informações pertinentes da base de dados utilizadas nesse projeto.
4.1 Seleção de Palavras
Como comentado anteriormente, nesse trabalho foi desenvolvido um sistema
de reconhecimento de palavras isoladas. A base de dados foi formada por 10 palavras
diferentes que representam lugares. As palavras selecionadas são:
• Academia;
• Aeroporto;
• Casa;
• Cinema;
• Escola;
• Faculdade;
• Farmácia;
• Hospital;
• Mercado;
• Trabalho;
Essas palavras foram escolhidas pensando em uma aplicação. Por exemplo,
imagine um dispositivo automotivo, o qual falássemos uma das palavras acima (ex.: hos-
pital) e o dispositivo pudesse nos mostrar as rotas para os hospitais mais próximos da
minha localização. Isso seria muito útil em caso de emergência.
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4.2 Formação da Base de Dados
A base de dados é composta por 40 locutores, sendo 20 de cada gênero. As
médias da faixa etária dos locutores são 29 anos para o gênero masculino e 23 anos
para o gênero feminino. Esses locutores são brasileros que nasceram em diferentes regiões
do país. Desses locutores, 77,5% representam a região Sudeste, 10% a região Sul, 7,5%
a região Nordeste, 5% a região Centro-Oeste e 0% a região Norte. As gravações foram
realizadas na região Sudeste, por isso que essa região contém o maior número de locutores.
Isso não atrapalha a formação da base de dados com variabilidades linguísticas, pois
nessa região existem locutores com diferentes sotaques. Por exemplo, na região de Sudeste
existem locutores paulistas, paulistanos, cariocas, mineiros e capixabas que pronunciam as
palavras com diferentes timbres e velocidades resultando em maior diversidade linguística
na base de dados.
Os participantes foram convidados a se deslocar até o estúdio do Núcleo Inter-
disciplinar de Comunicações Sonoras (NICS) da UNICAMP. No estúdio há uma câmera
anecóica que reduz ruídos e reverberações nas gravações. Além disso, o estúdio é equi-
pado com microfones condensadores de alto desempenho, sistema de gravação profissional,
softwares de gravação e mixagem de áudio profissional. Nesse estúdio os locutores pronun-
ciaram cada palavra 10 vezes consecutivamente, com uma pausa de 5 segundos entre elas
aproximadamente. Dessa maneira, a base de dados foi composta por 4000 áudios no total.
Os áudios foram gravados em formato WAV, sistema monofônico, taxa de amostragem de
44100Hz e profundidade de 32 bits float.
Para gerar as bases de dados corrompidas foram determinados diferentes níveis
de reverberação utilizando o Algoritmo FreeVerb na base de dados gerada (que contém
áudios limpos). Os níveis de reverberação nada mais são do que diferentes tempos de
reverberação. Portanto, cada base de dados com diferentes tempo de reverberação são
rotuladas de R10 à R100, onde R0 é a base de dados limpa, R10 representa um tempo
curto de reverberação e R100 representa um longo tempo de reverberação, sendo o pior
caso. Veja a Tabela 1.
Como vimos anteriormente, o RT pode ser obtido analisando as respostas
impulsivas da sala. Para obter diferentes níveis de reverberação, foram utilizados diferentes
valores para os parâmetros de reverberação, rotuladas de R10 a R100. Para encontrar os
tempos de reverberação foi utilizada a Equação de Sabine, a qual analisa o decaimento do
sinal em 60dB. A Figura mostra um exemplo de como foi obtido o tempo de reverberação
de R10. Da mesma maneira, os RTs foram obtidos para os outros rótulos.
A base de dados foi desenvolvida exclusivamente para esse trabalho. Isso foi
necessário devido à dificuldade de encontrar áudios na língua portuguesa sem distorções. O
desenvolvimento da base de dados envolveu seres humanos e de acordo com a Resolução
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Rótulo Tempo de reverberação (s)
R0 0,00
R10 0,30
R20 0,40
R30 0,60
R40 0,87
R50 1,28
R60 1,54
R70 2,57
R80 3,40
R90 4,42
R100 6,44
Tabela 1 – Tempo de reverberação correspondente a cada rótulo da base de dados.
Figura 12 – Tempo de reverberação representado pelo rótulo R10.
CNS n.º 466/12 e complementares foi necessário a aprovação do Comitê de Ética em
Pesquisas (CEP) da Universidade Estadual de Campinas (UNICAMP). Essa base de dados
foi armazenada em um servidor do NICS e será disponibilizada para alunos vinculados com
a UNICAMP. Para mais informações, segue o número do CAAE: 84177318.2.0000.5404.
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5 Modelos Matemáticos e Psicoacústicos
para Reconhecimento de Fala
Existem algumas tecnologias que são desenvolvidas baseadas no funcionamento
do corpo humano. O sistema de reconhecimento de fala, bem como suas ferramentas, foram
baseados no funcionamento do trato vocal e sistema auditivo humano. Nesse Capítulo
explicaremos resumidamente essa relação.
5.1 Comunicação da Fala
O ASR foi desenvolvido inspirado na comunicação de fala entre humanos. Essa
comunicação é processada quando um locutor formula uma mensagem em sua mente e a
converte para uma codificação de linguagem. Essa codificação deve ser executada por uma
série de comandos neuromusculares para causar as vibrações das cordas vocais, gerando
uma pressão acústica no trato vocal que produz o som da fala expressada pelo locutor.
O comando neuromuscular deve controlar simultaneamente os aspectos dos movimentos
articulares, incluindo lábios, mandíbula, língua e o véu palatino (RABINER; JUANG,
1993).
Como mostra a Figura 13, um sinal de fala é gerado e propagado para um
ouvinte, o qual obtém uma percepção da fala através do sistema auditivo. O sinal de fala
passa pela membrana basilar na região interna do ouvido que fornece uma análise espectral
do sinal. Um processo de transdução neural é feita através da membrana basilar e o nervo
auditivo converte o sinal espectral em um sinal ativo, correspondendo a um processo de
extração de características. De uma maneira não muito bem conhecida, a atividade neural
ao longo do nervo auditivo converte em um código de linguagem e finalmente a mensagem
é compreendida pelo ouvinte (RABINER; JUANG, 1993).
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LOCUTOR OUVINTE
Formulação de mensagens
Codificação de linguagem
Ação neuro-muscular
Origem do som 
(Cordas vocais)
Sistema acústico
(Trato vocal)
Onda 
Acústica
Compreensão da mensagem
Codificação de linguagem
Transdução Neural
Movimentos 
menbrana basilar
Geração da fala Reconhecimento da fala
Figura 13 – Diagrama de blocos que mostra o processo de produção de fala, desde a
formulação até a geração da palavra, e percepção do ouvido humano até
o entendimento da mensagem. Imagem traduzida de (RABINER; JUANG,
1993).
5.2 Processo de Produção de Fala
A forma de onda da fala é uma onda de pressão sonora acústica, que começa
pela excitação do ar em estruturas anatômicas com movimentos voluntários. Essas estutu-
ras são constituidas do sistema de produção da fala que será explicado com mais detalhes
a seguir.
A Figura 14 mostra uma seção sagital do sistema de produção de fala, que
é composto por língua, traquéia, laringe, cavidade da faringe, cavidade oral (boca) e
cavidade nasal (nariz). Em discussões técnicas, ambas cavidades da laringe e oral são
chamadas de trato vocal, que começa na saída da laringe e termina nos lábios. A cavi-
dade nasal é também chamado de trato nasal, que começa no véu palatino e termina na
narina (região do nariz). Os componentes anatômicos mais críticos para a produção da
fala incluem cordas vocais, véu palatino, língua, dentes e lábios. Esses componentes são
chamados também de articuladores, pois quando movidos para diferentes posições produ-
zem diferentes sons de fala. A mandíbula também é considerada um articulador devido
ao seus movimentos bruto e fino que afeta o tamanho e a forma do trato vocal (DELLER
et al., 1993).
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Véu palatino
Palato duro
Narina
Figura 14 – Principais componentes anatômicos responsáveis pela produção de fala hu-
mana.
Uma representação simplificada do mecanismo de produção de fala é mostrada
na Figura 15. A ação de músculos e pulmões estão associados à fonte de ar que excita
os mecanismos vocais. A força do músculo impulsiona o ar dos pulmões que passam pela
traqueia e brônquios. Logo em seguida, quando as cordas vocais são tensionadas, o fluxo
de ar causa uma vibração produzindo sons chamados sonoros. Essa vibração produz uma
passagem de ar pelo trato vocal considerada quase periódica (RABINER; JUANG, 1993).
Por outro lado, quando as cordas vocais são relaxadas (ou abertas), o fluxo de
ar passa direto para o trato vocal e não causa vibração nas cordas vocais. Assim, o som
se assemelha a um ruído, portanto chamados de sons não-sonoros.
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Cordas 
Vocais
Cavidade 
Nasal
Cavidade 
Oral
Cavidade da 
Faringe
Tubo da 
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Traqueia e 
Brônquios
Véu Palatino
Saída Oral
Saída Nasal
Curvatura da 
Língua
Volume do 
Pulmão
Força do Músculo
Figura 15 – Representação do sistema de produção de fala de uma maneira que fique mais
claro todo esse processo. Imagem traduzida de (RABINER; JUANG, 1993).
5.2.1 Representação da Fala nos Domínios do Tempo e da Frequência
O sinal de fala quando analisado em um curto período de tempo (entre 5 e
100ms) é considerado estacionário, porém quando analisado em longo período de tempo
(na ordem de 1/5 segundos ou mais) suas características de fala podem mudar e refletir
diferentes sons de fala (RABINER; JUANG, 1993).
O sinal de fala pode ser classificado utilizando três estados de representação
originados das cordas vocais. Os estados são silêncio, onde não há fala produzida; não-
sonoro, em que as cordas vocais não são tensionadas e não geram vibrações resultando
em uma forma de onda aperiódica; e sonoro, quando as cordas são tensionadas causando
vibração periódica na passagem do ar resultando em uma forma de onda quase periódica
(RABINER; JUANG, 1993).
Vale ressaltar que a segmentação da forma de onda em regiões bem definidas do
sinal (silêncio, sonoro e não-sonoro) não é exato. Muitas vezes, pode ser difícil distinguir
sons parecidos em um sinal não-sonoro, sonoro ou até mesmo de sons não-sonoros com
silêncio. Porém, isso não é muito crítico, já que a precisão é de apenas milisegundos. En-
tretanto, uma alternativa para isso, seria analisar o sinal de uma maneira tri-dimensional,
levando em conta além do tempo e da frequência a intensidade do sinal. Ou seja, anali-
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sando o sinal em um espectrograma.
O trato vocal é essencialmente um tubo ou uma concatenação de tubos. Por-
tanto, através dessa afirmação podemos relacionar com a teoria acústica de que a função
de transferência da energia através da fonte de excitação para a saída pode ser descrita
em termos de frequências naturais ou frequências de ressonância do tubo. Tais frequências
de ressonância são chamadas de formantes, e representam as frequências que mais contêm
energia acústica passando da fonte para a saída (RABINER; JUANG, 1993).
As frequências formantes são regiões que concentram maiores quantidades de
energia do sinal e representam as características do sinal de fala de uma maneira compacta.
O maior problema está na dificuldade de estimar confiavelmente as frequências formantes
quando há sons sonoros de baixo nível e dificuldade de definir as regiões de silêncio ou
sons não-sonoros.
5.3 Sistema Auditivo Humano
Pesquisadores desenvolveram métodos de análises espectral verificando o fun-
cionamento do sistema auditivo humano. Essa descoberta trouxe grandes avanços para
o sistema de reconhecimento de fala, pois para identificar as palavras é preciso verificar
como elas são entendidas. Por isso, vamos brevemente mostrar o funcionamento do ouvido
humano.
O sistema auditivo humano é composto por 3 regiões distintas chamadas de
ouvido externo, ouvido médio e ouvido interno, como mostra a Figura 16. O ouvido externo
é composto pelo pavilhão e pelo canal externo (também chamado de meato auditivo
externo) que são responsáveis por receber e direcionar as ondas sonoras para o ouvido
médio. O formato de “concha” do pavilhão auxilia encontrar a fonte das ondas sonoras.
O ouvido médio consiste de uma membrana timpânica (tímpano) permitindo
a passagem de ondas sonoras. Essas ondas invadem e causam os movimentos mecânicos
nos transdutores, chamados de ossículos (martelo, bigorna e estribo). A função desses
ossículos é converter ondas acústicas em vibrações mecânicas na janela oval da cóclea.
Por fim, o ouvido interno é composto pela cóclea, o qual é uma câmara pre-
enchida com um líquido e particionada pela membrana basilar e o nervo auditivo. As
vibrações mecânicas passam pela janela oval e entram na cóclea criando ondas estacio-
nárias, que causam a vibração da membrana basilar em frequências. Essas frequências
correspondem às frequências das ondas sonoras que estão entrando pelo ouvido externo e
são representadas ao longo da membrana basilar (RABINER; JUANG, 1993).
A membrana basilar é caracterizada por um conjunto de resposta em frequência
de diferentes pontos da membrana. Assim, a cóclea pode ser modelada como um banco
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Figura 16 – Anatomia do sistema auditivo humano.
de filtros (ou filtros da cóclea). Na membrana basilar existe uma distribuição discreta de
células ciliadas, chamados de Inner Hair Cells - IHC, os quais convertem movimentos
mecânicos em atividade neural, ou seja, emitem impulsos neurais para o cérebro através
de fibras nervosas de difentes diâmetros e conexões sinápticas. Entretanto, não se sabe
ao certo como as informações de sinais (atividade neural ao longo do nervo auditório)
são processadas e eventualmente convertidas para a compreensão no cérebro (RABINER;
JUANG, 1993).
As células ciliadas são espaçadas igualmente em uma escala logarítmica na
membrana basilar, ou seja o sistema auditivo não segue uma escala linear. Portanto,
quando encontramos um tom em uma frequência medida em Hertz, um subjetivo pitch
é encontrado na escala Mel. O pitch é um atributo psicoacústico do som, que permite
associar diferentes frequências (KLAPURI; DAVY, 2006). E a escala Mel é utilizada para
a medição desse subjetivo pitch (STEVENS; NEWMAN, 1937). O objetivo de utilizar uma
escala de frequência Mel é que essa escala é muito próxima da resposta em frequência do
sistema auditivo humano e pode ser usada para encontrar características importantes da
fala (SHANEH; TAHERI, 2009).
Existem ferramentas inspiradas no funcionamento do sistema auditivo humano
que extraem características importantes do sinal de fala. Nessas ferramentas são utilizadas
escalas de frequência Mel em bancos de filtros espaçados de maneira uniforme. Esses
bancos de filtros espaçados em escala Mel auxiliam no desenvolvimento de um espectro
com o objetivo de encontrar as características fundamentais do sinal de fala.
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6 Extração de Características
Em sistemas de reconhecimento de fala existem grandes quantidades de dados
de fala, que são representados por áudios. Para reduzir as dimensões dos vetores de áudios,
houve a necessidade de extrair as características dos sinais de fala. Essas características
são capazes de eliminar as redundâncias e preservar as informações relevantes do sinal.
Nesse trabalho utilizamos os Coeficientes Cepstrais de Frequência Mel abreviado como
MFCC (do inglêsMel Frequency Cepstral Coefficient) introduzido por Davis e Mermelstein
em 1980 (DAVIS; MERMELSTEIN, 1980). O MFCC foi inspirado no sistema auditivo
humano para identificar características acústicas do sinal de fala.
6.1 Coeficientes Cepstrais de Frequência Mel (MFCC)
O MFCC é uma técnica comumente aplicada em sistemas de reconhecimento
de fala devido a sua capacidade de extrair informações acústicas pertinentes do sinal de
fala (CUTAJAR et al., 2012). Além disso, essa técnica é capaz de reduzir informações que
não são relevantes e preservar informações importantes dos sinais de fala (SMARAGDIS
et al., 2009).
O MFCC se baseia no processamento cepstral. O cepstrum é uma transforma-
ção homomórfica que converte uma convolução em uma soma, o qual permite separar a
fonte do filtro (HUANG et al., 2001).
O MFCC é uma representação definida como o cepstrum real de um sinal de
tempo curto janelado e derivado da Transformada Rápida de Fourier (FFT) . Essa técnica
é inspirada em sistemas auditivos humanos, onde frequências são analisadas em espectros
de forma não linear. Dessa maneira, são utilizados filtros espaçados em escala Mel para
deformar o eixo de frequências, tal que isso segue uma relação de forma espacial com a
distribuição das células ciliadas dos ouvidos humanos. Na escala de frequência Mel está
presente um subjetivo pitch, que captura características fonéticas importantes da fala. A
escala de frequência Mel utiliza escala linear abaixo de 1kHz e escala logarítmica acima
de 1kHz, como mostrado na Equação 6.1 (CUTAJAR et al., 2012).
𝐹𝑚𝑒𝑙 =
1000
𝑙𝑜𝑔(2)
[︂
1 + 𝐹𝐻𝑧1000
]︂
(6.1)
O MFCC é composto por alguns processos que convertem o sinal de fala em
coeficientes cepstrais de frequência mel. Esses processos são compostos por Pré-ênfase,
Framing, Janelamento, Transformada Discreta de Fourier (DFT), Banco de Filtros e
Capítulo 6. Extração de Características 40
Transformada Cosseno Discreta (DCT). Cada um desses processos serão explicados com
mais detalhes na próxima subseção.
6.1.1 Processos do MFCC
1 - Pré-ênfase
Um filtro passa-alta filtra o sinal de fala com o objetivo de compensar a parte
de altas frequências que foram suprimidas durante a produção da fala. Para ser mais es-
pecífica, a utilidade do filtro de pré-ênfase é equilibrar o espectro de frequências, pois as
frequências altas geralmente possuem magnitudes menores em comparação com frequên-
cias mais baixas, evitando problemas numéricos durante a operação da transformada de
Fourier e melhorando a SNR (FAYEK, 2016). Veja a Equação 6.2 que representa o filtro
de pré-ênfase.
𝑥2[𝑛] = 𝑥[𝑛]− 0, 95𝑥[𝑛− 1]. (6.2)
2 - Framing
O sinal de fala é considerado um sinal não-estacionário, mas podemos assumir
estacionário quando há um sinal com trechos (ou quadros) de curta duração, geralmente de
20 a 30 ms. Nesse trabalho o sinal de fala foi dividido em quadros de 20ms e sobreposição
de 10ms.
3 - Janelamento
Cada um dos quadros da etapa anterior são multiplicados por um tipo de
janela, como mostrado na Equação 6.3. O janelamento é usado para minimizar as des-
continuidades no início e no fim de cada quadro. Neste trabalho utilizamos a janela de
Hanning, o qual resulta em um pico amplo e lóbulos laterais pequenos com valor zero nas
duas extremidades, causando uma redução da descontinuidade. Veja a Equação 6.4.
𝑥2[𝑛] = 𝑥[𝑛]𝑤[𝑛]. (6.3)
𝑤[𝑛] = 0, 5− 0, 5𝑐𝑜𝑠(2𝜋𝑛
𝑁
), (6.4)
onde n = 0,1, ..., N-1
4 - Transformada Discreta de Fourier (DFT)
A DFT é utilizada para converter os quadros janelados no domínio do tempo
para o domínio da frequência. Isso é necessário para observar as energias e as frequências
do sinal de fala. Além disso, a DFT é calculada via FFT para minimizar a complexidade
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computacional (O’SHAUGHNESSY, 2003). Segue abaixo a Equação 6.5 que representa a
DFT calculada.
𝑋[𝑘] =
𝑁−1∑︁
𝑛=0
𝑥[𝑛]𝑒
−𝑗2𝜋𝑛𝑘
𝑁 , (6.5)
onde 0 ≤ 𝑘 < 𝑁 .
5 - Banco de filtros
O banco de filtros é utilizado para computar uma soma ponderada das com-
ponentes espectrais do filtro (MISTRY, 2013). O banco de filtros é definido com M filtros
triangulares, onde 𝑚 = 1, 2, ...,𝑀 e 𝑓 representa uma determinada frequência, como
mostra a Equação 6.6. Nesse trabalho foram utilizados 20 filtros (HUANG et al., 2001).
𝐻𝑚[𝑘] =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
0 𝑘 < 𝑓 [𝑚− 1]
2(𝑘−𝑓 [𝑚−1])
(𝑓 [𝑚+1]−𝑓 [𝑚−1])(𝑓 [𝑚]−𝑓 [𝑚−1]) 𝑓 [𝑚− 1] ≤ 𝑘 ≤ 𝑓 [𝑚]
2(𝑓 [𝑚+1]−𝑘)
(𝑓 [𝑚+1]−𝑓 [𝑚−1])(𝑓 [𝑚+1]−𝑓 [𝑚]) 𝑓 [𝑚] ≤ 𝑘 ≤ 𝑓 [𝑚+ 1]
0 𝑘 > 𝑓 [𝑚+ 1]
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
(6.6)
Esses filtros calculam o espectro médio em torno de cada frequência central
com o aumento da largura de banda, como mostra a Figura 17.
Figura 17 – Banco de filtros triangulares. Imagem retirada do livro (MISTRY, 2013)
Para calcular os pontos padrão 𝑓 [𝑚] espaçados de maneira uniforme em escala
mel é utilizada a Equação 6.7. Nessa Equação é definida a frequência mais baixa 𝑓𝑙 e a
frequência mais alta 𝑓ℎ (em Hz) do banco de filtros, a frequência de amostragem 𝐹𝑠 (em
Hz), M é o número de filtros e N é o tamanho da DFT (nesse trabalho N=1024).
𝑓 [𝑚] =
(︂
𝑁
𝐹𝑠
)︂
𝐵−1
(︃
𝐵(𝑓𝑙)𝑚
𝐵(𝑓ℎ)−𝐵(𝑓𝑙)
𝑀 + 1
)︃
, (6.7)
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onde a escala Mel B é dada pela Equação 6.1 e 𝐵−1 é a sua inversa representada pela
Equação 6.8.
𝐵−1(𝑏) = 700
(︃
𝑒𝑥𝑝(𝑏)
1125 − 1
)︃
. (6.8)
Após esses processos é computada a energia logarítmica na saída de cada filtro
através da Equação 6.9.
𝑆[𝑚] = 𝑙𝑛
[︃
𝑁−1∑︁
𝑘=0
|𝑋[𝑘]|2𝐻𝑚[𝑘]
]︃
, (6.9)
onde 0 ≤ 𝑚 < 𝑀 .
6 - Transformada Cosseno Discreta (DCT)
Na última etapa do processo, cada energia logarítmica na saída do filtro é com-
putada pela DCT, como mostra a Equação 6.10. A DCT descorrelaciona os coeficientes
do banco de filtros e gera uma representação comprimida dos bancos de filtros. Normal-
mente, para reconhecimento automático de fala, os coeficientes cepstrais resultantes 2-13
são retidos e o restante é descartado. As razões para descartar os outros coeficientes é
que representam mudanças rápidas nos coeficientes do banco de filtros e esses pequenos
detalhes não contribuem para o ASR (FAYEK, 2016).
𝑐[𝑛] =
𝑀−1∑︁
𝑚=0
𝑆[𝑚]𝑐𝑜𝑠
(︃
𝜋𝑛(𝑚+ 1/2)
𝑀
)︃
, (6.10)
onde 0 ≤ 𝑛 < 𝑀 .
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7 Classificação
A classificação é a parte do sistema de reconhecimento de fala que reconhece
uma determinada palavra dita. Para realizar o reconhecimento os parâmetros dos classi-
ficadores são otimizados durante uma etapa de treinamento que antecede a classificação.
Após isso, inicia-se a etapa de predição, de modo que esses parâmetros são comparados
com outros novos parâmetros. Por fim é calculada a palavra mais provável a ser reconhe-
cida. Existem diversos classificadores eficazes, porém nesse trabalho foi utilizado Modelos
Ocultos de Markov (HMM - Hidden Markov Models) que será explicado com mais detalhes
nesse Capítulo.
7.1 Modelos Ocultos de Markov (HMM)
7.1.1 Definição do HMM
Os HMMs são baseados em Cadeias de Markov, as quais são compostas so-
mente por um processo estocástico observável. Entretanto, algumas aplicações não pode-
riam ser modeladas por Cadeias de Markov devido a eventos físicos que não são observá-
veis, então surgiram os Modelos Ocultos de Markov.
O HMM é um processo duplamente estocástico, sendo que um processo oculto
é capaz de ser obtido através de um processo estocástico observável. O processo esto-
cástico observável é composto por um conjunto de estados finitos que representam um
evento físico observável. Admite-se que um evento pode ser observado em qualquer es-
tado, possivelmente capaz de analisar somente as observações geradas independente do
estado atual, pois os estados são ocultos para se observar (CARVALHO, 2013). Cada es-
tado emite uma função densidade de probabilidade (PDF - Probability Density Function),
e entre os estados ocorrem as transições estatísticas. No processo estocástico oculto não
é possível identificar o evento físico observável, porém através do processo observável po-
demos obter as informações estatísticas do processo estocástico oculto utilizando critérios
de otimização para obter as melhores estimativas.
7.1.2 Elementos do HMM
Os HMMs são compostos por estados, probabilidade de transição de estados,
probabilidade de emissão dos estados, estado inicial e sequência de observação.
Os HMMs podem conter N estados, os quais representaram sons parecidos
com fonemas. Nesse projeto foram utilizados 12 estados devido à maior palavra conter 10
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fonemas (RABINER; JUANG, 1993).
A topologia do HMM pode ser ergódica, quando há todas as conexões possíveis
entre os estados e pode ser left-right quando os estados se conectam apenas da esquerda
para a direita. Nesse projeto utilizamos uma topologia ergódica. Os estados são denotados
como 𝑆 = 𝑆1, 𝑆2, ...𝑆𝑁 e o estado no tempo 𝑡 como 𝑞𝑡 (RABINER, 1989).
A probabilidade de transição de estado 𝑎𝑖𝑗 é a probabilidade de um estado
atual dado um estado anterior. Ou seja, 𝑎𝑖𝑗 = 𝑃 [𝑞𝑡+1 = 𝑗|𝑞𝑡 = 𝑖], 1 ≤ 𝑖, 𝑗 ≤ 𝑁 . Sendo
que para o HMM do tipo ergódico 𝑎𝑖𝑗 ≥ 0 e left-right 𝑎𝑖𝑗 = 0, se 𝑗 ≤ 𝑖. Os elementos da
probabilidade de transição de estados formam a matriz de probabilidade de transição de
estados 𝐴 = 𝑎𝑖𝑗.
A probabilidade de emissão dos estados dado por 𝐵 = 𝑏𝑗(𝑘) = 𝑃 [𝑉𝑘|𝑆𝑗], o
qual 𝐵 representa a matriz dos elementos 𝑏𝑗(𝑘), 𝑉𝑘 representa o conjunto de resultados
de saída esperados do modelo, estando no estado 𝑆𝑗.
A distribuição de estado inicial é representado por 𝜋 = 𝜋𝑖, no qual 𝜋𝑖 = 𝑃 [𝑞1 =
𝑖], 1 ≥ 𝑖 ≤ 𝑁 .
À partir desses parâmetros obtemos o nosso modelo 𝜆 = 𝐴,𝐵, 𝜋 (RABINER;
JUANG, 1993).
A sequência de observação 𝑂 = (𝑜1𝑜2...𝑜𝑇 ) é representada pelo vetor de parâ-
metros de entrada.
7.1.3 Tipos de HMM
Nesse trabalho foi utilizado o HMM contínuo, o qual utiliza a função densi-
dade de probabilidade (PDF) contínua. Geralmente a PDF é modelada para utilizar uma
mistura finita de M gaussianas multidimensionais (DIAS, 2000). Veja a Equação 7.1 para
mais detalhes.
𝑏𝑗(𝑜𝑡) =
𝑀∑︁
𝑚=1
𝑐𝑗𝑚𝐺(𝑜𝑡, 𝜇𝑗𝑚, 𝑈𝑗𝑚), 1 ≤ 𝑗 ≤ 𝑁. (7.1)
Onde:
• 𝑜𝑡 representa o vetor de parâmetro de entrada, suposta dimensão D, no instante t.
• 𝑐𝑗𝑚 representa o coeficiente da m-ésima componente da mistura no estado 𝑆𝑗, satis-
fazendo as definições ∑︀𝑀𝑚=1 𝑐𝑗𝑚 = 1 e 𝑐𝑗𝑚 ≥ 0, sendo 1 ≤ 𝑗 ≤ 𝑁 .
• 𝐺 representa uma função densidade de probabilidade gaussiana multidimensional
de dimensão D, com vetor média 𝜇𝑗𝑚 e matriz de covariância 𝑈𝑗𝑚.
• M representa o número de gaussianas da mistura.
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• N representa o número de estados.
A função densidade de probabilidade também deve satisfazer a Equação 7.2, sendo mul-
tidimensional de (vetor 𝑂 e dimensão D) (DIAS, 2000).
∫︁ ∞
∞
𝑏𝑗(𝑂)𝑑𝑂 = 1 (7.2)
7.1.4 Problemas e Soluções da Aplicação do HMM
Para a aplicação do HMM existem três problemas básicos:
1. Como é calculada eficientemente a probabilidade da sequência de observação
dado o modelo 𝑃 (𝑂|𝜆).
2. Como é calculada a sequência de estados ótima dado uma sequência de
observação e o modelo.
3. Como são ajustados os parâmetros do modelo para maximizar a probabili-
dade.
Para deixar mais claro, nesse trabalho serão apresentados os problemas e as
soluções aplicando um sistema de reconhecimento de fala de palavras isoladas.
Como mostra a Figura 18, os sinais de fala são convertidos em vetores espec-
trais que representam o cepstrum das palavras faladas, (para mais detalhes veja o Capítulo
6). Esses vetores representam a sequência de observação. Cada palavra do vocabulário é
representada por um HMM distinto.
Cada HMM é usado em duas etapas: treinamento e predição. Na etapa de
treinamento é resolvido o problema 3, no qual a sequência de observação é utilizada para
a estimação dos parâmetros dos modelos 𝜆 = 𝐴,𝐵, 𝜋. Esses parâmetros representam in-
formações relevantes de cada palavra do HMM. Por exemplo, os parâmetros estimados
para a palavra “academia” serão diferentes para a palavra “aeroporto”. Além disso, cada
HMM utiliza emissões gaussianas multidimensionais com uma matriz de covariância dia-
gonal, restringindo assim o número de parâmetros livres e consequentemente reduzindo a
complexidade computacional.
Na solução do problema 3 é usado o Algoritmo de Baum-Welch, também cha-
mado de critério de modificação da esperança (Expectation-Modification - EM) (RABI-
NER, 1989). Nesse algoritmo é utilizado o processo de reestimação, no qual os parâmetros
do modelo são ajustados a cada iteração para maximizar a probabilidade conjunta.
Na etapa de predição é encontrado o problema 2, no qual é preciso estimar a
melhor sequência de estados para maximizar a probabilidade 𝑃 (𝑄|𝑂, 𝜆), o qual é equiva-
lente a maximizar 𝑃 (𝑄,𝑂|𝜆), sendo 𝑄 = 𝑞1𝑞2...𝑞𝑇 a sequência de estados e 𝑂 = 𝑜1𝑜2...𝑜𝑇 a
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sequência de observação. Isso é baseado em ummétodo de programação dinâmica chamado
Algoritmo de Viterbi (RABINER, 1989). Para encontrar a melhor sequência de estados
dado uma sequência de observação é preciso definir a quantidade através da Equação 7.3.
𝛿𝑡(𝑖) = 𝑚𝑎𝑥
𝑞1,𝑞2,...,𝑞𝑡−1
𝑃 [𝑞1, 𝑞2, ..., 𝑞𝑡 = 𝑖, 𝑜1, 𝑜2, ..., 𝑜𝑡|𝜆] (7.3)
𝛿𝑡(𝑖) é o melhor resultado (ou seja, a mais alta probabilidade) ao longo de um
único caminho no tempo 𝑡, o qual justifica as primeiras 𝑡 observações e encerram no estado
𝑆𝑗. Por iniciação é obtido a Equação 7.4.
𝛿𝑡+1(𝑗) = [𝑚𝑎𝑥
𝑖
𝛿𝑡(𝑖)𝑎𝑖𝑗] · 𝑏𝑗(𝑂𝑡+1) (7.4)
Para realmente recuperar a sequência de estados, é preciso continuar o caminho
do argumento o qual maximiza a Equação 7.4 para cada 𝑡 e 𝑗 (RABINER, 1989).
O Algoritmo de Viterbi também é utilizado para resolver o problema 1. En-
tretando, agora o algoritmo maximiza a probabilidade de uma sequência de observação
dado um modelo. Isso também é chamado de verossimilhança. Esse algoritmo resolve o
problema de maneira eficaz e com uma baixa complexidade computacional (RABINER,
1989).
Após essas etapas, é selecionada a verossimilhança calculada através de cada
HMM. Portanto, essa verossimilhança representa a palavra mais provável a ser reconhe-
cida.
Para mais detalhes sobre os algoritmos que resolvem os problemas de aplicação
do HMM, sugere-se consultar o material da referência (RABINER, 1989).
Figura 18 – Diagrama de bloco do IWR utilizado nesse trabalho.
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7.2 Treinamento de Multi-Condição
O treinamento de multi-condição é uma técnica que introduz simultaneamente
bases de dados limpa (sem distorções) e corrompidas (que contêm reverberação) na etapa
de treinamento da classificação. Essa técnica é diferente de outras que filtram a reverbe-
ração antes da etapa de classificação (LIPPMANN et al., 1987).
Na Figura 19 é mostrado o diagrama de bloco do sistema IWR utilizando o
treinamento de multi-condição. O principal objetivo do treinamento de multi-condição é
aumentar o valor da probabilidade calculada dado a sequência de observação e um mo-
delo (VITAL; YNOGUTI, 2015). Quando as bases de dados limpas e reverberantes são
introduzidas na etapa de treinamento do classificador, o Algoritmo de Baum Welch es-
tima os parâmetros do modelo à partir de sequências de observação, que representam as
falas limpas e reverberantes. Ou seja, os modelos contêm informações de dados limpos e
corrompidos. Entretanto, quando calculamos a probabilidade de uma sequência de obser-
vação desconhecida (pode conter informações de dados limpos ou com diferentes níveis de
reverberação), dado um modelo o valor será maior. Assim, o classificador reconhecerá mais
palavras e consequentemente aumentará o desempenho do sistema de reconhecimento de
fala.
Figura 19 – Diagrama de bloco do IWR mostrando o funcionamento do treinamento de
multi-condição.
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8 Análise
Nesse Capítulo serão apresentadas técnicas comumente aplicadas em aprendi-
zado de máquina. Essas técnicas otimizam o sistema, ou seja aumentam sua capacidade
de generalização. Além disso, serão mostradas as métricas de avaliação utilizadas nesse
projeto, tais como Recall, Precision e F1-score. Os valores dessas métricas de avaliação
representam o desempenho do sistema de reconhecimento de fala.
8.1 K-Fold Cross Validation
As estruturas do ASR baseam-se em algoritmos de aprendizado de máquina,
o qual são conhecidos como um subcampo da ciência da computação. Esses algoritmos
são capazes de realizar previsões de dados e aprender com seus erros. Além disso, esses
algoritmos podem ser do tipo supervisionado ou não-supervisionado. No supervisionado
os dados de entrada são fornecidos ao sistema que mapeia uma função para obter os
resultados através desses dados de entrada. Por outro lado, para os não-supervisionados,
conhecidos também como algoritmos generativos, não são fornecidos dados na entrada
do sistema. Ainda assim, eles são capazes de mapear uma função que resulta na saída
desejada.
Nesse projeto foi utilizado um algoritmo supervisionado. Uma das fraquezas
desse algoritmo é que pode causar sobre-treinamento (mais conhecido como overfitting)
no sistema. Para evitar isso, nesse projeto foi utilizado o Cross Validation, o qual pode
aumentar a capacidade de generalização do sistema (PEDREGOSA et al., 2011). Dessa
maneira, o Cross Validation garante que os dados utilizados no teste do sistema não são
os mesmos que são utilizados no treinamento.
Nesse projeto foi utilizado o 10-Fold Cross Validation que separa os dados em
10 pastas diferentes. Entre essas pastas, 9 são selecionadas para treinamento e 1 para teste
até atingir a décima iteração, como mostra a Figura 20. Para cada iteração é calculada
algum tipo de métrica de avaliação, representado na Figura 20 como "X". Após isso, é
calculada a média amostral de cada métrica de avaliação, que será explicada com mais
detalhe a seguir.
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Figura 20 – Diagrama do 10-Fold Cross Validation.
8.2 Métricas de Avaliação
Métricas de avaliação são comumentes utilizadas para quantificar os resultados.
No caso do sistema de reconhecimento de fala são utilizadas para medir o desempenho
do sistema. Existem várias métricas capazes de representar os resultados, mas para esse
trabalho foram utilizados o Recall, o Precision e o F1-score.
Em cada pasta separada pelo Cross Validation foi calculado o número de ver-
dadeiros positivos (TP - true positive), verdadeiros negativos (TN - true negative), falsos
positivos (FP - false positive) e falsos negativos (FN - false negative) para cada rótulo
(isto é, cada palavra). Eles foram usados para obter a estimativa do Recall, Precision e
F1-score através da matriz de confusão, a qual é uma tabela que permite descrever o
desempenho de um modelo do classificador dado um conjunto de teste com os valores
reais conhecidos (JOSH, 2016). Veja a Figura 21.
Figura 21 – Exemplo de uma matriz de confusão para um classificador binário.
Cada elemento da matriz de confusão é definido, como:
• TP: os valores positivos foram preditos corretamente. Ex.: o valor da classe atual é
“sim” e o valor da classe predita foi “sim”.
• TN: os valores negativos foram preditos corretamente. Ex.: o valor da classe atual
é “não” e o valor da classe predita também foi “não”.
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• FP: os valores negativos foram preditos para os valores positivos. Ex.: o valor da
classe atual é “não” e o valor da classe predita foi “sim”.
• FN: os valores positivos foram preditos para os valores negativos. Ex.: o valor da
classe atual é “sim” e o valor da classe predita foi “não”.
O Recall é uma medida de quantas observações positivas reais foram preditas
corretamente, como mostra a Equação 8.1 (MANNING P. RAGHAVAN, 2008). O Preci-
sion é uma medida de quantas previsões positivas foram observações positivas reais, como
mostra a Equação 8.2 (MANNING P. RAGHAVAN, 2008).
Recall = 𝑇𝑃
𝑇𝑃+𝐹𝑁 . (8.1)
Precision = 𝑇𝑃
𝑇𝑃+𝐹𝑃 . (8.2)
O F1-score é a média harmônica entre o Recall e o Precision, como mostra
a Equação 8.3. O F1-score foi calculado para cada pasta e em seguida obtida a média.
Assim, a média do F1-score foi utilizada como medida de desempenho do sistema de
reconhecimento de fala (MCCOWAN et al., 2005).
𝐹1 = 2Recall×PrecisionRecall+Precision . (8.3)
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9 Resultados
Nesse Capítulo serão apresentados os resultados obtidos quando o sistema
utilizou os métodos de treinamento de base única e multi-condição. No fim do Capítulo
será mostrado o tempo de treinamento do sistema para diferentes métodos de treinamento.
9.1 Análise de Desempenho do Sistema de Reconhecimento de Fala
de Palavras Isoladas
O objetivo desse trabalho é obter um sistema robusto à reverberação. Para isso
foi utilizado o treinamento de multi-condição, o qual consiste no treinamento de diferentes
bases de dados composta por áudios limpos e reverberantes.
O primeiro teste no sistema de reconhecimento de fala foi verificar qual seria
o maior valor de desempenho antes de utilizar bases de dados com reverberação, ou
seja, somente com a base de dados que contém áudios limpos (R0). O sistema obteve
um F1-score = 90%. Posteriormente, isso também foi feito para cada base de dados
com diferentes níveis de reverberação (o sistema foi treinado e testado com a mesma
base de dados). Curiosamente o sistema apresentou um desempenho semelhante. Isso
quer dizer, que a cada 10 vezes que o sistema é utilizado 1 vez poderá falhar. Vários
fatores podem ter infuenciado para que o desempenho do sistema não resultasse em 100%.
Um dos fatores pode ser os parâmetros dos modelos que não foram otimizados para a
máxima probabilidade. A influência da variabilidade linguística contida na base de dados
foi descartada após verificar os valores dos desvios padrões que apresentaram valores
menores que 4%.
Utilizando alguns resultados preliminares, foram escolhidas as bases com di-
ferentes níveis de reverberação, rotuladas como R10, R30 e R70 para a execução desse
trabalho. Os resultados obtidos quando o sistema treinado com R0 é considerado o ba-
seline, pois não há reverberação no ambiente onde os áudios foram gravados. A base de
dados R10 foi escolhida devido à existência de uma pequena reverberação introduzida
nos áudios. A base R30 obteve os melhores resultados quando houve o treinamento de
cada uma das bases de dados. Por fim, a base R70 foi utilizada devido ao decaimento no
desempenho do sistema em 70% de reverberação quando treinado com R30.
Nos testes seguintes foi observado o efeito causado pela base R10, em am-
bos treinamentos (única e multi bases). Esse efeito é mostrado na Figura 22. O sistema
treinado com a base R0 obteve um desempenho de 90% quando testado com a mesma
base, porém decaiu bruscamente conforme aumenta o nível de reverberação. Por outro
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lado, o treinamento único da base R10 resultou em um desempenho próximo ao valor
máximo obtido quando o sistema foi testado com a mesma base. Entretanto, o desempe-
nho apresentou um decaimento para os outros níveis de reverberação e o sistema obteve
umF1-score muito baixo quando a base R10 é testada com a base R0. Por fim, foi apli-
cado o treinamento de multi-condição com as bases R0+R10. Pode-se observar que nesse
treinamento o sistema testado com a base R0 resultou em um desempenho mediano entre
os resultados do sistema treinado com as bases individuais. Entretando, conforme aumen-
tava os níveis de reverberação o sistema apresentava um desempenho mais próximo do
valor mínimo. Isso aconteceu devido às bases R0 e R10 conter dados diferentes quando
comparadas com as outras bases de diferentes níveis de reverberação.
Figura 22 – Desempenho do sistema treinado com as bases de dados R0, R10 e R0+R10.
Um comportamento similar foi observado quando as bases R0 e R30 foram
utilizadas no treinamento de multi-condição, como mostra a Figura 23. A única diferença
está quando o sistema é treinado somente com R30, o qual é superior ao treinamento
somente com R10. O desempenho do sistema com o treinamento de multi-condição é
similar ao treinamento com R0. Dessa maneira, isso implica dizer que as amostras obtidas
da base R30 são semelhantes com as de R0.
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Figura 23 – Desempenho do sistema treinado com as bases de dados R0, R30 e R0+R30.
Buscando um melhor desempenho do sistema, um conjunto de treinamento de
multi-condição com as bases R0 e R70 são utilizadas da mesma maneira como nas Figuras
anteriores. Na Figura 24 pode-se observar que o desempenho do sistema no treinamento
somente com R70 tem um comportamento oposto ao de R0, porém quando utilizado o
treinamento de multi-condição o desempenho do sistema estabelece um comportamento
mediano próximo aos maiores valorores de F1-score. Dessa forma, o sistema apresentou
uma capacidade de generalização quando utilizado o treinamento de multi-condição com
bases que contêm amostras muito diferentes.
No último caso, teve-se a ideia de adicionar mais uma base de dados no trei-
namento de multi-condição. Na Figura 25, foi comparada todos os desempenhos obtidos
até o momento utilizando os treinamentos de multi-condição. Pode-se observar que o de-
sempenho mais estável foi obtido utilizando R0+R30+R70 no treinamento do sistema, o
qual apresentou um desempenho superior ao treinamento de multi-condição de R0+R70.
Dessa maneira, o sistema será capaz de identificar e reconhecer uma palavra em ambientes
com diferentes níveis de reverberação.
Nesse trabalho foi utilizado um critério de análise para quantificar o desem-
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Figura 24 – Desempenho do sistema treinado com as bases de dados R0, R70 e R0+R70.
penho e a estabilidade do sistema para diferentes níveis de reverberação. Esse critério
envolve duas medidas. A primeira é a diferença entre o valor máximo e mínimo da média
do F1-score para cada conjunto de treinamento (Δ𝐹1). Os valores mais baixos para esse
parâmetro indicam modelos mais estáveis. A segunda medida é a area abaixo da curva, ou
seja a somatória de todas as médias do F1-score para os diferentes níveis de reverberação
(Σ𝐹1). O mais alto valor desse parâmetro indica um maior desempenho do sistema.
Bases de treino Δ𝐹1 Σ𝐹1
R0 0.66 3.73
R10 0.91 7.57
R30 0.89 8.31
R70 0.86 7.96
R0+R10 0.37 3.53
R0+R30 0.45 3.83
R0+R70 0.30 6.73
R0+R30+R70 0.07 7.89
Tabela 2 – Diferença entre o máximo e o mínimo da média e da somatória do F1-score.
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Figura 25 – Desempenho do sistema utilizando apenas os treinamentos de multi-condição
R0+R10, R0+R30, R0+R70 e R0+R30+R70.
A Tabela 2 mostra que usando duas bases de dados consistentemente tende a
modelos mais estáveis (ou seja, foi obtido um Δ𝐹1 menor), em relação os modelos obtidos
quando o sistema foi treinado utilizando apenas uma base de dados. Isso é um importante
aspecto, pois permite a construção do sistema IWR cujo comportamento é mais preditivo.
Entretanto, os treinamentos de multi-condição não atingem o melhor valor de Σ𝐹1 em
relação aos treinamentos de bases únicas. Isso indica uma limitação do classificador.
Observando a Tabela 2, o treinamento utilizando R0+R30+R70 é claramente
o modelo mais estável quando comparado com os outros treinamentos (Δ𝐹1 = 0.07). Esse
modelo apresentou valores de desempenho compatível com os de treinamentos com uma
única base, ou seja está próximo do melhor valor.
Esses resultados mostraram que o treinamento de multi-condição deve ser es-
colhido de acordo com a sua capacidade de generalização para que o sistema possa obter o
melhor desempenho em ambientes com diferentes níveis de reverberação. Dessa maneira,
Capítulo 9. Resultados 56
esse método permite que o sistema seja mais robusto à reverberação.
9.2 Tempo de Execução do Sistema
Para uma aplicação o tempo de execução do sistema de reconhecimento de fala
é crucial. Isso determina o tempo que o sistema leva para ser treinado e testado.
O sistema foi executado em uma Unidade Central de Processamento (CPU)
Intel® Core i7 com 2,80 GHz, com 4 Cores e memória RAM de 8 GBytes.
A quantidade de dados é proporcional ao tempo de execução, isto é, quando
aumenta a quantidade de dados aumenta também o tempo de execução do sistema. Dessa
maneira, quando o sistema utilizou o treinamento de multi-condição o tempo de treina-
mento foi diferente quando utilizou apenas uma base de dados.
O sistema treinado e testado com a mesma base de dados demorou 4h 38min
24s para concluir o processo de treinamento e teste do sistema. Por outro lado, o tempo de
execução foi de 10h 20min 38s quando o sistema utiliza o treinamento de multi-condição
com 2 bases de dados. Para o treinamento de multi-condição com 3 bases o tempo de
execução do sistema foi de 16h 25min 37s. Dessa forma, é possível observar que o tempo
de execução do sistema na configuração mais simples já seria um problema na aplicação.
Além disso, quando o sistema utiliza o treinamento de multi-condição o tempo tende
aumentar também. O treinamento de multi-condição permite que o IWR seja robusto à
reverberação, porém o tempo é maior para treinar o sistema em relação ao treinamento
de base única.
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Conclusão
Nesse trabalho de mestrado foi possível avaliar o impacto do treinamento de
multi-condição no desempenho do sistema IWR em ambientes reverberantes. Para isso, foi
utilizado um ambiente controlado com vários níveis de reverberação que permitiu analizar
o sistema em diversas condições.
A reverberação está presente em vários ambientes, os quais podem apresentar
diferentes tempos de reverberação devido aos tipos de materiais pelo qual o ambiente foi
construído. Esse tempo de reverberação pode degradar a integibilidade do sistema IWR.
A solução para esse problema foi utilizar o treinamento de multi-condição.
O treinamento de multi-condição usa mais de uma base de dados, sendo que
cada uma possui um nível de reverberação diferente. As bases de dados foram apresentadas
simultaneamente ao sistema durante a fase de treinamento. Isso permitiu que o modelo se
ajustásse simultaneamente a todas as bases de dados, e, por consequência, potencialmente
aumentar sua capacidade de generalização.
Um dos resultados mostraram que o desempenho do IWR quando treinado e
testado com a mesma base de dados não apresentou um F1-score de 100% devido aos
problemas na estimativa dos modelos. Esse problema poderá ser resolvido em trabalhos
futuros utilizando aprendizado profundo.
Outro resultado mostrou uma estabilidade no desempenho do sistema quando
utilizou o treinamento de multi-condição para o teste de todas as bases de diferentes níveis
de reverberação. Entretando, esse resultado somente foi efetivo quando o treinamento de
multi-condição era composto pelas bases R0+R70 e R0+R30+R70. Isso aconteceu, porque
existiu uma correlação entre os dados treinados e testados. De fato, os modelos estimados
foram otimizados para identificar palavras que contêm diferentes níveis de reverberação.
O sistema que utilizou o treinamento multi-condição apresentou uma desvanta-
gem em relação ao tempo de execução do sistema. Dessa maneira, conforme aumentava o
número de bases no treinamento do sistema IWR proporcionalmente aumentava o tempo
de execução. Uma solução para reduzir o tempo de execução do sistema quando utiliza o
treinamento de multi-condição seria utilizar uma GPU juntamente com a CPU. Portanto,
o sistema poderá ser aplicado em ambientes que contêm diferentes níveis de reverberação
e funcionar com um menor tempo de execução.
Conclusão 58
Perspectivas Futuras
É possível que técnicas de aprendizado profundo tenham melhor desempenho
no processo de classificação. Também, existe a possibilidade de que técnicas de remoção de
reverberação possam tornar o sistema mais estável. Essas duas ideias abrem perspectivas
para trabalhos futuros.
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