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Classical Schur’s matrix is a different evaluation, provided by Schur,
of the quadratic Gaussian sum from Gauss. The advanced informa-
tion was studied by L. Carlitz who determined its eigenvalues, and
by P. Morton who determined its eigenvectors. In this paper, we
generalize the classical Schur’s matrix to the case in polynomial
rings over ﬁnite ﬁelds, and what is more, we give explicit formu-
las for the determinant, inverse matrix, eigenvalues, multiplicity
and eigenvectors with respect to each eigenvalue of the polynomial
Schur’s matrix.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
Classical Schur’s matrix is an N × N matrix
U= (e2π imn/N)
for all positive integers m,n N . The eigenvalues of U were given by L. Carlitz [2] in 1959. Fourteen
years after the work of Carlitz, Schur used these eigenvalues of the matrix U to evaluate the Gaussian
sum
N∑
n=1
e2π in
2/N ,
which is the trace of the matrix U. Eventually, in 1980 P. Morton [4] found out the eigenvectors of U
with respect to eigenvalues that Carlitz gave.
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ﬁelds. Analogizing Carlitz’s and Morton’s procedures to the eigenvalues and corresponding eigenvec-
tors of the classical Schur’s matrix, we give arise eigenvalues and corresponding eigenvectors of the
polynomial Schur’s matrix.
Let Fq be the ﬁnite ﬁeld of q elements with q odd, and let prime p be its characteristic. Let
A = Fq[T ] be the polynomial ring in T over Fq . Let K∞ = Fq((1/T )) denote the completion ﬁeld of the
rational function ﬁeld Fq(T ) at the inﬁnite place 1/T ; in other words, for every a ∈ K∞ , if a = 0, then
a can be expressed as
a =
d∑
i=−∞
ci T
i,
where ci ∈ Fq and cd = 0. The degree and absolute value of a are deﬁned by dega = d and |a| = qd .
The residue of a at inﬁnite place is denoted by res∞ a = c−1. Let Trq : Fq → Fp be the trace map of
the ﬁnite ﬁeld Fq onto the ﬁnite ﬁeld Fp (identifying with Z/pZ). Let ψq : Fq → C× be the standard
additive character of Fq deﬁned by
ψq(α) = exp
(
2π i Trq(α)
p
)
for all α in Fq . The polynomial exponential map E : K∞ → C× is deﬁned by
E(a) = ψq(res∞ a)
for all a in K∞ .
Here, we introduce some properties of the polynomial exponential map E which are frequently
used in this paper. Let Q be a monic polynomial in A. In the additive group A/Q A, for any polyno-
mial a in A, we deﬁne the function by
A/Q A → C×,
f → E
(
af
Q
)
for any polynomial f in A. It is easy to check that the function we deﬁned above is an additive
character of A/Q A and the character is a trivial character if Q divides a. Moreover, the polynomial
exponential map has the following important property:
∑
f (mod Q )
E
(
af
Q
)
=
{ |Q | if Q divides a,
0 otherwise.
Let H be a monic polynomial in A with positive degree and ﬁx a bijective mapping
λ : { f ∈ A | deg f < deg H} → {1,2,3, . . . , |H|}.
Associated to H , the polynomial Schur’s matrix is a |H| × |H| matrix M . The (λ( f ), λ(g))th entry of
M is given by
E
(
f · g
H
)
,
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M2( f , g) =
∑
x (mod H)
E
(
f x
H
)
E
(
xg
H
)
=
∑
x (mod H)
E
(
f + g
H
x
)
,
we have
M2( f , g) =
{ |H| if H | ( f + g),
0 otherwise,
and
M4 = |H|2 I,
where I is the |H| × |H| identity matrix. Hence, the eigenvalues of M are of the forms
ir
√|H| (r = 0,1,2,3).
Let dr denote the multiplicity of the eigenvalue ir
√|H|.
In Theorem 2.1, we compute the multiplicity dr of each eigenvalue ir
√|H|. Furthermore, all the
eigenvectors corresponding to each eigenvalue are given by Theorem 3.2.
2. The multiplicity of the eigenvalues
The formula of polynomial quadratic Gauss sum
G(H) =
∑
deg f<deg H
E
(
f 2
H
)
is given in [1, Theorem 2] or [3, Theorem 4.1]. The value of polynomial quadratic Gauss sum that
Carlitz gave in [1] has a little difference from the result that given in [3]. In fact, the writer proved
a generalized polynomial quadratic Gauss sum (polynomial Schaar’s identity) in [3, Theorem 4.1], and
the formula for G(H) is a special case. According to our deﬁnition of exponential sum, here we use
the result of [3], that is, when q is odd, we have
G(H) = i (|H|−1)
2
4
√|H|.
Since the polynomial Schur’s matrix M is a symmetric normal matrix, we have
d0 + d1 + d2 + d3 = |H|.
Again since the traces of matrices M2,M , and conjugate matrix M are |H|,G(H), and G(H), we obtain
d0 − d1 + d2 − d3 = 1,
d0 + id1 − d2 − id3 = i (|H|−1)
2
4 ,
d0 − id1 − d2 + id3 = (−i) (|H|−1)
2
4 .
Combining these, we have
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{
d0 = |H|+34 , d1 = d2 = d3 = |H|−14 if |H| ≡ 1 (mod 4),
d0 = d1 = d2 = |H|+14 , d3 = |H|−34 if |H| ≡ 3 (mod 4).
Based on Theorem 2.1, we have more information on the polynomial Schur’s matrix M .
Theorem 2.2. The determinant detM of the polynomial Schur’s matrix M is
detM = (−i) |H|−12 |H| |H|2 ,
and the (λ( f ), λ(g))-entry M−1( f , g) of the inverse matrix M−1 of the polynomial Schur’s matrix M is
M−1( f , g) = 1|H| E
(− f g
H
)
.
Proof. The determinant detM of M is directly from Theorem 2.1 and it is easy to check that the
matrix given here is indeed the inverse matrix of the polynomial Schur’s matrix M . 
3. The eigenvectors of the polynomial Schur’s matrix
Let H be a monic polynomial in A. The ring A/HA is the residue class ring of A modulo the ideal
HA, generated by H . The group (A/HA)× of A/HA is a multiplicative group containing all classes
f such that the greatest common divisor of f and H , denoted by ( f , H), is 1. Let Φ be the Euler
function for polynomials, i.e., the cardinality |(A/HA)×| of the set (A/HA)× is Φ(H).
Let ̂(A/HA)× be the group of multiplicative characters χ of (A/HA)× and let χ0 be the trivial
character in ̂(A/HA)× , i.e., χ0( f ) = 1 for all f in A with ( f , H) = 1. For convenience, we use χ( f )
to represent the complex value χ( f ) and with each character χ of (A/HA)× there is associated the
conjugate character χ deﬁned by χ( f ) = χ( f ) for all f in A with ( f , H) = 1.
Let χ be a multiplicative character of (A/HA)× . We say that χ is primitive if χ cannot factor
through (A/Q A)× for any Q |H with deg Q < deg H . If χ is not primitive modulo H and χ can factor
through from a primitive character χ ′ modulo Q , then Q = fχ is called the conductor of χ . That
is, the conductor fχ of χ is the monic polynomial dividing H in A with the least degree such that
χ( f ) = 1 for every f ≡ 1 (mod fχ ) and ( f , H) = 1.
From now on, for every character χ in Â/HA× with conductor fχ , χ ′ is the primitive character
of (A/ fχA)× such that χ can factor through from χ ′ , i.e., for all polynomial g relatively prime to fχ ,
we have
χ ′(g) = χ( f ) where f ≡ g (mod fχ ) and ( f , H) = 1. (3.1)
Let χ be a character of (A/HA)× with conductor fχ and let d be a monic divisor of Hfχ . First, we
deﬁne a |H| dimensional vector Vχ,d . For each polynomial f of degree less than deg H , the λ( f )th
component Vχ,d( f ) of Vχ,d is deﬁned by
Vχ,d( f ) =
{
χ ′( fd ) if d | f ,
0 otherwise.
(3.2)
For monic polynomial f dividing H , let ρ( f ) be the number of characters in ̂(A/HA)× with con-
ductor f . Since the number of characters in ̂(A/HA)× is
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and each character χ has conductor fχ dividing H , we have
∑′
f |H
ρ( f ) = Φ(H), (3.3)
where the summation runs over all the monic polynomials f dividing H in A. Thus, the number of
vectors Vχ,d is
∑′
f |H
ρ( f )
∑′
d| Hf
1 =
∑′
d|H
∑′
f | Hd
ρ( f ).
By (3.3), the number of vectors Vχ,d is
∑′
d|H
Φ
(
H
d
)
=
∑′
d|H
Φ(d) = |H|.
In fact, the |H| vectors Vχ,d have the following property.
Theorem 3.1. The |H| vectors Vχ,d are linearly independent.
Proof. For every complex number cχ,d such that
V
def=
∑
χ (mod H)
∑′
d| Hfχ
cχ,dVχ,d = 0, (3.4)
we want to show that cχ,d = 0 for all characters χ of (A/HA)× and monic polynomials d dividing Hfχ ,
where the ﬁrst summation runs over all characters χ in ̂(A/HA)× .
First, we show that cχ,1 = 0 for all χ in ̂(A/HA)× . By the deﬁnition of Vχ,d , the λ( f )th component
V ( f ) of vector V is
V ( f ) =
∑
χ (mod H)
∑′
d| Hfχ
cχ,dVχ,d( f ) =
∑
χ (mod H)
∑′
d| Hfχ ,d| f
cχ,dχ
′
(
f
d
)
.
Particularly, if f is relatively prime to H , then V ( f ) is
V ( f ) =
∑
χ (mod H)
cχ,1χ
′( f ).
Hence, it follows from (3.4) that
∑
χ (mod H)
cχ,1χ
′( f ) = 0 (3.5)
for all polynomial f in A with deg f < deg H and ( f , H) = 1. Let ϕ be any multiplicative character
of (A/HA)× . Multiply through in (3.5) by ϕ( f ) and sum over all f with deg f < deg H and ( f , H) = 1,
then we get
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∑
f (mod H),( f ,H)=1
∑
χ (mod H)
cχ,1χ
′( f )ϕ( f )
=
∑
f (mod H),( f ,H)=1
∑
χ (mod H)
cχ,1χ( f )ϕ( f )
=
∑
χ (mod H)
cχ,1
∑
f (mod H),( f ,H)=1
χϕ( f ),
where we used (3.1) in the second step. Combining the last expression with the orthogonality relation
for characters
∑
f (mod H),( f ,H)=1
χ( f ) =
{
Φ(H) if χ = χ0,
0 if χ = χ0, (3.6)
we have cϕ,1Φ(H) = 0. Thus, we obtain
cχ,1 = 0 (3.7)
for all characters χ in ̂(A/HA)× .
Next, let D be any monic divisor of H such that cχ,d = 0 for all monic divisor d of D with d = D
and all characters χ with conductor fχ dividing HD . Let m be any polynomial in A with degm < deg
H
D
and (m, HD ) = 1. Set f =mD , then the greatest common divisor of Hfχ and f is D . By assumption (3.4),
the λ( f )th component V ( f ) of vector V is 0, and we obtain
0 =
∑
χ (mod H)
∑′
d| Hfχ ,d| f
cχ,dχ
′
(
f
d
)
=
∑
χ (mod H)
∑′
d|( Hfχ , f )
cχ,dχ
′
(
f
d
)
=
∑
χ (mod H)
∑′
d|D
cχ,dχ
′
(
f
d
)
.
According to our assumption on D , it follows that
∑
χ (mod H)
fχ | HD
cχ,Dχ
′(m) = 0 (3.8)
for all polynomial m with degm < deg HD and (m,
H
D ) = 1.
Since fχ divides HD , χ
′ can be lifted to a character χ1 of (A/ HD A)
× . Let ϕ be any multiplicative
character of (A/HA)× and ϕ can factor through from a character ϕ1 of (A/ HD A)
× . Multiply through
in (3.8) by ϕ1(m) and sum over all m with degm < deg HD and (m,
H
D ) = 1, then we get
0 =
∑
m (mod HD ),(m,
H
D )=1
∑
χ (mod H)
fχ | H
cχ,Dχ
′(m)ϕ1(m)D
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∑
m (mod HD ),(m,
H
D )=1
∑
χ (mod H)
fχ | HD
cχ,Dχ1(m)ϕ1(m)
=
∑
χ (mod H)
fχ | HD
cχ,D
∑
m (mod HD ),(m,
H
D )=1
χ1ϕ1(m).
By (3.6) again, we ﬁnd that cϕ,DΦ( HD ) = 0. Hence, we obtain
cχ,D = 0 (3.9)
for all characters χ in ̂(A/HA)× with conductor fχ dividing HD .
Finally, combining (3.7) and (3.9) with induction, we have cχ,d = 0 for all characters χ of (A/HA)×
and monic polynomial d dividing Hfχ , and the proof is complete. 
To give a basis for the eigenvectors of the polynomial Schur’s matrix M , we need some properties
of the Gaussian sum. For any character χ in ̂(A/HA)× with conductor fχ , χ ′ is the primitive character
of χ in ̂(A/ fχA)× . The Gaussian sum of χ ′ is deﬁned by
τ (χ ′) =
∑
f (mod fχ ),( f , fχ )=1
E
(
f
fχ
)
χ ′( f ).
It is well known that for any polynomial g in A, we have
∑
f (mod fχ ),( f , fχ )=1
E
(
f g
fχ
)
χ ′( f ) = χ ′(g)τ (χ ′) (3.10)
and
τ (χ ′)τ (χ ′) = χ ′(−1)| fχ |. (3.11)
Let M be the polynomial Schur’s matrix, let χ be a character of (A/HA)× , let d be a monic divisor
of Hfχ , let d
′ = Hd· fχ , and let Vχ,d be the complex vector deﬁned by (3.2). Now, we compute the vectors
MVχ,d . The λ( f )th component MVχ,d( f ) of MVχ,d is
MVχ,d( f ) =
∑
g (mod H)
E
(
f g
H
)
Vχ,d(g)
=
∑
g (mod H),d|g
E
(
f g
H
)
χ ′
(
g
d
)
=
∑
h (mod Hd )
E
(
f h
H/d
)
χ ′(h).
By division algorithm, h can be uniquely written as fχ Q +r with Q , r in A, deg Q < deg Hd −deg fχ =
degd′ , and deg r < deg fχ . Thus, we have
C.-N. Hsu, T.-T. Nan / Finite Fields and Their Applications 15 (2009) 652–660 659MVχ,d( f ) =
∑
r (mod fχ )
Q (mod d′ )
E
(
f ( fχ Q + r)
d′ fχ
)
χ ′( fχ Q + r).
Since χ ′ is a primitive character of (A/ fχA)× , χ ′( fχ Q + r) = χ ′(r). This implies
MVχ,d( f ) =
∑
r (mod fχ )
Q (mod d′)
E
(
f Q
d′
)
E
(
f r
d′ fχ
)
χ ′(r)
=
( ∑
r (mod fχ )
(r, fχ )=1
E
(
r
fχ
× f
d′
)
χ ′(r)
)( ∑
Q (mod d′)
E
(
f Q
d′
))
.
It follows from
∑
Q (mod d′)
E
(
f Q
d′
)
=
{ |d′| if d′ | f ,
0 if d′  f
that
MVχ,d( f ) =
⎧⎨
⎩
|d′|∑r (mod fχ )
(r, fχ )=1
E
( r
fχ
× fd′
)
χ ′(r) if d′ | f ,
0 if d′  f .
By (3.10), the λ( f )th component MVχ,d( f ) of MVχ,d is
MVχ,d( f ) =
{
|d′|τ (χ ′)χ ′( fd′ ) if d′ | f ,
0 if d′  f .
Based on the deﬁnitions of Vχ,d and Vχ,d′ , we obtain
MVχ,d = |d′|τ (χ ′)Vχ,d′ . (3.12)
By observing (3.12), if χ is real and d = d′ , then Vχ,d is an eigenvector of M with eigenvalue
|d|τ (χ ′).
On the other hand, when χ is not real or d = d′ , we deﬁne a vector Vχ,d,ε to be
Vχ,d,ε =
√|d|Vχ,d + ε
√
χ ′(−1)| fχd′|
τ (χ ′)
Vχ,d′ ,
where ε is 1 or −1. Actually, Vχ,d,ε is an eigenvector of M with respect to eigenvalue ε
√
χ ′(−1)|H|
because
MVχ,d,ε = M
(√|d|Vχ,d + ε
√
χ ′(−1)| fχd′|
τ (χ ′)
Vχ,d′
)
=√|d| · |d′|τ (χ ′)Vχ,d′ + ε
√
χ ′(−1)| fχd′|
τ (χ ′)
· |d|τ (χ ′)Vχ,d
= ε
√
χ ′(−1)| fχd′| · |d|Vχ,d +
√|d| · |d′|τ (χ ′)Vχ,d′ .
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MVχ,d,ε = ε
√
χ ′(−1)|H| ·√|d|Vχ,d +√|d| · |d′|χ ′(−1)| fχ |
τ (χ ′)
Vχ,d′
= ε√χ ′(−1)|H|(√|d|Vχ,d + ε
√
χ ′(−1)| fχd′|
τ (χ ′)
Vχ,d′
)
= ε√χ ′(−1)|H|Vχ,d,ε.
In sum, if χ is real and d = d′ , then Vχ,d is an eigenvector of M with respect to eigenvalue
|d|τ (χ ′); if χ is not real or d = d′ , then Vχ,d,ε is an eigenvector of M with respect to eigenvalue
ε
√
χ ′(−1)|H| for ε = 1 or −1.
Now, we arrange all characters in ̂(A/HA)× into
χ1,χ2, . . . ,χn,χn+1,χn+1,χn+2,χn+2, . . . ,χN ,χN ,
where the χi are all real characters 1 i  n, χ j,χ j are not real characters for all n + 1 j  N , and
2N − n = Φ(H). Further, for all χi with 1 i  n, we arrange all monic divisors of Hfχi into
di,1,d
′
i,1,di,2,d
′
i,2, . . . ,di,ki ,d
′
i,ki
or, in case of Hfχi
being a square,
di,0,di,1,d
′
i,1,di,2,d
′
i,2, . . . ,di,ki ,d
′
i,ki
,
where d′i,l = Hfχi di,l for all 1  l  ki and di,0 is a monic polynomial in A such that di,0
2 = Hfχi if
H
fχi
is a square. Deﬁne W as the set of complex vectors exactly consisting of three types of vectors as
follows:
(1) for all 1 i  n, if Hfχi is a square, then Vχi ,di,0 are contained in W;
(2) for all 1 i  n and 1 l ki , Vχi ,di,l,1 and Vχi ,di,l,−1 are contained in W;
(3) for all n + 1 j  N and monic divisors d of Hfχ j , Vχ j ,d,1 and Vχ j ,d,−1 are contained in W.
According to the choice of eigenvectors, we have
Theorem 3.2. The setW is a basis consisting of eigenvectors of the polynomial Schur’s matrix M.
Proof. It follows directly from Theorem 3.1 and the above discussion. 
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