The Al-Salam-Chihara polynomials are an important family of orthogonal polynomials in one variable x depending on 3 parameters α, β and q. They are closely connected to a model from statistical mechanics called the partially asymmetric simple exclusion process (PASEP) and they can be obtained as a specialization of the Askey-Wilson polynomials. We give two different combinatorial formulas for the coefficients of the (transformed) Al-Salam-Chihara polynomials. Our formulas make manifest the fact that the coefficients are polynomials in α, β and q with positive coefficients.
Introduction
In the last few decades, there has been a lot of work on finding combinatorial formulas for moments of orthogonal polynomials (see [2] , [3] , [4] , [12] ), particularly when they are polynomials with positive coefficients. The Al-Salam-Chihara polynomials are an important class of orthogonal polynomials in one variable x which are connected to a model from statistical mechanics called the partially asymmetric simple exclusion process (PASEP). There have been some works on the combinatorics of the Al-Salam-Chihara polynomials (see [9] ); this work has focused on the moments of the Al-Salam-Chihara polynomials, not the coefficients, as the coefficients fail to be positive polynomials. In this paper, we introduce the transformed Al-Salam-Chihara polynomials, which do have positive coefficients and give two manifestly positive combinatorial formulas for the coefficients.
Orthogonal polynomials in one variable (p n (x)) n≥0 are a family of polynomials such that the degree of p n (x) is n and are orthogonal with respect to a certain measure ω, that is p n (x)p m (x)dω = 0, for m ≠ n .
Monic orthogonal polynomials can be also defined by a three-term recurrence relation p n+1 (x) = (x − b n )p n (x) − λ n p n−1 (x), with p 0 (x) = 1 and p −1 (x) = 0 and where (b n ) n≥0 and (λ n ) n≥1 are constants (see [7] ). We call (b n ) n≥0 and (λ n ) n≥1 the structure constants of (p n (x)) n≥0 . The N-th moments µ N of (p n (x)) n≥0 are defined as µ N = ∫ x N dω, for N ≥ 0 .
The (monic) Al-Salam-Chihara polynomials are orthogonal polynomials with three free parameters (a, b, q). They are in the basic Askey scheme (see [1] ) and can be obtained as the specialization of the Askey-Wilson polynomials at c = d = 0. The Al-Salam-Chihara polynomials may be defined by the following three-term recurrence relation (see [10] ) p n+1 (x) = (x − b n )p n (x) − λ n p n−1 (x) b n = (a + b)q n 2 λ n = (1 − q n )(1 − abq n−1 )
4
.
Surprisingly, the moments of the Al-Salam Chihara polynomials are connected to a model from statistical mechanics called the partially asymmetric simple exclusion process (PASEP) (see [11] , [12] ). The PASEP is a model of interacting particles hopping left and right on a one-dimensional lattice of N sites. Each site can be either occupied by a particle or empty and transition rates between states are proportional to α, β and q (see Figure 1 ). Then the partition function Z N of the PASEP can be written in terms of moments of the Al-Salam-Chihara polynomials (see [12] , Section 6.1) as follows
using the change of variables 
using the change of variables (1.2) . Then the N-th moment of (p ′ n (x)) n≥0 becomes (−1) N Z N , and we have the following three-term recurrence relation
b n = (α + β)q n + 2αβ[n] q λ n = (αβ) 2 [n] q [n − 1] q + αβ(α + β)q n−1 [n] q + αβ(q 2n−1 − q n−1 ).
In [5] , a combinatorial formula for Z N was given in terms of permutation tableaux, showing in particular that it is a polynomial in α, β and q with positive coefficients.
Computing p ′ n (x) for small n we have p ′ 0 (x) =1 p ′ 1 (x) =x + (α + β) p ′ 2 (x) =x 2 + (α + β + αq + βq + 2αβ)x + (α 2 q + β 2 q + αβ + αβq + αβ 2 + α 2 β) p ′ 3 (x) =x 3 + (α + β + αq + βq + αq 2 + βq 2 + 4αβ + 2αβq)x 2 + (αβ + 3α 2 β + 3αβ 2 + 3α 2 β 2 + α 2 q + 2αβq + 3α 2 βq + β 2 q + 3αβ 2 q + 3α 2 β 2 q + α 2 q 2 + 2αβq 2 + 3α 2 βq 2 + β 2 q 2 + 3αβ 2 q 2 + α 2 q 3 + αβq 3 + β 2 q 3 )x + (2α 2 β 2 + α 3 β 2 + α 2 β 3 + α 2 βq + α 3 βq + αβ 2 q + 2α 2 β 2 q + α 3 β 2 q + αβ 3 q + α 2 β 3 q + α 2 βq 2 + 2α 3 βq 2 + αβ 2 q 2 + 2α 2 β 2 q 2 + 2αβ 3 q 2 + α 3 q 3 + α 2 βq 3 + αβ 2 q 3 + β 3 q 3 ).
Note that it is not obvious from the recurrence (1.3) that the coefficients are polynomials in α, β and q with positive coefficients. It is worth noting that specializing to q = 1, the polynomial p ′ n (x) becomes
which can be easily proved by induction. The coefficients of p ′ n (x) have a nice factorization formula in this case; however they do not factorize in general.
In this paper we will give two different combinatorial formulas for these coefficients making manifest that they are polynomials in α, β and q with positive coefficients. To do this we introduce the following more general orthogonal polynomials.
Definition 1.1. The transformed Al-Salam-Chihara polynomials (p n (x)) n≥0 are the family of orthogonal polynomials in one variable x depending on parameters α, β, ǫ 1 , ǫ 2 and q defined by the following three-term recurrence relation p n+1 (x) = (x + b n )p n (x) − λ npn−1 (x) (1.4) b n = (α + β)q n + (ǫ 1 + ǫ 2 )[n] q λ n = ǫ 1 ǫ 2 [n] q [n − 1] q + (αǫ 2 + βǫ 1 )q n−1 [n] q + αβ(q 2n−1 − q n−1 ). Remark 1.2. The connection with the PASEP provided some inspiration for Definition 1.1. In particular, there is a 1-parameter generalization of the partition function Z N called the fugacity partition function Z N (ξ) where ξ is a variable keeping track of the number of particles for each state. This connection leads to the following family of orthogonal polynomials defined by the three-term recurrence relation
which is a ξ-analogue of (1.3) (see [6] ). We can recover (1.5) from the more general setting of (1.4) by plugging α → ξα, ǫ 1 → ξαβ and ǫ 2 → αβ. 
where ǫ 1 = ǫ 2 = αβ, a = 1−q−α α and b = 1−q−β β . The rest of the paper studies the transformed Al-Salam-Chihara polynomials from Definition 1.1. We give two formulas for the coefficient g n+k,n of x n inp n+k (x). Our two formulas represent g n+k,n as polynomials in
. For example, by our first result (Theorem 2.3) we have
and by our second result (Theorem 2.8) we have
(1.7)
Note that (1.7) is invariant as a polynomial in X i 's and Y i 's under the exchange X i ↔ Y i . This is the case in general for our second formula and will be explained in Remark 4.6. The first formula, however, is not invariant as a polynomial in X i 's and Y i 's under the exchange X i ↔ Y i as one can see from (1.6) . So far, it is not clear how these two formulas are connected.
The structure of this paper is as follows. In Section 2, we will state the main results of this paper with examples. In Section 3, we will prove our first result (Theorem 2.3). In Section 4, we will prove our second result (Theorem 2.8). In Section 5, we will prove Theorem 2.14 which is a partial result of the conjecture regarding the minors of the matrix of coefficients G = (g n,i ) n,i .
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Main Results
This section states the main results of this paper with examples. Throughout this section, we set (2.1)
2.1. The first formula for the coefficients ofp n (x).
Definition 2.1. Define a sequence Z n for n ≥ 0 by
For a partition (weakly decreasing sequence of non-negative integers) µ = (µ 1 , ⋯, µ l ), we define
Denoting k = s m (µ), we define a weight u m (µ) to be
Example 2.2. For m = 1, consider a partition µ = (3, 3, 1, 0). Then s 1 ((3, 3, 1, 0)) = min( {i µ i = 0} = 1, {i µ i = 2m + 1} = 2) = 1, so we have
For a partition µ = (3, 3, 0, 0), we have s 1 ((3, 3, 0, 0)) = min( {i µ i = 0} = 2, {i µ i = 2m + 1} = 2) = 2, so this gives
Theorem 2.3. The coefficient g n+k,n of x n inp n+k (x) is given by 
In both cases, we have u 0 ((
Example 2.5. By Theorem 2.3, we have
2.2.
The second formula for the coefficients ofp n (x).
Definition 2.6. For a set S with integer elements, we define S(k) to be the k-th smallest element of the set ({0} ∪ N) − S. For example, when S = {1, 4, 7}, we have S(1) = 0, S(2) = 2, S(3) = 3 and S(4) = 5. We also define λ S to be (i 1 ,
Definition 2.7 is motivated by the bijective proof of the simple identity
which will be given in Section 4.1.
Theorem 2.8. The coefficient g n+k,n of x n inp n+k (x) is given by
where the weight is given by Definition 2.7.
Example 2.9. We compute w 0 (A, B) as follows. Since n = 0 there is only one possible choice for A which is {0, ⋯, a − 1}, so µ = λ A = (0, ⋯, 0). Suppose there are k elements in a set B ∩ {b, ⋯, b + a − 1} then these elements will change to elements in
In this case the formula is identical to (2.2).
Example 2.10. By Theorem 2.8, we have
On the way to prove Theorem 2.8, we introduce the following, which extends qbinomial coefficient. Definition 2.11. For a weakly increasing composition µ = (µ 1 , ⋯, µ a ) such that −1 ≤ µ 1 , ⋯, µ a ≤ n and a set B ⊆ {0,
We named M µ n (b) a generalized q-binomial coefficient because when
where a is a number of components in µ = (µ 1 , ⋯, µ a ). Note that q-binomial coefficients have the following well known identities
We will give a generalization of (2.4) in Lemma 4.10 and a generalization of (2.5) in Lemma 4.13. These two lemmas will be key ingredients for the proof of Theorem 2.8.
2.3.
Positivity of minors of the matrix of coefficients. Motivated by [4] (Conjecture 4.4), we make the following conjecture.
Conjecture 2.12. Let G = (g n,i ) n,i be the infinite array of coefficients g n,i = [x i ]p n (x) where n, i ∈ Z ≥0 and g n,i = 0 if i > n. Then the (non-vanishing) minors of G are polynomials with positive coefficients.
Specializing α → ξα, ǫ 1 → ξαβ and ǫ 2 → αβ, Conjecture 2.12 recovers the positivity conjecture for Koornwinder moments when γ = δ = 0 (see [4] , Conjecture 4.4). Proposition 2.13. Conjecture 2.12 is true for the following cases.
(1) α = 0 (or β = 0)
Proof. By Remark 3.3 and Remark 4.7 together with the Lindström-Gessel-Viennot lemma (see [8] ) proves the proposition.
For polynomials f 1 and f 2 we will write
is a polynomial with positive coefficients. The following theorem shows that 2 by 2 minors of G = (g n,i ) n,i having g n,n = 1 as a lower left entry are polynomials with positive coefficients. The proof will use Theorem 2.8.
Theorem 2.14. For non-negative integers n, a and b, we have g n+a+b,n+a g n+a,n ⪰ g n+a+b,n . Example 2.15. We have
We conclude g 4,2 g 2,1 ⪰ g 4,1 .
Proof of Theorem 2.3
Our goal in this section is to prove Theorem 2.3, which gives a combinatorial formula for the coefficients of the transformed Al-Salam-Chihara polynomials as a weighted sum over Young diagrams contained in a rectangle. One step along the way is to prove Proposition 3.2, which gives an analogous result in a simpler setting.
3.1.
A motivating result. Consider the family of orthogonal polynomials (p n (x)) n≥0 in one variable x, defined by the following three-term recurrence relatioñ
where X i 's and Y i 's are indeterminates.
Definition 3.1. For a partition µ = (µ 1 , µ 2 , ⋯, µ l ), we define a weight w(µ) to be
where Z n is given by Definition 2.1.
Proposition 3.2. The coefficientg n+k,n of x n inp n+k (x) is given bỹ
ie. it is the weighted sum over all Young diagrams contained in a (k) × (2n + 1) rectangle, where the weight is given by Definition 3.1.
Proof. The proof goes with the induction. We first proveg k,0 is given by the above formula. The base casesg 0,0 = 1 andg 1,0 = X 0 + Y 0 are trivially satisfied. It suffices to prove that the formula satisfies the recurrenceg k+1,0 =b kgk,0 −λ kgk−1,0 . Since
Now we will show that for n > 0, the formula satisfies the recurrencẽ
and directed edges connecting every horizontally or vertically adjacent pair of vertices in an increasing direction (see Figure 2 ). We will assign weights to directed edges as follows. For a directed edge of the form (i, j) → (i + 1, j), we give a weight 1 and for a directed edge of the form (i, j) → (i, j + 1), we give a weight Z i+2j+1 (defined in Definition 2.1). The weight W (P ) of a path P is defined to be the product of the weights of its edges. Set u i = (−2i − 1, i) and v i = (0, i) for i ≥ 0. Then the formula forg n+k,n given in Proposition 3.2 is equivalent tog n+k,n = ∑ P ∶un→v n+k W (P ), where the sum is over all paths P from u n to v n+k . From now on, we specify X i 's and Y i 's as given in (2.1)
Then the structure constants for the transformed Al-Salam-Chihara polynomials can be represented as follows
When α = 0 or β = ǫ 2 , Proposition 3.2 gives the formula for g n+k,n = [x n ]p n+k (x). The weight u m (µ) given by Definition 2.1 can be considered as a modification of the weight w(µ) given by Definition 3.1. They manifestly coincide when α = 0 or β = ǫ 2 (Remark 3.4).
Remark 3.4. Let k = s m (µ) and assume α = 0. If k = 0, then trivially u m (µ) = w(µ).
If k > 0, then both u m (µ) and w(µ) have a factor Z 0 = X 0 = α so they are both zero.
We conclude that w(µ) = u m (µ) when α = 0 or β = ǫ 2 .
3.2. Proof of Theorem 2.3. We will first prove Theorem 2.3 for g k,0 . It suffices to prove that (2.2) satisfies the recurrence g k+1,0 = b k g k,0 − λ k g k−1,0 (Proposition 3.6).
The base cases g 0,0 = 1 and g 1,0 = X 0 + Y 0 = α + β are trivially satisfied. We prepare with a lemma.
Lemma 3.5. The following equality holds (k ≥ 1)
Proof. Moving the middle term on the right hand side to the left, the left hand side becomes
The remaining right hand side becomes
So the equality holds.
Proposition 3.6. The following equality holds (k ≥ 1)
Proof. Multiplying the equality in Lemma 3.5 with
Summing (3.1) for i from 0 to (k + 1) gives a desired equality.
To prove Theorem 2.3, it remains to show that for n > 0, the formula satisfies the recurrence g n+k+1,n = g n+k,n−1 + b n+k g n+k,n − λ n+k g n+k−1,n . In other words, we will show the identity
The middle term on the right hand side of (3.2) becomes
Plugging this to (3.2) gives
Then (3.3) is represented as follows
to be a mininum of two numbers {i µ i = 2} and {i µ i = 2n+1} . Ifs n (µ) = l, denoting µ = (µ ′ , 2 l ), we define a set C µ n+k,n to be C µ n+k,n = {(µ ′ , 2 l ), (µ ′ , 2 l−1 , 0), ⋯, (µ ′ , 0 l )}. If l = 0, then C µ n+k,n consists of a single element µ. For a partition µ = (5, 5, 2, 2), we have C (5,5,2,2) 7,2 = {(5, 5, 2, 2), (5, 5, 2, 0), (5, 5, 0, 0)}.
n+k,n . This proves the first statement.
For the second statement, take µ ⊆ (k −1)×(2n+1) such that s n (µ) = l. If µ k−1−l = 0 then µ ∈ C X n+k,n and if µ k−1−l = 1 then µ ∈ C Y n+k,n . For the remaining case µ k−1−l ≥ 2, let ν = (µ 1 , ⋯, µ k−1−l , 2 l ), then we have µ ∈ C ν n+k,n . We have decompositions of the sets {µ ⊆ (k+1)×(2n+1)} and {µ ⊆ (k−1)×(2n+1)}. The next proposition relates these two decompositions. 
(b) There exists a bijection between B X n+k,n and C X n+k,n . (c) There exists a bijection between B Y n+k,n and C Y n+k,n . Proof. (a) Given an element µ in the first set, the partition (µ 2 + 2, ⋯, µ k + 2) is in the second set. Conversely given an element ν in the second set, the partition (2n − 1, ν 1 − 2, ⋯, ν k−1 − 2, 0) is in the first set. This gives a bijection.
(b) Given an element µ in the first set, let s n (µ) = l > 0 and denote µ = ((2n + 1) l , 2n, µ ′ ). Note that the tail of µ ′ contains at least l 0's. So we write µ = ((2n + 1) l , 2n, µ ′′ , 0 l ). Then the partition ν = ((2n + 1) l−1 , µ ′′ , 0 l ) belongs to the second set. Conversely, given an element ν in the second set, let s n (ν) = l ′ (possibly zero). Likewise, we can write ν = ((2n + 1) l ′ , ν ′′ , 0 l ′ +1 ). We send this to the partition µ = ((2n + 1) l ′ +1 , 2n, ν ′′ , 0 l ′ +1 ) then s n (µ) = l ′ + 1 > 0 which implies that µ belongs to the first set. These processes are inverse to each other thus give a bijection.
(c) The argument goes similarly with that of (b). The partition µ = ((2n + 1) l+1 , µ ′′ , 0 l ) goes to the partition ν = ((2n + 1) l−1 , µ ′′ , 1, 0 l−1 ) and conversely, the partition ν = ((2n + 1) l ′ , ν ′′ , 1, 0 l ′ ) goes to the partition µ = ((2n + 1) l ′ +2 , ν ′′ , 0 l ′ +1 ).
Proposition 3.13. The following identities hold.
(a) For a partition µ ∈B n+k,n , we have u n (µ) =ū n (µ).
(b) For partitions µ ⊆ (k +1)×(2n−1) such that s n−1 (µ) > 0 and ν ⊆ (k −1)×(2n+1) such that ν k−1 ≥ 2 which are corresponding pair under the bijection in Proposition 3.12 (a), we have 
Note that (3.4) follows from Proposition 3.11 and Proposition 3.13. So it suffices to prove Proposition 3.13. To do that, we first compute v n (ν) explicitly.
Lemma 3.14. The following holds.
(a) For a partition ν ∈ C X n+k,n with s n (ν) = l, we have v n (ν) = X 0 ⋯X l X n+k−l−1 (
And since s n (((2n + 1), ν)) = l + 1, we have
Setting the common factor M = X 0 ⋯X l (
And since s n (((2n + 1), ν)) = l, we have
Setting the common factor M = X 0 ⋯X l−1 (
The following lemma will be used for the proof of Proposition 3.13 (b).
Lemma 3.15. For l and n such that l ≥ 0 and n − l − 1 ≥ 0, we have
Proof. For l = 0, the identity becomes
, which can be checked by a direct computation. Now assume that the identity holds for (l − 1) and for all valid n. From the identity corresponding to (l − 1) and n, we multiply both sides with Y n−l−1 which gives
We also have the identity
that can be checked by a direct computation. Multiplying both sides with Y 0 ⋯Y l−1 gives
Adding (3.5) and (3.6) gives the identity corresponding to l and n. The proof follows from the induction.
Proof of Proposition 3.13.
(a) It is trivial to verify. (b) Denotes n (ν) = l and ν = ((2n + 1) l , ν l+1 , ⋯, ν k−1−l , 2 l ). Then the corresponding partition µ is ((2n − 1) l+1 , (ν l+1 − 2), ⋯, (ν k−1−l − 2), 0 l+1 ). The elements of C ν n+k,n are denoted as ν i = ((2n + 1) l , ν l+1 , ⋯, ν k−1−l , 2 l−i , 0 i ) where i ranges from 0 to l. As s n (ν i ) = i, by Lemma 3.14 we have
And the elements of B µ n+k,n are denoted as
and for i from 1 to (l + 1) we have
Taking out the common factor (X 0 ⋯X l ( k−1−l ∏ j=l+1 Z ν j+2(k−1−j) )), the desired identity follows from Lemma 3.15. (c) Denote s n (ν) = l and ν = ((2n+1) l , ν l+1 , ⋯, ν k−2−l , 0 l+1 ). Then the corresponding partition µ is ((2n + 1) l+1 , 2n, ν l+1 , ⋯, ν k−2−l , 0 l+1 ). We have
The proof follows from Lemma 3.14.
(d) Denote s n (ν) = l and ν = ((2n+1) l , ν l+1 , ⋯, ν k−2−l , 1, 0 l ). Then the corresponding partition µ is ((2n+1) l+2 , 2n, ν l+1 , ⋯, ν k−2−l , 0 l+1 ). The proof follows similarly with (c).
Proof of Theorem 2.8
Our goal in this section is to prove Theorem 2.8, which gives a combinatorial formula for the coefficients of the transformed Al-Salam-Chihara polynomials as a weighted sum over pairs of sets. In Section 4.1, we start by providing a bijective proof of a combinatorial identity (2.3), which motivates the formula in Theorem 2.8. In Section 4.2, we study generalized q-binomial coefficients M µ n (b) (Definition 2.7) to establish key lemmas (Lemma 4.10, Lemma 4.13) for the proof of Theorem 2.8. In Section 4.3, we finish the proof. 
The identity (4.1) shows that there exists a bijection between T (n, a, b) and T (n, b, a) that preserves the sum. Now we construct a such bijection. Recall from Definition 2.6 that S(k) is the k-th smallest element of the set ({0} ∪ N) − S and λ S is (i 1 
Note that we have ∑ A 1 + ∑ B 1 = ∑ A 2 + ∑ B 2 from the construction. And we have (A 1 , B 1 ) = ψ n,b,a ((B 2 , A 2 )).
Proof. We have B 1 (µ j 1 + 1) < ⋯ < B 1 (µ j k + k) and since µ j k ≤ n, we have a ((B 2 , A 2 ) ). (0, 1, 1) . The above process changes the element 7 = 8 − 1 ∈ B 1 to B 1 (µ 1 + 1) = 0 and correspondingly change the element 0 ∈ A 1 to 7. Likewise, we change the element 5 = 8 − 3 ∈ B 1 to the element B 1 (µ 3 + 2) = 3 and change the element 3 ∈ A 1 to 5. So we have ψ 1,3,4 ((A 1 , B 1 )) = (B 2 , A 2 ) = ({0, 2, 3, 4}, {2, 5, 7}). Since we have µ ′ = λ B 2 = (0, 1, 1, 1), the element 7 = 8 − 1 ∈ A 2 goes to A 2 (µ ′ 1 + 1) = 0 and 0 ∈ B 2 goes to 7. Likewise the element 5 = 8 − 3 ∈ A 2 goes to A 2 (µ ′ 3 + 2) = 3 and 3 ∈ B 2 goes to 5. We see ψ 1,4,3 ((B 2 , A 2 )) = ( (A 1 , B 1 ) ).
For each positive integer l, there are (B(l) − l + 1) elements in B smaller than B(l). And B(l) is the unique integer with that property. Since we have
Remark 4.6. With the notation in Definition 4.2, the weight w n (A 1 , B 1 ) given in Definition 2.7 becomes (A 1 , B 1 ) be the one obtained by exchanging X i ↔ Y i from w n (A 1 , B 1 ). Then we havē (A 1 , B 1 )) ).
Now letw n
w n (A 1 , B 1 ) = q ∑ B 1 −∑ B 2 ( i∈A 1 Y i )( i∈B 2 X i ) = q ∑ A 2 −∑ A 1 ( i∈B 2 X i )( i∈A 1 Y i ) = w n (B 2 , A 2 ).
This gives
Thus the formula in Theorem 2.8 is invariant as a polynomial in X i 's and Y i 's under the exchange X i ↔ Y i . This was not true for the formula in Theorem 2.3.
Remark 4.7. When ǫ 2 = 0, we have Y i = q i β. So the weight w n (A, B) simply becomes
Then considering a directed graph in Figure 3 , the formula for g n+k,n in Theorem 2.8 specializes to sum over weights of all paths from u n to v n+k . When ǫ 1 = 0, we have an analogous result by Remark 4.6. Figure 3 . The figure shows the weighted directed graph that gives rise to g n+k,n when ǫ 2 = 0.
4.2.
Generalized q -binomial coefficients. In this section, we prove Lemma 4.10 and Lemma 4.13. It follows from definitions (Definition 2.7, Definitions 2.11) that
where A ⊆ {0, ⋯, (n + a − 1)} with A = a. Thus the formula in Theorem 2.8 can be rephrased as follows
Note that we defined M µ n (b) for a weakly increasing composition µ possibly starting with (-1). To do that we introduced a dummy variable Y −1 = q −1 (β − ǫ 1 ) which was defined accordingly to satisfy the recurrence Y n+1 = qY n + ǫ 2 . As λ A in (4.2) consists of non-negative integers, we do not see M µ n (b)'s such that µ starts with (-1) in (4.2). However, we will need them for the proof.
When µ consists of non-negative integers, we see that
coefficients. The next proposition computes the coefficient of each monomial. 
and k i ranges from 0 to min(e i , f i ).
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Proof. To get a monomial ∏
Now for a set
Summing (0, 0) ) and µ = (0, 0). Then the coefficient of
Now we give a generalization of (2.4).
Lemma 4.10. For a weakly increasing composition µ = (µ 1 , ⋯, µ a ) with 0 ≤ µ 1 , ⋯µ a ≤ n + 1, n ≥ 0 and b ≥ 1, the following identity holds
We may assume Y n = β 1 q n + ǫ after the change of variables, β 1 = β − ǫ 2 1−q and ǫ = ǫ 2 1−q . For a set C ⊆ {0, ⋯, n + b − 1} such that C = b − k and an increasing integer sequence J = (j 1 , ⋯, j k ) such that 1 ≤ j 1 , ⋯, j k ≤ a + 1, we define
We also definef
Then by Definition 2.11 and Remark 4.5, for
So (4.4) can be written as follows
We first rewrite the quantity (4.6)
as follows 1) . Applying this cancellation to (4.7), it becomes ǫ(
where (j 1 , ⋯, j k ) l ∶= (j 1 , ⋯, j k−l , (j k−l+1 +1), ⋯, j k +1). We regard (j 1 , ⋯, j k ) 0 = (j 1 , ⋯, j k ) by convention. Now define
where J ′ = J l . We also define
the quantity (4.8) can be written as ǫ(
Plugging this to (4.5) and dividing with ǫ yields
We will show that the quantity (4.10)
vanishes as a polynomial in Y i 's for every J = (j 1 , ⋯, j k ) with 1 ≤ j 1 < ⋯ < j k ≤ a.
Then it shows that (4.9) vanishes. We will denote (µ j 1 , ⋯, µ j k ) as (ν e 1 1 , ⋯, ν ep p ) such that ν 1 < ⋯ < ν p and e i > 0. Then we have
Now we will take the coefficient of the monomial ∏ i∈E Y i in the quantity. Denote the multiplicity of ν i in λ E with f i (can be possibly zero) and corresponding elements of
And we have (J
Summing over all possible t i,h 's we have
Now summing over all r = 1, ⋯, p we have
To get a monomial ∏
, we should take D as
Adding (4.12) and (4.13), we see that the coefficient vanishes.
Next, we generalize (2.5) (Lemma 4.13). Before stating and proving the generalization, we prepare with a definition and a lemma. 
Proof. We have m
Lemma 4.13. For ν = (τ e 1 1 , ⋯, τ ep p ) such that 0 ≤ τ 1 < ⋯ < τ p ≤ n and e i > 0, we have
For ν = ((−1) e 1 , τ e 2 2 , ⋯, τ ep p ) such that 0 ≤ τ 2 < ⋯ < τ p ≤ n and e i > 0, we have
Proof. We first prove (4.14). We will show that the equality holds as a polynomial in Y i 's. Consider a length b integer vector µ = (0 f 0 , ⋯, n fn ) such that f i ≥ 0, then we will compare the coefficients of
Y µ i +i−1 ) in both sides of (4.14). First define the following
where k i is an integer from 0 to min(e i , f τ i ). Then we have
Next we will define the following
Taking the coefficient of Y µ in the left hand side of (4.14) and using (4.16) gives
It is straightforward to check the following
so it suffices to prove (4.17)
We first claim the following identity
which is equivalent to the following (after cancelling a common factor)
And this can be checked by a direct computation. Now the left hand side of (4.17) becomes [e l + 1] q S ν(τ l ) (k 1 , ⋯, k p )),
where the last equality uses (4.18). So this proves (4.17). We will show (4.15) using an induction on e 1 . The base case e 1 = 0 is same as (4.14). Assume (4.15) holds for ν = ((−1) e 1 , τ e 2 2 , ⋯, τ ep p ). And let ν ′ = (−1, ν) and ν + = ν + 1, then we have (4.19) ν ′ (i) = (−1, ν(i)), ν + (i) = ν(i − 1) + 1.
Writing (4.15) for ν and (4.14) for ν + , we have
Multiplying q to (4.20), multiplying (q
Y −1 ) to (4.21) and adding these two we have
(b − 1))). Since we already know that Theorem 2.8 is true for g k,0 (Example 2.9, Proposition 3.6), it suffices to prove that (4.22) satisfies the recurrence relation (4.23) g n+1+k,n+1 = g n+k,n + (b n+k )g n+k,n+1 − (λ n+k )g n+k−1,n+1 .
By Lemma 4.12 and (4.19), it becomes
We will show the identity µ=(µ 1 ,⋯,µa) 0≤µ 1 ≤⋯≤µa≤n+1
which gives (4.23) when summed over all possible a and b such that a + b = k. Using Lemma 4.10 and Lemma 4.12, the identity (4.24) becomes ↔ µ=(µ 1 ,⋯,µa) 0≤µ 1 ≤⋯≤µa≤n+1
+X n+a+b ( µ=(µ 1 ,⋯,µ a−1 ) 0≤µ 1 ≤⋯≤µ a−1 ≤n+1 X µ (M µ−1 n (b)) + (αq n+a+b Y −1 )( µ=(µ 1 ,⋯,µ a−1 ) 0≤µ 1 ≤⋯≤µ a−1 ≤n+1
When c < a, by (5.7), we have M µ n (a + b − c) ⪯ M µ n (a − c)M µ n+a (b), which gives (5.9) X µ M µ n (a + b − c)) ⪯ (X µ M µ n (a − c))M n+a (b). Terms on the right hand sides of (5.8) and (5.9) appear in g n+a+b,n+a g n+a,n and they do not overlap. So summing up (5.8) and (5.9) for all possible c and µ gives g n+a+b,n ⪯ g n+a+b,n+a g n+a,n . ◻
