We give the ÿrst explicit computations of rational homotopy groups of spaces of "long knots" in Euclidean spaces. We deÿne a spectral sequence which converges to these rational homotopy groups whose E 1 term is deÿned in terms of familiar Lie algebras. For odd k we establish a vanishing line for this spectral sequence, show the Euler characteristic of the rows of this E 1 term is zero, and make calculations of E 2 in a ÿnite range.
Introduction
In this paper, we introduce a spectral sequence which converges to the rational homotopy groups of Emb(I; R k × I ), for k ¿ 3, which is the space of embeddings of an interval in R k × I with ÿxed endpoints and tangent vectors at those endpoints (essentially, the space of long knots in R k+1 ). Our starting point is the work of [11] , which deÿnes such spectral sequences in terms of the topology of conÿguration spaces. The paper [11] in turn builds upon work of Goodwillie and his collaborators [4, 5, 14] , who have built a powerful theory for studying spaces of embeddings in general.
The rational homotopy groups of conÿguration spaces, which comprise the E 1 term, are Lie algebras which are well-known. Just as the study of cohomology of embedding spaces gives rise to the study of graph cohomology, which has been studied extensively [2, 7, 12, 13] , our complexes of Lie algebras are interesting new objects in quantum algebra. Similar complexes were described by Kontsevich in his plenary talk [8] .
We start by reviewing the computation of the rational homotopy groups of ordered conÿgurations of points in Euclidean space as a graded Lie algebra under Whitehead product, as well as some basics of free Lie algebras, which appear as subalgebras of these homotopy groups. At that point, we will have the necessary algebraic background to deÿne the chain complexes which are the rows of the E 1 term of our spectral sequence. It turns out that through E 2 , our spectral sequence for the homotopy groups of Emb(I; R k × I ) depends, up to regrading, only on the parity of k. We focus on odd k. We prove some fundamental facts about these complexes, such as the vanishing of their Euler characteristic. We proceed to describe algorithms for computing the homology of these chain complexes, and in the ÿnal section present the results of these computations in low dimensions. In some cases, the classes which arise in E 2 must survive, implying the existence of non-trivial spherical families of embeddings. Non-zero higher di erentials are also possible. We end with a brief discussion of the case of k even, which pertains to the theory of ÿnite-type knot invariants.
The rational homotopy groups of conÿguration spaces
We remind the reader of the computations of the rational homotopy groups of conÿguration spaces [3] and their Lie algebra structure under Whitehead product. Throughout this paper, * (X ) will denote the homotopy groups of X tensored with the rational numbers. Let F(M; n) denote the space of ordered conÿgurations of n distinct points in a manifold M . We consider the projection : F(M; n) → F(M; n − 1) deÿned by forgetting the last point in the conÿguration, which is in fact a ÿber bundle whose ÿber is M \ {(n − 1) points}. Let Ã denote the inclusion of the ÿber. When M = R k+1 , the ÿbers are homotopy equivalent to n−1 S k , and the projection map admits a section, by adding a point (say in a ÿxed direction at a large distance) to a conÿguration of n − 1 points. This section leads to a splitting of the long exact sequence of a ÿbration into split short exact sequences
By induction, we ÿnd that additively
We now compute the structure of the rational homotopy groups * (F(R k × I; n)) as a Lie algebra under the Whitehead product. Deÿnition 2.1. Let B o n (resp. B e n ) be the Lie algebra (super-Lie algebra for B e n ) generated over Q by classes x ij for 1 6 i; j 6 n with relations
We call B Proof. We ÿrst deÿne classes which generate * (F(R k × I; n)) as a Lie algebra. Pick a basepoint in F(R k × I; n), say with z i = (2i; 0; : : : ; 0) for deÿniteness. There are ( n 2 ) generators of k (F(R k × I; n)), corresponding to distinct pairs {i; j} ⊆ {1; : : : ; n}, which we now realize geometrically. We deÿne b ij ∈ k (F(R k × I; n)) as the class represented by the composite of two maps. First, we collapse S k onto S k ∨I by sending the "southern hemisphere" of S k to I through the height function. Next, choose a path ij from z i to the point (2j − 1; 0; : : : ; 0) in the complement of the other conÿguration points, and let Ã j denote the map which sends S k to the unit sphere about the point z j . To deÿne b ij we compose the collapse map above with the map S k ∨ I to F(R k × I; n) which sends t ∈ I to F(R k × I; n) as (z 1 ; : : : ; z i−1 ; ij (t); z i+1 ; : : : ; z n ) and S k to F(R k × I; n) as v → (z 1 ; : : : ; z i−1 ; Ã j (v); z i+1 ; : : : ; z n ).
To see inductively that these classes are generators of k (F(R k × I; n)), we simply note that b in is equal to the image under Ã * of the generator of k ( n−1 S k ) deÿned by the inclusion of the ith wedge factor.
It is simple to check that these b ij satisfy the relations for x ij in the deÿnition of B o n . Note that from the usual graded commutativity of the Whitehead product, brackets in b ij anti-commute when k is odd and commute when k is even. Note that b ij = (−1) k+1 b ji and b ii = 0 so that relations (1) and (2) are satisÿed.
We next verify that the b ij satisfy relation (3) . Recall that if {f} and {g} are elements of k (X ) then [{f}; {g}] = 0 if and only if f ∨ g : where Ã ij is the composite of the collapse map of S k onto S k ∨I with Ã j ∨ ij . Informally we say that z i can travel around z j and z ' can travel around z m without having their paths (the images of S k under the projection onto the ith and 'th coordinates) intersect. Next, we verify that the b ij satisfy relation (4) . Equivalently, we claim that [b j' ; b ij + b i' ] = 0. Informally, we say that b ij + b i' is represented by a map in which z i travels around z j and z ' but no other points in the conÿguration, and this may happen simultaneously as z j travels around z ' , giving an extension of (
We claim that relations (1) -(4) are a complete set of relations for * (F(R k × I; n)). This follows from the fact that these relations may be used to reduce to an additive basis of Lie algebra monomials of the form
, where i; j; ' ¡ m 6 n. We exhibit this claim algorithmically when discussing the computations in Section 5; see in particular Algorithm 5.2.
The ÿber sequence above leads us to identify some subalgebras of * (F(R k × I; n)) which are free Lie algebras. Tensored with the rationals, the homotopy groups of wedges of spheres, * +1 ( j S k ) for k¿1, are well known [6, 15] to form free Lie algebra under Whitehead product, with j generators in degree * + 1 = k. Since the inclusion map Ã : n−1 S k → F(R k × I; n) is injective on homotopy, and by naturality of Whitehead products, the image of these homotopy groups under Ã * in * (F(R k ×I; n)) is a free Lie algebra which is generated by the classes b in .
In the development of the spectral sequence we will in fact need the rational homotopy groups of
We call FT (k; n) the space of tangential conÿgurations, thinking of the points in S k as unit tangent vectors at points of a conÿguration. Recall that the homotopy groups of a product of spaces is a direct sum of their homotopy groups, and all Whitehead products between these summands are zero. Let o (resp. e ) be the free Lie algebra (resp. super-Lie algebra) on one generator. Let BT 
Free Lie algebras
Let L(A) denote the free Lie algebra over Q on a set A of symbols. For our explicit computations, we must choose an additive basis for L(A). Natural labels for elements of free Lie algebras can be obtained from rooted, planar binary trees (hereafter, referred to as simply a trees) with leaves labeled by elements of A. Such a tree prescribes a bracketing of the elements which label the leaves. The number of leaves is the degree of the tree. Trees with a root but no branches (degree one) are identiÿed with the set of symbols A. When the context is clear, we will identify trees with the free Lie algebra elements they produce. The obvious product of two trees x and y (a tree with a new root, left subtree x, and right subtree y) corresponds to the product in the Lie algebra and will therefore also be denoted [x; y].
A set H of trees is called a Hall set for L(A) [9, Section 4:1] if the following conditions hold:
1. H has a total order 6. 
Form all products
n+1; and condition (4) 
Increment n and go to (2).
Example. The output of Algorithm 3.1 with A = {a; b} and d = 5 is the following list:
The following result will be used in computing the Euler characteristic of the chain complexes which appear as the rows of the E 1 term of our spectral sequence. where is the M obius function.
The spectral sequence
In this section, we present an explicit realization of the spectral sequence introduced in [11, Section 4] which converges to the rational homotopy groups of Emb(I; R k × I ). The spectral sequence arises from models of Emb(I; R k × I ) which are reminiscent of cosimplicial spaces, but whose combinatorics are based on Stashe polytopes instead of simplices. The entries are (Fulton-MacPherson compactiÿed versions of) the ordered tangential conÿguration spaces FT (k; n) = F(R k × I; n) × (S k ) n . We can now describe the E 1 term of this spectral sequence. We ÿrst describe an unreduced version (which will be denoted throughout by the addition of a tildeẼ 1 ), followed by the reduced version (denoted simply E 1 ). Recall that one way to obtain the E 1 term of the homotopy spectral sequence of a cosimplicial space is by ÿrst passing to homotopy groups of the entries, which if all entries are simply connected deÿnes a cosimplicial abelian group. The E 1 term is then the chain complex associated to this cosimplicial abelian group, which is bi-graded because the homotopy groups themselves are graded. We show in [11] that even though our models are based on Stashe polyhedra, applying homotopy groups to these models gives rise to cosimplicial abelian groups. Hence theẼ 1 term of our spectral sequence is the chain complex of the cosimplicial abelian group * (FT (k; 0)) = pt: Theorem 4.1 (see Sinha [11] ). There is a second-quadrant spectral sequence whose E 1 term is given byẼ
We now make the coface and codegeneracy maps algebraically explicit. Recall from Corollary 2.2 that the rational homotopy groups of FT (k; n) are isomorphic to the Lie algebra BT o n (or BT e n ) generated by classes x ij and y i for 1 6 i; j 6 n satisfying x ii = 0, x ij = (−1) k+1 x ji , the other relations of Deÿnition 2.1, and so that [y i ; x j' ] = 0 for all i; j; ' and [y i ; y j ] = 0 for i = j. ) to be the Lie algebra homomorphism deÿned on generators as follows.
to BT e n−1 ) to be the Lie algebra homomorphism deÿned on generators as follows.
The For the rest of the paper, we focus on the case in which k is odd. Now we will describe a reduced version of the preceding spectral sequence. The standard reduction of a cosimplicial abelian group proceeds by replacing the nth group by the intersection of the kernels of the codegeneracy maps. Such a reduction does not change the homology of the associated chain complex. First note that the codegeneracy maps
Restricted to the o factors, the intersection of the kernel of the ' is zero unless n is equal to one, in which case it is all of o . Restricted to the B o n factor, the kernel of the codegeneracy map n : B o n → B o n−1 is the subalgebra generated by the classes x in , which is in fact a free Lie algebra (see the remarks following the proof of Theorem 2.1). We identify the kernel of all of the ' as a submodule of this free Lie algebra. It is interesting to note that while the modules M d; n may be deÿned purely in terms of the free Lie algebra (on n − 1 generators), the boundary maps between them require extending the free Lie algebra to a conÿguration space Lie algebra. From the algebraic deÿnition of d 1 it is not obvious that its restriction to M d; n maps to M d; n+1 . Since computing the E 2 term amounts to computing the cohomology of the complexes M d; * , as a warmup we will compute the rank of M d; n , which we denote R(d; n), and will show that (M d; * ) = 0. Recall that the number of Hall trees of degree d with n symbols is equal by Lemma 3.1 to (1=d) j|d (j)n d=j . We may produce a basis of M d; n by ÿrst considering all brackets of degree d and throwing away ones in which fewer than n elements appear. We ÿnd that
We pause to deÿne S(d; n) = Reordering the summations of R(d; n) we ÿnd the following:
We may give R(d; n) a combinatorial interpretation in line with this equality as the number of surjections of a d element set to an n element set which are not invariant under any cyclic permutation of the d element set, modulo cyclic permutations of the d element set. It would be interesting to ÿnd a bijection between such equivalence classes of surjections and a basis of M d; n . Such a combinatorial interpretation would be particularly interesting for M n; n which, along with its n action by permuting the letters, is known as Lie(n) and arises in the calculus of functors approach to homotopy theory [1] . 
Algorithms
In this section, we provide a detailed description of the methods used to compute the boundary operators in the complexes described above. These algorithms can be performed by hand for the complexes of small degree d, but are best implemented on the modern electronic computer otherwise.
Because the product of two Hall trees is not necessarily a Hall tree, one must have an algorithm which takes an arbitrary tree representing a free Lie algebra element, and expresses it as a linear combination of Hall trees. The proof that this algorithm terminates and produces the desired result is contained in the proof of Theorem 4:9 in [9] . The following algorithm uses the relations for B o n from Deÿnition 2.1 and the Jacobi identity to express elements of B o n in a standardized form. It will be used in the computation of the boundary operator @ n in Algorithm 5.3 below.
Deÿnition 5.1. We say that a bracket in the classes x ij for 16i; j6n is pure if either all x ij which appear are of the form x in or none are of this form.
Algorithm 5.2 (Standard basis for
n expressed as a linear combination of brackets in the x ij , this algorithm computes a linear combination of pure brackets also representing x. 1. If each bracket appearing with a non-zero coefficient in the linear combination is pure, terminate the algorithm and output the linear combination. Otherwise, choose t to be the first bracket in the linear combination which is not pure and proceed. 2. Find a smallest degree sub-bracket s = [s 1 ; s 2 ] of t which is not pure. A simple recursion finds this sub-bracket. 3. If the degree of s is two, go to step (4), otherwise go to step (7). 4. Since the degree of s is two, we have s 1 = x ij and s 2 = x 'm with either j = n or m = n.
If j = n; go to step (5) and if m = n; go to step (6). , respectively, and adding the results. In either case, start over at step (1) .
A simple induction argument shows that this algorithm terminates and produces the desired result. Namely, we associate to a bracket t the pair (a; b) where a is the number of generators x ij with j ¡ n appearing in t, and b is the degree of the smallest impure sub-bracket found in step (2) . We order such pairs lexicographically, with the minimum (0; 0) being achieved by pure brackets. At every step, this algorithm produces brackets whose associated pairs are less than that of the original. Steps (5) and (6), corresponding to b = 2, clearly reduce a.
Step (7) leaves a unchanged but reduces b, since the sub-bracket [x; y] of s which is initially pure becomes impure in all terms which occur after applying the Jacobi identity. Finally note that since b in such an associated pair is bounded by the degree of the bracket, there are only ÿnitely many pairs less than a given one, so the algorithm must terminate after a ÿnite number of recursive steps.
Note that the terms in the linear combination output by Algorithm 5.2 which do not involve any x in can be run recursively through the algorithm as elements of B o n−1 , yielding the standard form claimed in the proof of Theorem 2.1.
The ÿnal algorithm is the heart of the calculation; it computes @ ' for ' = 0; : : : ; n, exploiting the fact that these maps are Lie algebra homomorphisms. Observe that @ (2) . If the degree of t is one, go to step (4). 2. If ' = n, then use Algorithm 5.2 to express the answer @ ' (t) in standard form. Proceed to step (3). 3. Use Algorithm 5.1 to express @ ' (t) in terms of Hall trees. Terminate the algorithm and return @ ' (t). 4. If ' ¡ n, proceed to step (5), otherwise go to step (6).
. Go to step (3). 6. Assume t = x in . Set @ ' (t) = x in + x i; n+1 and go to step (2) .
An example of this algorithm is worked out by hand in the next section.
Results
In this section, we present some results of the computations described in the previous section. We will choose the gradings to correspond to the case k = 3, i.e. embeddings in R 4 . First, we note that in the degree one case, we have E 1 −1; 3 = Q, generated by y 1 , E 1 −2; 3 = Q generated by x 12 , and d 1 is an isomorphism. In degree two, the only non-zero entry is E We proceed by working out the ÿrst non-trivial boundary operator d
1 : E and so the matrix for the boundary operator with respect to our chosen bases is given by 0 2 0 1 :
We conclude that the boundary operator has rank one, and so E
Further (computer) calculations yield the E 1 and E 2 terms for k odd given in Tables 1 and 2 .
These low-dimensional computations do not reveal any regular behavior. Note that, as allowed because the Euler characteristic of the rows is zero, some rows vanish while most do not. Note as well that there is no additional vanishing along the edge of the vanishing line of Corollary 4.5.
All of the classes in Table 2 survive to E ∞ except perhaps those in bidegrees (−6; 13) and (−3; 11) which could support a d 3 di erential. Theorem 6.1. There are non-trivial classes in n (Emb(I; R 3 × I )) for n = 2; 3; 4; 5; 6.
It would be interesting to ÿnd explicit spherical families of embeddings which represent these classes. One expects the evaluation map n × Emb(I; R k × I ) → F(R k × I; n) × (S k ) n to play a central role in relating these homotopy groups to those of F(R k × I; n) × (S k ) n which appear in our spectral sequence. We conclude with a brief description of some of the methods used to verify the computer calculations (beyond merely computing examples by hand and comparing with the computer output, which was done extensively). Algorithm 3.1 was checked by an independent function which veriÿed that the generated trees were Hall, and checked the number of elements in the resulting Hall set against the dimension count given by Lemma 3.1. It was veriÿed in the course of computing the E 2 term in Table 2 that d 2 = 0 for each of the chain complexes comprising E 1 . A similar mathematical fact which was not hard-coded into the application is that the image of M d; n under d 1 lands in M d; n+1 despite the fact that this is not the case for the individual homomorphisms @ ' . The ranks of the boundary operators were veriÿed using the linear algebra capabilities of a symbolic mathematics package (Maple). Finally, a nice check of the system as a whole was provided by varying the algorithm for generating Hall sets (noting the choices made in Algorithm 3.1) and verifying that the ranks of all boundary operators remained unchanged.
Further work
In further work [10] we will investigate the case of k even, which includes the case of classical knots. Though in the case of classical knots the spectral sequences of [11] do not necessarily converge, one can use those methods to produce knot invariants, which we show are of ÿnite type. In particular, an optimistic view of rational homotopy theory predicts that the module of classes along the vanishing line of our spectral sequence (which for k = 2 is the anti-diagonal) is isomorphic to the module of primitives in the Hopf algebra of ÿnite type invariants [2] . To prove such a conjecture would involve relating the combinatorics of conÿguration space Lie algebras to those of Feynman diagrams, which could give a satisfactory explanation in terms of algebraic topology of the appearance of Feynman diagrams in the study of knots.
