A p r o d u r e is presented for designing parameter-adaptive control for a single-input, single-output process admitting an e s s e n t i a l l y unknown but fixed linear modelaso that t h e r e s u l ting closed-loop-system is globally stable with zero steady-state tracking error between t h e o u t p p t -aE the process and the output of a prespeui33ed Linear reference model. The a d a p t i v e m n r r o l l e r i k a d i f f e r e n t i a t o r -f r e e d y n a m i c d eystem forced only by the process input and o w p u t , as well as by a reference input.
Introduction
I n t h i s p a p e r we consider the problem of designing a parameter-adaptive control system for a single-input, single-output process admitting an e s s e n t i a l l y unknown b u t f i x e d l i n e a r model, so t h a t f o r any r e f e r e n c e i n p u t r ( t ) , t h e t r a c k i n g e r r o r e ( t ) between t h e o u t p u t y ( t ) o f t h e . r e s u l t i n g controlled system and t h e o u t p u t y r ( e ) of a prespecif i e d linear reference model is regulated to zero asymptotically. W e assume that only the process ---- P a r k s p u t s f o r t h t h e idea of Liapunov r e d e s i g n t o achieve s t a b l e adapt i v e o p e r a t i o n ; b u t t h e s t a b i l i t y a n a l y s i s g i v e n there is incomplete and the overall approach is l i m i t e d t o p r o c e s s t r F s f e r f u n c t i o n s of relative degree one.
In [ 4 ] , Astriim and Wittenmark propose a parameter-adaptive system consisting of an onl i n e r e c u r s i v e p a r a m e t e r i d e n t i f i e r and a minimum- 
i o n ( a s i m p l i f i c a t i o n o f which i s used, in t h i s paper) based on the important observation that i t is r e a l l y n o t n e c e s s a r y t o s e p a r a t e l y i d e n t i f y p r o c e s s model parameters and control feedback gains; but the arguments in [ 7 ]
concerning stability contain e r r o r s and do n o t j u s t i f y t h e p a p e r ' s main claims [81. I n addition to these references there are numerous others dealing with parameter-adaptive c o n t r o l , b u t f o r one reason or another none apparently give an adequate answer t o t h e f o l l o w i n g fundamental question:
Do parameter-adaptive cont r o l l e r s which yield globally stable closed-loop systems actually exist for single-input, singleoutput linear processes?
The purpose of t h i s p a p e r i s t o p r o v i d e a n affirmative answer t o t h i s q u e s t i o n by presenting what we believe i s t h e f i r s t parameter-adaptive cont r o l c o n f i g u r a t i o n , a p p l i c a b l e t o a reasonably l a r g e class of linear process models, which r e s u l t s in a globally stable closed-loop system in which all s i g n a l s and g a i n s are guaranteed to remain bounded. The proposed controller requires no diff e r e n t i a t o r s and c a n b e r e a l i z e d w i t h i n t e g r a t o r s , suIIIIIers, gains and m u l t i p l i e r s . The only assumpt i o n s made about the process are t h a t i t admits a transfer function model with left-half plane zeros and that 1) an upper bound f o r t h e t r a n s f e r f u n ction's 'dimension' , 2) t h e ' r e l a t i v e d e g r e e ' of t h e transfer function and 3) the sign of t h e t r a n s f e r function's 'gain' are known.
I n 92 the general structure of t h e c o n t r o l l e r i s discussed as are the crucial process m o d e l assumptions upon which i t i s based; an interpretation of t h i s s t r u c t u r e i n s t a t e space terms reveals that the function of t h e c o n t r o l l e r i s , i n e s s e n c e , t o i n p u t u ( t ) and o u t p u t y ( t ) can be measured (but not the process model state) and we r e q u i r e t h e cont r o l l e r t o b e a d i f f e r e n t i a t o r -f r e e dynamical syst e m realizable with conventional analog components.
Although a g r e a t many parameter-adaptive cont r o l l e r s have been proposed in t h e l i t e r a t u r e , o n l y under very restrictive assumptions have any actuall y been shown t o r e s u l t i n s t a b l e c l o s e d -l o o p s y s -* A full-length version of this paper, including proofs, w i l l appear a t a later date. This research was supported by the United States A i r Force Office of Scientific Research under Grant
No. 77-3176. a d a p t i v e l y s h i f t o n e s u b s e t of process d e l poles to prescribed locations, w6ile adaptively cancelling p r o c e s s t r a n s f e r f u n e t i o n z e r o s w i t h the others.
Detailed descriptions of the control parameter adjustment law and t h e a u x i l i a r y c o n t r o l signal needed tp guarantee s y s t e m s t a b i l i t y are given in 12. F i n a l l y in 53 it is Shawn that a p p l i c a t i o n of t h e c o n t r o l l e r t o any process satisfying the assumptions of 51, r e s u l t s in a globally stable closed-loop syst e m which follows a prespecified linear reference model with zero steady-state output tracking error.
Notation:
I f M(t) and N(t) are two mxn matrices of time functions, we write H = N (E) i f each element of the matrix H -N is a linear combination of decaying e x p o n e n t i a l s . I f a ( s ) is a polynomial, ( a b ) ) ' denotes its degree. The r e l a t i v e d e g r e e of a r a t i o n a l f u n c t i o n a ( s ) / l ( s ) , written ( a ( s ) / e ( s ) ) ' , i s t h e i n t e g e r (B(s))' -( a ( s ) ) ' . The zero state output response of a l i n e a r systep w i t h i n p u t f ( t ) and transfer function o(s)/B(s) i s sometimes written as ( a / B ) f ( t ) .
System Structure
It is perhaps most n a t u r a l t o t h i n k of a parameter-adaptive controller as a system consisting of two d i s t i n c t subsystems -one which dynamically generates asymptotic estimates G(t) and %(t) of process model parameters p and state x(t> rgspect i v e l y , t h e o t h e r which g e n e r a t e s a n e s t i m a t e f ( t ) of desired feedback gains f as a function of estimated model parameters fi(t). However, in s p i t e of r ----------1 n 'we 2: A *armtCT--PtiVC W S C a with S e p a r a t e I d e n t i f i c a t i o n a d cmrr01 its i n t u i t i v e a p p e a l , t h i s p a r t i c u l a r c o n f i g u r a t i o n i s d i f f i c u l t t o a n a l y z e and a t present is not well understood. There are a t least t h r e e r e a s o n s f o r this :
Known r e s u l t s t9-111 characterizing the behavior of dynamic identifiers (e.g., adaptive observers) are not directly applicable, since such res u l t s u s u a l l y r e q u i r e a l l i d e n t i f i e r i n p u t s t o be bounded; i n t h e p r e s e n t s i t u a t i o n , n e i t h e r the process input u nor output y can be assumed bounded a p r i o r i , s i n c e t h e i d e n t i f i e r is in feedback with the process. The relationship between process model parameters p and desired feedback gains f is typica l l y a complicated nonlinear function f(p); roughly speaking, this i s because the type of parameterized model which is amenable t o onl i n e i d e n t i f i c a t i o n and s t a t e estimation is a
3.
linur system which ie obeervable for a l l values of i t s free parameters, whereas t h e type of parameterized pod& which might conceivably y i e l d a linear rerationship betueen its parameters and desired feedback gains is one which tust remaim c o n t r o l l a b l e f o r a l l values of i t s free parameters.
f (p) is usually n o t w e l l d e f f n e d a t those points i n parameter space a t which the paraaeterized model used f o r i d e n t i f i c a t i o n i s not controll a b l e ; thus if t h e c o n t r o l g e n e r a t o r shown i n Figure The key idea is t o g e n e r a t e a feedback control w i t h o u t u t i l i z i n g d i s t i n c t estimates of desired feedback gains f and process model state x ( t ) . I n t h e s e q u e l , t h e g e n e r a l s t r u c t u r e of such an adapt i v e system will be described.
Our basic assumption is that t h e r e l a t i o n s h i p between the process input u and 0utput.y can be modelled by a c a n o n i c a l ( i . e . , c o n t r o l l a b l e and observable) linear spstem w i t h s t r i c t i y p r o p e r t r a n s f e r f u n c t i o n a (SI P ii. The following data is k n o w n : P a. The sign of g .
b. An integer n >, (B (9))'. w i t h s t r i c t l y p r o p e r t r a n s f e r f u n c t i o n T r ( s ) and bounded, piecewise-continuous, reference input r(t).
To determine what else is required of Cr f o r z e r o t r a c k i n g e r r o r t o b e p o s s i b l e , l e t u s n o t e that i f the adaptive controller shown in Figure 1 were replaced by any linear dynamical (i.e., differentiator-free) compensator C with reference input r , measured input y and output u, and i f Tz were t h e resulting closed-loop transfer fuactioa from r t o y , tben&ha relative degree of.TE would not be lees thaa n . Indeed, rhill f-tal constraint on TI can be relared o d y by incorporat~ different l a t o r a in E. Cleatly any reference model not rea p e c t i n g this unrstraht rru)t involve-some € o m of d i f f e r e n t i a t i o n . Since we have stipulated tbat our a d a p t i v e c a n t r o l l e r be dffferentiator-free, ve must r e q u i r e that (Tr ( s ) ) . a n .
The Process W e 1 Assumptions i r p l y that t h e process can be r e p r e s c l l t d in au espec€ally.useful way. To describe t h b representation, let ais), B(s) an8 y(s3 be amy three polporials ytcich have been selected with knwledge of n and n 80 t h a t a. a(s),83s) md y(s) are wnic and s t a b l e .
b. a b ) and B(s) a q copriPe and c. a b ) divides y(s) and (y<s))'% n-1.
It w i l l be shown in the sequel that i f a ( s ) , l ( s ) and y(s) a r e so defined, then there must e x i s t polynoaials ti,,,(s) and SJs) such t h a t (a<s)/B(s))' -n . . ,e ( 9 , 
5
The e x p r e s s i a n f o r e ( t ) i n (7) shave that if k were known, then zero output trackiug error could be achieved (asylptotically).
by s e t t i n g u ( t ) = 8'(t)k.
S h c e k is not k n o w n , what we shall do instead is t o set u ( t J = 8 ' ( t ) i ( t ) + s t > (9) where c ( t ) is a suitab€y defined estimate of k and C(t) is an auxiliary signal -d o s e s o l e f u a c t i o n is to guarantee spster stability. In 52 we explain how t o select k ( t ) and n ( t ) so t h a t f o r any refere n c e i n p u t r ( t ) , a l l s y s t e a signab are bounded and e ( t ) + 0 a s t + m.
The s t r u c t u r e of t h e c o n t r o l l a w (9) is motivated primarily by the expression fur e in (7) which, in turn, is a consequence of (4). To establ i s h t h e v a l i d i t y of ( 4 3 , f i r s t n o t e t h a t since y(s) I s a stable polynomial, y(t) and u ( t > will s a t i s f y (4) just i n c a s e y ( t ) is a s o l u t i o n -tQ t h e d i f f e s e n t i a l e q u a t i o n
Since Process Model Assumption i asserts that a (9) is s t a b l e , (1) will imply (10) if and only if which ( 4 ) i s guaranteed to hold i t is not only suff i c i e n t t o know n* and n, but necessary as well.
J u s t i f i c a t i o n of ( 4 ) thus amounts t o showiag t h a t i f a(s) ,8(s) and. y<s) a r e polynopials s a t i s f y i n g

Thus even though Process
Model Assumptions i i b and i i c may appear somewhat severe, they are unavoidable consequences of any approach based on system representation ( 4 ) . Whether o r n o t one can design an adaptive system under weakgr hypotheses (e.g., by only assuming bounds f o r n are known, r a t h e r than n i t s e l f ) i s very much an open matter.
S t a t e Space I n t e r p r e t a t i o n
Before concluding this section we b r i e f l y o u tline a n a l t e r n a t i v e a p p r o a c h l e a d i n g t o ( 9 ) , based on state-space considerations. (9) as an estimate of a desired state-feedback control law. For s i m p l i c i t y , we outline the approach under the assumption that the polynomials a(s),8(s) and y(s) s a t i s f y i n g 43) have been selected so t h a t a(s) = 1, (B(S))" = n and (y(s))" = n ; we f u r t h e r assume that Tr(s) = gr/$(s), where g i s a constant. 
This approach, which was what o r i g i n a l l y l e d u s t o (9) , provides f u r t h e r i n s i g h t by characterizing
Second, f o r a t least one pair (h ,b ) s a t i s f y i n g ( 1 6 ) , t h e r e e x i s t s a row vector f such that A + h c + b g f is s t a b l e and P P P P P c(s1-A-h c-b g f )-lb = -
Y(t) = cx ( t ) P i s a valid process model. Since x can also be w r i t t e n as P ( t ) = (A + h c + b g f ) x ( t ) + b g ( u ( t ) P P P P P P P -f x ( t ) ) P P and s i n c e A + h c + b g f is s t a b l e , w e can use P P P P (17) t o o b t a i n g
By assumption, yr(t) = ( g r / 8 ( s ) ) r ( t ) , so the output tracking error can now b e w r i t t e n as e ( t ) = 6 (u(t1 -fpxp(t)-(gr/gp)r(t)) (E)
This suggests that desired gystem behavior might be achieved by s e t t i n g u ( t ) = f ( t ) i i ( t ) + i ( t ) r ( t ) where f ( t ) , i i ( t ) and g ( t ) are suitably defined estimates of f ,x ( t ) and g /g respectively -but as g
P P r P mentioned at the beginning-of t h i s s e c t i o n , this approach leads to difficult problens which so f a r have not been overcome.
The alternative approach pursued here is t o use an estimate of the product f x ( t ) r a t h e r t h a n the product of estimates of f and x ( t ) respectively. The s t r u c t u r e of the proposed estimate is motivated by t h e f a c t t h a t t h e state x ( t ) of system (18) can be written as P P P P P P P
A t (20) where E ( t ) and E ( t ) are any p a i r If s o l u t i o n s t o
t h e m a t r i x d i f f e r e n t i a l e q u a t i o n s i U ( t ) = AEU(t) + I u ( t )
Y Y I i s the nxn i d e n t i t y , and q i s a conscant vector depending on t h e i n i t i a l v a l u e s of x E and E [lo]. Since A i s a s t a b l e m a t r i x by hypothesis, i t follows from (20) t h a t P' u Y
Using just (21), (22) and t h e s t a b i l i t y of A, i t i s n o t d i f f i c u l t t o v e r i f y t h a t f x ( t ) can also be w r i t t e n as P P 2n where as before the k are unknown constants and the 8 ( t ) are scalar-valued sensitivity functions obtained by passing u and y through stable linear f i l t e r s . I n view of (23) i t is now c l e a r t h a t t h e sum 2n i= 1 i i will y i e l d a n estimate of f x
is an estimate p pof ki fo:
.. ,2111 and $ ( t ) is an estimate of (2n+l) u g p .
The preceding development shows, a t least under t h e s p e c i a l a p m p t i o n s on a,b,y and T (s), t h a t t h e term e ' ( t ) k ( t ) a p p e a r i n g i n (9) is Seally an estimate of f x ( t ) + (gr/gp)r(t) where f x ( t ) i s a s t a t e feedback law, which i f a p p l i e
d t o p r ocess model (18), would have t h e e f f e c t of s h i f t i n g the model's poles from t h e r o o t set of 8 (s) t o t h e root set of a (s)B(s).
The more general'situation, when a,B,y and T,(s) are not constrained by these P P P P P s p e c i a l aSSUmptiOM, admits a similar state space where g ( t ) is a signal intended to estimate g then interpretation, provided system (18) is r a l a c e d i t is p o s s i b l e t o write P' v i t h a more geA;al linear-model,. representing the process together with a dynamic compensator.
To complete our description of the proposed adaptive system, we f i r s t select a(s) and B(s) so thag (3). holds and i # . a d d i t i o n so t h a t B(s) *   = 8 (s)6(s), where B (s). is monic a n d ' a(s)/B (s) 
It is easy to check that these constraints imply t h a t 61s) must be a mouic, stable polynomial of degree n -l.
It t u r n s o u t i n what,follows that nothing ess e n t i a l is l o s t i f a(s)/B ( 8 ) is assumed t o be the transfer function of a.l-di.mensional system; i.e., a(s)/B*(s) = l/(s+X ) f o r so1e A. > 0. For the sake of s i m p l i c i t y we henceforth make t h i s a s s T p t i o n ; t h e more g e n e r a l s i t u a t i o n in w h i c h a(s)/@ (s) is t h e p o s i t i v e real t r a n s f e r f u n c t i o n of a higher dimensional system can be treated along similar lines using the Kalman-Yakubovich Lemna.
0
These.assumptions together with (5) and t h e control law defined by. (9) imply that, the output tracking error e(t) can be written as where E(t) is the paramecer error E(t) = i ( t ) -k ye!e.vfsh to develop a parameEer adjustment l a w f o r k ( t ) and a n e x p r e s s i o n f o r u ( t ) . I n t h i s p r e p r i n t , we d o t h i s o n l y f o r t h e g e n e r a l c a s e when n > 1. Since 6(s) is necessarily of positive degree, implying that the transfer function l/((s+A0)6(s)) ia (24) c a n n o t b e p o s i t i v e real, t o proceed i t is n e c e s s a r y t o i n t r o d u c e a u x i l i a r y f i l t e r s of much t h e saase s t r u c t u r e as t h o s e f i r s t proposed by Monopoli f71. These f i l t e r s are described by t h e ~E : ( 6 ( t ) = M ( t ) + be'(t) equations and (a' ) (30) tl'tt) = cH(t) (b 9 cx:
is a (a -1)x(2n +1) u a t r i r x a n d x ( t ) is a ( n * -1 ) -v e c t o r ; s p e c i f i c e q d t i o n s f o r k ( t ) and ii(t) w i l l be given in a omrent.
Using (24), (301, (31) and t h e asslrmed s t a b i l i t y of A, i t is s t r a i g h t -f o l v a r d t o v e r i f y t h a t
Thus if ;(t) is an auxiliary error defined by t h e equations
The s t r u c t u r e of (33) suggest: that system s t a b i l i t y might be achieved by s e t t i n g u ( t ) = 0, and -(sign(gp))Q+(t)z(t)
(36) X E ; :
k{t)
x-: &t) = -qcx(t)E(t) g where 4 is any p r e s e l e c t e d p o s i t i v e d e f i n i t e , constant, gain matrix, and q is a n a r b i t r a r y p o s i t i v e constant. Indeed, for any choice of G(t), (35) and (36) 9 1 7 t h a t E(t) -(sign(gp))Q#(t)e(t) 0 7 )
and thus with (33) t h a t the time d e r i v a t i v e of t h e nonnegative function
along any s o l u t i o n t o d i f f e r e n t i a l e q u a t i o n s d es c r i b i n g t h e o v e r a l l a d a p t z v e s y s t a n is It can be cancluded f r m (39) and (40) t h a t e ( t ) , i;(t) and g(t) are b~~n d e d tfunctions on stme int e r v a l E t ,T) of f i n i t e l e n g t h ; however, from these t w o equattorus and (32) i t is n o t p o s s i b l e t o con-
clude that e ( t ) is bounded s i n c e there is no guarantee t h a t c x ( t ) is, Indeed one can construct an example with ii(t) = 0 , f o r which c x ( t ) is = bounded assMling x(t) is a s o l u t i o n t o (31) [e]. However since this example uses a contrived H(t), rather than one knovn t o s a t i s f y L30a). the example does n o t r e a l l y d a a o n s t r a t e system i n s t a b i l i t y . Un the other .hand, t h e example does show t h a t much more elaborate arguments involving the equations which generate both B(t) and ect) a r e r e q u i r e d t o prove boundedness, a t least f o r t h e c a s e u ( t ) = 0. Although we have recently obtained results suggesting that the adaptive system obtained by s e t t i n g Ci(t)= 0 (with k(t) and i ( t ) a s d e f i n e d i n (35) and (36)) act u a l l y has a b o d e d state response for any bounded r e f e r e n c e i n p u t , t h i s i s s u e is n o t y e t s e t t l e d .
To achieve a bounded s t a t e r e s p o n s e , v e s h a l l pntinue to use the parameter adjustment laws f o r k ( t ) and g(t) given by (35) and (36), but ve s h a l l no longer take E(t) to be zero.
To describe ii(t),
we henceforth assume f o r s i m p l i c i t y that t h e realization ,(c,A,b) of l / 6 ( s ) which appears. in (30) is 
where a * is t h e last rw of A, TI * is the row vector (44) and P is t h e lower triangular matrix 0 . . n > 1, if r ( t ) is any reference inp u t , bounded and piecewise continuous on {Os-) , & -i f C i s the closed-loop adaptive system described & (1) , (21, (5) , (8) , (9) , (30)- (32) , (35) , (36) (43) , t h e n f o r , a r b i t r a r y i n i t i a l time to 2 0 and i n i t i a l s t a t e x" and f o r a l l t b to, t h e state response While t h e c o n t r o l l e r is admittedly complex, t o o u r knowledge i t is t h e only differentiator-free dynamical adaptive controller proposed thus far w h i c h bas been shown t o provide globally stable closed-loop operation when applied to a s i n g l e -i n p u t , s i n g l e -o u t p u t l i n e a r s y stem. Whether o r n o t g l o b a l s t a b i l i t y can a l s o b e achieved with other, possibly less c a p l e x a d a p t i v e controllers (e.g., the one considered in this paper with ii = 0) i s an interesting q u e s t i o n f o r f u r t h e r study .
The p r i n c i p a l r e s u l t of t h i s p a p e r -t h a t i t is actually possible to adaptively control a linear system with zero steady-state tracking error
