Many people might not be aware of the technical background of storing digital data, but few can be unaware of the way data storage requirements are exploding.
Mountains of data
Studies at the University of California, Berkeley in 1999 estimated that, between 1999 and 2002 , the amount of new data being stored in the world would equal the amount that humans had accumulated since the dawn of time. Despite initial skepticism from the IT industry and the user community regarding this prediction, follow-up research last year showed that the figure had actually turned out to be a gross underestimation. The later study showed that the amount of new data accumulating on disk-based storage was in fact growing at 30 percent a year. This means that, over a five-year period, the total data stored will be over three and a half times greater than the amount stored today.
Other analysts claim that the amount of data being stored (and consequently the data storage requirement) is growing at a rate of between 40 and 80 percent per year. This level of growth seems inconsistent with the Berkeley study but really isn't. The Berkeley study looked only at new data. In the real world, data accumulation includes the replication of existing data, whether it's email attachments, duplicated documents, old draft documents, or just "lost" data that the user no longer remembers is still there and will find only if he or she stumbles across it while looking for something else. At the low end (40 percent), the prediction means a data growth of over five times today's levels during the next five years, while at 80 percent this soars to a multiplier of almost 19.
Making molehills out of mountains
The question begs to be asked, why not just clear out the unwanted or replicated data? On the face of it, as the cost of data storage hardware continues to plummet, the temptation remains to just keep adding servers and data storage. This solution doesn't take into account the hidden cost of managing the data increasingly becoming the dominant cost factor. Compounding this management issue, the rate of data growth makes "cleaning it up" an extremely resource-hungry task, not to mention the problem of allocating the responsibility of deciding which data to keep and which to discard.
Today's climate of new legal and regulatory compliance requirements places a heavy burden of new responsibilities on many companies with the penalties for noncompliance being severe for both the company and its officers. Fundamentally, cleaning up the stored data to reduce the size of the mountain that we're creating isn't an IT issue it's a corporate issue yet whose budget will be expected to fund this work? Until management addresses the corporate issues of data storage policies, the IT department will just have to manage the data storage situation as best it can, and the mountain will grow inexorably.
Bringing some SANity to data storage
The technology solution to the problem of storing and managing large amounts of data is networked data storage. Networked storage includes network-attached storage, which connects an intelligent storage device through the existing LAN and the Storage Area Network. A SAN interconnects different kinds of data storage devices with associated data servers on behalf of a larger network of users running on its own high-speed network, behind the server. It's a fast data mover designed to minimize latency and to ensure that servers and applications have high-speed access to large amounts of data.
Early SAN technology offered fast, flexible connectivity yet still provided only the most basic management tool sets, and it suffered from many limitations more traditionally associated with direct-attached storage. Consolidation of data storage, through pooling the physical data storage in a SAN and then carving it up into logical units of capacity, was at a very basic level. All the capabilities were there, but the skill sets and resources required to obtain the projected benefits were difficult to understand and implement.
Virtualization to the rescue
To deliver the ease of use that users demand, the industry underwent a huge drive to deliver SAN-based virtualization letting users pool and allocate units of storage capacity to any attached server on an "as and when needed" basis. Fueled by the sales rewards for delivering a solution, the rush was on and the first virtualization engines were born.
This first wave of technology took the swiftest route, delivering virtualization "in a box." SANs typically were employed with NT-based servers running specialized software. In essence, this meant splitting the SAN in two with the virtualization engine sitting between the servers and the data storage devices.
Despite delivering the functionality required, this approach created a new set of problems for users. First, the virtualization engine was a single point of failure for the SAN. Second, but no less problematic, was that the virtualization engine represented a potential bottleneck for the movement of data between servers and their data storage.
The manufacturers' response to both these problems was to install a second virtualization engine. Although this certainly worked in terms of giving more data throughput capability and providing failover where needed, it did, of course, drive up costs.
The last but certainly not least of the problems with this technology became apparent only as users tried to scale their SANs to meet ever-growing data storage requirements. It swiftly became obvious that to maintain data throughput, users had to invest in yet more virtualization engines. Expensive enough in its own right, the additional but less obvious cost of adding high-priced Fibre Channel connections appeared as each new virtualization engine was integrated into the SAN.
The next wave
The second and current wave of virtualization technology is called off the data path virtualization. This works by connecting a virtualization manager to the SAN by a single (or double for high availability) link with a set of minimal software "agents" (self-contained driver software) on each server. The SAN Manager acts like an orchestra conductor, communicating with the agents on the servers but not interfering in the actual data transfers between servers and data storage. Such an approach immediately deals with many of the problems of the earlier technologies. It consumes only a small number of Fibre Channel connections, avoids bottlenecks with data transfers, and can scale quickly and easily by leveraging its distributed architecture.
This approach offers additional benefits, including a single point of management for data storage regardless of the storage vendor or operating system. So, storage can scale to meet future as well as current needs. In addition, the server-based agent allows load balancing across a number of Fibre Channel host bus adapters, regardless of vendor. This feature currently costs users a small fortune if they want to buy it from some of the established vendors. This is the way that was pioneered by manufacturers such as StoreAge (www.storeage.com), who have successfully deployed this technology and continue to add new functionality to enhance the basic offering.
Quo vadis?
So where are we going next? Well, nothing is perfect, and even second-wave technology has a drawback. What if a user wants the flexibility of technology such as StoreAge but doesn't want new software installed on his or her servers? This concern could be due to several reasons, including high-security concerns in environments where the fear exists that any "alien" software might allow a third party to view what's going on or the fact that a supplier might refuse to maintain a server if any external software is added. This is where the networked storage application platform comes into its own. This platform works as an element of the SAN and can be programmed to undertake a number of different SAN applications. These could include virtualization, information lifecycle management, and SAN-based backup. The first implementations we've seen at Zycko (www.zycko.com) are leveraging this second wave of virtualization technology through application platforms such as that available from Troika (www.troikanetworks.com/products.asp). By acting as proxy for the StoreAge virtualization agent, the application platform can manage the data transfers on behalf of the attached servers, thus eliminating the problem for users who can't allow "foreign" software to be installed on particular servers.
You could view this approach as introducing a new device in the data path and thereby reintroducing some problems encountered by the first wave of virtualization. However, by building on some of the low-latency techniques traditionally employed by Fibre Channel switches and adding a few tricks of its own, the Troika application platform offers no more of a bottleneck than a Fibre Channel switch. This is a major step away from the much larger overhead offered by the first-wave virtualization, which placed a full NT server in the data path.
Conclusion
Today the second wave of virtualization is taking what has been the cacophony of networked storage and orchestrating it into the symphony of the SAN, creating an unprecedented leap forward for the control and management of digital data storage and delivering the promise of the SAN.
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