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CHElSEA COLLEGE LIBRARY 
ABSTRACT 
The purpose of this paper is to present an account of 
an investigation into information flow in cybernetic systems. 
A theory is proposed that brings together information flow 
and holograms and which establishes a connection between 
the exponential components of a time domain vraveform and the 
coefficients of the Kolmogorov polynomial. This theory is 
non-probabilistic and is based upon information concepts 
borrowed from physical optics. 
Computer simulations of Gabor's learning machine, Hhich are 
based on Kolmogorov's polynomial, are used to investigate the 
rates of convergence of the polynomialfs c0efficients and also 
the ability of the polynomial to predict simple waveforms. As 
a consequence a connection is established beb·!een the exnonenti.?l 
components of the data and the coefficients of the polyno~ial 
that represented it. 
A theory is developed to explain this connection and Hhich 
requlres concepts based upon information flow, borrov:ed from 
physical optics, which in turn establishes a connection betvJeen 
holograms and information flow. Two papers containing these 
61 
results \vere presented at IV Symposium of Biocybernetics, Leipzig 
62 
and the VIII Congress of Cybernetics in Namur • 
The p~oposed theory is investigated thoroughly and for 
certain generated waveforms an anomaly is found wrich suggests 
that the theory is not completely valid, but these variations 
can easily be included in the proposed theory by extending the 
coefficients to include complex values. These results were 
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'Step by step, at every step there stands that which 1S 
conducive to the next step.' 
Professor A.N. Kolmogorov, 





1.1 General Information 
A first introduction to Cybernetics can be obtained by reading 
Wiener's book 'Cybernetics: or Control and Communication in the 
Animal and the Machine'. As each chapter delves deeply in to 
Wiener's ideas of cybernetics, some help may be required to simplify 
some of his thoughts. The information content of the book seems 
immeasurable as-, at each fresh reading, more and more information lS 
extracted as patterns emerge and insight is gained into Hiener's 
understanding of the vast number of topics that fall under the 
heading of cybernetics. 
Kolmorogov's work on the subject of optimum linear filtering 
produced a polynomial vlhich, in its general form can be adjusted by 
imposing limits etc. to enable the polynomial to be reduced to any 
of the more familiar forms of time-series representation. 
In his book, Wiener considers time-series and messages and 
derives a measure of information; the sources he uses, however are 
of a probabilistic nature. Wiener also shows that the processes 
which lose information are, as expected, closely analogous to those 
which galn entropy. 
10 
If a distribution of a certain variable 1S replaced by a 
distribution of a function of that variable, which has exactly 
the seme values only for different arguments or similarly if 1n 
a function of several variables they are all allowed or some of 
them, to vary unimpeded over their natu:cal. range then infonnation 
is lost. In this precise application of the second law of 
thermodynamics to communication engineering, Wiener concludes 
that on average no operation can gain information, and conversely 
that for an increasingly ambiguous situation, information on 
average l6 increasingly gained and not lost. 
In 1957, Gabor attempted to build a universal nonlinear filter, 
simulator and predictor which had one main difference from all 
previous attempts of a similar nature. This \\'as the use of a 
learning meathod. In fact, what Gabor built was a highly-adaptable 
high-speed analogue computer which, in its day, was unique; today, 
of course Gabor r s ideas can easily be simulated on a p01tlerful digi tal 
computer, but this does not l.n any vJay detract from his great 
achievement. 
The machine which Gabor had constructed made use of Kolmogorov's 
polynomial; its coefficients were adjusted by a learning process by 
which their initial values were continually changed in a cyclic 
sequence in accordance to some predetermined error criterion. 
Gabor's paper, which was published in 1960 and co-authored by 
Dr. Wilby and Dr. vloodcock, was to Jay the foundation for the work 
presented in this thesis connected with information flOY/. 
1 1 
Gabor had visualised how the polynomial could be used as a 
simulator of other systems. The coefficients can be adjusted for 
a certain output from a given input rather than for the increase 
of predictor accuracy. The output and input used was that of 
another system. 
Many papers have been written by Gabor including one entitled 
'Light and Information' and another in holography which vIas read at 
his Nobel Prize Lecture. Using Gabor's ideas experiments were 
undertaken which achieved the successful production of holograms. 
The development of the mathern,!ltical relat ionship betv!een holograms 
(vlith their ability to store the total information of a 3D scene) 
and Kolmogorov's polynomial was subsequently achieved. The link 
between holograms and a polynomial with capabilities of information 
extraction was, as a consequence, made. 
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1.2 Historical 
In 1942, Kolmogorov 1 proposed the concept of optimum linear 
fil tering \<Thich, later that year, was supported mathematically by 
Wiener 2. Wiener then turned his attention to non-linear filters 3, 4 
whilst many other people also considered this problem 5, 6, 7, 8. 
It was clear that, even if a formal solution could be found, it 
might not be of practical use. A polynomial (named after Kolmogorov) 
derived from this filtering theory gives a basic equation which can 
be used for filtering, predicting and simUlating. The work done by 
Kolmogorov and \Viener was, from a mathematical point of view, very 
elegant, but in application impracticable because it considered 
infinite bandwidths and a polynomial of infinite length. 
The classic report written by Wiener for the NDRC ",Tas 
nicknamed 'The Yellow Peril' by 'be'tJildered' engineers because of 
its colour, and was later published in book form ~ Bode and Shannon 9 
published an article in the proceedings of the IRE in \<!hich a 
successful attempt was prescribed to simplify the derivation of the 
linear least square smoothing and prediction theory. This described 
a box "lith inputs of message met) and noise net), and with an ouj;put 
of met + ~) where oc is a positive or negative delay. This box thus 
has the properties of smoothing and prediction. 
According to Bode and Shannon, the three main assumptions that 
the Wiener-Kolmogorov theory makes are 
a) that the time series represented by the message met) 
and the noise net) are stationary. (A stationary time 
series is one whose statistics do not change with time. 
Sneech for example, can be considered stationary over 
... 
~hort neriods of time). 
13 
14 
b) the error measure is the mean square discrepancy 
between the actual and desired outputs, and the 
box's contents minimise this quantity. The average 
error is then taken over all possible messages and 
noise signals, each weighted in accordance with 
their occurance probability; thus making it 
probabilistic. 
c) the procedure used to smooth and predict is a linear 
·operation (i.e. a linear physically realizable filter). 
The theory holds true if all of the assumptions approach 
perfection, but if anyone or more of the assumptions is far from 
the truth, the associated mathematics becomes very complex and 
difficult. The Wiener - Kolmogorov theory is of considerable 
importance in communication theory. 
S ,10 . f t' th 11, 12 Similarly hannon s ln orma lon eory that stemmed 
from his 1948 paper 'The mathematical Theory of Communication' 
provided a much needed base for the formulation of a quantitative 
measure of the commodity dealt with by communication engineers. 
1.3 Wienerian Concepts 
In 1948, 'Cybernetics' as coined by Wiener 13 was not an 
attempt to create a new science, but one to unite, within a single 
discipline, those activities which had until then been associated 
with different sUbjects. The word Cybernetics is derived from the 
Greek X--vf3ep~'r1.s meaning steersman of a merchant roundship. 
By bringing together different disciplines under one heading, 
he hoped to increase the interaction between them \"hich had, until 
that time, been almost negligible. A suitable example is one In 
pharmacy and is concerned v,i th the dispersion of drugs In the 
human body and \>,i th the rate of build-up and decrease of the drug 
level in the blood and bodily wastes, from a single intravenous 
injection; a problem of this type is reasonably simple in control 
theory. As a system, the input to the human body lS an impulse 
for vlhich the corresponding output lS a response. From this 
information, a considerable ml1.ount can be ascertained abou t the 
system, such as its transfer function etc. Similarly, ideas in 
Communication and Information Theory (eg. the sampling theorem) 
have important uses in many fields that are concerned vrith 
information measuring, extraction etc. 
Because Cybernetics is a mixture of disciplines, many 
definitions have been formulated. Generally speaking, the great 
names in Cybernetics that followed in \'iiener I s footsteps (Ashby, 
George, Pask and many others) have tended to lean Cybernetics in 
their ovm particular direction and, thus, its main attribute for 
each became mathematical or biological or managerial, etc. 
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On the whole, however, the interpretation used in England is 
similar to that used in Europe and to some extent Russia. The 
emphasis being placed in engineering aspects including control 
and communication, biology and the study of self-organising 
adaptive systems. This interpretation closely follows Wiener's 
original ideas. 
Wiener classifies time series asa sequence of numerical 
quantities, distributed in time. A continuous recording of 
temperature variation, the closing figures of the stock market, 
or meteorological data are all time series, continuous or discrete, 
simple or multiple. Until the advent of high-speed digital 
computers, the only "tray such slo\.J-changing time series could be 
analysed was by hand computation or by slide rule. Today more 
complex and faster-changing time series can be investigated such 
as telephone signals, television or gunnery data. These studies 
, 
all belong to the conventional part of statistical theory. Wiener 
mentions that one of the simplest forms of information measure is the 
recording of the choice between two equally probable simple 
alternatives such as a tossed coin giving heads or tails. What is 
_the amount of information, of an accurately measured ~alue, lying 
between two limits? Given that this quantity can be specified by 
a binary number, it then needs to be infinitely long in order to 
define the number accurately, the number of choices made and the 
amount of information as a consequence is infinite. Thus the more 
decisions there are the more information vIe have. HO'.'l€Yer, such 
accuracies in measuring a number are not possible in a practical 
situation. 
16 
+ k"~~IJ J 
Given f(x) as a probabilitYlfunction, then the total area under 
\. 
this curve must be unity. Consequently the average logarithm of 
.u-ft>"~...-tfit ~ 
the breadth of the region under f(x) is an average of the height of 
the logarithm of the reciprocal of f(x). Therefore a reasonable 
measure of the amount of information associated ~nth the curve 
f(x) is 
This, as defined by Wiener, is the negative of the quantity 
usually defined as entropy. Wiener goes on to assert that 
information from independent sources is additive; he also states 
that no operation on a message can galn informaticn. This is an 
obvious statement when considered and has similarities to the 
conservation of energy laltl. A message which contains a certain 
amount of information can be made to lose some of its content or, by 
manipulation, yield its contents more readily, but under no 
circumstances can the nessage be made to yi.eld more information than. 
it holds by definition. 
17 
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1.4 Gaborian Concepts 
In Gabor's 'Light and Information' published ln 1951 14 the 
author points' out that light is our most powerful source of 
information in the physical world. Aldous Huxley remarked that 
our civilisation owes its existence largely to the fact that vision 
is. an objective sense. Certain animals have highly developed 
senses of smell and hearing, but no matter how highly developed 
these senses are, the animals can never develop science as we 
know it as they lack sight developed to the same extent. 
Gabor's view of information theory can be approached in two 
steps. The first step is to specify the degrees of freedom of 
the phenomenon, such that the degrees are always discrete and 
their number finite. This according to HacKay specifies the 
structural aspect of information. 
Once the coordinates are decided upon, the second step 1S to 
associate a measure with each coordinate. However, as some 
error ,,,ill always be present in the measurement, a probability 
that the measurement is wi thin certain ~_imi ts has to be given. 
In practice the coordinates depend upon the system as 
illustrated in Eddington's 15 parable of the fishing net - if a 
fisherman uses a net that has holes two inches across, he cannot 
expect to catch fish smaller than two inches. Similarly, glven 
a perfect bandpass filter with a bandwidth spreading from 100 Hz 
to 1 kHz, then any incoming signal, after passing through the 
filter, cannot be expected to contain any frequency components 
above and below the filter limits. This has an analogy with the 
sampling theorem in that to extract the information from a given 
18 
signal it must first be assumed that the waveform contains the 
information and second that the selecting or sampling procedure 
used is sufficient to extract the information. The sampling 
procedure can be considered as a transformation from one domain 
to another such that the waveform is tra~sformed and thus 
rearranged so that the information is more easily available. 
Transformations of this type can lose information by inefficient 
mapping. 
An inefficient mapping is one that reduces the original 
waveform in size, eg. a waveform of n points can, after 
transformation, be represented by m values where m < n, Cn being 
the minimum number of points in the original domain that represents 
the original signal). The transformation of a system represented 
by n elements is performed by mapping each element from the original 
domain to the transformation domain. If the original signal contains 
redundancies and requires reducing, the mapping is not one to one, 
and one point In the transformation domain has been mapped from 
more than one point from the previous domain. Similarly, redundancy 
can be added where a point in the original domain is mapped into 
more' than one point in the final domain. 
Usually the original signal contains a certain amount of 
redundancy which can be removed by the transformation to give a more 
efficient representation of the signal. For example, speech, 
according to Shannon 10, contains a maximum of 8oc~ redundancy ln 
a perfect noise-free environment; thus, for efficient signal 
processing, it is best to remove the natural redundancy and add 
electronic redundancy in the form of error correction codes to give 
the maximum usage of a given bandwidth. 
19 
Gabor's paper 'Theory of Communication' 16 presented a unit of 
information called a logon, the idea being related to Nyquist's 17 
work on telegraph signal speed; a very impo~tant and intriguing 
aspect of this work was that, due to its non-statistical nature, it 
did not rely on probability. Unfortunately the concept did not 
prove popular! 
18 Gabor's ideas that later lead to holography, (the three 
dimensional representation of objects) are also very intriguing. 
The idea of total informational storage of a tr~ee dimensional scene 
is an example of a transformation where redundancy is added; this 
is easily sho\ffi since a 3-dimensional scene can be constructed from 
a small portion of the original hologram 'vd th only marginal increase 
in background noise. Similarly, by taking the hologram and shining 
a laser directly Olito a point, a projection of a p~~ticu12~ Vlew 
is obtained. \I/hen. the laser is scanned, different views are shown; 
this relates to a flo", of information bet\oJeen adjacent points on the 
hologrELYn. By relating this information flow to Kolmorgorov's 
polynomial and, consequently, the polynomial to total informational 
storage, the polynomial is capable not only of adequately represen-
ting a waveform but can also be used to monitor the flow of 
information that takes place. 
In 1960, Gabor 19 and two co11ea~~es attempted to build a 
universal non-linear filter predictor and simulator which optimized 
itself by a learning process. The machine was based on Kolmorgorov's 
polynomial and the product of the work done by Kolmogoroy and V!iener 
in 1942 as mentioned earlier. The maximum size of nolynomial was 
94 terms comprising 18 linear terms and those of highe~ order. 
Each term had associated ~~th it a coefficient or weighting factor 
that could be adjusted in accordance \v:L th an error cri terion. 
20 
Given a Stochastic process f(t) with limited frequency band 
F, it is necessary to sample the waveform at the Nyquist rate 
thus giving 
f(t) = t f(t - n.6.) 1.4.1 
1'\ =- -(X) 
This forms the input data. For the construction of the polynomial, 







Having formed the polynomial from the n data points, it is made 
equal to f(tn+1 ) which is the next consecutive data point in the 








i~) + 'I. L B. •• f(t - i6)f(t - j6) 
i' j lJ 
+I 'L I····· 1.lt.2 
and can be split into groups. The linear group consists of the linear 
terms which comprises the data points each with its own coefficient. 
The quadratic group containing quadratic tenTIs is constructed by 
combining any two of the n data points, aga.in each term having a 
coefficient associated with it, and so on. 
The coefficients need to be adjusted such that the polynomial 
is equal to the n + 1 th data point; any difference is regarded as 
an error. The polynomial is constructed from a set of n points which 
are obtained by placing a window of length n over the total sampled 
history to allow a maximum of n linear terms, n(n + 1)/2 quadratic 
terms, n(n + l)(n + 2)/6 cubic terms etc. Thus it can be seen that 
the size of the polynomial rapidly increases \Iii th the value of n. 
Gabor's machine, with its facilities for a maximum of 94 terms, 
of which a maximum of 18 can be linear, suffers restrictions \·ri th 
respect to ho ... , many ~igher order terms can be utilised. For example 
if n is 12 (i.e. 12 linear terms) then the maximum number of quadratic 
21 
terms is 78 (i.e. n(n + 1)/2) ignoring all higher order terms. 
Therefore in this example no more linear terms can be employed 
without disregarding the corresponding quadratic terms. 
Once the machine was built, it "fas tested ton. th some simple 
data sets cJ phase shifting and scaling 0f a sinewave and b) 
filtering a sinusoidal signal with added noise. The sets comprised 
two coefficients for the first test and what appears to be a random 
choice of six coefficients for the noisy sinewave in the second 
test. One of the main problems of the Kolmogorov - Wiener filter 
theory is that it relates to systems with infinite bandwidth because, 
in practise, the bandvlidth of a system 18 al\·;ays fini tee In a 
frequency band F and a time interval T there are 2FT degrees of 
freedom. Therefore any band-limited signal in a finite time can be 
represented by a finite number of parameters. These parameters or 
samples can be thought of as a serles of (sin x)/x pulses on the 
samples and of a proportional height. In fact the v!aveform f( t) 1S 
then said to be adequately represented by its samples. This, of 
10 
course, 16 Shannon's \-.Jell knovl!l sampling theorem: 
00 
f(t) = ~ f(tn ) Sin 27t f (t - t ) n 
2rtf(t - t) 
n 
The data was recorded on a magnetic tape using pulse rate 
modulation and the required delays are achieved using staggered 
1.4.3 
heads. On one track of the tape is stored the data which acts as a 
target function; if the machine is used as a predictor, this data is 
exactly the same as the other 18 tracks, and interpolation or 
extrapolation is achieved by setting the corresponding delays of the 
recorder's playback heads. Similarly, if used as a simulator, the 
target function becomes the output of the system that is to be 
simulated, ru1d the data on the other tracks represent the system 
input. The coefficients are adjusted such that the value of the 
22 
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polynomial approaches the target function, the difference being used 
to calculate the mean square error; further coefficient adjustment 
is used until this error is minimised. The criterion used was as 
suggested by Wiener and Kolmogorov. 
Different stratagies were employed by Gabor and included 
Southwell's relaxation method for always adjusting the coefficient 
that gives the greatest reduction in the error; unfortunately, three 
main problems exist which outweigh any advantages: 
1) greater time consumption 
2) greater storage 
3) scanning the coefficients to find vlhich 
gives the greatest reduction In error. 
An alternative strategy he used was to adjust each coefficient 
in turn because it took 100 seconds to do the relevant calculation 
for each coefficient which itself takes only 1 second to adjust: 
this method obviously converges quicker than Southwell's method. A 
slight modification suggested by Gabor was that any coefficients 
that made little or no difference to the error could be ignored for 
the next N training runs (a training run is used to describe the 
situation when each coefficient in the polynomial has been adjusted 
once). This gives a compromise between the two strategies already 
mentioned. 
Gabor suggests that for an m coefficients, ~m2 training runs 
will be sufficient to reduce the mean square error to a reasonable 
level. A plot of the mean square error against the number of training 
runs rapidly decreases, but even for only two coefficients and a 
simple noise free sine\vave as the input data, the error "/3.8 still 
greater than 25% of the initial error. These error plots used by 
Gabor take the initial error as l~~ and subsequent errors are 
.. , 
23 
relative to this on a percentage basis. Chapter two clearly shows 
that the initial error can be many orders of magnitude above an 
acceptable error level. 
20 Young wrote an Algol programme that simulated Gabor's 
21 
machine and which was later translated into Fortran by Muftogulu 
for work on hydrological systems. As the basic equation was 
understood, the learning method used by Gabor was now open to 
investigation. A modified version of Muftogulu's programme \<las 
planned and later a simpler version of the programme was written 
to enable the links between the coefficients and the information 
of the tim~ series to be investigated. 
24 
1.5 Cybernetics and Prediction 
Any system that can be represented by a black box with an input 
and an output can be considered as a cyoernetic system, and these 
simplified block diagrams showing hOH the system functions enable 
a system to be more readily understood. Complex systems can be 
reduced in complexity by this method and as a consequence the more 
one understands them, the more one can adjust and simplify the actual 
operation of such systems. For example the economics of a country, 
a highly non-stationary and stochastic system; or a large industrial 
complex such as a petrochemical \'lOrks can, wi th the aid of simplified 
block diagrams,-be easily interpreted; once this understanding 
develops, the actual system can be simulated or modified, the end 
result being to ma~imise efficiency. 
Every cybernetic system must have an input and output that can be 
represented by a discrete or continuous time series. Obviously, if 
a system has more than one input and/or outputs, the first and last 
block of the diagram then contain whatever elements are necessary to 
combine or split the inputs and outputs. If any of the inputs do 
not interact and thus produce a separate output or outputs, they can 
then be separated from the overall system and the original system 
be therefore simplified. Similarly, any smaller internal system that 
is complete in itself can be represented ",d th the whole, but 
separately. 
The input thus contains information in one form or another \'lhich 
is transformed by the system into the output. The transformation that 
takes place is one of extraction - of extractin~ information from the 
input, given certain initial informational conditions that are held 
25 
within the actual system. The information itself flows within the 
system, entering as an input and leaving as an output. 
Predjction is a time domain analysis, as compared with Fourier 
analysis \-Jhich takes place in the frequency domain, and has the 
obvious advantages that any data can be analysed directly with no 
requirement for initial transformation. Time series analysis 
developed in the fields of statistics, economics and communication 
and, is the main method used for the analysis of dynamic systems. 
Recently, however, control systems theory, using state space 
concepts and time domain analysis, has made great advances in the 
analysis of dJ~amic systems. 
Kolmogorov's investigation into linear extrapolation of stationary 
random processes used proba.bilistic theory. Krein 22 and Yaglom 23, 24 
similarly both used probabilistic concepts, and further work was 
26 
undertaken b B 29 th I'd' t' f b d l' 't d 25,26,27,28 Y rown on e lnear pre lC lon 0 ~~ - lml e 
processes, and by Hajek 30 on the prediction of stationary processes 
with convex correlation functions. 
The following references relate to the wide ~sage of the mean 
square errcr criterion. Davisson 31 uses a steady state mean square 
error of an adaptive linear estimator as applied to stationary data. 
Multi-dimensional least-square adjustment was considered by Grafarend 
and KeIrn 32 for point and interval linear estimations using tensor 
algebra and statistical methods. A similar method, the integral 
squared error is used by Garudachar 33 in finding the optimal 
technioue for thelinearisation of second-order non-linear 
L 
differential equations. Learning algorithms, and their convergence 
rates, and the efficiency of the learning process were studjed by 
Gulyas 34 and Ainsworth 35 respectively. 
Prediction can be of use in a variety of subjects to provide 
a fresh approach to existing problems. One such difficulty exists 
in neurophysics where work at present is aimed at trying to establish 
that EEG signals as picked up on the scalp of a patient actually 
carry information about the state of the brain. The signals, it 1S 
believed, contains the summation of different internal rhythm's the 
common ones being alpha, beta and delta, whose relative heights 
give information about the medical status of the body and brain. 
36 . 37 38 39 Papers by Bohlin ,Fenwlck ,Gersch and Wennberg discuss 
modelling and simulation of EEG signals. 
Seismic vibrations, earthqua..~es, oil exploration and general 
geological surveys are all examples where time domain analysis has 
been used or could be used. Papers in Geophysics by Robinson 40 and 
Treital 41 deal with the use of predictive decomposition in a model; 
which represents a section of a seismic trace as the convolution of a 
random spike train with a minimum delay waveform. A similar problem 
arlses in the analysis of voiced speech except the random spike train 
. . d' 42. 1 t . is replaced by a quaslper10 lC 1mpu se raln. 
There have been various attempts in cOIT~unication systems' to 
compress bandwidth : Robinson and Cherry 43 used optimum encoding; 
Elias 44 coined the term predictive coding in 1950, and this term 
has been used by Atal and Schroeder 45 for speech signals; Sciulli 
46 d 't and Campane lla use 1 in connection with multi-channel telephony 
B hI 47. t" th . d t . and by Kobayashi and a ln connec 10n Wl lmage a"a compreSS1on; 
Davisson used straight line interpolation 48 and prediction 49 in data 
50 
compression ruld attempted to formulate a relevant theory • 
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S t al al ' t hn' 51 pec r an YS1S ec 1ques have evolved with the advent 
of high-speed computers. In terms of optimality, the more common 
transform techniques can be ordered thus : Fou~ier, Hadamard 52 
and Karhunen-Loeve 53. Hadamard transforms have been used mainly 
wi th image coding, but faster F.ouriertransforms have been 
4 . 6 
formulated 5 , 55, 5 for use with digital computers and discrete 
57 58 59,60 time series. Speech analysis and synthesis ' and prediction 
have been major contributors to the advancement of the work on linear 
prediction. The spectrum of speech contains four major peaks or 
formants which are the result of resonances in the vocal tract. 
Linear predictions of speech can be accomplished with 12 to 14 
coefficients, this number being arrived at by a trial and error process 
involving the use of a variety of coefficients from 1 to 20, and then 
selecting the number of coefficients that produce an acceptable error. 
A relationship between the number of coefficients, the corresponding 
error and the Haveform' s spectrum "lIaS found and investigated. 
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CHAPTER TWO 
2 EXPERIMENTAL RESULTS 
2.1 Experimental studies based upon a Learning Program 
In October 1971 an investigation was started into the possibility 
of linking Cybernetics with Communications, using a program developed. 
earlier by Fatmi, Young and Muftogulu. Substantial modifications 
were required to adapt the program to this application, and the 
modified version is shown in Appendix A program AI. The results 
obtained are given in tables 2.1.1 to 2.1.5. 
The information flow in an elementary cybernetic system is shovln 
in figure 251.1. It consists of an input and a~ output, with 
information flovl between system A and system B through a two-way 
connection. System A comprises a simulator which attempts to model 
itself upon system B. The outputs of the simulator and system B are 
compared, their difference being an error which is used via a self-
-optimising element to adjust the simulation in such a manner as to 
reduce itself. 
If system B is a simple delay system, A becomes a predictor. A 
learning process is used to adjust the simulator or predictor 1 and 
which takes a finite time to reach an optimum solution. The predictor 
simulator is in the form of a polynomial of n adjustable parameters 
(coefficients). Obviously the value of n depends upon the complexity 
of system B. In his paper entitled 'A universal non-linear filter, 
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predictor and simulator which optimizes itself by a learning process, 
Gabor suggests that if there are m variable parameters, they will need 
to be adjusted approximately ~m2 times if they are to approach their 
optimum values. Therefore the validity cf this approximation was 
investigated together with any other relationship that might exist 
between the number of training runs (tr), mean square error (mse) and 
the number of parameters (tp). 
R~ 
t 
The data used was a deterministic function and each calculation 
was stopped when the forecast value was wi thin 10% and then I?; of the 
correct value. The results are shovm in tables 2.1.1 and 2.1.2. 
To test for any relationships that might exist beb-!een any tv!O 
of the three variables tr, mse and tp, I. the correlation coefficient 
was calculated between two variables vIi th the third held constant. 
For a possible relationship between, for example, training runs and 
mean square error, the correlation coefficient would be expressed as 
cor(tr,mse). 
In table 2.1.1, cor(tr.,mse) = -0.7348. This suggests an inverse 
relationship vlhich is acceptable as the more training there is, the 
smaller the error tends to be. However, cor(tr,tp) = -0.5234 suggests 
that the more terms there are in the polJ~omia1, the less training 
there needs to be, it thus converges more rapidly. Table 2.1.2 gives 
similar results for cor(tr,mse) = -0.71~+, but cor(tr,tp) = -0.0042 
implies no relationship between tr and tp. 
The above criteria for stopping the training was considered cot 
to be very accurate because, although the parameters obtained might 
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give a good prediction in this case for 11, they would not be suitable 
for predicting, say 12. This is also shown by the wide variety of the 
mean square error in tables 2.1.1 and 2.1.2. Thus, the criteria for 
stopping each training was for the mean square error to have been 
minimised or to be less than 0.1, 0.01 and 0.001 as sho"ln in tables 
2.1.3 to 2.1.5. 
The degree of interaction, n, has values of one, two and three, 
and relates to the complexity of the polynomial: the n = 1 polynomial 
contains linear terms only; the n = 2 polynomial contains linear and 
quadratic terms only; the n = 3 polynomial contains linear, quadratic 
and cubic terms. For a degree of interaction 1, the training runs 
- . 
are bet,,!een 0 to 200 for mse less than 0.1, 0 to 400 for mse less than 
0.01, and 100 to 600 for mse less than 0.001. The respective maximum 
differences between the forecasts and 11 are 5~2%, 1.6% and 0.54% and 
are acceptable accuracies. For a degree of interaction 2 the training 
runs from 200 to 400, 700 to 1,200 and 1,100 to 2,100 for mse less 
than 0.1, 0.01 and 0.001 respectively, and their maximum differences 
from 11 are -10.96%, 3.56% and -1.09% respectively. This shows that 
for n = 2, the percentage differences are doubled and that the 
predicted answer approaches 11 from above rather than from below when 
n = 1 is used. For n = 3, the training runs range from 100 to 200, 
and 900 to 2,400, and the errors are -5.3%, 8.5% formse less than 
0.1, 0.01. Thus, for n = 3, the predicted answer approaches 11 from 
below and then above. Thus the best system for a ramp input seems to 
be one with a linear degree of interaction. Cor(tr,tp) = -0.0587, 
0.3155 and 0.4498 for the three descending values of mse imply that 
there is a possible relationship forming, but it does not appear to 
2 













Figure 2.1.1 Elementary Cybernetic System. 
32 
J Size of sub-data group. 
N Degree of interaction~ 
IU(l) :'~'J.illber of linear terms l' n tr- e T\ol '1 
ru (2) .,- tJ Y nOillla ~ T ~umger o! qu~~ratic terffis in tte poly~o~ial. 
IU(3-) J."Uill. er o~ CU)lC teru.i.s in the pol;yc.omial. 
IT Total number of terms in the polynomial. 
ITA NUlliber of' training runs. 
EEA r..~eaL square error. 
RESULTS. 





















































































Correlation coefficient between training runs and mean square 
error. COR(tr •• mse) -.7348 
Correlation coefficlentbetween training runs and terms in the 
polynohial. COR(tr •• tp) -.5234 
Table 2.1.1 Training stopped when forecast reached nlus 




... -- . 
--~ 
Size of sub-d~ta [roup. 
Degree of ~nterp.ction. 
Nurr:..ber of linear ter~.s in the poly""'o~;al 10(1) 
Ic(2) 
IU(3) 




NLllilber of ~118~·.C terms in the polynomial. 
Total nlwber of terms in the polynomial. 
NlllLbe~ of training runs. 
Mean square error~ 
RESULTS:> 
J N IU(l) IU(2) IU(3) IT ·IT& EEA FORECAST rA,U1jl -, i ..LJ ~ 
2 1 2 a G 2 425 .0059376 11.110 
3 1 3 0 C 3 195 .C047427 11.109 
4 1 4 0 0 4 126 .0039528 11.109 
5 1 5 C 0 5. 96 .0032752 11.108 
2 2 2 3"':· 0 5 8 .3968914 11.055 
3 2 3 6 0 9 8 .6683277 11.002 
4 2 4 10 o '- 14 7 .9454828 11.076 
b 2 5 15 0 20 7 1.CC39487 10.900 
2 3 2 3 4 9 3 .. 5384823 
11.098 
3 3 3 6 10 19 3 1 .. C015182 
11.C44 
4 3 4 10 20 34 177 .0560771 
10.894 




Correlation coefficient between tra~ning ru~s a~d fue8ti sqcare 
error. COR(tr •• mse ) -.7184 
GorrelE.tion coe~ficie.lt between traininb runs and terms in tee 
polyno~ial. COR(tr .. tp) -.C042 
Table 2.1.2 Training stopped when rorecast re8ched plus 
or minus 1~ or 11. 
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J 
N 
Size of sub-data grGU~. 







:'~u=lber oi' llncer terr£.s i:: the pol T'roml" a1 "·~"he ,.., - -.j~~........ • 
.. u..!...... ,"" reI qua c: rat i c t e r ~ sin t t e p 0 l' -~, ~ -.~ .: ,... ~ 
l"TUI. ..... e-"-' f f" . • J .'"-v ......... -'-cl. • 
• , ..... - 0 CUulC ter:r.s i:-l l..f.e po' .. ~y.".'-;r"l 
. ".LJ ~.L _ ".~ c __ • 
Tct:::.1 :lun:.ber of' ter~_s" in the polynomial. 
~~Tber :f training runs. 
~ean square err0r. 
RES;TT rrs 
........ -- . 
J H IU(l) IU(2) I~: (3) IT ITA EEA .. 4''' R :'-\1\ ~ C"""T1 "'\ ~ ~ -;-.,.;- p 
... 1..;1'"-''-' ..... 01. J.h..L.JU'"-' 
2 1 2 0 0 2 183 .. 0991303 11.448 
3 1 3 0 0 3 96 .. 0978827 11.494 
4 1 4 0 0 4 66 .. O~59750 1~ •. 535 
5 l 5 0 0 5 52 .0927630 11.b73 
2 2 2 3 C 5 313 .0989985 10.240 
3 2 3 6 0 9 287 .0998259 10.096 
• 4 2 4 10 0 14 278 .0997618 9.961 
5 2 5 15 C 20 279 .0996947 9.794 
2 ') 2 3 4' 9 149 .0998343 .10.641 u 
3 $ 3 6 Ie 19 145 .C997162 10.582 
4 3 4 10 20 34 135 .• 0999497 10.508 
5 3 5 15 35 55 129 .0999461 1C.402 
Correlation coefficient between t~ainin6 runs and iliea~ square 
error. COp(tr •• ~se) .6493 
Correlation coefficie~~t between traininG ru.r~."s and terms in the 
polynomial. cor.(tr .. tp) -.C587 
Correlation coefficient between mean square error and forecast 
value. COR(mse •• fv) -.7216 
Table- 2.1.3 Trafrringst.opped when mean souare error was 
iess than 0.1 
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J Size of su~-cata group. 







Number of" I" ln~ar t.erms in tte polynomial. ~umber of qua n t N'..llilber of r b?ra lC te::ms in tl:~ polynomial. 
.ULC terms ln the polynotal. 
Total number of terms in tte polynomial. 
Number of training runs. 
Mear. square error~ 
RESULTS. 
.. ' , 
" 
'J N IU(l) IU(2) IU(3) IT ITA EEA FORECAST VALUE 
2 1 2 0 -- (' 2 381 .C099061 11.142 
3 1 a 0 0 3 17l .0098-795 11.157 
4 1 4 0 0 4 109 .0097588 11~171 
5 1 5 0 0 5 82 .OO~4904 11.183 
2 2 2 3 0 5 l186 .009£880 10.760 
3 2' ., 3 6 0 9 782 .0099963 10.714 
4 2 4 10 o '. 14 700 .0099482 10.672 
,. 
v 2 5 15, 0 20 700 .C099880 10.618 
2 3 2 i"3 ' ' 4 9 2328 .0099968 11.479 
3 3 ,3 6 10 19 1665 .0099994 11~582 
4 3 4 10 20 34 ,1540 .0099982 11.710 
5 3 5 15 35 55 944 .0099995 11.936 
Correlation coefficient between training runs and mean square 
error. COR(tr .. mse) .6308 
Correlation coeffic)ent between trai:ling runs and teruiS in tLe 
polynoDial. COR( tr •• t~) .3155 
Correlation coef~icient between mean square error and forecast 
va1~e. COR(mse .. fv) .0564 
Table 2.1.4 Training stopped when mean square error was 






J Si ze of" sub-data gl"UUp. 
N Degree of interaction. 
. 





N;lillber of lin:;ar t. erms in tl:e polynomial. N~ber of" d t qua.ra lC ter~3 in the polynoiliial. 




'1:oial nwnber of" terms in the polYIlomial. 
Number of training runs. 
'!lor 
meaD square error. 
RESULTS 
. . 
J, "'.- IU(l) IU(2) IU(3) IT .d ITA EEA 
2 1 2 0 0 2 579 .0009899 
3~ ~ 3 0 0 3 246 .. 0009972 
4. 1 4 0 0 4 152 .0009923 :' 
5 1 5 0 0 5 112 .0009709 
2 2 2 3 0 c' ~ 2059 .OC09976 
3 2 3 6 0 9 1278 .0009964 
• 
4 2 .t 6oj:. 10 0 14 1121 .0009975 
5 2 5 15 J 20 1122 .0009952 
2 3 2 3 4 9 9048 .0009998 
3 3 3 6 10 19 9045 .0009999 
4- 3: 4 10 20 34 ---- -------

















Correlation coe.f:ficient between trainin6 runs and the mean squsre 
~rror. COR(tr.,.mse) .4615 
Correlat ~_on coefficient between training runs and terms . the In 
polYI!.Lonial. CO?(tr •• tp) .4498 
Correlation coe:fficient between mean squ3re error and forecast 
value. C02(mse ..• fv) -.0551 
Table 2.1.5 Training stopped when mean souare error was 
less than 0.001. 
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2.2 Experimental studies based upon concepts of Physical Optics 
As the control of the Information Flo,." "'as not effective, 
another experiment '-.'as continued to overcome these limi tations. One 
of the main problems Was that the first program included linear, 
quadratic and cubic terms - and, at this time no method was known 
to select the correct number of terms, and certainly no method was 
known to determine what order of polynomiB.1 was desired. A new 
program was developed which was restricted to linear terms only, and 
which is given in Appendix A, program A2. In this experiment, 
investigations were carried out on the information flow in a cybernetic 
system using concepts borrowed from physical optics. Figure 2.2.la 
ShOY1S the general arrangement. The experimental results are shovln in 
tables 2.2.1 to 2.2.4. 
Each point on a hologram contains the total information vIi th 
respect to a particular vieH. The equation v/hich represents a point 
on the hologram is remarkably similar to the polynomial used by the 
predictor; this suggests· that the polynomial used can store the total 
information. Thus the simpler the cybernetic system, the smaller the 
information flow tends to be. 
The first experiment was to examine holograms, the first and 
easiest approach actually being to make one. The laser used was a 
Helium Neon, approximately two milliwatts, together wi th t\o!O mirrors, 
d f th b " t and a hold~r for tOne a beam splitter, a stan or e 0 Jec  
photographic film, plus chemicals, etc. for developing the hologram. 
The objects used were a small model of a red Mini car, a horse and 
gate, and a pair of bolts. The equipment was arranged as shown in 
figure 2.2.lband the objects placed in turn on" the stand. 
Before taking a hologram it is necessary to check the following 
points 1) a ratio of approximately 3:1 must be maintained between 
ref"erence and reflected beams. 2) Stray light from outside or from 
the laser must be eliminated - this applies especially to secondary 
reflections. 3) Correct temperatures of chemicals in developing trays 
must be maintained. 
All the lights were extinguished and the film was taken out of 
its light-proof wrapping and placed in the film holder, making sure that 
the remaining films were securely wrapped in the light-proof wrapplng 
and the box closed. Various exposure times were used within the 
range 4 to 10 seconds, the exposure being achieved by switching the 
laser on for a predetermined time. While the exposure was being made, 
any movement was kept to a minimum as a relative motion of even a fe\v 
millionths of an inch between the target and other components can 
destroy the image. After the exposure, still in absolute darkness, the 
film was placed in developer for 6 minutes, then in a stop bath to 
remove any developer, and finally into a fixing tray. After a 
relatively short time, the lights were switched on at this stage. 
To view the hologram it was placed back into its holder and with 
the laser switched on, an image formed in exactly the same spot as the 
original object 
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A hologram has many properties, one in particular being, the 
ability to show a single view. If the laser is scanned across the 
hologram, many separate views can be sho\vn. Therefore each point 
contains the total information of one particular vieVl. Obviously, 
the polynomial equation of a point on a hologram is complex due to 
the complexity of the system and the high amount of information flow. 
By restricting the polynomial to simple systems, the number of 
terms can be reduced. Such a reduction could involve only linear 
terms; this \oJould also simplify the programming. The operational 
method of the program is explained in the chapter on theory, the 
principle being-that~ for a given input and a number of coefficients, 
the program cyclically adjusts the coefficients until some error 
measure is minimised. The coefficients are the Yleights of a weighted 
linear sun~ation of the input and the adjustments minimise the mean 
square error between the polynomial and a desired output, as shovln in 
the flo\.,r diagram, figure 2.2.2. 
The experiments showed that a sinewave or a sinh function needed 
two linear coefficients, C1 and C2 , to completely represent them, and 
-in both cases C
2 
was minus one the corresponding value of C1 depended 
on the sampling distance. See table 2.2.1. It was also.'noted that a 
ramp needed only two linear coefficients; C2 was again minus one and 
C1 equal to two. 
This is the minimum number of coefficients required 
to represent the above function, although obviously a greater number 
than this can be used. 
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Program A2 was designed for only two linear coefficients and also 
generated its own input data. For an input of 10 sin x and an output 
of 100 sin x and for the sinewave sampled at 300 intervals, the C
1 
and C2 coefficients are -1.0 and 1.73205 respectively; for an input 
scaled by 10, the coefficients are simil&rly scaled at -10.0 and 
17.3205, and for input scaling of 1.1, the coefficients are -1.1 and 
1.90526. Detailed results are given in table 2.2.2. and 2.2.3 
If the graph of the number of training run against mean square 
error and log mean square error (figure 2.2.3) are compared, it ~s 
evident that after approximately 60 training runs, (i.e. each 
coefficient has been adjusted sixty times) the mean square error has 
-11 dropped to an acceptable level of accuracy of less than 10 • Table 
2.2.3 shows the results of using input data (mainly 10 sin x + 1) that 
require more than two linear coefficients. The results 8ho\,' that after 
25 training runs, the mean square error reached a minimum value; log 
mean square error, \"i th simil ar characteristics, is given in graph 
figure 2.2.3. 
Tables 2.2.4 and 2.2.5 sho\v that if the dat::. ~s scaled by 10 or 
100, the mean square error for the same amount of training is lCO or 
100,000 times larger respectively, although the coefficients remain 
the same. Also, if a sinewave is sampled at closer and closer 
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SIN(X) COEFFICIENTS 
60 0 samples. 
-1 1 .000 
30° " -1 1.73205 
15° " -1 1 .931 85 
10° " -1 1.96924 
1° " -1 1.999619 








·0 4 -1 54.616 
0" 2 .... 
-1 7.524 
1 0 -1 3.08616 
0.5 0 -1 2.2552 
0.3 0 -1 2.0906 
0.2 0 -1 2.0401 
0.1 0 -1 2.0100 
Table 2.2.1 Relationship between coefficients and simple 
wavef'orms. 
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- 5 5.01 *1 0°1 0.86602 O. 8~602 - 10 4.31*1°_2 I 1.00000 1 .00000 15 3.72*1°_3 0.86602 0.86602 20 3.20*10 4 0.50000 0.50000 25 2. 76*1°=5 0.0 0.0 30 2.38*10_6 
-0.50000 -0.50000 35 2.05*1°_7 
-0.86602 -0.86602 40 1 • 77*1 0_8 
-1.00000 -1 .00000 45 1 .52*1 0_9 
-0.86602 -0.86602 50 1.31*10 -1 
-0.50000 -0.50000 55 1.13*10-': 
0.0 0.0 60 9.76*10-12 
~(x) = Sin(x) sampled every 30 0 
C2 = -1 .00000 C1 = 1 • 73205 
DATA FORECAST TRAINING RUN MEAN SQUARE ERROR 
0.0 -. 
5.00000 - 5 
8.66025 8.66025 10 
10.00000 10. nooo 15 
8.66025 8.66025 20 
5.00000 5.00000 25 
0.0 0.0 30 
-5~'. 00000 -5.00000 35 
-8.66025 -8.66025 40 
-10.0000 -10.0000 45 
-8.66025 -8.66025 50 
-5.00000 -5.00000 55 
0.0 0.0 60 
f(x) = 1,0*Sin(X:) sampled every 30° 
C2 = -9.99999 C1 = 17.32050 
5.01*10~ 
4.31*100 3.72*10_1 3. 20 *1°_2 
2.76*1°_3 
2.38*10_4 2.05,*1 0_5 1 .77*10_6 1.52*10_7 1.31*10_8 1.13*1°_10 
9.76*10 


























Table 2.2.2 Training coefficients for Sin(x) and 10*Sin(x). 
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6.00000 5.1 0000 









f(x) = Sin(x) + 1.0 















rex) - 1.1 *Sin(x) 
C2 = -1.10000 
5 5. 79~*1 00 
10 1 .40*1 og 
1 5 1 .02*10_1 20 9.85*10_1 25 9.82*10_1 30 9.82*10_1 35 9.82*1°_1 
40 9.82*10_1 45 9.82*10 
50 9.82*10-1 
55 9. 82*1 O=~ 60 9.82*10 
sampled every 30 0 
C1 = 1 .69741 














sampled every 30 
C1 == 1 .90526 
0 6.06*10 
5. 22~:C1 0-1 4.50*10=~ 
3. 88*10_4 3.34*10_5 2.88*10_6 2.48*10_7 2.14*1°_8 




























Table 2.2.3 Training coefficients, for Sin(x) of- 1.0 and 1.1 ):'Sin(x). 
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Scale Mean Square Error Training 'Runs Coefficients 
1 00 0.69690*10-4 24 
-0.97639 1 .99 o .1+4601 * 1 0-4 25 . -0.98111 1 .99 o. ?85L~5~(1 o-t 26 
-0. 98Ll-59 1 .99 0.18269*10-4 27 -().98791 2.00 0.11692*10- 28 
-0.990")3 2.00 O. 7Lt 829*1 O-§ 29 -O.992?~ 2.00 0.47890*10- 5 30 -0·.99381 2.00 0.30650*10.- 31 
-0.99505 2.00 
o . 1 961 6 :;: 1 0 - § 32 -0.99604 2.00 0.12554*10- 33 -0.99683 2.00 
10 0.64904*10-§ 19 -0.92794 1 .97 0.41 538*10- 5 20 -0.94235 1 .98 0. 26585*10- 5 21 -0.95388 1 .98 0.17014*10- 2? 
-0.96311 1 .99 0.10889*10-g 23 -0.97049 1 • °9 0.69690*10- 24 -0.97639 1 .99 0.4Lt601 *1 O-~ 25 -0.98111 1 .99 
0. 28545*10-6 26 -0.98489 1 .99 0.18269*10-6 27 -0.98910 2.00 
0.11692'::10=7 28 -0.99033 2.00 
0.74829*10 29 -0.992?6 2.00 
0.47980>{.10-7 30 -0.99381 2.CO 
0. 30650*10-; 31 -0.99505 ?oo 
0.19616*10- 32 -0.99604 2.00 
1 0.87961*10-§ 8 -0.1 6114 1 . ~6 
0.56295*10='5 9 -0.32891 1 • 73 
0.36029*10 10 -0.46313 1 • 79 
O. 23058~::1 0-5 1 1 -0.57050 1 .83 0.14757*10=~ , 1 2 -0. 656L~0 1 .86 
o. 94Lt47*1 0 6 13 -0.72512 1 .89 
0. 60446*10-6 14 -0.78010 1 .91 0.38686*10=6 15 -0.82408 1 .93 
0.24759*10 6 16 -0.85926 1 .94 
0.1 5846:;~1 0=6 17 -0.88741 1 .95 
0.10141*10 7 18 -0.90993 1 .96 
0.64904*10=7 19 -0.92794 1 .97 
0.41538*10 7 20 -0.94235 1 .98 
0. 26585*10=7 21 -0.95388 1 .98 
0.17014*10_7 22 -0.96311 1 .99 0.10889*1°_8 23 -0.97049 1 .99 
0.69690*10_8 24 -0.97639 1 .99 0.44601*10_ 8 25 -0.98111 1 .99 0.28545*10_ 8 26 -0.98489 1 .99 0.18269*10 27 -0.98791 2.00 0.1169?*10=~ 28 -0.99033 2.00 
0.74829*1°_9 29 -0.99226 2.00 
0.47890*10 30 -0.99381 2.00 
0.30650*10- 9 31 .-0.99505 2.00 
0.19616*10- 9 32 -0.99604 2.00 
0.1 2554:,'<1 0-9 33 -0.99680 2.00 
Ramp Data Scaled by 1, 10 and 100. 
Table 2.2.4 Training coefficients for a Ramp function. 
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Sampled every Mean Square Error Training Runs Coefficients 
1° 0.?1161*10-j 24 -0.976h3 1 .99 
. 0 . 1 3 5L~ 1 * 1 0 - 8 25 -0.98114 1 .99 
0.86653*10- 26 -0.98492 1 .99 
o. 55L~51 *1 O-~ 27 -0.98793 1 .99 
o. 35484':C1 0=8 28 -0.99035 1 .99 
0.22707*10 8 29 -0.99228 2.00 
0.1 45 31 >:~ 1 0 - Q 30 -0.99382 2.00 
0~92986*10-./ 31 -0.99506 2.00 
0.59504*10-§ 32 -0.99605 2.00 
0.38078*10- 33 -0.99684 2.00 
10 0.53029*10-~ 24 -0.97640 1 .99 2 
0.33938*10- 25 -0.98112 1 .99 0.21719*10:~ 26 -0.98490 1 .99 
0.13900*10 9 27 -0.98792 2.00 
0.88958*10- 28 -0.99033 2.00 
.'- 0.56931 *10-9 29 -0.99227 2.00 
.' O. 36435t.c1 O=§ 30 -0.99381 2.00 
0.2?318~~10 31 -0.99505 2.00 
0.1 h923~!1 O=f 0 32 -0.99604 2.00 
o . 95 50 3 ~! 1 0 33 -0.99683 2.00 
10 0.1 3265~~1 O-~ 24 -0.97639 1 .99 
"4 0.84897*10- 25 -0.98111 1 .99 
0.51+334*1 O=~ 26 -0.98489 1 .99 
0.34773*10 27 -0.98791 2.00 
0.22255:::1 0- 9 28 -0.99033 2.00 
o . 1 424 3 ~:~ 1 0:- 9 29 -0.99226 2.00 
0.91154*10-10 30 -0.99381 2.00 
0.58338*10-10 31 -0.99505 2.00 
O. 37336;~1 0-1 0 32 -0.99604 2.00 
O. 23895~:C1 0-1 0 33 -0.99683 2.00 
o 10 d 10 Sinewave Sampled at 1 ,2 an 4· 
Table 2.2.5 Relati0nshlp between oversampled Sin(x) B.nd a. 
Ramp function. 
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2·3 Investigation of exponential constraints 
Program A2 had limitations in that it could only deal , .. Ji th two 
linear coefficients. Hodifications \-Jere carried out to enable an 
unlimited number of linear coefficients to be used and also to 
increase its speed. The modified version is sho~m in Appendix A, 
program A3. The next stage in the investigation \'las an attempt to 
find an association between the number of linear coefficients and 
some component of the waveform; this turned out to be of an 
exponential nature. Also an investigation was undertaken to explore 
the possibility of generating various waveforms by changing the 
coefficient values and their correspondinG starting values. 
From the theory, it can be sho'tm that the number of line2.r 
prediction coefficients required to adequately represent a ~aveform 
is equal to the number of real and complex exponential components 
related to that ,','aveform. This gives some insight into the problem 
of choosing the optimum number of coefficients to represent a glven 
waveform. 
Program A3 can deal \\'i th an unlimi ted number of linear coefficierlts. 
. 0 
Table 2.3.1 sho\-[s that, for a single sine\.;ave sampled at every 30 , the 
coefficients are -1.0 and 1.73205. As in the previous section, these 
values are independent of the amplitude of the sinewave. Similarly, 
table 2.3.1 shows that, for two sinewaves added together and vIi th 
(sin x + sin 3 x) sampled every 300 , the coefficients are -1.0, 
1 73205 2 0 d 1 73205 A problem that. can'arise is that of over • ,-. an •• 
sampling the waveform, say, every degree. Al th~>ugh the \oJaveform is 
- . . . 
. . 
", ' .. 
'" . 
-
composed of two sinewaves of different frequencies, if only the first 
10 points are used, the waveform approaches that of b-:o ramps added 
together i.e. a single ramp which only needs two lineAr coefficients 
as shown in table 2.3.2. If more coefficients are used than are 
actually required another problem develops, some of the extra 
coefficients have arbitrary values independent of the waveform and 
the remaining coefficients are dependent on them, consequently the 
rate of convergence onto a set optimum vRluesdecreases. Also 
because some of the coefficients are arbit~ary there is an infinite 
set of solutions this is sho~~ in table 2.3.1. For the same number 
of training runs 2,000 and similar times approximately 9 seconds, the 
error for four independant coeffic-ients, c.rops to within the machines 
limit, less than 10 -26 but for inter-dependent coefficients, that lS, 
using 4 coefficients where only 2 are necessary the error is cnly 
10 -14. Obviously this error is small enough for most practical 
purposes but it demonstrates the sloyter convergence rate. In fact the 
error for the independent coefficients reaches 10 -26 in less than 50 
training runs. 
The experiments in section 2.1 using a ramp function as input 
data can now be reconsidered in the knovlledge that two linear 
• 
coefficients glve an exact solution for a ramp. Thus, uSlng more 
coefficients results in a polynomial with interdependent coefficients. 
, 
We must thus re-examine the conclusionS dra~in section"2.1. Results 
sho'"n in tables 2.1.1 and 2.1.2 can be ignored because they were 
obtained using a different criteria to stop the training of the 
coefficients. However, for a mean square error. of less than 0.1, 0.01 
" 0 001 coefficients of correlat~ons between the number of training. and. , J 
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runs and the number of terms in the polynomial are -0.0584, 0.3155 and 
0.4498 respectively, the implication being that for a small error 
there is no relationship, and as the error becomes smaller some 
relationship appears to form. Bearing in mind that the polynomial 
goes from an optimum setting of two coefficients to a maximum of 55 
in all (5 linear, 15 quadratic, and 35 cubic terms), the inter-
dependence between terms can have a large affect on any corresponding 
correlation tests. Thus, if a simple sine"wave is added to ~"1other 
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sinewave of three times the frequency, and also if 4 linear coefficients, 
which exactly fit the waveform are used, the measurements given in 
table 2.3.1 o can be taken, for a vlaveform snropled every 25.7. After 
881 
runs the error was only 0.45 x 10 -2 for the 4 coefficients 50 training 
-0.812, 1.964, -2.541 and 2.082 whose true values "'Jere -1.0, 2.247, 
-2.802 and 2.247 respectively. Although the rule of thumb that states 
that, for m coefficients, .}m2 training runs '-]QuId be sufficient to 
bring the coefficients to within a small fraction of their optimum 
value, the matter is obviously subjective and depends upon how small 
a 'small fraction' is. After 50 training runs, instead of ~ x 4 x 4, 
~.e. 8 training runs, the coefficients obtained above differ from their 
true values by as much as 18.8% and by as little as 7%. 
The rate of convergence, even for such deterministic systems 
depends upon the sampling rate. If we consider (sin x T sin 3 x) again, 
but sampled every 36°, the coefficients quickly converge to -1.0, 1.0, -1.0 
and 1.0 in less than 50 training runs. The experiment becomes easier 
if carried out wi th a single sine\vave as shown in table 2.3.1, and 
( ) 1 d 300. using the results of sin x samp e every If we compare the 
graphs in figure 2.3.1 of the coefficients conv~rging to their optimum 
values, it can be seen that they converge at a similar rate, and that 
'-
it takes approximately 12 training runs before the coefficients 
come to within l~~ of the optimum value. Figure 2.2.3 shows that 
the relationship between the number of training runs and the mean 
\ square error is a logarithmic one, except when a less-than-optimum 
number of coefficients is used, when it reaches a minimum, as in the 
case of (sin x + 1.) which required more than 20 training runs to 
reach a minimum. Three linear coefficients are required for this 
waveform. Table 2.3.3 a and b ShO\>lS similar results using a ramp 
function. A noticeable difference being that for the data 1 to 10, 
after 1000 training runs, the coefficients are -0.993 and 1.994 
(less than ~~ from their optimum values of -1.000 and 2.000) and that 
4 -5 the error is reduced to 0.7 x 10 • The convergence rate thus 
seems greatly a£fected, not only by the size of the history (input 
data), but also by its content. Convergence can be increased by 
reducing the number of data points to four. Table 2.3.4 sho\,;'s that 
for the 4 points 1 to 4, after the same amount of training, the 
error is less than 10 -13; with the data set changed to 0 to 3, 
-26 the error decreases to less than 10 ; and with the data set 
-1 to 2, the error decreases to zero. If, however, the data is 
53 
shifted one more place to the left giving to set -2 to 1, the error 
increases to 0.154 x 10 -26 after 1000 training runs. In fact, for the 
data set -1,0, 1 and 2, the error is zero after the first training ru~. 
The reason for the variation of rates of convergence is explained in 
chapter 3 section 3·3. 
Another program was written to investigate the different types 
of waveforms that could be generated by linear prediction; these are 
. + ax 
shown in fi~~re 2.3.2 a and b and are of the form e - sin bx. Again, 
only two linear coefficients are needed because they only cont['in t",JO 
exponential components. The rate of convergence depends upon whether 
the absolute value of C2 is greater or smaller than -1. It is 
evident at this stage that both coefficients are no longer independent 
as assumed previously, and where C
1 
was previously affected by a 
change in the frequency of the sineVlave or by a different sampling 
rate, given that C2 is greater or smaller than the critical value 
of -1, C1 also has an effect on the rate of convergence (or 
divergence) : the mathematical explanation of this is given In 
chapter 3 section 3.3. 
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Additional work was subsequently aimed at the generation of 
waveforms of the types shovffi in figures 2.3.3 a and b. Using coefficient 
values of C1 and C2 both equal to 0.4, and repeated using 0.5, the b'lO 
waveforms generated appear to disprove the theory of an association 
between the number of lineer coefficients and the exponential 
components of the waveforms : in the case of C1 and C2 equal to 0.4, 
the \vaveform appears to be that of an exponenti~lly-damped Slnewave 
plus a d.c. level, the damped sinewave requiring two linear coefficients 
and the d.c. level one, and tot~lling three coefficients in all. This 
problem arises because the two starting values are chosen at random, 
- and are in these cases 0 and 1. This is the main reason for the 
anomaly, and also as both coefficients are positive, for two positive 
starting values, the result must also be positive. A mathematical 
explanation is given in chapter 3 section 3.3. 
Another program "Jas written to generate not only line2T, but 
also quadratic and cubic terms; similar problems occur in the arbitrary 
choice of the acceptable starting values and their corresponding 
coefficient values, and also in that the number of variables rapidly 
increases and the majority of waveforms generated diverge at very 
high rates. This is illustrated in figure 2.3.3 c for the case of 
a quadratic coefficient greater than 1; it is evident just how 
quickly it diverges. Similarly, for two quadratic coefficients 
both slightly greater than 1, their speed of convergence at an even 
greater rate is shown in figure 2.3.3 e. This haphazard random 
selection of starting values and coefficient values is "unsatisfactory 
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Figure 2.3.2a Generating exponentially increasing sinewave 
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Figure 2.3.2b Generating exponentially damped sinewave 
with two coefrcients. 
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Figure 2.3.3b Generation of complex waveform with 
two coefficients. 
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Divergence rates of quadratic terms 
in the polynomial. 
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59 
Sampled Mean Number of C0ef'ficients. 
Every Square Training Runs. 
Error. 
, 
30° 10-20 1,000 -1 .0 1 • 732 
0.5 0 0.1346*10-4 50 -1 .330 1 .333 0.673 0.380 
0.2986*10-14 2,000 
-1 .499 1.395 9.704 0.397 
---
~-
25.7° 0.4887*10- 2 50 -0.81 2 1 .964 2.541 2.082 
0.3824*10- 23 2,000 -1 .0 2.247 -2.802 2.247 
30° 0.1021*10-5 50 -0.998 1 • 730 -1 .998 1 . 731 
0.2304*10- 24 1 ,000 -1.00 1 • 732 -2.00 1 . 732 
-
36° 0.1824*10-26 50 -1 .00 1 .00 -1 .00 1 .00 
0.1824*10-26 2,000 -1 .00 1 .00 -1 . 00 1 .00 
J 
Upper Section:- Sin(x) Sampled at 30° using two coefficients. 
Sampled at 0.5° ~s1ng four coefficients. 
Thus over specified (only two coefficients 
required) solution obtained is one of an 
infinite set. 
Lower Section:- Sin(x) + Sin(3x) Sampled ,at 25.7°, 30° and 
36° ~espectively. 
Table 2. 3.1 Effect of a non-optimum number of coefficients. 
Sampled F(x) = Sin(x) + Sin( 3x) . Number of Mean 
at Coef'f'icients. Training Sqnare 
Intervals Runs. Error. 
o 5O~-
. -- 0.309 0.916 50 0.176*10-2 
-1 .000 1 .998 1 ,000 0.786*10-12 
0.50 
-1 .334 1 .325 0.673 0.383 50 0.469*10-4 
-1 .492 1'-~'382 . , 0.303*10-11 0.702 0.399 1 ,000 
Upper Section:- Oversampled therefore approximates to a 
ramp (thus coef'ficients tend to -1.0 2.0). 
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Lower Sectlon:- Using correct number of coefficients but data 
oversampled (that is, approximate to a ramp). 
) 
Table 2.3.2 Effect of' oversampling in -the time domain waveforms. 
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Number Mean No. of Coefficients. 
, 
of Data Points. Square Training (Data Equals a Ramp). 
Error. Runs. 
20 (5.78secs.) 0.263*10- 3 50 0.930 0.224 
0.285*10-5 1,000 
-0.799 1 .815 
1 3 (3.66sec-e. ) 0.605 50 0.887 9.337 
0.545*10- 3 1 ,000 
-0.943 1.950 
1 
10 (2.81secs.) 0.466 50 0.769 0.505 
0.739*10-5 1 ,000 
-0.993 1 .994 
~ 
~-
8 (2.36secs.) 0.339 50 0.636 9.682 
0.449*10-7 1 ,000 -0.999 2.00 
6 (1.74 sees.) 0.197 50 -0.450 0.925 
0.111*10-10 1 ,000 -1 . 00 2.00 
4 (1.2 sees.) 0.192*10-12 50 -1 .000 2.000 
0.477*10- 28 1,000 -1 .000 2.000 
Figure in Seconds Refers to Comnutation Time. 
Table 2.3.3a Convergence rates of small data groups. 
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Data. Forecast. Training Runs. Mean Square Error. Log. M.S.~. 




0.2 0.061.52 10 0.102*10-1 
-1 .991 
0.3 0.1 81 30 








0.8 0.78022 25 0.847*10- 2 
-2.072 
0.9 0.90000 
1 .0 1.01978 30 0.796*10- 2 
-2.099 
1 .1 1.13957 
1 .2 1.25935 35 0.748*10- 2 >. 2.126 
C1 = 0.62382, C2 = 0.58261. 
Arter 35 training runs mean square error is 0.748*10- 2 and 
the coe~~icients have not reached their optimum. 
Table 2.3.3b Convergence rate ~or Ramp data. 
Sets of Mean No. of Coefficients. Computation. 
Four Data Square Training Time. 
Values. Error Runs. (Seconds) 
2 3 4 5 0.114 50 1 .381 0.286 
0.326~10-3 1 ,000 -0.873 1.908 1 .154 
1 2 3 4 0.875~10-1 50 0.497 1 .079 
O.141~10-13 1 ,000 -1 .00 2.00 1 .141 
0.636*10-9 
" 
0 1 2 3 50 " -1 .00 2.00 
0. 858 t.:1 0-26 1,000 -1 .00 2.00 1 .1 35 
-4- 0 1 2 0.0 50 -1.00 2.00 
0.0 1,000 -1 .00 2.00 1 .107 
-2 -1 0 1 0.127*10-9 50 -1.00 2.00 
0.154*10- 26 1 ,000 -1 .00 2.00 1 .1 33 
-3 -2 -1 0 0.337*10-1 50 -0.424 1 .079 
0.542*10-14 1 ,000 -1.00 2.00 1 .148 
Increased Convergence by using different Data Seta. 




3.1 Theory of Learning Program 
Learning, used in this sense, is intended to mean the self-
adjustment of a set of variable parameters by some error measuring 
criteria, such that the product resulting minimises the difference 
between it and a desired product. 
In his optimisation of a universal non-linear filter, simulator 
and predictor, Gabor uses this definition in a system which lS 
described by a polynomial. The polynomial contains a set of gr0ups, 
the number of which depends on the complexity of the system, and it 
is constructed from the input data to the system. 
A general arrangement of a cybernetic system is glven ln figure 
3.1.1 and Hhich may be considered as having input data in the form 
of a.sampled waveform, a data string, or a set Qf numbers. An 
.-example of typical input data is given in figure 3.1.2. The first 
group of terms in the polynomial as shown in figure 3.1.3, contains 
n linear terms, each having an associated coefficient. The second 
group, also shown in figure 3.1.3, contain quadratic terms which are 
combinations of any two linear terms (as f1*f2 is the same as 
f2*f1' the lo\..rer triangle of the matrix in figure 3.1.3 is ignored). 
Thus, for n linear terms, a maximum of (n + 1) *n/2 quadratic terms 
are available, each having an associated coefficient. Cubic terms, as 
given in figure 3.1.4, are formed by any combination of three linear 
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terms, and give a maximum of (n + 2)(n + 1)*n/6 terms, each with a 
coefficient. The series continues similarly for higher order terms. 
For all practical purposes, only linear, quadratic and cubic groups are 
used because, for a reasonable value of n, the polynomial becomes 
excessively large and requires considerable computer time. 
The flow chart for programs AI, A2 and A3 (Appendix A) is 
illustrated in figure 3.1.5. Given one of these programs and a value 
for n chosen for a set of suitable data, the program can cyclically 
adjust the coefficients in such a manner as to minimise the 
difference between the polynomial f(O) and some desired valve geO), 
in correspondence to a given criterion. The criterion chosen is the 




C.f. J J. 
If the history is m data points long, m being greater than n 
3.1.1 
(the number of linear terms) then (m - n) equations of the form sho~m 
above in equation 3.1.1 can be obtained from the history by taking a 
.., 
window of length n and sliding it along the m data points. The n 
data points viewed in this 1t!indow are used to construct these 
equations. Thus, there are (m - n) values of f(O), and a corresponding 
(m - n) values of geo). The error, derived as the difference between 
f(O) and geo) is achieved by squaring, summing and averaging the 
differences. The goodness of fit of the instantaneous values of the 
coefficients is indicated by the value of the expression given in 
equation 3.1.2 below 
Error = 1 
m - n 




The KOL program (program AI) is designed to scan a window of 
width variable bet'tJeen I and 5 across the data group, the data 
falling wi thin the "lindo,..., being defined as a sampling group or 
sub-data group, and to scan through the degress of interaction l.e. 
the order of groups In the polynomial (for an interaction of one, 
only linear .terms are used; for an interaction of t\-lO, both linear 
and: quadratic groups are used, and so on). From this, the size of 
the polynomial can be calculated for a window size of 5 and gives 5 
linear, 15 quadratic and 35 cubic terms. 1~e highest degree of 
interaction used in the KOL program is three, i.e. only to cubic 
terms; if higher order terms are considered, the size of the polynomial 
rapidly increases as the windovl is increased. 
The first application of the KOL program is the evaluation of 
coefficient C., \-Jhere i ranges from 1 to the total number of terms 
l 
in the polynomial. The program takes the first sub-data group from 
the data block and constructs the polynomial with it. Each 
coefficient In turn is given three arbitrary values, +1, 0 and 1, for 
simplicity, and the desired value of the polynomial in each case 
should be equal to the next piece of data in the data block after the 
'I 
sub-data group. The difference or error in each case is measured. 
Thus there are three errors for each coe:ficientin each sub-data group 
1) difference for C1 when set to a value of + 1 = 
EB 
2) ff H " It 0 = EC 
3) fI " It fI 1 = ED 
IEBI +- IEcl + IEDl = EA 3·1.3 
The sub-data group is then moved along the data block by one 
sample, the sub-data group still being maintained at the same size; 
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this process lS repeated. A worked example is illustrated In figure 
3.1.6. Once this is completed, the mean square errors are calcul:?ted 
by squaring the errors EA, EE, EC and ED dividing by some 
rationalising factor, and then by adding them. 
m-t") 
EEA = r EA~ /(rn - n) 
. J 
M-f'l 
EEB = ~~EB~ /(m - n) 
EEC = ~ EC~ /(m - n) 
M-fI 




The maximum number of sub-data groups obtainable from the maln 
data block is (m - n). 
/ 
./ 
If the mean square error is then plotted against the separate 
coefficients, a multi-dimensional elliptical paraboloid (figure 
3.l.7a) is produced from which it is evident, that any descending 
path on its surface will eventually reach a minimum value. The example 
shown in figure 3.l.7b is given for only one coefficient being 
adjusted and for which only tvlO dimensions are shown. By plotting the 
mean square error as the ordinate and the arbitrary parameter values 
'\ 
as the abscissae, for the points, (EEB, + 1), (EEC, 0) and (EED, - 1), 
a parabola can be constructed, and by taking the general equation of 
the parabola, differentiating and equating the result to zero, the 
substitution of the three known points, gives a minimum value for the 
solution. Thus the abscissae of this minimum point is the optimum 
value of the instantaneous value of the coefficient, and is found to 
B B e 
be (EE~ - EED)/(2*«EE~ + EED) - 2*EEB). When all the coefficients 
have been adjusted once, the whole process is repeated for the second 
and subsequent training runs. 
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From the results, it is evident that either the mean square 
error reaches a minimum value reasonably quickly or, given enough 
time, decreases step by step until the minimum reached is that of 
the machine and is in the order of 10 - 26. As a consequence, it 
is necessary to determine when the coefficient values have almost 
reached their optimum values. 
The first method for the data group 1 to 10, the value to be 
predicted being 11, is that the coefficient adjustment must be 
stopped \'lhen the predicted or forecast value is \'li thin 100;6 and then 
1% of 11, the predicted value. This approach, however, is not a 
reliably accurate test, because the mean square error is the real 
--
indicator of how close the forecasts are wi thin the input da.ta group. 
As a result a good forecast can be made for the predicted value 
chosen, but the same coefficients used for a different data group In 
the same history, e.g. 2 to 11, could result in a bad forecast. 
As an alternative approach, if the mean square error can be 
minimised or made sufficiently small, the probability of obtaining 
reliable forecasts for different data groups within the same history 
is significantly increased. Thus for the same deterministic function, 
the criteria for stopping is that the mean square error has 
minimised, or is initially less than 0.1, and for the subsequent attempt 
is less than ODl, and for the final run, less than 0.001. The method 
used for confirming that a minimum has been reached is to count the 
number of times the mean square error does not decrease after each 
training run. If the error does not decrease for 10 consecutive runs, 















Figure 3.1.1 General Arrangement of a Cybernetic System. 
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Present 
Past ,~ Future 
f4 f r(o) fn f3 1 f -r Amplitude I 
tn t4 t3 t2 t1 to t, \> I 
Discrete Time Series. 
1011, 1100,1111,1000,0110,1011, --------------
Binary String. 
1.76,2.43,9.65, h.79, 3.78,6.98, -------------.--
Set of" N"umbers. 
Figure 3. 1 • 2 Example of Typical Data sets 
Linear Terms -: 
Number or Terms -: n 
Quadratic Terms -: 
Fi.gure 3.1.3 
~11f1f1' c12r 1 f 2 , -----------------c1nr1fn 
C21 f2f1' C22f2f2' 
. ./ 
Because or the terms redundancy there 
are infact n(n+1 )/2 not n 2 . 
~inear and Quadratic Terms. 
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Cubic Terms -: 
"f "fi"f n n 
"f "f"f ="f"f"f = "fp"fmfn etc. nmp mnp' 
The redundancy reduces the total number o"f terms 
from n 3 to n(n+1 )(n+2)/6. 
Figure 3.1.4 Cubic Terms showing redundancy. 
"f1 f f n TI. 
"f f f 
n n n 
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~ __________ ~ncrement training 
run counter 
Select coefficient 
to be trained 
__ ~~Shift sub-data group 










Figure 3.1.5 Functional flow chart of programs 
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N ,.J IV 
St(O)=LCf +LLc f *f 
'Yl n n nl n2. nln2 n1 n2 
Degree of interaction--- 2 (say) 




1st. sub-data group 2nd. su.b-data group 
1,2 2,3 
Linear terms are for~ed by linear combinations of the 1,2. 
Quadratic terms are formed by taking all the different 




1,2 Quadratic terms 2 2 1 ,1.2,2 • 
3 2 2 3 1 ,1 .2,1.2 ,2 • 
Thus-
Training run 1. C = 0 U = 2,9 
- ~ u 
C1 = -1 f' (0) = -1 target value 3 EB 
C1 0 
f f (0) = 0 tt " 3 EC = 
C1 +1 f' (0) = +1 " 
u 3 ED 
== 
For target value 4 (next sub-data group 2,3) 





3 (3-0 ) 
2 (3-1) 
For target value 5 (next and last sub-data group 3,4) 
EB == 6 EC = 5 ED = 4 EA = 15 
Taking a rationalizing factor of 4 
EEB = 42/4 + 52/4 + 62/4 = 19.75 
EEC = 32/1t + 42/4 + 52/4 -- 12.50 
EED = 22/4 + 32/ 4 + 42/4 == 7.75 
EEA = 92/4 + 122/4 + 152/4 = 112.5 





il .7 5 , q .7 CJ I '2.. • s: 
= (l'c-.5-7.75/(2'*'{(j,2.5 4- 7.75) - 2*1~75) 
+ 4.75/(40.5-39.5) ~4.-75 t·4 
Figure 3. 1 •6 Example of the process used In the programs. 
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for C1 and C2 • 
Coefficient 1. 













C = 0 
n 
C - 1 
n 
----p 
Arbitary Coefficient Value 
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/ 
Figure 3.1.7b Relationship between optimum coefficient value and mean square error 
j ,i 
3.2 Limitations of Learning Method 
The main limitation of the learning method used in the previous 
section is firstly, that no method is known for choosing the Slze 
of the sub-~lata group (window length 20) or the choice of the 
degree of interaction; i.e. whether it requires linear terms or 
linear and quadratic terms etc. Secondly, a high degree of interaction 
necessitates a polynomial vii th a large number of terms, and this 
inevitably demands considerable time for each training run. 
I t can be seen from program Al that the J-nner 'loops' numbered 
45, 50 and 55 calCUlate-the linear, quadratic and cubic terms, each 
with their respective coefficients. Loop 60 shifts the sub-data 
group through the history, and loop 35 selects the coefficie~t to 
be adjusted \'lhen these loops are completed. When each coefficient has 
been adjusted once, the entire process has to be repeated for the next 
run. 
An important aspect of the use of a polynomial to represent a 
given length of history is the degree of interaction : this can readily 
be appreciated in the sciences of astronomy and meteorology; the 
-motion and position of the stars are easily predictable, but the motion 
of cloud formations lS not. A cine film of stars in motion can be 
shown backwards or forwards with no appreciable difference, but this 
could not be done with a film of moving cloud formations. One obvious 
reason for this as identified by Weiner 13 is that a linear time 
dependence exist for star movement but which does not exist for the 




In the universe there is a relatively small number of particles 
(planets) that are vast distances apart wld thus loosely coupled, 
whereas atmospheri~ cloud formations can be considered as a large 
number of particles closely coupled. The differences thus stem from 
scaling and perceived interaction. It iG clear that Newton's Laws 
of Motion can readily be applied to the first example \>/hich involves 
only a small degree of interaction, but for the second example, 
where this degree is much increased, the I~ws are difficult to apply. 
This suggests that an alternative approach using a simplified model 
is required. The method used by Weiner ln the development of his 
prediction theory is far from ideal and for time series with high 
interacti:on considers statistical distributions and probabili ty 
distributions. 
As an example of human learning, babies take approximately 
twelve months to learn to walk, even though evolution has given them 
the correct equipment. They still need many attempts using trial and 
error measurements to master the art of ",alking. It is not difficult 
to see that although digital computers are very fast ln performing 
program functions they will still take more time to arrive at a 
particular solution uSlng a learning process than by using a 
conventiona.l matrix solving method. It is obvious that there are times 
when conventional methods do not apply or cannot be employed and the 
only way of obtaining a solution is by using a learning method. As 
a consequence, the learning method is used to give an insight into the 
underlying principles i'nvol ved in a given learning process and resul ts 
in a clearer understanding of the principles themselves and enabling 
more complex and involved learning programs to-be used. 
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3·3 Theory of Proposed Method 
The theory of prediction is based upon the simple but fundamental 
premise that nothing can happen without a cause. Thus, for a history 
of sufficient length and sampled at a high-enough rate to contain 
relative information, it is possible to predict all the future values 
of a function from selections of its history. In applying Kolmogorov's 
equation to this philosophy,- it is necessary to use high order terms, 
but, at present, it is not cleax what complexity is required for a 
particular waveform or history. 
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In establishing the relationship between the number of coefficients 
of the constructed polynomial and a given waveform, initial 
consideration is given to linear terms. In chapter 2 dealing ''lith 
experimental results, it can be seen that various results are obtained 
for simple waveforms. In establishing a link beh"een a given 'v0,veform 
and the number of coefficients needed to represent it, tvJC approaches 
are feasible; firstly using spectrums and Fourier analysis, and secondly 
generating v!aveforms using a given set of coefficients and their 
corresponding starting values. 
( ) 0.1 0.3 0.5 For a siM~le function exp x and the sequence e ,e ,e et~& 
all that.is necessary to step from any term to the next is to multiply 
the term by exp (INCREHENT) which, in this case, is exp (0.2): thus 
the above sequence can be represented by a starting value, exp (0.1), 
and one lineQr coefficient, exp (0.2), as in figure 3.3.1. For a 
sine wave, a minimum of two linear coefficients are needed C2 1S 
consta.'1t for all sine \'/aves at - 1 and C1 depends only on the delCiJ 
and is 2 cos A; thus C1 is always < 2 for fl > o. 
L 
A sinh function also needs a m1n1m~m of two linear coefficients: 
again C2 is - 1 for all sinh functions but C1 depends on the delay 
and is 2 cosh A; thus C1 is alvTays > 2 for ~ > O. For the ramp 
which also requires two linear coefficients, C2 again equals - 1 but 
C1 is 2; In simplistic terms"the process of counting 1, 2, 3, 4 etc. 
sequentially is not just achieved by adding 1 at each step; it may 
also be achieved by doubling the last number then subtractin~ the o 
previous number. A common factor is thus required vlhich links the slne, 
sinh and ramp functions, from \-Thich a method of analysis for determining 
the optimum number of linear coefficients may emerge. An exponential 
needs one linear coefficient, but from equations 3.3.1 and 3.3 .. 2 belo\"r, 
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it can be seen that sine and sinh functions have two ex-oonenti8.1 components. 
Thus it appears that for each exponential component of the vJaveform, 
a linear coefficient is needed. 
It is also evident that the ramp is at the junction of the Slne and 
. sinh functi ons as the second coefficient for a sine function 1S < 2, 
for a ramp 1S = 2, and for a sinh function is > 2 (provided the delay 
is > 0). This is shown graphically in figure 3.3.2, and thus one may 
imply that the ra~ lies on the boundary betvleen exp (jx) and the 
exp (x) components. This also suggests that the coefficients can be 
used to clarify at least three distinct sets of waveforms: oscillatory 
(sine waves), linearly increasing (ramp) and exponentially divergent 
(sinh function). Conceptionally it is clear that this form of 
classification could be expanded upon and used for pattern recognition 
as the coefficients of a waveform hold relevant information concerning 
the structure of that waveform. The coefficients however have to be 
associated with the corresponding starting values because the starting 
values contain information concerning the phase and amplitude of the 
waveform. This is evident for the case of any Slne v.la.ve or cosine 
wave because if they are of the same frequency an~ amplitude, they 
will have the same coefficients, but with different starting values 
as the phases are different. A similar relationship exists between 
sinh and cosh functions. 
It is clear that a DC level requi.res one coefficient, a ramp, 
as described previously, requires t"IO coefficients, and an x2 function 
requires three (I, -3 and 3). By aTranging these coeffici ents in a 
particular pattern as sho'.,'n in table 3.3.1, the result resembles a 
Pascal's triangle. As also sho\-/n in 3.3.1, the coefficients for a 
ramp predict any ramp of the form mx + c; similarly coefficients 
1, -3,3 predict any function of the form ax2 + bx + c. etc. It is 
evident that the coefficients sho~~ in the triangle predict functions 
that occupy the boundary area between further classifications of 
waveforms. 
The relationship between the exponential comFonents in the 
waveform and the coefficients that represent them are sho\·m in 
n. b.x 
table 3.3.2 for three simple functions: f(x) = ~ aie 1 for 
:L 
n = 1, 2 and 3. The way in which the coefficients change their 
values is shown in table 3.3.3: for C2 = -1, pure sine, sinh and ramp 
functions exist. For C2 > -lor < -1, exponential components are 
introduced which increase and damp the amplitude respectively. In 
addition, the frequency of the function is also effected where C2 
varies from -1. 
81 
Where two ramps are added together, the product is another ramp: 
although the two waveforms each require two linear coefficients 
separately, when added together they always become a single ramp 
which, itself only requires two linear coefficients. For h.,ro sine 
waves of different frequencies, \-Then added, the result is a waveform 
that requires four linear coefficients which, themselves, can be 
calculated from the coefficients of the separate waveforms. This is 
illustrated in the following case in which C1 and C2 are coefficients 
of one sine wave, 'and K1 and K2 are coefficients of another. 
(1 - CA_ C2
2
Ll) (1 _ K L1 _ K24) 
1 ' 2 
= 1 - (K 1 
L\ 
+ C1 ) - (K2 
36. 
+ C2K1 ) . + 3·3.3 
'llhe resulting 1tlaveform has coefficients of (-1), (K1 + C1), 
(K2 - C1K1 + C2 ), and finally (- C1K2 - K1C2). In theory this can be 
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expanded to cover any combination of any number of coefficients. If, for 
. C K K' ( C 1L:l _ C2
2
A ) 2 • ~nstance, 1 = 1 and C2 = 2' equatlon 3.3.3 becomes l-
Thus, only two linear coefficients are needed. This shows that any tV-TO 
waveforms vii th the same coeffici ents, \vhen added, produce a \vaveform 
which requires only one set of the original coefficients : the 
additional information defining the resultant waveform is contained in 
the new starting values, which are themselves formed by adding the 
starting values of the original separate waveforms. This method used 
for combining waveforms, is based on a trial and error process \o/hich 
appears to be true for all situations. A similarity can thus be dravm 
between prediction and Z transformation where prediction is considered 
as a transformation from the time domain into the 'Kolmogorov' domqin. 
If a sine wave is oversampled, say, every degree, C1 becomes 
2 'cos(l), and, if the angle becomes smaller, C1 approaches 2 cos(O), 
thus approaching, the value expected for a ramp. In cases of 
oversampling, difficulties can ar1se because four coefficients might 
be tried when only two are necessary. If more than an optimum 
(minimum) number of coefficients is used, the final values of the 
coefficients are reached via a slow convergence which itself implies 
·add;tional tl'me and storage. For a ramp Wl'th for examnle 
.A. " ..., 
coefficients of -1 and 2, if three coefficients are used, the solution 
becomes such that anyone of the coefficients can be set to an 
arbi trary value, and the h'IO remaining coefficients have values that 
are dependent upon it. This is illustrated for 3 coefficients and 
the data history 1 to 6: 
lC3 + 2C2 + 3C1 = 4 
2C3 + 3C2 + 4C1 = 5 
3C3 
This resulting matrix 
012 














For C1 = A , C2 = 3 - 2A , and C3 = -(2 +A), different solutions are 
obtainable if, say, C2 is set to A instead of C1 • These three solutions 
are three of an infinite number of solutions for each case since A can 
be set to any value. 
A problem that arises from using non-learning ~ethods, eg. a 
direct matrix solution, is that although the same solution for a given 
input data set can be selected from the infinite number of solutions, a 
different input set of the same function gives a different solution. 
This gives a false impression that, because the coefficients are 
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different in value, the \OJaveform has undereone some change. If, 
however, the correct number of coefficients ar~ used, together with 
a learning method, it is clear that the waveform is completely 
represented by a set of constant coeffic~ents. 
The convergence rate for the program to reach an optimum 
solution is affected by the fact that each adjust~ent of C
1 
affects 
the values of C2 and C3 . If a number less than the optimum is used, 
the mean square error minimises; for the optimum number, however, the 
error continually reduces as training goes on, until it rea~hes the 
resolution allo':-led by the computer used. 
The convergence rate is greatly affected by the c~8sen dat~, 
mm.nly because each consecutive adjustment slides the coefficients 
closer to the minimum meRn SQuare error. It is evide~t th~t the 
nearer to this minimum the::" start, the quicker it is reached. In the 
case of ~ ramp with data -1, 0, 1, and 2, only one adjustment lS 
needed to set the coefficients to their optimum values. For data with 
a longer history, ho\·;ever, the trend is for increasingly slm-.'er 
convergence because of an increased number of calculations. 
The waveforms \·!hich are shown in figure 3.3.3 and which are 
derived from the experimental results given in chapter 2 section 2.3 
appear to disagree with the proposed idea of the coefficient-expor-ential 
relationship. It is kno\·m that for a waveform made up from t\'.'o 
exponentials added together, 




where 6 is the sampling distance and is set to one. If C 2 and C1 
are set equal and to 0.4, as shown in figure 3.3.3a, en and em Crul 
be calculated as: 
n " 
e = 0.8633 
and m • e = - 0.4633 
This implies that m is imaginery and, is of the forms q + pj, then 
f(x) becomes: 
3.3.11 
. (q + pi)x qx The functlon e v can be expanded to e·· (cos px + j Sln px) 
\o!hich de sc~i bes a dr3mpled spiral, when plotted in real, imaginary 
and time axes. This illustrates the important factor that anyone 
complex coefficient: 
C1 = a + jb 3.3.12 
with a corresponding starting value a1 + jb1 can produce a spiral 
'tlhich can be plotted on real, imaginary and time axes, the spiral 
taking the form of 
eax(cos bx + j sin bx) 
as shown in figure 3 .. 3.4a. If the waveform is viewed (figure 3.3.4b) 
such that only the real and time axes are se·en, the spiral appears 
to be a cosine waveform : similarly, if only the imaginary a..'1d time 
axes are viewed the waveform (figure 3.3.4c) appea.rs to be a Slnewave. 
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q + pjx The expansion of e .. ' when substituted into equation 3.3.11 
gives the function: 
f(x) = enx + (cos px + j Sln px)eqx 
\>,hich appears in the three dimensions as a damped spiral, but with an 
exponential in the real plane added to it. This is shO\ffl In figures 
3.3.4 d and. e for both real and imaginary axes against time. 
A similar mathematical process can be applied to the other 
"laveform as shown in figure 3.3.3b, ",Jhere C1 and C2 are set equal and 
to 0.5. In this case, en and em can be calculated as: 
n 
e = 1 / 
m 
e = -0.5 
This implies that n = 0 and, solving for m and substituting, equation 
3.3.13 becomes: 
f(x) = e -0.693x(cos 2TT x + j Sln 2lTx) 
This represents a damped spiral displaced in the real plane by a d.c. 
level. 
By applying the quadratic formula to equations 3.3.7 and 3.3.8 
mx nx for the solutions of e and e , 
± jc~ , 
mx nx 
C1 + 4C2 
e ,e = 2 
For both m and n to be real, 
C2 2 + 4C2< C1 1 
Therefore 
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Thus, for the time series to be real, C2 must be negative; if both 
coefficients are positive, waveforms with real. and imaginary 


















.1 2 3 4 5 6 
Fi~ure 3.3.1 Waveform generated by one coefficient and 
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. b) c) 
C1 -' a·+ jb:, f () ax ( ( x - e Cos bx) + jSin(bx)) 
d) e~ / 
f(x) _ enx + eax(Cos(bX) + jSin(~x») 
r) g) 
r(x) = A + B*e-O.693X(Cos(2rrx) + jSin(2nx1) 
Figure 3.3.4 Waveforms generated by two real coeffIcients. 
Coefficient Values 
1 
-1 2 1 
1 -3 3 1 
-1 4 -6 4 1 
1 -5 10 10 5 1 




B1x + BO 
2 C2x +x C1x + Co 
3 2 D3x-t x D2x +D1x+DO 
3 2 
+ E3x + E2x + E1X + EO 
etc. 
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Note: ~inus si~s are ignored when generatin~ the next line of coefficients. 
Table 3.3.1 Pascalts coefficient triangle 
f(x) Coefficients 
f(x) mx m.6 
-
e C1 - e 
f(x) ox nx mA nA 
-
e + e C1 - e + e 
C2 
lIlA n~ 
- -e * e 
-
.,....-... 
f(x) mx nx + ePx mA nA pA - e + e C1 - e + e + e 
rnA nA C2 
m6 pA eP~* 
-
e * e + e * e + 
C3 
~ n~ p~ 
-
-e * e '* e 
Table 3.3.2 Relationship between exponential components of 
the time domain waveforms 




.... _._--, .. .. --~ 
Sin(x) -1 2*Cos(A) 
Ramp -1 2 
Sinh(x) -1 2*Cosh(.6.) 
Note: b.. is the sampling interval. 
Table 3.3.3. Relationship bet'tATeen simple functions and 












Limitation of Proposed Method 
Now a link has been established between the coefficients of a 
waveform and the exponential components of that waveform, bearing 
in mind that time is not of great importance. The information to 
be extracted does not in this case require real time analysis, as 
the data used can range over many years, or can be recorded data 
from a given system that requires to be simulated. If, however, 
speed is important, as in the case of speech encoding, where the 
coefficients, error signals etc. are needed for real time 
transmission, standard matrix manipulation methods can be used to 
obtain the optimum coefficients quickly, provided the machine has 
sufficient memory and the number of coefficients is knovm. 
If the waveform can be assumed to fall into one of the 
classification for two linear coefficients: 
1. Exponential increasing 
2. Linearly increasing 
3. Oscillatory 
4. Damped oscillatory 
5. Complex waveforms 
different t"echniques have to be applied to certain category groups: 
if the waveform falls within the requirements of classes 3 or 4, the 
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Fourier transform is easily implemented to show the number of 
exponential components contained in the waveform (figure 3.4.1 a to d). 
and, by their relative amplitudes, their respective importc~ce. 
Waveforms within the remaining categories 1, 2 and 5 have characteristics 
which are best identified in the time dome.in. 
For a category 3 oscillatory waveform for w~ich a Fourier 
transform can be used with ease, the coefficienware readily related 
to the lines in the power spectrum as shown in .figure 3.4.2a. By 
associating the importance of a coefficient with the relative 
amplitude of its spectral line, the decrease in the mean square 
error for a given increase 1n the number of coefficients can be 
directly calculated. This 1S done by taking the spectrum and 
re-arranging the spectral lines in order of their amplitude and 
then calculating each amplitude as a percentage of the "'Jhole. In 
figure 3.·4.2c, it is clear that the mean square error falls as the 
number of coefficients increases. 
The standard practical prediction technique, glven a section 
-
of waveform, is to calculate a set of coefficients which can be 
used with n sampled values as starting points to predict the 
waveform's future. Where a given waveform is represented by a set 
of n starting values and n constant coefficients, a deterministic 
function will always result because a set of constant coefficients 
and their corresponding starting values can only supply certain 
residual information concerning the structure of the waveform. (An 
analysis of this technique is given in section 3.3). 
To accommodate the necessary flow of information in a non-
deterministic waveform, the coefficients do not have to be constant. 
An alternate prediction technique, similar to a filtering or simulation 
process, can be used with a reduced number of varying coefficients 
whose values fluctuate with, and in proportion to, the information 
content of the given w"aveform. A comparison bet\.,reen the tHO techniq'-..:.es 
shows that a number of variable coefficients give a low average error, 
whilst a larger numbe~ of constant coefficients gives a slightly 
lower error. Thus, for a particular application, the choice of 
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technique type must depend upon the factoys within that application. 
The wavefonn is divided into sets or groups, each of at lea.st n 
points where n is the number of coefficients, and the coefficients 
can then be calculated as seen in the example of a square "lave 
figure 3.4.3a and b for which the standard techIlique would try to 
fi t a set of sine\'lave components, v!hereas the al ternati ve method 
using one varying coefficient \-lOuld produce an error of zero, except 
where the square wave crosses the time domain axlS. Although the 
cc~e of a square wave lS unlikely to occur in practice, its analysis 
is useful as an example, particular as In this case, the single 
variable coefficient remains constant. A triangular waveform 
(figure 3.4.3 c/and d) can similarly be considered in short groups 
as having two linear coefficients and appea.ring as a ramp function, 
except '·.Then the ramp changes s:lope and an error occurs. 
The wavefor~s used as examples are deterministic because they 
are mathematically predictable e.nd have knm·m componen ts, 1.'!hereas 
with general data, the interpretation placed upon results obtained 
could be biased as one could never be sure that the general d~ta 
"lOuld· not con tain stochB.stic components that had not already been 
taken into consideration. 
One of the major problems which can arise In prediction is that 
the available data may have previously been processed : this mayor 
may net be advantageous and vlill affect the polynomial. One exar::ple 
vlhich illustrates this concerns the Electronic Random Number Indicator 
Equipment (ERNIE) used to select winning premium. bond numbers. If 
one were able to have access to the direct output of the machine 
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prediction of the selection process may be very much simplified 
compared \"i th prediction based upon lists as they appear in the 
ne".:spapers al1d "'hich ore already placed in alphanumeric order. 
For data ';..rhich is non-linearly sampled, mInor processing has 
to be used to express it in linear form. The technique used employs 
the discrete Fourier transform, the principle being that a 
waveform of n points is transformed to a spectrum of n lines; thus, 
by extending this spectrum vIi th zeros, (i. e. by padding it out, say, 
to m points and transforming back to the time domain) a waveform is 
obtained that exists in the same time interval but ,,·[hich has been 
interpolated and no w has m points (where m is larger tha.n n). Thus, 
to enable a v!aveform to be re-sampled at linear intervals, it lS 
first necessary to define the re~uired linear sampling period, and 
then examine the largest non-linear sampling period to enable the 
lowest common division to be identified for interpolation. The 
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. process is,., however, limited to those \Javeforms \-'hich are transformable, 
and inevi tably cannot be applied to vJaveforms, ,·,hich include 




















3 \ 4 
Rearranged Power Spectrum. 
I 2- 3 4 .. - . -- .. 
~ 
Number of Coefficients. 
Figure 3.Lt .2 Rearrangement of Power Spectrum to produce 
variation of the Mean Square Error by increasing 
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Figure 3.4.3 Relationship between Prediction Error and the 
Time Domain Waveform. 
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3.5 A Non-Probabilistic Theory of Messages 
The information flow in a perfect comm~nication system as 
simplistically shm-1n in figure 3.5.1 a passes unaltered and 
unhindered from transmitter to receiver. For a perfect imaging 
system, the invariant required needs to be geometric and independent 
of the object used or the way in which it is illuminated. The one 
and only invariant which fulfils this requirement is the 
Smi th':'Lagrange and which is defined as follo\,ls: the "'Oro duct of any 
small line element \-!hich 1S perpendicular to the optical axis and 
the angle of divergence of the rays which issue from anyone of its 
points and \'!hich pass through a lens aperature is equal for both 
object and 1mage (figure 3.5.1 b). This can be realised in a 
practical optic system provided certain lena errors are ignored and 
provided the element and divergence are restricted in size. For a 
simple transmit ter as shovln in figure 3.5.1 c, which consists of 
both a source and a coder, the information content of the output 1S 
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exactly the same as that of the source, but is modified in 
presentation or appearance by the transform of the coder. In practical 
terms, this can be demonstrateci py the use of a lens to produce the 
Fourier transform of a hologram. 
Ea;h point on a hologram (PH) is the sum of the different 
intensities from each point on the object, as expressed in equation 
3.5.1, and, conversely, each point on the object produces a different 
intensity at each point on the hologram. The intensities arriving 
at the hologram (as given in equation 3.5.2) are made up from the 





W. is the weighting factor 
~ 
I. ~s the intensity 
~ 
V\ " 
= ~ L W .• A (A ,d.)A (~, d. ) 
. . J..J r J 0 ~ 
:1 J. 
A is the reference beam 
r 
Ao is the object beam 
and, A and d are parameters of A and A • 
r 0 
As interference is both in amplitude as well as phase, if the 
characteristics of the recording process are incorporated, the 
general formula can be re-expressed as equation 3.5.3, which is 
3.5.2 
readily recognisable as being in the form of Kolmogorov's polynomial. 
t\ f'I 't"l 
PH = ~ \v. f ( x, y). + I. 4=- 'vi. . f ( x, y) . f ( x, y). + ••••• 
J. 1 ~ i J lJ ~ J 3.5.3 
where: W. and W .. are coefficients or weighting factors and 
~ ~J 
determine the importance of the terms they are associated 
with, x and y are parameters of the function f(x,y), x can 
be time and y a predetermined delay. 
the single summation encloses the linear terms, 
the double summation encloses the quadratic terms ad 
infinitum. 
Thus, if f(x,y) were a discrete time series ~nth different delays, 
equation 3.5.3 could be expressed in the. form 
Y1 r'\ n 
P = ~C.f(t - iLl) +L > 
. ~ . . 
1. l. ,J 
P is the prediction value 
where C. and C .. are coefficients 
~ lJ 
C .. f(t - i~ )f(t - j.Ll) + •••• 
~J 
f( t - i6) is a function of time. 
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This equation was proposed by Fatmi, Nicholas and Young as an 
algorithm for intelligent-like machines. 
The Kolmogorov polynomial will adapt itself (in its predictive 
mode) to represent systems varying In diversity from an industrial 
complex to the human vocal tract. If the coefficients remain 
constant, the system is of a deterministic nature and they represent 
the intrinsic information; conversely, if they vary with time, the 
system is stochastic in nature. 
A laser can be used to produce a projection of a particular 
vie,.,. of a hologram as shown in figure 3.5.2, and by scanning the 
laser, different views can be obtained. Each point on the hologram 
stores the total information wi th relationship to a particular vie\tl. 
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It is thus reasonable to assume that by using the same polynomial or, I 
part of it, information extraction and storage should be possible. 
Because, however, of the vast amount of information stored In a 
hologram, a higher order polynomial is required than would be used 
for general information extraction from standard time series. 
/ 
Any continuous variable such as speech or temperature variation, 
when sampled at the Nyquist rate, produce a discrete time series, 
which can be considered as defining a background or universe. When 
this background is 'viewed I through a window, the size of the vlindo ... : 
defines the number of combinations in the polynomial and, thus"the 
upper limit of the summation. If the window length is n, the linear 
terms in the polynomial can be expressed in the form 
"/here 
'n 
f(O) = L C.f(t - i~) 
i l 
f(O) lS some future value of f( t - i b.) 
C. the coefficients 1. 
3.5.5 
Thus, the window length can be regarded as a lens that can 
transform the time series into a polynomial \olhich can be used to 
represent the.time series. By resolving the window length, the 
first step can be taken In calculating the number of terms needed 
in the polynomial. 
As a hologram stores the total information of a scene and 
allows that same scene to be constructed at any later date, it 
may reasonably be assumed that by selecting sufficient terms of the 
Kolmogorov polynomial, it should be possible to store the total 
information of any signal in the coefficients. Each point on a 
hologram may be considered as a polynomial containing a selection of 
terms. The hologram itself, however, may be considered either as a 
set of polynomials in which each has a set of constant coefficients, 
or as one polynomial with time varying coefficients. 
Once an appropriate number of terms in the polynomial has been 
chosen, the remaining problem is that of det.ermining the values of 
the coefficients. For thi s, \-Jiener and Kolmogorov suggested 
minimisation of the mean square error :- if n coefficients (where 
n is the ontimum number for a narticular time series) are plotted 
. -
in an n + I dimensional space (the extra dimension being the mean 
square error), the plot is an elliptical paraboloid yli th one absolute 
. minimum, optimum solution. If, ho\..,rever, this optimum number of 
coefficients is increased, even by one, the coefficients are no longer 
indenendent ~ld there are subsidiary minima. This can be readily 
.I: 
illustrated using three linear coefficients on.a ramp function, the 
result of which produces a plot that resembles a ploughed furrow; in 
this case, the furrow bottom forms an infinite set of mini~a, each 
of which is a solution. The optimum solution is that 't/mch sets the 
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extra arbitrary coefficient to zero. In practice, computer programs 
that use matrix methods to solve for the coefficients are presented 
with a problem, as there is an infinite set to choose from, and t~e 
solution is dependent upon the data set. 
In the calculation of the coeffici ents, probabili stj.c concepts 
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are not used. The coefficients are determined by simple arithmetic 
processes operating on the data points. Using the values of coefficients 
obtained by these simple processes, a polynorr.ial is constructed \,·!:jch 
can adequai.:ely represent a sampled signal \\'i th a fini te number of 
terms and \vhich has a predetermined accuracy Hi thout having to resort 
to the use of probability distri bu tion 5. Thus, the proposed theory 
of messages, based upon information concepts borrowed from physical 
optics, is non-probabilistic in all its essential concepts. 
/ 
Information Flow. 105 
I I C> ( I 
Transmitter. Receiver. 
Figure 3.5.1a Information flow in a perfect communication system. 
Figure 3.5.1b The 'Smith-Lagrange' invariant EOfJO - ErS I . 
,.... Source. .... Coder . ..... ..... 
j 
Transmitter. 
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CHAPTER FOUR 
4. CONCLUSIONS 
4.1 Fast Kolmogorov transforms and information flow 
Al though the "lOrds Cybernetics and Prediction have been in the 
English language for some time, it is only comparatively recent 
that they.have become common usage. In the past, however, words 
such as 'extrapolation' and 'forecast' have tended to be chosen by 
the media in pr~ference to prediction and the like because of the 
unreasonable prejudice that prediction is associated with fortune 
telling and other similar dubious activities. Today, however, 
prediction as a "lOrd is used qui te freely and may even be considered 
a vogue word. It is unfortunate, however, that such over-use has led 
to misuse, the users seldom realising that their application is just 
a minor aspect of prediction and is really only simple estimation. 
TOjfacilitate prediction, information has to be extracted from 
the time domain waveform; a standard method is to use the Fourier 
transform which splits the waveform into its frequency components. 
The advent of high-speed digital computers has led to the deve1opr.ent 
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of discrete Fourier transforms, and by using the structure of the Fourier 
transform, faster versions have been developed which have made real-
time fourier analysis a reality. 
A link exists between prediction coeffici~nts (and hence the 
information flow) and Laplace and Z transforms. An example of say, 
an exponentially der.aying sine wave as shO\\n in figure 4.1.1, 
illustrates the effects in the Laplace and Z domains by varying the 
One coefficient can convert a sine wave into either an 
exponentially-increasing or decreasing sine wave if varied either 
side of minus one. If it is held at minus one", the other coeffici ent, 
when varied, affects the Slne wave's frequency. Inevitably if bo:h 
coefficients are varied together, their effects are interactive. 
A possible future line of investigation lS clearly that of the 
analysis and simulation of complex systems. If prediction techniques 
are used, the Z transform coefficients can be obtained directly from 
the time-domain waveform. 
The methods used at present for information extraction employ 
matrix techniques to derive the informati on, Bnd are gi ven ~0.;'"':es slJch 
as Exact, Covariance and Autocorrelation (these are defined in detail 
. 42 in a report by hcJ~l1oul ). The Covariance method is perh3.ps the 
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most Hidely used, and can be related directly to Kolmogorov's polynomial. 
For this reason, it is subsequently referred;.to as the Kolmogorov 
Tra~sform. Using matrices tec~~iques to remove redundancies and to 
arrange the elements of the matrix, the speed of obtaining the 
coefficients can be increased. This could produce a fast Kolmogorov 
/ 
transform resulting in the possible real-time analysis of the time 
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Effect of varying coefficients in the Laplace and Z Domnins 
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4.2 Information flow and hyperspace 
It is clear that the size of the KOlmogorov polynomial 
increases rapidly as it's ability to represent more complex + sys",er:iS 
increases. Thus, the ability of this polynomial to measure the 
information flow depends on the amount of information; the more 
information, the larger the polynomial. 
If the concept of 'dimension' is considered in an abstract form 
cmd dissociated from any visual preconceptions, the information 
transmission and storage capabilities of speech are considerably 
inferior to the t',.;o-dimensional capabili tie2 of vision, vlhich, In 
turn, is vastly inferior to the three-dimensional capabilities of 
holograms. If this natural progression is theoretically continued 
and, at each stage, is rel&ted to Kolmogorov's polynomial, the result 
is a polynomial 'It!hich represents information flow described in 
hyperspace. A truncation of this polynomial would reduce this 
hyperspace to an n-dimensional space which would be of more practical 
use, and which itself? would seem a promising area for research. 
4.3 Structural aspect of information 
It has been shown that the coefficients can be used to classify 
certain waveforms and it is suggested that this type of classification 
could be extended to include complex systems. Any system, be it a 
petrochemical works or a nuclear reactor, that can be considered as 
a black box with an input and .sn output can be simulated by the 
Kolmogorov polynomial. The simulator coefficients obtained could 
then be used t~ classify the system, the coefficie~ts representing 
extracted information that relates to the size and structure of that 
system. An example where vast amounts of informati on not only flO\" 
through, but are retained in the structure, is the DNA molecule .. 
A suggested area for further investigation would be to examlne 
the ability of the simulator coefficients to classify com9lex systems, 
and also to compare the coeffici ents from different systems vJi th the 
110 
relative size and structure of each system. In addition to this, the • 
basic concepts of feedback, communication and control could be expandf~d 
in this context. 
f' 
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4.4 Information optics 
An important relationship bet\<!een holograms and Kolmogorov's 
polynomial has been developed. A hologram has the unique ability to 
store the total, three-dimensional informati on of a scene \'Jhich can, 
therefore, be considered as either a group of polynomials \-lith 
constant coefficients, or as a single polynomial \'Jhose coefficients 
vary with the flow of information. This variation could possibly be 
used to monitor the information flow, and would seem an ideal subject 
for further research. A suggested method 'llould be to spli t the 
data into 'stationary' blocks and a set of n coefficients obt2:i_ned for 
each block. This allows for a mean square difference calculation to 
be made for each coefficient, and would be a measure of the information 
flow. This method can also be used as a measure to shmv if the 
optimum number of coefficients is being used. By plotting the 
coefficients as they vary from block to block, their amount of variation 
decreases as the optimum number is approached. It is clear that if there 
is an exact number of coefficients for the data in question, the 
prediction error would be ,zero and the coefficients would not vary from 
block to block. 
11 2 
4.5 Final Conclusion 
An account of an investigation into information flow in cybernetic 
systems has been presented. As a result of this investigation a theory 
of messages, which is non-probabilistic and which is based upon 
information concepts borrowed from physical optics, has been proposed. 
The proposed theory brings together information flO\-/ and hologra.mG 
and establishes a connection between the exponential components of a 














PROGr~H KOL (INPUT,OUTPUT) 
PUHPOSE 
COHPU'l~R SIMULATION OF GABOR t S • UNIVERSAL NON-LI~~AR 
FILTER, PREDICTOR AND SIHULATOR il/HICH OPTIMIZES ITSELF 
BY A LEARNING PROCESS PROC. lEE, VOL. 108, Pic';? B, 
NO. 40, JULY 1961 t. \vHICH ~/AS BASED ON KOLNOGOROV' S 
POLYNOMIAL. 
DEFINITION OF PAP.AHETERS 






CUP~NTLY SET TO 20 
- INPUT FUNCTION A~~Y 
- TARGET FuNCTION ARRAY 
- NOISE DATA AR}.<J'-..Y 
- ARRAY CONTAINING VALUE OF EACH TERH IN 
CONSTRUCTED POLYN0l1IAL 
- ARHAY CONTAINING CtJRRENT VALUES C:? POLYNOHIAL 
COEE'FI CIENT S 
NOTE; DIHENSION OF ARI-?AYS \v AND C CURRENTLY BE'll TO 55 THIS 































COEFFICIENT'S DIHENSION OF l\RRAY CU? .. ?S,JTLY 3}:;'-:2 1U 
55. 
JI _ ARF.AY CONTAININ3 SIZE: OF SUBDATA GROUP ',iE~n l·:;';i:}J 
SQUARE ER..P.OR HIND,lISED. 
NI _ ARP.AY CONTAINING DEGRSE OF INTERACTION ~iHEN t{EJ'.N 
SQUARE EHROR HINIHISED 
IU( 1) - NUHBER OF LINEAR TEE!vIS IN POLYNO;·iIAL 
IU(2) - NUi'IBER OF QUADRATIC T'ERl1S IN POLY~~OI'HAL 
IU(3) - NUl·1BER OF CUBIC TEm~S IN POLYNOHIitL 
IT - TOTAL NUHBER OF TEN·iS IN POLYNOMIAL 
ITA - NUHBER OF TRA.INING RUNS 
REA ... MEAN SQUARE ERROR 
DIHENSION F( 20), T(20), NO(20) ,\1(55), C(55) ,AP(55) ,JI( 12~n( 12), IU(3) 
READ LENGTH OF DATA SET AND MEAN SQUARE ERROR MINIHISATIC!r LIt'lI~ 
TYPICALLY 106 ALSO DEGREE OF INTERACTION AND NEAN SQUARE ER.'R)R 
LIMIT~ 
READ 1100 K,AA,N,EL 
1100 FOm1AT (I2,F10.0,I1,F.I0.5) 




READ SIGNAL, TARGET AND NOISE DATA 
. READ 1200, (F (I ) , T (I ) , NO (I) , I = 1, K) 




PRINT OUTPUT HEADER INFORM;\TION 
PRINT 150 TO A PURE· 
150 FORHAT (lHl, / / ,39X, * CONVERTING A NOISY SINE WAVE , 
- - -- -- ~" 
C 
PRINT 200 
200 FORMAT (lHO,/ / /, 35X, * TRAINING STOPPED 'IIEEN *) 
PRINT 250 
250 FORt-rAT (lH+,57X, * IvlEAN SQUARE ERROR \1AS LESS 'J'EAn 0.1 *) 
PRINT 300 
300 FORHAT (IRO ~/ / /, lt6X, *J SIZE OF SUBDATA GROUP. *, 
1/,46x,*N DEGREE OF INTERACTION.*, 
2///, 4GX, *IU( 1) NUl·1BER OF LIrJEAR TER!·1S IN POLYNOHIAL. *, 
3/ , 46X, * IUe 2) NUH3E;R OF I~:U ADRATIC T}:~?}1S IN POLYI'ICI·II.:"L. * , 
4/,46X, *IU(3) NUHBER OF CUBIC TEl{HS IN POLYlJ01,:IAL.*, 
5///, 46X, ~IT TOTAL NUll/lEER OF TERMS IN THE POLYf\OHIAL.", 
6/, 46X*EEA L7~jjJJ S~UARE ERl10R. * ) 
PRINT 350, (NO(I), I = I,K) 
350 FORHAT (lHO,//,lX,* NOISE FUNCTION DATA.*,//,13F10.5) 
PRINT I.~OO, (T( I ), I = 1, K) 
400 FORl.'IAIJ: (IHO,//, IX, '" SINE FUNCTION DATA. * ,//,13FIO.5) 
PRINT 450, (FeI), I = 1,K) 
450 FORI1AT (lHO,//,IX,* SIl\TE PLUS NOISE DATA.*,//,1}?lO.5) 
PRINT 500 
500 FORHA~ (lEO, * , J N I U (1) I TJ ( 2 ) I U ( 3 ) I T ITA 
PRINT 550 
550 FORHAT CIH+,52X,* COEFFICIENTS ARE :*) 
PRINT 600-
600 FOm'fAT (lH+,115X,'" FORECAST VALUE :*) 
C SELECT VJ111oo"J LENGTH AND CALCUI,ATE NUl-lEER OF LINEAR TE:.LS 
C N -= 1 
c 
DO 10 J = 2,5 
NN = 0 
IU(l) = J 
IU(2) = 0 
IU(3) = 0 
IF (N.EQ.l) GO TO 15 
C CALCULATE NUNBER OF QUADRATIC TERMS 
C 
120 DO 20 IR = I,J 
IU(2) = IU(2) + IR 
2Q CONTINUE 
IF (N.EQ.2) GO TO 15 
_C 








00 25 NR = I,J 
DO 25 HR = 1,NR 
IU(3) = IU(3) + MR 
25 CONTINUE 
CALCULA TE 'IOTAL NUl1BER OF TERHS IN POLYNO~·lIAL 
15 IT = IU(I) + IU(2) + IU(3) 
SET COEFFICIENTS AND TRAINING RUN COUNTER TO ZERO 
DO 30 JJ = 1,IT 





ITA = 0 
C INClIDH~NT TRAINING RUN COUNTER 
C 
110 ITA = ITA + 1 
C 
C RESET 11EAN SQUARE ERROR TO ZERO 
C 
C 
00 35 IG = I,IT 
EEA = 0.0 
EEB = 0.0 
EEC = 0.0 
EED = 0.0 
C CALCULATE LENGTH OF ~JBDATA GROUP 
C 
c 
IRA = K - J 
KRB = - 1 
C SCAN SUBDATA GROUP THROUGH INPUT DATA 
C 
c 
]X) 60 JK =: 1, IRA 
IRE =: JK + KRB 
C TRANSFE~ II\~UT DATA 'ID ARRAY VI 
C 
C 
DO 40 IRC =: 1,J 
JRC = IRe + IRB 
\'J(IRC) =: F(JRC) 
40 CONTIffUE 
JR =: 1 
C GENERATE LINEAR TERHS HULTIPLIED BY ASSOCIA T.SD COEFFICIENTS 
C Z REQUIRED FOR MEAN SQUARE ERROl{ C,t!.LCUL'\TION. 
C 
IX) 45 IAA =: 1,J 
AP(JR) =: W(IAA)*C(JR) 
IF (JR.E-~oIG) Z =: VJ(IAA) 
JR = JR + 1 
45 CONTINUE 
IF (N .E'~.l) GO 'It) 70 
c 
C GENERATE QUADRATIC TERNS MULTIPLIED BY ASSOCIATED COEFFICI~'NTS 
C Z REQUIRED FOR lvIEAN SQUARE ERROl{ CALCULATION. 
C 
c 
00 50 lAB = 1, J 
00 50 lAJ.. = IAB,J 
AP(JR) = \I/(IAB)*\v(IAA)*C(JR) 
IF(JR.EQ.IG) Z = W(I~B)*W(LAA) 
JR ~ JR + 1 
50 CONTINUE 
IF (N.EQ.2) GO TO 70 
C GENERATE CUBIC TERHS HULTIPLED BY ASSOCIATED COEFFICIENTS 




00 55 lAC = I,J 
DO 55 lAB = IAC,J 
DO 55 rAA = IAB,J 
AP(JR) = H(IAC)*';J(IAB)*1tJ(IAA)*C(JR) 
IF (JR.EQ.IG) Z = W(IAC)*t.v(lAB)*I,'J(IAA) 
JR = JR + 1 
55 CONTINUE 
C SUMS ALL TERNS IN POLYNOHIAL AFTER RESETTING SUHl-LCl.TION TO ZEOO 
C 
C 
70 APA = 0.0 
DO 65 JR = I,IT 
APA = APA + AP(JR) 
65 CONTINUE 
C CALCULATE ERRORS BET'dEEN TARGET FUNCTION AI']) CONST~UCTED 
C POLYNOHIAIJ \'iITH THE COEFFICIENT BEING TRAINED SET TO: 
C ITS CUR.."qENT VALUE, 1,0 AND - 1 (THE LAT'TER THREE FORl.aNG 
C ARBITRARY VALUES NEEDED TO CALCULA IT LA TEST OPTIHUE V ALUZ 
C OF COEFFICIENT BEING TRAINED) 
C 
C 
BP = APA -.AP(IG) 
CP = BP - Z 
DP = BP + Z 
IK = (J + IRE + 1) 
TARGET = T(IK) 
EA = TARGET - APA 
EB = TARGET - BP 
EC = TARGET - CP 
ED = TARGET - DP 
C CALCULATE MEAN SJUARE ERRORS. 










EEA = EEA + EA*EA/FLOAT(IRA) 
EEB = EEB + EB*EB 
EEC = EEC + EC*EC 
EED = EED + ED*ED 
60 CONTINUE 
CALCUlJ\ TE CURRENT OPTI HUN V AWE FOR COEFFICIENT BEIf~G TRA DiED 
C(IG) = (EEC - EED)/(2.0*«EEC + EED) - 2.0*EEB)) 
35 CONTINUE 
JR = 1 
CALCULATE FORECAST VALUE USING CURRENT VALUES OF COLFFICIENTS 
AFTER RESETTING FRECAST VALUE TO ZERO 
FeAST = 0.0 
C GENERATE LINEAR TERHS 
C 
00 85 II = 1,J 
FeAST = FCAST + C(JR)*F(IRA + II) 




IF (N.EQ.l) GO TO 90 
C 
C ADD IN QUADRATIC TERMS 
C 
DO 80 II = 1,J 
00 80 12 = Il,J 
FCAST = FCAST + C(JR)*F(I&\ +Il)*F{IRA + 12) 
JR = JR + 1 
80 CONTINUE 
IF (N.EQ.2) GO TO 90 
C 









]X) 75 II = 1,J 
JX) 75 12 = Il,J 
00 75 13 = 12,J 
FCAST = FCAST + C(JR)*F(IRA + Il)*F(IHA + 12)*F( 1M + 13) 
JR = JR + 1 
75 CONTINUE 
CHECK LINIT ON }1EAN SQUARE ERROR 
--
90 IF (EEA.LT.EL) GO TO 95 
CHECK IF HEAN S~UARE ERROR H1NIHISED 
AAA = AM + 0.0001 * EEA 
IF (EEA.GE.AAA) GO IO 105 
AAA = EEA 
GO TO 110 
105 NN = NM + 1 
C CHECK IF !-lEAN SQUARE ERROR HAS REACHED A HINIHUM ON THE LAST 
C FOUR CONSECUTIVE TRAINING RUNS 
C 
IF (NM.EQ.I0) 
AM = REA 
GO 'ID 110 
115 CON'llINUE 
C 




STORE VALUES OF SIZE OF SUBDATA GROUP AND DEGREE OF INTERACTION 
FOR 'v!HICH MEAI''l SQUARE ERROR HINIHISED 
C 
MN=MN+l 
JI(HN) = J 
NI(MN) = N 
C RESET MEAN SQUARE ERROR MINIMISATION LIt-ITT 
C 
c 
AAA = AA 
95 CONTINUE 







650 FORP~T (lHO,lX,Il,3X,Il,2X,I2,5X,I2,5X,I2,4X,I2,3X,I4,4X,Ell.4) 
PRINT 700, (C(IG),IG = 1,IT) 
700 FO~~T (iHJS2X,5F13.5) 
PRINT 750, FeAST 
750 FORHAT (1H+, 120X,FIO.5) 
10 CONTINUE 
C INCREMENT DEGREE OF INTERACTION AND REPEAT TRAINING FOR NEW 
C POLYNOIvlIAL IF LESS THAN OR EQUAL TO 3. 
C 
N = N + 1 
IF (N.LE.3) GO TO 120 
c 
C PRINT VALUES OF SIZE OF SUBDATA GROUP AND DEGREE OF INTERACTION 
C FOR WHICH MEAN SQUARE ERROR HINIHISED 
C 
IF (MN.EQ.O) GO TO 125 
PRINT 800 
800 FO&~T (lH ,/j,5X, '" MEAN SQUARE ERROR MINIMISED FOR*) 
PRINT 850,(JI(I),NI(I),I = I,MN) 
FORMAT (/,lOX,*J = *,I2,5X,*N = *,12) 
125 PRINT 900 








































PROGRAH LT:O (INPU1', OUTPUT) 
PURPOSE 
COMPUTER SIMULATION OF KOLHOGOROV'S POLYNOMIAL EMPLOYING 
A LEARNING METHOD \-/HICH OPTIHISES THE POLYNOMIAL'S 
COEFFICIENT VALUES BY MIND'lISING THE HEAN SQUAHE ERROR 
BETltlEEN THE POI.JYNOIlIAL AND A DESIRED VALUE. 
POLYNOMIAL TRUNCATED TO LINEAR TERHS ONLY. 
DEFINITION OF PARAMETERS 







CURRENTLY SET TO 100 
- SIGNAL DATA ARRAY 
- TARGErr DATA ARRAY. FOR PREDICTOR T SET EQUAL 
TO S, FOR SINUI.lA'roR S EQUALS INPUT DATA, T 
EQUALS OUTPUT DATA OF SYSTEH BEING SIHULATED. 
- COEF}'ICIEN'r ARItAY, DIHENSION OF ARRAY 
CURHENTLY SE1' TO 20. 
- LENGTH OF SUBDATA GROUP CJINT'lCM LENGTH) E=~UAL 
TO NUHBER OF LINEAR COEFFICIENTS IN POLYNOHIAL 
- NUl-1BER OF SU3DATA GROUPS 
- TRAIrIT Iii RUN COUNTER 
DIHENSION S( 100) ,T( 100) , C( 20) , TH( 20) , TC( 20) 
READ LENGTH OF DATA SET AND SUBDATA GROUP 
READ 100, N, Lvi 
100 FORl'1AT (13,12) 
READ SIGNAL AND TARGET DATA 
READ 200, ( S( I) , T( I) ,I = 1, N) 
200 FORMAT (2F10.5) 
CALCULATE NUMBER OF SUBDATA GROUPS 
iUL = N - Lvi 
c 
C SET TRAINING RUN COUNTER'IO ZERO 
C 
ITR = 0.0 
c 
C INCREHENT TRAINING RUN COUNTER 
C 
10 ITR = ITR + 1 
c 




00'1 I = 1,LW 
C RESET MEAN SQUARE ERRORS TO ZERO 
C 
C 
SEP = 0.0 
SEN = 0.0 
SEM = 0.0 
SE = 0.0 




DO 2 J ' = 1, IUL 








STM = 0.0 
CALCULATE TERHS IN POLYNOHIAL 
00 3 K = I,LW 
TM(K) = C(K)*S(J + K - 1) 
TC(K) = S(J + K - 1) 
- -
SUM T'ERHS 
3 STH = STH + TM(K) 
C 






E = T( J + LvI) - STM 
EN = E + THeI) 
EP = E + TH(I) - TC(I) 
EN = E + TM(I) + TC(I) 
CALCULATE ?liliAN SQUARE ERRORS 
.. 
SEN = SEN + (EN*EN) 
SEM = SEH ... (EH*EH) 
SEP .~ SEP + (EP*EP) 
2 SE = SE + (E*E)/FLOAT(IUL) 
C CALCTJLATE OPTIMUM COEFFICIENT VALUE 
C 
1 C(I)=(SEM - SEP)/(2.0*(SD1 + SEP - 2.0* SEN» 
\ 
c 
C PRINT OPTIMISED COEFFICIENT VALUES 
C 
PRINT 300, (C(I), I = 1,LW) 
300 FORMAT (10F10.0) 
C 
C CHECK IF TRAINING RUN LIMIT REACHED 
C 
IF (ITR.EQ.100) srrop 
C 
C START NEXT TRAINI~G RUN 
C 













































PROGRAM SEKL (INPUT, OUTPUT) 
PURPOSE 
COMPUTER SIMULATION OF KOI.k1OGOROV' S POLYNOHIAL 
EMPLOYING A LEARNING METHOD vJHICH OPTIi·:ISES THE 
POLYNOHIAL'S COEFFICIENT VALUES BY HINIMISING THE 
MEAN SQUARE ERROR BETvJEEN THE POLYNOHIt.L AND A 
DESIRED VALUE. POLYNOMIAL TRUNCATED TO T' .. JO LI!\TEAR 
TERHS SPECIFICALLY TO SHOVI PROCESSES INVOLVED. 
DEFINITION OF PARAHETEHS 








ARRI\ Y S CURRENTLY sm TO 20. 
- FORECAST VALUE ARRAY 
-" SIGNAL DATA ARP~Y 
- TARGET DATA ARRi\Y. FUR PREDICTOR T SET 
EQUAL TO S, FOR SIHULATOR S E;,UALS INPUT 
DATA, T EQUALS OUTPUT OF SY ST..::M BEING 
SIMULATED. 
- COEFFICIENT ARRAY, DIMENSION OF ARRAY 
EQUAL TO 2. 
- NUMB1GR OF SUBDATA GROUPS (IE NUHBER OF 
DATA POINTS IS S - 2) 
= TRAINING RUN COUNTER 
= TRAINING RUN LIHIT 
DIMENSION FV(20),T(20),S(20),C(2),A(60),B(60) 
READ lENGTH OF DATA SET AND TRAINING RUN LIMIT 
READ 100, N, IL 
100 FORMAT (212) 
READ SIGNAL AND TARGET DATA 
READ 200,(S(I),T(I),I = 1,N) 
200 FORl.fAT (2FIO.5) 
CALCUlATE NUHBER OF SUBDATA GROUPS 
, 
IRF = N - 2 
C SET TRAINING RUN COUNTER TO ZERO 
C 
J = 0 
C 




30 J = J + 1 
c 
C SELECT COEFFICIENT TO BE TRAINED 
C 
DO 10 I = 1,2 
C 
C RESET MEAN SQUAP~ ERRORS TO ZERO 
C 
C 
SEP = 0.0 
SEN = 0.0 
SEM = 0.0 
SE = 0.0 
C SCAN SUBDATA GROUP THROUGH SIGNAL DATA 
C 
DO 20 K = 1,IRF 
C 
C CALCULATE FORECAST VALUE USING CURRENT COEFFICIENT VALUES 
C 
C 
C CALCULATE ERl<OR BET\vEEN TAOOET SIGNAL AND FORECAST VALUE 
C 
E = 'l1(K + 2) - FV(K + 2) 
C 
C CALCULATE liliAN SQUARE ERROR BE'll'v'lEEN TAR3ET SIGNAL AND 
C FORECAST VALl~ 
C 
c 
SE = SE + (E*E)/FLOAT(IRF) 
IF (I~EQ.2) GO TO 1 
'c CALCUL.J..TE ER..-qORS BET'dEEN TARGET SIGNAL AND POLYNONIAL FOR 





EP = T(K + 2) - (S(K) + C(2)*S(K + 1» 
EN = T(K + 2) - (C(2)*S(K + 1») 
EM = T(K + 2) - (-S(K) + C(2)*S(K + 1» 
GO TO 2 
CALCULA TE ERRORS BETII/EEN TAWET SIGNAL AND POLYNOHIAL FOR 
C(2) EQUAL TO 1,0 AND - 1 
1 EP = T(K + 2) - (C(I)*S(K) + S(K + 1» 
EN = T(K + 2) - (C(l)*S(K» 
EM = T( K + 2) - ( C ( 1) * S ( K) - S( K + 1» 
2 CONTINUE 
CALCULATE HEAN SQUARE ERROR 
SEP = SEP + (EP*EP) 
SEN = SEN + (EN*EN) 
SEI1 = m:N + (EH* EN) 
20 CONTINUE 
c 




e(I) = (SEM - SEP)/(2.0*«SEM + SEP) - 2.0* SEN)) 
10 CONTINUE . 
e 
C STORE MEAN SQUARE ERROR AND LOG OF MEAN S~UARE ERROR 
e 
B(J) =: SE 
A(J) = ALOGI0(SE) 
C 
C CHECK IF TRAINING RUN LIHIT REACHED 
C 
IF (J.LT.IL) GO TO 30 
e 
C PRINT RESULTS 
C 
PRINT 100 
100 FORMAT (lHj//1 I I I, lOX, * RESULTS USING SHKL. *) 
PRINT 200,C(1),C(2) 
200 FORI'1AT (IH ,//,lOX,*C(l) = *,FlO.5,* C(2) = *,FIO.5) 
PRINT 300 
300 FORH.AT (//1, lOX, * DATA *) 
PRINT 400, (T(K), K = 1,N) 
400 FORHAT (/,10X,6FIO.5) 
PRINf 500 
500 FORHAT (/I,lOX,* FORECAST*) 
PRINT 600, (FV(K),K = 1,N) 
600 FO R}'lA T (I, lOX, 6FIO. 5 ) 
PRINT 700 
700 FORHt'\T (lH ,11,* TRAINING RUN *, 3X, * BEAN SQ.ERR.*, 
l5X,*LOG M.S.E.*) 
PRINT 800 
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