Abstract: Macroeconomic forecasting using factor models estimated by principal components has become a popular research topic with many both theoretical and applied contributions in the literature. In this paper we attempt to address an often neglected issue in these models: The problem of outliers in the data. Most papers take an ad-hoc approach to this problem and simply screen datasets prior to estimation and remove anomalous observations. We investigate whether forecasting performance can be improved by using the original unscreened dataset and replacing principal components with a robust alternative. We propose to use an estimator based on least absolute deviations (LAD) as this alternative and establish a tractable method for computing the estimator. In addition to this we demonstrate the robustness features of the estimator through a number of Monte Carlo simulation studies. Finally, we apply the estimator in a simulated real-time forecasting exercise to test its merits. We use a newly compiled dataset of US macroeconomic series spanning the period 1971:2-2012:10. Our findings suggest that the chosen treatment of outliers does affect forecasting performance and that in many cases improvements can be made using a robust estimator such as the proposed LAD estimator.
Introduction
As time goes by we accumulate information at an ever increasing rate. This coupled with vast improvements in computation power has driven an intensive research interest into the area of econometric analysis of largedimensional datasets. In macroeconomic forecasting in particular we often have many hundreds if not thousands of time series at our disposal for forecasting. These are, however, of no interest without the right set of tools for analysing them. The class of dynamic factor models has found its way into many econometricians' toolboxes and especially developments in this area over the last decade has made these models increasingly popular for modelling large-dimensional data. A recent survey by Stock and Watson (2011) provides a thorough overview of the state of the literature, and is an important addition to previous surveys (e.g., Stock and Watson, 2006; Bai and Ng, 2008) .
Although a number of estimation methods for factor models have been proposed in the literature, this paper will focus on probably the most popular method, namely estimation by principal components (PC). One of the main advantages of PC estimation is its ease of use. The estimation is quick and easily done even for very large datasets with implementations only requiring a few lines of code. The literature on macroeconomic forecasting using factor models estimated by PC was popularized by two papers by Stock and Watson (2002a,b) . In their papers they coined the term diffusion indexes which refers to the estimated factors. The term was chosen by Stock and Watson because they interpret estimated factors in terms of the diffusion indexes developed by NBER business cycle analysts. So the name only relates to the interpretation, the actual estimates are simply factors from a factor model. Stock and Watson (2002b) demonstrated the superiority of diffusion index forecasting when compared to many traditional models. Since their paper numerous papers have applied factor models in forecasting settings. However, not all arrive at similarly impressive results. In fact several papers have been pointing towards a possible break-down of factor model forecasts in recent years, see e.g., Schumacher (2007) , Schumacher and Dreger (2004) , Banerjee, Marcellino, and Masten (2006) , Gosselin and Tkacz (2001) , Angelini, Henry, and Mestre (2001) . In an attempt to investigate the forecasting performance in more detail Eickmeier and Ziegler (2008) conduct a meta-analysis of 52 forecasting applications of dynamic factor models, and they also find mixed results regarding the performance of these models.
It is hence not clear why factor-based forecasts in some cases perform very poorly. However, the literature is starting to see attempts to investigate this and further develop the ideas behind the PC factor estimator. In this paper we will try to address an often neglected issue in factor models, namely that of outliers in the data. We believe that the presence of outliers might be one possible explanation of the forecasting performance issues seen in the empirical literature.
The problem of outliers is generally acknowledged in the literature albeit in a rather indirect fashion. Often people will screen data for anomalous observations and either remove these if the method used is capable of handling missing observations or replace them with more "normal" values. In the classical paper by Stock and Watson (2002b) outliers were defined as observations exceeding the median of the series by more than 10 times the interquartile range. It, however, appears that the consensus in the empirical literature is leaning towards defining outliers as observations exceeding the median of the series by more than six times the interquartile range. Examples of this include Banerjee, Marcellino, and Masten (2008) , Breitung and Eickmeier (2011) , Stock and Watson (2009) , 1 and Artis, Banerjee, and Marcellino (2005) . In this paper we wish to challenge the common practice of screening for outliers. By screening one is implicitly assuming the outliers to be errors. If this is indeed not the case, and they are in fact relevant features of the data, it should be possible to improve forecasting performance by replacing PC with a robust alternative better adapted to such a setting. Our goal is therefore to find a tractable robust alternative to PC that is able to capture such features of the data and investigate whether using such a method does lead to improvements in forecasting performance.
The contributions of the paper are threefold: (i) Working within the diffusion index forecasting framework we will propose to replace the traditional PC factor estimator with a robust estimator based on least absolute deviations (LAD). An idea that, to the best of our knowledge, has not been considered in macroeconomic forecasting before. 2 We detail how such an estimator can be estimated in a tractable manner. The proposed approaches are based on existing methods. We give recommendations on which to use and provide new results on convergence of the methods. (ii) Through a series of Monte Carlo studies we will demonstrate the features of the estimator and uncover similarities with the common screening approach. Particular attention is given to the problem of determining the true number of factors, as this is also greatly affected by outliers. (iii) Using a new dataset we will conduct a forecasting experiment where we illustrate the importance of taking outliers into account.
The main findings are: (i) Based on simulation results we conclude that the LAD factor estimator is indeed robust. Screening alleviates the problem of outliers for the PC factor estimator but is outperformed by the LAD factor estimator. (ii) A major part of factor modelling is determining the number of factors. We find that the commonly used information criteria of Bai and Ng (2002) is severely inflated by outliers when based on the PC factor estimates. This is not the case for the LAD factor estimates. Again screening lessens the problem, but not to the same extent as LAD. ( iii) The forecasting experiment shows that using the LAD factor estimates does increase forecasting performance in a number of cases. Care must, however, be taken when scaling the data. Our results suggest that using the mean absolute deviation as a robust alternative to the standard deviation is recommendable. The exercise also confirms the results from the simulations in that LAD generally chooses fewer factors than PC.
The paper is organized as follows: First we setup the general factor model in Section 2. We define the LAD factor estimator and give results on estimation methods. In Section 3 we provide a number of simulation results on both the precision of the factor estimates and the effect outliers have on determining the true number of factors. In Section 4 we conduct a typical macroeconomic forecasting exercise, however, using a newly constructed dataset. Finally, we conclude in Section 5.
A large-dimensional factor model
Our point of departure is the classical dynamic factor model. Let X t be n macroeconomic variables we observe for t = 1, …, T and wish to use for forecasting some variable of interest y t . We will assume that X t is stationary, centered at zero, and that it follows a dynamic factor model of the form:
is of finite order of at most q, such that , =0 ( ) ,
we can rewrite the model in static form as:
where ( , , ) We will exclusively consider this static representation as is also common in the literature. Often it will be more convenient to work with the model in vector or matrix form in which cases we will write it as:
X t = ΛF t +e t or X = FΛ′+e
where 1 ( , , ) n Λ λ λ = … ′ ′ ′ is n × r, F = (F 1 , …, F T )′ is T × r, and X = (X 1 , …, X T )′ is T × n. Estimation of factor models entails a number of difficulties. Clearly, if either the factors or loadings were known estimation would be easily accomplished since the model would simplify to a multivariate linear regression. However, since only X t is observed we must estimate both loadings Λ and factors F. Due to this we are faced with an inherent identification problem because ΛF t = ΛRR -1 F t for any non-singular r × r matrix R. We therefore generally need to impose identifying restrictions in order to make estimation feasible. In the present paper we are interested in the factors solely for forecasting purposes, and because of this need not worry too much about identification. Any rotation of the estimated factors will be captured by the estimated parameters in the forecasting model and should not affect forecasting performance.
Least squares estimation
The theory underlying PC estimation of factor models has been extensively studied and is well understood. We will, however, spend a few moments defining the estimator and discussing its details. This is meant to serve as a prelude to the introduction of the LAD factor estimator below.
Consistency of the PC factor estimator was first shown by Connor and Korajczyk (1986) for the exact static factor model assuming T fixed and n→∞. Stock and Watson (2002a) extended their results to the case of the approximate static factor model, approximate in the sense of Chamberlain and Rothschild (1983) , i.e., allowing for weak correlation across time and series. Their results were derived assuming that both T→∞ and n→∞. These results have since been supplemented by e.g., Bai and Ng (2002) who provided improved rates, Bai (2003) who derived the asymptotic distribution of the factors and loadings, and Bai and Ng (2006) who provided results for constructing confidence intervals for common components estimated using the factors.
Thus it would seem that the asymptotic theory of the PC factor estimator has been very well covered. However, common for all these results is that moment assumptions are made on the error terms, and hence they do not allow for typical outlier distributions such as the Student-t distribution with a low degree of freedom which is the premise we will explore in this paper.
One very appealing characteristic of the PC estimator is that it is in fact simply a least squares (LS) estimator. Consider the nonlinear LS objective function:
Imposing the identifying restriction that Λ′Λ = I r , where I r is the identity matrix of dimension r, this problem yields the usual PC factor estimator. This can be solved easily as an eigenvalue problem, and it turns out that the estimated factors are given as linear combinations of the X-variables, i.e., ˆ, F XΛ = where Λ are the estimated loadings, see e.g., Stock and Watson (2002a) for details.
Alternatively, we could view the above as a problem of maximizing the variance of the factors, i.e., the first PC is defined as the linear combination of the variables with maximal variance, and subsequent PCs are similarly defined but with the restriction that their loadings must be orthogonal the loadings of all preceding PCs. Hence PCs have a very nice interpretation where the first PC tries to explain as much of the variation in the data as possible, the second PC then explains as much of the variation left over after extracting the first PC as possible, and so on, see e.g., Johnson and Wichern (2007) for details.
This sequential interpretation of the PC estimation can also be seen in an LS perspective and is the way we choose to define the estimator in Definition 1 below. Note that this sequential approach gives exactly the same estimates as the usual eigenvalue approach to solving the problem, but serves as a more natural starting point for the introduction of the LAD factor estimator.
Definition 1. PC Factor Estimator:
The PC estimates of the first factor and associated loadings are defined as:
Let the residuals from the estimation of the kth factor be defined as e k , then the subsequent estimates are given as: 
Least absolute deviations
LAD has a long-standing position in the literature as a robust alternative to LS. However, robustness is a somewhat vague and often misunderstood concept. In econometrics we tend to define it in quite broad terms, e.g., Amemiya (1985, 71) :
In general, we call an estimator, such as the median, that performs relatively well under distributions heavier-tailed than normal a "robust" estimator.
Since this definition is stated in relative terms we must choose what to compare to. With the obvious choice being LS, we can then for example compute the asymptotic relative efficiency (ARE). Hence under this definition LAD is a robust estimator when compared to LS for distributions sufficiently heavy-tailed.
In statistics much effort has been put into quantifying robustness and thus a number of measures have been developed. One of the most prominent measures is undoubtedly the breakdown point. A treatment of this subject can be found in Huber and Ronchetti (2009) where the breakdown point is defined (p. 8):
The breakdown point is the smallest fraction of bad observations that may cause an estimator to take on arbitrarily large aberrant values.
Naturally the breakdown point can take values between 0 and 0.5. In the case of the linear regression model the breakdown point for an LAD fit is 0.5 when the contamination occurs in the error term (Huber and Ronchetti, 2009, Sec. 11.2.3) . This can be compared to the breakdown point for an LS fit which is 1/n for a sample size of n. The important thing to remark is that LAD is not robust to contamination or outliers in the explanatory variables. Note that the breakdown point is typically considered a finite sample measure as opposed to ARE.
In the case of our factor model we will assume that outliers occur in the error term, and the presence of outliers will be defined as meaning that the distribution of the error term is heavier-tailed than a normal distribution. In this setting we would expect the LAD estimator to be robust in terms of the definitions above. In cases where both LAD and PC are consistent we would expect LAD to be more efficient since PC is an LS estimator. Furthermore, due to the high breakdown point of LAD we would expect it to perform well even in extreme cases where PC would fail.
The theory of LAD in the regression case is quite well developed. Bassett and Koenker (1978) proved asymptotic normality of the LAD estimator for linear regressions in the i.i.d. case. Alternative proofs have since been given by Pollard (1991) and Phillips (1991) . The theory has also been extended to more intricate settings such as correlated errors (Weiss, 1990) and nonlinearity (Weiss, 1991) . See Dielman (2005) for a general review of the LAD literature. The robustness of LAD has furthermore been demonstrated to be beneficial in forecasting by Dielman (1986 Dielman ( , 1989 and Dielman and Rose (1994) .
Considering the LS formulation of the PC estimation problem it seems natural to attempt to estimate the components using LAD in order to gain robustness. The basic idea is to replace the objective function in (4) with
and estimate the model in the same sequential manner as Definition 1. Thus we propose the following LAD factor estimator:
Definition 2. LAD Factor Estimator: The LAD estimates of the first factor and associated loadings are defined as:
Let the residuals from the estimation of the kth factor be defined as e k , then the subsequent estimates are given as:
Hence the LAD factor estimates of r factors and associated loadings are given as
r Λ Λ Λ = … It is important to note that in contrast to PC this estimator will not produce a solution with orthogonal loadings. This should, however, not be considered a problem since the orthogonality restriction is simply an identification device. One might, however, worry about the fact that the factors are not identified in this approach. Since we do not impose any identifying restrictions, such as orthogonality, the estimated factors may be rotated in an arbitrary way. In some settings this could be a serious problem, but since we are interested in forecasting it is not as argued above. Furthermore, this approach also reflects our interpretation of the model, i.e., the notion that factors should explain "what is left over" after extracting previous factors, and not be defined by arbitrary identification restrictions. In the case of PC, however, these two cases coincide.
Additionally, a potential pitfall of the sequential approach is that estimation error is accumulated as we estimate more factors. This is not a problem for PC as sequential and simultaneous estimation give numerically the same results. For LAD it could, however, be a problem, but as we shall see in the simulation results below it appears not to be the case.
Estimation in practice
Even though we have defined the estimator we still need to find a tractable way of performing the estimation. The literature does contain methods for estimating nonlinear LAD (e.g., Koenker and Park, 1996) . However, these do not easily generalize to a factor model setting. A simple approach to the problem could instead be to approximate the objective function based on the smoothed LAD estimator of Hitomi and Kagihara (2001) . We then define the smoothed objective function as:
for some d > 0. Obviously, for d = 0 the problem is equivalent to (7) which is not tractable. But by introducing the smoothing parameter d we have a differentiable approximation which we can solve using standard optimization methods. The smoothing parameter naturally controls the approximation error as summarized in the following proposition which follows directly from sub-additivity of the square root function:
Proposition 1. The approximation error of using (10) will at most be d, i.e.,
Alternatively, we could exploit the fact that the model is greatly simplified if either the factors or loadings are known. If the loadings are known the factors can be estimated by performing T separate linear LAD regressions, and if the factors are known we can estimate the loadings by n separate linear LAD regressions, all of which can be done using standard methods. This idea gives rise to the following algorithm for solving the estimation problem: 
Hence steps (i) and (iii) are simply linear regressions. Note that steps (i) and (ii) combined are equivalent to
1.
ν ν Λ Λ = However, since unconstrained estimation is more easily implemented, this step is split in two. Convergence of the algorithm is given in the following proposition, proof of which can be found in the appendix. 
Using such a simple iterative scheme is of course not a new idea. In the PC literature a similar approach is used for computing PCs in the Nonlinear Iterated Partial Least Squares (NIPALS) algorithm (see e.g., Esbensen, Geladi, and Wold 1987) , and for the LAD case the idea was investigated by Croux et al. (2003) . We thus have two quite different possible approaches for solving the problem at hand. Both are based on approximations. In the first case this is directly evident from the introduction of the smoothing parameter d, and in the second case the approximation arises since in practice we do not have ν→∞. It is of course desirable to minimize the approximation error. In the first case this requires d to be small. However, as d becomes smaller we increase the computational burden and numerical issues arise as we approach the infeasible case of d = 0. In the second case we reduce the approximation error with each step of the algorithm and hence we should be able to reduce the approximation error to any desired level with only computation time as a constraint.
Based on this it would appear that estimation based on (10) is inferior to Algorithm 1. However, Algorithm 1 is not without pitfalls. Although Proposition 2 guarantees convergence of the method, it still hinges on the assumption that the minima of steps (i) and (iii) of the algorithm can be found. In order to do this we must employ numerical routines and they might still fail. It is our experience that the algorithm is very sensitive to the choice of starting values, and that especially for small sample sizes the method might not converge or falsely report convergence without having reached the optimum. On the other hand, we generally found estimation based on (10) to be quite robust to the choice of stating values.
We have not provided any results on these stability issues as they rarely show up in simulation settings. However, when applying the methods to real data theses complications do show up, and the experiences described above are based on the empirical application given later in the paper. It is thus not immediately clear which approach is preferred. However, our recommendation is the following two-step approach: First, use standard numerical routines, e.g., BFGS, to minimize (10) subject to Λ′Λ = 1.
3 This requires a set of starting values, one could for example use arbitrary constants or random values. As the method is quite robust to starting values the choice is less important.
4 Furthermore, we must set d. In this first step some approximation error is acceptable, and therefore the choice is again less important. However, it seems plausible that the approximation error is more easily reduced when more data is available. We therefore set d based on the sample size, namely d = (nT) -1 . This can be scaled up if convergence problems are encountered. This gives us an initial estimate of the factor and loadings which are then used as starting values in Algorithm 1 in a second step. By doing so we combine the best parts of both approaches, the robustness to starting values of the first, and the potentially smaller approximation error of the second. In the remainder of this paper we will thus refer to estimates obtained from Algorithm 1 using starting values from (10) as LAD factor estimates.
Monte Carlo results
The main aim of this paper is to obtain better macroeconomic forecasts, and even though we have not set out to provide an asymptotic analysis of the LAD factor estimator, we will nonetheless still examine the statistical properties of it through a series of Monte Carlo simulations.
As already discussed our view on outliers in this paper is that these occur in the error term and not in the factors nor the loadings. Although the latter could also be a problem, in light of what we know about the LAD estimator, it would not seem plausible that it would be able to handle this (as neither would ordinary PC), and hence we refrain from investigating this possibility. Considering the problem at hand we hypothesize the following three possible effects of outliers:
(i) The factor estimates will become inconsistent or less efficient. (ii) Determining the true number of factors will become difficult or impossible.
(iii) The ordering of the estimated factors will change.
Clearly, the first two points are potentially very critical to forecasting performance, and hence we will investigate both below. The third point is more subtle. In forecasting the ordering is not important if all relevant factors are included in the forecasting model. However, if the number of factors is misspecified it could have a large impact on the performance. We will not address this point here, but postpone it until the empirical application.
Setting up the Monte Carlo framework will be done rather straightforwardly. We want to keep the setup as simple as possible while still encompassing the relevant cases. We will follow Stock and Watson (2002b) and define the data-generating process as:
As discussed in Stock and Watson (2002b) it is important to take into account the possibility of correlation across both time and variables since the application we have in mind is macroeconomic forecasting. We therefore include the possibility that the error term e it is correlated, i.e., it will be serially correlated with an AR(1) coefficient of a and cross-series correlated with a (spatial) MA(1) coefficient b. The error is driven by the random variable v it and this is where we will introduce the outliers. We will be using the prototypical outlier distribution for v it , namely a Student-t distribution with a low degree of freedom. In addition to this we will also include results for the limiting case of the Student-t, the standard normal distribution, as the reference of no outliers. Finally, both the factors F t and loadings λ i will be generated as independent standard normal variables, and the dimension of F t , i.e., the number of factors, will be either one or four.
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Owing to our ultimate goal of using the estimated factors for forecasting we will also examine how estimation difficulties propagate to the actual forecasts. We therefore generate a uni-variate time series to be forecast
where ι is a vector of ones and  t+1 is an independent standard normal error term. Hence the different simulation scenarios are defined in terms of the parameters a and b, the distribution of v it , the number of factors r, the number of variables n, and the sample size T. Results will be presented both for the traditional PC factor estimates and the proposed LAD factor estimates. In the latter case the estimation is carried out as described in the previous section. In addition to this we will also be comparing to the effects of screening the data. As mentioned in the introduction screening is common practice in the literature and hence PC estimation based on screened data is the natural alternative to the LAD estimator. We will use one of the most typical screening rules, i.e., define outliers as observations exceeding the median of the series by more than six times the interquartile range, and since our estimation method cannot handle missing observations we will replace any outlier with the median of the five observations preceding it. This is the method used in e.g., Breitung and Eickmeier (2011) , and Stock and Watson (2009) . PC estimates obtained using data screened according to this rule will be labelled PC-S.
Precision of the factor estimates
Before examining the Monte Carlo results let us briefly review what we know about the LAD estimator in the classical i.i.d. linear regression case. Assuming the regression model has an error term with a symmetric distribution f (‧) centered at zero and finite variance σ 2 , and that the explanatory variables are wellbehaved, then both LAD and LS provide estimates that are asymptotically normal. Hence in these cases we can directly compare the two using e.g., their ARE. The ARE of LAD with respect to LS is ARE = σ 2 4f (0) 2 , which for t(3) ARE≈1.62, for t(4) ARE≈1.13, for t(5) ARE≈0.96, and for N(0, 1)≈0.64. In addition to this it is important to also recall that even if no moments of the error terms exist, e.g., t(1) errors, the LAD estimator will still be consistent and asymptotically normal. In contrast if the degrees of freedom is less than three the distribution will not have a finite variance and hence LS cannot be expected to work well. Therefore, if the error terms are Student-t distributed, then in the classical model we expect LAD to outperform LS when the degrees of freedom in the distribution is less than five. Furthermore, in the extreme cases with degrees of freedom less than three we expect LS to work very poorly or outright break down. In the case of the LAD factor model, however, things are clearly more complicated. But we should remember that the model is still basically a regression model, so we do expect it to share some traits with the classical regression model.
Assessing the precision of the factor estimates is done, as is common in the literature, by computing the trace R 2 of a multivariate regression of the factor estimates on the true factors
and averaging this across Monte Carlo replications. Hence we obtain a statistic that measure how well the estimated factors span the space of the true factors, with values as close to 1 as possible being the desired goal.
For each Monte Carlo run we also perform a 1-step out-of-sample forecast based on (14). Hence we fit the forecasting equation (14) by OLS using data until T-1 and obtain the forecast 1T y + by fitting the equation using the data for period T. On the basis of this we can compute the mean square forecast error (MSFE) where the mean is taken across Monte Carlo replications. The statistic presented in the tables is the infeasible MSFE obtained by estimating (14) using the true factors relative to the MSFE obtained using the estimated factors. Thus a relative MSFE close to 1 indicates that we are close to the infeasible forecasts we could have made if the factors were known, whereas a smaller relative MSFE suggests that the forecasting performance is adversely affected by the poor estimation of the factors.
We start by considering the simplest case where the error terms are i.i.d., hence a = b = 0. In Table 1 results are given for both Student-t and normal errors with either one or four factors. We quite clearly see the resemblance to the usual linear regression case. Judging by the R 2 we see that for the t(1) errors PC is inconsistent and LAD performs very well. Attempting to mitigate the outlier problem by screening the data does have some effect, but PC-S is still clearly inferior to LAD. The precision (or lack thereof) of the factor estimates carry over to the forecasting performance as measured by the relative MSFE. Comparing the case of r = 1 to r = 4 we see a slight drop in performance. This is not surprising since, in the latter case, we are estimating four times as many parameters with an unchanged sample size. However, the comparable performance does illustrate the validity of the sequential estimation approach.
Moving to the t(2) distribution we notice an increase in the PC performance, although still clearly below LAD, and in spite of the increase the forecasting performance of PC is still very low. Interestingly, the performance of PC-S is now only slightly below that of LAD. In the case of the t(3) and t(5) distributions all three methods perform very similarly, but especially in the t(5) case we see that LAD is losing ground to PC. The distance between the estimators is further increased in the case of normality where PC is the best performing method (although not by a large margin). Note that in the case of normality PC and PC-S are identical since there of course are no outliers to screen out.
Abandoning the i.i.d. premise of these results we now turn to Table 2 where we consider cases of both serial and cross-sectional correlation. We choose to focus on the case of four factors and compare normality to t(3) errors. Overall we see a decline in performance compared to the i.i.d. case. This can, however, partly be explained by the fact that the unconditional variance of the error term is larger than in the i.i.d. case whereas the variance of the factors is unchanged, and hence we would expect lower precision in the estimates. That being said, in the first scenario where we have only a modest degree of persistence in the errors (a = 0.5, b = 0), we see that the performance is quite close to the i.i.d. case and the results are very similar. LAD performs best under t(3) and PC is best under normality. In the second scenario we increase the persistence to a = 0.9 and overall the performance drops as expected. It is, however, interesting to notice that for the t(3) errors the precision (as measured by R 2 ) of PC and PC-S does not increase with the sample size. This is in contrast to LAD and illustrates that in cases of high persistence PC is further hampered by outliers. In the final two scenarios we also include correlation across series (b≠0). Besides the general level of performance, including this only gives rise to minor differences. The results are based on 1,000 Monte Carlo replications. The Factor R 2 column is the (trace) R 2 from a regression of the estimated factor(s) on the true factor(s). The Rel. MSFE column is the mean squared forecast error from the infeasible forecast using the true factors relative to the MSFE using the estimated factors.
Determining the number of factors
We now turn to the problem of determining the correct number of factors in the true model. This is often tackled as a model selection problem, and e.g., Stock and Watson (2002b) used the Bayesian Information Criterion (BIC) applied to the forecasting equation. The intuition behind this choice is described in an earlier version of their paper, where they proposed a modified version of the BIC and showed that it would asymptotically select the correct number of factors. However, their Monte Carlo results showed that the ordinary BIC outperformed their modified version, and hence the ordinary BIC is often used. These results can be found in Stock and Watson (1998) . Their work has, however, since been surpassed by Bai and Ng (2002) , and the information criteria suggested in their work has become the preferred approach in the literature. We will therefore focus on their information criterion which is defined as:
with three possible penalty terms: The results are based on 1,000 Monte Carlo replications. The Factor R 2 column is the (trace) R 2 from a regression of the estimated factor(s) on the true factor(s). The Rel. MSFE column is the mean squared forecast error from the infeasible forecast using the true factors relative to the MSFE using the estimated factors.
where k is the number of factors in the estimated model and 2 min( , ).
We can then estimate the true number of factors as
Although their results were derived in relation to PC, it is important to note that according to Bai and Ng (2002, Corollary 2) their results hold for any consistent estimator regardless of the estimation method used as long as the convergence rate C nT is correctly specified. So even though we have not provided a formal proof of the consistency of the LAD estimator, and hence do not know what the rate of convergence might be, we would still expect IC j to perform well for the LAD estimator in light of the Monte Carlo results provided above.
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The Monte Carlo setup is the same as outlined above. We set the true number of factors to four, i.e., r = 4 and the maximum number of estimated factors to 12, i.e., k max = 12. The number of factors is estimated using the three variants of IC j and the PC, PC-S and LAD methods.
In Table 3 results are given for the i.i.d. case, i.e., where a = b = 0. Again, just as the precision of the PC estimates is poor in the case of t(1) errors, the ability to correctly determine the number of factors is also adversely affected. The estimated number of factors diverge to the maximum of k max = 12 as the sample size increases. Both LAD and PC-S appear to have the opposite problem. PC-S sets the true number of factors to one in all cases, and LAD seems to converge to one as the sample size increases. However, for small sample sizes LAD is closer to the true value of four. In the case of t(2) errors we see both LAD and PC-S increasing their performance whereas PC still provides more or less divergent results. In the remaining cases all methods are quite close to the true value. One small difference that should be noted is that for the smallest sample size (n = 25, T = 50) IC 3 tends to overestimate the number of factors for the PC and PC-S estimates. This is, however, not a problem for the LAD estimates.
In Table 4 we compare t(3) errors to normality in three different non-i.i.d. scenarios. The results are much in line with what was observed in Table 2 regarding precision. In the first scenario with only moderate persistence (a = 0.5, b = 0) PC-S and LAD perform best with the PC estimates being inflated due to the outliers in the t(3) distribution. It should, however, again be noted that for PC and PC-S, IC 3 overestimates the number of factors. In the second scenario we only include cross-sectional correlation (a = 0, b = 1). What is interesting about this case is that LAD outperforms PC (and PC-S) under normality where especially IC 3 tends to diverge to the maximum of 12 factors. In the case of t(3) errors we do, nonetheless, notice that LAD has a tendency to underestimate the number of factors. Finally, in the last scenario we have both time and cross-sectional correlation (a = 0.5, b = 1). The results here are quite close to the second scenario indicating that correlation across series is more crucial to the performance than correlation across time (at least in the case of only moderate persistence).
Clearly, in real-world forecasting applications we cannot separate the issues of determining the number of factors and estimating the factors precisely. Hence we conclude the simulation study by examining the combined effect outliers have on precision and selecting the number of factors. We look at the relative MSFEs, as in Tables 1 and 2 , but where we now select the number of factors using the IC j criterion. The results are much as one would expect, and for this reason the tables have been included in the appendix. The i.i.d. case is covered in Table 7 . From Table 3 we know that in cases of Student-t errors with a low degree of freedom it is difficult to determine the true number of factors and this shines through in the forecasting 6 It might seem more intuitive to use V LAD in (16) for the LAD estimator. However, in addition to having no theoretical justification for using it, our (non-reported) Monte Carlo results showed comparable, but slightly lower performance, when compared to using V LS , hence we use the traditional IC j . results as the performance is lower compared to Table 1 . There is one interesting exception, however. Consider PC with t(2) errors, here the forecasting performance has gone slightly up. This could very well be due to IC j overestimating the number of factors and hence including more information in the forecasting equation. The case of LAD with t(1) errors for the smallest sample size is also interesting as here there is no forecasting power. This is in contrast to PC-S which does quite well. We know from the previous results that the precision of LAD and PC-S are close and that LAD for this sample size is closer (on average) to selecting the true number of factors. However, it turns out that occasionally LAD includes too many factors and that some of these contain very large values which drives up the MSFE. However, this appears to only be a problem for this small sample size. Table 8 gives similar results for the non-i.i.d. case. Again we see clear effects of incorrectly selecting the number of factors. Consider for example the case of t(3) errors and a = 0, b = 1. Here we know from Table 2 that PC underperforms in terms of MSFE. This is no longer as evident in Table 8 as the number of factors is often overestimated for PC whereas it is often underestimated in the other cases. This decreases the difference and in some cases causes PC to perform better than PC-S and LAD. Thus overestimating r can be preferable to underestimating it.
Summing up the results in this section we in general see many of the same characteristics of the LAD estimator in the factor setting as we would in a standard linear regression setting. In the i.i.d. case LAD is capable of estimating the factors even in extreme case of t(1) errors, whereas PC require at least 3 degrees of freedom in the Student-t distribution for acceptable results. The closer we get to normality, the better PC performs with a turning point around 5 degrees of freedom. Adding correlation to the error term lowers performance, and in particular the combination of high persistence and heavy tails hampers performance of the PC estimator. Determining the number of factors is also affected by outliers. In general LAD also outperforms PC here, though LAD has difficulties giving correct estimates in the extreme cases. Furthermore, there is a tendency for IC 3 to overestimate the number of factors (in some cases quite severely) when applied to the PC and PC-S estimates. When considering the joint effects of precision and selecting the number of factors on forecasting performance the consequences of incorrectly selecting r is further emphasized. Screening before applying PC lessens the problem in all cases but is not as effective as using the LAD estimator. The results are based on 1,000 Monte Carlo replications.
Forecasting in the factor model was already alluded to in the previous section. We shall now consider our empirical application and hence return to it in more detail. The forecasting framework used is very similar to what is often applied in the literature, e.g., Stock and Watson (2002b) . The aim is to obtain h-step-ahead forecasts of a number of macroeconomic variables. In order to avoid having to specify a process for the factors we will only consider direct forecasting. In general we will consider the following forecasting model:
where β h (L) and γ h (L) are lag polynomials. The explicit dependence on the forecast horizon should be noted as the model is specific to the horizon. The variables to be forecast are assumed to be either I(1) or I(2) in logarithms. Let z t be the original variable of interest recorded at a monthly frequency, then in the case of I(1) we define the h-step-ahead variable as:
i.e., annualized growth over the horizon in percent. In the case of I(2) we define it as: 1 (1200 / ) log( / ) 1200 log( / )
i.e., the difference between annualized growth over the horizon in percent and annualized growth over the last month. Since the forecasting model (20) contains the unobserved factors F t , estimation is done in a two-step approach. First the factors are estimated using either PC or the proposed LAD procedure. Then in the second step (20) is estimated by OLS with the estimated factors in place of the unobserved true ones. Hence, for a dataset ending at time T we obtain the forecast of T+h by fitting the forecasting equation using the OLS estimates:
1ˆp
Clearly, in order to fully specify the forecasting model, k and p need to be specified, i.e., the number of factors to include and how many lags of y t to include. Note that in the following we will also allow for the possibility of including no lags of y t , this case will be referred to as p = 0. Either BIC or the IC j criterion by Bai and Ng (2002) as described earlier will be used to select the number of factors, and BIC to select the number of lags. In addition to this the possibility of simply fixing k and p will also be considered.
Before estimation can be carried out the data need to be prepared. Recall that the factor model assumes the variables to be stationary and centered at zero. We will need to ensure that the data reflect this. Therefore all series are transformed to be stationary, the details on which can be found in the data appendix. For the PC estimation we further center all variables such that they have mean zero. The intuition behind this is that the factor estimation is basically a regression without an intercept, centering corrects for this. In some cases the mean of the series is even referred to as the zeroth PC. The LAD estimation will also require centering. However, since LAD estimates the median, centering will be done at the median.
Finally, the data have to be scaled. The need for this is not immediately apparent from the general model setup, but is in fact quite critical. Recall that the solution to the PC estimation problem is the loadings that maximize the variances of the individual factors. Therefore it is quite clear that if some variables have a high variance and others a low variance the latter will be crowded out by the former. To avoid this problem it is common to scale all variables to have unit variances. By doing this we ensure that the "choice" of variables in the factors is not driven by differences in the variances.
Although scaling the variables to have unit variances is the obvious choice, we must remember that the variance is not a robust measure of dispersion. In the case of the LAD estimator one could imagine more appropriate scalings. A popular robust alternative to the variance (or rather the standard deviation) is the median absolute deviation (MAD):
Consequently, we will consider the following methods for estimating the factors. PC: Estimation by PC using data centered at the mean and scaled to have unit variance; LAD: Estimation by LAD using data centered at the median and scaled to have unit variance; LAD-MAD: Estimation by LAD using data centered at the median and scaled to have unit MAD. We will also compare to the effects of screening the data, hence we also have a PC-S model, i.e., estimation by PC using data centered at the mean, scaled to have unit variance and screened for outliers. The screening procedure used is the same as in the previous section.
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In addition to these factor models we will also consider a number of benchmark models. Firstly, our main benchmark will be an AR model, i.e., (20) without factors, all results will be relative to this model. Secondly, we include a naïve scenario where the forecast is computed as the unconditional mean (denoted U.Mean) or median (denoted U.Median) of either the entire data series or a window containing the last h observations (abbreviated W). Lastly, we also include what could be referred to as a low-dimensional factor model based on the economic indexes developed by Stock and Watson (1989) . The model is the same basic factor model as before, i.e., (2), however, we will now specify the dynamics of the factors and error terms. Written in general terms, we have
where Γ(L) and δ i (L) are lag polynomials and (ν 1t , …, ν nt , η 1t , …, η rt ) are i.i.d. normal and mutually independent error terms. Stock and Watson (1989) only considered the case of a single factor, we will also limit ourselves to this case. Furthermore, (26) and (27) will be specified as AR(1) processes.
9 Identification will be achieved by setting the top block of the loading matrix equal to the identity matrix, i.e.,
( , ) .
r I Λ Λ = ′ ′ Even though this identification scheme is different to the one used in e.g., PC estimation, it is merely a different rotation and for forecasting purposes not important. Under these assumptions we can use the Kalman filter to compute the likelihood and thus obtain the maximum likelihood estimates of the model. See Stock and Watson (2006) for further details. The interest of Stock and Watson (1989) was to build coincident and leading economic indexes by using the model (25)-(27). Our interest is to forecast key macroeconomic variables, and to ensure comparability we will again compute these as direct forecasts. Hence we use the Kalman smoother to extract the factors and use these in (23), the same forecasting relationship used for the other factor models.
Such a model, where we fully specify the dynamics of the factors and error terms, is an example of confirmatory factor analysis, as opposed to exploratory factor analysis often conducted using PC. As pointed out by a referee the LAD approach can also be seen in a confirmatory factor analysis context as we are implicitly assuming that the errors have fat tails (or equivalently that they contain outliers) when choosing to use this approach.
The dataset
Many of the papers written on the subject of factor model forecasting use the same few datasets available online. More specifically data from Watson (2002b, 2005) , or an updated version of the latter from Ludvigson and Ng (2010) . For this paper, however, a more up-to-date dataset shall be considered, and hence we have collected a new dataset. All variables used are either directly from the Federal Reserve Economic Data (FRED) database made available by the Federal Reserve of St. Louis or have been computed on the basis of these. We have attempted to keep the composition of the dataset close to the original Stock and Watson datasets. A total of 111 monthly US macroeconomic variables are included in our dataset, and hence it is slightly smaller than the typical datasets. The data have been taken in seasonally adjusted form from FRED and hence we have not performed any adjustments ourselves.
We will be forecasting six variables; three variables measuring real economic activity: Industrial production (INDPRO), real personal income excluding current transfer receipts (W875RX1), and the number of employees on nonagricultural payrolls (PAYEMS); as well as three price indexes: The consumer price index less food and energy (CPILFESL), the personal consumption expenditures price index (PCEPI), and the producer price index for finished goods (PPIFGS). We assume that the first three are I(1) in logarithms and that the last three are I(2) in logarithms.
A balanced dataset is needed for the estimation procedures and hence the span of the dataset will be determined by the variable with the shortest span after possibly being differenced to obtain stationarity. We will therefore be considering data spanning the period 1971:2-2012:10. Data are available for the variables we wish to forecast prior to 1971:2 and hence the span is not reduced when lags are included in the forecasting model.
The forecasting exercise will be carried out as a pseudo-real-time forecasting experiment; real-time in the sense that both the factors and the forecasting model are reestimated in each period using only data available up until that period; and pseudo in the sense that we are not using actual real-time data, but rather final vintage data which may have undergone revision. Forecasting will be done for the period 1981:1-2012:10.
Results
Before examining the forecasting results we start with an inspection of the factor estimates for the different models. In Figure 1 the first four factors estimated using the four main models and the entire dataset are plotted. All four methods give very similar estimates of the first factor, with one difference being the LAD-MAD estimate which appears to be scaled differently. Clearly, this is due to the MAD scaling of the dataset. For the next three factors the methods agree less. Although it might not be obvious from these plots, it does appear that some of the factors have interchanged. To illustrate this further we have provided the correlation between the different factor estimates in Table 5 .
The correlations confirm that the methods agree on the estimation of the first factor and that the difference for the LAD-MAD estimate is indeed simply a scale effect. For the second factor, we see that the two LAD methods agree on the estimate. For the PC estimates the screening has caused factors two and three to switch, and these factors are different from the second factor estimated by the LAD methods. For the third factor the LAD methods agree on the estimate, and finally, the PC and PC-S methods agree on the fourth factor.
We thus see that the choice of estimation method can give very different estimates of the factors. As this is based on real data it is of course impossible to determine the reason for this. However, returning to our previous conjecture that outliers affect the ordering of estimated factors, we do see that in the case of the PC method controlling for outliers though screening does affect the ordering as factors 2 and 3 change places. The ordering is of course not important for the forecasting performance if we indeed include all factors in the forecasting model. However, if the number of factors is not correctly determined it may be crucial for the performance. Table 5 Correlation matrix for the first four factors estimated using the four methods. The coefficients are shown in absolute values and only entries larger than 0.8 in the lower triangular part of the matrix are included. LAD-MAD has been abbreviated L-M. In Table 6 we present the main forecasting results for the 12-month horizon. The results are divided into seven main scenarios. In the first scenario we fix the number of factors at four and include no AR terms. In the next three scenarios we determine the number of factors using IC 1 and include no AR terms, six AR terms, or let BIC determine the number of AR terms. The fifth and sixth scenarios use BIC to determine the number of AR terms and either IC 2 or IC 3 for the number or factors. Finally, the seventh scenario uses BIC for both the number of AR terms and factors. In addition we include the benchmark models mentioned above, the naïve scenario and the Kalman-filter-based model of Stock and Watson (1989) . For the latter we consider two diffe rent specifications. First, we will mimic their coincident index which modelled four variables: Industrial production; personal income, total less transfer payments; manufacturing and trade sales; employee-hours in non-agricultural establishments. We do not have data on manufacturing and trade sales, however, production, personal income, and employment are the first three variables we wish to forecast. We therefore consider the case where X t consists of these three variables, a case we denote KF(3). Second, we will also consider a model where X t consists of all six variables we wish to forecast, this case will be denoted KF(6).
For each variable of interest we report the mean squared forecast error (MSFE) relative to the MSFE of an AR(p) forecast with 0 ≤ p ≤ 6 chosen by BIC, i.e., forecasts based on model (20) without factors. The root mean squared forecast error (RMSFE) of this model is included in the final row of the table. For each scenario the lowest MSFE is underlined and the overall lowest MSFE is bold. Two sets of Diebold and Mariano (1995) tests have been performed. First, we test for equal predictive accuracy comparing the best performing model, i.e., the one in bold, to all other models. Significance is indicated as: 5%( ⁑ ), 10%( * ). Second, we test for equal predictive accuracy comparing the benchmark AR model to to all other models. Significance is indicated as: 5%( ‡ ), 10%( † ). First, notice that the best performing model within a scenario, i.e., the underlined number, is very often associated with the LAD-MAD method, especially if we focus on the cases using the IC j criterion. Furthermore, for three of the six variables LAD-MAD provides the overall best results. To a large extent it could appear that this is driven by the number of factors included in the forecasting equation. Looking at the average number of factors across the experiment horizon k we see that the number of factors is consistently lowest for the LAD-MAD method. PC-S and LAD on the other hand roughly choose the same number of factors, which is perhaps to be expected since our Monte Carlo results did show very similar performance for these two methods in many cases. It is, however, surprising that LAD-MAD chooses fewer factors than LAD. This suggests that scaling using a non-robust dispersion measure may incorrectly increase the number of factors and thereby hamper forecasting performance. Furthermore, if the true number of factors is as low as 2-3 as suggested by the LAD-MAD method the ordering of the factors becomes very important. Even if the other methods do estimate these factors but ordered differently, we may need to include many more estimated factors to ensure we include the few truly relevant ones. This may then in turn lead to degradation of the performance since we include irrelevant factors.
Looking at the individual variables, we first have for IP that PC-S is the preferred method. Its performance is, however, close to that of the best performing LAD-MAD case and the Diebold-Mariano test shows no significant difference in predictive accuracy. For PI the LAD-MAD method is preferred with significantly lower MSFE than PC, PC-S and LAD in all the scenarios and the benchmark AR model. Interestingly, we cannot reject equal predictive accuracy when comparing to the KF models. For Employment LAD-MAD is again preferred, but is in many cases not significantly different from the alternatives. The last three variables are in some sense less interesting since we in none of the cases outperform the benchmark AR model. However, we do recognize that if we for a moment exclude the benchmark models then the LAD-MAD method is the best performing method for all three variables. However, for PCE and PPI we have that KF(6) slightly outperforms LAD-MAD. Hence, in this application, we generally see that LAD-MAD is either on par with the alternatives or it outperforms them. Often it is difficult to show that these differences are significant according to the Diebold-Mariano tests. However, in the case of PI where we do see significant differences the results also point to LAD-MAD as the preferred method.
The results for the PC model are very interesting since they highlight the effects of screening when compared to PC-S. In general PC tends to choose a quite high number of factors. The drop in the number of factors between PC and PC-S suggests that we do have outliers in the data. However, it is not always the case that this translates into higher forecasting performance. This could again be explained by the ordering of the factors. If the ordering is such that not all true factors are included in PC-S and the severity of not including all true factors is greater than the performance decrease due to possibly including irrelevant factors, then we should include more estimated factors as in the PC model.
In the final two scenarios either IC 3 or BIC is used to choose k. None of these scenarios provide results of comparable performance. For IC 3 the Monte Carlo results demonstrated a tendency to overestimate the number of factors. In these empirical results we also find that IC 3 in general includes more factors than IC 1 and IC 2 . This may very well be the reason for the poor performance. Further, as we mentioned earlier, the use of BIC is no longer common, and hence the poor performance is expected. Note, that one crucial difference between the IC j criterion and BIC is that BIC is applied to the forecasting equation and hence depends on the variable being forecast. Although this could give rise to better performance than IC j , it is not in line with the general theory of the factor model which assumes one model with r factors regardless of what is being forecast. This is also why k is not reported in the tables for the BIC case. Finally, it is clear that the naïve alternatives are inferior to the models considered as they underperform in all cases.
Similar forecasting experiments for 6-and 24-month horizons have also been conducted. These results can be found in the appendix in Tables 9 and 10 . For the 6-month horizon the results are quite similar to the 12-month forecasts. In general LAD-MAD still performs very well. For IP it is now the preferred method, although not significantly different from PC. For PI LAD-MAD is no longer preferred, instead KF(3) is associated with the lowest MSFE, albeit the MSFEs are very close and not significantly different. Interestingly, we are now able to outperform the AR forecast for CPI, i.e., the relative MSFE is less than one. In the 12-month case the factor-based forecasts did not improve on the AR forecasts for any of the price indexes. For the 24-month horizon it is generally harder to show significant differences between the different methods. Putting that aside we do, however, have that LAD-MAD is associated with the lowest MSFE for the first four variables. For the last two, PCE and CPI, we again see that KF (6) is preferred among the factor methods. However, as it was also the case for the 6-and 12-month horizons, the benchmark AR model is the best performing model for these two variables. Note, however, that in general the sizes of the results are difficult to compare across horizons since the definition of the variable being forecast changes with the horizon. Specifically this means that the variable being forecast becomes smoother as the horizon increases. This is also evident from the RMSFE of the AR model which actually decreases with the horizon.
Concluding remarks
In this paper we set out to challenge the common perception that outliers can easily be dealt with in factor models by simply screening the data. Building on the virtues of the LAD estimator we have established a tractable LAD factor estimator and demonstrated that in the presence of outliers a robust estimation method is preferable to ad-hoc screening.
Throughout the paper we have attempted to cling firmly to an ultimate goal of applicability. After all, what good is a model that does not perform when faced with real data? Because of this we have especially focussed on two issues: Establishing not only a tractable, but also fairly quick estimation method; and demon strating its use on a relevant dataset. We particularly find the last point important since a model's ability to forecast an old dataset says nothing about its applicability today.
In our Monte Carlo simulation study we have demonstrated that outliers not only affect the precision of the PC factor estimates adversely, but also tend to inflate the estimated number of factors. The proposed LAD factor estimator was shown to share many traits with its regression counterpart and was in general not negatively affected by the presence of the outliers.
Taking the LAD factor estimator to our newly collected dataset covering 111 US macroeconomic variables illustrated the importance of taking outliers into account in factor-based forecasting. When applying the LAD estimator to a dataset that had been robustly scaled using MAD we were able to achieve a gain in forecasting performance compared to the traditional PC approach using screened data.
Since our focus has been the applicability of the model we have not delved into the theoretical aspects of the model. However, considering the encouraging forecasting results this would undoubtedly be a very interesting thing to do as part of the future research into this area.
where a∈U, U = U F × U Λ . Since we minimize the objective function subject to Λ′Λ = 1 we have that U Λ = {Λ|Λ′Λ = 1}. We further take U F to be .
T R The proposition then follows directly from Oberhofer and Kmenta (1974, Lemma 1) given their three assumptions hold:
(i) There exists an s such that the set S = {a|a∈U, f (a) ≥ s} is nonempty and bounded.
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Starting from the bottom, (iii) is satisfied by the definition of the parameters spaces. (ii) is satisfied by continuity of the absolute value function. Hence the crucial assumption to verify is (i). The choice of s is arbitrary but can e.g., be set to f(a (0) ) where a (0) is the starting value for the algorithm. To show S is bounded, assume the opposite is the case to arrive at a contradiction. Then there must be a sequence a (ν) in S such that
Since Λ∈U Λ which is closed this implies that
which in turn implies that
However, by subadditivity of the square root function we have that
It therefore must follow that ( ) 
lim ( ) .
v f a ν→∞ =−∞ However, this contradicts the fact that a(ν)∈S and thus S must be bounded. The results are based on 1,000 Monte Carlo replications. The reported numbers are the mean squared forecast error from the infeasible forecast using the true factors, and hence the true number of factors, relative to the MSFE using the estimated factors where the number of factors is estimated using the IC j criterion. The results are based on 1,000 Monte Carlo replications. The reported numbers are the mean squared forecast error from the infeasible forecast using the true factors, and hence the true number of factors, relative to the MSFE using the estimated factors where the number of factors is estimated using the IC j criterion. 
