ABSTRACT Processing streaming big data becomes critical as new diver Internet of Thing applications begin to emerge. The existing cloud pricing strategy is unfriendly for processing streaming big data with varying loads. Multiple cloud environments are a potential solution with an efficient pay-on-demand pricing strategy for processing streaming big data. In this paper, we propose an intermediary framework with multiple cloud environments to provide streaming big data computing service with lower cost per load, in which a cloud service intermediary rents the cloud service from multiple cloud providers and provides streaming processing service to the users with multiple service interfaces. In this framework, we also propose a pricing strategy to maximize the revenue of the multiple cloud intermediaries. With extensive simulations, our pricing strategy brings higher revenue than other pricing methods.
I. INTRODUCTION
Streaming big data processing is becoming a very important part of Internet of Things (IoT) in recent years. Usually, for lower maintenance cost, users often use cloud services for processing big data [1] - [3] . With cloud services, it is no need to maintain a large scale cluster and consider the details of big data computing. Furthermore, some cloud providers also provide computing services based on some popular distributed systems (e.g., Hadoop, etc.). With these services, users conveniently put their data and processing programs on the cloud platform then wait for the result [4] .
Usually, cloud provides give users reasonable price for their services, especially for some long-term users [5] . However, for most streaming big data computing scenarios, their price, especially the rate per load, seems too expensive [6] . To reduce the cost for streaming big data computing, an optional method is choose some small cloud providers with lower rate per load. However, small cloud providers have not enough capacity to support large scale work loads [7] , [8] . Meanwhile, their services are short of support for big data computing. Multiple cloud service mode is a better solution that users can deploy their computing in multiple cloud providers [9] . However, with multiple cloud providers, users have to considerate about the difficulty of management and the deployment of big data computing systems. Thus, it needs multiple cloud intermediaries to provide flexible services for these users to conveniently deploy data and processing programs.
Another problem is that the rate with long-term rent is much lower than the rate of pay-as-use while users choose long-term rent can get a lower rate. Usually, in many scenarios of streaming computing, the scale of the workload will vary in different periods drastically. If the users want to meet the requirement from the peak load, they need to rent many computing resources from cloud providers while most of rented resources will be idle with off-peak workloads. In this case, we consider a potential solution that intermediaries repurchase this part of computing capacity to recover a part of the user cost if possible.
Therefore, as shown in Fig. 1 , we propose a multiple cloud intermediary concept combining multiple cloud providers and user subletting. This intermediary framework has compatibility with different cloud services and provides on-demand streaming processing services for users. Meanwhile, we present a well-designed pricing strategy names Pricing-Repurchasing for this intermediary framework. First, the intermediary can repurchase the sparse capacity with dynamic rate per load which depends on the duration time and the amount of sparse resources that the users hold. Second, the intermediary can choose different prices to users for different users according to the amount and time of computing resources rented. For this framework, we want to design the optimal pricing and subletting strategy for the intermediary that maximizes its total revenue, considering the necessary refunds to the users. Notice that changing the price or changing the repurchase rate has different impacts on renting decisions from users, hence on the intermediaries revenue. Thus, this pricing model brings new challenges in the design of the revenue maximizing policy for intermediary.
We employ a game-theoretic analysis, and model the interaction between the intermediary and the users as a two-stage leader-follower (Stackelberg) game. In the first stage, the intermediary decides the long-term rate, pay-as-use rate and the repurchase rate plan. Accordingly, in the second stage, every user decides how many units of computing capacity with long-term rate and how many units with pay-as-use rate. We analyze the best decisions of both the users and intermediary, and find the game equilibrium. The game model with equilibrium analysis uses a variety of system characteristics, including the computing style and scale of users, and the capacity of the intermediary. As a result, it is possible to apply the derivation of the optimal decisions to other cloud computing scenarios. The main contributions of our work are summaries as follows.
We first introduce an multiple cloud intermediary framework to provide streaming big data computing services.
Based on this framework, we propose a pricing strategy with the Pricing-Repurchasing plan. To the best of our knowledge, this is the first work that studies such a Pricing-Repurchasing cloud service.
We then design the optimal Pricing-Repurchasing plan that maximizes the intermediary's revenue. It is a challenging problem which needs to understand thoroughly the impact of pricing and repurchasing strategies on the hosts renting decisions.
We model the interaction of the intermediary and the users as a two-stage Stackelberg game, and analyze the game equilibrium [10] . The analysis is generic and use a variety of system characteristics, and thus is applicable to various cloud computing scenarios.
Last, we take the performance evaluation of the strategy with extensive simulations, and discuss the revenue with different settings. We also compare our pricing strategy with some other pricing methods and the results shows our strategy performs better.
The rest of the paper is organized as follows. In section II, we discuss the related work. In Section III, we discuss the design concepts and brief the main structure in the framework. In Section IV, we state the system model. Then we analyze the optimal pricing and repurchasing policies in Section V. In Section 27, we present the simulations. Last, we conclude our work in Section.
II. RELATED WORKS
In this section, we first try to introduce the state of art and the tread of streaming big data computing. We also introduce some works which focused on the cloud based streaming big data processing. Finally, we discuss the some typical systems and scheduling algorithms in multiple cloud environment.
A. STREAMING BIG DATA COMPUTING
In rent years, researchers and companies developed some successful systems focus on streaming big data computing.
Earlier steaming processing systems are usually deployed on single computer. Aurora [11] is a streaming management system developed by the cooperation of Brown, Brandis, and MIT University. It is a single infrastructure which can efficiently and seamlessly support real-time monitoring applications, archival applications and spanning applications.
Borealis [12] is a distributed extension of Aurora which can process streaming data through multiple processors and computers. For support distributed architecture, Borealis presents an efficient algorithm for the distribution of jobs between nodes.
Cougar [13] is a streaming processing system that works with small-scale sensors, actuators, and embedded systems. Unlike general sensor networks use offline querying and analysis, Cougar project distributes queries to nodes and as a result only the desired data collected by the central processing nodes.
To meet the demands from the big data computing, large companies also developed some commercial streaming VOLUME 4, NO. 2, JUNE 2016 processing system. For example, IBM InfoSphere [14] Streams is an advanced analytic platform that allows users develop applications for analyzing and correlating information from thousands of real-time sources. InfoSphere is a distributed runtime platform which can be scaled from a single server to an unlimited number of nodes to process millions of events per second. Microsoft StreamInsight [15] is another platform for developing and deploying complex event processing applications, which analyses and correlates data incrementally without storing data with low latency.
B. STREAMING BIG DATA COMPUTING IN CLOUD
While distributed and scalable cloud environment is very suitable for deploying streaming big data computing, existing cloud provides offers many solutions.
Meanwhile, some existing stream processing frameworks (e.g., Apache S4, Storm, IBM InfoSphere Streams, etc), which are designed for distributed systems, can be easily deployed to existing cloud environment [16] .
Storm [17] is a clojure procject based on Pallet9, which aims to simplify the development of Storm topologies on cloud platforms including AWS EC2.
Apache Kafka [18] is a real-time publish-subscribe infrastructure aiming to address the requirements from streaming big data processing, in which data streams are partitioned and spread over a cluster of machines.
Meanwhile, since the cloud environment is different from the general distributed environment, more and more works focus on development of original cloud systems for processing streaming big data. Samze [19] is a streaming big data processing framework that blends Kafka and Hadoop YARN, which provides a model that YARN completely handle the execution where streams are the input and output ot jobs.
AWS Kinesis [20] is an cloud service provided from Amazon, which process stream data with the capacity to handl multiple sources. Kinesis is an efficient service especially on handling and generating alerts and allows for integration with other AWS services.
C. MULTIPLE CLOUD COMPUTING
Some existing works focus on integrate computing resources from multiple cloud providers.
Apache CloudStack [21] is a software to integrate cloud computing resources with resource management, user management, API and graphical user interface. Eucalyptus is also a similar software which focuses on building Amazon AWS-compatible private and hybrid clouds.
OpenNebula [22] is a multiple cloud software aiming at providing an industry standard solution for creating and managing virtual data centers across multiple cloud provides.
OpenStack [23] is the most famous cloud management system which provides an API and a dashboard to manage pools of computing, storage, and network resources from single or multiple cloud environment.
VMware vCloud [24] is a multiple cloud infrastructure that allowing to organize cloud computing at three levels including infrastructure level, platform level and service level.
FOG [25] is a Ruby API for providing access to computing and storage resources across multiple cloud provides. It also provides an in-memory cloud resource representation to help developers to test and simulate their deployment.
jcloud [26] is also an API for delivering an abstraction layer over the APIs from cloud providers, which facilitates users using means of templates to describe generic virtual machines and allows deploying and grouping of multiple virtual machines.
Cloud4SOA [27] is a multi-cloud PaaS management which enables software developers to create, deploy, execute, and mange business applications through multiple cloud providers.
The multicloud based evacuation services architecture [28] maintains basic monitoring and maintenance sercices during of normal activity but quickly scales up service capacity during an emergency.
Furthermore, besides multi-cloud frameworks and systems, there are several research works focused on the scheduling strategies between multiple cloud scenarios for optimization cost or performance.
An optimal virtual machine placement algorithm is proposed to minimize the total cost due to purchasing reserved and on-demand resources from multiple cloud providers [29] . In this research, an optimal strategy is explored to avoid the resources over/under-provisioning problem to cope with uncertainly demands. The goal of this algorithm is archived by adjusting the trade-off between resources and pay for the on-demand requirement of load peaks.
A management algorithm is presented to reallocate the placement of virtual machines for better performance in multiple cloud environment and optimize the resource utilization [30] . To archive this goal, the algorithm considers the host load profile and the guest load trend behavior instead of thresholds.
A modular broker architecture is proposed for optimal deployment for virtual services across multiple clouds with different scheduling strategies [31] . This optimization of this research is based on different criteria, different user constraints, and different environmental conditions.
A hybrid decision support is proposed for automating the migration of web application clusters to public clouds [32] . In this research, a selection algorithm based on analytic hierarchy process is designed for the migration decision over multiple clouds with several criteria. Further, a genetic algorithm-based approach is developed to cope with computational complexities in a growing market.
III. FRAMEWORK DESIGN
In this section, we first discuss the design concepts of the multiple cloud intermediary framework for streaming big data computing. Then, we brief the framework structure and introduce the main modules in the framework.
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A. DESIGN CONCEPTS 1) MULTIPLE CLOUD COMPATIBILITY
Multiple cloud compatibility means the intermediary can rent computer resources from different cloud providers with different services, which means there are two levels of compatibility including platform compatibility and service compatibility.
Platform compatibility is that the intermediary applies the computer resources from multiple cloud platforms with different interfaces. This is the first design concept of the multiple cloud services that the users can deploy their applications to multiple cloud platforms transparently. The benefit of this compatibility is that the intermediary can schedule the resource requirement between multiple cloud providers to increase the service capacity and decrease the cost of the computer resources.
Service compatibility is that the intermediary applies the computer resources at different service levels. Usually, there are three levels of services from existing cloud providers, which including the Infrastructure as a Service (IaaS) level, MapReduce level and Streaming computing level. IaaS level means the cloud providers encapsulate their services as compute instances and the users use these instances as general servers. MapReduce level means the computing resources are provided as general MapReduce computing systems and users deploy their tasks as MapReduce applications. Streaming computing level is that the streaming computing applications can be executed in this cloud platform. Considering the intermediary focuses on the streaming computing, it can apply more flexible scheduling strategies due to the service compatibility.
2) ON-DEMAND SERVICES
On-demand services mean the intermediary can provide different service types to satisfy the user requirements. As well as the multiple cloud compatibility, there are also two levels of on-demand services including on-demand service levels and on-demand interfaces.
On-demand service levels mean the intermediary framework can provide the specific service level needed by users. In the discussion of the service compatibility, there are three service levels in general cloud providers. For the service levels, different users will adopt different levels for their tasks. For example, if users want to deploy their specific processing systems in the cloud platforms, they will choose IaaS level while if users want to execute their tasks on general streaming processing system, they will choose the streaming computing level. Thus, to satisfy the requirement of different users, the intermediary framework needs to provide these three service levels at least.
On-demand interfaces mean the intermediary framework can provide the specific service interface needed by users. Service interfaces are usually including the interfaces of the computing systems (e.g., POSIX [33] , etc.), MapReduce systems (e.g., hadoop [34] , etc.) and the streaming processing systems (e.g., SPARK [35] , etc.). Before using the intermediary service, users usually have developed some applications or systems to execute their streaming processing tasks with specific interfaces. For example, if user developed their streaming processing applications on the Apache SPARK, they will prefer the cloud service through the same interfaces with the SPARK. Therefore, the intermediary framework needs to integrate general interfaces into the service levels.
3) SPECIFIC LONG-TERM RENTING
This design concept focuses on the revenue and the risk of the intermediary framework. Specific Long-term renting means the users subscribe the services from the intermediary framework with long-term contracts with specific prices. Similarly, there are also two levels in this concept including long-term renting and specific pricing.
Long-term renting means each user needs to rent a fix amount of computer resources with a long period. It is a little unacceptable that most of the cloud providers use pay-as-use mode which means users only need to pay the part of units they used. However, since the computing resources in the intermediary are also rented from the cloud providers, it is hard to decrease the cost of the pay-as-use mode. Thus, the intermediary need to rent the computer resources from multiple cloud providers with long-term contracts. Considering it is hard to predict user behaviors, long-term renting mode brings higher risk than pay-as-use mode that the revenue and cost are determined.
Specific pricing means the intermediary provide different price for users with their workloads or other factors of the processing tasks. The benefit of specific pricing is the intermediary can increase the revenue with better strategy and promote the cloud service to those users with more workloads or low cost processing mode.
We will discuss the first two concepts by introducing the framework structure first. Then, we will state the problem of the third concept and give a well-designed pricing strategy in the rest of this paper.
B. FRAMEWORK STRUCTURE
As the structure shown in Figure 2 , the multiple cloud intermediary framework for streaming computing consists of several modules to meet the design concepts. There are seven main modules in the framework including the cloud instance management, streaming node management, MapReduce node management, streaming service, MapReduce service, IaaS service and user management modules.
Cloud instance management module manages all compute instances at the IaaS service level. This module records all status of the instances and assigns appropriate instances to other modules.
Streaming node management module manages the computing resources which are provided to users at streaming computing service level. The streaming computing resources are generated in three types of methods. First type is that VOLUME 4, NO. 2, JUNE 2016 the intermediary rents resources from the streaming processing cloud services. Second type is that the module deploys the streaming processing systems on the MapReduce nodes. Third type is that the module deploys the streaming processing systems in the compute instances directly.
MapReduce node management module manages the computing resources provided at MapReduce service level. Similarly with the streaming computing resources, the MapReduce computing resources are generated from two types: the resources rented from the cloud MapReduce services, and the module deploys the MapReduce systems in the compute instances.
Streaming service module provides streaming computing services to the users. To provide the required service interface from users, the streaming service module integrates general streaming processing systems.
MapReduce service module provides MapReduce services to the users. Similarly, the MapReduce service module integrates general MapReduce implementations to provide the compatible interfaces to support the streaming systems from users.
IaaS service module provides IaaS services to the users. Usually, users can get compute instances from this module with the required version of the operating systems and some necessary software.
User management module manages all users in the intermediary framework including access control, usage history, billing, etc.
IV. SYSTEM MODEL
The intermediary model is as shown in Figure 1 . We consider users purchase cloud computing resources from the intermediary with enough capacity and low cost than large cloud providers. The intermediary get discount prices from multiple cloud provider with long-term contracts. The intermediary usually combines these computing resources into different big data computing systems as the service units for cloud users. We use set N = {u 1 , u 2 , ..., u |N | } to denote the cloud users who use computing resources from the intermediary. Since in processing streaming big data, the scale of workloads will vary with the time period, we assume a time-slotted system, and study the system for one time period and use T = {t 1 , t 2 , t 3 , ...t |T | } to denote the T time slots.
The intermediary pays the cloud providers (e.
The intermediary repurchases the users computing capacity when the rented computer resources are more than the requirements. The repurchasing rate is not fixed, but depends on the amount of the over-rented capacity from the intermediary. We use η i ∈ [0, 0.9] to denote the repurchasing ratio to user u i . When the intermediary repurchases one unit of computing capacity from user u i , user u i can get a refund of η i · r l i from the intermediary. Similar with the rate strategies, we consider the intermediary can provide different repurchasing rates for users according to the computing scale and style.
The strategy of the intermediary includes the long-term renting price r l i and the repurchasing ratio η i . The objective of the intermediary is to decide the best strategy to maximize the revenue. As we For user u i , we define a utility function U i (·) to denote the certain computing needs. The utility function is defined to computes the utility of assignment resources to user i. As we seek a elastic model of the pricing strategy and the user utility function is compatible with multiple previous models [36] , [37] .
We also use w ij to denote the consumed computing resources during slot t j , and w i = (w ij t j ∈ T ) as the computing resource consumption vector over the entire time period.
Each user u i can rent computing resources with two different ways including long-term renting from the intermediary and pay-as-use from other cloud providers. Since the longterm renting price is much lower than pay-as-use price, each user needs to make a contract with the intermediary to get the long-term renting sale. As a result, in the entire time period, the amount of rented computing resources is fixed to each user u i . We use c l i ≥ 0 to denote fixed part of computing resources. Some users will choose pay-as-use mode to rent computing resources from other cloud providers as supplementary of long-term renting. We use c p ij ≥ 0 to denote the part that user u i choose pay-as-use mode to rent computing resources in time slot t j . Considering the required amount of
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computing resources is different in each time slot t j , the part with pay-as-use mode is also different. The total computing resources of these two part are equal to the requirements of the workloads in time slot t j as follows.
If the computing resources rented by user u i within long-term renting mode exceed the requirement from the workloads, the intermediary will repurchase this part of the computing resources. Therefore, we use c r ij ≥ 0 to denote the part of computing resources repurchased by the intermediary. That is, the repurchased computing resources during slot t can be calculated as follows.
We use c t ij ≥ 0 to denote the total amount of the computing resources rented from the intermediary by user u i in time slot t j . With three parts of the computing resources, in time slot t j , the total amount of the computing resources rented from the intermediary by user u i should satisfy following equation.
We list all notations used in the pricing strategy of the multiple cloud intermediary model in Table 1 . The system is assumed to be quasi-static, as some variables (i.e., those marked with the subscript j) may change in different time slot t j ∈ T , while others are fixed in the entire time period. We focus on the interaction of the intermediary and the users, and formulate is as a two-stage leader-follower (Stackelberg) game. A stacklberg game is leadership model in economics in which the leader firm moves before the follower. In the game terms, the game players are a leader and a follower and they compete on quantity. Thus, in our model, the game players are the intermediary and the cloud user. In the first stage, the intermediary (leader) decides the long-term renting price, the pay-as-use price and the repurchasing ratio for maximizing its payoff. The object of the intermediary is to maximize its payoff, which consist of the revenue from the long-term renting, pay-as-use renting, and the cost for repurchasing from the cloud users, and the payment(negative) to the cloud providers. In the second stage, under the decisions from the leader, the user u i decides the long-term renting amount. The payoff of each user u i depends on the utility U i from the computing requirement, the payment on the long-term renting, the payment on the payas-use cost, and the refund from repurchasing of over rented computing resources.
Specifically, given the strategy (r l , η) of the intermediary, the payoff of user u i , when choosing a strategy (c l ), is as follows.
From equation (1) and (2), the payoff of user u i can be denoted as follows.
Formally, the intermediary's payoff can be defined as follows.
Similar with the payoff of cloud users, the payoff of the intermediary can be denoted as follows.
Considering users will choose cheaper price from the other cloud service, we assume that the intermediary provide a lower price than general cloud service. Meanwhile, we also assume the long-term price is lower the pay-as-use price. Therefore, we can get following constraints.
V. OPTIMAL PRICING-REIMBURSING STRATEGY
In this section, we study the intermediary-user game under complete information, where both the intermediary and the users know all system parameters mentioned above. We solve the game by backward induction. First, we solve the user's VOLUME 4, NO. 2, JUNE 2016 best renting strategy in the second stage. Then, we study the intermediary's best pricing strategy in the first stage.
A. BEST DECISION OF USERS IN THE SECOND STAGE
We assume that computing tasks of the user are elastic that the analysis can be easily extended to other scenarios. Specifically, give the intermediary's pricing and repurchasing strategy (c l i , c p i , η i ), user u i can derive the optimal scheduling strategy (c l * i ) by solving the following problem.
It is easy to check that (9) is a convex optimization. Meanwhile, there is no constraint for the value of c l i . Hence, usually it admits an optimal solution that can be characterized by the Fermat's theorem. However, considering the function J i (c l i ; r l i , η i ) derived from a step function, we first study the characters of the payoff function.
First, we sort the w i into numerical order and denote it by w * i in which
; r l i , η i ) can be written as follows.
It is easy to see it is a continuous and monotonic function where 0 ≤ c l i ≤ w * i1 . Then we study the function where c l i ≥ w * i|T | as follows.
Obviously, the payoff function is continuous and monotonic where
, the payoff function of user u i can be written as follows. (12) Therefore, the payoff function is continuous where w * ik < c l i < w * i(k+1) . Then, to the interval (w * ik , w * i(k+1) ), we denote the function J i (c l i ; r l i , η i ) to denote the derivative of the payoff function as follows. (13) We can get the value of k * after setting the J i (c l i ; r l i , η i ) = 0 as follows.
As a result, to each interval (w ik , w i(k+1) ) between w i1 and w i|T | , the payoff function is continuous and monotonic except
is a continuous function where c l i ≥ 0. Proof: As discussed above, the function J i (c l i ; r l i , η i ) is continuous except c l t = w ik for each t k ∈ T . Therefore, for a give k ∈ (0, |T |), the value J i (w ik + c; r l i , η i ) is as follows.
For a given k ∈ (0, |T |), the value J i (w ik − c; r l i , η i ) is as follows.
When c ← 0, since lim 
For the value where c l p < w i k * , we set k = k * − δ < k * , the value of the function J i (c l i ; r l i , η i ) is as follows. 
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Unfortunately, since the varying value V i is related to the workload in each slot of user u i , it is hard to describe the payoff function without detail workload. To illustrate the value of the payoff function, we calculate some distribution functions of the workload as shown in Figure 3 .
In this example, we set the c p i = 30, |T | = 720 and p = 2 then use four distribution functions of the workload including normal distribution, Poisson distribution, Binomial distribution and random (average) distribution. The parameters of those distribution functions are dimensioned in the figure. From the value of these four distribution, the maximum value of the payoff function is related to the workload distribution. For example, with the random(average) distribution, we can get the maximum value of the payoff function when k * = 314 while with the Poisson distribution, the maximum value can be get when k * = 14. Therefore, it needs to enumeration all values of the payoff function with k * ∈ [1, |T |] and find the maximum value of (25) with related k as follows. The time complexity of this enumeration is O(|T |) which is an acceptable overhead to calculate the optimal solution.
With the result of k , we can get the optimal pricing r l i of the long-term renting to the user u i is
|T |−k ·0.9 with a repurchasing ratio of η i = 0.9.
VI. PERFORMANCE EVALUATION
In this section, we execute extensive simulations to evaluate the pricing strategy. We first describe the setting of the simulations then discuss the result of the performance evaluation.
We use a workstation computer as the simulation platform which equips a Core TM i7 4770 (8M Cache, up to 3.90GHz) CPU, 16GByte RAM and 2TByte HDD. We use Python 2.7.3 as the script tools with networkx and numpy library. We test each simulation 20 times and record the average result.
In all simulations, we use 40 to 200 users as the N in the simulations and the time period T has 240 to 720 time slots. For comparison, we use two simple pricing strategies include pay-as-use mode and long-term renting mode as following. (1) The pay-as-use mode pricing strategy uses a discount price of general pay-as-use mode price r p i per each user u i from cloud providers. In the simulations, we use different discount ratio with 80%, 70% and 60%. Considering additional risks, the cost of this mode is 1.5 times of the cost of the long-term mode.
(2) The long-term mode pricing strategy uses a increased price on the cost for the intermediary renting computer resources from cloud providers. The incremental prices are set 5 cents and 10 cents per unit. To simplify the simulation, we assume users will rent average workload with the long-term mode. We first take two simulations to study the general performance of our pricing strategy. We study the revenue of the proposed pricing strategy under different scales of users. We increase the number of users from 40 and 200 and in each step, the number of users increases 40. The cost p per units for renting computer resources from cloud providers is set 15 cents per unit. We set the workload amount w ij per time slot t j of each user u i uniformly distributed in range [10, 1000] . The price c p i for each user u i is uniformly distribute in range [35, 112] which is accepted price range according to existing cloud providers. As shown in Figure 4(a) , the revenue of all pricing strategy increases with the user number scales up. When the number of users is 40, the revenue of the pricing-repurchase is near the pay-as-use mode of 80% while the number of users increases to 200, the difference between modes becomes larger.
We also study the revenue of the proposed pricing strategy under different service periods. We increase the number of time slots from 240 to 720 and in each step, the number of time slots increases 120. The number of user is set to 100 and other settings remain the same with previous. As shown in Figure 4 (b), the revenue of the pricing-purchasing strategy is near to other modes when the number of time slot is set to 240. With longer service period, obviously, the revenue of our method performs better than other solutions. When the number of time slots increases to 720, the revenue of our strategy is near to 1 million dollars while pay-as-use 60% is near to the 500000.
After testing the overall performance, we study the revenue under different settings of the parameters of the pricing problem. We study the revenue of the proposed pricing strategy under different cost p per unit for renting computer resources from the cloud providers. The cost p per units increases from 5 cents per unit to 30 cents and in each step, the cost increases 5 cents. The number of users is set to 100. As shown in Figure 4 (c), compared to other modes, the revenue of the Pricing-Repurchasing mode perform better with the increasing cost. The revenue of the long-term renting mode remains the same with the increasing cost. When the cost increases to 30 cents per unit, 60% discount price with the pay-as-use mode has less revenue than the p + 10 cents price with the long-term renting mode.
Then, we try to adjust the price c p i of the additional usage for each user. The price c p i for each user u i increases from 40 cents to 120 cents and in each step, the price r p i , increases 20 cents. We still set the workload amount w ij per time slot t j of each user u i uniformly distributed in range [10, 1000] . The cost p per unit for renting computer resources from cloud providers is set to 15 cents per unit. As shown in Figure 4(d) , with the price in the cloud market increases, the revenue with the Pricing-Repurchasing and the pay-as-use mode is increased while the revenue of the long-term renting mode still remains the same. When the price r p i , is less than 60 cents, the p + 10 cents price with the long-term renting mode has more revenue than the 80% discount price with pay-as-use mode and the p + 5 cents price with long-term renting mode has more revenue than the 60% discount price with pay-as-use mode.
Third, we study the revenue of each pricing strategies with different workload of each user u i . We set the average workload amount w ij per time slot of user u i increases from 100 to 500 and the average workload amount increases 100 in each step. We set the cost p per units to 15 and the price r p i for each user u i uniformly distributed in range [35, 112] . As shown in Figure 4 (e), the revenue with the Pricing-Repurchasing is still more than other pricing strategy. The rate of increasing revenue with the increasing workload with the Pricing-Repurchasing is higher than other pricing strategies. Differently from the previous simulations, the revenue of the long-term renting mode increases with the increasing workload event it is lowest in the all pricing strategies.
Since the repurchasing is very important to our pricing strategy, we test the revenue of different maximum repurchasing ratio η i for studying the influence from repurchasing strategy. We set the workload amount w ij uniformly distributed in range [10, 1000] , the cost p per units to 15, and the price r p i , for each user u i is uniformly distributed in range [35, 112] . As shown in Figure 4(f) , obviously, the revenue of the Pricing-Repurchasing strategy increases with the increasing repurchasing ratio. With a repurchasing ratio of 0.9, the revenue increases 33% than the revenue of 0.5.
Finally, from the results of performance evaluation, we can conclude that the Pricing-Repurchasing strategy brings more revenue to the intermediary framework than other pricing strategy especially with more workloads, higher cost of the cloud resources and lower spreads between the cost and the price in the market. Further, That is, the Pricing-Repurchasing strategy can adapt the competitive cloud service market.
VII. CONCLUSION AND FUTURE WORK
In this paper, we propose a multiple cloud intermediary framework for streaming big data computing to provide streaming big data processing cloud services to the users. The intermediary rents computer resources from different cloud services and provides different service interfaces to users. We also design a Pricing-Repurchasing strategy to maximum the revenue of the intermediary and decrease the risks by long-term renting contracts with users. We formulate the Pricing-Repurchasing problem as a two-stage leader-follower (Stackelberg) game, and analyze the game equilibrium. We also evaluate our pricing strategy with extensive simulations and compare the revenue with other pricing strategies. From the result of performance evaluation, the Pricing-Repurchasing strategy brings more revenue to the intermediary than other methods.
In the future, we will plan to implement a complete multiple cloud intermediary solution with modified OpenStack to support streaming big data processing management. Meanwhile, it is signification to find scheduling VOLUME 4, NO. 2, JUNE 2016
