We consider a defaultable asset whose risk-neutral pricing dynamics are described by an exponential Lévy-type martingale subject to default. This class of models allows for local volatility, local default intensity, and a locally dependent Lévy measure. Generalizing and extending the novel adjoint expansion technique of Pagliarani, Pascucci, and Riga (2013), we derive a family of asymptotic expansions for the transition density of the underlying as well as for European-style option prices and defaultable bond prices. For the density expansion, we also provide error bounds for the truncated asymptotic series.
Introduction and literature review
A local volatility model is a model in which the volatility σ t of an asset X is a function of time t and the present level of X. That is, σ t = σ(t, X t ). Among local volatility models, perhaps the most well-known is the constant elasticity of variance (CEV) model of Cox (1975) . One advantage of local volatility models is that transition densities of the underlying -as well as European option prices -are often available in closed-form as infinite series of special functions (see Linetsky (2007) and references therein). Another advantage of local volatility models is that, for models whose transition density is not available in closed form, accurate density and option price approximations are readily available (see, Pagliarani and Pascucci (2011) , for example).
Finally, Dupire (1994) shows that one can always find a local volatility function σ(t, x) that fits the market's implied volatility surface exactly. Thus, local volatility models are quite flexible.
pricing approximations for models that include local volatility and a Poisson jump process. Their approach relies on asymptotic expansions around small diffusion and small jump frequency/size limits. More recently, Pagliarani, Pascucci, and Riga (2013) consider general local volatility models with independent Lévy jumps (possibly infinite activity). Unlike, Benhamou et al. (2009) , Pagliarani et al. (2013) make no small jump intensity/size assumption. Rather the authors construct an approximated solution by expanding the local volatility function as a power series. While all of the methods described in this paragraph allow for local volatility and independent jumps, none of these methods allow for state-dependent jumps.
Stochastic jump-intensity was recently identified as an important feature of equity models (see Christoffersen, Jacobs, and O (2009)) . A locally dependent Lévy measure allows for this possibility. Recently, two different approaches have been taken to modeling assets with locally-dependent jump measures. Mendoza-Arriaga, Carr, and Linetsky (2010) time-change a local volatility model with a Lévy subordinator. In addition to admitting exact optionpricing formulas, the subordination technique results in a locally-dependent Lévy measure. Jacquier and Lorig (2013) considers another class of models that allow for state-dependent jumps. The author builds a Lévy-type processes with local volatility, local default intensity, and a local Lévy measure by considering state-dependent perturbations around a constant coefficient Lévy process. In addition to pricing formula, the author provides an exact expansion for the induced implied volatility surface.
In this paper, we consider scalar Lévy-type processes with regular coefficients, which naturally include all the models mentioned above. Generalizing and extending the methods of Pagliarani et al. (2013) , we derive a family of asymptotic expansions for the transition densities of these processes, as well as for European-style derivative prices and defaultable bond prices. The key contributions of this manuscript are as follows:
• We allow for a locally-dependent Lévy measure and local default intensity, whereas Pagliarani et al. (2013) consider a locally independent Lévy measure and do not allow for the possibility of default.
A state-dependent Lévy measure is an important feature because it allows for incorporating local dependence into infinite activity Lévy models that have no diffusion component, such as Variance Gamma (Madan, Carr, and Chang (1998) ) and CGMY/Kobol (Boyarchenko and Levendorskii (2002) ; Carr, Geman, Madan, and Yor (2002) ).
• Unlike Benhamou et al. (2009) , we make no small diffusion or small jump size/intensity assumption.
Our formulae are valid for any Lévy type process with smooth and bounded coefficients, independent of the relative size of the coefficients.
• Whereas Pagliarani et al. (2013) expand the local volatility and drift functions as a Taylor series about an arbitrary point, i.e. f (x) = n a n (x−x) n , in order to achieve their approximation result, we expand the local volatility, drift, killing rate and Lévy measure in an arbitrary basis, i.e. f (x) = n c n B n (x). This is advantageous because the Taylor series typically converges only locally, whereas other choices 2 of the basis functions B n may provide global convergence in suitable functional spaces.
• Using techniques from pseudo-differential calculus, we provide explicit formulae for the Fourier transform of every term in the transition density and option-pricing expansions. In the case of state dependent Gaussian jumps the respective inverse Fourier transforms can be explicitly computed, thus providing closed form approximations for densities and prices. In the general case, the density and pricing approximations can be computed quickly and easily as inverse Fourier transforms. Additionally, when considering defaultable bonds, approximate prices are computed as a finite sum; no numerical integration is required even in the general case.
• For models with Gaussian-type jumps, we provide pointwise error estimates for transition densities.
Thus, we extend the previous results of Pagliarani et al. (2013) where only the purely diffusive case is considered. Additionally, our error estimates allow for jumps with locally dependent mean, variance and intensity. Thus, for models with Gaussian-type jumps, our results also extend the results of Benhamou et al. (2009) , where only the case of a constant Lévy measure is considered.
The rest of this paper proceeds as follows. In Section, 2 we introduce a general class of exponential
Lévy-type models with locally-dependent volatility, default intensity and Lévy measure. We also describe our modeling assumptions. Next, in Section 3, we introduce the European option-pricing problem and derive a partial integro-differential equation (PIDE) for the price of an option. In Section 4 we derive a formal asymptotic expansion (in fact, a family of asymptotic expansions) for the function that solves the option pricing PIDE (Theorem 1). Next, in Section 5, we provide rigorous error estimates for our asymptotic expansion for models with Gaussian-type jumps (Theorem 2). Lastly, in Section 6, we provide numerical examples that illustrate the effectiveness and versatility of our methods. Technical proofs are provided in the Appendix. Some concluding remarks are given in Section 7.
We mention specifically that the arguments needed to provide rigorous error estimates for our asymptotic expansions are quite extensive. As such, in this manuscript, we provide only an outline of the proof of Theorem 2. The full proof of Theorem 2, as well as further numerical examples, can be found in a companion paper Lorig, Pagliarani, and Pascucci (2013) .
General Lévy-type exponential martingales
For simplicity, we assume a frictionless market, no arbitrage, zero interest rates and no dividends. Our results can easily be extended to include locally dependent interest rates and dividends. We take, as
given, an equivalent martingale measure Q, chosen by the market on a complete filtered probability space
(Ω, F, {F t , t ≥ 0}, Q) satisfying the usual hypothesis of completeness and right continuity. The filtration F t represents the history of the market. All stochastic processes defined below live on this probability space and all expectations are taken with respect to Q. We consider a defaultable asset S whose risk-neutral dynamics 3 are given by
Here, X is a Lévy-type process with local drift function µ(t, x), local volatility function σ(t, x) ≥ 0 and statedependent Lévy measure ν(t, x, dz). We shall denote by F X t the filtration generated by X. The random variable E ∼ Exp(1) has an exponential distribution and is independent of X. Note that ζ, which represents the default time of S, is constructed here trough the so-called canonical construction (see Bielecki and Rutkowski (2001) ), and is the first arrival time of a doubly stochastic Poisson process with local intensity function γ(t, x) ≥ 0. This way of modeling default is also considered in a local volatility setting in Carr and Linetsky (2006); Linetsky (2006) , and for exponential Lévy models in Capponi et al. (2013) .
We assume that the coefficients are measurable in t and suitably smooth in x to ensure the existence of a solution to (1) (see Oksendal and Sulem (2005) , Theorem 1.19). We also assume the following boundedness condition which is rather standard in the financial applications: there exists a Lévy measurē
Since ζ is not F X t -measurable we introduce the filtration F D t = σ ({ζ ≤ s) , s ≤ t} in order to keep track of the event {ζ ≤ t}. The filtration of a market observer, then, is
In the absence of arbitrage, S must be an F t -martingale. Thus, the drift µ(t, x) is fixed by σ(t, x), ν(t, x, dz) and γ(t, x) in order to satisfy the martingale condition
We remark that the existence of the density of X is not strictly necessary in our analysis. Indeed, since our formulae are carried out in Fourier space, we provide approximations of the characteristic function of X and all of our computations are still formally correct even when dealing with distributions that are not absolutely continuous with respect to the Lebesgue measure.
Option pricing
We consider a European derivative expiring at time T with payoff H(S T ) and we denote by V its no-arbitrage price. For convenience, we introduce h(x) := H(e x ) and K := H(0).
1 We provide a derivation of the martingale condition in Section 3 Remark 1 below.
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Proposition 1. The price V t is given by
The proof can be found in Section 2.2 of Linetsky (2006) . Because our notation differs from that of Linetsky (2006), and because a short proof is possible by using the results of Jeanblanc, Yor, and Chesney (2009) , for the reader's convenience, we provide a derivation of Proposition 1 here.
Proof. Using risk-neutral pricing, the value V t of the derivative at time t is given by the conditional expectation of the option payoff
where we have used Corollary 7.3.4.2 from Jeanblanc, Yor, and Chesney (2009) to write
Remark 1. By Proposition 1 with K = 0 and h(x) = e x , we have that the martingale condition S t = E [S T |F t ] is equivalent to
Therefore, we see that S is a martingale if and only if the process exp − t 0 γ (s, X s ) ds + X t is a martingale.
The drift condition (3) follows by applying the Itô's formula to the process exp − t 0 γ (s, X s ) ds + X t and setting the drift term to zero.
From (4) one sees that, in order to compute the price of an option, we must evaluate functions of the form
By a direct application of the Feynman-Kac representation theorem, see for instance (Pascucci, 2011, Theorem 14.50) , the classical solution of the following Cauchy problem,
when it exists, is equal to the function v(t, x) in (5), where
is the characteristic operator of the SDE (1). In order to shorten the notation, in the sequel we will suppress the explicit dependence on t in A (t) by referring to it just as A.
Sufficient conditions for the existence and uniqueness of solutions of second order elliptic integro-differential equations are given in Theorem II.3.1 of Garroni and Menaldi (1992) . We denote by p(t, x; T, y) the fundamental solution of the operator (∂ t + A), which is defined as the solution of (6) with h = δ y . Note that p(t, x; T, y) represents also the transition density of log S
Note also that p(t, x; T, y) is not a probability density since (due to the possibility that S T = 0) we have R p(t, x; T, y)dy ≤ 1.
Given the existence of the fundamental solution of (∂ t + A), we have that for any h that is integrable with respect to the density p(t, x; T, ·), the Cauchy problem (6) has a classical solution that can be represented as
Remark 2. If G is the generator of a scalar Markov process and dom(G) contains S(R), the Schwartz space of rapidly decaying functions on R, then G must have the following form:
where γ ≥ 0, a ≥ 0, ν is a Lévy measure for every x and R ∈ [0, ∞] (see Hoh (1998) , Proposition 2.10). If one enforces on G the drift and integrability conditions (2) and (3), which are needed to ensure that S is a martingale, and allow setting R = ∞, then the operators (7) and (8) coincide (in the time-homogeneous case). Thus, the class of models we consider in this paper encompasses all non-negative scalar Markov martingales that satisfy the regularity and boundedness conditions of Section 2.
Remark 3.
In what follows we shall systematically make use of the language of pseudo-differential calculus.
More precisely, let us denote by
the so-called oscillating exponential function. Then A can be characterized by its action on oscillating exponential functions. Indeed, we have
Here with log S we denote the process XtI {ζ>t} − ∞ I {ζ≤t} .
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where
is called the symbol of A. Noting that
for any analytic function u(x), we have
Then A can be represented as
since by (9) and (10)
If coefficients a(t), γ(t), ν(t, dz) are independent of x, then we have the usual characterization of A as a multiplication by φ operator in the Fourier space:
where F and F −1 denote the (direct) Fourier and inverse Fourier transform operators respectively:
Moreover, if the coefficients a, γ, ν(dz) are independent of both t and x, then A is the generator of a Lévy process X and φ(·) := φ(t, x, ·) is the characteristic exponent of X:
Density and option price expansions (a formal description)
Our goal is to construct an approximate solution of Cauchy problem (6). We assume that the symbol of A admits an expansion of the form
7 where φ n (t, ξ) is of the form
and {B n } n≥0 is some expansion basis with B n being an analytic function for each n ≥ 0, and B 0 ≡ 1 (see Examples 1, 2 and 3 below). Note that φ n (t, ξ) is the symbol of an operator
Thus, formally the generator A can be written as follows
Note that A 0 is the generator of a time-dependent Lévy-type process X (0) . In the time-independent case X (0) is a Lévy process and φ 0 (·) := φ 0 (t, ·) is its characteristic exponent.
Example 1 (Taylor series expansion). Pagliarani, Pascucci, and Riga (2013) approximate the drift and diffusion coefficients of A as a power series about an arbitrary pointx ∈ R. In our more general setting, this corresponds to setting B n (x) = (x −x) n and expanding the diffusion and killing coefficients a(t, ·) and γ(t, ·), as well as the Lévy measure ν(t, ·, dz) as follows:
In this case, (11) and (13) become (respectively)
where, for all n ≥ 0, the symbol φ n (t, ξ) is given by (12) with coefficients given by (14). The choice of
x is somewhat arbitrary. However, a convenient choice that seems to work well in most applications is to choosex near X t , the current level of X. Hereafter, to simplify notation, when discussing implementation of the Taylor-series expansion, we suppress thex-dependence: a n (t,x) → a n (t), γ n (t,x) → γ n (t) and
Example 2 (Two-point Taylor series expansion). Suppose f is an analytic function with domain R and
Then the two-point Taylor series of f is given by
. (16) For the derivation of this result we refer the reader to Estes and Lancaster (1972) ; Lopez and Temme (2002) .
Note truncating the two-point Taylor series expansion (15) at n = m results in an expansion which of f which is of order O(x 2n+1 ).
The advantage of using a two-point Taylor series is that, by considering the first n derivatives of a function f at two pointsx 1 andx 2 , one can achieve a more accurate approximation of f over a wider range of values than if one were to approximate f using 2n derivatives at a single point (i.e., the usual Taylor series approximation).
If we associate expansion (15) with an expansion of the form
, which is affine in x. Thus, the terms in the two-point Taylor series expansion would not be a suitable basis in (11) since B 0 (x) = 1. However, one can always introduce a constant M and define a function
Then, one can express f as
where the C n are as given in (16) with f → F . If we associate expansion (18) with an expansion of the form
, then we see that f 0 B 0 (x) = M and one can choose B 0 (x) = 1. Thus, as written in (18), the terms of the two-point Taylor series can be used as a suitable basis in (11).
Consider the following case: suppose a(t, x), γ(t, x) and ν(t, x, dz) are of the form
It is certainly plausible that the symbol of A would have such a form since, from a modeling perspective, it makes sense that default intensity, volatility and jump-intensity would be proportional. Indeed, the Jump-todefault CEV model (JDCEV) of Carr and Linetsky (2006) ; Carr and Madan (2010) has a similar restriction on the form of the drift, volatility and killing coefficients.
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Now, under the dynamics of (19), observe that φ(t, x, ξ) and A can be written as in (11) and (13) respectively with B 0 = 1 and
As above C n (capital "C") are given by (16) with f → F := f − M and
As in example 1, the choice ofx 1 ,x 2 and M is somewhat arbitrary. But, a choice that seems to work well is to setx 1 = X t − ∆ andx 2 = X t + ∆ where ∆ > 0 is a constant and M = f (X t ). It is also a good idea to check that, for a given choice ofx 1 andx 2 , the two-point Taylor series expansion provides a good approximation of f in the region of interest.
Note we assumed the form (19) only for sake of simplicity. Indeed, the general case can be accommodated by suitably extending expansion (11) to the more general form
where φ i,n for i = 1, 2, 3 are related to the diffusion, jump and default symbols respectively. For brevity, however, we omit the details of the general case.
we can represent φ(t, x, ξ) in the form (11) where now the {φ n } n≥0 are given by
A typical example would be to choose Hermite polynomials H n centered atx as basis functions, which (as normalized below) are orthonormal under a Gaussian weighting
In this case, we have
Once again, the choice ofx is arbitrary. But, it is logical to choosex near X t , the present level of the underlying X. Note that, in the case of an L 2 orthonormal basis, differentiability of the coefficients (a(t, ·), γ(t, ·), ν(t, ·, dz)) is not required. This is a significant advantage over the Taylor and two-point Taylor basis functions considered in Examples 1 and 2, which do require differentiability of the coefficients. Now, returning to Cauchy problem (6), we suppose that v = v(t, x) can be written as follows
Following Pagliarani et al. (2013) , we insert expansions (13) and (22) into Cauchy problem (6) and find
We are now in a position to find the explicit expression for v n , the Fourier transform of v n in (23)- (24).
and let h denote its Fourier transform. Suppose further that v n and its
Fourier transform v n exist, and that both the left and right hand side of (23)
Note that the operator B k (i∂ ξ ) acts on everything to the right of it.
Proof. See Appendix A.
Remark 4. To compute survival probabilities v(t, x) = v(t, x; T ) over the interval [t, T ], one assumes a payoff function h(x) = 1. Note that the Fourier transform of a constant is simply a Dirac delta function:
h(ξ) = δ(ξ). Thus, when computing survival probabilities, (possibly defaultable) bond prices and credit spreads, no numerical integration is required. Rather, one simply uses the following identity
to compute inverse Fourier transforms.
As previously mentioned, to obtain the FK transition densities p(t, x; T, y) one simply sets h(x) = δ y (x). In this case, h(ξ) becomes ψ y (−ξ).
When the coefficients (a, γ, ν) are time-homogeneous, then the results of Theorem 1 simplify considerably, as we show in the following corollary.
Corollary 1 (Time-homogeneous case). Suppose that X has time-homogeneous dynamics with the local variance, default intensity and Lévy measure given by a(x), γ(x) and ν(x, dz) respectively. Then the symbol
Then, for n ≤ 0 we have
Proof. The proof is an algebraic computation. For brevity, we omit the details.
Example 4. Consider the Taylor density expansion of Example 1. That is, B n (x) = (x −x) n . Then, in the time-homogeneous case, we find that u 1 (t, ξ) and u 2 (t, ξ) are given explicitly by
Higher order terms are quite long. However, they can be computed quickly and explicitly using the Mathematica code provided in Appendix B. The code in the Appendix can be easily modified for use with other basis functions.
Remark 6. As in Pagliarani et al. (2013) , when considering models with Gaussian-type jumps, i.e., models with a state-dependent Lévy measure ν(t, x, dz) of the form (28) below, all terms in the expansion for the transition density become explicit. Likewise, for models with Gaussian-type jumps, all terms in the expansion for the price of an option are also explicit, assuming the payoff is integrable against Gaussian functions.
Remark 7. Many common payoff functions (e.g. calls and puts) are not integrable: h / ∈ L 1 (R, dx). Such payoffs may sometimes be accommodated using generalized Fourier transforms. Assume
Assume also that φ(t, x, ξ r + iξ i ) is analytic as a function of ξ r . Then the formulas appearing in Theorem 1 and Corollary 1 are valid and integration in (27) is with respect to ξ r (i.e., dξ → dξ r ). For example, the payoff of a European call option with payoff function h(x) = (e x − e k ) + has a generalized Fourier transform
In any practical scenario, one can only compute a finite number of terms in (22). Thus, we define v (N ) , the N th order approximation of v by
The function u (N ) (t, x) (which we use for time-homogeneous cases) and the approximate FK transition density p (N ) (t, x; T, y) are defined in an analogous fashion.
Pointwise error bounds for Gaussian models
In this section we state some pointwise error estimates for p (N ) (t, x; T, y), the N th order approximation of the FK density of (∂ t + A) with A as in (7). Throughout this Section, we assume Gaussian-type jumps with (t, x)-dependent mean, variance and jump intensities. Furthermore, we work specifically with the Taylor series expansion of Example 1. That is, we use basis functions B n (x) = (x −x) n .
Theorem 2. Assume that
for some positive constants m and M , and that
Moreover assume that a, γ, λ, δ, µ and their x-derivatives are bounded and Lipschitz continuous in x, and uniformly bounded with respect to t ∈ [0, T ]. Letx = y in (14). Then, for N ≥ 1, we have
for any x, y ∈ R and t < T , where
Here, the functionΓ is the fundamental solution of the constant coefficients jump-diffusion operator
whereM is a suitably large constant, and Γ is defined as
and where C is the convolution operator acting as
Remark 8. The functions C kΓ take the following form
and therefore Γ can be explicitly written as
By Remark 8, it follows that, when k = 0 and x = y, the asymptotic behaviour as t → T of the sum in (31) depends only on the n = 1 term. Consequently, we haveΓ(t, x; T, y) = O(T − t) as (T − t) tends to 0. On the other hand, for k ≥ 1, C kΓ (t, x; T, y), and thus also Γ(t, x; T, y), tends to a positive constant as (T − t) goes to 0. It is then clear by (29) that, with x = y fixed, the asymptotic behavior of the error, when t tends to T , changes from (T − t) to (T − t) 2 depending on whether the Lévy measure is locally-dependent or not.
Theorem 2 extends the previous results in Pagliarani et al. (2013) where only the purely diffusive case (i.e λ ≡ 0) is considered. In that case an estimate analogous to (29) holds with
, as s → 0 + .
Theorem 2 shows that for jump processes, increasing the order of the expansion for N greater than one, theoretically does not give any gain in the rate of convergence of the asymptotic expansion as t → T − ; this is due to the fact that the expansion is based on a local (Taylor) approximation while the PIDE contains a non-local part. This estimate is in accord with the results in Benhamou et al. (2009) where only the case of constant Lévy measure is considered. Thus Theorem 2 extends the latter results to state dependent Gaussian jumps using a completely different technique. Extensive numerical tests showed that the first order approximation gives extremely accurate results and the precision seems to be further improved by considering higher order approximations.
Corollary 2. Under the assumptions of Theorem 2, we have the following estimate for the error on the approximate prices:
for any x ∈ R and t < T .
Some possible extensions of these asymptotic error bounds to general Lévy measures are possible, though they are certainly not straightforward. Indeed, the proof of Theorem 2 is based on some pointwise uniform estimates for the fundamental solution of the constant coefficient operator, i.e. the transition density of a compound Poisson process with Gaussian jumps. When considering other Lévy measures these estimates 14 would be difficult to carry out, especially in the case of jumps with infinite activity, but they might be obtained in some suitable normed functional space. This might lead to error bounds for short maturities, which are expressed in terms of a suitable norm, as opposed to uniform pointwise bounds.
Remark 9. Since, in general, it is hard to derive the truncation error bound, the reader may wonder how to determine the number of terms to include in the asymptotic expansion. Though we provide a general expression for the n-th term, realistically, only the fourth order term can be computed. That said, in practice, three terms provide an approximation which is accurate enough for most applications (i.e., the resulting approximation error is smaller than the bid-ask spread typically quoted on the market). Since, v
only requires a single Fourier integration, there is no numerical advantage for choosing smaller n. As such, for financial applications we suggest using n = 3 or n = 4.
Examples
In this section, in order to illustrate the versatility of our asymptotic expansion, we apply our approximation technique to a variety of different Lévy-type models. We consider both finite and infinite activity Lévy-type measures and models with and without a diffusion component. We study not only option prices, but also implied volatilities. In each setting, if the exact or approximate option price has been computed by a method other than our own, we compare this to the option price obtained by our approximation. For cases where the exact or approximate option price is not analytically available, we use Monte Carlo methods to verify the accuracy of our method.
Note that, some of the examples considered below do not satisfy the conditions listed in Section 2. In particular, we will consider coefficients (a, γ, ν) that are not bounded. Nevertheless, the formal results of Section 4 work well in the examples considered.
CEV-like Lévy-type processes
We consider a Lévy-type process of the form (1) with CEV-like volatility and jump-intensity. Specifically, the log-price dynamics are given by
where N(dx) is a Lévy measure. When N ≡ 0, this model reduces to the CEV model of Cox (1975) .
Note that, with β ∈ [0, 1), the volatility and jump-intensity increase as x → −∞, which is consistent with the leverage effect (i.e., a decrease in the value of the underlying is often accompanied by an increase in volatility/jump intensity). This characterization will yield a negative skew in the induced implied volatility surface. As the class of models described by (32) is of the form (19) with f (x) = e 2(β−1)x , this class naturally lends itself to the two-point Taylor series approximation of Example 2. Thus, for certain numerical examples in this Section, we use basis functions B n given by (20) . In this case we choose expansion pointsx 1 and x 2 in a symmetric interval around X 0 and in (17) we choose M = f (X 0 ) = e 2(β−1)X0 . For other numerical examples, we use the (usual) one-point Taylor series expansion B n (x) = (x −x) n . In this cases, we choosē
Variance-Gamma:
Note that the Gaussian measure is an example of a finite-activity Lévy measure (i.e., N(R) < ∞), whereas the Variance-Gamma measure, due to Madan et al. (1998) , is an infinite-activity Lévy measure (i.e., N(R) = ∞).
As far as the authors of this paper are aware, there is no closed-form expression for option prices (or the transition density) in the setting of (32), regardless of the choice of N(dz). As such, we will compare our pricing approximation to prices of options computed via standard Monte Carlo methods.
Remark 10. 5 Note, the CEV model typically includes an absorbing boundary condition at S = 0. A more rigorous way to deal with degenerate dynamics, as in the CEV model, would be to approximate the solution of the Cauchy problem related to the process S t (as apposed to X t = log S t ). One would then equip the Cauchy problem with suitable Dirichlet conditions on the boundary s = 0, and work directly in the variable s ∈ R + as opposed to the log-price on x ∈ R. Indeed, this is the approach followed by Hagan and Woodward (1999) who approximate the true density p by a Gaussian density p 0 through a heat kernel expansion: note that the supports of p and p 0 are R + and R respectively. In order to take into account of the boundary behavior of the true density p, an improved approximation could be achieved by using the Green function of the heat operator for R + instead of the Gaussian kernel: this will be object of further research in a forthcoming paper.
We would also like to remark explicitly that our methodology is very general and works with different choices for the leading operator of the expansion, such as the constant-coefficient PIDEs we consider in the case of jumps. Nevertheless, in the present paper, when purely diffusive models are considered, we always take the heat operator as the leading term of our expansion. The main reasons are that (i) the heat kernel is convenient for its computational simplicity and (ii) the heat kernel allows for the possibility of passing directly from a Black-Scholes-type price expansion to an implied vol expansion.
Gaussian Lévy Measure
In our first numerical experiment, we consider the case of Gaussian jumps. That is, N(dz) is given by (33).
We fix the following parameters
Using Corollary 1, we compute the approximate prices u (0) (t, x; K) and u (3) (t, x; K) of a series of European puts over a range of strikes K and with times to maturity t = {0.25, 1.00, 3.00, 5.00} (we add the parameter K to the arguments of u (n) to emphasize the dependence of u (n) on the strike price K). To compute
we use the we the usual one-point Taylor series expansion (Example 1). We also compute the price u(t, x; K) of each put by Monte Carlo simulation. For the Monte Carlo simulation, we use a standard Euler scheme with a time-step of 10 −3 years, and we simulate 10 6 sample paths. We denote by u (MC) (t, x; K) the price of a put obtained by Monte Carlo simulation. As prices are often quoted in implied volatilities, we convert prices to implied volatilities by inverting the Black-Scholes formula numerically. That is, for a given put price u(t, x; K), we find σ(t, K) such that
where u BS (t, x; K, σ) is the Black-Scholes price of the put as computed assuming a Black-Scholes volatility of σ. For convenience, we introduce the notation
to indicate the implied volatility induced by option price u(t, x; K). The results of our numerical experiments are plotted in Figure 1 . We observe that IV[u (3) (t, x; K)] agrees almost exactly with IV[u (MC) (t, x; K)]. The computed prices u (3) (t, x; K) and their induced implied volatilities IV[u (3) (t, x; K)], as well as 95% confidence intervals resulting from the Monte Carlo simulations can be found in Table 1 .
Comparing one-point Taylor and Hermite expansions
As choosing different basis functions results in distinct option-pricing approximations, one might wonder:
which choice of basis functions provides the most accurate approximation of option prices and implied volatilities? We investigate this question in Figure 2 . In the left column, using the parameters in (35), we plot IV[u (n) (t, x; K)], t = 0.5, n = {0, 1, 2, 3, 4} where u (n) (t, x; K) is computed using both the one-point Hermite where
From Figure 2 , we observe that, for every n, the Taylor series expansion f
Taylor provides a better approximation of the function f (at least locally) than does the Hermite polynomial expansion f 
Computational speed, accuracy and robustness
In order for a method of obtaining approximate option prices to be useful to practitioners, the method must be fast, accurate and work over a wide range of model parameters. In order to test the speed, accuracy and robustness of our method, we select model parameters at random from uniform distributions within the following ranges
Using the obtained parameters, we then compute approximate option prices u (3) and record computation times over a fixed range of strikes using our third order one-point Taylor expansion (Example 1). As the exact price of a call option is not available, we also compute option prices by Monte Carlo simulation. The results are displayed in Tables 2 and 3 . The tables show that our third order price approximation u
consistently falls within the 95% confidence interval obtained from the Monte Carlo simulation. Moreover, using a 2.4 GHz laptop computer, an approximate call price u (3) can be computed in only ≈ 0.05 seconds. This is only four to five times larger than the amount of time it takes to compute a similar option price using standard Fourier methods in an exponential Lévy setting.
Variance Gamma Lévy Measure
In our second numerical experiment, we consider the case of Variance Gamma jumps. That is, N(dz) given by (34). We fix the following parameters:
Note that, by letting δ = 0, we have set the diffusion component of X to zero: a(x) = 0. Thus, X is a pure-jump Lévy-type process. Using Corollary 1, we compute the approximate prices u (0) (t, x; K) and u (2) (t, x; K) of a series of European puts over a range of strikes and with maturities t ∈ {0.5, 1.0}. To compute u (i) , i ∈ {0, 2}, we use the two-point Taylor series expansion (Example 2). We also compute the put prices by Monte Carlo simulation. For the Monte Carlo simulation, we use a time-step of 10 −3 years and we simulate 10 6 sample paths. At each time-step, we update X using the following algorithm
where Γ(a, b) is a Gamma-distributed random variable with shape parameter a and scale parameter b. Note that this is equivalent to considering a VG-type process with state-dependent parameters
These state-dependent parameters result in state-independent λ ± (i.e., λ ± remain constant). Once again, since implied volatilities rather than prices are the quantity of primary interest, we convert prices to implied volatilities by inverting the Black-Scholes formula numerically. The results are plotted in Figure 3 . We observe that IV[u (2) (t, x; K)] agrees almost exactly with IV[u (MC) (t, x; K)]. Values for u (2) (t, x; K), the associated implied volatilities IV[u (2) (t, x; K)] and the 95% confidence intervals resulting from the Monte Carlo simulation can be found in table 4.
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In this paper, we consider an asset whose risk-neutral dynamics are described by an exponential Lévy-type martingale subject to default. This class includes nearly all non-negative Markov processes. In this very general setting, we provide a family of approximations -one for each choice of the basis functions (i.e. Taylor, two-point Taylor, L 2 basis, etc.) -for (i) the transition density of the underlying (ii) European-style option prices and their sensitivities and (iii) defaultable bond prices and their credit spreads. For the transition densities, and thus for option and bond prices as well, we establish the accuracy of our asymptotic expansion.
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A Proof of Theorem 1
By hypothesis v n ∈ L 1 (R, dx), and thus, by standard Fourier transform properties we the following relation holds:
We now Fourier transform equation (24). At the left-hand side we have
Next, for the right-hand side of (24) we get
Thus, we have the following ODEs (in t) for v n (t, ξ)
One can easily verify (e.g., by substitution) that the solutions of (38) and (39) are given by (25) and (26) respectively.
B Mathematica code
The following Mathematica code can be used to generate the u n (t, ξ) automatically for Taylor series basis
The function u n (t, ξ) is now computed explicitly by typing u[n , t , ξ , x0 , k ] and pressing Shift+Enter.
Note that the function u n (t, ξ) can depend on a parameter k (e.g., log-strike) through the Fourier transform of the payoff function h(ξ, k). To compute u n (t, ξ) using other basis functions, one simply has to replace the first line in the code. For example, for Hermite polynomial basis functions, one re-writes the top line as
where HermiteH[n, x] is the Mathematica command for the n-th Hermite polynomial H n (x) (note that Mathematica does not normalize the Hermite polynomials as we do in equation (21)).
C Sketch of the Proof of Theorem 2
Proof. For sake of simplicity we only provide a sketch of the proof for the case δ(t, x) ≡ δ, µ(t, x) ≡ µ and N = 1. For the complete and detailed proof we refer to the companion paper Lorig et al. (2013) .
The main idea of the proof is to use our expansion as a parametrix. That is, our expansion will be the starting point of the classical iterative method introduced by Levi (1907) to construct the fundamental solution p(t, x; T, y). Specifically, as in Pagliarani et al. (2013) , we take as a parametrix our N -th order approximation p (N ) (t, x; T, y) with basis functions B n = (x −x) n and with x = y. By analogy with the classical approach (see, for instance, Friedman (1964) and Di Francesco and Pascucci (2005) , Pascucci (2011) for the purely diffusive case, or Garroni and Menaldi (1992) for the integro-differential case), we have 
where Z 0 (t, x; T, y) := Lp (1) (t, x; T, y),
The proof of Theorem 2, then, is based on some pointwise bounds for each term Z n in (41). These bounds, summarized in the next two propositions, can be combined with formula (40) to obtain the estimate for p(t, x; T, y) − p (1) (t, x; T, y) .
Proposition 2. There exists a positive constant C, only dependent on τ, m and M , such that
for any x, y ∈ R and t, T ∈ R with 0 ≤ t < T ≤ τ .
Proposition 3. There exists a positive constant C, only dependent on τ, m, M and (
for any n ≥ 0, x, y ∈ R and t, T ∈ R with 0 ≤ t < T ≤ τ .
The proofs of Proposition 2 and Proposition 3 are rather technical and are based on several global pointwise estimates for the fundamental solution of a constant coefficient integro-differential operator of the form (30), along with the semigroup property
We refer to Lorig et al. (2013) for detailed proofs.
Now, by equations (40), (41) and Proposition 3 we have
(by the semi-group property (42))
for any x, y ∈ R and t, T ∈ R with 0 ≤ t < T ≤ τ . Since
can be easily checked to be convergent, this concludes the proof. Gaussian-type jumps of Section 6.1.1. The solid lines corresponds to the IV induced by u (3) (t, x), which is computed using the one-point Taylor expansion (see Example 1). The dashed lines corresponds to the IV induced by u (0) (t, x) (again, using the usual one-point Taylor series expansion). The crosses correspond to the IV induced by u (MC) (t, x), which is the price obtained from the Monte Carlo simulation. Gaussian-type jumps discussed in Section 6.1.1. For each strike, the approximate call price u (3) is computed using the (usual) one-point Taylor expansion (see Example 1) as well as by Monte Carlo simulation. The obtained prices, as well as the associated implied volatilities (IV[u]) are displayed above. Note that, the approximate price u (3) (and corresponding implied volatility) consistently falls within the 95% confidence interval obtained from the Monte Carlo simulation. We denote by τ (n) the total time it takes to compute the n-th order approximation of option prices u (n) at the five strikes displayed in the table. Because total computation time depends on processor speed, in the last column, we give the ratio τ (3) /τ (0) . Note that τ
is a useful benchmark, as it corresponds to the total time it takes to compute the five call in an Exponential
Lévy setting (i.e., option prices with no local dependence) using standard Fourier techniques. Table 3 : After selecting model parameters randomly, we compute call prices (u) for the CEV-like model with Gaussian-type jumps discussed in Section 6.1.1. For each strike, the approximate call price u (3) is computed using the (usual) one-point Taylor expansion (see Example 1) as well as by Monte Carlo simulation. The obtained prices, as well as the associated implied volatilities (IV[u]) are displayed above. Note that, the approximate price u (3) (and corresponding implied volatility) consistently falls within the 95% confidence interval obtained from the Monte Carlo simulation. We denote by τ (n) the total time it takes to compute the n-th order approximation of option prices u (n) at the five strikes displayed in the table. Because total computation time depends on processor speed, in the last column, we give the ratio τ (3) /τ (0) . Note that τ
Lévy setting (i.e., option prices with no local dependence) using standard Fourier techniques. Table 4 : Prices (u), Implied volatilities (IV [u] ) and the corresponding confidence intervals from Figure 3 .
