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Resumen
Modelacio´n nume´rica del oleaje en zonas costeras con batimetr´ıa no
constante mediante Elementos Finitos
David Modesto Galende
En el presente documento se modela la propagacio´n de ondas lineales bajo una
batimetr´ıa variable haciendo uso de la ecuacio´n Mild Slope en su formulacio´n frecuen-
cial. El me´todo nume´rico escogido es Elementos Finitos con una aproximacio´n por
Galerkin Continua. El tratamiento del dominio de resolucio´n infinito se lleva a cabo
mediante la accio´n combinada de un truncamiento con un contorno artificial y un
material absorbente nume´rico (PML). Se impone una condicio´n de radiacio´n de pri-
mer orden en el contorno exterior del PML. A fin de validar el modelo nume´rico, tres
ejemplos de la literatura con solucio´n anal´ıtica son resueltos. Finalmente, se modela
la propagacio´n de un temporal sobre la geometr´ıa y batimetr´ıa reales del puerto de
Tarragona.
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Cap´ıtulo 1
Introduccio´n
1.1. Motivacio´n
La propagacio´n de oleaje en zonas costeras ha sido objeto de un amplio estudio en
el a´mbito de la modelacio´n nume´rica. Desde la de´cada de 1970, el intere´s en construir
estructuras que requer´ıan como variable de disen˜o la carga de la ola amplio´ el nu´mero
de modelos dedicados a reproducir el oleaje. Una de las mayores ventajas de estos mo-
delos, inherente al problema f´ısico, es que la propagacio´n de las olas marinas siempre
sigue una direccio´n bidimensional. Sin embargo, una de las principales dificultades es
reproducir los efectos de difraccio´n, reflexio´n y refraccio´n de la ola cuando e´sta se pro-
paga por el mar. Los dos primeros efectos son provocados por la incidencia de la ola
con obsta´culos f´ısicos presentes en el dominio de propagacio´n. En contra, la refraccio´n
es un feno´meno dependiente tambie´n de la batimetr´ıa, acoplando matema´ticamente
el dominio bidimensional con la direccio´n vertical de variacio´n de la profundidad.
En 1972, Berkhoff [3] desarrollo´ la ecuacio´nMild Slope, cuya variable es el potencial
escalar de velocidades del fluido. Esta ecuacio´n es capaz de combinar los efectos de
difraccio´n, reflexio´n y refraccio´n de la ola tomando como hipo´tesis un fondo marino
suave y poco inclinado. Adema´s, so´lo esta´ formulada para el dominio de propagacio´n,
por lo que resulta en una ecuacio´n bidimensional que tiene en cuenta la batimetr´ıa sin
necesidad de ampliar el espacio de resolucio´n. Para ello, hace uso de un coeficiente no
constante que incorpora la profundidad del fondo a trave´s de una relacio´n de dispersio´n
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de las ondas. Esta´ basada en un problema de contorno el´ıptico donde se emplea la
teor´ıa de ondas lineales de primer orden, dando as´ı lugar a un estudio frecuencial de
la propagacio´n de oleaje. Esto es, la superficie libre del mar es vista como un grupo de
ondas que se puede descomponer en mu´ltiples ondas individuales de frecuencia u´nica.
La ecuacio´n Mild Slope ha sido, desde entonces, utilizada asiduamente para mo-
delar el comportamiento y la altura de la ola en puertos y zonas costeras. Su estudio,
adema´s, ha dado lugar a diversas modificaciones de la ecuacio´n encaminadas a modelar
el oleaje con batimetr´ıas no necesariamente suaves (un ejemplo puede consultarse en
[21]). Del mismo modo, ha sido objeto de muchas y diversas aplicaciones de me´todos
nume´ricos que incluyen Diferencias Finitas [4], Elementos Finitos (FEM) acoplados
con el me´todo de Integrales de Contorno (BIM) [3], Elementos Finitos H´ıbridos [5] o
el me´todo de Elementos de Contorno (BEM) [24, 16].
En el presente trabajo se ha llevado a cabo la modelacio´n nume´rica, en dominio
frecuencial, de la ecuacio´n Mild Slope utilizando Elementos Finitos con una aproxi-
macio´n por Galerkin Continua. Un truncamiento del dominio se hace entonces ne-
cesario para obtener un dominio de resolucio´n del problema de oleaje que realmente
sea computacional. El tratamiento de este dominio infinito se realiza en dos pasos: el
truncamiento mediante la colocacio´n de un contorno artificial y la incorporacio´n de
un material nume´rico absorbente (PML). En el contorno exterior del PML se impone
una condicio´n de radiacio´n de primer orden.
1.2. Contenido
En el primer cap´ıtulo se detalla la modelacio´n de la propagacio´n de ondas lineales
sobre una batimetr´ıa no constante. Se parte de una formulacio´n no lineal (Seccio´n 2.2)
donde se establecen las hipo´tesis iniciales sobre el fluido, las ecuaciones de gobierno y
las condiciones de contorno no lineales en la variable z (direccio´n vertical de variacio´n
del fondo). Posteriormente, una linealizacio´n del problema (Seccio´n 2.3) y sus conse-
cuentes restricciones sobre el taman˜o de la onda se llevan a cabo, ejemplariza´ndose
en un caso particular de propagacio´n unidireccional. En la Seccio´n 2.4 se desacopla
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matema´ticamente la variable z del problema lineal. Para ello, se descompone la solu-
cio´n del problema en una funcio´n vertical o de perfil, dependiente exclusivamente de
esta variable, y otra dependiente so´lo de las direcciones de propagacio´n. Realizando
un ana´lisis frecuencial con una batimetr´ıa constante, en la Seccio´n 2.4.2 la solucio´n
anal´ıtica de la funcio´n de perfil es encontrada y el problema lineal transformado a un
problema u´nicamente bidimensional. Finalmente, en la Seccio´n 2.5 se deduce la ecua-
cio´nMild Slope en dominio tanto frecuencial como temporal-frecuencial. Las Secciones
2.6 y 2.7 siguientes tratan, respectivamente, algunas caracter´ısticas de la ecuacio´nMild
Slope y las condiciones t´ıpicas de contorno en un problema de propagacio´n de oleaje
en zonas costeras.
En el Cap´ıtulo 3 se tratan aspectos computacionales. En las dos primeras Secciones
3.1 y 3.2 se muestra el tratamiento del dominio infinito, incorporando el contorno arti-
ficial y el PML. En las siguientes Secciones 3.3-3.5 se detalla la aplicacio´n del me´todo
de Elementos Finitos al problema de propagacio´n con el dominio computacional ma´s
el PML.
En el Cap´ıtulo 4 se testea el modelo nume´rico en varios ejemplos con solucio´n
anal´ıtica que se pueden encontrar en la literatura. E´stos incluyen una propagacio´n
unidimensional desde mar adentro hacia la costa (Seccio´n 4.1), un problema de re-
flexio´n y difraccio´n con fondo constante (Seccio´n 4.2) y un problema de reflexio´n,
difraccio´n y refraccio´n con fondo variable (Seccio´n 4.3). Finalmente, el modelo es
aplicado a la geometr´ıa y batimetr´ıa reales del puerto de Tarragona (Seccio´n 4.4).
Por u´ltimo, algunas conclusiones se exponen en el Cap´ıtulo 5.
Cap´ıtulo 2
Propagacio´n de ondas lineales
2.1. Problema f´ısico
El oleaje marino, consecuencia de la friccio´n del viento y su consecuente inter-
cambio de energ´ıa con la superficie libre de agua, es objeto de estudio y simulacio´n
intensiva desde hace de´cadas (i.e. ve´ase [3, 4, 15, 5]). Reproducir el transporte de
energ´ıa y su alteracio´n por medio de varios feno´menos f´ısicos resulta clave a la hora
de simular la variacio´n de la superficie libre del mar y sus efectos sobre mu´ltiples
aplicaciones ingenieriles. Este transporte depende en gran medida de dos tipos de
contornos f´ısicos: los situados en el dominio de propagacio´n, as´ı como diques, rom-
peolas, muros o playas, ma´s el propio fondo marino. Los dos contornos influyen en la
propagacio´n del oleaje de distinta forma aunque con consecuencias comunes: ambos
son capaces de provocar tanto un cambio de direccio´n de avance de las olas como
variaciones tambie´n en su altura. Adema´s, particularmente la topograf´ıa del terreno
afecta a la velocidad de propagacio´n y a la longitud de la onda. Otros son efectos
ma´s concretos pero no por ello menos relevantes tales como la rotura de las olas, las
corrientes marinas o el arrastre de finos por mecanismos de friccio´n.
Dos efectos dominantes suceden cuando una ola, al propagarse, incide sobre un
cierto contorno. Si dicho contorno refleja total o parcialmente la energ´ıa de una onda
incidente se produce la reflexio´n del oleaje, un cambio de direccio´n de propagacio´n
dependiente directamente del a´ngulo de incidencia. Todo objeto adema´s tiene asocia-
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da una zona adyacente donde el oleaje no tiene efecto tras incidir en e´l. Al no haber
propagacio´n en estas a´reas su energ´ıa es baja en comparacio´n con los puntos de inci-
dencia, de ah´ı que tales a´reas se conozcan con el nombre de zonas de sombra. Si las
dimensiones del obsta´culo son mucho mayores que la longitud de la onda que le incide
la zona de sombra es casi total y el efecto ma´s visible es la comentada reflexio´n. Por el
contrario si la onda es muy larga en comparacio´n con el taman˜o del objeto, el a´rea de
sombra, respecto el a´rea de incidencia, es menor. Es en esta situacio´n donde los altos
gradientes energe´ticos entre ambas zonas provocan una propagacio´n perpendicular al
avance del frente de olas incidente. Este efecto es la llamada difraccio´n del oleaje.
Por otro lado, a medida que el oleaje se propaga ya sea difracta´ndose y/o re-
fleja´ndose, el movimiento oscilatorio de las part´ıculas que forman la superficie libre
tiene tendencia a generar otro movimiento ma´s en el fluido, cuya direccio´n es perpendi-
cular al plano de propagacio´n y su sentido es el´ıptico (una representacio´n esquema´tica
de este movimiento se puede ver en la Figura 2.1). Es este nuevo movimiento osci-
latorio el que ‘conecta’ la superficie con el fondo del mar. De este modo, cuando la
profundidad no es suficientemente alta dicha corriente fricciona con las part´ıculas
del fondo, intercambiando energ´ıa y disminuyendo as´ı la velocidad del tren de olas.
Cuanto ma´s someras son las aguas mayor es por tanto el efecto que el fondo produce
sobre la superficie. Sin embargo cuando las aguas son lo suficientemente profundas, el
movimiento de la superficie libre no es capaz de afectar a las part´ıculas de fluido ma´s
pro´ximas al fondo por lo que su velocidad no se ve alterada (obse´rvese en la Figura
2.1 co´mo el movimiento el´ıptico disminuye con la profundidad). Por esta razo´n, si la
batimetr´ıa del fondo marino no es constante la velocidad de los distintos grupos de
ondas que generan la superficie sera´ diferente en cada punto del dominio de propaga-
cio´n. La consecuencia f´ısica es que e´stos tendera´n a girar para obtener una direccio´n
de avance lo ma´s paralela posible a la l´ınea de ma´xima pendiente del fondo. Este
efecto es conocido como la refraccio´n del oleaje.
En esta tesis se propone un caso particular de propagacio´n donde el fondo marino
var´ıa con objeto de simular tanto la difraccio´n/reflexio´n, u´nicos efectos presentes bajo
una batimetr´ıa constante, como la refraccio´n. En la Figura 2.2 se presenta este modelo,
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Figura 2.1: Movimiento oscilatorio el´ıptico perpendicular a la propagacio´n
donde η(x, y, z, t) denota la superficie libre, h(x, y) la profundidad, D el fondo medio
y H, l la altura y longitud de la onda respectivamente.
Figura 2.2: Perfil de propagacio´n de una onda sobre un fondo inclinado
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2.2. Formulacio´n matema´tica no lineal
En esta seccio´n se presentan las ecuaciones y las condiciones de contorno que
gobiernan la modelacio´n matema´tica del modelo escogido para una onda no lineal. Se
comienza con la eleccio´n de un fluido ideal, homoge´neo e incompresible, tras lo cual se
demuestra co´mo e´ste puede ser considerado tambie´n irrotacional si se supone nula su
vorticidad1 en todo el contorno y para cualquier instante de tiempo. Utilizando estas
hipo´tesis y partiendo de las ecuaciones de continuidad y conservacio´n del momento
para un medio continuo se deduce el problema de ondas no lineales. Aqu´ı se incluyen
dos condiciones de contorno formuladas en la variable espacial z que imponen que
tanto el fondo marino como la superficie libre, a lo largo del tiempo, siempre han de
estar formadas por las mismas part´ıculas.
Debido a la complejidad que conlleva resolver este problema, una linealizacio´n y
una aproximacio´n a su resolucio´n en el perfil son desarrolladas en las secciones 2.3 y
2.4.
2.2.1. Ecuaciones de gobierno
Conside´rese un fluido donde las descripciones espaciales del campo vectorial de
velocidades, la viscosidad dina´mica y la densidad quedan denotadas por v, µ y ρ
respectivamente. Entonces, particularizando para un fluido ideal, homoge´neo e in-
compresible, se tiene
µ = 0, (2.1)
ρ(x, y, z, t) = ρ(t), (2.2)
Dρ
Dt
= 0, (2.3)
donde (2.1) se cumple para un fluido ideal, (2.2) para uno homoge´neo y (2.3) para
uno incompresible. Utilizando la definicio´n de la derivada material (2.3) como derivada
1Cuantificacio´n de la tendencia que tiene el campo vectorial de velocidades del fluido a inducir
una rotacio´n de las part´ıculas alrededor de un punto.
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espacial (∂/∂t) ma´s derivada convectiva (v∇) y la condicio´n (2.2) de forma equivalente
como ∇ρ = 0, se obtiene un fluido de densidad constante e independiente del tiempo,
Dρ
Dt
=
∂ρ
∂t
+ v∇ρ = 0
∇ρ = 0

 ρ(t) = ρ = constante.
De modo semejante, usando la ecuacio´n de continuidad Dρ
Dt
+ ρ∇ · v = 0 junto con la
hipo´tesis de incompresibilidad (2.3) resulta un fluido cuyo campo de velocidades tiene
divergencia nula (campo solenoidal),
∇ · v = 0. (2.4)
La ecuacio´n (2.4) es por tanto la ecuacio´n de gobierno para un fluido incompresible al
que adema´s, en este caso, se le impone que sea no viscoso y con densidad constante,
tanto en espacio como en tiempo. No´tese que esta ecuacio´n, pese a ser escalar, depende
de la variable vectorial v = (v1, v2, v3)
T. Sin embargo, se puede reducir el nu´mero
de inco´gnitas de tres a tan so´lo una debido a que el campo de velocidades de un
fluido ideal, homoge´neo e incompresible se puede considerar tambie´n irrotacional o
conservativo2.
A modo de demostracio´n, conside´rese la ecuacio´n de conservacio´n del momento
(ecuacio´n del movimiento) para un fluido cuyo tensor de tensiones de Cauchy, denota-
do por σ, se divide en un tensor esfe´rico (dependiente de la presio´n p) ma´s una parte
desviadora tal que σ = −pI + S,
ρ
∂v
∂t
+ ρv∇v = ρb+∇ · σ. (2.5)
Considerando un fluido newtoniano, el tensor desviador se expresa de manera lineal
con el tensor de velocidad de deformacio´n, denotado ∇Sv (gradiente sime´trico de la
velocidad), como S = (λ∇ · v) I + 2µ∇Sv donde λ es el llamado segundo coeficiente
2Su rotacional es nulo, ∇× v = 0.
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de viscosidad. Aplicando (2.1) y (2.4) no´tese co´mo el fluido resta totalmente iso´tropo
(S = 0) por lo que ∇ · σ = −∇p, obtenie´ndose la siguiente ecuacio´n de movimiento
para un fluido ideal e incompresible
∂v
∂t
+ v∇v + 1
ρ
∇p = b. (2.6)
Tomando el operador rotacional en ambos lados de (2.6), definiendo la vorticidad
del fluido como ω = ∇ × v y adoptando un campo de fuerzas ma´sicas conservativo
b = (0, 0,−g)T, resulta
∂ω
∂t
+∇× (v∇v) +∇×
(
1
ρ
∇p
)
= 0.
Utilizando ahora varias identidades del ca´lculo vectorial3 los te´rminos∇× (•) de esta
ecuacio´n pueden ser expresados en funcio´n de ∇ ·v y ∇ρ. Aplicando entonces a estos
te´rminos las hipo´tesis (2.2) y (2.4) la ecuacio´n (2.6) se reduce directamente a
∂ω
∂t
+ v∇ω − ω∇v = 0, (2.7)
que es la llamada ecuacio´n de vorticidad de un fluido ideal, homoge´neo e incompresi-
ble. Obse´rvese que (2.7) presenta la estructura de una ecuacio´n vectorial de transporte
con el segundo sumando como te´rmino convectivo (con v como velocidad conveccio´n)
y el tercero como te´rmino de reaccio´n. No´tese tambie´n que para un dominio Ω ⊂ R3
la produccio´n de vorticidad en cualquier punto de Ω es inexistente debido a que el
te´rmino fuente de (2.7) es nulo. De este modo, imponiendo4
ω|t=t0 = 0 ∀(x, y, z) ∈ Ω,
ω|∂Ω = 0 ∀t ∈ R+,
3
v∇v = ∇( 1
2
v · v)− v×ω, ∇× (v × ω) = −ω∇ · v+ω∇v− v∇ω, ∇×∇(•) = 0 y∇ ·ω = 0.
4El hecho de imponer vorticidad nula en el contorno no es una restriccio´n demasiado fuerte porque
el fluido es considerado no viscoso.
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resulta un fluido irrotacional tal que
ω =∇× v = 0 ∀(x, y, z) ∈ Ω, ∀t ∈ R+ =⇒ v = ∇Φ, (2.8)
donde Φ es un potencial escalar. As´ı, la ecuacio´n de incompresibilidad (2.4) pasa a
ser la ecuacio´n de Laplace cuando se aplica (2.8). Una forma co´moda de escribirla,
u´til a partir de la Seccio´n 2.4, es desacoplando el operador laplaciano en el plano de
propagacio´n x− y ma´s el perfil z como ∆ = ∆x,y +∆z = ∆2 + ∂2/∂z2,
∇ · (∇Φ) = ∆Φ = ∆2Φ+ ∂
2Φ
∂z2
= 0. (2.9)
Se observa como ahora la ecuacio´n (2.9) modela el comportamiento del fluido ideal,
incompresible y de densidad constante haciendo uso de tan so´lo una inco´gnita.
La segunda ecuacio´n de gobierno, que jugara´ un papel importante en la poste-
rior deduccio´n de las condiciones de contorno, parte de imponer que la ecuacio´n de
movimiento (2.6) se verifique para un fluido irrotacional (2.8),
∂
∂t
(∇Φ) +∇Φ · ∇(∇Φ) + 1
ρ
∇p = b,
que es equivalente a escribir
∇
(
∂Φ
∂t
+
1
2
∇Φ · ∇Φ + p
ρ
+ gz
)
= 0,
donde se ha tenido en cuenta que ∇(−gz) = b. Obse´rvese que la suma de te´rminos
entre pare´ntesis puede ser u´nicamente una funcio´n escalar dependiente del tiempo.
Denotando esta funcio´n como E(t),
∂Φ
∂t
+
1
2
∇Φ · ∇Φ + p
ρ
+ gz = E(t). (2.10)
La ecuacio´n (2.10) es conocida como ecuacio´n de Bernoulli y establece un balan-
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ce de energ´ıa en el medio. Los dos primeros te´rminos representan una energ´ıa por
movimiento (cine´tica), el tercero es una energ´ıa de presio´n y el u´ltimo una energ´ıa
potencial debida al campo gravitatorio. De manera general este balance puede variar
a lo largo del tiempo. En el caso concreto del fluido ideal, homoge´neo e incompresible
que se esta´ analizando, donde no hay disipacio´n ni adicio´n de energ´ıa de un instante
de tiempo a otro, la funcio´n E(t) permanece constante. Adema´s, una variacio´n tem-
poral o constante Φˇ = Φ+ f(t) del potencial Φ no afecta al campo de velocidades del
fluido, v = ∇Φ = ∇Φˇ. Por tanto, sin pe´rdida de generalidad, se puede tomar E(t)
como una energ´ıa de presio´n constante E = p0
ρ
donde p0 es una presio´n de referencia.
Reescribiendo entonces los te´rminos de (2.10) se obtiene
∂Φ
∂t
+
1
2
∇Φ · ∇Φ+ p− p0
ρ
+ gz = 0, (2.11)
que es la comentada segunda ecuacio´n de gobierno.
2.2.2. Condiciones de contorno en el perfil
Una vez establecidas las ecuaciones fundamentales (2.9) y (2.11) que debe cum-
plir un fluido ideal e incompresible de densidad constante, se procede a particu-
larizar el problema general a una propagacio´n del oleaje con una superficie libre
z = η(x, y, z, t) y un fondo marino z = −h(x, y). Para ello se definen ambos con-
tornos como superficies materiales descritas en coordenadas espaciales. Por tanto,
denotando por F1(x, y, z, t) = z − η = 0 la descripcio´n espacial de η(x, y, z, t) y por
F2(x, y, z) = z + h = 0 la descripcio´n espacial de h(x, y) (ver Figuras 2.3 y 2.4),
se cumple por definicio´n que a lo largo del tiempo una part´ıcula de una superficie
material no puede dejar de pertenecer a ella. De este modo, se impone
DFi
Dt
= 0, i = {1, 2} . (2.12)
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Figura 2.3: Fondo marino definido como superficie material
Figura 2.4: Superficie libre definida como superficie material
La ecuacio´n (2.12) puede ser desarrollada expandiendo la derivada material como
derivada espacial ma´s derivada convectiva, de forma ide´ntica a lo realizado con la
ecuacio´n (2.3). Particularizando para el fondo marino (i = 2) la descomposicio´n resulta
en la condicio´n ∇Φ · ∇F2 = 0, donde se aprecia que la velocidad normal al fondo de
las part´ıculas que lo forman debe ser nula. Reescribiendo los te´rminos se obtiene la
llamada condicio´n cinema´tica de fondo,
∂Φ
∂z
= −∇Φ · ∇h en z = −h(x, y). (2.13)
En el caso de la superficie libre (i = 1), el mismo procedimiento resulta en la condicio´n
cinema´tica de superficie,
∂Φ
∂z
=
∂η
∂t
+∇Φ · ∇η en z = η(x, y, z, t). (2.14)
Se puede ver co´mo ahora esta condicio´n depende no tan so´lo de Φ sino tambie´n de la
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superfice η. Para conseguir una condicio´n de contorno formulada so´lo en te´rminos del
potencial se evalu´a la segunda ecuacio´n de gobierno (2.11) en z = η para una presio´n
de referencia p0 = patm = p|z=η, obtenie´ndose as´ı una relacio´n muy u´til entre ambas
inco´gnitas e independiente de la presio´n del fluido,
η = −1
g
(
∂Φ
∂t
+
1
2
∇Φ · ∇Φ
)
. (2.15)
La ecuacio´n de Bernoulli, particularizada en (2.15), permite por tanto obtener la
superficie libre una vez se haya resuelto el problema de ondas en funcio´n del potencial.
Utiliza´ndola en la condicio´n cinema´tica de superficie (2.14) y reagrupando los te´rminos
se obtiene la llamada condicio´n dina´mica que tiene en cuenta el movimiento del fluido,
g
∂Φ
∂z
+
∂2Φ
∂t2
+
∂
∂t
(∇Φ · ∇Φ) +∇Φ · [∇Φ · ∇(∇Φ)] = 0 en z = η(x, y, t), (2.16)
donde ahora la condicio´n de contorno (2.16) depende so´lo del potencial Φ.
2.2.3. Problema de ondas no lineal
Resumiendo el desarrollo de los dos apartados anteriores, el problema de ondas
no lineal en la variable z queda definido por la ecuacio´n de Laplace (2.9) y las condi-
ciones de contorno cinema´tica (2.13) para el fondo marino y dina´mica (2.16) para la
superficie. Denotando por Ωz = {x ∈ R3, (x, y) ∈ R2 | − h(x, y) < z < η(x, t)} el do-
minio de resolucio´n en el perfil, el problema de propagacio´n de oleaje con profundidad
variable resulta
∆2Φ +
∂2Φ
∂z2
= 0 en Ωz,
g
∂Φ
∂z
+
∂2Φ
∂t2
+
∂
∂t
(∇Φ · ∇Φ) +∇Φ · [∇Φ · ∇(∇Φ)] = 0 en z = η(x, t),
∂Φ
∂z
= −∇Φ · ∇h en z = −h(x, y).


(2.17)
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2.3. Linealizacio´n
El problema definido en (2.17) es susceptible de ser linealizado dando lugar a un
problema de propagacio´n menos preciso pero ma´s sencillo de resolver. Sin embargo, el
proceso de linealizacio´n no se remite en este caso a linealizar u´nicamente la ecuacio´n
(2.16) debido a que la superficie libre η, inco´gnita del problema, esta´ presente en
el dominio de resolucio´n, tanto en z = η(x, y, z, t) como en Ωz. Sera´n necesarias
restricciones adicionales sobre la forma de la onda segu´n las aguas sean profundas
(sin influencia del fondo) o poco profundas (con mucha influencia del fondo).
Como ejemplo ilustrativo, estas restricciones son deducidas a partir de un caso
particular de oleaje donde, por simplicidad, la propagacio´n es unidireccional y el
fondo constante.
2.3.1. Restricciones adicionales. Long-crested linear waves
Conside´rese el problema de propagacio´n (2.17) u´nicamente definido en la direccio´n
x (ondas casi invariantes en la direccio´n y) donde la ecuacio´n (2.16) se descompone
en (2.14) y (2.15). Particularizando para un fondo constante h y linealizando las
ecuaciones se obtiene el siguiente problema de ondas en el plano z − x (long-crested
linear waves)
∂2Φ
∂x2
+
∂2Φ
∂z2
= 0 en − h < z < η(x, z, t) (Laplace),
∂Φ
∂t
= −gη en z = η(x, z, t) (Bernoulli),
∂Φ
∂z
=
∂η
∂t
en z = η(x, z, t) (Cinema´tica de superficie),
∂Φ
∂z
= 0 en z = −h (Cinema´tica de fondo),
donde el dominio depende de la superficie libre η.
A continuacio´n se utiliza un procedimiento cla´sico, como es la te´cnica de separacio´n
de variables, con objetivo de resolver anal´ıticamente este ejemplo y encontrar as´ı una
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familia de soluciones de la ecuacio´n de Laplace. Descomponiendo el potencial Φ en
tres funciones dependientes de una u´nica variable como Φ(x, z, t) = X(x)Z(z)T (t) y
sustituyendo en la ecuacio´n de gobierno del problema propuesto resulta, asumiendo
que T (t) 6= 0 ∀t ∈ R+,
1
X
d2X
dx2
= − 1
Z
d2Z
dz2
= −k2,
donde −k2 es una constante elegida as´ı por conveniencia. De esta expresio´n no´tese
que surgen dos ecuaciones diferenciales ordinarias lineales para las variables espaciales
x y z,
d2X
dx2
+ k2X = 0,
d2Z
dz2
− k2Z = 0,
cuyas soluciones generales, deducidas a partir de las ra´ıces del polinomio caracter´ıstico
de cada una de ellas, son
X(x) = A cos(kx) +B sin(kx), (2.18)
Z(z) = Cekz +De−kz,
donde A, B, C, D son constantes de integracio´n. No´tese co´mo la constante k hace re-
ferencia al nu´mero de onda al estar introducida dentro de las funciones trigonome´tricas
como factor multiplicante de x (cuando k aumenta tambie´n lo hace la frecuencia de
la funciones cos y sin). El potencial queda as´ı de la forma
Φ(x, z, t) = (A cos(kx) +B sin(kx))
(
Cekz +De−kz
)
T (t).
Utilizando entonces la condicio´n de contorno cinema´tica de fondo,
∂Φ
∂t
∣∣∣∣
z=−h
= XTk
(
Ce−kh −Dekh) = 0 =⇒ Ce−kh = Dekh = Γ
2
,
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donde Γ es de nuevo una constante que permite expresar de forma ma´s co´moda el
potencial como Φ(x, z, t) = Γ cosh [k (z + h)] (A cos(kx) +B sin(kx))T (t). Aplicando
entonces la condicio´n cinema´tica de superficie,
∂η
∂t
∣∣∣∣
z=η
= kΓ sinh(kη + kh) (A cos(kx) +B sin(kx))T (t), (2.19)
obteniendo as´ı una ecuacio´n (2.19) que es no lineal en η pese haber linealizado previa-
mente las ecuaciones en la definicio´n del ejemplo. Este hecho confirma que tambie´n es
necesario linealizar el dominio de resolucio´n para obtener un problema de ondas ı´nte-
gramente lineal. Continuando el desarrollo, se prueba a linealizar la ecuacio´n (2.19)
utilizando una aproximacio´n por Taylor de la funcio´n sinh centrada en kh y de incre-
mento kη, resultando
sinh(kη + kh) ≃ sinh(kh) ⇐⇒ k|η| ≪ kh y k|η| ≪ 1. (2.20)
La linealizacio´n (2.20) supone evaluar las condiciones de superficie en z = η = 0.
Adema´s se ha de cumplir independientemente de la profundidad del fondo marino,
tanto para aguas someras como para aguas profundas.
En aguas someras las ondas se propagan con una longitud mucho mayor a la
profundidad del fondo, cumplie´ndose h ≪ L, mientras que para aguas profundas es
justo lo contrario, de tal forma que h ≫ L. Obse´rvese que ambas definiciones junto
con la condicio´n (2.20) dan lugar a las siguientes dos restricciones,
|η| ≪ h =⇒ H
D
≪ 1 para aguas someras, (2.21)
k|η| ≪ 1 =⇒ H
L
≪ 1 para aguas profundas. (2.22)
La condicio´n (2.21) supone que las ondas son cortas de amplitud respecto la profundi-
dad del fondo marino, mientras que (2.22) impone ondas de gran longitud respecto a su
altura (ondas largas). Ambas son restricciones sobre el taman˜o de la onda que surgen
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de linealizar completamente (las ecuaciones y el dominio de resolucio´n) el problema
de propagacio´n de oleaje.
2.3.2. Problema de ondas lineal
Asumiendo las restricciones (2.21) y (2.22) anteriormente comentadas, la linealiza-
cio´n completa del correspondiente problema (2.17) de propagacio´n de oleaje no lineal
da lugar a
∆2Φ+
∂2Φ
∂z2
= 0 en − h(x, y) < z < 0,
∂Φ
∂z
= −1
g
∂2Φ
∂t2
en z = 0,
∂Φ
∂z
= −∇Φ · ∇h en z = −h(x, y),


(2.23)
que sera´ a partir de ahora el problema de ondas lineales que se desea resolver, tras lo
cual la superficie libre puede ser expresada en funcio´n de la solucio´n de (2.23) usando
la siguiente linealizacio´n de la ecuacio´n (2.15)
η(x, y, t) = −1
g
∂Φ
∂t
∣∣∣∣
z=0
. (2.24)
2.4. Reduccio´n a un problema bidimensional
La propagacio´n del oleaje, como feno´meno f´ısico, es puramente bidimensional pues
la direccio´n que siguen las olas al propagarse siempre se encuentra sobre el plano x−y.
Au´n as´ı el acoplamiento con el fondo, modelado en el recie´n hallado problema (2.23),
impone que matema´ticamente la coordenada z tambie´n sea tomada en cuenta. En esta
seccio´n se introduce el procedimiento ba´sico que permite desacoplar del problema de
ondas lineal esta z− dependencia, reducie´ndose as´ı a una ecuacio´n matema´ticamente
bidimensional que debe ser resuelta u´nicamente en el dominio de propagacio´n. No
obstante no se pretende aqu´ı deducir la ecuacio´n Mild Slope, tan so´lo se halla la
expresio´n anal´ıtica de la solucio´n en z que servira´ como base para su desarrollo en la
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Seccio´n 2.5. Dicha solucio´n parte de una idea tan aparentemente simple como es la
separacio´n de variables, el mismo procedimiento utilizado en la Seccio´n 2.3.1.
Sin embargo la obtencio´n de una expresio´n para el perfil que sea anal´ıtica y simple
no es sencilla si no se toma, por un lado, una hipo´tesis tan restrictiva como es suponer
fondo constante en todo el dominio. Por otro lado se realiza tambie´n un estudio lineal
para una u´nica onda progresiva armo´nica de frecuencia ω dada (onda viajera que
transporta energ´ıa), procedimiento que permite desacoplar la variable temporal t del
problema.
2.4.1. Funcio´n de perfil
El objetivo del siguiente desarrollo es un obtener un problema formulado so´lo en la
variable z (problema en el perfil), para lo cual se redefine el potencial de velocidades
como
Φ(x, y, z, t) = f(z)φ(x, y, t), (2.25)
donde φ es un potencial reducido dependiente exlusivamente del dominio de propa-
gacio´n y del tiempo, y donde f(z) es la llamada funcio´n de perfil. Se pretende por
tanto encontrar una expresio´n anal´ıtica de f que cumpla el problema (2.23). As´ı,
substituyendo (2.25) en dicho problema se obtiene el sistema
f∆φ+ f ′′φ = 0 en − h(x, y) < z < 0, (2.26)
φf ′ = −f
g
∂2φ
∂t2
en z = 0, (2.27)
φf ′ = −f∇φ · ∇h en z = −h(x, y), (2.28)
donde las tres ecuaciones siguen acopladas en (x, y, z, t). Para conseguir el objetivo
propuesto se tiene que eliminar de todas ellas la dependencia de φ. Concretamente la
dependencia temporal, presente en (2.27), puede ser eliminada realizando un estudio
frecuencial del problema. Para ello se considera que la propagacio´n de la superficie
libre a lo largo del tiempo se puede reducir a la propagacio´n simulta´nea de multitud
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de ondas armo´nicas, cada una de ellas con su frecuencia caracter´ıstica ω. El uso de
esta te´cnica es posible aprovechando la linealidad del sistema (2.23) y de su solucio´n,
de tal forma que el oleaje f´ısico sea el resultado de la combinacio´n lineal de cada una
de estas soluciones armo´nicas. De esta manera, se impone que el potencial reducido
corresponda a una onda monocroma´tica u onda armo´nica de frecuencia u´nica,
φ(x, y, t) = φ1(x, y) cos(ωt) + φ2(x, y) sin(ωt)
= Re
[
(φ1 + iφ2)e
−iωt] = Re [ϕ(x, y)e−iωt] . (2.29)
En (2.29) se ha representado este potencial monocroma´tico usando la variable com-
pleja ϕ(x, y), especialmente u´til en el estudio frecuencial de un problema armo´nico.
Adoptando esta nueva variable, el potencial reducido φ y el potencial Φ son expre-
sados en forma compleja como φ˜(x, y, t) = ϕ(x, y)e−iωt y Φ˜(x, y, z, t) = f(z) φ˜(x, y, t)
tales que, segu´n (2.29), se cumple
Φ = Re Φ˜, φ = Re φ˜.
Aplicando el potencial complejo φ˜ a la condicio´n dina´mica de superficie (2.27) la de-
pendencia sobre (x, y) desaparece y la temporal se ve substituida por una dependencia
frecuencial, resultando
f ′ − ω
2
g
f = 0 en z = 0. (2.30)
Del mismo modo las ecuaciones (2.26) y (2.28) tambie´n deben ser aplicadas usando el
potencial complejo, aunque sin embargo el ana´lisis frecuencial no anula la dependen-
cia espacial sobre (x, y) de estas expresiones. En el caso de la condicio´n cinema´tica
(2.28) esta dependencia se elimina tomando como hipo´tesis que el fondo es un plano
horizontal, de tal forma que as´ı se consigue anular el gradiente de la funcio´n de fondo,
∇h = 0, restringiendo el caso de ana´lisis a h(x, y) = h (constante). Procediendo, la
condicio´n cinema´tica se vuelve
f ′ = 0 en z = −h. (2.31)
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Para la ecuacio´n de Laplace (2.26) no hace falta ninguna hipo´tesis adicional, simple-
mente esta dependencia desaparece reescribie´ndola como
−∆φ˜
φ˜
= −∆ϕ
ϕ
=
f ′′
f
= λ =⇒ f ′′ − λf = 0 en − h < z < 0, (2.32)
donde λ debe ser por fuerza una constante.
2.4.2. Problema de Sturm-Liouville
La ecuacio´n (2.32) ma´s las condiciones de contorno (2.31) y (2.30) dan lugar al
siguiente problema de Sturm-Liouville cuya solucio´n es la funcio´n de perfil buscada,
f ′′ − λf = 0 en − h < z < 0,
f ′ − ω
2
g
f = 0 en z = 0,
f ′ = 0 en z = −h.


(2.33)
No´tese co´mo (2.33) es un sistema homoge´neo completo y, en consecuencia, la funcio´n
f(z) no es u´nica sino que pertenece a una familia de autofunciones asociadas a los
distintos autovalores λ para los cuales el sistema tiene solucio´n no trivial (f 6= 0). Di-
chos autovalores verifican la relacio´n k2 = λ, con k como ra´ız constante del polinomio
caracter´ıstico, dando as´ı lugar a autofunciones de la forma f(z) = Ae
√
λz + Be−
√
λz
con A, B constantes. Procediendo de manera ana´loga a la Seccio´n 2.3.1, se utiliza la
condicio´n cinema´tica (2.31) para reescribir esta familia en te´rminos de una funcio´n
hiperbo´lica,
f(z) = Γ cosh
[√
λ(z + h)
]
= Γ cosh[k(z + h)], (2.34)
donde Γ es una constante. No´tese que efectivamente f(z) toma un valor diferente para
cada autovalor λ. Al no ser (2.33) un problema completamente definido, Γ no queda
determinada con la condicio´n de contorno restante (2.30). Al aplicar dicha condicio´n
se obtiene una relacio´n tan so´lo en funcio´n del para´metro k conocida como relacio´n
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de dispersio´n,
kg tanh(kh) = ω2, (2.35)
que muestra matema´ticamente la dependencia entre k, ω y h. Dada la definicio´n del
autovalor λ mostrada en (2.32) se deriva que k forma parte de la llamada ecuacio´n de
Helmholtz,
∆ϕ+ k2ϕ = 0. (2.36)
Se recuerda que la solucio´n de la versio´n unidimensional de (2.36), ya vista en (2.18),
es una combinacio´n lineal de funciones cos y sin de tal forma que el nu´mero k hace
referencia al nu´mero de onda. De este modo la relacio´n (2.35) pone de manifiesto
la dependiencia que tiene la velocidad de la onda c = ω/k respecto el fondo h, una
dependencia ya comentada en la Seccio´n 2.1.
Hasta ahora se ha procedido a obtener f(z) sin restringir el espacio vectorial al
cual pertenece el nu´mero de onda. Por tanto un ana´lisis ma´s detallado (ver [8]) se
debe llevar a cabo para los casos λ > 0 (k ∈ R) y λ < 0 (k ∈ C) con objetivo de
cuantificar el nu´mero de autovalores λ que otorgan una solucio´n definida y no trivial
de (2.33). Cabe remarcar que este ana´lisis, teniendo la expresio´n (2.34) en funcio´n de
k, se centra exclusivamente en encontrar cua´ntos nu´meros de onda diferentes verifican
la ecuacio´n de dispersio´n.
Procediendo para el caso real k ∈ R, la ecuacio´n (2.35) puede ser descrita de forma
equivalente utilizando la notacio´n Ω = hω2/g y K = kh (Ω, K ∈ R) como
Ω2
K
= tanhK.
Los valores de K que verifican esta nueva ecuacio´n vienen dados por la interseccio´n de
las curvas Ω2/K y tanhK. Segu´n se muestra en la Figura 2.5, aceptando so´lo valores
positivos del nu´mero de onda u´nicamente existe un autovalor capaz de satisfacer el
problema de Sturm-Liouville. Denotando por K0 = k0h esta u´nca raiz, la correspon-
diente funcio´n de perfil o autofuncio´n (2.34), usualmente dada tal que f(0) = 1 de
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Figura 2.5: Solucio´n de la ecuacio´n de dispersio´n para el valor real K = kh
modo que Γ = 1/ cosh(kh), es
f0(z) =
cosh[k0(z + h)]
cosh(k0h)
. (2.37)
Procediendo ana´logamente para el caso complejo k ∈ C, se redefine de nuevo la
ecuacio´n de dispersio´n donde ahora K es un nu´mero complejo puro denotado porK =
iκ (κ ∈ R). Utilizando entonces la relacio´n trigonome´trica tanh z = −i tan(iz) ∀z ∈ C
la ecuacio´n (2.35) resulta
Ω2
κ
= − tanκ.
En la Figura 2.6 se grafica de nuevo la ecuacio´n de dispersio´n en te´rminos de κ.
Obse´rvese que a diferencia del caso anterior ahora existen infinitos autovalores que
satisfacen el problema de Sturm-Liouville, cuyos nu´meros de onda complejos asociados
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Figura 2.6: Solucio´n de la ecuacio´n de dispersio´n para el valor imaginario K = iκ
se denotan por kn = Kn/h = iκn/h. De este modo las autofunciones para cada uno
de estos autovalores vienen expresadas de forma ana´loga a (2.37) como
fn(z) =
cosh[kn(z + h)]
cosh(knh)
, (2.38)
donde el nu´mero n ∈ N∗ denota el autovalor y la autofuncio´n correspondiente. Adema´s
estas autofunciones verifican la propiedad de ortogonalidad en el perfil,
∫ 0
−h
fm(z)fn(z) dz = 0 ∀m,n ∈ N∗ | m 6= n.
Debido a la linealidad del sistema (2.33) la forma general para la funcio´n de perfil
se puede expresar como una combinacio´n lineal de las soluciones (2.37) y (2.38),
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resultando
f(z) = f0(z) +
∞∑
n=1
fn(z) =
cosh[k0(z + h)]
cosh(k0h)
+
∞∑
n=1
cosh[kn(z + h)]
cosh(knh)
, (2.39)
de manera que el potencial complejo Φ˜ toma la forma
Φ˜(x, y, z, t) = f(z) φ˜(x, y, t) = f(z)ϕ(x, y)e−iωt =
(
f0ϕ0 +
∞∑
n=1
fnϕn
)
e−iωt.
Para el caso de propagacio´n unidireccional (recordar el ejemplo long-crested waves
de la Seccio´n 2.3.1) y a tiempo constante t0 = 0 se obtiene Φ˜(x, z) = f0(z)ϕ0(x) +∑∞
n=1 fn(z)ϕn(x). Recue´rdese que ϕ(x) es en este caso solucio´n de la ecuacio´n de
Helmholtz (2.36) y que e´sta se expresa segu´n (2.18), dando as´ı lugar al siguiente
potencial armo´nico
Φ˜(x, z) = f0(z)[A0 cos(k0x) +B0 sin(k0x)]
+
∞∑
n=1
fn(z)[An cos(knx) +Bn sin(knx)]
= a0f0(z)e
ik0x +
∞∑
n=1
bnfn(z)e
iknx
= a0f0(z)e
ik0x +
∞∑
n=1
bnfn(z)e
−κn
h
x,
(2.40)
donde a0 = A0+iB0 y bn = An+iBn, de forma ana´loga a lo visto en (2.29). Se observa
que la parte real de la expresio´n compleja (2.40) es, por tanto, la solucio´n anal´ıtica
del problema de propagacio´n de ondas lineales (2.23) particularizado para una onda
monocroma´tica que se propaga so´lo en la direccio´n x, a tiempo inicial t0 y bajo un
fondo constante h.
Interesa, llegado este punto, realizar una nueva hipo´tesis sobre la onda que permita
simplificar la expresio´n (2.39) de la funcio´n de perfil. Para justificar dicha hipo´tesis
conside´rese la recie´n comentada solucio´n unidimensional (2.40). Como se puede ob-
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servar, el te´rmino sumatorio correspondiente a los nu´meros de onda complejos kn
presenta el factor exponencial e−
κn
h
x, dependiente e´ste de las raices κn de la ecuacio´n
de dispersio´n compleja. La Figura 2.6 muestra que estas raices, siempre positivas,
toman un valor cada vez mayor de forma que κi < κj ∀ i < j. Por tanto el te´rmino
e−
κn
h
x juega el papel de factor reductor que disminuye la contribucio´n del caso com-
plejo k ∈ C a la propagacio´n de la onda5. Esta disminucio´n crece exponencialmente
a medida que se aumenta la distancia de propagacio´n x, de ah´ı que a los autovalores
asociados a kn se les denomine modos evanescentes pues su onda resultante presenta
amplitud ma´xima en un punto y decae exponencialmente cuando se propaga y se aleja
de e´l. Tambie´n se puede observar co´mo los modos ma´s altos (n ≫ 0) decaen mucho
ma´s ra´pido.
Siguiendo la misma idea, f´ısicamente se puede pensar en un modo evanescente
como una onda que an˜ade una variacio´n brusca a la superficie libre. A tenor de
lo comentado en la Seccio´n 2.1 esta variacio´n, interpretada como su´bitos cambios de
velocidad en los trenes de ondas, estara´ asociada a grandes gradientes en la batimetr´ıa
del fondo. Para empezar a introducir la ecuacio´n Mild Slope, donde la hipo´tesis de
base es suponer un fondo marino suave y poco inclinado, se eliminan de la funcio´n de
perfil los te´rminos asociados a los modos evanescentes. Este hecho supone considerar
so´lo la propagacio´n de ondas progresivas6 dando lugar a un potencial complejo de la
forma
Φ˜(x, y, z, t) =
cosh[k(z + h)]
cosh(kh)
ϕ(x, y)e−iωt, (2.41)
donde por notacio´n se ha tomado k0 ≡ k. En [8] se puede seguir un desarrollo de
la ecuacio´n Mild Slope para variaciones bruscas de la batimetr´ıa del terreno donde
los modos evanescentes s´ı deben ser tenidos en cuenta. De (2.41) se deduce que la
expresio´n de la superficie libre (2.24) para una onda monocroma´tica y progresiva
5No´tese que el factor exponencial es el que contribuye a la propagacio´n para el caso k ∈ C debido
a que es el u´nico que presenta la coordenada espacial x dentro del sumatorio.
6En la ecuacio´n (2.40) equivale a considerar so´lo el te´rmino que contiene el potencial ϕ0(x), es
decir la combinacio´n lineal (2.18) que da lugar a una onda viajera o progresiva que va propagando
energ´ıa sin amortiguamiento.
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resulta en su forma compleja η˜ como
η˜(x, y, t) =
iω
g
ϕ(x, y)e−iωt, (2.42)
de forma que η = Re η˜.
Observacio´n 2.1. La funcio´n de perfil (2.39) tiene en cuenta impl´ıcitamente que los
coeficientes de la combinacio´n lineal son unitarios. De forma ma´s general esa mis-
ma combinacio´n puede expresarse como f(z) = β0f0(z) +
∑∞
n=1 βnfn(z) donde β0 y
βn pueden tomar cualquier valor constante. Eliminando los modos evanescentes, β0
puede ser escogida de tal forma que se cumpla alguna condicio´n sobre la superficie
libre (2.42). Normalmente se impone que a tiempo inicial t0 = 0 la altura de la ola
este´ prescrita como H0,
H0 = 2|η˜(x, y, t0)| = 2β0ω
g
|ϕ(x, y)| = β0ω
g
H =⇒ β0 = H0
H
g
ω
,
resultando una superficie libre compleja η˜(x, y, t) = iH0
H
ϕ(x, y)e−iωt.
2.5. Deduccio´n de la ecuacio´n Mild Slope
Durante el procedimiento de obtencio´n de la funcio´n de perfil se ha deducido, de
manera natural, que la ecuacio´n de Helmholtz (2.36) modela la propagacio´n de ondas
lineales monocroma´ticas sobre un fondo constante. En esta seccio´n se detalla co´mo
utilizando la misma estructura vertical del dominio es posible obtener una ecuacio´n
bidimensional que modele la propagacio´n teniendo en cuenta un fondo marino que
pueda ser variable. De esta manera, recue´rdese, tambie´n se podra´ modelar la refraccio´n
que sufre el oleaje al propagarse sobre una batimetr´ıa irregular. La hipo´tesis ba´sica
que se impone en esta deduccio´n es la llamada condicio´n mild slope de la cual la
ecuacio´n recibe su nombre. En ella se asume que la pendiente del fondo es pequen˜a y
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la forma de e´ste es suave.
La expresio´n de la ecuacio´n Mild Slope se deduce en formulacio´n tanto frecuencial
como temporal. Sin embargo el hecho de escoger la misma funcio´n de perfil que en
la Seccio´n 2.4 produce que la formulacio´n temporal sea en realidad dependiente de la
frecuencia ω escogida. En principio esto deber´ıa anular la capacidad de la dependencia
temporal para reproducir a lo largo del tiempo el oleaje como un conjunto de ondas
con diferentes frecuencias que se van propagando sobre el dominio de resolucio´n. Au´n
as´ı en [8] se comenta que la formulacio´n temporal permite la generacio´n de ondas
casi-armo´nicas donde esta´n permitidas pequen˜as variaciones de ω y k. Una pequen˜a
discusio´n sobre este aspecto se puede encontrar en la Seccio´n 2.6.2.
2.5.1. Punto de partida
En concordancia con la teor´ıa de ondas lineales mostrada hasta ahora, la idea
comu´n en todas las derivaciones de la ecuacio´n Mild Slope (deducida en [3] por J. C.
W. Berkhoff7) es suponer que la estructura vertical del dominio se tiene en cuenta
con la funcio´n de perfil f(z, h(x, y)) hallada para el modelo de propagacio´n sobre un
fondo horizontal (Seccio´n 2.4.2),
f(z, h) =
cosh[k(z + h)]
cosh(kh)
, (2.43)
donde k = k(h(x, y)) es el nu´mero de onda variable a trave´s de la relacio´n de disper-
sio´n (2.35). De este modo la funcio´n (2.43) se verifica en todo el dominio de forma
exacta para fondo horizontal. En el caso de tener un fondo inclinado se supone ne-
gligible la variacio´n de la funcio´n de perfil sobre el dominio de propagacio´n, lo que
equivalentemente se puede interpretar como una verificacio´n local (en el entorno del
punto (x, y)) de la expresio´n (2.43). Derivando respecto las coordenadas planas,
∇2f = ∂f
∂h
∇h+ ∂f
∂k
∇k =
(
∂f
∂h
+ µ
∂f
∂k
)
∇h =⇒ ∇2f ∝ ∇h,
7De ah´ı que muchas veces la ecuacio´n Mild Slope se referencie como ecuacio´n de Berkhoff.
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donde la expresio´n de µ puede hallarse al derivar la relacio´n de dispersio´n. Se concluye
entonces que el gradiente de la funcio´n de perfil es proporcional a ∇h. Por tanto al
suponer negligible ∇2f se asume que la inclinacio´n del fondo debe ser pequen˜a, siendo
e´sta la condicio´n f´ısica por la cual la ecuacio´n Mild Slope adquiere tal calificativo.
Teorema 2.1 (Segunda identidad de Green). Sean ψ, ν dos funciones definidas en
el abierto acotado Ω de clase C2(Ω). Dada n la normal al contorno ∂Ω entonces se
cumple ∫
Ω
ψ∆ν − ν∆ψ dΩ =
∮
∂Ω
ψ
∂ν
∂n
− ν ∂ψ
∂n
dS.
La deduccio´n de la ecuacio´n Mild Slope puede abordarse desde dos o´pticas di-
ferentes: aplicando un principio variacional basado en la conservacio´n de la energ´ıa
total del sistema (formulacio´n Hamiltoniana) o utilizando un punto de vista algo ma´s
abstracto derivado de aplicar el Teorema 2.1. A continuacio´n se detalla el segundo
de estos procedimientos puesto que el primero de ellos requiere de la explicacio´n de
ciertos conceptos que se alejan de la to´nica adquirida en las secciones anteriores (co-
mo la deduccio´n de las ecuaciones cano´nicas hamiltonianas del movimiento). Si es de
intere´s, este planteamiento puede seguirse de forma exhaustiva en [8].
La idea ba´sica y objetivo principal del segundo de estos desarrollos es conseguir
una sola ecuacio´n que integre en s´ı misma los sistemas (2.23) y (2.33) conociendo
la solucio´n en el perfil (2.43), de modo que as´ı este´ formulada so´lo en el espacio de
propagacio´n. Para ello se integra en su dominio la ecuacio´n de Laplace (2.26) en
te´rminos no del potencial reducido φ, sino del potencial absoluto Φ8 de modo que
f∆φ+ f ′′φ = 0
f 6=0
==⇒ f (f∆φ+ f ′′φ) = 0 =⇒ f∆2Φ + f ′′Φ = 0
ec. (2.9)
=====⇒
∫ 0
−h
∂2Φ
∂z2
f − f ′′Φ dz = 0.
(2.44)
Con objetivo de encontrar una relacio´n entre la forma integral (2.44) y las condiciones
8El sistema lineal (2.23) que se quiere integrar en una sola ecuacio´n no esta´ formulado con el
potencial reducido φ sino con el potencial absoluto Φ.
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de contorno en el perfil se aplica la segunda identidad de Green (ver Teorema 2.1 para
ψ = f y ν = Φ), obteniendo
∫ 0
−h
∂2Φ
∂z2
f − f ′′Φ dz︸ ︷︷ ︸
Laplace
=
(
∂Φ
∂z
f − f ′Φ
)∣∣∣∣
z=0︸ ︷︷ ︸
c.c. dina´mica
−
(
∂Φ
∂z
f − f ′Φ
)∣∣∣∣
z=−h︸ ︷︷ ︸
c.c. cinema´tica
. (2.45)
Tal y como esta´ remarcado, la ecuacio´n (2.45) presenta los te´rminos ∂2Φ/∂z2 y f ′′
que pueden ser sustituidos utilizando las correspondientes ecuaciones de Laplace de los
sistemas (2.23) y (2.33). Analogamente pueden ser tambie´n sustituidos los te´rminos
∂Φ/∂z y f ′ de las condiciones de contorno dina´mica y cinema´tica. Procediendo,
∫ 0
−h
∂2Φ
∂z2
f − f ′′Φ dz ec. (2.9) y (2.32)−−−−−−−−−→ −
∫ 0
−h
f∆2Φ+ k
2fΦ dz,(
∂Φ
∂z
f − f ′Φ
)∣∣∣∣
z=−h
ec. (2.13) y (2.31)−−−−−−−−−−→ − (f∇Φ · ∇h)|z=−h ,(
∂Φ
∂z
f − f ′Φ
)∣∣∣∣
z=0
ec. (2.30)−−−−−→
(
∂Φ
∂z
f − ω
2
g
fΦ
)∣∣∣∣
z=0
,
por lo que la ecuacio´n (2.45) resulta en
∫ 0
−h
f∆2Φ + k
2fΦ dz = −
(
∂Φ
∂z
f − ω
2
g
fΦ
)∣∣∣∣
z=0
− (f∇Φ · ∇h)|z=−h , (2.46)
la cual, a excepcio´n del te´rmino ∂Φ/∂z, incorpora en una misma expresio´n el problema
de ondas lineales (2.23) y el problema de Sturm-Liouville (2.33). La ecuacio´n Mild
Slope surge as´ı a partir de una derivacio´n de (2.46) particularizando el te´rmino ∂Φ/∂z
segu´n se desee obtener una formulacio´n frecuencial o bien temporal-frecuencial.
2.5.2. Ecuacio´n Mild Slope en dominio frecuencial
Utilizando el ana´lisis armo´nico para una onda monocroma´tica (Φ = Re Φ˜), la
condicio´n dina´mica del problema (2.23) se lee en funcio´n del potencial complejo Φ˜
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como ∂Φ˜
∂z
= ω
2
g
Φ˜, de modo que el te´rmino evaluado en superficie de la ecuacio´n (2.46)
toma valor nulo, quedando as´ı
∫ 0
−h
f∆2Φ˜ + k
2f Φ˜ dz = −
(
f∇Φ˜ · ∇h
)∣∣∣
z=−h
, (2.47)
donde Φ˜(x, y, z) = f(z, h(x, y))ϕ(x, y) y el factor temporal e−iωt se anula al estar
presente en ambos lados de la ecuacio´n.
Teorema 2.2 (Regla de Leibniz). Sea p(x, α) una funcio´n definida en Ω × J con Ω
compacto y J abierto. Entonces, suponiendo que p es diferencible en J ∀x ∈ Ω y que
∂p
∂α
∈ C0(Ω × J), se cumple
d
dα
∫ b(α)
a(α)
p(x, α) dx =
∫ b(α)
a(α)
∂p(x, α)
∂α
dx+ p(b, α)b′ − p(a, α)a′.
El objetivo ahora se centra en reducir la ecuacio´n (2.47) agrupando las integrales
en el perfil de tal manera que so´lo afecten a la funcio´n f(z). As´ı dichas integrales
sera´n susceptibles de ser calculadas anal´ıticamente debido a que se conoce la expresio´n
(2.43). Trabajando entonces en funcio´n del potencial ϕ(x, y), se desarrolla el te´rmino
∆2Φ˜ como
∫ 0
−h
f∆2Φ˜ dz =
∫ 0
−h
f 2∆ϕdz +
∫ 0
−h
fϕ∆f dz +
∫ 0
−h
2f∇ϕ · ∇f dz
=
∫ 0
−h
∇ · (f 2∇ϕ) dz︸ ︷︷ ︸
{1}
+
∫ 0
−h
fϕ∆f dz,
donde a {1} se le debe aplicar la regla de derivacio´n integral de Leibniz debido a que
la funcio´n de fondo no es constante (ver Teorema 2.2 para α = (x, y) y p = f 2∇ϕ),
∫ 0
−h
∇ · (f 2∇ϕ) dz =∇ · (∫ 0
−h
f 2 dz∇ϕ
)
− (f 2∇ϕ · ∇h)∣∣
z=−h .
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Utilizando este resultado y desarrollando la expresio´n del potencial Φ˜ y de su gradiente
∇Φ˜ = ϕ∇f + f∇ϕ, la ecuacio´n (2.47) se lee
∇ ·
(∫ 0
−h
f 2 dz∇ϕ
)
+ k2
∫ 0
−h
f 2 dz ϕ = −ϕ
∫ 0
−h
f∆f dz − (fϕ∇f · ∇h)|z=−h . (2.48)
Se puede observar que el lado derecho de la ecuacio´n (2.48) contiene informacio´n acerca
de la forma e inclinacio´n del fondo marino si se desarrollan los te´rminos ∆f y ∇f
como ∆f = ∂
2f
∂h2
(∇h)2+ ∂f
∂h
∆h y ∇f = ∂f
∂h
∇h. El factor de orden (∇h)2, asociado a la
inclinacio´n, y el de orden ∆h, asociado e´ste a la suavidad, son ambos despreciables al
suponer un fondo marino suave y poco inclinado. En [21] se propone una modificacio´n
de la ecuacio´n Mild Slope que permite una variacio´n ra´pida y menos suave de la
topograf´ıa al no eliminar estos te´rminos. As´ı, la ecuacio´n (2.48) se simplifica a
∇ ·
(∫ 0
−h
f 2 dz∇ϕ
)
+ k2
∫ 0
−h
f 2 dz ϕ = 0.
El ca´lculo anal´ıtico de la integral del cuadrado de la funcio´n de perfil da lugar a
g
∫ 0
−h
f 2 dz = ccg, (2.49)
donde c = ω/k es la ya vista celeridad de fase y cg = dω/dk es la llamada celeridad
de grupo, calculada esta u´ltima a trave´s de la relacio´n de dispersio´n (2.35). Utilizando
por u´ltimo este resultado, la ecuacio´nMild Slope en dominio frecuencial toma la forma
∇ · (ccg∇ϕ) + k2ccgϕ = 0. (2.50)
2.5.3. Ecuacio´n Mild Slope en dominio temporal-frecuencial
Se desea ahora obtener una ecuacio´n similar a (2.50) donde la evolucio´n temporal
de la onda armo´nica tambie´n este´ presente. Para ello, partiendo de nuevo de la ecua-
cio´n (2.46), se sustituye directamente la condicio´n dina´mica de superficie del sistema
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lineal (2.23) obteniendo
∫ 0
−h
f∆2Φ + k
2fΦ dz =
1
g
(
∂2Φ
∂t2
+ ω2Φ
)∣∣∣∣
z=0
− (f∇Φ · ∇h)|z=−h , (2.51)
donde ahora, a diferencia de (2.47), el te´rmino de superficie no se anula y el potencial
Φ depende tambie´n del tiempo como Φ(x, y, z, t) = f(z, h(x, y))φ(x, y, t). La mani-
pulacio´n matema´tica de (2.51) es ide´ntica a la realizada en la Seccio´n 2.5.2, llegando
finalmente a
∇ ·
(∫ 0
−h
f 2 dz∇φ
)
+ k2
∫ 0
−h
f 2 dz φ =
1
g
(
∂2φ
∂t2
+ ω2φ
)∣∣∣∣
z=0︸ ︷︷ ︸
{1}
,
donde se ha particularizado la funcio´n de perfil (f(0, h) = 1). No´tese que {1}, evaluado
en superficie, puede incorporarse de manera natural a la ecuacio´n debido a que toda
ella esta´ formulada en el plano de propagacio´n z = 0. Por tanto aplicando de nuevo
la definicio´n (2.49) y reordenando los te´rminos, la ecuacio´n Mild Slope en dominio
temporal-frecuencial se escribe
∂2φ
∂t2
−∇ · (ccg∇φ) + (ω2 − k2ccg)φ = 0, (2.52)
donde en este caso φ = φ(x, y, t).
2.6. Caracter´ısticas de la ecuacio´n Mild Slope
La ecuacio´n Mild Slope ha sido finalmente deducida tanto en formulacio´n comple-
tamente frecuencial (2.50) como en formulacio´n temporal-frecuencial (2.52). Es una
ecuacio´n capaz de modelar el oleaje de un fluido de densidad constante, no viscoso e
incompresible cuando se propaga sin generar vorticidad sobre una batimetr´ıa suave y
poco inclinada. Durante esta propagacio´n se suponen despreciables los efectos no li-
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neales que dependen en si mismos de la velocidad del fluido, como la rotura de las olas
o el arrastre de sedimentos. Otra limitacio´n adicional es que los modos evanescentes
que dan lugar a sobreelevaciones ra´pidas de la superficie libre no esta´n incorporados,
centra´ndose exclusivamente en ondas viajeras armo´nicas que propagan energ´ıa.
A continuacio´n se exponen las caracter´ısticas ba´sicas de la formulacio´n Mild Slope:
por un lado, co´mo afecta el te´rmino de la celeridad de grupo y, por otro, de que´ modo
las ondas son propagadas a lo largo del tiempo.
2.6.1. Celeridad de grupo
La capacidad de simular simulta´neamente la refraccio´n y la difraccio´n del oleaje es
la ventaja principal de la ecuacio´n Mild Slope ya que, adema´s de estar definida so´lo en
el plano de propagacio´n, incorpora los efectos de la variacio´n suave del fondo a trave´s
del te´rmino de la celeridad de grupo cg. Para definir dicha velocidad conside´rese, por
simplicidad, la propagacio´n unidimensional de dos ondas lineales (soluciones ambas
del sistema lineal (2.23)) caracterizadas por su frecuencia ω y su nu´mero de onda k,
η1(x, t) = a cos (k1x− ω1t),
η2(x, t) = a cos (k2x− ω2t).
La onda η = η1 + η2 tambie´n sera´ por tanto solucio´n del sistema lineal. Conside´rese
ahora un grupo de ondas formado por dos o ma´s ondas de frecuencia y longitud
similares tal que ∆k := ki − kj << {ki, kj} y ∆ω := ωi − ωj << {ωi, ωj} ∀i, j.
Entonces, en el caso de un grupo formado por η1 y η2, la onda η se expresa
η(x, t) = A(x, t) cos (kx− ωt),
A(x, t) = 2a cos
(
∆k
2
x− ∆ω
2
t
)
,
(2.53)
donde k1 ≃ k2 ≡ k y ω1 ≃ ω2 ≡ ω. La ecuacio´n (2.53) muestra co´mo la onda generada
por la interaccio´n de η1 y η2 puede ser descrita como una onda similar a ambas cuya
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Figura 2.7: Representacio´n, a tiempo fijo t = t∗, de la superficie η(x, t∗) y la onda
modulada A(x, t∗) que la envuelve as´ı como sus respectivas longitudes de onda
amplitud se ve modificada por la funcio´n A(x, t). Obse´rvese en la Figura 2.7 que este
te´rmino puede ser considerado como una modulacio´n frecuencial de η cuya longitud
de onda y per´ıodo esta´n dados respectivamente por lmod = 4pi/∆k y Tmod = 4pi/∆ω.
La velocidad a la que viaja esta onda modulada hace referencia a la velocidad del
grupo de ondas que la componen,
cg =
dω
dk
= l´ım
∆ω,∆k→0
∆ω
∆k
= l´ım
∆ω,∆k→0
lmod
Tmod
= l´ım
∆ω,∆k→0
cmod,
de manera que la celeridad de grupo cg se define como un estado l´ımite de la celeridad
de la onda modulada cmod.
2.6.2. Evolucio´n temporal
En la Seccio´n 2.6.1 anterior la superficie libre es descrita a trave´s de una onda que se
propaga con la velocidad de grupo cg. Esta onda es considerada como la modulacio´n de
la interaccio´n de ondas de frecuencia y per´ıodo similares que viajan con sus velocidades
de fase c. En el caso de propagacio´n de oleaje bajo fondo variable la formacio´n de estas
ondas esta´ dada, tal y como se comento´ en la Seccio´n 2.1, por la presencia de una
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batimetr´ıa irregular.
En dominio frecuencial, la ecuacio´nMild Slope (2.50) modela el estado estacionario
de esta propagacio´n para una determinada frecuencia ω, de modo que la evolucio´n
temporal esta´ dada por (2.29). Esta evolucio´n, por tanto, da lugar a una superficie
libre que so´lo esta´ formada por una u´nica onda que viaja a velocidad constante y,
por lo general, diferente a c y cg. La ecuacio´n diferencial que la describe parte de la
relacio´n entre el potencial ϕ y la superficie compleja η˜ (2.42), de donde deriva
ϕ(x, y) =
g
ω2
∂η˜
∂t
(x, y, t)eiωt. (2.54)
Sustituyendo (2.54) en la ecuacio´n Mild Slope frecuencial (2.50) se obtiene
∇ ·
(
ccg∇
(
∂η˜
∂t
))
+ k2ccg
∂η˜
∂t
= 0.
Dado que la superficie libre monocroma´tica cumple ∂η˜
∂t
= −iωη˜, la ecuacio´n anterior
es reducida, en te´rminos de η˜, a
cg
c
∂2η˜
∂t2
−∇ · (ccg∇η˜) = 0. (2.55)
No´tese co´mo (2.55) describe la propagacio´n de una onda que se desplaza con velo-
cidad c cuando el fondo permanece constante (de modo que c y cg son coeficientes
constantes),
∂2η˜
∂t2
= c2∆η˜, (2.56)
cuya versio´n en dominio frecuencial es la ecuacio´n de Helmholtz (2.36). A diferencia
de (2.55), la ecuacio´n Mild Slope en dominio temporal-frecuencial (2.52) para fondo
constante no modela so´lo una onda que se propaga con su celeridad de fase c, sino
que tambie´n describe la onda modulada cuya velocidad de propagacio´n es cg,
∂2φ
∂t2
− ccg∆φ+ (ω2 − k2ccg)φ = 0, (2.57)
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de tal forma que para el caso en que ambas ondas se propagen a la misma velocidad
(c = cg de modo que k
2ccg = k
2c2 = ω2) se recupera la ecuacio´n de ondas (2.56). En
la Figura 2.8 se muestra la solucio´n unidimensional de (2.57) resuelta por diferencias
finitas cuando en el contorno izquierdo actu´a un panel vibrante, emitiendo una onda
que es absorbida en el contorno derecho. Es posible observar que, para c 6= cg, la onda
modulada se propaga con la velocidad de grupo mientras que la onda no modulada lo
hace con la velocidad de fase.
Figura 2.8: Solucio´n unidimensional de la ecuacio´n Mild Slope en dominio temporal
con fondo constante. El cuadrado viaja con la velocidad de fase c y el c´ırculo con la
velocidad de grupo cg
2.7. Condiciones de contorno en el plano
Para exponer el problema completo de propagacio´n de ondas lineales es necesa-
rio, una vez obtenida la ecuacio´n Mild Slope, definir de que´ manera actu´an las ondas
cuando al propagarse inciden sobre un cierto contorno. T´ıpicamente, el dominio de
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resolucio´n de un problema de propagacio´n de oleaje en zonas costeras no esta´ acotado
pues suele incluirse en e´l zonas que involucran mar abierto. Este hecho obliga a impo-
ner una condicio´n de contorno situada en el infinito. Los obsta´culos presentes durante
la propagacio´n, ante los cuales la onda se refleja, absorbe y/o difracta (rompeolas,
playas, diques, ect...), definen el contorno f´ısico del dominio de resolucio´n.
En la Figura 2.9 se sintetiza el dominio de propagacio´n Ω segu´n el contorno sea
totalmente reflejante (ΓN) o parcialmente reflejante/absorbente (ΓR).
Figura 2.9: Dominio no acotado de resolucio´n en el plano z = 0
2.7.1. Condicio´n de absorcio´n/reflexio´n
En aquellos obsta´culos donde no se produce, al impactar en ellos, una cierta di-
sipacio´n de la energ´ıa incidente, el comportamiento esperado de la superficie libre es
de reflexio´n total. En te´rminos del potencial Φ se impone que la variacio´n a lo largo
de la direccio´n normal exterior al contorno n debe ser nula,
∂Φ
∂n
= 0 en ΓN. (2.58)
Para los contornos donde s´ı se produce disipacio´n, como en playas y rompeolas, la
ecuacio´n anterior es modificada con un te´rmino que depende de la variacio´n temporal
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del potencial,
∂φ
∂n
+
α
c
∂φ
∂t
= 0 en ΓR para dominio temporal, (2.59)
∂ϕ
∂n
− ikαϕ = 0 en ΓR para dominio frecuencial, (2.60)
donde α ∈ [0, 1] es un para´metro definido de manera ana´loga a un problema acu´stico en
funcio´n del coeficiente de reflexio´n Kr ∈ [0, 1] (ve´ase [7]) como α = (1−Kr)/(1+Kr).
De esta manera el valor α = 0 (Kr = 1) recupera la condicio´n de reflexio´n total (2.58)
mientras que α = 1 (Kr = 0) lo hace con la condicio´n de absorcio´n total.
2.7.2. Descomposicio´n del potencial
Llegado este punto conside´rese que el potencial Φ puede descomponerse en la
suma de un potencial reflejado Φr desconocido (inco´gnita) y un potencial incidente
Φ0 conocido (dato) de forma que
Φ = Φr + Φ0. (2.61)
La necesidad de esta nueva definicio´n se encuentra, principalmente, en que el dominio
de resolucio´n no esta´ acotado. En el infinito se impone que so´lo la onda reflejada
debe ser nula, mientras que en los contornos reales es la onda f´ısica (la superficie libre
compuesta, bajo esta definicio´n, de una onda reflejada y una onda incidente) la que
parcialmente se absorbe (playas, rompeolas) o la que totalmente se refleja (diques,
muros).
Tambie´n es posible aceptar esta descomposicio´n desde un punto de vista algo ma´s
f´ısico: puesto que la ecuacio´n Mild Slope modela una propagacio´n sin generacio´n inter-
na de oleaje9 es necesaria una perturbacio´n en el dominio para obtener un potencial
solucio´n diferente de cero. Esta perturbacio´n podr´ıa provocarse desde un contorno, co-
mo por ejemplo un panel vibrante similar al utilizado en la Figura 2.8. Sin embargo los
9El te´rmino fuente de las ecuaciones (2.50) y (2.52) es nulo.
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contornos t´ıpicamente utilizados en a´reas costeras modelan obsta´culos esta´ticos don-
de, precisamente, debe incidir una onda ya generada. La idea es, por tanto, asimilar
esta perturbacio´n como una onda incidente presente en el dominio de propagacio´n10
y cuya expresio´n es conocida.
La situacio´n ideal para reducir errores de redondeo en un ca´lculo nume´rico es
optar por un potencial incidente que sea solucio´n de la ecuacio´n Mild Slope, lo que
adema´s permite al potencial reflejado tener sentido f´ısico debido a que, si Φ y Φ0 son
una solucio´n particular, Φr tambie´n lo sera´. No obstante, al no conocer una expresio´n
anal´ıtica que verifique estas ecuaciones, se toma la onda incidente como aquella que
viaja sobre un fondo constante en referencia a una onda que se propaga desde mar
adentro, donde se asume que el fondo marino no var´ıa. Denotando por k0 el vector de
direccio´n incidente, k0 el nu´mero de onda, d0 la direccio´n unitaria, ω0 la frecuencia,
a0 la amplitud y β0 el a´ngulo de incidencia, el potencial incidente frecuencial ϕ0(x, y)
y temporal φ0(x, y, t) se escriben
ϕ0(x, y) = a0e
ik0x en dominio frencuencial, (2.62)
φ0(x, y, t) = a0e
i(k0x−ω0t) en dominio temporal, (2.63)
donde se cumple k0 = k0d0 y d0 = (cosβ0, sin β0). Se puede comprobar co´mo el
potencial (2.62) es solucio´n de la ecuacio´n de Helmholtz (2.36) mientras que (2.63)
lo es de la ecuacio´n de ondas (2.56). Por este motivo, a la pra´ctica, el valor de estos
para´metros (a0, ω0, k0, ...) se escogen para un potencial incidente que se propaga desde
aguas profundas, donde la profundidad se asume constante.
En la literatura existen otras descomposiciones del potencial aparte de (2.61). Por
ejemplo, to´mese como muestra el art´ıculo [14]. En e´l se modela la propagacio´n de
oleaje utilizando un potencial que es dividido en uno incidente, uno reflejado y otro
ma´s que tiene en cuenta la curvatura del contorno artificial (ve´ase Seccio´n 3.1).
10No es dif´ıcil imarginarse este potencial como, por ejemplo, un temporal dirigie´ndose desde mar
adentro hacia la costa.
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2.7.3. Condicio´n de radiacio´n
La comentada condicio´n f´ısica impuesta en el infinito se denomina condicio´n de
radiacio´n de Sommerfeld y su objetivo es evitar que existan ondas reflejadas desde e´l.
Su expresio´n, en funcio´n del potencial reflejado, viene dada por
l´ım
r→∞
r(nsd−1)/2
(
∂φr
∂r
+
1
c
∂φr
∂t
)
= 0 en dominio temporal, (2.64)
l´ım
r→∞
r(nsd−1)/2
(
∂ϕr
∂r
− ikϕr
)
= 0 en dominio frecuencial, (2.65)
donde nsd es la dimensio´n del espacio (en este caso nsd = 2) y r =
√
x2 + y2 es la
distancia al origen.
2.8. Problema de propagacio´n de ondas lineales
Finalmente, tras el desarrollo seguido en las secciones anteriores, el problema de
propagacio´n de ondas lineales sobre una batimetr´ıa suavemente variable en dominio
temporal resulta en la ecuacio´nMild Slope (2.52), la condicio´n de contorno de reflexio´n
total/absorcio´n parcial (2.59) y la condicio´n de radiacio´n (2.64). Haciendo uso de la
descomposicio´n (2.61), el problema, en te´rminos de φr(x, y, t), resulta
∂2φr
∂t2
−∇ · (ccg∇φr) + (ω2 − k2ccg)φr = −βt(φ0) en Ω,
∂φr
∂n
+
α
c
∂φr
∂t
= −
(
∂φ0
∂n
+
α
c
∂φ0
∂t
)
en ΓN ∪ ΓR,
l´ım
r→∞
r(nsd−1)/2
(
∂φr
∂r
+
1
c
∂φr
∂t
)
= 0,


(2.66)
donde βt es el operador de Berkhoff temporal, definido como
βt(u) ≡ ∂
2u
∂t2
−∇ · (ccg∇u) + (ω2 − k2ccg)u (2.67)
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En dominio puramente frecuencial, ahora en funcio´n de ϕr(x, y), esta propagacio´n
es descrita por la ecuacio´n Mild Slope (2.50), la condicio´n de contorno de reflexio´n
total/absorcio´n parcial (2.60) y la condicio´n de radiacio´n (2.65). Utilizando de nuevo
la descomposicio´n (2.61), el problema frecuencial resulta
∇ · (ccg∇ϕr) + k2ccgϕr = −βf (ϕ0) en Ω,
∂ϕr
∂n
− ikαϕr = −
(
∂ϕ0
∂n
− ikαϕ0
)
en ΓN ∪ ΓR,
l´ım
r→∞
r(nsd−1)/2
(
∂ϕr
∂r
− ikϕr
)
= 0,


(2.68)
donde βf es ahora el operador de Berkhoff frecuencial, definido como
βf(u) ≡∇ · (ccg∇u) + k2ccgu. (2.69)
Cap´ıtulo 3
Modelacio´n nume´rica en dominio
frecuencial por Elementos Finitos
En este cap´ıtulo la propagacio´n de oleaje es resuelta utilizando el Me´todo de
Elementos Finitos (FEM) con una aproximacio´n por Galerkin Continua (CG). La
formulacio´n frecuencial de la ecuacio´n Mild Slope es la elegida para la aplicacio´n del
me´todo. En dominio temporal-frecuencial otros me´todos aparte del FEM CG pueden
ser utilizados para hallar la evolucio´n temporal del oleaje descrita en la Seccio´n 2.6.2.
Algunas de estas metodolog´ıas son FEM con aproximacio´n por Galerkin Discontinua
(DG) o el Me´todo de los Elementos de Contorno (Boundary Elements o BE). En
el caso del presente trabajo, el sistema (2.68) es discretizado y la solucio´n se asume
continua en forma fuerte sobre todo el dominio.
En la Seccio´n 3.1 se introduce el dominio computacional como el dominio de reso-
lucio´n acotado por un contorno de radiacio´n. Este contorno, situado conceptualmente
en el infinito, es artificial y tiene como objetivo limitar el dominio computacional de
ca´lculo. Sobre e´l se debe imponer una condicio´n de contorno que extrapole, de al-
guna manera, la onda generada en el interior del dominio hacia el exterior de e´ste.
La eleccio´n de esta condicio´n de contorno esta´ condicionada por la introduccio´n de
un material absorbente nume´rico (PML) en la Seccio´n 3.2. Dicho material rodea al
contorno artificial y se considera perfectamente absorbente, en el sentido de que no
produce reflexiones nume´ricas hacia dentro del dominio. Lo que se desea conseguir es
que la onda, una vez viaje por su interior, decaiga exponencialmente en amplitud.
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Figura 3.1: Dominio computacional en el plano z = 0
Asumiendo que el material tiene un grado de absorcio´n suficiente, las ondas que
logren alcanzar el contorno artificial sera´n de pequen˜a amplitud. Para intentar evitar
que, aunque no sean ondas importantes, acaben refleja´ndose totalmente, se escoge una
condicio´n de contorno de primer orden en el contorno artificial de radiacio´n.
3.1. Contorno de radiacio´n
Debido a que el dominio de resolucio´n mostrado en la Figura 2.9 no esta´ acotado,
requiere de un truncamiento que proporcione un dominio computacional de ca´lculo.
Este truncamiento se lleva a cabo mediante un contorno de radiacio´n artificial ΓNRB,
tal y como se muestra en la Figura 3.1.
La condicio´n ideal sobre el contorno ΓNRB es evitar que ninguna onda se refleje al
incidir en e´l pues esa situacio´n equivale, conceptualmente, a recibir reflexiones desde
el infinito. Desde un punto de vista nume´rico la solucio´n en el dominio Ω quedar´ıa
contaminada por perturbaciones no f´ısicas en forma de oscilaciones espu´reas, resultado
de la suma entre la onda f´ısica propagada y la onda nume´rica reflejada. Las estrategias
para formular una condicio´n de contorno de radiacio´n son varias aunque divisibles en
dos grandes grupos: condiciones locales y condiciones no locales.
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En el primer tipo se engloban todas aquellas estrategias derivadas de la factoriza-
cio´n y/o posterior truncamiento de una serie de operadores que aplicados al potencial
evitan que una onda que incide en el contorno artificial se refleje hacia el interior del
dominio. La precisio´n de este tipo de condiciones es sensible al a´ngulo de incidencia
y al orden de truncamiento, siendo las de alto orden las ma´s exactas pero a la vez
las ma´s dif´ıciles de implementar. En [9, 1] se encuentran algunas de estas condiciones
de contorno, mientras que en [11] se presenta un resumen de las condiciones de alto
orden.
La condicio´n de contorno local ma´s sencilla es la condicio´n de primer orden lla-
mada Sommerfeld-like, en refencia a que presenta la misma forma que la condicio´n de
Sommerfeld (2.65). Al ser de tan bajo orden so´lo absorbe ondas de incidencia normal
al contorno, mientras que para otros a´ngulos la precisio´n es muy pobre, provocan-
do reflexiones importantes hacia el interior del dominio. Para un contorno artificial
circular de radio R esta condicio´n se escribe, en dominio frecuencial, como
∂ϕr
∂n
−
(
ik − 1
2R
)
ϕr = 0 en ΓNRB.
Obse´rvese que R → ∞ para un contorno paralelo a los ejes cartesianos (Figura 3.1),
por lo que esta ecuacio´n coincide con la condicio´n de absorcio´n total (2.60) con α = 1,
∂ϕr
∂n
− ikϕr = 0 en ΓNRB. (3.1)
En el grupo de condiciones de contorno no locales la estrategia es algo ma´s natu-
ral. Partiendo de la base que el contorno artificial divide el dominio en uno interior Ω
ma´s otro exterior Ωext, se desea que la solucio´n dentro de Ω al incidir en ΓNRB tenga
una continuacio´n en Ωext. No´tese que, en tal caso y desde el punto de vista f´ısico, el
contorno de radiacio´n es como si no existiese lo cual es precisamente el objetivo perse-
guido. Para imponer esa continuacio´n se debe conocer la solucio´n en Ωext necesitando
as´ı resolver un problema abierto no acotado con la condicio´n de Sommerfeld (2.64),
(2.65) en el infinito y una condicio´n Dirichlet en ΓNRB. Una vez resuelto su solucio´n es
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utilizada para hallar el potencial en Ω imponiendo esta vez una condicio´n Neumann
no local en ΓNRB. El cambio de tipo de condicio´n en el contorno artificial a la hora
de resolver en Ωext y en Ω hacen que este grupo de condiciones de contorno reciba el
nombre de Dirichlet to Neumann o DtN (ve´ase [10]).
La principal desventaja de una formulacio´n DtN reside en que la solucio´n anal´ıtica
del dominio exterior Ωext no es generalizable a cualquier problema porque depende
de la forma del contorno ΓNRB (dominios circulares infinitos, semicirculares, ect...) y
resulta muy dif´ıcil de calcular en geometr´ıas costeras complejas. Adema´s, su expresio´n
suele ser una combinacio´n lineal infinita de funciones de Kernel, por lo que a la pra´ctica
requiere de un truncamiento, pasando as´ı de una condicio´n de contorno DtN exacta
a una aproximada.
3.2. Perfectly Matched Layer
Figura 3.2: Dominio de resolucio´n en el plano z = 0 incluyendo el a´rea PML
En 1994 Berenger (ve´ase [2]) redefinio´ el problema de contornos artificiales pa-
ra ecuaciones de ondas planteando una estrategia diferente pero compatible con las
comentadas condiciones de radiacio´n. Concretamente, decidio´ introducir una capa
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conceptual adyacente al contorno artificial, de manera que este contorno limite el
dominio computacional (Figura 3.2), y que estuviese compuesta por un material per-
fectamente absorbente e independiente de la condicio´n de radiacio´n impuesta en ΓNRB.
Esta capa recibe el nombre de Perfectly Matched Layer o PML. En la Figura 3.2 se
muestra esquema´ticamente el emplazamiento de la zona PML dentro del dominio de
propagacio´n. Para ello, obse´rvese que se divide el dominio ΩPML en los subdominios
ΩPMLx , Ω
PML
y y Ω
PML
x,y .
En este trabajo, la condicio´n de radiacio´n impuesta sobre el contorno artificial
ΓNRB que rodea el a´rea PML es la condicio´n de Sommerfeld-like (3.1). La razo´n del
porque´ se ha escogido esta condicio´n local de primer orden se encuentra en su sencilla
implementacio´n y en los buenos resultados obtenidos cuando se utiliza junto con el
material absorbente.
3.2.1. Extensio´n anal´ıtica en coordendas complejas
Conside´rese en la direccio´n x, y bajo un fondo constante, la solucio´n anal´ıtica de
la ecuacio´n Mild Slope frecuencial (2.50) o ecuacio´n de Helmholtz (2.36). Su expresio´n
en forma compleja, ya vista, toma la forma
ϕ(x) = aeikx. (3.2)
Se puede ver que se trata de una onda propagante de amplitud a y nu´mero de onda
k, ambos constantes. El objetivo deseado es que este potencial (ana´logamente para
cualquier direccio´n de propagacio´n en un dominio bidimensional) sea amortiguado por
la absorcio´n del material una vez viaje por el interior de la zona PML.
Aprovechando la estructura de la solucio´n de una onda propagante (exponencial
con exponente imaginario), no´tese co´mo es posible realizar un cambio de la variable
real x a una nueva variable compleja x˜ tal que el potencial (3.2) queda transformado
como
ϕ(x˜) = aeikx˜ = aeik(Re x˜+iIm x˜) = aeikRe x˜︸ ︷︷ ︸
{1}
e−kIm x˜︸ ︷︷ ︸
{2}
,
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Figura 3.3: Arriba: propagacio´n en direccio´n +x de una onda lineal bajo un dominio
no deformado a lo largo del eje imaginario. Abajo: propagacio´n de la misma onda y
amortiguacio´n una vez traspasa la frontera del a´rea PML. Notar co´mo la solucio´n
permanece invariante en la parte del dominio no deformado
donde el te´rmino {1} corresponde a una onda puramente propagante que es amorti-
guada por el te´rmino {2}, el cual decae de manera exponencial a medida que crece la
parte imaginaria de x˜. As´ı, la idea conceptual del a´rea PML es interpretada nume´ri-
camente como una extensio´n anal´ıtica de la solucio´n en coordenadas complejas, donde
el cambio de variable real a variable compleja viene dado por
x˜ = x+ iF (x) −→ ∂
∂x˜
=
(
1 + i
dF
dx
)
∂
∂x
. (3.3)
La funcio´n F (x) presente en (3.3) define en cierto modo co´mo se deforma el dominio a
lo largo del eje imaginario, de tal forma que cuanto mayor sea la deformacio´n impuesta
mayor sera´ el grado de absorcio´n dentro del a´rea PML. Del cambio de variable (3.3)
se concluye que en la regio´n de intere´s, donde x˜ = x, la deformacio´n debe ser nula,
deriva´ndose que F (x) = 0 en Ω. Pasando del concepto nume´rico al punto de vista
f´ısico, el PML se comporta as´ı como un material absorbente que, adema´s, presenta la
propiedad de ser no reflejante pues la solucio´n en Ω no se ve afectada.
En la Figura 3.3 se muestra el comportamiento de una onda unidimensional con
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Figura 3.4: Arriba: propagacio´n en direccio´n +x de una onda lineal bajo un fondo
variable que presenta una pequen˜a discontinuidad en x = 0,7. Abajo: propagacio´n de
la misma onda y amortiguacio´n una vez traspasa la frontera del a´rea PML. Notar en
este caso el fallo en la absorcio´n a causa del cambio de amplitud y nu´mero de onda
dentro de la regio´n absorbente
la forma (3.2) en x ∈ [0, 1] al atravesar una regio´n PML que se extiende desde el
contorno derecho una longitud total de 0,5 unidades. En dicha regio´n la deformacio´n
del espacio se establece con una funcio´n F (x) = 0,25(x − 0,5) tal que el grado de
absorcio´n resulta lineal y la deformacio´n continua en la interfase Ω ∩ ΩPML.
No obstante, la reflectividad nula de la onda dentro del PML depende en gran
medida de la homogeneidad del medio donde e´sta se propague (ve´ase [19]). En el
caso del presente trabajo, la homogeneidad dentro del medio se consigue cuando la
propagacio´n se realiza bajo un fondo marino constante de modo que los coeficientes
de la ecuacio´n (2.50) sean igualmente constantes, adoptando el oleaje resultante la
expresio´n (3.2).
A modo de ejemplo, en la Figura 3.4 se vuelve a mostrar la propagacio´n de la Figura
3.3 anterior donde esta vez la amplitud y el nu´mero de onda tambie´n dependen del
dominio. Se incluye, adema´s, un pequen˜o cambio discontinuo dentro de la zona PML
asimilable a un cambio en la profundidad del fondo. Se puede observar claramente un
fallo en la extensio´n anal´ıtica compleja de la solucio´n dentro del PML que, de disponer
de una condicio´n de radiacio´n en el contorno derecho, podr´ıa provocar reflexiones
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importantes dentro de la regio´n de intere´s.
Para evitar tal fallo del material, la solucio´n adoptada en este trabajo es imponer
un fondo constante dentro de la zona PML. Sin embargo, esto suele resultar en un salto
de profundidad producido en la interfase entre el PML y el dominio computacional.
En el Ape´ndice A se detalla co´mo se resuelve este problema creando una zona de
transicio´n lineal que suaviza esa discontinuidad del fondo.
3.2.2. Definicio´n de para´metros
En lugar de tener que fijar como dato la deformacio´n F (x), el grado de absorcio´n
esta´ controlado por la imposicio´n de la velocidad de deformacio´n dF/dx, que aparece
en la derivada del cambio de variable (3.3), como
dF
dxi
=
σi
ω
para σi = σ(xi) ≥ 0. (3.4)
En el trabajo original de Berenger (ondas electromagne´ticas), la funcio´n σ hace re-
ferencia a la conductividad nume´rica artificial del material absorbente y determina
cua´nta capacidad de absorcio´n tiene. La incorporacio´n de la frecuencia angular ω res-
ponde a la necesidad de que todas las ondas que se encuentren dentro del material
tienen que atunarse al mismo ritmo independientemente de su longitud de onda. Para
comprobarlo basta con sustituir (3.4) junto con el cambio de variable complejo (3.3)
en la onda unidimensional (3.2), obteniendo el potencial
ϕ(x) = aeikxe−kF (x) = aeikxe−
k
ω
R
x
σ(r)dr .
Para una velocidad de fase cx = ω/k constante en la direccio´n x, si no se incluyese el
factor 1/ω las ondas de menor longitud decaer´ıan ma´s ra´pido.
La manera ma´s habitual de definir σ es mediante una funcio´n polino´mica que
se anule fuera del a´rea PML, mientras que dentro tome valores cada vez mayores
a medida que el punto x este´ ma´s pro´ximo al contorno artificial. Para una zona
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absorbente de longitud dPMLx para el subdominio Ω
PML
x y d
PML
y para el subdominio
ΩPMLy , dicho polinomio se define como
σ(x) =


σ0
(
x− xPML
dPMLx
)n
si x ∈ ΩPMLx ∪ ΩPMLx,y
0 en otro caso
σ(y) =


σ0
(
y − yPML
dPMLy
)n
si x ∈ ΩPMLy ∪ ΩPMLx,y
0 en otro caso
, (3.5)
donde xPML e yPML son las respectivas coordenadas a partir de las cuales se entra
dentro del material absorbente. La constante σ0 marca el valor ma´ximo de σ justo
cuando el punto x se encuentra sobre el contorno de radiacio´n. Segu´n [22], su valor
es funcio´n del grado de absorcio´n n y de la longitud dPML como
σ0 =
n + 1
2dPML
R, R = constante.
As´ı, tres sera´n los para´metros necesarios para definir el a´rea PML: el grosor de la
capa, el grado de absorcio´n y la constante R.
3.2.3. Aplicacio´n a la ecuacio´n Mild Slope
Conside´rese la aplicacio´n del cambio de variable complejo (3.3) a una ecuacio´n
diferencial n-dimensional. Asumiendo que la regio´n PML es paralela a los ejes carte-
sianos1, para incorporar el material absorbente a tal ecuacio´n so´lo hay que realizar el
cambio complejo a todas sus variables ma´s sus respectivas derivadas.
En el caso de la ecuacio´n Mild Slope este procedimiento resulta en una capacidad
1Al tratarse de una a´rea conceptualmente fuera de la regio´n de intere´s, la forma del PML es un
factor que adquiere menor importancia siempre que e´ste tenga el grado de absorcio´n suficiente para
la onda propagante.
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de absorcio´n en ambas direcciones para un punto x = (x, y) del a´rea PML. Mante-
niendo, por abuso de notacio´n, la variable xi, i = {1, 2}, en lugar de x˜i, se aplica la
transformacio´n
∂
∂xi
−→ 1
1 + i dF
dxi
∂
∂xi
. (3.6)
Una vez establecida la regio´n absorbente, la ecuacio´n Mild Slope (2.50) es modificada
con el cambio de variable (3.6). Esta modificacio´n so´lo se realiza en los operadores que
afectan al potencial reflejado ϕr debido a que e´ste es el u´nico que se desea amortiguar,
resultando
1
sx
∂
∂x
(
ccg
sx
∂ϕr
∂x
)
+
1
sy
∂
∂y
(
ccg
sy
∂ϕr
∂y
)
+ k2ccgϕr = −βf (ϕ0), (3.7)
con si = 1 + i
σi
ω
. Multiplicando (3.7) por sx y sy, ambas so´lo dependientes de su
correspondiente variable, la ecuacio´n Mild Slope incluyendo PML se escribe en forma
compacta
∇ · (ccgP∇ϕr) + k2sxsyccgϕr = −sxsyβf(ϕ0), (3.8)
siendo P la matriz diagonal
P =
(
P1 0
0 P2
)
=
(
sy
sx
0
0 sx
sy
)
, (3.9)
tal que para x ∈ Ω se cumple sx = sy = 1 y P = I, recupera´ndose la forma (2.50)
original. No´tese co´mo la ecuacio´n (3.8) modela ahora, para x ∈ ΩPML, un medio
absorbente anisotro´pico con P como matriz de anisotrop´ıa.
3.3. Planteamiento del problema
Conside´rese la modificacio´n (3.8) del problema de propagacio´n de ondas lineales
(2.68) mediante la introduccio´n del a´rea PML. Se denomina entonces forma fuerte del
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problema al sistema
∇ · (ccgP∇ϕr) + k2sxsyccgϕr = −sxsyβf (ϕ0) en Ω ∪ ΩPML,
∂ϕr
∂n
− ikαϕr = −
(
∂ϕ0
∂n
− ikαϕ0
)
en ΓN ∪ ΓR, (3.10)
P∇ϕr · n = ikϕr en ΓNRB, (3.11)
donde βf esta´ definido en (2.69). En el sistema anterior ya se ha considerado que los
contornos de absorcio´n/reflexio´n se situ´an fuera del a´rea PML (la condicio´n (3.10) no
esta´ afectada por la matriz P). ΓN y ΓR son los contornos f´ısicos de reflexio´n total y
absorcio´n parcial respectivamente, y ΓNRB es el contorno de radiacio´n artificial, tal y
como se mostro´ en la Figura 3.1. Se recuerda que para α = 0 todo el contorno ΓN∪ΓR
es de reflexio´n total y para α = 1 todo es de absorcio´n total.
Por consistencia con la definicio´n del propio problema, en la forma fuerte se impone
que la solucio´n ϕr, su primera y su segunda derivada existan y sean continuas en todo
el dominio de resolucio´n (ϕr ∈ C2(Ω ∪ ΩPML)).
3.4. Forma de´bil
Para poder realizar una aproximacio´n discreta por Elementos Finitos, donde la
solucio´n es interpolada mediante funciones a trozos cuyas derivadas no son continuas
en los bordes, es necesario reducir el nivel de regularidad exigido al potencial ϕr.
Concretamente, se le pide que sea una solucio´n admisible ϕr ∈ V := H1(Ω ∪ ΩPML)
de la ecuacio´n resultante de ponderar con funciones de test υ ∈ V el residuo de (3.8)
en todo su dominio. No´tese co´mo a las soluciones admisibles y funciones de test se les
exige entonces que sean derivables con derivada cuadra´ticamente integrable.
Denotando so´lo por Ω el dominio Ω ∪ ΩPML, el residuo ponderado de la ecuacio´n
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Mild Slope resulta
∫
Ω
υ∇ · (ccgP∇ϕr) dΩ+
∫
Ω
k2sxsyccgυϕr dΩ
=
∫
Ω
−sxsyβf(ϕ0)υ dΩ ∀υ ∈ V,
(3.12)
donde el primer te´rmino se puede expresar de forma
∫
Ω
υ∇ · (ccgP∇ϕr) dΩ =
∫
Ω
∇ · (ccgυP∇ϕr) dΩ︸ ︷︷ ︸
{1}
−
∫
Ω
ccg∇υP∇ϕr dΩ.
Para ser consistente con la definicio´n del espacio de funciones admisibles V y eliminar
las derivadas de segundo orden, el te´rmino {1} es substituido por integrales de linea
sobre los contornos de Ω (ΓN, ΓR y ΓNRB). Utilizando para ello el Teorema de Gauss,
se obtiene
∫
Ω
∇ · (ccgυP∇ϕr) dΩ =
∫
ΓN∪ΓR
ccgυ
∂ϕr
∂n
dΓ +
∫
ΓNRB
ccgυP∇ϕr · n dΓ. (3.13)
Sustituyendo las condiciones de contorno (3.11) y (3.10) en (3.13) y agrupando el
resultado en la ecuacio´n (3.12), la forma de´bil del problema de propagacio´n de ondas
lineales se lee
a(υ, ϕr)− b(υ, ϕr)− iαc(υ, ϕr)− id(υ, ϕr) = l1(υ)− l2(υ) ∀υ ∈ V, (3.14)
donde el lado izquierdo esta´ compuesto por las siguientes formas bilineales
a(υ, ϕr) =
∫
Ω
ccg∇υP∇ϕr dΩ b(υ, ϕr) =
∫
Ω
k2sxsyccgυϕr dΩ,
c(υ, ϕr) =
∫
ΓN∪ΓR
kccgυϕr dΓ d(υ, ϕr) =
∫
ΓNRB
kccgυϕr dΓ,
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y el lado derecho por las siguientes formas lineales
l1(υ) =
∫
Ω
−sxsyβf (ϕ0)υ dΩ,
l2(υ) =
∫
ΓN∪ΓR
ccg
(
∂ϕ0
∂n
− ikαϕ0
)
υ dΓ.
3.5. Discretizacio´n por FEM CG
Se desea aproximar nume´ricamente la solucio´n admisible ϕr de la forma de´bil
(3.14) por una funcio´n ϕhr , definida a trozos sobre una discretizacio´n de Ω, o malla,
por elementos de taman˜o h. Definiendo el espacio discreto de funciones admisibles
Vh ⊂ V tal que Vh → V cuando h→ 0, se aproxima
ϕr(x, y) ≃ ϕhr (x, y) =
ntn∑
B=1
NB(x, y)(ϕr)B, (3.15)
donde ntn es el nu´mero total de nodos de la malla y (ϕr)B es el valor nodal de ϕ
h
r .
NB(x, y) es la funcio´n de forma asociada al nodo B tal que
NB(x, y) =

 1 si (x, y) = (xB, yB)0 en otro nodo y
ntn∑
B=1
NB(x, y) = 1.
En la aproximacio´n de Galerkin las funciones de test υ(x, y) son escogidas en el espacio
discreto span{NB}ntnB=1. Aplicando esta aproximacio´n a (3.14), junto con la discretiza-
cio´n (3.15), y desarrollando por bilinealidad, resulta la forma de´bil discreta
ntn∑
B=1
[a(NA, NB)− b(NA, NB)− iαc(NA, NB)− id(NA, NB)] (ϕr)B
= l1(NA)− l2(NA) ∀ A = 1, ..., ntn,
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la cual puede ser descrita como el siguiente sistema lineal de ecuaciones
(K−M− iαC− iB)u = f1 − f2, (3.16)
donde, en el lado izquierdo, u = [(ϕhr )1, ..., (ϕ
h
r )ntn]
T es el vector de inco´gnitas no-
dales y K, M, C y B las matrices de rigidez, masa, amortiguamiento y radiacio´n
respectivamente, cuya componente (A,B) se expresa
KA,B =
∫
Ω
ccg∇NAP∇NB dΩ MA,B =
∫
Ω
k2sxsyccgNANB dΩ,
CA,B =
∫
ΓN∪ΓR
kccgNANB dΓ BA,B =
∫
ΓNRB
kccgNANB dΓ.
En el lado derecho, f1 es el vector de volumen generado por el te´rmino fuente de (3.8)
y f2 es el vector debido al potencial incidente presente en (3.10). La componente A de
ambos vectores se expresa
(f1)A =
∫
Ω
−sxsyβf(ϕ0)NA dΩ,
(f2)A =
∫
ΓN∪ΓR
ccg
(
∂ϕ0
∂n
− ikαϕ0
)
NA dΓ.
Obse´rvese que la matriz compleja del sistema (3.16), aunque es sime´trica, lamenta-
blemente no es hermı´tica.
Cap´ıtulo 4
Simulaciones nume´ricas
Tras la modelacio´n computacional desarrollada en el Cap´ıtulo 3 a fin de validar el
modelo nume´rico, se presenta aqu´ı la solucio´n obtenida, en dominio frecuencial, para
tres ejemplos cla´sicos con solucio´n anal´ıtica que se pueden encontrar en la literatura.
Con objetivo de evaluar la propagacio´n en una geometr´ıa compleja, se incluye al final
una simulacio´n realizada en un puerto real.
En la Seccio´n 4.1 se reproduce el efecto de shoaling, o peraltamiento de la altura
de ola, cuando el oleaje se aproxima unidireccionalmente desde mar adentro hacia
la costa. En la Seccio´n 4.2 el ejemplo resuelto es un problema u´nicamente de refle-
xio´n/difraccio´n en un objeto circular totalmente reflejante y bajo un fondo constante.
En la Seccio´n 4.3, sin embargo, este u´ltimo ejemplo se modifica con tal de simular
tambie´n el efecto de refraccio´n al considerar la propagacio´n sobre un fondo variable.
Finalmente, en la Seccio´n 4.4, se simula la propagacio´n de un temporal en el puerto
de Tarragona.
4.1. Shoaling
El objetivo de esta primera simulacio´n es reproducir el modo en que la onda, por
un lado, aumenta su altura y, por otro, acorta su longitud cuando se propaga sobre
aguas poco profundas. Para ello se realiza un test unidimensional (adaptado a un
dominio bidimensional) en una geometr´ıa rectangular como la mostrada en la Figura
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Figura 4.1: A: dominio computacional. B: profundidad del fondo. C: potencial inci-
dente
4.1, donde se impone un contorno artificial no reflejante en ΓNRB (mar abierto) y un
contorno totalmente absorbente (α = 1) en ΓR (playa ideal no reflejante).
Obse´rvese en la Figura 4.1 que la profundidad del fondo var´ıa desde mar abierto
(10 m) hasta la playa (2 m) con una pendiente suave de un 1%. Adema´s, el potencial
incidente impuesto, cuyos datos quedan resumidos en la Tabla 4.1, presenta un a´ngu-
lo nulo con la horizontal. Por estas dos razones, el oleaje no sufrira´ ningu´n efecto de
refraccio´n hacia los laterales del dominio. De esta manera, el problema matema´tica-
mente so´lo depende de la coordenada x y la condicio´n de contorno sobre los contornos
laterales se puede dejar como condicio´n natural del me´todo, sin que e´sta influya en la
solucio´n.
Para el ca´lculo se han utilizado las mallas que esta´n resumidas en la Tabla 4.2. De
este ejemplo se conoce la solucio´n anal´ıtica para la relacio´n entre la amplitud H = |ϕ|
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T [s] a0 [m] β0 [
o] Longitud [m] Profundidad [m]
Potencial 1 8 1 0 70.8984 10
Potencial 2 8 1 0 66.8288 8.6
Tabla 4.1: Datos del potencial incidente escogido
Tipo de elemento Grado de interpolacio´n Mı´nimo nu´m. nodos por L
Malla 1 P 1 10
Malla 2 P 1 20
Malla 3 P 2 20
Malla 4 Q 1 10
Malla 5 Q 1 20
Malla 6 Q 2 20
Tabla 4.2: Mallas utilizadas
del potencial total calculado y la amplitud H0 del potencial incidente. La deduccio´n
de esta solucio´n se puede consultar en [8] y su expresio´n toma la forma
H
H0
=
√
(cg)0
cg
,
donde (cg)0 es la celeridad de grupo de la onda incidente.
En la Figura 4.2 se muestran los resultados obtenidos con un primer ca´lculo sin
PML y utilizando el Potencial 1 de la Tabla 4.1. La funcio´n dibujada corresponde a la
relacio´n H/H0 en una seccio´n media del dominio. No´tese que esta relacio´n se grafica
en funcio´n del producto kh y, debido a que kh disminuye a medida que x aumenta,
equivale a considerar aguas profundas (mar abierto) para los valores altos de kh y
aguas someras (playa) para los valores bajos.
El efecto shoaling se puede observar en los resultados cuando la altura de la onda se
incrementa al acercarse a costa. Es precisamente en estas aguas someras, con mayor
influencia del fondo, donde la solucio´n nume´rica pierde ma´s precisio´n respecto la
solucio´n teo´rica. En esta situacio´n, los elementos triangulares lineales son los que
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Figura 4.2: Solucio´n al problema de shoaling sin incluir PML. A: aproximacio´n a
la solucio´n anal´ıtica con refinamiento h. B: aproximacio´n a la solucio´n anal´ıtica con
refinamiento p
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Figura 4.3: Solucio´n al problema de shoaling, incluyendo PML, en funcio´n de kh
n d [m] R
4 140 100
Tabla 4.3: Datos del PML utilizado
peor se comportan. Obse´rvese entonces que para captar bien el feno´meno en aguas
poco profundas se han utilizado grados de interpolacio´n cuadra´ticos con un nu´mero
mı´nimo de 20 nodos por longitud de onda. Para este caso, no hay una diferencia
significativa entre elementos triangulares o cuadrila´teros. Sin embargo, en todas las
curvas se producen oscilaciones espu´reas en la solucio´n nume´rica. Estas oscilaciones
parecen disminuir levemente por un refinamiento en el taman˜o de elemento (Figura
4.2 A), pero no as´ı por un refinamiento en el grado de interpolacio´n (Figura 4.2 B).
En la Figura 4.3 se muestran ahora los resultados de un segundo ca´lculo donde
se ha utilizado el PML especificado en la Tabla 4.3 y elementos cuadrila´teros, con un
grado de interpolacio´n cuadra´tico y un mı´nimo de 20 por longitud de onda. Como
ya se comento´ al final de la Seccio´n 3.2.1, la profundidad dentro del a´rea PML se
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Figura 4.4: Solucio´n al problema de shoaling, incluyendo PML, en funcio´n de x
Reϕr Imϕr
Valores en ΓNRB con PML -9.1733e-006 -1.0208e-007
Valores en ΓNRB sin PML -0.0023 0.0024
Tabla 4.4: Comporacio´n del valor del potencial reflejado en el contorno artificial con
y sin PML
mantiene constante. Por tanto, para la longitud d propuesta, la zona absorbente es
ΩPML = (0, d) × (0, 200). El potencial incidente debe partir as´ı de una profundidad
constante e igual a 8.6 m (Potencial 2 de la Tabla 4.1).
Segu´n los valores de la Tabla 4.4, el PML elegido consigue amortiguar el potencial
reflejado en el contorno artificial en comparacio´n con el ca´lculo sin PML. Sin embargo,
los resultados de la Figura 4.3 demuestran que las oscilaciones en H/H0 no desapare-
cen con la introduccio´n del a´rea absorbente. Debido a que la condicio´n de radiacio´n
Sommerfeld-like (3.11) absorbe ondas de incidencia normal, para destacar alguna di-
ferencia en la solucio´n se grafica, en la Figura 4.4, la relacio´n H/H0 directamente
para los valores de x en una seccio´n media. Obse´rvese que, debido a la definicio´n del
62 Simulaciones nume´ricas
problema (radiacio´n en el margen izquierdo y absorcio´n total en el margen derecho),
la solucio´n teo´rica es H = H0 (potencial reflejado nulo). Se puede comprobar que la
aproximacio´n con PML es ma´s precisa que la obtenida utilizando so´lo la condicio´n de
radiacio´n.
4.2. C´ırculo reflejante
En este ejemplo se desea resolver un caso bidimensional, con fondo constante,
donde se simule la reflexio´n y la difraccio´n de la onda incidente al impactar contra un
objeto circular perfectamente reflejante. Conside´rese as´ı un dominio Ω compuesto por
un contorno artificial exterior y un contorno totalmente reflejante interior (α = 0),
como se puede ver en la Figura 4.5. El contorno exterior esta´ compuesto por un
recta´ngulo (−5, 5) × (−5, 5) y el contorno interior por un c´ırculo de 1 m de radio.
La profundidad del fondo se ha fijado en 1 m y los datos del potencial incidente se
muestran en la Tabla 4.5.
T [s] a0 [m] β0 [
o] Longitud [m] Profundidad [m]
1 1 0 1.5603 1
Tabla 4.5: Datos del potencial incidente escogido
La solucio´n anal´ıtica para este ejemplo puede ser consultada en [18]. Para el ca´lculo
se han utilizado elementos triangulares con interpolacio´n lineal, cuadra´tica y cu´bica.
Para cada tipo de elemento, se han considerado mallas con 10, 20 y 40 nodos por
longitud de onda.
La simulacio´n se ha llevado a cabo considerando un contorno artificial con y sin
PML. En este u´ltimo caso, los PMLs escogidos se resumen en la Tabla 4.6. En el caso
de tener un PML de espesor d, el dominio absorbente utilizado es
ΩPML = (−5, d− 5) ∪ (5− d, 5)× (−5, d− 5) ∪ (5− d, 5).
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Figura 4.5: A: dominio computacional. B: potencial incidente
En la Figura 4.6 se muestran los resultados obtenidos con una malla triangular
de elementos cuadra´ticos junto con el PML 2 (Tabla 4.6) y 20 nodos por longitud de
onda. No´tese co´mo la onda es reflejada y difractada tras impactar en el objeto circular
reflejante. Se puede observar tambie´n que la solucio´n nume´rica, con esta malla, capta
bien la solucio´n anal´ıtica en el contorno reflejante, que son los puntos del dominio ma´s
alejados de la zona absorbente.
64 Simulaciones nume´ricas
PML 1 PML 2 PML 3 PML 4
n 2 3 4 7
d [m] 2.34 2.34 2.34 2.34
R 10 10 100 100
Tabla 4.6: Datos de los PMLs utilizados
Figura 4.6: Solucio´n del problema de reflexio´n. A: parte real del potencial reflejado.
B: comparacio´n del potencial total con la solucio´n exacta en el contorno reflejante
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Figura 4.7: Rectas de convergencia para mallas triangulares P1, P2 y P3 con 10, 20 y
40 nodos por longitud de onda
Para obtener ma´s informacio´n acerca del comportamiento de la solucio´n nume´rica
y del efecto de la condicio´n de contorno de radiacio´n, se ha realizado un ana´lisis de
convergencia, en norma L2, sobre la solucio´n en el contorno reflejante (ver Figura 4.7).
Segu´n [13], la pendiente de la recta de convergencia, en espacio logar´ıtmico y para un
elemento de grado p, teo´ricamente debe ser p+ 1 si el error es medido en norma L2.
Claramente, los resultados muestran que, si no se usa PML, la condicio´n de con-
torno de radiacio´n (3.1) utilizada limita la convergencia. Con PML la convergencia
es o´ptima para elementos lineales y cuadra´ticos, donde el error predominante parece
ser el error asociado a la discretizacio´n. Es en elementos cu´bicos y la malla ma´s fina
donde el error asociado al PML parece tomar peso, haciendo decrecer la pendiente de
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convergencia hasta valores, en el mejor de los casos (PML 4 de la Tabla 4.6), leve-
mente por encima de la mitad de su valor o´ptimo. No´tese co´mo esta convergencia se
va corrigiendo al incrementar la absorcio´n del PML hasta grado 7, intuye´ndose que
podr´ıa seguir mejorando, por ejemplo, si se aumentase el grosor del PML. El caso apa-
rentemente ano´malo del PML 3 es causa de una incorrecta relacio´n de los para´metros
n y R, debido a que se tiene un grado de absorcio´n alto en comparacio´n con el valor
ma´ximo de absorcio´n impuesto. Esto puede provocar un salto brusco de la capacidad
de absorcio´n en la zona absorbente y que, consecuentemente, el PML falle.
4.3. Isla parabo´lica
En 1950, Homma [12] disen˜o´ un ejemplo de propagacio´n de ondas bajo fondo
variable que ha sido utilizado como test de validacio´n en diversos modelos nume´ricos
(ve´ase, por ejemplo, [5, 23, 3]). La geometr´ıa, ana´loga al ejemplo de la Seccio´n 4.2
anterior, consiste en una isla circular interior de radio r = a, a modo de contorno
totalmente reflejante (α = 0), y un dominio exterior abierto desde donde viene la
onda incidente. La profundidad del fondo se trata como una variacio´n parabo´lica,
desde h = ha, que rodea la isla hasta un valor fijo h = hb en r = b, de tal forma que
la funcio´n de fondo h(r) es
h(r) =
hb − ha
b2 − a2 (r
2 − a2) + ha para a ≤ r ≤ b.
En la Figura 4.8 se detalla tanto la geometr´ıa como el fondo de la isla de Homma.
Los datos geome´tricos y de profundidad utilizados en este ejemplo corresponden al
disen˜o original [12]: a = 10 km, b = 30 km, hb = 4 km y ha = hb/9. El dominio
computacional presenta la misma forma que el mostrado en la Figura 4.5 A, donde
en este caso el contorno artificial ΓNRB se ha situado a 50 km de la isla reflejante.
Con el fondo constante hb fijado, se ha considerado un potencial incidente de onda
corta (ve´ase la Tabla 4.7). Para este tipo de ondas, se ha demostrado en [17] que la
solucio´n anal´ıtica aproximada dada por Homma en [12] presenta serias discrepancias
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Figura 4.8: Definicio´n de la geometr´ıa y la profundidad del fondo para el ejemplo de
la isla parabo´lica. Fuente en [17]
T [s] a0 [m] β0 [
o] Longitud [km] Profundidad [km]
240 1 0 45.319 4
Tabla 4.7: Datos del potencial incidente escogido
con la solucio´n nume´rica de varios modelos. Por este motivo, se utiliza aqu´ı una
solucio´n anal´ıtica mejorada que ha sido igualmente desarrollada en [17].
Se ha calculado la aproximacio´n nume´rica para las dos mallas triangulares mos-
tradas en la Figura 4.9 y grados de interpolacio´n lineal y cu´bico. El objetivo es testear
si el modelo es capaz de capturar la refraccio´n de la onda a lo largo del contorno de
la isla, para lo cual tambie´n se ha calculado la solucio´n utilizando el PML mostrado
en la Tabla 4.8. Para el grosor d [km] elegido, el material absorbente se ha colocado
fuera del dominio Ω, manteniendo el taman˜o de elemento del contorno artificial (1 y
2 km en las Figuras 4.9 A y B), tal que
ΩPML = (−d− 5, 5) ∪ (5, 5 + d)× (−d − 5, 5) ∪ (5, 5 + d).
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Figura 4.9: Mallas del dominio Ω utilizadas. A: malla gruesa con un taman˜o de ele-
mento de 1 km en la isla y 2 km en el contorno artificial. B: malla fina, cuyo taman˜o
de elemento corresponde a la mitad que el de la malla A.
n d [km] R
3 90.64 100
Tabla 4.8: Datos del PML utilizado
Los resultados demuestran que el modelo se ajusta bien a la solucio´n anal´ıtica
cuando se usa la malla fina (Figuras 4.11 y 4.10 B), teniendo un ajuste muy bueno en
el caso de elementos cu´bicos. Con elementos lineales y la malla gruesa (Figura 4.10 A)
au´n se nota la tendencia de la curva teo´rica, pero no se consiguen reproducir correc-
tamente los valores pico. Por otra parte, en la comparativa entre el uso o no del PML,
apenas se nota en este caso una verdadera diferencia significativa. El comportamiento
de la solucio´n con PML parece reproducir mejor algunos valores pico y los extremos
sobre el contorno de la isla, pero es una diferencia menor respecto la solucio´n obtenida
utilizando so´lo la condicio´n de radiacio´n de primer orden.
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Figura 4.10: Solucio´n obtenida usando elementos lineales, con y sin PML. A: solucio´n
con la malla gruesa. B: solucio´n con la malla fina
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Figura 4.11: Solucio´n obtenida en la malla fina usando elementos cu´bicos, con y sin
PML
4.4. Puerto de Tarragona
Despue´s de validar, en las secciones anteriores, el modelo nume´rico con ejemplos
que tienen solucio´n anal´ıtica conocida, se desea probar ahora con una geometr´ıa com-
pleja y real. Para ello se ha llevado a cabo la modelacio´n de la propagacio´n del oleaje
en el puerto de Tarragona. Algunos datos geome´tricos del puerto esta´n resumidos en
la Tabla 4.9, y una fotograf´ıa ae´rea que cubre la zona se presenta en la Figura 4.12.
Longitud Latitud Superficie total [hm2]
1o14’E 41o05’N 391.82
Tabla 4.9: Datos del puerto de Tarragona. Fuente en [20]
El contorno del puerto y de la costa circundante corresponde al obtenido en una
campan˜a topogra´fica del an˜o 2007. En la Figura 4.13 se representa una aproximacio´n
de este contorno, hecha con herramientas CAD, junto con una aproximacio´n por
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Figura 4.12: Ortofoto del puerto de Tarragona. Fuente: Institut Cartogra`fic de Cata-
lunya
Mı´nimos Cuadrados Mo´viles (Moving Least Squares o MLS) de los datos batime´tricos
reales de la zona1. Estos datos son la combinacio´n de una campan˜a de medicio´n en el
interior del puerto ma´s una digitalizacio´n de carta na´utica en el exterior. Obse´rvese
que la ma´xima profundidad dentro del puerto se situ´a sobre los 25 m, con pendientes
ma´ximas que alcanzan aproximadamente un 3%. Lejos de la costa, en la zona offshore,
las pendientes se reducen a menos de un 1%. En [6] se prueba que la ecuacio´n Mild
Slope puede reproducir oleajes con una pendiente del fondo de hasta 1/3, por lo que,
en principio, la pendiente de la batimetr´ıa del puerto no debe suponer una limitacio´n
en la modelacio´n.
Para la eleccio´n del potencial incidente se ha tomado como dato de entrada, ex-
tra´ıdo de [20], la longitud t´ıpica de un temporal en aguas profundas como L0 = 136 m.
A trave´s de la relacio´n de dispersio´n (2.35) se puede calcular el periodo tipo en aguas
profundas, resultando T = 9,3331 s. En la Figura 4.14 se representa co´mo var´ıa este
1Contorno y batimetr´ıa proporcionados por cortes´ıa del Dpto. Ingenier´ıa Hidra´ulica, Mar´ıtima y
Ambiental de la Universidad Polite´cnica de Catalun˜a.
72 Simulaciones nume´ricas
Figura 4.13: Contorno y batimetr´ıa del a´rea costera del puerto de Tarragona
oleaje en un funcio´n de la profundidad. No´tese que para profundidades superiores a 60
m el fondo ya no afecta a la ola. Debido a que los datos batime´tricos que se disponen
a 60 m son escasos, se ha fijado el potencial incidente como aquel que se propaga por
un fondo situado a 45 m. En la Figura 4.14 puede comprobarse que el error cometido
en la longitud de onda respecto los 136 m reales es de apenas un 3%.
La figura 4.15 muestra el dominio computacional de ca´lculo, cuyo contorno corres-
ponde, en este caso, a un suavizado por herramientas CAD del contorno topogra´fico.
Tambie´n se han an˜adido algunos detalles digitalizados a trave´s de la ortofoto mos-
trada en la Figura 4.12. No´tese que la geometr´ıa ha sido rotada un a´ngulo igual a
62.5516o respecto el contorno original de la Figura 4.132. El tipo de condicio´n de con-
2Esta rotacio´n responde a la necesidad de que el contorno del PML sea paralelo a los ejes carte-
sianos.
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Figura 4.14: Efecto del fondo sobre un oleaje de periodo T = 9,3331 s: longitud de
onda en funcio´n de la profundidad
Figura 4.15: Contorno computacional del puerto de Tarragona
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Dique Escollera Playa
Tipo de contorno ΓN ΓR ΓR
Valor del para´metro α 0 0.6 0.6
Tabla 4.10: Condiciones de contorno y valor del para´metro escogido
T [s] a0 [m] β0 [
o] Longitud [m] Profundidad [m]
Potencial 1 9.3331 1 120 132.2694 45
Potencial 2 9.3331 1 180 132.2694 45
Potencial 3 9.3331 1 225 132.2694 45
Tabla 4.11: Datos del potencial incidente escogido
torno utilizada y sus para´metros se especifican en la Tabla 4.10. Para este dominio
computacional, se han escogido tres potenciales incidentes con a´ngulos de incidencia
distintos (Tabla 4.11), desde uno muy desfavolable para el puerto (Potencial 1) hasta
otro ma´s favorable (Potencial 3).
Por otro lado, en este dominio computacional se ha establecido una profundidad
mı´nima de 3.5 m con tal de evitar profundidades cercanas a cero (ve´ase la Figura 4.16
A), donde la relacio´n altura de ola/profundidad no puede ser bien modelada por una
teor´ıa de ondas lineal como la utilizada en este trabajo (recue´rdense las reestricciones
sobre el taman˜o de la ola comentadas en la Seccio´n 2.3.1).
No´tese que en este caso ha sido necesario colocar dos PMLs en el dominio de
resolucio´n. Esto es debido a que en la parte interior del puerto de Tarragona desemboca
el r´ıo Francol´ı y, por tanto, para conseguir el dominio computacional tambie´n se debe
truncar esa parte con un contorno artificial. En la Tabla 4.12 se muestran los datos
n d [m] R Profundidad [m]
PML 1 3 264.57 100 45
PML 2 3 53.211 100 3.5
Tabla 4.12: Datos del los PMLs utilizados
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Figura 4.16: Profundidad del fondo en el dominio computacional aproximada por
MLS. A: profundidad aproximada original. B: profundidad modificada con una zona
de transicio´n lineal entre el PML y la batimetr´ıa original
correspondientes a estos dos PMLs, donde el PML 1 (exterior al puerto) se ha escogido
con una distancia de absorcio´n igual al doble de la longitud de onda incidente. En el
caso del PML 2, esta distancia de absorcio´n es igual a la longitud de un oleaje con
per´ıodo incidente T = 9,3331 s que se propaga sobre la profundidad mı´nima de 3.5
m. El PML 1 esta´ colocado, para aguas profundas, en la zona donde la profundidad
corresponde al oleaje incidente (45 m). Para aguas someras, el PML 1 se ha intentado
colocar lo ma´s alejado posible de la entrada del puerto, sin que esto suponga an˜adir
en exceso grados de libertad al problema.
En la Figura 4.16 B se muestra de que´ manera ha sido modificada, a causa de la
introduccio´n del PML, la aproximacio´n por MLS de los datos batime´tricos. Como ya
se apunto´ en la Seccio´n 3.2.1, el salto brusco de profundidad creado en la interfase del
PML es resuelto por medio de una transicio´n lineal (ve´ase Ape´ndice A). El taman˜o
escogido para esta zona de transicio´n es de 400 m en el PML 1 y 1
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hmin [m] hmax [m] Elemento Mı´nimo nu´m. nodos por L Nu´m. de elementos
0.5 7.98 P1 20 1163374
Tabla 4.13: Datos de la malla utilizada
Figura 4.17: Solucio´n obtenida con el Potencial incidente 1
En la Tabla 4.13 se detalla la malla de elementos lineales usada. Tras un tiempo de
ca´lculo de 3 h y 25 min en un procesador Intel Quad Core Xeon E7440, se obtuvieron
los resultados mostrados en las Figuras 4.17, 4.18 y 4.19. En ellas se representa la
parte real del potencial total ϕ y el factor de amplificacio´n H/H0 para cada potencial
incidente.
Obse´rvese que en los tres casos se produce refraccio´n de las olas cuando el frente de
avance se curva hacia a la costa. Este feno´meno es ma´s visible en el caso del Potencial 1
(Figura 4.17), cuando la onda incidente proviene desde la direccio´n ma´s desfavorable.
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Figura 4.18: Solucio´n obtenida con el Potencial incidente 2
En este caso la altura de la ola alcanza sobre 1 - 1.5 m en algunos puntos interiores
del puerto, a causa de un pequen˜o frente refractado que se propaga por el interior.
Sin embargo, la mayor´ıa del puerto presenta olas de amplitud ma´s pequen˜a que la ola
incidente.
Para los otros dos potenciales incidentes (Figuras 4.18 y 4.19), la altura de ola
dentro del puerto siempre es ma´s pequen˜a que la altura de ola incidente. En el caso
del Potencial 2, cuya direccio´n de propagacio´n es similar a la direccio´n de ma´xima
variacio´n del fondo, los efectos de difraccio´n/reflexio´n son especialmente dominan-
tes. Obse´rvese igualmente que el ma´ximo factor de amplificacio´n en ambos casos se
produce cerca la costa, con una relacio´n altura de ola/profundidad claramente despro-
porcionada. La teor´ıa lineal de ondas pierde entonces su validez en esta a´rea3, aunque
se asume que la regio´n esta´ suficientemente lejos de la entrada del puerto como para
3Las olas ya habr´ıan alcanzado su altura y profundidad de rotura.
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Figura 4.19: Solucio´n obtenida con el Potencial incidente 3
que e´ste se vea afectado.
No´tese, por otro lado, que el comportamiento del PML 1 parece acertado. La altura
de ola en el contorno artificial, para los tres casos, se mantiene ma´s o menos igual a
la altura de ola incidente, por lo que el potencial reflejado desde este contorno parece
ser nulo. En la Figura 4.20 se muestra, para el caso del Potencial incidente 1, co´mo
este potencial reflejado es pra´cticamente nulo sobre el contorno artificial.
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Figura 4.20: Potencial reflejado ϕr para el Potencial incidente 1
Cap´ıtulo 5
Conclusiones y trabajo futuro
Se ha desarrollado una herramienta nume´rica para la simulacio´n de la propagacio´n
de oleaje sobre una batimetr´ıa irregular en dominio frecuencial. Se ha utilizado el
me´todo de Elementos Finitos con una aproximacio´n por Galerkin Continua, y una
combinacio´n de PML ma´s condicio´n de no reflexio´n de primer orden para resolver el
truncamiento del dominio infinito.
Los test nume´ricos realizados demuestran que la solucio´n obtenida utilizando PML
mejora la precisio´n del resultado respecto al so´lo uso de la condicio´n de no reflexio´n de
primer orden. Este hecho se confirma sobretodo en la convergencia, donde se ha visto
que esta condicio´n de contorno penaliza en exceso la pendiente teo´rica desde grado
lineal. La convergencia con PML, sin embargo, es o´ptima y so´lo comienza a afectar
con una grado de interpolacio´n cu´bico y mallas finas, donde el error asociado a la
discretizacio´n es menor. Au´n as´ı, dado que la incorporacio´n del material absorbente
requiere de la imposicio´n de tres para´metros distintos, se ha encontrado que tan so´lo
variando dos de ellos disminuye el efecto de penalizacio´n sobre la curva de conver-
gencia. Un ana´lisis completo de sensibilidad ser´ıa entonces necesario para intentar
deducir una combinacio´n de para´metros o´ptima para el problema de propagacio´n de
oleaje resuelto.
Tras los test de validacio´n, se ha probado el modelo nume´rico en la geometr´ıa y
batimetr´ıa reales del puerto de Tarragona. El ana´lisis de resultados parece indicar
que los efectos de difraccio´n/reflexio´n/refraccio´n esta´n correctamente modelados. Sin
embargo, el hecho de considerar datos geome´tricos y batime´tricos reales supone an˜adir
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dificultades adicionales al problema. En el a´mbito geome´trico, para poder capturar
bien el contorno se deben utilizar mallas muy finas (en este caso se ha usado del orden
del millo´n de elementos lineales). Respecto la batimetr´ıa, por un lado, al tener en
cuenta datos reales punto a punto se hace necesaria la aplicacio´n de algu´n me´todo de
aproximacio´n funcional para obtener valores nodales de profundidad. En este caso se
ha usado una aproximacio´n por MLS que ha dado buenos resultados. Por otro lado,
en el dominio absorbente se debe imponer un fondo constante para evitar fallos en la
absorcio´n. Esto implica tener que suavizar las posibles discontinuidades de la funcio´n
de fondo creadas sobre la interfase del dominio y el PML. En este trabajo, una zona
de interpolacio´n lineal ha sido creada a trave´s de un algoritmo topolo´gico para evitar
afectar a zonas interiores del puerto, donde la profundidad interesa que sea la real.
Un tercer problema asociado a la batimetr´ıa es el hecho de que, al modelar cerca
de la costa, la profundidad del fondo es inferior a la profundidad real de rotura de las
olas. La teor´ıa de ondas lineales utilizada es incapaz de modelar este efecto, lo que
resulta en la propagacio´n irreal de olas de gran altura sobre un fondo muy pequen˜o.
Solventar este problema requiere, al menos, conocer la relacio´n entre la altura de ola,
variable del problema, y el fondo. Por este motivo, en este documento se ha optado
por imponer un fondo constante mı´nimo. Lamentablemente, esta solucio´n no resuelve
el problema, al menos, en dos de los tres oleajes incidentes modelados en el puerto.
Sin embargo, las zonas donde ocurre esta propagacio´n no f´ısica se encuentran lejos de
la zona del contorno portuario, por lo que se asume que no son, al menos en el interior
del puerto, realmente significativas.
Como futuras l´ıneas de investigacio´n se propone:
Realizar un ana´lisis de convergencia y sensibilidad de para´metros del PML en un
problema de propagacio´n con fondo variable.
Completar una simulacio´n en un gran puerto real haciendo uso de una formulacio´n
por NURBS-Enhanced FEM (NEFEM), que permita aumentar el taman˜o de la malla,
capturando bien la geometr´ıa del contorno y haciendo uso de elementos de alto orden.
Comparar la resolucio´n en un puerto real por medio de las dos formulaciones dis-
tintas de la ecuacio´n Mild Slope: dominio frecuencial y dominio frecuencial-temporal.
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Ape´ndice A
Construccio´n de la zona de
transicio´n lineal junto a un PML
Cuando se tiene un dominio de propagacio´n Ω con fondo variable, el hecho de
imponer una profundidad constante en el a´rea absorbente ΩPML puede provocar que
la funcio´n de profundidad se vuelva discontinua en la interfase Ω∩ΩPML. En la figura
A.1 se muestra un ejemplo de esta discontinuidad en la geometr´ıa del puerto de
Tarragona. Un postproceso de esta funcio´n se hace entonces necesario para suavizar
esa discontinuidad. En este trabajo se ha optado por crear una zona de transicio´n
lineal de taman˜o fijo a donde la profundidad es interpolada linealmente. Esto es, si se
desea interpolar un punto p cuya profundidad es hp hasta la profundidad h
PML de la
zona absorbente, la profundidad interpolada h∗p del punto se puede calcular como
h∗p =
d
a
hp +
a− d
a
hPML, (A.1)
donde d es la distancia del punto p al contorno del PML. Como se supone un PML
paralelo a los ejes cartesianos, la distancia sera´ la ma´s pequen˜a entre todas las medidas
en direccio´n perpendicular al contorno del PML y a sus esquinas.
En la Figura A.2 se ilustra co´mo se ha realizado el ca´lculo de esta distancia. El
PML es rodeado por cajas de taman˜o a y so´lo los puntos candidatos (puntos rojos) que
esta´n dentro de estas cajas son interpolados usando la ecuacio´n (A.1). La distancia d
considerada es perpendicular en las cajas rectangulares y radiales en las esquinas. De
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Figura A.1: A: profundidad original en el puerto de Tarragona. B: discontinuidad
creada cuando se impone profundidad constante en el PML
este modo se consigue una interpolacio´n suave que no presenta l´ıneas abruptas (l´ıneas
de corte) en las esquinas del PML.
El objetivo de este Ape´ndice se centra, sin embargo, en detallar cua´l es exactamente
el proceso de seleccio´n de puntos candidatos para ser interpolados. Para ilustar el
procedimiento, conside´rese una geometr´ıa como la que se muestra en la Figura A.3.
Se trata de un PML que esta´ colocado a las afueras de un puerto con un dique en
medio, separando la malla interior del puerto de la malla exterior. En esta situacio´n,
se desea hacer una interpolacio´n con la distancia a que esta´ marcada en la Figura
A.3. Obse´rvese que si so´lo se utiliza como criterio de seleccio´n los nodos que se situ´an
86 Construccio´n de la zona de transicio´n lineal junto a un PML
Figura A.2: Ca´lculo de distancias mı´nimas a un PML
Figura A.3: PML a las afueras de un puerto
dentro de las cajas, tambie´n ser´ıa interpolado parte del fondo que se encuentra dentro
del puerto. Para evitar este problema, en la Figura A.4 se muestra el proceso de avance
de un frente de nodos que va seleccionando los candidatos de interpolacio´n de forma
iterativa.
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No´tese de que´ manera los nodos seleccionados para la interpolacio´n son extra´ıdos
de una serie de candidatos, que son los nodos vecinos de un frente topolo´gico que parte
de los nodos del PML. Con este me´todo, el frente de avance tendr´ıa que recorrer por
completo el dique para que la interpolacio´n comenzase a afectar al interior de puerto.
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Figura A.4: Proceso de avance de un frente topolo´gico y seleccio´n de candidatos. A:
inicio del frente 0 con los nodos situados sobre el contorno del PML. B: frente de avance
1 compuesto por los vecinos ma´s pro´ximos a los nodos del frente 0. C: todos los nodos
del frente 1 que esta´n dentro de las subcajas son seleccionados para la interpolacio´n.
El nuevo frente 2 esta´ compuesto so´lo por los vecinos de estos nodos seleccionados. D:
ningu´n nodo del frente 2 es seleccionado, por lo que no se crea ningu´n nuevo frente
de bu´squeda de candidatos. E: fin del proceso
