There are a number of questions in quantum complexity that have been resolved in the time-bounded setting, but remain open in the space-bounded setting. For example, it is not currently known if spacebounded probabilistic computations can be simulated by space-bounded quantum machines without allowing measurements during the computation, while it is known that an analogous statement holds in the timebounded case. A more general question asks if measurements during a quantum computation can allow for more s p ace-e cient solutions to certain problems.
Introduction
This paper addresses the problem of space-e cient quantum simulations of probabilistic computations. We take as our model of computation the quantum Turing machine, where we assume measurements may not occur during the computation, and that a single measurement yielding one of the results: accept or reject takes place at the end of the computation. One reason for studying such computations is that they may safely be used as subroutines in larger quantum computations, while computations allowing unrestricted intermediate measurements might spoil a larger quantum computation if used in this way. Another reason is purely academic: the resulting quantum classes are interesting from a complexity-theoretic point of view in their possible weaknesses. Since quantum computations are reversible except for measurements, it is also interesting to consider the power of quantum computations without intermediate measurements from the perspective of the thermodynamics of computation, in view of Landauer's Principle 8 .
While it has been shown that restricting measurements as described above does not a ect computational power with respect to time-bounded computation 1 , it is not known if this restriction a ects computational power in the space-bounded case. Indeed, while it can be shown that a quantum machine running in logspace that allows local measurements at any point in its computation can simulate a given logspace probabilistic machine, it is not known if this can be done in the case where measurements are not allowed during the computation. The apparent difculty in simulating probabilistic computations with space-bounded quantum machines in this restricted setting by means of the most straightforward technique i.e., directly simulating coin-ips with appropriately de ned quantum transformations lies in the problem of reusing the space required for each coinip, of which there may b e a n umber exponential in the space-bound.
In a previous paper 14 , we have investigated a number of space-bounded quantum complexity classes de ned in terms of machines that allow a restricted class of measurements during their computations: after each step the internal state of the quantum Turing machine is observed, yielding one of the results accept, reject, or continue. Alternately this may be formulated by allowing for an output tape that is observed after each step. The computation continues until one of the results accept or reject is obtained. As in the classical case, we may de ne a notion of halting absolutely for such computations; a computation halts absolutely if it has nite worst-case running time. It was proved that any logspace quantum Turing machine allowing for these limited intermediate measurements that halts absolutely can be simulated by one in which no intermediate measurements occur. Under the assumption that the running time in the single-measurement case is a logspace time-bound i.e., the running time of some deterministic logspace Turing machine, the converse holds as well. Thus, the notion of a logspace quantum computation not allowing measurements during the computation and the notion of a logspace quantum computation that halts absolutely with respect to measurements of the accept reject continue type during the computation are equivalent.
In the present paper we prove that quantum Turing machines can simulate a limited class of random processes|random walks on regular, undirected graphs|in a time-e cient and space-e cient manner in the single-measurement equivalently, halting absolutely case. A random walk on a regular, undirected graph G = V ;E of degree d is a Markov c hain de ned as follows: the states of the Markov c hain correspond to the vertices of G, and the transition probability from vertex u to vertex v is de ned to be 1=d in case v is adjacent t o u, and zero otherwise.
The study of random walks has had a numb e r o f i nteresting applications in complexity theory. From the perspective of this paper, the most important such application is due to Aleliunas, Karp, Lipton, Lov asz and Racko 2 , who used random walks to show that the undirected graph connectivity USTCON problem is in R H L sometimes denoted RL poly or just RL. Since USTCON is complete for symmetric logspace SL with respect to logspace reductions 10 , the relation SL R H L follows. The most space-e cient known deterministic algorithm for USTCON requires space Olog n 
From our technique to simulate classical random walks with logspace quantum Turing machines, we obtain the following somewhat stronger result: given an undirected, regular graph G a n d a v ertex u, in polynomial time and logarithmic space we may approximate a uniform superposition over all vertices in the connected component o f u in G with high probability and with a high degree of accuracy. This fact may b e of use for developing e cient space-bounded quantum algorithms for other graph problems.
The remainder of this paper has the following organization. In Section 2 we review relevant facts concerning space-bounded quantum computation. In Section 3, we de ne a number of quantum operators and prove a lemma regarding these operators that will be useful in Section 4, which contains the construction of quantum Turing machines for simulating classical random walks on d-regular graphs. In Section 5, we address the issue of robustness of QR H L that, along with the machine constructed in Section 4, allows us to prove Theorem 1. Section 6 contains some concluding remarks.
Space-bounded QTMs
We begin by brie y discussing some relevant facts concerning space-bounded quantum computation; for further information see 14 . For background on quantum computation more generally, w e refer the reader to 4 and 5 , and for classical space-bounded computation see 13 .
The model of computation we use is the quantum Turing machine QTM. Our QTMs have t wo tapes: a read-only input tape and a work tape. The input and work tape alphabets are denoted and ,, respectively.
The internal states of a QTM are partitioned into two sets: accepting states and rejecting states.
As usual, the behavior of a QTM is determined by a transition function. There are strict conditions the transition function of a QTM must satisfy, as the evolution of a QTM must correspond to a unitary operator on the Hilbert space spanned by classical congurations of the machine see 4, 1 4 for further discussion.
In order to de ne the language accepted by a particular QTM M, we associate with M a function T specifying the number of steps for which M is to be run on each input. The probability that a pair M;T accepts a given string x is the probability that an accepting state results if the internal state of M on input x is measured, given that the machine has run for precisely Tx steps. A QTM M runs in logspace with respect to a given T if there exists a function fn = Olog n such that, for every input x, the position of the work tape head of M is never outside the range ,fjxj; f jxj with nonzero amplitude during the rst Tx steps of the computation of M on x.
The class QR H L consists of all languages A for which there exists a QTM M and a function T such that the following hold:
1. There exists a DTM M T such that on each input x, M T runs for precisely Tx steps T is a logspace time-bound, for short.
2. M runs in logspace with respect to T. 3 . If x 2 A, then M;T accepts x with probability a t least 1=2.
4. If x 6 2 A, then M;T accepts x with probability 0 .
As mentioned above, this de nition is equivalent to the de nition given in 14 , stated in terms of QTMs allowing observations of the accept reject continue type on each step. Note also that the class QR H L d o e s n o t change if we restrict T to depend only on the length of x. In Section 5 we show that the value 1 2 in the above de nition for QR H L m a y be replaced by a n y function fjxj satisfying 1=gjxj fjxj 1 , 2 ,gjxj for some polynomial gjxj 0.
Substituting PTM for QTM in this de nition yields the class R H L. It is not currently known if QR H L and R H L are di erent, nor if one is contained in the other.
We will describe quantum Turing machines using pseudo-code in a manner typical for classical Turing machine descriptions. Computations will be composed of transformations of two t ypes: quantum transformations and reversible transformations, both necessarily inducing unitary operators on the associated Hilbert space. Quantum transformations will consist of a single step, so it will be trivial to argue that each quantum transformation can be performed as claimed. For reversible transformations, we rely on the result of Lange, McKenzie, and Tapp 9 , which implies that any logspace deterministic computation can be simulated reversibly in logspace. However, because the interference patterns produced by a given QTM depend greatly upon the precise lengths of the various computation paths comprising that machine's computation, we m ust take care to insure that these lengths are predictable in order to correctly analyze machines. In the remainder of this section, we discuss reversible transformations somewhat more formally, and state a theorem based on the main result of 9 that will simplify our analyses greatly.
For a given space-bound f and work tape alphabet ,, de ne W fjxj , to be the set of all mappings of the form w : Z ! , taking the value blank outside the interval ,fjxj; f jxj i.e., those mappings representing the possible contents of the work tape of a machine on input x having work tape alphabet , and running in space f. By a reversible transformation, we mean a one-to-one and onto mapping of the form : W fjxj , ! W fjxj , for some f, x and ,.
Let M be a deterministic Turing machine having internal state set Q, which includes an initial state q 0 and a nal state q f , and work tape alphabet , 0 ,. For w 2 W fjxj ,, de ne cq;w to be that con guration of M for which the work tape contents are described by w, the input and work tape heads are scanning the squares indexed by 0, and the internal state is q. We s a y that M on input x performs transformation on W fjxj , if the following holds: if M on input x is placed in con guration cq 0 ; w for any w 2 W fjxj ,, then there exists t = tx; w such that if M is run for precisely t steps, it will then be in conguration cq f ; w. Furthermore, at no time prior to step number t is the internal state of M equal to q f . Naturally, w e s a y that t is the number of steps required for M on x to perform . If the work tape head of M never leaves the region indexed by numbers in the range ,gjxj; g jxj during this process, we s a y that M on x performs transformation in space g. The proof of this theorem is based on the main result of 9 , with added consideration payed to the number of steps required for transformations. See 14 , along with 9 for details.
Quantum operators
In this section we de ne some operators and prove a lemma that will be used in the analysis of the machines presented in the next section.
Throughout this subsection, assume G = V ;E i s an undirected, regular graph of degree d that is not necessarily connected. The Hilbert space upon which the operators we de ne act is H =`2V V , i.e., the classical states of our space consists of all ordered pairs of vertices of G. Let jbi :
Up to a sign change, this is the di usion" operator used in the Grover searching technique 7 .
Next, de ne X as follows.
jv;ui h u; vj :
The operator X simply exchanges the vertices u and v. Clearly X = X y = X ,1 ; X is unitary and hermitian. Finally, de ne P as follows. P = X u2V ju; ui h u; uj :
The operator P is the projection onto the subspace of H spanned by self-loops. Lemma 3 Let G = V ;E be a regular graph of degree d 2, let F, X and P be as de ned above, dene Q = P F X F P , and let k dd+1 2 n 2 log 1= De ning Q u = P u QP u , w e therefore have Q l u ju; ui = Q l ju; ui for l 0. Note that Q u is hermitian:
Q y u = P u P F X F P P u y = P u P F X F P P u = Q, following from the fact that P u , P, F, and X are hermitian.
Let A denote the adjacency matrix of G u and let f A denote the characteristic polynomial of A. By Each v ariable will contain an integer, with the exception of v, which will store either an integer or a single symbol in the set f0; : : : ; d g. Integers are assumed to be encoded as strings over the alphabet f0 0 ; 1 0 g, taken to be disjoint from f0; : : : ; d g. We make the assumption that each integer has exactly one encoding and that 0 is encoded by the empty string. Note that this implies u, v, b and c are all initially set to 0, as the work tape initially contains only blanks. Vertices of G are assumed to be labeled by integers having length at most logarithmic in the input size, and each v ertex has a unique label. When u or v contains an integer, this integer is to be interpreted as the label of a vertex.
The execution of M is described in Figure 1 The complexity class R H L is robust with respect to the probability with which positive instances are accepted: the probability 1 =2 i n the de nition of R H L may be replaced by any function fjxj satisfying 1=gjxj fjxj 1 , 2 ,gjxj for gjxj 0 a polynomial. It is not immediate that the analogous fact holds for QR H L; repeated simulation a given QTM computation requires that the simulated machine be in its initial con guration at the start of each simulation, but resetting this machine to its initial con guration constitutes an irreversible action that cannot be performed by the quantum machine performing the simulation. In this section we prove that this fact does indeed hold.
Lemma 6 Let M be a QTM and let T be a l o gspace time-bound such that M runs in logspace with respect to T. Let px denote the probability that M;T accepts x. Then for any polynomial f, there exists a QTM M f a n d a l o gspace time-bound T f such that M f runs in logspace with respect to T f , and M f ; T f accepts each input x with probability 1 , 1 , px1 , 2px ii. If M accepts x, increment a modulo fjxj + 2 .
iii. Invert step i.
iv. If the current con guration of M is not the initial con guration, and if a = 0, multiply the current amplitude by -1.
2. Accept if a 6 = 0, otherwise reject. M f will store an encoding of some con guration of M on its work tape, as well as an integer a, initially equal to zero. For each step in Figure 2 , a sequence of reversible and quantum transformations may be de ned that have the described e ects. We will not describe in detail how this may be done, as this has been discussed in 14 . Each required transformation can be performed in logspace, so that we may assume M f runs in logspace. It may also be assumed that each step in Figure 2 requires a number of steps depending only on the input and not on any other aspect of the computation path being followed. An appropriate logspace time-bound T f can be de ned so that the observation occurs when step 2 has nished, yielding acceptance or rejection appropriately.
We n o w determine the probability that M f ; T f rejects. Let us denote by E the unitary operator corresponding to evolving M for T steps. Since the counter a is incremented modulo fjxj + 2 at most fjxj + 1 times, we m a y determine the probability M f ; T f rejects by examining the superposition of M represented by the state of M f projected onto the space spanned by classical con gurations for which a = 0 . Theorem 1 now follows in straightforward fashion, relying again on Theorem 2; given a particular language A 2 SL we h a ve a logspace many-one reduction to d-USTCON, and we m a y replace various reversible transformations of our machine for d-USTCON with appropriately de ned reversible transformations based on compositions of the reduction with the replaced transformation. Details will appear in the nal version of this paper.
Concluding remarks
We have shown that logspace quantum Turing machines can simulate a limited class of probabilistic computations in a time-e cient manner without relying on measurements during the computation. This leaves open the question of whether probabilistic computations can be simulated e ciently by spacebounded quantum machines in general e.g., is R H L contained in QR H L?
We have de ned in this paper quantum processes that attempt to mimic classical random walks on graphs. There are a numberofways in which to de ne quantum walks on graphs having properties quite different from classical random walks. It may b e i n teresting to consider possible applications of such processes to quantum complexity theory.
