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ISOMORPHISM CONJECTURES WITH PROPER
COEFFICIENTS
GUILLERMO CORTIN˜AS AND EUGENIA ELLIS
Abstract. Let G be a group and let E be a functor from small Z-linear
categories to spectra. Also let A be a ring with a G-action. Under mild
conditions on E and A one can define an equivariant homology theory of G-
simplicial sets HG(−, E(A)) with the property that if H ⊂ G is a subgroup,
then
HG
∗
(G/H,E(A)) = E∗(A ⋊H)
If now F is a nonempty family of subgroups of G, closed under conjugation
and under subgroups, then there is a model category structure on G-simplicial
sets such that a map X → Y is a weak equivalence (resp. a fibration) if and
only if XH → Y H is an equivalence (resp. a fibration) for all H ∈ F . The
strong isomorphism conjecture for the quadruple (G,F , E,A) asserts that if
cX → X is the (G,F)-cofibrant replacement then
HG(cX,E(A))→ HG(X,E(A))
is an equivalence. The isomorphism conjecture says that this holds when X
is the one point space, in which case cX is the classifying space E(G,F). In
this paper we introduce an algebraic notion of (G,F)-properness for G-rings,
modelled on the analogous notion for G-C∗-algebras, and show that the strong
(G,F , E,P ) isomorphism conjecture for (G,F)-proper P is true in several cases
of interest in the algebraic K-theory context. Thus we give a purely algebraic,
discrete counterpart to a result of Guentner, Higson and Trout in the C∗-
algebraic case. We apply this to show that under rather general hypothesis,
the assembly map HG
∗
(E(G,F), E(A))→ E∗(A⋊G) can be identified with the
boundary map in the long exact sequence of E-groups associated to certain
exact sequence of rings. Along the way we prove several results on excision in
algebraic K-theory and cyclic homology which are of independent interest.
1. Introduction
Let G be a group; a family of subgroups of G is a nonempty family F closed
under conjugation and under taking subgroups. If F is a family of subgroups of
G, then a G-simplicial set X is called a (G,F)-complex if the stabilizer of every
simplex of X is in F . The category of G-simplicial sets can be equipped with a
closed model structure where an equivariant map X → Y is a weak equivalence
(resp. a fibration) if XH → Y H is a weak equivalence (resp. a fibration) for every
H ∈ F (see Section 2); (G,F)-complexes are the cofibrant objects in this model
structure (Remark 2.6). By a general construction of Davis and Lu¨ck (see [6]) any
functor E from the category Z − Cat of small Z-linear categories to the category
Spt of spectra which sends category equivalences to equivalences of spectra gives
rise to an equivariant homology theory of G-spaces X 7→ HG(X,E(R)) for each
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unital ring R with a G-action (unital G-ring, for short), such that if H ⊂ G is a
subgroup, then
(1.1) HG∗ (G/H,E(H)) = E∗(R⋊H)
is just E∗ evaluated at the crossed product. The strong isomorphism conjecture for
the quadruple (G,F , E,R) asserts that HG(−, E(R)) sends (G,F)-equivalences to
weak equivalences of spectra. The strong isomorphism conjecture is equivalent to
the assertion that for every G-simplicial set X the map
(1.2) HG(cX,E(R))→ HG(X,E(R))
induced by the (G,F)-cofibrant replacement cX → X is a weak equivalence. The
weaker isomorphism conjecture is the particular case when X is a point; it asserts
that if E(G,F)
∼
։ pt is the cofibrant replacement then the map
(1.3) HG(E(G,F), E(R))→ HG(pt, E(R))
called the assembly map, is an equivalence of spectra. This formulation of the
conjecture is equivalent to that of Davis-Lu¨ck, ([6]) which is given in terms of
topological spaces (see Proposition 2.4 and paragraph 2.7).
In this paper we are primarily concerned with the strong isomorphism conjec-
ture for nonconnective algebraic K-theory –denoted K in this paper– homotopy
algebraic K-theory KH , and Hochschild and cyclic homology HH and HC. Our
main results are outlined in Theorem 1.4 below. First we need to explain the terms
“excisive” and “proper” appearing in the theorem. Let E : Rings→ Spt be a func-
tor; we say that a not necessarily unital ring A is E-excisive if whenever A→ R is
an embedding of A as a two sided ideal in a unital ring R, the sequence
E(A)→ E(R)→ E(R/A)
is a homotopy fibration. Unital rings are E-excisive for all functors E considered in
Theorem 1.4; thus the theorem remains true if “unital” is substituted for “excisive”.
By a result of Weibel [30], Homotopy algebraic K-theory satisfies excision; this
means that every ring is KH-excisive. The rings which are excisive with respect to
cyclic and Hochschild homology are the same; they were characterized by Wodzicki
in [31], where he coined the term H-unital for such rings. By results of Suslin and
Wodzicki, a ring is excisive for rational K-theory if and only if it is H-unital (see
[26] for the if part and [31] for the only if part); K-excisive rings were characterized
by Suslin in [25]. Under mild assumptions on E (the Standing Assumptions 3.3.2),
which are satisfied by all the examples considered in Theorem 1.4, one can make
sense of HG(−, E(A)) for not necessarily unital, E-excisive A (see Section 3). The
ring Z(X) of polynomial functions on a locally finite simplicial set X which are
supported on a finite simplicial subset, and the ring Ccomp(|X |,F) of compactly
supported continuous functions with values in F = R,C are unital if and only if X
is finite, and are E-excisive for all X and all the functors E of Theorem 1.4; they
are (G,F)-proper whenever X is a (G,F)-complex. In general if X is a locally
finite simplicial set with a G-action and A is a G-ring, then A is called proper over
X if it carries a Z(X)-algebra structure which is compatible with the action of G
and satisfies Z(X) · A = A. We say that A is (G,F)-proper if it is proper over a
(G,F)-complex.
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Theorem 1.4. Let G be a group, F a family of subgroups, E : Z − Cat → Spt a
functor, and P an E-excisive G-ring. The strong isomorphism conjecture for the
quadruple (G,F , E, P ) is satisfied in each of the following cases.
i) E = HH or HC and F contains all the cyclic subgroups of G.
ii) E = KH and P is (G,F)-proper.
iii) E = K and P is proper over a 0-dimensional (G,F)-space.
iv) E = K, F contains all the cyclic subgroups of G and P is a (G,F)-proper
Q-algebra.
v) E = K ⊗Q, F contains all the cyclic subgroups of G and P is (G,F)-proper.
Part i) of the theorem for unital rings is Proposition 7.6; that it holds for all
HC-excisive rings follows from this by Corollary 3.3.11 and Proposition 6.4. Even
for unital rings, part i) generalizes a result of Lu¨ck and Reich [18], who proved it
under the additional assumption that G acts trivially on A. Theorem 13.1.1 proves
that part ii) holds for any functor E : Z−Cat→ Spt satisfying certain properties,
including excision; the fact that KH satisfies them is the subject of Section 5. We
prove in Theorem 11.6 that part iii) of the theorem holds for any E satisfying the
standing assumptions; that they hold for K-theory is established in Proposition
4.3.1. Parts iv) and v) are the content of Theorem 13.2.1.
The concept of properness used in this article is a discrete, algebraic translation
of the analogous concept of proper G-C∗-algebra. By a result of Guentner, Higson
and Trout, the full C∗-crossed product version of the Baum-Connes conjecture
with coefficients holds whenever the coefficient algebra is a proper G-C∗-algebra
[9]. This result is a basic fact behind the Dirac-dual Dirac method that was used,
for example, in the proof of the Baum-Connes conjecture for a-T -menable groups
[10]. It is also at the basis of recent work of Meyer and Nest ([19],[20],[21]) in
which the conjecture and the Dirac method are recast in terms of triangulated
categories. We expect that Theorem 1.4 can similarly be used as a tool in proving
instances of the isomorphism conjecture for (homotopy) algebraic K-theory. As a
first application of Theorem 1.4 we prove the following theorem, which identifies
the assembly map (1.3) as the connecting map in an excision sequence.
Theorem 1.5. Let G be a group and F a family of subgroups. Then there is a
functor which assigns to each G-ring A a G-ring F∞A = F∞(F , A) equipped with
an exhaustive filtration by G-ideals {FnA : n ≥ 0}, and a natural transformation
A→ F0A, which, if E is as in Theorem 1.4 and A is E-excisive, have the following
properties.
i) The map E(A⋊G)→ E(F0A⋊G) is an equivalence.
ii) The following sequence is a homotopy fibration
E(F0A⋊G)→ E(F∞A⋊G)→ E((F∞A/F0A)⋊G)
In particular there is a map
∂ : ΩE((F∞A/F0A)⋊G)→ E(F0A⋊G)
iii) There is an equivalence
HG(E(G,F), E(A))
∼
−→ ΩE((F∞A/F0A)⋊G)
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which makes the following diagram commute up to homotopy
HG(E(G,F), E(A))
≀

Assembly // E(A⋊G)
≀

ΩE((F∞A/F0A)⋊G)
∂ // E(F0A⋊G)
The theorem above holds more generally for any functor satisfying certain hy-
pothesis, listed in 3.3.2 and 12.1; see Proposition 12.2.3 and Theorem 12.3.3.
We also prove a number of results about K-excisive and H-unital rings which are
needed for the proof of the theorems above; they are summarized in the following
theorem.
Theorem 1.6.
i) If A is a K-excisive (resp. H-unital) G-ring, then A ⋊ G is K-excisive (resp.
H-unital).
ii) Let {Ai} be a family of rings and let A =
⊕
iAi their direct sum, with coordinate-
wise product. Then A is K-excisive (resp. H-unital) if and only if each Ai is.
iii) If A and B are K-excisive rings, and at least one of them is flat as a Z-module,
then A⊗B is K-excisive.
Part i) of Theorem 1.6 results by combining Propositions A.6.3 and A.6.4. Part
ii) follows from Propositions A.4.4 and A.4.6. Part iii) is Proposition A.5.3. The
analogue of part iii) for H-unital rings is true without flatness assumptions, and
was proved by Suslin and Wodzicki in [26, Theorem 7.10].
The rest of this paper is organized as follows. In Section 2 we formulate the
isomorphism conjectures in terms of closed model categories. If G is a group,
F a family of subgroups and C is either the category Top of topological spaces
or the category S of simplicial sets, we introduce closed model structures on the
equivariant category CG in which an equivariant map X → Y is a weak equivalence
(resp. a fibration) if XH → Y H is one for every H ∈ F . We show in Proposition
2.4 that the realization and singular functors give a Quillen equivalence between
SG and TopG. In Section 3 we give a list of five basic conditions for a functor
E : Z − Cat → Spt, the Standing Assumptions 3.3.2; all functors E considered in
the paper satisfy them. All but one of these conditions refer to needed permanence
properties of E-excisive rings; thus they concern only the restriction of E to Rings.
The remaining condition is that for all C ∈ Z− Cat there must be an equivalence
(1.7) E(A(C))
∼
−→ E(C)
Here
A(C) =
⊕
x,y∈C
homC(x, y)
is the arrow ring. The assignment C → A(C) is functorial only for functors which are
injective on objects; likewise the equivalence (1.7) is only required to be natural with
respect to such functors. These conditions imply, for example, that E sends nat-
urally equivalent functors to homotopy equivalent maps of spectra (Lemma 3.3.6),
and that HG(X,E(−)) maps extensions of E-excisive rings to homotopy fibrations
(Proposition 3.3.9). We also discuss a fully functorial construction Z−Cat→ Rings,
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C → R(C) which comes with a map p : R(C)→ A(C) and give condtions on E un-
der which E(p) is an equivalence for all C (Lemma 3.4.3); they apply, for example,
when E = KH , but fail for E = K(see Example 3.4.2). In Section 4 we present
the model for the (nonconnective) K-theory spectrum that we use in this article
–essentially borrowed from Pedersen-Weibel’s paper [24]– and prove (Proposition
4.3.1) that it satisfies the standing assumptions. For this we need several properties
ofK-excisive rings which are proved in the appendix (including those listed as parts
i) and ii) of Theorem 1.6). Section 5 concerns Weibel’s homotopy K-theory; the
fact that it satisfies the standing assumptions is proved in Proposition 5.5. We also
show (Proposition 5.3) that there is a natural equivalence KH(C) → KH(R(C))
(C ∈ Z − Cat). The basic definitions of Hochschild and cyclic homology for rings
and Z-linear categories are reviewed in Section 6, where it is shown (Proposition
6.4) that they satisfy the standing assumptions. Part i) of Theorem 1.4 is proved in
Section 7 (Proposition 7.6). In the next section we discuss various Chern characters
connecting K-theory with cyclic homology. Of these, the relative character
ν : Knil(C)⊗Q = hofiber(K(C)→ KH(C))→ Ω−1|HC(C)| ⊗Q
(defined in (8.2.3))) plays a prominent role in the article. Here |− | is the spectrum
associated by the Dold-Kan correspondence. We show in Proposition 8.2.4 that its
fiber
(1.8) Kninf(C) = hofiber(ν)
satisfies the standing assumptions, that in addition it is excisive and that Kninf∗
commutes with filtering colimits. Section 9 reviews some of the properties of the
ring Z(X) of finitely supported, integral polynomial functions on a simplicial set
X . For example, Z(−) is functorial for proper maps, and sends disjoint unions to
direct sums (see Subsection 9.3). Moreover, if X is locally finite, and Y ⊂ X is
a subobject, then the the restriction map Z(X) → Z(Y ) is onto (Corollary 9.4.2).
We also show that if X is locally finite, then Z(X) is free as an abelian group (see
Lemma 9.3.7) and that if E satisfies the standing assumptions then the ring Z(X)
is E-excisive (Proposition 9.5.1). Thus by Theorem 1.6 iii), the class of K-excisive
rings is closed under tensoring with Z(X) (Proposition 9.5.3). In Section 10 we
consider G-rings which are proper over a (G,F)-complex X . We establish discrete
analogues of several of the properties of proper C∗-algebras discussed in [9]. For a
subgroup H ⊂ G we introduce the induction functor IndGH : H−Rings→ G−Rings
(Subsection 10.2) and show that it is an equivalence between H−Rings and the full
subcategory of those G-rings which are proper over the 0-dimensional simplicial set
G/H (Proposition 10.3.1). Next we give a discrete variant of Green’s imprimitivity
theorem; we show in Theorem 10.4.5 that there is an isomorphism
(1.9) IndGH(A)⋊G ∼= MG/H(A⋊H)
Here MG/H denotes matrices indexed by G/H ×G/H with finitely many nonzero
coefficients. Also in this section we consider the restriction functor ResHG going
from G-rings to H-rings and study the composites IndGHRes
H
G and Res
H
G Ind
G
K for
subgroups K,H ⊂ G (Lemmas 10.5.1 and 10.5.4). The material in Section 10 is
used in the next section to define, for a group G, a subgroup K ⊂ G, a G-simplicial
set X , a functor E : Z − Cat → Spt satisfying the standing assumptions, and a
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K-ring A, an induction map
Ind : HK(X,E(A))→ HG(X,E(IndGK(A)))
We show in Proposition 11.3 that the map above is an equivalence. Then we use this
result to prove part iii) of Theorem 1.4 for any functor satisfying assumptions 3.3.2;
see Theorem 11.6. The latter theorem is applied in Section 12, where Theorem 1.5
is proved for any E satisfying assumptions 3.3.2 and 12.1 (see Proposition 12.2.3
and Theorem 12.3.3). In Section 13 we begin by proving part ii) of Theorem 1.4
for any functor E satsifying excision in addition to the hypothesis of 3.3.2 and 12.1
(see Theorem 13.1.1). In particular, it holds when E is the functor Kninf of (1.8).
Parts iv) and v) of Theorem 1.4 are the content of Theorem 13.2.1). The proof
uses part i) of Theorem 1.4, and Theorem 13.1.1 applied to Kninf. In the Appendix
we recall the results of Suslin and Wodzicki on K-excisive and H-unital rings, and
establish Theorem 1.6 (see Propositions A.4.4, A.4.6, A.5.3, A.6.3 and A.6.4).
Notation 1.10. If C is a (small) category, we write obC for the (small) set of objects
and arC for that of arrows. We often consider a set X as a discrete category, whose
only arrows are the identity maps. In particular, we do this when X = obC; note
that there is a faithful functor obC → C.
We write S for the category of simplicial sets and Top for that of topological
spaces. A family F of subgroups of a group G is a nonempty family closed under
conjugation and under taking subgroups. We write OrFG for the orbit category
relative to the family F ; its objects are the G-sets G/H ,H ∈ F ; its homomorphisms
are the G-equivariant maps. If C andD are categories, we write CD for the category
of functors D → C, where the homomorphisms are the natural transformations. In
particular TopG and SG are the categories of G-spaces and G-simplicial sets, and
TopOrFG
op
and SOrFG
op
those of contravariant OrFG-spaces and OrFG-simplicial
sets. If f : C → C′ is a functor, we write f∗ : CD → C′D for the functor g 7→ f ◦ g.
Thus for example | |∗ : SG → Top
G is the equivariant geometric realization functor;
this notation is used in Section 2. In the rest of the paper, if C is a chain complex
of abelian groups, |C| is the spectrum the Dold-Kan correspondence associates to
it. Topological spaces are considered briefly in Section 2 where it is explained that
we can equivalently work with simplicial sets, which is what we do in the rest of the
paper. In particular –except briefly in Section 2– a spectrum is a sequence {nE}
of pointed simplicial sets and bonding maps ΣnE → n+1E. If E,F : C → Spt
are functorial spectra, then by a (natural) map f : E
∼
−→ F we mean a zig-zag of
natural maps
E = Z0
f1
−→ Z1
f2
←− Z2
f3
−→ . . . Zn = F
such that each right to left arrow fi is an object-wise weak equivalence. If also the
left to right arrows are object-wise weak equivalences, then we say that f is a weak
equivalence or simply an equivalence. If {Ei} is a family of spectra, we write
⊕
iEi
for their wedge or coproduct.
Rings in this paper are not assumed unital, unless explicitly stated. We write
Rings for the category of rings and ring homomorphisms, and Rings1 for the sub-
category of unital rings and unit preserving homomorphisms. We use the letters
A,B for rings, and R,S for unital rings. If V is an abelian group, then the tensor
algebra of V is TV =
⊕
n≥1 V
⊗n; thus for us TV is nonunital. If V is free, then
TV is a free nonunital ring. If X is a set, then MX is the ring of all matrices
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(zx,y)x,y∈X×X with integer coefficients, only finitely many of which are nonzero.
If A is a ring, then MXA = MX ⊗ A; in particular MXZ = MX . If {Ai} is a
family of rings, then
⊕
iAi is their direct sum as abelian groups, equipped with
coordinate-wise multiplication.
2. Model category structures and assembly maps
We begin with some general considerations on model category structures for
diagrams of spaces.
We consider Top and S with their usual, cofibrantly generated closed model
structures. If C = Top, S, and I is any small category, then, by [11, Thm. 11.6.1],
CI is again a cofibrantly generated closed model category, with object-wise fibra-
tions and weak equivalences, and where generating (trivial) cofibrations are of the
form ∐
homI(α,−)
f :
∐
homI(α,−)
domf →
∐
homI (α,−)
codf
with α ∈ I and f : domf → codf a generating (trivial) cofibration in C. Recall that
the geometric realization functor | | : S→ Top and its right adjoint Sing : Top→ S
form a Quillen equivalence. Hence by [11, Thm. 11.6.5], the induced functors
| − |∗ : SI ⇄ Top
I : Sing∗ are Quillen equivalences too.
Next fix a group G and a family F of subgroups of G. By the previous discussion
applied to the orbit category OrFG
op, we have a Quillen equivalence
(2.1) TopOrFG
op
Sing∗ --
SOrFG
op
| |∗
mm
For C = Top, S, consider the functor
R : CG → COrFG
op
, R(X)(G/H) = mapG(G/H,X) = X
H
and its left adjoint, the coend
L : COrFG
op
→ CG, L(Y ) =
∫ OrG
Y (G/H)×G/H
The Quillen equivalence (2.1) fits into a diagram
(2.2) TopOrFG
op
L

Sing∗ --
SOrFG
op
L

| |∗
mm
TopG
Sing∗
,,
R
SS
SG
| |∗
ll
R
SS
Lemma 2.3. Let
B // Y
A
OO
i
// X
OO
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be a cocartesian diagram of G-sets. Assume that i is injective. Then
BG // Y G
AG
OO
i
// XG
OO
is again cocartesian.
Proof. Straightforward. 
Proposition 2.4. Let C = Top, S.
i) CG is a closed model category where a map f is a fibration (resp. a weak equiv-
alence) if and only if R(f) is. Moreover CG is cofibrantly generated, where the
generating (trivial) cofibrations are the maps f × id : domf ×G/H → codf ×G/H,
with f a generating (trivial) cofibration and H ∈ F .
ii) Each of the pairs of functors of diagram (2.2) is a Quillen equivalence.
Proof. One can give conditions on two sets of maps and a subcategory of a category
D to be respectively the generating cofibrations, generating trivial cofibrations and
weak equivalences in a closed model structure of D; see M. Hovey’s book [12, Thm.
2.1.19]. It is straightforward that those conditions are satisfied in our case, for
D = CG. This proves i). The top pair of functors in diagram (2.2) is a Quillen
equivalence by the discussion above the proposition. By definition of fibrations and
weak equivalences in CG, these are both preserved and reflected by R. In particular
(L,R) is a Quillen pair. To show that it is an equivalence, it suffices, by [12, Cor.
1.3.16], to show that if X ∈ COrFG
op
is cofibrant, then the unit map
(2.5) X → RLX
is a weak equivalence; in fact we shall see that it is an isomorphism. Because
every cofibrant object is a retract of a cofibrant cell complex, it suffices to check
that (2.5) is an isomorphism on cell complexes. Because the unit map preserves
the skeletal filtration, it suffices to check that Xn → RLXn is an isomorphism
for all n. By definition, the generating cofibrant cells in COrFG
op
are of the form∐
mapG(−,G/H)
∆n. But for every T ∈ S, we have:
RL(
∐
mapG(−,G/H)
T )(G/K) =R(G/H × T )(G/K)
=(G/H × T )K
=mapOrG(G/K,G/H)× T =
∐
mapG(−,G/H)
T
Thus the unit map is an isomorphism on cells, and therefore on coproducts of cells,
since taking fixed points under a subgroup preserves coproducts of G-simplicial
sets. In particular (2.5) is an isomorphism on the zero skeleton of X . Assume by
induction that (2.5) is an isomorphism on the n-skeleton. The n + 1-skeleton is a
pushout
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∐
H∈In
∐
mapG(−,G/H)
∆n // Xn+1(−)
∐
H∈In
∐
mapG(−,G/H)
∂∆n
OO
// Xn(−)
OO
Applying L to this diagram yields a cocartesian diagram with injective vertical
maps. Hence by Lemma 2.3 and the inductive hypothesis, the diagram∐
H∈In
(mapG(−, G/H))×∆
n // RLXn+1(−)
∐
H∈In
(mapG(−, G/H))× ∂∆
n //
OO
RLXn(−)
OO
is again a pushout. It follows that RLXn+1 ∼= Xn+1 and thus (2.5) is an iso-
morphism on all cell complexes, as we had to prove. We have shown that the top
horizontal and both vertical pairs of functors are Quillen equivalences; by [12, Cor.
1.3.15], this implies that also the bottom pair is a Quillen equivalence. 
Remark 2.6. An object of a cofibrantly generated category is cofibrant if and only
if it is a retract of a cellular complex built from generating cofibrant cells. In the
case of SG, every object is built from cells of the form ∆n × G/H for H ⊂ G a
subgroup; it is cofibrant for the model structure of Proposition 2.4 if and only if
all such cells have H ∈ F . Thus the cofibrant cell complexes exhaust the class
of cofibrant objects. Observe also that they can be characterized as those objects
X ∈ SG such that XH = ∅ for H /∈ F .
Equivariant homology 2.7. For the model structures of Proposition 2.4, the functo-
rial cofibrant replacement in TopG of the point space ∗ is a model for the classifying
space of G with respect to F and the cofibrant replacement of ∗ in SG is a simplicial
version. Moreover because | − |∗ : SG → Top
G is a Quillen equivalence, it takes the
simplicial version to the topological one. In particular if E is a functor from TopG
to spectra and π : E(G,F)→ ∗ is the cofibrant replacement in SG, then we have a
map
(2.8) E(π) : E(|E(G,F)|)→ E(∗)
If
E(X) = F%(X) = R(X)⊗OrG F :=
∫ OrG
XH+ ∧ F (G/H)
for some functor F : OrG → Spt, (2.8) is the Davis-Lu¨ck assembly map of [6,
§5.1]. In case F = |F ′| is the geometric realization of a functorial spectrum in the
simplicial set sense, we have further
|F ′|%(|X |) = |
∫ OrG
XH+ ∧ F
′(G/H)| = |F ′%(X)|
and the assembly map for F is the geometric realization of that of F ′. Hence we can
equivalently work with assembly maps in the topological or the simplicial setting;
we choose to do the latter. In particular all spectra considered henceforth are
simplicial. If C is a chain complex, we will write |C| for the spectrum associated to
it by the Dold-Kan correspondence; since topological spaces will occur only rarely
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from now on, and since we will not use | | to indicate realization, this should cause
no confusion.
3. Rings and categories
3.1. Crossed products and equivariant homology. A groupoid is a small cat-
egory where all arrows are isomorphisms. Let G be a groupoid, and let R be a
unital ring. An action of G on R is a functor ρ : G → Rings1 such that ρ(x) = R
for all x ∈ obG. For example we may take ρ(g) = idR for all arrows g ∈ arG; this
is called the trivial action. Whenever ρ is fixed, we omit it from our notation, and
write
g(r) = ρ(g)(r)
for g ∈ arG and r ∈ R. Given a triple (G, ρ, R), we consider a small Z-linear
category R⋊ G. The objects of R⋊ G are those of G, and
homR⋊G(x, y) = R⊗ Z[homG(x, y)]
If s ∈ R and g ∈ homG(x, y), we write s ⋊ g for s ⊗ g. Composition is defined by
the rule
(3.1.1) (r ⋊ f) · (s⋊ g) = rf(s)⋊ fg
here r, s ∈ R, and f and g are composable arrows in G. In case the action of G on
R is trivial, we also write R[G] for R ⋊ G.
Let G be a group; consider the functor GG : G − Sets → Gpd which sends a
G-set S to its transport groupoid. By definition obGG(S) = S, and homGG(S)(s, t) =
{g ∈ G : g · s = t}.
Notation 3.1.2. If E is a functor from Z-linear categories to spectra, R a unital
G-ring, and X a G-space, we put
HG(X,E(R)) := E(R⋊ GG(?))%(X)
3.2. The ring A(C). Let C be a small Z-linear category. Put
(3.2.1) A(C) =
⊕
a,b∈obC
homC(a, b)
If f ∈ A(C) write fa,b for the component in homC(b, a). The following multiplication
law
(3.2.2) (fg)a,b =
∑
c∈obC
fa,cgc,b
makes A(C) into an associative ring, which is unital if and only if obC is finite.
Whatever the cardinal of obC is, A(C) is always a ring with local units, i.e. a
filtering colimit of unital rings.
A(?) and tensor products. The tensor product of two Z-linear categories C and D
is the Z-linear category C ⊗ D with ob(C ⊗ D) = ob(C)× ob(D) and
homC⊗D((c1, d1), (c2, d2)) = homC(c1, c2)⊗ homD(d1, d2)
We have
A(C ⊗ D) = A(C)⊗A(D)
Example 3.2.3. If G is a groupoid acting trivially on a unital ring R, then
A(R[G]) = A(R⊗ Z[G]) = R⊗A(Z[G])
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A(?) and crossed products. If A is any, not necessarily unital ring, and G is a
groupoid acting on A, we put
A(A⋊ G) =
⊕
x,y∈obG
A⊗ Z[homG(x, y)]
The rules (3.1.1) and (3.2.2) makeA(A⋊G) into a ring, which in general is nonunital
and does not have local units. The ring A(A ⋊ G) may also be described in terms
of the unitalization A˜ of A. By definition, A˜ = A ⊕ Z equipped with the trivial
G-action on the Z-summand and the following multiplication
(3.2.4) (a, λ)(b, µ) = (ab+ λb+ aµ, λµ)
We have
(3.2.5) A(A⋊ G) = ker(A(A˜⋊ G)→ A(Z[G]))
Note that A(A⋊ G) is defined, even though A⋊ G is not. One can actually define
A⋊ G as a nonunital category, i.e. a category without identity morphisms, but we
do not go into that in this paper.
Next we fix a group G and a subgroup H ⊂ G and consider the ring A(A ⋊
GG(G/H)) associated to the crossed product by the transport groupoid. Note that
homGG(G/H)(H,H) = H = homGH (H/H)(H,H)
thus there is a fully faithful functor GH(H/H)→ GG(G/H). This functor induces
a ring homomorphism
 : A⋊H = A(A⋊ GH(H/H)) ⊂ A(A ⋊ GG(G/H))
The next lemma compares the map  with the canonical inclusion
ι : A⋊H →MG/H(A⋊H), x 7→ eH,H ⊗ x
In the following lemma and elsewhere, we make use of a section s : G/H → G of
the canonical projection onto the quotient by a sugroup H ⊂ G. We say that the
section s is pointed if it is a map of pointed sets, that is, if it maps the class of H
to the element 1 ∈ G.
Lemma 3.2.6. Let A be a ring, G a group acting on A, and H ⊂ G a subgroup.
Then there is an isomorphism α : A(A⋊GG(G/H))
∼=
−→MG/H(A⋊H) making the
following diagram commute:
A⋊H
 //
ι
''OO
OO
OO
OO
OO
OO
A(A ⋊ GG(G/H))
≀α

MG/H(A⋊H)
The isomorphism α is natural in A but not in the pair (G,H), as it depends on a
choice of pointed section s : G/H → G of the projection π : G→ G/H.
Proof. Let s be as in the lemma; put gˆ = s(π(g)) (g ∈ G). The isomorphism
α : A(A⋊ GG(G/H))
∼=
−→MG/H(A⋊H) is defined as follows. For b ∈ A, s, t ∈ G,
and g ∈ homGG(G/H)(sH, tH), put
α(b⋊ g) = etH,sH ⊗ tˆ
−1(b)⋊ (tˆ−1gsˆ)
It is straightforward to check that α is an isomorphism and that α = ι. 
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Functoriality of A(?). If F : C 7→ D is a Z-linear functor which is injective on
objects, then it defines a homomorphism A(F ) : A(C) → A(D) by the rule α 7→
F (α). Hence we may regard A as a functor
(3.2.7) A : inj− Z− Cat→ Rings
from the category of Z-linear categories and functors which are injective on objects,
to the category of rings. However A(F ) is not defined for general Z-linear F .
Remark 3.2.8. The use of the prefix inj here differs from that in [6]. Indeed, here inj
indicates that functors are injective on objects, whereas in [6], it refers to functors
which are injective on arrows.
3.3. The nonunital case. A Milnor square is a pullback square of rings
(3.3.1) R′

// R
f

S′ g
// S
such that either f or g is surjective. Below we shall assume f is surjective. Let
E : Z−Cat→ Spt be a functor. If A is a not necessarily unital ring, embedded as
an ideal in a unital ring R, we write E(R : A) = hofiber(E(R) → E(R/A)). The
functor E is said to satisfy excision for the Milnor square (3.3.1) if
E(R′)

// E(R)
E(f)

E(S′) // E(S)
is homotopy cartesian. If ker f ∼= A, then E satisfies excision on (3.3.1) if and only
if
E(R′, R : A) = hofiber(E(R′ : A)→ E(R : A))
is weakly contractible. We say that the ring A is E-excisive if E satisfies excision
on every Milnor square (3.3.1) with ker f ∼= A. Assume unital rings are E-excisive;
if A is any, not necessarily E-excisive ring, we consider its unitalization A˜, defined
in (3.2.4) above. Put
E(A) = hofiber(E(A˜)→ E(Z))
Because of our assumption that unital rings are E-excisive, if A happens to be
unital, the two definitions of E(A) are naturally homotopy equivalent. Note that if
0→ A′ → A→ A”→ 0
is an exact sequence of rings and A′ is E-excisive, then
E(A′)→ E(A)→ E(A”)
is a homotopy fibration. We say that E is excisive or that it satisfies excision, if
every ring is E-excisive.
Standing Assumptions 3.3.2. From now on, we shall be primarily concerned with
functors E : Z− Cat→ Spt that satisfy the following:
i) Every ring with local units is E-excisive.
ii) If H is a group and A an E-excisive H-ring, then A⋊H is E-excisive.
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iii) If A is E-excisive, X a set and x ∈ X , then MXA is E-excisive, and E
sends the map A→MXA, a 7→ ex,xa to a weak equivalence.
iv) There is a natural weak equivalence E(A(C))
∼
−→ E(C) of functors inj −
Z− Cat→ Spt.
v) Let {Ai : i ∈ I} be a family of rings, and let A =
⊕
i∈I Ai be their direct
sum, with coordinate-wise multiplication. Then A is E-excisive if and only
if each Ai is. Moreover if these equivalent conditions are satisfied, then the
map
⊕
i E(Ai)→ E(A) is an equivalence.
Remark 3.3.3. Observe that standing assumptions i)-iii) and v) are only concerned
with the restriction of E to the full subcategory Rings ⊂ Z−Cat, and that assump-
tion iv) says that E|Rings determines the whole functor up to weak equivalence.
However the assumptions are enough to prove for instance that E maps category
equivalences to equivalences of spectra; see 3.3.7. Note also that the equivalence of
iv) is natural only with respect to functors which are injective on objects, because
A(−) is only functorial on inj − Z − Cat. One could ask whether it is possible
to extend a functor E : Rings → Spt satisfying i)-iii) and v) to all of Z − Cat
in such a way that iv) is satisfied. In the next subsection we introduce a functor
R : Z− Cat→ Rings which restricts to the identity on Rings and a natural trans-
formation p : R → A of functors inj− Z− Cat→ Rings and discuss conditions on
E under which E(p) is an equivalence.
Remark 3.3.4. The examples we are primarily interested in, namely K-theory and
Hochschild and cyclic homology, satisfy a stronger version of property i). Indeed,
they not only satisfy excision for rings with local units, but also for (flat) s-unital
rings. A ring A is called s-unital if for every finite collection a1, . . . , an ∈ A there
exists an element e ∈ A such that aie = eai = ai. Note that if we add the
requirement that e be idempotent we recover the notion of ring with local units.
As is explained in the Appendix (Example A.3.5) every s-unital ring is excisive for
both Hochschild and cyclic homology, and every s-unital ring which is flat as an
abelian group is K-excisive.
Remark 3.3.5. If E satisfies excision, then assumptions i) and ii) hold automatically,
and assumptions iii) and v) hold if and only if they hold for unital rings.
Lemma 3.3.6. Let E : Z−Cat→ Spt be a functor satisfying the standing assump-
tions above. If Fi : C → D i = 0, 1 are naturally isomorphic linear functors, then
E(F0) and E(F1) are homotopic.
Proof. Let G[1] = {0 ⇆ 1} be the groupoid with two objects and exactly one
isomorphism between any two given (equal or distinct) objects. The linear functors
F,G : C → D are equivalent if the dotted arrow in the following diagram of Z-linear
functors exists and makes it commute
C ⊗ Z[G[1]]

C ⊕ D = C ⊗ Z[obG[1]]
ι0⊕ι1
55llllllllllllll
F⊕G
// D
Hence it suffices to show that E(ι0) ∼= E(ι1). By assumption iv), we are reduced to
showing that E(A(ι0)) ∼= E(A(ι1)). But one checks thatA(C⊗Z[G[1]]) = M2(A(C))
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and that the ιi induce the two canonical inclusions x 7→ x ⊗ e1,1, x ⊗ e2,2, hence
we are done by assumption iii) (see [2, Lemma 2.2.4], e.g.). 
Remark 3.3.7. It follows from Lemma 3.3.6 that E sends category equivalences to
equivalences of spectra.
Let G be a group. Assume E satisfies the standing assumptions above. For A
an E-excisive G-ring, consider the OrG-spectrum
(3.3.8)
G/H 7→ E(A ⋊ GG(G/H)) = hofiber(E(A˜ ⋊ GG(G/H))→ E(Z[GG(G/H))])
Applying (?)% to (3.3.8) defines an equivariant homology theory of G-simplicial
sets, which we denote HG(−, E(A)). Moreover, for each fixed G-simplicial set X ,
HG(X,E(?)) is a functor of E-excisive rings. Observe that, for unital A, we have
two definitions of E(A ⋊ GG(−)) and two definitions of HG(−, E(A)); the next
proposition says that the two definitions are equivalent.
Proposition 3.3.9. Let E : Z − Cat→ Spt be a functor and G a group. Assume
that E satisfies the standing assumptions 3.3.2 above.
a) If R is a unital G-ring, then the two definitions of E(R ⋊ GG(−)) and the two
definitions of HG(−, E(R)) are equivalent.
b) If
0→ A′ → A→ A”→ 0
is an exact sequence of E-excisive G-rings, and X is a G-simplicial set, then
E(A′ ⋊ GG(−))→ E(A⋊ GG(−))→ E(A”⋊ GG(−))
and
HG(X,E(A′))→ HG(X,E(A))→ HG(X,E(A”))
are homotopy fibrations.
Proof. If A is E-excisive and H ⊂ G is a subgroup, then conditions ii) and iii)
together with Lemma 3.2.6 imply that A(A ⋊ GG(G/H)) is E-excisive. Hence, by
condition iv), the spectrum in (3.3.8) is equivalent to E(A(A ⋊ GG(G/H))). In
particular, by i), A(R ⋊ GG(G/H)) is E-excisive for R unital, and the map
hofiber(E(R˜⋊ GG(G/H))→ E(Z[GG(G/H)]))→ E(R⋊ GG(G/H))
induced by the projection R˜ ∼= R × Z → R is an equivalence. This proves a).
Moreover, because A(?⋊ GG(G/H)) preserves exact sequences, applying (3.3.8) to
the exact sequence of part b) yields an object-wise homotopy fibration of OrG-
spectra, which is the first homotopy fibration of b). Applying (?)% we obtain the
second one. 
Remark 3.3.10. Let E : Z−Cat→ Spt and let A be any, not necessarily E-excisive
G-ring, equivariantly embedded as an ideal in a unital G-ring R. Consider the
OrG-spectrum
E(R ⋊ GG(−) : A⋊ GG(−)) = hofiber(E(R ⋊ GG(−))→ E((R/A)⋊ GG(−)))
Put
HG(X,E(R : A)) = E(R⋊ GG(−) : A⋊ GG(−))%(X).
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A (G,F)-cofibrant replacement cX → X gives rise to a map of homotopy fibrations
HG(cX,E(R : A)) //

HG(cX,E(R))

// HG(cX,E(R/A))

HG(X,E(R : A)) // HG(X,E(R)) // HG(X,E(R/A))
If HG(cX,E(S))→ HG(X,E(S)) is an equivalence for all unital S, then both the
middle and right hand side vertical maps are equivalences; it follows that the same
is true of the map on the left. We record a particular case of this in the following
corollary.
Corollary 3.3.11. Let E : Z − Cat → Spt be a functor; assume E satisfies the
Standing Assumptions 3.3.2. Further let G be a group, X ∈ SG, F a family of
subgroups, cX → X and (G,F)-cofibrant replacement. Assume that the assembly
map HG(cX,E(R)) → HG(X,E(R)) is an equivalence for every unital ring R.
Then HG(cX,E(A)) → HG(X,E(A)) is an equivalence for every E-excisive ring
A.
Proposition 3.3.12. Let A ⊳ R be an ideal in a unital G-ring, closed under the
action of G. Let E : Rings→ Spt be a functor satisfying the standing assumptions.
If A is E-excisive then
E(A⋊ GG(−))→ E(R⋊ GG(−) : A⋊ GG(−))
is an object-wise weak equivalence of OrG-spectra.
Proof. The proof follows from Lemma 3.2.6, using assumptions ii), iii) and iv). 
3.4. The ring R(C). Let C be a Z-linear category. Imitating a construction used
by M. Joachim ([13]) in the C∗-algebra context, we shall associate to C a ring R(C)
which is a quotient of the tensor algebra of A(C); first we need some notation. If M
is an abelian group, we write T (M) =
⊕
n≥1M
⊗n for the (unaugmented) tensor
algebra. Put
R(C) = T (A(C))/ < {g⊗f−g◦f : f ∈ homC(a, b), g ∈ homC(b, c), a, b, c ∈ obC} >
Note that any Z-linear functor C → D ∈ Z−Cat defines a homomorphism R(C)→
R(D). Thus we may regard R as a functor
R : Z− Cat→ Rings, C 7→ R(C)
Observe that the canonical surjection T (A(C))→ A(C) factors through a map
(3.4.1) p : R(C)։ A(C)
whose kernel is the ideal generated by the elements g ⊗ f for non-composable g
and f . For example if C has only one object, then p is the identity. In particular
any functor E : Rings → Spt can be extended to Z − Cat via E(C) = E(R(C)),
and p induces a natural transformation E(p) : E(C) → E(A(C)) of functors of
inj− Z− Cat.
Example 3.4.2. Let R,S be unital rings, and let C be the Z-linear category with
two objects a and b such that homC(a, b) = homC(b, a) = 0, homC(a, a) = R and
homC(b, b) = S. Then A(C) = R⊕S and R(C) = R
∐
S is the nonunital coproduct.
We shall see in Proposition 4.3.1 that K-theory satisfies the standing assumptions;
however in general K∗(R
∐
S) 6= K∗(R)⊕K∗(S).
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In Lemma 3.4.3 we give conditions on E which guarantee that it sends the map
(3.4.1) to a weak equivalence. First we need some notation. If B is a ring, we
write evi : B[t] → B i = 0, 1 for the evaluation maps. If f, g : A → B are
ring homomorphisms, then a (polynomial) elementary homotopy between f and
g is a map H : A → B[t] such that ev0H = f and ev1H = g. A homotopy
from f to g is a sequence of homomorphisms f = h0, . . . , hn = g and elementary
homotopies Hi : A → B[t] from hi to hi+1. The functor E is invariant under
polynomial homotopy if for every ring A, E sends the inclusion A ⊂ A[t] to a weak
equivalence. Because the composite inc ◦ ev0 : A[t] → A[t] is homotopic to the
identity, if E is invariant under polynomial homotopy, and f and g are homotopic
ring homomorphisms, then E(f) and E(g) define the same map in HoSpt.
Lemma 3.4.3. Let E : Rings→ Spt be a functor. Assume that E satisfies standing
assumptions i) and iii). Let C be a Z-linear category such that R(C) is E-excisive.
Then E∗ sends (3.4.1) to a naturally split surjection. Assume in addition that E is
invariant under polynomial homotopy. Then E sends (3.4.1) to a weak equivalence.
Proof. Let ob+C = obC
∐
{+} be the set of objects of C with a base point added.
Consider the homomorphism
j : A(C)→Mob+CR(C), j(f) = f ⊗ eb,a (f ∈ homC(a, b))
Write p for the map (3.4.1). Consider the matrices
V =
∑
a∈obC
1a ⊗ ea,+
W =
∑
a∈obC
1a ⊗ e+,a
The composite q =Mob+C(p) ◦ j sends f ∈ A(C) to
q(f) =Wf ⊗ e+,+V
Observe that left multiplication byW and right multiplication by V leaveMob+CA(C)
stable, and that aVWa′ = aa′ for all a, a′ ∈ Mob+CA(C). By the argument of [2,
2.2.6], all this together with matrix invariance imply that E∗(q) = E∗(?⊗ e+,+) is
an isomorphism. This proves the first assertion of the Lemma. To prove the second,
it suffices to show that r = j ◦ p is homotopic to the inclusion ι(a) = a⊗ e+,+. If
f ∈ homC(a, b), write H(f) ∈Mob+C(R(C))[t] for
H(f) = f ⊗ (−t(t3 − 2t)e+,+ + t(t
2 − 1)e+,a + (1− t
2)(t3 − 2t)eb,+ + (1− t
2)2eb,a)
Note that ev0H(f) = r(f), ev1H(f) = ι(f). Further, one checks that if g ∈
homC(b, c), then H(gf) = H(g)H(f). Thus H induces a homomorphism R(C) →
Mob+C(R(C))[t] which is a homotopy from r to ι. This concludes the proof. 
Example 3.4.4. If E : Rings→ Spt is excisive and homotopy invariant and satisfies
standing assumptions iii) and v), then its extensionE◦R : Z−Cat→ Spt satisfies all
the standing assumptions and agrees with E on Rings. If F is another extension ofE
which also satisfies the standing assumptions, then composing E(R(C))→ E(A(C))
with the map of assumption 3.3.2 iv), we get an equivalence E(R(C))→ F (C) which
is natural with respect to functors which are injective on objects.
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4. K-theory
4.1. The K-theory spectrum. Given a Z-linear category C, we denote by C⊕
the Z-linear category whose objects are finite sequences of objects of C, and whose
morphisms are matrices of morphisms in C with the obvious matrix product as
composition. Concatenation of sequences yields a sum ⊕ and hence we obtain,
functorially, an additive category; write IdemC⊕ for its idempotent completion. We
shall also need Karoubi’s cone Γ(C) ([15, pp 270]). The objects of Γ(C) are the
sequences x = (x1, x2, . . . ) of objects of C such that the set
(4.1.1) F (x) = {c ∈ C : (∃n) xn = c}
is finite. A map x→ y in Γ(C) is a matrix f = (fi,j) of homomorphisms fi,j : xj →
yi such that
(1) There exists an N such that every row and every column of f has at most
N nonzero entries.
(2) The set {fi,j : i, j ∈ N} is finite.
Interspersing of sequences defines a symmetric monoidal operation ⊞ : Γ(C) ×
Γ(C) → Γ(C) and there is an endofunctor τ such that 1 ⊞ τ ∼= τ (see [14, §III]).
If C has finite direct sums, e.g. if C = D⊕ for some Z-linear category D, then the
interspersing operation is naturally equivalent to the induced sum (x⊕y)i = xi⊕yi
([14, Lemme 3.3]). In particular, if C is additive, then ΓC is a flasque additive
category; that is, there is an additive endofunctor τ : C → C such that τ ⊕ 1 ∼= τ .
A morphism f in Γ(C) is finite if fij = 0 for all but finitely many (i, j). Finite
morphisms form an ideal, and we write Σ(C) for the category with the same objects
as Γ(C), and morphisms taken modulo the ideal of finite morphisms. The category
Σ(C) is Karoubi’s suspension of C. By [24, Thm. 5.3], if C is additive, we have a
homotopy fibration sequence
(4.1.2) KQ(IdemC)→ KQ(Γ(IdemC))→ KQ(Σ(IdemC))
Here each of the categories is regarded as a semisimple exact category, and KQ
denotes the fibrant simplicial set for its algebraic K-theory. Because Γ(IdemC) is
flasque, KQ(Γ(IdemC)) is contractible, whence KQ(IdemC) ∼= ΩKQ(Σ(IdemC)).
Now let C be any small Z-linear category, possibly without direct sums. Consider
the sequence of categories
(4.1.3) C(0) = Idem(C⊕), C
(n+1) = Idem(ΣC(n))
Then we have a spectrum K(C) = {nK(C)}, with
(4.1.4) nK(C) ∼= K
Q(C(n))
Remark 4.1.5. If R is a unital ring, then by [15, Prop. 1.6], we have category
equivalences
(4.1.6) Idem(Γ(proj(R))) ∼= proj(Γ(R)) and Idem(Σ(proj(R))) ∼= proj(Σ(R))
Hence the spectrumK(R) defined above is equivalent to the usual, Gersten-Karoubi-
Wagoner spectrum of the ring R.
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4.2. Comparing K(C) with K(A(C)).
The operation ♦. Let X be a set and let C and D be Z-linear categories with
obC = obD = X . Consider the category C♦D with set of objects ob(C♦D) = X ,
homomorphisms
homC♦D(x, y) = homC(x, y)⊕ homD(x, y)
and coordinate-wise composition. If C, D and E are Z-linear categories, we have
(C♦D)⊕ = C⊕♦D⊕
Idem((C♦D)⊕) = IdemC⊕ × IdemD⊕(4.2.1)
(C♦D) ⊗ E = (C ⊗ E)♦(D ⊗ E)(4.2.2)
Unitalization. We have already recalled the definition of the unitalization A˜ of a
not necessarily unital ring A. Now we need a version of unitalization for Z-linear
categories; this can be more generally defined for nonunital Z-categories, but we
will have no occasion for that. Let C ∈ Z − Cat; write C˜ for the category with
obC˜ = obC and with homomorphisms given by
homC˜(x, y) = homC(x, y)⊕ δx,yZ =
{
homC(x, y) x 6= y
homC(x, x) ⊕ Z x = y
Composition between (f, δx,yn) ∈ homC˜(x, y) and (g, δy,zm) ∈ homC˜(y, z) is defined
by the formula
(g, δy,zm) ◦ (f, δx,yn) = (gf + δy,zmf + δx,ygn, δx,yδy,zmn)
Observe that if R is a ring, considered as a Z-linear category with one object, then
R˜→ R × Z = R♦Z, (r, n) 7→ (r + n · 1, n)
is an isomorphism. This isomorphism generalizes to Z-categories as follows. Let
Z〈obC〉 ∈ Z− Cat, be the Z-linear category with the same objects as C and homo-
morphisms given by
homZ〈obC〉(x, y) = δx,yZ
We have an isomorphism of linear categories
(4.2.3) C♦Z〈obC〉
∼=
−→ C˜
which is the identity on objects, as well as on homC♦Z〈obC〉(x, y) for x 6= y, and
which sends
homC♦Z〈obC〉(x, x) ∋ (f, n) 7→ (f − n1x, n) ∈ homC˜(x, x)
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The map K(C) → K(A(C)). If C is a Z-linear category, and x, y ∈ obC, then by
definition of A(C),
(4.2.4) homC(x, y) ⊂ A(C)
and the inclusion is compatible with composition. We also have an inclusion
(4.2.5) homC˜(x, x) ∋ (f, n) 7→ (f, n) ∈ A˜(C)
The inclusions (4.2.4) and (4.2.5) together with the only map obC˜ → obA˜(C) = {•}
define a functor
(4.2.6) φ : C˜ → A˜(C)
Observe that Z〈obC〉 ⊂ C˜ and that φ(Z〈obC〉) ⊂ Z ⊂ A˜(C). We have a commutative
diagram
C˜
φ //
π1

A˜(C)
π2

Z〈obC〉 // Z
Here the vertical maps are the obvious projections. By (4.2.3) and (4.2.1) we have
an equivalence
K(C˜)
∼
−→ K(C)×K(Z〈obC〉)
Under this equivalence the map induced by π1 becomes the canonical projection;
hence its fiber is K(C). On the other hand, by definition, K(A(C)) is the fiber of
K(π2). Hence φ induces a map
(4.2.7) ϕ : K(C)→ K(A(C))
Proposition 4.2.8. Let C be a Z-linear category. Then the map (4.2.7) is an
equivalence.
Proof. Because both the source and the target of (4.2.7) commute with filtering
colimits, we may assume that C has finitely many objects. Then A(C) is unital,
and thus we have an isomorphism A˜(C) ∼= A(C) × Z. Recall that the idempo-
tent completion of an additive category A is the category whose objects are the
idempotent endomorphisms in A and where a map f : e1 → e2 is an element of
homA(dome1, dome2) such that f = e2fe1. One checks that the composite
C⊕ → IdemC⊕
1×0
→ IdemC⊕ × IdemZ〈obC〉 ∼=
Idem(C˜⊕)
φ
→ Idem(A˜(C)⊕)
∼= Idem(A(C)⊕)× Idem(Z⊕)→ Idem(A(C)⊕)
is the functor ψ which sends an object (c1, . . . , cn) to the idempotent diag(1c1 , . . . , 1cn)
and a map f = (fi,j) : (c1, . . . , cn) → (d1, . . . , dm) to the corresponding matrix
(fi,j) ∈ homA(C)⊕(•
n, •m). Because ψ is fully faithful and cofinal, it induces an
equivalence K(C)→ K(A(C)). It follows that (4.2.7) is an equivalence. 
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4.3. K-theory and the standing assumptions.
Proposition 4.3.1. The functor K : Z−Cat→ Spt satisfies the standing assump-
tions.
Proof. Assumption iv) was proved in Proposition 4.2.8 above. The remaining as-
sumptions are either proved in Appendix A or follow from results therein. By
Example A.1.1, rings with local units are K-excisive; hence K-theory satisfies i).
Assumption ii) holds by Proposition A.6.3. If A is K-excisive and X is a set, then
MXA is K-excisive, by Proposition A.5.3. Assumption iii) follows from this and
the fact that K-theory is matrix stable on unital rings. Assumption v) is proved in
Proposition A.4.4. 
5. Homotopy K-theory
If C is a Z-linear category, then we write C∆
•
for the simplicial Z-linear category
(5.1) C∆
•
: [n] 7→ C∆
n
= C ⊗ Z[t0, . . . , tn]/ < t0 + · · ·+ tn − 1 >
Applying the functor K dimensionwise we get a simplicial spectrum whose total
spectrum is the homotopy K-theory spectrum KH(C). In particular if R is a unital
ring, then KH(R) was defined by Weibel in [30]. The following theorem was proved
in [30]; see also [2, §5].
Theorem 5.2. (Weibel) The functor KH : Rings → Spt is excisive, matrix in-
variant, and invariant under polynomial homotopy.
Proposition 5.3. There is a natural weak equivalence KH(C)
∼
−→ KH(R(C)).
Proof. We begin by observing that the inclusions (4.2.4) and (4.2.5) lift to inclusions
homC(x, y) ⊂ R(C) and homC˜(x, x) ⊂ R˜(C). Thus we have a functor
φ′ : C˜ → R˜(C)
Composing it with
p˜ : R˜(C)→ A˜(C)
we obtain the map
φ : C˜ → A˜(C)
of (4.2.6) above. Tensoring with Z∆
•
and applying K(−) we obtain a commutative
diagram
KH(C˜)
φ %%KK
KK
KK
KK
KK
φ′ // KH(R˜(C))
p

KH(A˜(C))
The diagram above maps to the diagram
KH(Z〈obC〉)
φ //
φ &&NN
NN
NN
NN
NN
N
KH(Z)
KH(Z)
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Taking fibers and using (4.2.1), (4.2.2) and (4.2.3), we obtain a homotopy commu-
tative diagram
KH(C)
ϕ” //
ϕ′ &&MM
MM
MM
MM
MM
KH(R(C))
p

KH(A(C))
Here ϕ′ comes from a map of simplicial spectra
(5.4) ϕ• : K(C ⊗ Z∆
•
)
∼
−→ K(C˜ ⊗ Z∆
•
: C ⊗ Z∆
•
)→
K(A˜(C)⊗ Z∆
•
: A(C)⊗ Z∆
•
)
∼
← K(A(C)⊗ Z∆
•
),
and ϕ0 = ϕ is the map (4.2.7), which is an equivalence by Proposition 4.2.8. The
same argument of the proof of Proposition 4.2.8 shows that ϕn is an equivalence
for every n. On the other hand, by Theorem 5.2 and Lemma 3.4.3, the map
p : KH(R(C))→ KH(A(C)) is an equivalence. It follows that ϕ” is an equivalence
too. 
Proposition 5.5. The functor KH : Z−Cat→ Spt satisfies the standing assump-
tions.
Proof. All assumptions except iv) follow from Theorem 5.2. Assumption iv) follows
from the proof of Proposition 5.3, and also from combining the statement of that
proposition with Lemma 3.4.3. 
6. Cyclic homology
Let A be a ring, and M an A-bimodule. If a ∈ A and m ∈ M , write [a,m] =
am−ma and
[A,M ] = {
∑
i
[ai,mi] : ai ∈ A,mi ∈M}, M♮ = M/[A,M ]
Let B be another ring. We say that B is an algebra over A if B is equipped with
an A-bimodule structure such that the multiplication B ⊗B → B factors through
an A-bimodule map B ⊗A B → B. Consider the graded abelian group given in
degree n by the n+ 1 tensor power modulo A-bimodule commutators:
T (B/A)n =
(
B⊗An+1
)
♮
Note T (B/A) is a quotient of T (B/Z). If B is unital, then T (B/Z) carries a
canonical cyclic module structure [29, Section 9.6]; if A is unital also, and the A-
bimodule structure on B comes from a unital homomorphism A → B, then the
structure passes down to the quotient; we write C(B/A) for T (B/A) equipped with
this cyclic module structure. The cyclic theory of B/A, which includes Hochschild,
cyclic, negative cyclic and periodic cyclic homology, is that of C(B/A). If A is unital
but B is not, one can unitalize B as an A-algebra by B˜A = B ⊕ A, (b, a)(b′, a′) =
(bb′ + ba′ + ab′, aa′); the cyclic theory of B/A is that of the cyclic module C(B˜A :
B/A) = ker(C(B˜A/A) → C(A/A)). In the unital case, there is a natural quasi-
isomorphism C(B/A)→ C(B˜A : B/A). In the general case, when neither A nor B
is assumed to be unital, then B has a canonical A˜-algebra structure, and the cyclic
theory of B as an A-algebra is that of B as an A˜-algebra; we putM(B/A) = C(B˜A :
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B/A˜). Note that if A is unital, then M(B/A) = C(B˜A : B/A), whence there is
no ambiguity. We use the following notation for homology; we write HH(B/A) =
(M(B/A), b) for the Hochschild complex, HH(B/A)n for its degree n summand,
and HHn(B/A) for its nth homology group. We use the same convention with
cyclic, negative cyclic and periodic cyclic homology, which we denote HC, HN and
HP .
Let ℓ be a commutative unital ring and R a unital ℓ-algebra. Recall that R is
called separable over ℓ if R is projective as an R⊗ℓ Rop-module.
Lemma 6.1. Let I be a filtering poset, I → ar(Rings), i 7→ {Ai → Bi} a functor
to the category of ring homomorphisms, and A → B = colimi(Ai → Bi). Assume
that Ai → Bi is unital for all i. Put C(B/A) = colimiC(Bi/Ai). Then C(B/A)→
M(B/A) is a quasi-isomorphism. If furthermore each Ai is separable over Z, then
also C(B) = C(B/Z)→ C(B/A) is a quasi-isomorphism.
Proof. The first assertion follows from the fact that both C and M commute with
filtering colimits, and that the map is a quasi-isomorphism in the unital case [16,
Thm. 1.2.13]. The second assertion follows similarly from the unital case. 
Example 6.2. Let C be a small Z-linear category. We have an injective functor
Z〈obC〉 → C, and thus a homomorphism A(〈obC〉) = Z(obC) → A(C), which is the
filtering colimit over the finite subsets X ⊂ obC, of the functor X 7→ (A(X) →
A(CX)). Here CX ⊂ C is the full subcategory whose objects are the elements of
X . Since A(X) is separable, the natural maps C(A(C)) → C(A(C)/Z(obC)) →
M(A(C)/Z(obC)) are quasi-isomorphisms, by Lemma 6.1. Put
C(C) = C(A(C)/Z(obC))
Note that this cyclic module is functorial on Z−Cat, even though as we have seen
in (3.2.7), A(−) is only functorial on inj−Z−Cat. The cyclic module C(C) is often
called the Z-linear cyclic nerve of C ([18, §4.2]). The cyclic theory of a Z-linear
category C is that of C(C). Note that if R is a unital ring considered as a Z-linear
category with one object, then C(R) is the same cyclic module that was defined
above.
Remark 6.3. As explained in Example 6.2 above, the projection
C(A(C))→ C(A(C)/Z(obC)) = C(C)
is a quasi-isomorphism. This map has a left inverse C(C) → C(A(C)); namely the
inclusion
C(C)n =
⊕
(c0,...,cn)∈obCn+1
homC(c1, c0)⊗· · ·⊗homC(c0, cn) ⊂ A(C)
⊗n+1 = C(A(C))n
This inclusion is a quasi-isomorphism, and is compatible with the map (4.2.6);
indeed they both form part of a map of distinguished triangles:
C(C) //
inc

C(C˜) //
φ

C(Z〈obC〉)

C(A(C)) // C(A˜(C)) // C(Z)
Proposition 6.4. Hochschild and cyclic homology satisfy the standing assump-
tions.
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Proof. M. Wodzicki showed in [31] that the HH-excisive rings coincide with the
HC-excisive ones, and that they are the H-unital rings, whose definition is recalled
in Subsection A.3 of the Appendix. Rings with local units, and more generally s-
unital rings are H-unital by [31, Cor. 4.5]. By Proposition A.6.4, A⋊G is H-unital
for every H-unital G-ring A. It is clear from the definition of H-unitality that H-
unital rings are closed under filtering colimits. Thus it suffices to verify Standing
Assumption iii) for finite X , and this is [31, Corollary 9.8]. Assumption iv) follows
from Example 6.2. Finally assumption v) is proved in Proposition A.4.6. 
7. Assembly for Hochschild and cyclic homology
Let G be a group, S a G-set and R a unital G-ring. We have a direct sum
decomposition
(7.1) C(R ⋊ GG(S)) =
⊕
(g)∈con(G)
C(g)(R⋊ G
G(S))
here con(G) is the set of conjugacy classes and C(g)(R ⋊ G
G(S))n is generated by
those elementary tensors x0 ⋊ g0 ⊗ · · · ⊗ xn ⋊ gn with g0 · · · gn ∈ (g). If g ∈ G, we
write Rg for R considered as a bimodule over itself with the usual left multiplication
and the right multiplication given by x·r = xg(r). In Proposition 7.5, we shall need
the absolute Hochschild homology of R with coefficients in Rg. In general if M is
any R-bimodule, we write HH(R,M) for the Hochschild complex with coefficients
in M ([29, §9.1.1]).
Proposition 7.5 below computes the G-equivariant homology of a G-simplicial
set X with coefficients in HH(R) for an arbitrary unital G-ring R. The case when
G acts trivially on R was obtained by Lu¨ck and Reich in [18]. The case when X is
a point may be regarded as a transport groupoid version of Lorenz’ computation
of HH(R ⋊G) [17]; HC(R ⋊G) was computed by Fe˘ıgin and Tsygan in [7]. Our
proof uses ideas from each of the three cited articles.
Lemma 7.2. Let G be a group, S a G-set, g ∈ G, and Zg ⊂ G the centralizer of
g. Write EZg := E(Zg, {1}). Then there is a natural weak equivalence of simplicial
abelian groups
(7.3) Z[EZg]⊗Z[Zg] (Z[S
g]⊗HH(R,Rg))
∼
−→ HH(g)(R⋊ G
G(S))
Taking homotopy groups one obtains the relative Tor groups [29, 8.7.5]:
π∗HH(g)(R⋊ G
G(S)) = Tor[(R⊗R
op)⋊Zg ]/Z
∗ (R,Rg)
Proof. Note that[
Z[EZg]⊗Z[Zg] (Z[S
g]⊗HH(R,Rg))
]
n
= Z[Zg]
⊗n ⊗ Z[Sg]⊗R⊗n+1
Define a map
α : Z[EZg]⊗Z[Zg ] (Z[S
g]⊗HH(R,Rg))→ HH(g)(R ⋊ G
G(S))
α(z1 ⊗ · · · ⊗ zn ⊗ s⊗ x0 ⊗ · · · ⊗ xn) =
x0 ⋊ (z1 · · · zn)
−1g ⊗ (z1 · · · zn)(x1)⋊ z1 ⊗ (z2 · · · zn)(x2)⋊ z2 ⊗ · · · ⊗ zn(xn)⋊ zn ∈
homR⋊GG(S)(z1 · · · zns, s)⊗ · · · ⊗ homR⋊GG(S)(s, zns)
One checks that α is a simplicial homomorphism. Write U = (R ⊗ Rop) ⋊ Zg.
To prove that α is a weak equivalence, and also that its domain and codomain
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both compute TorU/Z∗ (R,Rg), it suffices to find simplicial resolutions P
∼
−→ Rg and
Q
∼
−→ Rg by relatively projective U -modules and a simplicial module homomor-
phism αˆ : P → Q covering the identity of Rg and such that R ⊗U αˆ = α. We
need some notation. Write E(Zg,M) for the simplicial Z[Zg]-module resolution of
a left Zg-module M associated to the cotriple N 7→ Z[Zg] ⊗ N [29, 8.6.11]. Let
Cbar(R,Rg) be the bar resolution (A.2); Zg acts diagonally on Z[Sg]⊗Cbar(R,Rg).
Write P = E(Zg,Z[Sg] ⊗ Cbar(R,Rg)) for the diagonal of the bisimplicial module
([p], [q]) 7→ Ep(Zg,Z[Sg] ⊗ Cbar(R,Rg)q). By construction, P
∼
−→ Rg is a sim-
plicial U -module resolution, and every U -module Pn is extended from Z, whence
relatively projective. Next, given k ∈ G, consider the simplicial submodule V (k) ⊂
Cbar(R⋊ GG(S)) generated by the elementary tensors
x0 ⋊ h0 ⊗ · · · ⊗ xn+1 ⋊ hn+1 ∈
homR⋊GG(S)(h1 · · ·hn+1s, ks)⊗ · · · ⊗ homR⋊GG(S)(s, hn+1s)
with s ∈ S and h0 · · ·hn+1 = k (n ≥ 0). Put Q = V (g); note Q is stable under
multiplication by elements of the form a⋊ z ⊗ b⋊ z−1 ∈ (R⋊G)⊗ (R⋊G)op with
z ∈ Zg. We have a ring homomorphism
ι : U → (R ⋊G)⊗ (R⋊G)op
a⊗ b⋊ z 7→ a⋊ z ⊗ bz ⋊ z−1
Thus Q is a simplicial U -module. We have an isomorphism of graded U -modules
θ :
⊕
h¯∈G/Zg
⊕
k∈G
U ⊗ V (k)→ Q
θ((a⊗ b⋊ z)⊗ v)) = ι(a⊗ b⋊ z) · (1 ⋊ h⊗ v ⊗ 1⋊ (hk)−1g)
In particular each U -module Qn is extended from Z. Next observe that the aug-
mentation of Cbar(R⋊G) restricts to an augmentation
(7.4) Q→ R⋊ g ∼= Rg
and that the canonical contracting chain homotopy x 7→ 1⊗x induces a contracting
homotopy for (7.4). Thus (7.4) is a simplicial resolution by relatively projective U -
modules. Consider the map
αˆ : P → Q
αˆ(z0 ⊗ · · · ⊗ zn ⊗ s⊗ x0 ⊗ · · · ⊗ xn+1) =
(z0 · · · zn)(x0)⋊ z0 ⊗ (z1 · · · zn)(x1)⋊ z1 ⊗ · · · ⊗ zn(xn)⋊ zn ⊗ xn+1 ⋊ (z0 · · · zn)
−1g ∈
homR⋊GG(S)(z
−1
0 s, s)⊗ · · · ⊗ homR⋊GG(S)(s, (z0 · · · zn)
−1s)
One checks that αˆ is a simplicial U -module homomorphism covering the identity
of Rg and that R⊗ αˆ = α, concluding the proof. 
Proposition 7.5. (Compare [18, 9.16]) Let G be a group, X ∈ SG. For each
ξ ∈ con(G) choose a representative gξ. Then there is an isomorphism⊕
ξ∈con(G)
H∗(Zgξ ,Z[X
gξ ]⊗HH(R,Rgξ))
∼=
−→ HG∗ (X,HH(R))
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natural in X and R, which depends on the choice of representatives {gξ : ξ ∈
con(G)}. Here H(Zg,−) is hyperhomology of complexes of Zg-modules, and the
tensor product is equipped with the diagonal action.
Proof. By (7.1) we have
HG∗ (X,HH(R)) =
⊕
ξ∈con(G)
HG∗ (X,HH(ξ)(R))
By Lemma 7.2 and the definition of equivariant homology, if g ∈ ξ, then
HG(X,HHξ(R)) =
∫ OrG
HHξ(R⋊ G
G(G/H))⊗ Z[map(G/H,X)]
∼
←−
∫ OrG (
Z[EZg]⊗Z[Zg] [Z[map(G/〈g〉, G/H)]⊗HH(R,Rg)]
)
⊗ Z[map(G/H,X)] =
Z[EZg]⊗Z[Zg] (Z[X
g]⊗HH(R,Rg)) =
H(Zg,Z[X
g]⊗HH(R,Rg))

Proposition 7.6. Let G be a group, F a family of subgroups of G and R a unital
G-ring. Assume that F contains all cyclic subgroups of G. Then HG(−, HH(R))
preserves (G,F)-weak equivalences. In particular, the assembly map
HG∗ (E(G,F), HH(R))→ HH∗(R⋊G)
is an isomorphism. The analogue statements for cyclic homology also hold.
Proof. The first statement about Hochschild homology follows from 7.5, and the
fact that if K is a group, then H(K,−) preserves quasi-isomorphisms. The second
follows from the first and the fact that E(G,F)→ ∗ is an equivalence. Next, given
a cyclic module M , consider the subcomplex
HCn(M) = ker(Sn : HC(M)→ HC(M)[−2n])
Note that
0 = HC0(M) ⊂ HH(M) = HC1(M) ⊂ HC2(M) ⊂ · · · ⊂
⋃
n
HCn(M) = HC(M)
is an exhaustive filtration. Hence, because HG(X,−) preserves filtering colimits
(X ∈ SG), to prove the statement of the lemma for cyclic homology, it is sufficient to
show that for each n, HG(−,HCn(R)) preserves (G,F)-equivalences of G-simplicial
sets. Observe that if M is a cyclic module, then we have an exact sequence
0→ HCn(M)→ HCn+1(M)→ HH(M)[−2n]→ 0
Using the sequence above and what we have already proved, one shows by induction
that HG(−,HCn(R)) preserves (G,F)-equivalences. This finishes the proof. 
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8. The Chern character and infinitesimal K-theory
8.1. Nonconnective Chern character. Let C be a Z-linear category. By results
of Randy McCarthy [22, §3.3 and §4.4] we have a Chern character
(8.1.1) KQ(IdemC⊕)→ |τ≥0HN(IdemC⊕)|
going from the K-theory simplicial set to the simplicial set obtained via the Dold-
Kan correspondence from the good truncation of the negative cyclic complex with-
out negative terms. In this section we use this to obtain a map
K(C)→ |HN(C)|
going from the nonconnective K-theory spectrum of Section 4 to the spectrum
obtained from the negative cyclic complex via Dold-Kan correspondence. We shall
need the following result of McCarthy.
Proposition 8.1.2. [22, Thm. 2.3.4] Let D be a Z-linear category and C ⊂ D a full
subcategory. Assume that for every object d ∈ D there exists an n = n(d), a finite
sequence c1, . . . , cn of objects of C, and morphisms φi : ci → d and ψi : d→ ci such
that
∑
i φiψi = 1d. Then the inclusion functor C → D induces a quasi-isomorphism
C(C)→ C(D).
Lemma 8.1.3. Let C be an additive category, and let • be the only object of Γ(Z).
Consider the functor
µ : ΓZ⊗ C → Γ(C)
µ(•, c) = (c, c, . . . ), µ(f ⊗ α)ij = fijα
Then
i) The functor µ is fully faithful.
ii) Let F (−) be as in (4.1.1). For every object x ∈ Γ(C) there exist morphisms
φc : µ(•, c)→ x and ψc : x→ µ(•, c), c ∈ F (x) such that
∑
c∈F (x) φcψc = 1x.
iii) The functor µ induces a fully faithful functor µ¯ : Σ⊗ C → Σ(C).
Proof. Part i) is proved in [3, Lemma 4.7.1] for the case when C has only one object;
the same argument applies in general. To prove ii), let x ∈ Γ(C) be an object. If
c ∈ F (x), write I(c) = {n ∈ N : xn = c}, and let χI(c) be the characteristic function.
Put
φc : µ(•, c)→ x, ψc : x→ µ(•, c), (φc)i,j = (ψc)i,j = δi,jχI(c)(j)1c
One checks that ∑
c∈F (x)
φcψc = 1x
This proves ii). Next, consider the exact sequence
0→M∞Z→ ΓZ
π
→ ΣZ→ 0
As is explained in [3, pp 92], it follows from results of No¨beling [23] that the sequence
above is split as a sequence of abelian groups. Hence if c, d ∈ C, then
ker(π ⊗ 1 : homΓZ⊗C((•, c), (•, d))→ homΣZ⊗C((•, c), (•, d))) =M∞Z⊗ homC(c, d)
Next observe that if α ∈ homC(c, d) and f ∈ M∞Z, then µ(f ⊗ α) is a finite
morphism. Hence µ passes to the quotient, inducing a functor µ¯ : ΣZ⊗ C → Σ(C).
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If c, d ∈ obC and we put x = µ(•, c), y = µ(•, d) then we have a map of exact
sequences
0→M∞Z⊗ homC(c, d)

// ΓZ⊗ homC(c, d) //

ΣZ⊗ homC(c, d)→ 0

0→ homFin(C)(x, y) // homΓ(C)(x, y) // homΣ(C)(x, y)→ 0
Here Fin(C) ⊂ Γ(C) is the subcategory of finite morphisms. The second vertical map
is an isomorphism by part i). In particular the first map is injective; furthermore,
one checks that it is onto. It follows that the third vertical map is an isomorphism;
this proves iii). 
Proposition 8.1.4. Let C be a Z-linear category. Then:
i) C(C)→ C(C⊕) is a quasi-isomorphism.
ii) If C is additive, then C(C)→ C(IdemC) is a quasi-isomorphism.
iii) The maps C(Γ(Z) ⊗ C)→ C(Γ(C)), C(Γ(C)) → 0 and C(Σ(Z) ⊗ C)→ C(Σ(C))
are quasi-isomorphisms.
iv) The sequence
IdemC⊕ → ΓC⊕ → ΣC⊕
induces a distinguished triangle of Hochschild, cyclic, negative cyclic and periodic
cyclic complexes.
Proof. The first two assertions are straightforward applications of Proposition 8.1.2.
That C(Γ(Z)⊗C)→ C(Γ(C)) and C(Σ(Z)⊗C)→ C(Σ(C)) are quasi-isomorphisms
follows from Proposition 8.1.2 and Lemma 8.1.3. In particular we have quasi-
isomorphisms
C(Γ(C)) C(A(ΓZ ⊗ C)/A(ob(ΓZ⊗ C))
∼oo C(A(ΓZ ⊗ C))
∼oo
C(ΓA(C))
∼ // HH(ΓA(C))
But because A(C) is H-unital, HH(ΓA(C)) is acyclic by [31, Thm. 10.1]. To prove
iv), consider the commutative diagram
(8.1.5) C

// ΓC //

ΣC

IdemC⊕ // ΓC⊕ // ΣC⊕
By i) and ii), the first vertical map induces quasi-isomorphisms of cyclic modules. If
R is a unital ring flat as a Z-module, then the quasi-isomorphism C(C)→ C(C⊕) of
i) induces a quasi-isomorphism C(R⊗C) = C(R)⊗C(C)→ C(R⊗C⊕). In particular
this applies when R = ΓZ,ΣZ. Hence the second and third vertical maps in (8.1.5)
are quasi-isomorphisms as well, by iii). By Lemma 6.1 the cyclic modules of the
top row are quasi-isomorphic to the cyclic modules of their associated rings; thus
iv) reduces to the fact, proved in [31, §10], that the sequence
C(A(C)) // C(ΓA(C)) // C(ΣA(C))
induces distinguished triangles for HH , HC, HN and HP . 
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Let C(n) be as in (4.1.3). Observe that by Proposition 8.1.4, we have an equiva-
lence |τ≥0HN(C(n))|
∼
−→ |τ≥0HN(C)[+n]|. Composing with the map KQ(C(n))→
|τ≥0HN(C(n))| we obtain a sequence KQ(C(n))→ τ≥0HN(C)[+n] which induces a
map of nonconnective spectra
(8.1.6) ch : K(C)→ |HN(C)|
Remark 8.1.7. If C has only one object, then the Chern character (8.1.6) agrees with
the usual one. This follows from (4.1.6) and the ring analogue of Proposition 8.1.4,
part iv), proved in [31, §10]. Furthermore, for any Z-linear category C, the character
(8.1.6) agrees with that of A(C). Indeed, K(A(C))
∼
−→ K(C) by Proposition 4.2.8,
and the proof of Proposition 8.1.4 makes clear that the homology sequences of iv)
are equivalent to the corresponding sequences for A(C).
8.2. Knil and the relative Chern character. Let E : Z − Cat → Spt be a
functor and C ∈ Z− Cat. Consider the homotopy fiber
Enil(C) = hofiber(E(C)→ E(C ⊗ Z∆
•
))
Write
ch∆ : KH(C) = K(C ⊗ Z∆
•
)→ HN(C ⊗ Z∆
•
)
for the result of applying the map K → HN dimensionwise. We have a map of
spectra chnil : Knil(C)→ HNnil(C) which fits into a map of homotopy fibrations
Knil(C)
chnil

// K(C)
ch

// KH(C)
ch∆

|HNnil(C)| // |HN(C)| // |HN(C ⊗ Z∆
•
)|
Lemma 8.2.1. Let C be a Q-linear category. Then there is a homotopy commuta-
tive diagram with vertical weak equivalences
|HNnil(C)|
ι

// |HN(C)| // |HN(C ⊗ Z∆
•
)|
≀

Ω−1|HC(C)| // |HN(C)| // HP (C)
Proof. By Example 6.2, this is a statement about the Q-algebra A(C). The latter
is proved in [8, Theorem 4.1]. 
By [30, Prop. 1.6], if A is a Q-algebra the groups Knil∗ (A) are Q-vectorspaces.
Hence for every ring A we have a map
(8.2.2) q : Knil(A)⊗Q→ Knil(A⊗Q)
which is an equivalence if A is a Q-algebra. We write
ν = ιchnil(−⊗Q)q : Knil(C)⊗Q→ Ω−1|HC(C ⊗Q)|
∼
←− Ω−1|HC(C)| ⊗Q
(8.2.3)
Kninf(C) = hofiber(ν)
We remark that ν is a variant of the relative character introduced by Weibel in
[28].
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Proposition 8.2.4. Kninf : Z− Cat→ Spt satisfies the standing assumptions. In
addition, it is excisive and Kninf∗ commutes with filtering colimits.
Proof. It is proved in [1] that
(8.2.5) K inf,Q := hofiber(chQ : K(−)⊗Q→ HN(−⊗Q))
is excisive; it follows that Kninf is excisive too. Next observe that Kninf satisfies iii)
and v) of the standing assumptions 3.3.2 for unital rings, and iv) for all C ∈ Z−Cat,
since both Knil and HC do. Because Kninf is excisive, this implies that it satisfies
all standing assumptions, by Remark 3.3.5. Finally Kninf∗ commutes with filtering
colimits because both Knil∗ and HC∗ do. 
9. Rings of polynomial functions on a simplicial set
9.1. Finiteness. An object K in a category A is small if homA(K,−) preserves
colimits. If A = S, then X is small if and only if it has only a finite number of
nondegenerate simplices, or, equivalently, if there exists a finite set of nonnegative
integers n1, . . . , nr and a surjection
r∐
i=1
∆ni ։ X
Small simplicial sets are called finite. Similarly, a G-simplicial set is small if there
are n1, . . . , nr ≥ 0 and a G-equivariant surjection
r∐
i=1
∆ni ×G։ X
Let F be a family of subgroups of G. A finite (G,F)-complex is G-simplicial set
obtained by attaching finitely many cells of the form ∆n × G/H with H ∈ F . A
G-finite simplicial set is a finite (G,All)-complex. The concept of G-finiteness is
the simplicial set version of the concept of G-compactness. Indeed one checks that
a G-simplicial set X is G-finite if and only if X/G is finite as a simplicial set.
9.2. Locally finite simplicial sets. IfX is a simplicial set and σ ∈ X is a simplex,
we write < σ >⊂ X for the simplicial subset generated by σ. We have
< σ >n= {α
∗(σ) : α ∈ hom([n], [dimσ])}
The star of σ is the following set of simplices of X :
St(σ) = StX(σ) = {τ ∈ X :< τ > ∩ < σ > 6= ∅}
The closed star is the simplicial subset St(σ) =< St(σ) > generated by St(σ). If M
is a set of simplices of X we put StX(M) = ∪σ∈MStX(σ), StX(M) =< StX(M) >.
We also define the link of M as Link(M) = StX(M)\StX(M).
Lemma 9.2.1. Let X be a simplicial set; write NX for the set of nondegenerate
simplices. The following are equivalent.
i) (∀σ ∈ X){τ ∈ NX :< τ >⊃< σ >} is a finite set.
ii) For every σ ∈ X, StX(σ) is a finite simplicial set.
Proof. If σ ∈ X , then < σ > has finitely many nondegenerate simplices, and thus
the set {< τ > ∩ < σ >: τ ∈ X} is finite. Hence if i) holds, there are finitely many
τ ∈ NX such that < τ > ∩ < σ > 6= ∅; in other words, NX ∩ StX(σ) is a finite
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set, and therefore StX(σ) is a finite simplicial set. Thus i)⇒ii). Next note that
< τ >⊃< σ > implies τ ∈ StX(σ), whence ii)⇒i). 
We say thatX is locally finite if it satisfies the equivalent conditions of the lemma
above.
9.3. Rings of polynomial functions on a simplicial set. If X is a simplicial
set and A is a ring, we put
AX = homS(X,A
∆•)
The simplicial ring A∆
•
= A ⊗ Z∆
•
is defined as in (5.1). Note X 7→ AX , f 7→ f∗
gives a functor Sop → Rings. By its very definition, the functor A− sends colimits
to limits; if I is a small category and X : I → S is a functor, then
AcolimiXi = lim
i
AXi
Example 9.3.1. Any simplicial set X is the union of the subobjects generated by
each of its nondegenerate simplices; in symbols
X = colim
σ∈NX
< σ >
Thus we obtain
(9.3.2)
AX = lim
σ∈NX
A<σ> = {φ ∈
∏
σ∈NX
A<σ> : φ(σ)|<σ>∩<τ> = φ(τ)|<σ>∩<τ>, σ, τ ∈ NX}
If φ ∈ AX , then its support is
supp(φ) =< {σ ∈ X : φ(σ) 6= 0} >
Note that if φ, ψ ∈ AX and f : X → Y is a simplicial map, then
(9.3.3) supp(φ · ψ) ⊂ supp(φ) ∩ supp(ψ) supp(f∗(φ)) ⊂ f−1(supp(φ))
We say that φ is finitely supported if supp(φ) is a finite simplicial set. Note φ
is finitely supported if and only if there is only a finite number of nondegenerate
simplices σ such that φ(σ) 6= 0. Put
A(X) = {f ∈ AX : supp(f) is finite.}
If X is finite, then clearly AX = A(X). In general, A(X) ⊂ AX is a two-sided ideal,
by (9.3.3). We remark that if f : X → Y is an arbitrary map of simplicial sets,
then the associated ring homomorphism f∗ : AY → AX does not necessarily send
A(Y ) into A(X). However, if f happens to be proper, i.e. if f−1(K) is finite for
every finite K ⊂ Y , then f∗(A(Y )) ⊂ A(X), by (9.3.3). Hence A(−) is a functor on
the category of simplicial sets and proper maps. Next we consider the behaviour
of this functor with respect to colimits. First of all, if {Xi} is a family of simplicial
sets, then we have
(9.3.4) A(
∐
Xi) =
⊕
i
A(Xi)
Here
⊕
indicates the direct sum of abelian groups, equipped with coordinatewise
multiplication. Second, A(−) maps coequalizers of proper maps to equalizers; if
{fj : X → Y } is a family of proper maps, then
(9.3.5) A(coeqj{fj :X→Y }) = eqj{f
∗
j : A
(Y ) → A(X)}
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Next recall that if I is a small category and X : I → S is a functor, then the colimit
of X can be computed as a coequalizer:
colim
i
Xi = coeq(
∐
α∈Ar(I)
Xs(α)
∂0
⇒
∂1
∐
i∈Ob(I)
Xi)
Here Ob(I) and Ar(I) are respectively the sets of objects and of arrows of I, and
if α ∈ Ar(I) then s(α) ∈ Ob(I) is its source; we also write r(α) for the range of
α. The maps ∂0 and ∂1 are defined as follows. The restriction of ∂i to the copy of
Xs(α) indexed by α is the inclusion Xs(α) ⊂
∐
j Xj if i = 0 and the composite of
X(α) followed by the inclusion Xr(α) ⊂
∐
j Xj if i = 1. The conditions that ∂0 and
∂1 be proper are equivalent to the following
∂0) Each object of I is the source of finitely many arrows.
∂1) Each object of I is the range of finitely many arrows, and X sends each
map of I to a proper map.
Example 9.3.6. For example the functor σ 7→< σ > from the set of nondegenerate
simplices of X , ordered by σ ≤ τ if < σ >⊂< τ >, always satisfies ∂1; condition
∂0 is precisely condition i) of Lemma 9.2.1. Hence ∂0 is satisfied if and only if X is
locally finite, and in that case we have
A(X) = eq(
⊕
σ∈NX
A<σ>
∂∗0
⇒
∂∗1
⊕
<τ>⊂<σ>,
σ,τ∈NX
A<τ>)
Lemma 9.3.7. If X is a locally finite simplicial set, then Z(X) is a free abelian
group.
Proof. By [3, 3.1.3] the lemma is true when X is finite. Hence if X is any simplicial
set, and σ ∈ X is a simplex, then Z<σ> is free. If X locally finite, then by Example
9.3.6, Z(X) is a subgroup of a free group, and therefore it is free. 
9.4. Extending polynomial functions.
Theorem 9.4.1. Let X be a simplicial set, Y ⊂ X a simplicial subset and A a
ring. Let φ ∈ AY and K = suppφ. Then there exists ψ ∈ AX with suppψ ⊂ StXK
such that ψ|LinkX (K) = 0 and ψ|Y = φ.
Proof. We have K ⊂ StYK ⊂ StYK, whence φ|LinkY (K) = 0. Note StXK ∩ Y =
StYK; thus φ vanishes on LinkX(K) ∩ Y . Hence we may extend φ to a map
φ′ : Y ′ = Y ∪ LinkX(K)→ A∆
•
by φ′|LinkX(K) = 0. Put Y ” = Y ∪ StXK. Because
Y ′ ⊂ Y ” is a cofibration and A∆
•
։ 0 is a trivial fibration, we may further extend
φ′ to a map φ” : Y ”→ A∆
•
. By construction, {σ ∈ X : φ”(σ) 6= 0} ⊂ StXK, and
φ” vanishes on LinkXK. Hence we may finally extend φ” to a map ψ : X → A∆
•
,
by letting ψ(σ) = 0 if σ /∈ StXK. This concludes the proof. 
Corollary 9.4.2. If X is locally finite and Y ⊂ X is a simplicial subset, then the
restriction map A(X) → A(Y ) is surjective.
Proof. It follows from Theorem 9.4.1, using 9.2.1. 
Proposition 9.4.3. (Compare [4, Lemma 2.5]) Let A be a nonzero ring. The
following are equivalent for a simplicial set X.
i) For every simplex σ ∈ X there exists φ ∈ A(X) such that φ(σ) 6= 0.
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ii) X is locally finite.
Proof. Observe that if σ, τ ∈ X are simplices with < τ >⊃< σ > and φ ∈ AX
satisfies φ(σ) 6= 0, then φ(τ) 6= 0. If X is not locally finite, then by Lemma 9.2.1,
there exists a simplex σ ∈ X which is contained in infinitely many nondegenerate
simplices. By the previous observation, φ(σ) = 0 for every φ ∈ A(X). We have
proved that i)⇒ii). Assume conversely that X is locally finite, and let σ be a
simplex of X . We want to show that there exists φ ∈ A(X) such that φ(σ) 6= 0.
We may assume that σ is nondegenerate. Let Y =< σ >⊂ X be the sub-simplicial
set generated by σ; by Corollary 9.4.2, it suffices to show that AY 6= 0. Now Y is
an n-dimensional quotient of ∆n, whence Sn = ∆n/∂∆n is a quotient of Y . So we
may further reduce to showing AS
n
is nonzero. Now
AS
n
= ZnA
∆• =
n⋂
i=0
ker(di : A
∆n → A∆
n−1
)
But if 0 6= a ∈ A, then at0 . . . tn is a nonzero element of ZnA∆
•
. 
9.5. Excision properties.
Proposition 9.5.1. If X is a locally finite simplicial set, then Z(X) is s-unital.
Proof. Let φ1, . . . , φn ∈ Z(X), and let K =
⋃
i supp(φi). By Theorem 9.4.1 there is
µ ∈ Z(X) such that µ|K = 1 is the constant map. Thus
(9.5.2) φi = φiµ (∀i).

Proposition 9.5.3. If A is K-excisive and X is locally finite, then Z(X) ⊗ A is
K-excisive.
Proof. Follows from Lemma 9.3.7 and Propositions 9.5.1 and A.5.3. 
Remark 9.5.4. If A is a ring and X a locally finite simplicial set, then there is a
natural map
Z(X) ⊗A→ A(X)
It was proved in [3, 3.1.3] that this map is an isomorphism if X is finite.
10. Proper G-rings
10.1. Proper rings over a G-simplicial set. Fix a group G and consider rings
equipped with an action of G by ring automorphisms. We write G−Rings for the
category of such rings and equivariant ring homomorphisms. If C ∈ G − Rings is
commutative but not necessarily unital and A ∈ G − Rings, then by a compatible
(G,C)-algebra structure on A we understand a C-bimodule structure on A such
that the following identities hold for a, b ∈ A, c ∈ C, and g ∈ G:
c · a = a · c
c · (ab) = (c · a)b = a(c · b)
g(c · a) = g(c) · g(a)
(10.1.1)
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If X is a G-simplicial set and A ∈ G−Rings, then we say that A is proper over X
if it carries a compatible (G,Z(X)) algebra structure such that
(10.1.2) Z(X) · A = A
If F is a family of subgroups of G, we say that A is (G,F)-proper if it is proper
over some (G,F) complex X .
Example 10.1.3. Fix a group G, a family of subgroups F and a (G,F)-complex
X . By Proposition 9.5.1, we have Z(X) · Z(X) = Z(X); thus Z(X) is proper over X .
Hence if A is a G-ring with a compatible (G,Z(X))-action, then Z(X) · A is proper
over X . If A is proper over X , and B is any ring, then A ⊗ B is proper over X .
In particular, Z(X) ⊗ B is proper. If T ∈ Top is the geometric realization of X ,
and F is either R or C, then the F-algebra P = Ccomp(T ) of compactly supported
continuous functions T → F is proper over X . To check that Z(X) ·P = P , observe
that if f ∈ P then its support meets finitely many maximal simplices; write K ⊂ X
for their union. By Corollary 9.4.2, there exists φ ∈ Z(X) which is constantly equal
to 1 on K; thus f = φ · f ∈ Z(X) · P .
Let X be a locally finite simplicial set, and Y ⊂ X a subobject. Put
I(Y ) = {φ : suppφ ⊂ Y } ⊳ Z(X)
Note that if ψ ∈ Z(Y ) and ψˆ ∈ Z(X) restricts to ψ, then the product
ψ · φ := ψˆφ
depends only on ψ. This defines a compatible action of Z(Y ) on I(Y ) which makes
the latter ring proper over Y . More generally, if A ∈ Rings has a compatible
(G,Z(X))-structure, we put
(10.1.4) A(Y ) = I(Y ) · A ⊳ A
Observe that A(Y ) is an ideal of A, proper over Y . In particular if X is a (G,F)-
complex, then A(Y ) is (G,F)-proper for all Y ⊂ X .
Lemma 10.1.5. Let A be a G-ring. Assume that A is (G,F)-proper. Then A has
an exhaustive filtration {A(K)} by ideals such that each A(K) proper over a finite
(G,F)-complex K.
Proof. By hypothesis, there exists a (G,F)-complex X such that A is proper over
X . Consider the filtration {A(K)} where A(K) is defined in (10.1.4) and K runs
among theG-finite simplicial subsets ofX . By the discussion above, A(K) ⊂ A is an
ideal, proper over K. It is clear that {I(K)} and {A(K)} are filtering systems and
that ∪KI(K) = Z(X). We claim furthermore that A = ∪KA(K). By definition of
Z(X)-algebra, A = Z(X) ·A. Hence if a ∈ A, then there exist φ1, . . . , φn ∈ Z(X) and
a1, . . . , an ∈ A such that a =
∑
i φiai. Hence a ∈ A(K) for K = ∪iG · supp(φi). 
Lemma 10.1.6. (cf. [9, pp. 51]) Let A ∈ G−Rings be proper over a locally finite
G-simplicial set X, and let f : X → Y be an equivariant map with Y locally finite.
Then the map f∗ : ZY → ZX induces a compatible (G,Z(Y ))-algebra structure on
A which makes it proper over Y .
Proof. We begin by showing that the compatible (G,Z(X))-algebra structure on A
extends to a compatible (G,ZX)-module structure. By the lemma above, if a ∈ A
34 GUILLERMO CORTIN˜AS AND EUGENIA ELLIS
then there exists a finite simplicial subset K ⊂ X such that a ∈ A(K) = I(K) · A.
By Theorem 9.4.1 there exists µK ∈ ZX , with supp(µK) ⊂ St(K) such that
(10.1.7) µKa = a ∀a ∈ A(K).
Because X is locally finite, St(K) is finite and µK ∈ Z(X). Thus we have a map
A(K) → I(St(K))) ⊗ A(K), a 7→ µK ⊗ a. Now I(St(K)) is an ideal in ZX by
(9.3.3); using the multiplication of ZX we obtain a map
(10.1.8) ZX ⊗A(K)→ A(St(K)), φ⊗ a 7→ (φ · µK)a.
If L ⊃ K, and we choose an element µL as above, then for a ∈ A(K) and φ ∈ ZX
we have:
(φ · µL) · a = (φ · µL) · (µK · a) = (φ · µK)a
This shows that (10.1.8) is independent of the choice of the element µK of (10.1.7),
and that we have a well-defined action ZX ⊗ A → A. Compatibility with the G-
action follows from the fact that g · µK is the identity on g · K. The remaining
compatibility conditions are immediate. Now A becomes an Z(Y )-module through
f∗. If K ⊂ X is a finite simplicial subset, then L = f(K) ⊂ Y is finite, and since
Y is locally finite, there is a µL ∈ Z(Y ) which is the identity on L, and thus f∗(µL)
is the identity on K. It follows that the action of Z(Y ) on A satisfies (10.1.2). The
remaining (G,Z(Y ))-compatibility conditions of (10.1) are straightforward. 
10.2. Induction. Let G be a group, H ⊂ G a subgroup and A anH-ring. Consider
BigIndGH(A) = {f : G→ A : f(gh) = h
−1f(g)}
Note that BigIndGH(A) is a G-ring with operations defined pointwise, and where G
acts by left multiplication. If f ∈ BigIndGH(A) and x = sH ∈ G/H , then the value
of f at any g ∈ x determines f on the whole x; in particular,
supp(f) ∩ sH 6= ∅ ⇒ sH ⊂ supp(f) (sH ∈ G/H)
Hence
supp(f) =
∐
sH∩supp(f) 6=∅
sH
Consider the projection π : G→ G/H . Put
IndGH(A) = {f ∈ BigInd
G
H(A) : #π(supp(f)) <∞}
One checks that IndGH(A) ⊂ BigInd
G
H(A) is a subring; we shall presently introduce
some of its typical elements. If s ∈ G, we write χs : G → Z for the characteristic
function. If a ∈ A and s ∈ G, then
ξH(s, a) =
∑
h∈H
h−1(a)χsh ∈ Ind
G
H(A)
Let r : G/H → G be a pointed section and R = r(G/H). Every element φ ∈
BigIndGH(A) can be written as a formal sum
(10.2.1) φ =
∑
s∈R
ξH(s, φ(s))
Note that φ ∈ IndGH(A) if and only if the sum above is finite. In particular
IndGH(A) =
∑
s∈G,a∈A
ZξH(s, a) ⊂ BigInd
G
H(A)
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Next observe that, for each fixed s ∈ G, the map
ξH(s,−) : A→ BigInd
G
H(A)
is a ring homomorphism. Moreover, we have the following relations
gξH(s, a) = ξH(gs, a)(10.2.2)
ξH(sh, a) = ξH(s, ha)(10.2.3)
ξH(s, a)ξH(t, b) =
{
0 if sH 6= tH
ξH(s, ab) if s = t
(10.2.4)
It follows that (s, a) 7→ ξH(s, a) gives a G-equivariant map
G×H A→ Ind
G
H(A).
Here G ×H A = G × A/ ∼, where (g1, a1) ∼ (g2, a2) ⇐⇒ h = g
−1
1 g2 ∈ H and
a1 = ha2. Extending by linearity we obtain an isomorphism of left G-modules
Z[G]⊗Z[H] A→ Ind
G
H(A)
Thus we may think of IndGH(A) as the G-module induced from the H-module A
equipped with a ring structure compatible with that of A. In fact (10.2.4) implies
that if r : G/H → G is a section as above, then
(10.2.5) Z(G/H) ⊗A→ IndGH(A), χx ⊗ a 7→ ξH(r(x), a)
is a (nonequivariant) ring isomorphism.
Lemma 10.2.6. Let X be an H-simplicial set; put
IndGH(X) = G×H X
There is a natural, G-equivariant isomorphism Z(Ind
G
H(X)) ∼= IndGH(Z
(X)).
Proof. Let π : G×X → IndGH(X) be the projection. We have a G-ring isomomor-
phism
θ : BigIndGH(Z
X)→ ZInd
G
H (X), θ(f)(π(g, x)) = f(g)(x)
For s ∈ G and φ ∈ ZX ,
θ(ξH(s, φ))π(g, x) =
{
φ(s−1gx) if g ∈ sH
0 else.
In particular, for θ(ξH(s, φ)) not to vanish on π(g, x), we must have g = sh and
x ∈ h−1{φ 6= 0} for some h ∈ H . Hence supp(θ(ξH (s, φ))) ⊂ π({s} × supp(φ))
which is a finite simplicial set if φ ∈ Z(X). Therefore θ maps IndGH(Z
(X)) inside
Z(Ind
G
H (X)). It remains to show that θ−1(Z(Ind
G
H(X))) ⊂ IndGH(Z
(X)). Let {gi} ⊂ G
be a full set of representatives of G/H . Every element of G ×H X can be written
uniquely as π(gi, x) for some i and some x ∈ X . Hence as a simplicial set, Ind
G
H(X)
is the disjoint union of the Yi = π({gi} ×X). In particular if φ ∈ Z(Ind
G
H (X)), then
its support meets finitely many of the Yi, and supp(φ)∩Yi is a finite simplicial set.
Thus there is a finite number of i such that ψ = θ−1(φ) is nonzero on giH , and its
restriction to each of these subsets takes values in Z(X). By (10.2.1), this implies
that ψ ∈ IndGH(Z
(X)), as we had to prove. 
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If C,A ∈ H − Rings with C commutative and we have a compatible (H,C)-
algebra structure on A, then IndGH(A) carries a compatible (G, Ind
G
H(C))-algebra
structure, given by
ξH(s, c) · ξH(t, a) =
{
ξH(s, c · a) s = t
0 sH 6= tH
If moreover C ·A = A, then IndGH(C) · Ind
G
H(A) = Ind
G
H(A). We record a particular
case of this in the following
Lemma 10.2.7. If A ∈ H − Rings is proper over an H-simplicial set X, then the
G-ring IndGH(A) is proper over Ind
G
H(X).
Proof. It follows from Lemma 10.2.6 and the discussion above. 
10.3. Compression. Let A ∈ G − Rings, and H ⊂ G a subgroup. Assume that
A is proper over G/H . Let χH ∈ Z(G/H) be the characteristic function of H . The
compression of A over H is the subring
CompGH(A) = χH · A
Note the action of G on A restricts to an action of H on CompGH(A), which makes
it into an object of H − Rings.
Proposition 10.3.1. (Compare [9, Lemma 12.3, and paragraph after 12.4])
i) If B ∈ H − Rings, then IndGH(B) is proper over G/H, and
B → CompGHInd
G
HB, b 7→ ξH(1, b)
is an H-equivariant isomorphism.
ii) If A ∈ G− Rings is proper over G/H, then
IndGHComp
G
H(A)→ A, ξH(s, χHa) 7→ χsHs(a)
is a G-equivariant isomorphism.
Proof. Any B ∈ H − Rings is proper over the 1-point space ∗. Hence IndGH(B) is
proper over IndGH(∗) = G/H , by Lemma 10.2.7. The proof that the maps of i) and
ii) are isomorphisms is straightforward; to show equivariance, one uses (10.2.2) and
(10.2.3). 
10.4. A discrete variant of Green’s imprimitivity theorem. Let G be a
group, H ⊂ G a subgroup and A an H-ring.. Observe that, by definition, the
G-ring IndGH(A) is a G-subring of the ring map(G,A
∆•) = map(G,A) = AG (note
that this is not the same as the subring of G-invariants of A). Since A(G) ⊳ AG is
a G-ideal, we may regard A(G) as a left IndGH(A)-module via left multiplication in
AG, and moreover, this action is compatible with that of G, in the sense that the
two together define a left IndGH(A) ⋊ G-module structure on A
(G). We may also
regard A(G) as a right module over A⋊H , via
[φ · (a⋊ h)](g) = h−1(φ(gh−1)a)
One checks that these two actions satisfy
(f ⋊ g) · [φ · (a⋊ h)] = [(f ⋊ g) · φ] · (a⋊ h)
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Hence they make A(G) into an (IndGH(A) ⋊G,A⋊H)-bimodule. In particular left
multiplication by elements of IndGH(A)⋊G induces a ring homomorphism
(10.4.1) IndGH(A)⋊G→ EndA⋊H(A
(G))
Observe that the decomposition G =
∐
x∈G/H x induces
(10.4.2) A(G) =
⊕
x∈G/H
A(x)
and that A(x) · (A ⋊ H) ⊂ A(x). Hence (10.4.2) is a direct sum of right A ⋊ H-
modules. Thus we may think of an element T ∈ EndA⋊H(A
(G)) as a matrix T =
[Tx,y]x,y∈G/H , where Tx,y : A
(y) → A(x) is a homomorphism of right A⋊H-modules,
and is such that for each v ∈ A(y), Tx,y(v) = 0 for all but a finite number of x.
Moreover
A⋊H → A(gH), a⋊ h 7→ χg · (a⋊ h) = χghh
−1(a)
is an isomorphism of right A ⋊H-modules. Fix a full set of representatives R of
G/H , with 1 ∈ R, write MR ∈ Z − Rings for the ring of R × R-matrices with
finitely many nonzero coefficients in Z, and put MR(A⋊H) = MR⊗ (A⋊H). We
have a ring homomorphism
MR(A⋊H)→ EndA⋊H(A
(G))
M 7→ (
∑
y∈R
χy · αy 7→
∑
x∈R
χx
∑
y∈R
mx,yαy)
Furthermore, we have a map G→R, which sends each s ∈ G to the representative
sˆ ∈ R of sH . Using this map we obtain an isomorphism MG/H ∼= MR which sends
the matrix unit EsH,tH to Esˆ,tˆ. By composition, we obtain a ring homomorphism
(10.4.3) MG/H(A⋊H)→ EndA⋊H(A
(G)) ∼= EndA⋊H((A⋊H)
(G/H))
Remark 10.4.4. If A happens to be unital, then both (10.4.1) and (10.4.3) are
injective.
Theorem 10.4.5. Let G be a group, H ⊂ G a subgroup, and A ∈ H−Rings. Then
there is an isomorphism IndGH(A) ⋊ G ∼= MG/H(A ⋊ H) such that the following
diagrams commute
IndGH(A)⋊G
(10.4.1) //
∼= ((PP
PP
PP
PP
PP
PP
EndA⋊H(A
(G))
MG/H(A⋊H)
(10.4.3)
66mmmmmmmmmmmmm
IndGH(A) ⋊G
∼= // MG/H(A⋊H)
A⋊H
ξH (1,−)⋊id
ffNNNNNNNNNNN eH,H⊗−
77ppppppppppp
Proof. We use the notation introduced in the paragraph preceding the theorem. If
s ∈ G, put φ(s) = sˆ−1s ∈ H . Note that φ(sh) = φ(s)h (s ∈ G, h ∈ H). One
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checks that the following map is a well-defined, bijective ring homomorphism with
the required properties
α : IndGH(A) ⋊G→MG/H(A⋊H),
α(ξH(s, a)⋊ g) = esH,g−1sH ⊗ φ(s)(a)⋊ φ(s)φ(g
−1s)−1

Remark 10.4.6. The isomorphism of the theorem above is natural in A, but not
in the pair (G,H), as it depends on a choice of a full set of representatives R of
G/H , or what is the same, of a choice of pointed section G/H → G of the canonical
projection.
10.5. Restriction. Let B be a G-ring, H ⊂ G a subgroup. Write ResHGB for the
H-ring obtained by restriction to H of the action of G on B.
Lemma 10.5.1. If B is a G-ring, then IndGHRes
H
GB → Z
(G/H) ⊗ B, ξH(s, b) 7→
χsH ⊗ s(b) is a G-ring isomorphism.
Proof. Straightforward. 
Now suppose K ⊂ G is another subgroup. Let x ∈ H\G/K. Put
(10.5.2) ResHG Ind
G
K(A)[x] = {f ∈ Ind
G
K(A) : supp(f) ⊂ x} ∈ H − Rings
We have
(10.5.3) ResHG Ind
G
K(A) =
⊕
x∈H\G/K
ResHG Ind
G
K(A)[x]
Write x = HθK for some θ ∈ G. Consider the subgroup
H ⊃ Hθ = H ∩ θKθ
−1
We shall see presently that the H-ring (10.5.2) is proper over H/Hθ. Consider the
subgroup
K ⊃ Kθ−1 = θ
−1Hθ ∩K
Conjugation by θ−1 defines an isomorphism
cθ−1 : Hθ → Kθ−1 , cθ−1(h) = θ
−1hθ
Hence we may view Res
K
θ−1
K A as an Hθ-ring via cθ−1 ; we write c
∗
θ−1(Res
K
θ−1
K A) for
the resulting Hθ-ring.
Lemma 10.5.4. The map
α : ResHG Ind
G
K(A)[HθK]→ Ind
H
Hθ (c
∗
θ−1(Res
K
θ−1
K (A))
α(f)(h) = f(hθ)
is an isomorphism of H-rings.
Proof. One checks that if m ∈ Hθ, then α(f)(hm) = m−1α(f)(h). It is clear that
α is H-equivariant. A calculation shows that α(ξK(hθ, a)) = ξHθ (h, a). It follows
that α is an isomorphism. 
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11. Induction and equivariant homology
Lemma 11.1. Let G be a group, K ⊂ G a subgroup, A a K-ring, and E : Z−Cat→
Spt a functor satisfying the standing assumptions. Then A is E-excisive if and only
if IndGK(A) is E-excisive.
Proof. The map (10.2.5) gives a nonequivariant isomorphism
IndGK(A)
∼= Z(G/K) ⊗A =
⊕
x∈G/K
A
The equivalence of the lemma follows from Standing Assumption v). 
Let G, K and A be as in Lemma 11.1, and let X be a G-simplicial set. If A is
unital, then for each subgroup S ⊂ K we have a functor
A⋊ GK(K/S)→ IndGK(A)⋊ G
G(G/S)
kS 7→ kS,
a⋊ k 7→ ξK(1, a)⋊ k
IfA is anyE-excisive ring, the map above is defined for the unitalization A˜; applying
E, taking fibers relative to the augmentation A˜ → Z, and using the standing
assumptions, we get a map E(A ⋊ GK(K/S)) → E(IndGK(A) ⋊ G
G(G/S)). The
maps
XS+ ∧ E(A⋊ G
K(K/S))→ XS+ ∧ E(Ind
G
K(A) ⋊ G
G(G/S))→ HG(X,E(IndGKA))
assemble to
(11.2) Ind : HK(X,E(A))→ HG(X,E(IndGK(A)))
Proposition 11.3. (Compare [9, Proposition 12.9]) Let A be an E-excisive G-ring.
Then the map (11.2) is an equivalence.
Proof. As a functor of G-simplicial sets, equivariant homology satisfies excision
and commutes with filtering colimits (see [6]). Because of this, and because X is
obtained by gluing together cells of the form IndGH(∆
n), H ∈ All, it suffices to
prove the proposition for X = IndGH(T ) where H acts trivially on T . Let R be a
full set of representatives of K\G/H . We have
IndGH(T ) =T ×G/H
=
∐
θ∈R
T ×KθH
∼=
∐
θ∈R
T ×K/Kθ
Here as in Subsection 10.5, Kθ = cθ(H) ∩K. Thus
HK(IndGH(T ), E(A)) = T+ ∧
∨
θ∈R
E(A⋊ GK(K/Kθ))
On the other hand,
HG(IndGH(T ), E(Ind
G
K(A)) =T+ ∧ E(Ind
G
K(A) ⋊ G
G(G/H))
We have to show that∨
θ∈R
E(A⋊ GK(K/Kθ))→ E(Ind
G
K(A)⋊ G
G(G/H))
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is an equivalence. By standing assumptions iv) and v) we may replace the map
above by that induced by the corresponding ring homomorphism
(11.4)
⊕
θ∈R
A(A⋊ GK(K/Kθ))→ A(Ind
G
K(A)⋊ G
G(G/H))
Here A(A⋊ GK(K/Kθ))→ A(Ind
G
K(A)⋊ G
G(G/H)) is induced by ξK(1,−) : A→
IndGK(A) and by the inclusions K ⊂ G and K/Kθ → G/H , kKθ 7→ kθH . One
checks that the following diagram commutes
A(IndGK(A)⋊ G
G(G/H))
3.2.6
∼
**UUU
UU
UU
UU
UU
UU
UU
U
A(A⋊ GK(K/Kθ))
ξK(1,−)⋊inc
44jjjjjjjjjjjjjjjj
MG/H(Ind
G
K(A)⋊H)
A⋊Kθ
OO
≀
1⋊cθ−1

ξK(θ
−1,−)⋊c
θ−1 // IndGK(A)[Hθ
−1K]⋊H
eθH,θH
OO
c∗θ(A)⋊Hθ−1
eH
θ−1
,H
θ−1//MH/H
θ−1
(c∗θ(A)⋊Hθ−1)10.4.5
∼ // IndHH
θ−1
(c∗θ(A)) ⋊H
∼ 10.5.4
OO
Because the lower rectangle commutes, E(A ⋊Kθ → Ind
G
K(A)[Hθ
−1K]⋊H) is
an equivalence, by matrix stability. Again by matrix stability and by Lemma 3.2.6,
applying E to the top left vertical arrow is an equivalence. Hence to prove that E
applied to (11.4) is an equivalence, it suffices to show that E applied to
(11.5)
IndGK(A)⋊H =
⊕
θ∈R Ind
G
K(A)[HθK]⋊H
∑
θ eθH,θH // MG/H(Ind
G
K(A)⋊H)
is one. But another application of matrix stability (using [2, Prop. 2.2.6]) shows
that E applied to (11.5) gives the same map in HoSpt as E applied to the inclusion
eH,H : Ind
G
K(A)⋊H →MG/H(Ind
G
K(A)⋊H).
This concludes the proof. 
Theorem 11.6. Let E : Z − Cat → Spt be a functor satisfying the standing
assumptions 3.3.2. Also let G be a group, F a family of subgroups of G and B an E-
excisive ring, proper over a 0-dimensional (G,F)-complex X. Then HG(−, E(B))
maps (G,F)-equivalences to equivalences. In particular, the assembly map
HG(E(G,F), E(B)) → E(B ⋊G)
is an equivalence.
Proof. We have X =
∐
iG/Ki for some Ki ∈ F , and Z
(X) =
⊕
i Z
(G/Ki). The ring
Bi = Z(G/Ki) · B is proper over G/Ki, and is excisive by Standing assumption v).
Again by Standing assumption v), it suffices to prove the assertion of the theorem
individually for each Bi; in other words, we may assumeX = G/K for someK ∈ F .
Hence for A = CompKGB we have B = Ind
G
KA, by Proposition 10.3.1. Moreover,
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by Lemma 11.1, A is E-excisive. Let Y → Z be a (G,F)-equivalence. We have a
commutative diagram
HG(Y,E(B)) // HG(Z,E(B))
HK(Y,E(A))
Ind
OO
// HK(Z,E(A))
Ind
OO
The bottom horizontal arrow is an equivalence because K ∈ F . The two vertical
arrows are equivalences by Proposition 11.3. It follows that the top horizontal arrow
is an equivalence too. 
12. Assembly as a connecting map
Throughout this section, we consider a fixed functor E : Z − Cat → Spt, and
–except when otherwise stated– we assume that, in addition to the standing as-
sumptions, it satisfies the following:
Sectional Assumptions 12.1.
vi) E∗ commutes with filtering colimits.
vii) If A is E-excisive and L has local units and is flat as a Z-module, then L⊗A is
E-excisive.
12.1. Preliminaries.
Mapping cones. Let f : A→ B be a ring homomorphism; the mapping cone of f is
defined as the pullback
Γf

// ΓB

ΣA
Σf
// ΣB
Lemma 12.1.1. Let E : Z − Cat → Spt be a functor satisfying both the standing
and the sectional assumptions, and f : A → B a homomorphism of E-excisive
rings. Then
i) E(ΓB) is weakly contractible.
ii) E(ΣB)
∼
−→ ΣE(B).
iii) The following is a distinguished triangle in HoSpt
E(B)→ E(Γf )→ ΣE(A)
ΣE(f)
−→ ΣE(B)
Proof. By Lemma 8.1.3, ΓB = ΓZ ⊗ B, whence it is E-excisive, by sectional as-
sumption 12.1 vii). Part i) follows from matrix stability and the fact that ΓZ is a
ring with infinite sums (see e.g. [2, Prop. 2.3.1]). Parts ii) and iii) follow from i)
and excision. 
Matrix rings and group actions.
Lemma 12.1.2. Let G be a group, A a G-ring and X a G-set. Write MX for the
ring MX equipped with the G-action
g(ex,y) = egx,gy
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The map
(MXA)⋊G→MX(A⋊G), (ex,y ⊗ a)⋊ g 7→ ex,g−1y ⊗ (a⋊ g)
is a G-equivariant isomorphism of rings.
12.2. Dirac extensions. Let G be a group, F a family of subgroups, E : Z−Cat→
Spt a functor satisfying the standing assumptions, and A an E-excisive ring. A
Dirac extension for (G,F , A,E) consists of an extension of E-excisive G-rings
(12.2.1) 0→ B → Q→ P → 0
together with a zig-zag
A = Z0
f0 // Z1 Z2
f2oo f3 // . . . Zn = B
such that
a) E(fi ⋊H) is an equivalence for every subgroup H ⊂ G.
b) E∗(Q⋊H) = 0 for every H ∈ F .
c) HG(−, E(P )) sends (G,F)-equivalences to equivalences.
Remark 12.2.2. Condition a) together with standing assumptions iii) and iv) and
Lemma 3.2.6 imply that the zig-zag f = {fi} induces an equivalenceHG(X,E(A))
∼
−→
HG(X,E(B)) for every G-space X . Similarly, it follows from condition b) that
HG∗ (Y,E(Q)) = 0 for every (G,F)-complex Y .
Proposition 12.2.3. Let E : Z − Cat → Spt be a functor satisfying the standing
assumptions, G a group, F a family of subgroups of G, and A a G-ring. Let (12.2.1)
be a Dirac extension for (G,F , A,E). Then there are an exact sequence
E∗+1(A⋊G)→ E∗+1(Q⋊G)→ E∗+1(P ⋊G)
∂
→ E∗(A⋊G)
an isomorphism HG∗ (E(G,F), E(A))
∼= E∗+1(P ⋊G), and a commutative diagram
HG∗ (E(G,F), E(A))
∼= ))RRR
RR
RR
RR
RR
RR
R
Assembly // E∗(A⋊G)
E∗+1(P ⋊G)
∂
77oooooooooooo
Proof. By Proposition 3.3.9 and Remark 12.2.2 we have a distinguished triangle
(12.2.4)
HG(X,E(A)) // HG(X,E(Q)) // HG(X,E(P ))
∂X // ΣHG(X,E(A))
for every G-simplicial set X . The proposition follows by comparison of the long
exact sequence of homotopy associated to the triangles forX = E(G,F), andX = ∗,
using that, again by Remark 12.2.2, we have HG∗ (E(G,F), E(Q)) = 0. 
Remark 12.2.5. If X ∈ SG and cX
∼
։ X is a (G,F)-cofibrant replacement, then
the same argument as that of the proof of Proposition 12.2.3 shows that the map
HG(cX,E(A))→ HG(X,E(A)) is an equivalence if and only if the boundary map
∂X in the sequence (12.2.4) is an equivalence.
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12.3. A canonical Dirac extension. Let G be a group and F a family of sub-
groups. Consider the discrete G-simplicial sets
X = XF =
∐
H∈F
G/H, Y = G/G
∐
X
The group G acts on Y and thus on the ring MY of Y × Y -matrices with finitely
many nonzero integral coefficients. The point y0 corresponding to the unique orbit
of G/G is fixed by G, whence the map ι : Z→MY , λ→ λEy0,y0 is G-equivariant.
In particular we have a directed system of G-rings {id ⊗ ι : (M∞MY )⊗n →
(M∞MY )
⊗n+1}n. Put
F0 = colim
n
(M∞MY )
⊗n
Since X is discrete, the ring of finitely supported functions breaks up into a sum
Z(X) =
⊕
x∈X
kχx
Multiplication by an element of MY gives an Z-linear endomorphism of Z(Y ). This
defines an equivariant monomorphism
MY → EndZ(Z
(Y ))
whose image consists of those linear transformations T such that the matrix of T
with respect to the basis {χy : y ∈ Y } has finitely many nonzero entries. Note that
multiplication by χx in Z(X) ⊂ Z(Y ) is in this image. Thus we have an equivariant
injective ring homomorphism
ρ : Z(X) →MY
For each n ≥ 1, consider the G-ring
Fn =
(
n⊗
i=1
Γρ
)
⊗ F0
The inclusion M∞MY → Γρ induces an inclusion Fn ⊂ Fn+1 for each n ≥ 0. Put
F∞ =
⋃
n≥0
Fn
If A ∈ Rings, we also write FnA = Fn ⊗A (n ≥ 0). We have
Lemma 12.3.1.
i) Fn ⊂ F∞ is an ideal (n <∞).
ii) For each n ≥ 0, Fn and Fn+1/Fn ∼= ΣZ(X)⊗Fn have local units, are (G,F)-proper
rings and are flat as abelian groups.
iii) If H ∈ F , χH ∈ Z(G/H) ⊂ Z(X) is the characteristic function, and A is a G-ring,
we have a commutative diagram
(Z(G/H) ⊗ FnA)⋊H ⊂ (Z(X) ⊗ FnA)⋊H
(ρ⊗1)⋊id // (MY FnA)⋊H
≀ (12.1.2)

FnA⋊H
χH⊗1
OO
eH,H⊗−
// MY (FnA⋊H)
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Proof. Part i) is clear. Because MY is proper over Y , F
n is proper over Y for all
n, by 10.1.3. Similarly,
(12.3.2) Fn+1/Fn = ΣZ(X) ⊗ Fn
is proper. That Fn is flat is clear for n = 0; the general case follows by induction,
using (12.3.2). The ring F0 has local units because MY and M∞ do. To prove that
Fn has local units for n ≥ 1, it suffices to show that Γρ does. We may and do identify
Γρ with the inverse image of Σ(ρ(Z(X))) under the projection π : ΓMY → ΣMY ;
thus
Γρ = Γρ(Z
(X)) +M∞MY ⊂ ΓMY
One checks that if φ1, . . . , φr ∈ Γρ, then there are finite subsets F1 ⊂ X and F2 ⊂ N
such that for y0 = G/G ∈ Y , the element
e = 1⊗
∑
x∈F1
ex,x +
∑
p∈F2
ep,p ⊗ ey0,y0 ∈ Γρ
satisfies e2 = e and eφi = φie = φi for all i = 1, . . . , r. This proves part ii); part
iii) is straightforward. 
Theorem 12.3.3. (Compare [5, Theorem 5.18]) Let E : Z − Cat → Spt be a
functor satisfying both the standing and the sectional assumptions. Let G a group,
F a family of subgroups, and A an E-excisive G-ring. Then
F0A→ F∞A→ F∞A/F0A
is a Dirac extension for (G,F , E,A).
Proof. The three rings in the extension of the theorem are E-excisive, by Lemma
12.3.1 ii) and sectional assumption 12.1 vii). The map E(A ⋊H) → E(F0A ⋊H)
is an equivalence for all subgroups H ⊂ G by Lemma 12.1.2, standing assumptions
ii) and iii) and sectional assumption vi). Next we prove that if cX → X is a
cofibrant replacement, then HG(cX,E(F∞A/F0A))→ HG(X,E(F∞A/F0A)) is an
equivalence. By excision and sectional assumption vi), it suffices to show that
(12.3.4) HG(cX,E(FnA/F0A))→ HG(X,E(FnA/F0A)) (n ≥ 1)
is an equivalence. Consider the extension
0→ FnA/F0A→ Fn+1A/F0A→ Fn+1A/FnA→ 0
By Proposition 3.3.9, cX → X gives a map of homotopy fibration sequences
HG(cX,E(FnA/F0A)) //

HG(X,E(FnA/F0A))

HG(cX,E(Fn+1A/F0A)) //

HG(X,E(Fn+1A/F0A))

HG(cX,E(Fn+1A/FnA)) // HG(X,E(Fn+1A/FnA))
By Lemma 12.3.1 and Theorem 11.6, the bottom horizontal map is an equivalence.
Hence (12.3.4) is an equivalence for each n, by induction. It remains to show
that E∗(F
∞A ⋊ H) = 0 for each H ∈ F . Because E∗ preserves filtering colimits
by assumption, we may further restrict ourselves to proving that the map jn :
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E∗(F
nA⋊H)→ E∗(Fn+1A⋊H) induced by inclusion is zero for all n. By Lemma
12.1.1 we have a long exact sequence (q ∈ Z)
Eq(F
nA⋊H)
jn // Eq(Fn+1A⋊H) // Eq−1(Z(X) ⊗ FnA⋊H)
∂

Eq−1(F
nA⋊H)
where ∂ = Eq−1(ρ ⊗ 1 ⋊ 1). By Lemma 12.3.1, part iii), ∂ is a split surjection. It
follows that jn = 0; this concludes the proof. 
Example 12.3.5. The hypothesis of Theorem 12.3.3 are satisfied, for example, by
the functorial spectra K, Kninf and KH .
13. Isomorphism conjectures with proper coefficients
13.1. The excisive case.
Theorem 13.1.1. Let E : Z−Cat→ Spt be a functor. Assume that E satisfies the
standing assumptions 3.3.2, that it is excisive and that E∗ commutes with filtering
colimits. Let A be a (G,F)-proper G-ring. Then the functor HG(−, E(A)) sends
(G,F)-equivalences to equivalences. In particular the assembly map
HG(E(G,F), E(A)) → E(A⋊G)
is an equivalence.
Proof. By definition of properness, there is a locally finite (G,F)-complex X such
that A is proper over X . We consider first the case when X is finite dimensional.
If dimX = 0, the theorem follows from Theorem 11.6. Let n > 0 and assume the
theorem true in dimensions < n. If dimX = n, and Y ⊂ X is the n − 1-skeleton,
we have a pushout diagram ∐
i Ind
G
Hi(∆
n) // X
∐
i Ind
G
Hi(∂∆
n) //
OO
Y
OO
HereHi ∈ F and the horizontal arrows are proper, since X is assumed locally finite.
Hence we obtain a pullback diagram
(13.1.2)
⊕
i Z
(∆n) ⊗ Z(G/Hi)

Z(X)oo
⊕
i Z
(∂∆n) ⊗ Z(G/Hi) Z(Y )oo
Let I = ker(Z(X) → Z(Y )) be the kernel of the restriction map; because the diagram
above is cartesian, I ∼=
⊕
i ker(Z
(∆n) ⊗ Z(G/Hi) →
⊕
i Z
(∂∆n) ⊗ Z(G/Hi)). The
quotient A/I · A is proper over Y , and I · A is proper over
∐
i Ind
G
Hi(∆
n), whence
also over the zero-dimensional
∐
iG/Hi, by Lemma 10.1.6. Thus the theorem is
true for both A/I ·A and I ·A; because E is excisive by hypothesis, this implies that
the theorem is also true for A. This proves the theorem for X finite dimensional.
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The general case follows from this using Lemma 10.1.5 and the hypothesis that E∗
commutes with filtering colimits. 
Example 13.1.3. Both KH and Kninf satisfy the hypothesis of Theorem 13.1.1.
Remark 13.1.4. The proof of Theorem 13.1.1 makes clear that if the hypothesis
that E∗ commutes with filtering colimits is dropped, then the theorem remains
true for A proper over a finite dimensional (G,F)-complex. On the other hand,
the hypothesis that E be excisive is key, since the standing assumptions alone
do not guarantee that the excision arguments of the proof go through, not even
for A = Z. The argument uses that the common kernel of the vertical maps of
(13.1.2) be E-excisive; by standing assumption 3.3.2 v) this is equivalent to saying
that In = ker(Z∆
n
→ Z∂∆
n
) is E-excisive. However In is not K-excisive, because
TorI˜n1 (Z, In) = In/I
2
n 6= 0 (see Subsection A.1).
13.2. The K-theory isomorphism conjecture with proper coefficients.
Theorem 13.2.1. Let G be a group, F a family of subgroups of G, and A a G-ring.
Assume that F contains all the cyclic subgroups, and that A is proper over a locally
finite (G,F)-complex. Also assume that A⊗Q is K-excisive. Then HG(−,K(A))
sends (G,F)-equivalences to rational equivalences. If moreover A is a Q-algebra,
then HG(−,K(A)) sends (G,F)-equivalences to integral equivalences. In particular
the assembly map
HG∗ (E(G,F),K(A))→ K∗(A⋊G)
is a rational isomorphism if A is a (G,F)-proper ring, and an integral isomorphism
if in addition A is a Q-algebra.
Proof. By Theorem 13.1.1, HG(−,KH(A)) maps (G,F)-equivalences to equiva-
lences. Hence using the fibration
Knil → K → KH
we see that it suffices to show that the statement of the theorem is true with
Knil substituted for K. Because the map (8.2.2) is an equivalence for Q-algebras,
it suffices to prove that if A is a (G,F)-proper ring, then HG(−,Knil(A)) sends
(G,F)-equivalences to rational equivalences. Consider the fibration
Kninf → Knil ⊗Q→ Ω−1|HC(−⊗Q)|
Because F contains all cyclic subgroups and A⊗Q is H-unital, HG(−, HC(A⊗Q))
sends (G,F)-equivalences to equivalences, by Proposition 7.6 and Corollary 3.3.11.
Similarly, HG(−,KninfA)) sends (G,F)-equivalences to equivalences, by Theorem
13.1.1 and Proposition 8.2.4. It follows that the same is true ofHG(−,Knil(A)⊗Q).
This completes the proof. 
Example 13.2.2. If X is a (G,F)-complex locally finite as a simplicial set and B is
K-excisive, then Z(X)⊗B is (G,F)-proper by Example 10.1.3 and is K-excisive by
Proposition 9.5.3. If T is the geometric realization of X and F = R,C, then the ring
Ccomp(T ) of F-valued compactly supported continuous functions is proper over X ,
again by Example 10.1.3, and therefore it (G,F)-proper. In fact the argument given
in 10.1.3 to show that Z(X) · Ccomp(T ) = Ccomp(T ) shows that Ccomp(T ) is s-unital
and therefore K-excisive, by Example A.3.5. Hence Ccomp(T ) ⊗ B is K-excisive if
B is, by Proposition A.5.3.
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A. Appendix: K-excisive and H-unital rings
A.1. The groups TorA˜∗ (−, A). Let M = Z,Z/nZ,Q. Theorems of Suslin [25] (for
M = Z,Z/nZ) and Suslin-Wodzicki [26] (for M = Q) establish that a ring A is
excisive for K-theory with coefficients in M if and only if
TorA˜∗ (M,A) = 0
Example A.1.1. A ring A is said to have the (right) triple factorization property if
for every finite family a1, . . . , an ∈ A there exist b1, . . . , bn, c, d ∈ A such that
ai = bicd and {a ∈ A : ad = 0} = {a ∈ A : acd = 0}
It was proved in [26, Theorem C] that rings having the triple factorization property
are K-excisive. In particular, rings with local units are K-excisive.
LetM be an abelian group; regardM as an A˜-module through the augmentation
A˜ → Z. We shall introduce a functorial abelian group Q¯(A,M) which computes
TorA˜∗ (M,A). Consider the functor ⊥: A˜−mod→ A˜−mod,
⊥ N =
⊕
x∈N
A˜.
The functor ⊥ is the free A˜-module cotriple [29, 8.6.6]. Let Q(A) → A be the
canonical simplicial resolution by free A˜-modules associated to ⊥ [29, 8.7.2]; by
definition, its n-th term is Qn(A) =⊥
n+1 A. Put
Q¯(A,M) =M ⊗A˜ Q(A).
We have
π∗(Q¯(A,M)) = Tor
A˜
∗ (M,A)
We abbreviate Q¯(A) = Q¯(A,Z). Note that
Q¯(A,M) = M ⊗ Q¯(A)
We have
Q¯0(A) = Z[A], Q¯n+1(A) = Z[Qn(A)].
Lemma A.1.2. Let F
∼
։ A be a simplicial resolution in Rings and M an abelian
group. Let diag Q¯(F ) be the diagonal of the bisimplicial abelian group Q¯(F ). Then
TorA˜∗ (M,A) = π∗(M ⊗ diag Q¯(F ))
Proof. Because F → A is a simplicial resolution in Rings, Q¯0(F ) = Z[F ]→ Z[A] =
Q¯0(A) is a free simplicial resolution in Ab of the free abelian group Z[A]. Observe
that if G→ N is a free resolution of a free abelian group N , then A˜⊗G→ A˜⊗N is
a free simplicial A˜-module resolution, and Z[A˜⊗G]→ Z[A˜⊗N ] is a free simplicial
Z-module resolution. Thus for each n, Q¯n(F ) → Q¯n(A) is a free resolution of the
free abelian group Q¯n(A), and thus it remains a resolution after tensoring by M .
It follows that M ⊗ diag Q¯(F ) computes TorA˜∗ (M,A). 
Proposition A.1.3. Let F
∼
։ A be a simplicial resolution and M an abelian group.
Then there is a first quadrant spectral sequence
E2p,q = πq(Tor
F˜
p (M,F ))⇒ Tor
A˜
p+q(M,A)
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Proof. This is just the spectral sequence of the bisimplicial abelian group ([p], [q]) 7→
Q¯p(Fq,M). 
Corollary A.1.4. Let F
∼
։ A be free simplicial resolution in Rings. Then
π∗(M ⊗ (F/F
2)) = TorA˜∗ (M,A)
Proof. In view of the previous proposition, and of the fact that TorB˜0 (M,B) =
M ⊗ B/B2 for every ring B, it suffices to show that if V is a free abelian group,
and TV the tensor algebra, then Tor
˜TV
n (M,TV ) = 0 for n ≥ 1. But this is clear,
since TV is free as a ˜TV -module; indeed, the multiplication map ˜TV ⊗V → TV is
an isomorphism. 
A.2. Bar complex. LetA be a ring. Consider the complex P (A) given by Pn(A) =
A˜⊗A⊗n+1 (n ≥ 0), with boundary map
b”(a−1 ⊗ a0 ⊗ a1 ⊗ · · · ⊗ an) =
n−1∑
i=−1
(−1)ia−1 ⊗ · · · ⊗ aiai+1 ⊗ · · · ⊗ an
The multiplication map µ : P0(A) = A˜⊗A→ A gives a surjective quasi-isomorphism
µ : P (A) ։ A [29, 8.6.12]. A canonical Z-linear section of µ is j = 1 ⊗ − : A →
A˜⊗A. Let ǫ : A˜→ A, ǫ(a, n) = a. A Z-linear homotopy jµ→ 1 is defined by
s : Pn(A)→ Pn+1(A), s(a−1 ⊗ · · · ⊗ an) = 1⊗ ǫ(a−1)⊗ a0 ⊗ · · · ⊗ an
Thus P (A) is a resolution of A by A˜-modules, and moreover these A˜-modules are
scalar extensions of Z-modules. Put
Cbar(A) = Z⊗A˜ P (A), b
′ = Z⊗A˜ b”
If A is flat as Z-module, then Cbar(A) computes TorA˜∗ (Z, A) and C
bar(A,M) =
M ⊗ Cbar(A) computes TorA˜∗ (M,A). In general, the homology of C
bar(A) can be
interpreted as the Tor groups relative to the extension Z → A˜. For an arbitrary
ring A, one can use the natural homotopy s to give a natural map
Q(A)→ P (A)
The induced map M ⊗ Q¯(A)→M ⊗Cbar(A) is a quasi-homomorphism if A is flat
as a Z-module. In particular, we have the following.
Lemma A.2.1. Let F
∼
։ A be a simplicial resolution by flat rings, and M an
abelian group. Then
TorA˜∗ (M,A) = H∗(Tot(M ⊗ C
bar(F )))
A.3. H-unital rings. A ring A is called H-unital if for every abelian group V , the
complex Cbar(A)⊗ V is acyclic.
Remark A.3.1. Note that for A flat as a Z-module, H-unitality is equivalent to the
acyclicity of Cbar(A), that is, to the vanishing of the groups TorA˜∗ (Z, A). Thus for
a flat ring H-unitality equals K-excisiveness.
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Pure exact sequences. Let
(A.3.2) 0→ A→ B → C → 0
be an exact sequence of rings. We say that (A.3.2) is pure if for every abelian group
V , the sequence of abelian groups
0→ A⊗ V → B ⊗ V → C ⊗ V → 0
is exact. Pure injective and pure surjective maps, and pure acyclic complexes are
defined in the obvious way. If X(−) is a functorial chain complex, then we say that
A is pure X-excisive if for every pure exact sequence (A.3.2),
X(A)→ X(B)→ X(C)
is a distinguished triangle. The following theorem was proved by M. Wodzicki in
[31].
Theorem A.3.3. (Wodzicki) The following conditions are equivalent for a ring A.
i) A is H-unital.
ii) A is pure Cbar-excisive.
iii) A is pure HH-excisive.
iv) A is pure HC-excisive.
Example A.3.4. Any linearly split sequence (A.3.2) is pure. In particular, any
sequence (A.3.2) with A a Q-algebra is pure, since any Q-vectorspace is injective as
an abelian group. Thus for a Q-algebra A, Wodzicki’s theorem remains valid if we
omit the word “pure” everywhere. Furthermore, by the Suslin-Wodzicki theorem
cited above, for A a Q-algebra the conditions of Theorem A.3.3 are also equivalent
to A being KQ-excisive. In fact it is well-known that for a Q-algebra A, being
KQ-excisive is equivalent to being K-excisive; as explained in [1, Lemma 4.1] this
well-known fact follows from the main result of [27]. See [26, Lemma 1.9] for a
different proof.
Example A.3.5. Each s-unital ring is H-unital, by [31, Cor. 4.5]. Thus any s-unital
ring which is flat as a Z-module is K-excisive, by Remark A.3.1.
A.4. Colimits. The bar complex manifestly commutes with filtering colimits, and
thus H-unital rings are closed under them. The next proposition establishes the
analogue of this property for K-excisive rings.
Proposition A.4.1. Let {Ai} be a filtering system of rings, and let M be an
abelian group. Write A = colimAi. Then
TorA˜∗ (M,A) = colim
i
TorA˜i∗ (M,Ai)
Proof. Write ⊥: Rings → Rings, ⊥ B = T (Z[B]) for the cotriple associated with
the forgetful functor Rings → Sets and its adjoint. Write F (A)
∼
։ A for the
cotriple resolution F (A)n =⊥n+1 A ([29, §8/6]). We have F (A) = colimi F (Ai).
Thus Tot(M ⊗CbarF (A)) = colimiM ⊗CbarF (Ai). Hence we are done by Lemma
A.2.1. 
Corollary A.4.2. K-excisive rings are closed under filtering colimits.
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Let M0 and M1 be chain complexes of abelian groups, and let f ∈ [1]n. Put
T f(M0,M1) = Mf(1) ⊗ · · · ⊗Mf(n)
Let
M0 ⋆M1 =
⊕
n≥0
⊕
f∈map([n],[1])
T f(M0,M1)
Lemma A.4.3. Let A and B be rings. Then
Cbar(A⊕B) = (Cbar(A)[−1] ⋆ Cbar(B)[−1])[+1]
Proof. If D is a ring then Cbar(D) = T (D[−1])[+1] as graded abelian groups.
Hence for
∐
the coproduct of rings, we have
Cbar(A⊕B) =T (A[−1]⊕B[−1])[+1]
=(T (A[−1])
∐
T (B[−1]))[+1]
=(Cbar(A)[−1] ⋆ Cbar(B)[−1])[+1]
It is is straightforward to check that the identifications above are compatible with
boundary maps. 
Proposition A.4.4. Let {Ai} be a family of rings and A =
⊕
iAi. Then A is
K-excisive if and only if each Ai is, and in that case
⊕
iK(Ai) → K(A) is an
equivalence.
Proof. Let B and C be rings, and let F → B and G → C be free simplicial
resolutions in Rings. Then F ⊕G→ B⊕C is a flat simplicial resolution. Fix q ≥ 0,
and put C0 = Cbar(Fq), C
1 = Cbar(Gq). Let p ≥ 1, and f ∈ [1]p. Then by the
Ku¨nneth formula
Hn(T
f(C0[−1], C1[−1])[+1]) =
T f(H∗(C
0), H∗(C
1))n+1 =
{
T f(Fq/F
2
q , Gq/G
2
q) p = n+ 1
0 p 6= n+ 1
Hence the second page of the spectral sequence for the double complex of Lemma
A.2.1 is
E2p,q =
⊕
f∈[1]p+1
πq(T
f(F/F 2, G/G2))
If B and C are K-excisive, we have E2 = 0, by the Eilenberg-Zilber theorem and
the Ku¨nneth formula, and thus B ⊕ C is again K-excisive. It follows from this
and from Proposition A.4.1 that if {Ai} is a family of K-excisive rings as in the
proposition, then A is K-excisive. If B and C are arbitrary, then
E20,q = Tor
B˜
q (Z, B)⊕ Tor
C˜
q (Z, C)
E2p,0 =
⊕
f∈[1]p+1
T f(B/B2, C/C2)
Hence if B ⊕ C is excisive, E2∗,0 = 0. It follows that E
2
0,1 = 0, and therefore
π1(T
f (F/F 2, G/G2)) involves direct summands of tensor products of the form
E2p,0 ⊗ E
2
0,1 and its symmetric, and both of these are zero. Thus E
2
∗,1 = 0. A
recursive argument shows that E2 = 0, whence both B and C are K-excisive. If
now A and {Ai} are as in the proposition, A is excisive, and j ∈ I, then setting
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B = Aj and C =
⊕
i6=j Ai above, we obtain that Aj is K-excisive. The last asser-
tion of the proposition is well-known if each Ai is unital. More generally, assume
all Ai are K- excisive, and consider the exact sequence
(A.4.5) 0→ A→
⊕
i
A˜i →
⊕
i
Z→ 0
We have a commutative diagram with homotopy fibration rows
⊕
iK(Ai)
//

⊕
iK(A˜i)

//⊕
iK(Z)

K(A) // K(
⊕
i A˜i)
// K(
⊕
i Z)
Because the middle and right vertical arrows are equivalences, it follows that the
left one is an equivalence too. 
Proposition A.4.6. Let {Ai} be a family of rings and A =
⊕
iAi. Then A is
H-unital if and only if each Ai is, and in that case
⊕
iHH(Ai) → HH(A) and⊕
iHC(Ai)→ HC(A) are quasi-isomorphisms.
Proof. The last assertion is proved by the same argument as its K-theoretic coun-
terpart. By Theorem A.3.3 and Lemma A.4.3, if B and C are rings and B is
H-unital, then Cbar(B ⊕ C) ⊗ V → Cbar(C) ⊗ V is a quasi-isomorphism for every
abelian group V . Thus if also C is H-unital, then so is B ⊕ C. Using this and the
fact that H-unitality is preserved under filtering colimits, it follows that if {Ai}
is a family of H-unital rings, then A =
⊕
iAi is H-unital. Suppose conversely
that A is H-unital, and consider the pure extension (A.4.5). A similar argument
as that of the proof of Proposition A.4.4 shows that
⊕
iHH(Ai) → HH(A) is a
quasi-isomorphism. Next fix an index j and let
0→ Aj → B → C → 0
be a pure extension. Then
0→ A→
⊕
i6=j
Ai ⊕ B˜ →
⊕
i6=j
Ai ⊕ C˜ → 0
is a pure extension. Applying HH yields a distinguished triangle quasi-isomorphic
to⊕
i
HH(Ai)→
⊕
i6=j
HH(Ai)⊕HH(B)⊕HH(Z)→
⊕
i6=j
HH(Ai)⊕HH(C)⊕HH(Z)
Removing summands, we obtain a triangle
HH(Aj)→ HH(B)→ HH(C)
We have shown that Aj satisfies excision for pure extensions in Hochschild homol-
ogy; by Theorem A.3.3, this implies that Aj is H-unital. 
52 GUILLERMO CORTIN˜AS AND EUGENIA ELLIS
A.5. Tensor products. It was proved by Suslin and Wodzicki [26, Theorem 7.10]
that the tensor product of H-unital rings is H-unital. Here we establish a weak
analogue of this property for K-excisive rings.
Let A be a ring. Put
L−1A = A, Ln+1A = ker(A⊗ Ln(A)
µ
→ Ln(A)) (n ≥ −1)
Here µ is the multiplication map.
Lemma A.5.1. Let A be a K-excisive ring, and V an abelian group. Assume both
A and V are flat over Z. Then Ln−1A is flat as an abelian group and
TorA˜⊗TVn (Z, A ⊗ TV ) = Ln−1A⊗ V
⊗n+1 (n ≥ 0).
Proof. If M is a left A-module such that
(A.5.2) A ·M =M,
and L(M) = ker(A ⊗M → M) is the kernel of the multiplication map, then we
have a short exact sequence
0→ L(M)⊗ T≥n+1V → A˜⊗ TV ⊗M ⊗ V ⊗n →M ⊗ T≥nV → 0
By definition, LnA = L
n+1A. By [26, Theorem 7.8 and Lemma 7.6], M = LnA
satisfies (A.5.2) for all n, and moreover, it is a flat abelian group, by induction.
Thus for n ≥ 1, the sequence
0→ Ln−1(M)⊗ T
≥n+1V → A˜⊗ TV ⊗ Ln−2M ⊗ V
⊗n → Ln−2M ⊗ T
≥nV → 0
is exact. Hence
TorA˜⊗TVi (Z, A ⊗ TV ) =Tor
A˜⊗TV
i (Z, L−1A⊗ T
≥1V )
=TorA˜⊗TV0 (Z, Li−1A⊗ T
≥i+1V )
=Li−1A⊗ V
⊗i+1

Proposition A.5.3. Let A and B be K-excisive rings, at least one of them flat as
a Z-module. Then A⊗B is K-excisive.
Proof. Assume A is flat. Let F
∼
։ B be a simplicial resolution by free rings. Then
A⊗ F
∼
։ A⊗B is a resolution by flat rings. By Lemma A.5.1, the second page of
the spectral sequence of Proposition A.1.3 is
E2p,q = πq(Lp−1A⊗ (F/F
2)⊗p+1) = Lp−1A⊗ πq((F/F
2)⊗p+1)
which equals zero by Corollary A.1.4 and the Ku¨nneth formula, sinceB isK-excisive
by assumption, and Lp−1A is flat by Lemma A.5.1. 
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A.6. Crossed products. Let G be a group and π : Z[G] → Z the augmentation
g 7→ 1. Put
JG = kerπ
Lemma A.6.1. Let V be a Z[G]-module, free as an abelian group. Then
TorT˜ V⋊Gn (Z, TV ⋊G) = V
⊗n+1 ⊗ JG⊗n ⊗ Z[G] n ≥ 0
Proof. Note that the subset
V ⊗n ⊕ TV ≥n+1 ⋊G ⊂ TV ⋊G
is a left ideal, and that the map
(A.6.2)
˜TV ⋊G⊗ V ⊗n → V ⊗n ⊕ TV ≥n+1 ⋊G
1⊗ y 7→ y
x⋊ g ⊗ y 7→ xg(y)⋊ g
is a ˜TV ⋊G-module isomorphism. Let M be a Z[G]-module. Consider the map
V ⊗n ⊗M ⊕ (TV ≥n+1 ⋊G)⊗M → TV ≥nV ⊗M, (x, (y ⋊ g)⊗m) 7→ x+ y⊗ gm
Tensoring the isomorphism (A.6.2) with M and composing, we obtain a Z-split
surjective homomorphism of ˜TV ⋊G-modules
˜TV ⋊G⊗ V ⊗n ⊗M ։ TV ≥n ⊗M
This map fits in an exact sequence
0→ T≥n+1V ⊗ JG⊗M → ˜TV ⋊G⊗ V ⊗n ⊗M → T≥nV ⊗M → 0
If M is flat as an abelian group, then the middle term in the exact sequence above
is a flat ˜TV ⋊G-module. Applying this successively, starting with M = Z[G], we
obtain
TorT˜ V⋊Gn (Z, TV ⋊G) =Tor
T˜ V⋊G
0 (Z, TV
≥n+1 ⊗ JG⊗n ⊗ Z[G])
=V ⊗n+1 ⊗ JG⊗n ⊗ Z[G]

Proposition A.6.3. Let G be a group and A ∈ G−Rings. Assume A is K-excisive.
Then A⋊G is K-excisive.
Proof. Note that the forgetful functor from G − Rings to sets has a left adjoint;
namely X 7→ T (Z[G×X ]). Hence A admits a free resolution F
∼
։ A such that each
Fn is a G-ring; for example we may take the cotriple resolution associated to the
adjoint pair just described. Since F is a simplicial G-ring, we can take its crossed
product with G, to obtain a Z-flat resolution F ⋊G
∼
։ A⋊G. Now proceed as in
the proof of Proposition A.5.3, using Lemma A.6.1. 
Proposition A.6.4. Let G be a group and A ∈ G−Rings. Assume A is H-unital.
Then A⋊G is H-unital.
Proof. The bar resolution E(G,M) ([29, §6.5]) is functorial on the G-module M .
Applying it dimensionwise to Cbar(A), we obtain a simplicial chain complex
E(G,Cbar(A)). We may view the latter as a double chain complex with A⊗q+1 ⊗
Z[Gp+1] in the (p, q) spot. Removing the first row and the first column yields a
double complex whose total chain complex we shall call M [−1]. Note M is a chain
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complex of A ⋊ G-modules and homomorphisms. We have M0 ∼= (A ⋊ G)⊗2, and
the multiplication map (A⋊G)⊗2 → A⋊G induces a surjection onto the kernel L
of the augmentation A ⋊ G → A, a ⋊ g → a. Note that the hypothesis that A is
H-unital implies that the augmented complex
(A.6.5) · · · →M1 →M0 → L
is pure acyclic. Since each Mn is extended, (A.6.5) is a pure pseudo-free resolution
in the terminology of [26, 7.7]. On the other hand, because A is H-unital, the
multiplication map µ : A⊗2 → A is pure surjective; thus µ◦(id⊗g) is pure surjective
for each g ∈ G. It follows from this that the multiplication map (A⋊G)⊗2 → A⋊G
is pure surjective. We have shown that A⋊G satisfies condition d) of [26, Theorem
7.8], which by loc. cit. implies that A⋊G is H-unital. 
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