




























































































































































































tgap (n) = t0 (n +1) ‐ t3(n),       (2) 
where tgap (n) is the time between platen n leaving the station, and platen (n+1) arriving, t0(n+1) is the time at which 
platen (n+1) arrives at the station and t3(n) is the time at which platen n leaves the station.  
The overall cycle time was calculated as the sum of work station activity time and the subsequent gap;  
tct(n) = tat(n) + tgap(n‐1),      (3) 
where tat(n)  is the cycle time for platen n, tgap(n‐1) is the time between platen (n‐1) leaving the station, and platen n 
arriving.  
The data were examined to remove those data points which corresponded to a scheduled break, or the handover 
time between two crews of workers at the end of a shift. The remaining data were plotted as frequency histograms 
of activity times and cycle times for each of the 10 operations monitored.  
The initial histograms showed extreme workstation times of several minutes in some cases, as well as extremely 
short workstation times (less than 5 seconds). These short workstation times were clearly too short to possibly 
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reflect actual work taking place, and it is to be assumed that they reflect cases where the worker moves the platen 
on without carrying out any work on the product unit, either because the product unit is faulty due to a problem 
upstream, or because the worker has been "working ahead", i.e. working on the product unit before it arrives at the 
station.  
Various smoothing methods were med to remove these extreme workstation times, including discarding the top 5% 
of workstation times for each hour (ninety‐fifth percentile method) and discarding any jobs for which the overall 
cycle time (workstation time + subsequent gap) exceeded 27 seconds (line speed plus 20%). These smoothing 
methods removed the most extreme data points, but analysis showed that they did not significantly affect the 
shapes of the resultant distributions.  
6	Results		
As described in Section 2, the principles on which assembly lines are based assume that assembly tasks are designed 
to be as similar as possible in terms of the time required for their execution. Only if this is the case can the line be 
balanced and hence run smoothly.  
The most striking finding from the present study, however, was the marked differences in the distributions of activity 
time generated by the different tasks. Figures 2 and 3 show comparative frequency distributions for two of the 
operations monitored. Neither of the distributions has a statistically normal (bell‐shaped) distribution. Figure 2 
shows a bi‐modal distribution, i.e. in addition to a large peak at an activity time of 8 seconds, there is also a smaller 
peak at 14 seconds. This suggests that there exist at least two different ways of completing the task, although the 
exact meaning of this cannot be interpreted from the numeric data alone, and direct observation is required to 
investigate this further.   
Figure 2: Activity Time Frequency Histogram for Operation A 
 Figure 3: Activity Time Frequency Histogram for Operation B 
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Figure 3 shows an operation which has a single dominant peak at 19 seconds, but also a large number of extremely 
short activity times of 5 seconds or less. It is postulated that this is caused by the operator working "up the line" on 
product units which have yet to arrive at the station proper, and then pressing the button repeatedly to move the 
completed units through to the next work station. However, as before, this behaviour can only be confirmed through 
direct observation.  
In addition to the assumption that all tasks are substantially equivalent in the time they take to complete, similarly it 
is thought that different operators will take the same amount of time to complete a task. Time series analysis of the 
data has shown that there may be significant differences in both the mean value and spread of activity time from 
hour to hour, as individual workers in the team rotate around the tasks in their work zone. Figure 4 shows data taken 
from a typical eight hour shift, where the differences from hour to hour can clearly be seen.   
 
Figure 4 Time Series Scatter Plot of Activity Time Variations over Shift Period  
7	Conclusions	and	further	work		
The results of the study show that the performance of direct workers, as measured in terms of process times, varies 
considerably. This implies that current methods of predicting system performance, which ignore the effect of worker 
behaviour, are inadequate to explain system behaviour fully. Contrary to the hypothesis that the times taken to 
process these operations would be consistent, the study demonstrated that process times vary widely. It would 
seem, therefore, that the assumption that worker performance can be easily predicted is incorrect. This finding has 
implications for the effectiveness of both DES and work study, and indicates the importance of the development of 
Human Performance Modeling tools and methods.  
A firt step in the exploitation of these findings to extend the scope of Discrete Event Simulation will make direct use 
of the distributions of activity times. Work is currently underway on the development of a computer‐modeling tool 
which will allow the user to select from a number of distributions of activity times and incorporate these into models 
of the assembly line. This offers a significant improvement on present methods, in which activity times are assumed 
to be uniform, or randomly distributed.  
A further development of the work concerns the additional data which has been collected with relation to 
contextual factors, individual worker attitudes, environmental conditions and organizational factors. This 
information will be used to investigate a theoretical framework of the factors that affect direct worker performance. 
The identification of the most significant factors will permit the generation of numerical micro models of the 
relationships between input factors and performance measures. These will be used in the development of more 
sophisticated HPM tools, which will allow system designers to investigate the impact of varying the underlying causal 
factors. It will also lead to a more robust understanding of the factors that affect the performance of direct workers.  
Through improving designers' ability to predict the behaviour of direct workers, HPM offers the potential of 
designing more accurate models, improving the flexibility and effectiveness of the resulting systems.  
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