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Abstract
In this paper we study an aggregation equation with a general nonlocal flux. We
study the local well-posedness and some conditions ensuring global existence. We are
also interested in the differences arising when the nonlinearity in the flux changes.
Thus, we perform some numerics corresponding to different convexities for the non-
linearity in the equation.
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1 Introduction
In this paper we study several types of nonlinear and nonlocal aggregation models with
nonlinear diffusion and self-attraction coming from the Poisson equation posed in a peri-
odical setting, i.e., the spatial domain is T = [−π, π]. In particular we are interested in
the differences arising when the nonlinearity in the diffusion changes.
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Let us consider β(x) a smooth, positive function in a domain containing R+. The
problem reads {
∂tρ = ∂x (−β(ρ)Hρ+ ρ∂xv) , x ∈ T, t > 0,
∂2xv = ρ− 〈ρ〉,
(1)
where Hρ denotes the periodic Hilbert Transform
Hρ(x) =
1
2π
P.V.
∫
T
ρ(y)
tan
(x−y
2
)dy,
and
〈ρ〉 = 1
2π
∫
T
ρ(x)dx.
In our favourite units, the scalar v is the gravitational potential. Clearly, we need to attach
an smooth initial data, ρ0, that we will take non-negative.
In (1) we generalize the classical Smoluchowski-Poisson or Patlak-Keller-Segel system
considering a quasilinear and critical nonlocal diffusion (i.e., the case where the diffusion
is given by
√−∆). Up to the best of our knowledge, this equation has not been studied
before. However, the one-dimensional case with linear, nonlocal diffusion has been treated
in [1, 17], while similar equations with linear and quasilinear, local diffusions have been
considered in many works (see for instance [3, 4, 11, 12, 13, 14, 15, 16, 30, 31] and the
references therein). In particular, the linear and local diffusion counterpart of (1) is{
∂tρ = β∂
2
xρ+ ∂x (ρ∂xv) , x ∈ T, t > 0,
∂2xv = ρ− 〈ρ〉,
(2)
with β > 0. This system has been previously addressed as a model of gravitational collapse
by Biler and collaborators (see [7, 8, 9]), and Chavanis and Sire (see [24, 25]). Also, the
system (2) has been also proposed as a model of chemotaxis in biological system (see
[33, 35, 40]). We also notice that, in two dimensions, (2) can be re-written as{
∂tρ = β∆ρ+∇ · (∇Uρ),
∆U = ρ− 〈ρ〉,
which is similar to the vorticity formulation for 2D Navier-Stokes. Its mathematical prop-
erties have been widely studied in different physical contexts (see e.g. [6, 11, 13, 14, 15,
16, 19, 30, 31] and references therein. For instance, Corrias, Perthame and Zaag in [28]
proved that, for small data ρ0 in L
d/2, where d ≥ 2 is the space dimension, there are global
in time weak solutions to equation (2) and blow-up if the smallness condition does not
hold. Global existence when the initial data is small in L1 has been recently addressed in
[38]. The case of measure-valued weak solutions has been considered by Senba and Suzuki
in [41].
Its linear and nonlocal diffusion counterpart is{
∂tρ = −βΛαρ+ ∂x (ρ∂xv) , for x ∈ T, t > 0,
∂2xv = ρ− 〈ρ〉,
(3)
where the fractional Laplacian Λα = (−∆)α/2 is defined using Fourier techniques as follows
Λ̂αu = |ξ|αuˆ.
This non-local generalization (3) has been recently studied (see [5, 10, 17]). In particular,
Li, Rodrigo and Zhang [36] have established local existence, a continuation criterion and
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the existence of finite time singularities for the two dimensional case. In [1] Ascasibar,
Granero and Moreno have recovered the local existence and the continuation criterion by
means of different techniques. Also, the global existence for small initial datum in L∞ for
all 0 < α < 2 and d = 2, 3 and α = 1 while d = 1, and global existence for 1 < α < 2 and
d = 1 has been proved in [1].
Nonlinear generalizations of (2) have been studied in [3, 4, 12] and the references
therein, while nonlinear generalizations of (3) have been addressed in [18, 21, 22, 23]. In
particular, in [20, 21, 22, 23], the authors studied the equation
∂tθ = ∂x (−θHθ)− νΛθ. (4)
This equation has been proposed as a one-dimensional model of the 2D Vortex Sheet
problem or a one dimensional model of the 2D surface quasi-geostrophic equation. Some
of its mathematical properties are well-known. In particular, Castro and Co´rdoba proved
local existence, global existence with assumptions, blow-up in finite time and ill-posedness
depending on the sign of the initial data for classical solutions of equations (4). We notice
that (1) without self-attraction terms and β(x) = x reduces to (4).
The plan of the paper is as follows: in Section 2 we prove that the problem is well-
posed. In Section 3 we obtain a uniform bound for ‖ρ(t)‖L∞(T). In Sections 4 and 5 we
prove global existence of solution corresponding to small initial data in H2 and L1 for
some choices of β(x). Finally, in Section 6 we perform some numerical simulations to
better understand the role of β.
2 Well-posedness
In this section we study the existence of classical solution to (1) in a small time interval
[0, τ ] with initial data ρ0(x) ≥ 0 in the Sobolev space H2(T) with the natural norm defined
by
‖ρ‖2Hs(T) = ‖ρ‖2L2(T) + ‖Λsρ‖2L2(T).
The main ingredients of the proof are the following identities
1
2π
‖Hg‖2L2(T) =
1
2π
‖g‖2L2(T) − 〈g〉2 ≤
1
2π
‖g‖2L2(T), (5)
and, for general 1 < p <∞,
‖Hg‖Lp(T) ≤ CH(p)‖g‖Lp(T), (6)
see [43] for further details on singular integral operators.
We note that Λg = H∂xg =
√
−∂2x g. This operator has the following integral repre-
sentation
Λg(x) =
1
2π
P.V.
∫
T
g(x) − g(y)
sin2
(x−y
2
) dy.
We will require the following pointwise (see [26])
2gΛg ≥ Λ(g2). (7)
Also, we use the following Gagliardo-Niremberg-Sobolev inequalities
‖∂xρ‖L4(T) ≤
√
3‖∂2xρ‖1/2L2(T)‖ρ− 〈ρ〉‖
1/2
L∞(T) (8)
‖ρ− 〈ρ〉‖L∞(T) ≤ CS‖∂xρ‖L2(T). (9)
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Moreover, we can take CS such that
‖ρ− 〈ρ〉‖C1/2(T) ≤ CS‖∂xρ‖L2(T). (10)
Using the reverse triangle inequality, we get
‖ρ‖L∞(T) ≤ CS‖∂xρ‖L2(T) + 〈ρ〉. (11)
To prove the existence and uniqueness of classical solution, we proceed as in [37]. First,
we obtain some ‘a priori’ bounds for the usual norm in the space Hk. Then, we regularize
equation (1) and prove that all the regularized systems have a classical solution for a small
time τ(ρ0). To conclude, we use the ‘a priori’ bound to show that the solutions to the
regularized problem form a Cauchy sequence whose limit is the solution to the original
equation. The result is
Theorem 1 (Local well-posedness). Let β ∈ C4([0,∞)), β(x) ≥ 0 be a given function.
Let ρ0 ∈ Hk(T) with k ≥ 2 and ρ0 ≥ 0 be the initial data. Then, there exists an unique
solution ρ ∈ C([0, τ ],Hk(T)) of (1) with τ = τ(ρ0) > 0. Moreover,
ρ ∈ C1([0, τ ], C(T)) ∩C([0, τ ], C1,1/2(T)).
In order to simplify the notation, we will abbreviate ρ(x, t) = ρ(x), or simply ρ,
throughout the rest of the paper.
Proof. First, we remark that, for nonnegative initial data, the solution remains nonnega-
tive and we have conservation of mass∫
ρ(x, t)dx =
∫
ρ(x, 0)dx.
Thus, 〈ρ〉 = 〈ρ0〉 is a constant depending only on the initial data. We show the case k = 2,
being the other cases analogous. Now, fix λ > ‖ρ0‖L∞ a constant and define the energy
E[ρ] = ‖ρ‖H2(T) + ‖d[ρ]‖L∞(T) , (12)
where
d[ρ] =
1
λ− ρ(x) . (13)
Due to the smoothness of β, for 0 ≤ x ≤ λ, we have
|∂jxβ(x)| − |∂jxβ(0)| ≤
∣∣|∂jxβ(x)| − |∂jxβ(0)|∣∣
≤ |∂jxβ(x) − ∂jxβ(0)| ≤ max
0≤y≤λ
|∂j+1x β(y)|x,
and
|∂jxβ(x)| ≤ c(β, λ)(x + 1), j = 0, ..., 3. (14)
Now we study the evolution of the L2(T) norm of the solution. We denote c a constant
depending only on the function β and on the fixed constant λ. Thus, this constant is
harmless and it can change from line to line. Using (5) and Ho¨lder’s inequality, we have
1
2
d
dt
‖ρ‖2L2(T) =
∫
T
∂xρ(x)β(ρ(x))Hρ(x)dx
+
∫
T
ρ(x)∂xρ(x)∂xv(x)dx+
∫
T
ρ2(x)(ρ− 〈ρ〉)dx
≤ c‖ρ‖L2(T)
(
(‖ρ‖L∞(T) + 1)‖∂xρ‖L2(T) + ‖ρ− 〈ρ〉‖L∞(T)‖ρ‖L2(T)
)
.
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Using Sobolev embedding (11) and the inequality
‖ρ− 〈ρ〉‖L∞(T) ≤ ‖ρ‖L∞(T),
we have
d
dt
‖ρ‖L2(T) ≤ c(‖ρ‖L∞(T) + 1)‖ρ‖H2(T) ≤ c(‖ρ‖H2(T) + 1)2. (15)
We study now the second derivative. Firstly, the transport terms corresponding to v:
I1 =
∫
T
∂2xρ∂
2
x(∂xρ∂xv + ρ(ρ− 〈ρ〉))
≤
∫
T
∂2xρ(∂
3
xρ∂xv + 3∂
2
xρ(∂xρ)
2 + 3∂2xρ(ρ− rh) + ∂2xρρ)dx
≤ c(‖ρ− 〈ρ〉‖L∞(T) + ‖ρ‖L∞(T))‖∂2xρ‖L2(T)‖ρ‖H2(T), (16)
where in the last step we have used (8). Now, the term corresponding to the nonlinear
diffusion is
I2 = −
∫
T
∂2xρ∂
2
x(β(ρ)Λρ)
= −
∫
T
∂2xρ(β
′′(ρ)(∂xρ)
2Λρ+ β′(ρ)∂2xρΛρ+ 2β
′(ρ)∂xρΛ∂xρ+ β(ρ)Λ∂
2
xρ)dx.
Using (8) and (14), we obtain
J1 = −
∫
T
∂2xρβ
′′(ρ)(∂xρ)
2Λρdx
≤ c (‖ρ‖L∞(T) + 1) ‖Λρ‖L∞(T)‖ρ− 〈ρ〉‖L∞(T)‖∂2xρ‖2L2(T),
and
J2 = −
∫
T
β′(ρ)(∂2xρ)
2Λρdx ≤ c (‖ρ‖L∞(T) + 1) ‖Λρ‖L∞(T)‖∂2xρ‖2L2(T).
Due to (5), we get
J3 = −
∫
T
β′(ρ)∂xρ∂
2
xρΛ∂xρdx ≤ c
(‖ρ‖L∞(T) + 1) ‖∂xρ‖L∞(T)‖∂2xρ‖2L2(T).
We study now the singular term in I2. By (7), we have
J4 = −
∫
T
∂2xρβ(ρ)Λ∂
2
xρdx ≤ −
1
2
∫
T
β(ρ)Λ(∂2xρ)
2dx ≤ −1
2
∫
T
Λβ(ρ)(∂2xρ)
2dx.
We compute
Λβ(ρ(x)) =
1
2π
P.V.
∫
T
(
β(ρ(x)) − β(ρ(y))
ρ(x)− ρ(y) − β
′(ρ(x))
)
ρ(x)− ρ(y)
sin2
(x−y
2
) dy
+ β′(ρ(x))Λρ(x).
Using Taylor’s Theorem, we obtain∣∣∣∣β(ρ(x)) − β(ρ(y))ρ(x)− ρ(y) − β′(ρ(x))
∣∣∣∣ ≤ |β′′(ζ)||ρ(x) − ρ(y)|2 .
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Since we have an extra cancellation and using (14), we have the bound
|Λβ(ρ(x))| ≤ c(‖ρ‖L∞(T) + 1)
(
‖∂xρ‖2L∞(T) + ‖Λρ‖L∞(T)
)
. (17)
Putting all together we obtain
J4 ≤ ‖∂2xρ‖2L2(T)c(‖ρ‖L∞(T) + 1)
(
‖∂xρ‖2L∞(T) + ‖Λρ‖L∞(T)
)
.
Collecting all the estimates and using Sobolev embedding, we obtain
I2 = J1 + J2 + J3 + J4 ≤ c‖∂2xρ‖L2(T)(‖ρ‖H2(T) + 1)4. (18)
It remains to show that the transport terms with a singular non-local velocity
I3 = −
∫
T
∂2xρ∂
2
x(β
′(ρ)∂xρHρ),
are bounded. The lower order terms can be bounded as follows
J5 = −
∫
T
∂2xρβ
′′′(ρ)(∂xρ)
3Hρdx
≤ c (‖ρ‖L∞(T) + 1) ‖∂xρ‖L∞(T)‖ρ− 〈ρ〉‖L∞(T)‖Hρ‖L∞(T)‖∂2xρ‖2L2(T),
J6 = −
∫
T
(∂2xρ)
2β′′(ρ)∂xρHρdx ≤ c
(‖ρ‖L∞(T) + 1) ‖∂xρ‖L∞(T)
· ‖Hρ‖L∞(T)‖∂2xρ‖2L2(T),
J7 = −
∫
T
∂2xρβ
′′(ρ)(∂xρ)
2Λρdx ≤ c (‖ρ‖L∞(T) + 1) ‖Λρ‖L∞(T)
· ‖ρ− 〈ρ〉‖L∞(T)‖∂2xρ‖2L2(T),
J8 = −
∫
T
∂2xρβ
′(ρ)(Λρ∂2xρ+ Λ∂xρ∂xρ)dx
≤ c (‖ρ‖L∞(T) + 1) (‖Λρ‖L∞(T) + ‖∂xρ‖L∞(T))‖∂2xρ‖2L2(T).
The most singular term in I3 is
J9 = −
∫
T
∂2xρβ
′(ρ)Hρ∂3xρdx
≤ c (‖ρ‖L∞(T) + 1) (‖Λρ‖L∞(T) + ‖∂xρ‖L∞(T)‖Hρ‖L∞(T))‖∂2xρ‖2L2(T).
Thus, we obtain the following bound
I3 = J5 + · · · + J9 ≤ c‖∂2xρ‖L2(T)(‖ρ‖H2(T) + 1)5. (19)
Then,
1
2
d
dt
‖∂2xρ‖2L2(T) ≤ c‖∂2xρ‖L2(T)(‖ρ‖H2(T) + 1)5,
and, using (15), (16), (18) and (19), we conclude that, while ‖ρ‖L∞(T) < λ, the following
inequality holds
d
dt
‖ρ‖H2(T) ≤ c(‖ρ‖H2(T) + 1)5 ≤ c(E[ρ] + 1)5. (20)
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We need a bound for the remaining term in the energy (12). Using (12), (13) and Sobolev
embedding, we have
d
dt
d[ρ] ≤ d[ρ]2‖∂tρ‖L∞(T) ≤ d[ρ]‖d[ρ]‖L∞(T)E[ρ]3.
Thus, we obtain
d[ρ](t + h) ≤ d[ρ](t) exp
(∫ t+h
t
‖d[ρ]‖L∞(T)E[ρ]3ds
)
.
Finally, we have
d
dt
‖d[ρ]‖L∞(T) = lim
h→0
‖d[ρ](t + h)‖L∞(T) − ‖d[ρ](t)‖L∞(T)
h
≤ E[ρ]5. (21)
Thanks to (20) and (21) we conclude the ’a priori’ energy estimates:
d
dt
E[ρ] ≤ c(E[ρ] + 1)5,
and then
E[ρ](t) ≤ E[ρ0] + 1
4
√
1− 4ct(E[ρ0] + 1)4
− 1. (22)
Our next step is classical. We consider J a symmetric and positive mollifier, see [37].
For ǫ > 0, we define
Jǫ(x) = 1
ǫ
J
(x
ǫ
)
(23)
and consider the regularized problems{
∂tρ
ǫ = Jǫ ∗ ∂x (−(β(Jǫ ∗ ρǫ) + ǫ)HJǫ ∗ ρǫ) + Jǫ ∗ ∂x (Jǫ ∗ ρǫ∂xvǫ) ,
∂2xv
ǫ = Jǫ ∗ ρǫ − 〈ρ〉.
Notice that these regularized systems remains positive for all times and conserve the total
mass,
‖ρǫ(t)‖L1 = ‖ρ0‖L1 .
Thus, using Tonelli’s Theorem in a classical way, we get
‖Jǫ ∗ ρǫ(t)‖L1 = ‖ρ0‖L1 .
We can apply Picard’s Theorem to these regularized problems. Define the set
Oσς = {ρ ∈ H2(T), ‖ρ‖H2(T) < σ, ‖ρ‖L∞(T) < ς},
with ‖ρ0‖H2(T) < σ and ‖ρ0‖L∞(T) < ς < λ, and observe that it is a non-empty open set
in H2(T). To prove this claim just observe that, due to the Sobolev embedding, ‖ · ‖L∞(T)
and ‖ · ‖H2(T) are continuous functionals. In this set we have E[ρ] ≤ C(σ, λ, β). Then,
there exists a sequence ρǫ of solutions to the regularized problems. For each ρǫ the bound
(22) is also valid. So, we have a common time interval [0, τ(ρ0)] where the solutions live.
Now we can pass to the limit ǫ→ 0. To show this claim we have to prove that the sequence
is Cauchy in the lower norm L2(T). These steps are quite classical, so, for the sake of
brevity, we left the details for the interested reader. This concludes with the existence
issue.
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We need to prove the uniqueness. Suppose that ρ1, ρ2 are two different classical solu-
tions corresponding to the same initial datum and denote ρ = ρ1 − ρ2. Then,
1
2
d
dt
‖ρ‖2L2(T) =
∫
T
ρ (ρ1(ρ1 − 〈ρ0〉)− ρ2(ρ2 − 〈ρ0〉) + ∂xρ1∂xv1 − ∂xρ2∂xv2
−(β(ρ1)Λρ1 − β(ρ2)Λρ2)− (β′(ρ1)∂xρ1Hρ1 − β′(ρ2)∂xρ2Hρ2)
)
dx.
We compute
I4 =
∫
T
ρ (ρ1(ρ1 − 〈ρ〉)− ρ2(ρ2 − 〈ρ〉)) dx
=
∫
T
ρ2 (ρ1 + ρ2 − 〈ρ0〉) ≤ c(‖ρ1‖H2(T), ‖ρ2‖H2(T))‖ρ‖2L2(T),
and
I5 =
∫
T
ρ (∂xρ∂xv1 + ∂xρ2(∂xv1 − ∂xv2)) dx
≤ c(‖ρ1‖H2(T), ‖ρ2‖H2(T))‖ρ‖L2(T)(‖ρ‖L2(T) + ‖∂x(v1 − v2)‖L2(T)).
Notice that we have
‖∂x(v1 − v2))‖2L2(T) ≤ ‖v1 − v2‖L2(T)‖ρ‖L2(T).
Using Poincare´ inequality for ‖v1 − v2‖L2(T), we get
I5 ≤ c(‖ρ1‖H2(T), ‖ρ2‖H2(T))‖ρ‖2L2(T).
Now we have to deal with the nonlinear diffusion:
I6 = −
∫
T
ρ ((β(ρ1)− β(ρ2))Λρ1 + β(ρ2)Λρ) dx = J10 + J11.
In the term J10 we use the smoothness of the function β to obtain
|β(ρ1)− β(ρ2)| ≤ c(‖ρ1‖H2(T), ‖ρ2‖H2(T))|ρ|,
and we conclude
J10 ≤ c(‖ρ1‖H2(T), ‖ρ2‖H2(T))‖ρ‖2L2(T).
In J11 we use (7) and (17) and we obtain a similar bound. We conclude
I6 ≤ c(‖ρ1‖H2(T), ‖ρ2‖H2(T))‖ρ‖2L2(T).
Only remains the transport term with the Hilbert Transform. We have
I7 = −
∫
T
ρ
(
β′(ρ1)∂xρ1Hρ1 − β′(ρ2)∂xρ2Hρ2
)
dx,
= −
∫
T
ρ(β′(ρ1)− β′(ρ2))∂xρ1Hρ1dx−
∫
T
ρβ′(ρ2)(∂xρHρ1 + ∂xρ2Hρ))dx,
≤ c(‖ρ1‖H2(T), ‖ρ2‖H2(T))‖ρ‖2L2(T),
where we have used that β is smooth enough. Then, collecting all the estimates together
and using Gronwall’s Inequality, we conclude the uniqueness.
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3 Continuation criteria
In this section we use the following Lemma was proved in [1] with inessential changes.
Lemma 1. Let ρ ≥ 0 be a smooth function that attains its maximum in the point xt and
such that this maximum verifies ρ(xt) ≥ 4〈ρ〉. Then
Λρ ≥ ρ
2(xt)
4π2〈ρ〉 .
The following result study the absence of blow up for ‖ρ‖L∞(T):
Proposition 1. Let ρ be smooth solution of (1) under the hypothesis of Theorem 1. Let
τ be the maximum lifespan of ρ. Assume that
lim
ρ→∞
β(ρ) =∞. (24)
Then, the following inequality holds:
‖ρ(t)‖L∞(T) ≤ C (ρ0, β) ∀0 ≤ t < τ.
Proof. Using the smoothness of ρ we have that
‖ρ(t)‖L∞(T) = max
x∈T
ρ(x, t) = ρ(xt),
is a Lipschitz function. We assume that ρ(xt) ≥ 4〈ρ0〉. Then, applying Rademacher
Theorem to the function ρ(xt) and Lemma 1 (see [27] for the details), the evolution of this
quantity can be bounded as
d
dt
‖ρ(t)‖L∞(T) <
(
1− β
(‖ρ(t)‖L∞(T))
2π‖ρ0‖L1(T)
)
‖ρ(t)‖2L∞(T).
Now it is enough to take and conclude
C(ρ0, β) = min
α∈R
{
α ≥ max{‖ρ0‖L∞(T), 4〈ρ0〉}, such that β(α) ≥ 4π2〈ρ0〉
}
.
The proof of the following result is straightforward.
Proposition 2. Let ρ be the smooth solution of (1) under the hypothesis of Theorem 1
and τ be the maximum lifespan of ρ. We assume that the initial data satisfies
‖ρ0‖L1(T) <
ν
2π
,
and the function β satisfies
β(ρ) ≥ ν if ρ ≥ R for some constants ν,R > 0. (25)
Then, the following inequality holds:
‖ρ(t)‖L∞(T) ≤ R, ∀0 ≤ t < τ.
As a consequence of the energy estimates we obtain a continuation criteria akin to the
well-known Beale-Kato-Majda criterion in fluid dynamics [2]:
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Theorem 2 (Continuation criteria). Let ρ be a smooth solution in (0, T ) of (1) under the
hypothesis of Theorem 1 and β satisfies (24). Then, if∫ T
0
‖∂xρ(s)‖2L∞(T) + ‖Λρ(s)‖L∞(T)ds <∞,
the classical solution exists in 0 ≤ t ≤ T + δ for some δ > 0.
Proof. Using the energy estimates in Theorem 1 and the boundedness of ‖ρ‖L∞(T) we
obtain the following
d
dt
‖ρ‖H2(T) ≤ c(ρ0, β)‖ρ‖H2(T)Q(ρ),
where
Q(ρ) = ‖∂xρ‖L∞(T)
(
1 + ‖Hρ‖L∞(T)
)
+ ‖Λρ‖L∞(T) + ‖Λβ(ρ)‖L∞(T).
Using (17), the properties of the Hilbert transform and the finiteness of the domain, we
get
Q(ρ) ≤ c
(
‖Λρ‖L∞(T) + ‖∂xρ‖2L∞(T) + 1
)
.
To conclude the result we use Gronwall inequality,
‖ρ‖H2(T)(T ) ≤ ‖ρ0‖H2(T)ec(ρ0,β)
(
T+
∫ T
0 ‖∂xρ(s)‖
2
L∞(T)
+‖Λρ(s)‖L∞(T)ds
)
. (26)
Remark 1 We remark that in the case of β(ρ) ≡ β the continuation criteria is given
by the condition ∫ T
0
‖ρ(s)‖L∞(T)ds <∞,
as was first proved in [36] for the 2D case and also in [1] where it was obtained by means
of a different method. The importance of this Theorem relies in its characterization of the
possible finite time singularities. Indeed, let’s assume that ρ(x, t) is a solution showing
finite time existence (up to time T ∗). Then, using the previous result we conclude that
lim sup
t→T ∗
‖∂xρ(t)‖L∞(T) + ‖Λρ(t)‖L∞(T) =∞.
Remark 2 We note that a bound for δ can be obtained using (22) and (26).
4 Global existence of classical solution for small initial data
In this section we show the existence of global solutions for small initial data in H2 when
the diffusion does not degenerate. The general case with initial data in Hk is analogous.
Theorem 3. Let β ∈ C4[0,∞) be a positive function satisfying (24) and
β(ρ) ≥ ν, for some ν > 0.
Then, for all initial data ρ0 ∈ H2(T) satisfying
‖ρ0‖L1(T) < 2πν, ‖∂2xρ0‖L2(T) ≤ C,
for an explicit constant C = C (β, 〈ρ〉) > 0 sufficiently small, there exists a solution of (1)
such that
ρ ∈ C([0,∞),H2(T)).
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Proof. By Theorem 1, there exists τ > 0 such that ρ ∈ C([0, τ ],H2(T)). The idea is to
strengthen the energy estimates. Since β satisfy the hypothesis of Proposition 1, we have
the bound
‖ρ(t)‖L∞(T) ≤ C
(‖ρ0‖L1(T), β) .
For nonnegative initial data the L1(T) norm is preserved, thus,
‖ρ(t)‖Lp(T) ≤ c
(‖ρ0‖L1(T), β, p) , ∀1 ≤ p ≤ ∞.
We need to study the evolution of the second derivative. We start with the aggregation
terms. Using Ho¨lder inequality, we get
I1 =
∫
T
∂2xρ∂
3
x(ρ∂xv)dx =
∫
T
∂2xρ
(
5
2
∂2xρ(ρ− 〈ρ〉) + 3(∂xρ)2 + ∂2xρρ
)
dx
≤ ‖∂2xρ‖L2(T)
(
7
2
‖ρ− 〈ρ〉‖L∞(T)‖∂2xρ‖L2(T) + 3‖∂xρ‖2L4(T) + 〈ρ〉‖∂2xρ‖L2(T)
)
.
Now we use (8)-(11) and Poincare´ inequality. We obtain
I1 ≤
(
7CS
2
+ 9CS
)
‖∂2xρ‖3L2(T) + 〈ρ〉‖∂2xρ‖2L2(T). (27)
We study the diffusion term
I2 = −
∫
T
∂2xρ∂
2
x(β(ρ)Λρ)dx
= −
∫
T
∂2xρ
(
β′′(ρ)(∂xρ)
2Λρ+ β′(ρ)∂2xρΛρ+ 2β
′(ρ)∂xρΛ∂xρ+ β(ρ)Λ∂
2
xρ
)
dx.
Using (7), we get
I2 ≤ Cβ′′‖∂2xρ‖L2(T)‖∂xρ‖2L4(T)‖Λρ‖L∞(T) + Cβ′‖∂2xρ‖2L2(T)‖Λρ‖L∞(T)
+ 2Cβ′‖Λ∂xρ‖L2(T)‖∂xρ‖L∞(T)‖∂2xρ‖L2(T) + ‖Λβ(ρ)‖L∞(T)‖∂2xρ‖2L2(T)
− ν‖Λ1/2∂2xρ‖2L2(T),
with
Cβi = sup
y∈[0,‖ρ(t)‖L∞(T)]
∣∣∣∣diβdyi (y)
∣∣∣∣ .
Since β(y) is smooth and we have Proposition 1, these finite constants Cβi depend on β
and ‖ρ0‖L1(T)). Using the cancellation coming from the principal value integral, we get
|Λρ| ≤ ‖∂xρ‖C1/2
2π
∫
T
|y|3/2
sin2 (y/2)
dy ≤ 6CS‖∂2xρ‖L2(T).
With this bound and the inequalities (8)-(11) and (17), we obtain
I2 ≤
(
18 +
π2
2
)
C2SCβ′′‖∂2xρ‖4L2(T) + 14CSCβ′‖∂2xρ‖3L2(T) − ν‖Λ1/2∂2xρ‖2L2(T). (28)
The last term is the transport term with singular velocity:
I3 = −
∫
T
∂2xρ∂
2
x(β
′(ρ)∂xρHρ)dx
= −
∫
T
∂2xρ
(
β′′′(ρ)(∂xρ)
3Hρ+ 3β′′(ρ)∂xρ∂
2
xρHρ+ 2β
′′(ρ)(∂xρ)
2Λρ
+2β′(ρ)∂2xρΛρ+ β
′(ρ)∂xρΛ∂xρ+ β
′(ρ)∂3xρHρ
)
dx.
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With estimates that mimic the previous ones, we obtain
I3 ≤ Cβ′′′C3S‖∂2xρ‖5L2(T) + 6C2SCβ′′‖∂2xρ‖4L2(T) + 19CSCβ′‖∂2xρ‖3L2(T). (29)
Collecting all the estimates (27)–(29), we get
1
2
d
dt
‖∂2xρ‖2L2(T) ≤ Cβ′′′C3S‖∂2xρ‖5L2(T) +
(
24 +
π2
2
)
C2SCβ′′‖∂2xρ‖4L2(T)
+
(
25CS
2
+ 33CSCβ′
)
‖∂2xρ‖3L2(T) + 〈ρ〉‖∂2xρ‖2L2(T) − ν‖Λ1/2∂2xρ‖2L2(T).
Using the fractional Poincare´ inequality, we obtain
d
dt
‖∂2xρ‖L2(T) ≤
(
Cβ′′′C
3
S‖∂2xρ‖3L2(T) +
(
24 +
π2
2
)
C2SCβ′′‖∂2xρ‖2L2(T)
+
(
25CS
2
+ 33CSCβ′
)
‖∂2xρ‖L2(T) + 〈ρ〉 − ν
)
‖∂2xρ‖L2(T). (30)
Now, if ν > 〈ρ〉 there exists an explicit (see (30)) constant C = C(β, 〈ρ〉) such that, if the
following inequality holds ‖∂2xρ0‖L2(T) < C, we get
‖∂2xρ(t)‖L2(T) ≤ ‖∂2xρ0‖L2(T) ∀0 ≤ t ≤ τ
where τ is the maximum lifespan of the solution. Using Proposition 1, we conclude
‖ρ(t)‖H2(T) ≤ C(ρ0) ∀0 ≤ t ≤ τ,
independent of τ . Thus, by a standard continuation argument, we obtain the existence up
to time T for every 0 < T <∞.
5 Global existence of weak solution for small L1 initial data
In this section, we consider
β(ρ) = ρ+ ν, (31)
with the constant ν > 0. Thus, our problem is{
∂tρ = −∂x ((ρ+ ν)Hρ) + ∂x (ρ∂xv) , x ∈ T, t > 0,
∂2xv = ρ− 〈ρ〉,
(32)
and an initial data ρ0 ∈ L∞(T) ∩H1/2(T).
We define our concept of weak solutions:
Definition 1. ρ(x, t) is a weak solution of (32) if the following equality holds∫ T
0
∫
T
∂tφ(x, t)ρ(x, t)dxdt +
∫
T
ρ0(x)φ(x, 0)dx
=
∫ T
0
∫
T
∂xφ(x, t) [−(ρ+ ν)Hρ+ ρ∂xv] dxdt,
for all φ(x, t) ∈ C∞c ([0, T ), C∞(T)). If the previous condition holds for every 0 < T <∞,
ρ is a global weak solution.
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First, recall some important results concerning fractional Sobolev spaces:
1. H1/2(T) is continuously embedded in Lq(T) for every q ∈ [1,∞) (see Theorem 6.10
in [29]).
2. H1/2(T) is compactly embedded in Lq(T) for every q ∈ [1, 2] (see Theorem 7.1 in
[29] and Lemma 10 in [39]). Moreover, Hs(T) is compactly embedded in Lq(R) for
0 < s < 1/2 and 1 ≤ q < 2/(1 − 2s) (see Corollary 7.2 in [29]).
We will use the Tricomi relation for periodic, mean zero functions:
H (gHf + fHg) = HfHg − fg,
which, in the case f = g, reduces to
2H (fHf) = (Hf)2 − f2. (33)
Theorem 4. Let ρ0 ∈ L∞(T) ∩H1/2(T) be a positive initial data and assume that
‖ρ0‖L1(T) ≤
2
3
ν.
Then, there exist a unique solution of (32) such that
ρ(x, t) ∈ L∞
(
[0,∞),H1/2(T) ∩ L∞(T)
)
∩ C ([0,∞), L2(T)) .
Proof. The regularized system: The regularized system that we are considering is
∂tρǫ = −∂x ((ρǫ + ν)Hρǫ) + ∂x (ρǫ∂xv) + ǫ∂2xρǫ,
∂2xvǫ = ρǫ − 〈ρ〉,
ρǫ(x, 0) = Jǫ ∗ ρ0(x),
(34)
where Jǫ defined as in (23). Notice that
‖ρǫ(0)‖L∞(T) ≤ ‖ρ0‖L∞(T), ‖ρǫ(0)‖L1(T) = ‖ρ0‖L1(T), ‖ρǫ(0)‖H1/2(T) ≤ ‖ρ0‖H1/2(T).
Moreover ρǫ(x, 0) ∈ Hs(T) for any s > 0.
The a priori bounds: Since β(ρ) defined by (31) satisfies the hypothesis in Propo-
sition 1, we get
‖ρǫ(t)‖L∞(T) ≤ max{‖ρǫ(0)‖L∞(T), 2π‖ρǫ(0)‖L1(T)} ≤ C(ρ0).
Moreover, we obtain
‖ρǫ(t)‖Lp(T) ≤ C(ρ0, p). (35)
We study the evolution of the H1/2 seminorm:
1
2
d
dt
‖Λ1/2ρǫ(t)‖2L2(T) =
∫
T
Λρǫ∂tρǫdx
= −‖√ρǫΛρǫ‖2L2(T) − ν‖Λρǫ‖2L2(T) − 〈ρ〉‖Λ1/2ρǫ‖2L2(T) − ǫ‖∂xρǫ‖2L2(T)
−
∫
T
Λρǫ∂xρǫHρǫdx+
∫
T
Λρǫρ
2
ǫ +
∫
T
Λρǫ∂xρǫ∂xvǫ.
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Using (33), we have
I1 = −
∫
T
Λρǫ∂xρǫH (ρǫ − 〈ρ〉) dx =
∫
T
(ρǫ − 〈ρ〉)H (H∂xρǫ∂xρǫ) dx
=
1
2
∫
T
(ρǫ − 〈ρ〉) (Λρǫ)2 dx− 1
2
∫
T
(ρǫ − 〈ρ〉) (∂xρǫ)2 dx
=
1
2
∫
T
ρǫ (Λρǫ)
2 dx− 1
2
∫
T
ρǫ (∂xρǫ)
2 dx,
where in the last step we use (5). We consider δ > 0 a positive number that will be fixed
below. Then, we obtain
I2 =
∫
T
Λρǫρ
2
ǫ ≤ ‖Λρǫ‖L2(T)‖ρǫ‖2L4(T) ≤ δ‖Λρǫ‖2L2(T) +
c(ρ0)
δ
.
Notice that, using the equation of vǫ and its periodicity, we have
∂xvǫ(x, t)− ∂xvǫ(−π, t) =
∫ x
−π
ρǫ(y)− 〈ρ〉dy,
and, integrating by parts,
0 =
∫
T
∂xvǫ(y, t)dy = 2π∂xvǫ(−π, t)−
∫
T
∂2xvǫ(y, t)ydy
= 2π∂xvǫ(−π, t)−
∫
T
ρǫ(y, t)ydy.
¿From these two equalities we obtain
‖∂xvǫ‖L∞(T) ≤ |∂xvǫ(−π, t)|+ ‖ρ0‖L1(T) ≤
3
2
‖ρ0‖L1(T).
The last integral is, using again (5),
I3 =
∫
T
Λρǫ∂xρǫ∂xvǫdx ≤ 3
2
‖ρ0‖L1(T)‖Λρǫ‖2L2(T).
Collecting all the estimates, we get
1
2
d
dt
‖Λ1/2ρǫ‖2L2(T) ≤ −
1
2
‖√ρǫΛρǫ‖2L2(T) −
1
2
‖√ρǫ∂xρǫ‖2L2(T) − 〈ρ〉‖Λ1/2ρǫ‖2L2(T)
−ǫ‖∂xρǫ‖2L2(T) +
(
δ +
3
2
‖ρ0‖L1(T) − ν
)
‖Λρǫ‖2L2(T) +
c(ρ0)
δ
≤ −〈ρ〉
(
‖Λ1/2ρǫ‖2L2(T) −
c(ρ0)
〈ρ〉δ
)
,
if δ is taken sufficiently small. Using Gronwall inequality, we obtain
‖Λ1/2ρǫ(t)‖2L2(T) ≤
c(ρ0)
〈ρ〉δ +
(
‖Λ1/2ρǫ(0)‖2L2(T) −
c(ρ0)
〈ρ〉δ
)
e−2〈ρ〉t
≤ c(ρ0)〈ρ〉δ +
(
‖Λ1/2ρ0‖2L2(T) −
c(ρ0)
〈ρ〉δ
)
e−2〈ρ〉t. (36)
14
Existence: We study the evolution of ‖ρǫ(t)‖H2 . First we deal with the nonlocal flux.
The diffusive term can be bounded using (5), (6) and (8) in the usual way
A1 = −
∫
∂2xρǫ∂
2
x (ρǫΛρǫ) dx =
∫
T
∂3xρǫ (∂xρǫΛρǫ + ρǫΛ∂xρǫ) dx
≤ ‖∂3xρǫ‖L2(T)
(‖∂xρǫ‖L4(T)‖H∂xρǫ‖L4(T) + ‖H∂2xρǫ‖L2(T)‖ρǫ‖L∞(T))
≤ ‖∂3xρǫ‖L2(T)‖∂2xρǫ‖L2(T)C(ρ0).
To handle the transport term with singular velocity we need the Kato-Ponce inequality
(see [32, 34])
‖Λs (fg) ‖Lr ≤ C (‖g‖Lp1 ‖Λsf‖Lp2 + ‖Λsg‖Lq1‖f‖Lq2 ) , (37)
where s > 0 and
1
r
=
1
p1
+
1
p2
=
1
q1
+
1
q2
.
Using (37) in the case p1 = p2 = q1 = q2 = 2, r = s = 1
A2 = −
∫
∂2xρǫ∂
2
x (∂xρǫHρǫ) dx =
∫
T
∂3xρǫ
(
∂2xρǫHρǫ + ∂xρǫΛρǫ
)
dx
≤ −1
2
∫
T
Λ
(
∂2xρǫ
)2
ρǫdx+ C(ρ0)‖∂3xρǫ‖L2(T)‖∂2xρǫ‖L2(T)
≤ C(ρ0)‖∂3xρǫ‖L2(T)‖∂2xρǫ‖L2(T).
The aggregation terms are:
A3 =
∫
∂2xρǫ∂
2
x (∂xρǫ∂xvǫ) dx = −
∫
∂3xρǫ
(
∂2xρǫ∂xvǫ + ∂xρǫ (ρǫ − 〈ρ〉)
)
dx
≤ C(ρ0)‖∂2xρǫ‖L2(T)
(‖∂2xρǫ‖L2(T) + ‖∂3xρǫ‖L2(T)) ,
and
A4 =
∫
∂2xρǫ∂
2
x (ρǫ (ρǫ − 〈ρ〉)) dx ≤ C(ρ0)‖∂2xρǫ‖2L2(T).
Thus, using Young inequality, we obtain
d
dt
‖∂2xρǫ‖L2(T) ≤ c(ǫ, ρ0)‖∂2xρǫ‖L2(T),
and, using Gronwall inequality,
‖∂2xρǫ(t)‖L2(T) ≤ c1(ǫ, ρ0)ec(ǫ,ρ0)t.
Since we have (35), we have
‖ρǫ(t)‖H2(T) ≤ c(ǫ, ρ0, T ), ∀ T <∞.
With this estimate and following the classical technique, we obtain
ρǫ(x, t) ∈ C([0,∞),H2(T)), ∀ ǫ > 0.
Compactness: This step uses classical tools from functional analysis. Let T > 0 be an
arbitrary but finite final time. The estimate (35) gives us
sup
t∈[0,T ]
‖ρǫ(t)‖Lp(T) ≤ C(ρ0, p), ∀ 1 ≤ p ≤ ∞.
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Thus, the family of approximate solutions remains uniformly bounded in the Bochner
space L∞ ([0, T ], Lp(T)), ∀ 1 ≤ p ≤ ∞. Using (36), we have
sup
t∈[0,T ]
‖ρǫ(t)‖H1/2(T) ≤ C(ρ0).
Using this two estimates, we get
ρǫ(t) ∈ Lp
(
[0, T ],H1/2(T)
)
∩ Lp ([0, T ], L∞(T)) , ∀ 1 ≤ p ≤ ∞. (38)
In particular, ρǫ is uniformly bounded in the space L
2
(
[0, T ],H1/2(T)
)
. Using the Banach-
Alaoglu Theorem we obtain (picking a subsequence) the existence of ρ such that
ρǫ(x, t) ⇀ ρ(x, t) ∈ L2
(
[0, T ],H1/2(T)
)
, (39)
and, using (36),
ρ(x, t) ∈ L∞
(
[0, T ],H1/2(T)
)
.
Using (35) and picking a subsequence if needed, we obtain
ρǫ(x, t)
∗
⇀ ρ(x, t) ∈ L∞ ([0, T ], L∞(T)) .
We need to obtain some bound in ∂tρǫ to obtain the compacity in some Bochner space.
Given f ∈ L2(T), we take into account the norm
‖f‖H−1(T) = sup
ψ∈H1(T),
‖ψ‖H1(T)≤1
∣∣∣∣∫
T
ψ(x)f(x)dx
∣∣∣∣ .
We consider the Banach space H−1(T) as the completion of L2(T) with this norm. We
multiply the equation (34) by ψ ∈ H1(T) and integrate to get∣∣∣∣∫
T
∂tρǫ(x, t)ψ(x)dx
∣∣∣∣ = ∣∣∣∣∫
T
((ρǫ + ν)Hρǫ − ρǫ∂xvǫ) ∂xψdx
∣∣∣∣ ≤ C(ρ0) ∀ψ ∈ H1(T).
Thus, we have
sup
t∈[0,T ]
‖∂tρǫ(t)‖H−1(T) ≤ C(ρ0),
and conclude
∂tρǫ ∈ Lp
(
[0, T ],H−1(T)
) ∀ 1 ≤ p ≤ ∞.
We use the classical Aubin-Lions Lemma to obtain compactness (see Corollary 4, Section
8 in [42]). Let us restate this result: given three spaces X ⊂ B ⊂ Y , such that the
embedding X ⊂ B is compact and the embedding B ∈ Y is continuous, we consider a
sequence fn satisfying
1. fn is uniformly bounded in L
∞([0, T ],X),
2. ∂tfn is uniformly bounded in L
r([0, T ], Y ) where r > 1.
Then this sequence is relatively compact in C([0, T ], B). Thus, we take X = H1/2(T), B =
L2(T) and Y = H−1(T) and with this strong convergence, we get
sup
t∈[0,T ]
‖Hρǫ(t)−Hρ(t)‖L2(T) ≤ sup
t∈[0,T ]
‖ρǫ(t)− ρ(t)‖L2(T) → 0
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Figure 1: Case 1. β(ρ) = ρ2.
Thus, picking a subsequence, ρǫ(x, t) → ρ(x, t) and Hρǫ(x, t) → Hρ(x, t) almost every-
where.
Now, we need to pass to the limit in the weak formulation∫ T
0
∫
T
∂tφ(x, t)ρǫ(x, t)dxdt +
∫
T
ρǫ(x, 0)φ(x, 0)dx
=
∫ T
0
∫
T
∂xφ(x, t) [−(ρǫ + ν)Hρǫ + ρǫ∂xvǫ] dxdt− ǫ
∫
T
∫
T
ρǫ(x, t)∂
2
xφ(x, t)dxdt.
Using (35) and (39), we obtain the convergence of the linear terms. The nonlinear terms
can be handled as follows∣∣∣∣∫ T
0
∫
T
∂xφ(x, t) (ρǫHρǫ − ρHρǫ + ρHρǫ − ρHρ) dxdt
∣∣∣∣
≤ T‖∂xφ‖L∞(T×[0,T ]) sup
t∈[0,T ]
‖ρǫ(t)− ρ(t)‖L2(T) sup
t∈[0,T ]
(‖Hρǫ(t)‖L2(T) + ‖ρǫ(t)‖L2(T))
≤ C(φ, ρ0, T ) sup
t∈[0,T ]
‖ρǫ(t)− ρ(t)‖L2(T) → 0,
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as ǫ→ 0. Now, since v is defined by (1) (we can since ρ(t) ∈ L2(T) for all times),∣∣∣∣∫ T
0
∫
T
∂xφ(x, t) (ρǫ∂xvǫ − ρ∂xvǫ + ρ∂xvǫ − ρ∂xv) dxdt
∣∣∣∣
≤ T‖∂xφ‖L∞(T×[0,T ])
(
sup
t∈[0,T ]
‖ρǫ(t)− ρ(t)‖L2(T) sup
t∈[0,T ]
‖∂xvǫ(t)‖L2(T)
+ sup
t∈[0,T ]
‖∂xvǫ(x, t)− ∂xv(x, t)‖L2(T) sup
t∈[0,T ]
‖ρ(t)‖L2(T)
)
≤ C(φ, ρ0, T ) sup
t∈[0,T ]
‖ρǫ(t)− ρ(t)‖L2(T) → 0.
We conclude the proof.
6 Numerical simulations
To better understand the role of β(ρ), we perform some numerical simulations. We denote
N the number of spatial grid points and we approximate our solution by a cubic spline
passing through these nodes. Then, we compute (using the function quadl in Matlab) the
Hilbert transform using Taylor series and the cancellation coming from the principal value
integration to avoid the singularity of the integral. Once that we compute Hρ, multiplying
by β(ρ) and taking the derivative, we have the nonlocal flux. The Poisson equation is
solved using finite differences. This ends with the spatial part in a straightforward way.
We advance in time with the Runge-Kutta-Fehlberg-45 scheme with tolerance 10−8.
We consider the same initial data
ρ(x, 0) =
∫ π−π e− 11−(s/2)2 ds
2π
−1 e− 11−(x/2)2
in all simulations. In the first case we take β(ρ) a convex function, while in the second
simulation we consider a concave one.
Case 1: We consider β(ρ) = ρ2. The results are contained in Figure 1. Notice that the
first derivative appears to blow up even if we refine N . We conjecture that ‖∂xρ(t)‖L∞(T)
behaves like
C
(T − t)a .
Using least squares, we approximate these parameters for different values of N , in partic-
ular, N = 300, 600, 1000, to get
C = 0.147126, T = 0.093494, a = 1.191234.
With these constants we believe that the blow up occurs.
Case 2: We consider β(ρ) = log(1 + ρ). Now the diffusion can not prevent that
‖ρ(t)‖L∞(T) grows (even if we know that it is uniformly bounded for all times) and we
obtain a very different profile (see Figure 2). Here, even if the ‖ρ(t)‖C2 increases, there is
no evidence of finite time blow up.
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