The empirical joint distribution of return pairs on stock indices displays high tail-dependence in the lower tail and low tail-dependence in the upper tail. The presence of tail-dependence is not compatible with the assumption of (conditional) joint normality. The presence of asymmetric tail-dependence is not compatible with the assumption of a joint student-t distribution. A general test for one dependence structure versus another via the profile likelihood is described and employed in a bivariate GARCH model, where the joint distribution of the disturbances is split into its marginals and its copula. The copula used in the paper is such that it allows for the existence of lower tail-dependence and for asymmetric tail-dependence, and is such that it encompasses the normal or t-copula, depending on the benchmark tested. The model is estimated using bivariate data on a set of European stock indices. We find that the assumption of normal or student-t dependence is easily rejected in favour of an asymmetrically tail-dependent distribution.
INTRODUCTION
The dependence structure of international financial markets has always attracted attention from various fields of finance including portfolio selection, pricing of complex financial products, and risk management. One of the crucial questions in risk management is how to aggregate individual risk into overall portfolio risk. At some point in the aggregation process, one has to make assumptions about the dependence structure between the factors which drive individual risk.
The standard practice in assessing the overall risk of a portfolio is to assume that asset prices are driven by jointly normal random variables.
The assumption of joint normality (or ellipticity) is often implicitly made through the use of linear correlation as the measure of dependence. One example is JPMorgan's CreditMetrics (1997) , where credit ratings are driven by unobserved jointly normal distributions. However, different joint distributions with the same correlation matrix can well give rise to different Valuesat-Risk (see, for example, Embrechts et al., 2002) .
One approach in the Value-at-Risk literature to circumvent the dependency problem is to look at return series of an entire portfolio rather than at the set of univariate return series. Since it is then possible to investigate the distribution of the portfolio return and its Value-at-Risk directly, dependence or correlation are not an issue. Examples of this approach are Engle and Manganelli (1999) , and McNeil and Frey (2000) . Engle and Manganelli (1999) propose a modified GARCH model to model the evolution of the Value-at-Risk directly, while McNeil and Frey (2000) suggest using a GARCH model to estimate the conditional mean and variance of the portfolio return first, and then modelling the distribution of the residuals by employing extreme value theory and historical simulation, to provide estimates for the Value-at-Risk.
In considering problems such as the selection of optimal portfolio weights, however, it is necessary to understand the dependence structure between individual assets. One approach to address dependency is to model correlation itself as changing over time. Studies on international equity markets such as Longin and Solnik (1995) document that correlation is higher in periods of larger volatilities. Boyer et al. (1999) suggest that the widely observed difference of correlations during periods of high and low market volatilities, the so-called correlation breakdown, may reflect time-changing (conditional) volatilities rather than a structural break in the underlying distribution. They show that the observed sample correlations, conditional on one variable falling below/above a certain threshold value, may differ substantially even if the true correlation is constant. Loretan and English (2000) find that this theoretical relationship can account for a large part of empirical correlation movements.
Acknowledging the correlation breakdown critique, Longin and Solnik (2001) still confirm timechanging correlations in international equity markets. In fact, their results suggest that the crucial condition for high correlation is not high volatility itself, but high volatility coupled with negative returns. Longin and Solnik show that the correlation between stock return series tends to be higher in market downturns than in market upturns, a fact for which standard symmetric models of multivariate stock returns cannot account. Indeed, the authors reject joint normality for the negative tail of the multivariate distribution, but not for the positive tail. In other words, there seems to be significant dependence in the lower tail of the joint distribution, which cannot be explained by assuming joint normality with its implied zero tail-dependence. One drawback of the approach of Longin and Solnik (2001) is that it uses extreme value theory and so concentrates on the tails of the distribution while neglecting the rest. Yet for many applications we want a complete model for the joint behavior of the return series, which will describe both the tails and the central part of the distribution.
This paper introduces an alternative way of modelling (asymmetric) dependence in asset returns, which can also capture the return dynamics of the univariate time series. We propose a bivariate (multivariate) GARCH-model with a dependence structure which allows for the existence of lower tail-dependence by employing copulas. Our model is similar to a number of models recently put forward by Patton (2001) , Rockinger and Jondeau (2001) , Hu (2002) , and Mashal and Zeevi (2002) . They also suggest modelling financial return series through bivariate GARCH models with copulas, in slightly different versions. The main contribution of our paper is the provision of a general test procedure of testing various copulas against each other. This is the normal or t versus a few selected copulas which are able to display positive and asymmetric lower and upper tail-dependence. In addition, the paper presents empirical evidence on the dependence structure of European stock markets.
The starting point of our discussion is the observation that a multivariate distribution function F can be split into two parts. The first part is the set of univariate distribution functions of each of the random variables (marginals) involved, F i , the second part is the dependence structure between the random variables, the copula C.
It seems logical to make use of copulas in risk management in order to capture different natures of risk, the individual and the portfolio risk. Obviously, one particular copula has already been used extensively, that is the copula induced by the joint normal distribution. The normal or Gaussian copula is entirely specified by its functional form and the correlation matrix of all random variables (assets) involved.
In this paper we are concerned with testing the hypothesis of normal or t-dependence against the alternative hypothesis of the presence of tail-dependence. Ideally, one might want to test joint ellipticity against non-ellipticity in financial data, since non-ellipticity and not nonnormality causes concern when one relies on linear correlation in capturing dependence. One possible way of testing ellipticity could be a nonparametric approach to copula modelling, e.g. by means of Bernstein approximations to copulas as in Sancetta and Satchell (2001) . This paper, as a first step, only provides a test of a special case of ellipticity, the normal or the t-copula, against a special case of non-ellipticity which puts asymmetrically more probability on joint extreme outcomes, as discussed in the third section. We provide a general test based on the profile likelihood to test one copula against another. There are two sources of complication in deriving the asymptotic distribution of the suggested test statistic. The first is the presence of nuisance parameters under the null hypothesis. The second is the fact that we are testing whether a certain parameter is on the boundary of the parameter space. To solve the first problem we make use of the profile likelihood, in which the nuisance parameters are taken as fixed at their estimated levels. Due to our large sample size the estimated parameters should be sufficiently accurate. The second problem is solved by appealing to a result in Chernoff (1954) which states that the distribution of the likelihood-ratio statistic can be found to be a mixture of the degenerate χ 2 0 and a χ 2 k distribution, where k is the number of unestimated parameters under the null. A simulation exercise confirms that the presence of nuisance parameters does not bias the result in our large sample of close to 3000 return pairs. An application of this test using data on European stock indices yields a significant rejection of the normal as well as the t-copula in favour of a more tail-dependent copula. The results are very robust both to the assumptions on the marginals and to the exact form of the alternative copula. The results are very similar for a set of different bivariate stock index series.
We then proceed to investigate whether the alternative model we propose is well-specified by employing the non-parametric hit-test of Patton (2001) . We first test whether our model is correctly specified ignoring possible time-dependence or auto-dependence using a simplified hit-test. For data on the DAX, FTSE, and CAC indices, we do not find the alternative model thus misspecified. However, as Patton (2001) pointed out, for the alternative model to be well specified we also need time-independence. Employing the hit-test with regressors including past hits, we test for misspecification of this kind and find one of our three return-pair series to be misspecified. We then propose to model the series of returnpairs by means of the same GARCH-process, but with a time-changing copula. The way the copula changes over time is slightly different from Patton's, which is due to the fact that in contrast to the exchange rate data Patton investigates, in our data there is hardly any upper tail-dependence.
Finally, our bivariate model is slightly modified to enable testing of volatility spillovers. The conditional variance of the return on one stock index is then modelled to depend additionally on the variance of the return on the second index. We employ likelihood-ratio tests to determine the direction of spillover effects.
The reminder of the paper is organized as follows. The next section presents informal evidence of asymmetric dependence in the DAX/FTSE return pairs. The third section provides an account of the concept of a copula and the properties it should have to be of interest for financial data and our testing exercise. The fourth section lays down a bivariate GARCH model with general copula dependence structure for the analysis of bivariate stock returns, and describes the various tests undertaken in this paper. The results of estimation and testing are presented in the fifth section. The final section presents conclusion.
MOTIVATING INFORMAL EVIDENCE
In this section we present crude estimates of lower and upper tail-dependence for the series of DAX/FTSE return pairs suggesting that joint normality (or even ellipticity) may not be an adequate model to explain bivariate stock-return data. Figure 1 shows a scatter plot of DAX versus FTSE returns for the period 3 August 1990 to 31 December 2001. Considering the different pattern of joint negative and joint positive extreme values, the graph suggests a non-linear dependence structure between DAX and FTSE returns. For the moment let us call a DAX return extreme if it exceeds 4% in absolute value, while a FTSE return is denoted extreme if it exceeds 3% in absolute value. Different threshold values are used for the DAX and the FTSE as the two index series display different variances. The cut-off values of 4% and 3% equal approximately three times the standard deviations, respectively 1 . Given these definitions, we observe 39 extreme DAX and 28 extreme FTSE returns in the slightly more than 11 years under consideration.
Figure 1 Scatter plot of DAX/FTSE returns
Let us now consider the occurrence of an extreme return event of one index given the return of the other index is also extreme. This yields crude empirical estimates of lower and upper tail-dependence (for a rigorous definition see the third section) in the bivariate equity returns. Consider first the event that the FTSE return is greater than +3%. This event is observed 13 times in our sample period. Of these 13 positive FTSE extremes there are four which are classified as (positively) extreme also for the DAX, the remaining nine being ordinary returns. A rough estimate for the upper tail-dependence in DAX/FTSE returns is thus 4/13 ≈ 0.3077. Conditioning on DAX returns, the estimate for upper tail-dependence would be 4/16 = 0.25, since there is a total of 16 positive extreme returns in the DAX index series.
On the negative side, consider all return-pairs, where the FTSE return is lower than −3%. There are 15 such instances, of which 11 are considered (negatively) extreme also for the DAX. This yields a crude estimate of lower tail-dependence of 11/15 = 0.7333. Conditioning on DAX returns, we have an estimate of lower tail-dependence of 11/23 ≈ 0.4783, since there is a total of 23 extreme negative FTSE returns. Values of 0.25 and 0.31 for the positive quadrant versus values of 0.48 and 0.73 for the negative quadrant suggest that there is substantially higher dependence in the lower tail of the distribution (negative extremes) than in the higher tail (positive extremes). This observation is not compatible with the presence of linear dependence structures like the one implied by the bivariate normal or the bivariate t-distribution. The bivariate normal distribution implies zero tail-dependence in both tails, while the bivariate t-distribution does display non-zero tail-dependence, but the same on both ends.
It is well known that stock returns are generally not identically distributed over all time periods. In fact, variances may change considerably over time. Let Y DAX and Y FTSE denote the standardized returns, where the time-changing variances have been separately estimated by a GARCH(1,1) process for each return series. The returns are now in units of their respective standard deviations. Table 1 shows empirical estimates of lower and upper tail-dependence and compares them to the tail-dependence implied by the joint normal distribution with a linear correlation of 0.56, the estimate for our data. These numbers indicate that the assumption of joint normality is seriously violated in a dangerous direction. The true joint 
where Y D and Y F are the GARCH(1,1) standardized DAX and FTSE returns, respectively. The last column shows the corresponding values for the bivariate normal with a correlation of 0.56, the estimated value.
distribution of the standardized returns of DAX and FTSE seems to display far heavier, especially lower, tail-dependence than the normal distribution implies. The asymmetry between lower and upper tail-dependence is also pronounced.
Assuming a normal distribution, the probability of a standardized return falling below the threshold of −3% is about 0.0014. In our sample such an event should only happen about four times. Yet it is observed 19 times for the DAX and 17 times for the FTSE return data, that is, four to five times the amount suggested by the normal distribution. This suggests that the marginal distributions should be modelled as Student-t rather than normal. Let us assume that the probability of a return falling short of −3% is 0.006 as suggested by our numbers above. Under normal dependence (normal copula), given a correlation parameter of 0.56, the probability of both return series realizing below −3% is 8.2 in 10,000. In a sample of 3,000 we would thus expect roughly 2.5 jointly extremely negative returns. Our DAX/FTSE data offers seven such instances. Conversely, the event of both returns exceeding +3% is observed only once in our sample. Using the empirical distributions for the marginals and the t 4 -copula implies an expected number of roughly 5.7 jointly extreme negative return pairs, as well as 5.7 jointly extreme positive return pairs. Of course the presence of seven jointly negative extreme return pairs and of 1 jointly positive extreme return pair in the DAX/FTSE data could be due to sampling error. Hence, we have to resort to more powerful tests than the simple one just undertaken. This is what this paper is about. Still we find Table 1 highly suggestive, and it motivates our testing exercise in this paper.
COPULA CHOICE
This section gives the definition of a copula, and definitions of tail-dependence and Spearman's rank correlation in terms of copulas. A few useful transformations of copulas and their properties are stated. Then some well-known families of copulas and their properties are discussed. Finally, a flexible, parameterized copula is constructed from these copulas, which meets a set of requirements we believe a copula should have in order to be of interest for stock-return data in general and for our empirical study in the fifth section in particular. The definitions and results in this section are mostly taken from Nelsen (1999) , Joe (1997) , and Embrechts et al. (2002) .
Definition 1 (Copula)
Let F be the joint distribution function of random variables X and Y with marginal distribution functions F x and F y , respectively. The copula C :
I is the closed unit interval. If F x and F y are continuous, then C is unique.
Definition 2 (Symmetry)
Fact 1 (Invariance) If (X, Y) has copula C and h 1 , h 2 are increasing, continuous functions, then (h 1 (X), h 2 (Y)) also has copula C.
Fact 2 (Convex Combination)
A convex combi- nation C(u, v) = n i=1 λ i C i (u, v) of n copulas, with n i=1 λ i = 1 and λ i ≥ 0 is again a copula.
Fact 3 (Density)
Let U and V be standard uniform random variables with copula C (u, v) . Then the joint density of U and V is given by
ThenŪ andV are also standard uniform random variables and the following statements are true:
Definition 4 (Tail-dependence) Let X and Y be random variables with continuous marginal distribution functions F x and F y and copula C.
The coefficient of lower tail-dependence is given by
If τ U (τ L ) ∈ (0, 1] X and Y are said to be asymptotically dependent in the upper (lower) tail. If τ U = 0 (τ L = 0) they are asymptotically independent in the upper (lower) tail.
Definition 5 (Spearman's Rho) Let X and Y be random variables with distribution functions F x and F y and copula C. Spearman's rank correlation is given by
where ρ is the usual linear correlation operator. Spearman's rank correlation can be expressed in terms of the copula C:
For the independence copula, II, Spearman's Rho is 0. If two random variables X and Y display a linear correlation of −1 or 1, then their Spearman's Rho is also given by −1 or 1, respectively.
Fact 5 (Properties of Convex Combinations and Rotations)
Let C 1 and C 2 be copulas and let C = λC 1 + (1 − λ)C 2 , for λ ∈ (0, 1) be a convex combination of the two copulas. By Fact 2 C is a copula. It is true that its lower (upper) tail-dependence is the λ-convex combination of the individual coefficients of lower (upper) taildependence. The same is true for Spearman's Rho and the density of C. Let C be a copula and let C −− be its 180°rotation as given in Fact 4. Then the lower (upper) tail-dependence of C −− is the same as the upper (lower) tail-dependence of C. Also Spearman's Rho of C −− is the same as Spearman's Rho of C.
Definition 6 (Well-known Copulas) Various well-known copulas are given below. The first three belong to the class of archimedean copulas, John Wiley & Sons, Ltd. Int. J. Intell. Sys. Acc. Fin. Mgmt. 11, 89-107 (2002 the remaining two are elliptical. −1 denotes the inverse of the cumulative distribution function of a standard normal random variable, T −1 ν denotes the inverse of the cumulative distribution function of a Student-t random variable with ν degrees of freedom, and is the gamma function. The α in C α is the vector of all parameters of the copula C α . Copula C α (u, v) α
Fact 6 (Properties of the above Copulas)
The definitions and facts stated above are the basic tools we need in order to construct flexible copulas to be applied to financial data. The brief investigation of the DAX/FTSE return series in the second section as well as the results of e.g. Longin and Solnik (2001) suggest that equity data might well show significant non-zero taildependence. This tail-dependence may be higher in the lower than in the upper tail. We should thus allow for the existence of asymmetric taildependence when specifying a copula model. Neither the normal copula nor the t-copula (see fact 6) have this feature. Obviously, any degree of (positive) correlation should be possible. Finally, since we are interested in testing normality or tdependence versus asymmetric tail-dependence, a copula of interest should nest the normal or Student-t copula.
Hence, we believe a copula of interest for positively correlated stock-return data should be flexible enough to allow for (i) asymmetric tail-dependence, (ii) the whole theoretical range of lower tail-dependence (τ L ∈ (0, 1)), (iii) any degree of (positive) Spearman's rank correlation (ρS ∈ (0, 1)), and (iv) it should nest either the normal or the student-t copula as a special case. Unfortunately, to our knowledge there is no nice and simple copula which would combine all the above-mentioned properties. We will thus take advantage of the fact that any convex combination of copulas is again a copula (Fact 2) with nice properties (Fact 5) to construct our ideal copula by combining different copulas, of which each exhibits at least one of the desired properties.
One possible choice for a copula which satisfies all the above-mentioned criteria is the convex combination, as given in Definition 6, of e.g. the Clayton and Gaussian copulas. Both the Gumbel or Joe copulas (as given in Definition 6) must be rotated by 180°as done in Fact 4, before use, as both copulas exhibit tail-dependence only in the upper tail. A convex combination of the rotated copula and the Gaussian copula would then meet all the criteria. The copulas used to test joint normal (joint Student-t) dependence in this paper are thus λ-convex combinations of the Gaussian (Student-t) copula and one of the copulas mentioned above, the Clayton, the rotated Gumbel (Gumbel r ), or the rotated Joe (Joe r ) copula. John Wiley & Sons, Ltd. Int. J. Intell. Sys. Acc. Fin. Mgmt. 11, 89-107 (2002 
MODEL, LIKELIHOOD AND TESTS
In this section we first describe the econometric model for the joint distribution of asset returns, which serves as the framework for our testing exercise. We then provide the profile likelihoodratio test employed for testing one dependence specification versus another and give a brief account of Patton's (2001) hit-test for goodnessof-fit, which we employ to test whether our alternative hypothesis is correctly specified. The model we introduce is a generalization and specialization of the multivariate GARCH model of Bollerslev (1990) , and is similar to the bivariate GARCH models suggested by Patton (2001), Rockinger and Jondeau (2001) , Hu (2002), and Mashal and Zeevi (2002) . Yet our model differs from theirs in the specific copula assumed for the joint distribution of the disturbances, which is tailored (see the previous section) to allow likelihood-based testing of the null hypothesis of normal or Student-t dependence versus the alternative hypothesis of asymmetric tail-dependence. Let y i,t , i = 1, 2 denote the return series of financial assets. Each return series is assumed to marginally follow a GARCH(1,1)-process (see Bollerslev, 1986) . The joint distribution of any two time t disturbances is given by assumed marginal distributions, F i , and the λ-parameterized convex combination, C, of two copulas:
In our testing exercise we assume the marginal distributions, F 1 and F 2 , to be either Studentt, as suggested e.g. by Bollerslev (1987) , or to be given by the empirical distribution of the fitted disturbances. The normal distribution does not describe the univariate tail-probabilities very well, due to the existence of fat tails in our financial data, and so fails to qualify for a marginal distribution. The actual copula used in our testing exercise is a convex combination of a traditional copula, C trad , and an archimedean copula, C tail . The traditional copula is assumed to be either the Gaussian copula, C ρ with parameter ρ, with zero tail-dependence in both tails, or the t-copula, C ρ,ν with parameters ρ and ν, with positive but symmetric lower and upper taildependence. The archimedean copula is either the Clayton, the rotated Gumbel, or the rotated Joe copula, each with parameter θ , and is such that it generally displays asymmetric tail-dependence. In fact, the archimedean copulas proposed exhibit non-zero tail-dependence only in the lower tail (see the previous section).
Let I t denote all information available at time t. In the model above this information includes asset returns and variances up to time t. Then conditional on I t−1 , the joint density for the observed returns (y 1,t , y 2,t ) is given by 2
where
is the density of copula C.
The log-likelihood is now easily obtained as the sum of the logarithm of the above joint densities over all t. Let 2 denote the vector of all parameters used in the model given by equations (7)-(10). The log-likelihood function can then be written as
where the density f (y 1,t , y 1,t |I t−1 ) is given by expression (11).
2 Note that the following is true: If X is a random variable with density f X and Y = µ + σ X, then 89-107 (2002) In the model given by equations (7)-(10) we take the dependence structure C and thus the tail-dependence to be time-invariant. One might want to test whether this assumption is too restrictive. We will do so by allowing λ to change over time and test for the nested case of a constant λ via a likelihood-ratio test. First, we have to specify a functional form for the evolution of λ. In the constant λ situation, the larger λ the larger the potential lower tail-dependence in the resulting convex copula. Consider now the Euclidean distance between a realization in the unit square and the origin. The smaller this distance, the closer the return realization is to the negative extreme situation, suggesting higher probability in the negative tail and thus a convex copula which puts more weight on the copula with asymmetrically higher lower tail-dependence. We thus propose the following equation 3 for the evolution of λ, where u and v are the 'uniformed' Student-t or empirical disturbances from the univariate GARCH(1,1)models:
where (x) = 1/(1 + e −x ) is the logistic transformation, which maps the real line IR into the unit interval I. At any time t, λ t is then explained by a constant δ 1 , by an autoregressive term δ 2 −1 (λ t−1 ), and by the average distance of the disturbance pairs and the origin over the last two weeks.
We are interested in the structure of the dependence between extreme events, and in particular whether either the traditional Gaussian copula with its implied zero tail-dependence or the t-copula with positive but still symmetric lower and upper tail-dependence are sufficient to capture the dependence structure in 3 This is slightly different from Patton's (2001) timechanging copulas. First, Patton makes the taildependence itself change over time. Second, the changes are driven by the distance of the uniformed disturbances to the diagonal in the unit square. This makes sense for Patton's data on exchange rates where both tails show dependence, but is not appropriate for our data on stock returns. bivariate stock returns. Preliminary results from the exploration of the DAX/FTSE data in the second section suggest that the observed taildependence may indeed be higher than the one implied by the normal copula, and the dependence structure may well be asymmetric. In order to test rigorously for the presence of positive taildependence and/or asymmetric dependence in bivariate stock returns, we suggest performing a profile likelihood-ratio (pLR) test. We want to test the null hypothesis that copula C in our econometric model given by equations (7)-(10) is the Gaussian or the t-copula, respectively, i.e. we want to test the null H 0 : λ = 0 versus the alternative H 1 : λ > 0.
In this case, the derivation of the asymptotic distribution of the LR-statistic is complicated by two things. First, there are nuisance parameters present under the null hypothesis. These are the parameters in the univariate GARCH models. Second, the subset of the parameter space where λ = 0 is on the boundary of the parameter space, which means that the distribution of the LR-statistic is not simply asymptotically Chisquare.
To deal with the first problem, we use the profile likelihood (see e.g. Barndorff-Nielsen and Cox, 1994), i.e. the likelihood as a function of λ only, where the random parameter estimates are assumed to be fixed at their estimated levels given λ. Under the null, these parameter estimates will be very accurate given our sample size of close to 3,000 return pairs. For the profile likelihood the result of Chernoff (1954) holds, that the asymptotic distribution of the pLRstatistic is an even mixture of the degenerate χ 2 0 -distribution and a χ 2 2 -distribution. The degrees of freedom in the second distribution are 2 since, under the null, there are two parameters which are not estimated, λ and the parameter of the archimedean copula, θ . To give an indication of how well the asymptotic distribution of the pLR-statistic is approximated by this χ 2 -mixture, given the true nuisance parameters are replaced by their estimates, we perform a small simulation exercise for the DAX/FTSE model with the rotated Gumbel copula. A pair of return series is generated 100 times from the model with parameters as estimated under the null. For each of these pairs of return series the unrestricted as well as the restricted model is estimated and their pLR-statistic computed. Out of the 100 realizations of the pLR-statistic, 47 were (virtually) zero, the remaining 53 are given in ascending order in Table 2 . The average of these 53 numbers is 2.2, the estimated variance 4.2. These numbers are close to the theoretical values for the mean and variance of the χ 2 2 -distribution of 2 and 4, respectively. Also the higher quantiles are very much in line with the theoretical ones.
To evaluate whether our proposed copula models are correctly specified, we employ the non-parametric hit-test introduced by Patton (2001) . In its simplest form this test involves comparing the theoretical and empirical number of realizations of uniformed disturbance-pairs in a set of specifically designed regions of the unit square. These regions are illustrated in Figure 2 . We use the regions suggested by Patton (2001) , which are chosen to capture potential misspecification in the lower and upper tails. In addition, the more elaborate version of this test allows testing the null of (residual) independence over time. This is of particular interest for our model with a time-invariant copula. In this case any hit in a particular region is regressed on past hits (one day, one week, one month past) using maximum likelihood. The null of no (residual) time-dependence can then be tested for by means of a likelihood-ratio test, testing whether all the coefficients of past hits are zero.
EMPIRICAL RESULTS
In this section we use data on stock-return pairs to estimate our model given by equations (7)-(10), and to test our hypotheses. The data consists of daily returns as of 4pm UK time of the DAX 30, the FTSE 100 and the CAC 40 indices for the period 3 August 1990 to 31 December 2001, as reported by Thomson Financial Datastream. We explicitly chose to use only stock indices for which simultaneous price quotations were available, so as to avoid problems resulting from nonsynchronicity of price observations. 4 Our sample period covers a total of 2976 observations for each index and includes the stock market crashes following the Asian and Russian crises in 1998 and the terrorist attack in September 2001, as well as the period of internationally declining stock markets starting as of March 2000.
We use Ox version 2.20 (Doornik, 1999 ) and the return series on the three asset pairs DAX/FTSE, DAX/CAC, and FTSE/CAC to estimate the bivariate return model given by equations (7)-(10). Tables 3 to 6 present estimation results for the various models with a timeinvariant copula. In addition to the parameter estimates we also report the coefficient of 4 Patton (2001) shows that for the conditional copula representation theorem (Sklar's theorem) to hold it is a sufficient and (often) necessary condition that the information sets in the marginal distributions and the copula be the same. Note: Margins are given by the empirical distributions, and the copula is a convex combination of the Gaussian and one of the Clayton, rotated Gumbel, or rotated Joe copulas. GARCH(1,1) parameter estimates are not given. Figure 2 ). We consider any p-value smaller than 0.05 (asterisked) a rejection of the hypothesis that the model is correctly specified. (3) for the bivariate return model given by equations (7)-(10) Margins are given by the empirical distributions, the copula is a convex combination of the t-copula and one of the Clayton, rotated Gumbel, or rotated Joe copulas, and λ is modelled to be time-changing as given by equation (13). Profile likelihood ratios for the hypothesis that λ is not time-varying, i.e. δ 2 = δ 3 = 0, are reported. GARCH(1,1) parameter estimates are not given. John Wiley & Sons, Ltd. Int. J. Intell. Sys. Acc. Fin. Mgmt. 11, 89-107 (2002 TAIL-DEPENDENCE IN STOCK-RETURN PAIRS lower tail-dependence τ L , the coefficient of upper tail-dependence τ U in the models involving the t-copula, 5 the profile log-likelihood, 6 and the profile likelihood-ratio statistic. Tables 3 and 4 give the results for the models with Student-t marginals for the disturbances; Tables 5 and 6 state results for the models where we use the empirical distribution for the marginal distribution of the disturbances. For the latter we still apply the GARCH-filtering to account for the time-changing volatility of returns, but the two univariate GARCH(1,1)-processes and the copula-models are estimated separately now.
For each of the model specifications, we perform the profile likelihood-ratio (pLR) test as described in the previous section. We test the hypothesis that the copula C in the econometric model (7)-(10) is the Gaussian or the t-copula, i.e. we test the null hypothesis H 0 : λ = 0 against the alternative hypothesis H 1 : λ > 0.
For any of the three data pairs, for any of the four different specifications of the model, and for any of the three different alternative copulas used, both the hypothesis of normal and that of student-t dependence are strongly rejected. This rejection together with an estimated coefficient for λ ranging from 0.26 to 0.65 for the Gaussian, and 0.16 to 0.60 for the t-copula, in the unrestricted models implies that the symmetric copulas exhibit too little difference (in fact none) between lower and upper tail-dependence to describe adequately the dependence structure between DAX, FTSE, and CAC returns. Furthermore, the degree of lower tail-dependence is in general under-estimated by both the Gaussian and Student-t copulas. Our results suggest that the 'true' dependence is rather a mixture of the normal or t-copula and a second copula, which exhibits asymmetric tail-dependence, here the Clayton, the rotated Gumbel, or the rotated Joe copula.
Having established the need for a copula allowing for asymmetric dependence, we now 5 A convex combination of the Gaussian copula and any of the three archimedean copulas always displays zero upper tail-dependence, see the third Section. 6 Not for the models with empirical disturbance distributions. In these cases, for computational convenience we added a constant to the profile log-likelihood, which does not affect the profile log-likelihood-ratio statistic.
turn to test the goodness-of-fit of the estimated asymmetric bivariate return models, using Patton's (2001) hit-test. We do this only for the apparently superior models where the marginal distribution of the disturbances is taken as their empirical distribution. Table 7 reports p-values for model (7)-(10), where C trad is the Gaussian or the t-copula, respectively. We consider any p-value of less than 0.05 as evidence of a model misspecification. Given the number of tests we undertake this is not very conservative. We first perform the hit-test with no lagged information. Of all the models estimated, only the model with the Clayton-Gaussian copula for the DAX/CAC return data is misspecified.
The more interesting hit-test is the one where we test whether lagged hits can explain current hits. Even according to this test the majority of models is correctly specified. Three of the gaussian and one of the t-copula models are misspecified given our rejection criterion. Three of this four rejections are observed for the DAX/CAC returns, one for DAX/FTSE returns. Three of these are well-specified, however, if the tcopula instead of the normal one is used. The only misspecified model according to the time-varying version of the hit-test, when the t-copula is taken to be the symmetric copula, is the Clayton-t model for the DAX/CAC data.
At least in the DAX/CAC data, the bivariate return model should probably allow for a time-varying copula. We thus estimate a modified version of our return model as given by equations (7)-(10), where we let λ t evolve over time according to equation (13). Parameter estimates for various specifications of this model are shown in Table 8 . In addition, the profile likelihood-ratio statistic is given. Interestingly, this test easily rejects all the time-invariant models. The fact that the hit-test in most cases does not reject the time-invariant models, while the profile likelihood-ratio test does, is due to the fact that the pLR-test has much higher power than any non-parametric test, such as the hit-test, if we have a particular parametric alternative model at hand. Of course pLR-tests cannot be used if no such parametric alternative is assumed. For the time-varying models parameterized through equation (13) the hit-test cannot not find any additional time-dependence. Table 7 shows that all the time-changing models pass the goodness-offit test.
The bivariate return model as given by equations (7)-(10) allows us to test for volatility spillovers among the three markets if we introduce appropriate exogenous variables in the variance equations (8). The modified variance equation of stock return i is then given by
The general model now allows both conditional return variances to depend on the other market's volatility, respectively. We employ likelihoodratio tests to determine the direction of spillover effects. Consider for example the DAX/FTSE return pair. We first test the hypothesis that spillovers occur only in one direction, i.e. either from London to Frankfurt, H 0 : δ DAX = 0 (in the FTSE-variance equation), or from Frankfurt to London, H 0 : δ FTSE = 0 (in the variance equation of the DAX returns) against the alternative that both spillover terms are present. We then proceed to test the new null of no spillovers, i.e. H 0 : δ DAX = δ FTSE = 0, against the alternative that spillovers work in one direction only, where the direction is determined by the outcome of the above tests.
In the DAX/FTSE and the DAX/CAC return data, the results of the test procedure described above are as follows. In both bivariate models the null that spillover effects exist only in one direction, from Frankfurt to London or from Frankfurt to Paris, i.e. lagged volatility in the DAX helps to explain the current variability in both the FTSE and CAC stock indices, cannot be rejected at a significance level of 0.01. When testing the null of zero spillover effects in either direction against these semi-restricted models, the hypothesis of no crossover effects whatsoever is rejected at a significance level of 0.01. Our results, which do not depend on the specific heavy tail-dependent copula used, therefore indicate that volatility transmissions occur from Frankfurt to London, and from Frankfurt to Paris, and not vice versa. These results, at least those for the Frankfurt/London case, contrast with the evidence reported by Kanas (1998) , who examines volatility transmissions across London, Frankfurt and Paris, and finds unidirectional spillovers from London to Frankfurt.
To present a thorough picture of the directions of volatility spillovers among European stock exchanges, acknowledging asymmetric dependence at the same time, a more detailed analysis should be undertaken. Exogenous volatility shocks, for example, might better be modelled as averages over a certain period than simply as lagged volatilities. It could also be interesting to analyze the changes in different volatility coefficients, depending on whether and which exogenous shocks are found to be present. Also when analyzing spillovers between three markets one should probably model them simultaneously in a three-variate model.
CONCLUSIONS
We study the nature of dependence between return pairs on European stock indices. The model of stock-return pairs we use is a bivariate GARCH(1,1)-model with a fairly general dependence structure similar to recent models of Patton (2001) , Rockinger and Jondeau (2001), Hu (2002) , and Mashal and Zeevi (2002) . The dependence between the disturbances is characterized by their marginal distribution, assumed to be either student-t or taken as their empirical distribution, and their copula. The copula in this paper is such that it allows for (i) asymmetric tail-dependence, (ii) any degree of lower tail-dependence, (iii) any positive value for Spearman's Rho, and (iv) such that it nests either the Gaussian or the student-t copula, copulas usually used when analyzing financial data.
This model allows us to use write down a profile likelihood test of the hypothesis of either normal or Student-t dependence against the alternative of asymmetric tail-dependence. Since we are testing for a parameter being on the boundary of the parameter space, the pLRstatistic has an asymptotic distribution given by an even mixture of the degenerate χ 2 0 and a χ 2 2 -distribution. In using the profile likelihood we are assuming away the stochastic nature of the estimates of the nuisance parameters in the model, which are the parameters describing the GARCH-processes for the marginals. A simulation exercise is undertaken to illustrate the validity of this assumption. The profile likelihood-ratio test easily rejects the assumption of both normal and Studentt dependence in any specification of our basic model. The data displays significantly asymmetric tail-dependence as well as higher lower tail-dependence than it would under the null hypothesis of either normal or Student-t dependence. Our findings, which are in line with the results of Longin and Solnik (2001) , are important for a number of financial applications. The 1-day Value-at-Risk may well be seriously underestimated if normal or student-t dependence is assumed. Also optimal portfolio weights may well differ substantially from the normal or Student-t case.
Finally we use Patton's (2001) hit-test to test for misspecification of our alternative model with a time-invariant copula. Most models cannot be rejected on evidence from the hit-test. For the DAX/CAC return pair series, however, the hit-test indicates that at least one model is seriously misspecified. In order to account for the apparent dependence over time we adopt another model which differs from the ones used previously in one respect. The copula is allowed to change over time, in a slightly different manner than in Patton (2001) , due to the different nature of our data on stock-returns as opposed to Patton's data on exchange rates. Interestingly, profile likelihood-ratio tests of the null of time-invariance reject the hypothesis even in the models the hit-test did not identify as misspecified. This is due to the fact that tests based on the likelihood function are generally more powerful than any non-parametric tests such as the hit-test. Patton's hit-test, however, is applicable against any alternative. We therefore employ it again for our time-varying model to see whether any additional dependence over time is present in the data and find that according to the hit-test all models are finally correctly specified.
