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ON A COUNTEREXAMPLE IN CONNECTION WITH
THE PICARD-LINDELO¨F THEOREM
GEORGIOS PASSIAS1 AND SVEN-AKE WEGNER2
The Picard-Lindelo¨f theorem is a classical topic of undergraduate analysis. One of its most common
formulations is that the initial value problem
y′ = f(x, y), y(x0) = y0, (1)
where x0, y0 ∈ R, a, b > 0 and f : [x0− a, x0+ a]× [y0− b, y0+ b]→ R is continuous, has a unique local
solution, provided that f satisfies a Lipschitz condition with respect to y, i.e., if
|f(x, y1)− f(x, y2)| 6 L · |y1 − y2| (2)
holds for x ∈ [x0 − a, x0 + a] and y1, y2 ∈ [y0 − b, y0 + b] with a constant L > 0. In order to show that
dropping the Lipschitz condition leads to loosing the uniqueness, all foundational textbooks seem to
use examples like y′ = y2/3, cf. Arnold [2, p. 36], y′ = |y|1/2, cf. Walter [5, p. 15], or variants of the
latter. None of these textbooks gives an example showing that the Lipschitz condition with respect to
y cannot be replaced by requiring that f(x, ·) : [y0 − b, y0 + b] → R is Lipschitz continuous for every
x ∈ [x0 − a, x0 + a]. Only in the much more advanced literature, where the question how (2) can be
weakened such that uniqueness is actually preserved, e.g., via Nagumo’s criterion, see Hartman [3] or
Agarwal, Lakshmikantham [1], examples appear, which show that the second condition above is not
enough for uniqueness.
The first aim of this note is to give an elementary and straightforward example that illustrates the
latter. The example is explicit and can even be given as an exercise to students. Indeed, it helps to
prevent a common misbelief of students, namely that for f(x, y) a Lipschitz condition with respect to
y, and Lipschitz continuity in y for every fixed x, are the same—or at least that the latter, and weaker,
condition would be enough for the Picard-Lindelo¨f theorem to hold.
The idea behind the example is to divide the first quadrant by two parabolas with vertex at zero into
three “distorted sectors”, cf. Fig. 1. The function f is then defined on the top and on the bottom sector
in a way that the corresponding initial value problems are integrable and their solutions stay in the
respective sectors. The gap over the middle sector is then filled by “connecting opposite values with a
straight line in y-direction”. The existence of two solutions disqualifies f from satisfying a Lipschitz
condition. But cutting through the graph of f for fixed x in y-direction leads to a function f(x, ·) that
is first constant, then linearly increasing, then again constant—and thus of course Lipschitz continuous.
Example 1. Consider the continuous function f : [0,∞)× [0,∞)→ R, given by
f(x, y) =


x/2 if 0 6 y 6 x2/2,
x/2 + 5(y − x2/2)/x if x2/2 < y < x2,
3x if x2 6 y.
Then the initial value problem y′ = f(x, y), y(0) = 0, has the two solutions ϕ1, ϕ2 : [0,∞) → R,
ϕ1(x) = x
2/4, ϕ2(x) = 3x
2/2, which satisfy ϕ1|[0,ε] 6= ϕ2|[0,ε] for any ε > 0. Moreover, for any x ∈ [0,∞)
there exists L > 0 such that for all y1, y2 ∈ [0,∞) the estimate |f(x, y1) − f(x, y2)| 6 L · |y1 − y2| is
valid.
Proof. As ϕ1 lies completely in the area 0 6 y 6 x
2/2 and ϕ2 lies completely in the area x
2 6 y,
it is straightforward to check that ϕ1 and ϕ2 both solve the initial value problem. If x = 0, then
f(x, ·) ≡ 0 holds and the condition is trivial. For x > 0 we put L = 5/x. Then g : [x2/2, x2] → R,
g(y) = x/2+5(y−x2/2)/x is continuously differentiable with derivative g′(y) = 5/x, and g(y) = f(x, y)
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holds for all y ∈ [x2/2, x2]. Let y1, y2 ∈ [0,∞) be given and assume w.l.o.g. that y1 < y2. If
y1, y2 ∈ [0, x
2/2] or y1, y2 ∈ [x
2,∞), then f(x, y1) = f(x, y2). If otherwise y1 ∈ [0, x
2) and y2 ∈
(x2/2,∞) we can assume w.l.o.g. that y1 > x
2/2 and y2 6 x
2, since for y1 ∈ [0, x
2/2] we have
f(x, y1) = f(x, x
2/2), and for y2 ∈ [x
2,∞) we have f(x, y2) = f(x, x
2). Since g′ ≡ 5/x = L holds we
get |f(x, y1)− f(x, y2)| 6 |g(y1)− g(y2)| 6 L · |y1 − y2| for all y1, y2 ∈ [0,∞). 
The above can be modified as follows in order to construct an initial value problem of the form considered
on p. 1 with x0 = y0 = 0, a = b = 1. We define f(x, y) as in Example 1 if x, y > 0, put f(x, y) = 0
if x < 0, and f(x, y) = x/2 if x > 0 and y < 0. Then, (1) has the solutions ϕ1 : [−1, 1] → R and
ϕ2 : [−1, (2/3)
1/2]→ R given by ϕ1(x) = x
2/4 and ϕ2(x) = 3x
2/2 for x > 0 and ϕ1(x) = ϕ2(x) = 0 for
x < 0. It is straightforward to show that f(x, ·) is Lipschitz continuous for every x ∈ [−1, 1].
The second aim of this paper is to approach the Cauchy problem (1) and Example 1 from a compu-
tational point of view. Here, it is interesting that the Euler method yields only the solution ϕ1, since
f(0, 0) = 0 implies that the first part of the polygonal curve is always zero, and later the approximant
stays in the area 0 6 y 6 x2/2 since “the slope field keeps it away from the upper boundary of this
area”. On the other hand, one can also easily reach the solution ϕ2 numerically. For this, one has to
modify the Euler method by pushing the approximant in the initial step into the area x2 6 y. This can
be done, e.g., via
1: function PushEuler(f, x0, y0,K, h, n)
2: x1 ← x0 + h, y1 ← y0 +K · h
3: for j ← 2 to n do
4: m ← f(xj−1, yj−1)
5: xj ← xj−1 + h, yj ← yj−1 +m · h
6: end for
7: return (xj , yj)j=0,...,n
8: end function
which leads with K = 1 for the initial value problem of Example 1 to the following pictures.
h = 0.1 h = 0.05 h = 0.01
Figure 1: Polygonal curves (red) generated by PushEuler, the solutions ϕ1 (dashed black)
and ϕ2 (solid black). The shaded areas indicate the different formulas that define f .
An adaption of that proof of Peano’s theorem relying on the Euler method, see e.g. [5, p. 78], shows
the following: Given a continuous right hand side f , then a sequence (pm)m∈N of polygonal curves,
corresponding to partitions of mesh size hm → 0, and arizing from the algorithm above, contains a
subsequence that converges on [x0, x0 + a] uniformly to a solution of (1). In Example 1 it is easy to
show that this subsequence must converge to ϕ2. Detailed proofs can be found in [4]. We point out,
that the above illustrates that already not too harmful looking right hand sides can give rise to two
distinct non-trivial solutions, of which only one is discovered by the numerical method.
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