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Abstract
Recently the basic setting has been established for the development of
quaternionic Hermitean Clifford analysis, a theory centred around the
simultaneous null solutions, called q–Hermitean monogenic functions,
of four Hermitean Dirac operators in a quaternionic Clifford algebra
setting. Borel–Pompeiu and Cauchy integral formulae have been es-
tablished in this framework by means of a (4 × 4) circulant matrix
approach. By means of the matricial quaternionic Hermitean Cauchy
kernel involved in these formulae, a quaternionic Hermitean Cauchy
integral may be defined. The subsequent study of the boundary limits
of this Cauchy integral then leads to the definition of a quaternionic
Hermitean Hilbert transform. These integral transforms are studied
in the present paper.
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1 Introduction
Euclidean Clifford analysis is a higher dimensional function theory offering a re-
finement of classical harmonic analysis. The theory is centred around the concept
of monogenic functions, i.e. null solutions of a first order vector valued rotation
invariant differential operator, called Dirac operator, which factorizes the Lapla-
cian; monogenic functions may thus also be seen as a generalization of holomor-
phic functions in the complex plane. Its roots go back as early as the 1930’s.
For more details on this function theory we refer e.g. to the standard references
[3, 10, 12, 13, 14].
More recently Hermitean Clifford analysis emerged as a refinement of the
Euclidean setting for the case of R2n. Here, Hermitean monogenic functions are
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considered, i.e. functions taking values either in a complex Clifford algebra or in
complex spinor space, which are simultaneous null solutions of two complex Her-
mitean Dirac operators, which are invariant under the action of the unitary group.
For the systematic development of this function theory we refer e.g. to [4, 5, 6].
In the recent papers [8, 9, 11, 16], the Hermitean Clifford analysis setting was
further generalized by considering functions on R4n with values in a quaternionic
Clifford algebra. Here the so–called quaternionic Hermitean Dirac equation is
studied, which corresponds to functions being simultaneous null solutions of four
mutually related quaternionic Dirac operators, which are invariant under the action
of the symplectic group. In [1], Borel–Pompeiu and Cauchy integral formulas are
established in this quaternionic Hermitean setting, by following a (4× 4) circulant
matrix approach, which can be seen as similar in spirit to the circulant (2 × 2)
matrix approach introduced in [7] within the complex Hermitean Clifford case.
It is clear that, by means of the matricial quaternionic Hermitean Cauchy kernel
defined in that paper, also a quaternionic Hermitean Cauchy integral may be
defined, the study of the boundary limits of which will subsequently lead to the
introduction of a quaternionic Hermitean Hilbert transform. The study of these
integral transforms is the main subject of the present paper.
2 Preliminaries
Let R0,m be the real Clifford algebra of signature (0,m) constructed over the
Euclidean space Rm, which is endowed with the orthonormal basis (e1, . . . , em).
The non-commutative multiplication in R0,m then is governed by the rules
e2` = −1, ` = 1, . . . ,m, e`ek + eke` = 0, `, k = 1, . . . ,m, ` 6= k
and the following automorphisms are considered:
(i) the conjugation, given by e` = −e` and ab = ba, for any a, b ∈ R0,m;
(ii) the main involution, given by e˜` = −e` and a˜b = a˜b˜ for any a, b ∈ R0,m.
In particular we consider the skew–field of quaternions H whose elements will
be denoted by q = x0 + ix1 + jx2 + kx3 with i2 = j2 = k2 = −1 and ij =
−ji = k. Clearly H may be identified with the Clifford algebra R0,2 making the
identifications i↔ e1, j ↔ e2 and k ↔ e1e2. The automorphisms (i) and (ii) then
respectively lead to the H–conjugation
q = x0 − ix1 − jx2 − kx3
and to the main H–involution
qγ ≡ q˜ = x0 − ix1 − jx2 + kx3
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However, it is quite natural to introduce two more H–involutions defined by
qα = x0 + ix1 − jx2 − kx3
qβ = x0 − ix1 + jx2 − kx3
In what follows we will consider the Clifford algebra Hm = H ⊗R R0,m, with
elements λ =
∑
A eAλA, λA ∈ H, where eA are the canonical basis elements of R0,m
generated by (e1, . . . , em), and where it is tacitly understood that the quaternionic
scalars commute with the Clifford basis vectors. The quaternionic Hermitean
conjugate of λ ∈ Hm is defined as the composition of the H–conjugation and the
Clifford conjugation in R0,m, i.e. λ† =
∑
A eAλA. We also define a norm in Hm,
namely
|λ| =
[
λλ†
]
0
=
∑
A
|λA|2
where [·]0 stands for the scalar part of a quaternionic Clifford number.
From now on we assume the dimension to be a quadruple: m = 4n, and we
introduce an alternative basis for H4n.
Definition 1 ([16]) The quaternionic Witt basis of H4n = H⊗RR0,4n is given by
{f`, fα` , fβ` , fγ` }, ` = 1, . . . , n, where
f` = e1+4(`−1) − ie2+4(`−1) − je3+4(`−1) − ke4+4(`−1),
fα` = e1+4(`−1) − ie2+4(`−1) + je3+4(`−1) + ke4+4(`−1),
fβ` = e1+4(`−1) + ie2+4(`−1) − je3+4(`−1) + ke4+4(`−1),
fγ` = e1+4(`−1) + ie2+4(`−1) + je3+4(`−1) − ke4+4(`−1).
Let us now define the following real Clifford vectors associated to an element
(x1, . . . , x4n) in R4n:
X = X0 =
n∑
`=1
(e4`−3x4`−3 + e4`−2x4`−2 + e4`−1x4`−1 + e4`x4`)
X1 =
n∑
`=1
(e4`−3x4`−2 − e4`−2x4`−3 − e4`−1x4` + e4`x4`−1)
X2 =
n∑
`=1
(e4`−3x4`−1 + e4`−2x4` − e4`−1x4`−3 − e4`x4`−2)
X3 =
n∑
`=1
(e4`−3x4` − e4`−2x4`−1 + e4`−1x4`−2 − e4`x4`−3)
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Here X0 corresponds to the usual Clifford vector X associated to (x1, . . . , x4n),
while X1, X2, X3 are similar to the twisted vector variable of the complex Her-
mitean case, see [6, 4]. We have X20 = X
2
1 = X
2
2 = X
2
3 = −|X|2, while
{Xr, Xs} ≡ XrXs +XsXr = 0, r, s = 0, 1, 2, 3, r 6= s (1)
Next we define the differential operators
∂X = ∂X0 =
n∑
`=1
(e4`−3∂x4`−3 + e4`−2∂x4`−2 + e4`−1∂x4`−1 + e4`∂x4`)
∂X1 =
n∑
`=1
(e4`−3∂x4`−2 − e4`−2∂x4`−3 − e4`−1∂x4` + e4`∂x4`−1)
∂X2 =
n∑
`=1
(e4`−3∂x4`−1 + e4`−2∂x4` − e4`−1∂x4`−3 − e4`∂x4`−2)
∂X3 =
n∑
`=1
(e4`−3∂x4` − e4`−2∂x4`−1 + e4`−1∂x4`−2 − e4`∂x4`−3)
Again, note that ∂X0 corresponds to the usual Dirac operator ∂X , while ∂X1 , ∂X2 ,
∂X3 are analogues of the twisted Dirac operator in the complex Hermitean case.
Similarly as above, we have the relations ∂2X0 = ∂
2
X1
= ∂2X2 = ∂
2
X3
= −∆4n, and{
∂Xr , ∂Xs
} ≡ ∂Xr∂Xs + ∂Xs∂Xr = 0, r, s = 0, 1, 2, 3, r 6= s
Starting from these Euclidean variables and operators, their quaternionic Her-
mitean counterparts are defined. First the quaternionic Hermitean variables are
given by
Z = Z0 = X0 + iX1 + jX2 + kX3
Z1 = X0 + iX1 − jX2 − kX3
Z2 = X0 − iX1 + jX2 − kX3
Z3 = X0 − iX1 − jX2 + kX3
or equivalently, in terms of the quaternionic Witt basis elements, by
Z = Z0 =
n∑
`=1
f`(x4`−3 + ix4`−2 + jx4`−1 + kx4`)
Z1 =
n∑
`=1
fα` (x4`−3 + ix4`−2 − jx4`−1 − kx4`)
Z2 =
n∑
`=1
fβ` (x4`−3 − ix4`−2 + jx4`−1 − kx4`)
Z3 =
n∑
`=1
fγ` (x4`−3 − ix4`−2 − jx4`−1 + kx4`)
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We have the basic relations
Z0Z
†
0 + Z1Z
†
1 + Z2Z
†
2 + Z3Z
†
3 = Z
†
0Z0 + Z
†
1Z1 + Z
†
2Z2 + Z
†
3Z3 = 16|X|2
The Hermitean Dirac operators are similarly derived from the Euclidean ones:
∂Z0 =
1
16
(∂X0 + i∂X1 + j∂X2 + k∂X3)
∂Z1 =
1
16
(∂X0 + i∂X1 − j∂X2 − k∂X3)
∂Z2 =
1
16
(∂X0 − i∂X1 + j∂X2 − k∂X3)
∂Z3 =
1
16
(∂X0 − i∂X1 − j∂X2 + k∂X3)
They establish a decomposition of the Laplacian in R4n:
1
16
∆4n = ∂Z0∂
†
Z0
+∂Z1∂
†
Z1
+∂Z2∂
†
Z2
+∂Z3∂
†
Z3
= ∂†Z0∂Z0+∂
†
Z1
∂Z1+∂
†
Z2
∂Z2+∂
†
Z3
∂Z3
Finally we introduce the central concept in our setting, see [16].
Definition 2 Let Ω be an open set in R4n. A continuously differentiable function
f : Ω 7→ H4n is said to be q–Hermitean monogenic in Ω iff it satisfies the system
∂Z0f = ∂Z1f = ∂Z2f = ∂Z3f = 0, or, equivalently, the system ∂X0f = ∂X1f =
∂X2f = ∂X3f = 0.
A q–Hermitean monogenic function in Ω is automatically monogenic in Ω and thus
harmonic in Ω. It is worth mentioning that in [11], the author focussed on the
underlying group invariance properties and for that purpose introduced a different
system. However, it was proven in detail in [8] that the system in Definition 2,
introduced first in [16], and the system in Definition 9 of [11] are equivalent, giving
rise to the same notion of quaternionic Hermitean monogenic functions.
The fundamental solutions of the Dirac operators ∂Xr , r = 0, 1, 2, 3, i.e. the
orthogonal Cauchy kernels, are respectively given by
Er(X) = − 1
a4n
Xr
|X|4n , r = 0, 1, 2, 3
where a4n denotes the area of the unit sphere S4n−1 in R4n. Explicitly, this means
that ∂XrEr(X) = δ(X), r = 0, 1, 2, 3, where δ(X) stands for the delta distribution
in R4n. Similarly as above, we now introduce the Hermitean Cauchy kernels by
E0 = E0 − iE1 − jE2 − kE3
E1 = E0 − iE1 + jE2 + kE3
E2 = E0 + iE1 − jE2 + kE3
5
E3 = E0 + iE1 + jE2 − kE3
Explicitly this yields
Er(Z) = 1
a4n
Z†r
|Z|4n , r = 0, 1, 2, 3
The kernels Er are not the fundamental solutions of the respective Hermitean Dirac
operators ∂Zr , r = 0, 1, 2, 3. However, the following result holds, see [1].
Theorem 1 Introducing the circulant (4× 4) matrices
D =

∂Z0 ∂Z3 ∂Z2 ∂Z1
∂Z1 ∂Z0 ∂Z3 ∂Z2
∂Z2 ∂Z1 ∂Z0 ∂Z3
∂Z3 ∂Z2 ∂Z1 ∂Z0
 , E =

E0 E3 E2 E1
E1 E0 E3 E2
E2 E1 E0 E3
E3 E2 E1 E0

and
δ =

δ 0 0 0
0 δ 0 0
0 0 δ 0
0 0 0 δ

one obtains that DTE = EDT = δ.
Therefore, E may be considered as a fundamental solution ofD, when this concept
is reinterpreted in a matricial context. This simple but remarkable fact has lead
to the idea of following a matrix approach in order to establish a Cauchy integral
formula in the quaternionic Hermitean setting, see [1]. In the same order of ideas,
we will now use the kernel E to define Cauchy and Hilbert transforms in the ma-
tricial quaternionic Hermitean setting.
To this end we associate, with functions g0, g1, g2 and g3 defined in Ω ⊂ R4n
and taking values in H4n, the (4× 4) circulant matrix function
G =

g0 g3 g2 g1
g1 g0 g3 g2
g2 g1 g0 g3
g3 g2 g1 g0
 ≡ circ

g0
g1
g2
g3
 (2)
the latter notation being justified by the fact that a circulant matrix is fully de-
termined by its first column. In what follows, we will use small letters to denote
H4n–valued functions and boldface capitals for (4× 4) circulant matrix functions.
We say that G belongs to some class of functions if all its entries belong to that
class. In particular, the spaces of k-times continuously differentiable, of α-Ho¨lder
continuous (0 < α ≤ 1) and of p-integrable (4 × 4) circulant matrix functions on
some suitable subset E of R4n are respectively denoted by Ck(E), C0,α(E) and
6
Lp(E). The corresponding spaces of H4n–valued functions are, as usual, denoted
by Ck(E), C0,α(E) and Lp(E). Moreover, introducing the non–negative function
‖G(X)‖ = maxr=0,1,2,3 {|gr(X)|}, the classes C0,α(E) and Lp(E) may also be de-
fined by means of the respective traditional conditions
‖G‖α = max
X∈E
‖G(X)‖+ sup
X,Y ∈E, X 6=Y
‖G(X)−G(Y )‖
|X − Y |α < +∞
and
‖G‖p =
(∫
E
‖G(X)‖p
) 1
p
< +∞
Definition 3 We call the (4×4) circulant matrix function G (left) Q–Hermitean
monogenic in Ω if and only if, in Ω,
DTG = O (3)
where O denotes the matrix with zero entries.
The above system (3) explicitly reads
∂Z0g0 + ∂Z1g1 + ∂Z2g2 + ∂Z3g3 = 0
∂Z3g0 + ∂Z0g1 + ∂Z1g2 + ∂Z2g3 = 0
∂Z2g0 + ∂Z3g1 + ∂Z0g2 + ∂Z1g3 = 0
∂Z1g0 + ∂Z2g1 + ∂Z3g2 + ∂Z0g3 = 0
whence clearly, theQ–Hermitean monogenicity ofG does not imply the q–Hermitean
monogenicity of its entries. However, an important special case occurs when con-
sidering the matrix function
G0 =

g 0 0 0
0 g 0 0
0 0 g 0
0 0 0 g
 ≡ circ

g
0
0
0
 (4)
Indeed, G0 is Q–Hermitean monogenic if and only if the function g is q–Hermitean
monogenic.
3 The Q-Hermitean Cauchy transform
Let Ω be a bounded, simply connected domain in R4n with smooth boundary
Γ = ∂Ω. The unit normal vector n(X) on Γ at a point X ∈ Γ is given by
n(X) = n0(X) =
n∑
`=1
(e4`−3n4`−3(X)+e4`−2n4`−2(X)+e4`−1n4`−1(X)+e4`n4`(X))
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and we moreover introduce its ”twisted” versions
n1(X) =
n∑
`=1
(e4`−3n4`−2(X)− e4`−2n4`−3(X)− e4`−1n4`(X) + e4`n4`−1(X))
n2(X) =
n∑
`=1
(e4`−3n4`−1(X) + e4`−2n4`(X)− e4`−1n4`−3(X)− e4`n4`−2(X))
n3(X) =
n∑
`=1
(e4`−3n4`(X)− e4`−2n4`−1(X) + e4`−1n4`−2(X)− e4`n4`−3(X))
giving rise in the usual way (up to a constant factor) to their Hermitean counter-
parts
N0 = 116(n0 + in1 + jn2 + kn3)
N1 = 116(n0 + in1 − jn2 − kn3)
N2 = 116(n0 − in1 + jn2 − kn3)
N3 = 116(n0 − in1 − jn2 + kn3)
and the corresponding circulant matrix
N = circ

N0
N1
N2
N3

Then the following Cauchy integral formulae were established in [1] forQ–Hermitean
monogenic matrix functions and q–hermitean monogenic functions, respectively.
Theorem 2 (Q-Hermitean Cauchy integral formula) Let Ω be as above. If
the circulant matrix function G, given by (2), belongs to C1(Ω) and moreover is
Q–Hermitean monogenic in Ω then∫
Γ
E(Z − V )N T (Z)G(X)dS(X) =
{
G(Y ), Y ∈ Ω+
O, Y ∈ Ω−
In particular, if the function g ∈ C1(Ω) is q–Hermitean monogenic in Ω then∫
Γ
E(Z − V )N T (Z)G0(X)dS(X) =
{
G0(Y ), Y ∈ Ω+
O, Y ∈ Ω−
where G0 is the corresponding matrix function (4). Here, Z and V denote the
quaternionic Hermitean counterparts of the Clifford vectors X and Y , respectively.
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These results motivate the introduction of the notion of aQ–Hermitean Cauchy
transform, given by
C [G] (Y ) =
∫
Γ
E(Z − V )N T (Z)G(X)dS(X), Y /∈ Γ (5)
for G ∈ C(Γ). It directly follows that C [G] is a Q–Hermitean monogenic matrix
function in R4n \ Γ, vanishing at infinity.
We will now show, by a direct calculation, that the Q-Hermitean Cauchy
transform (5) can be expressed in terms of the Euclidean Cauchy type integrals
Cr,s g(Y ) =
∫
Γ
Er(X − Y )ns(X)g(X)dS(X), Y /∈ Γ, r, s = 0, 1, 2, 3 (6)
For this purpose, however, we need the following auxiliary result.
Lemma 1 The Euclidean Cauchy integrals (6) show the following properties in
R4n \ Γ:
(i) ∂Y rCr,s g(Y ) = 0, r, s = 0, 1, 2, 3;
(ii) ∂Y rCs,t g(Y ) + ∂Y sCr,t g(Y ) = 0, r, s, t = 0, 1, 2, 3.
Proof.
(i) This follows from the fact that the Cauchy kernel Er(X−Y ) is monogenic with
respect to Y r as long as X 6= Y .
(ii) A direct calculation shows that, taking into account (1),
∂Y rEs(X − Y ) + ∂Y sEr(X − Y ) = 0
as long as X 6= Y . 
Explicitly, we then obtain for G ∈ C(Γ), that
C [G] = 1
4
circ

C0,0 + C1,1 + C2,2 + C3,3
C0,0 − C2,2 + j(C1,3 + C3,1)
C0,0 − C1,1 + C2,2 − C3,3
C0,0 − C2,2 − j(C1,3 + C3,1)
 [G]
In particular, for the special case of the matrix function G0, the action of C is
reduced to
C [G0] = 14 circ

C0,0 g + C1,1 g + C2,2 g + C3,3 g
C0,0 g − C2,2 g + j(C1,3 g + C3,1 g)
C0,0 g − C1,1 g + C2,2 g − C3,3 g
C0,0 g − C2,2 g − j(C1,3 g + C3,1 g)

9
It is clear that, in general, C [G0] will not turn out to be a diagonal matrix, whence
its entries will not be q–Hermitean monogenic functions. The particular situation
where C [G0] does become diagonal is equivalent to the conditions
C0,0 g = C2,2 g (7)
C1,3 g = −C3,1 g (8)
2C0,0 g = C1,1 g + C3,3 g (9)
whereupon
C [G0] = circ

C2,2 g
0
0
0
 = circ

C0,0 g
0
0
0
 = 12 circ

C1,1 g + C3,3 g
0
0
0
 (10)
At first sight, and in contrast to the complex Hermitean case, the conditions (7)–
(9) do not directly, i.e. without using the Q–Hermitean monogenicity of C [G0],
imply the q–Hermitean monogenicity of C0,0 g. Yet, by Lemma 1, we have that
∂Y 0C0,0 g = 0 and, on account of (7), thus also that ∂Y 2C0,0 g = 0 in Ω \ Γ. Next,
from (9) it follows that 2∂Y 1C0,0 g = ∂Y 1C3,3 g, and hence, again by Lemma 1,
2∂Y 1C0,0 g = ∂Y 1C3,3 g =
∫
Γ
(
∂Y 1E3(X − Y )
)
n3(X)g(X)dS(X)
= −
∫
Γ
(
∂Y 3E1(X − Y )
)
n3(X)g(X)dS(X)
= −∂Y 3
∫
Γ
E1(X − Y )n3(X)g(X)dS(X)
= −∂Y 3C1,3 g = ∂Y 3C3,1 g = 0
the latter being a consequence of the second relation in (8) and the obvious ∂Y 3-
monogenicity of C3,1 g. In a similar way we finally obtain that also ∂Y 3C0,0 g =
∂Y 3C1,1 g = 0, whence C0,0 g is seen to be q–Hermitean monogenic.
4 The Q-Hermitean Hilbert transform
In this section we will first study the boundary values of the Q–Hermitean Cauchy
integral (5). From now on, we assume the boundary Γ to be a (4n−1)–dimensional
compact Liapunov surface. For further use, we also introduce the notations Ω+ =
Ω and Ω− = R4n \ Ω.
In the following results explicit use will be made of the Ho¨lder continuity of
the normal vector to a Liapunov surface.
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Lemma 2 Let g be a Ho¨lder continuous function on Γ. Then, for r, s = 0, 1, 2, 3,
one has
C±r,s g(U) = lim
Ω±3Y→U
Cr,sg(Y )
=
∫
Γ
Er(X − U)ns(X)g(X)dS(X)∓
1
2
nrnsg(U), U ∈ Γ
where the singular integral has to be understood as a Cauchy principal value.
Proof.
For r = s the above formulae are nothing but the classical Plemelj–Sokhotski
formulae proven by Iftimie [15]. So take r 6= s. Then we have, as n2r = −1, that
Cr,s g = −Cr,r nrns g, and so
C±r,s g(U) = −C±r,r nrns g(U)
Next, the Plemelj-Sokhotski formulae applied to Cr,r show that
C±r,s g(U) =
∫
Γ
Er(X − U)ns(X)g(X)dS(X)∓
1
2
nrnsg(U)

Lemma 3 Let g be a Ho¨lder continuous function on Γ. Then, for r, s = 0, 1, 2, 3,
one has
(Cr,s + Cs,r)± g(U) = lim
Ω±3Y→U
(Cr,s + Cs,r) g(Y )
=
∫
Γ
(Er(X − U)ns(X) + Es(X − U)nr(X)) g(X)dS(X)± δr,sg(U), U ∈ Γ
where δr,s stands for the Kronecker delta.
Proof.
This is a direct consequence of Lemma 2 and of the orthogonality relations nrns+
nsnr = 0, for r 6= s. 
Remark 1 It is worth observing how the Ho¨lder continuity of the normal vector
nr, r = 0, . . . , 3 was used to guarantee the existence of continuous limit values of
Cr,s, as well as the validity of the Plemelj–Sokhotski formulae. When Γ is not
a Liapunov surface (but for instance an Ahlfors-David regular surface) another
approach needs to be followed in order to obtain the desired results. However, we
will not further develop these technical aspects here.
As a consequence of Lemma 3, we may further symmetrize relation (10) as
follows.
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Corollary 1 Under the conditions (7)–(9) for the function g, the diagonal matrix
C [G0] in (10) may be replaced by any of the matrices
circ

Cr,r g
0
0
0
 , r = 1, 2, 3
Proof.
Indeed, as we pointed out, conditions (7)–(9) imply that, for example
∂Y 3C0,0 g = ∂Y 3C1,1 g = 0, in R
4n \ Γ
In combination with Lemma 3 this implies that the function C0,0 g−C1,1 g, being
∂Y 3-monogenic in R
4n \ Γ, has a null jump through Γ, whence C0,0 g ≡ C1,1 g in
the whole of R4n. A similar argument yields C0,0 g ≡ C3,3 g. 
Let us now, for a circulant matrix function G defined on Γ, introduce the
following matrix operator:
H[G] = 1
4
circ

H0,0 +H1,1 +H2,2 +H3,3
H0,0 −H2,2 + j(H1,3 +H3,1)
H0,0 −H1,1 +H2,2 −H3,3
H0,0 −H2,2 − j(H1,3 +H3,1)
 [G] (11)
where
Hr,s g(U) = 2
∫
Γ
Er(X − U)ns(X)g(X)dS(X), U ∈ Γ
Invoking (11) and in virtue of Lemma 3, the following result is then readily ob-
tained.
Theorem 3 Let G ∈ C0,α(Γ) (0 < α ≤ 1), then the continuous limit values of its
Q-Hermitean Cauchy integral C [G] exist and are given by
C± [G] (U) = 1
2
(H[G] (U)±G (U)) , U ∈ Γ
Corollary 2 Let g ∈ C0,α(Γ) (0 < α ≤ 1), then the continuous limit values of its
Q-Hermitean Cauchy transform C [G0] exist and are given by
C± [G0] (U) = 12 (H[G0] (U)±G0 (U)) , U ∈ Γ.
The above results motivate calling the operatorH theQ–Hermitean Hilbert trans-
form. Moreover, in the following theorem, the traditional properties of a Hilbert
transform are established for the operator H.
Theorem 4 One has
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(i) H is a bounded linear operator on (C0,α(Γ), ‖ • ‖α) (0 < α < 1)
(ii) H is an involution on C0,α(Γ) (0 < α < 1), that is, H2 = I, where I is the
(4× 4) identity matrix operator.
Proof.
The proof of (i) is based in the fact that all operators Hr,s, r, s = 0, 1, 2, 3, are
bounded linear operators on C0,α(Γ) (0 < α < 1), see [2].
Next, by Theorem 3 we have that for G ∈ C0,α(Γ) the function 12 (H[G] +G)
is the interior boundary value on Γ of C [G]. The Q–Hermitean Cauchy integral
formula gives
C
[
1
2
(H[G] +G)
]
(Y ) = C [G](Y ), Y ∈ Ω+
or equivalently
C[H[G]](Y ) = C [G](Y ), Y ∈ Ω+.
Then
C+[H[G]](U) = C+ [G](U), U ∈ Γ,
which reads
1
2
(H[H[G]] +H[G]) = 1
2
H[G] + 1
2
G
where we have once more used Theorem 3. This clearly establishes (ii). 
Theorem 3 also provides us with the possibility of defining on C0,α(Γ) the
projection operators P and Q given by
P = 1
2
[I +H] , Q = 1
2
[I −H]
Then, of course, we have
P +Q = I, P −Q =H, P2 = P , Q2 =Q, PQ =QP = O
This fact gives rise to the direct sum decomposition
C0,α(Γ) = P [C0,α(Γ)]⊕Q [C0,α(Γ)] ,
so that each matrix function G ∈ C0,α(Γ) admits a unique decomposition into
components belonging to P [C0,α(Γ)] and to Q [C0,α(Γ)], respectively.
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