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PORT-HAMILTONIAN APPROXIMATION OF A NONLINEAR FLOW
PROBLEM. PART I: SPACE APPROXIMATION ANSATZ ∗
Bjo¨rn Liljegren-Sailer1 and Nicole Marheineke1
Abstract. This paper is on the systematic development of robust and online-efficient approximations
for a class of nonlinear partial differential equations on networks. The class includes, e.g., gas pipe net-
work systems described by one-dimensional barotropic Euler equations. All steps necessary in nonlinear
model reduction are covered by our analysis. These are the space discretization by conventional meth-
ods, the projection-based model order reduction and the complexity reduction of nonlinearities. Special
attention is paid to the structure-preservation on all levels. The proposed reduced models are shown
to be locally mass conservative, to fulfill energy bounds and to inherit port-Hamiltonian structure.
The main ingredients of our analysis are energy-based modeling concepts like the port-Hamiltonian
framework and the theory on the Legendre transform, which allow a convenient and general line of
argumentation. Moreover, the case of the barotropic Euler equations is examined in more detail and a
well-posedness result is proven for their approximation in our framework.
AMS Subject Classification: 35L60, 37L65, 35R02.
September 24, 2020.
Introduction
Conventional discretization methods like finite difference or finite element methods are powerful tools for
the numerical investigation of many engineering applications. Nonetheless, they may reach their limits due to
the high computational demand in many-query tasks for complex applications. Under certain circumstances,
projection-based model reduction methods may help to break computational limits and speed up simulations
profoundly, see e.g., [3], [23], [30]. The main underlying idea is to project the high-dimensional systems resulting
from a conventional discretization method onto appropriate low-dimensional spaces to obtain a reduced model,
which is still accurate in a range of interest. In case of a nonlinear problem, an additional complexity reduction
step has to be performed to obtain an online-efficient model. In either case, the classical model reduction
methods revolve around the aim of high accuracy mostly. However, accuracy, or more precisely small local
approximation errors, is not a sufficient condition for an approximation to be well-behaved. It is well-known
that discretizations may not preserve the fundamental geometric and physical properties of their underlying
problem, when they are not set up with care. Examples for such properties are conservation laws, dissipative
relations or symplecticity, to name a few. Needless to say that their loss is undesired on its own right, but
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it is also a major source of instability and by that can cripple the performance of approximation schemes
significantly. A remedy consists in the usage of structure-preserving methods. Their analysis has grown to
a wide field of research, see e.g., [36], [16], [11], [3] for selected overviews. The majority of contributions in
this direction concentrate either on adaptions of conventional discretization schemes, or are tailored towards
very specific discrete structures, like mimetic discretizations [25], [24]. We instead aim for an approximation
framework, which is general enough to be realized by model order- and complexity-reduction methods.
In this paper this aim is pursued for a prototypical partial differential equation on networks. The problem
class covers, e.g., a hierarchy of models used for the description of gas network systems, which particularly
includes the barotropic Euler-type equations, cf. [39], [17], [18], [21]. But it has also applications in other
contexts [34], [38]. The network is assumed to be described by a directed graph. Each edge ω of the graph
can be identified with a one-dimensional interval. Given a strictly convex, twice continuously differentiable
h : R2 → R and a non-negative function r˜ : R2 → R, the edgewise states
¯
zω = [zω1 , z
ω
2 ]
T : [0, T ]× ω → R2 are
governed by
∂tz
ω
1 (t, x) = −∂x∇z2h(¯z
ω(t, x))
∂tz
ω
2 (t, x) = −∂x∇z1h(¯z
ω(t, x)) − r˜((
¯
zω(t, x))∇z2h(¯z
ω(t, x)),
with ∇zih(¯z
ω(t, x)) = ∂zih([z1, z2]
T )|[z1,z2]T=
¯
zω(t,x) for i = 1, 2. Given the set of all edges E , the total mass M
and the Hamiltonian H are defined as
M(
¯
z) =
∑
ω∈E
∫
ω
zω1 dx and H(¯z) =
∑
ω∈E
∫
ω
h(
¯
zω)dx.
Fundamental properties of our model problem are that, under appropriate coupling conditions on the edgewise
equations, conservation of mass and dissipation of the Hamiltonian (energy dissipation) up to exchange with
the boundary hold.
Compared to its counterpart in space discretization, structure-preservation in model reduction is a relatively
recent and open field of research. It seems that only the linear case has been settled in a wider generality, see
e.g., [27], [49]. For the nonlinear case, more or less a case by case study is necessary and only partial results
exist. For example, in [10], [23] the subject is considered for problems from structural dynamics in a Lagrangian
description. The treatment of certain Hamiltonian and port-Hamiltonian problems is examined in [3], [4], [43]
with a focus on the structure-preservation in model order reduction by compatible reduction bases. The use
of complexity reduction in these contributions is restricted to the DEIM method. However, the Hamiltonian
and the gradient structure is only approximated and not preserved by the use of this method. As a remedy, a
symmetrized version of DEIM has been proposed in [14], [13], which retains a Hamiltonian structure. But it
comes with the disadvantage that accuracy is lost due to the forced symmetrization. As shown in other contexts,
quadrature-type complexity reduction methods preserve gradient structures in a more natural way, cf. [30], [23].
We also make use of such an approach in this paper, but our analysis is more extensive in the following aspects:
We combine this idea with compatible ansatz spaces, similar to [22], [21], and formulate conditions on the
complexity reduction to guarantee a non-degeneracy of the Hamiltonian structure. Besides the energy-based
modeling, the interplay of certain variable transformations play a fundamental role in our analysis. The latter is
what distinguishes our approach most from other structure-preserving model reduction approaches. As discussed
throughout this work, the different points of view related to different formulations of the problem can serve
as a valuable guideline in the design of structure-preserving methods. For a systematic investigation of the
transition between different formulations, we apply the theory on partial Legendre transformations. Moreover,
we show that our proposed model order- and complexity-reduced systems inherit port-Hamiltonian structure and
fulfill energy bounds. Our approach leads to convenient approximations when applied to barotropic Euler-type
equations on networks. Well-posedness is proven for them with the help of the structure-preserving properties
of our ansatz. To the best of the authors’ knowledge, a comparable result has not been shown before for a
model order- and complexity-reduced approximation of the barotropic Euler equations on networks.
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The structure of this paper is as follows: After clarifying on notational conventions, we introduce a few energy-
based modeling concepts in Section 1. These are the port-Hamiltonian modeling, the problem of structure-
preservation in (projection-based) approximation, and the partial Legendre transformation. In Section 2 our
model problem is described in detail. Subsequently, the approximation steps needed in the construction of online-
efficient reduced models, i.e., Galerkin approximation and complexity reduction, are examined in a function-
space setting in Section 3. Our approximations inherit port-Hamiltonian structure, which is seen for their
coordinate representations in Section 4. The barotropic Euler equations and various simplifications of them are
natural and important examples, for which our approach is applicable. We examine the former case in Section 5
in greater detail and derive a well-posedness result for the resulting reduced systems. Our conclusion and
outlook give a summary and point towards possible directions for future research. Two possible generalizations
of our model and their treatment in our framework are discussed in the appendix.
Notation
Throughout this paper matrices, vectors and scalars are indicated by capital boldfaced, small boldfaced and
normal letters, respectively. The column- and row-wise concatenation of matrices or vectors is abbreviated with
a comma and a semicolon, respectively. That is
[A,B] =
[
A B
] ∈ RM,N+NB
[A;C] =
[
A
C
]
∈ RM+MC ,N , for A ∈ RM,N , B ∈ RM,NB , C ∈ RMC ,N
[a;b] =
[
a
b
]
∈ RN+NB , for a ∈ RN , b ∈ RNB .
The entry of A in the i-th row and j-th column is written as [A]i,j , and i-th entry of a vector b as [b]i. The
Euclidean scalar product for two vectors a,b of the same length is written as a · b.
Regarding nonlinear transformations and derivatives, we use the following notational conventions: Coordinate
transformations in Rn are consistently marked by a hat (e.g. aˆ, zˆ : Rn → Rn). Given a scalar field h : Rn → R
and a partitioning into vector-components z = [z1; z2] with zi ∈ Rni , n1 + n2 = n, we write ∇zh and ∇zih for
the gradient and its respective sub-blocks, i.e.,
∇zh : Rn → Rn and ∇zh =
[∇z1h
∇z2h
]
.
Moreover, the Hessian and its respective sub-blocks are denoted by
∇zzh : Rn → Rn,n and ∇zzh =
[∇z1z1h ∇z1z2h
∇z2z1h ∇z2z2h
]
.
Derivatives w.r.t. coordinate-transformations, e.g., ∇zh(zˆ(a)) should be read as ∇zh(zˆ(a)) = ∇zh(z˜)|z˜=zˆ(a).
Function-valued vector spaces (e.g. Vi,L2) are distinguished in their typesetting from real-valued spaces and
sets (e.g. RN ,A). The solutions of partial differential equations in this paper depend on time t and space x,
e.g., zi(t, x) ∈ R for i = 1, 2. When it is convenient, we instead interpret them as functions in time with values
in a function space, i.e., zi(t) ∈ Vi for some function space Vi. In either case, the concatenation of solution
components in a vector is underscored to distinguish it from an ordinary vector, i.e.,
¯
z(t, x) = [z1(t, x); z2(t, x)] ∈ R2 or
¯
z(t) = [z1(t); z2(t)] ∈ V1 × V2.
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1. Modeling concepts for structured systems
Preliminary to the main part, a few basic concepts for the characterization of structural properties are
presented in this section. These concepts are applied in Sections 2-5 on both the continuous level of our model
problem and the space-discrete level of its approximations. Starting point is the port-Hamiltonian framework,
Section 1.1. It offers a convenient approach to encode geometric structure of systems in an algebraic way. The
geometric structures typically reflect fundamental physical properties, which is one reason why it is desirable to
preserve them throughout all approximation steps. The design of structure-preserving methods is in general a
highly non-trivial task, as exemplified in Section 1.2 for the model order reduction step. Section 1.3 introduces
the partial Legendre transformation, which is used in this paper for the systematic investigation of certain
variable transformations related to the Hamiltonian of the system.
1.1. Port-Hamiltonian systems
In the last few decades, the port-Hamiltonian framework has gained a lot of attention. It has been applied
in many different areas, see e.g., [38], [48], [26], [5], [34]. Central in this framework is the Hamiltonian. In the
finite-dimensional setting, it is a functional H : RN → R and typically assumed to be convex. Often it relates
to an energy or entropy in applications. We additionally presume it to be twice continuously differentiable here.
Let z ∈ RN denote a state, and let an anti-symmetric matrix J¯(z) and a symmetric positive semi-definite matrix
R¯(z) be given, i.e.,
J¯(z) = −J¯(z)T ∈ RN,N and R¯(z) = R¯(z)T ∈ RN,N , for all considered z.
Let further K ∈ RN,p. An important class of port-Hamiltonian systems can be defined as follows, cf. [48], [34].
System 1.1. Find z ∈ C1([0, T ];RN), eB ∈ C0([0, T ];Rp) and fB ∈ C1([0, T ];Rp) such that
d
dt
z(t) =
(
J¯(z(t)) − R¯(z(t)))∇zH(z(t)) +KeB(t)
fB(t) = K
T∇zH(z(t)), z(0) = z0.
Given an input u : [0, T ]→ Rp, the system can, e.g., be closed by conditions of either type,
Type 1: eB(t) = u(t), Type 2: fB(t) = u(t), t ∈ [0, T ].
In the port-Hamiltonian wording, z is called the energy variable, e = ∇zH(z) the effort variable, and eB and
fB the boundary effort and boundary flow, respectively. The system structure readily implies, among others,
that the Hamiltonian is dissipated over time up to exchange with the boundary, i.e.,
d
dt
H(z(t)) ≤ eB(t) · fB(t), t ≥ 0. (1)
1.2. Model order reduction of port-Hamiltonian systems
The application of the standard model reduction ansatz onto System 1.1 can be summarized as follows: One
seeks high-fidelity bases V,W ∈ RN,n with n≪ N and defines the reduced model of System 1.1 with reduced
state zr as
(WTV)
d
dt
zr(t) =W
T
[(
J¯(z) − R¯(z))∇zH(z)]|z=Vzr(t) +WTKu(t) (2)
fB(t) = K
T∇zH(z)|z=Vzr (t), zr(0) = zr,0 ∈ Rn.
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Without any further doing, this reduced model most certainly does not inherit the port-Hamiltonian structure
and not even the energy dissipation (1). In the upcoming, we summarize a few model reduction approaches
from literature, which preserve port-Hamiltonian structure, i.e., yield a reduced model of the form
d
dt
zr(t) =
(
J¯r(zr(t)) − R¯r(zr(t))
)∇zrHr(zr(t)) +Kru(t) (3)
fB(t) = K
T
r ∇zrHr(zr(t)), zr(0) = zr,0,
with a reduced Hamiltonian Hr : R
n → R and J¯r(zr) anti-symmetric and R¯r(zr) symmetric positive semi-
definite. The reviewed approaches can be classified into three categories, 1. Approximation of the Hamiltonian,
2. Compatible reduction bases and 3. Reparametrization.
1. Approximation of the Hamiltonian
Taking a closer look at the reduced model (2), it can be recognized that the fundamental structure, which is
generally not captured by the reduced model, is the gradient structure present in System 1.1. More precisely,
the term ∇zH(z)|z=Vzr cannot be identified with a reduced Hamiltonian acting on a reduced state. A possible
remedy is to replace this expression by an approximation, for which an underlying reduced Hamiltonian exists.
Following the ideas of [14], this can be done by the approximation ansatz
∇zH(z)|z=Vzr ≈W
(
VTW
)−1
VT∇zH(z)|z=Vzr =WVT∇zH(z)|z=Vzr , (4)
where VTW = In is assumed for the last equality. The latter assumption is not restrictive, as it can be met
by appropriate choice of the reduction bases, given the images im (V) and im (W) have generic orientations to
each other. The reason for the special choice of approximation (4) is that it may be interpreted as replacing
the Hamiltonian H by an approximate one reading
H˜(z) := H(VWT z), as it holds ∇zH˜(z) =WVT∇zH(z) for z ∈ im (V).
With that replacement, the reduced model can be recast in the port-Hamiltonian structure (3) with
Hr(zr) = H˜(Vzr) = H(Vzr), Kr =W
TK
J¯r(zr) =W
T J¯(Vzr)W, R¯r(zr) =W
T R¯(Vzr)W.
Apart from the model order- and complexity reduction-method proposed in [14], also, e.g., the discretization
schemes in [33], [26], [42], [9], [40] can be considered to be of this category.
Remark 1.2. The above interpretation of the approximation step (4) by a new Hamiltonian H˜ is not the only
one. Another, possibly more natural one for someone familiar with basic Riemannian geometry, is that the
Euclidean gradient ∇z is replaced by a Riemannian gradient acting on the subspace V, cf. [2, pp. 60].
2. Compatible reduction bases
By the approximation step (4), the first approach does not yield a pure Galerkin projection of the full
order model but includes an additional approximation of an operator. In certain situations, one can construct
compatible Petrov-Galerkin approximations instead, which avoid the additional approximation. For this to be
practicable, the matrix operators J¯ and R¯ need to be of sufficiently simple structure. For given orthogonal
reduction basis V ∈ RN,n a compatible reduction basis W ∈ RN,n is needed such that
WT J¯(Vzr) = J¯r(zr)V
T and WT R¯(Vzr) = R¯r(zr)V
T
for an anti-symmetric J¯r(zr) ∈ Rn,n and a symmetric positive semi-definite R¯r(zr) ∈ Rn,n. Then the reduced
model may be rewritten in the port-Hamiltonian form (3) with Hr(zr) = H(Vzr). Note that in contrast to the
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first approach, the substitution (4) is not explicitly added here as an additional approximation step but appears
naturally through the compatibility between V and W. Such compatible projections have been constructed
in [43], [3], [4] for the special case of R¯ equal to zero and J¯ being a canonical symplectic matrix. The approach
goes there by the name symplectic model reduction. A finite element method using similar ideas can be found
in [47].
3. Reparametrization
Another approach for structure-preservation relies on the reparametrization of the solution. An important
case is the reformulation of the system in the effort variable e = ∇zH(z). This generally nonlinear change
of variable is connected to the so-called Legendre transform of H , denoted by G in the upcoming. It can be
characterized by
∇eG(e)|e=∇zH(z) = z, for all z.
For e = ∇zH(z), let matrix-valued functions be defined as
Q(e) = ∇eeG(e), J˜(e)|e=∇zH(z) = J¯(z), R˜(e)|e=∇zH(z) = R¯(z).
The reparametrized version of System 1.1 then reads: Find e ∈ C1([0, T ];RN) solving
Q(e(t))
d
dt
e(t) = (J˜(e(t)) − R˜(e(t)))e(t) +Ku(t)
fB(t) = K
Te(t), e(0) = e0.
It can be shown that a Galerkin projection with W = V of the reparametrized system retains the port-
Hamiltonian structure, see [19] or the more detailed discussions of the simpler linear case in [27], [49] in the
context of model reduction and [24] in the context of finite-element discretizations.
Remark 1.3. Let us point out a link to the theory of hyperbolic conservation laws. In this context, entropies
play a similar role as the Hamiltonian in the upper considerations. Entropy-preserving and entropy-stable
methods, e.g., [15], [1], [31] and references therein, revolve around the symmetrizability of hyperbolic systems
in the sense of [28]. This is conceptually very similar to the reformulation in effort variables. It should,
however, also be mentioned that the analysis of solutions with shocks and discontinuous play a crucial role in
the references. We are more restrictive in this respect and assume smooth solutions in this paper. On the other
hand, our discussion is more general in terms of the approximation ansatz. We particularly aim for a realization
by model reduction methods.
Unfortunately, there are many problems in which neither of the three categories leads to a feasible strategy
on its own. An example is the barotropic Euler equations, which is an important representative of our model
problem class. For, e.g., this application, the approximation approach we derive in this paper is more suitable.
In parts, it is based on ideas of the three categories. The used Galerkin projection steps take ideas of both
the second approach by compatible reduction bases and the third one by reparametrization. More precisely,
parts of the variables are reparametrized with a variable choice appropriate for, e.g., Euler-type equations,
and compatibility conditions are enforced on the remaining variables. Our complexity reduction relies on a
quadrature-type ansatz, similar to [30], [23]. To show that it is structure-preserving, we reinterpret it as a
method of the first category, i.e., an approximation of the Hamiltonian.
1.3. Partial Legendre transformation
The Legendre transformation can be used to transform a functional, e.g., a Hamiltonian, in a certain way.
There exists a rich theory on its properties and its implications for duality principles, see [45], [46]. Unlike to
the classical setting, where the Legendre transform is applied to all components, we consider here the partial
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Legendre transformation. This means that the Legendre transformation is applied to parts of the components
only. Accordingly, we separate the vectors a, z ∈ Rn into sub-vectors
a =
[
a1
a2
]
, z =
[
z1
z2
]
, with ai, zi ∈ Rni , n = n1 + n2.
Related state transformations in Rn are denoted by aˆ(·), zˆ(·), for which also sub-components aˆi(·), zˆi(·) with
images in Rni are introduced. We consider the partial Legendre transform w.r.t. the second component through-
out. As a further generalization to [45], [46], we incorporate weighted scalar products in all upcoming definitions,
as a weighting appears naturally in our discretized systems. For gradients, the general setting can be described
as follows, cf. [2, pp. 60].
Definition 1.4. Let M ∈ Rn,n be a positive definite symmetric matrix inducing the inner product
(z, z¯)
M
= z · (Mz¯), for z, z¯ ∈ RN .
Further, let φ : Rn → R be a differentiable function. Then the gradient ∇M,zφ with respect to the inner product
(·, ·)M is defined by
(∇M,zφ(z), z¯)M = ∇zφ(z) · z¯, for z, z¯ ∈ RN .
It can be expressed by the Euclidean gradient as ∇M,zφ(z) =M−1∇zφ(z).
We also make use of the following characterizations of strict convexity from [45].
Lemma 1.5. Let S ⊂ Rn be convex and φ : S→ R. Then it holds:
(1) If φ is differentiable, it is strictly convex, if and only if,
φ(z¯) − φ(z) > ∇zφ(z) · (z¯− z) , for all z, z¯ ∈ S, z 6= z¯.
(2) If φ is differentiable, it is strictly convex, if and only if,
(∇zφ(z¯) −∇zφ(z)) · (z¯− z) > 0, for all z, z¯ ∈ S, z 6= z¯.
(3) Let φ be twice differentiable. If its Hessian ∇zzφ(z) is positive definite for all z ∈ S, then it is also
strictly convex. Moreover, it is convex, if and only if, the Hessian is positive semi-definite.
Note that the criteria for strict convexity in terms of the gradient in the lemma is invariant under the used
scalar product. Let us now turn to the partial Legendre transform.
Definition 1.6 (Partial Legendre transformation). Let S = S1 × S2 ⊂ Rn1+n2 be a convex set. The partial
Legendre transformation of h : S 7→ R w.r.t. the inner product (·, ·)M is defined as
gM(a) = sup
z2∈{z¯2:[a1;z¯2]∈S}
(a2, z2)M − h([a1; z2]).
As shown next, the definition of the Legendre transform is such that its gradient and the gradient of the
original functional are, if they exist, related by certain variable transformations.
Theorem 1.7. Let S and h : S 7→ R be as in Definition 1.6. Let, additionally, φ : S2 → R, φ : z2 7→ h([z¯1; z2])
be strictly convex and differentiable for fixed z¯1. Then
aˆ : S→ Rn1+n2 , aˆ(z) =
[
z1
∇M,z2h(z)
]
, for z =
[
z1
z2
]
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is injective, and for A = aˆ(S) its inverse
zˆ : A→ S, zˆ(a) =
[
a1
zˆ2(a)
]
, for a =
[
a1
a2
]
exists. Moreover, the partial Legendre transform gM(·) can also be characterized as
gM(a) = zˆ2(a) · a2 − h([a1; zˆ2(a)]), for a =
[
a1
a2
]
∈ A,
and it holds ∇a1gM(a) = −∇z1h(z)|z=zˆ(a) and ∇M,a2gM(a) = zˆ2(a). Further, a2 7→ gM([a¯1; a2]) is strictly
convex for fixed a¯1.
Proof. First the statements on the variable transformations aˆ and zˆ are shown. Let z¯ = [z¯1; z¯2] and z˜ = [z˜1; z˜2]
be in S with z¯ 6= z˜. Injectivity of aˆ(·) is equivalent to aˆ(z¯) 6= aˆ(z˜). When z¯1 6= z˜1, this holds trivially. Let
us therefore assume z¯1 = z˜1, which implies that z¯2 6= z˜2. From the strict convexity of z2 7→ h([z¯1; z2]) we can
deduce by Lemma 1.5 that
(∇z2h([z¯1; z¯2])−∇z2h([z¯1; z˜2])) · (z¯2 − z˜2) > 0,
i.e., ∇z2h(z¯) 6= ∇z2h(z˜) and therefore also ∇M,z2h(z¯) 6= ∇M,z2h(z˜). This, in turn, shows the injectivity of aˆ.
Clearly, its inverse zˆ : A→ S then exists and is of the claimed form.
Let us now turn to the claimed characterization of the partial Legendre transform. Let a = [a1; a2] ∈ A be
given. By construction, ψ : z2 7→ (a2, z2)M − h(a1, z2) is strictly concave and differentiable. Its supremum is
therefore uniquely realized for a z¯2, for which it holds
0
!
= ∇z2ψ(z¯2) =Ma2 −∇z2h(z)|z=[a1;z¯2], thus ∇M,z2h(z)|z=[a1;z¯2] = a2.
Clearly, the latter holds for the choice z¯2 = zˆ2(a) with zˆ2(·) as in the theorem, which shows the claimed
representation for the partial Legendre transformation. The equalities ∇a1gM (a) = −∇z1h(z)|z=zˆ(a) and
∇M,a2g(a) = zˆ2(a) follow by straight forward calculus. As the partial Legendre transform can be consid-
ered as a Legendre transform of a function parametrized in a1 = z1, strict convexity of φ can be deduced from
classical results on Legendre transforms, see [45, Theorem 11.13]. 
2. Model problem
The model problem in focus of this paper describes nonlinear flows on networks. Concerning the network
aspects, we rely on the framework of [22], [20], [35]. Its essentials are recapitulated in Section 2.1. In Section 2.2
a detailed description of the model problem is given, and variable-transformed versions of it are introduced.
One advantage of the variable transformations is that parts of the coupling conditions become linear, which
simplifies the handling of network aspects significantly in our approach. Furthermore, the transformations can
be related to a partial Legendre transformation. This is key in the analysis of the variational principle considered
in Section 2.3. It is shown that this variational principle encodes an energy bound, local mass conservation and
inherits a gradient structure strongly connected to the Hamiltonian of our model problem.
2.1. Network description
Let a set of nodes N = {ν1, . . . , νl} and edges E = {ω1, . . . , ωk} ⊂ N × N be given. To every edge ω, we
associate a positive length lω, and collect all lengths in the set l = {lω1 , . . . , lωk}. The tuple G = (N , E , l)
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ν1 ν2
ν3
ν4
ω1
ω2
ω
3
Figure 1. Graph G = (N , E) with vertices N = {ν1, ν2, ν3, ν4} and edges E = {ω1, ω2, ω3}
defined by ω1 = (ν1, ν2), ω2 = (ν2, ν3) and ω3 = (ν2, ν4). Consequently, N0 = {ν2},
N∂ = {ν1, ν3, ν4} and E(ν2) = {ω1, ω2, ω3}. Further, nω1 [ν1] = nω2 [ν2] = nω3 [ν2] = 1
and nω1 [ν2] = n
ω2 [ν3] = n
ω3 [ν4] = −1.
describes a directed graph. For ω ∈ E and ν ∈ N , the incidence mapping nω[ν] is defined by
nω[ν] =


1 for ω = (ν, ν¯) for some ν¯ ∈ N
−1 for ω = (ν¯, ν) for some ν¯ ∈ N
0 else.
The set of all edges adjacent to the node ν is denoted by E(ν) = {ω ∈ E : ω = (ν, ν¯), or ω = (ν¯, ν)}.
Furthermore, the nodes are grouped into interior nodes N0 ⊂ N and boundary nodes N∂ = N\N0. The network
notations are illustrated in Fig. 1.
Function spaces on the network can be constructed by compositions of standard Sobolev spaces for every
edge, cf. [22], [20]. The spatial domain of the union of edges reads Ω = {x : x ∈ ω, for ω ∈ E}. Note that every
edge ω can be identified with an interval (0, lω) with lω > 0. This is tacitly employed in the upcoming integral
expressions. The space of square-integrable functions on E is defined as
L2(E) = {b : Ω → R with b|ω ∈ L2(ω) for all ω ∈ E} .
Here and in the following, the subscript .|ω indicates the restriction of a function to the edge ω. The respective
scalar product and norm for b, b˜ ∈ L2(E) read
〈b, b˜〉 =
∑
ω∈E
∫
ω
b b˜ dx and ||b|| =
√
〈b, b〉.
The weak (broken) derivative operator for functions on the network is defined by (∂xb)|ω = ∂xb|ω for ω ∈ E . The
space of functions with square-integrable weak broken derivative is given asH1pw(E) =
{
b ∈ L2(E) : partialxb ∈ L2(E)
}
.
Accordingly, Ckpw(E) =
{
b : Ω → R with b|ω ∈ Ck(ω) for all ω ∈ E
}
denotes the space of piecewise smooth func-
tions for k ≥ 0.
The spatial domains for boundary- and coupling-conditions are the sets of nodes N∂ and N0. For b ∈ H1pw(E)
we indicate node evaluations with squared brackets, i.e., b|ω[ν] ∈ R for ν ∈ N . They are well-defined by means
of the trace theorem, [6]. Following [20], a Sobolev space incorporating a certain coupling condition at inner
nodes is introduced as
H1div(E) =

b ∈ H1pw(E) : ∑
ω∈E(ν)
nω[ν]b|ω[ν] = 0, for ν ∈ N0

 .
10 PORT-HAMILTONIAN APPROXIMATION. PART I: SPACE APPROXIMATION ANSATZ
The boundary nodes N∂ = {ν1, . . . , νp} are assumed to be connected to exactly one edge each. Thus, a boundary
operator T : H1pw(E)→ Rp can be defined by
[T b]i = nω[νi]b|ω[νi] for ω ∈ E(νi), i = 1, . . . , p and b ∈ H1pw(E).
Further, boundary efforts and boundary flows eB, fB ∈ Rp associated to the boundary nodes are introduced. For
convenience, we use a similar notation for the evaluation of their node components, i.e., eB = [eB[ν1]; . . . ; eB[νp]]
and fB = [fB [ν1]; . . . ; fB[νp]].
2.2. Strong form
Let a network be described by a directed graph (N , E , l) and let Ω = {x : x ∈ ω, for ω ∈ E} be its
spatial domain. We consider a class of prototypical partial differential equations on the network: The state
¯
z = [z1; z2] : [0, T ]× Ω→ R2 is governed by
∂t
¯
z(t, x) =
[ −∂x
−∂x −r˜(
¯
z(t, x))
]
∇zh(
¯
z(t, x)), x ∈ Ω, t ∈ [0, T ] (5a)
with r˜ : R2 → R such that r˜(
¯
z(t, x)) ≥ 0. The solution components are interconnected by the coupling conditions∑
ω∈E(ν)
nω[ν]∇z2h(¯z|ω(t, ν)) = 0, ∇z1h(¯z|ω(t, ν)) = ∇z1h(¯z|ω˜(t, ν)) for ω, ω˜ ∈ E(ν). (5b)
To close the system, data z0 : Ω → R2 is assumed to be given to prescribe initial conditions
¯
z(0, x) = z0(x)
for x ∈ Ω, and one boundary data uν : [0, T ] → R is assumed per boundary node ν ∈ N∂ , each describing a
boundary condition of one of the following types,
Type 1: ∇z1h(z(t, ν)) = uν(t), Type 2: nω[ν]∇z2h(¯z(t, ν)) = u
ν(t) ω ∈ E(ν) (5c)
for t ∈ [0, T ]. We refer to h(·) as its Hamiltonian density and to
M(
¯
z) = 〈z1, 1〉 =
∑
ω∈E
∫
ω
z1dx, H(
¯
z) = 〈h(
¯
z), 1〉 =
∑
ω∈E
∫
ω
h(
¯
z)dx
as the (total) mass and the Hamiltonian, respectively. Given (5) has a strong solution, it can be shown that
d
dt
M(
¯
z) =
∑
ν∈N∂ , ω∈E(ν)
nω[ν]∇z2h(¯z[ν])
d
dt
H(
¯
z) ≤
∑
ν∈N∂ , ω∈E(ν)
nω[ν]∇z1h(¯z[ν])∇z2h(¯z[ν]).
The first relation has in our application the interpretation of mass conservation, and the second one is referred
to as energy dissipation from now on. Our approximation schemes are constructed such that they mimic these
relations on a discrete level, which greatly enhances their stability in comparison to standard methods. Note
that the structural properties of the model problem also rely on the use of appropriate coupling conditions, in
our case (5b) relate to conservation of mass and the Hamiltonian at inner nodes, cf. [44], [39].
Throughout, we work with the assumption that the solution of (5) has a smooth unique solution, cf. Re-
mark 1.3. To be able to apply the Legendre transformation, we additionally pose the following requirement.
Assumption 2.1. The domain S ⊂ R2 of the Hamiltonian density h : S→ R is an open convex set. Moreover,
h is twice continuously differentiable with symmetric positive definite Hessian ∇zzh(z) for all z ∈ S.
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Lemma 2.2. Under Assumption 2.1, it holds
∇z1z1h(z) > 0, ∇z2z2h(z) > 0,
∇z1z1h(z)∇z2z2h(z) > (∇z1z2h(z))2, for z ∈ S.
Proof. The eigenvalues of the Hessian are dependent on z ∈ S and read
µ1/2(z) =
1
2
(
∇z1z1h(z) +∇z2z2h(z)±
√
(∇z1z1h(z)−∇z2z2h(z))2 + 4∇z1z2h(z)2
)
.
By Assumption 2.1, µ1/2(z) > 0 are positive. The assertions of the lemma can be derived by the latter by basic
manipulations. 
Corollary 2.3. Under Assumption 2.1, the mapping
aˆ : S→ A, aˆ(z) =
[
z1
∇z2h(z)
]
, for a =
[
a1
a2
]
and its inverse zˆ : A→ S for A = aˆ(S) are both continuously differentiable.
Proof. Theorem 1.7 is applicable, which shows that aˆ is injective and its inverse zˆ is well-defined. The gradient
∇zaˆ(z) of aˆ is continuous by Assumption 2.1, and a direct calculation shows that its eigenvalues read λ1 = 1
and λ2 = ∇z2z2h(z), which are strictly positive by Lemma 2.2. Therefore, the derivative of zˆ : A→ S reads
d
da
zˆ(a)) = (∇azˆ(a))T =
(
d
dz
aˆ(z)−1
)
|z=zˆ(a)
=
[
1 0
−∇z1z2h(zˆ(a))∇z2z2h(zˆ(a))
1
∇z2z2h(zˆ(a))
]
.
It is well-defined and continuous on S, as can be deduced by applying the implicit function theorem locally for
each z ∈ S. 
Additionally, Assumption 2.1 determines our system (5) to be of strict hyperbolic type and that one boundary
condition per boundary node is required for a well-posed setup. We refer to [37], [36] for details. Change of
variables have played a crucial role in the theoretical and numerical analysis of hyperbolic systems, e.g., [41],
[28], [12], [31]. Similarly, the interplay of two variable-transformed versions of the strong form (5a) are of great
importance in our considerations. Let us start with the version including the Legendre transform.
Corollary 2.4 (Partial Legendre-transformed strong form). Let zˆ : A → S and g : A → R be the partial
Legendre transform of h. Let further
¯
a ∈ C1([0, T ]; C1pw(E)× C1pw(E)) fulfill
∂t
[
a1(t)
∇a2g(¯a(t))
]
=
[ −∂x
−∂x −r(
¯
a(t))
] [−∇a1g(¯a(t))
a2(t)
]
, x ∈ Ω, t ∈ [0, T ]
with r(
¯
a(t)) := r˜(zˆ(
¯
a(t))). Then zˆ(
¯
a) fulfills equation (5a), and for the Hamiltonian H it holds
H(zˆ(
¯
a(t))) = 〈h(zˆ(
¯
a(t))), 1〉 = 〈zˆ2(
¯
a(t))a2(t), 1〉 − g(
¯
a(t)).
Note that in the corollary and in the upcoming, the solution is interpreted as a function in time with values
in a function space instead of a real-valued function in time and space, as before.
Remark 2.5. Likewise as for the Hamiltonian density function h, also for H a partial Legendre transform can
be introduced. For sufficiently smooth
¯
a(t), it reads
G(
¯
a(t)) = 〈g(
¯
a(t)), 1〉 = 〈zˆ2(
¯
a(t))a2(t), 1〉 − H(zˆ(
¯
a(t)))
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Moreover, it holds H(zˆ(
¯
a(t))) = 〈zˆ2(
¯
a(t))a2(t), 1〉−G(
¯
a(t)), which reflects the classical result that the Legendre
transform of the Legendre transform again yields the original functional, [45, Theorem 11.13]. For a related
discussion of the dual theory in a function space setting, we, e.g., refer to [50, Theorem 51.A] and [7].
Besides the first reformulation of the strong form (5a) given in Corollary 2.4, the second reformulation
∂t
[
a1(t)
zˆ2(
¯
a(t))
]
=
[ −∂x
−∂x −r(
¯
a(t))
] [∇z1h(zˆ(¯a(t)))
a2(t)
]
x ∈ Ω, t ∈ [0, T ] (6)
is considered. While it employs the same parametrization as the first reformulation, this one emphasizes the
interpretation in terms of the energy variable z. Note also that by construction a2(t) = ∇z2h(zˆ(¯a(t))).
Remark 2.6. Let us point out that the first coupling condition in (5b) is linear in the variable a2, although
the problem is of a general nonlinear form. This is the reason why we can incorporate the coupling conditions
into linear ansatz spaces in our approach, similar to [18]. In other works on special cases of our model problem,
the incorporation, and beforehand, even the identification of consistent coupling conditions have been posed as
non-trivial issue, cf. [44], [39].
2.3. Variational principle
Theorem 2.7. A strong solution
¯
a ∈ C1([0, T ]; C1pw(E)× C1pw(E)) of (6) fulfills the variational principle
〈∂ta1(t), b1〉 = −〈∂xa2(t), b1〉
〈∂tzˆ2(
¯
a(t)), b2〉 = 〈∇z1h(zˆ(¯a(t))), ∂xb2〉+ eB(t) · T b2 − 〈r(¯a(t))a2(t), b2〉
fB(t) = T a2(t)
for all b1 ∈ L2(E), b2 ∈ H1div(E). Furthermore, for N∂ = {ν1, . . . , νp} it holds for eB = [eB[ν1]; . . . ; eB[νp]],
fB = [fB[ν1]; . . . ; fB [νp]] ∈ Rp that
eB[νi] = ∇z1h(zˆ(¯a[νi])), fB[νi] = n
ω[νi]∇z2h(zˆ(¯a[νi])), for ω ∈ E(νi), i = 1, . . . , p.
Proof. The second equation in (6) reads
∂tzˆ2(
¯
a(t)) = −∂x∇z1h(zˆ(¯a(t))) − r(¯a(t))a2(t).
Testing this equation with b2 ∈ H1div(E), integrating it over one edge ω = (ν, ν˜) ∈ E and using integration by
parts once, we obtain
〈∂tzˆ2(
¯
a(t)), b2〉ω = 〈∇z1h(zˆ(¯a(t))), ∂xb2〉ω − 〈r(¯a(t))a2(t), b2〉ω + [∇z1h(zˆ(t, x))(−b2[x])]
ν˜
x=ν .
Here, the subscript .ω indicates the restriction of the spatial domain to one edge. Repeating this calculation for
all edges and then summing over all equations, the interface terms at the inner nodes drop out, as b2 ∈ H1div(E).
All in all, this gives the second equation of the variational principle. The other equations follow similarly. 
The variational principle can be used to show (local) mass-conservation and the energy-dissipation equality.
The proof of these result is performed in a way suitable for adaption onto Galerkin approximations later on.
Theorem 2.8. Let
¯
a ∈ C1([0, T ]; C1pw(E) × C1pw(E)) fulfill the variational principle of Theorem 2.7 for some
fB ∈ C1([0, T ];R|N∂|) and eB ∈ C([0, T ];R|N∂|). Then it holds for [w1, w2] ⊂ ω, ω ∈ E
d
dt
∫
[w1,w2]
a1(t)dx = a2(t)[w1]− a2(t)[w2], d
dt
M(
¯
a(t)) =
∑
ν∈N∂
fB(t)[ν]
d
dt
H(zˆ(
¯
a)(t)) = eB(t) · fB(t)− 〈r(
¯
a(t))a2(t), a2(t)〉 ≤ eB(t) · fB(t).
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Proof. The first relation, the local mass conservation, follows by testing the first equation of the variational
principle in Theorem 2.7 with b1 = χ[w1,w2], the indicator function of the domain [w1, w2]. By that we get
d
dt
∫
[w1,w2]
a1dx = 〈∂ta1, χ[w1,w2]〉 = −〈∂xa2, χ[w1,w2]〉 = a2[w1]− a2[w2].
The second equation, the global mass conservation, follows similarly by summing up over the individual masses
over the edges.
To derive the energy dissipation, we prove, as a preliminary step, the existence of ξ(
¯
a(t)) ∈ L2(E) such that
〈∇z1h(zˆ(¯a)), b1〉 = 〈ξ(¯a), b1〉 for all b1 ∈ L
2(E), (7)
for solutions
¯
a of the variational principle. By assuming
¯
a fulfills the variational principle, 〈∇z1h(zˆ(¯a)), ∂xb2〉
has to be well-defined for all b2 ∈ H1div(E) and t ∈ [0, T ], as the second equation of Theorem 2.7 implies. The
compatibility
L2(E) ⊂ {ξ : It exists ζ ∈ H1div(E) with ∂xζ = ξ}
yields well-definedness of b1 7→ 〈∇z1h(zˆ(¯a)), b1〉 as an element of the dual space of L
2(E). The existence of ξ(
¯
a)
fulfilling (7) can now be deduced from the Riesz representation theorem, as L2(E) with 〈·, ·〉 is a Hilbert space.
Moreover, a formal application of the chain rule leads to
d
dt
H(zˆ(
¯
a)) = 〈∂ta1,∇z1h(zˆ(¯a))〉 + 〈∂tzˆ2(¯a), a2〉.
As shown in the preliminary step, ∇z1h(zˆ(¯a)) can be replaced by ξ(¯a) here. Thus, applying the variational
principle of Theorem 2.7 with
¯
b = [ξ(
¯
a); a2] gives
〈∂ta1,∇z1h(zˆ(¯a))〉 + 〈∂tzˆ2(¯a), a2〉 = −〈∂xa2, ξ(¯a)〉+ 〈∇z1h(zˆ(¯a)), ∂xa2〉+ eB · T a2 − 〈r(¯a), a
2
2〉
= eB · fB − 〈r(
¯
a), a22〉 ≤ eB · fB ,
which finishes the proof. 
Remark 2.9. Let {bk1}k∈N be an orthogonal basis of L2(E). The function ξ : L2(E)×H1div(E)→ L2(E) fulfilling
〈∇z1h(zˆ(¯a)), b1〉 = 〈ξ(¯a), b1〉 for all b1 ∈ L
2(E), which we introduced in (7), then has the representation
ξ(
¯
a) =
∑
k∈N
1
||bk1 ||2
〈∇z1h(zˆ(¯a)), bk1 〉 bk1 .
It can be interpreted as the gradient w.r.t. the L2-scalar product of a1 7→ −〈g([a1; a2]), 1〉 for fixed a2.
The existence of gradient representations in the underlying variational principle is strongly related to the
structure-preservation of our upcoming approximation schemes. This structure is pivotal for most of our ana-
lytical results on the Galerkin approximation.
3. Approximation approach
In this section we derive a structure-preserving approximation approach based on the aforementioned varia-
tional principle. Our approach divides into three steps, as illustrated in Fig. 2. The first two steps consist of
Galerkin projections. These are the space discretization and the model order reduction. Afterwards, a com-
plexity reduction is performed to deal with nonlinear terms in the reduced model in an efficient way. The latter
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Model problem (5)
Full order model
Reduced order model
Complexity-reduced model
space discretization
model order reduction
complexity reduction
Figure 2. Sketch for all approximation steps in space. The steps marked in blue relate to
Galerkin approximations.
step is not of projection-type but of interpolation-type and thus has to be analyzed separately. We show that all
proposed approximations are structure-preserving in the sense that they mimic the properties of our continuous
model problem, namely the energy bound, local mass conservation and the inheritance of a gradient structure
related to port-Hamiltonian problems. Compatibility conditions play a crucial role for most derivations of this
section.
3.1. Galerkin approximation
The Galerkin approximation consists of a projection onto suitable finite dimensional ansatz spaces. There are
various possibilities to choose the spaces. The only restriction we impose on them are the following compatibility
conditions, cf., [22], [21].
Assumption 3.1 (Compatibility of spaces). Let V = V1 × V2, V1 ⊂ L2(E) and V2 ⊂ H1div(E) be finite
dimensional subspaces fulfilling the compatibility conditions
A1) V1 = partialxV2, with partialxV2 = {ξ : It exists ζ ∈ V2 with ∂xζ = ξ}.
A2) {b2 ∈ H1div(E) : partialxb2 = 0} ⊂ V2.
For our analysis, we assume for each boundary node ν ∈ N∂ that one of the following boundary conditions
is prescribed, as well as that initial conditions are given as follows:
Type 1: eB[ν] = u
ν ∈ C([0,∞),R), Type 2: fB[ν] = uν ∈ C1([0,∞),R)
¯
a(0) =
¯
a0, for
¯
a0 ∈ V , uν : [0, T ]→ R given such that T a2(0) = fB(0). (8)
Other boundary conditions could also be considered given the boundary data is regular enough. Our proposed
Galerkin approximation of model problem (5) reads as follows.
System 3.2. Find
¯
a ∈ C1([0, T ];V1 × V2), fB ∈ C1([0, T ];R|N∂ |) and eB ∈ C([0, T ];R|N∂ |), solving
〈∂ta1(t), b1〉 = −〈∂xa2(t), b1〉
〈∂tzˆ2(
¯
a(t)), b2〉 = 〈∇z1h(zˆ(¯a(t))), ∂xb2〉+ eB(t) · T b2 − 〈r(¯a(t))a2(t), b2〉
fB(t) = T a2(t)
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for all b1 ∈ V1, b2 ∈ V2 and closing conditions (8). The compatibility conditions of Assumption 3.1 is supposed
to hold.
The compatibility conditions imply two important properties on every solution of the Galerkin approximation,
the local mass conservation and the energy dissipation equality, as we show next.
Lemma 3.3 (Local mass conservation). Let Assumption 3.1 hold, and let for a1 ∈ C1([0, T ];V1) and a2 ∈
C1([0, T ];V2) the variational principle
〈∂ta1(t), b1〉 = −〈∂xa2(t), b1〉, t ∈ [0, T ]
hold for all b1 ∈ V1. Then it follows ∂ta1 ≡ −∂xa2.
Proof. By construction, ∂ta1(t), ∂xa2(t) ∈ V1 for t ∈ [0, T ], i.e., they are in the test space. Therefore, the
variational principle with b1 = ∂ta1 + ∂xa2 gives
〈∂ta1(t), ∂ta1(t) + ∂xa2(t)〉 = 〈−∂xa2(t), ∂ta1(t) + ∂xa2(t)〉.
By subtracting the right-hand side from both sides of the latter equation, one can see that for all t ∈ [0, T ] the
L2-norm of ∂ta1(t) + ∂xa2(t) is zero, i.e., ∂ta1 ≡ −∂xa2. 
In the upcoming result, we state that all expressions involving the Hamiltonian density h can be re-expressed
by representatives of the function spaces V1,V2. This reveals that the Galerkin approximations inherit the
gradient structure of the underlying Hamiltonian density h and its Legendre transformed g.
Theorem 3.4. Let {bki }k=1,...,Ni be orthogonal bases of Vi for i = 1, 2. Then the second equation of System 3.2
can be recast as
〈ξ˜(
¯
a(t)), b2〉 = 〈ξ(
¯
a(t)), ∂xb2〉+ eB(t) · T b2 − 〈r(
¯
a(t))a2(t), b2〉
with ξ : V → V1 and ξ˜ : V → V2, defined by
ξ(
¯
a) =
N1∑
k=1
1
||bk1 ||2
〈∇z1h(zˆ(¯a)), bk1 〉 bk1 = −
N1∑
k=1
1
||bk1 ||2
〈∇a1g(¯a), bk1 〉 bk1
ξ˜(
¯
a) =
N2∑
k=1
1
||bk2 ||
〈
∂t∇a2g(¯a), b
k
2
〉
bk2 .
The theorem is a special case of Theorem 3.8 and therefore its proof is omitted here.
Theorem 3.5 (Energy-dissipation equality). For any solution of System 3.2 it holds
d
dt
H(zˆ(
¯
a(t))) = eB(t) · fB(t)− 〈r(
¯
a(t))a2(t), a2(t)〉 ≤ eB(t) · fB(t),
where the Hamiltonian for
¯
a ∈ V1 × V2 is defined as H(zˆ(
¯
a)) = 〈h(zˆ(
¯
a)), 1〉.
The proof is almost verbatim to the one of Theorem 2.8, up to replacing the spaces L2(E) and H1div(E) by
V1 and V2, and is therefore omitted.
Approximation spaces fulfilling Assumption 3.1 can, e.g., be set up by mixed finite element. Given a uniform
partitioning Tω = {Tω,k : k = 1, . . . , Jω} for the edge ω, where Tω,k can be identified with sub-intervals of
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(0, lω), piecewise polynomial ansatz spaces can be defined by
Qq(Tω,k;R) =

φ : Tω,k → R : φ(x) =
q∑
j=0
xjξj , for x ∈ Tω,k, with ξj ∈ R


Qq(Tω) =
{
φ : ω → R : φ|Tω,k ∈ Qq(Tω,k;R), for k = 1 . . . , Jω
}
.
Introducing the partition of all edges TE = {Tω : ω ∈ E}, spaces of piecewise polynomial ansatz spaces on the
network are given as
Qq(TE) =
{
φ : Ω → R : φ|ω ∈ Qq(Tω), for ω ∈ E
}
, Pq(TE) = Qq(TE) ∩H1div(E).
Note that Qq(TE) is a subspace of L2(E) but not of H1div(E). The latter only contains functions continuous
along each edge, cf. [6]. Compatible spaces, in the sense of Assumption 3.1, are obtained by the choice
V1 = Qq(TE), V2 = Pq+1(TE) (9)
for any q ≥ 0, cf. [21].
3.2. Complexity reduction
The complexity reduction is the last step in our approximation approach. Before it can be discussed, a few
specification concerning the two preceding Galerkin projection steps are needed. Both Galerkin projections
lead to models of the form of System 3.2, only their ansatz spaces differ. The first one, obtained by space
discretization, is referred to as full order model in the upcoming. We assume it to be realized with finite
element spaces as in (9). Moreover, the underlying partitioning of Ω is assumed to be given by the finite
elements Kj ⊂ Ω, j = 1, . . . , J fulfilling
⋃
j∈J
Kj = Ω,
∫
Kj∩Kl
1dx = 0, for j 6= l.
The second projection step, the model order reduction, yields the reduced order model. In what follows, V refers
to its ansatz space. It is typically of much lower dimension than the ansatz space of the full order model.
The complexity reduction aims for the efficient approximation of nonlinear integral expressions in the reduced
order model. The evaluation costs needs to be independent of the size of the partitioning underlying the full
order model. To reach this aim, we make the following quadrature-type ansatz, similar to [23], [30]: For
predetermined index-set I ⊂ {1, . . . , J} and weights wi ∈ R for i ∈ I we define the complexity-reduced bilinear
form 〈·, ·〉c : L2(E) × L2(E)→ R and || · ||c by
〈b, b¯〉c =
∑
i∈I
wi
∫
Ki
b(x)b¯(x)dx, ||b||c =
√
〈b, b〉c.
The bilinear form 〈·, ·〉c can be seen as an approximation of the L2-scalar product 〈·, ·〉. Similarly to [21], we
pose the additional assumption on it that || · || and || · ||c are equivalent norms on V1 ∪ V2.
Assumption 3.6. The bilinear form 〈·, ·〉c possesses only positive weights wi > 0 for i ∈ I. Moreover, there
exists a constant C˜ such that it holds
1
C˜
||b||c ≤ ||b|| ≤ C˜||b||c, for b ∈ V1 ∪ V2.
Our proposed complexity-reduced approximation of System 3.2 reads as follows.
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System 3.7. Find
¯
a ∈ C1([0, T ];V1 × V2), fB ∈ C1([0, T ];R|N∂ |) and eB ∈ C([0, T ];R|N∂ |), solving
〈∂ta1(t), b1〉 = −〈∂xa2(t), b1〉
〈∂tzˆ2(
¯
a(t)), b2〉c = 〈∇z1h(zˆ(¯a(t))), ∂xb2〉c + eB(t) · T b2 − 〈r(¯a(t))a2(t), b2〉c
fB(t) = T a2(t)
for all b1 ∈ V1, b2 ∈ V2. Closing conditions (8), and the compatibility conditions of Assumption 3.1 and
Assumption 3.6 are presumed to hold.
A crucial point, which the next theorem highlights, is that the complexity reduction of the nonlinear terms
can be reinterpreted as a complexity reduction of the Hamiltonian. In other words, System 3.7 can be recast
as a Galerkin-approximation with a modified Hamiltonian and friction term.
Theorem 3.8 (Generalization of Theorem 3.4). Let {bki }k=1,...,Ni be orthogonal bases of Vi for i = 1, 2. Then
the second equation of System 3.7 can be recast as
〈ξ˜(
¯
a(t)), b2〉 = 〈ξ(
¯
a(t)), ∂xb2〉+ eB(t) · T b2 − 〈r(
¯
a(t))a2(t), b2〉c
with ξ : V → V1 and ξ˜ : V → V2, defined by
ξ(
¯
a) =
N1∑
k=1
1
||bk1 ||2
〈∇z1h(zˆ(¯a)), bk1 〉c bk1 = −
N1∑
k=1
1
||bk1 ||2
〈∇a1g(¯a), bk1 〉c bk1
ξ˜(
¯
a) =
N2∑
k=1
1
||bk2 ||2
〈
∂t∇a2g(¯a), b
k
2
〉
c
bk2 .
Proof. When all expressions in System 3.7 are well-posed, this implies particularly
〈∇z1h(zˆ(¯a(t))), ∂xb2〉c <∞ and 〈∂t∇a2g(¯a), b2〉c = 〈∂tzˆ2(¯a(t)), b2〉c <∞.
By that and the compatibility condition V1 ⊂
partialxV2, the linear functionals
Φ1 : V1 → R, b1 7→ 〈∇z1h(zˆ(¯a)), b1〉c, Φ2 : V2 → R, b2 7→ 〈∂t∇a2g(¯a), b2〉c
are seen to be bounded. This means that Φi, for i = 1, 2, are elements of the dual spaces of Vi. We consider
the L2-scalar product here. As the latter spaces are Hilbert spaces, it follows from the Riesz representation
theorem that ξ(
¯
a(t)) ∈ V1 and ξ˜(
¯
a(t)) ∈ V2 as claimed in the theorem exist. 
As a direct consequence, the energy-dissipation equality carries over from Theorem 3.5 with an almost
verbatim proof.
Theorem 3.9 (Energy-dissipation equality). For any solution
¯
a(t) of System 3.7 it holds
d
dt
Hc(zˆ(
¯
a(t))) = eB(t) · fB(t)− 〈r(
¯
a(t))a2(t), a2(t)〉c ≤ eB(t) · fB(t),
where the complexity-reduced Hamiltonian is given as
Hc(zˆ(
¯
a)) = 〈h(zˆ(
¯
a)), 1〉c for
¯
a ∈ V1 × V2.
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4. Structured representations
The previous sections consider the function space setting. In this section we make the transition to the
algebraic setting. In particular, we derive structured coordinate representations for the Galerkin approxima-
tions and the complexity-reduced system, which inherit the underlying gradient structure, cf., Remark 2.9 and
Theorem 3.4. Furthermore, we show that these coordinate representations can be transformed into the stan-
dard port-Hamiltonian form of System 1.1, or in other words, they are natural discrete counterparts to the
formulations of the continuous model given in Corollary 2.4 and (6).
For the upcoming, we assume {b1i , . . . , bNii } to be bases of Vi, i = 1, 2. The coordinate representation for
¯
a = [a1; a2] ∈ V is defined by
a = [a1; a2] ∈ RN and ai(t) =
Ni∑
l=1
blia
l
i(t), ai = [a
1
i ; . . . ; a
Ni
i ] ∈ RNi for N = N1 +N2.
The transformation from the coordinate representation a ∈ RN to the function
¯
a = [a1; a2] ∈ V reads
Ψ : RN → V , Ψ(a) =
[∑N1
l=1 b
l
1a
l
1(t)∑N2
l=1 b
l
2a
l
2(t)
]
=
[
a1
a2
]
.
4.1. Galerkin approximation
Let us first consider the coordinate representation of System 3.2. Recall that in the function space setting,
the partial Legendre transform G : V → R is given as G(
¯
a) = 〈g(
¯
a), 1〉, with g(
¯
a) = zˆ2(
¯
a)a2 − h(zˆ(
¯
a)) and h the
Hamiltonian density. The respective coordinate representation of G is then defined as
G : RN → R, G(a) = G (Ψ(a)).
By the chain rule, it follows for l ∈ Ni that ∂aliG(a) =
〈∇aig(¯a)|¯a=Ψ(a), bli〉. Let Mi ∈ RNi denote symmetric
positive definite matrices for i = 1, 2. The partial gradients of G in the scalar product (x,y) 7→ (Mix) · y read,
according to Definition 1.4,
∇Mi,aiG(a) =M−1i ∇aiG(a) =M−1i
[
∂a1iG(a); . . . ; ∂aNii
G(a)
]
.
With the upper definitions, it can seen that System 3.2 naturally translates into a coordinate representation
inheriting a gradient structure similar to the one observed in Corollary 2.4.
Corollary 4.1. Given system matrices
M1 = [〈bn1 , bm1 〉]m,n=1,...,N1 , M2 = [〈bn2 , bm2 〉]m,n=1,...,N2 , M =
[
M1
M2
]
J = [〈−∂xbn2 , bm1 〉]m=1,...,N1,n=1,...,N2 , R(a) = [〈r(Ψ(a))bn2 , bm2 〉]m,n=1,...,N2
K2 =
[
T b12, . . . , T bN22
]T
, K =
[
0N1,|N∂ |
K2
]
,
System 3.2 can be equivalently described as:
Find a ∈ C1([0, T ];RN), fB ∈ C1([0, T ];R|N∂ |) and eB ∈ C([0, T ];R|N∂|), solving
M
d
dt
[
a1(t)
∇M2,a2G(a(t))
]
=
[
J
−JT −R(a(t))
] [−∇M1,a1G(a(t))
a2(t)
]
+KeB(t)
fB(t) = K
Ta(t).
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Remark 4.2. Note that only because of the compatibility conditions of Assumption 3.1 on V1 and V2, the
gradient structure in the coordinate representation is recovered in Corollary 4.1. In particular, it is utilized that
for b2 ∈ V2 and {b1l , . . . , bN11 } describing an orthogonal basis, it holds
〈∇a1g(¯a), ∂xb2〉 =
N1∑
l=1
〈bl1, ∂xb2〉
1
||bl1||2
〈∇a1g(¯a), b
l
1〉.
The latter expression relates to the term JT∇M1,a1G(a(t)) in the coordinate representation, cf. Remark 2.9.
The upcoming theorem shows the equivalence of our approximation to a port-Hamiltonian system in standard
form, cf. System 1.1.
Theorem 4.3. Let the system of Corollary 4.1 be such that G has an open convex domain AN ⊂ RN . Then
the coordinate transformation
zˆ : AN → RN , zˆ(a) =
[
a1
zˆ2(a)
]
is well-defined and injective. Moreover, for the partial Legendre transform of G, given by
H : zˆ(AN )→ R, H(z) = sup
a2∈{a¯2:[z1;a¯2]∈AN}
(z2, a2)M2 −G([z1; a2]),
it holds ∇M1,z1H (ˆz(a)) = −∇M1,a1G(a) and ∇M2,z2H (ˆz(a)) = a2, and the system of Corollary 4.1 can be
equally rewritten as:
Find z ∈ C1([0, T ]; zˆ(AN )), fB ∈ C1([0, T ];R|N∂ |) and eB ∈ C([0, T ];R|N∂ |) solving
M
d
dt
z(t) =
[
J
−JT −R˜(z(t))
]
∇MH(z(t)) +KeB(t)
fB(t) = K
T∇M,zH(z(t)),
with R˜(·) defined such that R˜(ˆz(a)) = R(a) for a ∈ AN .
Proof. The theorem can be derived by employing a partial Legendre transform on the functional G and the
results from Theorem 1.7. 
4.2. Complexity-reduced system
All results for the purely projection-based approximation, System 3.2, can be carried over to the complexity-
reduced System 3.7. While the first result, Corollary 4.4, holds independently of Assumption 3.6, the derivation
of all other upcoming generalizations heavily rely on that assumption.
Corollary 4.4. Let the system matrices be as in Corollary 4.1. Let, furthermore,
Gc : AN → RN , Gc(a) = 〈g(Ψ(a)), 1〉c, for AN ⊂ RN
Rc(a) = [〈r(Ψ(a))bn2 , bm2 〉c]m,n=1,...,N2 .
Then System 3.7 can be equivalently described as:
Find a ∈ C1([0, T ];RN), fB ∈ C1([0, T ];R|N∂ |) and eB ∈ C([0, T ];R|N∂|), solving
M
d
dt
[
a1(t)
∇M2,a2Gc(a(t))
]
=
[
J
−JT −Rc(a(t))
] [−∇M1,a1Gc(a(t))
a2(t)
]
+KeB(t)
fB(t) = K
Ta(t).
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Lemma 4.5. For Gc as in Corollary 4.4, it holds for fixed a1 that
Φ : RN2 → R, Φ : a2 7→ Gc([a1; a2])
is strictly convex on every convex open subset of its domain.
Proof. For fixed a1 ∈ RN1 , let a convex subset U ⊂ RN2 of the domain of Φ be given, and let a2, a¯2 ∈ U with
a2 6= a¯2. As Φ is differentiable, strict convexity can equivalently be shown by Lemma 1.5 by verifying the
inequality
(∇a2Φ(a¯2)−∇a2Φ(a2)) · (a¯2 − a2)
!
> 0.
By definition of the coordinate representations, it holds
∇a2Φ(a2) · a¯2 =
N1∑
l=1
∂a2,lΦ(a2) a¯
l
2 =
N1∑
l=1
〈∇a2g([a1; a2]), bl2〉c a¯l2
=
∑
i∈I
wi
∫
Ki
∇a2g([a1; a2])
(
N1∑
l=1
a¯
l
2b
l
2
)
dx =
∑
i∈I
wi
∫
Ki
∇a2g([a1; a2]) a¯2dx.
And likewise, it holds
(∇a2Φ(a¯2)−∇a2Φ(a2)) · (a¯2 − a2) =
∑
i∈I
wi
∫
Ki
(∇a2g([a1; a¯2])−∇a2g([a1; a2])) (a¯2 − a2) dx︸ ︷︷ ︸
=:Si
.
As wi > 0 by Assumption 3.6, it only remains to show that Si ≥ 0 for i ∈ I, and for at least one j ∈ I it is
Sj > 0. Note that by construction, a¯2 − a2 ∈ V2, and therefore we can follow from the equivalence of || · ||c and
|| · || on V2 that
∑
i∈I
wi
∫
Ki
(a¯2 − a2)2dx = ||a¯2 − a2||2c ≥
1
C˜2
||a¯2 − a2||2 > 0,
i.e., there exists a j ∈ I with (a¯2 − a2)|Kj 6= 0. Further, the strict convexity of the density function g : R2 → R
with respect to its second argument implies by Lemma 1.5 for this j∫
Kj
(∇a2g([a1; a¯2])−∇a2g([a1; a2])) (a¯2 − a2) dx > 0, and∫
Ki
(∇a2g([a1; a¯2])−∇a2g([a1; a2])) (a¯2 − a2) dx ≥ 0, for i ∈ I.
Summarizing, it follows
(∇a2Φ(a¯2)−∇a2Φ(a2)) · (a¯2 − a2) =
∑
i∈I
wiSi ≥ wjSj > 0.

From Lemma 4.5, the following two results can be derived in analogy to Theorem 1.7 for the complexity-
reduced functional Gc.
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Lemma 4.6. Let Gc be defined on an open convex set AN ∈ RN . Then
zˆ : AN → RN , zˆ(a) =
[
a1
zˆ2(
¯
a)
]
:=
[
a1
∇M2,a2Gc(a)
]
, for a =
[
a1
a2
]
is injective.
Theorem 4.7. Let the system matrices be as in Corollary 4.4 and the assumptions of Lemma 4.6 hold. Let
Hc : zˆ(AN )→ R be defined as partial Legendre transform of Gc by
Hc(z) = sup
a2∈{a¯2:[z1;a¯2]∈AN}
(z2, a2)M2 −Gc([z1; a2]), for z = [z1; z2].
Then it holds ∇M1,z1Hc(z)|z=zˆ(a) = −∇M1,a1Gc(a), and ∇M2,z2Hc(z)|z=zˆ(a) = a2. Moreover, the system of
Corollary 4.4 can be equally rewritten as:
Find z ∈ C1([0, T ]; zˆ(AN )), fB ∈ C1([0, T ];R|N∂ |) and eB ∈ C([0, T ];R|N∂ |), solving
M
d
dt
z(t) =
[
J
−JT −R˜(z(t))
]
∇M,zHc(z(t)) +KeB(t)
fB(t) = K
T∇M,zHc(z(t)).
with R˜ defined such that R˜(ˆz(a)) = Rc(a) for a ∈ AN .
A possible interpretation of the former results is that the complexity-reduced Hamiltonian Hc does not
degenerate, when the compatibility conditions of Assumption 3.6 hold. But let us mention that zˆ(AN ) is a
nonlinear N -dimensional manifold, which depends on the Hamiltonian density h(·) and the quadrature rule
〈·, ·〉c. Thus the representation of Theorem 4.7 is not appropriate for a numerical realization. Also for the
examination of well-posedness, the upcoming formulation in a(·) is more convenient.
Lemma 4.8. The solution
¯
a ∈ C1([0, T ];V) of System 3.7 can be equally characterized by an ordinary differential
equation in terms of a continuous function f : [0, T ]× AN → RN as
d
dt
a(t) = f(t, a(t)), a(0) = a0 ∈ AN
for a ∈ C1([0, T ];RN).
The lemma can be shown with similar reasoning as Lemma 4.5. We refer to [37] for details.
5. Application to Euler equations
The one-dimensional barotropic Euler equations and various simplifications of it, cf. [37], [21], [39], are
important representatives of our model problem. Such equations arise in the modeling of flows describing,
e.g., cross-sectionally averaged pipes of a gas network system. In this section, the example of the barotropic
Euler equations is investigated in greater detail. The respective realization of the network model, the variable
transformations and the approximations from Sections 2-3 are reviewed. Moreover, a well-posedness result for
our proposed approximations is derived. The significance of the latter result is its generality in terms of the
approximation ansatz. It is not restricted to conventional discretization methods, as the structure-preserving
approximation schemes in, e.g., [18], [32], but it can also be applied to model order- and complexity-reduced
systems under a few assumptions.
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5.1. Realization of abstract framework
In the barotropic Euler equations, density and velocity ρ, v : [0, T ]× Ω→ R are governed by
∂tρ+ ∂x (ρv) = 0 (10a)
∂t(ρv) + ∂x
(
ρv2 + p(ρ)
)
= − λ
2D
ρ|v|v (10b)
for x ∈ Ω, t ∈ [0, T ], and the pressure p is a function of density only. Further, λ describes a possibly state-
dependent friction factor and D the diameter of the pipe, which we assume to be constant over the network
here. Given a potential energy function P (·) fulfilling
P ′′(ρ) =
1
ρ
p′(ρ),
the coupling conditions at inner nodes ν ∈ N0 read∑
ω∈E(ν)
nω[ν]ρ|ω[ν]v|ω [ν] = 0 (10c)
P ′(ρ|ω)[ν] +
v|ω[ν]
2
2
= P ′(ρ|ω˜)[ν] +
v|ω˜[ν]
2
2
for ω, ω˜ ∈ E(ν). (10d)
The system has to be complemented with initial conditions and one boundary condition per boundary node.
Remark 5.1. A natural choice for the potential energy functional can typically be motivated by physical
intuition on the model. Let us list a few barotropic pressure models, cf. [8], [18], [17], [44], with respective
consistent potential energy functional:
• Isentropic: p(ρ) = cpργ , cp > 0, γ > 1
P (ρ) =
cp
γ−1ρ
γ
• Isothermal: p(ρ) = RT ρ1−RTαρ , RT > 0, α < 0
P (ρ) = RTρ log
(
ρsc
1−RTαρ
ρ
)
• Ideal isothermal gas: p(ρ) = c2sρ, cs > 0
P (ρ) = c2sρ log
(
ρ
ρsc
)
The factor ρsc above is needed for a non-dimensionalization and is one, when SI-units are taken. We refer to
the references for physical interpretations of the other constants and derivations of the models. There, also
alternative space discretization approaches can be found for the Euler equations, whereas [18] shows the most
similarities to our one.
Our abstract standard form (5) reads for the barotropic Euler equations
∂t
[
ρ
v
]
=
[ −∂x
−∂x −r(ρ, ρv)
]
∇h([ρ; v]), x ∈ Ω, t ∈ [0, T ]
with h([ρ; v]) = ρ
v2
2
+ P (ρ), r(ρ, ρv) =
λ
2D
|v|
ρ
,
¯
z = [ρ; v].
The parametrization of our approximation ansatz takes the form
¯
a = [ρ;m] with m = ρv describing the mass
flux. The Hamiltonian density reads
∇zh([ρ; v]) = ∇zh
([
ρ;
m
ρ
])
=
[
m2
2ρ2 + P
′(ρ)
m
]
.
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Remark 5.2. The choice of parametrization
¯
a = [ρ;m] taken in our ansatz represents a natural choice for
Euler-type equations. Moreover, the variable transformation from energy variables to this parametrization, cf.
Theorem 1.7,
aˆ : R2 → R2, aˆ([z1; z2]) =
[
z1
z1z2
]
is of conveniently simple form. In contrast, methods relying on the parametrization in the effort variable
∇zh(
¯
z), cf., [19], [27] are unpractical for this specific application. This is also seen by the fact that the inverse
of [z1; z2] 7→ ∇zh([z1; z2]) is a significantly more complicated transformation than [z1; z2] 7→ aˆ([z1; z2]) and its
inverse.
The complexity-reduced System 3.7 reads for the barotropic Euler equations as follows.
System 5.3. Find [ρ;m] ∈ C1([0, T ];V1 × V2), fB ∈ C1([0, T ];R|N∂ |) and eB ∈ C0([0, T ];R|N∂ |) such that it
holds
〈∂tρ, b1〉 = −〈∂xm, b1〉〈
∂t
m
ρ
, b2
〉
c
=
〈
P ′(ρ) +
m2
2ρ2
, ∂xb2
〉
c
+ eB · T b2 − 〈r(ρ,m)m, b2〉c
fB = Tm
for all b1 ∈ V1 and b2 ∈ V2, and [ρ(0);m(0)] = [ρ0;m0]. One boundary condition for each boundary node ν ∈ N∂
is prescribed, each of one of the following types for t ∈ [0, T ],
Type 1: eB[ν] = u
ν ∈ C([0,∞),R), Type 2: fB [ν] = uν ∈ C1([0,∞),R)
and at least one ν ∈ V∂ with boundary conditions of Type 1.
Finally, the Hamiltonian of System 5.3 reads Hc : V → R, Hc
([
ρ; mρ
])
=
〈
P (ρ) + m
2
2ρ , 1
〉
c
.
5.2. Well-posedness of approximations
Well-posedness of System 5.3 can be shown under the following additional assumptions.
Assumption 5.4.
A1) Assumption 3.1 on V and Assumption 3.6 on 〈·, ·〉c hold.
A2) The function P : (0,M)→ R for M > 0 is two times continuously differentiable. It holds P ′′(y) > 0, and
y ≤ max{P (y), 1} for y ∈ (0,M), and limy→M P (y) =∞.
A3) The initial conditions [ρ0;m0] ∈ V are chosen such that ρ0(x) ∈ (0,M) for x ∈ Ki, i ∈ I.
A4) The friction model takes the form r(ρ,m) = 1/ρ2, i.e., a laminar friction model for λ(·) holds.
A5) The underlying full order model uses the finite element spaces from (9) with q = 0, i.e., Vf,1 = Q0(TE) and
Vf,2 = P1(TE), and the restriction of the density to one finite element Ki, ρ(t)|Ki , is constant.
Assumption (A1) ensures that || · ||c and || · || are equivalent norms on V1 and V2. Assumption (A2) is, among
others, fulfilled by potential energy functionals as in Remark 5.1. It is used, together with Assumption (A3),
to show that the complexity-reduced Hamiltonian Hc can be evaluated and bounds the norm of the solution.
Moreover, the underlying Hamiltonian density h : (0,M)× R→ R then fulfills Assumption 2.1. To establish a
global existence result, we follow the lead of [18], [32] and derive uniform boundedness of the solution and strict
positivity of the density. The proof of the latter relies on Assumptions (A4)-(A5) and is needed to avoid zeros
in the denominators of System 5.3.
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Lemma 5.5. For any solution of System 5.3, it holds that ρ(t)|Ki > 0 for t > 0 and i ∈ I. Moreover, there
exists a constant C, independent of the discretization parameters, such that
1
ρ(t)|Ki
≤ exp
(
C
√
t
∆xi
√
wi
√
R(t)
)
1
ρ(0)|Ki
for R(t) = Hc
([
ρ(0);
m(0)
ρ(0)
])
+
∫ t
0
eB(s) · fB(s)ds, for i ∈ I,
where ∆xi is the grid size of the finite element Ki.
Proof. At several instances, we employ that ρ(t)|Ki and ∂xm|Ki(t) are constant in space. As long as 1/ρ(t)|Ki
is well-defined, it therefore holds
d
dt
(
1
ρ(t)|Ki
)
=
〈
∂t
1
ρ(t)
, 1
〉
Ki
= −
〈
∂tρ(t),
1
ρ(t)2
〉
Ki
=
〈
∂xm(t),
1
ρ(t)2
〉
Ki
≤
(
1
ρ(t)|Ki
||∂xm(t)||Ki,∞
)
1
ρ(t)|Ki
.
By the inverse estimate, there exists a constant C with ||∂xm(t)||Ki ≤ C/∆xi ||m(t)||Ki . Together with 1/ρ(t)
and ∂xm(t) both being constant on Ki, this yields
1
ρ(t)|Ki
||∂xm(t)||Ki,∞ =
1
ρ(t)|Ki
||∂xm(t)||Ki ≤ ci(t),
with ci(s) =
C
∆xi
∣∣∣∣
∣∣∣∣m(s)ρ(s)
∣∣∣∣
∣∣∣∣
Ki
.
Setting together the two estimates, we thus get by the Gronwall lemma
1
ρ(t)|Ki
≤ exp
(∫ t
0
ci(s)ds
)
1
ρ(0)|Ki
.
It remains to bound
∫ t
0 ci(s)ds for i ∈ I. Assuming ρ(t)|Ki > 0 and i ∈ I, we can follow
wi
∫ T
0
∣∣∣∣
∣∣∣∣m(t)ρ(t)
∣∣∣∣
∣∣∣∣2
Ki
dt ≤
∑
i∈I
wi
∫ T
0
∣∣∣∣
∣∣∣∣m(t)ρ(t)
∣∣∣∣
∣∣∣∣2
Ki
dt =
∫ T
0
〈(
m(t)
ρ(t)
)2
, 1
〉
c
dt
≤
∫ T
0
〈(
m(t)
ρ(t)
)2
, 1
〉
c
dt+Hc
([
ρ(t);
m(t)
ρ(t)
])
= R(t).
The latter equality corresponds to the energy-dissipation equality of Theorem 3.9, integrated in time. Now first
applying the Jensen-inequality, see [45], and then inserting the former estimate yields
∫ t
0
ci(s)ds ≤
(
t
∫ t
0
ci(s)
2ds
)1/2
= C
√
t
∆xi
(∫ t
0
∣∣∣∣
∣∣∣∣m(t)ρ(t)
∣∣∣∣
∣∣∣∣2
Ki
ds
)1/2
≤ C
√
t
∆xi
√
wi
√
R(t).
Inserting the latter bound on
∫ t
0
ci(s)ds into the estimate obtained by the Gronwall lemma finishes the proof. 
Remark 5.6. In the special case of 〈·, ·〉c chosen as the L2-scalar product, we recover the case of pure Galerkin-
approximation without complexity reduction. Lemma 5.5 then shows strict positivity of ρ(t) on all of the spatial
domain. Such a result has been derived in [18] in a similar setting.
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Note that positivity of ρ(t)|Ki can only be guaranteed for i ∈ I by Lemma 5.5. This turns out to be sufficient,
as the ρ(t)-terms in the denominator are only evaluated for i ∈ I. Next, we derive a boundedness result for the
solution.
Theorem 5.7. Let Assumptions 5.4 hold. Then there exist constants C1, C2, independent of the discretization
parameters, such that for [ρ;m] ∈ V with ρ|Ki > 0 for i ∈ I it holds
||ρ||+ ||m|| ≤
(
max
i∈I
wi
− 1
2
)
[C1Hc([ρ;m]) + C2] .
Proof. Let k = argmaxi∈Iρ|Ki , and let I¯ = {i ∈ I : ρ|Ki > 1]} w.l.o.g. be non-empty. Otherwise we trivially
can bound the terms ||ρ||c, ρ|Kk by a constant. From Assumption 5.4-(A1) we get
1
C˜2
||ρ||2 ≤ ||ρ||2c = 〈ρ2, 1〉c =
∑
i∈I
wiρ
2
|Ki
≤ ρ|Kk
∑
i∈I
wiρ|Ki
= ρ|Kk

∑
i∈I¯
wiρ|Ki +
∑
j∈I\I¯
wjρ|Kj

 ≤ P (ρ|Kk)

∑
i∈I¯
wiP (ρ|Ki) +
∑
j∈I\I¯
wj

 .
By Assumption 5.4-(A2) it follows that P (·) can be bounded from below (not necessarily by zero), which implies
that there exists a constant cˆ such that
wkP (ρ|Kk) ≤
∑
i∈I¯
wiP (ρ|Ki) ≤ 〈P (ρ), 1〉c + cˆ.
Together, this shows that for some cˆ1, cˆ2 > 0 it holds
||ρ|| ≤ 1√
wk
(cˆ1〈P (ρ), 1〉c + cˆ2) .
Similarly, it follows
1
C˜2
||m||2 ≤ ||m||2c =
〈
m2
ρ
ρ, 1
〉
c
≤ ρ|Kk
〈
m2
ρ
, 1
〉
c
≤ P (ρ|Kk)
〈
m2
ρ
, 1
〉
c
≤ 1
wk
(〈P (ρ), 1〉c + cˆ)
〈
m2
ρ
, 1
〉
c
,
where in the last step the same estimate on P (ρ[xk]) as before has been used. With the help of Young’s
inequality it follows
||m|| ≤ C˜√
wk
√
(〈P (ρ), 1〉c + cˆ)
√〈
m2
ρ
, 1
〉
c
≤ C˜
2
√
wk
(
〈P (ρ), 1〉c +
〈
m2
ρ
, 1
〉
c
+ cˆ
)
.
Setting together the estimates for ||ρ|| and ||m|| shows the assertion. 
Notably, the bound on the L2-norms in Theorem 5.7 is almost independent of the discretization parameters.
Only the quadrature weights of the complexity reduction step enter. To make the bound uniform, one has to
require the quadrature weights to be bounded from below by a positive constant. The concluding result now
reads as follows.
Theorem 5.8. Given
∫ T
t=0
eB(t) · fB(t)dt is bounded for T > 0, System 5.3 has a unique solution [ρ;m] ∈
C1([0, T );V1 × V2), fB ∈ C1([0, T );R|N∂ |) and eB ∈ C([0, T );R|N∂ |).
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Theorem 5.8 can be deduced from Theorem 3.9, Theorem 5.7, Lemma 4.8 and some standard arguments on
differential equations, such as Peano existence theorem and the extension theorem [29]. We refer to [37] for
details.
Remark 5.9. The boundedness of the boundary exchange
∫ T
t=0
eB(t) · fB(t)dt is posed as an assumption in
Theorem 5.8. Under certain circumstances on the boundary conditions or the form of P (·), one can derive an
intrinsic bound. Sufficient is a bound depending linearly on the Hamiltonian and continuously on the boundary
conditions uν . We obtain this, e.g., when only boundary conditions of Type 1 are posed, or for the isentropic
model for P (·), cf. Remark 5.1.
Conclusion and outlook
This paper is a contribution towards the analysis of online-efficient and stable reduced order models. The
focus is on a class of nonlinear flow problems, to which, e.g., the barotropic Euler equations with a friction
term belong. For several reasons, the problem class can be considered challenging: It describes a system of
coupled equations on a network, the equations can be highly nonlinear, and they are of hyperbolic type. Thus
a deep understanding of the problem structure is needed for the construction of reliable approximations. Our
analysis of the problem and the proposed approximation ansatz are based on energy-based modeling concepts
and variational principles. We show that our approximations are locally mass conservative, fulfill energy bounds
and inherit port-Hamiltonian structure. These structure-preserving properties are also used to establish a well-
posedness result for proposed approximations of the barotropic Euler equations on networks. As discussed, a
realization of our ansatz by standard mixed finite elements is possible. But the significance of our analysis
is the generality in terms of the approximation ansatz, which only requires a few compatibility conditions,
cf. Assumption 3.1 and Assumption 3.6. It can therefore be used as the theoretical foundation for structure-
preserving online-efficient model order reduction.
However, the algorithmic implementation of compatible reduced models is a more sophisticated matter.
Some of its aspects are covered in our former works [37], [21], [22]. For the compatibility conditions related to
the model order reduction step, we also refer to the so-called symplectic model order reduction [43], [3], [4],
which deals with similar conditions. Nonetheless, the algorithmic aspects, particularly the ones related to the
complexity reduction, certainly deserve further studies. They will be the main topic of our upcoming sequel to
this paper.
Appendix A. Model generalizations
Our model problem can be generalized in different directions. Two practically relevant ones are discussed in
this appendix, together with the respective adaptions needed in our framework. The first one is the incorporation
of weights associated to the edges of the network. They can, e.g., reflect different cross-sectional areas in case
the edges model pipes, cf. [17], [37]. The other generalization concerns the addition of a dissipation term in the
equations.
A.1. Weighted edges
Throughout the main part we tacitly assumed the edges to be unweighted. If instead each edge ω ∈ E is
associated to a weight Aω ∈ R, the following adaptions are needed in our framework: In generalization to model
problem (5), let the state
¯
z : [0, T ]× Ω→ R2 be governed by
∂t
¯
z(t, x) =
[ −∂x
−∂x −r˜(
¯
z(t, x))
]
∇zh(
¯
z(t, x)), x ∈ Ω, t ∈ [0, T ],
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together with coupling conditions at ν ∈ N0 given as∑
ω∈E(ν)
nω[ν]Aω∇z2h(¯z|ω(t, ν)) = 0, ∇z1h(¯z|ω(t, ν)) = ∇z1h(¯z|ω˜(t, ν)) for ω, ω˜ ∈ E(ν),
and one boundary condition per boundary node ν ∈ N∂ , each of one of the following types,
Type 1: ∇z1h(¯z|ω(t, ν)) = u
ν(t), Type 2: nω[ν]Aω∇z2h(¯z|ω(t, ν)) = u
ν(t), ω ∈ E(ν),
for t ∈ [0, T ] with prescribed boundary data uν : [0, T ]→ R and initial conditions. Note that scaling terms Aω
enter the coupling conditions and the boundary conditions of Type 2. Moreover, the inner product 〈·, ·〉 changes
to
〈b, b˜〉 =
∑
ω∈E
Aω
∫
ω
b[x]b˜[x]dx, (11)
and the Hamiltonian accordingly to
H(
¯
z) = 〈h(
¯
z, 1〉 =
∑
ω∈E
Aω
∫
ω
h(
¯
z)dx.
Finally, the ansatz space H1div(E) is defined as
H1div(E) =

b ∈ H1pw(E) : ∑
ω∈E(ν)
nω[ν]Aωb|ω[ν] = 0, for ν ∈ N0

 .
With these adaptions, all results from the main part generalize immediately to the case of a network with
weighted edges.
A.2. Additional dissipation term
Model problem (5) is of hyperbolic type. This changes, when a dissipation term in form of a second order
derivative in space is added to the system. Here, we assume the dissipation to be described by the term
d : R2 → R+, similar to [18]. Let
s(˜
¯
z) = ∇z1h(˜¯z)− d(˜¯z)∂x∇z2h(˜¯z), for ˜¯z =
[
z˜1
z˜2
]
∈ C1pw(E).
In generalization to (5), let the state
¯
z : [0, T ]× Ω→ R2 be governed by
∂t
¯
z(t, x) =
[ −∂x
−∂x −r(
¯
z(t, x))
]
∇zh(
¯
z(t, x)) +
[
0
∂x (d(
¯
z(t, x))∂x∇z2h(¯z(t, x)))
]
,
together with the coupling conditions at ν ∈ N0 given as∑
ω∈E(ν)
nω[ν]∇z2h(¯z|ω(t, ν)) = 0, s(¯z|ω(t, ν)) = s(¯z|ω˜(t, ν)) for ω, ω˜ ∈ E(ν),
and one boundary condition per boundary node ν ∈ N∂ , each of one of the following types,
Type 1: s(
¯
z(t, ν)) = uν(t), Type 2: nω[ν]∇z2h(¯z(t, ν)) = u
ν(t) ω ∈ E(ν)
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for t ∈ [0, T ] with prescribed boundary data uν : [0, T ]→ R and initial conditions. Sufficiently smooth solutions
can then be shown to fulfill the energy dissipation equality
d
dt
H(
¯
z) =
∑
ν∈N∂ , ω∈E(ν)
nω[ν]s(
¯
z[ν])∇z2h(¯z[ν]) − 〈r(¯z), (∇z2h(¯z))
2〉 − 〈d(
¯
z), (∂x∇z2h(¯z))
2〉
≤
∑
ν∈N∂ , ω∈E(ν)
nω[ν]s(
¯
z[ν])∇z2h(¯z[ν]).
Our discretization-, model order-, and complexity-reduction schemes generalize to this case, and respective dis-
crete energy bounds and port-Hamiltonian structure can be shown with very minor adaptions to our derivations
from the main part. Moreover, a well-posedness result similar to Theorem 5.8 can be derived under assumptions
on the dissipation term d instead of on the friction term r.
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