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En la línea de investigación aquí presentada, 
nos ocupamos de la propuesta y aplicación de 
una Lógica Continua [Duj08] para la 
evaluación y comparación de técnicas de 
Minería de Datos. 
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Contexto 
Este trabajo de investigación se encuentra 
enmarcado dentro del Proyecto de Incentivos 
código 22/F822: “Ingeniería de Software: 
Conceptos, Métodos y Herramientas en un 
Contexto de Ingeniería de Software en 
Evolución”, de la Universidad Nacional de 
San Luis, en la línea “Métodos Formales y 
Prototipos Evolutivos”, del mismo. Dentro del 
contexto de desarrollo de métodos y 
herramientas, esta investigación tiene como 
objetivo el concretar la construcción de una 
herramienta de software que sirva para la 
evaluación de técnicas de Minería de Datos 
empleando un modelo de agregación de 
métricas que se basa en el uso de operadores 
de una Lógica Continua. 
Introducción 
En el Aprendizaje Automático o de Máquina, 
que se encuentra en la base de la Minería de 
Datos, es necesario evaluar la calidad de los 
modelos y hacerlo de la manera más precisa 
que sea posible. La etapa de evaluación de los 
modelos aprendidos es fundamental para poder 
garantizar la aplicación de los mismos. Sin 
embargo, establecer medidas justas y 
exhaustivas no es tarea sencilla. 
Por otro lado, en trabajos previos hemos 
desarrollado modelos para evaluación de 
distintas técnicas, herramientas, sistemas, ya 
sea en el área de recursos humanos [DDF00], 
herramientas de software [DFP04]; [DPS03]; 
[FDD00]; [FDPS05] o servicios de e-gov 
[DDF07]; [CDF09]; [DF11], entre otros. 
Dichos modelos han sido creados aplicando el 
método LSP (Logic Score of Preferences) el 
cual hace uso operadores de una Lógica 
Continua ([Duj08], [Duj07], [Duj96], [Duj97], 
[DB97]). 
En el presente trabajo apuntamos a integrar 
(agregar) en un solo valor, haciendo uso de 
dicha lógica, los distintos resultados que 
pueden obtenerse al usar métricas diversas 
cuando se evalúan técnicas de Minería de 
Datos; particularmente, en este caso, nos 
atenemos a las técnicas de evaluación de 
clasificadores. 
Para los clasificadores existen diversas 
métricas para su evaluación, sin embargo no es 
aconsejable emplear una sola de ellas ya que 
es común que un método de clasificación 
presente buenos resultados en una métrica y 
malos en otra. Por otro lado, realizar 
comparaciones de los resultados obtenidos con 
distintas métricas puede resultar confuso al 
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momento de analizarlas y compararlas. 
Es por eso que creemos conveniente obtener 
un único valor que integre los distintos 
resultados de las métricas empleadas. 
Asimismo, consideramos importante que el 
método de integración empleado sea 
comprensible para el evaluador y que, además,  
le resulte fácil poder adaptarlo a distintas 
situaciones y técnicas de Minería de Datos.  
Algunas de las métricas más empleadas para la 
evaluación de clasificadores son las técnicas 
de evaluación de hipótesis basadas en 
precisión como, por ejemplo, el porcentaje de 
Error de Muestra (o inversamente el porcentaje 
de Acierto (Accuracy)), o el Alcance, la 
Precisión o la Especificidad (Recall, Precision, 
Specificity) o técnicas más elaboradas como el 
Área Bajo la Curva (ROC). Estas métricas a su 
vez pueden ser calculadas empleando ya sea 
un mismo conjunto de datos tanto para el 
entrenamiento como para la validación o con 
conjuntos separados. A su vez puede aplicarse 
(o no) Validación Cruzada para evitar sesgo en 
las particiones de los datos. La Validación 
Cruzada puede aplicarse con o sin 
solapamiento de los subconjuntos. Otras 
técnicas de evaluación incluyen la 
combinación de hipótesis, tales el como el 
Bootsting, Bagging o Ramdomization. 
Resultados y Objetivos 
Cabe hacer notar que cada una de las métricas 
comúnmente usadas en Data Mining provee 
una perspectiva diferente en el espacio de 
performance del clasificador, brindando 
resultados diferentes para un mismo modelo 
aprendido. Es por eso que creemos 
conveniente contar con un resultado único 
proveniente de un modelo comprensible que 
combine las múltiples métricas  pero que a la 
vez le permita al usuario calibrar dicho modelo 
de acuerdo a sus necesidades. 
Nuestro objetivo es, entonces, integrar los 
datos obtenidos a partir de diversas métricas 
de evaluación de clasificadores. Para ello 
empleamos, como ya se dijo más arriba, una 
Lógica Continua, específicamente la propuesta 
en el método Logic Score of Preferences 
(LSP), cuyo proceso se encuentra resumido en 
la Figura 1. En ella mostramos una visión 
global del método LSP con sus 
correspondientes partes. 
 
Figura 1. El proceso de evaluación de LSP. 
Este método nos permite construir modelos de 
evaluación que consisten de Estructuras de 
Agregación, las que se basan en el uso 
combinado de las distintas funciones GCD 
(Generalized Conjunction Disjunction) del 
método LSP. Los datos obtenidos por las 
distintas métricas utilizadas, las cuales de 
acuerdo a LSP serían las Variables de 
Performance del sistema, son mapeados por 
medio de Criterios Elementales en 
Preferencias Elementales. Son estas 
preferencias elementales las que van siendo 
agregadas por medio de funciones GCD en 
estructuras de agregación y que nos permiten 
obtener un único valor final.  
Los criterios elementales son funciones que 
transforman un valor real proveniente de una 
variable de performance en un valor 
perteneciente al intervalo [0,100]. Estos 
valores resultantes son llamados preferencias 
elementales y representan el grado de 
cumplimiento con un requerimiento del 
sistema bajo evaluación. 
Estos criterios elementales nos permiten 
establecer, por ejemplo si así se desea, valores 
mínimos para una variable de performance. 
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 Ilustraremos esto por medio de un ejemplo 
simple. Supongamos que tenemos un 
clasificador que debe  asignar a cada instancia 
de una muestra una de dos clases (Positivo / 
Negativo). Esto nos da la matriz de confusión 
de la Tabla 1, donde VP: Verdaderos 
Positivos; FP: Falsos Positivos; FN: Falsos 
Negativos; VN: Verdaderos Negativos. 
 
Tabla 1. Matriz de confusión 
 
  Predicción 
  Positivos Negativos 
Positivos VP FN Real 
Negativos FP VN 
 
Por otro lado, si tenemos las siguientes 
métricas: Precisión (P): VP / (VP + FP); 
Alcance/Sensibilidad (AS): VP / (VP + FN); 
Especificidad (E): VN / (VN + FP); Acierto 
(A): (VP + VN) / (VP + VN + FP + FN) 
[LU04], entonces podríamos hacer una 
estructura de agregación como la que se 
muestra en la Figura 2. 
 
Figura 2. La función A (media aritmética) que devuelve 
la media de los valores de P, AS, E, A ponderada 
(pesada). 
Nótese que en dicha estructura AS 
(Alcance/Sensibilidad) tiene mayor peso que 
las otras métricas, esto ha sido hecho nada más 
que a los efectos de ejemplificar las 
posibilidades del LSP. 
Líneas de Investigación y 
Desarrollo 
Este trabajo es llevado a cabo dentro de la 
línea de “Métodos Formales y Prototipos 
Evolutivos” del proyecto de incentivos de la 
Universidad Nacional de San Luis, código 
22/F822: “Ingeniería de Software: Conceptos, 
Métodos y Herramientas en un Contexto de 
Ingeniería de Software en Evolución”. El 
mismo se encuentra íntimamente relacionado 
con trabajos previos en el área del desarrollo 
de modelos de evaluación. En esta misma línea 
de investigación, hemos ya aplicado el método 
LSP para otro tipo de sistemas en trabajos tales 
como [DF11], [CDF09], [Cas10], [DDF00], 
[DDF07], [DFP04], [DFPS01], [DPS03], 
[FDD00], [FDPS05], [MDU00]. El desarrollo 
y calibración de modelos para la evaluación de 
clasificadores es uno de los proyectos 
inmediatos en esta línea, al mismo tiempo que 
se continúa trabajando en la construcción de 
modelos de evaluación de calidad de software 
como otro de los proyectos en esta línea. 
A partir de estos desarrollos se analiza la 
posibilidad de nuevas tesis de grado y 
posgrado. 
Formación de Recursos 
Humanos 
La evaluación de sistemas, métodos y 
herramientas es una de las áreas en la cual 
venimos trabajando desde hace varios años y 
que ha producido varias publicaciones como 
ya se ha mencionado más arriba.  Este trabajo 
continuo nos ha conducido, entre otros, a la 
evaluación de sitios de gobierno electrónico, lo 
que ha dado como resultado tesis de maestría y 
de licenciatura, a la vez que otras se 
encuentran en preparación. 
Los aspectos propios del trabajo aquí 
presentado son ambiciosos y se espera que las 
distintas tareas a desarrollar sirvan para la 
realización de tesis de posgrado así como de 
grado. 
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