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Abstract
In this work, we study two problems: first is one of the central problem in learning theory of
learning sparse parities and the other k-Vector-SUM is an extension of the notorious k-SUM
problem.
We first consider the problem of learning k-parities in the on-line mistake-bound model:
given a hidden vector x ∈ {0, 1}n with |x| = k and a sequence of “questions” a1, a2, · · · ∈
{0, 1}n, where the algorithm must reply to each question with 〈ai, x〉 (mod 2), what is the
best tradeoff between the number of mistakes made by the algorithm and its time complexity?
We improve the previous best result of Buhrman et. al. [BGM10] by an exp(k) factor in the
time complexity.
Next, we consider the problem of learning k-parities in the presence of classification noise
of rate η ∈ (0, 1
2
). A polynomial time algorithm for this problem (when η > 0 and k = ω(1))
is a longstanding challenge in learning theory. Grigorescu et al. [GRV11] showed an algorithm
running in time
(
n
k/2
)1+4η2+o(1)
. Note that this algorithm inherently requires time
(
n
k/2
)
even
when the noise rate η is polynomially small. We observe that for sufficiently small noise rate,
it is possible to break the
(
n
k/2
)
barrier. In particular, if for some function f(n) = ω(log n)
and α ∈ [1
2
, 1), k = n/f(n) and η = o(f(n)−α/ log n), then there is an algorithm for the
problem with running time poly(n) · (n
k
)1−α · e−k/4.01.
Moving on to the k-Vector-SUM problem, where given n vectors 〈v1, v2, . . . , vn〉 over the
vector space Fdq , a target vector ~t and an integer k > 1, determine whether there exists k
vectors whose sum is ~t, where sum is over the field Fq. We show a parameterized reduction
from k-Clique problem to k-Vector-SUM problem, thus showing the hardness of k-Vector-SUM.
In parameterized complexity theory, our reduction shows that the k-Vector-SUM problem is
viii
ix
hard for the class W[1], although, [DFVW] have shown the W[1]-hardness result for k-Vector-
SUM using other techniques.
In our next attempt, we try to show connections between k-Vector-SUM and k-LPN. First
we prove that, a variant of k-Vector-SUM problem, called k-Noisy-SUM is at least as hard
as the k-LPN problem. This implies that any improvements in k-Noisy-SUM would result
into improved algorithms for k-LPN. In our next result, we show a reverse reduction from
k-Vector-SUM to k-LPN with high noise rate. Providing lower bounds for k-LPN problem is
an open challenge and many algorithms in cryptography have been developed assuming its
hardness. Our reduction shows that k-LPN with noise rate η = 1
2
− 1
2
· nk · 2−n
(
k−1
k
)
cannot
be solved in time no(k) assuming Exponential Time Hypothesis and, thus providing lower
bound for a weaker version of k-LPN.
