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periodic Schrödinger-Poisson system
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Abstract: We consider the Schrödinger-Poisson system
{
−∆u+ V (x)u+ |u|p−2u = λφu, in R3,
−∆φ = u2, in R3.
where λ > 0 is a parameter, 3 < p < 6, V ∈ C(R3) is 1-periodic in xj for j = 1, 2, 3 and 0 is in a
spectral gap of the operator −∆+ V . This system is strongly indefinite, i.e., the operator −∆+ V has
infinite-dimensional negative and positive spaces and it has a competitive interplay of the nonlinearities
|u|p−2u and λφu. Moreover, the functional corresponding to this system does not satisfy the Palai-
Smale condition. Using a new infinite-dimensional linking theorem, we prove that, for sufficiently
small λ > 0, this system has a nontrivial solution.
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1 Introduction and statement of results
In this paper, we consider the Schrödinger-Poisson system{
−∆u+ V (x)u + |u|p−2u = λφu, in R3,
−∆φ = u2, in R3. (1.1)
where 3 < p < 6 and λ > 0 is a parameter. The potential function V is a continuous function that is
1-periodic in xj for j = 1, 2, 3. Under this assumption, σ(L), the spectrum of the operator
L = −∆+ V : L2(R3)→ L2(R3), (1.2)
is a purely continuous spectrum that is bounded below and consists of closed disjoint intervals ([35, The-
orem XIII.100]). Thus, the complement R \ σ(L) consists of open intervals called spectral gaps. We
assume
(v). V ∈ C(R3) is 1-periodic in xj for j = 1, 2, 3 and 0 is in a spectral gap (−α, β) of −∆+ V , where
0 < α, β < +∞.
A solution (u, φ) of (1.1) is called nontrivial if u 6≡ 0 and φ 6≡ 0. Our main result is as follows:
Theorem 1.1. Suppose that 3 < p < 6 and (v) is satisfied. Then, there exists λ0 > 0 such that, for any
0 < λ < λ0, the problem (1.1) has a nontrivial solution.
∗E-mail address: chensw@amss.ac.cn (Shaowei Chen)
1
The Schrödinger-Poisson systems such as (1.1) arise in quantum mechanics, and are related to the
study of the nonlinear Schrödinger equation for a particle in an electromagnetic field or the Hartree-Fock
equation. Such systems have attracted much attention in recent years. For example, in [9] and [23], the
system
−∆u+ ωu+ u
7
3 = φu, −∆φ = u2 in R3
is used to describe a Hartree model for crystals, where ω is a positive constant. Problem (1.1) can also be
seen as a nonlinear perturbation of the so-called Choquard system
−∆u+ ωu = λφu, −∆φ = u2 in R3.
This system was introduced as an approximation to the Hartree-Fock theory for a one-component plasma
([1, 15], [24]-[32]). Problem (1.1) is also related to the so-called Schrödinger-Poisson-Slater system:
−∆u+ V (x)u + λφu = f(x, u), −∆φ = u2 in R3
where λ > 0. In recent years, there have been numerous studies of such systems under various assumptions
on V and f . One can, for example, see [2, 4, 5], [7, 14, 16, 20, 37] for the case infR3 V > 0 and [10, 11, 12]
for the case where V changes sign in R3. Finally, we should mention that, in [33], the author considers
the system
−∆u+ ωu+W ′u(x, u) = λuφ, −∆φ = u
2 in R3,
where ω and λ are positive constants. The potential W (x, u) is nonnegative, radially symmetric in x and,
even in u and satisfies some growth conditions. The model nonlinearity is 1p |u|
p with 2 < p < 6. Using
the symmetric mountain pass theorem (see [3]), the author obtained infinitely many radially symmetric
solutions of this system.
From a mathematical point of view, problem (1.1) possesses some interesting properties. First of all,
this problem has a variational structure. Let D1,2(R3) be the Hilbert space
D1,2(R3) = {u ∈ L6(R3) |
∫
R3
|∇u|2dx <∞}
with inner product
(u, v)D1,2(R3) =
∫
R3
∇u∇vdx.
For (u, φ) ∈ H1(R3)×D1,2(R3), let
Jλ(u, φ) =
1
2
∫
R3
(|∇u|2 + V (x)u2)dx +
λ
4
∫
R3
|∇φ|2dx+
1
p
∫
R3
|u|pdx −
λ
2
∫
R3
u2φdx.
Then, the critical points of Jλ solve (1.1). Because V is 1-periodic in every variable, this functional is
invariant under a 1-periodic translation. As a consequence, the functional does not satisfy the Palais-
Smale condition (see [38]). Second, because 0 is in a spectral gap of −∆ + V , the quadratic form∫
R3
(|∇u|2+V (x)u2)dx has infinite-dimensional negative and positive spaces. This case is called strongly
indefinite. Finally, since Jλ is strongly indefinite, it is natural to use the infinite-dimensional linking the-
orem (see [21, Theorem 3.4] or [38, Theorem 6.10]) to obtain critical points of Jλ. However, because
of the competitive interplay of the nonlinearities 1p
∫
R3
|u|pdx and λ
∫
R3
u2φdx, Jλ does not satisfy the
global linking condition (see (6.4) in [38]) or the τ -upper semi-continuous assumption (see (6.3) in [38])
in this theorem. To the best of our knowledge, variational problems possessing all these properties have
never been studied before. Our study of this problem will shed some light on other variational problems
possessing properties similar to those mentioned above.
In this paper, we first, modify the nonlinear terms of problem (1.1) such that the variational functional
for the modified system of equations has a global infinite-dimensional linking structure. We then use a
new infinite-dimensional linking theorem (see Theorem 5.2 in the appendix) to obtain a nontrivial solution
for the modified system. This theorem replaces the τ -upper semi-continuous assumption in the classical
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infinite-dimensional linking theorem (see [38, Theorem 6.10] or [21, Theorem 3.4]) with other assumption
(see (5.5) in Theorem 5.2). For reader’s convenience, we give the proof of this theorem in the appendix.
Finally, we use a blow-up argument to show that if λ > 0 is sufficiently small, then the nontrivial solution
of the modified system is in fact a nontrivial solution of (1.1).
Notation. Br(a) denotes the open ball of radius r and center a. For a Banach space X, we denote the
dual space of X by X ′, and denote strong and weak convergence in X by → and ⇀, respectively. For
ϕ ∈ C1(X ;R), we denote the Fréchet derivative of ϕ at u by ϕ′(u). The Gateaux derivative of ϕ is
denoted by 〈ϕ′(u), v〉, ∀u, v ∈ X. Lq(R3) and Lqloc(R3) denote the standard Lq space and the locally
q-integrable function space, respectively (1 ≤ q ≤ ∞), and H1(R3) denotes the standard Sobolev space
with norm ||u||H1 = (
∫
R3
(|∇u|2 + u2)dx)1/2. Let Ω be a domain in RN (N ≥ 1). C∞0 (Ω) is the space
of infinitely differentiable functions with compact support in Ω.
2 A modified system for (1.1)
Let η ∈ C∞0 (R) be such that
0 ≤ η ≤ 1; η(t) = 1, r ∈ [−1, 1]; η(t) = 0, |t| ≥ 2; |η′| ≤ 2; η(−t) = η(t), ∀t ∈ R.
For n ∈ N and t ∈ R, let
ηn(t) = η(t/n), Fn(t) = t
2ηn(t) and fn(t) = F ′n(t)/2.
Consider the following system{
−∆u+ V (x)u + |u|p−2u = λφfn(u), in R3,
−∆φ = Fn(u), in R3.
(2.1)
We can prove that the second equation has a unique solution φu. Substituting φu into the first equation
of (2.1), the problem can be transformed into a one variable equation. In fact, we have the following
lemma:
Lemma 2.1. For any u ∈ H1(R3), there exists a unique φn,u ∈ D1,2(R3) that is a solution of
−∆φ = Fn(u), in R3. (2.2)
Moreover,
(i). φn,u(x) =
∫
R3
Fn(u(y))
4π|x−y| dy, x ∈ R
3.
(ii). ∫
R3
|∇φn,u|
2dx =
∫
R3
Fn(u)φn,udx =
∫
R3
∫
R3
Fn(u(x))Fn(u(y))
4π|x−y| dxdy.
(iii). Let
C∗ = inf
06=v∈D1,2(R3)
∫
R3
|∇v|2dx
(
∫
R3
|v|6dx)1/3
> 0
be the Sobolev constant (see, for example, [38, Theorem 1.8]). Then∫
R3
|∇φn,u|
2dx ≤ C−1∗ (
∫
R3
|u|
12
5 dx)
5
3 , ∀u ∈ H1(R3).
(iv). There exists a positive constant D, which is independent of n and u, such that 0 ≤ φn,u ≤ Dn2 in
R
3
.
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Proof. Because 0 ≤ Fn(t) ≤ t2 for all n and t, the Hölder and the Sobolev inequalities implies that, for
any u ∈ H1(R3) and v ∈ D1,2(R3),
|
∫
R3
Fn(u)vdx| ≤ (
∫
R3
|Fn(u)|
6
5 dx)
5
6 (
∫
R3
|v|6dx)
1
6
≤ (
∫
R3
|u|
12
5 dx)
5
6 (
∫
R3
|v|6dx)
1
6 ≤ C
− 1
2
∗ (
∫
R3
|u|
12
5 dx)
5
6 (
∫
R3
|∇v|2dx)
1
2 . (2.3)
It follows that, for fixed u ∈ H1(R3), v ∈ D1,2(R3) 7→
∫
R3
Fn(u)vdx is a bounded linear functional in
D1,2(R3). Then, by the Riesz theorem, there exists a unique φn,u ∈ D1,2(R3) such that∫
R3
∇φn,u∇vdx =
∫
R3
Fn(u)vdx, ∀v ∈ D
1,2(R3). (2.4)
It follows that φn,u is the unique solution of (2.2). Then, by the theory of Poisson’s equation (see, for
example, Theorem 2.2.1 of [18]), we obtain the expression for φn,u in (i). Moreover, choosing v = φn,u
in (2.4), we obtain result (ii) of this lemma.
Choosing v = φn,u in (2.3) and using the first equality in (ii), we obtain result (iii).
Since φn,u is the solution of (2.1), the regularity theory for elliptic equations (see, for example, [19,
Theorem 8.17]) implies that there exists a positive constant C1 that is independent of n, u and y ∈ R3,
such that, for any y ∈ R3,
||φn,u||L∞(B1(y)) ≤ C1(
∫
B2(y)
|Fn(u)|
2)
1
2 . (2.5)
From the definition of Fn, we have 0 ≤ Fn(t) ≤ (2n)2, ∀t ∈ R. It follows that
C1(
∫
B2(y)
|Fn(u)|
2)
1
2 ≤ C1(
∫
B2(y)
(2n)4)
1
2 = 4C1(
∫
B2(0)
dx)1/2n2. (2.6)
Choosing D = 4C1(
∫
B2(0)
dx)
1
2 , by (2.5) and (2.6), we get that φn,u ≤ Dn2 in R3. Finally, since
Fn(u) ≥ 0 in R3, the maximum principle (see, for example, [19]) implies that φn,u ≥ 0 in R3. ✷
For u ∈ H1(R3), let
Φn,λ(u)
=
1
2
∫
R3
(|∇u|2 + V (x)u2)dx +
1
p
∫
R3
|u|pdx−
λ
4
∫
R3
Fn(u)φn,udx
=
1
2
∫
R3
(|∇u|2 + V (x)u2)dx +
1
p
∫
R3
|u|pdx−
λ
4
∫
R3
∫
R3
Fn(u(x))Fn(u(y))
4π|x− y|
dxdy. (2.7)
A direct computation shows that the derivative of Φn,λ is
〈Φ′n,λ(u), v〉 =
∫
R3
(∇u∇v + V (x)uv)dx +
∫
R3
|u|p−2uvdx
−λ
∫
R3
∫
R3
fn(u(x))v(x)Fn(u(y))
4π|x− y|
dxdy, ∀u, v ∈ H1(R3). (2.8)
From (i) of Lemma 2.1, and (2.8), we have the following
Lemma 2.2. The following statements are equivalent:
(i). (u, φ) ∈ H1(R3)×D1,2(R3) is a solution of (2.1).
(ii). u is a critical point of Φn,λ and φ = φn,u.
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3 Existence of a nontrivial solution for (2.1)
Recall that L is the operator defined by (1.2). We denote by |L|1/2 the square root of the absolute value of
L. The domain of |L|1/2 is the space
X := H1(R3).
On X, we choose the inner product (u, v) =
∫
R3
|L|1/2u · |L|1/2vdx and the corresponding norm ||u|| =√
(u, u). Since 0 lies in a gap of the essential spectrum of L, there exists an orthogonal decomposition
X = Y ⊕ Z such that Z and Y are the positive and negative spaces corresponding to the spectral decom-
position of L. Since V is 1-periodic for all variables, they are invariant under the action of Z3, i.e., for any
u ∈ Y or u ∈ Z and for any k = (n1, n2, n3) ∈ Z3, u(· − k) is also in Y or Z. Furthermore,
∀u ∈ Y,
∫
R3
(|∇u|2 + V u2)dx = (u, u) = ||u||2, (3.1)
∀u ∈ Z,
∫
R3
(|∇u|2 + V u2)dx = −(u, u) = −||u||2. (3.2)
Let Q : X → Z , P : X → Y be the orthogonal projections. By (3.1) and (3.2),∫
R3
(|∇u|2 + V u2)dx = ||Pu||2 − ||Qu||2, ∀u ∈ X. (3.3)
From X = Y ⊕ Z , we get that, for any u ∈ X,
u = Pu+Qu, ||u||2 = ||Pu||2 + ||Qu||2. (3.4)
This is the standard variational setting for the quadratic form
∫
R3
(|∇u|2 + V (x)u2)dx. See section
6.4 of [38] for more details.
By (3.3) and (2.7), we have
− Φn,λ(u) =
1
2
||Qu||2 −
1
2
||Pu||2 −
1
p
∫
R3
|u|pdx+
λ
4
∫
R3
Fn(u)φn,udx. (3.5)
Moreover, by (2.8), for any u, v ∈ X,
〈−Φ′n,λ(u), v〉
= (Qu, v)− (Pu, v)−
∫
R3
|u|p−2uvdx+ λ
∫
R3
∫
R3
fn(u(x))v(x)Fn(u(y))
4π|x− y|
dxdy
= (Qu, v)− (Pu, v)−
∫
R3
|u|p−2uvdx+ λ
∫
R3
φn,ufn(u)vdx. (3.6)
We will prove that if λ > 0 is sufficiently small, then −Φn,λ satisfies the global linking condition
(see Lemma 3.1). However, because of the nonlinearity, λ4
∫
R3
Fn(u)φn,udx, −Φn,λ does not satisfies the
τ -upper continuous assumption (see (6.3) in [38]). Therefore, to obtain critical points of −Φn,λ, we have
to use the new infinite-dimensional linking theorem (Theorem 5.2 in appendix).
Let {ek} be a total orthonormal sequence in Y and
|||u||| = max
{
||Qu||,
∞∑
k=1
1
2k+1
|(Pu, ek)|
}
. (3.7)
For R > r > 0 and u0 ∈ Z with ||u0|| = 1, set
N = {u ∈ Z | ||u|| = r}, M = {u+ tu0 | u ∈ Y, t ≥ 0, ||u+ tu0|| ≤ R}
and
∂M = {u ∈ Y | ||u|| ≤ R} ∪ {u+ tu0 | u ∈ Y, t > 0, ||u+ tu0|| = R}.
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Lemma 3.1. The functional−Φn,λ satisfies the following
(a) −Φ′n,λ is weakly sequentially continuous, where the weakly sequential continuity is defined in Theo-
rem 5.2 in the appendix.
(b) there exist δ > 0, R > r > 0, u0 ∈ Z with ||u0|| = 1 and λ′n > 0 for any n ∈ N such that if
0 < λ < λ′n, then
inf
N
(−Φn,λ) > max
{
0, sup
∂M
(−Φn,λ), sup
|||u|||≤δ
(−Φn,λ(u))
}
(3.8)
and
sup
M
(−Φn,λ) < +∞. (3.9)
Proof. (a) Let u ∈ X and {uk} ⊂ X be such that uk ⇀ u as k →∞. It follows that
(Quk, v)→ (Qu, v), (Puk, v)→ (Pu, v), k →∞, ∀v ∈ X, (3.10)
and uk → u in Lsloc(R3) for any 1 ≤ s < 6. As consequences, for any v ∈ C∞0 (R3), as k →∞,∫
R3
|uk|
p−2ukvdx→
∫
R3
|u|p−2uvdx, (3.11)
and ∫
R3
Fn(uk)vdx→
∫
R3
Fn(u)vdx. (3.12)
From (2.4) and (3.12), we have that, for any v ∈ C∞0 (R3), as k →∞,∫
R3
∇φn,uk∇vdx→
∫
R3
∇φn,u∇vdx.
This implies φn,uk ⇀ φn,u in D1,2(R3). Consequently, φn,uk → φn,u in Lsloc(R3) for any 1 ≤ s < 6.
Together with uk → u in Lsloc(R3) for any 1 ≤ s < 6, this yields that, for any v ∈ C∞0 (R3), as k →∞,∫
R3
φn,ukfn(uk)vdx→
∫
R3
φn,ufn(u)vdx. (3.13)
From (3.6), (3.10), (3.11) and (3.13), we get that, as k →∞,
〈−Φ′n,λ(uk), v〉 → 〈−Φ
′
n,λ(u), v〉, ∀v ∈ C
∞
0 (R
3).
Therefore,−Φ′n,λ is weakly sequentially continuous. Moreover,−Φn,λ maps bounded sets into bounded
sets, hence supM (−Φn,λ) < +∞.
(b) If u ∈ Z , then Pu = 0 and Qu = u. As φn,u ≥ 0 (see Lemma 2.1) and Fn ≥ 0, we have∫
R3
Fn(u)φn,udx ≥ 0 for all u ∈ X . Then, using the Sobolev inequality
||u||Lp(R3) ≤ C
′||u||, (3.14)
we get for the definition of −Φn,λ that, for any u ∈ Z,
− Φn,λ(u) ≥
1
2
||u||2 −
1
p
∫
R3
|u|pdx ≥
1
2
||u||2 −
C′p
p
||u||p.
Let r = C′−p/(p−2). Then, for N = {u ∈ Z | ||u|| = r},
inf
N
(−Φn,λ) ≥ (
1
2
−
1
p
)C′−2p/(p−2) > 0. (3.15)
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Let C > 0 be such that
||u||L2(R3) ≤ C||u||, ∀u ∈ X. (3.16)
Let
λ′n = (C
2Dn2)−1,
where D is the constant appearing in Lemma 2.1(iv). Then, for any 0 < λ ≤ λ′n and u ∈ X, Fn(t) ≤ t2
and φn,u ≤ Dn2 (see Lemma 2.1(iv)) yield
− Φn,λ(u) =
1
2
||Qu||2 −
1
2
||Pu||2 −
1
p
∫
R3
|u|pdx+
λ
4
∫
R3
Fn(u)φn,udx
≤
1
2
||Qu||2 −
1
2
||Pu||2 −
1
p
∫
R3
|u|pdx+
λ
4
∫
R3
u2 · (Dn2)dx
≤
1
2
||Qu||2 −
1
2
||Pu||2 −
1
p
∫
R3
|u|pdx+
1
4
||u||2
=
3
4
||Qu||2 −
1
4
||Pu||2 −
1
p
∫
R3
|u|pdx. (3.17)
Let u0 ∈ Z be such that ||u0|| = 1. And let u = v + tu0 ∈ Y ⊕ Ru0. By (3.17), we have
− Φn,λ(u) ≤
3
4
t2 −
1
4
||v||2 −
1
p
∫
R3
|v + tu0|
pdx. (3.18)
From (3.18) and the proof of Lemma 6.14 in [38], we obtain
− Φn,λ(u)→ −∞, as ||u|| → ∞, u ∈ Y ⊕ Ru0. (3.19)
Moreover, for 0 < λ ≤ λ′n and u ∈ Y, (3.17) implies
− Φn,λ(u) ≤ −
1
4
||u||2 −
1
p
∫
R3
|u|pdx ≤ 0.
Together with (3.19), this yields
sup
∂M
(−Φn,λ) ≤ 0 < inf
N
(−Φn,λ). (3.20)
From (3.17) and the definition of ||| · ||| (see (3.7)), we have, for 0 < λ ≤ λ′n,
− Φn,λ(u) ≤
3
4
||Qu||2 ≤
3
4
|||u|||2. (3.21)
Choosing δ = (23 (
1
2 −
1
p )C
′−2p/(p−2))1/2, (3.21) and (3.15) give that
sup
|||u|||≤δ
(−Φn,λ(u)) < inf
N
(−Φn,λ).
Together with (3.20), this yields (3.8). ✷
Lemma 3.2. Let V− = max{−V, 0} and M = ||V−||
1
p−2
L∞(R3) + 2. For any n ∈ N, there exists λ
′′
n > 0
such that if 0 < λ ≤ λ′′n and {uk} is a (C)c sequence for −Φn,λ, i.e.
sup
n
(−Φn,λ(uk)) ≤ c, (1 + ||uk||)|| − Φ
′
n,λ(uk)||X′ → 0, as k →∞, (3.22)
then ∫
̟k
|uk|
pdx→ 0, k →∞, (3.23)
where
̟k = {x ∈ R
3 | |uk(x)| ≥M}.
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Proof. Let
vk(x) = max{uk −M + 1, 0}.
It is easy to see that
∫
R3
|∇vk|2dx ≤
∫
R3
|∇uk|2dx and
∫
R3
|vk|2dx ≤
∫
R3
|uk|2dx. Therefore, there
exists C′′ > 0 such that ||vk|| ≤ C′′||uk||, ∀k ∈ N. Then, by (3.22), we get 〈Φ′n,λ(uk), vk〉 = o(1), here
o(1) denotes the infinitesimal depending only on k, i.e., o(1) → 0 as k → ∞. Together with (2.8), this
yields
o(1) =
∫
R3
∇uk∇vkdx+
∫
R3
V (x)ukvkdx+
∫
R3
|uk|
p−2ukvkdx− λ
∫
R3
fn(uk)φn,ukvkdx
=
∫
˜̟
+
k
|∇vk|
2dx+
∫
˜̟
+
k
V+(x)ukvkdx
+
∫
˜̟
+
k
(|uk|
p−2 − V− − λu
−1
k fn(uk)φn,uk)ukvkdx (3.24)
where V+ = V + V− and ˜̟+k = {x ∈ R3 | uk(x) ≥M − 1}.
From 0 ≤ φn,uk ≤ Dn2 and |t−1fn(t)| ≤ 3, we deduce that if
0 < λ ≤
1
6Dn2
:= λ′′n,
then, for any x ∈ ˜̟k,
|uk|
p−2 − V− − λu
−1
k fn(uk)φn,uk > 0.
Together with (3.24) and the fact that V+, uk and vk are nonnegative on ˜̟ k, this implies∫
˜̟
+
k
|∇vk|
2dx = o(1).
Then, by the Sobolev inequality, we obtain∫
˜̟
+
k
|vk|
6dx = o(1).
Let
̟+k = {x ∈ R
3 | uk(x) ≥M}.
Then ̟+k ⊂ ˜̟+k . And on ̟+k , v6k ≥ u6k/M6 ≥ upk/Mp. It follows that∫
̟+
k
|uk|
pdx ≤Mp
∫
˜̟
+
k
|vk|
6dx = o(1). (3.25)
Similarly, we have ∫
̟−
k
|uk|
pdx = o(1). (3.26)
where ̟−k = {x ∈ R3 | − uk(x) ≥M}. (3.23) follows from (3.25) and (3.26) immediately. ✷
Lemma 3.3. For any n ∈ N, there exists λ′′′n > 0 such that, if 0 < λ < λ′′′n and {uk} is a (C)c sequence
for −Φn,λ, then {uk} is bounded in X.
Proof. From (1 + ||uk||)|| − Φ′n,λ(uk)||X′ → 0, we have
〈−Φ′n,λ(uk), Quk〉 = o(1) and 〈−Φ′n,λ(uk), Puk〉 = o(1),
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where o(1) denotes the infinitesimal depending only on k, i.e., o(1)→ 0 as k →∞. Together with (3.6),
this yields
||Quk||
2 =
∫
R3
|uk|
p−2uk ·Qukdx− λ
∫
R3
fn(uk)φn,uk ·Qukdx+ o(1) (3.27)
and
||Puk||
2 = −
∫
R3
|uk|
p−2uk · Pukdx+ λ
∫
R3
fn(uk)φn,uk · Pukdx+ o(1). (3.28)
For ǫ > 0, let
Aǫ,k = {x ∈ R
3 | |uk(x)| < ǫ}.
And recall that ̟k is the set defined in Lemma 3.2. Using 0 ≤ φn,uk ≤ Dn2, |fn(t)| ≤ 5t and |uk| ≤M
on R3 \̟k, we get from (3.27) that
||Quk||
2
=
∫
R3
|uk|
p−2uk ·Qukdx− λ
∫
R3
fn(uk)φn,uk ·Qukdx+ o(1)
≤ (
∫
Aǫ,k
+
∫
R3\(̟k∪Aǫ,k)
+
∫
̟k
)|uk|
p−1 · |Quk|dx+ 5λDn
2
∫
R3
|uk| · |Quk|dx
≤ ǫp−2(
∫
Aǫ,k
|uk|
2dx)
1
2 (
∫
R3
|Quk|
2dx)1/2 +Mp−2(
∫
R3\(̟k∪Aǫ,k)
|uk|
2dx)
1
2 (
∫
R3
|Quk|
2dx)1/2
+(
∫
̟k
|uk|
pdx)
p−1
p (
∫
R3
|Quk|
pdx)1/p + 5λDn2(
∫
R3
u2kdx)
1/2(
∫
R3
|Quk|
2dx)1/2 + o(1)
≤ C2ǫp−2||uk||
2 + CMp−2(
∫
R3\(̟k∪Aǫ,k)
|uk|
2dx)
1
2 ||Quk||+ C
′(
∫
̟k
|uk|
pdx)
1
p ||Quk||
+5λCDn2||uk||
2 + o(1), (3.29)
where C′ and C come from (3.14) and (3.16), respectively. Similarly, we have
||Puk||
2 ≤ C2ǫp−2||uk||
2 + CMp−2(
∫
R3\(̟k∪Aǫ,k)
|uk|
2dx)
1
2 ||Puk||+ C
′(
∫
̟k
|uk|
pdx)
1
p ||Puk||
+5λCDn2||uk||
2 + o(1). (3.30)
Since ||uk||2 = ||Puk||2 + ||Quk||2 (see (3.4)), these two inequalities (3.29) and (3.30) imply that
||uk||
2 ≤ 2C2ǫp−2||uk||
2 + 2CMp−2(
∫
R3\(̟k∪Aǫ,k)
|uk|
2dx)
1
2 ||uk||+ 2C
′(
∫
̟k
|uk|
pdx)
1
p ||uk||
+10λCDn2||uk||
2 + o(1) (3.31)
From supn(−Φn,λ(uk)) ≤ c and (1 + ||uk||)|| − Φ′n,λ(uk)||X′ → 0, we obtain
o(1) + c ≥ −Φn,λ(uk) +
1
2
〈Φ′n,λ(uk), uk〉
= (
1
2
−
1
p
)
∫
R3
|uk|
pdx−
λ
2
∫
R3
(ukfn(uk)−
1
2
Fn(uk))φn,ukdx. (3.32)
From the definitions of fn and Fn, we have that
|t−2(tfn(t)−
1
2
Fn(t))| ≤ 5/2, ∀t ∈ R. (3.33)
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From (3.32), (3.33), and φn,uk ≤ Dn2, we obtain
ǫp−2
∫
R3\(̟k∪Aǫ,k)
|uk|
2dx
≤
∫
R3\(̟k∪Aǫ,k)
|uk|
pdx
≤ c(
1
2
−
1
p
)−1 +
λ
2
(
1
2
−
1
p
)−1
∫
R3
(ukfn(uk)−
1
2
Fn(uk))φn,ukdx−
∫
̟k∪Aǫ,k
|uk|
pdx+ o(1)
≤ c(
1
2
−
1
p
)−1 +
5λ
4
(
1
2
−
1
p
)−1Dn2
∫
R3
u2kdx + o(1)
≤ c(
1
2
−
1
p
)−1 + (
5C2
4
(
1
2
−
1
p
)−1Dn2) · λ||uk||
2 + o(1). (3.34)
It follows that
(
∫
R3\(̟k∪Aǫ,k)
|uk|
2dx)
1
2
≤ ǫ1−p/2c
1
2 (
1
2
−
1
p
)−
1
2 + ǫ1−p/2(
5C2
4
(
1
2
−
1
p
)−1Dn2)
1
2 λ
1
2 ||uk||+ o(1). (3.35)
If ǫ and λ′′′n are such that
2C2ǫp−2 =
1
8
, 2CMp−2ǫ1−p/2(
5C2
4
(
1
2
−
1
p
)−1Dn2)
1
2 (λ′′′n )
1
2 ≤
1
8
, 10CDn2λ′′′n ≤
1
8
, λ′′′n ≤ λ
′′
n,
then, from (3.35), (3.31) and the fact that ∫̟k |uk|pdx = o(1) (Lemma 3.2), we deduce that, for 0 < λ ≤
λ′′′n , {||uk||} is bounded. This completes the proof. ✷
Let λn = min{λ′n, λ′′n, λ′′′n }, where λ′n, λ′′n and λ′′′n are the constants in Lemma 3.1, Lemma 3.2 and
Lemma 3.3, respectively.
Lemma 3.4. For any n ∈ N and 0 < λ < λn, the system (2.1) has a nontrivial solution.
Proof. By Lemma 3.1, Lemma 3.3, and Theorem 5.2 in the appendix, we deduce that, for any n ∈ N
and 0 < λ < λn, there exists a bounded (C)c sequence {uk} for −Φn,λ with infk |||uk||| > 0. Up to a
subsequence, either
(a). limn→∞ supy∈R3
∫
B1(y)
|uk|2dx = 0, or
(b). there exist ̺ > 0 and ak ∈ Z3 such that
∫
B1(ak)
|uk|2dx ≥ ̺.
If (a) occurs, the Lions lemma (see, for example, [38, Lemma 1.21]) implies uk satisfies uk → 0 in
Ls(R3) for any 2 < s < 6. It follows that∫
R3
|uk|
p−2uk ·Qukdx→ 0,
∫
R3
|uk|
p−2uk · Pukdx→ 0, (3.36)
and by |t−1f(t)| ≤ 3, ∀t ∈ R and Lemma 2.1(iii), we have∫
R3
fn(uk)φn,uk ·Qukdx =
∫
R3
u−1k fn(uk)φn,uk · uk ·Qukdx
≤ 3
∫
R3
ukφn,uk ·Qukdx
≤ 3(
∫
R3
|φn,uk |
6dx)
1
6 (
∫
R3
|uk|
12
5 dx)
5
6 (
∫
R3
|Quk|
12
5 dx)
5
6
≤ 3C−1∗ (
∫
R3
|uk|
12
5 dx)
5
3 (
∫
R3
|Quk|
12
5 dx)
5
6 → 0. (3.37)
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Similarly, we have
∫
R3
fn(uk)φn,uk · Pukdx → 0. Then from (3.36), (3.37), (3.27) and (3.28), we
obtain ||uk|| → 0. This contradicts infk |||uk||| > 0. Therefore, case (a) cannot occur. As case (b)
therefore occurs, wk = uk(· + ak) satisfies wk ⇀ u0 6= 0. From (1 + ||wk||)|| − Φ′n,λ(wk)||X′ =
(1 + ||uk||)|| − Φ′n,λ(uk)||X′ → 0 and the weakly sequential continuity of −Φ′n,λ (see Lemma 3.1), we
have that −Φ′n,λ(u0) = 0. Therefore, (u0, φn,u0) is a nontrivial solution of (2.1). This completes the
proof. ✷
4 Proof of Theorem 1.1
Proposition 4.1. Suppose that 3 < p < 6. Then for any Λ > 0, there exists NΛ > 0 such that, if
(u, φ) ∈ H1(R3)×D1,2(R3) is a solution of (2.1) with n ≥ NΛ and 0 < λ ≤ Λ, then
|u(x)| ≤ n, ∀x ∈ R3.
Proof. We apply an indirect argument, and assume by contradiction that there exist Λ0 > 0, a real number
sequence {µn} and a sequence {(un, φn)} in H1(R3) ×D1,2(R3) such that 0 < µn ≤ Λ0, (un, φn) is a
solution of (2.1) with λ = µn and
||un||L∞(R3) > n. (4.1)
Since φn,u is a bounded function in R3 (see Lemma 2.1(iv)) and un ∈ H1(R3) is a solution of
−∆u + V (x)u + |u|p−2u = µnfn(u)φn,u in R3, (4.2)
the bootstrap argument of elliptic equations (see [19]), implies that un ∈ C1(R3). Let xn ∈ R3 be such
that
|un(xn)| = max
x∈R3
|un(x)| = ||un||L∞(R3). (4.3)
We shall use the blow-up argument of [6] to induce a contradiction. Let Mn = maxx∈R3 |un(x)| and
u˜n(x) = M
−1
n un(xn + xM
−α
n ), x ∈ R
3
with α = (p− 2)/2. Then,
|u˜n| ≤ 1 in R3, |u˜n(0)| = 1, ∀n ∈ N, (4.4)
and
un(x) =Mnu˜n(M
α
n (x− xn)), x ∈ R
3.
Substituting this expression into (4.2), we obtain
−M1+2αn (∆u˜n)(M
α
n (x− xn)) +MnV (x)u˜n(M
α
n (x− xn))
+Mp−1n (|u˜n|
p−2u˜n)(M
α
n (x− xn))
= µnfn(Mnu˜n(M
α
n (x− xn)))
∫
R3
Fn(Mnu˜n(M
α
n (y − xn)))
4π|x− y|
dy. (4.5)
By a direct computation, we have∫
R3
Fn(Mnu˜n(M
α
n (y − xn)))
4π|x− y|
dy = M−2αn
∫
R3
Fn(Mnu˜n(y))
4π|Mαn (x− xn)− y|
dy,
Together with (4.5), this yields
−∆u˜n +M
2−p
n V (xn + xM
−α
n )u˜n + |u˜n|
p−2u˜n
= M−(2p−3)n · µnfn(Mnu˜n)
∫
R3
Fn(Mnu˜n(y))
4π|x− y|
dy. (4.6)
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From the definition of fn, we have |fn(t)| ≤ 6n, ∀t ∈ R. Then, Lemma 2.1(iv) gives
0 ≤ φn,Mnu˜n =
∫
R3
Fn(Mnu˜n(y))
4π|x− y|
dy ≤ Dn2.
Then by p > 3, µn ≤ Λ0 and Mn > n, we obtain
M−(2p−3)n · µn|fn(Mnu˜n)|
∫
R3
Fn(Mnu˜n(y))
4π|x− y|
dy ≤ 6DΛ0n
3M−(2p−3)n → 0, n→∞. (4.7)
Moreover, because V is a bounded function in R3, we have that
M2−pn V (xn + xM
−α
n )→ 0, n→∞ (4.8)
holds uniformly for x ∈ R3. Then, by the standard elliptic estimates (see Section 9.2 of [19]), we deduce
from |u˜n| ≤ 1 in R3, (4.6), (4.7) and (4.8) that, for any 2 ≤ q < ∞ and 0 < R < ∞, u˜n is bounded in
W 2,q(BR(0)).
Without loss of generality, we may assume that u˜n converges weakly in W 2,q(BR(0)) (∀R < +∞,
∀p < +∞) and thus in particular in C1(BR(0)) to some u0 satisfying |u0(0)| = 1. From (4.6), (4.7) and
(4.8), we can see that u0 satisfies
−∆u + |u|p−2u = 0, u ∈ C1(R3). (4.9)
However, by Theorem 1 of [8], the only solution to this equation is u = 0, which contradicts |u0(0)| = 1.
This completes the proof. ✷
Proof of Theorem 1.1. We choose Λ = 1 in Proposition 4.1 and choose n∗ ∈ N satisfying n∗ ≥ NΛ.
Then by Lemma 3.4 and Proposition 4.1, for any 0 < λ < λ0 := min{λn∗ , 1}, problem (2.1) with n = n∗
has a nontrivial solution (u, φ) satisfying
||u||L∞(R3) ≤ n∗.
It follows that fn∗(u) = u and Fn∗(u) = u2. Hence, (u, φ) is a nontrivial solution of (1.1). ✷
5 Appendix: A variant infinite-dimensional linking theorem
In this section, we give a new infinite-dimensional linking theorem. This theorem replaces the τ -upper
semi-continuous assumption (see (6.3) in [38]) in the Kryszewski and Szulkin’s infinite-dimensional link-
ing theorem (see [38, Theorem 6.10] or [21, Theorem 3.4]) with other assumptions (see (5.5) in Theorem
5.2). Our theorem is a generalization of the classical finite-dimensional linking theorem (see [34, Theorem
5.3])
Before state the infinite-dimensional linking theorem, we give some notations and definitions.
Let X be a separable Hilbert space with inner product (·, ·) and norm || · ||, respectively. Y and Z are
closed subspaces of X and X = Y ⊕ Z. Let {ek} be a total orthonormal sequence in Y . Let
Q : X → Z, P : X → Y (5.1)
be the orthogonal projections. We define
|||u||| = max
{
||Qu||,
∞∑
k=1
1
2k+1
|(Pu, ek)|
}
(5.2)
on X. Then,
||Qu|| ≤ |||u||| ≤ ||u||, ∀u ∈ X,
and if ||un|| is bounded and |||un − u||| → 0, then {un} weakly converges to u in X. The topology
generated by ||| · ||| is denoted by τ , and all topological notations related to it will include this symbol.
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Let R > r > 0 and u0 ∈ Z with ||u0|| = 1. Set
N = {u ∈ Z | ||u|| = r}, M = {u+ tu0 | u ∈ Y, t ≥ 0, ||u+ tu0|| ≤ R}. (5.3)
Then, M is a submanifold of Y ⊕ R+u0 with boundary
∂M = {u ∈ Y | ||u|| ≤ R} ∪ {u+ tu0 | u ∈ Y, t > 0, ||u+ tu0|| = R}. (5.4)
Definition 5.1. Let J ∈ C1(X,R). A sequence {un} ⊂ X is called a (C)c sequence for J , if
sup
n
J(un) ≤ c and (1 + ||un||)||J ′(un)||X′ → 0, as n→∞.
Theorem 5.2. If H ∈ C1(X,R) satisfies
(a) H ′ is weakly sequentially continuous, i.e., if u ∈ X and {un} ⊂ X are such that un ⇀ u, then, for
any ϕ ∈ X, 〈H ′(un), ϕ〉 → 〈H ′(u), ϕ〉.
(b) there exist δ > 0, u0 ∈ Z with ||u0|| = 1, and R > r > 0 such that
inf
N
H > max
{
sup
∂M
H, sup
|||u|||≤δ
H(u)
}
(5.5)
and
sup
M
H < +∞, (5.6)
Then there exists a (C)c sequence {un} for H with c = supM H and infn |||un||| ≥ δ/2.
Proof. Arguing indirectly, assume that the result does not hold. Then, there exists ǫ > 0 such that
(1 + ||u||)||H ′(u)||X′ ≥ ǫ, ∀u ∈ E (5.7)
where
E = {u ∈ X | H(u) ≤ d+ ǫ} ∩ {u ∈ X | |||u||| ≥ δ/2}
and
d = sup
M
H.
From (5.5), we can choose ǫ such that
0 < ǫ < inf
N
H −max
{
sup
∂M
H, sup
|||u|||≤δ
H(u)
}
. (5.8)
Step1. A vector field in a τ -neighborhood of E.
Let
b = inf
N
H, T = 2(d− b+ 2ǫ)/ǫ, R = (1 + sup
u∈M
||u||)eT (5.9)
and
BR = {u ∈ X | ||u|| ≤ R}. (5.10)
For every u ∈ E ∩ BR, there exists φu ∈ X with ||φu|| = 1 such that 〈H ′(u), φu〉 ≥ 34 ||H
′(u)||X′ .
Then, (5.7) implies
(1 + ||u||)〈H ′(u), φu〉 >
1
2
ǫ. (5.11)
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From the definition of ||| · |||, we deduce that if a sequence {un} ⊂ E ∩ BR τ -converges to u ∈ X , i.e.,
|||un− u||| → 0, then un ⇀ u in X (see Remark 6.1 of [38]). By the weakly sequential continuity of H ′,
we get that for any ϕ ∈ X , 〈H ′(un), ϕ〉 → 〈H ′(u), ϕ〉. This implies that H ′ is τ -sequentially continuous
in E ∩BR. By (5.11), the τ -sequential continuity of H ′ in E ∩BR and the weakly lower semi-continuity
of the norm || · ||, we get that there exists a τ -open neighborhood Vu of u such that
〈H ′(v), (1 + ||u||)φu〉 >
1
2
ǫ, ∀v ∈ Vu, (5.12)
and
||(1 + ||u||)φu|| = 1 + ||u|| ≤ 2(1 + ||v||), ∀v ∈ Vu. (5.13)
Because BR is a bounded convex closed set in the Hilbert space X , BR is a τ -closed set. Therefore,
X \BR is a τ -open set.
The family
N = {Vu | u ∈ E ∩BR} ∪ {X \BR}
is a τ -open covering of E. Let
V =
( ⋃
u∈E∩BR
Vu
)⋃
(X \BR).
Then, V is a τ -open neighborhood of E.
Since V is metric, hence paracompact, there exists a local finite τ -open covering M = {Mi | i ∈ Λ}
of V finer than N . If Mi ⊂ Vui for some ui ∈ E, we choose ̟i = (1 + ||ui||)φui and if Mi ⊂ X \BR,
we choose ̟i = 0. Let {λi | i ∈ I} be a τ -Lipschitz continuous partition of unity subordinated to M.
And let
ξ(u) :=
∑
i∈I
λi(u)̟i, u ∈ V . (5.14)
Since the τ -open covering M of V is local finite, each u ∈ V belongs to only finite many sets Mi.
Therefore, for every u ∈ V , the sum in (5.14) is only a finite sum. It follows that, for any u ∈ V , there
exist a τ -open neighborhoodUu ⊂ V of u and Lu > 0 such that ξ(Uu) is contained in a finite-dimensional
subspace of X and
||ξ(v) − ξ(w)|| ≤ Lu|||v − w|||, ∀v, w ∈ Uu. (5.15)
Moreover, by the definition of ξ, (5.12) and (5.13), we get that, for every u ∈ V ,
||ξ(u)|| ≤ 1 + ||u|| and 〈H ′(u), ξ(u)〉 ≥ 0 (5.16)
and for every u ∈ E ∩BR,
〈H ′(u), ξ(u)〉 >
1
2
ǫ. (5.17)
Step2. Let θ be a smooth function satisfying 0 ≤ θ ≤ 1 in R and
θ(t) =
{
0, t ≤ 2δ3 ,
1, t ≥ δ.
Let
χ(u) =
{
−θ(|||u|||)ξ(u), u ∈ V ,
0, |||u||| ≤ 2δ3 .
Then, χ is a vector field defined in
W = V ∪ {u ∈ X | |||u||| < δ}.
It is a τ -open neighborhood of Hd+ǫ ∪ (X \BR), where
Hd+ǫ := {u ∈ X | H(u) ≤ d+ ǫ}.
From (5.15), (5.17) and the definition of χ, we deduce that the mapping χ satisfies that
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(a). each u ∈ W has a τ -open set Vu such that χ(Vu) is contained in a finite-dimensional subspace of
X,
(b). for any u ∈ W , there exist a τ -open neighborhoodUu of u and L′u > 0 such that
||χ(v) − χ(w)|| ≤ L′u|||v − w|||, ∀v, w ∈ Uu. (5.18)
This means that χ is locally Lipschitz continuous and τ -locally Lipschitz continuous,
(c).
||χ(u)|| ≤ 1 + ||u||, ∀u ∈ W , (5.19)
(d).
〈H ′(u), χ(u)〉 ≤ 0, ∀u ∈ W . (5.20)
and
〈H ′(u), χ(u)〉 < −
1
2
ǫ, ∀u ∈ {u ∈ E | |||u||| ≥ δ} ∩BR. (5.21)
Step3. From (5.18) and the fact that |||v||| ≤ ||v||, ∀v ∈ X , we have
||χ(v)− χ(w)|| ≤ L′u||v − w||, ∀v, w ∈ Uu.
This implies that χ is a local Lipschitz mapping under the || · || norm. Then by the standard theory of
ordinary differential equation in Banach space, we deduce that the following initial value problem{
dη
dt = χ(η),
η(0, u) = u ∈ W .
(5.22)
has a unique solution in W , denoted by η(t, u), with right maximal interval of existence [0, T (u)). Fur-
thermore, using (5.18) and the Gronwall inequality (see, for example, Lemma 6.9 of [38]), the similar
argument as the proof of c) in [38, Lemma 6.8] yields that
(A). η is τ -continuous, i.e., if un ∈ W , u0 ∈ W , 0 ≤ tn < T (un) and 0 ≤ t0 < T (u0) satisfy
|||un − u0||| → 0 and tn → t0, then |||η(tn, un)− η(t0, u0)||| → 0.
From (5.20), we have
d
dt
H(η(t, u)) = 〈H ′(η(t, u)), η(t, u)〉 ≤ 0.
Therefore, H is non-increasing along the flow η. It follows that {η(t, u) | 0 ≤ t ≤ T (u)} ⊂ Hd+ǫ
if u ∈ Hd+ǫ, i.e., Hd+ǫ is an invariant set of the flow η. Then, (5.19) and Theorem 5.6.1 of [22] (or
Corollary 4.6 of [36]) implies that, for any u ∈ Hd+ǫ, T (u) = +∞.
Step 4. We shall prove that
{η(t, u) | 0 ≤ t ≤ T, u ∈M} ⊂ BR. (5.23)
Let u ∈ Hd+ǫ. By the result in Step 3, we have T (u) = +∞ and
η(t, u) = u+
∫ t
0
χ(η(s, u))ds, ∀t ∈ [0,+∞).
Together with (5.19), this yields
||η(t, u)|| ≤ ||u||+
∫ t
0
||χ(η(s, u))||ds ≤ ||u||+
∫ t
0
(1 + ||η(s, u))||)ds.
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Then, by the Gronwall inequality (see, for example, Lemma 6.9 of [38]), we get that
||η(t, u)|| ≤ (1 + ||u||)et − 1, ∀t ∈ [0,+∞). (5.24)
Since M ⊂ Hd+ǫ, by (5.24) and the definition of R (see 5.9), we get (5.23).
Step 5. From the choice of ǫ (see (5.8)), we have
sup
|||u|||≤δ
H < b− ǫ.
It follows that
{u ∈ X | |||u||| ≤ δ} ⊂ Hb−ǫ := {u ∈ X | H(u) ≤ b− ǫ}.
Together with (5.21), this yields
〈H ′(u), χ(u)〉 < −
1
2
ǫ, ∀u ∈ Hd+ǫb−ǫ ∩BR, (5.25)
where
Hd+ǫb−ǫ := {u ∈ X | b− ǫ ≤ H(u) ≤ d+ ǫ}.
We show that, for any u ∈M , H(η(T, u)) ≤ b− ǫ. Arguing indirectly, assume that this were not true.
Then, there exists u ∈M such that H(η(T, u)) > b− ǫ. Since H is non-increasing along the flow η, from
(5.23), we deduce that {η(t, u) | 0 ≤ t ≤ T } ⊂ Hd+ǫb−ǫ ∩BR. Then, by (5.25),
H(η(T, u)) = H(η(0, u)) +
∫ T
0
〈
H ′(η(s, u)), χ(η(s, u))
〉
ds
≤ H(η(0, u)) +
∫ T
0
(−
1
2
ǫ)ds
≤ d+ ǫ−
1
2
ǫT = b− ǫ. (5.26)
This contradicts H(η(T, u)) > b− ǫ. Therefore, we have
(B). η(T,M) ⊂ Hb−ǫ.
Moreover, using the result (a) in Step 2 and and the fact that η is τ -continuous (see (A)), the similar
argument as the proof of the result b) of [38, Lemma 6.8] yields that
(C). Each point (t, u) ∈ [0, T ]×Hd+ǫ has a τ -neighborhoodN(t,u) such that
{v − η(s, v) | (s, v) ∈ N(t,u) ∩ ([0, T ]×H
d+ǫ)}
is contained in a finite-dimensional subspace of X.
Step6. Let
h : [0, T ]×M → X, h(t, u) = Pη(t, u) + (||Qη(t, u)|| − r)u0
where P,Q, r and u0 are defined in (5.1), (5.3) and (5.4). Then
0 ∈ h(t,M)⇔ η(t,M) ∩N 6= ∅.
From infN H > sup∂M H (see (5.5)) and the fact that, for any u ∈ X , the function H(η(·, u)) is non-
increasing, we deduce that infN H > supu∈∂M H(η(t, u)), ∀t ∈ [0, T ]. Therefore,
0 6∈ h(t, ∂M), ∀t ∈ [0, T ]. (5.27)
Since η has the properties (A) and (C) obtained in step 3 and step 5 respectively and h satisfies (5.27),
there is an appropriate degree theory for deg(h(t, ·),M, 0) (see Proposition 6.4 and Theorem 6.6 of [38]).
Then, the same argument as the proof of Theorem 6.10 of [38] yields that
deg(h(T, ·),M, 0) = deg(h(0, ·),M, 0) 6= 0.
It follows that 0 ∈ h(T,M) and η(T,M)∩N 6= ∅. Therefore, there exists u ∈M such that H(η(T, u)) ≥
b. It contradicts the property (B) obtained in step 5. This completes the proof of this theorem. ✷
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