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1. Introduction
Discrete splines were first introduced by Mangasarian and Schumaker [1] in 1971. They discovered that the solutions to
some constrained minimization problems exhibited a spline-like structure and hence these solutions were named ‘discrete
splines’. Subsequent investigations on discrete splines can be found in the work of Schumaker [2], Astor and Duris [3], and
Lyche [4,5].
There are two basic approaches to developing splines — the variational approach wherein splines are defined as the
solutions of certain constrained minimization problems, and the constructive approach wherein they are defined by piecing
together classes of functions at certain ‘knots’. In the very first paper on discrete splines [1], the variational approach has
been used and discrete splines are introduced as solutions to constrained minimization problems in real Euclidean space,
which are discrete analogs of minimization problems in Banach space whose solutions are generalized splines. These same
discrete splines also play a fundamental role in certain best summation formulae for a finite sequence of real numbers [6].
The constructive approach has been employed in the work of [3–5,2]. Both Schumaker [2] and Lyche [4,5] deal with discrete
polynomial splines. In [2], discrete B-splines, which are discrete analogs of the classical B-splines, are explored to give the
general construction of discrete splines — here forward differences are involved. In comparison, the cubic discrete spline
discussed in [4] involves central differences. Another work by Lyche [5] investigates several discrete spline approximation
methods for fitting functions and data, the respective error analysis shows that some results in the continuous case can be
obtained from the discrete analog. On a separate note, in [3] discrete L-splines are constructively defined so as to parallel
the development of continuous L-splines.
Motivated by the above research on discrete splines and also the recognition that in contrast to continuous splines
where derivatives are involved, discrete splines only involve differences and hence have a wider range of applications, in
this paper we shall develop a quintic discrete spline via a constructive approach. Our definition of discrete spline involves
forward differences and is in the spirit of that in [2]. However, the method of construction is different — we derive matrix
equations which can be solved uniquely to obtain the discrete spline, which, unlike [5,2], is not in terms of B-splines. Our
approach is parallel to the technique in [4]. The main contributions in this paper are (i) the development of a class of quintic
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discrete spline interpolation and thederivation of explicit error estimates between the function and its quintic discrete spline
interpolate; and (ii) the extension to two-variable biquintic discrete spline interpolation and the related error estimates.
Our work naturally complements the literature and especially the work of [4,5,2]. We have also extended the work of
[7,8] on the continuous case to the discrete case, as well as generalizing the work of [9] on the cubic case to the quintic case.
In the latter generalization, we remark that there is a quantum leap in the level of complexity from the cubic case to the
quintic case. It is also noted that [7,8] extends the work of Schultz [10], and other work on different types of continuous
splines includes [7,11–18].
The outline of the paper is as follows. In Section 2, we introduce the notations used and state the relevant results for
discrete Hermite interpolation [19], which are crucial in the development of discrete spline interpolation in Section 3. The
error estimates for discrete spline interpolation are derived in Section 4. In Section 5, we present the two-variable discrete
spline interpolation as well as the error analysis. Finally, we state our conclusion in Section 6. Some numerical examples are
also included to illustrate the results obtained.
2. Preliminaries
We shall first introduce the notations used. Let a, b, c, d (b > a, d > c) be integers. We shall denote the discrete interval
N[a, b] = {a, a+ 1, . . . , b}. Throughout, let
ρ : a = k1 < k2 < · · · < km = b, ki ∈ Z, 1 ≤ i ≤ m (m ≥ 7)
and
ρ ′ : c = l1 < l2 < · · · < ln = d, lj ∈ Z, 1 ≤ j ≤ n (n ≥ 7)
be uniform partitions of N[a, b] and N[c, d] respectively with step sizes
h = ki+1 − ki (≥ 6), 1 ≤ i ≤ m− 1 and h′ = lj+1 − lj (≥ 6), 1 ≤ j ≤ n− 1.
Further, we let τ = ρ × ρ ′ be a rectangular partition of N[a, b] × N[c, d]. The symbol ∆, as usual, denotes the forward
difference operator with step size 1. For x ∈ R and k a nonnegative integer, the factorial expression x(k) =k−1i=0 (x− i), and
we use the convention 0(0) = 1. For x ∈ R, the largest integer less than or equal to x is denoted by [x]. For a function f (t)
defined on N[a, b+ 2], we define the usual ℓ∞ norm as
∥f ∥ = max
t∈N[a,b+2]
|f (t)|.
Similarly, for a function f (t, u) defined on N[a, b+ 2] × N[c, d+ 2], the usual ℓ∞ norm is defined as
∥f ∥ = max
(t,u)∈N[a,b+2]×N[c,d+2]
|f (t, u)|.
Next, we shall state some results for discrete Hermite interpolation which are needed in later sections. We begin with
the following definition.
Definition 2.1. Let j ∈ N (< h) be fixed. Let fi(t) be defined on N[ki, ki+1 + j], 1 ≤ i ≤ m − 2, and fm−1(t) be defined on
N[km−1, b+ 2]. Let f (t) ≡ ∪1≤i≤m−1 fi(t). We say that f (t) ∈ D( j)[a, b] if
∆lfi−1(ki) = ∆lfi(ki), 2 ≤ i ≤ m− 1, 0 ≤ l ≤ j. (2.1)
Note that (2.1) is also equivalent to
fi−1(ki + l) = fi(ki + l), 2 ≤ i ≤ m− 1, 0 ≤ l ≤ j. (2.2)
Hence, the function f (t) = ∪1≤i≤m−1 fi(t) is well defined on N[a, b+ 2]. The set D(p,q)([a, b] × [c, d])where p, q ∈ N, p <
h, q < h′, is analogously defined.
Define the set H(ρ) as
H(ρ) = {g(t) ∈ D(2)[a, b] : g(t) is a quintic polynomial in each subinterval
N[ki, ki+1], 1 ≤ i ≤ m− 2 and N[km−1, b+ 2]}.
Clearly, H(ρ) is of dimension 6(m− 1)− 3(m− 2) = 3m.
Definition 2.2. For a given function f (t) defined on N[a, b + 2], we say Hρ f (t) is the H(ρ)-interpolate of f (t), also known
as the discrete Hermite interpolate of f (t), if Hρ f (t) ∈ H(ρ)with∆jHρ f (ki) = ∆jf (ki), 1 ≤ i ≤ m, j = 0, 1, 2.
In [19] we have shown that Hρ f (t) can be explicitly expressed as
Hρ f (t) =
m
i=1
[f (ki)hi(t)+1f (ki)h¯i(t)+∆2f (ki) ¯¯hi(t)], (2.3)
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where hi(t), h¯i(t), ¯¯hi(t), 1 ≤ i ≤ m are the basic elements of H(ρ) such that for 1 ≤ i, j ≤ m, hi(kj) = δij, 1hi(kj) =
∆2hi(kj) = 0,1h¯i(kj) = δij, h¯i(kj) = ∆2h¯i(kj) = 0,∆2 ¯¯hi(kj) = δij, ¯¯hi(kj) = 1 ¯¯hi(kj) = 0. The explicit expressions of
hi(t), h¯i(t), ¯¯hi(t), 1 ≤ i ≤ m are also provided in [19]:
hi(t) = 10(t − ki−1)
(3)
h(h+ 1)(h+ 2) −
15(t − ki−1)(4)
h(h− 1)(h+ 1)(h+ 2) +
6(t − ki−1)(5)
h(h− 1)(h− 2)(h+ 1)(h+ 2) ,
t ∈ N[ki−1, ki], 2 ≤ i ≤ m− 1; t ∈ N[km−1, b+ 2], i = m
= −10(t − ki+1)
(3)
h(h− 1)(h− 2) −
15(t − ki+1)(4)
h(h− 1)(h− 2)(h+ 1) −
6(t − ki+1)(5)
h(h− 1)(h− 2)(h+ 1)(h+ 2) ,
t ∈ N[ki, ki+1], 1 ≤ i ≤ m− 1
= 0, otherwise;
h¯i(t) = −4(h− 3)(t − ki−1)
(3)
h(h+ 1)(h+ 2) +
(7h− 16)(t − ki−1)(4)
h(h− 1)(h+ 1)(h+ 2) −
3(t − ki−1)(5)
h(h− 1)(h+ 1)(h+ 2) ,
t ∈ N[ki−1, ki], 2 ≤ i ≤ m− 1; t ∈ N[km−1, b+ 2], i = m
= −4(h+ 3)(t − ki+1)
(3)
h(h− 1)(h− 2) −
(7h+ 16)(t − ki+1)(4)
h(h− 1)(h− 2)(h+ 1) −
3(t − ki+1)(5)
h(h− 1)(h− 2)(h+ 1) ,
t ∈ N[ki, ki+1], 1 ≤ i ≤ m− 1
= 0, otherwise;
¯¯hi(t) = (h− 2)(h− 3)(t − ki−1)
(3)
2h(h+ 1)(h+ 2) −
(h− 3)(t − ki−1)(4)
h(h+ 1)(h+ 2) +
(t − ki−1)(5)
2h(h+ 1)(h+ 2) ,
t ∈ N[ki−1, ki], 2 ≤ i ≤ m− 1; t ∈ N[km−1, b+ 2], i = m
= −(h+ 2)(h+ 3)(t − ki+1)
(3)
2h(h− 1)(h− 2) −
(h+ 3)(t − ki+1)(4)
h(h− 1)(h− 2) −
(t − ki+1)(5)
2h(h− 1)(h− 2) ,
t ∈ N[ki, ki+1], 1 ≤ i ≤ m− 1
= 0, otherwise.
We also define
H(τ ) = H(ρ)⊕ H(ρ ′) (the tensor product)
= Span{hi(t)hj(u), hi(t)h¯j(u), hi(t) ¯¯hj(u), h¯i(t)hj(u), h¯i(t)h¯j(u), h¯i(t) ¯¯hj(u),
¯¯hi(t)hj(u), ¯¯hi(t)h¯j(u), ¯¯hi(t) ¯¯hj(u)}m ni=1 j=1
= {g(t, u) ∈ D(2,2)([a, b] × [c, d]) : g(t, u) is a two-dimensional polynomial of
degree 5 in each variable and in each subrectangle N[ki, ki+1] × N[lj, lj+1],
N[km−1, b+ 2] × N[lj, lj+1], N[ki, ki+1] × N[ln−1, d+ 2],
1 ≤ i ≤ m− 2, 1 ≤ j ≤ n− 2, and N[km−1, b+ 2] × N[ln−1, d+ 2]}.
In the following lemma, we shall obtain some estimates on h¯i(t) and ¯¯hi(t)which are needed in Section 4.
Lemma 2.1. The following equalities hold for 2 ≤ i ≤ m− 2:
max
t∈N[ki,ki+1]
[|h¯i(t)| + |h¯i+1(t)|] = max{ψ1([T1]), ψ1([T1 + 1])} ≡ M1(h)
≤ h
3(2h− 1)2(h+ 2)+ h(h− 2)3(2h+ 1)2
12h(h− 1)(h− 2)(h+ 1)(h+ 2) (2.4)
whereψ1(u) = u(h−u)(h+2)(5) {12u3 + (−h2 − 18h− 56)u2 + (h3 + 6h2 + 56h+ 84)u+ h4 − 9h2 − 42h− 40} and T1 is the root of
ψ ′1(u) = 0 in [2, h];
max
t∈N[ki,ki+1]
[| ¯¯hi(t)| + |¯¯hi+1(t)|] = max{ψ2([T2]), ψ2([T2 + 1])} ≡ M2(h)
≤ (h− 1)(h+ 1)
2
32(h− 2) (2.5)
where ψ2(u) = hu(2)(h+1−u)(2)(h2+3h+14−6u)2(h+2)(5) and T2 is the root of ψ ′2(u) = 0 in [2, h].
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Proof. For 2 ≤ i ≤ m− 2 and t ∈ N[ki, ki+1], using the explicit expression from [19] we have
|h¯i(t)| = (h− T )(h+ 1− T )(h+ 2− T )T (3T + h− 5)
(h+ 1)(4) and |h¯i+1(t)| =
T (h− T )(4h+ 5− 3T )|T − 1||T − 2|
(h+ 2)(4)
where T = t − ki ∈ N[0, h]. Then, it is easily seen that
max
T∈N[0,1]
|h¯i(t)| + |h¯i+1(t)| = 1, max
T∈N[1,2]
|h¯i(t)| + |h¯i+1(t)| = 2,
and
max
T∈N[2,h]
|h¯i(t)| + |h¯i+1(t)| = max
T∈N[2,h]
ψ1(T ) = max{ψ1([T1]), ψ1([T1 + 1])}
where T1 ∈ [2, h] is such thatψ ′1(T1) = 0. Note also that [T1+1] ∈ N[2, h]. Combining all the above, we obtain the equality
in (2.4). The inequality in (2.4) is the result of maximizing |h¯i(t)| and |h¯i+1(t)| separately over T ∈ N[0, h].
For (2.5), from [19] we have for 2 ≤ i ≤ m− 2 and t ∈ N[ki, ki+1],
| ¯¯hi(t)| = (h− T )(h+ 1− T )(h+ 2− T )T |T − 1|2h(h− 1)(h− 2) and |
¯¯hi+1(t)| = (h− T )(h+ 1− T )T |T − 1||T − 2|2h(h+ 1)(h+ 2)
where T = t − ki ∈ N[0, h]. Thus, it follows that
max
T∈N[0,1]

| ¯¯h(t)| + |¯¯hi+1(t)|

= 0, max
T∈N[1,2]

| ¯¯h(t)| + |¯¯hi+1(t)|

= 1,
and
max
T∈N[2,h]

| ¯¯hi(t)| + |¯¯hi+1(t)|

= max
T∈N[2,h]
ψ2(T ) = max{ψ2([T2]), ψ2([T2 + 1])}
where T2 ∈ [2, h] is such that ψ ′2(T2) = 0. Note also that [T2 + 1] ∈ N[2, h]. Combining all the above, we obtain (2.5). 
Theorem 2.1 ([19]). Let f (t) be defined on N[a, b+ 2]. Then,
∥f − Hρ f ∥ ≤ cj(h) max
t∈N[a,b+2−j]
|∆jf (t)|, 2 ≤ j ≤ 6 (2.6)
where the constants cj(h), 2 ≤ j ≤ 6 are explicitly given in [19]:
• c2(h) = 1σ max{g2([t2]), g2([t2 + 1])} ≤ 1σ γ1(γ1 − 1)(h − γ1)θ2(γ2), where σ = (h + 2)(5), g2(t) = t(t − 1)(h −
t)θ2(t), θ2(t) = 6(h−1)t3+(24−9h−12h2)t2+(−26−17h+23h2+5h3)t+h4−8h3+h2+20h+4, t2 is the root of g ′2(t) =
0 in [3, h−1], γ1 = 13 (1+h+
√
h2 − h+ 1), and γ2 = (−48+18h+24h2−6
√
12− 30h+ 25h2 − 12h3 + 6h4)[36(h−
1)]−1,
• c3(h) = 12σ max{g3([t3]), g3([t3 + 1])} ≤ 14σ γ1(γ1 − 1)(h − γ1)θ3(γ3), where g3(t) = 12 t(t − 1)(h − t)θ3(t), θ3(t) =
6t4+(2−45h+10h2)t3+(−70+110h+31h2−20h3)t2+(90−21h−124h2+27h3+10h4)t−19h4+28h3+43h2−40h−12,
t3 is the root of g ′3(t) = 0 in [3, h− 1], and γ3 = 0.3333h+ 1.6779,
• c4(h) = 16σ max{g4([t4]), g4([t4 + 1])} ≤ 3384σ (h − 2)2h2θ4(γ4), where g4(t) = 34 (t − 1)(t − 2)(h + 1 − t)(h −
t)θ4(t), θ4(t) = t[2t4 + (2− 5h)t3 + (−6− 6h+ 4h2)t2 + (−2− 13h+ 15h2 − 3h3)t + 2h4 − 7h3 + 9h2 − 8h+ 4], t4
is the root of g ′4(t) = 0 in [3, h− 1], and γ4 = 0.5306h+ 1.2092,
• c5(h) = 124σ max{g5([t5]), g5([t5+1])} ≤ 1192σ h2(h−1)(h−2)3θ5(γ5),where g5(t) = 2(h−1)(h−2)(t−1)(t−2)(h+
1− t)(h− t)θ5(t), θ5(t) = t[−2t3 + (−4+ 4h)t2 + (2+ 9h− 3h2)t + h3 − 3h2 + 4h+ 4], t5 is the root of g ′5(t) = 0 in
[3, h− 1], and γ5 = 112 (324h2+ 324h+ 12
√
729h4 + 1134h3 − 891h2 − 2700h− 1500)1/3+ (3h+ 5)(324h2+ 324h+
12
√
1134h3 − 891h2 − 2700h− 1500+ 729h4)−1/3 + 12h− 12 ,
• c6(h) = 1720 max{g6([t6]), g6([t6 + 1])} ≤ 146080 (h+ 2)2h2(h− 2)2,
where g6(t) = t(t − 1)(t − 2)(h+ 2− t)(h+ 1− t)(h− t), and t6 = h+22 .
3. Discrete spline interpolation
We are now ready to develop discrete spline interpolation. To begin, we define the set S(ρ) as
S(ρ) = {g(t) ∈ D(4)[a, b] : g(t) is a quintic polynomial in each subinterval N[ki, ki+1],
1 ≤ i ≤ m− 2 and N[km−1, b+ 2]}.
Clearly, S(ρ) is of dimension 6(m− 1)− 5(m− 2) = m+ 4.
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Definition 3.1. For a given function f (t) defined on N[a, b + 2], we say Sρ f (t) is the S(ρ)-interpolate of f (t), also known
as the discrete spline interpolate of f (t), if Sρ f (t) ∈ S(ρ) with Sρ f (ki) = f (ki), 1 ≤ i ≤ m and ∆jSρ f (kℓ) = ∆jf (kℓ), ℓ =
1,m, j = 1, 2.
Lemma 3.1. Let 2 ≤ i ≤ m − 1 but fixed, and let p(t), q(t) be two quintic polynomials defined on N[ki−1, ki + 4] and
N[ki, ki+1 + 2], respectively. Suppose that ∆jp(ki) = ∆jq(ki) = ∆jyi, j = 0, 1, 2. Then,∆3p(ki) = ∆3q(ki) if and only if
8(h− 1)(3)1q(ki+1)− 24(h2 − 4)1yi − 8(h+ 3)(3)1p(ki−1)
− (h− 1)(3)(h− 2)∆2q(ki+1)+ 6(h+ 2)(2)(h− 1)(2)∆2yi − (h+ 3)(3)(h+ 2)∆2p(ki−1)
= 20(h− 1)(2)q(ki+1)− 40(h2 + 2)yi + 20(h+ 2)(2)p(ki−1). (3.1)
Further,∆4p(ki) = ∆4q(ki) if and only if
(7h+ 16)(h+ 2)1p(ki−1)+ 16(h2 − 4)1yi + (7h− 16)(h− 2)1q(ki+1)
+ (h+ 3)(3)∆2p(ki−1)+ 3(h2 − 4)∆2yi − (h− 1)(3)∆2q(ki+1)
= 15(h− 2)q(ki+1)+ 60yi − 15(h+ 2)p(ki−1). (3.2)
Proof. Let G1(t) =5j=0 aj(t − ki)( j) and G2(t) =5j=0 bj(t − ki)( j) be two quintic polynomials defined on N[ki−1, ki + 4]
and N[ki, ki+1 + 2], respectively. To have G1(t) ≡ p(t), we set G1(ki−1) = p(ki−1), G1(ki) = p(ki) = yi,1G1(ki−1) =
1p(ki−1),1G1(ki) = 1p(ki) = 1yi,∆2G1(ki−1) = ∆2p(ki−1), and ∆2G1(ki) = ∆2p(ki) = ∆2yi to get an algebraic system
of 6 equations that determines the unknowns aj, 0 ≤ j ≤ 5 in terms of p(ki−1), 1p(ki−1), ∆2p(ki−1), yi,1yi and∆2yi.
Similarly, the unknowns bj, 0 ≤ j ≤ 5 are computed by requiring G2(ki) = q(ki) = yi,G2(ki+1) = q(ki+1),1G2(ki) =
1q(ki) = 1yi,1G2(ki+1) = 1q(ki+1),∆2G2(ki) = ∆2q(ki) = ∆2yi and∆2G2(ki+1) = ∆2q(ki+1) such that G2(t) ≡ q(t).
Now, ∆3p(ki) = ∆3q(ki) if and only if a3 = b3, which is the same as (3.1). Moreover, ∆4p(ki) = ∆4q(ki) if and only if
a4 = b4, which is the same as (3.2). 
Lemma 3.2. For a given g(x) ∈ H(ρ), we define ci = g(ki), 1ci = 1g(ki), ∆2ci = ∆2g(ki), 1 ≤ i ≤ m. Then, g(x) ∈ S(ρ) if
and only if the vectors1c = [1ci]m−1i=2 and∆2c = [∆2ci]m−1i=2 satisfy the matrix equations
B1(1c) = w1 and B2(∆2c) = w2, (3.3)
where B1 = [b1ij]m−2i,j=1, B2 = [b2ij]m−2i,j=1 are 5-band diagonal (m− 2)× (m− 2)matrices andw1 = [w1i ]m−1i=2 , w2 = [w2i ]m−1i=2 are
(m− 2)× 1 vectors whose elements are in terms of ci, 1 ≤ i ≤ m, 1c1,1cm,∆2c1 and∆2cm (listed below). Moreover, B1 and
B2 are strictly diagonally dominant, hence from (3.3) the values of 1ci and ∆2ci, 2 ≤ i ≤ m − 1 can be obtained uniquely in
terms of ci, 1 ≤ i ≤ m, 1c1,1cm,∆2c1 and∆2cm.
The elements of B1, B2, w1 andw2 are given as follows:
b111 = (h+ 1)(h− 2)(2h− 1)(227h3 − 149h2 − 618h+ 216),
b112 = 2(h− 1)(2)(h+ 1)(79h3 − 343h2 + 429h− 108),
b113 = 3(h− 1)(4)(h− 2)(2h− 1),
b1m−2,m−4 = 3(h+ 4)(4)(h+ 2)(2h+ 1),
b1m−2,m−3 = 2(h− 1)(h+ 2)(2)(79h3 + 343h2 + 429h+ 108),
b1m−2,m−2 = (h− 1)(h+ 2)(2h+ 1)(227h3 + 149h2 − 618h− 216),
b211 = (h− 1)(2)(708h4 − 1511h3 − 2481h2 + 2294h+ 3096),
b212 = 2(h− 1)(2)(201h4 − 1102h3 + 1518h2 + 553h− 1548),
b213 = (h− 1)(4)(h− 2)(16h− 43),
b2m−2,m−4 = (h+ 4)(4)(h+ 2)(43+ 16h),
b2m−2,m−3 = 2(h+ 2)(2)(201h4 + 1102h3 + 1518h2 − 553h− 1548),
b2m−2,m−2 = (h+ 2)(2)(708h4 + 1511h3 − 2481h2 − 2294h+ 3096),
for 3 ≤ i ≤ m− 2, we have
b1i−1,i−3 = b2i−1,i−3 = (h+ 4)(4),
b1i−1,i−2 = b2i−1,i−2 = 2(h− 1)(h+ 2)(2)(13h+ 24),
b1i−1,i−1 = b2i−1,i−1 = 6(h+ 1)(h− 1)(11h2 − 24),
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b1i−1,i = b2i−1,i = 2(h+ 1)(h− 1)(2)(13h− 24),
b1i−1,i+1 = b2i−1,i+1 = (h− 1)(4),
and all other b1ij’s and b
2
ij’s are zeros (note also that b
1
20, b
1
m−3,m−1, b
2
20 and b
2
m−3,m−1 though not elements of B1 or B2 are also
defined above, they are used in the elements of w1 andw2 below);
w12 = 15(h− 1)(3)(h− 2)(2h− 1)c4 + 10(h− 1)(2)(31h3 − 20h2 − 78h+ 27)c3
+ 5(h+ 1)(2h− 1)(13h3 + 143h2 − 372h+ 108)c2 − 10(h+ 1)(47h4 − 36h3 − 146h2 + 99h− 18)c1
− h3(h+ 1)(h+ 3)(32h2 − 113)∆2c1 − 2(h+ 1)(111h5 + 152h4 − 516h3 − 485h2 + 378h− 72)1c1,
w13 = −b1201c1 + 5(h− 1)(3)c5 + 10(h− 1)(5h2 − h− 12)c4 + 180(h+ 1)(h− 1)c3
− 10(h+ 1)(5h2 + h− 12)c2 − 5(h+ 3)(3)c1,
w1i = 5(h− 1)(3)ci+2 + 10(h− 1)(5h2 − h− 12)ci+1 + 180(h+ 1)(h− 1)ci
− 10(h+ 1)(5h2 + h− 12)ci−1 − 5(h+ 3)(3)ci−2, 4 ≤ i ≤ m− 3,
w1m−2 = −b1m−3,m−11cm + 5(h− 1)(3)cm + 10(h− 1)(5h2 − h− 12)cm−1 + 180(h+ 1)(h− 1)cm−2
− 10(h+ 1)(5h2 + h− 12)cm−3 − 5(h+ 3)(3)cm−4,
w1m−1 = 10(h− 1)(47h4 + 36h3 − 146h2 − 99h− 18)cm − 10(h+ 2)(2)(31h3 + 20h2 − 78h− 27)cm−2
− 5(h− 1)(13h3 − 143h2 − 372h− 108)(2h+ 1)cm−1 − 15(h+ 3)(3)(h+ 2)(2h+ 1)cm−3
− 2(h− 1)(111h5 − 152h4 − 516h3 + 485h2 + 378h+ 72)1cm + h3(h− 1)(h− 3)(32h2 − 113)∆2cm,
w22 = 20(h− 1)(2)(h− 2)(16h− 43)c4 + 120(h− 1)(2)(3h2 + 7h− 43)c3
− 60(36h4 − 131h3 + 49h2 + 164h− 172)c2 + 40(37h4 − 129h3 + 76h2 + 21h− 86)c1
+ 2(h+ 1)(h+ 3)(h− 1)(23h3 − 19h2 − 2h− 344)∆2c1 + 120h3(4h2 − 31)1c1,
w23 = −b220∆2c1 + 20(h− 1)(2)c5 + 40(h− 1)(h+ 4)c4 − 120(h2 − 2)c3
+ 40(h+ 1)(h− 4)c2 + 20(h+ 2)(2)c1,
w2i = 20(h− 1)(2)ci+2 + 40(h− 1)(h+ 4)ci+1 − 120(h2 − 2)ci + 40(h+ 1)(h− 4)ci−1
+ 20(h+ 2)(2)ci−2, 4 ≤ i ≤ m− 3,
w2m−2 = −b2m−3,m−1∆2cm + 20(h− 1)(2)cm + 40(h− 1)(h+ 4)cm−1 − 120(h2 − 2)cm−2
+ 40(h+ 1)(h− 4)cm−3 + 20(h+ 2)(2)cm−4,
w2m−1 = 40(37h4 + 129h3 + 76h2 − 21h− 86)cm − 60(36h4 + 131h3 + 49h2 − 164h− 172)cm−1
+ 120(h+ 2)(2)(3h2 − 7h− 43)cm−2 + 20(h+ 2)(2)(h+ 2)(43+ 16h)cm−3
− 120h3(4h2 − 31)1cm + 2(h− 1)(h− 3)(h+ 1)(23h3 + 19h2 − 2h+ 344)∆2cm.
Proof. From Lemma 3.1, the ‘continuity’ of ∆3g(t) and ∆4g(t) is equivalent to (3.1) and (3.2), which are better written as
follows:
Pi : −(h− 1)(3)(h− 2)∆2ci+1 + 6(h+ 2)(2)(h− 1)(2)∆2ci − (h+ 3)(3)(h+ 2)∆2ci−1
= 20(h− 1)(2)ci+1 − 40(h2 + 2)ci + 20(h+ 2)(2)ci−1 − 8(h− 1)(3)1ci+1 + 24(h2 − 4)1ci + 8(h+ 3)(3)1ci−1,
Qi : −(h− 1)(3)∆2ci+1 + 3(h2 − 4)∆2ci + (h+ 3)(3)∆2ci−1
= 15(h− 2)ci+1 + 60ci − 15(h+ 2)ci−1 − (7h+ 16)(h+ 2)1ci−1 − 16(h2 − 4)1ci − (7h− 16)(h− 2)1ci+1.
Consider the operation O1 : r1Pi+1 + r2Pi + r3Pi−1 + r4Qi+1 + r5Qi + r6Qi−1 where rj, 1 ≤ j ≤ 6 are numbers to
be determined. Set the coefficients of∆2ci−2, ∆2ci−1, ∆2ci, ∆2ci+1, ∆2ci+2 to zero, this gives a system of 5 equations. Let
r3 = 1,we can solve the systemof 5 equations to get r1 = −(h−1)(3)(h+3)(3) , r2 = 3(h−2)(h+3)(h+1) , r4 = (h−1)
(3)(h−2)
(h+3)(3) , r5 = −6(h−1)
(2)
(h+3) , r6 =
h+ 2. Then, the operation O1 gives
b1i−1,i+11ci+2 + b1i−1,i1ci+1 + b1i−1,i−11ci + b1i−1,i−21ci−1 + b1i−1,i−31ci−2 = w1i , 3 ≤ i ≤ m− 2. (3.4)
Next, consider the operation O2 : q1P3 + q2P2 + q3Q3 + q4Q2 where qj, 1 ≤ j ≤ 4 are numbers to be determined
so that the coefficients of ∆2c2, ∆2c3, ∆2c4 are zero. Let q1 = 1, then we can solve a system of 3 equations to get
q2 = 2h4−18h3−11h2+72h−183(h−1)(h−2)(h−3)(2h−1) , q3 = −(h− 2), q4 = 2(h+1)(17h
2+27h−9)
3(2h−1)(h−3) . The operation O2 then yields
b1111c2 + b1121c3 + b1131c4 = w12. (3.5)
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We also consider the operation O3 : z1Pm−1 + z2Pm−2 + z3Qm−1 + z4Qm−2 where zj, 1 ≤ j ≤ 4 are numbers to be
determined so that the coefficients of ∆2cm−3, ∆2cm−2, ∆2cm−1 are zero. Let z2 = 1, then we can solve a system of 3
equations to get z1 = 2h4+18h3−11h2−72h−183(h+1)(h+2)(h+3)(2h+1) , z3 = −2(h−1)(17h
2−27h−9)
3(2h+1)(h+3) , z4 = h+ 2. The operation O3 then provides
b1m−2,m−41cm−3 + b1m−2,m−31cm−2 + b1m−2,m−21cm−1 = w1m−1. (3.6)
Now, (3.4)–(3.6) can be written as the matrix equation B1(1c) = w1. Moreover, it can be checked that B1 is strictly
diagonally dominant for h ≥ 6. Hence, we can solve the matrix equation and obtain1ci, 2 ≤ i ≤ m− 1 uniquely in terms
of ci, 1 ≤ i ≤ m, 1c1,1cm,∆2c1 and∆2cm.
The derivation of B2(∆2c) = w2 uses a similar technique. We rewrite Pi and Qi as follows:
Ri : 8(h− 1)(3)1ci+1 − 24(h2 − 4)1ci − 8(h+ 3)(3)1ci−1
= 20(h− 1)(2)ci+1 − 40(h2 + 2)ci + 20(h+ 2)(2)ci−1 + (h− 1)(3)(h− 2)∆2ci+1
− 6(h+ 2)(2)(h− 1)(2)∆2ci + (h+ 3)(3)(h+ 2)∆2ci−1,
Si : (7h− 16)(h− 2)1ci+1 + 16(h2 − 4)1ci + (7h+ 16)(h+ 2)1ci−1
= 15(h− 2)ci+1 + 60ci − 15(h+ 2)ci−1 − (h+ 3)(3)∆2ci−1 − 3(h2 − 4)∆2ci
+ (h− 1)(3)∆2ci+1.
Then, the operation r1Ri+1+ r2Ri+ r3Ri−1+ r4Si+1+ r5Si+ r6Si−1 with r1 = (h−2)(7h−16)(h+2) , r2 = 16(h− 2), r3 = 7h+ 16, r4 =
−8(h−1)(3)
(h+2) , r5 = 24(h− 2) and r6 = 8(h+ 1)(h+ 3) gives
b2i−1,i+1∆
2ci+2 + b2i−1,i∆2ci+1 + b2i−1,i−1∆2ci + b2i−1,i−2∆2ci−1 + b2i−1,i−3∆2ci−2 = w2i , 3 ≤ i ≤ m− 2. (3.7)
Next, the operation q1R3 + q2R2 + q3S3 + q4S2 with q1 = −(7h− 16), q2 = −2(79h3−232h2−211h+688)(h−2)(16h−43) , q3 = 8(h− 1)(h− 3)
and q4 = −8(14h4−8h3−173h2+152h+258)(h−2)(16h−43) leads to
b211∆
2c2 + b212∆2c3 + b213∆2c4 = w22. (3.8)
Finally, the operation z1Rm−1 + z2Rm−2 + z3Sm−1 + z4Sm−2 with z1 = 2(79h3+232h2−211h−688)(16h+43)(h+2) , z2 = 7h + 16, z3 =
−8(14h4+8h3−173h2−152h+258)
(16h+43)(h+2) and z4 = 8(h+ 1)(h+ 3) yields
b2m−2,m−4∆
2cm−3 + b2m−2,m−3∆2cm−2 + b2m−2,m−2∆2cm−1 = w2m−1. (3.9)
Now, (3.7)–(3.9) can be written as the matrix equation B2(∆2c) = w2. It can be checked that B2 is strictly diagonally
dominant for h ≥ 6. Hence, ∆2ci, 2 ≤ i ≤ m − 1 can be solved uniquely in terms of ci, 1 ≤ i ≤ m, 1c1,1cm,∆2c1
and∆2cm. 
Theorem 3.1. For a given function f (t) defined on N[a, b+ 2], Sρ f (t) exists and is unique.
Proof. For any given function g(t) defined onN[a, b+2],Hρg(t) exists and is unique. Further, by Lemma3.2 for the given set
of numbers ci = f (ki), 1 ≤ i ≤ m and∆jcℓ = ∆jf (kℓ), ℓ = 1,m, j = 1, 2, there exist unique1ci and∆2ci, 2 ≤ i ≤ m− 1
satisfying (3.3). Now, let g(t) be such that g(ki) = ci, 1g(ki) = 1ci and ∆2g(ki) = ∆2ci, 1 ≤ i ≤ m. Then, again by
Lemma 3.2, Hρg(t) ∈ S(ρ). However, from Definition 3.1 this Hρg(t) is actually the same as Sρ f (t). 
We shall now provide two representations of Sρ f (t) in the following remarks.
Remark 3.1. From the proof of Theorem 3.1 and (2.3), it is clear that Sρ f (t) can be expressed as
Sρ f (t) =
m
i=1
f (ki)hi(t)+1f (k1)h¯1(t)+1f (km)h¯m(t)+
m−1
i=2
1cih¯i(t)
+∆2f (k1) ¯¯h1(t)+∆2f (km) ¯¯hm(t)+
m−1
i=2
∆2ci ¯¯hi(t),
where1ci and∆2ci, 2 ≤ i ≤ m− 1 satisfy (3.3).
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Remark 3.2. We can describe a basis for S(ρ), namely the ‘cardinal splines’, {si(t)}m+4i=1 , which are defined by the following
interpolating conditions:
si(kj) = δij, 1si(a) = 1si(b) = 0, ∆2si(a) = ∆2si(b) = 0, 1 ≤ i, j ≤ m
sm+1(ki) = 0, 1sm+1(a) = 1, 1sm+1(b) = 0, ∆2sm+1(a) = ∆2sm+1(b) = 0, 1 ≤ i ≤ m
sm+2(ki) = 0, 1sm+2(a) = 0, 1sm+2(b) = 1, ∆2sm+2(a) = ∆2sm+2(b) = 0, 1 ≤ i ≤ m
sm+3(ki) = 0, ∆2sm+3(a) = 1, ∆2sm+3(b) = 0, 1sm+3(a) = 1sm+3(b) = 0, 1 ≤ i ≤ m
sm+4(ki) = 0, ∆2sm+4(a) = 0, ∆2sm+4(b) = 1, 1sm+4(a) = 1sm+4(b) = 0, 1 ≤ i ≤ m
Obviously, Sρ f (t) can be explicitly expressed as
Sρ f (t) =
m
i=1
f (ki)si(t)+1f (a)sm+1(t)+1f (b)sm+2(t)+∆2f (a)sm+3(t)+∆2f (b)sm+4(t).
4. Error estimates for discrete spline interpolation
The following discrete Peano’s kernel theorem will be needed in our analysis.
Theorem 4.1 ([9], Discrete Peano’s Kernel Theorem). Let E be a linear functional and E(p(t)) = 0 for all polynomials p(t) of
degree (n− 1). Then, for any f (t) defined on N,
E( f (t)) = 1
(n− 1)!Et

t−n
s=a
(t − s− 1)(n−1)+ ∆nf (s)

,
where Et(·) means the linear functional E applied to the expression (·) considered as a function of t, and (t − s − 1)(n−1)+ =
(t − s− 1)(n−1) if t ≥ s+ 1, and (t − s− 1)(n−1)+ = 0 if t < s+ 1.
Let f (t) be an arbitrary function defined on N[a, b+ 2]. Throughout, we shall denote f ji = ∆jf (ki), 1 ≤ i ≤ m, j = 0, 1, 2.
We begin with the equality
( f − Sρ f )(t) = ( f − Hρ f )(t)+ (Hρ f − Sρ f )(t). (4.1)
In (4.1) the term (Hρ f − Sρ f )(t) belongs to H(ρ), and (Hρ f − Sρ f )(ki) = 0, 1 ≤ i ≤ m, and ∆j(Hρ f − Sρ f )(kℓ) = 0, ℓ =
1,m, j = 1, 2. Hence, it follows from (2.3) that
(Hρ f − Sρ f )(t) =
m−1
i=2
∆(Hρ f − Sρ f )(ki) · h¯i(t)+
m−1
i=2
∆2(Hρ f − Sρ f )(ki) · ¯¯hi(t)
=
m−1
i=2
[1fi −1Sρ f (ki)]h¯i(t)+
m−1
i=2
[∆2fi −∆2Sρ f (ki)] ¯¯hi(t)
=
m−1
i=2
e1i h¯i(t)+
m−1
i=2
e2i
¯¯hi(t), (4.2)
where e1i = 1fi −1Sρ f (ki) and e2i = ∆2fi −∆2Sρ f (ki). Denoting e1 = [e1i ]m−1i=2 and e2 = [e2i ]m−1i=2 , the relation (4.2) leads to
|(Hρ f − Sρ f )(t)| ≤ ∥e1∥ max
t∈N[a,b+2]
m−1
i=2
|h¯i(t)| + ∥e2∥ max
t∈N[a,b+2]
m−1
i=2
| ¯¯hi(t)|
= ∥e1∥ max
t∈N[ki,ki+1]
2≤i≤m−2
|h¯i(t)| + |h¯i+1(t)|+ ∥e2∥ max
t∈N[ki,ki+1]
2≤i≤m−2

| ¯¯hi(t)| + |¯¯hi+1(t)|

(4.3)
where we have used the fact that |h¯i(t)| is nonzero only in the interval N[ki−1, ki+1], 2 ≤ i ≤ m− 1. Using (4.3), it now follows
from (4.1) that
|( f − Sρ f )(t)| ≤ |( f − Hρ f )(t)| + ∥e1∥ max
t∈N[ki,ki+1]
2≤i≤m−2
|h¯i(t)| + |h¯i+1(t)|
+∥e2∥ max
t∈N[ki,ki+1]
2≤i≤m−2

| ¯¯hi(t)| + |¯¯hi+1(t)|

. (4.4)
In the right side of (4.4)we can apply Theorem 2.1 and Lemma 2.1, thus it remains to compute upper bounds for ∥e1∥ and ∥e2∥.
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We define the following functions and constants which will be used in subsequent results:
η1(z) =
z
t=0
t = 1
2
z(z + 1), η2(z) =
z
t=0
t2 = 1
6
z(z + 1)(2z + 1), η3(z) =
z
t=0
t3 = 1
4
z2(z + 1)2,
η4(z) =
z
t=0
t4 = 1
30
z(z + 1)(2z + 1)(3z2 + 3z − 1), η5(z) =
z
t=0
t5 = 1
12
z2(z + 1)2(2z2 + 2z − 1),
β = 2(h+ 2)(145h5 − 339h4 − 1276h3 + 51h2 + 699h+ 180),
κ = 10(h− 1)(h− 2)(29h4 + 88h3 − 632h2 + 269h+ 516),
α1 = h− 45 , α2 =
2(67h3 − 277h2 + 327h− 72)
5(68h2 − 141h+ 36) ,
α3 = 2(62h
5 − 166h4 − 107h3 + 490h2 − 234h+ 36)
5(47h4 − 36h3 − 146h2 + 99h− 18) , α4 =
2(h− 2)
5
,
α5 = 3h− 45 , α6 =
4(h− 1)
5
, α7 = 111h
5 − 152h4 − 516h3 + 485h2 + 378h+ 72
5(47h4 + 36h3 − 146h2 − 99h− 18) ,
α8 = 206h
3 + 151h2 − 474h− 144
5(68h2 + 141h+ 36) ,
α9 = 0.1775h− 0.5640, α10 = 0.7672h− 0.4540, α11 = 0.2859h− 0.4144,
α12 = 0.9259h− 0.2105, α13 = 3(h− 1)5 , α14 = 0.4028h− 0.1821, α15 = 0.3515h+ 0.0280,
α16 = 0.6876h− 0.0423, α17 = 2(h− 1)5 , α18 = 0.6700h+ 0.0957, α19 = 0.3819h+ 0.1533,
α20 = h− 15 , α21 =
3h3(4h2 − 31)
37h4 + 129h3 + 76h2 − 21h− 86 , α22 = 0.1169h− 0.4861,
α23 = 0.5317h− 0.7620,
α24 = 0.4805h− 0.6486, α25 = h+ 12 −
1
10

10h2 + 70h+ 145, α26 = 0.2625h+ 0.0578,
α27 = 0.7105h− 0.4300, α28 = 0.1627h− 0.2206, α29 = 0.8369h− 0.1875,
α30 = h+ 32 −
1
10

30h2 + 210h+ 385, α31 = 0.4301h+ 0.6558, α32 = 0.8672h− 0.1520,
α33 = 0.4950h+ 0.0968, α34 = h+ 52 −
1
10

60h2 + 420h+ 745,
α35 = 23h
5 + 130h4 + 362h3 + 553h2 − 61h− 602
37h4 + 129h3 + 76h2 − 21h− 86 .
Lemma 4.1. Let f (t) be defined on N[a, b+ 2]. Then,
∥e1∥ ≤ aj(h) max
t∈N[a,b+2−j]
|∆jf (t)|, 2 ≤ j ≤ 6 (4.5)
where the constants aj(h), 2 ≤ j ≤ 6 are given as follows:
•
βa2(h) = 2(h− 1)(111h5 − 152h4 − 516h3 + 485h2 + 378h+ 72)(2[α7] + 2− h)
− 10(h− 1)(47h4 + 36h3 − 146h2 − 99h− 18)[2η1([α7])− η1(h− 1)]
+ (h− 1)(h+ 2)(2){(2[α8] + 2− h)(206h3 + 151h2 − 474h− 144)
+ [2η1([α8])− η1(h− 1)](−340h2 − 705h− 180)}
+ 3(2h+ 1)(h+ 3)(3)(h+ 2){(2[α6] + 2− h)(4h− 4)− 5[2η1([α6])− η1(h− 1)]},
•
βa3(h) (when h ≤ 11) = −10(h− 1)(47h4 + 36h3 − 146h2 − 99h− 18)[−2η2([α9])+ 2η2([α10])
− η2(h− 1)] + 6(h− 1)(74h5 − 23h4 − 284h3 + 80h2 + 87h+ 18)[−2η1([α9])
+ 2η1([α10])− η1(h− 1)]
− 2h3(h− 1)(h− 3)(32h2 − 113)(−2[α9] + 2[α10] − h)
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+ (h+ 2)(2)(h− 1){−5(68h2 + 141h+ 36)[−2η2([α11])+ η2(h− 1)]
+ (412h3 + 642h2 − 243h− 108)[−2η1([α11])+ η1(h− 1)]
− 18h(5h3 + 2h2 − 15h− 3)[−2([α11] + 1)+ h]}
+ 3(2h+ 1)(h+ 3)(3)(h+ 2){−5[−2η2([α13])+ η2(h− 1)]
+ (8h− 3)[−2η1([α13])+ η1(h− 1)] − 3h(2)([α13] + 1− h)},
•
βa3(h) (when h ≥ 12) = −10(h− 1)(47h4 + 36h3 − 146h2 − 99h− 18)[−2η2([α9])+ 2η2([α10])− η2(h− 1)]
+ 6(h− 1)(74h5 − 23h4 − 284h3 + 80h2 + 87h+ 18)[−2η1([α9])
+ 2η1([α10])− η1(h− 1)]
− 2h3(h− 1)(h− 3)(32h2 − 113)(−2[α9] + 2[α10] − h)
+ (h+ 2)(2)(h− 1){−5(68h2 + 141h+ 36)[−2η2([α11])+ 2η2([α12])− η2(h− 1)]
+ (412h3 + 642h2 − 243h− 108)[−2η1([α11])+ 2η1([α12])− η1(h− 1)]
− 18h(5h3 + 2h2 − 15h− 3)[−2[α11] + 2[α12] − h]}
+ 3(2h+ 1)(h+ 3)(3)(h+ 2){−5[−2η2([α13])+ η2(h− 1)]
+ (8h− 3)[−2η1([α13])+ η1(h− 1)] − 3h(2)([α13] + 1− h)},
•
βa4(h) = −10(h− 1)(47h4 + 36h3 − 146h2 − 99h− 18)[−2η3([α14])+ η3(h− 1)]
+ 6(h− 1)(111h5 + 83h4 − 336h3 − 245h2 − 117h− 18)[−2η2([α14])+ η2(h− 1)]
− 2(h− 1)(96h6 + 45h5 − 325h4 − 171h3 − 5h2 + 144h+ 36)[−2η1([α14])+ η1(h− 1)]
+ (h+ 2)(2)(h− 1){−5(68h2 + 141h+ 36)[2η3([α15])− 2η3([α16])+ η3(h− 1)]
+ 3(206h3 + 491h2 + 231h+ 36)[2η2([α15])− 2η2([α16])+ η2(h− 1)]
− (270h4 + 726h3 + 323h2 − 174h− 72)[2η1([α15])− 2η1([α16])+ η1(h− 1)]
+ 2h(2h4 + 18h3 − 11h2 − 72h− 18)(2[α15] − 2[α16] + h)}
+ 3(2h+ 1)(h+ 3)(3)(h+ 2){−5[2η3([α17])− η3(h− 1)]
+ 3(4h+ 1)[2η2([α17])− η2(h− 1)] − (3h+ 2)(3h− 1)[2η1([α17])− η1(h− 1)]
+ 2(h+ 1)(3)(2[α17] + 2− h)},
•
βa5(h) = −10(h− 1)(47h4 + 36h3 − 146h2 − 99h− 18)[−2η4([α18])+ η4(h− 1)]
+ 4(h− 1)(222h5 + 401h4 − 492h3 − 1220h2 − 729h− 126)[−2η3([α18])+ η3(h− 1)]
− 2(h− 1)(192h6 + 756h5 + 83h4 − 2178h3 − 2210h2 − 909h− 126)[η2(h− 1)− 2η2([α18])]
+ 4(h− 1)(96h6 + 156h5 − 242h4 − 507h3 − 250h2 + 27h+ 18)[−2η1([α18])+ η1(h− 1)]
+ (h+ 2)(2)(h− 1){−5(68h2 + 141h+ 36)[2η4([α19])− η4(h− 1)]
+ 2(412h3 + 1322h2 + 1167h+ 252)[2η3([α19])− η3(h− 1)]
− (540h4 + 2688h3 + 3932h2 + 1743h+ 252)[2η2([α19])− η2(h− 1)]
+ 2(8h5 + 342h4 + 888h3 + 526h2 − 15h− 36)[2η1([α19])− η1(h− 1)]
+ 2(h+ 2)(4)(17h2 − 27h− 9)(2[α19] + 2− h)}
+ 3(2h+ 1)(h+ 3)(3)(h+ 2){−5[−2η4([α20])+ η4(h− 1)]
+ 2(8h+ 7)[−2η3([α20])+ η3(h− 1)] − (18h2 + 30h+ 7)[−2η2([α20])+ η2(h− 1)]
+ (8h3 + 18h2 + 6h− 2)[−2η1([α20])+ η1(h− 1)] + (h+ 2)(4)(2[α20] + 2− h)},
•
βa6(h) = −10(h− 1){(47h4 + 36h3 − 146h2 − 99h− 18)η5(h− 1)
− 3(h+ 2)(37h4 + 32h3 − 116h2 − 93h− 18)η4(h− 1)
+ (64h6 + 474h5 + 507h4 − 1158h3 − 2200h2 − 1197h− 198)η3(h− 1)
− 3(h+ 2)(64h5 + 87h4 − 174h3 − 266h2 − 123h− 18)η2(h− 1)
+ 2(h+ 1)(2)(64h4 + 77h3 − 195h2 − 243h− 54)η1(h− 1)}
+ 5(h− 1)(h+ 2)(2){(−68h2 − 141h− 36)η5(h− 1)+ (206h3 + 831h2 + 936h+ 216)η4(h− 1)
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− (180h4 + 1308h3 + 2746h2 + 1983h+ 396)η3(h− 1)
+ (8h5 + 612h4 + 2438h3 + 3153h2 + 1440h+ 216)η2(h− 1)
+ 2h(17h5 + 3h4 − 296h3 − 693h2 − 522h− 108)η1(h− 1)}
− 15(2h+ 1)(h+ 3)(3)(h+ 2){−η5(h− 1)+ (4h+ 6)η4(h− 1)
− (6h2 + 18h+ 11)η3(h− 1)+ 2(2h+ 3)(h2 + 3h+ 1)η2(h− 1)− (h+ 3)(4)η1(h− 1)}.
Proof. Let r1 = [r1i ( f )]m−1i=2 be an (m− 2)× 1 vector defined by
r1 = B1e1, (4.6)
where the matrix B1 is given in Lemma 3.2. Then, it follows that
r1 = B1(1f )− w1, (4.7)
where1f = [1fi]m−1i=2 is an (m− 2)× 1 vector, andw1 is defined in Lemma 3.2 with ci = fi, 1 ≤ i ≤ m, ∆jcℓ = ∆jfℓ, ℓ =
1,m, j = 1, 2.
From (4.7), we have the first component of r1 as
r12 ( f ) = b1131f4 + b1121f3 + b1111f2 − w12. (4.8)
Since r12 (p) = 0 for all polynomials p(t) of degree ( j− 1), 2 ≤ j ≤ 6, it follows from Theorem 4.1 that
r12 ( f ) =
1
( j− 1)!
k4+1
s=k1
(r12 )t(t − s− 1)( j−1)+ ∆jf (s). (4.9)
Using (4.8), we have
(r12 )t(t − s− 1)( j−1)+ = ( j− 1)

b113(k4 − s− 1)( j−2)+ + b112(k3 − s− 1)( j−2)+
+ b111(k2 − s− 1)( j−2)+

− wˆ12 (4.10)
where wˆ12 is simplyw
1
2 with f (t) = (t− s− 1)( j−1)+ . It is obvious from (4.10) that (r12 )t(t− s− 1)( j−1)+ = 0 for s = k4, k4+ 1.
Thus, (4.9) reduces to
r12 ( f ) =
1
( j− 1)!
k4−1
s=k1
(r12 )t(t − s− 1)( j−1)+ ∆jf (s). (4.11)
We shall continue the proof only for j = 2 as the proof for other cases is similar. From (4.10), we shall find the explicit
expressions of (r12 )t(t − s− 1)+ for different subintervals of s, namely, N[k1, k2 − 1],N[k2, k3 − 1] and N[k3, k4 − 1], and
then sum |(r12 )t(t − s− 1)+| over the intervals. To illustrate, for s ∈ N[k3, k4 − 1], we have
(r12 )t(t − s− 1)+ = 3(h− 1)(3)(h− 2)(2h− 1)(h− 4− 5T ) ≡ φ(T )
where T = k4 − s− 1 ∈ N[0, h− 1]. Note that φ(T ) changes sign at T = α1, thus we find
k4−1
s=k3
|(r12 )t(t − s− 1)+| = 3(h− 1)(3)(h− 2)(2h− 1)

2
[α1]
T=0
(h− 4− 5T )−
h−1
T=0
(h− 4− 5T )

= 3(h− 1)(3)(h− 2)(2h− 1){(2[α1] + 2− h)(h− 4)− 10η1([α1])+ 5η1(h− 1)}.
Using a similar method, we get eventually
k4−1
s=k1
|(r12 )t(t − s− 1)+| =
k4−1
s=k3
|(r12 )t(t − s− 1)+| +
k3−1
s=k2
|(r12 )t(t − s− 1)+| +
k2−1
s=k1
|(r12 )t(t − s− 1)+|
= 3(h− 1)(3)(h− 2)(2h− 1){(2[α1] + 2− h)(h− 4)− 10η1([α1])+ 5η1(h− 1)}
+ (h− 2)(h2 − 1){(2[α2] + 2− h)(134h3 − 144− 554h2 + 654h)
+ [−2η1([α2])+ η1(h− 1)](340h2 − 705h+ 180)}
+ 2(h+ 1){(2[α3] + 2− h)(124h5 + 980h2 − 332h4 − 468h− 214h3 + 72)
− [−2η1([α3])+ η1(h− 1)](−235h4 + 180h3 + 730h2 − 495h+ 90)}. (4.12)
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Next, for 3 ≤ i ≤ m− 2, the relations corresponding to (4.8), (4.11) and (4.12) are respectively
r1i ( f ) = b1i−1,i+11fi+2 + b1i−1,i1fi+1 + b1i−1,i−11fi + b1i−1,i−21fi−1 + b1i−1,i−31fi−2 − w1i ,
r1i ( f ) =
1
( j− 1)!
ki+2−1
s=ki−2
(r1i )t(t − s− 1)( j−1)+ ∆jf (s) (4.13)
and
ki+2−1
s=ki−2
|(r1i )t(t − s− 1)+| = (h− 1)(3){(2[α1] + 2− h)(h− 4)− 5[2η1([α1])− η1(h− 1)]}
+ (h2 − 1)(11h− 18){(2[α4] + 2− h)(2h− 4)− 5[2η1([α4])− η1(h− 1)]}
+ (h2 − 1)(11h+ 18){(2[α5] + 2− h)(3h− 4)− 5[2η1([α5])− η1(h− 1)]}
+ (h+ 3)(3){(2[α6] + 2− h)(4h− 4)− 5[2η1([α6])− η1(h− 1)]}. (4.14)
Finally, for the last component of r1, the relations corresponding to (4.8), (4.11) and (4.12) are respectively
r1m−1( f ) = b1m−2,m−41fm−3 + b1m−2,m−31fm−2 + b1m−2,m−21fm−1 − w1m−1,
r1m−1( f ) =
1
( j− 1)!
km−1
s=km−3
(r1m−1)t(t − s− 1)( j−1)+ ∆jf (s) (4.15)
and
km−1
s=km−3
|(r1m−1)t(t − s− 1)+| = a2(h) · β. (4.16)
Comparing the right sides of (4.12), (4.14) and (4.16), the one in (4.16) is the largest and so it follows from (4.11), (4.13)
and (4.15) that
max
2≤i≤m−1
|r1i ( f )| ≤ βa2(h) maxt∈N[a,b+2−j] |∆
jf (t)|. (4.17)
Now, wemultiply both sides of (4.6) by the diagonal matrix L = [lij], where lii = 1/a, a ∈ R+ to obtain Lr1 = LB1e1. This
implies that
∥e1∥ ≤ ∥(LB1)−1∥ · ∥Lr1∥. (4.18)
Let LB1 = I + Awhere A is an (m− 2)× (m− 2)matrix with ∥A∥ < 1, from [20] it follows that ∥(I + A)−1∥ ≤ (1−∥A∥)−1.
Using this and (4.17) in (4.18) gives
∥e1∥ ≤ ∥Lr
1∥
1− ∥A∥ ≤
1
a(1− ∥A∥) max2≤i≤m−1 |r
1
i ( f )| ≤
βa2(h)
a(1− ∥A∥) maxt∈N[a,b+2−j] |∆
jf (t)|. (4.19)
To obtain the smallest bound in (4.19), we shall maximize (1− ∥A∥)a over a ∈ R+. For this, from A = LB1 − I we find
∥A∥ = max

1
a
(b112 + b113)+
b111a − 1
 , 1a (b1m−2,m−4 + b1m−2,m−3)+
b1m−2,m−2a − 1
 ,
1
a
(b1i−1,i−3 + b1i−1,i−2 + b1i−1,i + b1i−1,i+1)+
b1i−1,i−1a − 1


= 1
a
(b1m−2,m−4 + b1m−2,m−3)+
b1m−2,m−2a − 1
 . (4.20)
For a ≥ b1m−2,m−2, we always have ∥A∥ < 1 (since B1 is strictly diagonally dominant); while for 0 < a ≤ b1m−2,m−2, the
condition ∥A∥ < 1 is equivalent to a1 < a ≤ b1m−2,m−2 where a1 = 2(h+ 2)(309h5 + 410h4 − 336h3 − 14h2 + 135h+ 36).
Hence, using the expression of (4.20) we get
max
a∈R+,∥A∥<1
(1− ∥A∥)a = max

max
a1<a≤b1m−2,m−2
(1− ∥A∥)a, max
a≥b1m−2,m−2
(1− ∥A∥)a

= β,
which upon substituting into (4.19) gives (4.5) when j = 2. 
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Lemma 4.2. Let f (t) be defined on N[a, b+ 2]. Then,
∥e2∥ ≤ bj(h) max
t∈N[a,b+2−j]
|∆jf (t)|, 2 ≤ j ≤ 6 (4.21)
where the constants bj(h), 2 ≤ j ≤ 6 are given as follows:
•
κb2(h) = −40(37h4 + 129h3 + 76h2 − 21h− 86)[2η1([α21])− η1(h− 1)]
+ 120h3(4h2 − 31)(2[α21] + 2− h)
− 20(h+ 2)(2){(34h2 + 33h− 172)η1(h− 1)− 2h2(25h2 + 54h− 43)}
+ 20(16h+ 43)(h+ 1)(h+ 2)2[h2 − η1(h− 1)],
•
κb3(h) = −40(37h4 + 129h3 + 76h2 − 21h− 86)[−2η2([α22])+ 2η2([α23])− η2(h− 1)]
+ 40(24h5 + 37h4 − 57h3 + 76h2 − 21h− 86)[−2η1([α22])+ 2η1([α23])− η1(h− 1)]
− 4(h2 − 1)(h− 3)(23h3 + 19h2 − 2h+ 344)(−2[α22] + 2[α23] − h)
+ 2(h+ 2)(2){10(34h2 + 33h− 172)[2η2([α24])− η2(h− 1)]
− 10(100h3 + 250h2 − 139h− 172)[2η1([α24])− η1(h− 1)]
+ (h− 1)(3h+ 4)(134h2 + 185h− 516)(2[α24] + 2− h)}
+ 2(16h+ 43)(h+ 1)(h+ 2)2{10[2η2([α25])− η2(h− 1)]
− 10(2h+ 1)[2η1([α25])− η1(h− 1)] + 3(3h+ 4)(h− 1)(2[α25] + 2− h)},
•
κb4(h) = −40(37h4 + 129h3 + 76h2 − 21h− 86)[−2η3([α26])+ 2η3([α27])− η3(h− 1)]
+ 120(h+ 1)(12h4 + 25h3 + 11h2 + 65h− 86)[−2η2([α26])+ 2η2([α27])− η2(h− 1)]
− 4(69h6 + 210h5 + 494h4 + 990h3 − 1399h2 − 1470h+ 1376)
×[−2η1([α26])+ 2η1([α27])− η1(h− 1)]
+ 2(h+ 2)(2){10(34h2 + 33h− 172)[−2η3([α28])+ 2η3([α29])− η3(h− 1)]
− 30(50h3 + 142h2 − 53h− 172)[−2η2([α28])+ 2η2([α29])− η2(h− 1)]
+ (1206h4 + 3567h3 − 1777h2 − 5688h+ 2752)[−2η1([α28])+ 2η1([α29])− η1(h− 1)]
− 2h(2)(79h3 + 232h2 − 211h− 688)(−2[α28] + 2[α29] − h)}
+ 2(16h+ 43)(h+ 1)(h+ 2)2{10[−2η3([α30])+ η3(h− 1)] − 30(h+ 1)[−2η2([α30])+ η2(h− 1)]
+ (27h2 + 39h− 16)[−2η1([α30])+ η1(h− 1)] − h(7h2 + 9h− 16)(−2[α30] − 2+ h)},
•
κb5(h) = −40(37h4 + 129h3 + 76h2 − 21h− 86)[−2η4([α31])+ 2η4([α32])− η4(h− 1)]
+ 240(8h5 + 37h4 + 67h3 + 76h2 − 21h− 86)[−2η3([α31])+ 2η3([α32])− η3(h− 1)]
− 8(69h6 + 570h5 + 1789h4 + 2715h3 + 1261h2 − 2205h− 1634)
×[−2η2([α31])+ 2η2([α32])− η2(h− 1)]
+ 24(23h6 + 110h5 + 288h4 + 450h3 − 213h2 − 560h+ 172)[−2η1([α31])+ 2η1([α32])
− η1(h− 1)] + 4(h+ 2)(2){5(34h2 + 33h− 172)[−2η4([α33])+ η4(h− 1)]
− 10(100h3 + 318h2 − 73h− 516)[−2η3([α33])+ η3(h− 1)]
+ (1206h4 + 5067h3 + 2653h2 − 7113h− 3268)[−2η2([α33])+ η2(h− 1)]
− (316h5 + 1818h4 + 2295h3 − 3466h− 2265h2 + 1032)[−2η1([α33])+ η1(h− 1)]
− 2h(2)(14h4 + 8h3 − 173h2 − 152h+ 258)(−2[α33] − 2+ h)}
+ 4(16h+ 43)(h+ 1)(h+ 2)2{5[η4([α34])− η4(h− 1)] − 10(2h+ 3)[η3([α34])− η3(h− 1)]
+ (27h2 + 69h+ 19)[η2([α34])− η2(h− 1)] − (14h3 + 45h2 + 17h− 6)[η1([α34])− η1(h− 1)]
+ 2(h+ 1)(2)(h2 + 2h− 3)(2[α34] + 2− h)},
•
κb6(h) = −40(37h4 + 129h3 + 76h2 − 21h− 86)[−2η5([α35])+ η5(h− 1)]
+ 200(h+ 2)(12h4 + 50h3 + 65h2 + 22h− 86)[−2η4([α35])+ η4(h− 1)]
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− 40(23h6 + 310h5 + 1213h4 + 2125h3 + 1687h2 − 1085h− 1978)[−2η3([α35])+ η3(h− 1)]
+ 40(h+ 2)(69h5 + 372h4 + 860h3 + 815h2 − 749h− 602)[−2η2([α35])+ η2(h− 1)]
− 80h(23h5 + 130h4 + 362h3 + 553h2 − 61h− 602)[−2η1([α35])+ η1(h− 1)]
− 20(h+ 2)(2){(34h2 + 33h− 172)η5(h− 1)− 10(h+ 2)(25h2 + 38h− 86)η4(h− 1)
+ (402h4 + 2189h3 + 2531h2 − 2681h− 3956)η3(h− 1)
− (158h5 + 1512h4 + 3931h3 + 989h2 − 5472h− 2408)η2(h− 1)
− 2h(14h5 − 85h4 − 736h3 − 975h2 + 758h+ 1204)η1(h− 1)}
+ 20(16h+ 43)(h+ 1)(h+ 2)2{η5(h− 1)− 5(h+ 2)η4(h− 1)+ (9h2 + 33h+ 23)η3(h− 1)
− (7h3 + 36h2 + 48h+ 14)η2(h− 1)+ (2h+ 7)(h+ 2)(3)η1(h− 1)}.
Proof. Let r2 = [r2i ( f )]m−1i=2 be an (m − 2) × 1 vector defined by r2 = B2e2, where the matrix B2 is given in Lemma 3.2.
Then, it follows that r2 = B2(∆2f )−w2, where∆2f = [∆2fi]m−1i=2 is an (m− 2)× 1 vector, andw2 is defined in Lemma 3.2
with ci = fi, 1 ≤ i ≤ m, ∆jcℓ = ∆jfℓ, ℓ = 1,m, j = 1, 2. The rest of the proof follows a similar technique as the proof of
Lemma 4.1. 
In view of (4.4), we obtain the error estimates for spline interpolation as follows.
Theorem 4.2. Let f (t) be defined on N[a, b+ 2]. Then
∥f − Sρ f ∥ ≤ dj(h) max
t∈N[a,b+2−j]
|∆jf (t)|, 2 ≤ j ≤ 6 (4.22)
where
dj(h) = cj(h)+ aj(h)M1(h)+ bj(h)M2(h),
and cj(h), M1(h), M2(h), aj(h) and bj(h) are given in Theorem 2.1 and Lemmas 2.1, 4.1 and 4.2 respectively.
We shall illustrate the sharpness of the error estimates obtained in Theorem 4.2 by two numerical examples. In each example,
we take a function f (t) defined on N[a, b+2] and construct Sρ f (t) for a partition ρ , then we calculate the actual error ∥f − Sρ f ∥
as well as the respective bound in (4.22). We remark that the functions considered in the examples are not differentiable at certain
points and therefore cannot be approximated by continuous spline interpolation (which involves derivatives).
In each example, the steps taken to construct Sρ f (t) and the related bound are as follows:
• For a function f (t) defined on N[a, b+ 2], fix the partition ρ and the step size h.
• Obtain the values f (ki), 1 ≤ i ≤ m and ∆jf (kℓ), ℓ = 1,m, j = 1, 2. In (3.3), with ci = f (ki), 1 ≤ i ≤ m and
∆jcℓ = ∆jf (kℓ), ℓ = 1,m, j = 1, 2, solve for 1c = [1ci]m−1i=2 and∆2c = [∆2ci]m−1i=2 .
• Using Remark 3.1 and noting the expressions of hi, h¯i and ¯¯hi, construct Sρ f (t) in each subinterval N[ki−1, ki], 2 ≤ i ≤ m as
follows:
Sρ f (t) = f (ki)hi(t)+ f (ki−1)hi−1(t)+1cih¯i(t)+1ci−1h¯i−1(t)
+∆2ci ¯¯hi(t)+∆2ci−1 ¯¯hi−1(t).
• Compute the actual error
∥f − Sρ f ∥ = max
t∈N[a,b+2]
|f (t)− Sρ f (t)|.
• Obtain the bound in the right side of (4.22) for j = 6.
Example 4.1. Consider
f (t) = |t|(t − 1)(7)|t − 8|(t − 9)(6)/1024
with a = 0 and b = 80. The results are tabulated as follows:
m 9 (h = 10) 11 (h = 8)
∥f − Sρ f ∥ 0.38219141 e+1 0.15739690 e+01
Bound 0.24712798e+3 0.87403452 e+02
We have also plotted the spline interpolate and the function in Figs. 1 and 2 below.
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Fig. 1. Example 4.1 whenm = 11 (h = 8).
Fig. 2. Enlarged portion of Fig. 1 where the error |f (t)− Sρ f (t)| is large.
Example 4.2. Consider
f (t) = |t|(t5 − 3t + 1)(t − 8)|t − 6| ln(t + 1)/109
with a = 0 and b = 60. The results are tabulated as follows:
m 7 (h = 10) 11 (h = 6)
∥f − Sρ f ∥ 0.19143081e+1 0.13903024e+0
Bound 0.46240560e+2 0.54135637e+1
5. Two-variable discrete spline interpolation
We define
S(τ ) = S(ρ)⊕ S(ρ ′) (the tensor product)
= Span{si(t)sj(u)}m+4 n+4i=1 j=1 (see Remark 3.2)
= g(t, u) ∈ D(4,4)([a, b] × [c, d]) : g(t, u) is a two-dimensional polynomial of
degree 5 in each variable and in each subrectangle N[ki, ki+1] × N[lj, lj+1],
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N[km−1, b+ 2] × N[lj, lj+1],N[ki, ki+1] × N[ln−1, d+ 2],
1 ≤ i ≤ m− 2, 1 ≤ j ≤ n− 2, and N[km−1, b+ 2] × N[ln−1, d+ 2]} .
Since S(τ ) is the tensor product of S(ρ) and S(ρ ′) which are of dimensions (m + 4) and (n + 4) respectively, S(τ ) is of
dimension (m+ 4)(n+ 4).
Definition 5.1. For a given function f (t, u) defined onN[a, b+2]×N[c, d+2], we shall denote f µ,νi,j = ∆µt ∆νuf (ki, lj), µ, ν =
0, 1, 2, 1 ≤ i ≤ m, 1 ≤ j ≤ n. We say Sτ f (t, u) is the S(τ )-interpolate of f (t, u), also known as the discrete spline interpolate
of f (t, u), if Sτ f (t, u) ∈ S(τ )with∆µt ∆νu Sτ f (ki, lj) = f µ,νi,j where µ, ν, i and j satisfy
(1) if µ = ν = 0, then 1 ≤ i ≤ m, 1 ≤ j ≤ n;
(2) if µ = 1, 2, ν = 0, then i = 1,m, 1 ≤ j ≤ n;
(3) if µ = 0, ν = 1, 2, then 1 ≤ i ≤ m, j = 1, n; and
(4) if µ = 1, 2, ν = 1, 2, then (i, j) = (1, 1), (1, n), (m, 1), (m, n).
(5.1)
Remark 5.1. Since S(τ ) ⊂ H(τ ), Sτ f (t, u) can be explicitly expressed as
Sτ f (t, u) =
m
i=1
n
j=1

Sτ f (ki, lj)hi(t)hj(u)+∆uSτ f (ki, lj)hi(t)h¯j(u)+∆2uSτ f (ki, lj)hi(t) ¯¯hj(u)
+∆tSτ f (ki, lj)h¯i(t)hj(u)+∆t∆uSτ f (ki, lj)h¯i(t)h¯j(u)+∆t∆2uSτ f (ki, lj)h¯i(t) ¯¯hj(u)
+ ∆2t Sτ f (ki, lj) ¯¯hi(t)hj(u)+∆2t∆uSτ f (ki, lj) ¯¯hi(t)h¯j(u)+∆2t∆2uSτ f (ki, lj) ¯¯hi(t) ¯¯hj(u)

. (5.2)
In (5.2), the values ∆µt ∆νuSτ f (ki, lj) where µ, ν, i and j do not fulfill (5.1) exist uniquely. Indeed, this is an immediate
consequence of Lemma 3.2 and is stated as follows.
Lemma 5.1. For a given g(t, u) ∈ H(τ ), we define cµ,νi,j = ∆µt ∆νug(ki, lj), µ, ν = 0, 1, 2, 1 ≤ i ≤ m, 1 ≤ j ≤ n. The function
g(t, u) ∈ S(τ ) if and only if cµ,νi,j , where µ, ν, i and j are such that
(1) if µ = 1, 2, ν = 0, then 2 ≤ i ≤ m− 1, 1 ≤ j ≤ n;
(2) if µ = 0, ν = 1, 2, then 1 ≤ i ≤ m, 2 ≤ j ≤ n− 1; and
(3) if µ = 1, 2, ν = 1, 2, then 2 ≤ i ≤ m− 1, j = 1, n, and 1 ≤ i ≤ m, 2 ≤ j ≤ n− 1 (5.3)
satisfies the matrix equations
B1(1c¯) = w¯1, B2(∆2c¯) = w¯2, B1h′(1cˆ) = wˆ1 and B2h′(∆2cˆ) = wˆ2, (5.4)
where
• the vectors 1c¯ = [c1,νi,j ] and ∆2c¯ = [c2,νi,j ] are such that if ν = 0, then 2 ≤ i ≤ m − 1, 1 ≤ j ≤ n; and if ν = 1, 2, then
2 ≤ i ≤ m− 1, j = 1, n;
• the vectors1cˆ = [cµ,1i,j ] and∆2cˆ = [cµ,2i,j ] are such that for µ = 0, 1, 2, 2 ≤ j ≤ n− 1, 1 ≤ i ≤ m;
• the matrices B1 and B2 are given in Lemma 3.2, whereas B1h′ and B2h′ are simply B1 and B2 with h replaced by h′;
• the vectors w¯1 and w¯2 are simply w1 and w2 (given in Lemma 3.2) with ci, 1ci and ∆2ci replaced by c0,νi,j , c1,νi,j and c2,νi,j
respectively; whereas the vectors wˆ1 and wˆ2 are simply w1 and w2 with cj, 1cj and ∆2cj replaced by c
µ,0
i,j , c
µ,1
i,j and c
µ,2
i,j
respectively.
Moreover, from (5.4) the unknowns cµ,νi,j , where µ, ν, i and j satisfy (5.3), can be obtained uniquely in terms of c
µ,ν
i,j , where
µ, ν, i and j fulfill (5.1).
Theorem 5.1. For any function f (t, u) defined on N[a, b+ 2] × N[c, d+ 2], Sτ f (t, u) exists and is unique.
Proof. The proof is similar to that of Theorem 3.1. 
Remark 5.2. In view of Remark 3.2, Sτ f (t, u) can be explicitly expressed in terms of cardinal splines as
Sτ f (t, u) =
m
i=1
n
j=1
f 0,0i,j si(t)sj(u)+
m
i=1
[f 0,1i,1 sn+1(u)+ f 0,1i,n sn+2(u)+ f 0,2i,1 sn+3(u)+ f 0,2i,n sn+4(u)]si(t)
+
n
i=1
[f 1,01,i sm+1(t)+ f 1,0m,i sm+2(t)+ f 2,01,i sm+3(t)+ f 2,0m,i sm+4(t)]si(u)
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+ f 1,11,1 sm+1(t)sn+1(u)+ f 1,11,n sm+1(t)sn+2(u)+ f 1,1m,1sm+2(t)sn+1(u)+ f 1,1m,nsm+2(t)sn+2(u)
+ f 2,11,1 sm+3(t)sn+1(u)+ f 2,11,n sm+3(t)sn+2(u)+ f 2,1m,1sm+4(t)sn+1(u)+ f 2,1m,nsm+4(t)sn+2(u)
+ f 1,21,1 sm+1(t)sn+3(u)+ f 1,21,n sm+1(t)sn+4(u)+ f 1,2m,1sm+2(t)sn+3(u)+ f 1,2m,nsm+2(t)sn+4(u)
+ f 2,21,1 sm+3(t)sn+3(u)+ f 2,21,n sm+3(t)sn+4(u)+ f 2,2m,1sm+4(t)sn+3(u)+ f 2,2m,nsm+4(t)sn+4(u).
As a direct consequence of Remarks 3.2 and 5.2, we have the following result which provides an important
characterization of Sτ f (t, u) in terms of one-variable interpolation schemes.
Lemma 5.2. Let f (t, u) be defined on N[a, b+ 2] × N[c, d+ 2]. Then,
Sτ f (t, u) = Sρ′Sρ f (t, u) = SρSρ′ f (t, u). (5.5)
Proof. The proof is similar to that of Lemma 4.1 in [19]. 
Now let f (t, u) be an arbitrary function defined on N[a, b+ 2] × N[c, d+ 2]. From Lemma 5.2, we have
f − Sτ f = ( f − Sρ f )+ Sρ( f − Sρ′ f )
= ( f − Sρ f )+ [Sρ( f − Sρ′ f )− ( f − Sρ′ f )] + ( f − Sρ′ f ) (5.6)
= ( f − Sρ f )+ [Sρ′( f − Sρ f )− ( f − Sρ f )] + ( f − Sρ′ f ). (5.7)
Using these relations and Theorem 4.1 we shall deduce error estimates for two-dimensional discrete spline interpolation.
Theorem 5.2. Let f (t, u) be defined on N[a, b+ 2] × N[c, d+ 2]. Then,
∥f − Sτ f ∥ ≤ dj(h) max
t∈N[a,b+2−j]
u∈N[c,d+2]
|∆jt f (t, u)| + dj(h′) max
t∈N[a,b+2]
u∈N[c,d+2−j]
|∆juf (t, u)| + Aj, 4 ≤ j ≤ 6 (5.8)
where
A4 = d2(h)d2(h′) max
t∈N[a,b]
u∈N[c,d]
|∆2t∆2uf (t, u)|,
A5 =

d2(h)d3(h′) max
t∈N[a,b]
u∈N[c,d−1]
|∆2t∆3uf (t, u)|, or
d3(h)d2(h′) max
t∈N[a,b−1]
u∈N[c,d]
|∆3t∆2uf (t, u)|
and
A6 =

d2(h)d4(h′) max
t∈N[a,b]
u∈N[c,d−2]
|∆2t∆4uf (t, u)|, or
d3(h)d3(h′) max
t∈N[a,b−1]
u∈N[c,d−1]
|∆3t∆3uf (t, u)|, or
d4(h)d2(h′) max
t∈N[a,b−2]
u∈N[c,d]
|∆4t∆2uf (t, u)|.
Proof. We shall prove the case when j = 4, the arguments will be similar for j = 5, 6. From (5.6) we get
|( f − Sτ f )(t, u)| ≤ |( f − Sρ f )(t, u)| + |[Sρ( f − Sρ′ f )− ( f − Sρ′ f )](t, u)|
+ |( f − Sρ′ f )(t, u)|. (5.9)
Applying Theorem 4.2 in (5.9) gives
|( f − Sτ f )(t, u)| ≤ d4(h) max
t∈N[a,b−2]
u∈N[c,d+2]
|∆4t f (t, u)| + d2(h) maxt∈N[a,b]
u∈N[c,d+2]
|∆2t ( f − Sρ′ f )(t, u)|
+ d4(h′) max
t∈N[a,b+2]
u∈N[c,d−2]
|∆4uf (t, u)|. (5.10)
Since∆2t Sρ′ f = Sρ′∆2t f , using Theorem 4.2 again we get
|∆2t ( f − Sρ′ f )(t, u)| ≤ d2(h′) maxt∈N[a,b]
u∈N[c,d]
|∆2t∆2uf (t, u)| (5.11)
which on substituting into (5.10) yields (5.8) when j = 4. 
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Fig. 3. Example 5.1 whenm = n = 9 (h = h′ = 6).
We shall now illustrate the sharpness of the error estimates obtained in Theorem 5.2 by a numerical example.
Example 5.1. Consider
f (t, u) = (1− etu/400)|t|/100
with a = c = 0 and b = d = 48. We remark that f (t, u) is not differentiable at some points and therefore it is not
appropriate to use continuous spline interpolation. For a fixed partition τ , we shall obtain Sτ f (t, u), the biquintic spline
interpolate of f (t, u). Then, we calculate the actual error ∥f − Sτ f ∥ as well as the bounds in (5.8) for j = 6.
To construct Sτ f (t, u), in view of Remark 5.2 we need only to construct the cardinal splines si(t), 1 ≤ i ≤ m + 4 and
sj(u), 1 ≤ j ≤ n + 4. To compute a particular cardinal spline say s1(t), from Remark 3.2 we know exactly the values of
ci = s1(ki), 1 ≤ i ≤ m and∆jcℓ = ∆js1(kℓ), ℓ = 1,m, j = 1, 2, substitute these into the twomatrix equations in (3.3) and
solve for the values1ci and∆2ci, 2 ≤ i ≤ m− 1. Then, noting Remark 3.1 the cardinal spline s1 has the expression
s1(t) =
m
i=1
s1(ki)hi(t)+1s1(k1)h¯1(t)+1s1(km)h¯m(t)+
m−1
i=2
1cih¯i(t)
+∆2s1(k1) ¯¯h1(t)+∆2s1(km) ¯¯hm(t)+
m−1
i=2
∆2ci ¯¯hi(t).
Indeed, from the expressions of hi, h¯i and ¯¯hi, we see that in each subinterval N[ki−1, ki], 2 ≤ i ≤ m,
s1(t) = s1(ki)hi(t)+ s1(ki−1)hi−1(t)+1cih¯i(t)+1ci−1h¯i−1(t)
+∆2ci ¯¯hi(t)+∆2ci−1 ¯¯hi−1(t).
Then, we compute the actual error
∥f − Sτ f ∥ = max
(t,u)∈N[a,b+2]×N[c,d+2]
|f (t, u)− Sτ f (t, u)|
as well as the bounds in (5.8) for j = 6. The results are tabulated as follows:
m(= n) 7 (h = h′ = 8) 9 (h = h′ = 6)
∥f − Sτ f ∥ 0.66187125 e−2 0.21483362 e−2
Bound1 0.13637518 e+2 0.73463482 e+1
Bound2 0.27812870 e+2 0.15152823 e+2
Bound3 0.16876111 e+2 0.89818595 e+1
To illustrate graphically, in the following figures we shall plot the casem = n = 9. Fig. 3 shows the original function and
its spline interpolate, due to the close approximation the graphs are presented separately, otherwise theywould just appear
as one graph. Fig. 4 shows the portion where the error |f (t, u)− Sτ f (t, u)| is large, note that the maximum error occurs at
(t, u) = (44, 48).
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Fig. 4. Enlarged portion of Fig. 3 where the error |f (t, u)− Sτ f (t, u)| is large.
6. Conclusion
In this paper we study interpolation to given data. Construction for the quintic discrete spline has been given using the
‘continuity’ of forward differences at some nodes. In a continuous spline, the slope of the spline at the two ends is always
required to match the slope of the data, however in many cases this slope is not available. Although a number of other
boundary conditions could be suggested, this often affects the accuracy of the fit. In a discrete spline, forward difference is
involved and no problems of this sort arise provided a sufficient amount of data is available.
We further derive explicit error bounds in ℓ∞ norm for the quintic and biquintic discrete spline interpolates. These error
bounds require no smoothness assumptions on the data and involve maximizing a difference over a finite number of points.
Through the numerical examples we have illustrated the actual construction of the splines and also the sharpness of the
error bounds obtained.
The most prominent advantage of our discrete splines is that they involve only differences (i.e., function values) and
no derivatives, therefore they can approximate a wider range of functions, especially those which are not differentiable at
certain points. As an example, consider the following Fredholm integral equation
y(t) =
 d¯
c¯
K(t, u)y(u)du+ g(t), t ∈ [a¯, b¯]. (6.1)
Suppose we want to solve (6.1) by numerical means. It is well known that if the kernel K(t, u) is degenerate, i.e., K(t, u) can
be expressed as a sum of products of functions of t and functions of u (

i

j aijFi(t)Gj(u)), then solving (6.1) is reduced to
solving a systemof algebraic equations,which can be accomplished numerically. To degenerate the kernelsmany techniques
are known, one of them is the work of Schultz [10] andWong and Agarwal [21]. In their work, bicubic and biquintic splines
have been respectively employed to degenerate kernels that are at least differentiable in [a¯, b¯]×[c¯, d¯]. However, in the case
when the kernels are not differentiable, then it is not appropriate to use the splines in [10,21] which involve derivatives,
rather our discrete splines which involve only differences can be applied. The work on this application of discrete splines is
in progress [22].
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