Deciding infinite two-player ganies on finite graphs with the winning condition specified by a linear temporal logic (LTL) formula, is known to be ~ExPTIME-coInplet,e. In this paper, we identify LTL fragments of lower complexity. Solving LTL games typically involves a doubly-esponential translation from LTL fotmulas to detel.rnin,ist.ic w-automata. First, we show that the longest distance (length of the longest simple path) of the generator is also an important paraineter, by giving an O(dlog n)-space procedure to solve a Buchi game 011 a graph with n vertices and longest distance d. Then, for the LTL fragment with only eventualities and conjunctions, we provide a translat,iori to deterministic generators of exponential size and linear longest distance, show both of these bounds to be optiinal, and prove the corresponding games to be PsP.'\c:E-comI,lete. Introducing next inodalities in this fragment: we provide a translation to deterrniriistic generators still of exponential size but also with exponential longest distance, show both of these bounds to be optimal, and prove the corresponding games to be ESPTIME-complet,e. For the fragment resulting by further adding disjunctions, we provide a translation to deterministic generators of doubly-exponential size anti exponential longest distance, show both of these bounds to be optimal, and prove the corresponding games to be ESPSPACE. Finally, we show tightness of the doul)le-exponent,ial bound on the size as well as the longest distance for deterministic generators for LTL even in the absence of next arid ullt'il modalities.
Introduction
Linear temporal logic (LTL) is a popular choice for specifying correctness requirements of reactive systems [14, 131. An LTL formula is built from state predicates, boolean connectives, and temporal modalities such as next, eventually, always, and until, and is interpreted over infinite sequences of states modeling computations of reactive programs. The most studied decision problem concerning LI'L is model checking:
given a finit,e-stat,e abstraction G of a reactive system and an LTL formula p, do all infinite computations of G satisfy p? The first step of the standard solut,ion to model checking involves translating a given LTL formula to a (nondeterministic) Biichi automaton that accepts all of its satisfying models [12: 211. Such a translation is central to solving the satisfiability problem for LTL also. The translation can be exponential in the worst case, and in fact, both model checking and satisfiability are PsPAcE-complete [18] .
The standard interpretation of LTL over infinite computations is the natural one for closed systems, where a closed system is a system whose behavior is completely determined by the state of the system. However, the compositional modeling and design of reactive systems requires each component to be viewed as an open system, where an open system is a system that interacts with its environment and whose behavior depends on the state of the system as well as the behavior of the environment. In the setting of open systems, the key decision problem is to compute the winning strategies in infinite two-player games. In the satisfiability game, we are given an LTL formula cp and a partitioning of atomic propositions into inputs and outputs, and we wish to determine if there is a strategy to produce outputs so that no matter which inputs are supplied, the resulting computation satisfies p. This problem has been formulated in different contexts such as synthesis of reactive modules [15] , realizability of liveness specifications [4] , and receptiveness [5] . In the model-checking game, we are given an LTL specification (p, and a game graph G whose states are partitioned into system states and environment states. We wish to determine if the protagonist has a strategy to ensure that the resulting computation satisfies (p in the infinite game in which the protagonist chooses the successor in all system states and the adversary chooses the successor state in all environment states. This problem appears in contexts such as module checking and its variants [9, 101 , and the definition of alternating temporal logic [2] . Such gamebased model checking for restricted formulas such as "always p" has already been implemented in the software MOCHA [3] , and shown t o be useful in construction of the most-general environments for automating assume-guarantee reasoning [I] .
We focus on the game version of model checking:
given a game graph G and an LTL formula cp, what is the complexity of deciding whether a given player has a winning strategy starting from a given initial ' state (game version of satisfaction is a special case, and similar bounds apply). It is known that the complexity of this problem is doubly-exponential in the size of the LTI, formula, and the problem is 2EXPTIME-complete [15] . Note that the complexity is much lower for formulas of specific form: generalized Biichi games (formulas of the form AiOOpi) are solvable in polynomial time, and Streett games (formulas of the form
are coNP-complete (the dual, Rabin games are NP-complete) [16, 71. It is worth mentioning that, in the standard model checking, while full LTL is PSPACE-complete, the fragment which allows only eventually and always operators (but no n e z t or until) has a small model property arid is NPcomplete [18] (see also [6] for complexity results on simpler fragments of LTL). This motivated us to consider the problem addressed in this paper: are there fragments of LTL for which games have complexity lower than 2EXPTIME?
The standard approach t o solving games for LTL is by reduction to a game on the product of the game graph and a deterministic automaton that accepts all the models of the given formula. The winning condition in this reduced game corresponds to the type of the acceptance condition (e.g. Buchi or Rabin) for the deterministic generator To obtain a deterministic generator, the standard approach is to first build a 'In the automata-theoretic formulation of the problem [20], the game graph can be viewed as a tree automaton that generates all the strategies of one of the players. From the formula cp, we can construct a tree automaton that accepts precisely those trees all of whose paths satisfy cp, take product with the game tree automaton, and test for emptiness. This approach has the same computational essence, and requires determinization. nondeterministic generator and then determinize it. Each of these steps costs an exponential, and it is known that there are LTL formulas whose deterministic generators have to be doubly-exponential [ll] .
In this paper, we give a comprehensive study of deterministic generators and game complexities of various LTL fragments. We use the notation L T L ( o~~, . . . , opk) to denote the fragment of LTL given by top-level boolean combination of formulas which use only the boolean connectives and the temporal operators in the list opl, . . . , opk. Our first result is a construction of a singly-exponential deterministic Buchi automaton for the fragment LTL(O,A). This construction is different from the standard tableaubased construction, and builds the automaton for a formula in a modular way from the automata for its subformulas. This immediately gives a single exponential bound for LTL(V, A) games by using the standard algorithm for Buchi games. However, the deterministic generators have the property that the longest siinple path is at most linear in the size of the formula. We show that this property can be exploited to reduce space requirement. In fact, we show a general result: in a game graph with 72 vertices and h g e s t distance d (that is, length of longest simple path), a Buchi game can be solved in space O(d1og 71) (the conventional algorithm uses O ( n ) space). This leads us to the result that LrL(V:A) games can be solved in PSP.ACE, arid we shon-a matching lower bound. Note that the fragment L r L ( 0, A) contains boolean combinations of invariant ("always p" ) and termination ("eventually q") properties, arid thus includes many of the commonly used specifications.
Combining n e z t modalities with the eventualities raises the complexity. 
Definitions

Linear Temporal Logic
We first recall the syntax and the semantics of linear temporal logic. We will define temporal logics by assuming that the atomic formulas are state predicates, that is, boolean combinations of atomic propositions. Given a set of atomic propositions, a linear temporal logic (LTL) formula is composed of state predicates, the boolean connectives conjunction (A) and disjunct i o n (V), the temporal operators Next (0), Eventually ( 0 ) , Always (U), and Until ( U ) . Formulas are built up in the usual way from these operators and connectives, according to the following grammar An w-word over a given alphabet C is a mapping from N into C, that is, an infinite sequence of synibols over C. LTL formulas are interpreted on an wword w = wowlwz . . . over the alphabet C = 2' and the satisfaction relation w cp is defined in the standard way. In the following, we will use the notation L T L ( o~~, . . . , opk) to denote the fragment of LTL which contains boolean combination of basic formulas which use only the boolean connectives and the temporal operators in the list opl , . . . , opk.
Finite automata on w-words
Automata on w-words have been extensively studied in relation to temporal logic [SI. In this section, we will recall the definition of Buchi automata and the results relating them to LTL as generators of models.
A nondeterministic transition graph is a $-tuple (E, S, SO, A), where C is an alphabet, S is a finite set of states, SO E S is the set of initial states, and A is a For our results, besides the size, another characterizing measure of an automaton A is the length of the longest simple directed path connecting two states in the transition graph. We will refer to this measure as the longest distance of A.
For every LTL formula cp, it is possible to construct an automaton on w-words accepting all models of it. We will denote such an automaton as a4v and we will refer to it as a generator of models for cp. A deterministic generator for an LTL formula of size O(ezp(ezp(ly1)) can be obtained in the following way: from the formula cp, by the tableau construction, it is possible to construct a nondeterministic Buchi generator of size O(ezp(lp1)) [12, 211; this automaton can then be determinized so that h e obtain a deterministic Rabin automaton of size O(exp(exp(lcp1)) [17] . Notice that in general, for a given formula y, a deterministic Buchi generator may not exist but, when this exists, it has been proved that the translation from LTL formulas to deterministic Buchi automata is doublyexponential [ll] , and thus, the above construction is asymptotically optimal.
Game graphs
In this section we will introduce the notation concerning two-player games. A two-player game is modeled by a game graph and a winning condition. A game graph is a tuple G = (V, Vi, VI, C, y) where V is a finite or countable set of vertices, VO and VI define a partition of V , C is a finite set of actions and y : V x C -+ V is a partial function. For i = 0,1, the vertices in are those from which only Playeri can move and the allowed moves are given by the function y. A winning condition is a predicate over w-words of vertices, and depending on its type, we can have different kinds of games. In this paper we will consider only Buchi and LTL games. In a Buchi game, the winning condition is given by a set of vertices F s V with the requirement that at least a state in F must repeat infinitely often. In an LTL game, the winning condition is instead an LTL formula.
A play of a game G is constructed as a sequence of vertices corresponding to the actions taken by the two players. Formally, a play starting at xo is a se- Playeri gives an allowed move to continue each play ending a,t a vertex in V,. More formally, a strategy for P l a y e r i is a total function f : V*VL -+ V mapping a node in the function domain into one of its successors in the game tree. 4 strategy then corresponds to a tree obtained from the game tree T ( c ,~) by pruning all the subtrees containing plays that are not constructed according to f . When a strategy depends only on the last vertex of a play, it is called a memoriless strategy.
Given a game G and a winning condition W , a strategy f is said to be a winning strategy if the requirement expressed by W holds on all the paths of the tree corresponding to f. In a two-player game, given a game G and a winning condition W , we consider the decision problem: "IS there a strategy for P l a y e r , satisfying the winning condition W?" We remark that while Buchi games admit memoriless winning strategies and can be solved in quadratic time, LTL games in general do not have a memoryless winning strategy and are decidable in time polynomial in /GI and doubly-exponential in (91 [15] .
Deterministic generators
We begin this section by introducing a proper subclass of deterministic Biichi automata whose transition function defines a partial order over the states. To emphasize this property, we call an automaton in this class a partially-ordered deterministic Buchi automat o n (PODB). Then, we will show that, for formulas in some fragments of LTL, it is possible t o construct a deterministic generator which is a PODB.
A PODB is a deterministic Buchi automaton whose transition graph is a directed acyclic graph except for the self-loops. Obviously, the longest distance of a PODB is the longest distance between the initial state and a sink state, where an initial and a sink state are respectively a minimal and a maximal state with respect t o the partial order induced by the transition function of the PODB. PODBs are closed under boolean operations.
Proposition 3.1 For i = 1 , 2 , let Ai be P O D B s of size ni and longest distance di. There exists a P O D B A 1 n A 2 (resp. A1 U A p ) accepting the language L ( A l ) n L(Ap) (respectively, L(A1) U L ( A 2 ) ) , and such that its size is O(nl n2) and its longest distance is not greater
than dl + dp. Moreover, for i = 1 , 2 , there exists a
of size ni and longest distance di accepting Note that t o prove the above proposition, the construction for intersection does not require the introduction of a counter as in the case of general deterministic Buchi automata. Moreover, the above results on intersection and union are naturally extended t o a tuple of automata A I , . . . , Al; and we will denote the corresponding automata with Al n . . . n Al; and ill U . . . U . 4 k , respectively. The following automaton construction will be used in the next sections to build the generator for O ( p A 9 ) given the generator for cp. Let A = (E, SI SO, 6, F ) be a Buchi automaton and p be a predicate over E. Given a sb SI we define the (deterministic) Biichi automaton ) for a satisfying p , and 0 6'(sbl a ) = sb, otherwise. The construction is illustrated in Figure 1 . 
Moreover, if A is a PODB t h e n Ao(P9") is a P O D B
also.
Generators for LTL(O, A)
The fragment LTL( 0, A) contains boolean combinations of formulas built from state predicates using eventualit,ies and conjunctions. Thusj negations arid disjunct,ions are allowed only at the t.op-leve1 and at thc at,omic level. (1 0 71) ) and longest distance of
also holds. Then, by Proposition 3.1,
we have that -4.+ = Ao(P,"') is the generator for $. I
The previous result is optimal in the sense that we may not have a smaller generator for some formula in LTL(O, A), as shown in the following theorem. 
Generators for LTL(O,O, A )
In this section we use the notation 0" as a shorthand for n nested next niodalities. \lie therefore con- 
I
The previous result is optimal in the sense that we may not have a smaller generator for some formula in LTL(O,O, A), as shown in the following theorem.
Theorem 3.6 There exists a formula cp in
LTL(O,O,A) such that all generators of cp have
R(ezp( lcpl)) size and O(exp( [pi)) longest distance.
Proof. Consider the formula cp = n ( p + O'I q ) ,
where p , q E P and n 2 2. Clearly, IcpI = O(n). Since To conclude this proof we just need to prove that there exists a word that forces A , to visit a state from each of these sets without reentering any of them before reading at least one state from each set. But this is equivalent to prove that there is an exponentially long word w in {0,1}* such that any two subwords of w of length n differ at least in a position, and thus we are done. LTL(O,O,A,V) formula we get that the longest distance of the deterministic generator obtained by the given construction is exponential
LTL(O,
The following theorem shows that the above result is optimal also in the case of LTL(O, A, V) formulas. 
Generators for LTL(O, 0 , A, V)
In section 2.2 we recalled the results concerning the construction of a deterministic generator for a given formula in LTL. In this section we prove that a matching lower bound t o that construction even in absence of next and until modalities. U i v O b i ) -+ 0 A ( c 2 v O d i ) ) ,
where ai, bi,ci,di E P for i = 1,. . . , n and n 2 2 .
Assume that A, = (aP, S, S O , S, F ) is a deterministic generator for cp. Denote by P, the set (51 ,..., xn}.
Moreover, denote by p j a subset of Pa and by q j a subset of P,. By arguments similar t o those used in the proof of Theorem 3.8, it is possible t o prove that: 1) a deterministic generator for cp has t o keep track of the p j ' s that have been fulfilled and for each p j the list of qh's which have been fulfilled starting at the position where p j was true the last time; 2 ) we may need to store exponentially many p j ' s and exponentially many qj's, to check the fulfillment of 0 AY=1 (ui V 0 bi) and is true at the current position the i-th bit of the tuple associated to the next A state is the i-th bit of the current state, while if qi true then the i-th bit becomes 1, otherwise if p; is true the i-th bit becomes 0. Since at most a pi and a q j are true at each position, the tuples of two consecutive states in a run may differ for at most 2 bits. Since it is possible to list all the 2k binary tuples in such a way two consecutive tuples differs in exactly 1 or 2 bits, we have proved that any deterministic generator for cp I has fl(2k) = fl(22") longest distance.
Buchi games
In this section we present a new decision algorithm for Buchi games, which mainly performs a depth-first traversal of a portion of the game tree and is spaceefficient when the longest distance is O ( e ) . Standard techniques to solve Buchi games involve fix-point computation [19] , and requires space O(n) no matter what the longest distance is. An interesting aspect of our algorithm is that it can be applied to all the games in which the winning condition can be translated into a deterministic Buchi automaton, as for the formulas in the fragments of LTL we have studied in sections 3.1, 3.2 and 3.3. Then we combine this algorithm with the results on LTL generators from the previous section and study the complexity of the obtained solutions.
In this section we search for winning strategies of Playero, while Player1 will be our adversary. Consider a game graph G and a subset F of G vertices.
We denote by II the set of plays whose last state is the first state which repeats, that is, plays of the form 2 0 . . . x h such that xh = zi for some 0 5 i < h, and for all 0 5 i , j < h, xi # xj. We have that any longenough play in G has a prefix which is in II, and each of the plays from II is constituted by an acyclic prefix followed by a loop. Moreover, we denote by IIp the set of plays in II containing a state from F in their loop, and by IIj the set of plays from II which can be constructed using the strategy f. We define a game (G, F) By the above lemmas, there is a decision algorithm for Buchi games which explores a tree whose height is the longest distance of the game graph. Given a game (GI W ) , if the winning condition W can be translated to a deterministic Buchi automaton, it is possible to use the algorithm by Lemmas 4.1 and 4.2 to decide it. In particular, let A be a deterministic Biichi automaton equivalent to winning condition W , in the sense that the language accepted by A is the language of the w-words satisfying W . Define G x -4 as the game graph whose vertices V x &, where Q is the set of A states, are partitioned according to the V partition, and from a vertex ( u , q ) it is possible to reach a vertex (U', q') by taking an action a if and only if A enters q' from q by reading the subset of atomic propositions true at U and in G it is possible to move from U to U' taking the action a. Let F and so be the set of final states and the initial state of A, respectively, then there is a winning strategy in the Buchi game (G x A , V x F ) starting at a vertex ( U , S O ) if and only if there is a winning strategy in (G,W)
As a consequence of the results from section 3 and the above argument, Theorem 4.3 applies to games with winning condition expressed by formulas in the LTL fragments we have considered so far. In fact, the following theorems hold. G is defined in such a way that each literal corresponds only to a vertex, a path of the game tree corresponds to the assignment given by assuming true the literals corresponding to its vertices, each vertex is labeled with the conjuncts which contain the corresponding literal, and a strategy corresponds to a selection of paths fulfilling the requirements of quantifiers A l , . . . , A,. We have that 'p is satisfiable if and only if there is a winning strategy in the game (GI 9'). I Theorem 4.5 LTL(O,O, A) games are EXPTIMEcomplete.
Proof.
By Theorem 3.5, LTL(O,O,A) has exponentially-sized deterministic generators, and hence, membership in EXPTIME follows. For the lower bound, we reduce the halting problem for alternating linear bounded automata. We briefly sketch the construction. Consider a Turing machine M that uses n tape positions over a tape alphabet I?, and let Q be the set of control states that are partitioned into Qo and Q1 corresponding to the two players. The transitions of the machine are of the i, and movement of the head), and is determined by one of the players depending on whether q belongs to QO or & I . Plnyero wins if either t,he control state qtr is encountered or PlayeTl does not make the choices for encoding the configuration according to the intended interpretation. Assnnie that, there are enough propositions to identify each vertex uniquely by a state predicate. Then, the winning condition for Pla,yero is a top-levcl disjunction of several formulas that use only eventualities and conjunctions. For instance, a mistake in the encoding of the content of i-th tape position is described by the formula I 5 
Conclusions
For the problem of solving infinite games wit,h the winning condition specified by an LTL formula, we have studied the impact of different connectives on the complexity. In the same way as model checking (or satisfiability) is related to translation from LTL to nondeterministic w-automata, solving games is related to translation from LTL t o deterministic w-automata. We have established that the longest distance, besides the size, of the automaton produced by the translation is an important parameter. The results are summarized in the table of Figure 2 for various fragments '. are open problems, while the results on the corresponding deterministic generators are tight with respect to both the size and the longest distance. We observe that LTL(U, 0, A, V) and thus LTL, formulas may not have deterministic Buchi generators, but it, is known that they have doubly-exponential deterministic Streett generators.
Besides the classification of complexity of games for various fragments, the constructions of this paper can be used to solve synthesis problems for certain kinds of formulas more efficiently. In particular, the fragInent,s LTL(O, A) and LTL(O, A, V) contains many commonly occuring specifications that are boolean cornbinations of safety and guarantee properties, and for these, we ha?-e provided a direct. construction of deterministic generators in a modular manner.
