Abstract. We study the following problem: Given an interval graph, does it have a realization which satis es additional constraints on the distances between interval endpoints? This problem arises in numerous applications in which topological information on intersection of pairs of intervals is accompanied by additional metric information on their order, distance or sizes. An important application is physical mapping, a central challenge in the human genome project. Our results are: (1) A polynomial algorithm for the problem on interval graphs which admit a unique clique order (UCO graphs). This class of graphs properly contains all prime interval graphs. (2) In case all constraints are upper and lower bounds on individual interval lengths, the problem on UCO graphs is linearly equivalent to deciding if a system of di erence inequalities is feasible. (3) Even if all the constraints are prescribed lengths of individual intervals, the problem is NP-complete. Hence, problems (1) and (2) are also NP-complete on arbitrary interval graphs.
Introduction. A graph G(V; E) is an interval graph if one can assign to each vertex v an interval
I v on the real line, so that two intervals have a non-empty intersection if and only if their vertices are adjacent. The set of intervals fI v g v2V is called a realization of G. The problems which we study here are concerned with the existence of an interval realization to a graph, subject to various types of distance (or di erence) constraints on interval endpoints. These are inequalities of the form x ? y < C xy or x ? y C xy , for variables x; y and constant C xy . Speci cally, we study the following problems (we defer We shall prove here that even MIG , the most restricted problem of the three, is strongly NPcomplete. Unlike the situation with interval graphs, the fact that the intervals must be closed causes some loss in generality. In contrast, we show that when the interval graph admits a unique consecutive clique order (up to complete reversal), DCIG is polynomial, and hence, so are the other two problems. The class of graphs satisfying this property (which we call UCO graphs) properly contains the class of prime interval graphs, and is recognizable in linear time. Our solution is based on reducing the problem to a system of di erence constraints. We also prove that we cannot do better, by showing that the problem of solving a system of di erence constraints and the problem BIG on UCO graphs are linearly equivalent.
Interval graphs have been intensively studied, due to their central role in many applications (cf. 33, 17, 11] ). They arise in many practical problems which require the construction of a time line where each particular event or phenomenon corresponds to an interval representing its duration. Among the applications are planning 3], scheduling 22, 31] , archaeology 26], temporal reasoning 2], medical diagnosis 29], and circuit design 36] . There are also non-temporal applications in genetics 6] and behavioral psychology 9]. In the Human Genome Project, a central problem which bears directly on interval graphs is the physical mapping of DNA 8, 25] : It calls for the reconstruction of a map (a realization) for a collection of DNA segments, based on information on the pairwise intersections of segments.
In the applications above, size and distance constraints on the intervals may occur naturally: The lengths of events (intervals) may be known precisely, or may have upper and lower bounds. The order or distance between two events may be known. This is often the case in scheduling problems and temporal reasoning. In physical mapping, certain experiments provide information on the sizes of the DNA segments 21]. Our goal here is to study how to combine those additional constraints with precise intersection data.
Green and Xu (cf. 20]) developed and implemented a program (called SEGMAP) for construction of physical maps of DNA, which utilizes intersection and size data. The intersection data is obtained by experimentally testing whether each of the segments contain a sequence of DNA (called STS) which appears in a unique, unknown location along the chromosome. Hence, two segments which contain a common STS must intersect. Their algorithm works in two phases: the rst phase ignores the size data. It obtains a partition of the STSs into groups, and a linear order on the groups. The second phase uses the partial order of phase 1 together with the size data to obtain the map using linear programming algorithms. Our results in section 3 imply that faster algorithms (utilizing network ow techniques) can be used under certain conditions on the data. However, the results in section 5 imply that the general problem tackled by SEGMAP is intractable (unless P=NP) even with perfect data.
Recognizing interval graphs (i.e., deciding if a graph has an interval realization) can be done in linear time 7, 28, 23] . Surprisingly, much less is known about the realization problem when the input contains additional constraints on the realization. The special case of MIG where all intervals have equal (unit) length corresponds to recognizing unit interval graphs 33] , which can be done in linear time 10]. The special case of DCIG where all distance constraints have the form r v ?l u < 0 or l v ?r u 0 is the problem of seriation with side constraints 27, 19] (also called interval graph with order constraints), which can also be solved in linear time 32] . When DCIG is further restricted to the special case where for each pair u; v where (u; v) 6 2 E, we have either the constraint r v ? l u < 0 or r u ? l v < 0. The problem is equivalent to recognizing an interval order, which can be done in linear time 4]. Fishburn and Graham 12] discussed a special case of BIG where all intervals have the same pair p and q of upper and lower bounds. For each p and q, they characterized the resulting class of interval graphs (and interval orders), in terms of the family of minimal forbidden induced subgraphs (respectively, suborders). They proved that such a family is nite if and only if p q is rational. In this case, for integer p and q, their characterization yields an exponential time n O(pq) algorithm for identi cation of such graphs (orders), where n is the number of vertices. Isaak 24 ] studied a variant of BIG in which the input is an interval order, there are upper and lower integer bounds on individual interval lengths, and the question is whether there exist a realization in which all endpoints are integers. Using Bellman's notion of a distance graph, Isaak gave an O(min(n 3 ; n 2 1 2 log nC)) time algorithm for that problem, where C is the sum of bounds on lengths. He also posed the more general problem of BIG, which we answer here. We generalize distance graphs to handle both strict and weak inequalities on endpoints, in order to solve DCIG on a particular class of graphs.
There have been other studies on the realization of a set of intervals based on partial information on their intersection, length and order. Those are di erent from our problems here inasmuch the information on intersection is incomplete, i.e., the underlying interval graph is not completely known. Among these are studies on interval sandwich 18], interval satis ability 19, 37, 32], on interval graphs and orders which have realizations with at most k di erent lengths 11, chapter 9], on the smallest interval orders whose representation requires at least k di erent lengths 11, chapter 10], and on the number of distinct interval graphs and orders on n vertices which have a realization with k given lengths 35].
The paper is organized as follows: Section 2 contains some preliminaries and background. Section 3 studies problem DCIG on UCO graphs, and proves its linear equivalence to solving systems of di erence constraints. This implies in particular an O(min(n 3 ; n 2 1 2 log nC)) time algorithm for all three problems on UCO graphs. In section 4 we sketch a simple proof that DCIG is strongly NP-complete. Section 5 proves the stronger result that MIG is strongly NP-complete. The reduction (performed in two steps) is rather involved, but we feel it gives insight on the interplay between the topological side of the problem (i.e., intersection, open or closed intervals) and its metric aspect (i.e., the intervals sizes).
2. Preliminaries. A graph G = (V; E) is called an intersection graph of a family of sets S = fI v g v2V , if I v \ I u 6 = ; , vu 2 E. G is called an interval graph if it is an intersection graph of a family S = fI v g v2V of intervals on the real line. In that case, S is called a realization of G. Depending on the convention, each interval may be either closed or open, with no loss of generality. For simplicity, we sometimes use the same names for the intervals and for the corresponding vertices.
For an interval I denote its left and right endpoints by l(I) and r(I), respectively. The length of I, denoted jIj, is r(I) ? l(I). If G has a realization in which all the intervals are of equal length, then it is called a unit interval graph.
Let C 1 ; : : :; C k be the maximal cliques in a graph G = (V; E), where V = fv 1 ; : : :; v n g. The clique matrix of G is the n k zero-one matrix C(G) = (m ij ) where m ij = 1 if and only if v i 2 C j . If the columns in C(G) can be permuted so that the ones in each row are consecutive, then we say that C(G) has the consecutive ones property, and we call such a permutation of the columns a consecutive (clique) order. According to Gilmore and Ho man 16], G is an interval graph if and only if C(G) has the consecutive ones property.
For two non-intersecting intervals x; y where x is completely to the left of y, we write x y or, equivalently, y x. Let P = (V; <) be a partial order. Call < an interval order if there exists a set of intervals S = fI v g v2V such that v < u if and only if I v I u . S is called a realization for P. Call G = (V; E) the incomparability graph of P, if for each u; v 2 V , uv 2 E if and only if u and v are incomparable in P, i.e., u 6 < v and v 6 < u. Hence, G is an interval graph if and only if it is the incomparability graph of some interval order. In this case we will say that the graph G admits the order <. 3. Distance Constraints in UCO graphs. We call an interval graph uniquely clique-orderable (UCO for short) if it has a unique consecutive clique order, up to complete reversal, in every realization. An interval graph G is UCO if and only if the only non-trivial modules in it are cliques 34] . Note that G is UCO if and only if the interval order admitted by G is unique, up to complete reversal, because an interval order of the vertices of G uniquely determines a linear order of the maximal cliques in G, and vice versa. Denote this order by G . Note also that the class of UCO graphs properly contains the class of prime interval graphs. UCO graphs can be recognized in linear time by applying the PQ-tree algorithm of Booth and Lueker 7] , and noting that G is UCO if and only if the nal tree consists of a single internal Q-node and the leaves. This procedure also computes G in O(m + n) time.
In this section we study the problem DCIG when the input graph is UCO. We show how to reduce this problem, in linear time, to the problem of deciding whether a system of di erence constraints is feasible. Hence, DCIG, BIG and MIG are all polynomial on UCO graphs. We also prove that for BIG and DCIG, we cannot do any better, since deciding the feasibility of a system of di erence constraints can be reduced in linear time to an instance of BIG with a UCO graph.
3.1. A Polynomial Algorithm for DCIG on UCO Graphs. Let P = (G; A) be an instance of DCIG, where G = (V; E) is UCO and A is a set of di erence inequalities on the interval endpoints.
Construct two systems T and T of di erence constraints on the variables fl v ; r v g v2V , as follows: Both systems include all inequalities in A. In addition, for each x; y 2 V : If x G y then T contains an inequality r x < l y , and T contains an inequality r y < l x . If xy 2 E then both T and T contain an inequality r x l y (and r y l x ). With these de nitions we prove:
Lemma 3.1. P has a realization if and only if either T or T has a feasible solution.
Proof. If X = fl v ;r v g v2V is a feasible solution to T or to T, then X is a solution to A, and f l v ;r v ]g v2V realizes G. On the other hand, let f l v ;r v ]g v2V be a realization of G, whose endpoints satisfy A. Then the order of the intervals f l v ;r v ]g v2V on the real line is either G , or its reversal. Therefore, fl v ;r v g v2V is a feasible solution to either T or T.
Hence, we can solve our problem by deciding whether system T or T is feasible. We shall prove now that a system S of weak and strict di erence constraints on n variables is reducible in linear time to a system S 0 which consists of weak di erence constraints, with numbers only O(n) times larger. the number of variables and number of inequalities in the two systems is the same, and the constants in S 0 (after multiplying by an appropriate factor to restore integrality) are larger than the constants in S by a factor of (n). We now show that addition of identical strict inequalities to the equivalent systems S and S 0 above maintains the equivalence between them. (We will need this property in section 5.3): For constants fC i g i2I1 I2 I3 , de ne the following systems S 1 ; S 2 ; S 0 2 and S 3 on the set of variables X = fx i g n i=1 : Note that the algorithms of 30, 13] for deciding the feasibility of a system also produce a feasible solution if one exists. This enables construction of a realization (if one exists) in O(min(n 3 ; n 2 1 2 lognC)) time.
3.2. Reducing a System of Di erence Constraints to BIG on UCO graphs. Given a system of weak di erence constraints, we shall show how to reduce it, in linear time, to an equivalent instance of BIG, in which the graph is UCO. According to lemma 3.2, the assumption that all constraints are weak can be made without loss of generality.
Let P be the following system of weak di erence constraints in the variables X = fx 1 ; : : :, x N g: ; k i ? 1 4 ]. The length constraints are as follows: If: Suppose J has a realization. Let fy i g N i=1 be the points in a realization of J which correspond to the intervals fb i g N i=1 (which have length zero). W.l.o.g. y N > y 1 , because otherwise we can reverse the realization. Since G is UCO, the order of the intervals in J is identical to the order of the intervals A B W in the de nition of G. Therefore y i < y j if and only if i < j, and due to the length constraint on b i+ 1 2 : y i < y i+1 ? 1, for i = 1; : : :; N ? 1. Let S i be the interval corresponding to w jiki in the realization. De ne a system P 00 of di erence constraints as follows: is a monotone solution to P 00 . A proof similar to lemma 3.2 implies that P 0 and P 00 are equivalent, so P 0 is feasible. We would like to show that P 0 has a monotone solution. Let Q 0 be the system of constraints x i < x i+1 ? 1, i = 1; : : :; N ? 1. P 0 Q 0 and P 00 Q 0 have only monotone solutions. According to lemma 3.4, adding Q 0 to both P 0 and P 00 maintains the equivalence between them. But a monotone solution of P 00 realizes P 00 Q 0 , hence, P 0 has a monotone solution and according to lemma 3.6 P is feasible.
Corollary 3.9. The problem of deciding whether there exists a feasible solution to a system of di erence constraints is linearly reducible to the problem BIG on a UCO graph. 4 . DCIG is NP-complete. We will now show, that although DCIG is polynomial when restricted to UCO graphs, it is NP-complete in general. A stronger result will be proven in the next section, but we include a sketch of this proof as it is much more transparent. DCIG is strongly NP-complete. Proof. We show a pseudo-polynomial reduction from the problem 3-PARTITION which is known to be strongly NP-complete (see, e.g., 15] ).
An instance of 3-PARTITION is a set X of n = 3k real numbers x 1 ; : : :; x n 2 ( ), such that P n i=1 x i = k. The question is to determine whether there exists a partition of X into k subsets (which have to be triplets) X 1 ; : : :; X k so that for each 1 j k:
Let X = fx 1 ; : : :; x n g be an instance of De ne an instance of DCIG, I = (G; S) where G is the empty graph on the vertices fv j g n j=1 fa j g k j=0 , and S consists of the following three types of constraints: r(v j ) ? l(v j ) x j , for each 1 j n. l(a j+1 ) ? r(a j ) = 1, for each 0 j k ? 1. r(a 0 ) r(v j ) l(a k ), for each 1 j n. We shall see that I is satis able if and only if X is a \yes" instance (see gure 2). Assume for now that all intervals in X must be open.
Suppose there exists a partition X 1 ; : : :; X k as required, where X j = fx i j g Conversely, suppose fI ai g k i=0 fI vi g n i=1 is a realization of I. For each 1 j k de ne I j = (r(a j?1 ); l(a j )), X j = fx i jI vi I j g. According to the constraints, l(a 0 ) < r(a 0 ) < < l(a k ) < r(a k ), the I j 's do not intersect each other, and therefore the sets X j are disjoint. Moreover, every x i is a member of some X j . Therefore X 1 ; : : :; X k is a partition of X. For each 1 j n: Since G is empty all the I vi 's are disjoint, hence, P xi2Xj x i jI j j = 1, hence, X 1 ; : : :; X k form a 3-partition.
We assumed here that all intervals in the realization are open. To form a closed realization, it su ces to modify the reduction by allowing an interval of length 1 + (instead of length 1) for each 'gap' interval r(a i?1 ); l(a i )], where is su ciently small. (If each a i = pi qi , where p i ,q i are integers, then < 1 4 (max i q i ) ?3 su ces). Since 3-partition is strongly NP-complete, and the reduction is pseudo-polynomial, our problem is strongly NP-complete. We shall denote such an instance by P = (G; L; ). When P is a \yes" instance, we say that P is a measured interval graph (with endpoint speci cation). We shall rst prove that MIG is NP-complete, and then reduce MIG to MIG .
Recognizing Measured
The issue of endpoint speci cation seems unnatural at rst sight. It is well known that for interval graphs in general the endpoint speci cation can be arbitrary, namely, a graph is interval if and only if it has a realization for any possible speci cation of endpoints. This is not the case in the presence of length constraints. This formulation is sometimes more convenient as it suggests a possible realization. We need the following notations and de nitions: Definition 5.1.
Let P = (G; L; ) be a measured interval graph with endpoints speci cation, and let U V be a set of its vertices. De ne the measured interval graph P U induced by P on U, to be (G U ; L U ; U ), where G U is the subgraph of G induced on U, and L U , U are the restrictions of L and , respectively, to U.
Call 5.1. Basic Structures. We now describe three \gadgets" which are building blocks in our NPcompleteness construction, and prove some of their properties. The structure of these gadgets assures us that their realization has very few degrees of freedom. To formalize this we introduce the following notion:
Definition 5.3. Two realizations of the same interval graph are isometric if they are identical up to reversal and an additive shift. Namely, there exists a function f(x) = s x + c where s = 1 and c 2 R, and f(I j ) = I 0 j for all j. Let P = (G; L; ) be an instance of MIG. We call U V (G) rigid in P if in any two realizations of P, the sets of intervals realizing U are isometric. In particular, all endpoints are located at xed distances from the leftmost endpoint, including the rightmost one. Thus in every realization U has the same length. If V (G) is rigid in P, we call P rigid.
Note that the fact that U is rigid in P does not imply that P U is rigid. For example, the instance P de ned implicitly by the intervals in gure 3 is rigid, and in particular fb; c; dg is rigid in P, but P fb;c;dg is not rigid. , therefore all inequalities hold as equalities. In particular, Length(S) = a, yielding Length(Switch(a)) = a.
Note that lemma 5.4 implies that a realization of a straight Switch(a) located at (x; x+1) is unique. The same is true for a reversed Switch. 5.1.3. The Frame. We now construct an element which divides an interval into sub-intervals of prescribed lengths. Each sub-interval is characterized by a distinct set of intervals which contain it. This element will be used as a frame, into which the moving and toggling elements will t, and have the desired degrees of freedom.
Let k = 2r ? 1 3, and let x 1 ; x 2 ; : : :; x k be a sequence of real positive numbers, whose sum is s. Lemma 5.8. V n f 1 ; k g is rigid in a Frame.
Proof. Let G 0 be the subgraph of G induced on V V . It is easy to see that G 0 is prime, and hence, has a unique clique order 34]. Moreover, G 0 has exactly k maximal cliques, each one containing (among other vertices) a unique and distinct i . The set of maximal cliques in G is fN i ]g k i=1 , namely, each clique is distinguished by a single i . Since G 0 is UCO, its unique clique order determines a unique linear order on V , and hence, also on the maximal cliques of G. Hence, G is UCO.
Let S and S 0 be two realizations of the same Frame. Suppose 1 = 0 1 are their leftmost endpoints, respectively. The Frame graph is UCO, hence, the order of the -intervals is identical in both S and S 0 . Moreover, P k i=1 L( i ) = s, and all the -intervals are disjoint, and must be between 0 1 and 0 3 , which are at distance exactly s. Thus, the position of all endpoints is uniquely determined. It is easy to see that also all -intervals except 1 ; k , must have identical position in both realizations.
By lemma 5.8, for any straight (or reversed) realization of a Frame(x 1 ; : : :; x k ) located at (x; x+s), the positions of all intervals except 1 ; k , are uniquely determined.
In the sequel, when we use a realization of such a Frame to implicitly de ne a MIG instance, we shall assume that 1 and k are contained in x; x+s], so the realization has the shortest possible length. In addition, when we use any gadget in the implicit de nition, and we describe its intervals by saying that \the gadget is located at : : :", we mean that \a straight realization of the gadget is located at : : :".
The Reduction. The realization of a MIG instance is a polynomial witness for a \yes"
instance, hence, MIG is in NP. We describe a reduction from 3-Coloring, which is NP-complete (see, e.g., 15]). Let G = (V; E) be an instance of 3-Coloring. We construct an instance P= (T; L) of MIG (in implicit form), and prove that P is a \yes" instance if and only if G is 3-colorable.
The general plan is as follows: We construct measured interval sub-instances for each vertex and for each edge of G. The sub-instance of a vertex is designed so that it can be realized only in three possible ways, which will correspond to its color. The sub-instance for each edge will prevent the vertices at its endpoints from having the same color. A realization of a vertex sub-instance is called straight (respectively, reversed) if the realization of its ! is straight (respectively, reversed). Proof. It su ces to prove that l ( 1 (i) 0 ) < l( 3 (i) 0 ) if and only if l( 1 (i + 1) 0 ) < l( 3 (i + 1) 0 ) . This follows from the identity of the zero-length intersecting intervals 1 (i+1) 0 and 3 (i) 0 , and the disjointness of 1 (i) 0 and 3 (i + 1) 0 , which are both, by lemma 5.8, at distance 11 from the former pair, respectively. Let S 0 be a straight realization of P V . De ne the function Col : V ?! R, as follows:
Call Col the coloring de ned by S 0 . We now show that each vertex subgraph can be realized in exactly three distinct colors. This is also demonstrated in gure 9. If G is 3-colorable, then P admits a realization.
Proof. Let Col : V ! f0; 1; 2g be a proper 3-coloring of G. We build a realization S In fact, the same reduction implies strong NP-completeness, as 3-Coloring is strongly NP-complete and the reduction is also pseudo-polynomial. 5 .3. Closing the Open Intervals. We have proved that recognizing a measured interval graph with speci ed endpoints is NP-complete. We now show that this problem is hard even where all the intervals are closed. Given an instance P = (G; L; ) of MIG, de ne a new instance P 0 = (G; L 0 ) of MIG (in which all intervals are closed), as follows: Let n = jV (G)j, and
Let Pbe an instance generated by the reduction in section 5.2. We shall prove that Phas a realization if and only if P 0 has one. First, we observe that the construction introduced in the proof of theorem 5.16 has a special property: Let S be a realization in which the shortest non-zero length of an interval is C. S is called discrete if all the endpoints of its intervals are integer multiples of C. In that case, C is called the grid size of S. By the proofs of lemma 5.15 and corollary 5.14, P has a realization if and only if it has a discrete realization, with grid size We need to generalize the notion of rigidness in the following manner:
Definition 5.19. For a real p 0, two realizations fI j g and fI 0 j g of the same interval graph are p-isometric if there exists a function f(x) = s x+c where s = 1; c 2 R, and constants c j , jc j j < p such that f(I j ) + c j = I 0 j for all j. We call U V (G) p-rigid in a MIO instance if in any two realizations of the instance, the sets of intervals realizing U are p-isometric. Note that in this case all endpoints of cycles in D(Q), each of weight less than p. If U is a strongly connected component in C then U is jUjp-rigid in Q. Proof. For vertices x; y 2 U, by the de nition of U, there is a simple path P 0 : x = x 1 ; x 2 ; : : :; x k = y in C. Every edge x i x i+1 is in C, therefore there exists a path P i in C from x i+1 to x i s.t. x i x i+1 and P i form a cycle in C. The concatenation of P k?1 ; P k?2 ; : : :; P 1 is a path P from y to x in C. Moreover, the concatenation of P 0 and P is a cycle c in C (not necessarily simple) of weight at most (k ? We now return to the instance P generated by the reduction in the proof of theorem 5. This proves that if there exist a realization to P 0 , by rounding the colors to the nearest integer we obtain a proper 3-coloring. By lemma 5.15 this implies the existence of a realization to P. Thus, P has a realization if and only if P 0 has one. Since the transformation described in (18) When restricted to interval graphs with depth 0 decomposition trees (see 23] for a de nition of the decomposition tree), i.e., to prime interval graphs, the MIG problem can be solved in polynomial time, using the algorithm devised in section 3 for UCO graphs. This depth bound is indeed tight, namely, when allowing deeper decomposition trees the problem is NP-complete:
