We present two approaches for conflict resolution between two fault detection schemes, detecting the same fault, via optimization with bounded adjustment of detection thresholds. In our first method, we assume initially that there is no conflict and optimize the thresholds of both schemes with respect to a partial cost function that penalizes false alarms and missed detections. Then we continuously update thresholds based on a comprehensive cost function that penalizes conflicts in addition to false alarms and missed detections. Our updates are bounded and controlled in such a way that the cost function always assumes the lowest possible cost as a function of thresholds. We make use of residual signals to minimize computational complexity. In our second method, we present a more general solution to the conflict resolution problem using a Markov Decision Process framework that generates an optimal policy for fault detection threshold. This method is computationally more complex but it is more general, does not require knowledge of residuals, and does not require initial optimization of the thresholds. We introduce an error signal that indicates failure in resolving the conflict using threshold updating in which case, a supervisor (human or computer) can be alerted and prompted to take a corrective action. We implemented our methods on a spacecraft attitude control thrustervalve system simulation with high noise. Our results show good performance and substantial reduction in conflicts under highly uncertain conditions. 
I Introduction
Autonomous aerospace systems require increasingly sophisticated fault protection systems that maximize their ability to maintain a safe operational state in the presence of onboard system failures or environmental anomalies that pose risk or degrade performance. Several strategies have been proposed [1] [2] [3] [4] [5] 7 to detect, diagnose, and reconfigure in the presence of faults. The Markov Decision Process (MDP) and variants have been considered to manage discrete system models, 5, 8 while signal filtering, system identification, and adaptive control algorithms have been developed to manage physics-based (continuous) system models. 7 While many of the decisions made by discrete versus physics-based deliberation engines are distinct, many decisions or conclusions can also impact or overlap with the others. 12 Considering the cost of space missions, their associated communication constraints, and the amount of risk involved due to hostile and uncertain deep space environment, it is desirable for space missions to have multiple fault detection schemes. In this situation, two or more detection schemes may occasionally render inconsistent decisions about the occurrence of a fault. Therefore, a conflict resolution algorithm is desirable. This paper presents a formal language and protocol by which symbolic and physics-based fault management systems can share information to negotiate consistent decisions with respect to fault detection. Specifically, we present two methods of conflict resolution that minimize or eliminate discrepancies between the fault information obtained from two separate fault detection algorithms. Our methods apply to any pair of detection algorithms that satisfy corresponding assumptions. Our first method is based on initial threshold optimization with respect to a partial objective function and subsequent threshold updating that is optimal with respect to a specified cost function. While optimizing the thresholds, we make use of residual signals to minimize computational complexity. If the resulting minimum value of the objective function allows a persistent unresolved conflict, an error flag is generated that can be used to alert a human supervisor. The updating equations for thresholds attempt to keep the thresholds as close to the optimal values as possible without causing a conflict, with changes optimized within bounds imposed to achieve minimum acceptable performance criteria.
Our second conflict resolution method is based on a Markov Decision Process (MDP). This approach makes use of the reward function and discount factor to optimize changes in fault detection thresholds. This method does not require knowledge of residual signals but it is also more computationally-intensive.
In this paper we apply our conflict resolution strategy to a spacecraft example in which we model continuous time dynamics of the spacecraft and associated faults, as well as a limited number of discrete parameters (e.g., instrument on/off, valve open/shut). Our first fault detection scheme is based on an Interacting Multiple Model (IMM) framework that uses multiple models for the spacecraft to represent dynamics associated with certain specific fault conditions. With this strategy a bank of observers use the sensor data to compute the residuals for each fault models. The model with the lowest residual is assumed to be the true model and the fault condition that it relates to is considered to be the true condition of the spacecraft. Our second fault detection scheme is based on state transition system 8 with Markov assumption. Fault detection is based on the likelihood of reaching failure states given the transition probability table.
In the next section, we define the problem and present the two fault detection schemes in the context of a limited spacecraft fault detection model. In Section III, we present our threshold optimization and updating methods. Section IV shows simulation results, and Section V describes conclusions and future work.
II Basic Threshold Adjustment Approach to Conflict Resolution
To motivate the subsequent developments, we consider a system that uses two detection schemes to detect a particular fault. We assume that the performance of each scheme is represented by the probabilities of missed detection P(MD) and false alarm P (FA) 
. The fault flag functions take binary values, either 0 or 1 , depending on the inferred absence or presence of a fault.
The existence of a conflict corresponds to a situation in which ) , ( ) , ( 
Due to the discontinuous nature of the fault flags, ) , (
, which take binary values, it is not easy to solve the above optimization problem other than by a systematic grid search.
The case in which an easier solution strategy can be defined is when the parameter i v is an additive threshold, i.e., the fault flags satisfy 1,2) is separable, the original optimization problem reduces to a finite number of smooth optimization problems that can be solved numerically. Modifications of these ideas will be used in the subsequent sections to define and illustrate two conflict resolution schemes.
A. Assumptions
We now discuss specific assumptions about the two fault detection schemes for which conflicts are to be resolved: A.1 Both detection schemes use numerical thresholds that determine the values of fault flags based on the information available and the inputs to the detection schemes. A.2 The residual signal which is the difference between an output and a threshold, based on which the fault flag is set, is known. A. 3 The probabilities of false alarm (FA) and missed detection (MD) for each overlapping fault in both detection schemes are known (not necessarily analytically) and are monotonic functions of thresholds.
A. 4 The communication of the information between the conflict resolution and fault detection schemes, and computations, are instantaneous. These assumptions are justified for many practical detection schemes. A specific case study for spacecraft application is now introduced.
B. Spacecraft Case Study
In the paper we use a spacecraft case study to illustrate the use of two fault detection schemes and associated conflict resolution strategy. One of the fault detection schemes makes use of the physics-based dynamics model and the other makes use of a qualitative, logic-based model.
Consider a 1 DOF satellite attitude control system with two thrusters as shown in Figure 1 . The dashed line shows the axis of rotation. Two thrusters are mounted in such a way that they produce equal and opposite forces resulting in torque about the axis of rotation.
Figure 1: 1 DOF Satellite Schematic
The equations of motion for this system in normal (no-fault) mode can be written as
Here, vector x represents orientation and angular velocity of the spacecraft, u c є {0, 1} represents an impulsive thrust value of off (0) or on (1); y represents sensor readings, ε represents system disturbances, and η represents sensor noise. We assume disturbance and noise are normally distributed with zero mean values and known variances. Our physics-based fault detection technique relies on the Interacting Multiple Model (IMM) approach 9 . In this approach, we make use of the fact that, under certain faults (or combination of faults), the system has a specific and known dynamic model. Transitions between the set of possible dynamics models can be treated as discrete jumps. In this paper we consider only one fault case i.e. thrust failure. This leads to a discrete state m(k) taking values in state set S = 0,1. At each decision step k, transition probability
of the model can be defined by
Now, consider a system model representing the fault states plus a nominal operation state (0).
with the following values for disturbance and noise covariances
Each cycle of IMM-based fault detection consists of four steps: mixing of estimates, model-conditional filtering, mode probability update and fault detection and diagnostics (FDD) logic, and combination of estimates. 9 Details of these steps for n-fault case are presented as Appendix. Fault flag b for the fault is set based on whether or not the likelihood of a mode has crossed corresponding threshold v 1 .
For our spacecraft, we define candidate probability functions for missed detection (MD) and false alarm (FA) for IMM. As mentioned earlier, we assume that these functions are monotonic with the value of v 1 (see Figure 2 ). Our second fault detection scheme for the same 1 DOF spacecraft is based on a qualitative model of the system that models components, their composition, and possible discrete value sets. As shown above in Figure 1 , the main spacecraft components of interest are valves and thrusters. For fault detection purposes, we define the following logical clauses to describe the healthy system:
Here, V 1 represents that valve is open and its complement ¬ V 1 represents a closed valve. Similarly T i represents thruster i in on mode and its complement ¬ T i represents an off thruster. In this model, we make use of the facts that the valve must be open for the thrusters to be on and the thrusters operate as a pair. This model can detect faults based on sensor readings. To identify faults, we may use the scheme presented by Williams et al. 8 We define the system by triplet ( )
for the valve V 1 where Π denotes the set of possible state features, Σ is the set of possible feature value sets, and Ω is a finite set of transitions between states. In our example, we have
Each transition is characterized by transforming the state variables from one set of values to the same set or any other set reachable through a transition in Ω . Thruster states are a function of valve states; therefore we do not model thrusters with separate transitions. For each given state configuration, there is a set of possible transitions with associated probabilities, where the sum of all probabilities is equal to 1. This leads to the transition probability table of size 18×18 which we assume to be known. If we represent O t as the set of observations at time t and µ t as the set of possible commands or actions, we can obtain the set of feasible states at time t+1 as
Once, S t+1 is computed, we can determine the most likely trajectories using Bayes rule ) (
In equation (13) , and hence the posterior probability of τ is proportional to the prior. If neither of the above two situations arises then P(O t | τ) < 1. Estimating this probability is intricate and requires more research. 8 Finally, the best estimate of current state is found using conflict directed best first search. Once the conclusion is made about the current state of the valve, fault flag b for the fault is set (1) The above curves are based on 5 volt fuel pressure sensor where output is either 0 or 1 indicating the valve as close or open, respectively. Note that, as we increase the threshold, the probability of false alarm increases because there is greater chance of sensor reading 0 when it actually might be 1 and hence producing an incorrect detection of the valve as close when it actually is open. Analogous behavior is exhibited in probability of missed detection. Note that the chosen sigmoid functions are monotonic and given by Although the two fault detection schemes are based on different models, they share key properties that can be utilized. Specifically, we can manage their thresholds to resolve conflicts at the expense of decreased performance in terms of MD and FA probabilities. Below we introduce a framework to recursively optimize thresholds so that the conflicts are minimized while maximizing performance in terms of MD and FA probabilities.
III Conflict Resolution
Consider the following conflict resolution cost function J c . are thresholds, and U 1 and U 2 are inputs to the detection schemes. The objective function (16) has two main terms. The first term can be interpreted as a measure of risk incurred by changing the thresholds. The second term penalizes conflicts between the specific faults detected by the two schemes. Note that the second term depends on U i which represents the command and sensor signals available to the detection scheme i.
A.1 Threshold Optimization
Define the first term of (16) 
A.2 Residual-based Conflict Resolution
We now present our first method of conflict resolution using knowledge of residuals for threshold variation of two fault detection schemes detecting the same fault. Underneath is the mathematical formulation of threshold update equations for both fault detection schemes. With threshold updating, we are able to resolve fault decision conflicts in situations where the disagreement is not strong. By strong disagreement, we mean the cases for which the required change in thresholds causes the cost function increase beyond a given bound. We define the upper bound of cost function based the penalty weight on the conflict. For the cases where disagreement is strong, the thresholds are kept at their optimal values while an error signal is generated to alert a higher level supervisor that the conflict was not resolved.
The upper bound on cost function is defined as
The cost of resolving the conflict based on the knowledge of the residual signal for each scheme is given by
Here, ∆v i is the change in threshold for the i th scheme required to resolve the conflict without changing the threshold for the other scheme.
The threshold for each scheme is updated based on the following equation 
B. Conflict Resolution based on the Markov Decision Process
In this subsection, we present a different solution to the conflict resolution problem based on Markov Decision Process (MDP) framework. In this case we eliminate assumption A.2 of Section II A which states that we have knowledge of residual signals. Hence we solve the problem of conflict resolution for any two schemes with independent fault detection such that each fault flag depends upon the value of a scalar parameter. Even though this parameter is not necessarily a threshold, we will refer to it as a threshold for consistency. The optimal MDP policy is then generated for adjusting the threshold(s) of the schemes to reach consensus between the fault flags.
The MDP framework uses a set of MDP states s 1 , s 2 , s 3 … and leads to an optimal policy that can maximize the time-discounted utility of states i.e. 
Note that the reward depends upon MD and FA probabilities as well as conflicts in each state. Using Monte Carlo simulations, one can construct the transition probabilities,
In the MDP, an optimal policy can be calculated using the value iteration algorithm. The policy that selects the optimal action may be found as
There is a direct relationship between the utility of a state and the utilities of all the states that can be reached from that state in a single optimal action. This relationship can be expressed using the Bellman equation: Γ t+1 (s i ) is the utility of state s i at iteration t+1, R(s i ) is the immediate reward of state s i , and T (s i , µ r   k , s p ) is the probability of transitioning from state s i to s p by executing action µ r k . With this structure, the MDP computes the best available threshold setting (action) for each state. The computational complexity of value iteration algorithm is 5N 2 per iteration of equation (29). The number of iterations required for convergence within a specified error tolerance depends upon the tolerance itself and the discount factor γ.
C. The Supervisor Alert
Since neither of our conflict resolution schemes guarantee 100% resolution of conflicts, it is important to have a supervisor (a human or software) that can handle strong conflicts. Detailed algorithm for such supervisor is beyond the scope of this paper however, one approach to generating an alert flag for a supervisor can be based on the following equation (30) has two interesting properties. First, it has a moving window that indicates a persistent conflict. The moving window is important to avoid intermittent anomalous situations that may be due to short term external or internal disturbances. The second feature is the use of an oscillation flag that avoids the generation of an error flag for the case of non-persistent fault flags causing a persistent conflict. The oscillation flag can also be used to detect particular failures such as power system failures causing fluctuations in voltages etc. The information about unresolved faults can be used to make adjustments in system models and/or in the fault detection schemes to account for a change in the environment or the system itself.
IV Simulation results

A. Residual-based Conflict Resolution
We tested our threshold adjustment conflict resolution strategies for the case study of section II. Recall that for the IMM based fault detection the residual is the difference between the threshold v 1 and the probability of fault mode (8) and for logic based fault detection; the residual is the difference between the threshold v 2 and the voltage output of the fuel pressure sensor (14). Based on our assumptions, the fault flag switches when the residual changes sign. For these simulations, we command the thruster on/off periodically with time period of 20 time steps and incorporate zero mean Gaussian noise in the residuals with variance of 60% of their maximum value i.e. variance of 3 for the 5 volt sensor output in logic based fault detection and variance of 0.6 for the probability of fault mode in IMM based fault detection. We did not inject the fault in our simulations. Therefore the conflict resolution is equivalent to mitigating a false alarm in one of the two schemes.
We selected the cost function as Table 1 shows the simulation results for conflict resolution algorithm based on the knowledge of residuals. Note that the conflict is resolved 100% of the time and average performance gain is about 54%. 
B. MDP based Conflict Resolution Method
We next consider the use of the MDP based conflict resolution algorithm. Also, in these simulations, the thruster is commanded periodically on and off with same time period as above. We used the following parameter values for our simulations. 
Our numerical experiment consisted of executing the optimal policy on fault flags generated from both schemes based on similar residual signals as for simulation of residual based algorithm. The difference here though is that this algorithm does not make use of the residual signals and hence number of optimal actions required to resolve a given conflict is unknown. Table 2 shows the simulation results where we allowed maximum of two actions per conflict. The performance gain is evaluated based on (32). Note that MDP is unable to resolve all the conflicts with in 2 changes in the thresholds. But if we allow more changes, more conflicts can be resolved as shown in Table 3 where we allowed MDP to execute up to 5 actions per conflict. From the comparison of results in tables 2 and 3, it seems as if we allow sufficient number of actions for an MDP based resolution scheme, we can get 100% conflict resolution. It is important to understand, however, that this is not always the case. For example, when the conflict is strong, the required change in thresholds will be so large that the reward obtained for resolving the conflict will be less than loss of reward due to sub-optimal threshold.
V Conclusions
We have presented two conflict resolution algorithms capable of resolving differences in faults detected by diverse fault detection schemes; we presented two candidate fault detection schemes for our study, one based on IMM and one based on Markovian state transition system. Both our conflict resolution schemes share a common resolution strategy: they change missed detection vs. false alarm thresholds for one or both fault detection algorithms as a method of converging on a common fault set. In the first conflict resolution method, we optimized the changes in thresholds with respect to a cost function that takes into account not only the conflicts but also the probabilities of missed detection and false alarms for both schemes and that uses residuals to update threshold values. In our second strategy, we optimize the change in thresholds using a Markov Decision Process based on rewards, transition probabilities of fault flags, and a discount factor but without knowledge of residuals. We have demonstrated the ability of both conflict resolution algorithms to resolve conflicts using a simple example of spacecraft thruster failure. Simulation results show that our approaches are able to resolve conflicts, with the residuals method offering a faster solution and the MDP method offering a more general resolution method not dependent on knowledge of residuals. In future work we plan to extend our models to accommodate more than two fault detection schemes and to handle multiple faults, initially with independent thresholds then ultimately with interdependencies.
Appendix: The IMM Cycle 9 The four steps for IMM-based fault detection based on the system given in Equations (6) and (7), and generalized to the case of n faults are given below (n = 1 in the case study which we considered). These steps include mixing of estimates, model-conditional filtering, mode probability update and FDD, then combination of estimates.
1. Interaction/Mixing of the estimates (for j = 0,1,2,…,n):
predicted mode probability: projected state (from k to k+1): 
