Complex classification performance metrics such as the F β -measure and Jaccard index are often used, in order to handle class-imbalanced cases such as information retrieval and image segmentation. These performance metrics are not decomposable, that is, they cannot be expressed in a per-example manner, which hinders a straightforward application of the M-estimation widely used in supervised learning. In this paper, we consider linear-fractional metrics, which are a family of classification performance metrics that encompasses many standard metrics such as the F β -measure and Jaccard index, and propose methods to directly maximize performances under those metrics. A clue to tackle their direct optimization is a calibrated surrogate utility, which is a tractable lower bound of the true utility function representing a given metric. We characterize necessary conditions which make the surrogate maximization coincide with the maximization of the true utility. To the best of our knowledge, this is the first surrogate calibration analysis for the linear-fractional metrics. We also propose gradient-based optimization algorithms and show their practical usefulness in experiments.
Introduction
Binary classification, one of the main focuses in machine learning, is a problem to predict binary responses for input covariates. Classifiers are usually evaluated by the classification accuracy, which is the expected proportion of correct predictions. Since the accuracy cannot evaluate classifiers appropriately under class imbalance [27] or in the presence of label noises [28] , alternative performance metrics have been employed such as the F β -measure [45, 21, 30, 22] , Jaccard index [22, 5] , and balanced error rate (BER) [8, 27, 28, 11] . Once a performance metric is given, it is a natural strategy to optimize the performance of classifiers directly under the given performance metric. However, the alternative performance metrics have difficulty in direct optimization in general, because they are non-decomposable, for which per-example loss decomposition is unavailable. In other words, the M-estimation procedure [44, 42] cannot be applied. Thus, we cannot apply the empirical risk minimization (ERM) [46] , which makes the optimization of non-decomposable metrics hard.
One of the earliest works on the direct optimization [22] generalizes performance metrics into the linear-fractional metrics, which are the linear-fractional form of entries in the confusion matrix, and encompasses the BER, F β -measure, Jaccard index, Gower-Legendre index [18, 34] , and weighted accuracy [22] . Koyejo et al. [22] formulated the optimization problem in two ways. One is a plug-in rule [22, 31, 47] , to estimate the class-posterior probability and its optimal threshold, and the other is an iterative weighted ERM approach [22, 36] , to find a good cost with which the cost-sensitive risk [39] minimizer achieves higher utilities. Although they are consistent, the first suffers from high sample complexity due to the class-posterior probability estimation, while the latter is computationally demanding because of the iterative classifier training. Our goal is to seek for computationally more efficient procedures to directly optimize the linearfractional metrics, without sacrificing the consistency. We provide a novel calibrated surrogate utility which is a tractable lower bound of the true utility representing the metric of our interest. We derive necessary conditions on the surrogate calibration, under which the surrogate maximization implies the maximization of the true utility. Then, we give model-agnostic optimization algorithms of the surrogate utility. Noting that the gradient directions of the surrogate utility can be estimated with U -statistics [43] , we apply optimization methods using gradients, such as quasi-Newton methods. We show their consistency based on the theory of Z-estimation [43] . The overview is illustrated in Fig. 1 .
Contributions: (i) Surrogate calibration (Sec. 3): We propose a tractable lower bound of the linearfractional metrics with calibration conditions, which guarantee that the surrogate maximization implies the maximization of the true utility. This approach is model-agnostic differently from many previous approaches [22, 31, 32, 47] . (ii) Gradient-based optimization (Sec. 4.1): The surrogate utility has affinity with gradient-based optimization because its gradient direction can be easily estimated in an unbiased manner. Thus, the gradient ascent and quasi-Newton methods can be applied. (iii) Consistency analysis (Sec. 4.2): The estimator obtained via the surrogate maximization with a finite sample is shown to be consistent to the maximizer of the expected utility.
Preliminaries
Throughout this work, we focus on binary classification. Let [n] . = {1, . . . , n} and Π n r . = {(i, j) | i, j ∈
[n], i = j}. Let 1 {A} . = 1 if the predicate A holds and 0 otherwise. Let X ⊂ R d be a feature space and Y = {±1} be the label space. We assume that a sample S . = {(x i , y i )} n i=1 ⊂ X × Y independently follows the joint distribution P with a density p. For a function h ∈ R X×Y , we write E[h(X, Y )] = X×Y h(X, Y )dP. An expectation with respect to X is written as E X [h(X)] . = X h(X)dP X for a function h ∈ R X , where P X denotes the X-marginal distribution. A classifier is given as a function f ∈ R X , where sgn(f (·)) determines predictions. Here we adopt the convention sgn(0) = −1. Let F ⊂ R X be a hypothesis set of classifiers. Let π . = P(Y = +1) and η(X) . = P(Y = +1|X) be the class-prior/-posterior probabilities of Y = +1, respectively. The 0/1-loss is denoted as (m) .
= 1 {m≤0} , while φ : R → R ≥0 denotes a surrogate loss. The norm · without a subscript is L 2 -norm. In general, the following four quantities are focal targets in binary classification: the true positives (TP), false negatives (FN), false positives (FP), and true negatives (TN).
Definition 1 (Confusion matrix). Given a classifier f ∈ F and a distribution P, its confusion matrix is defined as C(f, P)
. = [TP(f, P), FN(f, P); FP(f, P), TN(f, P)], where TP(f, P) . = P(Y = +1, sgn(f (X)) = +1), FN(f, P) . = P(Y = +1, sgn(f (X)) = −1), FP(f, P) . = P(Y = −1, sgn(f (X)) = +1), TN(f, P) . = P(Y = −1, sgn(f (X)) = −1).
FN and TP as well as TN and FP can be transformed to each other: FN(f, P) = π−TP(f, P), TN(f, P) = (1 − π) − FP(f, P). They can be expressed with and η, such as TP(f, P) = E X [ (−f (X))η(X)]. The goal of binary classification is to obtain a classifier that maximizes TP and TN while keeping FP and FN as low as possible. Classifiers are evaluated by performance metrics that trade off the confusion matrix. Performance metrics need to be chosen based on our requirements on the confusion matrix [40, 28] . In this work, we focus on the following family of utilities representing the linear-fractional metrics. Table 1 : Examples of the linear-fractional performance metrics. β > 0 is a trade-off parameter for the F β -measure, while α ≥ 0 is for the Gower-Legendre index.
Metric
F β -measure [45] Jaccard index [20] Gower-Legendre index [18] Definition 
where W The class-conditional score functions correspond to a linear-transformation of TP and FP:
Examples of U are shown in Table 1 . Given a utility function U, our goal is to obtain a classifier f † that maximizes U.
Traditional Supervised Classification: Here, we briefly review a traditional procedure for supervised classification [46] . Our aim is to obtain a classifier with high accuracy, which corresponds to minimizing the classification risk R(f )
Since optimizing the 0/1-loss is a computationally infeasible problem [4, 16] , it is a common practice to instead minimize a surrogate risk
, where φ : R → R ≥0 is a surrogate loss. If φ is a classification-calibrated loss [3] , it is known that minimizing R φ corresponds to minimizing R. Eventually, what we actually minimize is the empirical (surrogate) risk
is an unbiased estimator of the true risk R φ (f ) for a fixed f ∈ F, and the uniform law of large numbers guarantees that R φ (f ) converges to R φ (f ) for any f ∈ F in probability [46, 42, 29] . This strategy to minimize R φ is called the empirical risk minimization (ERM).
The traditional ERM is devoted to maximizing the accuracy, which is not necessarily suitable when the other metric is used for evaluation. Our aim is to give an alternative procedure to maximize U directly as in Eq. (2). Here, we have two questions: (i) How to construct an alternative utility to U that is easier to optimize (as R φ above) and (ii) How to incorporate a sample to optimize the surrogate utility (as R φ above). We give answers to them in Secs. 3 and 4, respectively.
Surrogate Utility and Calibration Analysis
The true utility in Eq. (1) consists of the 0/1-loss , which is difficult to optimize. In this section, we introduce an alternative utility in order to make the optimization problem in Eq. (2) easier.
Surrogate Utility: Tractable Objective for Linear-fractional Utility
Assume that we are given a surrogate loss φ : R → R ≥0 . We impose two postulates on an alternative utility: The alternative utility should lower-bound the true utility U, and then TP / FP should become larger / smaller as a result of optimization, respectively. We realize these by constructing surrogate classconditional score functions W 0,φ and W 1,φ as follows:
We often abbreviate
if it is clear from the context. Given the surrogate class-conditional scores, define the surrogate utility as follows.
To construct U φ , the 0/1-losses appearing in U are substituted with the surrogate loss φ. The surrogate class-conditional scores in (3) are designed so that the surrogate utility in (4) satisfies the above postulates.
Lemma 3.
For all f and a surrogate loss φ :
Lemma 3 is clear from the assumption that φ upper-bounds . Due to this property, maximizing U φ is at least maximizing a lower bound of U. Immediately, U φ (f )(≤ U(f )) ≤ 1 for any f . Throughout the paper, we assume that U φ is Fréchet differentiable. Given the surrogate utility U φ , a natural question arises in the same way as the classification calibration in binary classification [49, 3] : Does maximizing the surrogate utility U φ imply maximizing the true utility U? In this section, we study sufficient conditions on the surrogate loss φ in order to connect the maximization of U φ and the maximization of U. All proofs in this section are deferred to App. A. First, we define the notion of U-calibration.
Calibration Analysis: Bridging Surrogate Utility and True Utility

Definition 4 (U-calibration).
The surrogate utility U φ is said to be U-calibrated if for any sequence of measurable functions {f m } m≥1 and any distribution P, it holds that
the suprema taken over all measurable functions.
This definition is motivated by calibration in other learning problems such as binary classification [3, Theorem 3] , multi-class classification [50, Theorem 3] , structured prediction [35, Theorem 2] , and AUC optimization [17, Definition 1] . If a surrogate utility is U-calibrated, we may safely optimize the surrogate utility instead of the true utility U. Note that U-calibration is a concept to reduce the surrogate maximization to the maximization of U within all measurable functions. The approximation error of U φ is not the target of our analysis [3] .
Next, we give a property of loss functions that is needed to guarantee U-calibration.
Intuitively, τ -discrepancy means that the gradient of φ around the origin is steeper in the negative domain than the positive domain (see Figure 2) . The loss φ is no more discrepant if it is 1-discrepant. τ -discrepancy is an important property to guarantee U-calibration.
Below, we see calibration properties for specific linear-fractional metrics, the F β -measure and Jaccard index. Note that those calibration analyses can be extended to general linear-fractional utilities, which is deferred to App. A. 4 .
F β -measure: The F β -measure is widely used especially in the field of information retrieval where relevant items are rare [25] . Since it is defined as the weighted harmonic mean of the precision and recall (see Table 1 ), its optimization is difficult in general. Despite that much previous work has tried to directly optimize it in the context of the class-posterior probability estimation [30, 22, 47] , or the iterative costsensitive learning [22, 36] , we show that there exists a calibrated surrogate utility that can be used to the direct optimization as well.
For the F β -measure
, define the true utility U F β and the surrogate utility U
.
As for U F β φ , we have the following F β -calibration guarantee. Denote (U
Theorem 6 (F β -calibration). Assume that a surrogate loss φ : R → R ≥0 is non-increasing and differentiable almost everywhere, and that (U
and φ is τ -discrepant for some constant τ ∈ (0, 1).
An example of the τ -discrepant surrogate loss is shown in Figure 2 . Here τ is a discrepancy hyperparameter. From the fact (U Table 1 . This measure is not only used for measuring the performance of binary classification [22, 32] , but also for semantic segmentation [15, 12, 1, 5] .
For the Jaccard index TP TP+FN+FP = TP FP+π , define the true utility U Jac and the surrogate utility U Jac
As for U Jac φ , we have the following Jaccard-calibration. Denote (U Jac φ ) * . = sup f U Jac φ (f ).
Theorem 7 (Jaccard-calibration). Assume that a surrogate loss φ : R → R ≥0 is non-increasing and differentiable almost everywhere, and that (U Jac φ ) * ≥ τ and φ is τ -discrepant for some constant τ ∈ (0, 1). Then, U Jac φ is Jaccard-calibrated.
Theorem 7 also relies on the τ -discrepancy as in Theorem 6. Thus, the loss shown in Figure 2 can also be used in the Jaccard case with a certain range of τ . In the same manner as the F β -measure, a hyperparameter τ ranges over (0, 1), which we may either determine by cross-validation or fix to a certain value. 
Algorithm 1: Gradient Ascent with
6 until stopping criterion is satisfied Output :
learned classifier parameter θ
Remark:
The τ -discrepancy is a technical assumption making stationary points of U φ lie in the Bayes optimal set of U. This is a mere sufficient condition for U-calibration, while the classificationcalibration [3] is the necessary and sufficient condition for the accuracy. We give the surrogate calibration conditions for the accuracy in App. A.3. It is left as an open problem to seek for the necessary conditions.
Optimization with Unbiased Gradient Direction Estimator
In this section, we propose algorithms to optimize the surrogate utility, and analyze the consistency of the finite-sample maximizer.
Gradient Direction Estimator as U -statistics
Now, the surrogate utility U φ is a calibrated and differentiable alternative to U, and the gradient-based optimization can be applied. Under a certain regularity on the interchangeability of the expectation and derivative, its gradient can be computed as
from which we can see that the gradient direction is dominated by V φ . In comparison with ∇ f U φ , estimating V φ is straightforward following the idea of the U -statistics [43] :
where
The gradient direction estimator in Eq. (5) can be regarded as a second order U -statistics, and it is known to be unbiased to V φ (f ) [19] . Once we have the estimator V φ , optimization procedures that only need gradients such as gradient ascent and quasi-Newton methods [7] can be applied to maximize U φ , because they only require gradients up to positive constants. Algorithms 1 and 2 are extensions of the traditional gradient ascent and BFGS, respectively, plugging V φ into them. For line search methods, we use the backtracking line search [7] with the Armijo condition for Algorithm 1 and the Wolfe condition for Algorithm 2. 1
Consistency Analysis: Bridging Finite Sample and Asymptotics
In this subsection, we analyze statistical properties of the estimator V φ in Eq. (5). To make it simple, the linear-in-input model f θ (x) = θ x is considered throughout this subsection, where θ ∈ Θ is a classifier parameter, and Θ ⊂ R d is a compact parameter space. The maximization procedure introduced above can be naturally seen as Z-estimation [43] , which is an estimation procedure to solve an estimation equation. In our case, the maximization of U φ is reduced to a Z-estimation problem to solve the system V φ (f ) = 0. The first lemma shows that the derivative estimator V φ admits the uniform convergence. Its proof is deferred to App. B.
Lemma 8 (Uniform convergence). For
Assume that W k (·, y) for y ∈ Y are ρ k -Lipschitz continuous for finite constants ρ k > 0, and that x < c X (∀x ∈ X) and θ < c Θ (∀θ ∈ Θ) for finite constants c X , c Θ > 0. In addition, φ is γ +1 -smooth in the positive domain and γ −1 -smooth in the negative domain for finite constants γ +1 , γ −1 > 0. Then,
where O p denotes the order in probability.
The Lipschitz continuity and smoothness assumptions in Lemma 8 can be satisfied if the surrogate loss φ satisfies a certain Lipschitzness and smoothness. Note that Lemma 8 still holds for τ -discrepant surrogates since we allow surrogates to have different smoothness parameters for both positive and negative domains. Lemma 8 is the basis to show the consistency. Let θ * .
= arg max θ∈Θ U φ (f θ ) and θ n be an estimator defined by θ n = arg max θ∈Θ U φ (f θ ). Under the identifiability below, f θ * and f θn are roots of V φ and V φ , respectively. Then, we can show the consistency of θ n .
Theorem 9 (Consistency
Theorem 9 is a corollary of van der Vaart [43, Theorem 5.9] , given the uniform convergence (Lemma 8) and the identifiability assumption. Note that the identifiability assumes that V φ has a unique zero f θ * , which is also usual in the M-estimation: the global optimizer is identifiable. Though this is not a mild assumption in the non-convex case, further analysis is beyond our scope.
Related Work
(i) Surrogate optimization: One of the earliest attempts to optimize non-decomposable performance metrics dates back to Joachims [21] , formulating into the structured SVM as a surrogate objective. However, Dembczyński et al. [13] shows that this surrogate is inconsistent, which means that the surrogate maximization does not necessarily imply the maximization of the true metric. Later, Yu and Blaschko [48] , Eban et al. [14] , Berman et al. [5] have tried different surrogates, but their calibration has not been studied yet.
(ii) Plug-in rule: Instead of the surrogate optimization, Dembczyński et al. [13] mentions that a plugin rule is consistent, where η and a threshold parameter are estimated independently. We can estimate η 1 The Armijo condition needs an oracle access to the objective, for which we use
as a proxy.
We use V φ (f θ ) as a proxy for the gradient for the curvature condition as well. by minimizing strictly proper losses [37] . The plug-in rule has been investigated in many settings [30, 13, 22, 31, 9, 47] . One of the problems of the plug-in rule is that it requires an accurate estimate of η, which is less sample-efficient than the usual classification with convex surrogates [6, 41] . The threshold parameter heavily relies on an estimate of η.
(iii) Cost-sensitive risk minimization: On the other hand, Parambath et al. [36] is a pioneering work to focus on the pseudo-linearity of the metrics, which reduces their maximization to an alternative optimization with respect to a classifier and a sublevel. This can be formulated as an iterative cost-sensitive risk minimization [22, 32, 33, 38] . Though these methods are blessed with the consistency, they need to train classifiers many times, which may lead to high computational cost, especially for complex hypothesis sets.
Remark: Our proposed methods can be considered to belong to the family (i), while one of the crucial differences is the fact that we have calibration guarantee. We do not need to estimate the class-posterior probability as in (ii), or train classifiers many times as in (iii).
Experiments
In this section, we see empirical performances of the surrogate optimizations (Algorithms 1 and 2). Details of datasets, baselines, and full experimental results are shown in Sec. C.
Implementation details of proposed methods:
The linear-in-input model f θ (x) = θ x is used for the hypothesis set F. For the initializer of θ, ERM minimizer trained by SVM is used. For both Algorithms 1 and 2, gradient updates are iterated 100 times. Algorithms 1 and 2 are referred to as U-GD and U-BFGS below, respectively. The surrogate loss shown in Figure 2 is used: φ(m) = log 2 (1 + e −m ) when m ≤ 0 and φ(m) = log 2 (1 + e −τ m ) when m > 0, where τ is set to 0.33 in the F 1 -measure case and 0.75 in the Jaccard index case. 2 Convergence Comparison: We compare convergence behaviors of U-GD and U-BFGS. In this experiment, we ran them 300 iterations from random initialization parameters drawn from N(0 d , I d ). The results are summarized in Figure 3 . As we expect, U-BFGS converges much faster in most of the cases, up 2 The discrepancy parameter τ should be chosen within (0, ) and (0, 1) for the F1-measure and Jaccard index, respectively. Here, we fix them to the slightly small values than the upper limits of their ranges. In App. C.6, we study the relationship between performance sensitivity on τ . (27) to 30 iterations. Note that U-BFGS and U-GD are in the trade-off relationship in that the former converges within fewer steps while the latter can update faster.
Performance Comparison with Benchmark Data:
We compare the proposed methods with baselines. The results of the F 1 -measure and Jaccard index are summarized in Table 2 , respectively, from which we can see the better or at least competitive performances of the proposed methods.
Sample Complexity: We empirically study the relationship between the performance and the sample size. We randomly sample each original dataset to reduce the sample sizes to {20, 40, . . . , 400}, and train all methods on the reduced samples. The experimental results are shown in Figure 4 . Overall, U-GD and U-BFGS outperform, which is especially significant when the sample sizes are quite small. It is worth noting that U-GD works even better than U-BFGS in some cases, though U-GD does not behave significantly better in Table 2 . It can happen because the Hessian approximation in BFGS might not work well when the sample sizes are extremely small.
Conclusion
In this work, we gave a new insight of the calibrated surrogate maximization to handle the linear-fractional performance metrics. The necessary conditions for the surrogate calibration were stated, which is the first calibration result for the linear-fractional metrics to the best of our knowledge. The surrogate maximization can be done by the gradient-based optimizations, thus we can escape from the class-posterior probability estimation or iterative training of classifiers. The uniform convergence and consistency of the surrogate maximizer are guaranteed, and experimental results show the superiority of our approaches.
A Calibration Analysis and Deferred Proofs from Section 3.2
In this section, we analyze calibration of the surrogate utility. Before proceeding, we need to describe Bayes optimal classifier for a given metric.
Definition 10. Given a linear-fractional utility U, Bayes optimal set B ⊂ R X is a set of functions that achieve the supremum of U, that is,
Classifiers in B are referred to as Bayes optimal classifiers. Note that they are not necessarily unique. In this work, we assume that B = ∅. First, we characterize Bayes optimal set B.
Proposition 11. Given a linear-fractional utility U in Eq. (1), the Bayes optimal set B for U is
Proof. The maximization problem in Eq. (2) can be restated as follows.
First, the Fréchet derivative ofŪ evaluated at x is obtained as follows.
Let f † ∈ F be a function that maximizes U, and λ † . = (−f † (·)). Then, λ † maximizesŪ, and it satisfies ( [22, lemma 12] 
Thus, the necessary condition for local optimality is that sgn(
for all x ∈ X, which is equivalent to the condition
This concludes the proof. Note that p(x)/E[W 1 ] is a positive value, and
You may confirm that Proposition 11 is consistent with Bayes optimal classifier in the classical case, accuracy [3] : a Bayes optimal classifier f † should satisfy
Next, we state a proposition which gives a direction to prove the surrogate calibration of a surrogate utility. This proposition follows a latter half of Gao and Zhou [17, Theorem 2].
Proposition 12.
Fix a true utility U, a surrogate utility U φ , and let B a Bayes optimal set corresponding to the utility U. Assume that
Then, the surrogate utility U φ is U-calibrated.
and {f m } m≥1 be any sequence such that
If we assume that f m ∈ B, this contradicts with the following facts: for a function f ∈ B,
Thus, the proof of U-calibration of U φ is reduced to show the condition (7) . Below, we show the surrogate calibration for the F β -measure and Jaccard index utilizing Propositions 11 and 12. The proofs are based on the above propositions, Gao and Zhou [17, Lemma 6] and Charoenphakdee et al. [11, Theorem 11] .
Throughout the proofs, we assume that for the critical set 
A.1 Proof of Theorem 6
As a surrogate utility of the F β -measure following Eq. (4), we have
From Proposition 11, the Bayes optimal set B F β for the F β -measure is
We will show F β -calibration by utilizing Proposition 12, which casts our proof target into showing Eq. (7). We prove it by contradiction. Assume that
This implies that there exists an optimal function f * ∈ B F β that achieves U
Let us describe the stationary condition of f * . We introduce a function δf :
φ is Gâteaux differentiable 4 and its Gâteaux derivative at f * must 4 Fréchet differentiability implies Gâteaux differentiability.
Figure 6: The range of
be zero in any direction, we claim that G (0) = 0, where G (0) corresponds to Gâteaux derivative of U F β φ at f * in the direction of δf . Here, G (0) is computed as
, where E[W
. Thus, the stationary condition is
From now on, we divide the cases to take care of the Bayes optimal condition f * (x)(2η
Take the difference of the left-hand side and the right-hand side:
, where the denominator is always negative, which reduces to show the numerator is always negative, too:
where the first inequality holds because Figure 5 ) Figure 6 ). Note that φ (−f * (x)) < 0. The second inequality holds because of the assumption that lim m 0 φ (m) ≥ τ lim m 0 φ (m) and φ is non-increasing, which implies τ φ (−m) − φ (m) ≤ 0 for every m > 0.
Thus, the inequality (10) holds, which implies the following contradiction.
As well as the previous case, we begin from the stationary condition (9) . If φ (−f * (x)) < 0,
where the first inequality holds because
φ (m) ≥ 1 for every m ≥ 0 and f * (x) ≤ 0, and the second inequality holds because U Figure 7 ). If φ (−f * (x)) = 0, it is easy to see the contradiction.
Combining the above cases, it follows that
Eventually, we claim that U F β φ is F β -calibrated by using Proposition 12.
A.2 Proof of Theorem 7
As a surrogate utility of the Jaccard index following Eq. (4), we have
and we have the Bayes optimal set B Jac for the Jaccard index such as
utilizing Proposition 11. We follow the same proof technique, proof by contradiction, as we use in the proof of Theorem 6. Assume that
which implies that there exits an optimal function f * ∈ B Jac that achieves U Jac
The stationary condition of U Jac φ around f * can be stated as well as Eq. (9) in Theorem 6:
: We show
First, take the difference of the left-hand side and the right-hand side.
, where the denominator is always negative, which reduces to show the numerator is always negative, too. If φ (−f * (x)) < 0,
where the second inequality holds because of the assumption that lim m 0 φ (m) ≥ τ lim m 0 φ (m) for every m > 0. Thus, we admit the contradiction.
If φ (−f * (x)) = 0, then φ (f * (x)) = 0 from the assumption lim m 0 φ (m) ≥ τ lim m 0 φ (m), which immediately results in the contradiction.
: We begin from the stationary condition in Eq. (11) .
where the second inequality follows because U Jac φ (f ) ≤ U Jac (f ) (∀f ) and a function x → x 1+x (0 ≤ x ≤ 1) is monotonically increasing (see Figure 8 ).
It is easy to see contradiction in case of φ (−f * (x)) = 0.
Combining the above cases, it follows that
Eventually, we claim that U Jac φ is Jaccard-calibrated by using Proposition 12.
A.3 Analysis of Accuracy-Calibration
In this subsection, we show accuracy-calibration conditions in the same manners as the F β -measure and Jaccard index, and confirm that the τ -discrepancy is not necessary in this case. As the true and a surrogate utility of the accuracy following Eq. (4), define
Proposition 13 (Accuracy-calibration).
Assume that a surrogate loss φ : R → R ≥0 is non-increasing, differentiable almost everywhere, and φ (0) < 0. Then, U Acc φ is accuracy-calibrated. Proof. We have the Bayes optimal set B Acc for the accuracy such as
utilizing Proposition 11. In the same manner as the proofs of Theorems 6 and 7, assume that
and we prove by contradiction. The above assumption implies that there exists an optimal function f * ∈ B Acc such that U Acc
The stationary condition of U Acc φ around f * can be stated in the same way as Eq. (8):
We divide the cases based on the sign of f * (x).
which contradicts with η(x) < 1 2 . Note that
which contradicts with η(x) > 1 2 . Note that
3) f * (x) = 0: Since φ (f * (x)) = φ (−f * (x)) = φ (0) < 0, the stationary condition (12) reduces to φ (−f * (x)) = 0, which contradicts with φ (−f * (x)) = φ (0) < 0.
Thus, it follows that sup f ∈U Acc U Acc φ (f ) < sup f U Acc φ (f ). Eventually, we claim that U Acc φ is accuracycalibrated by using Proposition 12.
As we can see from Proposition 13, our surrogate calibration analysis can also be applied to the classification accuracy. In addition, the τ -discrepancy condition disappears from assumptions in the accuracy case. However, the conditions in Proposition 13 are stronger than the classification-calibration [3] . You may note that φ is convex function since it is non-increasing and always larger than zero. Theorem 6 in Bartlett et al. [3] characterizes the necessary and sufficient conditions of the classification-calibration when a surrogate loss φ is convex, which states that φ should be differentiable at zero and φ (0). Here, they do not require φ to be a non-increasing function, which means that ours rely on the stronger assumptions. Even though the conditions in Proposition 13 are stronger than Theorem 6 in Bartlett et al. [3] , the crucial difference is that our calibration analysis can only give sufficient conditions at this moment, which means that there may exist a surrogate loss φ that forms a calibrated surrogate utility while φ does not satisfy our calibration conditions. Indeed, the squared loss φ(m) = (1 − m) 2 is classification-calibrated though it is not a non-increasing function. Further analysis towards the necessary and sufficient conditions in the general calibration analysis is left as an future work.
A.4 Calibration Analysis of General Linear-fractional Metrics
So far, we analyze the surrogate calibration for the F β -measure in Theorem 6, and Jaccard index in Theorem 7. In addition, we take a look at how our analysis goes for the classification accuracy in Theorem 13. Now, we move on to the generalized result of the surrogate calibration which encompasses the entire linear-fractional metrics. Let us consider the maximization of the true utility U in Eq. (1), and the maximization of the corresponding surrogate utility U φ in Eq. (4).
Theorem 14 (U-calibration in general case). Let f * be a measurable function that achieves
Assume that a surrogate loss φ : R → R ≥0 is non-increasing and differentiable almost everywhere. On the true utility, we assume the following conditions.
(1) ∆a 0 > 0. Moreover, assume that there exists τ ∈ (0, 1) such that τ satisfies the following conditions.
The conditions (1), (2), (3), (4), and (5) exclude pathological true utilities which cannot be handled by the Bayes optimal analysis. For instance, the Bayes optimal rule would be a classifier that always outputs positive values without the conditions (1) and (2); on the other hand, the Bayes optimal rule would be a classifier that always outputs negative values without the condition (3). The conditions (6), (a), (b), and (c) force the surrogate utility U φ to be calibrated to U.
Below, we give the proof of Theorem 14.
Proof of Theorem 14.
We focus on the following surrogate utility U φ as in Eq. (4):
Proposition 11 tells us that the Bayes optimal set B for the utility U is
We prove U-calibration by contradiction. Assume that
This implies that there existsx ∈ X such that f * (x){(∆a 0 −∆a
Let us describe the stationary condition of U φ at f * in the same manner as the proof of Theorem 6. We introduce a function δf :
Let G(γ) . = U φ (f * + γδf ), then the stationary condition is G (0) = 0. Here, G (0) is computed as
which is equivalent to
From now on, we divide the cases to take care of the Bayes optimal condition f * (x){(∆a 0 −∆a 1 U(f * ))η(x)− (a 1,−1 U(f * ) − a 0,−1 )} ≥ 0. Since ∆a 0 − ∆a 1 U(f * ) > 0 due to ∆a 0 > 0 and ∆a 1 ≤ 0, the Bayes optimal condition can be rewritten as f * (x){η(x) −
. Note that a 0,−1 − a 1,−1 U(f * ) < 0 and −a 0,−1 + a 1,−1 U * φ > 0 since a 0,−1 ≤ 0, a 1,−1 ≥ 0, and either a 0,−1 or a 1,−1 is non-zero (condition (3)). We show the contradictionη OPT ≤η STA , which can be transformed as follows.
If a 1,−1 = 0, we have
, noting that either a 0,−1 or a a,−1 is non-zero (condition (3)). Here, we have H(U(f * )) ≥ H(1) as well since H is a decreasing linear function.
Since φ is τ -discrepant and τ satisfies the condition (b),
which concludes Eq. (14) andη OPT ≤η STA (contradiction).
2) If f * (x) ≤ 0 and η(x) >
We show the contradictionη OPT ≥η STA , which can be transformed in the same way as Eq. (14) as follows.
Note that a 1,+1 U(f * ) − a 0,+1 > 0 and −a 0,−1 + a 1,−1 U * φ > 0 since a 0,+1 ≥ 0, a 0,−1 ≤ 0, a 1,+1 ≥ 0, and a 1,−1 ≥ 0. Since φ is τ -discrepant and τ satisfies the condition (c),
which concludes Eq. (15) andη OPT ≥η STA (contradiction).
Eventually, we claim that U φ is U-calibrated using Proposition 11.
B Proof of Uniform Convergence
First, we need carefully analyze our non-smooth surrogate loss to take handle of the Rademacher complexity [2] , which is defined as follows.
Definition 15 (Rademacher complexity)
. Let S . = {z 1 , . . . , z n } be a sample with size n. Let G . = {g | Z → R} be a class of measurable functions, and σ . = (σ 1 , . . . , σ n ) be the Rademacher variables, that is, random variables taking +1 and −1 with even probabilities. Then, the Rademacher complexity of G of the sample size n is defined as
Usually, we analyze the Rademacher complexity of the composite function class φ • F . = {(x, y) → φ(yf (x)) | f ∈ F} by using the Ledoux-Talagrand's contraction inequality [23] when the surrogate φ is Lipschitz continuous:
, where ρ φ is the Lipschitz norm of φ. On the other hand, we need to deal with the case of the uniform convergence of gradients, which requires smoothness of the surrogate, while τ -discrepant loss is non-smooth surrogates. Thus, we need an alternative analysis.
Lemma 16. Assume that φ is τ -discrepant and can be decomposed as
Proof. First, we prove for
(∵ σ i and −σ i y i are distributed in the same way for a fixed y i )
, where the last inequality is just the triangular inequality. For (A), let ψ −1 (m)
the Lipschitz norm of ψ −1 can be computed as
Note that the Lipschitz norm of φ −1 is γ −1 because φ −1 is γ −1 -smooth. Then, we further bound (A) by using the fact
where the inequality is the result of the Ledoux-Talagrand's contraction inequality [23, Theorem 4.12] . Note that both φ −1 and ψ −1 are γ −1 -Lipschitz. We can prove that (B) is bounded by γ +1 R n (F) from the above as well. Therefore, the claim is supported. We can prove the case k = 1 in the same manner. Now, we move on to the proof of Lemma 8.
Proof of Lemma 8. We write V φ (f θ ) as V φ (θ). If we explicit note for which sample we take the empirical average in V φ (θ), let us write V φ (θ; S). Let E(S) . = sup θ∈Θ V φ (θ; S) − V φ (θ) . For simplicity, we write
First, we observe E(S) admits the bounded difference property [26] .
where the second inequality also holds due to the triangular inequality, and the last inequality follows from the fact that L 0,φ and L 1,φ are ρ 0 -/ρ 1 -Lipschitz and bounded by c 0 and c 1 , respectively. Thus, E is the bounded difference with a constant (2c X (ρ 1 c 0 + ρ 0 c 1 ))/n for each index, and we can obtain the following inequality by McDiarmid's inequality [26] :
with probability at least 1 − δ.
Next, we bound E S [E(S)]
by the symmetrization device [23, Lemma 6.3] .
where the second line is the result of the triangular inequality, and
, where the first inequality is the triangular inequality. Now we introduce the Rademacher random variables σ 1:n . = {σ 1 , . . . , σ n } that are independently and uniformly distributed on {+1, −1}.
• For (A'), we can bound it from the above by the symmetrization device and the fact that · 2 ≤ · 1 .
where the last inequality uses Lemma 16.
• For (A"), we can bound it from the above by the symmetrization device.
where the second inequality uses the Ledoux-Talagrand's contraction inequality [23, Theorem 4.12] , together with the fact that W 1,φ is ρ 1 -Lipschitz continuous.
Thus, Eq. 16 can be bounded as follows.
can be proven in the same manner as (A)
where the last inequality comes from Mohri et al. [29, Theorem 4.3] , which results in
After all, we obtain the desired uniform bound: with probability at least 1 − δ,
C Experimental Results
C.1 Details of Datasets
Datasets that we use throughout this section are obtained from the UCI Machine Learning Repository [24] and the LIBSVM [10] . For those which have independent training data, validation data, and test data, all of them are merged into one dataset. We randomly split the original data with the ratio 8 : 2, and the former is used for training while the latter is used for evaluation. Each feature value is scaled between zero and one. 
C.2 Details of Baseline Methods
We describe the details of baseline methods. Baselines 2 and 3 are also mentioned in Sec. 5.
Baseline 1 (ERM):
The first baseline is the vanilla empirical risk minimization, which does not optimize the metric of our interest but accuracy. The hinge loss and 2 -regularization are employed with the regularization parameter 10 −2 .
Baseline 2 (W-ERM): Weighted empirical risk minimization, or cost-sensitive empirical risk minimization, is often used to optimize non-linear performance metrics [22, 31, 36] . Here, we applied a simple approach: Find a cost parameter from a given cost parameter space, which gives the maximum validation performance of a classifier trained by the cost-sensitive empirical risk minimization [39] . The original training dataset is evenly split to two samples at random, and the former is used for training the base classifier, while the latter is used for the validation. As the base cost-sensitive learner, we use the hinge loss minimizer with 2 -regularization (regularization parameter is set 10 −2 ). The cost parameter is chosen from the range i | i = 1, . . . , 20 . Baseline 3 (Plug-in): Plug-in estimator is one of the other common methods to optimize the nonlinear performance metrics [22, 47] , which is the two-step method: To estimate the class posterior probability η(x) = p(y = +1|x) first, and then to decide the optimal threshold δ. The classifier is constructed as x → sgn( η(x) − δ). The training dataset is evenly split to two samples at random, and they are independently used for the first and second step. For estimating p(y = +1|x) (the first step), the logistic regression is used [37] , with 2 -regularization (regularization parameter is set 10 −2 ). For deciding δ, we pick a threshold with the highest validation metric from 10 −3 + 
C.3 Convergence Comparison
Figures 9 and 10 are the full version of the convergence comparison of U-GD and U-BFGS. Figure 9 shows the result of F 1 -measure, and Figure 10 shows the result of Jaccard index. The vertical axes show test metric values, where the higher the better. Note that both F 1 -measure and Jaccard index ranges over zero to one. The horizontal axes show the number of iterations. For each dataset, metric, and method, we ran 300 iterations to see their convergence behaviors.
Overall, U-BFGS shows faster convergence than U-GD in terms of the number of iterations. In almost all cases, U-BFGS converges within 30 iterations, except german.numer and mushrooms in Jaccard case. Moreover, it usually achieves higher performance than U-GD. U-GD convergences require at least around 100 iterations (mushrooms and phishing in F 1 case), and sometimes it does not converge even within 300 iterations such as heart and ionosphere in F 1 and Jaccard cases.
C.4 Performance Comparison with Benchmark Data
Benchmark results are shown in Tables 4 and 5 . Each entry shows its final metric value for either F 1 -measure or Jaccard index. For each dataset, we first picked the method with the highest test performance as a outperforming method within that dataset, then conducted one-sided t-test with the significant level 5%, and they are also regarded as outperforming methods if the performance differences are not significant as a result of hypothesis tests. Outperforming methods are indicated in bold-faces.
As general tendencies, we observe that U-BFGS and Plug-in work well for both F 1 -measure and Jaccard index. As for F 1 -measure, their performances are competitive, while U-BFGS is better as for Jaccard index. In practice, both U-BFGS and Plug-in are worth being tried.
As for other methods: ERM does not work good as we expect, because it does not optimize the metrics of our interests, F 1 -measure and Jaccard index, at all. W-ERM does not work as well as Plugin even though both of them are known to be consistent to the linear-fractional utilities. We may need more finer split of the threshold search space, or try a binary-search-type algorithm provided by recent work [47] . U-GD does not work as well as U-BFGS contrary to our expectation. We may need more iterations to make U-GD converge, as we see in Figures 9 and 10. Note that we ran 100 iterations for both U-GD and U-BFGS for the results shown in Tables 4 and 5 . 
C.5 Sample Complexity
It is interesting to study the relationship between the metric performances and the size of samples, because we expect Plug-in, which requires to estimate probabilities accurately, does not work well when the size of samples is quite small. Figures 11 and 12 show the sample complexity results. Even though learning is not stable for small samples (e.g., heart and w8a), we can observe clear differences in some cases such as cod-rna, diabetes, german.numer, ionosphere, sonar, and splice in F 1 -measure, and australian, cod-rna, diabetes, ionosphere, phishing, sonar, and spambase in Jaccard index, where either U-GD or U-BFGS works better than Plug-in even if sample sizes are quite small around 20 to 40. In addition, Plug-in seldom works significantly better than the gradient-based methods in the cases where sample sizes range around 100 to 400 as investigated in this section. This is contrary to the behavior shown in Tables 4 and 5 , where the full-size datasets are used to train classifiers. As a conclusion, it can be a good option to consider using the gradient-based methods where sample sizes are very small.
C.6 Performance Sensitivity on τ
Lastly, we see the performance sensitivity on the choices of τ . We change τ ∈ {0.1, 0.2, . . . , 0.9} and run U-GD and U-BFGS for both the F 1 -measure and Jaccard index. The results are summarized in Figures 11 and 14 . From these figure, we can say there is a tendency that the performance becomes better as τ becomes closer to 1. For example, the below combinations of the datasets and metrics have such a tendency.
• australian, breast-cancer, german.numer, heart, ionosphere, mushrooms, phishing, and splice in the F β -measure,
• australian, mushrooms, phishing, and splice in the Jaccard index.
However, there are also other cases where there exist extrema of the performance with respect to the choices of τ . For example, the below combinations of the datasets and metrics have such a tendency.
• german.numer and sonar in the F β -measure,
• breast-cancer, heart, ionosphere and sonar in the Jaccard index.
From our theoretical results in Theorems 6 and 7, we cannot determine whether the surrogate utility is calibrated or not if τ exceeds about 0.33 for the F β -measure, and becomes closer to 1.0 for the Jaccard index. These thresholds are not so clear in Figures 13 and 14 
