Introduction
Our main interest in this paper is approximation of a continuous function, on a finite interval, which changes convexity finitely many times by algebraic polynomials which are coconvex with it. This topic has received much attention in recent years, and the purpose of this paper is to give final answers to open questions concerning the validity of Jackson type estimates involving the weighted Ditzian To make the notion of coconvexity more precise we first denote by Y s , s ≥ 1, the set of all collections Y s := {y i } In fact, in this paper we will be able to use (1.1), as the results for functions that are not in C 2 (−1, 1), are already known. We say that functions f and g are coconvex if both of them belong to the same class ∆ 2 (Y s ) (note that it is possible for a function to belong to more than one class ∆ 2 (Y s ), for example, f ≡ 0 is in ∆ 2 (Y s ) for all sets Y s ).
Let P n be the space of all algebraic polynomials of degree ≤ n − 1, and denote by E n (f ) := inf pn∈Pn f − p n and E (2) n (f, Y s ) := inf
f − p n the degrees of best uniform polynomial approximation and best uniform coconvex polynomial approximation of f , respectively. In particular, E
n (f ) := E
n (f, Y 0 ) = inf
is the degree of best uniform convex polynomial approximation of f ∈ ∆ 2 . It is now known that the following equivalence relation is valid. Theorem 1.1 For f ∈ ∆ 2 and any α > 0, we have
n (f ) = O n −α , n → ∞.
Despite the simplicity of its statement Theorem 1.1 remained unresolved for quite some time, and while its particular cases have been known from as early as 1986, in its final form it appeared only very recently in [6] where the case for α = 4 (which surprisingly turned out to be the most evasive case of all) has been proved (see [6] for more details).
One of the consequences of the results of this paper is an analog of Theorem 1.1 for coconvex polynomial approximation.
Theorem 1.2 For any s
, and any α > 0, we have
n (f, Y s ) = O n −α , n → ∞. Theorem 1.2 follows from the Jackson type estimates involving the weighted D-T moduli of smoothness (see, e.g., [12] ), which we now introduce together with some related function spaces.
Throughout this paper we will have parameters k, l, m, r, s all of which will denote nonnegative integers, with k + r > 0.
With ϕ(x) := √ 1 − x 2 , we denote by B r , r ≥ 1, the space of all functions f ∈ C[−1, 1] with locally absolutely continuous (r−1)st derivative in (−1, 1) such that ϕ r f (r) where
is the kth symmetric difference. If r = 0 and f ∈ C[−1, 1], then
is the (usual) D-T modulus. Also, if ϕ(·) in the above definition is replaced by 1, then we get the ordinary kth modulus of smoothness:
Also, for f ∈ C(−1, 1) and k ≥ 1 we have
Here and in the sequel, we write c for positive constants which may depend only on k, r, and s, while the constants C may depend on other parameters.
Finally, we need
The modulus ω ϕ k,r has many of the properties of the usual and D-T moduli of smoothness. In particular, for any k ≥ 1, r ≥ 0, and f ∈ C(−1, 1),
This, in turn, implies that if a function f is not a polynomial of degree
For arbitrary f ∈ C(−1, 1), the function ω ϕ k,r (f, t) may be unbounded. However, it was shown in [8, 12] that a necessary and sufficient condition for ω ϕ k,r (f, t) to be bounded
while if f ∈ B r , then f ∈ C l ϕ for all 0 ≤ l < r, and
Note that for f ∈ C r ϕ , and any 0 ≤ l ≤ r and k ≥ 1, the following inequalities hold (see [12] ).
Finally for 0 ≤ l < r/2,
In this paper, we are interested in determining for which values of the parameters k, r, and s, the statement
where C = const > 0 and N = const > 0, is valid, and for which it is invalid. Here and later in this paper, for clarity of exposition, we denote ω 0,r (f, t) := ϕ r f . Hence, in the case k = 0, (1.11) becomes:
. The structure of our paper is as follows. In Section 2, our main results are stated. After collecting some auxiliary results in Section 3, we prove the positive results in Section 4 and the negative results in Section 5.
Main Results
In this section we state our main results devoted to investigating for which values of parameters k, r and s, the estimate (1.11) is valid, and for which it is invalid.
In particular, we wish to know the range of parameters k, r and s, for which (1.11) holds and, if it does hold, whether or not it is necessary for the constants C and N to essentially depend on Y s (or even f ), or whether it is true with C and N dependent only on the parameters k, r, and s.
For reader's convenience we describe our results using arrays in Figures 1 and 2 below. There, the symbols "−", " ", "⊕", and "+", have the following meaning.
• The symbol "−" in the position (k, r) means that, for each
This means that the estimate (1.11) is invalid even if we allow both constants C and N to depend on the function f .
• The symbol " " in the position (k, r) means that (1.11) is valid with an absolute constant C, and N depending on the function f and, for any Y s ∈ Y s , there are no constants C and N , both of which are independent of f , such that (1.11) holds for every function f ∈ C r ϕ ∩ ∆ 2 (Y s ).
• The symbol "⊕" in the position (k, r) means that (1.11) is valid with C depending only on k, r, and s, and N depending only k, r, and the set Y s and, there are no constants C and N , both of which are independent of Y s , such that (1.11) holds for all Y s ∈ Y s and f ∈ ∆ 2 (Y s ) ∩ C r ϕ .
• The symbol "+" in the position (k, r) means that (1.11) is valid with C depending only on k, r, and s, and N = k + r.
Remark Evidently, in the "cases ", we also have (1.11) with C(f ) and N = 1. Taking into account the estimates by Pleshakov and Shatalina [11] for n = k + r, in the "cases ⊕", our results imply that (1.11) is valid also for C = C(k, r, Y s ) and N = k + r. 
Remark It follows from the inequalities (1.3), (1.4), and (1.8) that a positive result for a specific pair (k 0 , r 0 ) implies positive results of the same type for all (k, r) with r 0 ≤ r ≤ k 0 + r 0 − k. Similarly, a negative result for (k 0 , r 0 ), k 0 > 0, implies negative results of the same type for all (k, r) with k 0 + r 0 − k ≤ r ≤ r 0 , and a negative result for (0, r 0 ), implies negative results of the same type for all (k, r) with r 0 − k ≤ r < r 0 . This, in particular, implies the following:
(i) If the symbol "−" appears in the position (k 0 , r 0 ), then "−" should appear in all positions (k, r) with k 0 + r 0 − k ≤ r ≤ r 0 .
(ii) If the symbol " " appears in the position (k 0 , r 0 ), then, in all positions (k, r) with r 0 ≤ r ≤ k 0 + r 0 − k, we can have anything but "−", and, in all positions (k, r) with k 0 + r 0 − k ≤ r ≤ r 0 we can have only " " or "−".
(iii) If the symbol "⊕" appears in the position (k 0 , r 0 ), then in all positions (k, r) with r 0 ≤ r ≤ k 0 + r 0 − k, we can have only "+" or "⊕" and, if k 0 = 0, then in all positions (k, r) with r 0 − k ≤ r < r 0 , we can have anything but "+". The latter leaves entries (k, 6), k ≥ 1, open. However, our counterexample can easily be modified to belong in the smaller space C 6 ϕ B 6 , hence we have the negative result also for r = 6 and k ≥ 1.
(iv) If the symbol "+" appears in the position (k 0 , r 0 ), then "+" should appear in all positions (k, r) with r 0 ≤ r ≤ k 0 + r 0 − k.
The results described by Figures 1 and 2 are obtained in or can be derived from our theorems and the papers listed in the table below.
Kopotun, Leviatan and Shevchuk [5] -
Theorem 2.1 (k = 0) and Theorem 2.
Theorem 2.8
Pleshakov and Shatalina [11] 
Leviatan and Shevchuk [9] -
We now give precise statements of the theorems yielding results summarized in the above arrays.
We begin with estimates for functions f ∈ B r ∩ ∆ 2 (Y s ). Recall that we denote by c positive constants that may depend only on all or some of the parameters k, r, and s. We first have
where N (r, Y s ) is a constant which may depend only on r and Y s .
For r ≤ 3, Theorem 2.1 follows from [5] , thus we only have to prove it for r ≥ 4.
Remark It is interesting to note that, in the case s = 0, the following result holds (see [4, 7, 10] 
):
For any f ∈ ∆ 2 and r = 4,
Moreover, the above statement is invalid for r = 4, however, it is valid, if the inequality n ≥ 4 is replaced by n ≥ N (f ).
Unlike in the situation with (2.2), inequality (2.1) holds for all r ≥ 1, that is, including the case r = 4.
Next, we show that for s ≥ 2, the constant N (r, Y s ) in (2.1) cannot be replaced by a constant independent of Y s . Namely, Theorem 2.2 Let s ≥ 2 and r ≥ 1 be given. Then for each n ≥ 1, there are a collection Y s ∈ Y s and an
For s = 1, we face a different situation. Depending on the value of r, it is sometimes possible to replace N (r, Y 1 ) by N (r), while for other r's it is impossible.
For r ≤ 2, Theorem 2.3 follows from [9] , thus we will prove it only for r ≥ 7.
On the other hand, we show Theorem 2.4 Let s = 1 and 3 ≤ r ≤ 6. Then for each n ≥ 1 and every A > 0, there exist
Moreover, for r = 6 the function f n,A satisfying (2.4), may be taken in
Note that the latter part of Theorem 2.4 provides the needed counterexample that implies that the symbol ⊕ in entries (k, 6), k ≥ 1, in Fig. 1 , may not be replaced by +.
We now consider analogous estimates for
An immediate consequence of Theorem 2.5 and (1.8) is
where N (k, r, Y s ) = const, depends on k, r and Y s .
We also prove the following.
and therefore
By virtue of (1.8), immediate consequences of Theorems 2.7 and 2.8 are the following results.
Remark In view of (1.7), it readily follows from Theorem 2.2 that, in the case s ≥ 2, the condition that N in the above statements, depends on Y s , is essential and cannot be removed. Thus, there cannot be the symbol "+" in any positions (k, r) in Figure 2 . This is in contrast to the case s = 1 where in Figure 1 we do have positions with "+" symbol (see Theorem 2.11 below).
Again, by virtue of (1.8), an immediate consequence of Theorem 2.11 is
At the same time, we have the following negative result.
Corollary 2.14 For every 0 ≤ r ≤ 4, k ≥ 6 − r, and for each
Furthermore, in the special case s = 1 and r = 4, we have
where
This shows that the symbols " " in Figure 1 cannot be replaced by "⊕".
Auxiliary Results
The following results were proved in [10] (see Corollaries 2.4 and 2.6 there).
Lemma 3.1 Let k ≥ 1 and let f ∈ C 2 [a, a + h], h > 0, be convex. Then there exists a convex polynomial P of degree ≤ k + 1 satisfying P (a) = f (a), P (a + h) = f (a + h), P (a) ≥ f (a), and P (a + h) ≤ f (a + h), and such that
Lemma 3.2 Let k > 1 and let a < β < a + h be fixed and assume
then there exists a polynomial P ∈ P k+1 such that P = p,
and
Let x j := cos(jπ/n), 0 ≤ j ≤ n, be the Chebyshev knots, and denote
where x n+1 := −1, x −1 := 1, and denote Lemma 3.4 Let f ∈ C(−1, 1), let k ≥ 1 and r ≥ 0 be such that k + r ≥ 3, and let 1 ≤ µ ≤ n − k be fixed. Then, for all 1 ≤ j ≤ µ,
Moreover, if k + r ≥ 5, then for all ν and j such that 1 ≤ j ≤ ν ≤ µ, we also have
where := sgn ([x µ , . . . , x µ+k−1 ; f ]).
Note that the righthand sides of the both inequalities (3.2) and (3.3) are finite if ϕ r f < ∞. Otherwise both are infinite, while the lefthand sides are always finite, hence, the lemma is trivially valid in this case.
Proof
) ∼ min{i, n − i}/n, and |I i | ∼ min{i, n − i}/n 2 , where, as usual, α i ∼ β i means that
is bounded away from 0 and ∞. The following inequality is contained in the proof of Lemma 3.4 in [6] :
where for the last inequality we used k + r ≥ 3. Thus, (3.2) is proved. Now, suppose that k + r ≥ 5. Applying (3.5) with m = k − 2 and σ = ν and (3.2), for all 1 ≤ j ≤ ν ≤ µ, yields
This completes the proof of the lemma.
Remark Taking into account the inequality
(see (3.4)), it follows from (3.2) that for any k ∈ N and r ∈ N 0 such that k + r ≥ 3, all f ∈ C(−1, 1), and every 1 ≤ j ≤ n − k, the following estimate holds
In particular, taking j = 1 and µ = n 2
, we obtain
Also, the same sequence of inequalities that was used to prove (3.3), in fact implies,
if k + r ≥ 5, and in particular,
Since x n−j = −x j for all 0 ≤ j ≤ n, we may apply Lemma 3.4 to the function
Hence we get the following corollary (note that while it is valid for general k, r and j we only give its statement for k = 3, r = 2, j = 1 and j = n − 1 which is what we need in this paper).
Moreover, if an index 1 ≤ ν ≤ µ is such that sgn{[x ν , x ν+1 ; f ]} = , then we also have
Moreover, if an index 1 ≤ ν ≤ µ is such that sgn{[x n−ν , x n−ν−1 ; f ]} = − , then we also have
then there is at least one knot x i between y j−1 and y j , for all 1 ≤ j ≤ s + 1.
The following are consequences of Corollary 3.5 for f ∈ ∆(Y s ), s ≥ 2.
Proof of Corollaries 3.6 and 3.7. For the sake of convenience denote
Then, using f (x)(x − y 1 )(x − y 2 ) ≥ 0 for all x ≥ y 3 (or x > −1 if s = 2), we conclude that the following inequalities hold
Now by Corollary 3.5(a) with µ = µ 1 and ν = ν 1 , taking into account that n − µ 1 + 1 ≥ An/4, it follows that
Further, if s ≥ 3, then Corollary 3.5(a) with µ = µ 2 and ν = ν 2 and the observation that n − µ 2 ≥ An/4 imply
This in turn implies that
and the analogous inequalities for |[x n−1 , x n−2 , x n−3 ; f ]| and |[x n−1 , x n−2 ; f ]|, follow by symmetry. This completes the proof of Corollary 3.6. In order to complete the proof of Corollary 3.7 it suffices to use Corollary 3.5(b) with µ = n − µ 1 − 2 and ν = n − ν 2 − 1, and the estimate µ 1 + 1 ≥ An/4, and to combine the resulting inequalities with (3.16) and (3.17).
In the case s = 1, let f ∈ C 2 ϕ ∩ ∆(Y 1 ). Then, just as in the proof above, for the index
Hence, by virtue of (3.6) and (3.7) with k = 3, r = 2, and ν = ν 1 , we obtain the following result (the estimates for [x n−1 , x n−2 , x n−3 ; f ] and [x n−1 , x n−2 ; f ] follow by symmetry), that will be used in the proof of (2.7) and (2.8).
The following lemma is an immediate consequence of [6, Corollary 3.5] and will be used in the proof of estimates (2.9) and (2.10).
Lemma 3.9 Let n ≥ 9, m = 1 or m = 2, and f ∈ C 2 ϕ . Then,
be the quadratic polynomial function which interpolates f at x 1 , x 2 and x 3 ; and symmetrically, let
be the quadratic polynomial which interpolates f at x n−1 , x n−2 and x n−3 .
The following lemma is a consequence of [6, Lemma 3.1].
Lemma 3.10 Let f ∈ C 2 ϕ , n ≥ 4, and let a polynomials p 1 and p n of degree ≤ 4 be such that p
n (x n−1 ) = f (i) (x n−1 ), for i = 0, 1, and p 1 (x) = l 1 (x), and p n (x) = l n (x). Then,
We end this section by recalling that for f ∈ C r ϕ , it was shown in [6] (see inequalities (3.4) and (3.5) there) that
where either 1 < j < n and 0 ≤ l ≤ r, or 1 ≤ j ≤ n and 0 ≤ l < r/2.
Proofs of the positive results
Proof of Theorem 2.5. In view of Theorem 3.3 and the estimate
(see (1.9)), we only need to construct a spline
Inequality (3.25) with l = 3 and r = 5 implies
for 1 < j < n, while, with l = 2 and r = 5, it implies
Taking these estimates into account, the same construction as in [10, Proof of Theorems 4.1 and 4.2] yields a spline s n ∈ Σ k+5,n (Y s ) which is coconvex with f on [−1, 1] and such that (4.1) holds. For the sake of completeness, we briefly describe this construction.
We take N (Y s ) to be so large that, for n ≥ N , the sets O i , 1 ≤ i ≤ s, are all disjoint and do not contain the endpoints of the interval [−1, 1]. Now, if I j ∈ O, then f does not change its convexity on I j , and Lemma 3.1 implies that there exists a polynomial p j ∈ P k+5 which is coconvex with f , interpolates it at the endpoints of I j , and such that p j (x j ) ≥ f (x j ) and p j (x j−1 ) ≤ f (x j−1 ) (if f is convex on I j ), or p j (x j ) ≤ f (x j ) and p j (x j−1 ) ≥ f (x j−1 ) (if f is concave on I j ), and satisfies
Lemma 3.2 implies that there exists a polynomial
, and satisfying
where the last inequality follows from (4.2), the observation that |O i | ∼ |I j | where j is such that y i ∈ I j , and the fact that O i is "far" from ±1. Now, the piecewise polynomial continuous approximant
happens to be the left endpoint of some interval O µ ) it is defined to be p ν (or p µ + α, where the constant α is chosen in such a way as to make s n continuous). It is not difficult to see now that s n is coconvex with f and (4.1) holds.
Proof of Theorems 2.7 and 2.8. Suppose that n is such that n ≥ max 4 min
.
Then, in particular, f is of fixed convexity in [x 2 , 1] and in [−1, x n−2 ]. Again, we use the same construction as in [10, Proof of Theorem 4.1] which we described in the Proof of Theorem 2.5 above. The only difference now is that, on each interval O i , 1 ≤ i ≤ s, the polynomialp i is defined to be the quadratic polynomial interpolating f at a i , y i and b i , whence, by Whitney's inequality,
Hence, using the inequality
which follows from (3.25), we conclude that there exists a spline s n ∈ Σ 5,n (Y s ) which is coconvex with f on [x 1 , x n−1 ], satisfies the inequality (4.4) and is such that s n (x n−1 +) = f (x n−1 ), (−1) s+1 s n (x n−1 +) ≤ (−1) s+1 f (x n−1 ), and
We now extend the construction of s n to the intervals I 1 and I n preserving its coconvexity with the original function f , as well as keeping it close to f .
To this end, on I 1 and I n , s n is defined as follows
(We wish to emphasize that in the case s ≥ 3, we could alternatively define s n (x) := f (x 1 ), x ∈ I 1 , and s n (x) := f (x n−1 ), x ∈ I n , which is somewhat simpler than the current construction, but would force us to consider the case s ≤ 2 separately.) Evidently, s n is continuous on [−1, 1] and is in ∆ 2 (Y s ) (since s n and (−1) s s n are nondecreasing on I 1 and I n , respectively, we have that (−1) s s n (x n−1 −) ≤ (−1) s s n (x n−1 +), and s n (x 1 −) ≤ s n (x 1 +)).
Hence, it remains to estimate f − s n I 1 and f − s n In . First, we note that (4.4)
. Therefore, by Lemma 3.10 we have for every
Similarly (except that s n (x n−1 −) = f (x n−1 ) = p n (x n−1 )), for every x ∈ I n , we have
Hence, for s ≥ 2, we conclude by Corollaries 3.6 and 3.7, that
For s = 1, we apply Corollary 3.8, and similarly conclude that
Analogously, for x ∈ I n ,
Hence, for s ≥ 2, by Corollaries 3.6 and 3.7, we obtain
and for s = 1, by Corollary 3.8 we get
Also, in the case s = 1, applying Lemma 3.9 instead of Corollary 3.8 we have for
and the estimate for s n − l n In is derived analogously. To summarize, in the case s ≥ 2 we have (4.6) and in the case s = 1 we have
By virtue of Lemma 3.3 and the estimate
(see (1.9)), we conclude that there exists a polynomial P n ∈ ∆ 2 (Y s ) of degree ≤ cn such that
Combining this with the inequalities (4.6)-(4.8) we get (2.6), (2.7) and (2.9). Finally, in order to prove (2.10), note that (1.5) implies that
Therefore, it follows from (4.7) and (4.9) that
and (2.10) is proved.
Proof of Theorem 2.1. As was mentioned above, Theorem 2.1 for r ≤ 3 is due to [5] . For r = 4, it follows from (1.7) and Theorems 2.7 and 2.8, and for r ≥ 6, Theorem 2.1 follows from (1.7) and Theorem 2.5. Finally, if r = 5, then, for s ≥ 2, it follows from (1.7) and Theorem 2.7, and, for s = 1, we repeat the arguments of the proof of Theorem 2.5,
Proof of Theorem 2.11. We follow the proof of Theorem 2.5, where we observe that since s = 1, there is no need to separate the points of inflection. This time we construct an S ∈ Σ k+7,n (Y s ) ∩ ∆ 2 (Y s ). Also, it follows by virtue of (1.10) that f ∈ C 3 [−1, 1], and by (3.25) with l = 3 and r = 7, we have
which we use instead of (4.2). Hence, even if I 1 ∈ O 1 or I n ∈ O 1 , we are on safe grounds and we don't need to make sure that O 1 is "far" from ±1. We omit the details.
Proof of Theorem 2.3. As mentioned above, Theorem 2.3 for r ≤ 2 was proved in [9] . For r > 7, Theorem 2.3 readily follows from Corollary 2.12 and (1.7). The case r = 7, is proved by applying the same arguments as in the proof of Theorem 2.11, replacing ω k,7 (f (7) , 1/n) by ϕ 7 f (7) .
In order to prove Theorem 1.2, we need the following corollary which readily follows from the positive results described in Section 2 (see Figs 1 and 2) .
and if, in addition, r = 4, then
Proof of Theorem 1.2. Let α > 0, and Y s ∈ Y s , and let f ∈ ∆ 2 (Y s ), be such that
Then the well known inverse theorem [1] (see also [12] ) implies that for each pair (k, r) such that r < α < k + r, we have that f ∈ C r ϕ , and
Hence, if α ∈ N, then we put r := [α], and (4.10) yields,
If α ∈ N, then we put r := α − 1. Then for α = 5, (4.13) follows from (4.11) and (4.12). The proof for α = 5, needs some modification of the proof of Theorem 2.5, we will not elaborate here.
Proofs of negative results
We begin with two lemmas which we need for the proof of Theorem 2.2. It is possible that the following lemma is known but we have failed to find any similar result in the literature.
Then, for every polynomial P n−1 ∈ P n−1 , the following inequality holds
Note that inequality (5.1) is sharp in that the constant 2 is exact since, for the function g(x) = sgn(x), (5.1) becomes an equality.
Proof. Without loss of generality assume that P n−1 L 1 [−1,1] = 1 and g(x) = 1 for 1/n ≤ x ≤ 1. We may further assume that g is absolutely continuous on [−1, 1]. Integration by parts, together with the observation that g is an even function on [−1, 1], yields
(1 − |g(x)|) |P n−1 (x)| dx Since g is nonnegative, the proof will be complete if we show that, for any 0 ≤ x ≤ 1/n, |P n−1 (x)| dx = 1/2, and define Q n (x) := x α P n−1 (u) du. Then, Q n ∈ P n and Q n ≤ 1/2. Therefore, by the Bernstein inequality, for all −1/n ≤ x ≤ 1/n,
and the proof of the lemma is complete.
Taking g(x) = x|x| in the statement of Lemma 5.1 we get the following corollary.
Corollary 5.2 For every polynomial P n−1 ∈ P n−1 , we have , and let P ∈ P n+1 be such that Proof. First of all, note that (5.5) implies that P (±h) = 0 and, therefore, P (x) = (x 2 − h 2 )Q(x), where Q ∈ P n−3 is nonnegative on I. Now, taking into account that (1 − |x|)P (x) dx (1 − |x|)(x 2 − h 2 )Q(x) dx
where the last inequality follows from Corollary 5.2 taking into account that the polynomial R(x) := (1 − x 2 )Q(x) of degree ≤ n − 2 is nonnegative on [− , and let Q ∈ P n be such that . Now, let f be such that 
r + p 
