We consider problems of the following type. Assign independently to each v ertex of the square lattice the value +1, with probability p, o r ,1, with probability 1 , p. We ask whether an in nite path exists, with the property that the partial sums of the 1s along are uniformly bounded, and whether there exists an in nite path with the property that the partial sums along are equal to zero in nitely often. The answers to these question depend on the type of path one allows, the value of p and the uniform bound speci ed. We show that phase transitions occur for these phenomena. Moreover, we make a surprising connection between the problem of nding a path to in nity not necessarily self-avoiding, but visiting each v ertex at most nitely many times with a given bound on the partial sums, and the classical Boolean model with squares around the points of a Poisson 1 process in the plane. For the recurrence problem, we also show that the probability of nding such a path is monotone in p, for p 1 2 .
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Introduction
In this paper we consider a connected, in nite, locally-nite graph, G, with vertex set V , and edge set E. This will generally be Z 2 , although many of our results can be extended to other graphs. One particular vertex is distinguished and called the origin, 0. To e v ery vertex v 2 V , w e assign a random variable X v , which takes value 1 with probability p and value ,1 otherwise, independently of the values at other vertices.
A path from a vertex z 0 say, is a sequence of vertices = z 0 ; z 1 ; z 2 ; : : : such that z i,1 ; z i 2 E for i = 1 ; 2; : : :For such a path we de ne the partial sums S n = P n i=1 X z i for n = 1 ; 2; : : :, where, for our later convenience, we do not count the value at the starting point, z 0 . We are concerned with the question of whether there exists an in nite path with either sup n fjS n j 1g or with S n = 0, for in nitely many n. Note that these problems are symmetric in p around 1 2 . The answers to these questions will depend upon the types of paths we allow ourselves to use. We will consider three di erent t ypes of in nite paths: bounded partial sums starting at some vertex, implies that there exists one from every other vertex. Such a path can be constructed, for example, by taking the shortest self-avoiding path from the chosen vertex to the bounded path and thereafter following it. This also true for just-visiting paths, analogously.
On the integer line where integers are connected by an edge if their di erence is one, the answers to these questions for self-avoiding paths are well known, as they refer to the simple random walk. For information about this see for example 9 . Here we h a ve that when p = 1 2 we h a ve n o bounded partial sums, but we d o h a ve partial sums that are zero in nitely often, almost surely. A t all other values of p we h a ve neither behaviour. If we consider just-visiting paths, it can be shown that there are no paths with bounded partial sums, almost surely, for any v alue of p, but for all p 2 0; 1 there are just-visiting paths with partial sums that are zero in nitely often.
Benjamini and Peres 5 , answered both questions and many other more general ones, for self-avoiding paths on trees. Given a tree, T, the boundary, @Tis the set of rays or in nite self-avoiding paths emanating from the root, 0. If we denote by dim@T the Hausdor dimension of this boundary see 7 for an explanation of Hausdor dimension then their theorem states that a path from 0 with bounded partial sums exists with positive probability i f and only if dim@T log 1 2 p p1,p . If we denote the packing dimension by Pdim@T see 7 , then they show that for Pdim@T log 1 2 p p1,p there are no self-avoiding paths with partial sums returning to zero in nitely often, almost surely, while for dim@T log 1 2 p p1,p these exist with positive probability. A su cient condition for having in nite paths with both bounded partial sums and partial sums that are zero in nitely often, is the existence of AB percolation, for appropriate parameter values. From our viewpoint A B percolation asks for the almost sure existence of a self-avoiding path of the appropriate type, which has alternate 1s and ,1s. Thus the partial sums are zero at every other point along the path, and never exit either of the intervals 0; 1 or ,1; 0 . It has been shown for example that AB percolation occurs on the triangular lattice for an interval of values of p around 1=2, see 2 . AB percolation has been shown not to occur, for any v alue of p, on the square and hexagonal lattices, see 3 . We note that AB percolation occurs for self-avoiding paths if and only if it occurs for just-visiting paths. An interesting feature of AB percolation is that its probability is not monotonic in p on 1=2; 1 for many graphs, see 12 . We end this section with some notation and de nitions used throughout. The product measure described above is denoted by P p . Denote by E p the corresponding expectation operator. We call two v ertices adjacent if there is an edge between them, and we call two edges adjacent if they share a vertex.
We de ne the distance between two points, v 1 , there a r e n o p aths with sums bounded in any interval, P p -almost surely. b There a r e, P p -almost surely, in nite oriented p aths with partial sums that return to zero every 42 steps for p 2 0:475; 0:525. This immediately implies that there a r e oriented p aths with partial sums that are b ounded and that return to zero in nitely often, P p -almost surely, and thus also self-avoiding and just-visiting paths with the same properties.
We see here a contrast with AB percolation, which occurs for no values of p on this lattice.
We need a separate statement to rule out the possibility of in nite selfavoiding paths with bounded partial sums, or with partial sums that return to 0 in nitely often, for p close to 0 and 1. We shall formulate the next result for more general graphs.
For a graph G, let G n be the number of self avoiding walks from the origin of length n. Let c G = lim n!1 G n 1=n , if this exists. c G is called the connectivity constant o f G. F or the integer lattice and many others, existence of the connectivity constant follows from subadditivity. Theorem 2 Let G be a g r aph with a well-de ned c onnectivity constant c G .
Then there a r e, P p -almost surely, no in nite self-avoiding paths with partial sums that return to 0 in nitely often or with partial sums that are b ounded in some interval for For the square lattice it has been shown rigorously that c Z 2 2:7 see 1 , which implies that we h a ve no in nite self-avoiding path with bounded partial sums for p 2 0; 0:035 0:965; 1 . For just-visiting paths, the situation is quite di erent. For every p 2 0; 1 we can de ne a minimal interval size, Ip s a y, to be the minimal integer, such that there exists a just-visiting path from the origin, with partial sums bounded in an interval of length Ip, with positive probability.
Theorem 3 On the square lattice the following hold. a For any p 2 0; 1 we have 2 Ip 1. That is, for any p 2 0; 1 there is, with positive P p probability and hence with P p probability one, an in nite just-visiting path with bounded p artial sums. We can take this path so that the partial sums are e qual to 0 in nitely often. b We have lim
That is, for any interval J on the real line we can nd p, close to 1, such that for this value of p, no just-visiting paths with all partial sums in J exists, P p -almost surely.
Our next result gives a connection between two apparently unrelated processes, the percolation of just-visiting paths with bounded sums, and the classical Boolean model. Our next result gives a relationship between paths with partial sums that return to zero in nitely often and those with partial sums that do not converge to +1. It is motivated by the question of whether the probability of an in nite self-avoiding path with bounded partial sums is monotone in p 1=2. This we do not know, but we can prove a monotonicity statement for the probability o f h a ving an in nite self-avoiding path with partial sums equal to zero in nitely often. This quickly follows from the next result.
Theorem 6 On the square lattice, for any value of p 1=2 such that with positive probability, there is an in nite self-avoiding path with partial sums that do not converge to +1, there is, with positive probability, an in nite self-avoiding path with partial sums that return to zero in nitely often.
Corollary 7 On the square lattice, for p 1=2, the probability that there exists an in nite self-avoiding path with partial sums that are e qual to zero in nitely often is monotone decreasing in p.
Proof of Theorem 1
The rst part of the theorem is proved via a recurrence method, the second part with a second moment method.
Proof of Theorem 1a We will show that the expected number of oriented paths of length n, from any point on the line x+y = 0 to a given point a; b with a + b = n; a; b 2 Z, with sums bounded in the interval, tends to zero as n tends to in nity. T o see that this su ces, note that for any i n terval I, the expected number of paths from the origin of length n with partial sums in I is equal to the expected number of paths to the point a; n , a from the line x + y = 0 with partial sums in I, for any a 2 Z. Given an interval, I, of size M, and a point a; b with a + b 0 de ne V a;b to be the random vector with elements v a;b;i ; i 2 I which record the number of oriented paths from x + y = 0 to a; b which h a ve partial sums bounded in the interval and nal partial sum i. For the proof of Theorem 1b we need the following combinatorial lemma, which w e will prove at the end of this section. We denote by N n the number of oriented paths from 0; 0 to n; 2n with nal partial sum zero. Proof of Theorem 1b Lemma 3.1 shows that the probability of diagonally crossing a n2n rectangle, with a nal partial sum of zero is high. We then combine several of these events in a particular way, with a probability that is still high. Finally we place these rectangles onto a larger grid in such a w ay that we can show that this stochastically dominates supercritical ordinary site percolation on the square lattice. This then implies the existence, with positive probability, of a path with the required property.
We de ne, for even n, the event C 1 as the event that there exists an oriented path from 0; 0 to n; 2n with nal partial sum 0, and C 2 ; : : : ; C 4 similarly with 0; 0 to n; 2n replaced by 0 ; 0 to 2n; n, ,2n; n t o 0 ; 0 and ,n; ,2n t o 0 ; 0 respectively. The event C = C 1 C 2 C 3 C 4 then has probability at least 0:753 3=4, for n = 14 and p 2 0:475; 0:525 using the fact that the events C 1 and C 2 are independent o f C 3 and C 4 . It is illustrated in Figure 1 . We denote by w + C the event that C occurs, but translated to w from 0; 0.
We n o w m o ve to the larger grid formed by the vertices f2an; an + bn; 2bn : a; b 2 Zg with edges from 2an; an + bn; 2bn to 2a + 1 n; a + 1 n + bn; 2bn and 2an; an + b + 1 n; 2b + 1 n. Note that this grid is a distorted version of the square lattice, and so has the same critical point for oriented independent percolation, which i s k n o wn to be no more than 3 4 see 11 . We call a vertex, 2an; an + bn; 2bn, on this grid`open' if the event 2 an; an + bn; 2bn + C occurs -see Figure 2 .
A path of open vertices on the large grid then implies a path on the standard grid with partial sums that are zero every 3n steps. This certainly happens with positive probability for n = 14 and p 2 0:475; 0:525.
Proof of Lemma 3.1 We shall estimate the probability that N n 0 via a Given two of these paths, if they meet at precisely k vertices excluding 0; 0, we claim that the probability that they both have partial sum zero at n; 2n i s
To see this, we condition upon the sum along the shared portion of the two paths. The probability this sum is equal to j is
when k+j 2 is an integer, and zero otherwise. The sums along the nonshared portions of the two paths are independent and each h a ve probability 0 B @ 3n , k 3n,k,j 2 1 C A p 3n,k,j=2 1 , p 3n,k+j=2 of being equal to ,j. Thus summing over the possible values of j we nd that the probability that both paths have partial sum zero at n; 2n is equal to k X j=,k; j with same parity a s k
If we n o w substitute i for j+k 2 , w e nd formula 2 above.
Thus to calculate the expected value of N 2 n , w e need to know only how many ordered pairs of oriented paths from 0; 0 to n; 2n there are that meet in precisely k places excluding 0; 0. If we denote this number by Tn; k then we h a ve that,
We shall now rst show that Tn; k is equal to the number of paths in Z 2 with a certain property. Consider a pair ; 0 of oriented paths in Z 2 from 0; 0 to n; 2n. We map call this map A this pair to an undirected path z 0 ; z 1 ; : : : ; z 3n i n Z 2 as follows. Start in the origin, that is, z 0 = 0; 0. The path is now constructed sequentially as follows. If and 0 both make a step to the right, then z 1 = z 0 + e 1 ; i f and 0 both make a step upward, then z 1 = z 0 , e 1 ; i f goes up, and 0 goes to the right, then z 1 = z 0 + e 2 ; i f goes to the right and 0 goes upwards, then z 0 = z 1 , e 2 . This procedure is repeated for each of the steps of and 0 . Here, e 1 and e 2 denote the unit vectors. For example, if = 0; 0; 1; 0; 1; 1; 1; 2 and 0 = 0; 0; 0; 1; 0; 2; 1; 2 then we nd the two dimensional path shown in Figure 3 . Let us de ne a relevant path of length 3n in Z 2 to be a series of vertices z 0 ; z 1 ; z 2 ; : : : ; z 3n with z 0 = 0 ; 0, z 3n = ,n; 0 and kz i , z i,1 k = 1 , i = 1 ; 2; : : : ; 3n. De ne a k-path of length 3n as a relevant path of length 3n in which precisely k of the z i ; i = 1 ; 2; : : : ; 3n ; have second coordinate 0. The map A described above maps a pair of paths ; 0 that meet in k places to a k-path in a bijective fashion. We conclude that Tn; k is the number of k-paths of length 3n, and we shall now explain how w e can nd this number.
Given two one dimensional sequences, y = y 0 ; y 1 ; : : : ; y 2a of length 2a and x = x 0 ; x 1 ; : : : ; x 3n,2a of length 3n , 2a, both starting in 0, and making steps of size 1, and a sequence S = s 1 ; s 2 ; : : : ; s 3n , s i 2 fv;hg; i = 1 ; 2; : : : ; 3n containing 2a v 's and 3n , 2a h 's we can construct a path z = z 0 ; z 1 ; : : : ; z 3n of length 3n, in the following way. Start in the origin. We copy steps in x to horizontal steps in z and steps in y to vertical steps in z, and the order in which this is done is governed by the order of the letters in S. F or instance, if we take x = 0 ; ,1, y = 0 ; ,1; 0, and S = v; h; v w e again nd the path in Figure 3 . We call this map B. I t i s easy to see that every relevant path can be produced from this procedure given the appropriate choice of x, y and S, and that B is injective.
Map B produces a k-path of length 3n from y = y 0 ; y 1 ; : : : ; y 2a , x = x 0 ; x 1 ; : : : ; x 3n,2a and S if and only if all of the following hold, for some m k:
1. y 0 = y 2a = 0 and m of the steps of y end at zero, that is, the set f0 i 3n , 2a ; y i = 0 g contains m elements;
2. x 0 = 0 , x 3n,2a = ,n;
3. k ,m of the steps of y either occur after a step of x that ended at zero but before another step of x, or before any steps of x.
We shall now count h o w i n h o w many w ays this is possible. The probability generating function for the rst return time for a one dimensional simple symmetric random walk is given by 1 , p 1 , t 2 . Thus the probability that such a random walk returns to the origin for the mth time 
Proofs of Theorem 2 and Theorem 3
The proofs of these results are not di cult and are based on simple counting arguments. We will, however, need the following lemma. The proof of the lemma comes after the proof of the theorem. Lemma 4.1 If, for a given value of p, there is an in nite self-avoiding path with bounded p artial sums, with positive probability, then there i s a n in nite self-avoiding path whose partial sums returns to 0 in nitely often, with positive probability.
Proof of Theorem 2 We start by noting that if there exists a path with partial sums that return to 0 in nitely often, with positive probability, then the expected numb e r o f p o i n ts that can be reached from 0 by a self-avoiding path with nal partial sum 0 must be in nite. However the expected number of points that can be reached from 0 by a self-avoiding path with nal partial sum 0 is certainly no greater than the expected number of nite self-avoiding paths that have partial sum 0 on their last step. The number of self-avoiding paths of length n is G n, so this expectation is 4 To see this, suppose that an integer, z say, exists such that the event i n 4 has positive probability. Then there must exist a non-random vertex, x say, such that with positive probability, there exists a path which has partial sums that are z in nitely often, passes through x, and has partial sum z at
x. Then we h a ve a path from x that has partial sums that are zero in nitely often. This contradicts 3. Now, if we h a ve an in nite self-avoiding path with partial sums that are bounded, then these partial sums must visit some value in nitely often. Thus, by the previous paragraph, if we h a ve an in nite self-avoiding path with partial sums that remain bounded, with positive probability, w e m ust have an in nite self-avoiding path with partial sums that are zero in nitely often, with positive probability.
Proof of Theorem 3 To prove the rst part of this theorem we rst x p 2 0; 1. We can nd a box size, m, such that with probability higher than 3 4 the box Bm = fx; y : x; y 2 f 0; 1; : : : ; m , 1gg contains the con guration . We call this a balancing con guration. Now divide the square lattice into boxes such that x; y is in the box indexed by a; b; a ; b 2 Zif x 2 f ma; ma + 1 ; : : : ; m a + 1 , 1g and y 2 f mb; mb + 1; : : : ; m b + 1 , 1g. Call the box indexed by a; b`open' if it contains the above balancing con guration, and`closed' otherwise. These events are independent and have identical probability for all boxes. The fact that we h a ve site percolation on the oriented lattice when boxes are open with probability greater than 3 4 now implies that with positive probability w e have an in nite sequence of adjacent that is, sharing one boundary edge open boxes see 11 . We n o w show that this event implies the existence of a just-visiting path that has bounded partial sums returning to 0 in nitely often.
Our path takes the shortest route from balancing con guration in one open box to balancing con guration in the next, in the in nite sequence of adjacent o p e n b o xes. When at a balancing con guration the path moves about on the -1s or 1s until its partial sum becomes zero. When this happens it goes to the next open box in the path. The partial sums never leave the interval ,3m; 3m , so we h a ve our path.
For the second part of the theorem we use the enhanced square lattice, which is obtained from the ordinary square lattice by adding edges between all pairs of vertices at Euclidean distance 
Proofs of Theorem 4 and Corollary 5
Before we start with the involved proof of the theorem, it is worth explaining why the result is reasonable. When p is close to 1, there will be mostly +1s around with isolated ,1s every now and then. Therefore, partial sums will typically increase. We can essentially only decrease partial sums along a just-visiting path, when we see two neighbouring vertices both with label ,1. Therefore, these double ,1s play an important role, and the only way to keep the partial sums bounded is to jump around from one such double ,1 to the other. For p close to 1, the spatial distribution of these double ,1s will be close to a Poisson process. Depending on the density of these double ,1s it will or will not be possible for a sequence of partial sums to stay within a given bound. This is where continuum percolation comes in.
If the double ,1s are too far apart from each other, that is, if a certain percolation process does not percolate, then the bound will be large. If the percolation process does percolate, then we can use an in nite path in the percolation process to nd a path with partial sums that remain bounded.
A signi cant amount o f w ork is necessary to turn this idea into a proof. The connection with continuum percolation is made in Proposition 5. To prove this more or less obvious result, it su ces to prove convergence of the avoidance function, that is, the probability that a nite union of rectangles contains no points, see 6 , Proposition 9.1.IX. This can be done directly from the de nition of the p N s. However, in the proof of the forthcoming Lemma 5.6 we shall need a estimate about weak convergence that is uniform for in a certain interval. For that estimate we shall use an explicit Stein-Chen upper bound on the total variation distance between two distributions. To s a ve space later, we also use this Stein-Chen approach i n the following proof of Proposition 5.1.
Proof of Proposition 5.1 Consider a union of rectangles R which, without loss of generality, w e will assume has total area 1. We s a y that en edge e satis es e 2 R if the centre of e is contained in R. W e write G e for the event that e has ,1s on both endpoints. Now N R can be written as Next we centre a diamond with radius 1=2 around each point o f N . The result we shall call the discrete diamond process, to distinguish it from the continuous diamond process which is similar, but with diamonds centred around points of a Poisson process. The process obtained by centering diamonds around points of + N is called the reduced discrete diamond process.
Recall the de nition of c as the critical density associated with the continuous diamond process. The reason for the slightly larger radius in the next lemma will become apparent soon.
Proof of Theorem 4a
Lemma 5.2 Let c . There exists 0 such that for all 0 we can nd L su ciently large such that for all large N, the probability under P p N that the discrete diamond process with radii 1 2 1 + connects 0; 3L 0 to 0; 3L L within 0; 3L 0; L is at most .
Proof Let c . Then using scaling relation 1 we can nd 0 such that c 1 2 1 + . In words, after increasing the radii of the diamonds by a factor 1 + , the continuous diamond process remains subcritical. Now let 0. Since the continuous diamond process with increased radii is subcritical, we h a ve from Theorem 3.5 in 13 stated for balls but the proof also works for diamonds that the probability that this continuous diamond process connects 0; 3L 0 t o 0 ; 3L L is at most =2, for L su ciently large. We x s u c h a n L. Choose 0 so small that if we partition 0; 3L 0; L into squares with side length 0 , with probability at least 1 , =2 w e h a ve that i a Poisson process with rate has at most one point i n e a c h of the squares; ii the connectivity structure of the diamonds of radius 1 2 1 + around these points does not change when we m o ve points of the Poisson process around in the squares with side length 0 in which they are contained.
We denote this set of squares with side length 0 by S. Since N converges weakly to a Poisson process with rate Proposition 5.1, the P p Nprobability that a particular subset of S contains a point o f N , converges to the corresponding probability i n a P oisson process with rate . Property ii above then guarantees that if the continuous diamond process does not connect opposite sides, neither does the discrete one. Proof According to the proof of Lemma 5.2 there exists L such that the probability o f h a ving an overlapping series of diamonds connecting top and bottom of the box 0 ; 3L 0; L is smaller than =6, and we x a large such L. According to Lemma 5.2, we can now c hoose N 0 such that if we put a diamond of radius 1 2 1+ a t e v ery pair of adjacent ,1s, the probability that these connect top and bottom of 0; 3L 0; L is smaller than =2. Thus C 1 and C 2 with the rst three properties above m ust exist with probability at least 1, =3. We need to show that we can construct such a gap, without nding any more information about those 1s and ,1s in the gap other than that there are no adjacent pairs of -1s and possibly that some of the vertices on the edge of the gap have v alue 1. This is fairly straightforward, quite technical and not very instructive. Rather than giving all details, we merely sketch the idea details can be obtained as a Tex-le from the authors, of course. The idea is to look for the`lowest' gap. We rst look at diamonds that are centered near the bottom side of the box. We then try to construct a connection from bottom to top by each time trying to nd another diamond intersecting the diamonds we already have. We either nally succeed in nding a bottom to top connection of diamonds, or we don't. In the rst case there is no gap, in the second case the only thing we know about the region above the diamonds considered so far is that there is no new diamond intersecting the old ones, which i s t o s a y that there are no adjacent -1s in the appropriate region. Hence if a gap exists we can nd one with the required properties, using this inductive idea.
Proposition 5.5 Given 0 and c there exists N 00 and L such that, for all N N 00 , the probability under P p N that there exists a path with sums bounded i n 0; N from 0; 3L 0 to 0; 3L L in 0; 3L 0; L is less than .
Proof Take N, L so that the probability that a gap exists is at least 1, =2. Then if there is a gap from 0 0; L t o 3 L 0; L , then there exist curves C 1 and C 2 as in Proposition 4. In order to have a path with sums bounded in 0; N from 0; 3L 0 t o 0 ; 3L L in 0; 3L 0; L , there must exist at least one path from C 1 to C 2 with partial sum bounded above b y N. Since there are no adjacent ,1s between C 1 and C 2 , i f s u c h a path exists, then also a self-avoiding path from C 1 to C 2 with this property exists: indeed, in the absence of adjacent ,1s, the nal partial sum cannot be made less by adding loops. Denote the number of self-avoiding paths between C 1 and C 2 with partial sums bounded above b y N by U N . The standard FKG inequality see for instance 8 implies that, conditioned on the increasing event o f having no adjacent -1s between the curves, the conditional probability o f the event fU N 0g is at most the unconditional probability of the same event, that is, its probability This means we can compare this process to a 1-dependent ordinary site percolation model on the enhanced square lattice. A standard counting argument see for instance 10 shows that for su ciently small, there can be no in nite self-avoiding path of non-closed points.
Any path with partial sums that are bounded in 0; N cannot pass through gaps without using a section of path that is itself bounded in 0; N .
Thus it must be contained in the non-closed areas, which are, by the above argument, almost surely nite. Therefore it cannot be in nite itself, almost If we use this in Lemma 5.3, we see that there can be no paths with partial sums bounded in 0; N for N large enough, almost surely, for the sequence of p N s, de ned by this . H o wever for N N 0 , p N q N , which means that we can couple the two discrete processes with parameters p N and q N in the natural way, that is, the set of vertices with value ,1 under q N is a subset of the corresponding set under p N . N o w it is a matter of carefully inspecting the proof of Lemma 5.3. We rst showed that the limit point process N is a Poisson process. The only place where this fact was used later was to assert that appropriate gaps exist in the subcritical Boolean model. The coupling just mentioned implies that point processes 0 N associated with the q N s will be stochastically smaller than N . Note that we do not have information about a possible weak limit of the 0 N s. This means that gaps have a n e v en higher probability to occur with the q N s than with the p N s.
The estimate of the probability to bridge such a gap with bounded partial sums is monotone in p N for N su ciently large.
Proof of Theorem 4b
The proof of the supercritical part of the theorem must be di erent a s w e will need to consider balancing con gurations recall the de nition above the occurrence of which, as they contain both 1s and ,1s, is neither increasing nor decreasing in p. W e begin by considering percolation of diamonds of the reduced discrete diamond process. In the next lemma, the uniformity o f N 1 in will be important later on. Rearranging and using scaling relation 1 above w e nd that, down According to 7 and 8, we nd that uniformly in down up , for all N large enough,
which is the probability that there is a point in the grid square due a Poisson point from a Poisson process of rate 1 , . Hence we can couple the continuous diamond process based on this Poisson process and the reduced discrete diamond process in such a w ay that whenever a grid square contains at least one Poisson point, it also contains at least one point o f + N . The grid size was chosen in such a w ay that the union of the diamonds of radius 1 2 1 , of the Poisson points, are contained in the union of the diamonds with radius 1 2 corresponding to + N . The former process is supercritical by the choice of , and therefore also the latter process is supercritical, which is what we w anted to prove.
We next turn this lemma into a statement of paths with bounded partial sums.
Lemma 5.7 Given c down up 1 there exists N 1 such that for all N N 1 and such that down up there is a just-visiting path with partial sums bounded i n 0; N+ 1 with positive P p N probability.
Proof of Lemma 5.7 Fix such that down up . Recall that 2N 2 1 , p N 2 = . Then, By Lemma 5.6, the origin is contained in an unbounded connected components of diamonds from the reduced discrete diamond process with positive probability. If this is the case, we h a ve a self-avoiding path = 0 = 0 ; 1 ; : : : on the grid Z=N 2 starting at the origin such that visits a balancing con guration at least every N steps. We m a y assume that if visits a balancing con guration for the rst time at time n 1 , s a y, the partial sums up to that moment are all in 0; N . Call this rst-visited balancing con guration W 1 . It is possible that n is contained in the intersection of two balancing con gurations in which case we just make a c hoice and call one of these W 1 . Let m 1 be the rst time m after n 1 for which m = 2 W 1 . De ne n 2 as minfn m 1 : n visits a balancing con gurationg. Note that it is possible that n 2 = m 1 . The balancing con guration visited at time n 2 is denoted W 2 , where it is again possible that we h a ve a c hoice. De ne n k ; m k and W k for k = 1 ; 2; : : : inductively in this fashion. We will now construct a just-visiting path 0 . 0 will be constructed from by adding loops of repeating vertices each time visits a balancing con guration. More precisely, 0 follows up to time n 1 . Consider the sum of the labels along until visits the next balancing con guration W 2 , that is, S k , S n 1 , for k = n 1 + 1 ; : : : ; n 2 . These numbers are uniformly bounded by N in absolute value. We construct the next part of 0 as follows. Pass around in the balancing con guration W 1 until you have reached a sum which guarantees that when we after that travel to W 2 along the partial sums will never be smaller than 0 or larger than N + 1 . When we are in W 2 we repeat this process. Proof of Theorem 4b We consider two possibilities: i lim inf N!1 2N 2 1 , q N 2 = 1, ii lim sup N!1 2N 2 1 , q N 2 1.
For case i we take a grid square S, and we simply note that the probability that S contains a balancing con guration converges to 1 as N tends to in nity. Thus, with positive probability, there will be an in nite path of grid squares containing balancing con gurations for N su ciently large.
Hence the diamonds of the reduced diamond process must percolate, and in the same way as in the proof of Lemma 5.7 we can move around between balancing con gurations to nd our required path.
In case ii we can nd up , down such that for all large N, c down 2N 2 6 Proofs of Theorem 6 and Corollary 7
Proof of Theorem 6 We give a proof by contradiction, so we rst assume that there is a value of p 1=2 such that both, P p 9 a path for which S n does not converge to + 1 0; 9 and, P p 9 a path with S n = 0 i.o. = 0: 10
In the proof of Lemma 4.1 we showed that 10 implies that for all z 2 Z, P p 9 a path with S n = z i.o. = 0 :
11 From this and 9 it follows that there exists with positive probability a path d with lim n!1 S d n = ,1: For the construction we use the spiral u , shown in Figure 4 , which c o vers all points in the square lattice, and is self-avoiding. We de ne a spiral circuit from a point, , to be that sub-path of u , starting at , which passes around the origin until at Euclidean distance p 2 from , see Figure   5 . Since p 1=2, we h a ve that, with probability 1 , sums that return to zero in nitely often, by m o ving between the two paths in a way that ensures that the resulting path does not cross itself. This will then contradict 10.
We will speak of a point on a self-avoiding path as being before another or as an earlier point if it is nearer to the starting point, measuring along the path. Points that are after others or later points are de ned analogously. W e note two things: a There are an in nite numb e r o f p o i n ts on any self-avoiding path from the origin which h a ve the property that no earlier points on the path intersect later points of the spiral. b There exists a last intersection of a self-avoiding path and any spiral circuit, in the ordering given by the path.
We construct our new path n as follows, after starting by following i.e. copying the steps of d for a little while: Notice that it is always possible to keep passing from path to path in this manner, and thus the partial sums of n are zero in nitely often. We h a ve a contradiction, and so our result.
Proof of Corollary 7 The existence of paths with partial sums which return to zero in nitely often is clearly a tail event and so has probability Theorem 6 states that if with positive probability there is a path with partial sums not converging to +1, then there exists with positive probability, and hence with probability one, a path with partial sums that return to zero in nitely often. On the other hand, if all paths have partial sums converging to +1, then clearly there does not exist a path with partial sums that return to zero in nitely often. Hence we h a ve a path with partial sums that return to zero in nitely often, with positive probability, if and only if there is a path, with positive probability, whose partial sums do not converge to +1. F rom the coupling described above w e see immediately that the probability of the event that all paths have partial sums converging to +1 is monotone in p. It follows that the probability o f h a ving a path with partial sums that return to zero in nitely often is also monotone in p.
