INTRODUCTION
The Internet of Things (IoT) [1] is defined as the set of objects that can communicate over the Internet. Cloud computing is an Internet-based computing service that can provide task allocation [2] and secure data services [3] to IoT devices on demand [4] . This has led IoT to be a global technology used in many fields, such as ubiquitous cities [5] . With the development of these systems, data process technology has attracted many researchers' interest. As an example, to meet the secure requirements of ubiquitous cities, Jian Shen et al. have proposed a sharing framework based on attribute-based cryptography to support dynamic operations for urban data [5] . Radio Frequency Identification (RFID) is considered one of the key technologies to realize IoT, and is widely used in many areas, such as mobile payments, public transportation, health monitoring, environment protection and smart city [6, 7] . More and more big data are generated by those types of RFID and Cloud-based systems, which make the spatial-temporal data management a current hot topic [8] . RFID uses radio frequency signals through wireless communications to achieve non-contact transmission of information and to perform automatic identification of objects attached with RFID tags. The advantage lies in that the RFID tags and readers can perform identification without physical contact. RFID system can be divided into the following three components: readers, tags and back-end computer system. The reader and tag communicate through an antenna. To this end, the reader firstly emits electronic signals through an antenna, and then the tag emits identification information of internal storage after receiving the signal. Secondly, the reader receives and identifies the information sent back from the tag via an antenna. Finally, the reader sends the identification results to the computer system [9] . The working principle of RFID system is shown in Figure 1 . In early RFID applications, the reader is directly connected to the application, and RFID data will be processed as logical data by the application. This data processing approach meets the needs of earlier RFID systems, but the system's design is complex and the efficiency is low. There is an important problem with these legacy systems, in particular reusability is difficult.
To reduce the complexity and meet the requirements of the rapid development of RFID technology, RFID middleware [10] systems were introduced. Middleware system works as a separate level which can perform some of the data processing, and shield the reader hardware and the upper application system. In these scenarios, the program's scalability and applicability are greatly improved. RFID middleware can be used to clean, filter, format the data collected by the readers, and transfer the processed data to the back-end applications [11] . This paper mainly studies the data preprocessing method, which is also referred as data cleaning method in RFID middleware system.
Traditional data cleaning technology [12] is mainly applied in three fields: (1) Data Warehouse (DW, or DWH); (2) Data Discovery or Knowledge Discovery in Data (KDD) [13] ; (3) Total Data Quality Management (TDQM) [14] . In these areas, data cleaning is an integral and essential part for data processing. However, traditional data cleaning technology is only suitable for relational database or data warehouse technology. The RFID data flow is different from the traditional relational database and the data stream generated in data warehouse. The interaction between the reader and the tag in the RFID system determines the following characteristics of RFID data [15, 16] : the source data has a simple structure that holds the characteristics of flow, batch, magnanimity, temporal, dynamic change, correlation and unreliability. The way in which the data is generated by the RFID device determines that the source data is often seriously unreliable [17, 18] 3. Dirty data: reader detects the tag that exists in its reading range, but the data which is read by the reader contains errors.
False positive and dirty data is fortuity, and the probability of their occurrence is relatively small. Instead, the false negative phenomenon is more common, and is the main reason of causing unreliability in RFID system. Therefore, in order to improve the quality of data and ensure that the upper application works effectively, RFID source data cleaning operation is needed. Previous researches aimed at RFID data cleaning technology have done extensive and in-depth study and proposed some classic data cleaning algorithms. This paper proposes a novel data cleaning algorithm (named as VSMURF), which is based on the traditional SMURF algorithm in RFID networks, that is aimed at reducing the number of false negatives.
The following paper is organized as follows: Section II describes the related work and the SMURF algorithm.
Section III presents the proposed VSMURF algorithm.
Section IV describes simulation and experimental results.
Finally, Section V summarizes the paper.
II. RELATED WORK AND SMURF ALGORITHM
In this section we describe the related work on data cleaning technology, and recap the SMURF algorithm.
A. Data Cleaning Technology
Data Cleaning [20] refers to a process that can detect and correct the identifiable error in data files. Some classical data cleaning algorithms exist in the literature, which will be introduced in this section.
The data cleaning method based on sliding window is a typical and commonly used method. For example, Bai
Yi-jian et al. proposed a method based on a fixed sliding window [21] , where the window is fixed and moves forward over time. The cleaning process is shown in Figure 2 . Here, the raw data is generated by reader. [23] , which dynamically adjusts the trustworthiness state (which is the probability of tag existence). Song Bao-yan of Liaoning University proposed a three-tier structure Kalman Filter-Based RFID Cleaning (KFBC) [24] to address the problem of false negative in RFID system.
As shown in Figure 3 , this is a Kalman filter update process, which consists of time update and measurement update, and it is an autoregressive process.
Time Update (Predict)
Measure Update (Correct) Figure 3 . The updating process of Kalman filter
B. SMURF algorithm
Here, we firstly recall the basic concepts of the SMURF algorithm [25] , and then we describe the algorithm in detail.
Interrogation cycle: it is an inquiry and answer-response process between a reader and a tag, which is the basic reader's protocol that tries to detect all tags by the reader.
Reading cycle: it is a set of multiple interrogation cycles. It is also named as epoch, the value of which is from 0.2 seconds to 0.25 seconds [25] . In each epoch, the reader keeps the recording of how many and which tags are identified.
Read rate , : it is the probability of tag i to be read by reader at t epoch, which is calculated as:
Where ' is the number of interrogation cycles at t
epoch, and Responses is the number of responses of tag i
at t epoch in the reader's reading range. 
Sliding window size
In addition, the following two formulas are the most important ones in the SMURF algorithm:
Where denotes confidence in the formula (3). SMURF algorithm is composed of the following steps:
Step 1: The initial setting of & is 1. T is the tag's pool and & * is calculated according to formula (3).
Step 2 
Step 3: If & * ≤ & , the dynamic change state of tag is detected according to formula (4) . If the tag's state is changed, the window size needs to be adjusted according to formula (6) :
C. Limitations of SMURF algorithm
In the RFID middleware system, the sliding window filtering method is the key technology to reduce false negatives. However, there are some shortcomings in SMURF algorithm: firstly, the size of sliding window is difficult to set in the case of dynamic movement of tags.
If the window is set too large, it will generate false positives in the process of filling data; and if the window is set too small, it will not be able to completely fill the data which results in false negative. The selection of the optimal value of sliding window size directly affects the effectiveness of the algorithm. In addition, the effect of this cleaning algorithm is remarkable only when the RFID data stream is in an ideal condition, which means that the RFID tags move at a uniform speed. However, [27] is used to fit the slope of the curve to determine whether the tag is moving out. If the slope is negative, the tag is moving out from the detection range. In addition, our proposed algorithm reduces two epochs of sliding window size.
The purpose of this is to reduce the occurrence of false negatives.
Mechanism 2:
The sliding window will be reduced by half if the tag is moving out and cannot be detected in the sliding window Z& (| Z& | = 0).
Mechanism 3:
The sliding window size is increased if 
B. Confidence analysis
In the SMURF algorithm, the formula 1 − & ABC ] G < is the integrity requirement to ensure that the RFID data stream is completely covered, but it does not cover what particular value of δ should be selected.
The SMURF algorithm only provides an empirical value.
When the value of is less than 0.5, it has a little effect in the sliding window size [25] . In fact, the SMURF algorithm cleans the data significantly when the tag 
Finally, we obtain:
Thus, the integrity requirement is adjusted to formula (8).
The maximum threshold of V can ensure that the error rate is less than 10% [20] .
C. Adaptive sliding window cleaning algorithm VSMURF
VSMRUF is an improved single tag's sliding window cleaning algorithm based on SMURF algorithm, and is based on the adjustment process of tag i at each epoch.
The algorithm is composed of seven steps, which are described in detail in the following.
Step 1: Initialize the reader's detection range ( ), reading frequency ( ), confidence ( ), threshold of tag's maximum speed, and set the initial window to 1 epoch.
When > , is increased appropriately ( < 0.25).
Otherwise, is reduced appropriately.
Step 2: Detect whether reading cycles (epochs) ends, and if it ends, then the algorithm ends.
Step 3: Calculate the minimum value that satisfies the integrity requirement according to formula (3), and determine whether the tag is removed by using least squares.
Step 4: If the tag is moving out and | Z& | = 0, the sliding window size is adjusted to the half according to Mechanism 2. Then adjust the window size according to formula (9) and enter the next epoch:
Step 5: Check whether the window is modified according to formula (4) . If the window transforms, adjust the window size according to formula (10) and enter the next epoch:
Step 6 
NO
The window is halved via Mechanism 2.Then using formula (9) to adjust window size.
YES Does the tag transform?
Adjust the window size according to formula (10) . 
IV. SIMULATION AND EXPERIMENTAL RESULTS

A. Reader's Detection Model and Evaluation
Mechanism
In our experiments, the detection range of te reader is divided into the major detection range and the minor detection range [29] (as shown in Figure 6 ). The reader detection model has the following characteristics:
1. The reader has a high detection probability and the reading rate is higher than 95% in the major detection range, which is near to the reader.
2. In the minor detection range that extends from the boundary of major detection range to the boundary of reader's detection range, the reading rate will be linearly reduced to 0.
The model uses the following parameters to capture the behavior of readers under different conditions:
• Detection range: the distance between the reader and the boundary of the reader.
• Percentage of major detection range (MajorPercentage): the major detection range of the reader accounted for the percentage of the entire detection range.
• Major reading rate (MajorReadRate): reading rate of tags in the major detection range.
• Error rate: error data divided by the total number of data.
In addition, evaluation mechanism of RFID data cleaning algorithm mainly uses the average error rate 
Where is the distance between the tag and the reader, and D and Z are the reader's major and minor detection range, › and ‹ are the reading rates of the major and minor detection range, respectively.
B. Settings of Simulation
This section describes the experimental hardware and software environment used in all the simulations.
(1) Hardware environment
The hardware is composed of the following equipment:
• PC: HP Intel Core 2 Duo notebook. The speed of CPU is 2.33GHz and the memory is 2G.
• RFID Reader: Speedway R420 reader.
• Tag: EPC G2 UHF RFID tag. The software environment includes the following:
• Operating system: Windows 7.
• Programming language: Java.
• Programming environment: Java JDK 1.8.0_40; is calculated on the current coordinate point. The value of is determined by the distance between the tag and the reader using formula (15) . In addition, the system generates a random number (the value of is between 0 and 1), where is used to determine whether the tag's information is generated.
If ≥ , the tag is read; if < , then the tag is false negative reading. 
C. Results and Discussion
In this section we describe the experiments that we have performed. Table   2 . The results are shown in Figure 9 . In detail, when In order to simulate realistic conditions in terms of tag and reader behavior, we have implemented the SMURF and VSMURF algorithm using R420 RFID readers. In the experiments, we have collected 12 sets of real data.
Due to the number of reading cycle, which is set to 1000, the time of data cycles is equal 1000. In the experiments, each set of data needs to record the execution time. The time result is shown in Table 3 . From Table 3 and Figure   9 , we can see that when the tag speed is large and the tag is moved out of the reader detection range frequently, the execution time of VSMURF is slightly higher than that of the SMURF algorithm because the VSMURF algorithm adds the confidence judgment. However, the average error rate of VSMURF is lower than that of SMURF algorithm.
In addition, the overhead of VSMURF algorithm with respect to traditional fixed window and SMURF algorithm is minimal because our VSMURF algorithm only utilizes simple mathematical operations. Table 4 . As shown in Table 5 and Figure 10 , all algorithms work well when the tags' speed is less than 0.5, because the tag is in a stable environment at this speed. Static10, which selects the large window to eliminate more false negative readings, obtains the best performance when the tag is static, and the number of errors per epoch is less than 1. With the tag's speed increases, the average number of errors for static10 starts to increase and the efficiency begins to decline. This is because the large window causes more false positive readings. In addition, the small window static2 cannot completely make up for false negative reading errors. However, it will not cause a lot of false positive readings, and the overall performance is better. SMURF performs well when the tag's speed is small. As the speed increases, that is, the tag moves in or out from the detection range frequently, the efficiency of the algorithm is seriously degraded.
VSMURF algorithm works better in most conditions and, regardless of the fact that a tag is at low or high speed, the average number of errors is the lowest in all the compared algorithms, as confirmed by the results reported in Table 5 and Figure 10 . 
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