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(1 .1) - -a~ .(h) Yn+j = h Sj.(h) fn+j, k
> 1, hE (0-,h , ho >
j=0 - . j=0
para el tratamiento numérico del problema de válor inicial (PVi-)
(1 .2) y' = f(t,y), t e [O,T]
y(0) = y f : FO,T1 X Rs > Rs Continua lispchitzianao '
siendo yn la aproximación a y(tn ) obtenida al ápli¿ar la
fórmula
(1 .1) aI PVI (1 .2)-con longitud de paso h, fn := f(tñ,,Yn)-, tn := nh .
Los coeficientes a .(-h), R .(h) satisfacen las siguientes condiciones :7 7
10, h j > R, j = 0(1)k son funciones acotádas en
J 7
10 ,'h.1 y contínuas en 0+ , dependientes de la
longitud de paso h.
ii) Ioak (h)1 > hL1Bk (h)I para hE[O, h~, L constante de Lipschitz de f .
iii) 190 (h) J + la0 (h) J > 0 para helo, h.] .
k
iv) Los polinomios p(O (IM) :_ R .(h) Q j no tienen
j=o 1 a -
ceros comunes para ningun h r, [o, h .o-
En dicho trabajo se estudia la clase de tales fórmulas'cara_c
terizada mediante operadores lineales en diferencias Lh-C 1E0 . ,TI -CIO,T] ,
definidos mediante expresiones de la forma
Lh [Y] (t) := Z IOL j (h) y (t+jh)
j=o
h Rj (h) y'
.(t+jh) 4 ,




(w) engendrados por familias de fun
ciones {~o, ~1, . . . , 0p } dadas por
cos vt si w < 0 t
1 si w = 0 0n (t,w) :=~ ~n-1(x,w)dx, n = 1, 2, .
cosh vt si w > 0 0
donde v := IWI 1/2 , w parámetro real .
Los esquemas multipasos lineales así construidos integran
exactamente polinomios algebráicos, funciones trigonométricas y funci_o
nes exponenciales . En [31, mediante la introducción de una cierta
transformación, se amplía el espacio de funciones integradas exactamen
te, para incluir las del tipo
eut
~n (t,w) , u, wF R, n s N .
En el presente trabajo se generaliza dicha situación para
integrar exactamente la clase más general de funciones tn eut cos vt,
tn eut sen vt, u, v c R, n e N que aparecen como soluciones del PVI li-
neal de coeficientes constantes
y' = A y
(1 .3) , A matriz constante real
y(0) = y0
s x s .
Como idea unificadora del trabajo se analizan las propie-
dades estabilizadoras de un grupo de transformaciones ya sugerido en
[3] . Como consecuencia, partiendo de un MML que integra exactamente
las funciones e
alt
, a1E C, 1 = 1(1)s se construye un MM1 que tiene
a Á1h, 1 = 1(1)s como puntos interiores de su región de estabilidad
absoluta .




Sea (p,a) un esquema multipasos lineal definido por los
(2 .1)
	
p(~) :_ a .(h)~l	a Q):_ R .(h)~J
j=0 ' J j=0 7
y consideremos el esquema (p,a) obtenido a partir de (p,Q) median-
te la transformación TY,S (p,6) definida por las rela-
ciones
aj (h) aj (h) + Sh! .(h)1 e-JYh
íi j (h) n= ! .(h) e-jyh
donde y,d son números complejos . Es evidente que si ambos esquemas
(p,6) y (p,6) han de ser:de coeficientes constantes, necesariamente los
parámetros y,¿ de la transformación han de ser reales .












resulta inmediato comprobar que el conjunto T de aplicaciones
TY d
Y,5 F_ C definidas por (2 .2) es un grupo biparamétrico con respecto







Observese que, en general, se puede considerar la transfor-
mación Ty,6 actuando tanto sobre el esquema multipasos lineal como so-
bre el problema de valor inicial . En efecto, aplicar el esquema
TY
Y (p,6)
al PVI (1 .2) supone calcular fyri} como solución aproximada
del PVI (1 .2) mediante la ecuación en diferencias
k
	
h k .. h
(2 .4) 1 ~a j (h)-+ yhRj(h)~' e-JY Yn+j - h j 0, (h)e-JY fn+jj=0 j=0
la cual se puede escribir para cualquier SE C como
k k ("





pudiendo interpretarse como el esquema TY ó (p,6) aplicado al PVI
(2 .6)
Y' = f(t, Y) - (Y-6)Y, t.10, T1
y (0) = yo .
Es interesante Conocer en términos de los parámetros y y d
la relación existente entre aplicar el MML (p,a) al PVI .(1 .2) y apli-
.car .el MML (p,(J) = T (p,Q) . al PVI (2 .6) . En particular, cuandoY .6. -
¿quéd=Y ,, . influencia tiene que usar uno u otro de los esquemas (p,6),
(p,6) para tratar numéricamente el mismo PVI? Evidentemente, dicha -in-
fluencia vendrá dada a través - del comportamiento de dichos esquemas con
respecto a cónvergencia,y estabilidad .
Lema - .2 .1 :- Si (p, (1) = T (p,6), cualquiera que sean y, 6, ñ E CY,6_
h > 0 'las dos proposiciones siguientes son equivalentes
1 11 x-i . i = 1(1)k son das raíces de la ecuación p(~) - ñho(~) = 0 .
2 11 = .1(1)k' son las raíces de la ecuación






PM) :_ aj (h) C J = F (x . (h)+6h0 . (h)],-jYh .~j = p j (h) (e-Yh~) 1 +




.(h) (e-YhCO = P(e-Yh~)+Sha(.-YhC)
j=0
6(~) :_ 1 R(h) ~~ _ 1 Sj(h)e_
7Yh~j = ~ ~ .(h) (e-YhC ) 3 = 9(e-YhC)
j=0 J j=0 j=0 J
En consecuencia,
P(x .) - Áh6(x .) = 0 <==> P(.-Yhx .) - (ñ-6) hG(e-Yhx .) = 0 .
i = 1 (1) k i = 1(1)k
A continuación se desarrollan algunas aplicaciones de este
3,- CONDICION DE LAS RAICES
La "condición de las raíces" de Dahlquist [4] juega un papel
fundamental en la teoría de convergencia para métodos multipasos lineales
con coeficientes constantes, pues equivale a la propiedad de cero-estabili
dad . No obstante, es poco eficiente en cuanto a la determinación de esque
mas cuya aplicación con longitud de paso h fija presente estabilidad nu-
mérica ; por ello se recurre a otros tipos de estabilidad, frecuentemente
basados en propiedades de las raíces de ecuaciones de la forma :
P(~) - ah6(Q) = 0
Con el fin de superar las limitaciones de los MML con coe-
ficientes constantes, algunos autores (Gautschi [5] ; Norsett 101 ;
Bettis C11 ; Lambert C61 y [ 7] ; Sigurdsson C71 y t81 ; Mákela, Nevaulinna
y Sipilá 191 ; Sarkany y Liniger 1111) han introducido MML cuyos coefi-
cientes dependen de la longitud de paso h, pero conservan en general el
mismo concepto de "condición de las raíces" que para MML de coeficientes
constantes .
	
Sin embargo en [2] se introduce la clase de esquemas multi-




., j = 0(1)k fun-
ciones reales definidas y acotadas en C0, h~ , ho > 0, y continuas en
0+,1a0 (h)I
+ 100 (h)l > 0 en r0, ho]) para la integración numérica del
PVI (1 .2) . En dicho trabajo se define la siguiente "condición de las
raíces"
Definición 3 .1 .- C-condición . El esquema (P,6) satisface la C-condición
para el número complejo a si existen constantes h* > 0, ci > 0, i=1(1)k
tales que para todo h c EO, hJ las raíces x,i de la ecuación
(3 .0) ve-
rifican
1s IxI < ch, i = 1(1)ki - i
2s IXil <
.1 si x i. es múltiple .
La cgrrespondiente definición de "condición de raíces" de
Dahlquist para los MML con coeficientes variables propuestos en F2] sería
la siguiente
Definición 3 .2 .- D-condición . El esquema (p,(J) satisface la D-condición
si existe h* > 0 tal que para todo h c 10, h*] las raíces x,i de la
ecuación p(0 = 0 verifican
la Ixi,I < 1, i = 1(1)k-
2s IXi I
< 1 si x i, es múltiple .
Observación 3 .1 .- Si el MML es de coeficientes constantes entonces
h* = +<m en Definición 3 .2 .
A continuación se considera la relación existente entre los
dos conceptos de C-condición y D-condición de las raíces introducidos
en las Definiciones 3 .1 y 3 .2, en el sentido siguiente : Por una par-
te, la D-condición es caso particular de la C-condición ; y por otra,
w w
se muestra que dado un cierto MML (P,U) que no cimmple la D-condición
de las raíces, (y por lo tanto no cero-estable en el sentido de la teo-
ría de MML de coeficientes constantes), pero sí la C-condición, se pue-
de transformar en otro MML (p,cl) que sí sea cero-estable (en ese mismo
sentido) . Este proceso cero-estabilizador se consigue haciendo que la
transformación correspondiente actue sobre las raíces de la ecuación
característica P(¿;) = O modificándolas de tal manera que las raíces
de la nueva ecuación característica p(r,) = O cumplan la D-condición




MM (p,6), la ecuación característica del MML (p,(F) resultante es
Teorema 3 .1 .-
Demostración
k
a~ (h) (e Yh~h = O
J=0
con lo cual tomando Y con ReYh suficientemente elevado se puede con-
seguir que (P,o) satisfaga la D-condición (estricta) de las raíces .
De manera general, se tiene el siguiente resultado .
(i) Todo MIL que verifica la D-condición verifica la C-condición .
(ii) Para cada MM (P,U) que verifica la C-condición, existen MML(p,Q)
que verifican la D-condición_
(i) Es evidente que la D-condición es un caso particular de la C-con
dición para A = 0, ci = 1, i'= 1(1)k .
(ii) Si (p,q) satisface la C-condición para A& C, existe h; > 0,
ci > O, i = 1(1)k tales que las raíces xi.
ción p(C) - Aha(C,) = O satisfacen =
1s Ixi l < ch para todo h 6 (0, hj, i = 1(1)k .
22 Ixi.l
< 1 si x^i múltiple .
i = 1(1)k de la ecua
Si todos los c, < 1 no hay nada que demostrar, pues basta tomar1 -
(P.a) = (P,Q)_
146
Si algun c > 1, tómese yE.C tal que Rey = log máx c, y obtén-i
	
i=1 (1) k ¡
gase (p,o) = T Entonces, según Lema 2 .1, las raíces-Y,-X
de xi de p(~) = 0 son xi =








< e -Reyh ch < 1 para todo h e(0, h,,
y si xi múltiple Ixi l < e -Reyh < 1, ya que Rey > 0 .
4,- CARACTER ESTABILIZADOR DE .LAS TRANSFORMACIONES TY,d,
Uno de los objetivos fundamentales que se persiguen al intro-
ducir MML de coeficientes variables (v . El], [6] , [8], [10], [l1]) es con
seguir mejores propiedades de estabilidad con respecto a los MML análogos
de coeficientes constantes . A continuación se muestra cómo mediante
transformaciones
TY .ó adecuadas se consiguen MML estabilizados en
algún sentido . introduciremos previamente la siguiente definición .
Definición 4 .1 .- Un MM (p,(s) dependiente de un parámetro ñ es local-
mente A-estable si cada a con ReX < 0 pertenece al interior de la re-
gión de estabilidad absoluta .
Teorema 4.1 .- Para cada MML (p,6) que cumpla la D-condición de las
raíces el esquema (p,(J) = TX X (p,) es localmente A-estable .
Demostración : Tómese y = d = ñ en Lema 2 .1 Entonces, si las raíces
x., i = 1(1)k, de p(C) = 0 satisfacen la D-condición se tiene que las
ñh ^raíces xi = e xi de p(Q) - Xha(C) = 0 son de módulo menor que 1
para Re ah < 0 . Además, por continuidad de las raíces de un polino-
mio con respecto a sus coeficientes, para cada ah con Rea h < 0 exis-
te un entorno V de ah tal que para cada a h c V las raíces de
N
p(0 - ah6(~) = 0 son de módulo menor que 1 .
Teorema 4 .2 .- Cada MML (p,6) y cada región de estabilidad relativa
Sy := {Xh e CIlas raíces
	
x i de p(C) - ñhG(C) = 0 cumplen Izi l <
eReyh}
hE[0, hj,_Reyh > 0
se transforman por T _Ó en un MML_ (p,6) con región de estabilidad
absoluta So :_ {ah eO las raíces x i	d p(Q) - ñha(~) = 0 cumplen
= S -
y
y como xi =
e-yh xi cumple que
Ixi1
< 1, hE[0, hj
dh .
Demostración : Según Lema 2 .1, para cualesquiera y, S,a E C
i = 1(1)k, son raíces de p(C) - ñh6(~) = 0 si y sólo si x .i
son raíces de + S) hG(G) = 0 . Entonces, para cada
Reyh(a + d)h esy se tiene Ix i.I < e ,.
Ix .I = e-Reyh Ix i.l
< 1 ,
resulta que ñh E S0. Es decir, S0 = Sy - dh .
5,- INTEGRACION EXACTA DE FUNCIONES
Los MML de coeficientes variables introducidos en r2] y
[3] integran exactamente las funciones eut ~n (t,w), u, wf R, n 6 N . En
esta sección se establece un resultado que permite la construcción de
MML que integran exactamente las combinaciones lineales de funciones de
la forma
(5 .1) tn eut cos vt, tn eut sen vt, u, v E R, n E N
o, lo que es lo mismo, a las funciones
148






$n (t,w) , a E C, w E R, n
e N .
k , k
CLj(h) yn+j - h 1 Bj(h) fn+jj=0 j=0
i exactamente a las funciones tn cos vt, tn sen vt, n = 0(1)p si




k1aj (h) $o (j,~) - a ij (h) $ 1 (j,x)~ = 0
k r
j 0 JL








I r-1 a .(h)-j ~ .(h)J$1(j,~)-
r-1
$ (h)$o(j,X)J = 0
j=0 l j
r = 1(1)p, donde a = -v2 h2 < 0 .
Demostración : Para n = 0 ya está demostrado en [2] . Para n = 1
basta anular idénticamente las funciones t exp(+ ivt) mediante el ope-
rador Lh para obtener D2 y D3 . El resto se completa por inducción .
Es un cálculo directo demostrar ahora el siguiente
Corolario 5 .1 .- El esquema
k kc
JY0
ctj(h) yn+j = h JLO
0 (h) fn+j
integra exactamente 1 las funciones tn eut cos vt, tn eut sen vt,
n = 0(1)p si y solo si
	
(p,G) = Tu,u (P,G), donde el MML (p,G) satisface
las condiciones Di., i = 0(1) 2p+1, del Teorema 5 .1 .
A continuación se considera la existencia de MML estabili-
zados a partir de los MML considerados en el Corolario 5 .1 .
Teorema 5 .2 .- Para cada MML (p,G) que integra exactamente a las fun-
ciones exp(ñ1 t), a1 E C, 1 = 1(1)s existen y,6 f_ C tales que el
MML (p,G) = TY d (p,a) contiene a (ñ1 - 8)h, 1 = 1(1)s en el interior
de su región de estabilidad absoluta .
Demostración : Sea (p,G) un MML que integra exactamente a las funcio-
nes exp(X1 t), 1 = 1(1)s . Entonces (r 3i) la ecuación
p(~) - (log~) G(~) = 0 tiene a exp(ñ l h), . 1 = 1(1)s como raíces .
En consecuencia cada ecuación p(C) -ñ lh0(d = 0, 1 = 1(1)s polinómica
de grado k . posee la raíz exp(a1 h) y otras k-1 raíces .





La acotación de dichas raíces se tiene como aplicación del
X1 h 1j(h)
C3 = 0 con ak (h) - X1 h S k (h) y¿ 0, h 6 (0, hi,




< Ixil < j11 + 1, i = 1(1)k
aj (h) - X1 h Sj (h)
ak (h) - ñ 1 h Sk (h)
ca. j (h) - X1 h Bj
(h)
ao (h) - ñ1 h 0o (h)
Tomando L := tnín
	
1 U := máx
1=1(1)s n1 + 1 1=1(1)s
resulta que el conjunto de raíces de las ecuaciones
verifican
Si U < 1 es evidente que ñ1h, 1 = 1(1)s, están en el in
terior de la región de estabilidad absoluta del MML En este ca-
so el Teorema 5 .2 se cumple trivialmente con y = d = 0 .
P(C) - )`1 h Q(C) = 0, 1 =
1(1)s
i
Si U > 1 tómese y tal que Reyh > log U y definamos
ñh fl Cllas raíces x . de 1(s) - ñhG(~) = 0 cumplen que
< eReYh h CL0, h*j, Reyh > 0
Evidentemente, a1h pertenecen al interior de Sy , 1 = 1(1)s .
De acuerdo con Teorema 4 .2, el MM (p,Q)
tiene a (a1 - S)h, 1 = 1(1)s como puntos interiores de la región de
estabilidad absoluta So = Sy - Sh .
6 .- APLICACION A PVI LINEALES .
Para integrar exactamente los problemas lineales :
y ' = Ay
y(0) = yo
donde A matriz real constante s x s y ñ1 valor propio de A de orden
de multiplicidad pi , 1 = 1(1)m, 1 p = s, siempre es posible referirse
~=1 1
a la correspondiente forma canónica de Jordan y construir un esquema
que integre exactamente las correspondientes funciones de la forma
tn eut cos vt, tn eut sen vt, n = 0(1) p-1 .
Para conseguirlo, de acuerdo con el Teorema 5 .1, basta im-
poner para cada valor propio ñl las condiciones siguientes
i) Si X1 es valor propio real de orden de multiplicidad pl , debe
tomarse p = p1, v = 0, u = X1, imponiendo las condiciones Co ,
C 1 ,
	
. . . , Cpl1 y aplicando a continuación la transformación Tu u ._
ii) Si X1 = ul + ¡v
i , es valor propio complejo de orden de multiplici-
dad pl debe tomarse p = pl , v = vi , u = ul , imponiendo las condicio-
nes Do , D 1 , D 2 , . . . , D2p1-1 ; y aplicando a continuación la transfor-
mación Tu,u'
Observación .- Las condiciones Ci , i = 0(1)p1-1, son las conocidas ex-
presiones para esquemas multipasos lineales con coeficientes constantes .
[ 6] .
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