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A kutatók, hipotézisük igazolására gyakran alkotnak olyan kisér-
leti modellt, amelyben vizsgálati objektumok csoportjait ugy próbálják 
elkülöníteni, hogy egyidejűleg megkeresik azokat a paramétereket, ame-
lyek a csoportok eltérő sajátosságait jól tükrözik. 
Elméleti és gyakorlati szempontok miatt egy másik probléma meg-
oldása is ugyanakkor gyakran kívánatos, nevezetesen, a diszkriminálás-
hoz szükséges változók számának redukciója. 
Elvileg két lehetőség adódik az előzőekben megfogalmazott kettős 
cél eléréséhez: még a diszkriminális e.Vőtt csökkentjük az eseteket rep-
rezentáló változók számát, vagy csupán eleve olyan mesterséges válto-
zókat hozunk létre, melyek a szétválasztás szempontjából jelentősek, 
és ily módon redukáljuk az eredeti dimenziók számát. 
•Ismereteink szerint a kiváltott potenciálok elemzésére az első 
lehetőséget ezideig alapvetően ugy próbálták kihasználni, hogy vagy 
valamilyen a -priori elv alapján kis számú kiváltott potenciál paramé-
tert definiáltak /pl.: csucsamplitudö-, latencia, szinuszoid vagy 
Gauss-görbékhez való hasonlóság/, vagy néhány, az adatok belső sajá-
tosságaiból adódó, a posteriori változót állitottak elő főkomponens 
analízissel /PCA/, majd az igy jellemzett kiváltott potenciálokat 
diszkriminancia analízisnek /DA/ vetették alá Cl].. 
Második lehetőségként eddig az eredeti adatok lépésenkénti disz-
kriminancia analízisének /SWDA/ lehetősége merült fel [2], 
Az elválasztás optimalitása szempontjából azonban e módszerek-
kel kapcsolatban komoly problémák vethetők fel. Nyilvánvaló ugyanis, 
hogy mind az "önkényes" kiváltott potenciál paraméterek használata, 
mind az SWDA alkalmazása információ veszteséghez vezethet, amelynek 
szignifikanciáját igen nehéz felbecsülni [3]. Á PCA-nak az elválasz-
tásban felmerülő problémáit a kiváltott potenciálok elemzésében mind-
ezideig nem tisztázták megfelelően. Az elmélet alapján ugyanis a PCA 
olyan adattömörítő eljárás, amely a diszkriminálás szempontjából nem 
optimális, mivel optimális tulajdonságai csak a teljes variancia le- . 
írása esetén mutatkoznak meg [4], Ugyanakkor a diszkriminálás csupán 
a csoportok közötti, azaz betwéen-varianciát hásznositja. 
Ezen előadás anyagát egy olyan vizsgálat tapasztalatai adják, 
amelyben a between-varianciát optimálisan - a lehető legjobb adatre-
dukció megvalósításával - leiró mődszért, a kanonikus komponens elem-
zést tanulmányoztuk. --------- . 
Módszer 
A kanonikus komponens elemzés /CCA/ elve 
Az általunk kipróbált CCA módszer lényegében a kanonikus korre-
láció felhasználása a vizsigálati populációt alkotó esetcsoportok el-
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/térő vonásainak optimális jellemzésére. Optimális a következő érte-
lemben: az eljárás azt a legfeljebb g-l /g: a csoportok száma/ mes-
terséges változót keresi meg, amelyek segítségével a csoportok a le-
hető legjobban elválaszthatók. 
Először magáról a kanonikus korrelációról néhány szót: Ha a po-
pulációt jellemző változókat valamilyen célszerű szempontból két cso-
portra bontjuk, és e két változó-csoportot oly módon transzformáljuk, 
hogy mérhető legyen sztochasztikus kapcsolatuk, kanonikus korrelációt 
hajtunk végre. A két változócsoport közti összefüggés erősségét a kano-
nikus korrelációs koefficiens méri. Az átalakítás eredményeképpen a 
populációt alkotó esetek,a két transzformált változó-készlet terében 
hasonló alakzatban fognak elhelyezkedni. A hasonlóság mértéke a kano-
nikus korrelációtól függ. Másképpen, a transzformált változók, vagyis 
a kanonikus változók a populáció azon varianciáját képesek tükrözni, 
melyet a két változó-csoport egyaránt leir. 
A kanonikus korrelációt ugy tudjuk eset-csoportok eltérő tulaj-
donságainak jellemzésére felhasználni, hogy u.n. hipotézis-változókat 
vezetünk bé a populáció csoportokra bontásához. Ez tulajdonképpen azt 
jelenti, hogy mindazon eset, amely egy adott csoportba tartozik, azo-
nos, a csoportra jellemző hipotézis-változó értéket kap. Ha most az 
eredeti változókra és a hipotézis—változókra kanonikus korrelációt 
alkalmazunk, az igy nyert kanonikus változók azt a varianciát irják 
le optimálisan, amelyet mind az eredeti-változók, mind a hipotézis-
-változók egyaránt jellemeznek. Ez pedig nem más, mint a csoportok köz-
ti, azaz between variancia! 
Mivel a fenti elképzelések helyessége elméletileg igazolható, a 
CCA-t követő DA jobb eredményt kell, hogy szolgáltasson, mint a PCA 
utáni. Ennek gyakorlati kipróbálását a következőkben ismertetendő ki-
váltott' potenciál vizsgálatokban végeztük el. 
Vizsgálati anyag 
E vizsgálatban 6 személy vett részt. 24 óra alatt,14, ill. két 
személy esetében 16 ülésben, ülésenként 4-féle inger segítségével 
egy-egy ingerhélyzetben 64 egyedi potenciálból átlagolt kiváltott po-
tenciálokat nyertünk. így 4 személy esetében 56, két személynél 80 át-
lagolt kiváltott potenciálból állt a vizsgálati populáció. Egy-egy ki-
váltott potenciál közel 500 ms-os szakászát 93 adat reprezentálta. Az 
amplitúdót 5 ms-onként mintavételeztük. 
Adatfeldolgozás 
Az egyes vizsgálati személyek kiváltott potenciál-populációjára 
külön-külön PCA-t /kovarianciamátrixból számolva, rotálás nélkül/, 
majd ennek eredményeképpen nyert főkomponensértékekre, személyenként 
SWDA-t hajtottunk végre az eltérő ingerszituáciőkban kapott kiváltott 
potenciál-csoportok elkülönitésére. 
A CCA megvalósítása során minden csoporthoz egy-egy hipotézis-
változót rendeltünk, igy a 93 változó /4 vagy 5/ további, az egy-egy 
adott csoportba való tartozást jellemző változókkal bővült. Egy adott 
kiváltott potenciál hipotézis-változóinak értékei közül az volt 1, 
amely ahhoz a csoporthoz volt rendelve, melybe ez az eset tartozott. 
E kiváltott potenciál többi hipotézis-változójának értékét 0-nak vá-
lasztottuk. Az igy előkészitett kiváltott potenciálokat az előzőekben 
megadott elveknek megfelelően kanonikus korrelációnak vetettük alá. 
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ncomp n var. diff. % 
D.J. 56 96.4 4 55 4 98.2 3 36 1.8 
V.J. 54 92.6 4 53 4 1 0 0 . 0 — . 3 33 7.4 
J.L. 56 ' 92.9 6 55 4 96.4 3 34 3.5 
B .£. 54 89.1 5 53 4 92.7 3 32 3.6 
C.P. 75 ' 74.7 
i 
3 74 5 96.0 4 36 21.3 







A kanonikus változók értékein szintén SWDA-t számoltattunk. Mindhá-
rom számítógépes módszert a Californiai Egyetem BMDP programcsomag-
jában [5] taláható programokkal hajtottuk végre. 
Eredmények 
Annak ellenére, hogy a PCA-t követő SWDA is meglehetősen jó el-
választást nyújtott, a CCA által transzformált kiváltott potenciálokra 
végrehajtott SWDA képes volt további javulást szolgáltatni. A kétféle 
eljárással nyert diszkriminálás eredményeinek összehasonlítását teszi 
lehetővé az I. Táblázat. Megjegyezzük, hogy mivel a CCA-t követő SWDA 
mindegyik kanonikus változót bevonta a diszkriminálásba, tulajdonkép-
pen egyszerű DA történt. A CCA az eredeti 93 kiváltott potenciál vál-
tozónak csupán egy részét használta fel a kanonikus változók kialakí-
tásához /n E p v a r az I. Táblázatban/. A többi az elválasztás szempont-
jából rendundásnak bizonyult. 
MLnt az előzőekben megfogalmazott, a CCA-ra vonatkozó optimali-
tásból következik, az összes lineáris /ortogonális/ transzformációk 
közül a CCA nyújtja a legjobb elválasztást egy legfeljebb g-l dimen-
ziós térben. Azonban az I. Táblázatból az is kitűnik, hogy a PCA-t 
követő SWDA a legjobb elválasztást nyújtó, g-l-nél több változót 
felhasználva sem tud ott a CCA-t követő SWDA-nál nagyobb helyes beso-
rolási arányt elérni. Két-két mesterséges változó alapján, azaz két 
dimenzióban összehasonlítva a PCA és a CCA hatékonyságának különbsége 
hasonlóan impresszionáló /l. ábra/. 
Érdemes külön tárgyalni az Fl és F2 ingerlés! szituációban nyert 
kiváltott potenciálok elválasztásában a kétféle eljárás eredményessé-
gét. Az F2 inger ugyanis az Fl ingernek az ülés végén 10-15 perc 
múlva történő megismétlése volt. Igy természetes, hogy a két kivál-
tott potenciál-csoport különbözősége nem mondható tul markánsnak /2. 
ábra/. A két eljárás teljesítményének különbözősége e két nehezebben 
elválasztható kiváltott potenciál-csoport esetén is kifejezett marad 
/II. Táblázat/. 
A kanonikus változók tipikus "különbség potenciálokként" értel-
mezhetők. Ezek meghatározott összegzésével /a kanonikus változó érté-
ke alapján/ mindegyik kiváltott potenciálra előállítható a kizárólag 
a saját csoportjára jellemző alakzat. Ez egy olyan szűrésnek fogható 
fel, amelynek során az egyedi kiváltott potenciálból kiemeljük a cso-
portjára jellemző alakzatot, és ezt a kanonikus változók összegeként 
adjuk meg. Hangsúlyozni kell azonban, hogy ez a "csoportjára jellemző 
alakzat" nem a csoport inherens sajátossága, hanem a többi csoporttól 
való eltérésével meghatározott, külső tulajdonság. Ugyanaz a csoport 
más és más: csóprttal együtt elemezve, másként térhet el a többitől, 
azaz más alakot mutató kanonikus változóval irható le. 
A kanonikus változók alaki kiértékelése hozzásegíthet a kivál-
tott potenciálok alakjának elemzéséhez. Az a kiváltott potenciál 
időintervallum, amelyben egy kanonikus változó nagy értéket vesz fel, 
jelentős szerepet játszik a-kiváltott potenciál-csoportok különböző-
ségének kialakításában. Ilyen vizuális elemzéshez használható a 3. 
ábra, amelybén egy vizsgálati személy átlagolt kiváltott potenciál-
jait és kanonikus komponenseit tüntettük fel. Az ily módon nyert in-
formációk alapján a későbbiekben, a gyakorlati felhasználás során, 
már a CCA-nál jóval egyszerűbb, esetleg "kézi" méréssel is végezhétő , 
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A többváltozós statisztikai elemzések igen szemléletes megköze-
lítésének bizonyulhat azok geometriai fogalmakkal való megragadása. Ha 
ilyen geometriai szemlélettel közeledünk az emiitett módszerekhez, 
könnyen megvilágíthatok a közöttük fennálló viszonyok. 
Eszerint a PCA-t ugy lehet interpretálni, hogy ez az eljárás 
olyan mesterséges változókat, fokomponenseket számit ki, melyek segít-
ségével legtöbbször az eredeti térnél kisebb dimenziószámú altérbe ve-
títhetjük a reprezentált eseteket. A kisebb dimenziószám ellenére a 
teljes variancia nagy hűséggel leiródik ebben az altérben is. A 
transzformált adatokra végrehajtott DA ebben az altérben kérés olyan 
elválasztó sikokat, amelyek egy-egy csoportot a többitSl optimálisan 




tott transzformáció a teljes, az utána következő DA viszont a between 
variancia leírására nézve optimális, a két módszer együttes használa-
ta elvileg sem nyújthat az adatredukcióra és az elválasztásra nézve 
optimális megoldást. 
A CCA-hoz is rendelhető geometriai jellegű leirásmód. Ebben a 
megközelítésben az esetek csoportjai eredetileg két térben helyezhe-
tők el: a hipotézis-, ill. az eredeti változók terében. A CCA é két 
térre olyan transzformációt hajt végre, melynek eredményeképpen az 
esetek mindkét transzformált altérben hasonló konfigurációban fognak 
elhelyezkedni. Az általunk megválasztott hipotézis-változók inherens 
tulajdonsága miatt, ezek ortogonális transzformációjával létrehozott 
altérben az esetek adekvát módon, azaz a priori besorolásuknak meg-
felelően fognak csoportosulni. Mivel az eredeti változók generálta 
tér transzformációja olyan alteret eredményez, amelyben az esetek ha-
sonló alakzatban találhatók mint a hipotézis-változók terében, igy 
ebben a transzformált térben is az a priori besorolásuknak megfelelően 
fognak az esetek csoportosulni. A két tér dimenziószáma megegyezik: 
g-l. Belátható, hogy a hipotézis-változók - természetüknél fogva - a 
csoporton belüli varianciát, a within varianciát egyáltalán nem tük-
rözik, igy a CCA a csoportok közötti különbség leírására optimális. 
Ezek az előnyös tulajdonságok csak bizonyos feltételek teljesü-
lése mellett mutatkoznak meg. Igy a csoportok kovarianciájának hason-
lónak kell lennie, ugyanakkor további követelmény az is, hogy a vál-
tozók együttes eloszlása normális legyen. Ezek a feltételek tulajdon-
képpen a lineáris diszkriminálás általános feltételei, és nem csupán 
e módszerre jelentenek megszorítást. . 
Különösen előnyös tulajdonsága a CCA-nak, hogy az alapadatok li-
neáris transzformációjára érzéketlen. Igy alkalmazásakor választha-
tunk tetszőleges egységet, bázist, akár standardizálatlan adatokkal 
is dolgozhatunk. Ez tulajdonképpen abból következik, hogy a kanonikus 
korreláció a korreláció általánosításának tekinthető. 
Fontos kiemelni, hogy a CCA és a DA lényegében ugyanannak a prob-
lémánek kétféle megközelítése [6, 7]. 
Ugyanakkor a sajátértékprobléma megoldásán alapuló módszerek szá-
mitógépes megvalósítása nagy számitásigényü, tehát meglehetősen költ-
séges futtatni azokat. Igy felmerülhet az a kérdés, hogy ha a CCA is 
és a DA is ugyanazon probléma egyenértékű megoldásai, érdemes lehet az 
"olcsóbb" DA-t használni. Abban az esetben, ha a csoportok eltérő vo-
násainak, vagyis különbözőségüknek jellemzése is célunk, a CCA-t, 
azonban ha maga az elválasztás csupán a cél, inkább a DA-t érdemes 
választani. 
A CCA alkalmazása a PCA helyett mindazokban a vizsgálatokban kü-
lönösen előnyös, amelyekben az elkülönítendő csoportokon belüli vari-
"ancia, a within, a betweén-hez képest viszonylag nagy. /Ebben az eset-
ben a PCA az optimálistól jelentősen eltérő eredményt produkálhat./ 
Végül felhívjuk a figyelmet arra, hogy a hipotézis-változók cél-
szerű megválasztásával a CCA nemcsak diszkriminálásra, hanem másfajta 
feladat megoldására is alkalmas lehet. A CCA értelmezést ugy lehet 
általánosítani, hogy az olyan módszer, amely egy vagy több előre meg-
adott szempont alapján jellemzi, azaz bontja komponensekre a vizsgált 
jeleket. Egyszerű példának hozható fel egy olyan kísérleti modell le-
hetősége, amelybén az input-paraméterek változtatásának az outputon 
mutatkozó hatását kívánjuk elemezni. Ekkor a CCA-ban a hipotézis-vál-
tozók az input-paraméterekkel egyeznének még, és az eredményül nyert 
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komponensek jellemeznék az input változásának hatását az outputon, 
ha lineáris összefüggéseket feltételeznek. 
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