Transactional events are a recent concurrency abstraction that combines first-class synchronous message-passing events with allor-nothing transactions. While prior work gave a semantics and an implementation for transactional events, it provided no guarantees about which of the many non-deterministic executions might be exhibited by a program.
Introduction
Concurrent programming can be a difficult task. The non-deterministic nature of a concurrent program's execution makes it difficult to reason about all of the possible behaviors of the program. To manage the complexity of writing and understanding concurrent programs, programmers make use of two enabling methodologies: (1) high-level abstractions of concurrent operations and (2) assumed properties of concurrent systems.
High-level concurrency abstractions allow complex thread interactions to be abstractly packaged and exported, which increases modularity and eases reasoning. For example, Software Transactional Memory (STM) [11, 6] provides first-class, composable operations that allow a programmer to combine shared-memory operations into an action that can itself be treated as an atomic shared-memory operation. Similarly, Concurrent ML (CML) [9] provides first-class, composable operations that allow a programmer to combine synchronous message-passing operations into an action that can itself be treated as a synchronous message-passing operation. Recently, Transactional Events [3, 4] have been proposed as a concurrency abstraction that combines synchronous message-passing operations with allor-nothing transactions. The key to the expressive power of Transactional Events is a sequencing combinator that allows a programmer to write an action that contains multiple communications; the action blocks until all of the constituent communications can succeed.
Safety and liveness properties assert statements that are true of all possible executions of a concurrent program. Intuitively, safety asserts that something "bad" never happens, while liveness asserts that something "good" eventually happens. Fairness [5, 2, 8 ] is a particular liveness property that is important in concurrent programming, although it is often treated informally or assumed implicitly. For example, a concurrent programmer typically assumes a "fair" thread scheduler: all threads in the program will execute, not just some threads. As another example, a concurrent programmer typically assumes that if one thread is attempting to send a message and another thread is attempting to receive the message, then the message will eventually be communicated by the system. In generally, fairness is the property that asserts that any action that is enabled often enough is eventually taken. This paper examines fairness for transactional events. Transactional events takes synchronous message-passing on channels as the primitive concurrent operation and provides combinators for sequencing (e.g., "perform one communication and then perform another communication") and choosing (e.g., "perform either one communication or another communication") concurrent operations. Since synchronous message-passing requires matching a sender and a receiver and sequencing and choosing requires examining multiple communications, the enabledness of a transactional event is non-trivial, which gives rise to interesting behaviors with respect to fairness. As a simple example, consider one thread that repeatedly sends on a channel and two threads that repeatedly receive on the channel. It is intuitively unfair to repeatedly match the sending thread with exactly one of the receiving threads, never communicating with the other receiving thread. We are interested in formalizing this intuition and guaranteeing this behavior in an implementation. We make the following contributions:
-We give an intuitive, yet formal, definition of fairness for transactional events (Section 3) in terms of a high-level operational semantics (Section 2). -We describe a lower-level operational semantics (Section 4) that refines the high-level operational semantics and demonstrate that executions in the lower-level semantics simulate fair executions (and only fair executions) of the higher-level semantics (Theorems 1 and 2). -We discuss an implementation of the lower-level semantics and suggest a property of synchronizing events, which, if statically verified by a programmer, enables the implementation to enforce fairness (Section 5).
A companion technical report [1] provides additional background, commentary, and proof details.
Semantics
To begin, we review the original high-level operational semantics for transactional events. See prior work [3, 4] for a longer and less formal introduction.
