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1
Introduction
Quantum Chromodynamics (QCD) is the commonly accepted theory of strong interac-
tions. It is formulated in terms of elementary fields (quarks and gluons), whose interac-
tions obey the principles of a relativistic quantum field theory, with a non-abelian gauge
invariance based on the SU(3) group. It is described in the continuum Minkowski space
by the Lagrangian:
L = ψ¯iq
(
iγµDijµ −mqδij
)
ψjq −
1
4
F aµνF
aµν (1.1)
where ψiq denotes the quark field with colour index i = 1, . . . , 3 and D
ij
µ is the covariant
derivative:
Dijµ = δ
ij∂µ + igsA
a
µt
a,ij (1.2)
Aµ is the gauge (gluon) field, gs is the coupling constant while the traceless Hermitian
matrices ta (for a = 1, . . . , 8) are the generators of the Lie algebra su(3) with the nor-
malization Tr (tatb) = δab/2 and [ta, tb] = i fabctc. Lastly, F aµν is the non-Abelian field
strength defined as
F aµν = ∂µA
a
ν − ∂νAaµ + gs fabcAbµAcν (1.3)
The theory is characterised by gauge invariance, i.e. given an element of the su(N)
algebra ω(x) the theory is invariant under the local transformation,
ψ(x) → ψ′(x) = ω(x)ψ(x) (1.4)
ψ¯(x) → ψ¯′(x) = ψ¯(x)ω−1(x)
Aµ(x) → A′µ(x) = ω(x)Aµ(x)ω−1(x) +
i
gs
(∂µω(x))ω
−1(x)
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Non-abelian gauge theories behave in a peculiar way: the interactions weaken at
short distances, or, equivalently, large momentum transfers. This is due to the run-
ning of the coupling constant g2s which becomes smaller than 1 for energies larger than
1 GeV. In this regime, and for even larger energies such as in high energy proton-proton
collisions, the coupling constant is small and the perturbative approach becomes a reli-
able tool. At low energies, however, the running coupling becomes large; in this regime
many features of QCD are determined by non-perturbative phenomena, like confine-
ment and chiral symmetry breaking. For this reason, the theoretical derivation of low
energy QCD properties must rely on non-perturbative methods.
The standard non-perturbative definition of QCD is based on lattice regularisation [1],
which makes the theory mathematically well-defined and amenable to analytical as
well as to numerical studies. Thanks to theoretical, algorithmic and computer-power
progress, during the last decade many large-scale dynamical lattice QCD (LQCD) com-
putations have been performed at realistic values of the physical parameters, allowing
one to obtain numerical predictions in energy regimes otherwise inaccessible. Although
brute force brings evidence that the QCD is indeed the correct theory of strong interac-
tions, numerical results may not provide an analytical understanding of the theory.
A different approach to QCD was suggested by Gerard ’t Hooft in [2] which consists
of studying an SU(N) based QCD, where the number of colours N is taken to infinity
and the coupling g is sent to zero, keeping the product g2N , as well as the number of
flavour nf , fixed. In this limit one finds that the amplitudes for physical processes are
determined by a particular subset of (planar) Feynman diagrams, while other diagrams
are suppressed by powers of 1/N . Due to these mathematical simplifications, the low-
energy spectrum consists of stable meson and glueball states, and the scattering matrix
becomes trivial. Ideally one would then study the physical N = 3 case expanding
around the 1/N → 0 limit, however the ’t Hooft limit has proven so far to be still too
complicated to be solved analytically.
Another non-perturbative approach to low-energy properties of strongly coupled
non-Abelian gauge theories is based on the conjectured correspondence between gauge
and string theories [3–5]. During the last decade, many studies have employed tech-
niques based on this correspondence, to build models which reproduce (at least qual-
itatively) the main features of the mesonic spectrum of QCD. Remarkably, the large-N
limit plays a technically crucial role also in the context of these holographic computa-
tions: the correspondence relates the strongly coupled regime of a gauge theory with
an infinite number of colors to the classical gravity limit of a dual string model in an
anti-de Sitter spacetime, a setup that can be studied with analytical or semi-analytical
methods.
In order to understand whether predictions derived from approaches relying on the
large-N limit can be relevant for the physical case of QCD with N = 3 colors, it is cru-
cial to estimate the quantitative impact of finite-N corrections. For this reason, several
lattice studies have recently investigated the dependence on N of various quantities of
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interest—including, for example, string tensions [6–8], the glueball spectrum [9, 10] or
the finite-temperature equation of state [11–14]—in different SU(N) Yang-Mills theories
(see [15] for a recent review on largeN lattice results). These works revealed precocious
scaling to the large-N limit: up to modestO(N−2) corrections even the SU(3) and SU(2)
theories appear to be “close” to the large-N limit.
The purpose of the present work is to further expand this line of research: by study-
ing with numerical simulations the light mesons in gauge theories based on different
SU(N) groups, we extract the dependence on the number of colors. In the past, only
the pion and rho meson masses were studied in the large N limit [16–20]; while most
of these works report a rho mass close to the real-world QCD, the authors of [20] found
a rho mass which is approximately twice as large. To clarify this discrepancy, we ex-
tend the analysis by going to lighter quark masses, larger N , larger volumes and by
increasing the statistics and the number of interpolators used to create a meson state.
Part of this work has been published in [21–23]. The results presented here include
important improvements, namely the continuum limit extrapolation of the meson spec-
trum and the computation of non-perturbative large-N renormalization constants. This
allow us to further restrict our systematic errors and to predict further quantities like
the chiral condensate.
In chapter 2 we show how the large-N counting rules associated with the ’t Hooft
limit of QCD entail many phenomenological implications, providing intuitive explana-
tions for poorly understood features of the real-world theory with N = 3 color charges.
Lattice QCD is then formulated in chapter 3 where we explain in detail the methods
used in this work. In chapters 4 and 5 we show the results of our simulations, first fo-
cusing for each particle mass on its dependence on the quark mass, then presenting the
large-N meson spectrum with a discussion on systematic errors and continuum limit
extrapolation. We conclude with a comparison between our results and those of other
large-N approaches in chapter 6.
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Phenomenology of large-N QCD
2.1. A simple example, the φ4 theory
In order to easily understand the simplifications occurring in the large N limit, we first
examine the O(N) version of the toy-model φ4 theory, described by the Lagrangian,
L = 1
2
∂µφa∂
µφa − 1
2
m2φaφa − 1
8
g2 (φaφa)
2 (2.1)
where we have N scalar fields φa (a = 1, . . . , N ) and the sum over the repeated a-
indexes is implied. In the standard perturbation theory approach, one would choose a
regime where the coupling is small, evaluate the contribution of the leading Feynman
diagrams and study the quantities as an expansion of g2. In fig. 2.1 we show the first
diagrams up to g4 of a 2→ 2 scattering amplitude.
For fixed initial and final fields φa and φb, the central diagram in fig. 2.1 will appear
N times more often than the other two, due to the extra free choice in the loop index
c. If one studies the theory in a particular limit where N is taken to infinity and g2
to zero, while keeping the product λ = g2N finite, the diagram in fig. 2.1-c become
1/N suppressed with respect to the first two diagrams, so that in the large-N limit it
can simply be ignored. A similar approach can be employed for QCD where g2 is the
running coupling,N is the number of colours and λ is commonly known as the ’t Hooft
parameter. In the case of QCD, as we show below, the theory becomes much simpler
and only a special class of diagrams survives, however large-N QCD is far from trivial
and has not been analytically solved yet.
8
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a
a
b
b
g2 = λN
a)
c
c
a
a
b
b
g4N = λ
2
N
b)
a b
a
a
b
b
g4 = λ
2
N2
c)
Figure 2.1.: Three possibleO(g2) Feynman diagrams for a given couple of input/output
fields φa and φb. The diagram in the center occurs N times, due to the free
index c.
2.2. The double-line notation
Although large-N QCD is far from been analytically solved, one can say a lot about its
phenomenology just by studying the type of diagrams that survive. In order to simplify
the discussion, we rescale the gluon and fermion fields as,
Aµ → 1
g
Aµ, ; ψ →
√
Nψ ; 6D → γµ (1∂µ + iAµ) (2.2)
so that the Lagrangian of one flavour QCD reads,
L = N
[
− 1
4λ
F aµνF
a
µν + ψ¯(i6D −m)ψ
]
(2.3)
where the ’t Hooft parameter λ = g2N assumes the role of the coupling. Since the gluon
fields carry two colour indexes, counting powers of N might become confusing in very
complicated diagrams. One way to solve this problem is introducing the double-line
notation, which is, one draws graphs with one line per colour index rather than per
particle. In a gluon-fermion vertex (see fig. 2.2), the gluon is thus replaced by two lines
that are attached to the single fermion line with which they interact.
In order to establish which diagrams survive and which ones are suppressed, we
need to count the powers of N associated to them. For any complicated diagram, each
vertex carries a factor N due to the coupling and for each propagator we have a factor
1/N . With the double line notation, we can easily count the closed colour loops, to each
of which a factor N is associated, due to the free choice of the internal colour index (see
figs. 2.3-2.4). Let us examine a generic vacuum diagram, i.e. a diagram with no external
legs, like those of fig 2.3. We can think of such a diagram as a surface made of polygons,
9
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a
ab
b
Figure 2.2.: Double line notation for a fermions-gluon vertex. The gluon carries two
color indexes.
which correspond to the colour loops, whose edges (E) and vertexes (V) cut the surface
into many faces (F). The total N factor carried by such a diagram will thus be:
NF+V−E = Nχ. (2.4)
χ is the well known Euler characteristic, it is a topological invariant and does not de-
pend on the way we cut the surface.
1 /N
1 /N
1 /N
N N
 N
 N
 N
1 /N
1 /N
1 /N
N N
 N
 N
Figure 2.3.: Double line notation for a gluonic (left) and fermionic (right) excitation of
the vacuum. The former is proportional to N2 while the latter to N .
Generally any complicated surface can be thought as a sphere with some handles (H)
and some holes (or boundaries, B) and its characteristic reads,
χ = 2− 2H −B. (2.5)
It is then clear that the maximum value of χ is 2, corresponding to a sphere, and the
leading diagrams in the large-N limit will be those ∝ N2, or, which is equivalent, those
diagrams that can be drawn on the surface of a sphere without intersection of the lines
(planar diagrams). In figs. 2.3 and 2.4 one can see how a fermionic loop correspond
to a hole in the surface, i.e. one face is missing (B = 1) with respect to a gluon loop.
This is particularly important, it means that any insertion of a fermionic loop in a given
10
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N NN
1 /N
1 /N 1 /N
N
1 /N
1 /N
1 /N  N
 N
 N
 N
N NN
1 /N
1 /N 1 /N
N
1 /N
1 /N
1 /N  N
 N
 N
Figure 2.4.: One loop correction to a vacuum diagram. The insertion of a fermion loop
(right) is 1/N suppressed with respect to a pure gluonic loop (left).
diagram is suppressed by a factor 1/N . In other words, the large-N QCD is a theory
where all internal quark loops can be ignored as long as the number of flavour nf is
kept fixed, or, in lattice terms, the theory is quenched. One can still analyse diagrams
with fermionic lines (for instance, when studying mesons) but they will be present only
at the external boundaries.
2.3. Mesons and glueballs
So far we described only vacuum diagrams, however all the considerations hold when
we study mesons and glueballs. The diagrams involved are similar to the leading
vacuum-to-vacuum diagrams of fig. 2.3, where the glueball and meson operators ap-
pear as insertions on the external lines. In particular the leading diagrams for pure glu-
onic processes are constructed from gluonic vacuum-to-vacuum diagrams and carry
a N2 factor, while processes involving quarks will be constructed from the leading
fermionic vacuum-to-vacuum diagrams, which carry a factor N .
In order to describe the behaviour of mesons and glueballs, we first introduce a gen-
erating functionalZJ , which depends on the QCD LagrangianL = N L˜ given in eq. (2.1)
and on operators Oa which create the desired states,
ZJ =
∫
DADψDψ exp
{
iN
∫
d4x
(
L˜[A, ψ, ψ] + JO
)}
. (2.6)
We can construct a generic correlator by the use of functional derivatives,
〈O1 . . . On〉 = (iN)−n δ
δJ1
. . .
δ
δJn
lnZJ
∣∣∣∣
J=0
, (2.7)
where Oi = O(xi) and Ji = J(xi). For example an n-points function of pure gluonic
operators Gi will go as,
〈G1 . . . Gn〉 ∝ N2−n (2.8)
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As a consequence, in the ’t Hooft limit glueballs are stable objects and processes that
involve a glueball decaying into other glueballs or mesons are suppressed.
Mesons are states usually created on the vacuum by bilinear operators Bi = ψ¯Γiψ,
however these operators are ill-defined, since the leading fermionic vacuum diagrams
are only ∝ N , so that in the large-N limit a two-point function would be,
〈B1B2〉 ∝ N1−2=−1 −−−−→
N→∞
0. (2.9)
To avoid this problem, we use the operator B˜i =
√
NBi and the n-point meson correla-
tors become,
〈B˜1 . . . B˜n〉 ∝ N (2−n)/2 (2.10)
which means that interactions between 3 or more mesons are suppressed by powers of
1/
√
N . A similar conclusion could be drawn from correlators of mesons and glueballs,
thus we can say that in theN →∞ limit QCD consists of stable non-interacting mesons
and glueballs, while at large (but finite)N -values QCD is a theory of weekly interacting
hadrons.
Another interesting phenomenological property of the ’t Hooft limit is that the Okubo,
Zweig and Iizuka (OZI) rule becomes exact when N → ∞. This rule states that pro-
cesses associated to diagrams which can be divided into two sets of quark lines by
cutting only gluon lines are suppressed. These processes involve the annihilation and
creation of quarks, thus at least two quark loops must be involved and the amplitude
obtains an extra 1/N factor with respect to processes which have only one quark loop
(see fig. 2.5).
N
N
N N N
Figure 2.5.: OZI rule. The diagram at the left goes into a stage where only gluon appear
and is suppressed by a factor 1/N .
2.4. Baryons
Baryons are colourless observables (i.e. they are in a completely antisymmetrised color
state) made of N quarks,
i1,...,iN q
i1 . . . qiN . (2.11)
12
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For this reason, diagrams involve a number of lines increasing with N and drawing
them becomes impossible in the ’t Hooft limit. Nonetheless, one can derive a few scal-
ing laws, as initially indicated by Witten in [24]. One can imagine to split a generic
baryon diagram into two parts, one made of n interacting quark lines and one of N −n
freely propagating quarks (fig. 2.6). The part with n interacting quarks can be thought
} n
Figure 2.6.: A baryon interaction with an n-lines connected component.
of as the result of breaking open n quark lines into a vacuum-to-vacuum graph, which
is proportional to N . Since the baryon must be in a total antisymmetric color state, each
of the n lines must carry a different color, i.e. for each quark cut we loose a sum over
color and thus a generic n-body diagram will be of order N1−n. Nonetheless, there are
O(Nn) ways to choose n quarks from a N -quark baryon, so that the net effect of an
n-body interaction is of orderN . We can think that the total energy of a baryon receives
contributions from the mass of the constituent quarks, their kinetic energies and from
the quark interactions, all of which scale asO(N) too. Baryons in the large-N limit thus
become infinitely heavy objects and the usual way to study them is to treat them as
non-relativistic bound states of weakly interacting quarks1. In this approximation each
quark moves independently in a common background potential resulting from the in-
teraction with all the other quarks in the baryon (see [25, 26]) and it can be shown that
baryon-baryon scattering is of O(N) while baryon-meson scattering is of O(1).
More refined models [27,28] result in a prediction on the masses of baryons of differ-
ent spin J which should match those described in terms of a rotor spectrum,
M = c1N + c2
J(J + 1)
N
. (2.12)
This has been recently verified on the lattice in [29] for N = 3, 5, 7.
1Unfortunately, an elegant relativistic formalism has not yet been found or developed.
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QCD on the lattice
3.1. Introduction to lattice QCD
The lattice is a mathematical tool that provides a natural cut-off (the lattice spacing) to
remove the ultraviolet infinities that we get in quantum field theory. Physical quantities
can be extracted from the lattice only in the continuum limit, where the lattice spacing
is taken to zero. By virtue of asymptotic freedom, this can be done easily in lattice
simulations, as the coupling constant is an input parameter, and we can force it to take
smaller and smaller values, corresponding to a finer and finer lattice spacing. Even if
we cannot directly set the coupling constant to zero we can make a fit and extrapolate
the physical quantities to their continuum limits.
The lattice formulation emphasizes the close connection between field theory and
statistical mechanics and makes it possible to use statistical simulation methods, usu-
ally called Monte Carlo programs, to “measure” physical quantities. In this chapter
we discuss how to formulate QCD on the lattice, while in the next one we discuss our
simulations.
3.2. The connection between quantum field theory and
statistical mechanics
In a quantum field theory the Feynmann path integral formulation makes it possible to
define a “generating functional Z” as:
Z[J ] =
∫
Dφ ei
∫
dt
∫
d3xL(φ)+Jφ (3.1)
14
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The standard way to obtain n-point Green functions of the theory is by differentiating
logZ[J ] with respect to J , as already done in eq. (2.7). If we imagine the Z function as
a “sum” over every configuration of the field φ, we immediately recognise the analogy
to the usual expression of the partition function of the canonical ensemble:
Z =
∑
{φ}
e−βH[φ], (3.2)
the only difference being that here we have a real weight in the exponential, while
above we had an oscillatory term. We can bridge this difference with an analytic con-
tinuation of the QFT Z function to imaginary values of the time. This is the well known
“Wick rotation” (x0 → ix4) that leads to the Euclidean form of the action SE and the Z
function becomes:
Z[J ] =
∫
Dφe−SE [φ]+
∫
d4xJ(x)φ(x) (3.3)
Introducing a discrete spacetime (the lattice), made ofNµ nodes separated by a lattice
spacing “a” in each direction µ, it is possible to map consistently quantum field theory
and statistical field theory with the use of the following identifications:
QFT Statistical Mechanics
Functional integral:
∫ Dφ Partition function∑conf
Euclidean action Hamiltonian
Energy of the vacuum Free energy
Green functions 〈0|T [O1...On]|0〉 Correlators: 〈O1...On〉
Mass M Correlation length ξ = 1/M
Regularization cut-off : Λ inverse lattice spacing a−1
Renormalization: Λ→∞ Continuum limit: a→ 0
Each field of the continuum theory can be mapped to the lattice as,
scalar → node
vector → link
Fµν → plaquette.
Lastly, we need a way to introduce the temperature. The partition function of a statisti-
cal field theory is given by:
Z =
∑
{φ}
〈φ|e−βHˆ |φ〉 = Tr
(
e−βHˆ
)
, (3.4)
where β is the inverse of the physical temperature. If we impose periodic (antiperiodic)
boundary1 conditions in the temporal direction for bosonic (fermionic) fields on the
1The antiperiodic boundary conditions are necessary for fermion fields due to an extra minus sign in the
definition of the trace of eq. (3.4), as shown in appendix A.
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lattice,
〈φ2t2|φ1t1〉 ≡ 〈φ2|e−i(t2−t1)Hˆ |φ1〉 −→
∫
dφ〈φ|e−i(t2−t1)Hˆ |φ〉 (3.5)
we can identify the lattice size in the temporal direction with the inverse of temperature:
i(t2 − t1) = (τ2 − τ1) = Nt a→ β (3.6)
with Nt being the lattice size in the temporal directions in units of the lattice spacing a.
Using natural units we can then identify:
T =
1
Nt a
(3.7)
For practical reasons, in a lattice simulation one imposes periodic boundary con-
ditions in all the d directions, taking care of choosing lattice extensions much larger
than typical correlation lengths of the theory, so as to make the effect of the boundary
conditions negligible. In our work we study the meson masses in the limit of zero tem-
perature, which would require T → 0. In practice, we employ a temporal extension
twice as large as the spatial extension Nt = 2Ns and we check that the finite size effects
are negligible (see section 4.9), thus demonstrating that the T = 0 limit is effectively
reached.
3.3. Yang-Mills theories on the lattice
We split the description of how to reproduce QCD on the lattice in two parts, one related
to the fermionic action and the other, described in this section, related to the gluonic
one. One can pass from the elements of the algebra to the elements of the gauge group
G by introducing on every link nµ the gauge fields:
Uµ(n) ≈ ei a g Aµ(n) (3.8)
that are the parallel transporters of the theory, i.e. they connect two different refer-
ence frames in the internal space of the theory, En and En+µ̂, which are defined at two
different points. For consistency, we must impose:
U−µ(n+ µ̂) = U−1µ (n) = U
†
µ(n). (3.9)
In this framework a gauge transformation V (n) ∈ G acting on E changes a scalar field
as in the continuum,
ψ(n)→ V (n)ψ(n), (3.10)
while the gauge field Uµ(n) transforms as,
Uµ(n)→ V (n)Uµ(n)V −1(n+ µ̂) (3.11)
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in order to leave the product ψ¯(n)Uµ(n)ψ(n+µ̂) gauge invariant. In this way, eqs. (3.10)-
(3.11) can be seen as the lattice equivalent of the continuum expression eq. (1.4).
Another gauge invariant observable can be built out of the gauge variables Uµ(n) by
defining the trace of the path-ordered product of the Uµ(n)’s around a closed path γ
(“Wilson loop”); the simplest such paths are the elementary squares Uµν (“plaquettes”)
on the lattice:
W = TrUµν (3.12)
where we define:
Uµν = Uµ(n)Uν(n+ µ̂)U−µ(n+ µ̂+ ν̂)U−ν(n+ ν̂). (3.13)
Uµ(n)
n
Uν(n+ µ)
U−µ(n+ µ+ ν)
U−ν(n+ ν)
Figure 3.1.: The simplest Wilson
loop: the plaquette.
To construct the action we sum over all the pla-
quettes of the lattice:
1
2
∑
n,µ,ν
TrUµν(n) =
∑

Re TrUµν(n).
What we get is a real quantity, because every
link is counted with both orientation (Tr (U +
U †) ∈ R). Notice that since the sum over µ and ν is
unrestricted all the plaquettes are counted twice.
This is why we put the factor 1/2 in front of the
sum or, alternatively, we just write
∑
.
We can formulate the “Wilson action” for a
generic SU(N) gauge group as:
SW = β
∑

(
1− 1
N
Re TrUµν(n)
)
. (3.14)
By defining the discretized lattice derivative as:
∇µf(x) ≡ f(n+ µ̂)− f(n)
a
, (3.15)
which in the limit a→ 0 reduces to ∂µf(x), and by using the Baker-Hausdorff formula2
it is possible3 to expand Uµν up to O(a2) terms,
Uµν(n) ∼ eia(∇µAν(n)−∇νAµ(n)−[Aµ(n),Aν(n)]) ≡ eia2 g Fµν(n). (3.16)
2At first order the Baker-Hausdorff reads exey = ex+y+
1
2
[x,y]+...
3 A step by step calculation can be found in [30]
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The exponential can in turn be expanded, however the linear term inAµ ≡ taAaµ cancels
due to the trace Tr(ta) = 0 so that the first term of the Wilson action reads,
SW =
β a4g2
8N
∑
n,µν
F iµν(n)F
i µν(n) +O(a6) (3.17)
This reproduces in the continuum limit the standard Yang-Mills action after identifing,
∑
n
→
∫
ddx
ad
; β =
2N
a4−dg2
(3.18)
3.4. Fermions on the lattice
The discretization of the fermionic action is more subtle. Starting with the simplest
formulation of the free continuum action,
S =
∫
d4xψ(x) (iγµ∂µ −m)ψ(x), (3.19)
we can write an equivalent action on the lattice by introducing a discretised derivative,
∂µψ(x) =
ψ(x+ aµˆ)− ψ(x− aµˆ)
2a
(3.20)
that leads to the naïve fermion action,
S = a4
∑
i,j
ψ(i)D(i|j)ψ(j) = a4
∑
i,j
ψ(i)
[
1
2a
∑
µ
γµ (δi+µˆ,j − δi−µˆ,j)−m
]
ψ(j) (3.21)
D(i|j) is a lattice Dirac operator and γ are the Euclidean version of the Minkowski
gamma matrices:
γE0 = γ
M
0 ; γ
E
i = −iγMi ; {γEµ , γEν } = δµ,ν . (3.22)
Using Wick’s theorem, we can compute any correlation function in terms of the in-
verse of the Dirac operator, 〈
ψ(i)ψ(j)
〉
= D−1(i|j) (3.23)
In momentum space the free Dirac operator can be written as,
D˜(p|q) = δ(p− q)D˜(p) (3.24)
D˜(p) = m1+
i
a
∑
µ
γµ sin (pµa) (3.25)
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and its inverse becomes,
D˜−1(p) =
m1− ia−1∑µ γµ sin (pµa)
m2 + a−2
∑
µ sin (pµa)
2 . (3.26)
This expression reproduces the continuum propagator when a → 0, but a problem
arises if we consider the case of massless fermions m = 0 (chiral limit). In this case
in fact, together with the correct pole in p = (0, 0, 0, 0), which is the one expected in
the continuum, we have also other 15 unwanted poles (called doublers) within the
fundamental Brillouin domain when p = (pi/a, 0, 0, 0), . . . , (pi/a, pi/a, pi/a, pi/a).
A famous no-go theorem by Nielsen and Ninomiya proves that the doublers are un-
avoidable for a lattice Dirac operator D that satisfies the chiral symmetry
{D−1, γ5} = 0 for m = 0 (3.27)
and which is ultralocal (i.e. the action only involves couplings between fields localized
in a spacetime region). In this work we fix this problem in the way proposed by Wil-
son: adding to the Dirac operator a term which breaks chiral simmetry but cancels the
doublers:
D˜(p) = m1+
i
a
∑
µ
γµ sin (pµa) + 1
1
a
∑
µ
(1− cos(pµa)) . (3.28)
The effect of the extra term is to replace the mass m in eq. (3.26) with a momentum
dependent mass m(p),
m(p) = m+
2
a
∑
µ
sin2
(pµa
2
)
, (3.29)
so that in the continuum limit the doublers become infinitely heavy and decouple from
the theory. The price to pay however is that in order to recover the chiral limit a fine
tuning of the mass is required.
So far we discussed only the free fermionic action. In the continuum the prescription
to introduce the interaction with the gauge fields is to replace the derivative ∂µ with the
covariant derivative Dµ = ∂µ + igAµ(x). On the lattice this is implemented as,
Dµψ(x) =
Uµ(x)ψ(x+ µˆ)− U−µ(x)ψ(x− µˆ)
2
(3.30)
so that the complete Wilson action and operator for fermions, with explicit spin-colour
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indexes4, can be rewritten as,
SWf = a
4
∑
i,j,a,b,α,β
ψ
a
α(i)D
W
αβ
a b
(i|j)ψbβ(j) (3.31)
DWαβ
a b
(i|j) =
(
m+
4
a
)
δa,bδα,βδi,j − 1
2a
±4∑
µ=±1
(1− γµ)αβUµ(i)a,bδi+µˆ,j .
(3.32)
The parameter m is traditionally set into lattice programs in the form of the hopping
parameter κ,
κ =
1
2(am+ 4)
(3.33)
which is related to the bare quark mass mq via:
amq =
1
2
(
1
κ
− 1
κc
)
. (3.34)
κc denotes the critical value, corresponding to a massless quark. The additive constant
is given by κ−1c = 8 + O(β−1) and its non-perturbative determination is discussed in
section 4.2.
3.5. The quenched approximation
In constructing the generating funtional Z we have to address the problem of the in-
tegration measure. The integrals involved in the construction of Z are site by site (or
better, in the case of a gauge theory, link by link) ordinary integrals (or integrals over
Grassmann variables in the case of fermions). For the links we have a natural choice for
the integration measure: the Haar measure, i.e. the invariant measure over the group
manifold dUµ(n). An important consequence of this is that, since the integration is
made over the whole group manifold all the gauge equivalent configurations are auto-
matically included in the sum. So, as opposed to the continuum case, on every finite
lattice the integration over the pure gauge degrees of freedom does not make quantum
averages ill defined: in the lattice formulation there is no need to fix a gauge.
To summarize the parts discussed in the previous sections, we can write:
Z =
∫ (∏
n,µ
dUµ(n)
)(∏
n
dψ(n)
)(∏
n
dψ(n)
)
e−Sg [U ]−Sf [U,ψ,ψ] (3.35)
4We use latin and greek letters respectively for colour and spin indexes.
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and we can perform the integration over the Grassmann variables (see appendix A),
reducing the partition function to,
Z =
∫ (∏
n,µ
dUµ(n)
)
det(DW [U ]) e
−Sg [U ]. (3.36)
The determinant above is the only term that includes information on the quark dynam-
ics, thus it is responsible for the contribution of the fermionic loops. Unfortunately, the
Dirac operator is a large matrix and the computation of its determinant is computation-
ally expensive. One possibility is to simply neglect this term, the so called quenched
approximation, by setting det(DW ) = 1. This is equivalent to assuming an infinite mass
for the valence quarks and, as we have already seen, is the correct choice for the large-N
limit.
3.6. Monte Carlo simulations
Although the lattice formulation reduces path integrals to multidimensional ordinary
integrals, an attempt to numerically evaluate the partition function fails due to thigh
dimensionality of the problem. The goal of the Monte Carlo approach is to provide
a small number of configurations which are typical of the thermal equilibrium of the
system, as the partition function at the thermal equilibrium is strongly dominated by
only a very small subset of configurations which are the most likely ones.
A Monte Carlo program starts with some initial configuration of the fields stored in
the computer memory and then sequentially makes pseudo-random changes on these
variables in such a manner that the probability density for encountering any configu-
ration C is proportional to the Boltzmann factor:
p(C) ∝ e−βS(C), (3.37)
where βS(C) is the action associated with the given configuration. In this way one can
generate a sequence of nc configurations that forms an ergodic trajectory over the phase
space and at the thermal equilibrium one can substitute the canonical ensemble mean
with an arithmetic mean over configurations:
〈O〉 =
∫ DUO(U) e−βS(U)
Z
≡ lim
nc→∞
1
nc
nc∑
i
O(Ci) (3.38)
In order to have a correct estimate of the errors, one needs to average the measure-
ments over a set of thermalised and uncorrelated configurations. We applied the tech-
niques explained in detail in appendix B to generate ensembles of configurations for
each SU(N) gauge group, volume and lattice spacing. We based most of our code on
the Chroma suite [31], which we have adapted to work for a generic N .
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3.7. Meson correlators
We use bilinears of the form,
B = uΓd (3.39)
as operators which reproduce the iso-triplet meson spectrum for an appropriate choice
of Γ, as summarized in table 3.1.
Particle pi ρ a0 a1 b1
Bilinear u¯γ5d u¯γid u¯d u¯γ5γid 12ijku¯γiγjd
JPC 0−+ 1−− 0++ 1++ 1+−
Table 3.1.: List of the studied channels and their bilinear operators used in the correla-
tion functions.
After performing the Wick contractions, we can express the meson correlators in
terms of single quark propagators:
〈B(x)B(y)〉 = 〈d(x)Γu(x)u(y)Γ(y)〉 (3.40)
= ΓαβΓδ
〈
d
a
α(x)u
a
β(x)u
b
δ(y)d
b
(y)
〉
= −ΓαβΓδ
〈
uaβ(x)u
b
δ(y)
〉〈
db(y)d
a
α(x)
〉
= −ΓαβΓδD−1u (x|y) β δ
a b
D−1d (y|x)  α
b a
= −Tr (ΓD−1u (x|y)ΓD−1d (y|x)) (3.41)
In this study, we discard iso-singlet operators like (uΓu+ dΓd)/
√
2, as the Wick con-
tractions produce disconnected pieces (i.e. terms proportional to Tr (ΓD−1)) which are
very noisy and are known to require much more statistics.
In addition, we use degenerate quark masses, i.e. mu = md, which leads to a further
simplification: if D−1d = D
−1
u in fact, we can use the property,
γ5D
−1(x|y)γ5 =
(
D−1(y|x))† (3.42)
so that only one of the two propagators of eq. (3.41) needs to be computed.
3.8. Point sources
Ideally one would evaluate eq. (3.41) for each couple of (x|y) points and average over
the appropriate x − y distances. This would require to invert the complete Dirac oper-
ator, a large sparse matrix, resulting into what is generically called all-to-all propagator.
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Unfortunately this matrix scales like the volume squared (and, in our case, also likeN2)
and the inversion becomes computationally too expensive, both from a memory and
from a computer-time perspective. While some techniques exist to estimate all-to-all
propagators, the simplest solution is to fix the source x to a single value of coordinates
x0, so that one deals with point-to-all propagators, and to replace the average over all
source points with just one single source point. This approach still leads to the correct
result for the correlators once the average over many configurations is performed. With
this trick, the cost of the inversion scales only like the volume and the computations be-
come feasible.
From the numerical point of view, this is achieved by introducing a point source,
ψ(x0,b0,β0)(x)βb = δ(x− x0)δb b0δβ,β0 (3.43)
and solving the equation Dx = ψ, the solution x being only one column of the full
inverted Dirac operator,
D−1
αβ0
a b0
(y|x0) =
∑
x,b,β
D−1
αβ
a b
(y|x)δ(x− x0)δb b0δβ,β0 . (3.44)
This quantity, which must be calculated for the 4N possible values of β0 and b0, is calcu-
lated in practice by means of iterative numerical methods, like the Conjugate Gradient
(CG) or a more advanced version of it (BiCGStab), explained in appendix C.
3.9. Mass extraction
In order to study the mass of the mesons, we first perform a Fourier transformation on
the bilinear to set the hadron operator into a state of a definite spatial momentum ~p:
B˜(~p, t) =
1
Vs
∑
~x∈Vs
B(~x, t) exp(−i~x · ~p) ; Vs = a3N3s (3.45)
and then we impose the condition ~p = ~0.
The source termB(~0, 0) in eq. (3.40) is left in real space; it does not require momentum
projection, as states with different momenta are orthogonal.
By using zero-momentum operators, the meson correlator of eq. (3.40) can be re-
placed by
C(t) =
1
Vs
∑
~x∈Vs
〈B(~x, t)B(~0, 0)〉, (3.46)
which depends only on the time t, due to the averaging over the spatial position. To
better understand the behaviour of this function, we insert in the correlator5 a complete
5We drop the tilde and p from the notation.
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sum over the eigenstates |n〉 of the Hamiltonian,
1 =
∑
n
|n〉〈n|. (3.47)
While in principle |n〉 can represent any state (particle) of the theory, an operator B will
overlap with states of the same quantum numbers, so that in practice the sum above can
be interpreted as a sum over all the radial and internal excitations of a given particle.
After the insertion, sinceEn = mn, it is clear that the correlator is a sum of exponentially
suppressed terms,
C(t) = 〈0|B(t)B(0)|0〉 =
∑
n
〈0|B(t)|n〉〈n|B(0)|0〉 =
=
∑
n
〈0|eHtB(0)e−Ht|n〉〈n|B(0)|0〉 =
∑
n
e−t En ‖〈0|B(0)|m〉‖2 =
=
∑
n
ane
−t En = a0e−tm0 + a1e−tm1 + . . . , (3.48)
where for large values of t only the ground state (i.e. the particle of smallest mass)
survives. This allows us to extract the mass value with an exponential fit over C(t),
which will behave like a cosh due to the periodic boundary conditions in time:
C(t) = A
(
e−tm0 + e−(Nt−t)m0
)
(3.49)
To summarize, the steps to extract the mass of a ground state meson are,
• generate a number nc of configuraton.
• for each i ∈ nc create 4N point sources.
• invert the Dirac operator over the sources to get D−1.
• contract numerically Tr (ΓD−1ΓD−1) as in eq. (3.41).
• for each time-slice average over the spatial volume to get the correlators.
• average over the configurations.
• fit the data.
While this method is in principle sufficient to obtain the mass of a ground state me-
son, in the practice the presence of excited states can contribute significantly to the
signal, in a way that requires large lattice extension in the temporal direction. More-
over, except for the lightest (pseudosclar) meson, the signal to noise ratio deteriorates
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exponentially with the Euclidean time separation. To overcome this problem we use
the techniques explained in the next two sections.
As a last remark, we stress how this entire procedure depends on two parameters:
β, which ultimately is related to the physical lattice spacing, and κ, which tunes the
mass of the quarks and ultimately the mass of the hadrons, which are made of quarks.
One needs to repeat the whole analysis for many κ, β,N and V -values, in order to
approach and fit the limit of infinite volume, large N , zero (or small) mass and zero
lattice spacing. Computing accurate correlators tends to be more and more expensive
in the chiral (mq = 0) and the continuum limits. However, the noise to signal ratio
becomes better in the large N limit and for bigger volumes.
3.10. Extended sources
From eq. (3.48) it is clear that in order to have a good signal for the correlation func-
tions one needs to employ operators B which have a strong overlap with the desired
hadron state. Since composite particles are usually not point-like, i.e. they have some
smeared distribution over space, one can assume that replacing point-like sources with
Gaussian-shaped ones improves the signal. Moreover, one can vary the width of the
Gaussian to tune the operators.
In order to mimic a Gaussian shape, we employ several steps of Wuppertal smear-
ing [32] which, starting from a point source ψ0, iteratively modifies a fermion field as:
ψn+1 =
1
1 + 6ω
ψn + ω ±3∑
j=±1
U ′j(x)ψ
n(x+ ajˆ)
 , (3.50)
where n denotes the number of iterations, ω is the smearing parameter (we used ω =
0.25). The practice has shown that smoother signals can be obtained by using a smeared
U ′ gauge field with respect to the standard one U . In this case we employ 10 iterations
of the so called APE smearing routine [33]:
U ′i(x) = ProjSU(N)
[
αUi(x) +
∑
i 6=j
Uj(x)Ui(x+ ajˆ)U
†
j (x+ aiˆ)
+U †j (x− aiˆ)Ui(x− ajˆ)Uj(x+ aiˆ− ajˆ)
]
, (3.51)
with smearing parameter α = 2.5.
Smearing can be applied both at the source and the sink, the latter requiring to ap-
ply the same iterative routine in eq. (3.50) to the inverted propagator. The Wuppertal
smearing is designed so that the Gaussian shape becomes wider the more iteration one
performs. Unfortunately, there is no a-priori knowledge of how many steps to take
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for the best signal in terms of its ground state overlap, the choice depending on the
operator, the lattice spacing, etc.
To quantify the quality of the smearing method, we introduce an “effective" mass
meff ,
ameff(t) = arccosh
[
C(t+ a) + C(t− a)
2C(t)
]
. (3.52)
For negligible excited state contributions one would expect eq. (3.49) to hold exactly,
i.e. meff should be a constant. A deviation from a constant will reveal the presence
of excited state contamination. In fig. 3.2 we plot the effective mass for a pion, where
the operators have been smeared both at source and sink, for an increasing number of
steps.
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e
ff
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√ σ
t
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Figure 3.2.: Effective mass for an SU(7) pion with mpi ≈ 620 MeV. Different choices of
smearing steps are shown.
While all the curves tend to the same plateau, the most smeared ones reach it earlier
(i.e. for smaller values of t), though at the price of larger statistical errors. For this
reason, both non-smearing and over-smearing are not advisable. To get rid of the higher
states contribution, we look at the effective mass to establish the safe fitting region (see
the next section) but we fit the correlator to eq. (3.49), instead of fitting the effective
mass.
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3.11. Variational method
The methods described so far allow to extract only the ground state from a given cor-
relator, with a precision that depends on the overlap between the operator and the
physical state. In order to extract the ground state and the first excited level we employ
the variational analysis discussed in refs. [34–36]. For each channel, we computed the
cross-correlation matrix,
Cij(t) = 〈Oi(t)Oj(0)〉 (3.53)
where i and j correspond to the number of iterations (0, 20, 80 or 180 steps in our case)
of Wuppertal smearing, for the sources and the sinks.
Then we solved the generalized eigenvalue problem:
C(t)vα = λα(t)C(t0)v
α (3.54)
to extract the eigenvalues λα which, as shown in ref. [35], behave as,
λα(t) = λα0 e
−tEα (1 +O(e−t∆Eα)) (3.55)
for t  Nta with Eα = mα for ~p = 0 and ∆Eα being the mass gap to the next state
(higher α-values indicating higher states). For the largest and second largest eigenval-
ues, λ0 and λ1, we apply the same techniques explained in the previous section for
C(t), i.e. we extract the mass m performing hyperbolic-cosine fits in [tmin, tmax] ranges
(tmax ≤ aNt/2) according to,
λ(t) = A
(
e−mt + e−m(aNt−t)
)
. (3.56)
All statistical uncertainties were estimated using a jackknife procedure. With four dif-
ferent operatorsOi, in many cases we were able to extract the first three states, however
we regard the second excited states as unreliable at the present statistics. Using a sub-
set of three operators out of the four mentioned above leads to compatible mass values
within errors.
Varying t0 in the range [0, 2a] gives compatible results, so we used t0 = a. To select the
best fit ranges, for each particle we first studied the effective mass defined in eq. (3.52),
replacing C(t) with λ(t). We determined tmin as the Euclidean time separation at which
meff reaches a plateau (within statistical uncertainties), so that the contribution from
higher states is negligible, while tmax ≤ aNt/2 is the value where meff becomes too
noisy for stable fits. The signals become more precise at larger N , lower κ-values (i.e.
larger quark masses) and are most precise for the pion and rho channels. Typically we
fit λ(t) in the range [5a, aNt/2] for the ground states and in the range [5a, 10a] for the
first excited states, adjusting these ranges (by one or two lattice spacings) on a case-by-
case basis. Fitting to eq. (3.56) with this procedure leads to reduced χ2-values which
are well below one.
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The cost of inverting the propagator increases at lower quark masses, with the signal
becoming noisier at the same time. For this reason, for the lowest two quark masses
of each SU(N) group, we focused only on the ground states and instead of using the
variational method we computed the two point functions using 80 steps of smearing for
the sources/sinks6. We then applied the same analysis for λ(t) directly to the correlator
C(t).
3.12. String tension σ
Phenomenologically, we can model mesons by assuming that the valence quark and
antiquark in a meson are tied together by a linearly rising potential. The simplest way
to describe such a behaviour is to assume that the infrared regime of QCD is described
by an “effective" string which joins together quark and antiquark.
In the real world the best set up to extract experimental information on the string
tension σ is represented by the spectrum of the heavy quarkonia where the quark-
antiquark spectrum can be studied with non-relativistic techniques thanks to the large
masses of the quarks. Suitable potential models can be used to fit the spectrum and in
this way a phenomenological estimate for σ ≈ 1 GeV/fm can be extracted.
R
T
q q
Figure 3.3.: The Wilson loop
around a R× T
rectangle.
On the lattice the simplest way to mimic a static
quark-antiquark pair is by studying the expecta-
tion value of a large rectangular Wilson loop of
sizes R × T as shown in fig. 3.3. The physical in-
terpretation of the expectation value 〈W (R, T )〉 is
that it represents the variation of the free energy
due to the creation a the time t0 of a quark and
an anti-quark which are separated by a distance R
from each other, evolve for a time T , and finally
annihilate at the instant t0 + T .
According to this description we expect that for
large T :
〈W (R, T )〉 ∼ e−T V (R) (3.57)
where V (R) is the potential energy of the quark-
antiquark pair. A way to estimate its value is:
V (R) = − lim
T→∞
∂
∂T
log〈W (R, T )〉 (3.58)
In numerical simulations of non-Abelian Yang-Mills theory at zero temperature, Wilson
loops of asymptotically large sizes are always found to obey an “area law”:
6Usually one has to smear more at smaller lattice spacing. In the section related to the continuum limit,
we used 180 smearing steps and slightly larger tmin values for the very smallest lattice spacing.
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〈W (R, T )〉 = e−σ RT+... (3.59)
The area law for the Wilson loops is responsible for a linear rise of the potential:
V (R) ' σR, which implies linear confinement of static color sources, and the quantity
σ takes the name “string tension”.
The string tension σ is an important quantity in lattice QCD, as it can be used to “set
the scale” in pure gauge lattice simulations, i.e. to connect the values read on the lattice
(pure numbers) to real-world quantities. In fact any quantity on the lattice is expressed
in units of the lattice spacing a, which needs to be converted in physical units (fm). On
the lattice we can measure:
a
√
σ = Fσ(β) (3.60)
where Fσ(β) is a pure number depending on β. If we assume the ad hoc value σ =
1 GeV/fm ≈ (444 MeV)2 and if we remember that into natural units ~c ' 197 MeV · fm
is defined to be 1, we can extract the value of a:
a =
Fσ(β)√
σ
=
Fσ(β)
444 MeV
=
Fσ(β)
444
197 fm (3.61)
In the literature the numerical quantity Fσ(β) is usually known with a very good preci-
sion, for most of the used gauge group in 3 and 4 dimensions. It is important to notice
that the physical value σ ≈ (444 MeV)2 is extrapolated from real-world phenomenol-
ogy, so, strictly speaking, it should be used only for SU(3) QCD in 4d. It is a common
practice however to use this number for different theories and dimensions. Alterna-
tively, it is always possible to convert lattice results to physical units using ratios of
dimensionful quantities, as we will do below.
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Simulations and results
This chapter is focused on the results obtained at one single lattice spacing to illustrate
the techniques and analysis used for each particle. Results at different lattice spacing,
as well as continuum limit extrapolations, will be detailed in chapter 5.
4.1. Setting the scale
In this work, we study theories with SU(N) internal color symmetry with N = 2, 3, 4,
5, 6, 7 and 17 color charges; in each case we choose the coupling
β =
2N
g2
=
2N2
λ
, (4.1)
such that the (square root of the) string tension in lattice units a
√
σ ' 0.2093 is the
same for each N . This could be done with high accuracy for N = 2, 3, 4 and 6, using
the string tension calculations of ref. [6, 7], and for N = 5 and 7, using those of ref. [8].
Using the ad hoc value σ = 1 GeV/fm, our lattice spacing corresponds to a ≈ 0.093 fm or
a−1 ≈ 2.1 GeV. We stress again that in the real world where experiments are performed,
i.e. nf > 0, N = 3 6= ∞, the string tension is not well defined. This means that any
absolute scale setting in physical units will be arbitrary and is just meant as a rough
guide.
For the theory with SU(17) gauge group, there are unfortunately no string tension
calculations available, so we extracted a β-value from a fit of the QCD Λ-parameter in
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Figure 4.1.: Λ-parameter estimates of eq. (4.2), in units of the square root of the string
tension. The errors shown are propagated from those of a
√
σ.
Fit 3 points 4 points
linear 208.45 208.16
quadratic 209.04 208.77
Table 4.1.: Fit results for β at N = 17.
the lattice scheme:
Λ ≈ a−1 exp
[
− 1
2b0λ(a−1)
]
· [b0λ(a−1)]− b12b20 · [1 + 1
2b30
(
b21 − bL2 b0
)
λ(a−1) + . . .
]
, (4.2)
with [37, 38]
λ =
2N2
β
, b0 =
11
3 (4pi)2
, b1 =
34
3 (4pi)4
, bL2 =
1
(4pi)6
(
−366.2 + 1433.8
N2
− 2143
N4
)
.
(4.3)
Λ/
√
σ was calculated from the data presented in refs. [6–8] for SU(2 ≤ N ≤ 8) and is
shown in figure 4.1. Using the data for N = 6, 7 and 8 and a linear fit in 1/N2, we
obtained β = 208.45 for N = 17. Adding further values of N ≥ 4 or using a quadratic
fit in 1/N2 changed this value by less than 0.3% (see table 4.1).
Table 4.2 summarizes the essential technical information of our computations. The
N ≤ 7 results presented in the fits and plots here are obtained from the 243×48 lattices,
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N N3s ×Nt β λ 105κ nconf
2 163 × 32
2.4645 3.246
14581, 14827, 15008, 15096 400
243 × 48 14581, 14827, 15008, 15096, 15195.9 ,15249.6 200
323 × 64 14581, 14827, 15008, 15096, 15195.9 ,15249.6 100
3 163 × 32
6.0175 2.991
15002, 15220, 15380, 15458 200
243 × 48 15002, 15220, 15380, 15458, 15563.8, 15613 200
323 × 64 15002, 15220, 15380, 15458, 15563.8, 15613 100
4 163 × 32
11.028 2.902
15184, 15400, 15559, 15635 200
243 × 48 15184, 15400, 15559, 15635, 15717.3, 15764 200
5 163 × 32
17.535 2.851
15205, 15426, 15592, 15658 200
243 × 48 15205, 15426, 15592, 15658, 15754.8, 15835.5 200
6 163 × 32
25.452 2.829
15264, 15479, 15636, 15712 200
243 × 48 15264, 15479, 15636, 15712, 15805.1, 15884.5 200
7 163 × 32
34.8343 2.813
15281.6, 15496.7, 15654.7, 15733.9 200
243 × 48 15281.6, 15496.7, 15654.7, 15733.9, 15827.3, 15906.2 200
17 123 × 24 208.45 2.773 15298, 15521, 15684, 15755, 15853.1, 15931 80
Table 4.2.: Parameters of the main set of lattice simulations used in this work, β denotes
the gauge action parameter, while κ is the hopping parameter appearing in
the quark propagator. All configurations were separated by 200 combined
heatbath and overrelaxation Monte Carlo sweeps and found to be effectively
statistically independent. For orientation we also include the bare ’t Hooft
parameter.
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corresponding to Ls = aNs ≈ 2.2 fm. In order to study finite size effects (FSE), we
also performed additional simulations, both using smaller and (for N = 2 and 3) larger
volumes—see the discussion in section 4.9. For SU(17) we employed a smaller 123× 24
volume. The corresponding extent Ls = 12a ≈ 2.512/
√
σ is well above the inverse
critical temperature [8] T−1c ≈ 1.681/
√
σ . Lc.
The κ-values were selected to keep one set of six pion masses approximately constant
across the different SU(N) theories. To achieve this, we combined the results reported
in ref. [17] for the groups studied therein with initial estimates for the groups that had
not been studied before. We vary the “pion” mass down to mpi/
√
σ ≈ 0.5 for groups
with N ≥ 5, and to mpi/
√
σ ≈ 0.75 for N < 5. We also simulated a smaller quark mass
for SU(N < 5) but found significant numbers of “exceptional configurations" [39] (up
to 15 % of the total); we leave these data out of this work. For N = 5, at the lowest
quark mass, only two exceptional configurations were encountered and we removed
them from the analysis.
4.2. The PCAC mass and the critical hopping parameter κc
As already stated, the expectation value of a local operator O is given by,
〈O〉 = 1
Z
∫
D[ψ, ψ¯, U ]O[ψ, ψ¯, U ]e−S[U ]. (4.4)
For an infinitesimal symmetry transformation ψ → ψ + δψ, ψ¯ → ψ¯ + δψ¯, and for a non-
anomalous transformation of the integration measure, the linear change in eq. (4.4) is
0 = 〈δO〉 − 〈δS O〉. (4.5)
In the case of an infinitesimal chiral transformation δψ(x) = (x)γ5ψ(x); δψ¯(x) =
(x)ψ¯γ5(x), where (x) vanishes outside some bounded region, the variation to the ac-
tion reads,
δS =
∫
d4x(x) [−∂µAµ(x) + 2mP (x)] , (4.6)
where Aµ(x) = u¯(x)γµγ5d(x), P (x) = u¯(x)γ5d(x). For an operator O which creates a
pion state on the vacuum, this leads to the formulation of the partially conserved axial
current (PCAC) relation,
〈0|∂µAµ|pi〉 = 2mPCAC〈0|P |pi〉, (4.7)
which we use to determine our non-perturbative κc value.
On the lattice we compute mPCAC = limt→∞mPCAC(t) as:
amPCAC(t) =
Cγ0γ5,γ5(t+ a)− Cγ0γ5,γ5(t− a)
4Cγ5,γ5(t)
, (4.8)
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Figure 4.2.: Fit of the PCAC mass to eq. (4.10) (left), together with the 1/N2 fit of the
parameters A, B and κc (right). We plot systematic errors for κc.
using smeared pion sources, and fit the plateau in t to a constant. This quantity is
related to the vector quark mass amq defined in eq. (3.34) by renormalization constants:
mPCAC =
ZP
ZAZS
mq. (4.9)
Taking into account the leading lattice corrections (1 + bXam) to renormalization con-
stants ZX and the currents themselves, we can fit our lattice results to the expression:
amPCAC = A (1 +B amPCAC + . . . )
1
2
(
1
κ
− 1
κc
)
, (4.10)
from which we extract κc, A and B (see table F.1 of appendix F ). The fits are plotted in
figure 4.2.
The (unrenormalized) PCAC mass can be determined very precisely (see tables F.3-
F.9), so we will expand every meson mass as a function of this variable.
We expect the parametersA,B and κc to haveO(1/N2) corrections, hence we fit them
to
α1 +
α2
N2
, (4.11)
as shown in figure 4.2. With this analysis, we obtain good fits for A and B, with val-
ues of the reduced χ2 close to 1, while for κc, although qualitatively the behavior looks
very promising, we get a χ2 per d.o.f. of 300, indicating that uncertainties in our data
are underestimated. In fact κc can be considered a function of β only, which was chosen
to match the string tension among the different groups. This process introduces a sys-
tematic error which propagates to κc. A qualitative way to estimate this propagation
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is to consider finite differences between the values of κc, β and a
√
σ from refs. [6–8, 18]
and to compute
δκc =
∆κc
∆β
∆β
∆(a
√
σ)
δ(a
√
σ). (4.12)
The r.h.s factors of the equation above are listed in table F.2, together with δκc for the
groups available in refs. [17,18]. These systematic uncertainties due to the matching of β
are ten to twenty times larger than the statistical ones and, since they are approximately
constant across theN -values, we used the same errors for the remaining groups. Taking
this into account, the reduced χ2-value of the κc fit becomes 1.6.
The 1/N2 fit results are:
A = 0.8291(20)− 0.699(45)
N2
, (4.13)
B = 0.390(13) +
2.73(26)
N2
, (4.14)
κc = 0.1598555(33)(447)− 0.028242(68)(394)
N2
, (4.15)
where in the κc-case the second error is the systematic one, due to the slight mis-
match in the string tension, detailed above. We find the values of A ≈ ZP /(ZAZS) to
be consistent (up to 10% difference) to the non-perturbative renormalization constants
calculated in appendix D. As discussed there, the systematics associated to ZP are hard
to assess and would require a dedicated work. For SU(3) we find a value of A = 0.75,
which is consistent with the non-perturbative result 0.82(11) of [40] obtained at β = 6.0,
close to our value β = 6.0175.
4.3. The pion mass
The pion masses are shown in figure 4.3 and presented in tables F.3–F.9 of appendix F
as dimensionless ratios, dividing them by the square root of the string tension
√
σ.
Quenched chiral perturbation theory [41], an effective low-energy theory that describes
the dynamics of the lightest mesons, predicts
(ampi)
2 = A (amq)
1
1+δ + . . . , (4.16)
where the exponent δ is due to the presence of chiral logarithms. The theory predicts
δ to be positive, O(10−1) for SU(3), and suppressed as 1/N at large N . However, it
is known that data in the region where mpi/
√
σ > 1 are not very sensitive to chiral
logarithms [42], and fitting larger pion masses according to eq. (4.16) would lead to
values of δ with even the wrong sign. For this reason, we included a subleading term
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of the quark mass expansion, performing fits according to:
m2pi
σ
= A
(
mPCAC√
σ
) 1
1+δ
+B
m2PCAC
σ
. (4.17)
In these fits, the δ exponent is, essentially, determined by the lowest pion masses—
which, unfortunately, are the points with the largest uncertainties. This leads to rather
large relative errors for δ. Nevertheless, we find clear evidence that δ gets smaller when
N is increasing. Within our precision, δ is found to be consistent with zero for allN ≥ 6.
In fact, for larger N one can omit δ completely from the formula and still obtain a
good fit. Conversely, for N ≤ 3 we find O(10−1) values of δ, where for SU(3) we get
results consistent with those reported in ref. [43], in which Wilson and clover actions
were used, and also consistent with table 3 of ref. [42], where different values of δ were
calculated, using different actions. This suggests a small 1/N coefficient and thus we
include the next higher order into the 1/N fit.
The N dependence of δ and the expansion of A and B in powers of 1/N2 (see fig-
ure 4.3) give a χ2 per degree of freedom close to 2 and read:
A = 11.99(0.10)− 8.7(1.6)
N2
, (4.18)
B = 2.05(0.13) +
5.0(2.2)
N2
, (4.19)
δ =
0.056(19)
N
+
0.94(21)
N3
. (4.20)
In order to assess the systematics on the exponent δ, we performed a combined fit
(mPCAC, N) of our data to eq. (4.17), using all the N -values at once and excluding the
two highest masses for each group. Since the Wilson action explicitly breaks the chiral
symmetry, we include in the fit also a constant term which however is found to be
consistent with zero. The resulting curve has χ2/d.o.f. = 1.6 and reads,
m2pi
σ
= 0.0015(36) +
(
11.67(15)− 8.1(5.4)
N2
)(
mPCAC√
σ
) 1
1+δ
+
+
(
2.95(42)− 1(15)
N2
)
m2PCAC
σ
(4.21)
δ =
0.093(27)
N
+
1.00(52)
N3
. (4.22)
Note that the m2PCAC term is now less well determined, due to the exclusion of high
mass points. However, the δ-parametrisation is consistent with the one of eq. (4.20).
In figure 4.4 we plot for each group the pion mass according to eq. (4.21) divided by
the PCAC mass, in order to emphasise the deviations from a linear behaviour, due to
the exponent δ.
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Figure 4.3.: Fit of the squared pion mass, in units of the string tension, to eq. (4.17) (left
panel), N dependence of the fit parameters eq. (4.18)–(4.20) (right).
Below, we expand all the remaining meson masses as functions of mPCAC. These can
easily be translated into dependencies on m2pi through eq. (4.17) above.
4.4. The ρ mass
Quenched chiral perturbation theory predicts a dependence of mρ on the square root
of the quark mass mq [44], in contrast to the unquenched theory, where the leading
behavior is linear in mq. Thus the expansion of mρ takes the form:
mρ = mρ,0 + C1/2m
1/2
q + C1mq + C3/2m
3/2
q + . . . , (4.23)
where theC1/2 coefficient is expected to be negative and to vanish as 1/N in the large-N
limit [44], restoring the linear behavior.
The masses of the ρ states are listed in tables F.3 to F.9 and plotted in figure 4.5 against
the PCAC mass. For each group we fit:
mρ√
σ
= A+B
(
mPCAC√
σ
)1/2
+ C
mPCAC√
σ
+D
(
mPCAC√
σ
)3/2
, (4.24)
and then expand A, C and D in powers of 1/N2, while fitting B linearly in 1/N . Note
that D should vanish like 1/N2 in the large-N limit. The parameter B is found to be
compatible with zero for N > 5 while the parameter D has unexpectedly a finite value:
this effect is due to contamination from higher orders in the quark mass, as we show
below.
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Figure 4.4.: Combined fit of m2pi/ (mPCAC
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eq. (4.21), for each N .
The large-N expansion of the parameters reads:
mρ√
σ
=
(
1.504(51) +
2.19(75)
N2
)
− 2.47(94)
N
(
mPCAC√
σ
)1/2
+
(
3.08(53) +
16.8(8.2)
N2
)(
mPCAC√
σ
)
+
(
−0.84(31)− 9.4(4.8)
N2
)(
mPCAC√
σ
)3/2
. (4.25)
To address the question of the non-vanishing large-N value ofD, we interpolated the
data with an alternative fit (figure 4.6) of the form:
mρ√
σ
=
(
1.5382(65) +
0.51(11)
N2
)
+
(
2.970(34)− 3.39(55)
N2
)(
mPCAC√
σ
)
+
(
−0.706(43) + 3.00(68)
N2
)(
mPCAC√
σ
)2
. (4.26)
Although the 1/N counting of eq. (4.26) is not consistent, because of the missing square
root term, one should notice that eq. (4.25) and eq. (4.26) share the same N → ∞ be-
haviour. In fact theN =∞ coefficients of eq. (4.25) agree within the errors with those of
eq. (4.26). In particular, we stress that the non-vanishing term 0.84(31) (mPCAC/
√
σ)
3/2 is
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Figure 4.5.: Fit of the ρ mass to: mρ/
√
σ = A+B · (mPCAC/
√
σ)1/2 + C ·mPCAC/
√
σ +D ·
(mPCAC/
√
σ)3/2 (left). 1/N2 fits of the parameters A, C and D and 1/N fit of
B (right).
consistent with 0.706(43) (mPCAC/
√
σ)
2, for the range of mPCAC studied. In principle one
should introduce a quadratic term into eq. (4.25), in practice however, such a fit to six
points with five free parameters becomes unstable and does not allow us to study the
1/N behaviour of the coefficients.
A possible solution is to fit the data for all groups at once using a combined fit, where
we fix the (mPCAC, N) functional form up to the second order term in the quark mass
(figure 4.7). With this approach we obtain:
mρ√
σ
=
(
1.5395(83) +
0.92(21)
N2
)
− 0.06(14)
N
(
mPCAC√
σ
)1/2
+
(
2.994(44)− 13.9(48)
N2
)(
mPCAC√
σ
)
+
(
27(11)
N2
)(
mPCAC√
σ
)3/2
+
(
−0.739(50)− 15.1(73)
N2
)(
mPCAC√
σ
)2
, (4.27)
with a χ2/d.o.f. = 2. The drawback of this approach is that data at small (mq, N) have
less weight in the combined fit, leading to a smaller coefficient for the m1/2PCAC term.
In order to compare our results with the holographic prediction (see section 6.2) it
is useful to study mρ as a function of the pion mass, paying particular attention to
the linear term of mρ(m2pi). Since the results of eqs. (4.25)–(4.27) tend to agree in the
large-N limit and considering that our extrapolation relies on small N , which might
be affected by quenched deviations, we quote eq. (4.25) as our best phenomenological
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Figure 4.6.: Quadratic fit of the ρ mass in units of the square root of the string tension,
according to eq. (4.26).
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parametrization of the data. To avoid further propagation of errors, we fit for each N
the ρ data directly to the pi masses using the fit form of eq. (4.25), with the substitution
mPCAC → m2pi. Then we extrapolate the fitted slope to N →∞, obtaining:
mρ(mpi)
mρ(0)
= 1 + 0.360(64)
(
mpi
mρ(0)
)2
+ . . . . (4.28)
As a consistency check, we can omit the data corresponding to the largest quark masses
and repeat the analysis using only the smallest three masses and a simple linear fit. This
leads to:
mlinρ (mpi)
mρ(0)
= 1 + 0.317(2)
(
mpi
mρ(0)
)2
+ . . . , (4.29)
where the smaller error may be unreliable because the fit has two free parameters for
only three data points. We quote eq. (4.28) as our final result. As already pointed out in
ref. [17], the results for the slope are close to the holographic prediction obtained in the
context of the model presented in ref. [45] (see ref. [46] for a detailed discussion).
4.5. The scalar particle
The analysis of the scalar mesons a0 requires special attention. In the quenched theory,
in which η′ also becomes a Goldstone boson violating unitarity, the scalar correlator
shows a long-range negative contribution, in addition to the standard short-range ex-
ponential decay. In ref. [47] it was shown that this effect, which is dominant and clearly
visible only at the lowest quark masses, is caused by loop diagrams corresponding to
an intermediate η′ − pi state, which is light and has negative norm in the quenched
approximation. Our approach consists in fitting the a0 two-point functions as:
C(t) = C0e
−ma0 t − C1e−µt, (4.30)
where the “unphysical” quantities C1 and µ are fixed using the values at large t only.
This approach works very well for N ≥ 5, where the noise in the central region of the
correlator is smaller. For similar smearing/normalization we expect the amplitudes Ci
to be proportional to N , with 1/N2 corrections,
Ci ≈ N
(
ai +
bi
N2
+ . . .
)
. (4.31)
In particular, we expect the ratio C1/C0 to be zero at N = ∞, i.e. a1 = 0 and C1 ∝
N−1. Indeed we find no evidence of negative contributions at N = 17 for the values of
the quark masses studied. Moreover, the negative contributions get smaller at higher
masses, meaning thatC1 is at least suppressed likem−1PCAC (and vanishes forma0 > 2mpi).
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(Un)fortunately this behaviour is visible only at the very lowest quark mass for each
of the groups studied, shown in figure 4.8 (left), so we cannot analyse in detail the
amplitude C1 as a function of mPCAC. The best strategy to give a qualitative estimate
of C1 is to employ a combined (mPCAC, N) fit, where we use data points from all group
(figure 4.8 - right). This leads to the preliminary estimate
C1
C(t = a)
= −0.0269(53)
√
σ
N ·mPCAC , (4.32)
with a reduced χ2 of 1.4. Note that for SU(2) (not shown in the figure) we were unable
to obtain meaningful results.
The a0 masses, calculated according to eq. (4.30), are listed in tables F.3-F.9 and their
1/N2 expansion (plotted in figure 4.9) reads,
ma0√
σ
=
(
2.402(34) +
4.25(62)
N2
)
+
(
2.721(53)− 6.84(96)
N2
)
mPCAC√
σ
. (4.33)
4.6. The remaining mesons
The ground state energies for the remaining states are listed in tables F.3–F.9. The cor-
responding fits are shown in figures F.1–F.2 of appendix F; in these cases, our fits do
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not include quadratic terms, because of the larger uncertainties of the data. We fit the
remaining states to the form,
mX√
σ
=
(
AX,1 +
AX,2
N2
)
+
(
BX,1 +
BX,2
N2
)
mPCAC√
σ
(4.34)
and list the results for AX,1, AX,2, BX,1 and BX,2 in table F.17.
As discussed above, the variational method allows us to extract the first excited states
in each channel, although the results for these masses are much noisier than the corre-
sponding ground states. We list the masses in tables F.10–F.16 and plot in figures F.3
to F.7 their quark mass dependences and the 1/N2 dependences of the respective fit
parameters. The excited states are also fitted to eq. (4.34) and the results are listed in
table F.17.
4.7. Fpi and fρ
We define the lattice meson decay constants1 F latpi and f latρ as
〈0|A4|pi〉 =
√
2mpiF
lat
pi , (4.35)
〈0|Vk|ρλ〉 = mρf latρ ek(p, λ), (4.36)
whereA4 = u¯γ4γ5d and Vk = u¯γkd are the non-singlet axial and vector currents, respec-
tively, while ek(p, λ) denotes a polarization vector.
1Throughout the paper we use the notation Fpi = fpi/
√
2 ≈ 92 MeV to indicate the pion decay constant.
F latpi is the same quantity calculated on the lattice: Fpi = ZAF latpi .
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We fit the pion and the axial correlators for large t as:
〈A4(t)piα(0)〉 ' 1
2mpi
〈0|A4|pi〉〈pi|pi†α|0〉e−tmpi ≡ CA4e−tmpi (4.37)
〈piα(t)piα(0)〉 ' 1
2mpi
〈0|piα|pi〉〈pi|pi†α|0〉e−tmpi ≡ Cpie−tmpi (4.38)
(where piα is one of the four differently smeared pion interpolators) and then compute
F latpi as:
F latpi = CA4
√
1
mpiCpi
. (4.39)
In order to better compare large-N to N = 3 results, we choose to normalize the decay
constants as:
Fˆpi = Fpi
√
3
N
, fˆρ = fρ
√
3
N
. (4.40)
For the SU(3) theory, we find results which are consistent with ref. [48], while for larger
gauge groups our measurements show that the expected
√
N scaling behavior is well
satisfied, see figure 4.10 and tables F.18–F.24.
The 1/N2 expansion of the (rescaled) pion decay constant reads:
Fˆ latpi√
σ
=
(
0.2619(37)− 0.121(56)
N2
)
+
(
0.506(24)− 0.29(30)
N2
)
mPCAC√
σ
+
(
−0.320(31) + 0.28(37)
N2
)
m2PCAC
σ
. (4.41)
In the case of f latρ , we use a similar approach—the main difference being due to presence
of the polarization vector ek(p, λ). This satisfies the relation∑
λ
eµ(p, λ)eν(p, λ) = gµν − pµpν
p2
, (4.42)
so that for zero momentum and for a fixed direction µ = ν the above expression be-
comes one, and the computation is identical to the previous one (up to a
√
2 factor). To
improve the statistical precision, we averaged the results over the three spatial direc-
tions. We plot the ρ decay constants for different N in figure 4.11; the 1/N2 fits can be
summarized as:
fˆ latρ√
σ
=
(
0.8560(56)− 0.20(10)
N2
)
+
(
0.395(38)− 0.41(63)
N2
)
mPCAC√
σ
+
(
−0.287(51) + 0.31(79)
N2
)
m2PCAC
σ
. (4.43)
44
4. Simulations and results
0 0.1 0.2 0.3 0.4 0.5
mpcac/√σ
0.25
0.3
0.35
0.4
0.45
^ F pi
la
t /√
σ
SU(2)
SU(3)
SU(4)
SU(5)
SU(6)
SU(7)
SU(17)
SU(∞)
0.5 1 1.5 1.75 2 2.25 2.5 2.75
m
pi
/√σ(N=3)
0 0.1 0.2
1/N2
0.22
0.24
0.26
A
0.4
0.5
0.6
B
-0.4
-0.3
-0.2
C
Figure 4.10.: Fit of the rescaled pion decay constant to: Fˆ latpi /
√
σ = A+B ·mPCAC/
√
σ +
C ·m2PCAC/σ, and 1/N2 fit of the resulting fit parameters A, B and C.
The decay constants computed on the lattice are related to the ones in the continuum
by the renormalization constants ZA and ZV ,
Fˆpi = ZAFˆ
lat
pi , fˆρ = ZV fˆ
lat
ρ . (4.44)
Prior to this work, ZA and ZV had been determined non-perturbatively only for N = 3
[40, 49] while two-loop perturbative results are known [50, 51] to converge slowly. In
appendix D we discuss in detail the non-perturbative computation of ZA and ZV for
N = 3 and N 6= 3 and of their systematics. The results for Fˆpi and fˆρ are listed in
tables F.18–F.24.
4.8. Chiral condensate 〈ψψ〉
In the massless quark limit, the QCD Lagrangian with Nf flavours is invariant under
the chiral transformations,
ψ′ = eiαγ5Tiψ ; ψ¯′ = ψ¯eiαγ5Ti (4.45)
ψ′ = eiαγ51ψ ; ψ¯′ = ψ¯eiαγ51 (4.46)
where Ti are the generators of SU(Nf ). While the axial U(1)A symmetry is explicitly
broken by the measure due to the axial anomaly,
∂µj
5
µ = −
nf
32pi2
µνρσF
a
µνF
a
ρσ (4.47)
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Figure 4.11.: Fit of the rescaled ρ decay constant to: fˆ latρ /
√
σ = A + B ·mPCAC/
√
σ + C ·
m2PCAC/σ (left), together with the 1/N2 fit of the resulting parameters A, B
and C (right).
the remaining of the chiral symmetry is spontaneously broken, giving rise to massless
Goldstone bosons (the pions2). An order parameter for chiral symmetry breaking is
represented by the chiral condensate 〈ψψ〉which is not invariant under chiral rotations.
Consequently, a non-vanishing chiral condensate implies a spontaneously broken chi-
ral symmetry.
Using the Gell-Mann Oakes Renner (GMOR) relation [52],
m2piF
2
pi = (mu +md)〈ψψ〉, (4.48)
with the convention 〈ψψ〉 ≥ 0, we can combine the data presented in the previous
section to compute,
〈ψψ〉lat = m
2
piF
lat
pi
2
2mq
, (4.49)
which is related to the quantity in the continuum by the renormalization constants ZA
and ZS3,
〈ψψ〉 = Z2AZMSS 〈ψψ〉lat (4.50)
2In the real world, pions are massive due to the mass term mψ¯ψ in the Lagrangian, which explicitly
breaks chiral symmetry.
3The computation of ZS is discussed in appendix D.
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Figure 4.12.: Fit of the chiral condensate to: fˆ latρ /
√
σ = A+B ·mPCAC/
√
σ + C ·m2PCAC/σ
(left), together with the 1/N2 fit of the resulting parameters A and B
(right).
In fig. 4.12, we show the 1/N fit of the derived quantity in eq. (4.49), which reads,
〈ψψ〉lat
Nσ3/2
=
(
0.1166(22)− 0.119(36)
N2
)
+(
0.4653(59)− 0.715(69)
N2
)
mPCAC√
σ
. (4.51)
4.9. Finite volume effects
Finite size effects (FSE) are expected [53] to be zero at infinite N , as long as all lattice
dimensions (in physical units) are kept larger than a critical lengthLc [54], so that center
symmetry is not spontaneously broken.
At finite N , FSE become larger for smaller quark masses and for smaller N [55, 56]:
mpi(L) = mpi(∞) [1 +B exp(−mpi(∞)L))], (4.52)
where the parameter B vanishes in the large-N limit. For N = 2 and 3, we carried
out simulations at three volumes and fitted the pion masses to eq. (4.52), obtaining the
results displayed in figure 4.13. As one can see from these plots, FSE are drastically
reduced going from 2 to 3 colors, where the data can already be fitted to a constant.
For larger N -values we carried out simulations at two volumes only, unsurprisingly,
without any evidence of FSE. While one may also carry out a similar analysis for the
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Figure 4.13.: Fit of mpi(L)/mpi(∞) according to eq. (4.52) for the SU(2) (left) and SU(3)
theory (right).
other particles, their finite size corrections are expected to be smaller than for the pion,
and thus negligible within our statistical uncertainties.
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Large-N spectrum
5.1. Results for V=243 × 48
We display in table 5.1 the results for the meson spectrum extrapolated to infinite N at
different quark masses and for the fixed lattice spacing set by a
√
σ = 0.2093. For the
decay constants and the chiral condensate we used the renormalization constants in the
MS scheme obtained as indicated in appendix D. The results are listed in units of
√
σ
and in units of the (normalized) pion decay constant in the chiral limit,
Fˆ∞ =
√
3
N
Fpi(mq = 0)
∣∣∣∣∣
N→∞
, (5.1)
which should be particularly useful for chiral perturbation theory (χPT) applications [57–
61] (see section 6.3).
Of phenomenological interest is not only the spectrum at mq = 0 (figure 5.1) but are
also the spectra at mq = mud and at mq = ms where mud and ms denote the physi-
cal (isospin-averaged) light quark and strange quark masses, respectively. We fix the
former imposing at N =∞ the values [62]:
Fˆ∞ = 85.8 MeV, (5.2)
mpi(mud) = 135 MeV. (5.3)
The numerical estimate of Fˆ∞ obtained in the 243 × 48 volume fixes the lattice spacing
to a = 0.10 fm and the string tension to σ = (395 MeV)2. These values however will be
corrected in section 5.3, where continuum limit extrapolations are performed.
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Figure 5.1.: The meson spectrum for different N in the chiral limit. The masses and the
decay constants are given in units of the square root of the string tension
for each group SU(N) and the extrapolated N → ∞ values are shown as
horizontal bands.
The strange quark mass is obtained by fixing at N = ∞ the mass of a (fictitious)
strange-antistrange pion to the value
mpi(ms) = (m
2
K± +m
2
K0 −m2pi±)1/2 ≈ 686.9 MeV. (5.4)
Note that our way of fixing mud and ms is arbitrary and different choices of input
observables of real N = 3 QCD may give values that differ by O(1/N) corrections.
5.2. Continuum limit extrapolations for SU(4, 5, 7)
In this section we discuss the impact of discretization effects on our lattice results, which
so far have been obtained only at one value of the lattice spacing. A first step in this
direction has been made in ref. [17] (a study carried out at values of a very close to
ours), where the authors compared the ρ and pi masses with those obtained at a differ-
ent, coarser, lattice spacing from ref. [18]. In particular, they showed that, in spite of the
60% difference between the two lattice spacings used in the two studies, the ρ meson
masses obtained are very close to each other (up to differences of the order of 5%). Since
our simulations employ unimproved Wilson fermions, the leading lattice artefacts are
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m∞/
√
σ m∞/Fˆ∞
Particle JPC mq = 0 mq = mud mq = ms mq = 0 mq = mud mq = ms
pi 0−+ 0 0.35 1.74 0 1.61 8.00
ρ 1−− 1.5382(65) 1.5683(65) 2.216(11) 7.08(10) 7.21(10) 10.20(15)
a0 0
++ 2.401(31) 2.428(31) 3.059(33) 11.04(21) 11.17(21) 14.07(25)
a1 1
++ 2.860(21) 2.883(21) 3.414(23) 13.16(21) 13.26(21) 15.71(24)
b1 1
+− 2.901(23) 2.924(23) 3.452(24) 13.35(21) 13.45(22) 15.88(25)
pi? 0−+ 3.392(57) 3.413(57) 3.887(60) 15.61(34) 15.70(34) 17.88(37)
ρ? 1−− 3.696(54) 3.714(54) 4.127(56) 17.00(34) 17.08(34) 18.99(37)
a?0 0
++ 4.356(65) 4.375(65) 4.816(69) 20.04(41) 20.13(41) 22.16(44)
a?1 1
++ 4.587(75) 4.605(75) 5.012(81) 21.10(46) 21.18(46) 23.06(49)
b?1 1
+− 4.609(99) 4.628(99) 5.06(11) 21.20(54) 21.29(55) 23.29(58)
Fˆpi – 0.2174(30) 0.2216(30) 0.3035(58) 1 1.020(20) 1.396(33)
fˆρ – 0.5992(40) 0.6020(40) 0.6544(79) 2.757(43) 2.769(43) 3.010(56)
X∞/(Nσ3/2) X∞/(NFˆ 3∞)
〈ψψ〉MS – 0.0501(10) – – 6.39(42) – –
Table 5.1.: The N = ∞ meson spectrum and decay constants for 243 × 48 lattice vol-
ume, in units of the square root of the string tension
√
σ and in units of the
(normalized) pion decay constant Fˆ∞ from eq. (5.1). Three different values
of the quark mass are set using the pion masses as inputs. The results have
not been extrapolated to the continuum limit.
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expected to scale like a (the same holds for refs. [16–18] where the same action was used
and ref. [29] where clover-Wilson fermions with tree-level coefficient were employed,
resulting in O(αa) lattice artefacts). Clearly, solid continuum limit results required the
reiteration of the entire analysis for all the groups at different lattice spacings, keeping
the physical volume (aNs)3 fixed, followed by fits in a. This unfortunately is too ex-
pensive for our computational resources, so our strategy is to split the analysis in two
parts: in this section we estimate the discretisation effects for only a few groups, namely
SU(4), SU(5) and SU(7), and for four different lattice spacings. In the next section we
will employ a,N fits to extrapolate to the combined limit N →∞, a→ 0.
Due to the limitation of this method, we stress that the results presented in this sec-
tion should be interpreted as an estimate of the systematics associated to the lattice
discretization, rather than a proper continuum limit prediction.
To make the simulations feasible we also dropped the variational method and we
extracted the ground state masses using only one choice for the number of steps in the
Wuppertal smearing: 80 steps for the coarser lattices and 180 steps for the finer ones.
When we set the scale for volumes of 243 × 48, we imposed the string tension to
be a
√
σ = 0.2093 for all groups. In this section we use both coarser lattices, with
Ns = 16, 20 and aNs
√
σ fixed, and one finer lattice spacing set by a
√
σ = 0.15. Due
to computational costs, we employed for the latter a volume of Ns = 32 for SU(4, 5)
and Ns = 24 for SU(7). From the analysis of the finite size effects (section 4.9), we can
safely assume as negligible the effect of the volume mismatch in the N = 7 case.
To obtain the β-values corresponding to the selected lattice spacings we compute for
each SU(N) group a set of points {a√σ, aΛ(β)} using eq. (4.2) and the string tension
values of refs. [6, 8]. Then we fit them (fig. 5.2) to the expression,
a
√
σ = aΛ
(
A+Ba
√
σ + . . .
)
, (5.5)
with A,B free parameters and we invert numerically the formulae. The β parameters,
as well as the κ-values and volumes used for the continuum limit extrapolation are
summarised in table 5.2.
In the tables F.25–F.30 we list the results obtained for the three additional lattice spac-
ings in each of the SU(4, 5, 7) gauge theories. Each particle is fit to their proper quark
mass dependence (figs. F.8–F.10), according to the methods detailed in the previous
chapter, in order to obtain their chiral limit values.
The chiral limit spectrum for each of the three groups is plotted in fig. 5.3, where we
explicitly indicate the percentage of deviation of the a → 0 values from those obtained
at a
√
σ = 0.2093. Continuum limit corrections look approximately uniform across the
various N and are of order 5 to 10%. The scalar and vector particles get the stronger
corrections and it is interesting to notice that their masses almost approach each other
in the N = 7 continuum limit. This behaviour has been recently conjectured by χPT
models in [59,61], where the authors claim an exact equivalence mρ = ma0 in the large-
N limit.
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Figure 5.2.: Fit of the Λ-parameter as a function of a
√
σ. The vertical lines represent the
values of a
√
σ used in this work.
5.3. Continuum limit extrapolation for SU(∞)
The continuum and large-N limit spectrum for the ground state mesons and decay
constants in the chiral limit is estimated by employing for each channel a combined fit
to the form:
mX√
σ
∣∣∣∣
mq=0
= A+B a
√
σ + C
1
N2
+D
a
√
σ
N2
. (5.6)
where we use as inputs both the data presented in chapter 4 and the mass values of
the last section, obtained at different lattice spacings. The results are listed in table 5.3.
While the fit to eq. (5.6) works well, with χ2/d.o.f. of at most 1.4, the mq = 0 results
extracted in this way (i.e. column A of table 5.3) tend to have larger errors with respect
to those of table 5.1, due to the larger number of parameters.
As done before, we present in table 5.4 the meson spectrum at the three different
quark mass values mq = 0,mud,ms. For the chiral limit extrapolations, we used also a
few N = 3 input values (especially for the ρ) from past studies available in literature
[48, 63, 64], where the same action was employed. The numbers at the two massive
scales instead are obtained by fixing at each N the constraints of eq. (5.2) and (5.4),
followed by the fit to eq. (5.6). These results agree within errors with those of table 5.1,
with the sole exceptions of the a0 and ρ mesons, which tend to overlap. While for
most channels the overall systematic effects are narrowed down to less than 5%, for the
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N N3s ×Nt β λ 105κ nconf
4
163 × 32 10.6573 3.00 15318.9, 15708.4, 16022.8, 16160.3, 16307.3, 16408.2 200
203 × 40 10.8485 2.95 15183, 15548, 15745, 15844, 15955, 16032 200
323 × 64 11.4462 2.80 14997, 15135, 15210, 15254, 15307, 15344 200
5
163 × 32 16.96 2.95 15400, 15740, 16020, 16173, 16334, 16480 200
203 × 40 17.244 2.90 15330, 15572, 15785, 15864, 16000, 16110 200
323 × 64 18.155 2.75 15061, 15188, 15289, 15330, 15400, 15420 100
7
163 × 32 33.7312 2.91 15281.6 , 15496.7 , 15654.7 , 15733.9 200
15827.3, 15906.2, 16120, 16290, 16460, 16570
203 × 40 34.2937 2.86 15281.6, 15496.7, 15654.7, 15733.9, 200
15827.3, 15906.2, 16020, 16105, 16175
243 × 48 36.08775 2.72 15050, 15220, 15310, 15380, 15430, 15465 200
Table 5.2.: Parameters of the continuum limit simulations used in this work.
Particle A B C D
ρ 1.687(24) -0.673(98) 1.64(31) -6.5(13)
a0 1.81(17) 2.71(79) 13.6(41) -34(19)
a1 2.93(11) -0.32(53) -3.6(27) 22(13)
b1 2.97(13) 0.11(60) -0.4(31) 8(15)
Fˆpi 0.197(20) 0.014(91) -0.28(46) 0.8(22)
fˆρ 0.603(18) -0.177(75) -0.61(45) 1.7(20)
〈ψψ〉MS 0.0504(77) 0.004(36) -0.02(18) 0.00(86)
Table 5.3.: Combined large-N and continuum limit fit to eq. (5.6) for the mq = 0
spectrum.
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Figure 5.3.: Continuum limit mq = 0 extrapolation of the SU(4) (top left), SU(5) (top
right) and SU(7) (bottom) spectrum. The percentages along the lines indi-
cate the discrepancies of such limits with the values at a = 0.093 fm (second
point from the left) presented in table 5.1.
troublesome a0 the uncertainties remain high (≈ 10%) due to the “unphysical" negative
ghost contributions described in section 4.5. Further simulations with higher statistics
will be required in order to check to what extent the aforementioned mass-degeneracy
conjectured in [59, 61] is valid.
The estimate Fˆ∞ = 85.8 MeV, together with our lattice value of 0.197(20), sets the
N → ∞ continuum limit string tension to be σ = (436 MeV)2, which in turn fixes the
lattice spacing a = 0.09 fm for the previous simulations in the 243 × 48 volume. This
way of introducing a physical scale, which, as emphasised, is arbitrary, allows us to
compare the large-N spectrum to the physical masses from the experiments. As one
can see in fig. 5.4, the deviation of QCD from its large-N limit is milder for the lowest
lying meson spectrum and decay constants, while it can be larger (up to 20%) for ex-
citations. However, concerning the latter remark, one has to consider that our lattice
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m∞/
√
σ m∞/Fˆ∞
Particle JPC mq = 0 mq = mud mq = ms mq = 0 mq = mud mq = ms
ρ 1−− 1.687(24) 1.727(33) 2.25(10) 8.46(86) 8.77(82) 11.47(56)
a0 0
++ 1.81(17) 1.95(17) 2.65(16) 9.8(17) 9.9(17) 13.5(14)
a1 1
++ 2.93(11) 2.97(12) 3.45(13) 14.6(17) 15.1(17) 17.5(14)
b1 1
+− 2.97(13) 3.03(14) 3.55(14) 15.1(18) 15.4(17) 18.0(15)
Fˆpi – 0.197(20) 0.200(20) 0.270(21) 1 1.018(17) 1.371(41)
fˆρ – 0.603(18) 0.636(17) 0.709(12) 3.09(32) 3.23(31) 3.60(30)
X∞/(Nσ3/2) X∞/(NFˆ 3∞)
〈ψψ〉MS – 0.0504(77) – – 6.6(22) – –
Table 5.4.: The N = ∞, a → 0 ground state meson spectrum and decay constants in
units of the square root of the string tension
√
σ and in units of the (normal-
ized) pion decay constant Fˆ∞ from eq. (5.1).
computations have less control of systematic errors on excited states, in particular, a
minimum of 5% (extra) error should be taken into account due to the (missing) contin-
uum limit extrapolation.
We find the large-N values of mρ = 753(14) MeV at mq = mud and 981(44) MeV at
mq = ms to be very close to the physical mρ = 775 MeV and mφ = 1019 MeV in QCD.
Also the ratio,
Fˆpi(mud)
Fˆpi(0)
= 1.018(17) , (5.7)
compares favorably to the value Fpi(mud)/Fpi(0) = 1.0744(67) for N = 3 QCD with sea
quarks [62]. The (normalized) chiral condensate in the N →∞ limit,
3
N
〈ψψ〉MS(2 GeV) = (232(11) MeV)3 (5.8)
is found to be slightly bigger than our SU(3) value 〈ψψ〉MS = (238(6) MeV)3, which
compares well to (245(9) MeV)3 from the past quenched LQCD study in [65]. However
a recent LQCD study with sea quarks [66] reports a much bigger value, 〈ψψ〉MS =
(283(2) MeV)3, so the discrepancies with SU(∞) might be larger in this case.
Lastly, we remind that in section 4.4 we obtained the slope A = 0.360(64) for the
expression,
mρ(mpi)
mρ(0)
= 1 +A
(
mpi
mρ(0)
)2
+ . . . . (5.9)
An attempt to extrapolate a continuum limit of A can be done by computing its value
for each a,N combination, followed by a fit to the form eq. (5.6). Unfortunately this
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approach fails to give a meaningful value (we get A = 0.44(30)) due to the generally
higher errors of such combined fits. Alternatively, one can apply the same strategy
using eq. (4.26) to fit the rho masses. The drawback of this method, which gives A =
0.414(12), is underestimating the errors by forcefully removing one fit parameter (the√
mq dependency of the quenched rho). For these reasons, we still quote A = 0.360(64)
as our best estimate of the slope.
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Figure 5.4.: Top: the continuum limit large-N meson spectrum at the mq = mud scale
compared to the experimental N = 3 masses, using the values of the string
tension σ = (436 MeV)2, obtained from imposing Fˆ∞ = 85.9 MeV. The
pion mass is taken as input to set mq = mud. Bottom: the large-N meson
spectrum at the mq = ms scale.
58
6
Comparison with other studies
6.1. Comparison with lattice studies
Thanks to the dramatic improvements on the computational side, the lattice commu-
nity has nowadays moved their focus from quenched simulations to almost exclusively
computations with sea quarks. Nonetheless, due to computational costs that scale like
N3, none of the large-N studies in the literature has employed dynamical fermions on
the lattice as yet. Our SU(3) results agree with those of [48, 49], obtained with the same
action, very close lattice spacing and statistics while being compatible with the general
SU(3) picture that emerges from other quenched analyses [63–65]. Before this work,
only a few papers [16–20, 29] studied the N dependency of the meson spectrum, with
results limited to pi, ρ and Fpi. Refs. [16–18, 29] used the same conventional techniques
described in this work, i.e. extracting the meson masses from the long-distance behav-
ior of the correlators at a relatively low N (up to 7). This method has been well tested
and represents the standard way of implementing spectroscopy calculations. Our lat-
tice simulations, which employ higher statistics and lower quark masses, seem to con-
firm and refine the general picture of refs. [16–18, 29], i.e. the large-N masses are close
(within less than 20%) to those of the physical QCD world.
The authors of [19, 20] however extract masses at larger N (N = 17 and N = 19),
using much smaller lattice sizes, from a single pole fit of momentum space correlators
which are obtained injecting allowed discrete momenta in the lattice configurations.
With this setup, they find in ref. [20] a ρ mass approximately twice as large as ours,
mρ/
√
σ = 3.50(22) , (6.1)
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while for the pion decay constant one infers from [19]
Fˆ∞/
√
σ = 0.277(12) , (6.2)
where the known value [8] Tc/
√
σ = 0.5949(17) has been used to convert both original
results (provided in units of the deconfinement critical temperature Tc) into units of√
σ. The discrepancy between these and our values (mρ/
√
σ = 1.687(24) and Fˆ∞/
√
σ =
0.197(20)) is evident.
Although the technique used in [19, 20] is less well tested, one cannot exclude a pri-
ori the possibility that it gives better results at large N . Also note that the fermion
discretizations differ: Wilson fermions were employed in [16–18, 29] and in the present
work, overlap fermions in [20]. In order to resolve the causes of this discrepancy, we
performed a dedicated SU(17) calculation at values of the parameters that are very sim-
ilar to those of ref. [20] (β = 208.45 vs. β = 208.08, 123 × 24 volume vs. 114), to enable a
direct comparison. Interestingly, setting the scale by the string tension, it turns out that
refs. [17, 29] and the present study use a similar lattice spacing as [20]. From this data
set, we obtained values of the ρ mass that are compatible with our results at lower N ,
thus excluding the possibility of some “physical” effect visible only at very largeN . We
have also monitored the average local value of the Polyakov loop and of the plaquette
in the four directions, to check that the whole lattice is in the phase relevant for the
continuum limit of the large-N theory. As a consequence of this analysis, the possible
sources of the discrepancy can be narrowed down to
• large lattice artifacts in [19, 20]. In fact, while the two simulations use different
fermion discretizations for the Dirac operator, the authors of [19, 20] have not
performed a continuum limit extrapolation as we did.
• possible contamination from excited states. While we employ a variational method
to isolate higher mass resonances, the computation in [19, 20] is based on a single
pole fit of the propagator, under the assumption that excited states are removed
simply through smearing. If such removal is not complete, the fitted masses
might be driven towards higher values. It is interesting to notice that this hy-
pothesis could explain why the discrepancies are more accentuated for their ρ
mass (which is very close to our first excited state mass mρ? = 3.696(54)
√
σ) than
for Fpi. In fact, the mass gap between the pion and pi? is higher than between ρ
and ρ?, so that the Fpi extraction might be less influenced by excited states.
6.2. Comparison with analytical models
Part of the motivation for studying the meson spectrum in the large-N limit comes
from the Maldacena conjecture [3–5], namely from the expectation that gauge theories
admit a dual description in terms of string theories, defined in a higher-dimensional
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spacetime. In particular, the gauge/gravity duality, also known as “holography”, relat-
ing quantities between the two types of theories states that, when the number of color
charges in the gauge theory tends to infinity, the string coupling gs in the dual string
theory tends to zero. Under these conditions, loop effects on the string side of the
correspondence can be neglected, i.e. the theory reduces to its “classical string” limit.
Moreover, if the gauge string is strongly coupled, its string dual reduces to a weakly
coupled classical gravity theory, which can be treated analytically.
Before reviewing the holographic results to meson spectra in the large-N limit, how-
ever, we would like to warn the reader that these types of computations are not yet
at a level of accuracy which enables precise comparison with lattice results (or with
experimental data). Although the gauge/string correspondence has led to dramatic
theoretical progress in several aspects of strongly coupled field theories, its application
to quantitatively address questions of a direct, phenomenological relevance is still lim-
ited and the theoretical predictions discussed in this context should be taken with a
grain of salt.
The Sakai-Sugimoto model [67] is one of the most developed top-down holographic
approaches, which reproduces many phenomena that characterize low-energy QCD,
such as confinement and chiral symmetry breaking, and allows a prediction for meson
masses. According to this model, the ratio between the squared masses of the states
with the quantum numbers corresponding to the a1(1260) and the ρ mesons turns out
to be:
m2a1(1260)
m2ρ
' 2.4, (6.3)
which is compatible with the experimental unquenched N = 3 value 2.5(1) [68]. This
value can also be compared to our result for this quantity, extrapolated to the chiral,
large-N and continuum limits, which is 3.0(2).
A less favorable comparison holds for the ratio of the fundamental and first excited
states in the vector channel:
m2ρ(1450)
m2ρ
' 4.3. (6.4)
While the experimentally observed value for this quantity is 3.57(12) [68], our N =
∞ result reads 4.8(2). Regarding the (isovector) scalar channel, the prediction of this
model reads:
m2a0(1450)
m2ρ
' 4.9, (6.5)
to be compared with the real-world value 3.61(9) [68]. Our result, extrapolated to van-
ishing quark mass and for N →∞, is 6.7(3).
61
6. Comparison with other studies
The dependence of the ρ vector meson mass on the mass of the pion has been calcu-
lated in the holographic study of ref. [69], where the authors find,
mρ(mpi)
mρ(0)
' 1 + 0.307
[
mpi
mρ(0)
]2
. (6.6)
Our numerical result for the same quantity in the large-N limit, i.e. 0.360(64), reported
in eq. (4.28), is remarkably close to the above expectation.
Finally, we mention that a different type of strategy for holographic studies was pi-
oneered in refs. [70, 71]: it goes under the name of “AdS/QCD”, and consists of con-
structing a gravity dual in a curved higher-dimensional (typically: five-dimensional)
space, reproducing the known features of QCD. Contrary to the constructions men-
tioned above, here one follows the so called “bottom-up” approach, which does not
care so much about string-theoretic justifications, but provides phenomenological ef-
fective models that incorporate the key ingredients of holographic gauge theories and
that yield rather accurate predictions for certain physical quantities.
As an example we mention ref. [70], where the authors carry the analysis with two
different methods. One possibility is to fix the values of the free parameters of the
model, by setting the masses of pi and ρ, and the pion decay constant to their physical
values. This led to the predictions:
ma1(1260) = 1363 MeV, F˜ρ = (329 MeV)
2 (6.7)
(note that, upon conversion to our notations, this corresponds to fρ = 198 MeV). Al-
ternatively, one can perform the best fit for all of the seven parameters simultaneously,
which results in:
mpi = 141 MeV, mρ = 832 MeV, ma1(1260) = 1220 MeV,
Fpi = 84 MeV, F˜ρ = (353 MeV)2 (6.8)
(which, in our conventions, would correspond to fρ = 212 MeV).
In principle, these values can also be compared to our results extrapolated to the
large-N limit. Note, however, that, given that the parameters of this model involve in-
put from experimental (i.e. N = 3, unquenched) data, the values obtained for N → ∞
are not necessarily expected to be in better agreement than those for N = 3. However,
our lattice computations at different values of N can provide helpful insights into the
consistency of the model. Since the holographic construction is based on the approx-
imation of an infinite number of colors, the lattice results can reveal the quantitative
impact of corrections due to the finiteness of N , and therefore provide a non-trivial
test of the validity of the model. Our results reveal that, in most cases, the finite-N
corrections evaluated at N = 3 amount for relative corrections well below 10%.
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6.3. Comparison with chiral perturbation theory
Chiral perturbation theory (χPT) [72–77] is an effective low-energy theory describing
the dynamics of the lightest mesons in QCD. It relies on the parametric separation of
the chiral symmetry breaking scale ∼ 4piFpi and the (nearly) zero mass of the (pseudo-)
Goldstone bosons. In the case of a QCD-like theory with nf flavors of light quarks,
χPT describes the fields associated with the light mesons, in terms of the components
of a field taking values in SU(nf ). Its dynamics is governed by an effective Lagrangian
(constrained by the symmetries of the theory), which can be organized in a systematic
expansion, according to the number of derivatives and of factors involving a possible
explicit mass term, in which the coefficients of the different terms are low-energy con-
stants (LECs), whose numerical values can be fixed using phenomenological input, and
compared with the expectations from large-N counting rules. In particular, inspection
of the terms contributing to the lowest order shows that the effective Lagrangian is pro-
portional to the square of the pion decay constant, i.e. to N . Essentially, this implies
that, for N →∞, the effective theory for light mesons becomes exact at tree level.
While a systematic comparison of large-N χPT predictions with lattice results (in-
cluding, in particular, the study of the N -scaling of various LECs) is a task that would
go way beyond the scope of the present work, for our present purposes it is worthwhile
mentioning refs. [57–61], in which the N -dependence of the masses for some of the
mesons presented here was investigated in χPT. These studies address the full theory
with sea quarks. In this case meson masses tend to increase with the number of colors
relative to Fˆ∞ =
√
3/NFpi(0), as opposed to our quenched results. The present work
and χPT results can be compared by studying ratios of quantities defined at N = ∞,
where both theories are quenched. Comparing our results shown in table 5.1 and 5.4
with those in refs. [57–61] we find a discrepancy of up to about 30%, although the sys-
tematics of their approach are hard to estimate, in particular because experimental data
are only available for N = 3. Nonetheless, we think the comparison is good enough to
discard a purely accidental agreement:
mρ
Fpi
=
ma0
Fpi
= 8.89 (6.9)
ma1
Fpi
=
mpi?
Fpi
= 12.57 (6.10)
fρ
Fpi
= 1.99 (6.11)
to be compared with our mρ/F∞ = 8.77(82), ma0/F∞ = 9.9(17), ma1/F∞ = 15.1(17),
mpi?/F∞ = 15.70(34) and fρ/F∞ = 3.23(31). Interestingly, their prediction on the mass
degeneracy of (ρ, a0) and (a1, pi?) seems to be compatible with our lattice result, al-
though further simulations are required to verify this statement.
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Conclusion
The large-N limit of QCD is an interesting approach to the theory of strong interaction,
where one studies the physical N = 3 case as a 1/N expansion around the N → ∞
case. Although many simplifications occur in the theory, the limit is still far from trivial
and an analytical determination of non-perturbative observables is still an open issue.
Lattice QCD is by now a mature field that provides a first-principles framework for
numerical predictions and it can easily be extended to the study of a generic SU(N)
gauge group. The results obtained from numerical simulations are crucial to test the
validity of the entire large-N approach, employed by many effective field theories and
models. These in fact are based on the main assumptions that the large-N limit is close
to the N = 3 case and 1/N corrections are small.
In this work we refine the state-of-the-art for large-N meson spectrum computations:
while previous works were limited to a few gauge groups at coarse lattice spacings, ad-
dressing mainly pions and rho mesons, we have computed decay constants, the chiral
condensate as well as the ground and first excited state masses of mesons by simulat-
ing on the lattice the N = 2, 3, 4, 5, 6, 7 and 17 quenched theories. Extrapolating our
quenched results to N →∞, we provide results in the chiral limit as well as at physical
light and strange quark masses. In all channels but the scalar the dependence on the
number of colors for N ≥ 3 is mild, and the corrections are well parameterised by an
expansion in 1/N2. The deviations from real-world QCD are found to be minor for the
ground states, while they reach up to 20% for the excited states.
We detect statistically significant quenched chiral logarithms of the pion mass for
N ≤ 4 which can be described by a δ-parameter [42]: m2pi ∝ m1/(1+δ)q as mq → 0. The
observed rapid decay of δ towards large N -values suggests in this case the subleading
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1/N3 contribution to dominate over the leading 1/N contribution at N = 3.
Sources of possible systematic errors, like finite size effects, continuum limit devi-
ations and non-perturbative values of the renormalization constants, are for the first
time under control and allow us to extract combined large-N , a → 0 results for the
ground state meson spectrum. We find strongO(a) corrections to the rho and the scalar
channels, which lead the latter to be almost degenerate with the vector particle. This is
of particular relevance to the phenomenology of scalar mesons [57–61]. Lattice spacing
corrections to heavier particles seems to be milder.
We also clarified a discrepancy among previous studies: our results for the ρ meson
mass for SU(17) are compatible with the large-N extrapolation of studies carried out for
smaller values ofN [16–18,29], and are in contrast to the findings obtained in ref. [20] at
N = 17, 19 using different techniques. After ruling out the possible sources of system-
atic errors, we conclude that the disagreement of ref. [20] with the rest of the literature
is due to technical aspects of that study.
Finally, we compared our numerical results with analytical predictions, including
some derived from holographic models, finding qualitative agreement. Our results for
the masses of various states (expressed in units of the ρ meson mass) exhibit a system-
atic tendency towards values which are larger than those obtained from holographic
computations. Most of these models, which are based on the N = ∞ approach, take
however as input the physicalN = 3 experimental mass values. We believe that instead
our results should be used as inputs to constrain and improve such models.
This work has been supported by the EU ITN STRONGnet (grant 238353) and by
the German DFG (SFB/TR 55). The simulations were performed on the Athene and
iDataCool clusters in Regensburg, at LRZ Munich and on the Swansea BlueGene/P
system.
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Grassmann variables
Grassmann variables are defined as anticommuting numbers, i.e. for a given set of
η1, . . . , ηn Grassmann numbers and a generic z complex number we have the following
rule:
ηiηj = −ηjηi ; ηiz = zηi (A.1)
from which it derives that η2i = 0 and that the Taylor expansion of a generic function
f(η1, . . . , ηn) is finite:
f(η1, . . . , ηn) = z
(0) +
n∑
i=1
z
(1)
i ηi +
n∑
i=1
z
(2)
ij ηiηj + · · ·+ z(n)η1η2 . . . ηn (A.2)
For example,
exp(zη) =
∞∑
n=0
(zη)n
n!
= 1 + zη (A.3)
Partial differentiation is defined as,
∂
∂ηi
ηj = δij ;
∂
∂ηi
z = 0 ;
∂
∂ηk
ηiηj = δikηj − δkjηi (A.4)
while integration also follows similar rules,∫
dηiηj = δij ;
∫
dηiz = 0 ;
∫
dηkηiηj = δikηj − δkjηi (A.5)
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the latter of which could be interpreted as an integration by parts. Under these defini-
tions, given two sets of anticommuting variables η¯i and ηi one can derive the integration
formula,
I[M ] =
n∏
i
∫
dηidη¯i exp (−η¯jMjkηk) = detM (A.6)
in fact, in the expansion of the exponential only the nth term (η¯jMjkηk)
n /n! survives.
This in turn can be expanded and only the terms which are linear in every η¯ and η
contribute. The latter can be reorganized to the form:
I[M ] =
n∏
i
∫
dηidη¯i (η¯iηi)
∑
{α,β}
α1...αnβ1...βnMα1β1 . . .Mαnβn
= detM (A.7)
where the ’s give the sign of the permutation required to put the products (η¯iηi) in the
right order.
Lastly, we want to introduce the concept of the trace of operators when Grassmann
variables are involved. For this we first introduce a convenient basis for the Hilbert
space, given by the vacuum state |0〉 and the one particle state |1〉, on which the opera-
tors of creation and annihilation (a† and a) act according the usual rules:
a|0〉 = 0 ; a|1〉 = |0〉 ; a†|1〉 = 0 ; a†|0〉 = |1〉 (A.8)
We then introduce the coherent states,
|η〉 = exp(−ηa†)|0〉 = (1− ηa†)|0〉 = |0〉 − η|1〉 (A.9)
named this way for being eigenstates of the annihilation operator:
a|η〉 = a|0〉 − aη|1〉 = ηa|1〉 = η|0〉 = η|0〉 − η2|1〉 = η|η〉. (A.10)
For consinstency we define as well 〈η| = 〈0| − 〈1|η¯.
Under this definitions, we can define the identity operator,
1 =
∫
dη¯dη exp(−η¯η)|η〉〈η| =
∫
dη¯dη(1− η¯η) (|0〉 − η|1〉) (〈0| − 〈1|η¯)
= |0〉〈0|+ |1〉〈1| (A.11)
and the trace of a given operator A,
TrA =
∫
dη¯dη exp(−η¯η)〈−η|A|η〉
=
∫
dη¯dη(1− η¯η) (〈0|+ 〈1|η¯)A (|0〉 − η|1〉)
= 〈0|A|0〉+ 〈1|A|1〉 (A.12)
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The need of the minus sign in 〈−η|A|η〉 in order to reproduce the correct trace is at the
origin of the anti-periodic boundary conditions in the time direction.
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Updating methods
B.1. Heatbath
The heatbath algorithm is a generic term for any method which selects a new link U ′
with a probability Pc(U ′) in a way which only depends on the other degrees of freedom
of the system (that act as a heat bath for the variable being updated, hence the name
of the algorithm), but not on the previous value U of the link variable itself. Heatbath
updates are more efficient than the Metropolis steps method, because they reduce the
correlation between the new and the old value for a given degree of freedom that is
updated, therefore heat bath update methods give more rapid equilibration and shorter
correlation times.
In order to update a configuration of link variables in lattice gauge theory, one re-
places each element Uµ(n) with a new element U ′µ(n), which is chosen random accord-
ing the distribution
dP (U ′) ∝ e−βS(U ′)dU ′, (B.1)
where dU is the Haar measure and SU is the contribute of the linkU to the action. In this
way any new link is taken with the correct Boltzmann weight and the detailed balance
equation is automatically satisfied.
For a generic SU(N ) group we can write the contribution of a link U to the action as:
SU = − 1
N
ReTr(U
∑
α
U˜α) = − 1
N
ReTr(UΣ) (B.2)
Where U˜α are called “staples” and are given by the ordered product of the links around
the U-shaped contour around the plaquette, taken with the correct orientation.
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The heat bath update can be easily done for SU(2) gauge group, using the Creutz
algorithm described in ref. [78], due to the property,
Σ =
∑
α
U˜α = k U with U˜α, U ∈ SU(2) (B.3)
k =
√
det Σ, with k ∈ R (B.4)
This allows to rearrange the the probability distribution as,
dP (U) ∝ dU e−βSU = dU e 12βkReTr(UU) (B.5)
and use the invariance of the Haar measure under group transformation:∫
dP (U) =
∫
dP (UU
−1
) (B.6)
By parametrizing the U link in terms of the Pauli matrices σk,
U = a0 1+ i akσk ; a
2
0 + |~a|2 = 1 ; aµ ∈ R (B.7)
we can then write:
dP (U) = dP (UU
−1
) ∝ dU e 12βkReTrU = 1
2pi2
δ(1− a2)d4a eβ k a0 (B.8)
The integration over |~a| can be done using the δ distribution:
δ(1− a2)d4a eβ k a0 = 1
2
da0dΩ
√
1− a20 eβ k a0 (B.9)
Thus we need to generate a0 stochastically in the interval [-1,+1] with probability:
P (a0) ∼
√
1− a20 eβ k a0 (B.10)
To do so, we take a random number x from a uniform distribution in the interval
e−2βk < x < 1 and generate a trial a0:
a0 = 1 +
1
βk
log(x) (B.11)
a0 is then rejected with probability 1−
√
1− a20, and the process is reiterated until an a0
is accepted.
The direction of ~a is taken randomly on a S2 sphere, and can be defined in terms of
two random numbers θ and φ uniformly distributed in the 0 ≤ θ < 2pi and −1 ≤ φ ≤ 1
intervals; we set each ak as:
a1 =
√
(1− a20)(1− φ2) cos θ; (B.12)
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a2 =
√
(1− a20)(1− φ2) sin θ; (B.13)
a3 = φ
√
1− a20 (B.14)
Now that we have all four aµ parameters we have determined univocally U and we
can update the old link on the lattice with the new link:
U ′µ = UU (B.15)
As one can notice, no information from the old link has been used to get the new one;
yet, the new link matrix is not completely uncorrelated from the old one, since both of
them are correlated to the neighbouring links.
Since this method has a high rejection rate for big values of a0, an improved version
of this algorithm has been developed in refs. [79] [80], to increase the acceptance rate at
the price of using more random numbers and computer-operations.
B.2. Updates for SU(N ) with N ≥ 3
For N = 3 a heat bath method has been developed by Pietarinen in ref. [81], but its
extension to N > 3 seems to be difficult to implement. What is commonly used instead
(even in SU(3) computations) is the Cabibbo-Marinari algorithm [85], which consists
of updating each link U ∈ SU(N) by multiplying it by a matrix taken from an SU(2)
subset of SU(N ). One selects a set,
F : {SU(2)k, k = 1, . . . ,m} (B.16)
such that there is no left ideal, i.e. no subset of SU(N ) which is invariant under left
multiplication by F . A minimal set F can be the one obtained by taking elements of the
form :
gk =

1 0
. . .
ak
. . .
0 1

, (B.17)
where gk ∈ SU(N ) while ak ∈ SU(2) is a 2x2 matrix. Then at each step of the iteration
the old link U is multiplied by the gk matrices,
U ′ =
∏
k
gkU (B.18)
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and then replaced by U ′. In this way the contribution to the action of a single matrix gk
is
S(gk) = − 1
N
ReTr(gkΣ) (B.19)
and the gk matrices can be generated with the same SU(2) heatbath method discussed
above (after extracting only the components involved in the heatbath).
B.3. Overrelaxation
In order to further reduce the autocorrelation time, we use four overrelaxation steps
at the end of each heatbath sweep. The overrelaxation algorithm consists in replacing
each matrix link with another one that preserves the action. In case of the SU(2) gauge
group each link Uold contributes as:
SUold =
1
2
ReTr(UoldΣ) (B.20)
This term does not change if we replace Uold with:
Unew =
Σ†√
det Σ
U †old
Σ†√
det Σ
. (B.21)
since Σ†/
√
det Σ ∈ SU(2). For larger SU(N ) groups, the overrelaxation updates can
be generalized according to the Cabibbo-Marinari method, or using more refined ap-
proaches [86].
An overrelaxation step involves the largest change in the link matrix that leaves the
action invariant, so it is plausible that it will increase the rate at which the system spans
the phase space. In ref. [87], Teper showed that for physical quantities, such as masses,
a mix of overrelaxation and heatbath sweeps decorrelates field configurations signifi-
cantly faster than pure heatbath steps. Besides, it is convenient to use overrelaxation
sweeps to decorrelate the system because one overrelaxation step is faster than an heat-
bath step.
With a mix of heatbath and overrelaxation steps we could reduce the autocorrelation
time [88] of the plaquette to a value of τ = 5 − 10 sweeps, where larger correlations
were found for bigger N -values. For safety reasons we saved one configurations every
200 sweeps and we checked afterwards that binning data into blocks of different size
during the jackknife procedure leads to comparable error estimates for the masses, thus
checking that the configurations are indeed decorrelated.
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Two vectors pj , pk are conjugate with respect to a matrix A if ptjApk = 0. Let’s assume
that we can construct a basis of conjugate vectors,{
pk
/
ptjApk = 0 ; ∀j 6= k
}
(C.1)
such that the solution x to the equation Ax = b can be written as,
x =
∑
k
αkpk. (C.2)
Then inverting A (i.e. finding x) is equivalent to computing all the αk. These can be
simply extracted as,
ptjAx = p
t
j
∑
k
αkpk = δjkp
t
jαkApk = p
t
jb (C.3)
αj =
ptjb
ptjApj
. (C.4)
In order to construct a basis of conjugate vectors one employs a method similar to
Gram-Schmidt orthonormalization, i.e. starting from an initial guess solution x0 = 0
and an initial vector p0 = b, one defines the residual
rk = b−Axk (C.5)
and generates in succession,
pk = rk −
∑
j<k
ptjArk
ptjApj
pj (C.6)
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Calculating eq. (C.6) requires the creation of a Krilov subspace,
Kr(A, b) =
{
b, Ab,A2b, . . . , Ar−1b
}
(C.7)
and since A is a large matrix, this is usually very expensive. For this reason one sets a
target precision ε and stops the algorithm once
|rk|2 < ε. (C.8)
The method described so far takes the name of Conjugate Gradient, as it requires mini-
mizing the functional
Q(x) =
1
2
xtAx− xtb, (C.9)
i.e. finding the point x? for which its gradient vanishes:
∂Q(x?) = Ax? − b = 0. (C.10)
Strictly speaking, this method works only for positive definite1 Hermitian matrices A,
however an extension of this method (called BiCGStab [89, 90]) can be applied to the
Dirac matrix case.
1 Positive definiteness requires z†Mz = r with r ∈ R and r > 0 for any non-zero z.
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D.1. The Rome-Southampton method
To calculate the renormalization constants we used the so-called Rome-Southampton
method [91], which we briefly summarize below, following the notation of ref. [49].
Given a generic bilinear operator OΓ = ψ¯Γψ we compute the renormalization constant
ZΓ by imposing the condition,
1
4N
ZΓ Tr
[〈p|OΓ|p〉〈p|OΓ|p〉−10 ] = 1 (D.1)
for vanishing quark masses at p2 = µ2 where µ is the renormalization scale. The el-
ement 〈p|OΓ|p〉 is computed from the lattice using the non-amputated Green function
G(p) and the quark propagator S(p) in momentum space as,
〈p|OΓ|p〉 = 1
Zψ
S−1(p)GΓ(p)S−1(p), (D.2)
while 〈p|OΓ|p〉0 = Γ is the tree level matrix element. The 4N × 4N matrices G(p) and
S(p) are obtained by,
G(p) =
1
V
∑
x,y,z
e−ip(x−y)
〈
q(x)OΓ(z)q¯(y)
〉
(D.3)
S(p) =
1
V
∑
x,y
e−ip(x−y) 〈q(x)q¯(y)〉 (D.4)
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Finally, Zψ is the quark field renormalization constant given by,
Zψ =
Tr
[−i∑ν γν sin(apν)S−1(p)]
4N
∑
λ sin
2(apλ)
. (D.5)
Ideally the procedure described above should be implemented in the window,
1
L2
, Λ2QCD  µ2 
1
a2
(D.6)
where Λ2QCD  µ2 ensures that non perturbative effects are suppressed, while µ2 
1/a2 should keep the lattice artifacts small. In practice the latter inequality is often
[92, 93] violated and lattice artefacts need to be subtracted in the fits (see below). It is
important to perform gauge fixing of our lattice configurations, in order to compare our
results to the corresponding continuum quantities calculated in the same gauge. In this
work we calculate the renormalization constants in the Landau gauge, which has been
fixed using the methods described in Appendix E.
We studied the following bilinear operators (scalar, pseudoscalar, vector, axial):
OS = ψ¯ψ (D.7)
OPµ = ψ¯γ5ψ (D.8)
OVµ = ψ¯γµψ (D.9)
OAµ = ψ¯γµγ5ψ (D.10)
for all the SU(N) groups and for the four central κ-values listed in table 4.2. In the
case ofN = 4, 5 and 7, we also studied these bilinears for the three extra lattice spacings
listed in table 5.2 that have been used in the continuum limit extrapolations. We used 20
gauge fixed configurations for eachN and each κ and we chose a set of 17 different mo-
menta in the range a2p2 ∈ [0, 6], which were selected minimizing ∑µ(apµ)4/∑ν(apν)2
in order to reduce lattice artifacts. Nonetheless, after carrying the analysis, we found
huge lattice artefacts for SU(17), due to the smallest volume employed, so we preferred
to use 1/N2 extrapolations for N = 17 and we omit these results.
For each momentum p2 we extrapolate the result for ZA,V,S to the chiral limit with a
linear fit,
ZA,V,S(mq) = Z0 + Z1mq (D.11)
using a jackknife method for the statistical errors. In the case of ZP we follow the
procedure detailed in [92], where the data are fitted to the expression,
1
ZP (mq)
=
Z0
mq
+ Z1 + Z2mq, (D.12)
which takes into account the pole in mq = 0 [94]. Then the inverse of Z1 is used as the
chiral limit extrapolation of ZP .
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Although we used only a small number of configurations, the statistical errors asso-
ciated to this method are known to be extremely tiny compared to possible systematical
errors (for instance, lattice artefacts). This is particularly evident in the case of ZP ; even
if we get very precise results, we believe that fitting the pole with only four κ-values,
of whom only one in small mass region, is unreliable, with systematics that are hard
to assess. To get a quantitative idea of the discrepancies we can combine the results
for A ≈ ZP /(ZAZS) of eq. (4.13) from the PCAC mass fit with the ones for ZA and ZS
obtained from eq. (D.11) in order to obtain a different estimate of ZP , which we label
ZAWIP (from axial Ward identity). This quantity isn’t necessarily a better estimate of ZP ,
since in principle eq. (4.13) is affected bym2q corrections. As shown in table D.1, the two
estimates of ZP differ by O(10%) and non-perturbative studies for SU(3) [40] suggest
that indeed our ZP from eq. (D.12) is overestimated (while the other ZX are indeed con-
sistent). We think that a dedicated work with more points is required in order to get a
proper estimate of ZP , nonetheless, we include for completeness our results. We stress
however that we did not use this renormalization constant in any quantity studied.
D.2. Lattice artefacts subtraction for the renormalization
constants
In fig. D.1 we show the lattice results of Z latS,P,A,V , calculated on the lattice with the
method above, for different values of the momentum p2 = µ2. The reader can see from
the plots that these quantities show a linear dependence (and logarithmic in the case of
ZS,P ) in the momentum p2. To get rid of these contributions we follow the procedure
indicated in [92, 93] and we fit Z latA,V to,
Z latX = ZX + z0S
2(p) + z1
S4(p)
S2(p)
, (D.13)
with Sn(p) =
∑
µ p
n
µ and zi free parameters. A similar fit is performed for Z latS,P , where
in this case we included also a logarithmic term, which is fixed by perturbation theory
[50],
Z latX = ZX +
3g2
16pi2
(
N2 − 1
2N
)
logS2(p) + z0S
2(p) + z1
S4(p)
S2(p)
. (D.14)
We omit from the fits the points at µ2 < 2a2 and we plot in fig. D.2 the values of
Z latX after the subtraction of the p-dependent terms. As already stated, the statistical
errors tend to be extremely small and unreliable, thus we indicate as errors the absolute
value of the maximal difference between each of the subtracted points and the plateau
constant ZX . This leads to the results shown in table D.1.
We then proceed into studying the 1/N2 dependence of the renormalization con-
stants by use of linear fits, which match well the behaviour (fig.D.3). The fit results at
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Figure D.1.: Z latX results from the lattice at different momenta p
2.
the lattice spacing a ≈ 0.09 fm are,
ZA(N) = 0.75788(98) + 0.21501(93)/N
2 (D.15)
ZV (N) = 0.64933(40) + 0.28027(43)/N
2 (D.16)
ZS(N) = 0.6790(26) + 0.303(18)/N
2 (D.17)
ZP (N) = 0.4817(27) + 0.425(23)/N
2 (D.18)
ZAWIP (N) = 0.4256(21)− 0.041(23)/N2 (D.19)
Perturbation theory [50, 51] predicts ZX = α0 + α1/N2 with αi positive, however its
results are known to be quite far (about 25%) from the non-perturbative ones.
We conclude this section by reminding that in order to use the constants ZS,P in the
MS scheme (as listed in table D.1) one has to divide by a further conversion factor,
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Figure D.2.: ZX after the O(a) artifacts subtraction.
ZMSS,P = Z/CS,P , where CS,P is listed in [95] as,
g2 =
2N
β
; cF =
N2 − 1
2N
; d1(aµ) = −11N
6pi
log(aµ)− pi
2N
+ 2.13573007N
d2(aµ) = d
2
1(aµ)−
34N2
24pi2
log(aµ) +
3pi2
8N2
− 2.8626216 + 1.2491158N2
g? =
g2
4pi
+ d1(aµ)
(
g2
4pi
)2
+ d2(aµ)
(
g2
4pi
)3
CS,P = 1− 4cF g
?
4pi
+ ((57− 288ζ(3))cF − (1285− 432ζ(3))N)cF
24
(
g?
4pi
)2
(D.20)
In addition to this, one has to evolve ZS from a scale of aµ = 1 to a (conventional) scale
of µ = 2 GeV for a comparison with perturbative results obtained at a similar scale. To
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N ZA ZV ZS Z
MS
S (2 GeV) ZP Z
AWI
P
2 0.8117(19) 0.71903(92) 0.7553(31) 0.8092(33) 0.5880(45) 0.4188(50)
3 0.7820(16) 0.68126(66) 0.7099(38) 0.7664(41) 0.5285(41) 0.4174(33)
4 0.7707(16) 0.66596(66) 0.6964(45) 0.7533(48) 0.5091(41) 0.4193(34)
5 0.7660(20) 0.66107(71) 0.6957(42) 0.7527(46) 0.4977(52) 0.4290(31)
6 0.7640(16) 0.65709(66) 0.6887(58) 0.7453(63) 0.4939(43) 0.4261(39)
7 0.7626(14) 0.65491(60) 0.6833(42) 0.7396(46) 0.4904(44) 0.4238(29)
Table D.1.: The renormalization constants for differentN -values, for a
√
σ = 0.2093 (a ≈
0.09 fm).
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Figure D.3.: 1/N2 expansion of the ZX constants.
achieve this, we use the following equations from ref. [95] for each lattice spacing,
ZMSS (µ) = R(µ, µ0)Z
MS
S (µ0) (D.21)
R(µ, µ0) =
expF
(
g¯2(µ2)
16pi2
)
expF
(
g¯2(µ20)
16pi2
) (D.22)
F (x) =
γ0
2β0
log(x) +
β0γ2 − β2γ0
4β0β2
log(β0 + β1x+ β2x
2) +
+
2β0β2γ1 − β1β2γ0 − β0β1γ2
2β0β2
√
4β0β2 − β21
arctan
(
β1 + 2β2x√
4β0β2 − β21
)
(D.23)
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with the 3-loop quantities,
g¯2(µ20)
16pi2
=
1
β0 log(µ2/Λ2)
− β1
β30
log(log(µ2/Λ2))
log2(µ2/Λ2)
+
+
β21 log
2(log(µ2/Λ2))− β21 log(log(µ2/Λ2)) + β2β0 − β21
β50 log
3(µ2/Λ2)
(D.24)
β0 = 11N/3 ; β1 = 34N
2/3 ; β2 =
2857N3
54
(D.25)
γ0 = −3cF
2
; γ1 = −2
(
3
2
c2F +
97
6
NcF
)
(D.26)
γ2 = −2
(
129
2
c3F −
129
4
Nc2F +
11413
108
N2cF
)
(D.27)
and the ΛMS given by ref. [7]
ΛMS√
σ
= 0.515(3) +
0.34(1)
N2
(D.28)
The above procedure has been repeated for each lattice spacings and N -value used
in the continuum limit calculation. The renormalization constants thus exctracted are
listed in table D.2.
N β a
√
σ ZA ZV ZS Z
MS
S (2 GeV)
4 10.6573 0.31395 0.75578(98) 0.60801(20) 0.65951(73) 0.74543(82)
4 10.8485 0.25116 0.76043(72) 0.64626(28) 0.69258(71) 0.76297(78)
4 11.4462 0.15 0.78455(41) 0.70261(61) 0.7351(17) 0.7718(18)
5 16.96 0.31395 0.74945(92) 0.60621(10) 0.6522(11) 0.7376(12)
5 17.244 0.25116 0.75676(88) 0.64154(25) 0.68763(54) 0.75791(59)
5 18.155 0.15 0.78075(57) 0.69823(24) 0.73804(41) 0.77510(43)
7 33.7312 0.31395 0.7476(15) 0.59855(11) 0.65019(68) 0.73585(76)
7 34.2937 0.25116 0.75202(78) 0.63490(21) 0.68058(95) 0.7505(10)
7 36.08775 0.15 0.77967(90) 0.69151(67) 0.7147(38) 0.7506(40)
Table D.2.: The renormalization constants used in continuum limits calculations.
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E.1. Relaxation method
The Landau gauge is defined in the continuum by the local condition,
∂µAµ(x) = 0. (E.1)
Using the correspondence Uµ(x) = exp(iaAµ(x)), which becomes exact in the contin-
uum limit, the O(a2) equivalent of eq. (E.1) can be constructed on the lattice as
θ(x) =
1
N
Tr ∆(x)∆†(x) = 0, (E.2)
where:
∆(x) =
∑
µ
(Aµ(x)−Aµ(x− µˆ)), (E.3)
Aµ(x) = Uµ(x)− U †µ(x)−
1
N
Tr
(
Uµ(x)− U †µ(x)
)
. (E.4)
In practice a gauge configuration is fixed by means of iterative methods (see ref. [96]
for a review) which gradually converge to eq. (E.2) and stop when a desired precision is
reached. We required such precision to be θ(x) < 10−9 in each site x, which corresponds
(empirically) to an average precision of 1V
∑
x θ(x) ≈ 10−14.
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One way of fulfilling eq. (E.2) is by iteratively performing the gauge transformation
U ′µ(x) = g(x)Uµ(x)g(x+ µˆ)† which maximizes the functional,
F [U, g] =
1
NV
ReTr
∑
x
g(x)
∑
µ
[
Uµ(x)g(x+ µˆ)
† + Uµ(x− µˆ)†g(x− µˆ)†
]
=
∑
x
g(x)K(x) (E.5)
where one obtains g(x) in each step by applying for each SU(2) subgroup,
h = ProjSU(2)(goldK),
gnew = h
†gold. (E.6)
.
However the loop over the SU(2) subgroups becomes computationally too expensive
in the large-N limit; this rules out the possibility of using over-relaxation techniques
where h is replaced by hω. In alternative one could skip such loop employing a different
projector,
ProjSU(N)(A) =
A√
A†A
[
det
(
A√
A†A
)]1/N
(E.7)
and can obtain g(x) directly as,
h = ProjSU(N)(K),
gnew = h
†. (E.8)
.
While this method works fine for SU(3), we found it to be still too slow for bigger
groups at the lattice sizes and at the precision required.
E.2. Fourier accelerated method
In this section we explain an alternative way to tackle the problem, the so called Fourier
accelerated method [97], which we implemented and used in this work.
Starting from the continuum, the gauge transformation on the Aµ(x) field reads,
Agµ(x) = Aµ(x) + ∂µχ(x). (E.9)
By repeating n times this procedure, choosing each time χ(n)(x) = α∂νA
(n)
ν (x), one
derives the following iterative expression,
∂µA
(n)
µ (x) =
(
1 + α∂2
)
A(n−1)µ (x) (E.10)
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which can be solved in momentum space with a Fourier transformationB(p) = Fˆ (∂µAµ(x))
and with the substitution ∂2 → −p2:
B(n)(p) =
(
1− αp2)B(n−1)(p) = (1− αp2)nB(0)(p) (E.11)
It is clear that if α < 1/p2max this procedure will lead to eq. (E.1) for n→∞ steps,
∂µA
(n→∞)
µ (x) = Fˆ−1
((
1− αp2)∞B(0)(p)) = 0 (E.12)
however the componentsB(p) associated to p2-values close to zero will converge slowly.
A naive way of porting this method to the lattice would be choosing a gauge transfor-
mation matrix g(x) as
g(x) = exp
(α
2
∆(x)
)
, (E.13)
however to accelerate the convergence of the slower components, one takes advantage
of the Fourier transformation and replaces α→ α(p) = α/p2, i.e.:
g(x) = exp
[
Fˆ−1
(
α
2
1
p2
Fˆ (∆(x))
)]
. (E.14)
Then at each step the gauge field is transformed as Uµ(x)→ g(x)Uµ(x)g†(x+ µˆ) and the
method reiterated until the convergence is reached. For numerical purposes it is faster
and sufficient to truncate g(x) at first order in α and project it back to the gauge group.
For all the SU(N) gauge groups we used the recommended [97] SU(3) value α = 0.08,
as we found times sufficiently small and therefore could not justify a fine tuning of α
for each N .
The Fourier accelerated method scales well across the various SU(N) groups, with
the number of iterations in the same order of magnitude across the N -values (see
fig. E.1). The only drawback of this method is the implementation of the Fourier trans-
formation, which may become a bottleneck in the case of a large number of CPUs. In
our case, due to the small number of configurations, this was not a limiting factor, other-
wise it would be recommendable [98] to gauge fix on GPU hardware, where optimized
Fourier transform libraries are provided.
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Figure E.1.: Volume-averaged value of θ(x) for the different SU(N) groups, with a
243 × 48 lattice volume. While the convergence depends strongly on the
configuration used, for each N we selected a case where the iteration count
was close to the respective average.
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Additional tables and figures
This appendix includes additional tables and figures.
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Figure F.1.: Fit of the a1 mass to: ma1/
√
σ = A+B ·mPCAC/
√
σ (left) and 1/N2 fit of the
parameters A and B (right).
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Figure F.2.: Same as figure F.1, but for the mass of the b1 state.
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Figure F.3.: Same as figure F.1, but for the mass of the pi? state.
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Figure F.4.: Same as figure F.1, but for the mass of the ρ? state.
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Figure F.5.: Same as figure F.1, but for the mass of the a?1 state.
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Figure F.6.: Same as figure F.1, but for the mass of the b?1 state.
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Figure F.7.: Same as figure F.1, but for the mass of the a?0 state.
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Figure F.8.: Plot of the SU(4) masses and decay constants as a function of mPCAC for
different lattice spacings.
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Figure F.9.: Plot of the SU(5) masses and decay constants as a function of mPCAC for
different lattice spacings.
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Figure F.10.: Plot of the SU(7) masses and decay constants as a function of mPCAC for
different lattice spacings.
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N A B κc
2 0.6831(75) 0.972(74) 0.152880(22)(81)
3 0.7519(42) 0.739(38) 0.156670(8)(86)
4 0.7812(36) 0.607(32) 0.158218(7)(87)
5 0.8050(25) 0.483(21) 0.158596(5)(87)
6 0.8098(22) 0.462(18) 0.159103(4)(87)
7 0.8133(19) 0.447(16) 0.159326(4)(87)
17 0.8286(55) 0.370(42) 0.159590(12)(87)
Table F.1.: Fit parameters of the PCAC mass.
N ∆κc/∆β ∆β/∆(a
√
σ) δ(a
√
σ) δκc
2 0.0588172 1.37097 0.001 0.0000806
3 0.033977 2.54391 0.001 0.0000864
4 0.019335 4.4773 0.001 0.0000866
6 0.00891258 9.78578 0.001 0.0000872
Table F.2.: Systematic errors of κc and its dependencies, according to eq. (4.12).
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κ N3s ×Nt mPCAC/
√
σ mpi/
√
σ mρ/
√
σ ma1/
√
σ mb1/
√
σ ma0/
√
σ
0.14581 163 × 32 0.5786(11) 2.7042(85) 2.931(13) 4.038(50) 4.043(49) 3.952(59)
243 × 48 0.57866(90) 2.6926(56) 2.9110(82) 4.136(64) 4.115(58) 4.110(52)
323 × 64 0.5776(12) 2.6835(58) 2.9122(93) 4.133(76) 4.125(70) 4.085(76)
0.14827 163 × 32 0.3551(12) 2.131(10) 2.464(18) 3.622(72) 3.602(69) 3.565(75)
243 × 48 0.35564(84) 2.1116(61) 2.438(10) 3.730(79) 3.743(75) 3.745(72)
323 × 64 0.3548(11) 2.0968(59) 2.431(11) 3.707(92) 3.679(78) 3.71(11)
0.15008 163 × 32 0.2054(14) 1.664(12) 2.134(24) 3.33(11) 3.29(10) 3.49(11)
243 × 48 0.20732(83) 1.6322(72) 2.104(16) 3.43(11) 3.529(92) 3.65(12)
323 × 64 0.2065(10) 1.6138(63) 2.086(18) 3.40(11) 3.353(94) 3.57(20)
0.15096 163 × 32 0.1363(17) 1.400(15) 1.977(29) 3.18(16) 3.14(15) 3.97(22)
243 × 48 0.14047(88) 1.3617(89) 1.947(23) 3.27(13) 3.50(12) 3.96(15)
323 × 64 0.13964(99) 1.3444(68) 1.933(26) 3.25(14) 3.22(12) 3.68(39)
0.151959 243 × 48 0.0661(15) 0.960(15) 1.818(32) 3.24(14) 3.75(20) 1.97(36)
323 × 64 0.0660(11) 0.9558(100) 1.813(40) 3.17(16) 3.38(20) 3.67(16)
0.152496 243 × 48 0.0236(23) 0.639(39) 1.812(71) 3.29(39) 5.1(1.3)
323 × 64 0.0186(18) 0.538(30) 1.730(60) 3.18(15) 3.64(26) 2.88(32)
Table F.3.: Ground state meson masses of SU(2) gauge theory.
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κ N3s ×Nt mPCAC/
√
σ mpi/
√
σ mρ/
√
σ ma1/
√
σ mb1/
√
σ ma0/
√
σ
0.15002 163 × 32 0.5514(11) 2.6597(73) 2.915(11) 4.081(35) 4.090(33) 3.938(37)
243 × 48 0.55154(55) 2.6528(31) 2.9066(47) 4.068(36) 4.071(44) 3.930(27)
323 × 64 0.55138(58) 2.6513(33) 2.9033(58) 4.117(57) 4.129(54) 3.982(43)
0.1522 163 × 32 0.3555(11) 2.1186(86) 2.476(13) 3.678(42) 3.684(42) 3.512(50)
243 × 48 0.35558(52) 2.1109(32) 2.4642(57) 3.684(43) 3.674(42) 3.518(37)
323 × 64 0.35558(51) 2.1111(32) 2.4631(70) 3.739(68) 3.769(65) 3.577(67)
0.1538 163 × 32 0.2209(12) 1.669(10) 2.156(16) 3.390(55) 3.415(56) 3.266(83)
243 × 48 0.22105(49) 1.6606(36) 2.1362(76) 3.400(55) 3.386(53) 3.248(59)
323 × 64 0.22132(47) 1.6626(34) 2.1399(92) 3.464(86) 3.529(83) 3.299(91)
0.15458 163 × 32 0.1582(13) 1.418(12) 2.006(20) 3.260(68) 3.323(73) 3.25(12)
243 × 48 0.15864(48) 1.4099(40) 1.9781(98) 3.259(64) 3.242(64) 3.169(90)
323 × 64 0.15907(44) 1.4130(35) 1.979(13) 3.32(10) 3.422(98) 3.163(98)
0.155638 243 × 48 0.07741(50) 0.9993(56) 1.788(19) 3.134(62) 3.148(80) 3.51(21)
323 × 64 0.07818(42) 1.0030(39) 1.796(24) 3.064(87) 3.26(10) 3.20(26)
0.15613 243 × 48 0.03958(69) 0.7306(86) 1.710(25) 3.032(93) 3.15(18) 2.51(23)
323 × 64 0.04128(43) 0.7411(54) 1.749(26) 2.88(11) 3.23(17) 3.07(61)
Table F.4.: SU(3) ground state meson masses.
κ N3s ×Nt mPCAC/
√
σ mpi/
√
σ mρ/
√
σ ma1/
√
σ mb1/
√
σ ma0/
√
σ
0.15184 163 × 32 0.52889(72) 2.6147(71) 2.882(11) 3.999(41) 4.050(44) 3.855(39)
243 × 48 0.52863(38) 2.6168(24) 2.8921(38) 4.070(28) 4.104(24) 3.914(22)
0.154 163 × 32 0.33716(70) 2.0641(83) 2.437(16) 3.575(56) 3.639(60) 3.406(56)
243 × 48 0.33710(36) 2.0665(24) 2.4513(46) 3.656(29) 3.691(30) 3.482(29)
0.15559 163 × 32 0.20413(73) 1.5965(97) 2.106(25) 3.235(80) 3.331(91) 3.137(65)
243 × 48 0.20423(35) 1.5993(25) 2.1227(64) 3.343(37) 3.363(40) 3.184(47)
0.15635 163 × 32 0.14303(77) 1.337(11) 1.954(31) 3.04(10) 3.19(13) 3.03(11)
243 × 48 0.14332(35) 1.3390(26) 1.9651(85) 3.198(46) 3.198(49) 3.095(73)
0.157173 243 × 48 0.07935(36) 1.0001(32) 1.802(13) 3.088(80) 3.009(87) 3.26(12)
0.15764 243 × 48 0.04350(39) 0.7498(40) 1.709(20) 3.03(12) 3.00(16) 3.34(26)
Table F.5.: SU(4) ground state meson masses.
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κ N3s ×Nt mPCAC/
√
σ mpi/
√
σ mρ/
√
σ ma1/
√
σ mb1/
√
σ ma0/
√
σ
0.15205 163 × 32 0.55192(54) 2.6736(37) 2.9321(55) 4.070(28) 4.114(31) 3.872(30)
243 × 48 0.55112(33) 2.6680(18) 2.9331(28) 4.080(20) 4.127(23) 3.904(20)
0.15426 163 × 32 0.35403(54) 2.1156(43) 2.4774(72) 3.671(36) 3.711(43) 3.420(47)
243 × 48 0.35314(31) 2.1065(20) 2.4769(36) 3.658(25) 3.708(25) 3.446(27)
0.15592 163 × 32 0.21349(56) 1.6322(54) 2.1292(100) 3.374(54) 3.402(67) 3.095(61)
243 × 48 0.21247(29) 1.6192(22) 2.1263(54) 3.350(33) 3.411(32) 3.115(46)
0.15658 163 × 32 0.15960(58) 1.4102(61) 1.989(12) 3.257(69) 3.276(90) 3.021(98)
243 × 48 0.15852(29) 1.3954(24) 1.9851(69) 3.238(43) 3.304(37) 3.006(66)
0.157548 243 × 48 0.08158(29) 1.0017(29) 1.779(13) 3.113(60) 3.201(72) 2.96(12)
0.158355 243 × 48 0.01833(38) 0.4869(68) 1.655(32) 3.076(64) 3.49(14) 2.80(35)
Table F.6.: SU(5) ground state meson masses.
κ N3s ×Nt mPCAC/
√
σ mpi/
√
σ mρ/
√
σ ma1/
√
σ mb1/
√
σ ma0/
√
σ
0.15264 163 × 32 0.54200(48) 2.6579(35) 2.9299(51) 4.064(29) 4.091(27) 3.910(29)
243 × 48 0.54185(26) 2.6574(16) 2.9279(25) 4.069(44) 4.104(17) 3.863(17)
0.15479 163 × 32 0.35056(49) 2.1079(42) 2.4868(67) 3.630(40) 3.664(38) 3.456(42)
243 × 48 0.35042(24) 2.1086(17) 2.4832(30) 3.654(21) 3.694(20) 3.388(22)
0.15636 163 × 32 0.21769(51) 1.6436(50) 2.1549(90) 3.355(39) 3.392(35) 3.127(72)
243 × 48 0.21774(23) 1.6464(18) 2.1504(42) 3.338(24) 3.387(24) 3.018(31)
0.15712 163 × 32 0.15545(53) 1.3820(57) 1.990(12) 3.206(51) 3.232(47) 3.00(11)
243 × 48 0.15570(22) 1.3867(20) 1.9864(54) 3.180(27) 3.235(29) 2.834(42)
0.158051 243 × 48 0.08177(22) 1.0013(25) 1.7819(100) 2.944(60) 3.001(76) 2.687(65)
0.158845 243 × 48 0.01948(50) 0.4989(55) 1.569(36) 2.871(65) 3.46(16) 2.39(25)
Table F.7.: SU(6) ground state meson masses.
κ N3s ×Nt mPCAC/
√
σ mpi/
√
σ mρ/
√
σ ma1/
√
σ mb1/
√
σ ma0/
√
σ
0.152816 163 × 32 0.54657(39) 2.6767(31) 2.9489(47) 4.105(26) 4.117(27) 3.913(36)
243 × 48 0.54604(22) 2.6727(13) 2.9461(20) 4.117(13) 4.140(14) 3.913(15)
0.154967 163 × 32 0.35511(39) 2.1322(34) 2.5100(55) 3.689(32) 3.712(33) 3.464(25)
243 × 48 0.35455(21) 2.1242(14) 2.5009(25) 3.709(16) 3.730(17) 3.441(19)
0.156547 163 × 32 0.22147(41) 1.6689(40) 2.1781(75) 3.356(46) 3.412(51) 3.147(30)
243 × 48 0.22093(20) 1.6599(16) 2.1631(36) 3.405(20) 3.427(22) 3.070(28)
0.157339 163 × 32 0.15669(42) 1.3983(45) 2.0096(98) 3.171(61) 3.262(72) 3.013(47)
243 × 48 0.15619(20) 1.3892(17) 1.9895(48) 3.251(26) 3.272(27) 2.874(38)
0.158273 243 × 48 0.08183(20) 1.0007(19) 1.7785(81) 3.076(54) 3.026(65) 2.704(62)
0.159062 243 × 48 0.02034(24) 0.4960(40) 1.594(28) 2.917(54) 2.930(73) 3.09(30)
Table F.8.: SU(7) ground state meson masses.
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κ N3s ×Nt mPCAC/
√
σ mpi/
√
σ mρ/
√
σ ma1/
√
σ mb1/
√
σ ma0/
√
σ
0.15298 123 × 24 0.55913(42) 2.7030(56) 2.9633(77) 4.122(23) 4.170(24) 3.917(24)
0.15521 123 × 24 0.35983(44) 2.1356(69) 2.499(10) 3.681(33) 3.733(34) 3.423(37)
0.15684 123 × 24 0.22114(46) 1.6545(86) 2.148(14) 3.344(46) 3.410(50) 3.016(60)
0.15755 123 × 24 0.16257(47) 1.4104(99) 1.992(17) 3.191(54) 3.277(63) 2.812(84)
0.158531 123 × 24 0.08390(68) 0.998(12) 1.776(22) 3.019(70) 3.161(97) 2.59(16)
0.15931 123 × 24 0.0212(11) 0.474(38) 1.580(66) 3.23(34) 3.20(29) 3.3(11)
Table F.9.: SU(17) ground state meson masses.
κ N3s ×Nt mpi?/
√
σ mρ?/
√
σ ma?1/
√
σ mb?1/
√
σ ma?0/
√
σ
0.14581 163 × 32 4.56(11) 4.67(13) 5.56(12) 5.61(11) 5.51(13)
243 × 48 4.74(15) 4.586(77) 5.59(19) 5.73(20) 5.36(12)
323 × 64 4.69(13) 4.86(14) 5.62(12) 5.84(14) 5.34(14)
0.14827 163 × 32 4.16(15) 4.35(16) 5.24(18) 5.32(14) 5.28(21)
243 × 48 4.27(19) 4.229(90) 5.11(32) 5.47(28) 4.87(18)
323 × 64 4.28(16) 4.52(17) 5.26(15) 5.61(18) 4.87(18)
0.15008 163 × 32 3.85(20) 4.20(19) 4.96(27) 5.17(19) 4.92(36)
243 × 48 3.96(27) 4.02(10) 4.82(23) 5.26(30) 4.54(34)
323 × 64 3.95(19) 4.27(18) 5.06(21) 5.31(22) 4.59(25)
0.15096 163 × 32 3.71(27) 4.16(21) 4.73(31) 5.08(24) 5.09(67)
243 × 48 3.86(30) 3.95(11) 4.68(29) 5.5(1.4) 4.87(64)
323 × 64 3.75(23) 4.14(20) 5.00(27) 5.50(34) 4.51(35)
Table F.10.: First excited state meson masses of SU(2) gauge theory.
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κ N3s ×Nt mpi?/
√
σ mρ?/
√
σ ma?1/
√
σ mb?1/
√
σ ma?0/
√
σ
0.15002 163 × 32 4.599(78) 4.73(13) 5.666(80) 5.821(82) 5.535(95)
243 × 48 4.435(86) 4.549(95) 5.617(85) 5.639(97) 5.519(62)
323 × 64 4.417(82) 4.504(79) 5.39(11) 5.51(13) 5.134(96)
0.1522 163 × 32 4.239(98) 4.39(16) 5.43(11) 5.66(11) 5.26(14)
243 × 48 4.05(11) 4.21(12) 5.42(12) 5.35(13) 5.270(92)
323 × 64 4.07(11) 4.195(100) 5.11(16) 5.21(16) 4.70(14)
0.1538 163 × 32 3.99(13) 4.18(18) 5.33(16) 5.70(14) 5.12(24)
243 × 48 3.77(14) 3.99(14) 5.26(11) 5.20(19) 5.13(14)
323 × 64 3.81(17) 4.01(12) 4.96(16) 5.02(21) 4.34(20)
0.15458 163 × 32 3.88(15) 4.11(20) 5.35(20) 5.82(15) 5.22(37)
243 × 48 3.65(18) 3.89(15) 5.23(15) 5.16(14) 5.09(20)
323 × 64 3.68(23) 3.95(14) 4.86(20) 4.96(26) 4.44(18)
Table F.11.: SU(3) first excited state meson masses.
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κ N3s ×Nt mpi?/
√
σ mρ?/
√
σ ma?1/
√
σ mb?1/
√
σ ma?0/
√
σ
0.15184 163 × 32 4.84(11) 4.67(17) 5.65(17) 5.72(21) 5.51(17)
243 × 48 4.576(58) 4.705(65) 5.507(80) 5.531(82) 5.418(48)
0.154 163 × 32 4.57(13) 4.39(21) 5.35(22) 5.45(27) 5.20(22)
243 × 48 4.263(74) 4.427(82) 5.19(11) 5.14(11) 5.082(66)
0.15559 163 × 32 4.37(16) 4.23(26) 5.08(27) 5.16(31) 4.92(32)
243 × 48 4.07(12) 4.26(10) 4.96(16) 4.82(14) 4.851(94)
0.15635 163 × 32 4.26(20) 4.17(30) 4.93(32) 5.00(36) 4.71(43)
243 × 48 4.02(26) 4.20(12) 4.85(20) 4.64(18) 4.75(12)
Table F.12.: SU(4) first excited state meson masses.
κ N3s ×Nt mpi?/
√
σ mρ?/
√
σ ma?1/
√
σ mb?1/
√
σ ma?0/
√
σ
0.15205 163 × 32 4.646(62) 4.795(71) 5.586(89) 5.671(88) 5.36(10)
243 × 48 4.505(47) 4.646(52) 5.471(58) 5.624(67) 5.344(37)
0.15426 163 × 32 4.282(79) 4.484(88) 5.32(17) 5.38(13) 4.91(17)
243 × 48 4.146(63) 4.336(68) 5.155(77) 5.300(90) 4.981(48)
0.15592 163 × 32 4.00(10) 4.28(10) 5.04(12) 5.18(12) 4.41(25)
243 × 48 3.882(90) 4.125(87) 4.96(11) 5.08(12) 4.754(66)
0.15658 163 × 32 3.88(12) 4.20(11) 4.93(15) 5.09(15) 4.10(30)
243 × 48 3.79(13) 4.05(10) 4.89(13) 5.00(15) 4.696(82)
Table F.13.: SU(5) first excited state meson masses.
κ N3s ×Nt mpi?/
√
σ mρ?/
√
σ ma?1/
√
σ mb?1/
√
σ ma?0/
√
σ
0.15264 163 × 32 4.494(62) 4.644(72) 5.519(52) 5.674(58) 5.22(16)
243 × 48 4.503(40) 4.634(45) 5.557(48) 5.623(54) 5.396(31)
0.15479 163 × 32 4.131(78) 4.329(91) 5.130(73) 5.291(80) 4.83(24)
243 × 48 4.136(53) 4.298(64) 5.231(68) 5.264(74) 5.028(44)
0.15636 163 × 32 3.90(10) 4.14(12) 4.846(99) 5.00(11) 4.59(12)
243 × 48 3.874(70) 4.059(92) 4.987(98) 5.00(10) 4.759(65)
0.15712 163 × 32 3.82(13) 4.08(14) 4.71(12) 4.85(13) 4.17(28)
243 × 48 3.739(75) 3.94(11) 4.85(13) 4.86(13) 4.633(85)
Table F.14.: SU(6) first excited state meson masses.
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κ N3s ×Nt mpi?/
√
σ mρ?/
√
σ ma?1/
√
σ mb?1/
√
σ ma?0/
√
σ
0.152816 163 × 32 4.588(38) 4.743(40) 5.630(43) 5.701(52) 5.386(50)
243 × 48 4.520(36) 4.666(39) 5.585(46) 5.694(59) 5.435(27)
0.154967 163 × 32 4.181(49) 4.356(53) 5.297(57) 5.431(57) 5.024(63)
243 × 48 4.118(44) 4.315(49) 5.221(69) 5.338(69) 5.075(36)
0.156547 163 × 32 3.928(62) 4.143(64) 5.075(79) 5.190(81) 4.753(92)
243 × 48 3.803(55) 4.061(57) 4.947(83) 5.085(94) 4.839(54)
0.157339 163 × 32 3.814(75) 4.054(72) 4.972(100) 5.07(10) 4.63(12)
243 × 48 3.630(67) 3.937(63) 4.82(10) 4.98(12) 4.761(89)
Table F.15.: SU(7) first excited state meson masses.
κ N3s ×Nt mpi?/
√
σ mρ?/
√
σ ma?1/
√
σ mb?1/
√
σ ma?0/
√
σ
0.15298 123 × 24 4.530(48) 4.660(59) 5.56(10) 5.625(85) 5.344(53)
0.15521 123 × 24 4.137(62) 4.292(76) 5.199(64) 5.29(14) 4.949(81)
0.15684 123 × 24 3.865(82) 4.033(88) 4.976(86) 5.07(20) 4.67(12)
0.15755 123 × 24 3.76(10) 3.928(93) 4.90(10) 4.99(25) 4.57(18)
Table F.16.: SU(17) first excited state meson masses.
State X AX,1 AX,2 BX,1 BX,2
a0 2.402(34) 4.25(62) 2.721(53) -6.84(96)
a1 2.860(21) 0.84(36) 2.289(35) -2.02(61)
b1 2.901(23) 1.07(40) 2.273(38) -2.83(72)
pi? 3.392(57) 1.0(1.1) 2.044(80) -1.2(1.6)
ρ? 3.696(54) 0.23(55) 1.782(67) -1.30(54)
a?0 4.356(65) 1.8(1.4) 1.902(98) -2.9(2.1)
a?1 4.587(75) 1.2(1.2) 1.76(12) -2.1(19)
b?1 4.609(99) 1.7(1.5) 1.87(15) -2.5(2.2)
Table F.17.: Coefficients for the expansion of the particle masses as mX/
√
σ =(
AX,1 +AX,2/N
2
)
+
(
BX,1 +BX,2/N
2
)
mPCAC/
√
σ.
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F. Additional tables and figures
κ N3s ×Nt Fˆ latpi /
√
σ Fˆpi/
√
σ fˆ latρ /
√
σ fˆρ/
√
σ
0.14581 243 × 48 0.4033(62) 0.3273(50) 0.900(14) 0.6469(99)
0.14827 243 × 48 0.3598(65) 0.2921(53) 0.883(15) 0.635(10)
0.15008 243 × 48 0.3159(79) 0.2564(64) 0.861(17) 0.619(12)
0.15096 243 × 48 0.291(10) 0.2360(81) 0.844(21) 0.607(15)
0.151959 243 × 48 0.275(20) 0.223(16) 0.845(36) 0.608(26)
0.152496 243 × 48 0.24(16) 0.20(13) 0.74(11) 0.529(79)
Table F.18.: Decay constants for the SU(2) theory.
κ N3s ×Nt Fˆ latpi /
√
σ Fˆpi/
√
σ fˆ latρ /
√
σ fˆρ/
√
σ
0.15002 243 × 48 0.4132(58) 0.3231(46) 0.9402(83) 0.6405(56)
0.1522 243 × 48 0.3727(51) 0.2914(40) 0.9143(85) 0.6229(58)
0.1538 243 × 48 0.3325(64) 0.2600(50) 0.8835(91) 0.6019(62)
0.15458 243 × 48 0.3083(78) 0.2411(61) 0.865(10) 0.5894(68)
0.155638 243 × 48 0.2742(78) 0.2144(61) 0.849(18) 0.578(12)
0.15613 243 × 48 0.246(14) 0.192(11) 0.893(55) 0.609(38)
Table F.19.: Decay constants for the SU(3) theory.
κ N3s ×Nt Fˆ latpi /
√
σ Fˆpi/
√
σ fˆ latρ /
√
σ fˆρ/
√
σ
0.15184 243 × 48 0.4305(37) 0.3318(29) 0.9807(64) 0.6531(43)
0.154 243 × 48 0.3857(39) 0.2973(30) 0.9526(67) 0.6344(45)
0.15559 243 × 48 0.3417(46) 0.2633(36) 0.9206(77) 0.6131(52)
0.15635 243 × 48 0.3227(34) 0.2487(26) 0.8998(92) 0.5992(62)
0.157173 243 × 48 0.2934(49) 0.2261(38) 0.870(14) 0.5795(94)
0.15764 243 × 48 0.2710(71) 0.2089(54) 0.855(25) 0.569(17)
Table F.20.: Decay constants for the SU(4) theory.
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κ N3s ×Nt Fˆ latpi /
√
σ Fˆpi/
√
σ fˆ latρ /
√
σ fˆρ/
√
σ
0.15205 243 × 48 0.4350(31) 0.3333(24) 0.9748(36) 0.6444(24)
0.15426 243 × 48 0.3909(32) 0.2994(24) 0.9521(36) 0.6294(24)
0.15592 243 × 48 0.3484(37) 0.2669(28) 0.9222(38) 0.6096(25)
0.15658 243 × 48 0.3291(42) 0.2521(32) 0.9069(40) 0.5995(26)
0.157548 243 × 48 0.2951(39) 0.2260(30) 0.8821(48) 0.5832(32)
0.158355 243 × 48 0.269(14) 0.206(10) 0.854(18) 0.565(12)
Table F.21.: Decay constants for the SU(5) theory.
κ N3s ×Nt Fˆ latpi /
√
σ Fˆpi/
√
σ fˆ latρ /
√
σ fˆρ/
√
σ
0.15264 243 × 48 0.4374(25) 0.3342(19) 0.9914(34) 0.6514(22)
0.15479 243 × 48 0.3944(26) 0.3013(20) 0.9623(34) 0.6323(23)
0.15636 243 × 48 0.3536(30) 0.2702(23) 0.9284(36) 0.6101(24)
0.15712 243 × 48 0.3302(35) 0.2523(27) 0.9080(40) 0.5967(26)
0.158051 243 × 48 0.2987(34) 0.2282(26) 0.8829(54) 0.5802(36)
0.158845 243 × 48 0.2676(91) 0.2044(69) 0.867(17) 0.570(11)
Table F.22.: Decay constants for the SU(6) theory.
κ N3s ×Nt Fˆ latpi /
√
σ Fˆpi/
√
σ fˆ latρ /
√
σ fˆρ/
√
σ
0.152816 243 × 48 0.4386(23) 0.3345(18) 0.9520(48) 0.6235(31)
0.154967 243 × 48 0.3949(24) 0.3011(18) 0.9311(49) 0.6098(32)
0.156547 243 × 48 0.3529(27) 0.2691(20) 0.9013(51) 0.5902(34)
0.157339 243 × 48 0.3273(31) 0.2496(24) 0.8798(55) 0.5762(36)
0.158273 243 × 48 0.2906(47) 0.2216(36) 0.8729(49) 0.5717(32)
0.159062 243 × 48 0.249(16) 0.190(12) 0.857(12) 0.5615(82)
Table F.23.: Decay constants for the SU(7) gauge theory.
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κ N3s ×Nt Fˆ latpi /
√
σ Fˆpi/
√
σ fˆ latρ /
√
σ fˆρ/
√
σ
0.15298 123 × 24 0.4456(31) 0.3381(23) 1.0055(92) 0.6539(60)
0.15521 123 × 24 0.4045(35) 0.3069(27) 0.986(10) 0.6415(66)
0.15684 123 × 24 0.3610(44) 0.2739(34) 0.958(11) 0.6227(74)
0.15755 123 × 24 0.3379(53) 0.2564(40) 0.939(13) 0.6108(82)
0.158531 123 × 24 0.307(12) 0.2326(93) 0.902(17) 0.587(11)
0.15931 123 × 24 0.296(28) 0.225(21) 0.851(48) 0.553(31)
Table F.24.: Decay constants for the SU(17) theory.
β and N3s ×Nt κ mPCAC/
√
σ mpi/
√
σ mρ/
√
σ ma1/
√
σ mb1/
√
σ ma0/
√
σ
10.6573 0.153189 0.60704(68) 2.6059(35) 2.8038(48) 4.059(46) 4.159(45) 4.160(50)
163 × 32 0.157084 0.37899(62) 2.0754(36) 2.3637(57) 3.650(60) 3.806(58) 3.773(62)
0.160228 0.21749(60) 1.5907(38) 2.0085(77) 3.319(94) 3.541(78) 3.447(91)
0.161603 0.15335(59) 1.3465(41) 1.8549(99) 3.19(14) 3.44(10) 3.33(12)
0.163073 0.08915(60) 1.0397(49) 1.689(16) 2.87(31) 3.288(85) 3.28(18)
0.164082 0.04711(65) 0.7673(73) 1.562(36) 3.32(25) 3.18(13) 3.29(20)
10.8485 0.15183 0.61261(49) 2.7441(28) 2.9675(40) 4.032(35) 4.180(36) 4.213(39)
203 × 40 0.15548 0.34376(44) 2.0442(28) 2.3947(47) 3.474(42) 3.689(48) 3.698(52)
0.15745 0.21204(42) 1.6062(30) 2.0812(67) 3.189(68) 3.424(58) 3.417(67)
0.15844 0.14958(42) 1.3524(32) 1.9217(96) 3.12(10) 3.302(66) 3.337(81)
0.15955 0.08261(43) 1.0119(40) 1.732(18) 3.01(13) 3.19(11) 3.24(15)
0.16032 0.03681(55) 0.6836(72) 1.543(41) 3.18(24) 3.125(81) 3.38(13)
11.4462 0.14997 0.48690(30) 2.5682(25) 2.8820(44) 3.786(27) 3.963(25) 3.994(29)
323 × 64 0.15135 0.30713(27) 1.9976(26) 2.4281(57) 3.368(35) 3.550(30) 3.573(34)
0.1521 0.21200(26) 1.6437(27) 2.1774(75) 3.176(46) 3.355(31) 3.385(36)
0.15254 0.15714(26) 1.4095(30) 2.0380(95) 3.105(54) 3.249(31) 3.298(37)
0.15307 0.09208(26) 1.0784(36) 1.863(15) 2.961(85) 3.116(38) 3.230(44)
0.15344 0.04707(30) 0.7807(54) 1.719(25) 2.95(11) 3.013(56) 3.356(94)
Table F.25.: Ground states masses for different β-values for the SU(4) theory.
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β and N3s ×Nt κ mPCAC/
√
σ mpi/
√
σ mρ/
√
σ ma1/
√
σ mb1/
√
σ ma0/
√
σ
16.96 0.154 0.57856(51) 2.5380(24) 2.7432(37) 3.876(34) 3.963(33) 3.997(38)
163 × 32 0.1574 0.37978(47) 2.0659(24) 2.3549(44) 3.477(40) 3.608(42) 3.639(44)
0.1602 0.23292(46) 1.6291(27) 2.0328(58) 3.147(51) 3.317(58) 3.372(57)
0.16173 0.15911(46) 1.3547(30) 1.8576(76) 3.036(76) 3.167(63) 3.246(74)
0.16334 0.08646(47) 1.0081(38) 1.679(12) 2.75(16) 3.083(64) 3.157(70)
0.1648 0.02285(83) 0.536(13) 1.451(49) 2.40(35) 2.97(14) 2.81(47)
17.244 0.1533 0.54200(36) 2.5723(20) 2.8198(31) 3.889(29) 4.051(30) 4.075(33)
203 × 40 0.15572 0.36511(34) 2.0994(20) 2.4361(38) 3.502(39) 3.711(37) 3.725(36)
0.15785 0.22040(33) 1.6255(22) 2.0914(51) 3.156(59) 3.403(46) 3.431(49)
0.15864 0.16937(33) 1.4247(24) 1.9622(63) 3.027(67) 3.279(51) 3.316(44)
0.16 0.08504(34) 1.0142(29) 1.750(12) 2.870(63) 3.054(50) 3.138(62)
0.1611 0.01828(52) 0.4884(80) 1.623(33) 3.00(22) 2.72(13) 3.03(55)
18.155 0.15061 0.48355(44) 2.5860(45) 2.9087(64) 3.982(30) 4.058(34) 4.230(42)
323 × 64 0.15188 0.31879(47) 2.0688(56) 2.4943(78) 3.707(48) 3.688(41) 4.009(52)
0.15289 0.19111(50) 1.6026(77) 2.1626(99) 3.346(47) 3.398(54) 3.59(10)
0.1533 0.13998(49) 1.3901(94) 2.032(11) 3.296(61) 3.284(64) 3.46(11)
0.154 0.04993(40) 0.966(14) 1.807(18) 3.12(10) 3.100(92) 3.21(19)
0.1542 0.01520(66) 0.699(15) 1.616(31) 2.81(31) 3.086(91) 3.15(22)
Table F.26.: Ground states masses for different β-values for the SU(5) theory.
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β and N3s ×Nt κ mPCAC/
√
σ mpi/
√
σ mρ/
√
σ ma1/
√
σ mb1/
√
σ ma0/
√
σ
33.7312 0.152816 0.70737(42) 2.8113(19) 2.9896(26) 4.067(30) 4.184(22) 4.175(24)
163 × 32 0.154967 0.57104(39) 2.5315(19) 2.7468(27) 3.826(34) 3.962(24) 3.946(27)
0.156547 0.47676(37) 2.3172(19) 2.5674(28) 3.648(38) 3.800(26) 3.778(29)
0.157339 0.43131(36) 2.2061(19) 2.4771(29) 3.558(41) 3.719(27) 3.694(31)
0.158273 0.37903(32) 2.0714(19) 2.3703(30) 3.450(46) 3.623(29) 3.597(33)
0.159062 0.33632(31) 1.9537(20) 2.2799(32) 3.359(50) 3.543(32) 3.515(36)
0.1612 0.22631(30) 1.6100(21) 2.0339(41) 3.103(72) 3.321(41) 3.302(46)
0.1629 0.14481(29) 1.2949(24) 1.8373(60) 2.90(12) 3.140(57) 3.152(62)
0.1646 0.06871(30) 0.8998(32) 1.6331(90) 2.86(18) 2.963(94) 3.13(12)
0.1657 0.02181(35) 0.5175(55) 1.507(21) 2.76(13) 2.931(95) 3.27(16)
34.2937 0.152816 0.63084(25) 2.7951(14) 3.0170(25) 4.036(17) 4.182(14) 4.221(17)
203 × 40 0.154967 0.46808(24) 2.3944(14) 2.6780(28) 3.695(19) 3.870(15) 3.902(18)
0.156547 0.35503(23) 2.0770(14) 2.4251(32) 3.439(23) 3.642(17) 3.669(20)
0.157339 0.30038(22) 1.9069(15) 2.2970(34) 3.310(26) 3.527(18) 3.553(21)
0.158273 0.23764(22) 1.6928(15) 2.1448(38) 3.160(31) 3.391(20) 3.418(24)
0.159062 0.18609(22) 1.4961(16) 2.0153(44) 3.042(39) 3.275(22) 3.304(27)
0.1602 0.11411(22) 1.1714(20) 1.8279(59) 2.907(47) 3.086(38) 3.127(44)
0.16105 0.06218(23) 0.8671(24) 1.6929(93) 2.928(92) 2.952(45) 3.021(61)
0.16175 0.01903(36) 0.4916(71) 1.610(29) 2.93(19) 2.86(10) 3.44(17)
36.08775 0.1505 0.55621(25) 2.7789(23) 3.0637(34) 3.894(19) 4.107(17) 4.138(20)
243 × 48 0.1522 0.33382(24) 2.0894(25) 2.5028(44) 3.297(26) 3.582(22) 3.606(24)
0.1531 0.21907(25) 1.6650(29) 2.1981(58) 2.962(39) 3.307(28) 3.327(31)
0.1538 0.13117(26) 1.2777(34) 1.9653(96) 2.768(49) 3.154(32) 3.162(34)
0.1543 0.06934(26) 0.9251(45) 1.797(18) 2.71(10) 3.013(52) 3.032(59)
0.15465 0.02647(30) 0.5792(81) 1.705(56) 3.17(23) 2.997(53) 3.108(69)
Table F.27.: Ground states masses for different β-values for the SU(7) theory.
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β and N3s ×Nt κ Fˆ latpi /
√
σ Fˆpi/
√
σ fˆ latρ /
√
σ fˆρ/
√
σ
10.6573 0.153189 0.4411(74) 0.3334(56) 0.9856(89) 0.5992(54)
163 × 32 0.157084 0.4012(81) 0.3032(61) 0.9836(93) 0.5980(56)
0.160228 0.3562(97) 0.2692(74) 0.964(10) 0.5861(62)
0.161603 0.331(12) 0.2505(87) 0.949(11) 0.5770(69)
0.163073 0.297(17) 0.224(13) 0.925(14) 0.5625(87)
0.164082 0.276(28) 0.209(21) 0.882(21) 0.536(13)
10.8485 0.15183 0.4326(43) 0.3290(33) 0.9664(66) 0.6245(43)
203 × 40 0.15548 0.3821(45) 0.2905(34) 0.9477(69) 0.6124(45)
0.15745 0.3433(52) 0.2610(39) 0.9221(74) 0.5959(48)
0.15844 0.3198(60) 0.2432(46) 0.9020(81) 0.5829(53)
0.15955 0.2879(89) 0.2189(68) 0.870(11) 0.5623(70)
0.16032 0.267(18) 0.203(14) 0.836(19) 0.540(12)
11.4462 0.14997 0.4118(37) 0.3231(29) 0.9146(57) 0.6426(40)
323 × 64 0.15135 0.3663(35) 0.2874(28) 0.8817(56) 0.6195(39)
0.1521 0.3345(36) 0.2625(28) 0.8563(56) 0.6017(40)
0.15254 0.3129(38) 0.2455(30) 0.8384(58) 0.5890(41)
0.15307 0.2830(45) 0.2221(35) 0.8129(67) 0.5712(47)
0.15344 0.2577(66) 0.2022(51) 0.7957(95) 0.5591(67)
Table F.28.: Decay constants for different β-values for the SU(4) theory.
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F. Additional tables and figures
β and N3s ×Nt κ Fˆ latpi /
√
σ Fˆpi/
√
σ fˆ latρ /
√
σ fˆρ/
√
σ
16.96 0.154 0.4348(52) 0.3259(39) 0.9554(66) 0.5792(40)
163 × 32 0.1574 0.4011(54) 0.3006(41) 0.9585(69) 0.5811(42)
0.1602 0.3629(63) 0.2719(47) 0.9469(73) 0.5740(44)
0.16173 0.3378(77) 0.2532(58) 0.9340(78) 0.5662(48)
0.16334 0.311(12) 0.2329(91) 0.917(10) 0.5562(61)
0.1648 0.295(24) 0.221(18) 0.902(11) 0.5467(68)
17.244 0.1533 0.4313(35) 0.3264(26) 0.9767(52) 0.6266(34)
203 × 40 0.15572 0.3955(36) 0.2993(28) 0.9627(53) 0.6176(34)
0.15785 0.3536(42) 0.2676(32) 0.9351(56) 0.5999(36)
0.15864 0.3355(47) 0.2539(36) 0.9205(60) 0.5905(38)
0.16 0.3014(71) 0.2281(53) 0.8929(76) 0.5728(49)
0.1611 0.264(27) 0.200(20) 0.885(16) 0.568(10)
18.155 0.15061 0.4279(37) 0.3341(29) 0.9371(59) 0.6543(42)
323 × 64 0.15188 0.3875(39) 0.3025(30) 0.9054(60) 0.6322(42)
0.15289 0.3469(45) 0.2709(35) 0.8714(62) 0.6084(43)
0.1533 0.3287(50) 0.2566(39) 0.8562(65) 0.5978(46)
0.154 0.2929(79) 0.2287(62) 0.8405(97) 0.5869(68)
0.1542 0.261(24) 0.204(19) 0.819(22) 0.572(15)
Table F.29.: Decay constants for different β-values for the SU(5) theory.
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F. Additional tables and figures
β and N3s ×Nt κ Fˆ latpi /
√
σ Fˆpi/
√
σ fˆ latρ /
√
σ fˆρ/
√
σ
33.7312 0.152816 0.4573(51) 0.3419(38) 0.9562(47) 0.5723(28)
163 × 32 0.154967 0.4398(52) 0.3288(39) 0.9669(49) 0.5787(29)
0.156547 0.4241(55) 0.3170(41) 0.9715(50) 0.5815(30)
0.157339 0.4152(56) 0.3104(42) 0.9725(51) 0.5821(31)
0.158273 0.3999(41) 0.2989(31) 0.9724(52) 0.5821(31)
0.159062 0.3897(42) 0.2913(32) 0.9712(53) 0.5813(32)
0.1612 0.3579(50) 0.2675(37) 0.9613(57) 0.5754(34)
0.1629 0.3274(63) 0.2447(47) 0.9458(63) 0.5661(38)
0.1646 0.291(11) 0.2177(80) 0.9237(82) 0.5529(49)
0.1657 0.254(28) 0.190(21) 0.898(18) 0.537(11)
34.2937 0.152816 0.4483(26) 0.3371(20) 0.9617(41) 0.6106(26)
203 × 40 0.154967 0.4212(27) 0.3168(20) 0.9641(42) 0.6121(26)
0.156547 0.3957(28) 0.2976(21) 0.9591(42) 0.6089(27)
0.157339 0.3808(29) 0.2864(22) 0.9538(42) 0.6056(27)
0.158273 0.3613(31) 0.2717(23) 0.9448(42) 0.5998(27)
0.159062 0.3430(34) 0.2579(25) 0.9343(43) 0.5932(27)
0.1602 0.3134(42) 0.2357(32) 0.9137(45) 0.5801(28)
0.16105 0.2880(63) 0.2165(48) 0.8925(52) 0.5666(33)
0.16175 0.270(19) 0.203(14) 0.873(11) 0.5543(71)
36.08775 0.1505 0.4323(22) 0.3371(18) 0.9462(34) 0.6543(24)
243 × 48 0.1522 0.3797(26) 0.2961(20) 0.9087(39) 0.6284(27)
0.1531 0.3411(30) 0.2660(23) 0.8800(40) 0.6085(28)
0.1538 0.3012(46) 0.2348(36) 0.8585(45) 0.5937(31)
0.1543 0.2703(72) 0.2107(56) 0.8323(68) 0.5756(47)
0.15465 0.242(16) 0.189(12) 0.828(15) 0.573(10)
Table F.30.: Decay constants for different β-values for the SU(7) theory.
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