The CUSUM test has played an important role in theory and applications related to structural change, but its drawback is that it loses power when the break is orthogonal to the mean of the regressors. In this study, we consider two modified CUSUM tests that have been proposed, implicitly or explicitly, in the literature to detect such structural changes, and investigate the limiting power properties of these tests under a fixed alternative. We demonstrate that the modified tests are superior to the classic tests in terms of both asymptotic theory and in finite samples, when detecting the orthogonal structural shift.
Introduction
In this study we investigate the power properties of the modified CUSUM test. The original CUSUM test was introduced by Brown, Durbin, and Evans (1975) , and has been widely used to test for parameter stability in practical analyses. It has also been investigated extensively and extended in various ways in the literature. With regard to the power properties, Garbade (1977) studied the finite sample performance of the CUSUM test under three patterns of coefficient variations. Then, based on Monte Carlo experiments, the results showed that the CUSUM test is quite weak in detecting parameter instability under the simulation settings. While this property has been repeatedly observed in the literature, Ploberger and Krämer (1990) conducted a theoretical investigation of the power of the test, where changes in the parameters are local to zero under the alternative. They showed that the limiting distribution of the test under the local alternative is expressed as a Brownian motion plus an additional term related to the interaction between the mean of the regressors and the direction of the structural change. This result implies that in the case of a simple shift in parameters, the power of the CUSUM test depends on the angle between the mean of the regressors and the direction of the shift, and the test loses power when this angle is perpendicular. Their result theoretically explains the poor performance of the CUSUM test in the study of Garbade (1977) , in which the mean of the regressors is set to be orthogonal to the shift (the mean is equal to zero). While the original CUSUM test was proposed using recursive residuals, Ploberger and Krämer (1992) developed a CUSUM test based on ordinary least squares (OLS) residuals, and compared the local power of this test to that of the original test. On the other hand, Deng and Perron (2008) suggested investigating the power properties of both versions of the CUSUM test, not under a local alternative, but from a non-local perspective. They derived the limiting distribution of the test statistic under the fixed alternative, and confirmed that even in this case, the power of the test depends on the angle between the mean of the regressors and the direction of the change. Therefore, in this study, we investigate two versions of the CUSUM test modified to avoid losing power when the mean of the regressor is orthogonal to the shift. Our modified tests are based on the CUSUM of x jtǔt instead ofǔ t , where x jt denotes the jth element of regressor x t , andǔ t denotes the OLS residuals or recursive residuals. The asymptotic distributions of the test statistics are investigated under the null hypothesis of parameter stability, as well as under the fixed alternative, and the powers of the modified tests are investigated.
The finite sample properties of the modified tests are supported by the asymptotic theory, and we confirm that the modified tests are superior to the classic test, in terms of both the asymptotic theory and in finite samples, when detecting an orthogonal structural shift.
The remainder of the paper is organized as follows. Section 2 introduces the model and assumptions. Section 3 presents the asymptotic behaviors of the two modified tests considered in this study. We further extend the modified tests to models with serially correlated errors.
The finite sample properties are investigated using Monte Carlo simulations in Section 4. Section 5 concludes the paper. The mathematical proofs are relegated to the Appendix.
Models and Assumptions
We consider the standard linear regression model given by
where To investigate the asymptotic properties of the CUSUM test, we make the following assumptions:
Assumption 1
The regressor x t and the error term u t are defined on a common probability space, and the following condition holds:
Assumption 2
The following probability limits exist:
where c 1 is a k × 1 vector and C and Λ are k × k and k 2 × k 2 nonsingular and nonstochastic matrices, respectively.
We need Assumption 2 to investigate the power of the modified CUSUM tests. We denote
The vector c 1 is called the mean regressor.
Assumption 3
The disturbances {u t } are stationary and ergodic with
Assumption 3 implies that the error term is a martingale difference sequence. We first proceed with this assumption, but it will be relaxed in a later section in order to investigate the effect of the serial correlation on the power of the tests.
The Modified CUSUM Tests

Preliminaries to the modified CUSUM tests
We first consider the standard CUSUM test in order to motivate the modification. The test statistic based on the OLS residuals is given by
whereû t are the OLS residuals andσ 2 = T −1 T t=1û 2 t , while the recursive residuals based test statistic is
, and
Ploberger and Krämer (1990, 1992) To explain this dependence, we demonstrate that the power of the OLS-based test depends on c 1 δ by focusing on the fixed alternative. Given that the OLS estimator of β can be expressed
the OLS residuals are given bŷ
and thus
It can be shown that for r > λ, the second and third terms on the right hand side of (4) converge in probability to (r − λ)c 1 δ and −r(1 − λ)c 1 δ, respectively. Therefore, we can see that the OLS-based CUSUM test loses power when c 1 δ = 0.
To avoid the dependence of the power on c 1 δ, we modify the CUSUM test such that it is not based on the residuals, but on the product of x jt (for j = 1) and the residuals. Let
Then, the modified CUSUM test statistics are defined as
Proposition 1 Suppose that Assumptions 1-3 hold. (a) Under the null hypothesis,
where BB j (r) and W j (r) are the one-dimensional standard Brownian bridge and Brownian motion, respectively, and ⇒ denotes weak convergence of the associated probability measures.
(b) Under the alternative hypothesis,
where c jj and Λ jj,0 are the (j, j) element of C and the (j,j) block of Λ, respectively; that is,
and q = sup
with λ * = {λ * : 0 ≤ λ * ≤ 1 and log λ * = 1 + log λ + 1 2λ * }.
Proposition 1 shows that our modification could work well, even in the case of c 1 δ = 0, for c j δ = 0 and j = 1. Thus, we can avoid the loss of power caused by the orthogonal change.
However, it is obvious that the modified test loses power if c j δ = 0, and we do not know whether c j δ = 0, for some j = 1, · · · , k. We will discuss how to overcome this problem in the following subsection. 
Modified CUSUM tests
whereσ 2 andσ 2 are defined as before. The following theorem gives the asymptotic properties of these test statistics.
Theorem 1 Suppose that Assumptions 1-3 hold. (a) Under the null hypothesis,
where BB(r) and W (r) are the k-dimensional standard Brownian bridge and Brownian motion, respectively.
Theorem 1 clearly shows that the modified test statistics Q ols and Q rec can avoid the loss of power caused by c j δ = 0 for some j, and are consistent because δ Cδ = 0.
The other possible transformation is to take the maximum of the absolute values of the
x tũt , and consider the following test statistics:
Theorem 2 Suppose that Assumptions 1-3 hold. (a) Under the null hypothesis,
where {BB j (r)} and {W j (r)} for j = 1, · · · , k are the independent one-dimensional standard Brownian bridge and Brownian motion, respectively.
where v j is the k-th element of
Again, we can see from Theorem 2 that the maximum-type tests, M ols and M rec , are consistent irrespective of whether c j δ = 0 for some j.
The critical values of the null-limiting distributions of the quadratic-type and maximumtype tests are obtained by approximating a standard Brownian motion using 2000 independent normal random variables with 1000000 replications (see Panel (a) of Table 1 ). In addition, it is sometimes the case that the test statistics are constructed by removing the first and last 100ε % observations. In this case, we have
The critical values for these distributions with ε = 0.15 are given in Panel (b) of Table 1 .
We next investigate the limiting properties of the tests under the alternative based on Theorems 1 and 2. Since the probability limits under the alternative depend on several parameters in the model, we focus on a simple case where σ 2 = 1 and N (1, 1) . Furthermore, the change in the coefficients is specified by δ = [1, −1] and δ = [1, 1] , which correspond to c 1 δ = 0 and c 1 δ = 0, respectively. Given that the power properties depend not only on the probability limits under the alternative, but also on the critical values used in the tests, we compare these limits divided by the asymptotic 5% critical values.
Figures 1(a) and (b) show the probability limits of the quadratic-type tests given by (12) and (13), respectively, divided by the corresponding critical values. We can see that the limit of the OLS-based version is maximized at the midpoint, whereas that of the recursive- 
Modified CUSUM tests with serially correlated errors
In practice, it is sometimes the case that the error term is not a martingale difference sequence, but instead is serially correlated. As shown by, for example, Tang and MacNeill (1993) , the serial correlation in the error term can produce striking effects on the distribution.
Therefore, when the error term is possibly serially correlated, we need to construct the test statistics taking the serial correlation into account. In this case, we replace Assumption 3 with the following assumption.
Assumption 4
The following functional central limit theorem holds:
The test statistics, Q ols , Q rec , M ols , and M rec are defined as before with
whereΩ andΩ are the consistent estimators of Ω based on x tût and x tũt , respectively. In practice, it is often the case that Ω is estimated nonparametrically, such that
is the Bartlett kernel, and the bandwidth m is selected based on
withρ j obtained by regressingŵ jt onŵ jt−1 , andσ 2 j defined as before. Then,Ω is defined similarly using the recursive residuals. 
We can see that 
Finite Sample Properties
In this section, we investigate the finite sample performance of the tests considered in this study. The data generating process (DGP) we consider is given by where {e t } is independent of { t }. We set ρ = 0 to investigate the performance of the truncated versions of the tests in Section 3.2 given in (18)- (20), while ρ = 0.4 and 0.8 are used for the tests that are robust to serial correlation developed in Section 3.3. The sample size T is 100 and 200, the number of replications is 5000, and all computations are conducted using the GAUSS matrix language.
We first investigate the finite sample performance of the tests in Section 3.2 with ρ = 0.
From Panel (a) of Table 2 , we can see that the sizes of all the tests are relatively well given in Section 3. For example, the modified tests using the OLS residuals are maximized at λ = 0.5, whereas for an early break, the tests using recursive residuals outperform those using OLS residuals and vice versa for a late break.
In the case where the error term is possibly serial correlated, we should use the tests proposed in Section 3.3, the empirical sizes of which are summarized in Panels (b) and (c) of Table 2 . We can see that the tests based on the OLS residuals tend to suffer from under-size distortion, particularly when the serial correlation is strong, with ρ = 0.8. With regards to power in the case of ρ = 0.4, the relative performance of the tests seems to be preserved, but we also observe from Figures 3(a) and (b) that the tests suffer from the so-called non monotonic power. 2 Figures 3(g) and (h) show that the effect of the location of a change on the tests is similar to the case of serially uncorrelated errors. We obtain the similar tendency in the case of ρ = 0.8 and omit details.
Conclusion
When a structural change is orthogonal to the mean of the regressors, the standard CUSUM tests lose power. As a result, several modified tests have been proposed, explicitly or implicitly, in the literature. We investigated the asymptotic properties of such modified tests, and found that they can successfully reject the null hypothesis, even in the case of an orthogonal structural change. In this sense, the modified tests could complement the standard test in empirical analyses.
2 Since the main purpose of this study is to investigate the modified CUSUM tests developed to overcome the loss of power caused by an orthogonal shift of parameters, we do not pursue this problem further here.
Proof of Proposition 1: (a)
In the case of the OLS residuals, from the functional central limit theorem (FCLT), the weak law of large numbers (WLLN), and the continuous mapping theorem (CMT), we have
where
where the last equality holds because
. Similarly, we havê
jj BB j (r) where BB j (r) is a standard Brownian bridge, we obtain (5).
For the CUSUM test based on the recursive residuals, following Ploberger and Krämer (1988), we have
and
where W j (r) for 0 ≤ r ≤ 1 is a standard Brownian motion. We then obtain (6).
(b) Sinceβ is expressed as (2) under the alternative, we havê
Then, using expression (3), the numerator of the test statistic becomes
uniformly over 0 ≤ r ≤ 1, the absolute value of which is maximized at r = λ, which is equal to |c j δ|λ (1 − λ) . Similarly, we have
From (26) and (27), we obtain (7).
The proof in the case with the recursive residuals is analogous to the OLS case. We first
This result will be used repeatedly in our proofs below.
Since the recursive residuals are written under the alternative asũ
Then, we have
uniformly over 0 ≤ r ≤ 1. Using standard calculus, we have that |c j δ|λ[log(r)−log(λ)]1 (r>λ) /(1+ 2r)| takes the maximum value |c j δ|q, where q is defined as (9) . Furthermore, similarly to (27), we have
From (28) and (29), we can see that
We then obtain (8). (25), we have
Proof of Theorem 1: (a) From
and thus ⎛
Sinceσ 2 p −→ σ 2 under the null hypothesis, (10) is obtained.
The null limiting distribution of Q rec can be derived similarly.
(b) In the same way as (26), we have
uniformly over 0 ≤ r ≤ 1, and, thus, ⎛
uniformly over 0 ≤ r ≤ 1, which achieves a maximum at r = λ,
as proved by Deng and Perron (2008) . We then obtain (12) .
In the case of recursive residuals, in the same way as in (28), we have
is shown by Deng and Perron (2008) , which implies (13).
Proof of Theorem 2: (a) Since
is obtained. (15) can be proved similarly to (11) .
(b) Under the alternative, we have
and, therefore,
where v j is defined as in Theorem 2. We then have
For the recursive residuals, we can prove (17) similarly to the proof of Theorem 1(b).
Proof of Theorem 3
2(a).
(b) We first derive the divergence rate of the bandwidth m. Sinceû t is expressed as (3), in the same way as (27), we have
for a given p. Then, we haveρ
and hence
Using this result, we next derive the divergence order ofΩ. In the same way as (31),
Since it can be shown that (30) holds under Assumption 4, we can see that
Thus, we obtain the result.
The order of M ols is obtained similarly using (30) and (32).
Since we can obtain the result of Q rec and M rec in the same way as in the case of the OLS residuals, we omit the proof. 
