Abstract-This paper presents a framework for obtaining an optimal policy in model-free Partially Observable Markov Decision Problems (POMDPs) using a recurrent neural netwonrk (RNN). A Q-function approximation approach is taken, utilizing a novel RNN architecture with computation and storage requirements that are dramatically reduced when compared to existing schemes. A scalable online training algorithm, derived from the real-time recurrent learning (RTRL) algorithm, is employed. Moreover, stochastic meta-descent (SMD), an adaptive step size scheme for stochastic gradient-descent problems, is utilized as means of incorporating curvature information to accelerate the learning process. We consider case studies of POMDPs where state information is not directly available to the agent. Particularly, we investigate scenarios in which the agent receives indentical observations for multiple states, thereby relying on temporal dependencies captured by the RNN to obtain the optimal policy. Simulation results illustrate the effectiveness of the approach along with substantial improvement in convergence rate when compared to existing schemes.
I. INTRODUCTION Partially Observable Markov Decision Processes (POMDPs) characterize a broad range of real-world problems in which an agent interacts with its environment without being provided with an explicit state representation. In many practical scenarios identical observations may be provided for different states, thereby requiring the agent to rely on memory to infer its state. An agent in a path-searching problem (e.g. maze maneuvering) may receive identical observations for several different positions (or states). In these cases, the agent must recall recent steps in order to infer its precise position. Many problems of interest can be formulated as POMDPs, yet the lack of efficient algorithms results in the limited use of POMDPs in practice In particular scalability has been a key issue in obtaining optimal as well as good sub-optimal solutions. Recurrent neural networks (RNNs) are widely acknowledged as an effective tool that can be employed by a wide range of applications that store and process temporal sequences 2] . 11 ] [6] . This capability makes them particularly attractive as memory-based non-linear function approximation tools for solving POMDPs [9] [5] . However Learning (RTRL) [19] [20j [3] , which calculates gradients in [13] and others using Green's function [17] . In [20] 7 the sensitivity set for each neuron is reduced to a subgroup of neurons, thereby decomposing the network into several nonoverlapping sub-networks. The key advantage of subgrouping in this manner is the immediate reduction in computations to 0( V4/g3), where g denotes the number of groups.
However for a small number of subgroups the advantage becomes negligible. If g is large, there is little crossover of training information from different groups, thereby significantly reducing the network's capabilities. The arbitrary selection of subgroups also appears somewhat weak.
To address this concern, recent work has suggested dynamically partitioning the groups with gradient information that is calculated online [3] . Although it constitutes a more intelligent and data-dependent approach, this method is not scalable due to the complex process of dynamically redefin-Proceedings of the 2007 IEEE Symposium on Approximate Dynamic Programming and Reinforcement Learning (ADPRL 2007) ing the subgroup boundaries. Moreover, the key problems associated with the number of groups created in [20] remain. Another fundamental limitation of standard RTRL is that it is based on fixed step size gradient descent, i.e. the weight update rule is generally given by wbj (t + 1) = wj -(t) -a .i (1) 
where 
X(t) = Ck (t) Yw
By identifying the partial derivatives of the activation functions with respect to the weights as sensitivity elements, and denoting the notation by
we obtain the following recursive equation:
where pk1`(0) = 0 and 6 k is the Kronecker delta defined as 0. j (t)
Equations (9) and (10) allow one to obtain the performance gradient at any given time.
As can be seen from these equations, each neuron is required to perform 0 (N3) multiplications yielding an overall complexity of 0(N4). Moreover, the storage requirements are dominated by the weights 0 (N2) and, more importantly, the sensitivity matrices containing pkj (t), which are 0 (N3 (13) suggests that very few of the weights will be non-zero. This gives rise to the need for a revised formulation of (13 (17) where A (t) is the learning rate for weight w at time t. Moreover, the local learning rates are independently adapted by exponentiated gradient descent. In this way, they can cover a wide dynamic range while remaining strictly positive [7] [8] . Accordingly, the following learning rate update rule is used: (18) We introduce RNNPOMDP, an online stochastic gradient learning control framework, which utilizes a recurrent neural network for Q-function approximation. The controller is constructed of a fully-connected RNN with one output neuron that predicts the state-action value, based on which the softmax algorithm [14] is used to determine the actions. The goal is to learn a stochastic control scheme that yields a nearoptimal policy. All the RNN nodes use a sigmoid activation function with the exception of the output node which has a linear activation function. We apply 0-learning and use the TRTRL-SMD algorithm to train the RNN. The RNN is trained with reference to the temporal difference error, 6t = r+I + y niax{Q(9t+l a )} Q(dt, at) (32) where 0 is the observation, a are within the set of possible actions, r denotes the single-step reward, and -y is the discounting factor (set to 0.8). For 
