We study the asymptotic behaviour of U-statistics type processes which can be used for detecting a changepoint of a random sequence. Invariance principles are proved for these processes.
INTRODUCTION
Let X 1, . . . . X,, be independent random variables. Suppose we want to test the null hypothesis Ho. Xi, 1 < i < n, have the same distribution versus the alternative hypothesis that there is a changepoint in the sequence X, , . . . . X,, namely that we have HI. There is a 1~(0,1) such that P{X,<t}=P{X,<t}= . . . = P{X,,,,Gt}, P{Xt,A,+,<t}= ... =P{X,Gt},
-coo~ttco, and P(XrnAJ < to} # P(X,,,, + 1 < to> for some t,.
The changepoint problem has been considerably studied in the literature from the parametric as well as the nonparametric point of view. Non- z,= c 1 h(Xi,Xj), 1 <k<n.
(1.1)
I$i<k k+l<j<n
We study Z, under the null hypothesis in Section 2, and under the alternative hypothesis in Section 3. Typical choices of h are xy, (x -~)~/2 (sample variancie), Ix -yl (Gini's mean difference), sign(x + y) (Wilcoxon's one-sample statistic) (cf. Serfling [ 133) . The case of h(x, y) = sign(x -y) has gained special attention in the literature. We cannot apply our results directly in this case, because sign(x -y) is not a symmetric function. However, sign(x -y) = -sign( y -x) (sign(O) = 0), i.e., sign(x -y) is an antisymmetric kernel. We show in Section 4 that our method can be also used in the case of an antisymmetric kernel.
ASYMPTOTICS UNDER H,
In Sections 2 and 3 we assume that h is symmetric, i.e., h(x, y) = h( y, x). Given H,,, X,, . . . . X,, are i.i.d.r.v.'s. We assume Eh*(x,) X2) < 00 (2. 1) and let Eh(X,,Xz)=O, g(t)=E{h(X,, t)-@}. Condition(2.1) implies that Ez2(X,) < co and we assume 0 < fJ2 = EK2(X,). The latter are nondegenerate U-statistics under the conditions (2.1) and (2.2). Thus while U, itself is not a U-statistic, in (2.3) we concluded that it can be expressed as a linear combination of U-statistics. Hence the basic idea of studying Uk can be based on the projection of a U-statistic on the basic observations (cf. Chap. 5 of Serfling [3] ). In order to state our results we define the Gaussian process r by
where ( W(t), 0 Q t < 00 } is a Wiener process. THEOREM 2.1. We assume that H, holds, and (2.1), (2.2) are satisfied.
Then we can define a sequence of Gaussian processes {I',(t), 0 < t < 1> such that, as n + co, n -312
where for each n 2 1 (r,(t),o<t<l} z (I-(t),O<t<l).
(2.6)
ProoJ
By Theorem 1 of Hall [6] we have
Hence
Thus the result follows from Donsker's theorem (cf. Theorem 2.1.2 and Lemma 4.4.4 in Csiirgii and RCvisz [3] and we have (2.6) for each n z 1.
Proof:
First we note that by (2.11) we have E Ix(X,)l"< 00. We introduce s;')(x) = 0 -l c &Xi),
n-x<i<n and show that there exist two independent Wiener processes { W:')(x), 0 <x < cc } and { Wi2)(x), 0 <x < co} such that sup x-li2 Is;"(x)- 
The latter in turn by (2.10) implies (2.12). By the construction of the Wiener processes I+'!!) and WL*) we obtain
resulting also in (2.5) via (2.10). Let Q* be the class of functions q: (0, 1) + (0, co) which are monotone nondecreasing near 0 and monotone nonincreasing near one, and infdG,S,-6q(t)>0 for all 6~(0, l/2). If qEQ*, we define the integral
This integral appears in the characterization of upper class functions of a Wiener process (cf., e.g., C.&g6 et al. [I I). Proof First we note that 1(q, c) < co for some c > 0 implies (cf.
(2.19) Remark 2.1. The proof of the necessary part of Corollary 2.1(a) shows that if we have (2.17) with any sequence of Gaussian processes having the same distribution for each II 2 1 as that of r, then Z(q, c) must be finite for all c> 0. This means that the necessary part does not depend on our construction.
The desirability of having weight functions q around like in Corollary 2.1 is to make our statistical test more sensitive on the tails. A typical choice of q in (2.18) is the function (t( 1 -t) log log( l/t( 1 -t)))"'. The variance of Z(t) is t( 1 -t), hence another choice of a weight function is (t ( 1 -t) )"*. However Z ( (t( 1 -t ) ) "*, c) = cc for every c > 0, and hence we cannot apply Corollary 2.1. This case is studied in the next theorem. Let a(y . log n) = ( y + 2 log log n + &log log log n -4 log n)(2 log log n) -"*, -cc < y < co. THEOREM 2.3. We assume that H, holds, and (2.2), (2.11) are satisfied. We note that it will also follow from the proof of this theorem that the same two limit statements hold for (n-"',/u) Ucc, + , ,,,/(t( 1 -t))"*, 0 < t < 1. The proof will be based on the following lemma. Let b( y, log n) = ( y + 2 log log n + $log log log n -$log(4n))(2 log log n) -1'2, -co<y<co. For the proof of (2.31) and (2.32) we refer to Darling and Erdos [4] and Shorack [14] .
Of the two statements (2.33) and (2.34) we verify only (2.34). The proof of (2.33) is similar. First let 1 <m, < log n. Then by (2.32) and consequently by Darling and Erdiis [4] we obtain (2.34). For the general m, sequence of the lemma we consider its subsequence with values in [0, log n] and that with values in (log n, cc). and thus by (2.36) and (2.37) we obtain (2 log log .)I'2 AL')-fJ log log n EL, -co.
By (2.10) we get (2.38) Observing now that I(2 log log .)I'2 -(2 log log kjl'))"2[ (log log /q'))1'2 = o (1) and 12 log log n + jlog log log n -(2 log log ki" (n(n-k+ 1))"" = O,( (log log log n)"').
+ O,(log n/n"') This in turn implies (2 log log n)'12 AL3)--a-' log log n -5 -co. (2.44)
The estimation of the r.v.'s AIp), AL5), and ,4Ip) is similar, resulting in the statements (2 log log n)l'2 A!) -C-r log log n ---S -co, i = 4, 6, (2.45) 
These observations clearly imply the first part of (3.2). The proof of its second part is similar.
Remark 3.1. If we assume the existence of the second moments in Theorem 3.1, then we have an a.s. convergence in (3.2) by the moment inequalities of Grams and Serlling [S] . Theorem 3.1 can be used to study the consistency of tests based on the process { u[(, + 1 Jtl y 0 d t < 11. For example, we conclude that rejecting H, vs H, when sup,, <, < 1 (ne312/a) 1 U,,, + 1 )13 1 is large, then the latter test is consistent except in the case of T = 19 = p = 0. The same can be said about the weighted versions of this test.
ANTISYMMETRIC KERNEL
In this section we assume that h is an antisymmetric kernel, i.e., 4x, y) = -hh xl. (4.1) In this case Eh(X,, X2) = 0 and similarly to the symmetric case we let z(t) = Eh( t, X, ). We assume Eh2(X,, X2) < cc and 0 < a2 = EE:'(X,). and for each n > 0, EB,( t) = 0, EB,( t) B,(s) = min( t, s) -ts.
Proof
The proof is similar to that of Theorem 2.1. Instead of Theorem 1 of Hall [6] we use Theorem 2.1 of Janson and Wichura (1983), which gives and hence Donsker's theorem implies Theorem 4.1.
Surprisingly, the limiting processes are different in Theorems 2.1 and 4.1. In the special case of h(x, y) = sign(x -y) (cumulative rank tests) Pettitt [9] (cf. also Pettitt [lo] ) indicate a proof of Theorem 4.1.
The following Theorem is an analog of Theorem 2.2. 
