For multivariate data, the halfspace depth function can be seen as a natural and a ne equivariant generalization of the univariate empirical cdf. For any multivariate data set, we show that the resulting halfspace depth function completely determines the empirical distribution. We do this by actually reconstructing the data points from the depth contours. The data need not be in general position. Moreover, we prove the same property for regression depth.
Introduction
Take any data set X n = fx i ; i = 1; : : : ; ng with data points x i = (x i1 ; : : : ; x ip ) 0 2 IR p . This data set determines an empirical distributionP n which is the discrete probability distribution on IR p given byP n (A) = #fx i 2 Ag=n. When the sample size n is given,P n characterizes the data set X n . Tukey (1975) and Donoho and Gasko (1992) de ned the halfspace depth of an arbitrary point = ( 1 ; : : : ; p ) 0 2 IR p relative to X n as the smallest number of data points in any closed halfspace with boundary hyperplane through . We also call this the location depth, and it can be written as ldepth( ; X n ) = min kuk=1 #fi; u 0 x i u 0 g (1.1) where u ranges over all vectors in IR p with kuk = 1. Interestingly, (1.1) is a ne invariant.
That is, if we consider a regular matrix A 2 IR p p and some vector b 2 IR p , it holds that ldepth(A + b; AX n + b) = ldepth( ; X n ) (1.2) due to the fact that halfspaces are mapped to halfspaces.
Since (1.1) is de ned for any 2 IR p we call it the depth function. Its values are nonnegative integers. When p = 1 we have u 2 f?1; 1g so we can write (1.1) as ldepth 1 ( ; X n ) = min fnF n ( ; X n ); nF n (? ; ?X n )g (1.3) whereF n ( ; X n ) = #fx i g=n is the usual empirical cdf. Figure 1(a) shows the depth function of a univariate data set with n = 30. The data values were randomly generated from a 2 6 -distribution. The depth function clearly re ects the skewness. The increasing part of the function coincides withF n , whereas the decreasing part coincides with the empirical cdf of the image of the data under an a ne transformation x ! ax + b with a < 0. Figure 1(b) is the depth function of a bivariate data set (p = 2). The two variables are the batting average and the number of home runs of 14 baseball teams in the American League in 1987 (Moore and McCabe 1989 ; the data are also available at http://lib.stat.cmu.edu/DASL/). For any dimension p 2 it holds that ldepth( ; X n ) = min which can also be written as min g2A ldepth 1 ( g( )] 1 ; g(X n )] 1 ) = min g2A nF n ( g( )] 1 ; g(X n )] 1 ) where A is the set of all a ne transformations of IR p and g( )] 1 denotes the rst component of g( ). Therefore, location depth can be seen as a natural a ne equivariant generalization of the univariate empirical cdf. The usual multivariate empirical cdf is not a ne equivariant because it depends on the coordinate system used. The depth contours de ned as D k = f 2 IR p ; ldepth( ; X n ) kg (1.5) are convex, and D k+1 D k for each k. The outermost contour D 1 is the convex hull of the data set. Each data set also has an innermost depth contour D k where k is the maximum of the function ldepth( ; X n ) over all 2 IR p . Therefore, the complete set of contours is D k D k ?1 : : : D 2 D 1 . Figure 2 shows such a collection of contours. The depicted data set (from the Wall Street Journal of March 1, 1984 , and provided at http://lib.stat.cmu.edu/DASL/) gives the 1983 TV advertising budget of several well-known companies, in millions of dollars. The second variable is based on a survey, where people had to cite a commercial for that product they had seen in the past week. The number of retained impressions (in millions) are plotted on the vertical axis. We see that the depth contours re ect the shape of the data set. A is an open halfspace containing at least n ?k + 1 data points, from which we immediately obtain a closed halfspace that does not contain and has at least n ? k + 1 data points.
Therefore also holds.
2
Further properties about halfspace depth are given by Donoho and Gasko (1992) and Mass e and Theodorescu (1994). Rousseeuw and Ruts (1996) constructed a fast algorithm to calculate (1.1) for a bivariate data set X n . Based on this, Ruts and Rousseeuw (1996) developed an algorithm to compute the depth contours of X n as in Figure 2 . The center of gravity of the innermost depth contour D k is a multivariate generalization of the median, which is called the deepest location or the Tukey median of X n . recently provided an algorithm for the bivariate Tukey median. The location depth of a point measures how deep it lies inside the data cloud, and therefore it is sometimes called the multivariate rank of (Eddy 1985) . Based on the halfspace depth, generalized the univariate boxplot, which is based on rank statistics, to the bivariate bagplot. The bagplot is a versatile graphical representation of a bivariate data set.
In (1.2){(1.4) we have seen that the depth function is an a ne equivariant generalization of the univariate empirical cdf. For instance, ldepth( ; X n ) depends on X n in a global way whereas the data density is a local concept. Since the univariate ecdf characterizes the data, it would be interesting to know whether the depth function on IR p characterizes the data set as well. In this paper we will prove that the answer is a rmative: Theorem 1. The empirical distribution of any data set X n IR p is uniquely determined by its halfspace depth function, i.e. the list of contours fD 1 ; : : : ; D k g.
An analogous property was already proved for the zonoid depth in (Koshevoy and Mosler 1997) . Koshevoy (1997) proves the same property for the Oja depth (Oja 1983 ) and the simplicial depth (Liu 1990 ) when X n is in general position. Together with the result of He and Wang (1997) that empirical depth contours converge to population depth contours, Theorem 1 suggests that one can use depth contours to understand distributional properties.
The proof of Theorem 1 will be given for a data set X n of arbitrary dimension p, with data points in any position. Throughout this paper, the interior of a set A will be denoted as A and its boundary as @A. We will often mention the dimension dim(C) of a convex set C 2 IR p , which is de ned as the dimension of the a ne span of C: In Section 2 we prove Theorem 1 for data sets in general position, and then generalize this to arbitrary position in Section 3. Moreover, Section 3 gives an example showing that not every collection of nested convex contours originates from the halfspace depth function of an empirical distribution. Finally, Section 4 focuses on regression depth. This depth concept was introduced by Rousseeuw and Hubert (1996) , who showed that its properties are similar to those of halfspace depth. In Section 4 we will prove that a property analogous to Theorem 1 also holds for regression depth.
2 Proof for a data set in general position
In this section we will prove Theorem 1 under the assumption that X n = fx 
Because ldepth(x i ; X n ) = k there exists a closed halfspace A H with boundary hyperplane H through x i containing exactly k data points. Since x i 2 D k we can shift H over a distance " 6 = 0, such that AH A H andH has at least one pointx in common with D k . Because AH does not contain x i it contains fewer than k data points, hence ldepth(x; X n ) < k which is impossible.
( which is a contradiction because we had chosen A H such that it contained exactly k data points.
(ii) H passes through the interior of D k .
We can make the halfspace A H smaller by shifting H over a distance " toH, where 0 < j"j < min x j 6 2H d(H; x j ) and such thatH still has a pointx in common with D k .
Because ldepth(x; X n ) k this AH will contain at least k data points. We also know that A H contains at least one more data point (the point x i ) than AH and therefore A H contains at least k + 1 data points, which is again a contradiction.
Neither (i) or (ii) are possible, and therefore the lemma is proved.
Next, we will prove that for a data set in general position the depth contour D k lies completely within the interior of D k?1 (for every k k ). This property is illustrated in Figure 2 , where every depth contour in the plot is strictly contained in all larger contours.
Lemma 4. Consider a data set X h IR p in general position with h p + 1. For any point x 2 IR p there exists a closed halfspace A which contains at most 1 data point and such that its boundary hyperplane @A passes through x.
Proof: The h points form a unique (h ? 1)-dimensional simplex S = conhull(X h ) in IR p , with vertices equal to the h data points. In the case that x equals one of the vertices of S we can separate that data point from the others. When x 6 2 S we can of course nd a hyperplane H x which separates x from S. When x 2 S we choose a vertex x i from S. Then we can nd a hyperplane H i through the other h ? 1 data points, such that x lies strictly between x i and H i . Then H x should be chosen parallel to H i . Finally, when x 2 @S but x 6 = x i for all i, we use induction on the dimension (for p = 1, the lemma is trivial). Let H i be a hyperplane containing all vertices except for x i such that x 2 H i . By induction, we can nd a (p ? 2)-dimensional a ne subspace l x H i through x that separates a vertex x j from the other vertices in H i . The hyperplane through l x and the midpoint of x j ; x i ] then separates x j from all other data points. Proof: Take a point x 2 @D k . Due to lemma 1, x lies on a hyperplane H for which the closed halfspaceÃ H with boundary H contains at least n ? k + 1 data points. Therefore A H := IR p nÃ H contains at most k ? 1 data points. This is illustrated in Figure 3 n > p, we know that the interior of the convex hull D 1 of the data set cannot be empty. When n p, Lemma 4 shows that k 1, hence k = 1 is impossible.
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We Therefore, by shifting H toH we excluded at least one point in S k x from AH. Hence A H contains at least k points of S k x which again is a contradiction.
Since both (i) and (ii) are impossible, x must be a data point.
2
For a data set in general position, we can now easily show that the depth function uniquely determines the data set.
Proof of Theorem 1. In Lemma 2 we saw that every data point is a vertex of one of the depth contours. It only remains to prove that we can distinguish between those vertices which are data points and those which are not. Because the depth contour D 1 is the convex hull of the data set, we know that any vertex of D 1 must be a data point. This also yields the set S k x de ned in (2.1) for k = 2. By sequentially applying Proposition 1 to increasing k, we identify all data points on subsequent contours. Finally, this yields all data points and hence the empirical distribution of X n .
2
The above proof is constructive since it amounts to an algorithm that reconstructs the original data set from the depth contours. We have actually implemented it as a program, for an additional veri cation of our results. 
Proof for a data set in arbitrary position
We rst observe that the proofs of Lemmas 2 and 3 remain valid for a data set X n in arbitrary position. But when X n is in non-general position, a depth contour is not necessarily contained in the interior of the previous contour. The generated data set in Figure 5 illustrates this. This data set consists of 12 data points, of which several are collinear. Moreover, points 3 and 4 are coincident, as well as points 5 and 6. First, let us assume that the data set X n is in arbitrary position except that no two data points may coincide. Let x be a data point with depth k, and assume that all data points on D 1 ; : : : ; D k?1 with depth smaller than k are already identi ed. Again take S k x as in (2.1). We can repeat the formulation of Proposition 1, except that we now have to specify that implies that x is a data point. Suppose that x is not a data point. There exists a closed halfspace A H with boundary H through x containing fewer than k points of S k x . This A H also contains at least k data points since ldepth(x; X n ) = k. Three di erent situations can occur: 
which is again in contradiction with kH < k.
We have seen that the assumption that x is not a data point leads to a contradiction in all three cases (i){(iii). Therefore x must be a data point, which proves the proposition. 2 Proposition 2 thus extends Theorem 1 to a data set X n in arbitrary position which does not contain any multiple points. However, a modi ed version of Proposition 2 will still apply when such points exist. In that case it is important to keep all copies of a multiple point in X n which implies that we have to think of X n as a multiset instead of a set (this terminology is used e.g. in Edelsbrunner 1987, page 220). The following lemma makes it possible to prove Theorem 1 for multisets: Lemma 7. If X n contains m copies of a point, then that point will be a vertex of m subsequent depth contours.
Proof: Suppose w.l.o.g. that x 1 = x 2 = : : : = x m and denote this point as x. Put k := ldepth(x; X n ). Lemma 2 implies that x is a vertex of D k . Lemma 3 tells us that there exists a hyperplane H through x such that A H \ D k = fxg and A H contains exactly k data points. When we reduce A H to AH by shifting H over an arbitrary small distance 0 < j"j < min x j 6 =x d(x j ; H), we observe that AH contains only k ?m data points. Therefore, 13 all points in A H have depth k ? m. Also the pointsx on H n fxg have depth at most k ? m (rotate H a little around an a ne plane throughx without passing any data points, to exclude x and to get a halfspace containing k ? m data points). Therefore, none of the depth contours D k?m+1 ; : : : ; D k?1 can contain any other point of H than x. Because they will also contain the complete contour D k they must all have x as a vertex.
2
Lemma 7 implies that an m-fold data point x i with depth k is a vertex of the contours D k?m+1 ; : : : ; D k . Let us now consider an arbitrary vertex x of D k with ldepth(x; X n ) = k, and try to determine whether it is a data point or not. We generalize the de nition of S k x by including all verticesx of D k 0 (where k 0 < k) which have ldepth(x; S k 0 x ) < k 0 . Like X n , also S k x becomes a multiset: when the same point is added m times, it has to be considered as being present m times in S k x . Therefore the new de nition of S k x is:
fx;x 2 X n and ldepth(x; X n ) = ig ]
fx; ldepth(x; X n ) k and ldepth(x; S jx ) < jg ] fx;x is a vertex of D k g ! n fxg:
Here ] denotes the union of multisets, and nfxg means that we delete all occurences of x from the multiset. For a data set X n without multiple points, (3.1) reduces to (2.1). Using this new de nition, we can now identify a multiple point by its exact depth relative to S k x . The most general version of the proposition then becomes: 
In conclusion, Proposition 3 proves Theorem 1 for any data set in arbitrary position. Therefore, the halfspace depth function characterizes the underlying empirical distribution. As in the general position case, the proof can again be written as an algorithm.
Note that not every collection of nested convex contours can be interpreted as a halfspace depth function. Consider the contours fD 1 ; D 2 g in Figure 7 . Clearly, all vertices of D 1 must be data points. Therefore the point x should have ldepth(x; X n ) 2, which is contradicted by its position outside D 2 . In conclusion, fD 1 ; D 2 g cannot be the depth contours of any data set.
Regression depth
The regression depth (Rousseeuw and Hubert 1996) of a hyperplane measures how well that hyperplane ts a given data set Z n = fz i = (x i1 ; : : : ; x i;p?1 ; y i ); i = negative residuals. Note that H is called a non t because it can be tilted (rotated) around the line L in Figure 8 until it becomes the vertical plane through V , without passing any observation. In this sense H is equivalent to the vertical plane, which is not a t because
it cannot be written in the form y = 1 x 1 + 2 x 2 + 3 .
In words, the regression depth of a t measures how far away it is from any non t. Therefore, a t with large depth is well-balanced relative to the data, which is a good thing. Rousseeuw and Hubert (1996) constructed an algorithm to compute the exact regression depth of a line relative to a two-dimensional data set Z in O(n log n) time. Rousseeuw and Struyf (1998) constructed exact and approximate algorithms for higher dimensions.
Regression depth can equivalently be de ned in the dual space, which is the set of all parallel to any of the hyperplanes H i ) for which the halfline ; + u > intersects the fewest hyperplanes H i . (We assume throughout that a line parallel to a hyperplane H intersects H at in nity.) Figure 9 illustrates regression depth in the primal and the dual. Figure 9 (a) shows a twodimensional data set of 6 observations in primal space. Two non ts and are indicated with their respective tilting points v and v , i.e. the x-coordinates at which they can be rotated to vertical lines. The t has regression depth 2 (we can remove e.g. points 4 and 5 to obtain a non t with tilting point v ). The dual plot is shown in Figure 9 (b). We clearly see that the non ts and are in unbounded regions of the arrangement of hyperplanes, and that two hyperplanes (e.g. 4 and 5) have to be removed to set free. More properties of regression depth in dual space are given in (Rousseeuw and Hubert 1996) .
We will now prove that the regression depth characterizes the underlying empirical distribution for data sets in arbitrary position. The proof will be written down in dual space, and uses the fact that the regression depth is constant on any open cell of the arrangement formed by the hyperplanes H i . It is also constant on a common facet of two cells. Note that points with equal x-coordinates in primal space correspond to parallel hyperplanes in dual space.
Theorem 2. The empirical distribution of any data set Z n IR p is uniquely determined by its regression depth function.
Proof: We will prove that for every data point z i which belongs to the data set m times, the regression depth function makes a jump of m units between H i and one of the unbounded regions which are separated by H i . This is illustrated in Figure 10 : for three parallel hyperplanes we have indicated the depth in the unbounded regions on and near the hyperplanes. Clearly, there is a jump of m = 1 units at each of these hyperplanes. Let be a point on H j lying in the relative interior of an unbounded common facet of two unbounded regions. Suppose that has rdepth( ; Z n ) = k. Then there exists a direction u such that the halfline ; + u > intersects exactly k hyperplanes (including H j itself). Let := + u be such that no hyperplane di erent from H j passes between and . Then has depth at most k ? m where m is the number of times that the data point z j occurs in the data set. Now suppose that a point~ lying in one of the two open unbounded regions separated by H j has depth smaller than k ?m. Hence there exists a directionũ such that the halfline ~ ;~ +ũ > intersects fewer than k ? m hyperplanes H i . But then the halfline ; +ũ > intersects fewer than (k ? m) + m = k hyperplanes (there are exactly m hyperplanes lying between and~ ), which is a contradiction. Therefore, we know that there cannot be a jump larger than m units at either side of the unbounded facet which is part of H j . Since we also found a point in one of the unbounded regions separated by H j with depth at most k ? m, and 
