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1. In this paper we will develop, in the context of general harmonic 
analysis on certain symmetric spaces, a far reaching extension of the classical 
theory of Euler-Poisson-Darboux (EPD) equations. A preliminary sketch of 
the general situation appears in Carroll [4; 51 whereas certain special cases 
in the group context were treated in Carroll-Silver [8,9, lo] and in Silver [21]. 
The classical situation goes back to Weinstein (see e.g. [27]) and we will make 
no attempt here to give extensive references (see e.g. [l, 7, lo] for biblio- 
graphy). A resume of the present results appears in Carroll [6] and additional 
material will appear in [7]. For notation and background material we refer 
to Flensted-Jensen [Ill, Helgason [12, 13, 14, 15, 161, Vilenkin [24], Wallach 
[25], and Warner [26]. We are grateful to S. Helgason, R. Langebartel, and 
R. Ranga Rao for helpful comments relevant to this work. 
2. Let G be a real connected noncompact semisimple Lie group with 
finite center and K a maximal compact subgroup so that V = G/K is a 
symmetric space of noncompact type. Let j = & + p be a Cartan decomposi- 
tion, a Cp a maximal abelian subspace, and we will suppose in this paper 
that dim a = rank F = 1. Higher rank situations can also be handled in the 
general framework indicated below and some explicit formulas are available 
which lead to new classes of multiply singular Cauchy type problems (see [7] 
and a paper in preparation). Similar group theoretic results can also be 
obtained for the (not semisimple) Euclidean cases but we also omit this 
here (cf. [7, 8, 9, 10, 211). 
Thus, in general, setting A = exp a one has a standard Iwasawa decomposi- 
tion G = KAN where K = exp R and N = exp n” (E = C g, for h > 0 where 
the g, are the standard root spaces corresponding to positive roots 01, and 
possibly 2a, in the rank one case, which is henceforth under consideration). 
One sets p = $ C m,X for A > 0 where m, = dimg, and we pick an element 
H, E a such that a(&) = 1. Thus p = (&m, + m,,) a: and we can identify a 
Weyl chamber a, C a’ C a with (0, co) in writing ar(tH,,) = t where p E R 
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corresponds to an element of a* ~~~ H under the rule p(tH,) :m pt (a’ denotes 
regular elements, where a(H) # 0, and 01 := 1 E R corresponds to the root 
01 E a*). Let M (resp. M’) denote the centralizer (resp. normalizer) of A in .K 
so that the Weyl group is W = M’/M and the maximal boundary of V is 
B = K/M. One writes g = k(g) exp H(g) n(g) in Iwasawa components with 
a, = exp tH, and there are natural polar coordinates in a dense submanifold 
of I/ arising from the decomposition G =: Kg+K (A, = exp a,) provided by 
the diffeomorphism (km, a) + KaK: B x A, + I’. Thus, the polar coordina- 
tes of r(g) = n(k,uk,) E V are (KIM, u) where n: G - V = G/K is the natural 
map. Now given v =gK E I’ and b = kM E B one writes A(v, b) = --H(g-lh) 
and the Fourier transform off E L2( l) is defined by 
f(p, b) = Syf(v) e(iu+o)d(v*b) du (2.1) 
for p E a* and b E B (all measures are suitably normalized in what follows). 
This sets up an isometryf+fbetweenL2(V) and L2(a+* x B) with inversion 
formula 
f(v) = k j f(p, b) e(-iu+)d(*J’) j c(p)/-2 dp db 
n*xB 
(2.2) 
where c(p) is the standard Harish-Chandra function and w, the order of the 
Weyl group, equals 2 in the rank one case ( W = (1, S) where SH = -H for 
HE a - i.e. sat = a-, = a;‘). Now u*/W N a+* and one can write 
L2(V) = j =@E I +L)Ik2 dcL 
2/W 
(2.3) 
where, for y ELM, 
K= @4= jB eFiu+dA(~~b,~(Q & . 
t 
(2.4) 
The quasiregular representation of G on L2(V), defined by L(g)f(v) = 
f(g-lv), decomposes in the form 
L=j L I c(N2 4 
CPJW 
(2.5) 
where L, acts in YU by the same rule as L; L, is irreducible and unitary and is 
in fact equivalent to the so called class one principal series representation 
induced from the parabolic subgroup MAN by means of the character 
man + aiu = exp +L log a. 
We recall here also the definition of the mean value of a functionf over the 
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orbit of gn(h) = gu under the isotropy subgroup I, = gKg-l at v = r(g), 
namely (observe that Mhf= M”f) 
The so called Darboux equation is D,F = D,F (= (M”(Df)) (v)) when 
DE D(G/K) (cf. [12]). Th e ( zonal) spherical functions on G are defined by 
the formula (p E a*) 
F,(~) := s, e(iu-dH(~k) &I (2.7) 
and we can write G,(g) = v,(gK) w h ere it is known that &Jg-l) = e,,(g). 
It is easy to show that the Fourier transform of Mh = Mu E c?‘(V) is given 
by FMh = +Jh) and further that if h = &zk^ with say a E A, then 
(M”f) (v) - (Mhf) (v) = (Maf) (v) so that (M”f) (v) depends only on the 
radial component a in the polar decomposition (&M, a) of u = n(h). We 
remark in passing that one can produce here in a symmetric space context 
(of arbitrary rank) a version of a generalized Pizzetti formula due to Zalcman 
[28], namely: if the operators di with eigenvalues hi generate D(G/K) then 
(cf. [12]) locally one has 
THEOREM 2.1 (Pizzetti-Zalcman). 
(Wf) (4 = b&, 4f) (4 (2.8) 
where v,(u) = 1 + 2; P,(u, &(v,,)) is expressed in terms of its eigenvalues as 
v-&4 hi). 
3. The objects of interest in a generalized EPD theory are the radial 
components of a basis for the A$ spaces of (2.4), multiplied by a suitable 
weight function, the result of which we will denote by @(t, p) (cf. [4, 6, 8, 9, 
10,211) and we mention that m can denote a multiindex here. First we remark 
that V is endowed with the Riemannian structure induced by the Killing 
form B( ., .) and for rank V = 1 D(G/K) is generated by a single Laplacian A, 
determined by the standard Casimir operator C in the enveloping algebra of 
g”. We look at the radial component A, of A, passing this from the coordinate 
t in a, E A to r(A) in an obvious manner, and setting M, = Mat with 
@‘Cc CL) = FM, = +L(4 one obtains an eigenvalue equation (cf. [14]) 
[D,2 + Cm, + m2d coth tDt + m2, tanh t&I 4, + Lb2 + (i%, + ~1~1 k 
= 0. (3-l) 
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The solution of (3.1), analytic at t = 0, is e.g. 
@(t, p) = Gp(exp MO) = F(6, ,/3, y, -sh2 t) (3.2) 
where evidently fiO(O, p) = 1 and &“(O, CL) = 0 (6 = (m, + 2m,, + 2+)/4, 
p = (m, + 2s - 2+14, and y = (m, + m20! + 1)/2). The general EPD 
situation involves embedding fro in a “canonical” sequence of “resolvants” 
l@(t, CL), for m > 0 a positive integer or a multi-index, such that the resolvent 
initial conditions 
B”“(0, p) = 1; WV4 CL) = 0 (3.3) 
are satisfied. There will also be “canonical” recursion relations between the 
l?m of indices differing by & 1 or &2 which will arise group theoretically from 
considering a full set of basis elements in the XM spaces. 
Thus we must first determine a basis for L2(B) and this is well known. We 
let {rT , V,} with dim V, = d, be a complete set of inequivalent irreducible 
unitary representations of K and let V, M C V, be the set of elements fixed by 
M. One knows by a result of Kostant [18] that dim V,” = 1 or 0 in the rank 
one case (cf. also [14]) and for the set 7 E T where dim VT”’ = 1 we let wrT be 
a basis vector for VTM with wi7 (1 < i < d7) an orthonormal basis for V, 
under a scalar product ( , ), . Then for example the collection of functions 
(T E T) KM - (wi7, r,(R) ZU~~)~ is known to be a basis for L2(B) and we define 
(cf. (2.4) with ZI = a,K and b = KM) 
= E,,,(B’: - i/L: a,‘) woj 
where BS E Hom,( V, , C) is determined by the rule PwS7 = a,,, (Kronecker 
symbol) so that B7n7(k)-1 wjT = (wjr, n,(R) w1T)7 = (n7(k)-l wj7, w1T)7 (note 
that SK v(K) dk = jB (j,,, p(Km) dm) db and H(g-%m) = H(g-lk) with 
dkm) = 44 Q4). The % above are Eisenstein integrals as defined in 
Wallach [25] and the $$,(a&) are the radial components of basis elements in 
XU (cf. below). It is possible to obtain an explicit evaluation of these functions, 
using results of Helgason [14; 161 as follows. One defines (cf. [14]) 
f,$(x) = ,“sK e (--IA-o)H(g-‘K) (w;, m,(K) wo;), dk (3.5) 
for x = gK. Then it is proved in [14] that 
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where YAsl(x) is defined by 
YA,,(X) = s, e’-~~-~)~(g-‘ywl~, T,(h) wlqr dh. 
Thus recalling the polar decomposition (AM, a) ---f &zK we have 
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(3.7) 
THEOREM 3.1. General basis elements in HU are 
(wj7,7r,(h) w<)7 dh = d,-““f;~&K) (3.8) 
= (WjS, 4) W17)7 y-,,&O 
In particular the radial components @;,,(a&) do not depend on j and are 
given by &W) = Y-,A~&) since & = (wj7, ~~(1) w~~)~ (this “col- 
lapse” was observed in special cases by Silver in [21]). 
Now let $ = {v~, V,} for 7 E T (i.e. dim VTITM = 1) and following 
Helgason [14] we use a parametrization due to Johnson and Wallach (see 
[14, 161 for references and cf. also Kostant [18]). If mza = 0, K,, = {(p, q)} 
withpEZ+andq=O;ifm,,= , 1 g,, = {(p, q)} with (p, q) E Z+ x Z where 
p f q E 22,; if mzol = 3 or 7, &, = {(p, q)} with (p, q) E Z+ x Z+ where 
p f q E 22, . One sets 1 = (ip + p) (H,) and then (cf. [14, 161). 
THEOREM 3.2. The radial components of basis elements in SU are given by 
Y-,,,(a&) = c-,,, thp t ch-z tF 
( 
l+p+q l+p-q+l-m2, 
2 , 
2 , 
m, i- m2, + 1 
(3.9) 
+p+ 2 , th2 t 1 
r j+p+q 
( ) ( 
r i+P-q+l-mm,, 
2 1 ( 
r m,+m,,+l 
2 1 
c-u,, = 
r;;)r(i+‘;‘2.i~(p+m.+.;..1)(310) 
where th = tanh, ch = cash, and F is the standard hypergeometra’c function. 
Note here that our 1 is the negative of the 1 in [14, 161 where 
1 = (ih - p)(H,,) = (-ip - p)(&) (cf. here our notation in (2.1)) 
and recall that ol(H,,) = 1 with a, = exp M,, . If one now sets 
4, = --4q(q + mza - l)andd,=-p(p+mol+m2d-l)+q(q+m2,-11) 
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it is shown in [14] that g(t) ~- $m,,r(@) I a so satisfies the differential equation 
$tt + Cm, + m,,) coth t& + mza tanh Ch 
f [d, sh-2 t 7 L& shp” 2t -+ &Y,,)” + /@To)“] t,b := 0 
(3.1 I) 
where sh : sinh, and we have used the identity coth 2t : i(coth t + tanh t). 
Recalling that p - (ima $ m,,) one sees that the trivial representation I E T, 
corresponding to p = 9 = 0, gives rise to (3.1), so that (since c,,i :- 1) 
should have 
Km + 
&&tK) = +(ut) = ch-’ tF(Z/2, (I + 1 - m,,)/2, 
man + 1)/2, th’ t). This is borne out by the Kummer relation 
F(u, 6, C, 2) = (1 - z)-“F(a, c - 6, c, Z/Z - 1) with z = --sh2 t, 
~=6=1/2, b-p, and c=y, so that (1 -z)-a=:ch-rtand c-b- 
y - p = (m, + 2 $ 2&)/4 = (I + 1 - m2J2; hence $-,,,(a&) = +(at) as 
indicated. 
4. Now to construct resolvants @(t, CL) = @q(t, p) from the $-,,Ju,K) 
one multiplies the #-U,7 by a suitable factor in order to obtain the resolvent 
initial conditions (3.3) and to produce ~$~(a,) when p = 9 = 0. These require- 
ments are not alone sufficient to produce the “canonical” resolvants since one 
needs to incorporate certain group theoretic recursion relations into the 
theory which serve to “split” the second order singular differential equation 
for the &‘J arising from (3.11) into a composition of two first order equations 
(cf. here Infeld-Hull [17]). E ven then we remark that the resolvants will not 
be unique since one can always multiply &(t, CL) by a function z,& E C2 such 
that #JO) = 1, $m’(0) = 0, and y&(t) = I. This will simply give a different 
second order singular differential equation for the new resolvant and different 
splitting resursion relations but the resolvant initial conditions will remain 
valid and the reduction to @Jut) for m = 0 is unaltered. Thus we will choose 
the simplest form of resolvant fulfilling the stipulations imposed while 
referring to these resolvants and equations as canonical. 
EXAMPLE 4.1. Take the case where nz, = 1, m2, = 0, d, = -p2, d,, = 0, 
and p = 4. This corresponds to G = SL(2, R) with K = SO(2) and the 
resolvants are given in [2, 3, 7, 8, 9, 10, 211 as 
am(t, /J) = (G$)iu-(1’2)-mF (+ - ip, m + + _ &, m + 1, &) 
where 5 = ch t and PC” denotes the standard associated Legendre function 
of the first kind. 
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Now we recall a formula (cf. Snow [22, p. 181) 
(4.2) 
( 
1 + [l - z]l/2 -2a 1 - [l - z]l/2 
= - 2 1 F ( 25 2a + 1 Y, Y, 1 + [l - z]1/2 1 
Setting z = th2 t in (4.2) and noting that 1 - th2 t = sech2 t we have 
(1 - z)l12 = sech t and 1 - (1 - a)lj2/1 + (I - z)li2 = 5 - l/c + 1 with 
5 = ch t as above. Now one can easily see that the equation for i@(t, u) in 
(4.1) is symmetric in p (and in t) and similarly we would like to remark here 
also in passing that the resolvant equations in [2, 3, 7, 8, 9, 10, 211 for the 
various special cases treated there have the same symmetry properties. This is 
exhibited for example in the form of the resolvant (4.1) when one uses the 
formula (cf. Robin [20]) 
pi;m_(l,2j(ch t) = 2-m shm t F 
r(m + 1) i 
m + 2 + iP , m -k 2 - iP , m+l, -sh2 t . 
1 
(4.3) 
Hence (4.1) can be written (recall that F(a, b, c, z) = F(b, a, c, z)) 
B”(t,p)=F( m+i+c , m+i-i’ ,m+l,-sh2t). (4.4) 
Now, returning to (4.2) and (3.9)-(3.10), we write for r N (p, 0) with 
01 = z&/2, p = &(p + +), and 1 = ip + 4 
+L,,&,K) = c-,,, ths t cW @(a + ,4 a + B + 3, p + 1, th2 t) 
( 
1 + sech t -a(a+o) 
= c-u,, thp t ch-2 t 2 ) 
x F ( 2(a + B>, 2(a + 8) - P, P + 1, g+) 
(4.5) 
= c-u,, sh”t(~)-IpF(i~+$+p,i~+$,p+l,~). 
Rewriting the first equation in (4.1) with p replaced by ---CL in the right-hand 
side we obtain 
5-l l@(t, p) = (y)-“-“F (+ + ip, -& + ip + m, m + 1, m) . (4.6) 
Then identifying p with m we can say from (4.5)-(4.6) 
I?‘@, p) = crt,, sh-” t#-,&,K). (4.7) 
409/56/1-4 
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For completeness we check the differential equation satisfied by the I;)p 
of (4.7), given that (3.11) holds. An elementary calculation yields then 
R,“, + (29 + 1) co& t&’ + [p(p + 1) + pz + $1 Rn = 0 (4.8) 
which agrees with previous calculations (cf. [2, 3, 7-10, 211). The canonical 
recursion relations associated to the &’ of (4.1), (4.4), (4.6), or (4.7) can of 
course be read off from known formulas for the associated Legendre functions 
for example but they can also be obtained group theoretically (cf. [7-10, 211) 
by using a full set of basis elements in the Yu spaces. For now we simply list 
them in the form 
ritv + 2~ coth tl?” = 2p csch t&-i. 
Evidently the composition of these two relations yields (4.8) and this is the 
sense in which we speak of “splitting” the resolvant equation (4.8). 
EXAMPLE 4.2. We consider the case of three-dimensional LobaEevskij 
space (cf. [7, 211); higher dimensions are also treated in [21] in a less general 
format and in Theorem 4.3 below. This corresponds to G = SOs(3, 1) = 
SH(4), the connected component of the identity in the Lorentz group, while 
K m SO(3); for details about the geometry, group theory, etc. see e.g., [7,21] 
or Takahashi [23]. In this case m, = 2, ma= = 0, p = 1, d, = -p(p + l), 
d,, = 0, and the resolvants are given by the formula (cf. [7, 211) 
rzV(Q4=F( 2 , 2 
P+l+b P+l-+ ,p+A -sh2t 
2 ’ 1 
(4.10) 
= 2”+1’2Q + $) sh-” -1’2tPz;T;_;:;(ch t). 
Using the Kummer relation indicated at the end of Section 3 with z = th2 t 
now, we have z/z - 1 = -sh2 t and for 7 N (p, 0) 
LAG) 
= c-u,, thp t ch-iu-‘tF ( 
ZEL+1+p ++2+p 
2 ’ 2 ,p +&hat) 
= ceum7 shP tF 
( 
p+l++ p+l-+ 
2 ’ 2 
,p++,-sh2t). (4.11) 
Hence we can write 
i?‘(t, p) = cI-:,~ sh-” t#-,,,(a,K) (4.12) 
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exactly as in (4.7). Putting this in (3.11) again one obtains 
Rft + (2~ + 2) coth & + [P(P + 2) + pz + I] 8” = 0 
which agrees with [7, 211. The recursion relations are in this case 
fi,p = --sh t 
2p+3 IMP + 2) + p2 + 11 @+1; 
&p + (2~ + 1) coth t&’ = (2~ + 1) csch d-l. 
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(4.13) 
(4.14) 
We can cover both of these examples in a general theorem by taking 
m, = m and %, = 0 so that p q = m/2, I= ip + m/2, d, = -p(p + m - l), 
and dz, = 0, while 7 N (p, 0). 
THEOREM 4.3. Resolvants for the case m, = m and m2, = 0 are given by 
a’(t, p) = c$, sh-” t&-,,T(a,K) 
= cl--P -QF 1-l-P z+p+1 m-l-1 - , 
2 2 ,P +T,th2t) (4.15) 
r (P + ?f + +, 2P+b?l/2)-1/2 
= 
sh'+("j2)-1/2 t 
P;;~;~‘2)+1’2(ch t). 
These, satisfy the resolvant initial conditions as well as the dijkential equation 
and splitting recursion relations below. 
a,“, + (3 + m) coth tJ%” + [p(p + m) + p2 + (m/2)“] 8” = 0 (4.16) 
kp = C-h VP + m + 111 [P(P + m> + p2 + (m/2)“] fip+l (4.17) 
&’ + (2~ + m - 1) coth tlb = (2~ + m - 1) csch tl?P-1. (4.18) 
Proof. Equation (4.15) follows from definitions, (3.9), the Kummer 
relation F(a, b, c, z) = (1 - z)-“F(a, c - b, c, z/s - I), and (4.10). The 
recursion formulas (4.17)-(4.18) follow from the known relations 
(z” - 1)1’2 $ P,,” + (z2 rI)l,2 Pba = (a + b) (b - a + 1) Pf-’ (4.19) 
(22 - 1y2$ Pba - (~” QIiZ Pba = pb”+l (4.20) 
(cf. [20]). Finally (4.16) results from (3.11). 
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5. In the case now when mza =~ 1 the situation becomes somewhat dif- 
ferent. \Ve recall that T N (p, q) with (p, q) E 2, >: 2 and p -- 2 E 2%. 
We take m, = m so that d, = -p(p + m) + q” and d,, 7 --4q’ with 
p == (m/2) + I. For the resolvants we use (4.7) again with (3.9) to obtain 
l?‘*‘(t, p) = c:-:,~ sh-’ t$-,,&,K) 
(5.1) 
= ch-“-2”F(x + (p + q)/2, x t (p - 4)/2, y, th2 t) 
where x = &(Q.L + (m/2) + 1) = Z/2 and y = p + (m/2) + 1. An elementary 
computation now yields the resolvant equation from (3.11) in the form 
I?;;” + [(2p + m + 1) coth t + th t] fiFSQ 
(5.2) 
+ [p(p + m + 2) + p2 + ((m/2) + 1)2 + q2 sech2 t]fi”sq = 0. 
THEOREM 5.1. For the case m2a =- 1 with m, = m resolvants are given by 
(5.1) satisfying the resolvant initial conditions and (5.2). There are various 
splitting resursion relations which we list below. 
+ 
2(r+p+)(x+p~)(y-*---+)(x+~+-y) 
Y2(Y + 1) 
x sh2 t th tff”+2.Q (5.3) 
$2:~~ = 2(y - 1) coth t sech2 tfi”-2*g + I 2(1 - y) coth t 
L 
+ 
! 
l)(y-SP+- 1) 
(5.4) 
-__ - 
Y-2 1 I 
q th t i+q 
(5.5) 
&‘sg = -q th tfi’s* - 2(y - 1) coth ti?“‘” + 2(y - 1) csch t&‘-l*q-l (5.6) 
@” = eq th &“.” - $ (x +$+) (y - x _ p+) sh @+‘.Q-’ 
(5.7) 
l?ysg = q th t@“g - 2(y - 1) coth tffDsg + 2(y - 1) csch tJ?~“+’ (5.8) 
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2 coth t a;** = q th &‘** + ~ .+p+q - 
q+* 2 
(5.9) 
2 coth t 
+- 
q-1 i 
.+p--4 
2 H 
y - x - p + q 
4 
p* _ p-2). (5.10) 
Proof. The recursion relations are derived using the formula 
(d/&z) F(a, b, c, z) = (able) F+ = (ah/c) F(a + 1, b + 1, c + 1, z) and various 
contiguity relations for hypergeometric functions (cf. [19]). Thus to obtain 
(5.3)-(5.4) one uses the easily derived formulas 
(1 - a) F+ = F + (’ ;(;); 1, ‘) zF(a + 1, b + 1, c + 2, z) (5.11) 
abx(1 -z)F+=c(c- l)F(u- l,b- l,c-22,~) 
(5.12) 
+d 
‘“-tl”,“- 1)z-(c-6z- l)]F. 
For (5.5)-(5.6) one uses the formulas 
b(1 -z)F+=cF+(b-c)F(u+ l,b,c+ 1,~) (5.13) 
&z(l - z)F+ = c(c - l)F(u - 1, b, c - 1, z) - c(c - bz - l)F, (5.14) 
whereas for (5.7)-(5.8) we utilize 
ubz(1 - z)F+ = c(c - l)F(a, b - 1, c - 1, z) - c(c - uz - 1)F (5.15) 
a(1 - z)F+ = cF - (c - u)F(u, b + 1, c + 1, x), (5.16) 
and finally for (5.9)-(5.10) one has 
&(l-an)F+=~(z+~‘“,$)F- ‘@--) 
u--b+1 F(a+ l,b- l,c,z) 
(5.17) 
ubz(1 -z)F+ = ;$I;) F(a - 1, b + 1, c, z) 
(5.18) 
+4 
(c - a) (a - 1) 
a---b-l 
- (c - bz - u)] F. 
Let us also remark briefly about the splitting phenomenon. Thus for example 
(5.13) yields 
F’ = &) [cF+(b--c)F(u+*,b,c+l,z)], (5.19) 
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whereas (5.14), after an index change, gives 
F’(a+l,b,c+l,z)= 2(11Z)[cF-((C-bZ)F(Ui1,h,C+1,2)1- 
(5.20) 
Now differentiate (5.19), insert (5.20), and then use (5.19) again to eliminate 
F(a + 1, b, c + 1, a). Multiplying by a(1 - a) one obtains then the hyper- 
geometric equation ~(1 - z)F” + [c - (a + b + 1) z] F’ - abF = 0. It is 
easy to show that if the hypergeometric equation splits in this manner then so 
does (5.2) under the composition of (5.5)-(5.6). 
6. For completeness we will write down some formulas for the cases 
m - 3 or 7 but will omit the recursion relations since the pattern is exactly 2or - 
as in Section 5. Thus for m2a = 3 we set m, = m and recall that 
(p,q)~Z+~Z+withp~q~2Z+.Onehasp=(m/2)+3andZ==@~+~ 
with d,, = -4q(q + 2) and d, = -P(P + m + 2) + q(q + 2). We use (4.7) 
again to define &*q and from (3.9) this yields 
l?““(t, p) = cr:,., sh-” tyL&ztK) 
(6.1) 
where x = Z/2 = $(ip + (m/2) + 3) andy = p + (m/2) + 2. The differential 
equation arising from (3.11) is then 
i?$” + [(2p + m + 3) coth t + 3 th t] @‘*” (6.2) 
+ [P(P + m + 6) + p2 + ((m/2) + 3)2 + q(q + 2) sech2 t] @*g = 0. 
For m2a = 7 one has p = (m/2) + 7 and setting m, = m it follows that 
d, = -p(p + m + 6) + q(q + 6) with d2, = -4q(q + 6). In this case 
from (4.7) and (3.9) again 
l+p+q l+p-q-6 fjp.q(t, p) = ch-P -9F ( 2 , 2 , p + t + 4, th2 t) 
(6.3) 
and from (3.11) the differential equation for fip,q is 
@;” + [(2p + m + 7) coth t + 7 th t] fipeq 
-I- [P(P + m + 14) + p2 + ((m/2) + 7)2 + q(q + 6) sech2 t] @sq = 0. 
(6.4) 
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THEOREM 6.1. For rnzar = 3 (resp. 7) the resolvants are given by (6.1) 
(resp. (6.3)) and satisfy (6.2) (resp. (6.4)). 
These results completely solve the rank 1 case and the connection of the 
Fourier theory to the associated singular partial differential equations is 
indicated already in [l-3, 7-10, 211 as well as in the early sections of this 
paper. A complete exposition will appear in [7]. 
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