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Abstract—Even though virtualization provides a lot of advantages 
in cloud computing, it does not provide effective performance 
isolation between the virtualization machines.  In other words, 
the performance may get affected due the interferences caused by 
co-virtual machines.  This can be achieved by the proper 
management of resource allocations between the Virtual 
Machines running simultaneously.  This paper aims at providing 
a proposed novel architecture that is based on Fast Genetic K-
means++ algorithm and test results show positive improvements 
in terms of performance improvements over a similar existing 
approach. 
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I.  INTRODUCTION  
In the recent era, virtualization technology provides the 
advantages in the form of better manageability, optimistic 
provisioning and minimizing the cost in current cloud 
computing environments.  
Virtualization allows sharing of server resources on-
demand thereby creating new business opportunities.  This 
leads to developments of new delivery models for a wider set 
of enterprise services. Thus, virtualization is a key enabling 
factor not only for Cloud Computing but also for utility 
computing paradigm [2][16]. However, virtualization may also 
lead to the contention of shared resources on each platform 
between virtual machines (VMs) involved which needs to be 
addressed. 
Virtualization technology enables diverse applications to 
run in the isolated environments by creating multiple VMs on a 
single physical machine and managing resource sharing across 
VMs by virtual machine monitor (VMM) technology.  
VMMs or hypervisors from VMware™, Xen™ 
community, Microsoft™ and others manage the VMs  running 
on a single platform and ensure that they are functionally 
isolated from one another as shown in Fig. 1.1 [5][16]. 
 
Fig. 1.1 Virtualized cloud environment. 
   The VMM is responsible for allocating basic resources such 
as CPU cycles, memory capacity, disk and network I/O 
bandwidth. At a high level, allocating a specific share of 
physical resources to a VM results in a specific performance 
that is measurable using certain performance metrics such as 
response time and/or throughput. However, as all VMs share 
the same physical resources, they also mutually influence each 
other’s performance. According to X. Pu et al. [5], VMMs 
(hypervisors) have the abilities to slice down resources and 
allocate the shares to different VMs where the applications 
running on one VM may still affect the performance of 
applications running on its neighborhood VMs.  
 
However virtualization provides features such as security, 
fault and environment isolations, it does not help in offering 
performance isolation between VMs in an effective manner.  Y. 
Koh  et al. [3],  describes that a user running the same VM that 
belongs to the hardware but at different times will realize wide 
disparity in performance based on the work carried out on other 
VMs on that physical host.   
 
It is essential to develop architectural techniques that ensure 
appropriate sharing of resources allocated to VMs running 
simultaneously based on their importance or their behavior. 
Effective management of virtualized cloud environments 
introduces new and unique challenges, such as efficient CPU 
scheduling for VMs, effective allocation of VMs to handle both 
CPU intensive and I/O intensive workloads. Based on this, 
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many novel scheduling algorithms can be thought of. These 
algorithms may have their primary objectives as either of 
minimizing the negative impacts of co-located applications or 
improving the overall system performance [4][1]. Ron C. 
Chiang et al. in [1] discusses about how the system can make 
optimized scheduling decisions that lead to significant 
improvements in both application performance and resource 
utilization. 
  
According to Ron C. Chiang et al. in [1], K-means 
algorithm neither guarantees to converge to a global minimum 
nor to achieve the best optimal solution available. Genetic 
Algorithm (GA) is used for the purpose of finding the global 
minima [14]. Ron C. Chiang et al. [1] proposed the K-means++ 
algorithm to make a good choice of initial k centers to replace 
K-means algorithm that is designed to pick points that are far 
away from each other.  Instead of choosing the point farthest 
from chosen points, k-means++ pick each point at random with 
probability proportional to the squared distance. Thus k-
means++ is combined with genetic algorithm to find optimized 
solution.  
 
This motivates us to propose Fast genetic k-means++, a 
scheduling algorithm to improve the performance in the 
virtualized environments. It is implemented by conducting a 
comprehensive evaluation with a variety of cloud applications 
to measure the performance in terms of application throughput, 
runtime and cost. 
 
Fast genetic k-means++ algorithm, aims at improving the 
performance by scheduling the task to various VMs with 
minimized interference effects from co-located applications.  It 
helps to reduce the runtime and improve the I/O throughput for 
data-intensive applications in a virtualized environment. When 
the task arrives, the scheduler proceeds with generating number 
of possible assignments of the same based on the incoming 
tasks and list of available VMs. Then the scheduler makes the 
decision for scheduling and assigning the task to different 
servers based on the predictions. 
 
This paper is organized as follows, section 2 provides the 
related work, section 3 explains the proposed methodology and 
experimental results are discussed in section 4. Section 5 gives 
the conclusion with future work.. 
II. RELATED WORK 
X. Pu et al.. [5] focus on performance interference among 
VMs running the network workloads in virtualized 
environments. In their work, system-level characteristics are 
considered as metrics to identify the impact of running 
different combinations of workloads of different file sizes on 
the aggregate throughput.  Extensive experiments are 
conducted to compare and understand better the combination of 
different workloads and the multiple factors that may cause 
performance interferences. However, the above work does not 
describe how to mitigate the I/O interference for data-intensive 
applications. There are several studies to evaluate the 
performance degradation of VMs due to interference which are 
illustrated in [7][3]. Although these studies aim at proposing 
different types of benchmarks to identify the VM interference 
but they do not explain how to mitigate the interference effects.  
 
D. Novakovic et al.  proposed DeepDive, a system for VM 
migration [19]. DeepDive identifies interference-inducing VM 
and shifts VM to destination physical machine on which least 
interferences are reported. In contrast to DeepDive, in our 
proposed work, placement of task in appropriate VM alone is 
considered rather than VM placement itself in order to reduce 
the interferences.  
 
Recently, Paragon [20], proposed test benchmarks to 
identify sources of interferences and their impact on co-located 
applications. Paragon uses previously scheduled applications to 
identify the best placement for new application with respect to 
interference in place of profiling. Our proposed work is 
analogues to Paragon [20] as  for as the placement of 
application is concerned. However, Paragon [20] classifies and 
schedules the application on the proper hardware platform in a 
way that minimizes interference rather than scheduling the 
applications in a VM.   
 
Altino Sampaio et al. have proposed new algorithms to 
dynamically schedule VMs to minimize the performance 
interference due to hardware resources such as  last-level 
cache(LLC) sharing [19]. In this approach, the aim is to 
maximize the rate of completed tasks by constructing 
performance-efficient computing environments that react to 
performance degradation arise from sharing of LLC memory. 
And Q-clouds [18], a QoS-aware control framework developed 
to mitigate performance interference effects. It uses a multi-
input multi-output (MIMO) model that tunes resource 
allocations to capture the performance interference in a 
virtualized environment. But, Q-Clouds focuses only on the 
CPU bound workload. In contrast to the above studies [19], 
[18], though the cloud applications are data centric, it is 
essential to address the challenges of the I/O interference when 
running data-intensive applications in virtualized environments.  
Thus our work focuses on data-intensive applications. 
 
TRACON framework is proposed by Chiang et al.. [1] with 
the aim of mitigating the interference effects from co-located 
data-intensive applications, and thus improving the overall 
system performance. It is composed of an interference 
prediction component, an interference-aware scheduler, and 
task and resource monitors. K-means++ algorithm is 
implemented in interference-aware scheduler to schedule the 
task in suitable VMs in a virtualized environment. According to 
Ron C. Chiang et al. in [1], K-means algorithm neither 
guarantees to converge to a global minimum nor to achieve the 
best optimal solution available. Genetic Algorithm (GA) is 
used for the purpose of finding the global minima [14]. Ron C. 
Chiang et al. [1] proposed the K-means++ algorithm to make a 
good choice of initial k centers to replace K-means algorithm 
that is designed to pick points that are far away from each 
other.  Instead of choosing the point farthest from chosen 
(IJCSIS) International Journal of Computer Science and Information Security,  
Vol. 13, No. 1, January 2015 
points, k-means++ pick each point at random with probability 
proportional to the squared distance. Thus k-means++ is 
combined with genetic algorithm to find optimized solution. 
Our proposed work extends this phenomenon by proposing a 
fast-genetic k-means++ algorithm which is a combination of 
genetic algorithm with k-means++ to make the optimized 
decisions in order to improve the overall performance. 
III. PROPOSED WORK 
In the proposed work, fast genetic k-means++ is used as a 
scheduling algorithm to improve the application performance 
in a virtualized environment. Levenberg-Marquardt method 
[17], a non-linear model is used to find the optimal solution in 
predicting the performance. Fast genetic k-means++, a 
scheduling algorithm is implemented to measure the 
performance in terms of application throughput, runtime and 
cost and the progress in the performance results are shown in 
section 4. 
A. Terms Used 
1) Interference Prediction Model: The interference 
prediction model infers the application performance from the 
resource consumption observed from multiple VMs. In the 
proposed work, interference prediction model is constructed 
using five parameters (controllers) including CPU utilization in 
VMM, CPU consumption from data processing of application, 
I/O request, cost and job /cloudlet  These parameters are used 
to read and write throughput, to measure I/O workload from 
target application in terms of number of requests per second in 
order to model the CPU consumption from data processing of 
the application. The parameter CPU utilization is used to 
increase the accuracy for a virtualized environment. 
 
a) Non-linear Model: According to Ron C. Chiang et al. 
[1], the prediction accuracy in linear model is mostly at par 
with weighted mean method, thus it cannot be taken as best fit 
for the observed data.  It is essential to opt for an alternative to 
linear model and weighted mean method leads us to explore the 
nonlinear models, in particular with the degree of two that is, 
quadratic models.  
 
The non-linear model is constructed using Levenberg-
Marquardt (LM) Method [17]. It is a combination of two 
minimizing techniques namely gradient descent method and 
gauss-Newton method. The LM method adaptively varies the 
parameter updates between the gradient descent update and the 
Gauss-Newton update, 
                      (1) 
     From the equation, if the parameter  assumes a small value, 
then it results in a Gauss-Newton update and if a large value 
then it takes gradient descent update.  
 
     After the above update of the relationship, LM algorithm 
becomes 
            (2) 
     This algorithm is used to update the parameters in order to 
obtain optimal solution in virtualized environment.  This 
provides best prediction accuracy for the nonlinear models  
 
 
 
 
 
                    (3) 
     The above equation is given for two VMs VM1 and VM2, 
each one of them can be assigned with one application. Each 
model of the proposed system architecture relates to five key 
parameters for individual VMs, thus resulting in ten variables 
in both VMs together. N is the response variable representing 
the run time and ,  are the controlled 
variables representing the application characteristics on VM1 
and VM2. 
 
2) Model training and learning : Interference profile is 
generated by running the given application on one VM while 
the remaining VMs will be executing various workloads in the 
background where n VMs are involved. This profile has a 
collection of data on interference effects under different 
background workloads. This approach supports online learning 
of interference prediction model that is dynamically modified 
and monitored for different applications in the cloud platform. 
 
3) Interference-Aware Scheduling(IAS): IAS is proposed 
for scheduling the task to various VMs with minimized 
interference effects from co-located applications.  It aims to 
reduce the runtime and improve the I/O throughput for data-
intensive applications in a virtualized environment.  In the 
proposed work, fast genetic k-means++ algorithm is used for 
the purpose of improving the performance in the cloud 
environment.  When the task arrives, the scheduler proceeds 
with generating number of possible assignments of the same 
based on the incoming tasks and list of available VMs. Then 
the scheduling process takes place by assigning the task to 
different servers based on the predictions. 
 
B. Fast genetic k-means ++algorithm (FGKA++) 
Fig.1 (a) shows the flow of FGKA++ algorithm which 
starts with the initialization phase, generating the initial task . 
The task in the next generation  is obtained by applying the 
following genetic operators sequentially: the selection, the 
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mutation and the K-means++ on the current task Pi. The 
evolution takes place until the termination condition is 
successfully reached. The algorithm in pseudo code 
representation is shown in Fig.1 (b) 
 
 
Fig. 1 (a) Flow-chart of FGKA++ algorithm 
 
Fig. 1 (b) Pseudo code of FGKA++ algorithm 
     K-Means algorithm (KMA) provides a method of cluster 
analysis which aims at portioning of n observations into k 
clusters. Each of the observation belongs to a cluster with the 
minimum distance between cluster centre and the observation 
point. It is done iteratively so that the observation point is at 
least distance from the centre of cluster. The mean distance 
between the cluster centre and observation is minimized during 
this iteration process.  
 
     The main limitation with the KMA is that, it neither 
guarantees to converge to a global minimum nor to achieve the 
best optimal solution available. Since stochastic optimization 
approaches are good at avoiding convergence to a local optima, 
these approaches could be used to find a globally optimal 
solution. Genetic Algorithm (GA) is used for the purpose of 
finding the global minima [13].  
 
     K-means algorithm is designed to pick points that are far 
away from each other.  To overcome this drawback, Ron 
C.Chiang et al. [1] proposed the K-means++ algorithm to make 
a good choice of initial k centers. Instead of choosing the point 
farthest from chosen points, k-means++ pick each point at 
random with probability proportional to the squared distance. 
 
Thus k-means++ is combined with genetic algorithm to find 
optimized solution.  The genetic operators used in this 
approach are the selection, the distance based mutation and the 
k-means++ operator are explained below.  
1) The Selection Operator: The task of the next generation 
is determined by P independent random processes. Each 
process randomly selects a solution from the current task 
 according to the probability distribution, 
 defined by  
                      (4) 
where  denotes the fitness value of solution . 
2) The Mutation Operator: The mutation operator 
performs the function of shaking the algorithm out of a local 
optimum, and moving it towards the global optimum. During 
the mutation, for  
simultaneously.  is a cluster number randomly selected from 
 with the probability distribution  defined 
by 
                      (5) 
where  is the Euclidean distance between pattern  
and the centroid  of the  k
th
 cluster, and  
 
If the k
th
 cluster is empty, then  is defined as 0. The 
bias 0.5 is introduced to avoid divided by- zero error in the case 
that all patterns are equal and are assigned to the same cluster 
in the given solution.  
Initially, the above mutation operator ensures that an 
arbitrary solution, including the global optimum, might be 
generated by the mutation from the current solution with a 
positive probability. Second, it encourages that each Xn is 
moving towards a closer cluster with a higher probability. 
Third, it promotes the probability of converting an illegal 
solution to a legal one. 
 
3) K-Means++ Operator: In order to speed up the 
convergence process, one step of the classical K-means++ 
algorithm, which we call K-means++ operator is introduced. 
Given a solution that is encoded by b1…bN, we replace bn by 
bn’ for n=1,…,N simultaneously, where bn’ is the number of 
the cluster whose centroid is closest to Xn in Euclidean 
distance. 
START 
INITIALIZATION 
FITNESS EVALUATION 
SELECTION 
MUTUATION 
KMEANS ++ ALGORITHM-CROSSOVER 
TERMINATION OF 
FGKA++ 
STOP 
NO 
 
YES 
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IV. EXPERIMENTAL RESULTS AND DISCUSSIONS  
In the proposed work, performance is evaluated for own 
cloud application. The proposed algorithm is compared with K-
means ++ algorithm [1] by measuring the performance based 
on cost, throughput and execution time. In order to generate a 
more realistic workload, we randomly choose the datasets, data 
sizes, and number of processes. The comparison result shows 
the improvements in the performance of virtualized 
environment. 
A. Experimental Setup 
Fast genetic k-means++ algorithm is executed on different 
file types such as pdf, image and text files.  The computer 
hardware used for the implementation is of Intel Core2 duo 
CPU with 3.40 GHz speed, 4GB RAM size and 500 GB hard 
disk capacity.  The software tools consist of Java as 
programming language in simulator, Mysql as database and 
Cloudsim for simulating the virtualized environment. 
B. Performance Evaluation 
Fast genetic k-means++, scheduling algorithm implemented 
for scheduling and assigning the tasks to appropriate VMs. 
When the task arrives, the scheduler proceeds with generating 
number of possible assignments of the same based on the 
incoming tasks and list of available VMs.  Then the scheduler 
decides the scheduling and assigning the task to different 
servers based on the predictions. Thus, the assignment of tasks 
to suitable VMs with minimum CPU utilization time is 
experimented on fast genetic k-means++ and k-means++ 
algorithm and shown the results in Table 1. 
 
Table 1.Scheduling tasks to VMs with CPU utilization on 
different scheduling algorithms 
 
 
       The application throughput is defined as the number of 
tasks completed in a given period of time. The normalized 
application throughput is measured for scheduling methods. 
Fast genetic k-means++ algorithm achieves better throughput 
compared with k-means++ algorithm is shown in Table 2.  
Table 2: Throughput Comparison 
 
    
        The Throughput, running cost and the execution time 
taken by the cloud application are measured and the 
improvement in the performance is shown in Fig.2 &3. 
 
 
Fig. 2: Throughput Comparison 
 
 
Fig. 3: Comparison of Time and Cost 
 
     The cost required for the cloud application is measured 
based on time utilized in the cloud. The cost of the cloud can be 
controlled by performing the function with minimal running 
time. The cost is calculated as. INR 1 per second based on the 
usage.  Hence, the cost for k-means++ is  
whereas, the cost for the fast genetic k-means++ is 
.  Thus the proposed technique takes lesser 
time and lower cost while compared with existing technique 
and the overall cost depends on the cloud providers. Fast 
genetic k-means++ technique is compared with k-means++ for 
the same cloud data and the results are shown in Table 3.  
 
Table 3: Comparison of Time and Cost 
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V. CONCLUSION 
 The proposed architecture shows effective improvements 
in terms of throughput, time and cost measures.  It is believed 
that the proposed architecture would highly benefit 
architectures that use simultaneous running VMs without much 
performance interferences from others.  Our future work 
involves applying the architecture with new age file types and 
exploring different scheduling algorithms to further improve 
the performance in the virtualized environment. 
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