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Zero modes of quantum graph Laplacians and
an index theorem
Jens Bolte, Sebastian Egger and Frank Steiner
Abstract. We study zero modes of Laplacians on compact and non-
compact metric graphs with general self-adjoint vertex conditions. In
the first part of the paper the number of zero modes is expressed in
terms of the trace of a unitary matrix S that encodes the vertex condi-
tions imposed on functions in the domain of the Laplacian. In the second
part a Dirac operator is defined whose square is related to the Lapla-
cian. In order to accommodate Laplacians with negative eigenvalues it
is necessary to define the Dirac operator on a suitable Kre˘ın space. We
demonstrate that an arbitrary, self-adjoint quantum graph Laplacian
admits a factorisation into momentum-like operators in a Kre˘ın-space
setting. As a consequence, we establish an index theorem for the asso-
ciated Dirac operator and prove that the zero-mode contribution in the
trace formula for the Laplacian can be expressed in terms of the index
of the Dirac operator.
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1. Introduction
Index theorems play an important role in differential topology. They relate
topological data of a vector bundle over a manifold to spectral data of a
differential operator acting on sections in that bundle. They hence reveal the
extent to which topological information about a space is encoded in spectra
of certain differential operators. In physics such information is very useful
when the vector bundles are associated with principal bundles in a gauge
theory. This is, e.g., the case in the Aharonov-Casher effect related to the
zero modes of a magnetic Schrödinger operator. Central to the formulation
of an index theorem is a suitable Dirac operator. Sometimes, however, one is
interested in the zero modes of a certain non-negative operator (which could
be a Laplacian or a Schrödinger operator) and realises that these are best
2 Jens Bolte, Sebastian Egger and Frank Steiner
revealed in terms of a Dirac operator squaring to the operator in question. In
such a case the question is whether a given operator admits a factorisation
in the form H = AA∗, where A∗ is the adjoint of an operator A.
In a fairly general setting, a Dirac operator is a self-adjoint operator in
a Hilbert space H = H1 ⊕ H2 that possesses a representation
D =
(
M1 d
∗
d −M2
)
(1.1)
with respect to the decomposition of H into the sub-Hilbert spaces H1/2. Its
(dense) domain D := Dd ⊕ Dd∗ splits correspondingly, with Dd ⊆ H1 and
Dd∗ ⊆ H2. Furthermore, d∗ : Dd∗ → H1 is the adjoint of d : Dd → H2, and
the operators M1/2 : DM1/2 → H1/2 are self-adjoint, see [1, p. 151] for more
details. Assuming that dM1 = M2d and d
∗M2 = M1d
∗, the squared Dirac
operator is diagonal,
D2 =
(
d∗d+M21 0
0 dd∗ +M22
)
. (1.2)
Often, d will be a differential in a de Rham complex. Then the operators
on the diagonal of (1.2) are Laplacians plus, possibly, lower order terms. A
simple example would be H1 = H2 and M1 = −M2 = m1. The standard
Dirac-Hamiltonian in quantum mechanics (cf. [1, Section 1]) is of this type,
where d is the exterior derivative on Rn and m is the mass of the particle.
Below we shall treat Dirac operators on metric graphs where, for simplicity,
we put M1 = 0, M2 = 0. The analytical index of the Dirac operator D in
(1.1) is defined as (cf. [1, p. 158])
Ind(D) := dimker d− dimker d∗
= dimker d∗d− dimker dd∗, (1.3)
where dimker d∗ <∞ and dimker d <∞ is assumed.
Quantum graphs are models of differential operators on (metric) graphs.
They were introduced in [2, 3] as one-dimensional models with a complex
structure. It was found that their spectral properties are the same as in
classically chaotic quantum systems in that the spectral correlations follow
the predictions of random matrix theory. These observations initiated many
further numerical and analytical investigations (see, e.g., [4, 5]). Standard
Dirac operators on intervals were already considered in [6], and on compact
metric graphs in [7, 8]. A trace formula for the spectral density of standard
Dirac operators on metric graphs was derived in [8].
The squared Dirac operator (1.2) is obviously non-negative, and the
same is true for the operators d∗d and dd∗ on the diagonal. Quantum graph
Laplacians, however, may possess finitely many negative eigenvalues. There-
fore, not every self-adjoint quantum graph Laplacian can be factorised in the
form d∗d. This can only be achieved if there is no negative spectrum. The fac-
torisation of non-negative Laplacians of certain types was given in [9, 10, 11]
and associated index theorems were proven. In [10] self-adjoint realisations
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of quantum graph Laplacians with non-Robin vertex conditions were consid-
ered and, using two independent methods, the indices of the associated Dirac
operators were calculated. One method utilises the well-known heat-kernel
technique, whereas the other method is based on an edge-wise construction
of zero modes. The cases covered in [10] do not exhaust all non-negative quan-
tum graph Laplacians. Self-adjoint realisations with Robin vertex conditions,
such that the operators are still non-negative, were treated in [11] and an
index theorem was proved. In that context Dirac operators
D =
(
0 d∗
d 0
)
(1.4)
respecting the local structure at the vertices, i.e., the topology of the metric
graph, were constructed in such a way that the negative Laplacian is given
by −∆ = d∗d. This required an appropriate de Rham complex involving
boundary values of functions at the vertices.
In the case of non-Robin vertex conditions the index of the associated
Dirac operator was found to be of the form [10]
Ind (D) =
1
2
trS∆. (1.5)
Here S∆ is the vertex scattering matrix or, briefly, the S-matrix, encoding
the vertex conditions imposed on functions in the domain of −∆. An alter-
native form of the index that was devised in [10] involves the extent to which
the vertex conditions are of the Dirichlet-type, and this form of the index
theorem was generalised in [11].
Zero modes of quantum graph Laplacians not only play a role in the
index (1.3), but also contribute to the trace formula for the Laplacian on a
compact graph. In [12] it was shown that∑
k2n≥0
h(kn) = Lhˆ(0) + γh(0)− 1
4π
∫ ∞
−∞
h(k)
Im trS∆(k)
k
dk
+
∑
p
[
(hˆ ∗ Aˆp)(lp) + (hˆ ∗ ˆ¯Ap)(lp)
]
,
(1.6)
where L is the total length of the graph and the sum on the right-hand side
extends over all periodic orbits p on the graph; lp is the length of p and
Ap(k) is an associated amplitude function. The sum on the left-hand side is
over all Laplace eigenvalues k2n ≥ 0, and h is a suitable test function with
Fourier transform hˆ. Crucially, the constant γ ∈ R in the term summarising
the contribution of zero modes could only be determined in terms of the
spectral and an algebraic multiplicity of the zero eigenvalue. For Laplacians
with non-Robin vertex conditions it was found that
γ =
1
4
trS∆ =
1
2
Ind (D) . (1.7)
Hence, for this class of Laplacians an important observation on the role of
the graph topology in the trace formula was made.
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When a Laplacian has negative eigenvalues a factorisation −∆ = d∗d as
described above is impossible. This has to do with the Hilbert space structure
involved, implying that an operator of the form AA∗ is always non-negative.
Therefore, in any attempt at achieving a factorisation of an arbitrary self-
adjoint realisation of a quantum graph Laplacian one would have to give up
the Hilbert space structure. It is our goal in this paper to provide an ap-
proach in which a Dirac operator is defined in a Kre˘ın space setting, where
the positive-definite inner product is replaced by a non-degenerate hermit-
ian form. This constitutes a minimal deviation from the conventional setting
described above such that negative Laplace eigenvalues can still be incorpo-
rated. In this context we shall eventually prove an index theorem that is a
natural generalisation of the results in [10, 11] and will be presented in the
form (1.5).
The paper is organised as follows: We recall the basic definitions and
properties of metric graphs and self-adjoint realisations of Laplacians in Sec-
tion 2. In Section 3 we define spectral and algebraic multiplicities of zero
modes and identify a condition under which the two concepts of an alge-
braic multiplicity coincide. Zero modes of Laplacians are then characterised
in Section 4. The trace of the S-matrix is computed in Section 5 and, for
compact graphs, used to express the zero-mode contribution in the trace for-
mula (1.6). In Section 6 we present an explicit example of a Dirac operator
on an interval in the sense of [11]. This will suggest how to generalise the
setting in Sections 7 and 8. There the associated Kre˘ın space structure and
Dirac operators are derived and the factorisation of the Laplacians by means
of the Dirac operators is constructed. Finally, an index theorem is proved in
Section 8.
2. Metric graphs and differential Laplacians
We recall (see, e.g., [13, 14]) that a metric graph Γ = (V , Eex, Eint, ∂, I) con-
sists of a finite set of vertices V , a finite set of internal edges Eint, a finite set
of external edges Eex and a map ∂ assigning to every internal edge e ∈ Eint an
ordered pair of vertices, ∂(e) := (v1, v2), and to every external edge e ∈ Eex
a single vertex, ∂(e) = v. The vertices ∂(e) are the edge ends of e. Further-
more, to every edge e ∈ E := Eint ∪ Eex an interval Ie = (0, le) is assigned,
such that 0 < le < ∞ if e ∈ Eint and le = ∞ if e ∈ Eex. The set of these
intervals is denoted as I. A metric graph is said to be compact if Eex = ∅,
and non-compact otherwise.
We say that an edge e is adjacent to a vertex v if v ∈ ∂(e), and denote
this as e ∼ v. The degree d(v) of a vertex is the number of edges adjacent
to v. We emphasise that it is allowed for two vertices to be connected by
more than one internal edge, and that the edge ends of an internal edge may
coincide, ∂(e) = (v, v), thus producing a loop. A loop counts double in the
degree of that vertex.
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A function ψ on Γ is a collection of functions on the edges, ψ = {ψe}e∈E
with ψe : Ie → C. Accordingly, function spaces are defined as direct sums,
e.g.,
L2(Γ) :=
⊕
e∈E
L2 (0, le) . (2.1)
Similar constructions apply to Sobolev spaces, Hm(Γ), and spaces of smooth
functions, C∞(Γ), etc. The notation (2.1) in particular implies that no condi-
tions are imposed at the vertices. The space (2.1), equipped with its standard
inner product, is a Hilbert space. A function ψ ∈ H1(Γ) has well-defined
boundary values at edge ends, which we use to define
ψ :=
({ψe(0)}e∈Eint , {ψe (le)}e∈Eint , {ψe(0)}e∈Eex)T ∈ CE , (2.2)
where E := 2 |Eint|+ |Eex|.
Apart from (2.1) we shall also need p-form spaces, p ∈ {0, 1}, as in [11].
The 0-form space for a metric graph Γ is L2(Γ) and the corresponding 1-form
space is given by L2(Γ) ⊕ CE . Equipped with their standard inner products
the p-form spaces are Hilbert spaces.
If S ⊂ CE is a subspace, we denote the corresponding orthogonal pro-
jection as PS , and the projection to the orthogonal complement S⊥ of S
as P⊥S . We also define a linear map I : C
E → CE in terms of its matrix
representation as
I :=
 1Eint 0 00 −1Eint 0
0 0 1Eex
 . (2.3)
We denote the (weak) derivative on H1(Γ) as (·)′, such that ψ′ = {ψ′e}e∈E
with
ψ′e =
dψe
dx
. (2.4)
We also sometimes use a momentum operator
pΓ := −i (·)′ . (2.5)
As a differential operator the Laplacian is defined to be
−∆ψ := pΓ2ψ = −ψ′′ (2.6)
for ψ ∈ C∞(Γ). The self-adjoint realisations of the Laplacian were given in
[13, 15, 14]. The parametrisation given in [15] is as follows.
Theorem 2.1. Let D∆ ⊂ L2(Γ) be a domain of a self-adjoint realisation of
the Laplacian −∆ with core C∞0 (Γ). Then this domain can be uniquely char-
acterised as
D∆ =
{
ψ ∈ H2(Γ); (P + L)ψ + P⊥Iψ′ = 0} , (2.7)
where P : CE → CE is an orthogonal projection and L : CE → CE is self-
adjoint, satisfying P⊥LP⊥ = L.
We also denote such a self-adjoint Laplacian (−∆,D∆) as −∆P,L.
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Definition 2.2. 1. The vertex scattering matrix or, briefly, the S-matrix,
for −∆P,L is defined as
SP,L(k) := −P −
(
L+ ikP⊥
)−1 (
L− ikP⊥) , k ∈ C. (2.8)
The Laplacian is said to possess k-independent vertex conditions if SP,L
is independent of k. Otherwise they are called k-dependent.
2. The Laplacian is said to be local with respect to Γ if the S-matrix allows
the decomposition
SP,L(k) = ⊕v∈VSPv ,Lv(k), for all k ∈ C, (2.9)
where
SPv,Lv(k) : C
d(v) → Cd(v), for all v ∈ V and k ∈ C. (2.10)
3. The Laplacian is said to be strictly local with respect to Γ if every
SPv,Lv (k) is irreducible, i.e., there exists no refinement of (2.10).
Remark 2.3. • The S-matrix is meromorphic in C and unitary for k ∈ R.
The pole structure is described in [12].
• For local Laplacians there exist decompositions of the maps L, P and
P⊥ that correspond to (2.9). Hence, according to the vertex conditions
imposed by (2.7), only boundary values of functions on edges that are
adjacent to the same vertex are related to each other.
• Non-Robin vertex conditions correspond to the k-independent case,
where L = 0, whereas Robin vertex conditions correspond to the k-
dependent case, with L 6= 0.
• As ranL ⊂ kerP = ranP⊥, the projectors P and PranL are orthogonal
with respect to each other so that Q := P + PranL is also a projector.
Lemma 2.4 ([12]). Let SP,L be given and set Q := P + PranL. Then
S∞ := lim
k→∞
SP,L(k) = P
⊥ − P,
S0 := lim
k→0
SP,L(k) = Q
⊥ −Q. (2.11)
In [12] the second line of (2.11) was not explicitly given in this form,
but it follows immediately from eq. (3.5) in [12].
3. Multiplicities of the Laplace-eigenvalue zero
The principal tool to characterise Laplace eigenvalues is a secular equation
[14, 12]. In order to set this up one requires the following quantity in addition
to the S-matrix.
Definition 3.1. Let l = (l1, . . . , l|Eint|)
T be the vector of finite edge lengths
and let eikl be a diagonal matrix with diagonal entries eikle , e ∈ Eint. For
k ∈ C define the matrix
T (k; l) :=
(
Tint(k; l) 0
0 0Eex
)
, (3.1)
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acting on CE = C2|Eint| ⊕ C|Eex|, where
Tint(k; l) =
(
0 eikl
eikl 0
)
. (3.2)
Remark 3.2. When k ∈ R, the matrix Tint(k; l) is unitary. The same is true
for T (k; l) iff Eex = ∅, i.e., for a compact graph.
The secular function is introduced on the basis of the following result
[16].
Proposition 3.3. Let k ∈ C \ [iσ(L)∪{0}], then k2 is an eigenvalue of −∆P,L
with spectral multiplicity g, iff 1 is an eigenvalue of the matrix SP,L(k)T (k; l)
with geometric multiplicity g.
Hence, the secular function
F (k) := det (1CE −SP,L(k)T (k; l)) , k ∈ C \ [iσ(L) ∪ {0}], (3.3)
has a zero at k, iff k2 is an eigenvalue of −∆P,L. Setting lmin := min{le; e ∈
Eint} and
λ+min :=
{
min{λ ∈ σ(L), λ > 0}, if σ(L) ∩ R+ 6= ∅,
∞, else, (3.4)
it was shown in [12] that on a compact graph Γ the spectral multiplicity of
a Laplace eigenvalue k2 6= 0 coincides with the order of the zero k of the
secular function F , if one assumes that lmin > 2/λ
+
min.
In the following we shall extend the analysis to k = 0 and to non-
compact Γ. We shall also clarify the role of the additional assumption. For
this we require the following notions.
Definition 3.4. • A zero mode of the Laplacian −∆P,L is a non-trivial
element of ker∆P,L ⊂ D∆. The spectral multiplicity of the eigenvalue
zero is
g0 := dimker∆P,L. (3.5)
• The algebraic multiplicity N of the eigenvalue zero in the sense of [10]
is the order of the zero of F at k = 0,
N := ord[F ]|k=0 . (3.6)
• The algebraic multiplicity N˜ of the eigenvalue zero in the sense of [17]
is
N˜ := dimker (1CE −S0JE) , (3.7)
where
JE :=
(
JEint 0
0 0Eex
)
, JEint :=
(
0 1Eint
1Eint 0
)
. (3.8)
As T (0; l) = JE , comparing F (0) with (3.7) one may be tempted to
assume that N = N˜ . The following example, however, shows that this need
not be the case.
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Example. Consider a graph consisting of one edge and two vertices, to which
the interval I = [0, l] is assigned. Choose P = 0 and L = λ1C2 , λ ∈ R \ {0},
implying Robin conditions at the vertices. Using that any zero mode is of the
form ψ0(x) = αx + β and imposing the vertex conditions gives the spectral
multiplicity of the eigenvalue zero as
g0 =
{
1, if l = 2λ ,
0, else.
(3.9)
Furthermore, S0 = −1C2 leads to the secular function
F (k) = 1−
(
λ− ik
λ+ ik
)2
e2ikl. (3.10)
Hence,
N = ord[F ]|k=0 =
{
3, if l = 2λ ,
1, else.
(3.11)
However,
N˜ = dimker
(
1 1
1 1
)
= 1. (3.12)
Under the additional assumption l > 2/λ required in [12] (see also the
paragraph below (3.4)), one finds that N = N˜ . This is not true when
l = 2/λ. However, the quantity γ in (1.6), which was determined in [12]
to be γ = g0 −N/2, satisfies
γ =
1
4
trS0 = −1
2
(3.13)
in all cases of this example.
In the following we shall prove that the first equality in (3.13) holds
for all self-adjoint Laplacians on compact graphs. Before, we shall derive a
sufficient criterion for N = N˜ to hold, which in the example above simply
excludes the case l = 2/λ. For this we require certain subspaces of CE .
Definition 3.5. Define the following subspaces of the space CE of boundary
values:
Msy :=
{
(c, c,0Eex)
T ∈ CE , c ∈ C|Eint|
}
, (3.14)
Masy :=
{
(c,−c,0Eex)T ∈ CE , c ∈ C|Eint|
}
, (3.15)
M0 :=
{
(0Eint ,0Eint , c)
T ∈ CE , c ∈ C|Eex|
}
. (3.16)
We also set
M := Msy ⊕Masy. (3.17)
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The projectors onto Msy, Masy and M0 are denoted as Psy, Pasy and
P0, respectively. In matrix form the first two read
Psy =
1
2
 1Eint 1 01 1Eint 0
0 0 0Eex
 , Pasy = 1
2
 1Eint −1 0−1 1Eint 0
0 0 0Eex
 ,
(3.18)
such that
Psy − Pasy = JE = T (0; l), (3.19)
see (3.8).
We need to consider the eigenvalue problem of the matrix
U(k) := SP,L(k)T (k; l), k ∈ R. (3.20)
Lemma 3.6. Let k ∈ R. In the eigenvalue problem
U(k)w = λw, (3.21)
where, in general, w ∈ CE and λ ∈ C, the following equivalence holds:
w ∈M ⇔ |λ| = 1. (3.22)
Furthermore, M0 is the eigenspace corresponding to the eigenvalue λ = 0.
Proof. From the unitarity of SP,L(k) for k ∈ R and from (3.1) one infers that
‖SP,L(k)T (k; l)w‖CE ≤ ‖w‖CE , (3.23)
implying |λ| ≤ 1. Moreover, a strict inequality holds iff P0w 6= 0.
It is obvious from (3.1) that T (k; l)w = 0 iff w ∈M0, implying the last
claim. 
In general, when Γ is non-compact and hence Eex 6= ∅, the matrix U(k) =
SP,L(k)T (k; l) is neither unitary nor can it be diagonalised. Its eigenvectors
do not span the entire space CE and eigenvectors corresponding to different
eigenvalues are not orthogonal with respect to each other. The following
observation, however, will turn out to be sufficient.
Lemma 3.7. Let k ∈ R and λ(k) be an eigenvalue of U(k). If |λ(k)| = 1 the
eigenvalue is semi-simple.
Proof. Due to Lemma 3.6 any eigenvector w corresponding to λ(k) with
|λ(k)| = 1 is in M . We now modify U(k) on the orthogonal complement
M⊥ =M0 to this subspace by setting
U˜(k) := SP,L(k)T˜ (k; l), (3.24)
where
T˜ (k; l) :=
(
Tint(k; l) 0
0 1Eex
)
. (3.25)
When k ∈ R the matrix U˜(k) is unitary. Therefore, its eigenvalues λ˜(k) satisfy
|λ˜(k)| = 1, and there exists an orthonormal basis of eigenvectors {x1, . . . ,xE}
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for CE . We arrange this basis in such a way that x1, . . . ,xF ∈ M (where
1 ≤ F ≤ 2|Eint|), and set
M˜ := lin {xl; 1 ≤ l ≤ F} ⊂M. (3.26)
As U(k) and U˜(k) coincide on M , the eigenvectors xl ∈ M˜ are also eigenvec-
tors of U(k) with the same eigenvalues. In fact, by Lemma 3.6 they exhaust
all eigenvectors of U(k) with eigenvalues satisfying |λ(k)| = 1.
By construction, U˜(k) leaves M˜ and M˜⊥ invariant,
U˜(k) = P
M˜
U˜(k)P
M˜
+ P⊥
M˜
U˜(k)P⊥
M˜
, (3.27)
where P
M˜
and P⊥
M˜
are the projectors onto M˜ and M˜⊥, respectively. This
then implies that
U(k)x = U˜(k)x ∈ M˜, for every x ∈ M˜ ⊂M, (3.28)
so that U(k) leaves M˜ invariant, too. Now let x ∈ M˜⊥. Since P0x ∈ M0 =
M⊥ ⊂ M˜⊥ and TP0x = 0, one obtains
U(k)x = U(k) (x− P0x) = U˜(k) (x− P0x) ∈ M˜⊥, (3.29)
so that U(k) also leaves M˜⊥ invariant. Hence,
U(k) = P
M˜
U(k)P
M˜
+ P⊥
M˜
U(k)P⊥
M˜
. (3.30)
We therefore conclude that the Jordan blocks in the Jordan normal forms
of P
M˜
(k)U˜(k)P
M˜
(k) and P
M˜
(k)U(k)P
M˜
(k) coincide. As the eigenvectors of
U(k) corresponding to eigenvalues with |λ(k)| = 1 are in M˜ , and U˜(k) can
be diagonalised, these eigenvalues are semi-simple. 
Together with Theorem 1 in [18, p. 402], Lemma 3.7 ensures that any
eigenvalue (-function) λ(k) of U(k) such that there exists k0 with |λ(k0)| = 1
is (real) differentiable in a neighbourhood of k0. Furthermore,
λ(k) = λ(k0) +
∞∑
n=l
an(k − k0)n/l, (3.31)
where an ∈ C and l is an integer not exceeding the multiplicity of the eigen-
value λ(k0). There also exists a corresponding eigenvalue (-function) x(k)
with an expansion
x(k) =
∞∑
n=0
xn(k − k0)n/l, (3.32)
that converges for 0 < |k − k0| < δ with some δ > 0. Moreover, xn ∈
ker(U(k0)− λ(k0)) for n = 0, . . . , l − 1.
The above results enable us to prove an equivalent to Lemma 4.5 in
[12], although in the present case U(k) is not unitary. For this we require the
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following matrices,
D(l) :=
 D(l) 0 00 D(l) 0
0 0 0Eex
 , with D(l) :=
 l1 0. . .
0 l|Eint|
 .
(3.33)
Lemma 3.8. Let λ(k) be an eigenvalue function of U(k) and assume that there
exists k0 ∈ R such that λ(k0) = 1. Then λ(k) is real differentiable at k0 and
there exists a vector x0 ∈ ker(1E − U(k0)) such that
iλ′ (k0) = 2
〈
x0,
L
L2 + k20
x0
〉
CE
− 〈x0,D(l)x0〉CE . (3.34)
Proof. A calculation that can be copied verbatim from the proof of Lemma 4.5
in [12] yields
i
〈
x(k),
( −2L
L2 + k2
U(k) + U(k)D(l)
)
x(k)
〉
CE
+ 〈x(k), U(k)x′(k)〉
CE
= λ′(k) 〈x(k),x(k)〉
CE
+ λ(k) 〈x(k),x′(k)〉
CE
.
(3.35)
Since U(k) is real analytic,
U(k) = U (k0) +O (k − k0) , U(k)∗ = U (k0)∗ +O (k − k0) , (3.36)
holds for k → k0.
From (3.31) one obtains that λ(k) = 1+O(k−k0), and from (3.32) that
x′(k) =
l∑
n=1
n
l
xn(k − k0)(n−l)/l +O
(
(k − k0)1/l
)
, (3.37)
where xn ∈ ker(U(k0)− λ(k0)1) for n = 0, . . . , l − 1. We hence find that
〈x(k), U(k)x′(k)〉
CE
=
l−1∑
m=0
l∑
n=1
n
l
(k − k0)(m+n−l)/l 〈xm,xn〉CE +O
(
(k − k0)1/l
)
,
(3.38)
as well as
λ(k) 〈x(k),x′(k)〉
CE
=
l−1∑
m=0
l−1∑
n=1
n
l
(k − k0)(m+n−l)/l 〈xm,xn〉CE +O
(
(k − k0)1/l
)
.
(3.39)
Notice that the first terms on the right-hand side of (3.38) and (3.39) coincide,
whereas the error terms, in general, are only of the same order. A similar
calculation reveals that
〈x(k), U(k)D(l)x(k)〉
CE
= 〈x0,D(l)x0〉CE +O
(
(k − k0)1/l
)
. (3.40)
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Subtracting the first terms on the right-hand side of (3.38) and (3.39), re-
spectively, from (3.35), one can perform the limit k → k0 and thus obtains
the identity (3.34). 
We now address the question of relating the three multiplicities of the
(Laplace-) eigenvalue zero introduced in Definition 3.4. Regarding the quan-
tity N from (3.6) we need to ensure that λ′(0) 6= 0 for all eigenvalue functions
λ(k) with λ(0) = 1. On the other hand, a characterisation of N˜ from (3.7)
requires the knowledge of ker(1 − U(0)). For the latter question we notice
that U(0) = S0T (0; l) = (Q
⊥ −Q)JE , see (2.11), (3.1) and (3.8).
Guided by the fact that S0 = Q
⊥ − Q, we now assume that Q is any
orthogonal projector in CE and define
SQ := Q
⊥ −Q. (3.41)
For this quantity we find the following result.
Lemma 3.9. Let SQ be as in (3.41), then
SQJEw = −w ⇔ w ∈ (kerQ ∩Masy)⊕
(
(kerQ)⊥ ∩Msy
)
,
SQJEw = w ⇔ w ∈
(
(kerQ)⊥ ∩Masy
)⊕ (kerQ ∩Msy) . (3.42)
Proof. It follows from Lemma 3.6 that in both cases w ∈ M . An arbitrary
vector w ∈M can be uniquely decomposed as
w = wsy +wasy, wsy ∈Msy, wasy ∈Masy. (3.43)
Decomposing further,
wsy = w
1
sy +w
2
sy, w
1
sy ∈ kerQ, w2sy ∈ (kerQ)⊥ ,
wasy = w
1
asy +w
2
asy, w
1
asy ∈ kerQ, w2asy ∈ (kerQ)⊥ ,
(3.44)
and noting that due to (3.19),
SQJE = Q
⊥Psy +QPasy −Q⊥Pasy −QPsy, (3.45)
we obtain that SQJEw = w reads(
Q⊥Psy +QPasy −Q⊥Pasy −QPsy
)
(wsy +wasy)
= w1sy +w
2
sy +w
1
asy +w
2
asy ,
(3.46)
or
w1sy −w2sy −w1asy +w2asy = w1sy +w2sy +w1asy +w2asy. (3.47)
Hence, w2sy + w
1
asy = 0. Due to the linear independence of w
2
sy and w
1
asy
and with a similar reasoning for the eigenvalue −1 the claims in the Lemma
follow. 
Corollary 3.10. It follows immediately that
ker (1− U(0)) = ((kerQ)⊥ ∩Masy)⊕ (kerQ ∩Msy) , (3.48)
and hence that
N˜ = dim
(
(kerQ)⊥ ∩Masy
)
+ dim (kerQ ∩Msy) . (3.49)
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For a characterisation of N we need to consider the derivative (3.34) at
k0 = 0, since N = N˜ iff λ
′(0) 6= 0 for every eigenvalue of U with λ(0) = 1.
The first term on the right-hand side of (3.34) has to be treated with some
care when k0 = 0 as L is, in general, not invertible. However, any normal
map A : Cn → Cn has a Moore-Bjerhammer-Penrose pseudo-inverse that
is defined as follows: Denote by E0 the zero-eigenspace and introduce the
orthogonal decompositionCn = E0⊕E⊥0 . Then A−1MBP := 0E0⊕(A|E⊥0 )−1, i.e.,
A is inverted on the non-zero eigenspaces only. We also require the following
matrix,
G(l) :=
 D(l)−1 −D(l)−1 0−D(l)−1 D(l)−1 0
0 0 0Eex
 , (3.50)
where D(l) is defined in (3.33). With (3.18) and (3.33) one obtains that
G(l) = 2PasyD(l)
−1
MBP = 2PasyD(l)
−1
MBPPasy. (3.51)
Lemma 3.11. The eigenvalues of L−1MBPG(l) are real. Moreover, if lmin >
2/λ+min, the largest eigenvalue τmax of L
−1
MBPG(l) satisfies τmax < 1.
Proof. We define
M := 2D(l)
−1/2
MBPPasyL
−1
MBPPasyD(l)
−1/2
MBP, (3.52)
and notice that M is self-adjoint. Through a cyclic permutation of the fac-
tors, M can be transformed into L−1MBPG(l), see (3.51). Hence the non-zero
spectrum of M coincides with that of L−1MBPG(l). Thus the eigenvalues of
L−1MBPG(l) are real.
Let τmax be the largest eigenvalue of M with associated normalised
eigenvector x, then
τmax =
〈
x, 2D(l)
−1/2
MBPPasyL
−1
MBPPasyD(l)
−1/2
MBPx
〉
CE
= 2
〈
PasyD(l)
−1/2
MBPx, L
−1
MBPPasyD(l)
−1/2
MBPx
〉
CE
≤ 2
∥∥∥D(l)−1/2MBPx∥∥∥2
CE
1
λ+min
≤ 2
lminλ
+
min
.
(3.53)
Hence, the assumption lmin > 2/λ
+
min implies τmax < 1. 
We remark that the condition lmin > 2/λ
+
min is sufficient for τmax < 1,
but not necessary. As an example, choose L such that L−1MBP = Psy. Then
L−1MBPG(l) = 0, independent of the choice of edge lengths.
Proposition 3.12. Assume that τmax < 1, where τmax is the largest eigenvalue
of L−1MBPG(l). Then N = N˜ .
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Proof. When k0 = 0, the relation (3.34) reads
iλ′ (0) = 2
〈
x0, L
−1
MBPx0
〉
CE
− 〈x0,D(l)x0〉CE . (3.54)
Since x0 ∈ ker(1 − U(0)), the relation (3.42) together with ranL ⊂ kerQ⊥
implies that L−1MBPx0 = PasyL
−1
MBPPasyx0. We define y0 := D(l)
1/2x0 and
notice that, as x0 ∈ M , this can be inverted to yield x0 = D(l)−1/2MBPy0.
Altogether, this implies
iλ′ (0) =
〈
y0, 2D(l)
−1/2
MBPPasyL
−1
MBPPasyD(l)
−1/2
MBPy0
〉
CE
− 〈y0,y0〉CE
= 〈y0,My0〉 − 〈y0,y0〉CE .
(3.55)
Since by the proof of Lemma 3.11 the largest eigenvalue is τmax, we conclude
that λ′ (0) 6= 0.
The secular function can be written as
F (k) = F˜ (k)
N˜∏
j=1
(1− λj(k)) , (3.56)
where the λj(k) are the eigenvalue functions of U(k) with λj(0) = 1, and
F˜ (0) 6= 0. Expanding λj(k) for small |k| then shows that λ′j(0) 6= 0 implies
N = ord[F ]|k=0 = N˜ . 
Under the assumption in the Proposition one can therefore speak of the
algebraic multiplicity of the Laplace eigenvalue zero.
4. Zero modes
In [17] zero modes were characterised in terms of the quadratic form associ-
ated with the Laplacian −∆P,L,
‖ψ′‖2L2(Γ) −
〈
ψ,Lψ
〉
CE
= 0. (4.1)
For non-Robin vertex conditions, when L = 0, it follows that a zero mode
must be constant on each edge, i.e.,
ψe (xe) = αe, ∀e ∈ E . (4.2)
However, when L 6= 0 this technique cannot be applied since a priori no
information is available for the boundary term in (4.1).
Exploiting the fact that −∆ψ = 0, with ψ ∈ H2(Γ), implies
ψe (xe) =
{
αe + βexe, e ∈ Eint,
0, e ∈ Eex.
(4.3)
Conditions on the vectors α = (αe)
T
e∈Eint
and β = (βe)
T
e∈Eint
were derived in
[19]. We shall give the same conditions in a slightly different form, on the
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vectors (α,β, 0)
T ∈M ⊂ CE , and for this purpose introduce the matrices
C(l) :=
 1Eint 0 01 D(l) 0
0 0 0Eex
 and V :=
 0Eint 1 00 −1Eint 0
0 0 0Eex
 .
(4.4)
Lemma 4.1. The vector (α,β, 0)
T ∈ M contains the coefficients of a zero-
mode, iff v := C(l) (α,β,0Eex)
T ∈M satisfies
0 = PranL
(
L−1MBPG(l)− 1CE
)
v,
0 = P⊥v − v,
0 = QG(l)v −G(l)v.
(4.5)
Proof. The vertex conditions are
0 = (P + L) (α,α+D(l)β,0)
T
+ P⊥I (β,β,0)
T
= Pv +
(
LC(l) + P⊥V
)
(α,β,0)T .
(4.6)
Due to orthogonality, the first and the second term in the second line vanish
separately. Hence the second line in (4.5) follows. Moreover,
LC(l) + P⊥V = (LC(l) + PranLV )− (QV − V ) , (4.7)
where on the right-hand side the terms in the brackets are orthogonal with
respect to each other. Hence,
0 = PranLV (α,β,0Eex)
T
+ LC(l) (α,β,0Eex)
T
,
0 = QV (α,β,0Eex)
T − V (α,β,0Eex)T .
(4.8)
On M the matrix C(l) is invertible and its M -inverse coincides with
C(l)−1MBP =
 1Eint 0 0D(l)−1 D(l)−1 0
0 0 0Eex
 , (4.9)
implying
G(l) = −V C(l)−1MBP. (4.10)
Moreover,
L−1MBPL = LL
−1
MBP = PranL, (4.11)
so that (4.8) implies the first and the third line of (4.5). 
In view of the first equation in (4.5) we need to invert L−1MBPG(l)−1CE
on ranL. This can be done when, e.g., 1 is not an eigenvalue of L−1MBPG(l).
According to Lemma 3.11 this will be the case if one assumes that lmin >
2/λ+min, and hence the largest eigenvalue of L
−1
MBPG(l) satisfies τmax < 1. In
such a case
(
L−1MBPG(l)− 1CE
)−1
exists.
We are now in a position to formulate our characterisation of the zero
modes.
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Theorem 4.2. Let −∆P,L be an arbitrary self-adjoint realisation of the Lapla-
cian on a metric graph Γ and assume that the maximal eigenvalue of L−1MBPG(l)
satisfies τmax < 1. Then the coefficients α = (αe)
T
e∈Eint
and β = (βe)
T
e∈Eint
of
the zero modes (4.3) are of the form
(α,0Eint ,0Eex)
T ∈
(
1|Eint| 0
0 0Eint⊕Eex
)
(kerQ ∩Msy) . (4.12)
In particular, β = 0 so that all zero modes are edge-wise constant. Further-
more, the spectral multiplicity g0 of the Laplace eigenvalue zero is
g0 = dim (kerQ ∩Msy) . (4.13)
Proof. We recall from Lemma 4.1 that v = C(l) (α,β,0Eex)
T ∈ M has to
satisfy three equations in order for α and β to be related to a zero mode.
The space of solutions v of the first equation is
V1 := ran
(
L−1MBPG(l)− 1CE
)−1∣∣∣
kerL
. (4.14)
The case kerL = ∅ implies V1 = ∅. Hence we consider kerL 6= ∅. Under
the assumption τmax < 1 the matrix
(
L−1MBPG(l)− 1CE
)
is invertible, and
rearranging its Cayley-Hamilton polynomial gives
(
L−1MBPG(l)− 1CE
)−1
=
E−1∑
n=0
an
(
L−1MBPG(l)− 1CE
)n
=
E−1∑
n=0
bn
(
L−1MBPG(l)
)n
= b01CE + L
−1
MBPZ,
(4.15)
with complex coefficients an, bn and some matrix Z ∈ Mat (E × E;C).
Choosing w ∈ kerL 6= ∅ one notices that
v =
(
L−1MBPG(l)− 1CE
)−1
w ⇔ (L−1MBPG(l)− 1CE)v = w (4.16)
requires b0 6= 0. The second condition in Lemma 4.1, Pv = 0, then implies
via v = b0w + L
−1
MBPZw that Pw = 0, hence w ∈ kerP ∪ kerL = kerQ.
Therefore, the space of solutions of the first and second equation in Lemma 4.1
is
V1,2 = ran
(
L−1MBPG(l)− 1CE
)−1∣∣∣
kerQ
. (4.17)
The third equation adds the condition
G(l)
(
L−1MBPG(l)− 1CE
)−1
w ∈ (kerQ)⊥ with w ∈ kerQ. (4.18)
In order to proceed from here we notice that
G(l)
(
L−1MBPG(l)− 1CE
)
=
(
G(l)L−1MBP − 1CE
)
G(l), (4.19)
implies
G(l)
(
L−1MBPG(l)− 1CE
)−1
=
(
G(l)L−1MBP − 1CE
)−1
G(l). (4.20)
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Hence, using that L−1MBP and G(l) are hermitian, it follows that
G(l)
(
L−1MBPG(l)− 1CE
)
is hermitian too. Furthermore, with (4.22) and (4.20)
we find that
G(l)
(
L−1MBPG(l)− 1CE
)−1
= Pasy
(
G(l)L−1MBP − 1CE
)−1
G(l)Pasy. (4.21)
We now need an invertible regularisation of G(l). For this we notice from its
definition (3.50) that G(l) is symmetric, non-negative, and that
kerG(l) =Msy ⊕M0 =M⊥asy . (4.22)
This allows us to define
G(l)δ := G(l) + δ
2P⊥asy, δ > 0, (4.23)
which is also symmetric and non-negative and, moreover, invertible. We then
obtain
G(l)
(
L−1MBPG(l)− 1CE
)−1
G(l)δ
−1
= Pasy
(
G(l)L−1MBP − 1CE
)−1
Pasy.
(4.24)
Following an extended version of Sylvester’s inertia law [18], multiplying a
hermitian matrix by a positive definite matrix leaves the number of posi-
tive and negative eigenvalues, respectively, unchanged. Therefore, the maps
G(l)
(
L−1MBPG(l)− 1CE
)−1
and Pasy
(
G(l)L−1MBP − 1CE
)−1
Pasy possess the same
number of positive and negative eigenvalues. The non-zero spectrum of the
latter is determined by
Pasy
(
G(l)L−1MBP − 1CE
)−1
Pasya = µa, with a ∈Masy. (4.25)
This is equivalent to (
G(l)L−1MBP − 1CE
)
a =
1
µ
a (4.26)
or
G(l)L−1MBPa =
(
L−1MBPG(l)
)∗
a =
(
1
µ
+ 1
)
a. (4.27)
Lemma 3.11 therefore implies µ < 0 so that Pasy
(
G(l)L−1MBP − 1CE
)−1
Pasy,
and by the inertia law alsoG(l)
(
L−1MBPG(l)− 1CE
)−1
, is negative semi-definite.
The negative of the latter hence has a hermitian, positive semi-definite square-
root
(
G(l)
(
1CE − L−1MBPG(l)
)−1)−1/2
. The condition (4.18) together with
w ∈ kerQ then yields
0 =
∣∣∣〈w, G(l) (L−1MBPG(l)− 1CE)−1w〉
CE
∣∣∣
=
∥∥∥∥(G(l) (1CE − L−1MBPG(l))−1)1/2w∥∥∥∥
CE
,
(4.28)
implying that
w ∈ ker
(
G(l)
(
L−1MBPG(l)− 1CE
)−1)
. (4.29)
Conversely, every w satisfying (4.29) also fulfils (4.18). Hence, the conditions
(4.29) and w ∈ kerQ are necessary and sufficient for w to satisfy (4.18).
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In order to finally prove (4.12) we use (4.29). From (4.25), the inertia
law, and the fact that µ < 0 one concludes that
ker
(
G(l)
(
L−1MBPG(l)− 1CE
)−1)
= ker
(
Pasy
(
G(l)L−1MBP − 1CE
)−1
Pasy
)
=Msy ⊕M0.
(4.30)
The third line follows by expanding
(
G(l)L−1MBP − 1CE
)−1
in the same way
as in (4.15), showing that this matrix leaves Masy invariant.
Hence, the conditions (4.29) and w ∈ kerQ are equivalent to
w ∈ kerQ ∩ (Msy ⊕M0) , (4.31)
which, together with the requirement that a zero-mode must vanish on the
external edges, proves (4.12). 
5. The trace of the S-matrix and the zero-mode contribution in
the trace formula
The form (4.3) of zero modes is determined by the fact that apart from
being a solution of ∆ψ = 0 one requires ψ ∈ L2(Γ), which determines that
ψe(x) = 0 when e ∈ Eex. For the following it turns out that a more general
class of zero modes has to be considered.
Definition 5.1. A function φ ∈ C2(Γ) is said to be a generalised zero mode,
if ∆φ = 0 and the boundary values φ and φ′ satisfy the vertex conditions
(P + L)φ+ P⊥Iφ′ = 0. (5.1)
A generalised zero mode φ is said to be a proper generalised zero mode, if
φ /∈ L2(Γ).
A zero mode is obviously a generalised zero mode too. A proper gener-
alised zero mode, however, need not be edge-wise constant. A simple example
for this is a single half-line with a Dirichlet vertex condition at the origin.
Here the function ψ(x) = x is a proper generalised zero mode. Edge-wise
constant generalised zero modes will play a particular role.
Definition 5.2. We denote byG0 the set of edge-wise constant generalised zero
modes, and by Gp,0 ⊂ G0 the subset of edge-wise constant proper generalised
zero modes. We also set
g˜0 := dimG0 and g˜p,0 := dimGp,0. (5.2)
Note that Theorem 4.2 implies
g0 = g˜0 − g˜p,0. (5.3)
In order to find expressions for the dimensions (5.2) we now associate a
compact metric graph Γ̂ to a given (in general, non-compact) metric graph
Γ. This construction is based on cutting every external edge e ∈ Eex at some
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finite value and adding a vertex at the newly created edge end. More precisely,
if e ∈ Eex, we replace this with an edge ê of length lê <∞ and add a vertex
vê that is adjacent only to the edge ê. We denote the sets of new edges
and vertices by Enew and Vnew, respectively, both of cardinality |Eex|. This
procedure defines a compact graph Γ̂ with edge set Ê = Eint∪Enew and vertex
set V̂ = V ∪ Vnew. There is an obvious, isometric embedding Γ̂ → Γ of the
compact graph into the original graph, provided by the identity map. This
allows us to restrict a function ψ on Γ to Γ̂, and to identify the restriction
ψ̂ := ψ|Γ̂ with a function on Γ̂. The latter has boundary values (if defined),
ψ̂ :=
({ψe(0)}e∈Eint , {ψe (le)}e∈Eint , {ψe(0)}e∈Enew , {ψe (le)}e∈Enew)T , (5.4)
in CÊ where Ê = 2(|Eint|+ |Eex|).
Given a self-adjoint realisation −∆P,L of the Laplacian on Γ, we asso-
ciate with it operators −∆P̂D/N ,L̂ on Γ̂ with Dirichlet- and Neumann-vertex
conditions at the new vertices v ∈ Vnew, where
P̂D/N :=
(
P 0
0 1Enew/0Enew
)
and L̂ :=
(
L 0
0 0Enew
)
. (5.5)
Following Theorem 2.1, the operator −∆P̂D/N ,L̂ is self-adjoint on the domain
corresponding to (2.7). The associated S-matrix is,
SP̂D/N ,L̂
(k) =
(
SP,L(k) 0
0 ∓1Enew
)
, k /∈ iσ(L) \ {0} . (5.6)
We then set Q̂D/N := P̂D/N + PranL̂, as well as
M̂sy :=
{
(c1, c1, c2, c2)
T ∈ CÊ ; c1 ∈ C|Eint|, c2 ∈ C|Eex|
}
,
M̂asy :=
{
(c1,−c1, c2,−c2)T ∈ CÊ ; c1 ∈ C|Eint|, c2 ∈ C|Eex|
}
.
(5.7)
We also define the spectral and algebraic multiplicities ĝ0D/N and N̂D/N , re-
spectively of the eigenvalue zero of∆P̂D/N ,L̂. Choosing the shortest additional
length le, e ∈ Enew to be large enough, the maximal eigenvalue of L̂−1MBPG(̂l)
satisfies τ̂max < 1, if τmax < 1.
Lemma 5.3. Assume that τmax < 1. Then
ĝ0D = g0, ĝ0N = g˜0, (5.8)
and
N̂D = N + dim
(
(kerQ)
⊥ ∩ (Masy ⊕M0)
)
− dim
(
(kerQ)
⊥ ∩Masy
)
N̂N = g˜0 + dim
(
(kerQ)⊥ ∩Masy
)
.
(5.9)
Proof. As Γ̂ has only internal edges, ψ ∈ ker∆P̂D ,L̂ implies that ψe(x) = αe
for all e ∈ Ê . The Dirichlet conditions imposed at every v ∈ Vnew then imply
that
ψe ≡ 0 for all e ∈ Enew. (5.10)
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Hence, every zero mode of −∆P,L can be identified with a zero mode of
−∆P̂D ,L̂, and vice versa. This proves that ĝ0D = g0. Moreover, by (5.5),
ker Q̂D =
{
(v,0Eex)
T ∈ CÊ ; v ∈ kerQ
}
,(
ker Q̂D
)⊥
=
{
(a,d)T ∈ CÊ ; a ∈ (kerQ)⊥ d ∈ C|Eex|
}
.
(5.11)
Using (5.7) and (5.11) we then obtain
dim
(
ker Q̂D ∩ M̂sy
)
= dim (kerQ ∩Msy) ,
dim
((
ker Q̂D
)⊥
∩ M̂asy
)
= dim
(
(kerQ)⊥ ∩ (Masy ⊕M0)
)
.
(5.12)
Hence, Corollary 3.10 and Proposition 3.12 imply the first line of (5.9).
Similarly, for ψ ∈ ker∆P̂D ,L̂ the Neumann conditions at the new ver-
tices, v ∈ Vnew, impose no restriction on ψe. Hence, such a ψ can be extended
to Γ to yield an edge-wise constant generalised zero mode, and this process
can be reversed. This implies that ĝ0N = g˜0. Furthermore,
ker Q̂N =
{
(v,d)
T ∈ CÊ ; v ∈ kerQ, d ∈ CEex
}
,(
ker Q̂N
)⊥
=
{
(a,0Eex)
T ∈ CÊ ; a ∈ (kerQ)⊥
}
.
(5.13)
With (5.11) and (5.13) this yields
dim
(
ker Q̂N ∩ M̂sy
)
= dim ((kerQ) ∩ (Msy ⊕M0)) ,
dim
((
ker Q̂N
)⊥
∩ M̂asy
)
= dim
(
(kerQ)⊥ ∩Masy
)
.
(5.14)
Corollary 3.10, Proposition 3.12 and (4.13) then imply the second line of
(5.9). 
As a consequence, any expression for the number of zero modes in terms
of an S-matrix in the sense of (1.5) will require an expression for trSQ in
terms of the various subspaces of CE that occur above. Since (5.6) implies
trSP̂D/N ,L̂(k) = trSP,L(k)∓ |Eex|, (5.15)
instead of SQ one can work with
SQ̂D/N
:= lim
k→0
SP̂D/N ,L̂
(k) = Q̂⊥D/N − Q̂D/N . (5.16)
This map, as well as JÊ , is related to the compact graph Γ̂. Hence, (3.8)
implies that SQ̂D/N and JÊ are unitary and hermitian in C
Ê and, therefore,
square to the identity. Thus SQ̂JÊ is unitary, with (SQ̂JÊ)
−1 = JÊSQ̂, and
its eigenvalues lie on the unit circle in C.
Definition 5.4. Let Q̂ be a projector in CÊ and set SQ̂ = Q̂
⊥ − Q̂. We then
define the following sets:
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1. The set of all eigenvalues of SQ̂JÊ with positive (negative) imaginary
part is denoted as W+ (W−).
2. Let {zn}1≤n≤l be a maximal set of linearly independent eigenvectors
corresponding to the eigenvalues λn ∈W+. Define
W(+,±) := lin{(JÊ ± λn) zn; 1 ≤ n ≤ l} . (5.17)
3. The sets W(−,±) corresponding to λn ∈ W− are defined analogously.
These sets allow us to observe the following.
Lemma 5.5. Let Q̂ be a projector in CÊ, then v is an eigenvector of SQ̂ with
eigenvalue 1, iff
v ∈ W(+,+) ⊕
(
ker Q̂ ∩ M̂sy
)
⊕
(
ker Q̂ ∩ M̂asy
)
. (5.18)
Furthermore, a is an eigenvector of SQ̂ with eigenvalue −1, iff
a ∈ W(+,−) ⊕
(
(ker Q̂)⊥ ∩ M̂sy
)
⊕
(
(ker Q̂)⊥ ∩ M̂asy
)
. (5.19)
Moreover, the relations
dimW(+,+) = dimW(+,−) (5.20)
and
W(+,+) =W(−,+), W(+,−) =W(−,−) (5.21)
hold.
Proof. Let z ∈ CÊ be an eigenvector of SQ̂JÊ with eigenvalue λ. Due to
unitarity, λ−1 = λ and λ−1z = JÊSQ̂z, so that SQ̂z = λJÊz. Hence, first,
SQ̂
(
JÊz + λz
)
= JÊz + λz,
SQ̂
(
JÊz − λz
)
= − (JÊz − λz) , (5.22)
and, furthermore,
SQ̂JÊJÊz = λJÊz. (5.23)
First consider λ ∈ W±, i.e., λ 6= ±1. The eigenspaces corresponding to such
a λ and to λ 6= λ, respectively, are orthogonal. Hence, by (5.23), the eigen-
vectors z and JÊz of SQ̂JÊ are orthogonal. Thus the vectors JÊz ± λz are
non-zero and, therefore, are eigenvectors of SQ̂ with eigenvalues ±1, respec-
tively. Hence W(±,+) are subspaces of the SQ̂-eigenspace with eigenvalue 1,
and W(±,−) are subspaces of the SQ̂-eigenspace with eigenvalue −1, yield-
ing the first direct summands on the right-hand sides of (5.18) and (5.19),
respectively. Due to the unitarity of SQ̂JÊ the cardinalities of W
+ and W−
(counted with multiplicities) coincide, and also coincide with the dimensions
(5.20).
Multiplying both equations in (5.22) with λ we observe that the eigen-
vectors of SQ̂ corresponding to the eigenvalues ±1 constructed from z and
from JÊz are proportional. This implies the relations (5.21).
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Now consider λ = ±1, hence Lemma 3.9 applies. For this reason we treat
z ∈ M̂sy and z ∈ M̂asy separately. Notice that (3.19) implies JÊz = z for z ∈
M̂sy and JÊz = −z for z ∈ M̂asy. Such vectors are automatically eigenvectors
of SQ̂ with eigenvalues ±1. In two of the four cases, corresponding to λ =
±1 and z ∈ M̂sy/asy, the eigenvectors JÊz ± λz of SQ̂ vanish, and in the
remaining cases they are ±2z. Hence, z is an eigenvector of SQ̂. Therefore,
the dimensions of the direct sum of the eigenspaces of SQ̂JÊ corresponding
to λ = ±1 and of the eigenspaces of SQ̂ for the eigenvalues ±1 (via (5.22))
are the same. Via Lemma 3.9 this finalises the proof of the identities given
in (5.18) and (5.19). 
We are now in a position to determine the trace of SQ̂.
Proposition 5.6. Let Q̂ be an orthogonal projector in CÊ. Then,
trSQ̂ = 2
[
dim
(
ker Q̂ ∩ M̂sy
)
− dim
(
(ker Q̂)⊥ ∩ M̂asy
)]
= 2
[
dim
(
ker Q̂ ∩ M̂asy
)
− dim
(
(ker Q̂)⊥ ∩ M̂sy
)]
.
(5.24)
Proof. We first show the second equality in (5.24), and assume that
(ker Q̂)⊥ ∩ M̂sy/asy 6= {0}, ker Q̂ ∩ M̂sy/asy 6= {0}, (5.25)
and
dimW(+,+) = dimW(+,−) 6= 0. (5.26)
All other cases can be treated analogously. We define
M1 := C
E ⊖
((
(ker Q̂)⊥ ∩ M̂asy
)
⊕
(
ker Q̂ ∩ M̂asy
))
,
M2 := C
E ⊖
((
(ker Q̂)⊥ ∩ M̂sy
)
⊕
(
ker Q̂ ∩ M̂sy
))
.
(5.27)
From Lemma 5.5 we then deduce that
M1 ⊕M2 =W(+,+) ⊕W(+,−) (5.28)
holds. Let us assume that
M1 ∩W(+,+) 6= {0} , (5.29)
and choose 0 6= b ∈ M1 ∩ W(+,+). We recall that all elements of W(+,+)
are eigenvectors of SQ̂ corresponding to the eigenvalue 1 and therefore are
elements of ker Q̂. By construction we infer
b ∈ ker Q̂ ∩ M̂asy, (5.30)
which leads to a contradiction to b ∈M1. Thus, we obtain
M1 ∩W(+,+) = {0} . (5.31)
Similar arguments lead to
M1 ∩W(+,−) = {0} , M2 ∩W(+,+) = {0} , M2 ∩W(+,−) = {0} . (5.32)
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Therefore, every element of W(+,+) and W(+,−) is an orthonormal sum of
non-zero vectors in M1 and M2. Eq. (5.20) hence implies
dim
(
(ker Q̂)⊥ ∩ M̂asy
)
+ dim
(
ker Q̂ ∩ M̂asy
)
= dim
(
(ker Q̂)⊥ ∩ M̂sy
)
+ dim
(
ker Q̂ ∩ M̂sy
)
.
(5.33)
Due to Lemma 5.5
trSQ̂ = dim
(
ker Q̂ ∩ M̂sy
)
+ dim
(
ker Q̂ ∩ M̂asy
)
− dim
(
(ker Q̂)⊥ ∩ M̂sy
)
− dim
(
(ker Q̂)⊥ ∩ M̂asy
)
.
(5.34)
Combining this with (5.33) gives the claim. 
Now we can present our final result for the trace of the S-matrix.
Theorem 5.7. Given an arbitrary self-adjoint realisation ∆P,L of the Lapla-
cian on a metric graph with spectral and algebraic multiplicities g0 and N
of the eigenvalue zero, respectively. Furthermore, assume that the maximal
eigenvalue of L−1MBPG(l) satisfies τmax < 1. Then
g0 − N
2
=
1
4
trS0 +
|Eex|
4
− ĝp,0
2
(5.35)
holds, where ĝp,0 is the dimension of the space of edgewise constant proper
generalised zero modes.
Proof. Applying Corollary 3.10 and Theorem 4.2 to −∆P̂D ,L̂ gives
2ĝ0D − N̂D =
trS0
(
P̂D, L̂
)
2
=
trS0
2
− |Eex|
2
, (5.36)
where the second equality follows from (5.6). On the other hand, Lemma 5.3
yields
2ĝ0D − N̂D = 2g0 −N
−
(
dim
(
(kerQ)⊥ ∩ (Masy ⊕M0)
)
+ dim
(
(kerQ)⊥ ∩Masy
))
.
(5.37)
In order to calculate the expression in the last line we use Proposition 5.6 to
obtain
trS0
(
P̂N , L̂
)
− trS0
(
P̂D, L̂
)
= 2
[
dim
(
(kerQ)⊥ ∩ (Masy ⊕M0)
)
− dim
(
(kerQ)⊥ ∩Masy
)]
− 2 [dim (kerQ ∩Msy)− dim (kerQ ∩ (Msy ⊕M0))] .
(5.38)
On the other hand, by (5.6) we find that
trS0
(
P̂N , L̂
)
− trS0
(
P̂D, L̂
)
= 2 |Eex| . (5.39)
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Therefore, using Theorem 4.2 together with (5.14) gives
dim
(
(kerQ)
⊥ ∩ (Masy ⊕M0)
)
− dim
(
(kerQ)
⊥ ∩Masy
)
= |Eex|+ g0 − ĝ0,N .
(5.40)
Combining (5.36), (5.37) and (5.40) then proves the claim. 
In the case of a compact graph Γ, where Eex = ∅ and there are no
proper generalised zero modes, the left-hand side of (5.35) is the constant γ
appearing in the zero-mode contribution to the trace formula (1.6), compare
(3.13).
Corollary 5.8. In the situation of Theorem 5.7 assume that Γ is a compact
metric graph. Then
γ = g0 − N
2
=
1
4
trS0. (5.41)
This is an extension of the result in [10] where the case of non-Robin
vertex conditions, corresponding to L = 0, was treated. In that case SP,L(k)
is independent of k.
6. Factorisation of a non-positive Laplacian: a simple example
An interval is the simplest example of a metric graph. For this case we first
construct a Dirac operator in the sense of [11] along with a factorisation of the
associated Laplacian in the form −∆ = pp∗, where p is a suitable ’momen-
tum’ operator. We then modify the Laplacian in order to generate a negative
spectrum and discuss the necessary modifications in order to preserve the
factorisation.
The metric graph Γ has one edge that is identified with the interval
(0, l), and vertices V = {v1, v2} at the edge ends.
In this case the 0-form space is L2 (Γ) = L2 (0, l) and the 1-form space
is L2 (0, l)⊕ C2. The Dirac operator D is defined in the Hilbert space
HΓ = L
2 (0, l)⊕ (L2 (0, l)⊕ C2) . (6.1)
We require the associated Laplacian to be local and hence we introduce the
linear maps
P =
(
P1 0
0 P2
)
and L =
(
L1 0
0 L2
)
, (6.2)
on C2, where Pj ∈ {0, 1}. Furthermore, we require Lj ≤ 0 and, in particular,
Lj = 0 if Pj = 1. This ensures that L is defined on kerP = ranP
⊥. The map
(2.3) takes the form
I =
(
1 0
0 −1
)
. (6.3)
Next we define the operators d : Dd → L2 (0, l)⊕C2 and d∗ : Dd∗ → L2 (0, l).
On the domain
Dd :=
{
φ ∈ H1 (0, l) ; Pφ = 0} , (6.4)
Zero modes and an index theorem on metric graphs 25
we set
dφ :=
(
−φ′,√−Lφ
)
. (6.5)
Hence, the adjoint operator is defined on
Dd∗ :=
{
(ψ,a) ∈ H1 (0, l)⊕ C2; P⊥Iψ +√−La = 0
}
(6.6)
to act as
d∗(ψ,a) := ψ′. (6.7)
This then implies that the operator d∗d is defined on the domain
Dd∗d =
{
ψ ∈ H2(0, l); Pψ = 0, P⊥Iψ′ + Lψ = 0} (6.8)
and acts as
d∗dψ = −ψ′′. (6.9)
One immediately recognises a self-adjoint realisation of the Laplacian, d∗d =
−∆P,L, as described in Theorem 2.1.
Remark 6.1. At a vertex vj where Pj = 1 the vertex conditions in (6.4)
and (6.8) enforce a Dirichlet condition. When Pj = 0 and Lj < 0, however, a
Robin vertex condition is imposed. This can be seen as a repulsive δ-potential
of strength λj = −2Lj > 0 located at the vertex vj (cf. [3, 20]).
Apart from locality, the only restriction imposed in the example above
was for L to be negative semi-definite. This was necessary in the factorisation
of the Laplacian due to the square roots in (6.6) and (6.5). Hence, whenever
an attractive δ-potential were to be introduced in a vertex, the associated
Laplacian could no longer be factorised (see also [10, Section 6]). This obser-
vation coincides with the fact that a Laplacian with an attractive δ-potential
has negative spectrum.
An alternative factorisation of the Laplacian with an attractive δ-potential
can be guessed from the above example. As one must avoid square roots of
−L, one could be tempted to remove the square root in (6.6) and, instead,
replace the square root in (6.5) by a factor −L. Formally, (6.8) and (6.9)
would still hold, but the operator (d∗,Dd∗) would no longer be the adjoint
of (d,Dd) in the given Hilbert space setting. To remedy this problem one
could modify the inner product in such a way that the strengths λj of the δ-
potentials are included in its C2-contribution. As the λj ’s are not necessarily
positive, however, this modification would no longer be an inner product.
Guided by this observation we conclude that replacing the Hilbert space
structure by a Kre˘in space structure may provide a way to factorise any
self-adjoint realisation of a Laplacian on a graph. Assuming that Lj 6= 0,
j = 1, 2, in the example above, we therefore now introduce the non-degenerate
hermitian form
aL ((φ,a) , (ψ, b)) := 〈φ, ψ〉L2(0,l) +
〈
a, L−1b
〉
C2
(6.10)
on the one-form space L2(0, l)⊕ C2 (viewed as a vector space). This form is
used to define the non-degenerate hermitian form
AL ((ϕ, (φ,a)), (ξ, (ψ, b))) = 〈ϕ, ξ〉L2(0,l) + aL ((φ,a), (ψ, b)) (6.11)
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on the vector space HΓ = L
2 (0, l)⊕(L2 (0, l)⊕ C2) (cf. (6.1)). Equipped with
the form (6.11), this vector space is a Kre˘in space (see Section 7 below for
more details).
For later purposes we now introduce momentum-like operators instead
of the differential-like quantities (6.7) and (6.5). On the domain
Dp :=
{
(ψ,a) ∈ H1 (0, l)⊕ C2; P⊥Iψ − iPranLa = 0
}
, (6.12)
we define p : Dp → L2(0, l) to act as
p(ψ,a) := −iψ′. (6.13)
An adjoint operator p∗ : Dp∗ → L2(0, l) ⊕ C2 with respect to the hermitian
form (6.11) can be defined in close analogy to the Hilbert space setting in
a more or less obvious way (for details see Section 7). It is defined on the
domain
Dp∗ :=
{
φ ∈ H1 (0, l) ; Pφ = 0} , (6.14)
as
p∗φ :=
(−iφ′,−Lφ) . (6.15)
We now define the Dirac operator
D :=
(
0 p
p∗ 0
)
(6.16)
on the domain
DD = Dp∗ ⊕Dp (6.17)
and observe that this is self-adjoint with respect to the form (6.11). Moreover,
the operator pp∗ on the domain
Dpp∗ = {ψ ∈ H2(0, l); P⊥Iψ′ + (P + L)ψ = 0} (6.18)
can be seen to be the self-adjoint realisation of the Laplacian described in
Theorem 2.1. Note that here L is no longer required to be negative semi-
definite. Below we shall extend this construction to general graphs and general
self-adjoint vertex conditions, and this will include the possibility of a zero
eigenvalue of L.
7. Kre˘ın spaces and momentum operators
In order to prepare for the construction of Dirac operators in Kre˘ın spaces
we first recall some basic facts on Kre˘ın spaces and operators in such spaces,
see [21] for details.
Definition 7.1. • A pair (K, [·, ·]), where K is a complex vector space and
[·, ·] is a hermitian form, is said to be an indefinite-metric vector space.
• Let (K, [·, ·]) be an indefinite-metric vector space and let M ⊂ K be a
subspace. Then the orthogonal complement M⊥ is defined as
M⊥ := {v ∈ K; [v,m] = 0, ∀m ∈M} . (7.1)
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• A Kre˘ın space is an indefinite-metric vector space admitting a [·, ·]-
orthogonal decomposition
K = K+ ⊕ K−, K±⊥ = K∓, (7.2)
such that (K+, [·, ·]) and (K−,− [·, ·]) are Hilbert spaces.
• For a fixed decomposition (7.2) we associate to the Kre˘ın space (K, [·, ·])
a Hilbert space
(
K, (·, ·)[·,·]
)
by setting
(x, y)[·,·] := [x+, y+]− [x−, y−] , (7.3)
where x = x+ + x− and y = y+ + y− with x±, y± ∈ K±.
Lemma 7.2 (cf. [21]). Let
(
Kj ; [·, ·]j
)
, j = 1, 2, be Kre˘ın spaces and let O :
DO → K2 be an operator defined on a dense domain DO ⊂ K1. Then there
exists a dense subspace DO∗ ⊂ K2 and an operator O∗ : DO∗ → K1 such that
DO∗ = {φ ∈ K2; ∃! ϕ ∈ K1 s.t. [φ,Oψ]2 = [ϕ, ψ]1 ∀ψ ∈ DO}, (7.4)
and
O∗φ := ϕ. (7.5)
Definition 7.3. The operator (O∗,DO∗) is said to be the adjoint operator to
(O,DO). An operator is said to be self-adjoint, if (O,DO) = (O∗,DO∗).
We now consider an arbitrary metric graph Γ and an arbitrary self-
adjoint realisation of a Laplacian on Γ as described in Theorem 2.1 in Section
2. The only restriction we impose on the Laplacian is that it is local in the
sense of Definition 2.2. As, therefore, the self-adjoint map L need not be
invertible, the generalisation of the hermitian form (6.10) requires some care.
However, we can use the Moore-Bjerhammer-Penrose pseudo-inverse L−1MBP
(see Section 3).
Definition 7.4. Let L be self-adjoint on CE , satisfying L = P⊥LP⊥.
1. The zero-form space L2 (Γ) is equipped with a hermitian form given by
the natural inner product 〈·, ·〉L2(Γ).
2. The one-form space L2 (Γ)⊕ CE is equipped with the hermitian form
aL((φ,a), (ψ, b)) := 〈φ, ψ〉L2(Γ) + aL(a, b), (7.6)
where
aL(a, b) :=
〈
a, L−1MBPb
〉
CE
(7.7)
is a hermitian form on CE .
3. A hermitian form AL on the vector space HΓ = L
2 (Γ)⊕ (L2 (Γ)⊕ CE)
is defined as
AL((ϕ, (φ,a)), (ξ, (ψ, b))) := 〈ϕ, ξ〉L2(Γ) + aL((φ,a), (ψ, b)). (7.8)
The pairs
(
L2 (Γ)⊕ CE , aL
)
and (HΓ,AL) are, in general, indefinite-
metric spaces. In order to identify subspaces K ⊂ HΓ such that (K,AL) are
Kre˘ın spaces, we need some preparations (see [21]).
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Definition 7.5. 1. A subspace E+(−) ⊂ HΓ is said to be AL-positive (neg-
ative), if
AL(a, a) > 0 (AL(a, a) < 0) for all a ∈ E+(−) \ {0}. (7.9)
2. An AL-positive (negative) subspace E+(−) ⊂ HΓ is said to be AL-
maximally positive (negative) if E+(−) is not a proper subspace of an-
other AL-positive (negative) subspace.
3. aL-positive (negative) subspaces E+(−) ⊂ CE are defined accordingly.
Remark 7.6 (Example 4.12 in [21]). An AL-maximally positive (negative)
subspace E ⊂ HΓ is not necessarily complete, i.e., it need not be a Hilbert
space with respect to the norm generated by (7.3).
In view of our intention to factorise a Laplacian with core C∞0 (Γ), we
introduce a property of subspaces that will be required later and that is useful
to identify complete subspaces.
Definition 7.7 (C∞0 (Γ)-subspace condition). Let Pj : HΓ → L2 (Γ), j = 1, 2,
be the projectors
Pj (φ, (ψ,a)) =
{
φ, j = 1,
ψ, j = 2,
(7.10)
and let P : HΓ → L2 (Γ)⊕ L2 (Γ) be defined as
Pa = (P1a,P2a) . (7.11)
Then a subspace E ⊂ HΓ is said to be a C∞0 (Γ)-subspace, if
C∞0 (Γ)⊕ C∞0 (Γ) ⊂ ran P|E . (7.12)
LetML,+(−) ⊂ CE be the direct sum of eigenspaces of L corresponding
to the positive (negative) eigenvalues. We denote by P+(−) : C
E → CE the
orthogonal projector to ML,+(−).
Lemma 7.8. Every AL-maximally positive C
∞
0 (Γ)-subspace E+ ⊂ HΓ is closed
with respect to AL. Furthermore, there exists a unique aL-maximally positive
subspace E+ ⊂ CE such that
E+ = L
2 (Γ)⊕ (L2 (Γ)⊕ E+) . (7.13)
In particular, (E+,AL) is a Hilbert space. Moreover,
P+E+ =ML,+, dimE+ = dimML,+. (7.14)
The converse is also true.
Proof. Let (φ, (ψ,a)) ∈ E. As C∞0 (Γ) ⊂ L2(Γ) is dense (in the usual Hilbert
space sense), there exist sequences (φn)n∈N and (ψn)n∈N in C
∞
0 (Γ) converging
to φ and ψ, respectively. Thus, for an arbitrary ǫ > 0
− ǫ+ aL(a,a) < AL (φ− φn, (ψ − ψn,a)) < ǫ+ aL(a,a), (7.15)
for all n large enough. Thus,
E+ := {a; (φ, (ψ,a)) ∈ E} (7.16)
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is positive with respect to aL. Now assume that there exists a maximally
positive subspace EK such that E+ ( EK. Then L
2 (Γ) ⊕ (L2 (Γ)⊕ EK)
is AL-positive with E as a proper subspace. This is a contradiction to our
assumption. Obviously, L2 (Γ)⊕L2 (Γ) is closed and complete with respect to
AL. Since E+ is finite dimensional it is also closed and complete. The relations
(7.14) follow directly from [21, Lemma 1.27 and Corollary 1.28]. 
Remark 7.9. If L 6≥ 0 there exist AL-maximally positive and complete sub-
spaces of HΓ, i.e., Hilbert spaces in the sense of (7.3), not fulfilling the C
∞
0 (Γ)-
subspace condition.
Proof. Adapting a construction found in [21, Example 4.12], we choose a
basis {en}n∈N of L2 (Γ) as well as e ∈ ML,− with aL(e, e) = − 12 . We then
define {fn}n∈N ⊂ L2 (Γ)⊕ CE by
fn :=
{
e1 ⊕ e, n = 1,
en ⊕ 0, n 6= 1,
(7.17)
and F := lin {fn}n∈N. We set F = L2 (Γ)⊕ F , where the direct sum is taken
in HΓ. In analogy to [21, Example 4.12] we infer that F is an AL-maximal
positive and complete subspace of HΓ. Obviously, there is no aL-positive
subspace E+ such that F = L
2 (Γ)⊕ (L2 (Γ)⊕ E+). 
Lemma 7.10. Let E+ ⊂ HΓ be an AL-maximally positive C∞0 (Γ)-subspace,
and let E− ⊂ CE be an aL-maximally negative subspace. Then (K,AL) is a
Kre˘ın space, where
K = K+ ⊕ K−, (7.18)
with
K+ = L
2 (Γ)⊕ (L2 (Γ)⊕ E+) , K− = {(0, 0)} ⊕ E−, (7.19)
and AL is restricted to K. Moreover,
P±E± =ML,±, dimE± = dimML,±. (7.20)
The converse is also true.
Proof. For the first claim it suffices to notice that K+ is a Hilbert space by
Lemma 7.8, and K− is obviously a Hilbert space too. The relations (7.20)
follow from Lemma 7.8 and from [21, Lemma 1.27 and Corollary 1.28]. 
Corollary 7.11. Let E+ and E− be as in Lemma 7.10 and set
EK := E+ ⊕ E−, ML :=ML,+ ⊕ML,−. (7.21)
Then there exists a unique bijective map P−1± :ML → EK satisfying
P−1± (P− + P+) = 1EK and (P− + P+)P
−1
± = 1ML . (7.22)
Proof. The claim follows directly from (7.14) and (7.20). 
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Generalising the constructions in [10, 11], and guided by the example in
Section 6, we now define momentum-like operators and their adjoints. These
operators, to which we also simply refer to as momentum operators, are then
used to define Dirac operators in the same way as in (6.16). Each of these
operators is defined in the Kre˘ın space K described in Lemma 7.10.
Definition 7.12. Let L be self-adjoint on CE such that P⊥LP⊥ = L and let
(K,AL) be the Kre˘ın space associated with these data as in Lemma 7.10.
Then the generalised momentum operator pP,L : DpP,L → L2 (Γ) is defined
on the domain
DpP,L :=
{
(ψ,a) ∈ H1(Γ)⊕ EK; P⊥Iψ − iPranLa = 0
}
(7.23)
in L2(Γ)⊕ EK to act as
pP,L(ψ,a) := −iψ′. (7.24)
Lemma 7.13. The adjoint operator p∗P,L : Dp∗P,L → L2 (Γ) ⊕ EK with respect
to the hermitian form aL has a domain
Dp∗
P,L
=
{
φ ∈ H1(Γ); Pφ = 0} , (7.25)
and acts as
p∗P,Lφ =
(−iφ′,−P−1± Lφ) . (7.26)
Proof. We first observe that DpP,L is dense in
(
k, (·, ·)
aL
)
, where k := L2 (Γ)⊕
EK and (·, ·)aL is the inner product obtained from aL via (7.3). Hence,
Lemma 7.2 implies the existence of an adjoint. Now let φ ∈ Dp∗P,L and
(ψ,a) ∈ DpP,L . An integration by parts then shows that
〈φ, pP,L(ψ,a)〉L2(Γ) = i
〈
φ, Iψ
〉
CE
+ 〈−iφ′, ψ〉L2(Γ) . (7.27)
Choosing ψ ∈ C∞0 (Γ) hence implies that φ ∈ H1(Γ), as well as that ϕ in (7.4)
is given by ϕ = −iφ′. Setting (ϕ, b) := p∗P,Lφ we obtain
aL(p
∗
P,Lφ, (ψ,a))− 〈φ, pP,L(ψ,a)〉L2(Γ)
=
〈
b, L−1MBPa
〉
CE
− i 〈φ, Iψ〉
CE
.
(7.28)
Now, first choosing a = 0, we conclude from (7.23) that Iψ ∈ kerP⊥,
and then from (7.4) that φ ∈ kerP . Next, let (ψ,a) ∈ DpP,L be arbitrary.
From φ ∈ kerP , the condition in (7.23), and the self-adjointness of L−1MBP we
conclude that (7.28) vanishes, iff
〈
L−1MBPb,a
〉
CE
= − 〈φ, PranLa〉
CE
. Hence,
PranLφ = −L−1MBPb or, equivalently, PranLb = −Lφ. As −L−1MBPb ∈ ML,
Corollary 7.11 implies b = −P−1± Lφ. Conversely, every element in (7.25)
satisfies the corresponding relation (7.4). 
Remark 7.14. Definition 7.12 and Lemma 7.13 are generalisations of [10, 11]
in the following sense:
• When L = 0 the space EK is trivial and hence can be dropped. The
operators p and p∗ then are the standard momentum operators defined
on H1(Γ) with vertex conditions PIψ = 0 and Pφ = 0, respectively.
This is the case covered in [10].
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• When L ≤ 0 one can replace EK by CE , and iPranL by
√−L in (7.23).
The action of p∗P,L then has to be modified to p
∗
P,L(ψ,a) :=
(−iψ′,√−La).
This is the construction in [11] (see also (6.12)-(6.15)).
8. The Dirac operator and the index theorem
We now define Dirac operators based on the momentum operators introduced
above.
Definition 8.1. Let L be self-adjoint on CE such that P⊥LP⊥ = L, and let
(K,AL) be the Kre˘ın space associated with these data as in Lemma 7.10.
Then a Dirac operator DP,L on the metric graph Γ is defined on the domain
DDP,L := Dp∗P,L ⊕DpP,L (8.1)
to act as
DP,L (φ, (ψ,a)) =
(
pP,L (ψ,a) , p
∗
P,Lφ
)
, (8.2)
i.e., with respect to the decomposition L2(Γ)⊕ (L2(Γ)⊕ EK),
DP,L =
(
0 pP,L
p∗P,L 0
)
. (8.3)
Lemma 8.2. The Dirac operator
(
DP,L,DDP,L
)
is self-adjoint in (K,AL) and
is closed in
(
K, (·, ·)
AL
)
, where (·, ·)
AL
is the inner product corresponding to
(7.3).
Proof. For the self-adjointness of the Dirac operator we have to show that
p∗∗P,L = pP,L. (8.4)
As Dp∗∗P,L contains C∞0 (Γ)⊕C∞0 (Γ)⊕{0}, an integration by parts shows that
p∗ ∗P,L (ψ,0) = −iψ′ for all ψ ∈ C∞0 (Γ). (8.5)
Thus, the equivalent of relation (7.28) holds. Hence, by Pφ = 0 for all φ ∈
Dp∗P,L we infer ψ ∈ DpP,L . The completeness of H1(Γ) ⊕ H1(Γ) ⊕ CE with
respect to 〈·, ·〉
HΓ
as well as the continuity of the trace map ψ 7→ ψ imply
that DP,L is closed in
(
K, (·, ·)
AL
)
. 
Remark 8.3. If one defined a momentum operator pP,L as in (7.23), but with
CE instead of EK, one would be closer to the approach of [11]. However, in
doing so the adjoint to the momentum operator would have to be a multi-
valued operator (cf. [22, 23]). This in turn would generate a multi-valued
Dirac operator. In order to obtain a single-valued Dirac operator one would
have to restrict the multi-valued operator to a Kre˘ın space K. This would
yield the same Dirac operator as in Definition 8.1.
For the following result compare Theorem 2.1 in Section 2.
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Proposition 8.4. Let DP,L be a Dirac operator on a metric graph Γ. Then its
square, D2P,L, has a domain
DD2P,L = D∆1 ⊕D∆2 , (8.6)
where
D∆1 :=
{
φ ∈ H2(Γ), (P + L)φ+ P⊥Iφ′ = 0} ,
D∆2 :=
{
(ψ,a) ∈ H2(Γ)⊕ EK; P⊥Iψ − iPranLa = 0, Pψ′ = 0
}
,
(8.7)
on which it acts as
D2P,L (φ, (ψ,a)) = (−∆1φ,−∆2 (ψ,a))
=
(−φ′′, (−ψ′′, iP−1± Lψ′)) . (8.8)
Proof. Obviously, −∆1 = pP,Lp∗P,L and −∆2 = p∗P,LpP,L. From (7.22) we
conclude PranLP
−1
± Lφ = Lφ. Definition 7.12 and Lemma 7.13 then imply the
statements for D∆1 , D∆2 and for the action of D2P,L. 
Applying Theorem 2.1 in Section 2 to Proposition 8.4, we obtain the
following corollary.
Corollary 8.5. (−∆,D∆) is a self-adjoint quantum graph Laplacian, iff there
exists a Dirac operator DP,L satisfying
(P1D2P,LP1,D∆1) = (−∆,D∆).
Our ultimate goal is to prove an index theorem that is a suitable general-
isation of (1.5). First, however, we express the index of a Dirac operator on a
general metric graph (including non-compact ones) in terms of the subspaces
defined above. For compact graphs the final version of the index theorem will
be given below.
Proposition 8.6 (Pre-index theorem). Let Γ be an arbitrary metric graph, and
let DP,L be an arbitrary Dirac operator as defined in Definition 8.1. Then the
kernels of pP,L and p
∗
P,L are
ker pP,L =
{
(ψ,a) ∈ DpP,L ; Iψ ∈ ranQ ∩Masy
}
,
ker p∗P,L =
{
φ ∈ H1(Γ); φ ∈ (ranQ)⊥ ∩Msy
}
,
(8.9)
where Q = P + PranL. Both kernels are finite dimensional, and
Ind (DP,L) = dim (kerQ ∩Msy)− dim
(
(kerQ)⊥ ∩Masy
)
. (8.10)
Proof. From (7.23) and (7.24) we conclude that if (ψ,a) ∈ ker pP,L then ψ
is constant on every edge and vanishes on external edges. Thus, Iψ ∈ Masy.
From Corollary 7.11 we infer that there exists exactly one a ∈ EK satisfying
P⊥Iψ + iPranLa = 0. Hence, Iψ ∈ ranQ. This implies Iψ ∈Masy ∩ ranQ.
From (7.25) and (7.28) it follows that if φ ∈ ker p∗P,L then φ is constant
on every edge and vanishes on external edges. Hence, φ ∈ Msy. Lemma 8.2
and Corollary 7.11 imply Pφ = 0 and Lφ = 0. Since PL = 0 we conclude
that φ ∈ ranQ⊥. This yields φ ∈ ranQ⊥ ∩Msy. The rest is obvious. 
In the case of a compact graph, a comparison of (8.10) with Proposi-
tion 5.6 immediately gives an index theorem.
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Theorem 8.7 (Index theorem for the compact case). Assume that Γ is a com-
pact metric graph and let DP,L be a Dirac operator as given in Definition 8.1,
with associated Laplacian −∆P,L = P1D2P,LP1. Then
Ind (DP,L) =
1
2
trS0. (8.11)
We remark that comparing this result, under the additional assumption
τmax < 1, with Corollary 5.8 gives
g0 − N
2
=
1
2
Ind (DP,L) , (8.12)
which is the zero-mode contribution γ to the trace formula (1.6) (where the
stronger assumption lmin > 2/λ
+
min was made).
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