ABSTRACT The effect of dimensionality and spatial extent on the dynamics of an irreversible reaction confined to a finite system was studied by a Monte Carlo simulation. Stochastic flows on surfaces of integral and fractal dimensions and the consequences of reducing the dimensionality of the reaction space are described. As regards the timing and efficiency of chemical reactions in small systems, our simulations show that placing the reactive site at a central location may be favored at an early stage of growth but, as the system evolves in size, a location on the boundary becomes favored.The possible relevance of these calculations to the problem of morphogenesis is brought out.
The role of boundaries and the effect of system size in influencing the dynamics of chemically reacting systems in the farfrom-equilibrium regime is a problem of widespread experimental and theoretical interest. One thinks immediately of such problems as morphogenesis in biology (1-3), kinetic processes in organized molecular assemblies in chemistry (see, for example, ref. 4) , and the catalyst pellet in reactor engineering (5) . Recently, we have studied the dynamics of elementary reactions in a confined space by Monte Carlo simulation (6) . We consider both reactants and products to be confined to a reaction volume (a lattice) subject to finite boundary conditions and then use the Monte Carlo algorithm to study the influence of spatial extent and dimension on the evolution of the system. In this paper, we focus attention on a single, irreversible reaction: A + B + C, where A is the migrating species ( a single molecule undergoing random displacements on a given lattice) and B is the fixed trap (a target molecule or reactive site, positioned at some point in the host lattice). We then compute the average number, (n), of steps required for trapping (walk length), subject to a variety of constraints on the migrating molecule as it encounters the (finite) boundaries of the system. The results of our simulations cast light on the advantages of reducing the (integral or fractal) dimension of the diffusion space and demonstrate quantitatively how this effect depends on the spatial extent of the system. The Monte Carlo simulations reported here were carried out as described in section II of ref. 6 and the results obtained were subject to the same convergence criteria.
Description of the boundary conditions In this paper, as in our earlier work, the emphasis is on the role of boundaries and, in particular, the interplay between dimensionality and spatial extent in influencing dynamical processes on finite lattices. Three types of finite boundary conditions are considered. The first, referred to as the confining boundary condition, is implemented by imposing the restriction that if the walker attempts to step onto the boundary, it must return to the lattice site from whence it started. The second type of boundary condition, referred to as the reflecting boundary condition, is implemented by the restriction that if the walker attempts to step onto the boundary, it is displaced to an (interior) point further removed from the boundary than the lattice site from which it started. For the third, to make contact with the work of Adam and Delbruck (7) on the reduction of dimensionality in biological diffusion processes, we have devised a "tracking" boundary condition that may be described as follows: the walker moves randomly in a space of d dimensions until it encounters the boundary for the first time, after which its trajectory is restricted entirely to the lower dimensional boundary of the host lattice. It (3, 1) versus the center site (3, 3) 
The publication costs of this article were defrayed in part by page charge payment. This article must therefore be hereby marked "advertisement" in accordance with 18 U. S. C. §1734 solely to indicate this fact. (and vr) by a factor of almost two. Qualitatively, this result may be understood by recognizing that the displacement of a centrosymmetric trapping site to a position on the boundary effectively maps nearest-neighbor sites, next nearest-neighbor sites, .. ., of the trap to positions far removed from the trap. It is of interest then to consider what happens when the tracking boundary condition, suggested by Adam and Delbruck (7) and described above, is introduced. We find that (see Table 1 ), when this boundary condition (denoted "2. 1," in the table) is imposed, the average walk length is only slightly longer than that found by restricting the flow solely to the boundary (denoted "edge walk" in the table) and that both walks are significantly shorter than the unrestricted two-dimensional walk to an edge site. Thus, it appears that the advantage of reducing the dimensionality of the motion of the diffusing species becomes more pronounced the farther the reactive site is displaced from the geometric center of the system.
The further data on the tracking boundary condition in two dimensions (see Table 1 ) and in three dimensions (the data denoted 3 --2 for the 5 x 5 x 5 lattice in Table 2 ) show an interesting generalization. For a reactive site situated on the (d -l)-dimensional surface of a d-dimensional, finite lattice, the average number of steps required for trapping on imposing the tracking boundary condition is essentially the same as that obtained by using the (d -1)-dimensional estimates, Eqs. 1 or 2, for periodic lattices. The data show that the initial, unrestricted motion of the tracking molecule in the d-dimensional space increases by, at most, a few steps the average walk length required to reach the trap, assuming the walker to be confined to the (d -1) surface from the very outset. Thus, as regards the timing and efficiency of diffusion to a reactive site on the boundary, "hitting" the target itself by an unrestricted d-dimensional motion requires a large number of steps, whereas "hitting" the boundary at some arbitrary point and then moving along the Table 2 ). On the other hand, in the second stage of geometric growth in the volume-i.e., the 8 x 8 x 8 lattice-the situation inverts and it is clearly more efficient to place the active site at the boundary and require that the tracking molecule move along the surface (only) to the trap. Thus, our model of morphogenetic development predicts a "crossover" in the efficiency of centrosymmetric versus surface-site reactions, an event that is triggered by an increase in the spatial extent of the system. A second way of demonstrating the interplay between dimensionality and spatial extent in morphogenesis is to consider the problem of dimensionality in the larger context advanced by Mandelbrot (11) . One of the more familiar figures of fractal dimension is the trajectory swept out by a walker undergoing random displacements; Brownian motion (or a completely stochastic flow) is topologically of dimension one but, because it is practically plane filling, it is fractally of dimension two. Brownian motion, as simulated by the Monte Carlo algorithm, is, of course, the problem being considered in this paper although here, to investigate the role of boundaries in reactiondiffusion processes, a trap is imbedded in the lattice so that the walks are terminated (eventually).
In general, the construction of a figure of fractal dimension involves two steps: contraction and regeneration. For definiteness, consider a planar unit polygon. In the contraction stage, one imagines one length of the unit polygon to be divided into 1/r segments-i.e., such that the (fractional) length of each segment is r. In the regeneration step, one introduces N new segments that are prescribed to lie between the endpoints of the original length of unit polygon. By carrying through this program for each side of the unit polygon, one generates a new figure of fractal dimension (11): InN D= ln(l/r). [4] This procedure can be repeated over and over again and, as Mandelbrot has illustrated, the sth generation will produce a figure considerably different in structure from the original unit polygon.
To relate to the lattice problem considered in this paper, suppose that a planar unit polygon is situated on a planar lattice and assume that, at each stage s in the development of the figure, enough new lattice sites are formed to allow the continued fractal development of the figure. A simple formula can be derived to give the number of lattice sites thus required at each stage s of evolution. Let E be the number of edges after s generations; in terms of the above variables (1/r and N) E = (1/r)N'. Let L be the number of lattice sites per edge after s generations; this number is 3(1/r)'7, where (3 is an arbitrary scaling factor (which may be any positive integer) and a is a integer that must be -(s + 1). Taken together, the number N. of lattice sites at the sth stage of evolution necessary to ensure further development is Ns = Irp ) N [5] Consider now the specific choices of N = 8 and l/r = 4; this generates a figure of fractal dimension D = 1.5 that Mandelbrot calls the quadric Koch island. The characteristic feature of this figure is that, on successive generations, the area of the figure is always constant, although the perimeter increases dramatically. For the simplest specification, /3 = 1 and a = s + 1, the number of lattice sites at each stage in the development of the Koch quadric island as determined from Eq. 5 grows as 2"'.
The number of lattice sites at generations s = 0, 1, 2 is given in Table 3 ; there one finds a phenomenal growth in the number of surface sites (say, "receptor sites") at the expense of no increase in the area of the figure. To achieve the same increase in the number of surface sites under "normal" growth conditions, the spatial extent of the system would have to increase dramatically; compare the size of the planar lattice of integral dimension (two) required to furnish the same number of surface sites as the fractal figure after s generations (see Table 3 ). We now suggest that the advantages of fractal versus normal growth in morphogenesis can be assessed by considering the relative efficiency of reaction-diffusion processes. One can compute (n)1, the average number of steps required for trapping for a trap situated on the boundary and for which the motion of the tracking molecule is restricted to the surface (edge) of the figure. One can also compute (n)2, the number of steps required for trapping on the equivalent square lattice assuming the trap is centrally located. The number (n)1 is just the result, Eq. 1, and the number (n)2 is easily estimated from Eq. 2. The results show that, for small systems, the most efficient trapping of a tracking molecule occurs when the trap is centrally located, but that, after two generations, it is more efficient to locate the trap on the boundary and restrict the motion of the tracking molecule to the boundary. Thus, the model predicts that the early versus the later stages of morphogenesis are distinguished by biases toward normal growth in integral dimensions versus volume-preserving growth in fractal dimensions, respectively. In the primitive stages of growth, the system evolves normally and the key reactive sites are more-or-less centrally located. At the later stage of morphogenetic development, it is more efficient from the standpoint of reaction-diffusion processes to grow in a fractal sense; i.e., to keep the area (volume) constant while increasing the edge length (surface area) and to have the reactive sites distributed on the boundary of the system. What can change this picture, of course, is to change the nature of the boundary conditions from "passive" (e.g., periodic and confining boundary conditions) to "active" (e.g., imposing reflecting or absorbing boundary conditions), a situation that may be realized in cellular systems in a variety of ways [e.g., by the presence of spectator ions (12) ]. As the data in Tables 1 and 2 show, the introduction of reflecting boundary conditions imposes a considerable focusing effect that favors reactions at centrosymmetric positions, regardless of the size or dimensionality of the lattice. Conclusion We have presented evidence that the concept of reduction of dimensionality, explored by Adam and Delbruck (7) in the context of biological diffusion processes and elaborated by them in the framework of a continuum diffusion model, is also valid for stochastic models of chemical reactions in finite discrete systems. Both their continuum theory and the lattice model presented here are drastic simplifications of actual experimental situations: e.g., cell surfaces are characterized neither by smooth continuous boundaries nor by the punctuated regularity assumed in the models described here. However, it is probably fair to say that, because two such different types of theories lead to the same sort of qualitative predictions, the interplay between spatial extent and dimensionality (both integral and fractal), in influencing kinetic processes taking place in finite systems (and, in particular, the crossover effects noted above), may be a general phenomenon of considerable relevance to the problem of biological morphogenesis. In effect, what our simulations show is that certain geometries are more successful than others in optimizing the efficiency of ongoing chemical processes in finite systems. It is tempting to invert this statement and suggest that the demands of timing and efficiency of cellular reactions select the geometry preferred by the system at various stages in the growth of the cell. In this picture, the very earliest stages of morphogenesis in prokaryotic cells would be characterized by (more-or-less) spherical geometries with interior reaction sites. Then, as the ratio of surface area to cellular volume decreases with further growth, a crossover to membrane-localized reactions would occur. The further morphogenetic development of the cell (with attendant decrease in the aforementioned ratio) would proceed until the demands of efficiency would again trigger new patterns of restricted integral or fractal growth. As an example of the former possibility, it is known that, when a certain critical growth size is realized, prokaryotic cells may elongate in one integral dimension, thereby enlarging without significantly affecting the surface-volume ration (e.g., spirochetes that are characterized by lengths of 100 Am but diameters of 0.5-2 tim). Alternatively, prokaryotic cells may fold the cell membrane into the cell, and such infolding exemplifies beautifully the growth in fractal dimensions described above. Examples here are provided by the photoautotrophic prokaryotes. If, as has been suggested, the eukaryotic structure plan is an elaboration of the course taken by prokaryotic cells, the above arguments suggest that the intimately folded structure of organelles such as mitochrondria may be another consequence of the demand for efficiency. In fact, electron micrographs of the cross section of mitochondria show a labyrinth that is remarkedly similar to the space-filling fractal figure referred to as the Sierpinski sponge (11), which is a higher-dimensional realization of the Koch island. Of course, more calculations must be performed to determine whether factors of timing and efficiency indeed select for particular geometries in developing systems.
