A computer program was written in PL/ 1 to successively fit the sum of two, three, and four exponential terms to data by an iterative least-squares technique, using a combination of the steepest-descent and the Newton-Baphson methods for convergence. Each data point was weighted by the reciprocal of its variance, assuming that the errors followed a Poisson distribution. A compartment, i.e., an exponential term, was declared nonsignificant if it did not significantly reduce the least-squares error about the fitted line as judged by an F test. Validity of the data was assessed by a "runs" test and by the frequency with which data points fell outside the 95% confidence range. Results of the analysis showed that (1) 9 of 12 normal human kidney l33 Xe washout curves were best described by a four-compartment model, (2) 18 of 38 studies in patients with essential hypertension yielded a four-compartment curve with significant reduction in compartment-1 flow, (3) nine patients with congestive heart failure all had three-compartment washout curves, (4) t w o patients with oliguric renal failure had washout curves described best by a two-exponential equation (one of these patients responded to an injection of furosemide with the appearance of a third, more rapid compartment). Obvio u sly, this form of analysis can be easily applied to other sets of data which are described by nonlinear equations.
• Mathematical expressions describing quantitative physiological data have a demonstrated value in modern physiological research. Such expressions are usually based on either an empirically derived equation (s) which summarizes the phenomenon under study or a theoretically derived mathematical model. In either case, the mathematical expression contains parameters with unknown values, and the problem is to estimate values for these parameteis from experimental data. Frequently, well-known techniques of linear regression or multiple regression can be used for parameter estimation providing the equation is linear or can be linearized. In many cases, however, nonlinear equations cannot be linearized, e.g., an equation containing the sum of exponentials. In these instances nonlinear regression techniques for parameter estimation are necessary (1) . Graphic techniques have been extensively used in the past for nonlinear parameter estimation (2) , but this technique has several limitations: (a) it is subjective, (b) it is unable to separate parameters of similar magnitude with a high degree of c o nfidence, (c) it cannot provide confidence limits for the parameter estimates, and (d) it assumes that all of the data points have an equal variance.
Because of these limitations we developed a digital computer technique for nonlinear regression analysis by which parameters were estimated by a east-squares procedure with each data point being weighted if the variance was given. Confidence limits for the parameters were computed by a multiple comparison technique, and the significance of including additional terms in the equation or model was tested by a residual error analysis. This program is described in the first part of this paper 72 DELL, SCIACCA, LIEBERMAN, CASE, CANNON along with its application to the estimation of the parameters of the muJtiexponential equation describing renal l: ™xenon ( 13 SXe) washout curves.
The second part of the paper presents more detailed results of the application of the computer program to analysis of renal l a :t Xe washout curves in dogs and in human subjects. Thorburn et al. (3) first applied the inert gas technique developed by Kety (4) to the study of the intrarenal distribution of blood flow ; they estimated the capillary blood flow in different regions of the kidney from analysis of the externally monitored washout curve of •^'krypton. The curve which depicts this washout can be described by a multiexponcntial equation of the general form Each term in the equation is assumed to represent a region or a compartment of the kidney. Using the assumptions of Kety (4) , the A parameters can be related to the volume of the compartment (t* compartment as percent of total = 100 X A(/SA() and the a parameters can be related to blood flow through the compartment (flow = X • al p, where A is the partition coefficient for the tracer and p is the density of the tissue). Although most investigators agree that the equation which describes the washout curve in normal dogs contains four terms, there is some uncertainty concerning the number of terms needed to describe the washout curve in dogs during various experimental procedures. There is similar uncertainty in both normal and abnormal man with some investigators reporting three terms (5, 6) and others reporting four (7) (8) (9) . In view of these discrepancies, the weighted nonlinear regression analysis described in the first part of the paper was applied to the analysis of renal i:w Xe washout curves obtained in studies of normal dogs and of dogs subjected to graded hemorrhage or partid occlusion of the thoracic inferior vena cava. Washout curves obtained from human kidney donors and from patients with hypertensioii, congestive heart failure, or oliguric renal failure were also analyzed. Data from these studies were included principally to illustrate the detailed operation of the technique with respect to the characteristics of both dog and human Xe washout curves.
Methods

THEORETICAL CONSIDERATIONS
Statement of the Model.-Whether one starts with a theoretical model or an empirical equation the final product is usually a single equation, containing parameters with unknown values, which expresses the relationship between the dependent or measured variable (y) and the independent or controlled variable(s) (.T). This functional relationship may be expressed as
where m = 1, . . ., nv (number of independent variables), j' = 1, . . ., np (number of parameters [p]), k-l, ..., nx (number of exper imental points). Thus, t/ t will stand for the predicted or expected value of the measured dependent variable. 1 In the case of the renal IV 'Xe washout curve this equation is where y k is the count rate at time t k, y 0 is the peak count rate, A ( is the zero-time intercept for compartment i (dimensionless), and cr, is the decay constant for compartment i in reciprocal time. The measured value of the y k at the k m occurrence of the independent variables (s) (in our ea.se r t ) will be denoted by y k . Linearization.-The classical least-squares problem is to find parameters whose values minimize the function However, this function cannot be minimized with respect to the parameters by ordinary algebraic methods if y k is a nonlinear function of trie parameters; therefore, the function is approximated by a linear function, and then minimization is carried out iteratively. Trie linearisation is accomplished by expanding </,. in a Taylor series through linear terms.
'
' " / = i #P; ''
The minimization problem then becomes finding the minimum of Q with respect to the parameters, where Q is now defined as Q =l (lf^-4 (5) where et = yk -yk.
Differentiating Q with respect to the p., ignoring all second derivatives,2 and setting all dQJSPj equal to zero yields the normal equation
where n = 1,2,..., np. Using an initial guess for each Pj, these np normal equations are solved simultaneously to yield values for each APj. New p, are computed from the previous p j plus the AP j , and the process is repeated until 2e t is sufficiently small or preferably does not become smaller. At this point the Ap, will be very small-less than 1(H of the final parameter estimates.
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In matrix notation the above normal equation may be written as
where B is an nx-by-np matrix, B T is its transpose, and E is an us long-error vector. These matrices have elements . _dy k (8)
9)
Thus, B T B is an np-by-np symmetrical matrix. For Eq. 2, which describes the renal washout curve, the partials in the B matrix are t = y* ~ Vk-; = 1, 3, . . ., np -1, and (10) (11) where j = 2, 4, . . ., np.
Weighting.-The procedure outlined above assumes that all of the data points have equal accuracy, i.e., assumes homoscedasticity of variances. This assumption is frequently not true, so a weighting matrix must be constructed based on the investigator's J priori knowledge or estimates of the accuracy of each of the y k values. The weighting matrix contains the reciprocal of the variance of the corresponding expected value of the data point (i.e., y k not y k ), which means that the variance should be a known function of the data. It is included in the normal equations as follows:
Thus, what is being minimized is the weighted sum of squared differences, i.e., Q = X ujjtCj/fc' -y k ?.
The primary data collected in a renal lw Xe washout study are counts of radioactive events. The errors in such counts follow the Poisson distribution, a distribution in which the variance is equal to the mean. The total number of counts observed in any given counting interval is an estimate of the mean of the Poisson distribution for that counting interval. Thus for the renal washout data,
where ct k is the counting time for the fc** 1 count rate 9 Thus, a typical element of the Br W B and BrWE matrices would be^^^.
-The method used in the program to converge on the final solution is a combination of the steepest-descent or gradient method and the Newton-Raphson method, a technique proposed by Marquaidt (10) . The gradient method involves stepping off from the current trial value in the direction of the negative gradient of Q.
.
The gradient method quickly arrives in the neighborhood of the minimum Q t but converging on the final minimum involves careful control of the size of the correction vector and typically takes many iterations to arrive at the final solution. On the other hand, computing Ap j , by the Newton-Raphson technique (see Linearization) is quite slow at arriving in the neighborhood of the minimum Q and is prone to oscillation or even divergence if the initial guess is too far from the final solution. However, once in the neighborhood of the minimum Q, convergence by the Newton-Raphson method is fast and efficient. Therefore, it would seem logical to combine the two methods. Marquardt has shown (10) that this combination can be represented by the modified normal equation
where w is a mix factor between the Newton-Raphson and the gradient methods and / is the identity matrix.
As a becomes large (a typical starting value might be 0.01), then Eq. 18 becomes
which is the matrix statement of the gradient method. When w is small (e.g., Kh 6 ) then the procedure is essentially the Newton-Raphson technique. The numerical properties of the convergence are improved by scaling the B T WB and B 1 V£ matrices as follows:
where «, ; = 1, become , np, so that the normal equations
Ap,"
The magnitude of <u is controlled by comparison of Q from the previous iteration, Q u -\, with the present Q,. I fQ is getting smaller f<?B<Q,,-i), the procedure is approaching the minimum and OI is decreased by dividing by a constant, v (assigned a value of 5 in the present case), thereby decreasing the portion of the mix that is the gradient method. If QX > Qn-i, then the sums of squaTes is getting larger and the procedure is diverging. a» is then multiplied by (i 2 , thereby increasing the portion of the mix that is due to the gradient method and attempting to bring the iterative procedure under control. A maximum a of 1,000 was adopted. As a further control on the convergence, no more than a 50% change is allowed in any parameter. Iterations continue until Q n is less than 10"u or (()"_ " -Qn)/Q * is less than Kh 10 . If either of these conditions are met, the parameter estimates aie printed out. The maximum number of iterations allowed is 100, and if this limit is exceeded the current values for p j and APj are printed and the procedure is abandoned.
Number of Statistically Significant Parameters-It is frequently desirable to include only enough parameter in the model to adequately describe the rate o: change of the measured variable rather than necessarily including all of the detail possible. For example, the renal blood flow application involves discovering how many terms should be included in a mult i exponentul equation describing 183 Xe washout from the kidney.
The approach used in the present computer program is to add parameters, starting with those most likely to be significant, and to compute the sum of squared deviations about the fitted model (the residuil error)
where Q{ is the sum of squared deviations about the « :b model, i /H . The Q ( for the present model containing np ( parameters is compared to Qi_ i} the sum of squared deviations of the previous model containing np i _ 1 <np ( parameters.
By using the Gauss-Markov theorem (11) and making the assumption that the errors about the fitted curve are normally distributed, a test statistic i s generated which follows the F distribution. Thus, -~F,, QJ(nt -npj (24) If this statistic exceeds the appropriate critical F value, then it is judged that the last parameter or set of parameters was a significant addition to the model and the process is continued until all of the desired parameters are entered or until further addition results in n on significant reduction in the test statistic.'*
The assumption of normal error distribution can be made for the 1 8 S Xe washout data. Although it is true that the error in radioactive counting does follow the Poisson distribution, the error distribution for a count of 100 can be very satisfactorily approximated by a normal distribution ( Fig. 1 ). As the total number of counts increases, the approximation becomes better. Since total counts below 250 were never observed in our laboratory during measurement of the renal washout of m Xe, the assumption of a normal error distribution is eitremely accurate for this application.
Compaiiion of normal (solid line) and Poisson ( points) distributions for a total count of 100.
The number of statistically significant exponential terms needed to describe the renal L ™Xe washout data was found by successively fitting two-, three-, and fourterm eiponential equations to the data and testing for significant reduction in residual error by the F test described above. 1 
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Parameter Confidence Limits.-The program computes simultaneous confidence limits on the fitted parameters, pj t using the formula (12) Q nr -np (25) where np = number of parameters, F"^ " _ np = critical F value for degrees of freedom np, nx-np at significance level a, Q = sum of squared deviations from the model, (B T WB) j f 1 = the f* diagonal element of the inverse of the B T WB matrix. 6 The simultaneous confidence limits given by the above equation are only approximate, since the precise probability distribution of the parameters is not known. However, they do allow comparison of the accuracy of parameter estimates from one set of data with another set of data and thus allow assessment of the relative accuracy of the parameter estimates.
OF RENAL "XENON WASHOUT CURVES
Technique of Measuring Renal 13 'Xenon Washout
Curves-Intrarenal blood flow distribution was measured by the method of Thorbum et al. (3) . m Xe (0.5-2 me) dissolved in saline was injected into the renal artery through a fine catheter passed from the femoral artery. Details of the experimental technique and the counting equipment have been described previously (13) . The human studies were performed in unanesthetized normal kidney donors and patients with either hypertension, cardiac failure, or renal failure at the time of diagnostic renal arteriography. The background count late ranged from 250 to 350 counts/min, the peak count rate ranged from 600,000 to 2,500,000 counts/min, and the counts during compartrnent-3 washout ranged from 15,000 to 70,000 counts/min. The background count rate for second studies ranged from 400 to 1,000 counts/min. Informed consent of the subjects was obtained according to protocols approved by the Columbia-Presbyterian Committee on Human Investigation. The data presented here represent selected studies from previous experiments in the dog and the total number of studies to date in normal man, in patients with essential hypertension, in cardiac patients with edema, and in patients with acute renal failure.
Input to the Program.-The only data input to the program was the counts observed in each time interval. The counts were accumulated for 2 seconds for the first 90-120 seconds, for 6 seconds up to 8-10 minutes, and for 12 seconds for the rest of the study (approximately 20 minutes). 7 The program calculates elapsed time by detecting the shifts in the count rate and adding the appropriate time increment. This technique considerably reduces the quantity of data that must be entered and reduces chance for error.
Experience has shown that the Marquardt technique (101 is an extremely powerful convergence technique and, hence, is not very sensitive to the value of the initial guesses. The initial guesses may be high by two orders of magnitude or low by one order of magnitude and the program will converge without unduly increasing the number of iterations in almost all cases. Therefore, the initial parameter guesses were fixed in the program with an option to change them if it was felt necessary, e.g., if the curve was extremely abnormal with extreme prolongation of the first compartment.
Checking Validity of Data.-The program checked the data for errors, other than Poisson errors, by two methods. First, a "runs" test was performed on the final fit. If the data are truly randomly distributed about the line, then there should be no long runs of data above or below the line. The expected number of runs is calculated as
where RU is the number of data points above the fitted curve and RL the number below. The variance of R was either a technical error (patient movement, faulty injection technique) or a typographical error.
Outpjt pom the Program.-Standard output from the program included (1) number of iterations, (2) residual error and parameter estimates with 95% confidence limits for a two-, three-, and four-term exponential equation, (3) significance of the reduction in residual error, and finally (4) the A parameters expressed in percents and the a parameters expressed in units of tissue blood flow (ml/100 g min" 1 ). The data and the parameters of the last significant fit were passed to a subroutine which produced output for the Stromberg-Carlson 4060 plotter, using the Integrated Graphics System package. Thus, a graph of the data points and the fitted curve was generated.
Reiulti
VALIDATION OF THE PROGRAM
To validate the program, data were generated from a four-term exponential equation, using known parameters similar to those reported for lss Xe renal washout curves obtained from normal dogs. Peak counts were taken to be 5,000 counts in 2 seconds. The data points were calculated at time intervals similar to those used in this laboratory. Random error was added to the generated data from a computer program which generated standard random normal deviates (mean of zero and a standard deviation of 1). These standard random normal deviates were then multiplied by the standard deviation {calculated from the Poisson distribution) of the data point and added to that data point. Parameters were then estimated from these data. The calculated and the known parameters are shown in the first two lines of Table 1 . Table 1 is a test of the ability of the program to separate a. from a3 when A2 is set
Also shown in
Anv set of data with runs more than 2 SD away from the expected number was flagged. Secondly, the data were checked by calculating 95% confidence bands for the fitted line assuming all of the error to be Poisson error. Usually in 1M Xe washout studies, 7-856 of the data points fall outside the the 95* confidence bands. Thus, data were flagged as questionable when 15* of the data points fell outside the confidence bands. When the data were flagged for either reason, a line-printer plot of the residual errors about the fitted curve was produced, thereby allowing the investigator to visually inspect the data for variation in renal blood flow during the recording time or for methodological error. It should be noted that inspecting the residuals in this manner was a more sensitive method for detecting errors than was simply examining a plot of the data and the fitted curve. Screening the data by the use of these two tests establishes considerable confidence in the final parameter estimates. The reason data failed to pass the tests Circmlstiea Ruurcb, Vol. XXXII. Jtnmtry 1973 equal to A3 (the most difficult case to separate and one seldom seen in practice). When the ratio of a2 to a s was varied from 3/1 to 1.5/1, the program could separate the second and third compartments until a i la was 1.6/1. However, four compartments were not significant when a 2 /«8 was 1.8/1 or less. This nonsignificance was accompanied by considerable error in the estimates of the parameters of compartments 2 and 3 as 0C2la3 fell below 1.8/1. This separation of slopes represents a considerable improvement over the graphic peel-off technique for which slopes must differ by 3/1 to be resolved successfully (2) . Similar results would be obtained for the ratio of decay constants for any two compartments with equal zero-time intercepts; furthermore, the separation would be enhanced if 
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the zero-time intercepts for the two compartments were different.
COMPARISON Of GRAPHIC AND COMPUTER PARAMETER ESTIMATES IN DOCS
Thirteen washout curves, determined in dogs, which had been analyzed previously by the graphic peel-off technique (13) were reanalyzed by the computer program (Table 2 ). There was excellent agreement between graphic and computer parameter estimates in normal dogs. Four significant compartments were found in all cases.
Differences did appear with the analysis of abnormal curves, however. In one dog with severe caval occlusion, graphic analysis found three compartments, although the program found four. The compartment missed by the graphic technique appeared to be the most rapid compartment, because, with an intercept of 30!? for the first compartment, there were so few data points (seven in this case) associated with compartment 1 that the graphic technique could not distinguish these points from those associated with compartment 2. In two other cases, one a dog with 153? hemorrhage and the other a dog receiving a norepinephrine infusion, the computer found four compartments and the graphic technique found only three. In these studies, it appeared that the graphic technique had fused compartments 2 and 3, since the values for A 2 and Q ; by the graphic technique were between the values for A 2 and A 8 and a ; and a, as estimated by the computer.
NORMAL HUMAN '"XENON RENAL WASHOUT CURVES
Twelve kidneys were studied in seven normal subjects during their evaluation as potential donors for renal transplantation. The results (Table 3) showed that the washout curves from nine kidneys were described best as the sum of four compartments but that three kidneys had only three compartments. There was no experimental factor (patient variation, kidney location, sequence of study) which appeared to explain the differing number of significant compartments found in the studies of normal kidneys. The mean blood flow rates from the most rapid flow compartment in the 12 studies, 409±82 (SD) ml/100 g min" 1 was similar to that reported by three groups (7-9) who analyzed human W3 Xe curves graphically. Autoradiographs in animals (3, 13, 14) and scintillation camera studies in man (9) suggest that this compartment represents outer cortical blood flow. The mean compartment-2 flow in the nine four-term curves, 83 ± 42 ml/100 g min- 1 , was similar to that Ruurcb, Vtl XXXU, }m**n 1973 1 t~ TO -< X: ICN reported for humans (7, 8) and to that found in the compartment which autoradiographs suggest corresponds to juxtamedullary blood flow in the dog (3, 13) . In the three-term curves, however, a i tended to be slightly reduced and a> was between the a2 and a s found for the four-term curves. This finding suggests that as renal blood flow falls a 2 and a 3 approach each other so that their rate constants can no longer be distinguished even by the computer. If this hypothesis is correct and if the anatomical regions indicated by the four terms in man are similar to those found by autoradiography in dog (i.e., compartment 2 = inner cortex and outer medulla, compartment 3 = inner medulla), then t he blood flow rate calculated from a 2 of curves best described by a three-term equation, 34 ml/100 g mir r , probably underestimates the actual tissue blood flow in the region due to countercurrent t rapping of the inert gas by the vasa recta in the nner medulla. The decay constant of the slowest compartment was similar in all studies (dog and h uman), suggesting that it represented Xe washout from fat (3) and, as such, is not of interest in renal circulation. However, it still must be estimated to obtain good estimates of the parameters of interest. Table 4 presents the parameters obtained by computer analysis of 38 18S Xe washout curves from 22 patients with nonmalignant essential hypertension, all of whom had normal urinalysis and normal serum creatinine and blood urea nitrogen concentrations and were free from congestive heart failure. Both three-and four-term curves were found. The presence of three significant terms in one kidney did not make it more likely that only three compartments would be found in the other kidney as judged by a x 2 test I°r independence. Similarly, sequence of study did not influence the number of compartments found The mean blood flow rate in the mDSt rapid flow compartment in the 38 hypertensive kidneys, 335 ml/100 g min" 1 , was significantly reduced below normal (P < 0.02). Flow in compartment 2 of the 18 curves with four compartments was 83 ml/100 g min" 1 , a value not significantly different from that for compartment 2 in similar normal curves. Likewise, the compartment-2 flow rate in the 20 three-term curves was not significandy different from that in the three-term curves of the normal subjects. These data suggest that there is not only a reduction in the total renal blood flow in essential hypertension but also a redistribution of blood flow with a preferential reduction in flow to the outer cortex. Only three-term curves were found in seven cardiac patients with congestive heart failure (15) . There was a significant reduction in flow calculated for the rapid compartment (164 ml/100 g mkr 1 ). Flow in compartment 2 of the three-term curves was also reduced below that observed in similar curves in the normal or the hypertensive subjects but to a lesser degree than compartment-1 flow. Figure 2 shows the curves obtained from two patients with oliguric renal failure and a curve with four significant terms obtained from a normal patient. Curves from both patients were represented by only two exponential terms; the rapid (cortical) flow compartment was absent One patient, who died 2 days after the study, had bilateral cortical necrosis secondary to scleroderma renal disease, providing indirect evidence that the most rapid compartment of the U3 Xe washout curve represents blood flow in the outer cortex of the human kidney. The other patient had oliguria and spontaneous renal failure associated with cirrhosis and ascites ( hepatorenal syndrome). A repeat study, performed 20 minutes after intrarenal injection of 40 mg of furosemide demonstrated a washout curve which had three compartments. However, flow in compartment 1 SVSLS distinctly subnormal, 204 ml/100 g min" 1 . An autopsy 60 days after the study revealed no evidence of cortical necrosis in this patient. These observations suggest that the initial reduction of cortical blood flow was a functional consequence of hepatic failure and not a consequence of structural renal disease.
HYPERTENSION AND CARDIAC FAILURE
RENAL FAILURE
Discussion
The present paper presents a computer program for nonlinear regression analysis by a weighted least-squares technique and an application of this type of analysis to renal inert gas washout data. The weighted least-squares approach, particularly if the weights are tie reciprocal of the variance of the expected value of the data points, has been shown to yield minimum variance, unbiased estimates of parameter values (16) . These estimates are in some cases as good as, if not better than, estimates given by the maximum-lilcelihood approach. The program, in addition to estimating the parameters, gives simultaneous confidence limits for each parameter and tests, using an F test, whether 80 DELL, SCIACCA, LIEBERMAN, CASE, CANNON
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Top: Comparison of a normal human four-conpartment washout cuwe with a two-compartment curve in a patient with scleroderma renal disease. Bottom: Companion of a twocompartment washout curve in a patient with hepatorenal syndrome with a three-compartment curve obtained after infusion of fwosemidt in the same patient.
additional parameters reduce the least-squares error about the model.
The program is easy to use, requiring only identification information and counts for each time interval to process radioactive inert gas renal washout curves. Such studies are running rapidly and inexpensively OD the IBM 360/91 digital computer at Columbia University Computer Center, and the study has been run without modification on a much smaller IBM computer. The only requirement is that the machine be large enough to support a PL/1 compiler. The program is also widely applicable to a variety of biological kinetic data, e.g., it has been applied to studies of the distribution of pH-dependent substances, turnover kinetics of metabolites, and measurements of regional blood flow in other organs such as heart or brain.
There have been a number of proposals advanced and computer programs written (17) (18) (19) (20) (21) (22) (23) (24) (25) (26) (27) (28) (29) (30) (31) (32) (33) which attempt to estimate the parameters of nonlinear equations. However, among those using weighted least-squares parameter estimation none appear to combine the rapid and reliable Marquardt convergence technique with both residual error testing to select among models and tests on the validity of the fit to the data. First, methods for parameter estimation will be reviewed and then convergence techniques will be briefly discussed.
Some of the methods proposed (e.g., Lanczos [17] and Parsons [18] ) use algebraic or numerical analytical techniques to determine both the number of exponential terms and the estimates of parameters. However, there are serious defects with these techniques. They frequently require equally spaced data points. Moreover, it is not clear that the resulting parameter estimates are minimum variance, unbiased estimates, since the data points are not weighted. Finally, these techniques frequently fail when the data contains an appreciable amount of noise.
Another technique, Prony's method (19, 20) , expresses the exponential equation as a polynomial. The coefficients of the polynomial are estimated by a linear least-squares technique, and then the parameters of the original exponential equation are estimated by back substitution. Again, this method requires equally spaced values, does not weight the data points, and has difficulty estimating parameters from real (i.e., noisy) data. A major advantage of this approach is its ability to run on a small computer. The approach we described in this paper OroUsion Rnurch, VoL XXXU, Jam 1971 NONLINEAR REGRESSION ANALYSIS SI could also be programed on a small computer (e.g., .
There are a number of programs (21-26) which use the weighted least-squares technique for parameter estimation in nonlinear equations. However, none of these programs appear to weight by the reciprocal of the variance of the expected value of the data point (16) , and none choose the number of exponential terms needed to adequately describe the data. In every case the Gauss-Siedel or the Newtoo-Raphson techniques are used to iteratively arrive at the final parameter estimates. These convergence techniques will converge only if the initial guesses were close to the final value, so that accurate initial guesses, usually obtained by laborious graphic peel-off, are required. None of these programs (21) (22) (23) (24) (25) (26) appear to check on the validity of the final fit by a runs test or by the magnitude of the residuals.
There is another approach to estimating parameters in a multjerponential equation (27, 28) tliat attempts to meet some of the objections to the usual weighted least-squares techniques listed above. This approach is a combination of a computerized peeloff procedure and a weighted least-squares technique. The peel-off procedure determines the number of exponentials needed to fit the data and provides initial parameter estimates which are close enough to the final answer that the Gauss-Siedel iterative technique will produce the final answer, Computationally these programs are lengthy, especially with an appreciable number of data points (e.g., 200-300 as used in the present study), and numerical errors tend to accumulate.
The method of maximum likelihood has beec applied (29) to multiexponential tracer data, using the Poisson distribution as the probability distribution. If the errors about the final curve are normally distributed (and they very nearly are in the present application), then the maximum-likelihood and the least-squares solution yield the same equations for parameter estimation. As a further check on this point, the equations reported by Sandor et al. (29) were incorporated into our program and representative curves analyzed. The results were virtually identical (changes of less than 0.01? were observed). It was further noted that the computer time per iteration and the number of iterations required for convergence increased with the technique of Sandor et aL (29) so that the cost per analysis was considerably increased. In addition, the program by Sandor et al. (29) appears to CircuLaum Rutrcb, Vol. XXXll, Jimtttrj 1973 require such accurate initial parameter estimates that laborious graphic analysis of the washout curves is necessary. Finally, their program does not provide as clear a statistical criterion for the number of exponential terms required to adequately describe the washout curve.
Since the iterative technique is an important part of any nonlinear regression computer program, several techniques were examined. A major class of alternatives to the Marquardt procedure are derived from the gradient method. Specifically, the conjugate gradient method developed by Davidon (30) and modified by Fletcher and Powell (31) has been used for nonlinear regression (32, 33) . It has been claimed (32) that this convergence technique is superior to its competitors. Therefore, we wrote a computer program embodying this convergence method and compared it with the Marquardt method on several sets of data. The Marquardt technique nearly always converged in fewer iterations; the Davidon-Fletcher-Powell technique did not corverge on a four-compartment model in 2 of 20 instances when the Marquardt technique did. It is concluded that for multiexponential equations with three or more terms the theoretical validity of the conjugate gradient technique (i.e., a quadratic parameter space) is lost and the technique loses some o : its power, especially when compared with the Marquardt technique.
A thorough review of nonlinear regression techniques as applied to kinetic data including measurements of more than one variable is given by Bard and Lapidus (34) . It is pointed out that, although the weighted least-squares (weights correctly computed) and the maximum-likelihood approaches yield similar estimates when considering one variable, one must rum to the method of maximum likelihood when dealing with more than one variable. It is also pointed out in this review that for a variety of kinetic problems the generalized Gauss-Newton (i.e., Marquardt) convergence technique is more efficient than its competitors.
The arguments for and against the application of compartmental analysis to biological systems have been discussed (35) and will not be elaborated on in this paper. Application of compartmental analysis to renal laR Xe washout curves does not imply that it is thought that the kidney necessarily has several discrete, independent regions of blood flow but simply that this technique appears to yield clinically useful information concerning the intrarenal distribution of blood flow. la fact, inert gas washout appears to be the best currently available technique for assessing the intrarenal distribution of blood flow in man. (Microspheres have not been used in human studies, and variations in cortical extraction [36] invalidate use of PAH dearance measurements to assess blood flow distribution in the kidney.) Given this type of analysis, the nonlinear regression method developed in this paper facilitates analysis of the data and improves the iccuracy of the estimates of tissue blood flow.
The present observation &at the renal 1M Xe washout curves in normal dogs and most normal humans are described best as the sum of four exponentials confirms conclusions based on graphic curve analysis by several groups of investigators in dogs (3, 13, 14) and in man (7, 8) . The results also support the original proposal of a four-compartment model to describe intrarenal circulation from inert gas washout curves (3) .
In a few (3 of 12) normal kidneys and in many kidneys of the patients with reduced renal blood flow (e.g., hypertension, cardiac failure), a leastsquares analysis of data (collected with the time intervals and counting duration described) supported only three exponential terms, with the second compartment probably representing a fusion of compartments 2 and 3. This finding does not mean that four compartments may not be present, rather only that addition of another compartment in the analysis of a given set of data does not improve the statistical fit over that obtained with a threeterm equation. As mentioned previously, interpretation of the second compartment of a. threecompartment curve in terms of blood flow is difficult because of the possibility of oounter current delay of inert gas washout in a portion of that compartment.
In the patients with essential hypertension there was a significant reduction in blood flow in the compartment thought to represent the outer corteic These data confirm, in part, previous results of Hollenberg et al. (37, 38) who, using graphic analysis, found compartment-1 flow to be reduced in hypertension. However, these investigators do not comment about other compartments in hypertensive patients, although they claim (8) that in normal man in response to salt depletion when compartment-1 flow falls there is a concomitant increase in compartment-2 flow. In the present study there was no evidence for any significant change in blood flow in other regions of the kidney (i.e., there was no change in the rate constants for compartments 2 and 3 of 18 four-term curves and for compartment 2 of 20 three-term curves). Thus the present data suggest a preferential reduction of outer cortical flows, i.e., a relative rather than an absolute redistribution. Whether cortical ischemia is pathogenetic or a consequence of hypertensive disease is unclear at the present time. Studies of the relationship between intrarenal blood flow and renin secretion in essential hypertension are in progress.
The observations of an absent cortical flow compartment in the patients with oliguric renal failure confirms and extends previous reports of Hollenberg et al. (39) . The data imply that blood flow in the cortex was not greater than 1.8 times that in more central regions of the kidney in these patients. The observation of cortical necrosis in one of the patients whose washout curve was described by only two exponentials indirectly relates the rapid flow compartment to the outer cortex in man. The observation that compartment-1 flow reappeared after furosemide in a patient with cirrhosis, ascites, and oliguria provides evidence in man for the vasodilatory properties of this drug and for the functional nature of the cortical ischemia which is thought to be pathogenetic in this disorder (40) .
Footnotes
'Note that it is assumed that only one response or one dependent variable is measured. The fitting of equations to multiresponse data is quite complicated because of the problem of assigning relative weights to the various responses and will not be further considered in this paper.
2Second derivatives are ignored since they are iknost always much smaller than the first derivative and do not add significantly to the approximation but do add computation time for each iteration. Furthermore, second derivatives of real, biological data are frequently so in error as to he just noise. Finally the iterative techniques used here (see Iterative Solution) are a combination of the gradient method and the Newton-Raphson method. The gradient method requires only first derivatives and adjusts the parameters close to their final values before the Newton-Raphson method takes over for final convergence. 3 The counting time appears in the numerator for the following reason: if y=ax, then V(y) =a 2 V(r). Since yk is a count rate and is calculated as yt = ci/#i> where ct is the total number of counts, then V(ytk) =l/ctt2V(ctk). But assumption of Poisson errors leads to V(yt) ^Cj/ctf = yk/ct k and l/V(y k ) -ctJ Vk .
4Noosignificance must be carefully interpreted in that it does not imply that the full model is not valid nor does it imply that the parameters which do fit constitute a uniquely valid model. It signifies only that addition of other parameters to the model does not improve the statistical fit, Le., tie data do not support the addition of further parameters to the postulated model. Collection of more data, either at different time intervals (e.g., mere points in a rtA, Vol. XXXR, /**« 1 197} rapidly changing portion of the curve) or for a longer period of time (to detect a slowly changing component), may impart significance to more parameters in the model. Similarly, rewriting the model employing different starting assumptions may improve the fit. Thus, nonsignificance of the reduction in residua] error about the fitted model states only that given (1) the present set of data, with its inherent inaccuracies, time intervals, length of observation time, etc, and (2) the postulated model, then the addition of certaui parameters of the model does not significantly improve the fit nor the ability to predict using the current parameter estimates. c In many cases where the fourth term was not statisticallT significant, the program was able to converge on eighl distinct parameters. Thus nonconvergence did not appear to be a satisfactory criterion for deciding how many parameters to include in the equation.
"Note that the inverse of the B H VB matrix gives the variance-covariance matrix vrith diagonal elements being the variance of the parameter estimates and the off-diagonal elements the covariance. Dividing all elements of the inverse by the square root of the diagonal elements of the row and the column of the element yields the parameter correlation matrix where the diagonal elements are all equal to one and the off-diagonal elements are the correlation coefficients erf the row parameter with the column parameter.
'Several curves in dogs and man were measured for 4O-60 minutes. There were no significant differences in ptrameter estimates made from the initial 20 minutes wd those made from the longer curves.
