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Abstract: In this article, we study about the λ-statistical convergence with respect to the density
of moduli and find some results related to statistical convergence as well. Also we introduce the
concept of fλ-summable sequence and try to investigate some relation between the fλ-summability
and module λ-statistical convergence.
1 Introduction
The idea of statistical convergence of real sequences is the extension of conver-
gence of real sequences. Initially the statistical convergence for single sequences
was introduced by Fast Fast [18] in 1951 and Schoenberg [23] in 1959, studied
statistical convergence as a summability method and listed some of elementary
properties of statistical convergence as well. Both of these authors noted that if
bounded sequence is statistically convergent, then it is Cesaro summable. More
investigations have been studied in the direction of topological spaces, statistical
Cauchy condition in uniform spaces, Fourier analysis, ergodic theory, number
theory, measure theory, trigonometric series, turnpike theory and Banach spaces.
Statistical convergence turned out to be one of the most active areas of research in
summability theory after the works of Fridy [25] and Salat [28]. Recently, Savas
[5] introduced the generalized double statistical convergence in locally solid Riesz
spaces. Moreover, Mursaleen [26] introduced the concept of λ-statistically con-
vergence by using the idea of (V, λ)-summability to generalize the concept of
statistical convergence. For more interesting investigations concerning statistical
convergence one may consult the papers of Cakalli [16], Miller and Orhan [17]
1The work of the first author was carried during her one month visit to Istanbul Ticaret
University, Turkey, in November’2015
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and ([24], [3], [4], [27], [28], [13], [2], [?]) and others.
The concept of density for sets of natural numbers with respect to themodulus
function was introduced by A. Aizpuru et al [1] in 2014. They studied and charac-
terized the generalization of this notion of f -density with statistical convergence
and proved that ordinary convergence is equivalent to the module statistical con-
vergence for every unbounded modulus function. Also, in [2], A. Aizpuru and
his team, they worked on double sequence spaces for the results of f -statistical
convergence by using unbounded modulus function. The concept was further
generalized and characterized by Savas and Borgohain [[?], [6]] .
The notion of statistical convergence depends on the idea of asymtotic density
of subsets of the setN of natural numbers. A subsetA ofN is said to have natural
density δ(A) if
δ(A) = lim
n→∞
1
n
n∑
k=1
χA(k).
where χA is the characteristic function of A.
We mean a sequence (xt) to be statistically convergent to L, if for any ξ > 0,
δ{(t ∈N : |xt−L| ≥ ξ)} = 0.Analogously, (xt) is said to be statistically Cauchy if for
each ξ > 0 and n0 ∈N there exists an integer q ≥ n0 such that δ({t ∈N : ‖xt − xq‖ <
ξ}) = 1.
Nakano [19] introduced the notion of a modulus function whereas Ruckle [29]
and Maddox [21] have introduced and discussed some properties of sequence
spaces defined by using a modulus function. A modulus function is a function
f : R+ → R+ which satisfies:
1. f (x) = 0 if and only if x = 0.
2. f (x + y) ≤ f (x) + f (y) for every x, y ∈ R+.
3. f is increasing.
4. f is continuous from the right at 0.
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Later on modulus function have been discussed in ([20, 10, 11, 12, 14]) and others.
In this paper, we study the density on moduli with respect to the λ-statistical
convergence. We also investigate some results on the new concept of fλ-statistical
convergence with the ordinary convergence. Also we find out some new con-
cepts on fλ-summability theory and try to find out new results related to the
fλ-summable sequences and fλ-statistical convergent sequence.
2 Definitions and basic results
By density of moduli of a set A ⊆ N, we mean δ f (A) = lim
u
f (|A(u)|)
f (u)
, (in case this
limit exists )where f is an unbounded modulus function.
Let (xt) be a sequence in X (X is a normed space). If for each ξ > 0,
A = {t ∈ N : ‖xt − L‖ > ξ} has f -density zero, then it is said that the f -statistical
limit of (xt) is L ∈ X, and we write it as f -stlimxt = L.
Observe that δ(A) = 1 − δ(N\A).
Let us assume that A ⊆N and A has f -density zero. For every u ∈ N we have
f (u) ≤ f (|A(u)|) + f (|(N\A)(u)|) and so
1 ≤
f (|A(u)|)
f (u)
+
f (|(N\A)(u)|)
f (u)
≤
f (|A(u)|)
f (u)
+ 1
By taking limits we deduce that f -density of (N\A) is one.
Let λ = (λn) be a non-decreasing sequence of positive numbers such that ,
λ1 = 1, λn+1 ≤ λn + 1 and λn →∞ as n→∞.
Note: The collection of all such sequences λwill be denoted by Λ.
A sequence (xt) of real numbers is said to be λ-statistically convergent to L if
for any ξ > 0,
lim
n→∞
1
λn
|{t ∈ In : |xt − L| ≥ ξ}| = 0,
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where In = [n − λn + 1, n] and |A| denotes the cardinality of A ⊂ N (refer [26]).
More investigations in this direction and more applications of ideals can be
found in [5, 8, 9, 15] where many important references can be found.
We define fλ-statistical convergence as:
lim
n→∞
f (|A(n)|)
f (λn)
= 0 i.e. δ fλ(A) = lim
n→∞
f (|A(n)|)
f (λn)
.
The set of all fλ-statistically convergent sequences is denoted by S fλ .
A sequence x = (xt) is said to be strongly fλ-summable to the limit L if
lim
n
1
f (λn)
∑
t∈In
f (|xt − L|) = 0
and we write it as xt → L[ fλ]. In this case, L is called the fλ-limit of x. We denote
the class of all fλ-summable sequences as w fλ .
3 Main Results
Maddox [22] showed the existence of an unbounded modulus f for which there
exists a positive constant c such that f (xy) ≥ c f (x) f (y) for all x ≥ 0, y ≥ 0.
Theorem 3.1. Let f be an unbounded modulus such that there is a positive constant
c such that f (xy) ≥ c f (x) f (y) for all x ≥ 0, y ≥ 0 and lim
u→∞
f (u)
u
> 0. A strongly
λ-summable sequence (xt) is also a fλ-statistically convergent sequence. Moreover, for a
bounded sequence (xt), fλ-statistically convergence implies strongly λ-summability.
Proof. By the definition of modulus function, we have for any sequence x = (xt)
and ξ > 0,
n∑
t=1
f (|xt − L|) ≥ f

n∑
t=1
f (|xt − L|

≥ f (|{t ≤ n : |xt − L| ≥ ξ}|ξ)
≥ c f (|{t ≤ n : |xt − L| ≥ ξ}|) f (ξ)
4
Since x = (xt) is strongly λ-summable sequence, so
1
λn
n∑
t=1
f (|xt − L|) ≥
c f (|{t ≤ n : |xt − L| ≥ ξ}|) f (ξ)
λn
=
c f (|{t ≤ n : |xt − L| ≥ ξ}|) f (ξ) f (λn)
λn f (λn)
By using the fact that lim
u→∞
f (u)
u
> 0 and x is λ-statistical w.r.t. f , it can be
summarized that x is fλ-statistcal convergent and this completes the proof of the
theorem. 
Theorem3.2. For a stronglyλ-summable or statistically fλ-convergent sequence x = (xt)
to L, there is a convergent sequence y and a fλ-statistically null sequence z such that y is
convergent to L, x = y + z and lim
n
f (|{t ∈ In : zt , 0}|)
f (λn)
= 0. Moreover, if x is bounded,
then y and z both are bounded.
Note: Here f be an unbounded modulus such that there is a positive constant c
such that f (xy) ≥ c f (x) f (y) for all x ≥ 0, y ≥ 0 and lim
u→∞
f (u)
u
> 0.
Proof. From the previous theorem, we have x is strongly λ-summable to L implies
x is fλ-statistically convergent to L. Choose a strictly increasing sequence of
positive integersM1 < M2 < M3... such that,
1
f (λn)
f
(∣∣∣∣∣
{
t ∈ In : |xt − L| ≥
1
d
}∣∣∣∣∣
)
<
1
d
, for n > Nd, where N0 = 0
If N0 < t < N1, let us set zt = 0 and yt = xt.
Let d ≥ 1 and Nd < t ≤ Nd+1, we set,
yt =

xt, zt = 0 if |xt − L| <
1
d
;
L, zt = xt − L if |xt − L| ≥
1
d
.
Clearly, x = y + z and y and z are bounded, if x is bounded.
Observe that |yt − L| < ξ for t > Nd and |yt − L| = |xt − L| < ξ if |xt − L| <
1
d
.
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Which follows that |yt − L| = |L − L| = 0 if |xt − L| >
1
d
.
Hence, for ξ arbitrary, we get lim
t
yt = L.
Next, we observe that, f (|{t ∈ In : zt , 0}|) ≥ f (|{t ∈ In : |zt| ≥ ξ}|), for any natural
number n and ξ > 0. Hence,
lim
n
f (|{t ∈ In : zt , 0}|)
f (λn)
= 0;
that is z is fλ-statistically null.
Wenowshowthat ifβ > 0 and d ∈ N such that 1
d
< β, then f (|{t ∈ In : zt , 0}|) < β
for all n > Nd.
If Nd < t ≤ Nd+1, then zt , 0 only if |xt − L| >
1
d
. It follows that if Np < t ≤ Np+1,
then,
{t ∈ In : zt , 0} ⊆
{
t ∈ In : |xt − L| >
1
p
}
.
Consequently,
1
f (λn)
f (|{t ∈ In : zt , 0}|) ≤
1
f (λn)
f
(∣∣∣∣∣∣
{
t ∈ In : |xt − L| >
1
p
}∣∣∣∣∣∣
)
<
1
p
<
1
d
< β,
if Np < n ≤ Np+1 and p > d.
That is, lim
n
1
f (λn)
f (|{t ∈ In : zt , 0}|) = 0.
This completes the proof of the theorem.

Corollary 3.1. Let f , 1 be unbounded moduli, X a normed space, (xt) a sequence in X
and x, y ∈ X. We have
1. A fλ-statistical convergent sequence is also statistically convergent to the same
limit.
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2. The fλ-statistical limit is unique whenever it exists.
3. Let fλ-statlim xt = x and fλ-statlim yt = y, then,
• fλ-statlim(xt ± yt) = x ± y
• fλ-statlimαxt = αx, α ∈ R.
4. If f -stlim xt = x and 1-stlim xt = y then x = y, i.e two different methods of
statistical convergence are always compatible.
Theorem 3.3. Let (xt) be a sequence in a normed space X. For an unbounded modulus
f , (xt) is fλ-statistically convergent to x if and only if there exists T ⊆ N such that
fλ-density of T is zero and (xt) has λ-summable to x.
Proof. Let us assume that Vz =
t ∈N :
∑
t
‖xt − x‖ >
1
z
, for every z ∈ N such
that Vz ⊂ Vz+1 and lim
n
f (|Vz(n)|)
f (λn)
= 0.
Also by induction , we obtain
f (|Vz(n)|)
f (λn)
≤ 1
z
whenever n ≥ iz.
Note: Here i1 < i2 < i3... is a strictly increasing sequence of positive numbers
such that iz ∈ Vz.
Again set T = ∪z∈N([iz, iz+1)∩Vz). Then for every n ≥ i1 there exists z ∈N such
that iz ≤ n ≤ iz+1 and if m ∈ T(n) then m < iz+1, which implies m ∈ Vz. Therefore
T(n) ⊆ Vz(n) and thus,
f (|T(n)|)
f (λn)
≤
f (|Vz(n)|)
f (λn)
≤
1
z
which follows that T has fλ-density zero.
For ξ > 0 and z ∈ N such that 1
z
< ξ, we have n ∈ N\T and n ≥ iz for which
there exists q ≥ z with iq ≤ n ≤ iq+1 and this implies n < Vq, so,
1
λn
∑
t
‖xt − x‖ ≤
1
q
≤
1
z
< ξ.
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which shows that (xt) has λ-summable to x.
Conversely, let us assume that for T ∈ N, lim
t∈N\T
1
λn
‖xt − x‖ = 0 for n ∈ In and T
has fλ-density zero. For ξ > 0, there exists t0 ∈ N such that if t > t0 and t ∈ N\T
then
1
λn
∑
t
‖xt − x‖ ≤ ξ.
This implies,
t ∈N :
∑
t
‖xt − x‖ > ξ
 ⊆ T ∪ {1, ..t}
and then δ fλ

t ∈N :
∑
t
‖xt − x‖ > ξ

 = 0.

Definition 3.1. The sequence (xt) is fλ-statistically Cauchy if for every ξ > 0 there exists
Q ∈N such that δ fλ

t ∈N :
∑
t
‖xt − xQ‖ > ξ

 = 0.
Corollary 3.2. A sequence is fλ-statistically convergent implies that it is fλ-statistically
Cauchy. The converge is true if the space is complete and this result is a particular case of
filter convergence.
Theorem 3.4. For the Banach space Xwhere f be an unbounded modulus, fλ-statistically
Cauchy sequence is fλ-statistically convergent sequence.
Proof. For every k ∈ N, let xQk be such that
δ fλ

t ∈N :
∑
t
‖xt − xQk‖ >
1
k

 = 0.
Consider the set Jk = ∩i≤kB(xQi ,
1
i
), then for each k ∈Nwe have diam(Jk) ≤
2
k
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and Rk = {t ∈ N : xt < Jk} so that Rk = ∪i≤k
t ∈N :
∑
t
‖xt − xQi‖ >
1
i
 which
implies fλ-density of Rk is zero.
Following the proof of the previous theorem, we get for t ≥ rk then
f (|Rk(t)|)
f (λt)
≤
1
k
, rk ∈ Rk.
Considering D = ∪k∈N([rk, rk+1) ∩ Rk), we get fλ-density of D is zero.
Since ∩k∈NJk has exactly one element, say x, due to the completeness of X. We
have to prove that lim
t∈N\D
1
λn
‖xt − x‖ = 0.
For ξ > 0, let us choose i ∈N such that 2
i
< ξ. If t ≥ r j and t ∈ N\D then there
exists k ≥ i such that rk ≤ t < rk+1 and then t < Rk, which implies xt ∈ Jk and thus,
1
λn
∑
t
‖xt − x‖ ≤
2
k
≤
2
i
< ξ.
This completes the proof of the theorem.

Corollary 3.3. A sequence which is fλ-statistically convergent for each module f , is also
convergent in ordinary sense, i.e. if B ⊆ N is infinite, then there exists an unbounded
module f such that fλ-density of B is one.
Theorem 3.5. Let (xt) be a sequence in X. If for every unbounded modulus f there exists
fλ-stlim xt then all these limits are the same x ∈ X and (xt) is also λ-summable to x in the
norm topology.
Proof. It is proved that for f , 1 two unbounded moduli, the fλ-statistical limit is
unique whenever it exists.
Let X a normed space, (xt) a sequence in X and P,Q ∈ X and if the uniqueness
is false that lim xt = P, there exists ξ > 0 such that
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B =
t ∈N :
∑
p
‖xt − P‖ > ξ

is infinite.
Now, by choosing an unboundedmodulus f whichwill satisfy δ fλ(B) = 1, then
this clearly contradicts the assumption that fλ-stlim xt = x, which completes the
proof of the Theorem.

Theorem 3.6. If λ ∈ Λ with lim
n→∞
in f
n
f (λn)
> 0 , then fλ-statistically convergent
sequences are f -statistical convergent.
Proof. For given ξ > 0, we have,
{t ≤ n : |xt − L| ≥ ξ} ⊃ {t ∈ In : |xt − L| ≥ ξ}.
Therefore,
1
f (λn)
f (|{t ≤ n : |xt − L| ≥ ξ}|) ≥
1
f (λn)
f (|{t ∈ In : |xt − L| ≥ ξ}|)
≥
f (n)
n
n
f (λn)
1
f (n)
f (|{t ∈ In : |xt − L| ≥ ξ}|)
Taking the limit as n → ∞ and using the fact that lim
n
f (n)
n
> 0, we get (xt) is
fλ-statistical convergent implies (xt) is f -statistical convergent. 
Theorem 3.7. Let λ ∈ Λ be such that lim
n
n
f (λn)
= 1. Then, f -statistical convergence is
fλ-statistical convergence.
Proof. Let β > 0 be given. Since lim
n
n
f (λn)
= 1, we can choose m ∈ N such that,
f (n−λn+1)
f (n)
<
β
2
for all n ≥ m.
Now observe that,
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1f (n)
f (|{t ≤ n : |xt − L| ≥ ξ}|) =
1
f (n)
f (|{t < n − λn + 1 : |xt − L| ≥ ξ}|)
+
1
f (n)
f (|{t ∈ In : |xt − L| ≥ ξ}|)
<
f (n − λn + 1)
f (n)
+
1
f (n)
f (|{t ∈ In : |xt − L| ≥ ξ}|)
<
β
2
+
1
f (λn)
f (|{t ∈ In : |xt − L| ≥ ξ}|)
Taking limit as n→∞, we get, (xt) is f -statistically convergent is fλ-statistically
convergent. 
Theorem 3.8. Let λ = (λn) and µ = (µn) be two sequences in Λ such that λn ≤ µn for
all n ∈Nn0 .
1. If lim inf
n→∞
λn
µn
> 0 then S fµ ⊆ S fλ .
2. If lim
n→∞
µn
λn
= 1 then S fλ ⊆ S fµ .
Proof. 1. Suppose that λn ≤ µn for all n ∈Nn0 which implies that f (λn) ≤ f (µn).
Given lim inf
n→∞
λn
µn
> 0, then with the property of modulus function, we get
lim inf
n→∞
f (λn)
f (µn)
> 0. Also, since λn ≤ µn for all n ∈ Nn0 , so In ⊂ Jn where
In = [n − λn + 1, n] and Jn = [n − µn + 1, n].
Now, for ξ > 0, we can write,
{t ∈ Jn : |xt − L| ≥ ξ} ⊃ {t ∈ In : |xt − L| ≥ ξ}
and so,
1
µn
|{t ∈ Jn : |xt − L| ≥ ξ}| ≥
λn
µn
1
λn
|{t ∈ In : |xt − L| ≥ ξ}|, for all n ∈Nn0 .
Now, byusing thedefinitionofmodulus functionand satisfying lim inf
n→∞
λn
µn
> 0
and also taking limit as n→∞, we get S fµ ⊆ S fλ . 
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Proof. 2. Let S fλ − lim xt = x and limn→∞
µn
λn
= 1.
Since In ⊂ Jn, for ξ > 0, we write,
1
µn
|{t ∈ Jn : |xt − L| ≥ ξ}| =
1
µn
|{n − µn + 1 ≤ k ≤ n − λn : |xt − L| ≥ ξ}| +
1
µn
|{t ∈ In : |xt − L| ≥ ξ}|
≤
µn − λn
µn
+
1
µn
|{t ∈ In : |xt − L| ≥ ξ}|
≤
µn − λn
λn
+
1
µn
|{t ∈ In : |xt − L| ≥ ξ}|
≤
(µn
λn
− 1
)
+
1
λn
|{t ∈ In : |xt − L| ≥ ξ}|, for all n ∈Nn0 .
Since lim
n→∞
µn
λn
= 1 and using the definition of modulus function, we can say
that x = (xt) is S fµ-statistically convergent is S fλ-statistcially convergent sequence,
so S fλ ⊆ S fµ . 
Corollary 3.4. Let λ = (λn) and µ = (µn) be two sequences in Λ such that λn ≤ µn for
all n ∈Nn0 . If lim inf
n→∞
λn
µn
> 0, then w fµ ⊂ w fλ .
Theorem 3.9. Let λn ≤ µn for all n ∈ Nn0 , then, if lim infn→∞
λn
µn
> 0, then a strongly
w fµ-summable sequence is S fλ-statistically convergent sequence.
Proof. For any ξ > 0, we have,
∑
t∈Jn
f (|xt − L|) =
∑
t∈Jn , f (|xt−L|)≥ξ
f (|xt − L|) +
∑
t∈Jn, f (|xt−L|)<ξ
f (|xt − L|)
≥
∑
t∈In, f (|xt−L|)≥ξ
f (|xt − L|) +
∑
t∈In , f (|xt−L|)<ξ
f (|xt − L|)
≥
∑
t∈In, f (|xt−L|)≥ξ
f (|xt − L|)
≥ f

∑
t∈Jn, f (|xt−L|)≥ξ
|xt − L|

≥ f (|{t ∈ In : |xt − L| ≥ ξ}|.ξ)
≥ c f (|{t ∈ In : |xt − L| ≥ ξ}|). f (ξ)
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and so
1
µn
∑
t∈Jn
f (|xt − L|) ≥
1
µn
f (|{t ∈ In : |xt − L| ≥ ξ}|) f (ξ)
≥
λn
µn
1
λn
f (|{t ∈ In : |xt − L| ≥ ξ}|) f (ξ)
Since lim inf
n→∞
λn
µn
> 0 and by using the definition of modulus function, we get,
(xt) is strongly fλ-summable to L implies (xt) is S fλstatistically convergent to L.
This completes the proof of the theorem.

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