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FINITE DIMENSIONAL REPRESENTATIONS OF W -ALGEBRAS
IVAN LOSEV
Abstract. W -algebras of finite type are certain finitely generated associative algebras
closely related to the universal enveloping algebras of semisimple Lie algebras. In this pa-
per we prove a conjecture of Premet that gives an almost complete classification of finite
dimensional irreducible modules for W -algebras. A key ingredient in our proof is a rela-
tionship between Harish-Chandra bimodules and bimodules over W -algebras that is also of
independent interest.
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2 IVAN LOSEV
1. Introduction
1.1. W-algebras. Let g be a finite dimensional semisimple Lie algebra over an algebraically
closed field K of characteristic zero and G be the simply connected algebraic group with Lie
algebra g. Fix a nilpotent element e ∈ g and let O denote its adjoint orbit. Associated
with the pair (g, e) is a certain associative unital algebra W called the W -algebra (of finite
type). In the special case when e is a principal nilpotent element this algebra appeared in
Kostant’s paper [K]. In this case theW -algebra is naturally isomorphic to the center Z(g) of
the universal enveloping algebra U := U(g). In the general case, a definition of a W-algebra
was given by Premet, [Pr1], 4.4. Since then W-algebras were extensively studied, see, for
instance, [BGK], [BrKl1]-[BrKl3], [GG],[Gi2],[Lo1], [Pr2]-[Pr4].
Let us review Premet’s definition briefly. The definition is recalled in more detail in
Subsection 2.2.
To e one assigns a certain subalgebra m ⊂ g consisting of nilpotent elements and of
dimension 1
2
dimO, and also a character χ : m → K. Set mχ := {ξ − 〈χ, ξ〉, ξ ∈ m}. The
W -algebra W associated with the pair (g, e) is, by definition, the quantum Hamiltonian
reduction (U/Umχ)adm := {a + Umχ|[m, a] ⊂ Umχ}. This algebra has the following nice
features.
1) Choose an sl2-triple (e, h, f) in g and set Q := ZG(e, h, f). There is an action of Q onW
by algebra automorphisms. Moreover, there is a Q-equivariant embedding q := Lie(Q) →֒ W
such that the adjoint action of q ⊂ W on W coincides with the differential of the action of
Q on W.
2) There is a distinguished increasing exhaustive filtration (the Kazhdan filtration) KiW, i >
0, of W with K0W = K. As Premet checked in [Pr1], the associated graded algebra is nat-
urally identified with the algebra of regular functions on a transverse slice S ⊂ g to O called
the Slodowy slice. The slice S can be defined as e+ zg(f).
3) The space U/Umχ has a natural structure of a U-W-bimodule. This allows to define
the functor N 7→ S(N) from the category of (left)W-modules to the category of U-modules:
S(N) := (U/Umχ) ⊗W N . This functor defines an equivalence of W-Mod with the full
subcategory of U-Mod consisting of all Whittaker g-modules, i.e., those, where the action of
mχ is locally nilpotent. The quasi-inverse functor is given by M 7→ Mmχ := {m ∈ M |ξm =
〈χ, ξ〉m, ∀ξ ∈ m}. This was proved by Skryabin in the appendix to [Pr1].
1.2. Finite dimensional irreducible representations. One of the most important prob-
lems arising in representation theory of associative algebras is to classify their irreducible
finite dimensional representations. Such representations are in one-to-one correspondence
with primitive ideals of finite codimension; recall that a two-sided ideal is called primitive if
it coincides with the annihilator of some irreducible module.
In [Pr2] Premet proposed to study the map N 7→ AnnU S(N) from the set of all finite
dimensional irreducible W-modules to the set of primitive ideals in U . He proved that the
image consists of ideals, whose associated variety in g coincides with O, and conjectured
that any such primitive ideal can be represented in the form AnnU S(N). This conjecture
was proved by Premet in [Pr3], Theorem 1.1, under some mild restriction on an ideal,
and by the author in [Lo1] in the full generality, alternative proofs were recently found by
Ginzburg, [Gi2], and Premet, [Pr4]. Actually, the author obtained a more precise result.
He constructed two maps I 7→ I† : Id(W) → Id(U),J 7→ J† : Id(U) → Id(W) between
the sets Id(W), Id(U) of two-sided ideals of W,U . These two maps enjoy the following
properties (see Theorem 3.1.1 for more details):
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(a) I† is primitive whenever I is. If, in addition, I is of finite codimension, then the
associated variety V(U/I†) coincides with O.
(b) AnnW(N)
† = AnnU(S(N)) for any W-module N .
(c) codimW J† = multO(U/J ) (see Subsection 1.5 for the definition of multO) provided
V(U/J ) = O.
(d) If J is primitive and V(U/J ) = O, then {I ∈ Idfin(W)|I† = J } coincides with the
set of all primitive ideals of W containing J†.
Here and below Idfin(W) denotes the set of all two-sided ideals of finite codimension in W.
Premet suggested a stronger version of his existence conjecture including also a uniqueness
statement (e-mail correspondence). The group Q acts naturally on Idfin(W). By 1) above,
the unit component Q◦ of Q acts on Idfin(W) trivially, so the action of Q descends to that
of the component group C(e) := Q/Q◦.
Conjecture 1.2.1 (Premet). For any primitive J ∈ IdO(U) := {J ∈ Id(U)|V(U/J ) = O}
the set of all primitive ideals I ∈ Idfin(W) with I
† = J is a single C(e)-orbit.
Note that irreducible W-modules, whose annihilators are C(e)-conjugate, are very much
alike. In the representation theory of U there are (complicated) techniques allowing to
describe the set of primitive ideals in IdO(U), see [Ja] for details. So Conjecture 1.2.1
provides an almost complete classification of irreducible finite dimensional representations
of W. This classification is complete whenever the action of C(e) on Idfin(W) is trivial.
This is the case, for example, when g = sln. Here Q = Q
◦Z(G) and Z(G) acts trivially on
W. Here the classification was obtained by Brundan and Kleshchev, [BrKl2] by completely
different methods (they used a relation between W -algebras and shifted Yangians).
In Subsection 4.2 we derive Conjecture 1.2.1 from the following statement.
Theorem 1.2.2 (Extended Premet’s conjecture). An element I ∈ Idfin(W) equals J† for
some J ∈ IdO(U) if and only if I is C(e)-invariant. If this is the case, then I = (I
†)†.
1.3. Harish-Chandra bimodules. Any two-sided ideal in U is a Harish-Chandra bimod-
ule. Recall that a U-bimodule M is said to be Harish-Chandra if it is finitely generated (as
a bimodule) and the adjoint action of g onM is locally finite meaning that every element of
M is contained in a finite dimensional g-submodule. The Harish-Chandra U-bimodules form
an abelian category to be denoted by HC(U). We will see that, essentially, Theorem 1.2.2 is
a corollary of a more general result on Harish-Chandra bimodules, see Theorem 4.1.1.
It turns out that there is a relationship between Harish-Chandra U-bimodules and W-
bimodules. The idea to study this relationship was communicated to me by Ginzburg, his
own approach is explained in [Gi2]. Moreover, there is a hope, see Subsection 1.4 for details,
to obtain the complete (not just modulo the C(e)-action) classification of finite dimensional
irreducible W-modules studying the relationship between certain categories of bimodules.
It turns out that for a W -algebra one can also define the notion of a Harish-Chandra
bimodule. A precise definition will be given in Subsection 2.5. What we need to know right
now is that any finite dimensional W-bimodule is Harish-Chandra. In fact, we will consider
the category of Q-equivariant Harish-Chandra W-bimodules. We say that aW-bimodule N
is Q-equivariant, if it is equipped with a locally finite linear action of Q such that
(1) The structure map W ⊗N ⊗W → N is Q-equivariant.
(2) The differential of the Q-action (defined since the action is locally finite) coincides
with the adjoint action of q ⊂ W on N : (ξ, n) 7→ ξn− nξ.
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Q-equivariant Harish-Chandra W-bimodules form a monoidal abelian category (tensor
product is the tensor product of W-bimodules), which we denote by HCQ(W). Inside
HCQ(W) there is the full subcategory HCQfin(W) consisting of all finite dimensional Q-
equivariant bimodules.
It turns out that the category HCQfin(W) is closely related to a certain subquotient of
HC(U).
Namely, consider the abelian category HC
O
(U) of Harish-Chandra U-bimodulesM whose
associated variety V(M) is contained in O. It has a Serre subcategory HC∂O(U) consisting
of all Harish-Chandra bimodules M with V(M) ⊂ ∂O := O \O. We can form the quotient
category HCO(U) := HCO(U)/HC∂O(U).
The category HC(U) has a monoidal structure with respect to the tensor product of U-
bimodules. The subcategory HC
O
(U) is closed with respect to tensor products (but does not
contain a unit of HC(U)). Clearly, the tensor product descends to HCO(U).
In [Gi2], Section 4, Ginzburg constructed an exact functor HCO(U) → HC
Q
fin(W) (in
fact, he did not consider Q-actions but his construction can be easily upgraded to the Q-
equivariant setting, see Subsection 3.5). Roughly speaking, this functor should be close to
an equivalence (but there are strong evidences that it is not, the actual situation should be
much subtler, see the next subsection). In this paper we obtain some partial results towards
this claim to be stated now.
In Subsection 3.4 we will construct functors M 7→ M† : HCO(U) → HC
Q
fin(W),N 7→
N † : HCQfin(W) → HCO(U). The following theorem describes the properties of these two
functors.
Theorem 1.3.1. (1) The functor M 7→ M† is exact and left-adjoint to the functor
N 7→ N †. Moreover, for J ∈ IdO(U) we have (U/J )† =W/J†.
(2) Let M ∈ HC
O
(U). Then dimM† = multO(M), and the kernel and the cokernel of
the natural homomorphism M→ (M†)† lie in HC∂O(U).
(3) M→M† is a tensor functor.
(4) LAnn(M)† = LAnn(M†),RAnn(M)† = RAnn(M†).
(5) The functor M 7→M† gives rise to an equivalence of HCO(U) and some full subcat-
egory in HCQfin(W) closed under taking subquotients.
Here LAnn,RAnn denote the left and right annihilators of a bimodule.
In fact, the functor •† mentioned in Theorem 1.3.1 is obtained by the restriction of an
exact functor HC(U) → HCQ(W) that also extends the map J 7→ J† between the sets of
ideals. We will see in Subsection 3.5 that our functor •† essentially coincides with that of
Ginzburg.
Finally, let us state a corollary of Theorem 1.3.1 giving a sufficient condition for semisim-
plicity of an object in HCO(U). This corollary was suggested to the author by R. Bezrukavnikov.
It will be proved in Subsection 4.2.
Corollary 1.3.2. Let M∈ HC
O
(U) be such that LAnn(M),RAnn(M) are primitive ideals.
Then M is semisimple in HCO(U).
1.4. Further developments. An important open problem about the functor •† : HCO(U)→
HCQfin(W) is to describe its image.
Perhaps, the first question one can ask is to describe irreducible objects in HCQfin(W) lying
in the image of •†. Further, a reasonable restriction is to consider only W-bimodules with
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trivial left and right central characters. Here we use a natural identification of Z(g) with
the center ofW, see Subsection 2.2 for details. A nonzero finite dimensionalW-module with
trivial central character exists if and only if O is special in the sense of Lusztig.
In a subsequent paper we will prove the following result.
Theorem 1.4.1. For any finite dimensional irreducible W-modules N1, N2 with trivial cen-
tral character there is a simple object M ∈ HCO(U) such that HomK(N1, N2) is a direct
summand of M†.
We remark that Theorem 1.3.1 implies thatM† is simple in HC
Q
fin(W) and so is semisimple
as a W-bimodule. Theorem 1.4.1 can be generalized to any (possibly singular) integral
central character but it fails for a non-integral one.
Theorem 1.4.1 establishes an interesting relationship between the functor •† and the work
of Bezrukavnikov, Finkelberg and Ostrik, [BFO1],[BFO2]. In those papers they proved
(among other things) that the following two monoidal categories are ”almost isomorphic”:
• The subcategory HCss
O
(U0) of all semisimple objects in HCO(U) with trivial left and
right central characters; the claim that this category is closed with respect to the
tensor product functor follows from Corollary 1.3.2.
• The category CohA(O)(Y ×Y ), where A(O) is the quotient of C(e) defined by Lusztig,
see [Lu], and Y is some finite set acted on by A(O); the notation CohA(O) means the
category of all A(O)-equivariant sheaves of finite dimensional vector spaces; the tensor
product on CohA(O)(Y × Y ) is given by convolution.
”Almost isomorphic” means that the monoidal categories in consideration become isomorphic
after modifying the associativity isomorphisms for triple tensor products in one of them, but
actually in all cases but few there is a genuine isomorphism.
In a subsequent paper we will prove that for Y we can take the set of (isomorphism
classes of) irreducible finite dimensional W-modules with trivial central character (and so,
in particular, that the C(e)-action on this set factors through A(O)). The first result in this
direction is Theorem 1.4.1.
Another question one can pose is whether the techniques of the present paper are specific
for the universal enveloping algebras of semisimple Lie algebras or they can be modified to
study analogous questions for other algebras. At the moment, we know one important class
of algebras, where this modification is possible: the symplectic reflection algebras (shortly,
SRA) of Etingof and Ginzburg, [EG]. This is studied in our preprint [Lo2].
Namely, let V be a symplectic vector space and Γ be a finite group acting on V by linear
symplectomorphisms. The symplectic reflection algebra H is a certain flat deformation
of the smash-product SV#Γ, see [EG] for a precise definition. In the SRA setting the
role of nilpotent orbits is played by symplectic leaves of V ∗/Γ. The symplectic leaves are
parametrized by conjugacy classes of stabilizers for the action of Γ on V . Namely, let L be
a symplectic leaf. Pick a point b ∈ V ∗, whose image in V ∗/Γ lies in L. Then to L we assign
the stabilizer Γ of b in Γ, the stabilizer is defined uniquely up to Γ-conjugacy. The role of Q
is played by NΓ(Γ) and the role of C(e) by NΓ(Γ)/Γ.
It turns out that for SRA we have complete analogs of Theorems 1.2.2,1.3.1. Both the
constructions of maps and functors for SRA and the proofs that these maps and functors
have the required properties are very similar to (but more complicated technically than)
those of the present paper.
1.5. Notation and conventions. Let us explain several notions used below in the text.
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Adjoint actions on bimodules. Let A be an associative algebra and M be an A-
bimodule. For a ∈ A we write [a,m] := am−ma.
Associated varieties and multiplicities. Let A be an associative algebra equipped
with an increasing filtration FiA. We suppose that grA :=
∑
i∈Z FiA/Fi−1A is a Noether-
ian commutative algebra. Now let M be a filtered A-module such that grM is a finitely
generated grA-module. By the associated variety V(M) of M we mean the support of
grM in Spec(A). Moreover, since grM is finitely generated, there is a grA-module filtra-
tion grM = M0 ⊃M1 ⊃ M2 ⊃ . . . ⊃Mk = {0} such that Mi/Mi+1 = (grA)/pi, where pi is
a prime ideal in grA. For an irreducible component Y of V(M) we write multY M for the
number of indexes i such that pi coincides with the prime ideal corresponding to Y . The
number multY M is called the multiplicity ofM at Y . It is known that V(M) and multY M
do not depend on the choices we made. When M is an A-bimodule, V(M) stands for the
associated variety of M regarded as a left A-module.
Now let A~ be an associative K[~]-algebra such that A~/(~) is Noetherian and commuta-
tive. For a finitely generated A~-module M~ let V(M~) stand for the support of M~/~M~
in Spec(A~/(~)). For a component Y ⊂ V(M~) one sets multY M~ := multY (M~/~M~).
Locally finite parts. Let g be some Lie algebra and let M be a module over g. By the
locally finite (shortly, l.f.) part ofM we mean the sum of all finite dimensional g-submodules
of M . Similarly, if G is an algebraic group acting on M , then the G-locally finite part of M
is the sum of all finite dimensional G-submodules, where the action of G is algebraic.
~-saturated subspaces. Let V be a K[~]-module. We say that a submodule U ⊂ V is
~-saturated if ~v ∈ U implies v ∈ U for all v ∈ V .
Group actions on algebras, schemes, modules etc. All algebraic group actions
considered in this paper are either algebraic or pro-algebraic. In the case of algebras or
modules ”algebraic” means ”locally finite” (see above). ”Pro-algebraic” means that an
algebra is an inverse limit of locally finite G-modules. In particular, given an action of
an algebraic group G on a scheme X , for any ξ ∈ g the velocity vector field ξ∗ on X is
defined.
Let A be an algebra equipped with an action of a group G by algebra automorphisms. By
a G-equivariant A-module we mean an A-module M equipped with a G-action such that the
structure map A⊗M →M is G-equivariant.
By aG-weakly equivariant A-bimodule (compare with the terminology used forD-modules)
we mean a G-equivariant A⊗Aop-module. The notion of a G-equivariant bimodule is differ-
ent, compare with Subsection 1.3.
Below we gather some notation used in the paper.
⊗̂ the completed tensor product of complete topological vector spaces/
modules.
(a1, . . . , ak) the two-sided ideal in an associative algebra generated by elements
a1, . . . , ak.
A∧χ the completion of a commutative algebra A with respect to the
maximal ideal of a point χ ∈ Spec(A).
AnnA(M) the annihilator of an A-module M in an algebra A.
Der(A) the Lie algebra of derivations of an algebra A.
G ∗H V := (G × V )/H : the homogeneous vector bundle over G/H with
fiber V .
g ∗H v the class of (g, v) ∈ G× V in G ∗H V .
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Gx the stabilizer of x in G.
Grk(A) the Goldie rank of a prime Noetherian algebra A.
grA the associated graded vector space of a filtered vector space A.
I(Y ) the ideal in K[X ] consisting of all functions vanishing on Y for a
subvariety Y in an affine variety X .
Id(A) the set of all (two-sided) ideals of an algebra A.
Mg−l.f. the locally finite part of a g-module M.
R~(A) :=
⊕
i∈Z ~
i FiA :the Rees K[~]-module of a filtered vector space A.
U(g) the universal enveloping algebra of a Lie algebra g.
V(M) the associated variety of M.
Z(g) the center of U(g).
Γ(X,F) the space of global sections of a sheaf F on X .
1.6. Key ideas and the content of the paper. Below in this subsection we will briefly
and somewhat informally outline some key ideas and constructions of the paper. In the end
of the subsection we will describe the structure of the paper.
1.6.1. Auxiliary algebras and categories. To construct the functor •† : HC(U) → HC
Q(W)
mentioned after Theorem 1.3.1 we need certain intermediate algebras and their categories of
Harish-Chandra bimodules.
First of all, we need the homogenizations U~,W~ of the algebras U ,W (to be defined
formally in Subsections 2.2, 2.3). For example, U~ is a graded K[~]-algebra such that ~ has
degree 1 and U~/(~ − 1) = U . In other words, U~ is obtained from U by using the Rees
construction. Another way to view U~ is as follows: as a graded vector space U~ is the same
as K[g∗][~] but the product on U~ is a graded deformation of the usual commutative product.
One can introduce the notions of Harish-Chandra bimodules for U~,W~, Subsection 2.5.
Any Harish-Chandra bimodule, say for U~, is obtained by using the Rees construction from
a Harish-Chandra U-bimodule equipped with a so called good filtration. The categories of
Harish-Chandra U~- and W~-bimodules will be denoted by HC(U~),HC(W~).
Together with the algebras U~,W~ we will consider their completions U∧~ ,W
∧
~
at the point
χ := (e, ·) ∈ O, where we consider O as an orbit in g∗. Basically, the possibility to complete
at χ is a reason why we need the homogenized algebras.
As well as for commutative algebras, the completions are obtained by taking certain in-
verse limits of the quotients of U~,W~ by the powers of appropriate maximal ideals. But,
informally, one can think that U∧
~
is identified with K[g∗]∧χ[~]. The product on U
∧
~
is a unique
continuous extension of the product from U~ = K[g∗][~]
1.
In the sequel the algebras U~,W~,U∧~ ,W
∧
~
sometimes will be called quantum algebras.
One of the main reason to consider the completions U∧
~
,W∧
~
is that they are related in a
surprisingly simple way. Namely, U∧
~
is decomposed into the completed tensor product of A∧
~
andW∧
~
, where A∧
~
is the completed homogeneous Weyl algebra of an appropriate symplectic
vector space. Basically, this is the ”decomposition theorem” proved in Subsection 3.3 of [Lo1].
The theorem is useful because the algebra A∧
~
is very simple and is an infinite dimensional
analog of the matrix algebra (in the modular setting an appropriate version of the universal
enveloping also gets decomposed into a similar tensor product but there one can take the
1Other kinds of completions of U~,W~ appeared in the literature. For example, Dodd and Kremnizer use
some completions in [DK]. However, those are the ~-adic completions and their elements, in a sense, are
formal power series in ~ but are polynomial in the other variables. The completions we use consist of formal
power series in all variables and so are larger than those of Dodd and Kremnizer.
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genuine matrix algebra instead of the Weyl algebra, this observation is a cornerstone of
Premet’s proof of the Kac-Weisfeiler conjecture, see [Pr1] for details).
One can introduce the notions of Harish-Chandra bimodules for the algebras U∧
~
,W∧
~
. This
is done in such a way that the completion of a Harish-Chandra U~- (resp. W~-) bimodule
at χ is a Harish-Chandra U∧
~
- (resp., W∧
~
-) bimodule. The categories of Harish-Chandra
U∧
~
,W∧
~
-bimodules will be denoted by HC(U∧
~
),HC(W∧
~
). These categories come equipped
with the completion functors HC(U~) → HC(U∧~ ),HC(W~) → HC(W
∧
~
). As one expects,
these functors are exact.
Now let us see what the decomposition theorem implies for the categories HC(W∧
~
),HC(U∧
~
).
Above we made a speculative claim that A∧
~
is an infinite dimensional analog of a matrix
algebra. So taking the (completed) tensor product with A∧
~
should give rise to a Morita
equivalence. This is not really so but, at least, we do get an equivalence between HC(U∧
~
)
and HC(W∧
~
) in this way, see Proposition 3.3.1 for an enhanced version of this equivalence.
Now one can ask whether the completion functors are equivalences. It happens that the
answer is positive on the W-side and negative on the U-side. The reason is that the algebra
W~ is positively graded, and the ideal of χ is graded. So a quasi-inverse to the completion
functor is just given by taking elements ”of finite degree”, see Proposition 3.3.1.
1.6.2. A functor HC(U~) → HC
Q(W~). Now we are ready to establish an exact functor
HC(U~) → HC(W~). The functor in interest is the composition of the completion func-
tor HC(U~) → HC(U∧~ ) and the composition of the equivalences HC(U
∧
~
) → HC(W∧
~
) →
HC(W~).
As we mentioned before, the completion functor HC(U~)→ HC(U∧~ ) is not an equivalence.
The argument we used forW~ does not work here: we still have some grading on U~ such that
the ideal of χ is graded but this grading has both positive and negative components. There
is a way to improve the functor: it turns out that so far we have missed some structure
on the completion M∧
~
of an object M~ ∈ HC(U~). Namely, the group Q introduced in
Subsection 1.2 stabilizes χ and so acts naturally onM∧
~
makingM∧
~
a Q-equivariant Harish-
Chandra U∧
~
-bimodule in some precise sense, see Subsection 2.5. So we need to consider
the category HCQ(U∧
~
) of Q-equivariant Harish-Chandra bimodules and also the similar
categories HCQ(W∧
~
),HCQ(W~). We remark that any object in HC(U~) is also Q-equivariant
but the action of Q is completely recovered from the adjoint action of g and so we do not
need to specify it.
As before, we have equivalences HCQ(W~) ∼= HC
Q(W∧
~
) ∼= HCQ(U∧~ ), Proposition 3.3.1,
and hence an exact functor HC(U~)→ HC
Q(W~).
This functor is still not an equivalence. For example, it kills any Harish-Chandra U~-
bimodule, whose associated variety does not contain χ (i.e., any bimodule that is zero in
a neighborhood of χ). However, the functor in interest, and especially the induced functor
HCO(U~)→ HC
Q
fin(W~), enjoys many properties of an equivalence. To describe these proper-
ties it will be more convenient for us to consider the completion functor HC(U~)→ HC(U∧~ ),
which differs from ours by an equivalence.
1.6.3. A functor HCQ(U∧
~
)→ HC(U~). For instance, there is a right adjoint functor HC
Q(U∧
~
)→
HC(U~). This functor is produced in a pretty standard way. Namely, given M′~ ∈ HC
Q(U∧
~
)
we can take the subset (M′
~
)l.f. that is K
×- and g-locally finite part ofM′
~
. Here we consider
the modified version of the adjoint g-action: (ξ,m) 7→ 1
~2
(ξm−mξ).
Of course, the assignment M′
~
7→ (M′
~
)l.f. is functorial but this is not yet a functor we
need. The reason is that (M′
~
)l.f. comes equipped with two different, in general, Q-actions
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such that (M′
~
)l.f. is an equivaraint bimodule with respect to both. A nice feature here is
that the two actions differ by an action of the component group C(e) := Q/Q◦ commuting
with the U~ ⊗ U
opp
~
-action. So to get a required functor we just take the C(e)-invariants in
(M′
~
)l.f..
The U~-bimodule (M′~)
C(e)
l.f. is actually finitely generated (this essentially follows from re-
sults of Ginzburg, [Gi2]) and hence is Harish-Chandra.
In this paper we only need a weaker statement: (M′
~
)
C(e)
l.f. is finitely generated whenever
M′
~
lies in the category HCQ
O
(U∧
~
) of all objects in HCQ(U∧
~
) whose associated variety is
contained in O (a more accurate way to say this would be ”whose associated scheme is the
formal neighborhood of χ in O”), see Lemma 3.3.3. A technique we use to prove this result
is also used in many other proofs of the paper so let us explain it briefly here. A key idea is
to establish similar properties for modules that are much simpler than M′
~
and than reduce
the proof for M′
~
to the proof for these modules.
Namely, as we will see, it is enough to show that the K[g∗]-module (M′
~
)
C(e)
l.f. /~(M
′
~
)
C(e)
l.f. is
finitely generated. This module embeds into (M′
~
/~M′
~
)
C(e)
l.f. (where M
′
~
/~M′
~
is regarded
as a K[g∗]∧χ-module equipped with additional Q-, g- and K
×-actions that are compatible in
some precise way). Now, M′
~
/~M′
~
is supported on O. As such, it has a finite filtration,
whose successive quotients are K[O]∧χ-modules. So we need to prove that for any finitely
generated Q- and g-equivariant K[O]∧χ-module its submodule of g-l.f. elements is finitely
generated over K[O]. This statement is proved in three steps. First of all, one shows that
any finitely generated Q- and g-equivariant K[O]∧χ-module N is, in fact, the restriction of
a G-equivariant coherent sheaf F on O to the formal neighborhood of χ. Next, one shows
that the subspace of C(e)-invariant g-locally finite elements in N coincides with the space
Γ(O,F). Finally, one uses the fact that the latter is a finitely generated K[O]-module.
1.6.4. The surjectivity property. Now let us comment on the most important property of the
completion functor HC(U~) → HC
Q(U∧
~
) (”surjectivity”), which is used to prove Theorem
1.2.2 and also the last part of Theorem 1.3.1.
Suppose we are given a Harish-Chandra U~-bimoduleM~ and a Q-,K×- and g-stable sub-
bimodule N ′
~
of the completionM∧
~
such that the quotientM∧
~
/N~ is supported on O. Then
there is a sub-bimodule inM~, whose completion coincides with N ′~. This claim is basically
equivalent to Theorem 4.1.1. In the proof we may assume that M~ embeds into M
∧
~
.
The proof roughly consists of two parts. First, we need to establish this property in the
case when N ′
~
contains ~kM∧
~
for some k. Then M∧
~
/N~ has a filtration whose quotients are
again finitely generated K[O]∧χ-modules. So we again need to use some properties of coherent
G-equivariant sheaves on O. Second, we need to deduce the statement when the quotient
M∧
~
/N ′
~
is K[[~]]-flat. Set N ′
~,k := N
′
~
+ ~k+1M∧
~
,N~,k := N ′~,k ∩M~. The first part of the
proof guarantees that N~,k generates N ′~,k. What we need to show is that the intersection⋂
kN~,k cannot be too small, i.e., that the sequence N~,k stabilizes in some precise sense.
This is done using Lemma 4.1.2.
1.6.5. From the functors between HC(U~),HC(W~) to functors between HC(U),HC
Q(W).
Now let us explain how to pass from the functors between HC(U~) and HC
Q(W~) to those
between HC(U) and HCQ(W). Taking the Rees bimodule gives rise to an equivalence between
the category of filtered Harish-Chandra U-bimodules with good filtration and HC(U~). The
similar statement holds for W. So we get functors •†, •† between the categories of filtered
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Harish-Chandra bimodules. However, it is not difficult to see that the functors descend to
the usual categories of bimodules.
1.6.6. The structure of the paper. To finish the subsection let us explain how the paper is
organized.
Section 2 contains some preliminary material. In its first subsection we review basic
properties of deformation quantization, the key technique in the approach to W-algebras
developed in [Lo1]. Also we recall some results on the existence of quantum (co)moment
maps. In Subsection 2.2 we recall two definitions of W-algebras: one due to Premet (in a
variant of Gan-Ginzburg, [GG]) and one from [Lo1]. Subsection 2.3 recalls (and, in fact,
proves a stronger version of) the decomposition theorem. In Subsection 2.4 we prove some
technical results on completions of quantum algebras. Finally in Subsection 2.5 we discuss
the notion of Harish-Chandra bimodules for quantum algebras in interest.
Section 3 is devoted mostly to constructing the functors between the categories of bimod-
ules. In Subsection 3.1 we recall the definitions of the maps I 7→ I†,J 7→ J† from [Lo1].
Subsection 3.2 is technical, there we prove some results on homogeneous vector bundles to
be used both in the construction of functors and in the proofs of the main theorems (roughly,
as induction steps, see the discussion above). Subsections 3.3,3.4 form a central part of the
section: there we define the functors between the categories of bimodules and study basic
properties of the functors. At first, we do this on the level of quantum (=homogenized)
algebras, Subsection 3.3, and then on the level of U ,W, verifying that our constructions
essentially do not depend on filtrations. In Subsection 3.5 we compare our construction with
Ginzburg’s, [Gi2].
In Section 4 we complete the proofs of the two main theorems. In the first subsection we
state some auxiliary result (Theorem 4.1.1), which a straightforward generalization of The-
orem 1.2.2 and also the most difficult part of Theorem 1.3.1. Then in the second subsection
we complete the proofs of Theorems 1.2.2,1.3.1 using Theorem 4.1.1.
Acknowledgements. The author is indebted to V. Ginzburg and A. Premet for numer-
ous stimulating discussions.
2. Preliminaries
2.1. Deformation quantization and quantum comoment maps. Let A be a commu-
tative associative K-algebra with unit equipped with a Poisson bracket.
Definition 2.1.1. A map ∗ : A ⊗K A → A[[~]], f ∗ g =
∑∞
i=0Di(f, g)~
2i is called a star-
product if it satisfies the following conditions:
(*1) The natural (K[[~]]-bilinear) extension of ∗ to A[[~]] ⊗K[[~]] A[[~]] is associative, i.e.,
(f ∗ g) ∗ h = f ∗ (g ∗ h) for all f, g, h ∈ A, and 1 ∈ A is a unit for ∗.
(*2) f ∗g−fg ∈ ~2A[[~]], f ∗g−g ∗f−~2{f, g} ∈ ~4A[[~]] for all f, g ∈ A or, equivalently,
D0(f, g) = fg,D1(f, g)−D1(g, f) = {f, g}.
Star-products we deal with in this paper will satisfy the following additional property.
(*3) Di is a bidifferential operator of order at most i in each variable (”bidifferential of
order at most i” means that for any f ∈ A both maps g 7→ Di(g, f) and g 7→ Di(f, g)
are differential operators of order at most i).
Note that usually a star-product is written as f ∗ g =
∑∞
i=0Di(f, g)~
i with f ∗ g − g ∗
f − ~{f, g} ∈ ~2A[[~]]. The reason why we use ~2 instead of ~ is that our choice is better
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compatible with the Rees algebra construction, which is used to pass from a filtered K-
algebra to a graded K[~]-algebra. Namely, suppose that we have an algebra A equipped
with an increasing filtration FiA. Then the Rees K[~]-module R~(A) is naturally a graded
K[~]-algebra. In most of our applications, we will have [FiA,Fj A] ⊂ Fi+j−2A for all i, j.
This condition translates to [a, b] ∈ ~2R~(A) for any a, b ∈ R~(A), which is similar to (*2).
When we consider A[[~]] as an algebra with respect to the star-product, we call it a
quantum algebra. If A[~] is a subalgebra in A[[~]] with respect to ∗, then we say that ∗ is a
polynomial star-product, A[~] is also called a quantum algebra.
Example 2.1.2 (The Weyl algebra A~). Let X = V be a finite-dimensional vector space
equipped with a constant nondegenerate Poisson bivector P . The Moyal-Weyl star-product
on A := K[V ] is defined by
f ∗ g = exp(
~2
2
P )f(x)⊗ g(y)|x=y.
Here P is considered as an element of V ⊗ V . This space acts naturally on K[V ] ⊗ K[V ]
(by contractions). The quantum algebra A~ := K[V ][~] is called the (homogeneous) Weyl
algebra.
Now we discuss group actions on quantum algebras.
Let G be an algebraic group acting on A by automorphisms. It makes sense to speak
about G-invariant star-products (~ is supposed to be G-invariant).
Recall that a G-equivariant linear map ξ 7→ Hξ : g := Lie(G)→ A is said to be a comoment
map if {Hξ, •} = ξ∗ for any ξ ∈ g. The action of G on A equipped with a comoment map
is called Hamiltonian. In the case when A is finitely generated define the moment map
µ : Spec(A) → g∗ to be the dual map to the comoment map g 7→ A. We remark that for a
given action of G a comoment map is, in general, not unique. However, for two comoment
maps ξ 7→ H1ξ , H
2
ξ the element H
1
ξ − H
2
ξ Poisson commutes with A. In particular, if the
Poisson center of A consists of scalars (for example, if A is an algebra of functions on a
smooth affine symplectic variety) then two comoment maps H1• , H
2
• differ by a G-invariant
element of g∗, i.e., there is α ∈ (g∗)G with H1ξ −H
2
ξ = 〈α, ξ〉 for any ξ ∈ g
∗.
In the quantum situation there is an analog of a comoment map defined as follows: a
G-equivariant linear map g → A[[~]], ξ 7→ Ĥξ, is said to be a quantum comoment map if
[Ĥξ, •] = ~2ξ∗ for all ξ ∈ g. If the Poisson center of A consists of scalars, then two different
quantum comoment maps differ by an element of (g∗)G[[~]], compare with the previous
paragraph.
Now let K× act on A, (t, a) 7→ t.a, by automorphisms. For instance, if A is graded,
A :=
⊕
i∈ZAi, we can consider the action coming from the grading: t.a = t
ia, a ∈ Ai.
Consider the action of K× on A[[~]] given by t.
∑∞
j=0 aj~
j =
∑∞
j=0 t
j(t.aj)~
j. If K× acts by
automorphisms of ∗, then we say that ∗ is homogeneous. Clearly, ∗ is homogeneous if and
only if the map Dl : A⊗ A→ A is homogeneous of degree −2l.
The following theorem on existence of star-products and quantum comoment maps incor-
porates results of Fedosov, [F1]-[F3], in the form we need.
Theorem 2.1.3. Let X be a smooth affine variety equipped with
• a symplectic form ω,
• a Hamiltonian action of a reductive group G, ξ 7→ Hξ being a comoment map,
• and an action of the one-dimensional torus K× by G-equivariant automorphisms such
that t.ω = t2ω, t.Hξ = t
2Hξ.
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Then there exists a G-invariant homogeneous star-product ∗ on K[X ] satisfying the additional
condition (*3) and such that ξ 7→ Hξ is a quantum comoment map.
For instance, in Example 2.1.2, ∗ satisfies the conditions of Theorem 2.1.3 with G = Sp(V )
and the action of K× given by t.v = t−1v. Note that Hξ(v) =
1
2
ω(ξv, v), ξ ∈ sp(V ), v ∈ V .
Remark 2.1.4. Actually, for a Fedosov star-product ∗ one has Di(f, g) = (−1)iDi(g, f).
This is proved, for instance, in [BW], Lemma 3.3. In particular, D1(f, g) =
1
2
{f, g} and D2
is symmetric.
Fedosov proved an analog of Theorem 2.1.3 in the C∞-setting. The explanation why his
results (except that on a quantum comoment map) hold in the algebraic setting together with
references can be found in [Lo1], Subsection 2.2. The statement on the quantum comoment
map is Theorem 2 in [F3]. Its proof can be transferred to the algebraic setting directly.
Note also that, since ∗ is G-invariant, we get a well-defined star-product on K[X ]G. In
this way, taking X = T ∗G and replacing G with G×G, one gets a G-invariant star-product
on S(g) = K[g∗]. The corresponding quantum algebra will be denoted by U~. This notation
is justified by the observation that U~/(~− 1) ∼= U , see [Lo1], Example 2.2.4, for details. We
will encounter another example of this construction in the following subsection.
2.2. W-algebras. In this subsection we review the definitions of W-algebras due to Premet,
[Pr1], and the author, [Lo1].
Recall that a nilpotent element e ∈ g is fixed and G denotes the simply connected algebraic
group with Lie algebra g, O := Ge. Choose an sl2-triple (e, h, f) in g and set Q := ZG(e, h, f).
Also introduce a grading on g by eigenvalues of ad h: g :=
⊕
i∈Z g(i), g(i) := {ξ ∈ g|[h, ξ] =
iξ}. Since h is the image of a coroot under a Lie algebra homomorphism sl2 → g, we see
that there is a unique one-parameter subgroup γ : K× → G with d1γ(1) = h.
The Killing form (·, ·) on g allows to identify g ∼= g∗, let χ = (e, •) be an element of g∗
corresponding to e. Identify O with Gχ. Note that χ defines a symplectic form ωχ on g(−1)
as follows: ωχ(ξ, η) = 〈χ, [ξ, η]〉. Fix a lagrangian subspace l ⊂ g(−1) with respect to ωχ
and set m := l ⊕
⊕
i6−2 g(i). Define the affine subspace mχ ⊂ g as in Subsection 1.1. Then,
by definition, the W -algebra W associated with (g, e) is (U/Umχ)adm := {a + Umχ|[m, a] ⊂
Umχ}.
Let us introduce a filtration on W. We have the standard PBW filtration on U (by
the order of a monomial) denoted by Fsti U . The Kazhdan filtration Ki U is defined by
Ki U :=
∑
2k+j6iF
st
k U ∩ U(j), where U(j) is the eigenspace of ad h on U with eigenvalue
j. Note that the associated graded algebra of U with respect to the Kazhdan filtration is
still naturally isomorphic to the symmetric algebra S(g). Being a subquotient of U , the
W -algebra W inherits the Kazhdan filtration (denoted by KiW). It is easy to see that
K0 U ⊂ Umχ +K and hence K0W = K.
There are two disadvantages of this definition ofW. First, formally it depends on a choice
of l ⊂ g(−1). Second, one cannot see an action of Q on W from it. Both disadvantages
are remedied by a ramification of Premet’s definition given by Gan and Ginzburg in [GG].
Namely, they checked that there is a natural isomorphism (U/Ug6−2,χ)ad g6−1 → W, where
g6k :=
∑
i6k g(i), g6−2,χ := {ξ−〈χ, ξ〉|ξ ∈ g6−2}. Since all g6k are Q-stable, the group Q acts
naturally on (U/Ug6−2,χ)ad g6−1 and it is clear that the action is by algebra automorphisms.
Also Premet checked in [Pr2] that there is an inclusion q →֒ W compatible with the action
of Q in the sense explained in the Introduction.
FINITE DIMENSIONAL REPRESENTATIONS OF W -ALGEBRAS 13
Finally, note that there is a natural homomorphism Z(g) →֒ Uadm → (U/Umχ)adm.
Premet checked in [Pr2] that it is injective and identifies Z(g) with the center of W.
Now let us recall the definition ofW given in [Lo1]. Define the Slodowy slice S := e+zg(f).
It will be convenient for us to consider S as a subvariety in g∗ via the identification g ∼= g∗.
Define the Kazhdan action of K× on g∗ by t.α = t−2γ(t)α for α ∈ g∗(i) := g(i)∗. This
action preserves S and, moreover, limt→∞ t.s = χ for all s ∈ S. Define the equivariant
Slodowy slice X := G × S. The variety X is naturally embedded into T ∗G = G × g∗.
Here we use the trivialization of T ∗G by left-invariant 1-forms to identify T ∗G with G× g∗.
Equip T ∗G with a K×-action given by t.(g, α) = (gγ(t)−1, t−2γ(t)α) and with a Q-action by
q.(g, α) = (gq−1, qα), q ∈ Q, g ∈ G,α ∈ g∗. The equivariant Slodowy slice is stable under
both actions. The action of G×Q on T ∗G (and hence on X) is Hamiltonian with a moment
map µ given by 〈µ(g, α), (ξ, η)〉 = 〈Ad(g)α, ξ〉+ 〈α, η〉, ξ ∈ g, η ∈ q.
According to [Lo1], Subsection 3.1, the Fedosov star-product on K[X ] is polynomial. So
we have a quantum algebra W˜~ := K[X ][~] (the equivariant W-algebra).
Taking the G-invariants in W˜~, we get a homogeneous Q-equivariant star-product ∗ on
W~ := K[S][~] together with a quantum comoment map q → K[S]. This map is injective
because the action of Q on X is free. Note that the grading on W~ induces a filtration on
W~/(~− 1). Also note that the quantum comoment map g→ W˜~ gives rise to a homomor-
phism UG
~
→ W~. So we get a homomorphism Z(g) →֒ W~/(~ − 1). It is not difficult to
check that this homomorphism is an isomorphism of Z(g) onto the center of W but we will
not give a direct proof of this.
Theorem 2.2.1. There is a Q-equivariant isomorphismW~/(~−1) ∼=W of filtered algebras
intertwining the homomorphisms from Z(g).
Almost for sure, one can assume, in addition, that an isomorphism intertwines also the
embeddings of q. However, a slightly weaker claim follows from the Q-equivariance: namely,
that the embeddings of q into W ∼=W~/(~− 1) differ by a character of q.
A version of this theorem, which did not take the embeddings of Z(g) into account, was
proved in [Lo1], Corollary 3.3.3. To see that this isomorphism intertwines the maps from
Z(g) one can argue as follows. According to [Lo1], Remark 3.1.3, we have a G-equivariant
isomorphism of W˜~/(~ − 1) and the algebra D(G, e) := (D(G)/D(G)mχ)adm, where m is
embedded into D(G) via the velocity vector field map for the right G-action. For both
algebras we have quantum comoment maps g → W˜~/(~ − 1),D(G, e). This G-equivariant
isomorphism intertwines the quantum comoment maps because G is semisimple. The iso-
morphism in Theorem 2.2.1 is obtained by restricting this G-equivariant isomorphism to the
G-invariants. So the maps from Z(g) are indeed intertwined.
2.3. Decomposition theorem. In a sense, the decomposition theorem is a basic result
about W-algebras. In a sentence, it says that, up to completions, the universal enveloping
algebra is decomposed into the tensor product of the W-algebra and of a Weyl algebra. We
start with an equivariant version of this theorem.
Apply Theorem 2.1.3 to X, T ∗G. We get a G×Q-equivariant homogeneous star-product
∗ on X and T ∗G together with quantum comoment maps g× q→ K[X ][[~]],K[T ∗G][[~]].
Since the star-products on both K[X ][[~]] and K[T ∗G][[~]] are differential, we can extend
them to the completions K[X ]∧Gx[[~]],K[T
∗G]∧Gx[[~]] along the G-orbit Gx, where x = (1, χ).
These algebras come equipped with natural topologies – the topologies of completions.
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Set V := [g, f ]. Equip V with the symplectic form ω(ξ, η) = 〈χ, [ξ, η]〉, the action of
K× : t.v = γ(t)−1v and the natural action of Q.
Theorem 2.3.1. There is a G×Q×K×-equivariant K[[~]]-linear isomorphism
Φ~ : K[T
∗G]∧Gx[[~]]→ K[X ]
∧
Gx[[~]]⊗̂K[[~]]K[V
∗]∧0 [[~]]
intertwining the quantum comoment maps from g× q.
Here ⊗̂ stands for the completed tensor product (i.e., we consider the tensor product of
the topological algebras K[X ]∧Gx[[~]],K[V
∗]∧0 [[~]] and then complete this tensor product with
respect to the induced topology).
Proof. Recall from the proof of Theorem 3.3.1 in [Lo1] that there is a G×Q×K×-equivariant
isomorphism ϕ : K[T ∗G]∧Gx → K[X ]
∧
Gx⊗̂K[V
∗]∧0 of Poisson algebras. We remark that the
centers of the algebras in interest consist of scalars. The automorphism ϕ isG×Q-equivariant
so it intertwines the classical comoment maps perhaps up to a character of g × q, see the
explanation on the difference between two classical comoment maps in Subsection 2.1. Let
us remark that the functions Hξ have degree 2 with respect to the K
×-action. Since ϕ is K×-
equivariant, and the centers of our algebras consist of scalars, we see that the character has
to vanish. Identify A := K[T ∗G]∧Gx and K[X ]
∧
Gx⊗̂K[V
∗]∧0 by means of ϕ. Let ∗, ∗
′ denote the
two star-products on A[[~]]. Then there is Φ~ = id+
∑∞
i=1 Ti~
2i, where Ti is a G×Q-invariant
differential operator of degree −2i with respect to K×, with Φ~(f) ∗′ Φ~(g) = Φ~(f ∗ g), see
Theorem 3.3.1 in [Lo1]. We need to check that Φ~(Hξ) = Hξ.
We claim that T1 is a derivation of A. To prove this consider the equality Φ~(f)∗′Φ~(g) =
Φ~(f ∗ g), f, g ∈ A, modulo ~4. We have
Φ~(f) ∗
′ Φ~(g) ≡ (f + T1(f)~
2) ∗′ (g + T1(g)~
2) ≡
≡ fg + (fT1(g) + T1(f)g)~
2 ++
1
2
{f, g}~2 mod ~4,
Φ~(f ∗ g) ≡ f ∗ g + T1(f ∗ g) ≡ fg +
1
2
{f, g}~2 + T1(fg)~
2 mod ~4.
These two congruences imply the claim. Now consider the skew-symmetric parts of the
coefficients of ~4. Using the fact that D2 is symmetric, see Remark 2.1.4, we see that this
part in Φ(f)∗′Φ(g) equals {T1(f), g}~4+{f, T1(g)}~4, while for Φ~(f∗g) we have T1({f, g})~4.
Comparing the two, we deduce that T1 annihilates the Poisson bracket.
Let η be the vector field on (T ∗G)∧Gx corresponding to T1. SinceH
1
DR(T
∗G∧Gx) = H
1
DR(G) =
{0}, we see that η is a Hamiltonian vector field. So T1 = {f, ·} for some G×Q-equivariant
function f . So T1(Hξ) = {f,Hξ} = 0 for any ξ ∈ g× q. In other words, Φ~(Hξ)−Hξ ∈ ~4A.
On the other hand, Φ~(Hξ)−Hξ is a central element (hence lies in K[[~]]) and has degree 2
with respect to the K×-action. So this element is zero. 
Remark 2.3.2. In the proof of the theorem we used the semisimplicity of G. However, The-
orem 2.3.1 holds for a general reductive group too (we will need this situation in a subsequent
paper). To show this suppose, at first, that G = Z ×G0, where Z := Z(G)◦, G0 := (G,G).
Then T ∗G = T ∗Z × T ∗G0 and X = T ∗Z × X0, where X0 is the equivariant Slodowy
slice for G0. Also we have the decomposition Q = Z × Q0, Q0 := Q ∩ G0. Choose a
Z × K×-invariant symplectic connection on T ∗Z, and G0 × Q0 × K×-invariant symplec-
tic connections on T ∗(G,G) and X0. Equip T
∗G and X with the products of the corre-
sponding connections. Then for Φ~ we can take the product of the identity isomorphism
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K[T ∗Z]∧Z [[~]]→ K[T
∗Z]∧Z [[~]] and an isomorphism
K[T ∗G0]
∧
G0x
[[~]]→ K[X0]
∧
G0x
[[~]]⊗̂K[[~]]K[V
∗]∧0 [[~]],
satisfying the conditions of the theorem.
In general, to get the decomposition G = Z ×G0 one needs to replace G with a covering.
So let G = (Z ×G0)/Γ, where Γ is a finite central subgroup in Z ×G0. An isomorphism Φ~
from the previous paragraph is Γ-equivariant. Its restriction to Γ-invariants has the required
properties.
Consider the quantum algebras U~ := K[g∗][~] = K[T ∗G][~]G,U∧~ := K[g
∗]∧χ[[~]],A
∧
~
:=
K[V ∗]∧0 [[~]],W~ := K[S][~],W
∧
~
:= K[S]∧χ [[~]] and finally A
∧
~
(W∧
~
) := A∧
~
⊗̂K[[~]]W∧~ .
Restricting Φ~ from Theorem 2.3.1 to the G-invariants, we get a Q-and K
×-equivariant
isomorphism Φ~ : U∧~ → A
∧
~
(W∧
~
) of topological K[[~]]-algebras. Till the end of the paper
we fix this isomorphism.
2.4. Completions of quantum algebras. Let A be a finitely generated Poisson algebra,
and A~ = A[~] be a quantum algebra with a star-product f ∗ g =
∑∞
i=0Di(f, g)~
2i satisfying
the condition (*3). Suppose that A is graded, A =
⊕
i∈ZAi with {Ai, Aj} ⊂ Ai+j−2. Further,
suppose that ∗ is homogeneous.
Choose a K×-invariant point χ ∈ Spec(A). We have the natural structure of a quantum
algebra on A∧
~
:= A∧χ [[~]]. We will be particularly interested in A~ = U~,W~ (equipped with
the Kazhdan K×-actions) with χ = (e, ·).
Let I∧χ,~ denote the inverse image of the maximal ideal mχ ⊂ A
∧
χ of χ in A
∧
~
and Iχ,~ :=
I∧χ,~ ∩ A~. Then I
∧
χ,~, Iχ,~ are two-sided ideals of the corresponding quantum algebras and
their powers (I∧χ,~)
m, Imχ,~ with respect to the star-products coincide with the powers with
respect to the commutative products. The last claim follows easily from (*3). Now it is very
easy to see that A∧
~
is naturally isomorphic to the completion lim←−kA~/I
k
χ,~. If a group Q
acts on A preserving χ and ∗, then we have a natural action of Q on A∧
~
.
Let M~ be a finitely generated A~-module. To M~ one can assign its completion M∧~ :=
lim←−M~/I
k
χ,~M~, which has a natural structure of an A
∧
~
-module. If M~ is K
×-equivariant,
then so is M∧
~
.
Proposition 2.4.1. (1) M∧
~
= A∧
~
⊗A~ M~ and the functor M~ 7→ M
∧
~
is exact.
(2) M∧
~
= 0 if and only if χ 6∈ V(M~).
(3) If M~ is K[~]-flat, then M∧~ is K[[~]]-flat.
(4) M∧
~
/~M∧
~
coincides with the completion (M~/~M~)∧χ of the A~/(~)-moduleM~/~M~
at χ.
The proof of this proposition involves a standard machinery of blow-up algebras, compare
with [E], Chapter 7.
For an associative algebra A and a two-sided ideal J ⊂ A one can form the blow-up
algebra BlJ (A) =
⊕∞
i=0 J
i. This algebra is positively graded. To ensure nice properties
of the completion lim←−iA/J
i we need to make sure that the blow-up algebra BlJ (A) is
Noetherian.
Lemma 2.4.2. Let A be a K[~]-algebra and J be a two-sided ideal of A containing ~.
Suppose that A is complete and separated in the ~-adic topology. Further, suppose that the
algebra A/(~) is commutative and Noetherian. Finally, suppose that [J ,J ] ⊂ ~J . Then
the algebra BlJ (A) is Noetherian.
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Proof. Consider the completed blow-up algebra BˆlJ (A) :=
∏∞
i=0J
i. Let ~, ~′ denote the
images of ~ ∈ A under the embeddings A,J →֒ BlJ (A). Since A is complete in the ~-adic
topology, we see that BˆlJ (A) is complete in the (~, ~′)-adic topology.
Consider the algebra BˆlJ (A)/(~, ~′) =
∏∞
i=0 J
i/~J i−1 (here we assume that J −1 = J 0 =
A). It has a decreasing filtration Fi BˆlJ (A)/(~, ~′) :=
∏
j>iJ
j/~J j−1. The associated
graded algebra is nothing else but
⊕
i=0 J
i/~J i−1 = BlJ (A)/(~, ~′). Let us show that the
last algebra is commutative and Noetherian.
Commutativity of BlJ (A)/(~, ~′) means [J i,J j] ⊂ ~J i+j−1. This follows easily from
[J ,J ] ⊂ ~J . The algebra BlJ (A)/(~, ~′) is commutative and generated by J /(~) over the
Noetherian algebra A~/(~). It follows that BlJ (A)/(~, ~′) is Noetherian.
Since BlJ (A)/(~, ~′) is the associated graded of BˆlJ (A)/(~, ~′) with respect to the com-
plete separated filtration, we see that BˆlJ (A)/(~, ~
′) is Noetherian. Since BˆlJ (A) is com-
plete in the (~, ~′)-adic topology, and the quotient BˆlJ (A)/(~, ~′) is Noetherian, we see that
BˆlJ (A) itself is Noetherian.
Let us show that the Noetherian property for BˆlJ (A) implies that for BlJ (A). More
generally, let B :=
⊕
i>0Bi be a Z>0-graded algebra and let Bˆ be the completion with
respect to this grading (e.g., B = BlJ (A), Bˆ = BˆlJ (A)). Suppose that Bˆ is Noetherian. We
want to prove that B is also Noetherian.
Consider the algebra Bˆ[~]. It is Noetherian. We have a K×-action on Bˆ[~] defined as
follows: the action on Bˆ is induced from the grading on B, while t.~ := t−1~ for any
t ∈ K×. Consider the embedding B → Bˆ[~] sending b ∈ Bi to b~i. This embedding gives an
identification B ∼= Bˆ[~]K
×
.
Pick a left ideal I ⊂ B = Bˆ[~]K
×
. The left Bˆ[~]-ideal Bˆ[~]I is generated by elements
j1, . . . , jk ∈ I. We claim that j1, . . . , jk generate the left ideal I ⊂ B. Indeed, let j ∈ I and
let b1, . . . , bk ∈ Bˆ[~] be such that j =
∑k
i=1 biji. Write bi :=
∑di
l=0 bil~
l and bil :=
∑
q>0 b
q
il
with bqil ∈ Bq. Then b
′
i :=
∑di
l=0 b
l
il~
l lies in Bˆ[~]K
×
and j =
∑k
i=1 b
′
iji. 
Proof of Proposition 2.4.1. Let us prove the first claim.
First of all, we remark that the algebra A~ is Noetherian (this can be proved using the
standard argument of Hilbert, since A~ = A[~] as a vector space, A~/(~) = A, and A is
Noetherian).
Consider the completion A′
~
of A~ in the ~-adic topology. To any (left) finitely generated
A~-module M~ one can assign its completion M′~ := lim←−M~/~
kM~, which has a natural
structure of a A′
~
-module. The blow-up algebra Bl(~)(A~) is nothing else but the polynomial
algebra A~[~] and, in particular, is Noetherian. So applying the argument of [E], Chapter 7,
we see that
(1) the functor of the ~-adic completion is exact.
(2) M′
~
= A′
~
⊗A~ M~.
Let I ′χ,~ be the completion of Iχ,~ in the ~-adic topology. Lemma 2.4.2 applies to A := A
′
~
and J := I ′χ,~ because [J ,J ] ⊂ ~
2A. So BlJ (A) is Noetherian. It follows that the Artin-
Rees lemma (see, for example, [E], Chapter 5) holds for J ⊂ A.
Following the proof in the commutative case that can be found in [E], chapter 7, we prove
assertion (1). Assertions (3) and (4) follow from the exactness of 0 → M∧
~
~
−→ M∧
~
→
(M~/~M~)∧χ → 0, which stems from (1). Assertion (2) follows from (4). 
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In the sequel we will need the following corollary of Proposition 2.4.1.
Corollary 2.4.3. Let I~ be a right ideal in A~, M~ be an A~-bimodule that is finitely
generated as a left A~-module. Let M~ be the annihilator (of the right action) of I~ in M~.
Then the annihilator of I~ in M∧~ coincides with M
∧
~
.
Proof. At first, consider the case where I~ is generated by a single element, say a. Consider
the exact sequence 0 → M~ → M~
·a
−→ M~. By assertion (1) of Proposition 2.4.1, the
completion functor is exact. The same assertion implies that the completion functor is Aop
~
-
linear. So we get the exact sequence 0 →M∧
~
→M∧
~
·a
−→M∧
~
. This completes the proof in
the case when I~ is generated by one element.
Let us proceed to the general case. The ideal I~ is generated by some elements a1, . . . , ak.
LetMi
~
stand for the right annihilator of ai inM~. ThenM~ =
⋂
iM
i
~
. Since the completion
functor is exact, we see that M∧
~
=
⋂
iM
i∧
~
. To complete the proof apply the result of the
previous paragraph. 
Lemma 2.4.4. (1) The algebra A∧
~
is Noetherian.
(2) Any finitely generated left A∧
~
-module is complete and separated with respect to I∧χ,~-
adic topology.
(3) Any submodule in a finitely generated A∧
~
-module is closed with respect to I∧χ,~-adic
topology.
Proof. Assertion (1) is easy, for example, it follows from the observation that A∧
~
is complete
in the ~-adic topology, and A∧
~
/(~) = A∧χ is Noetherian. To prove (2) and (3) we notice that
Lemma 2.4.2 applies to A := A∧
~
,J := I∧χ,~. So the Artin-Rees lemma holds for J ⊂ A. (3)
and the claim in (2) that the filtration is complete are direct corollaries of the Artin-Rees
lemma. The claim in (2) that the filtration is separated is proved in the same way as the
Krull separation theorem, compare with [E], Section 5.3. 
2.5. Harish-Chandra bimodules over quantum algebras. In this subsection we will
introduce categories of Harish-Chandra bimodules for the quantum algebras U~,W~,U∧~ ,W
∧
~
and their Q-equivariant analogs.
Equip U~ with the ”doubled” usual K×-action (t.ξ = t2ξ, t.~ = t~, t ∈ K×, ξ ∈ g) and W~
with the Kazhdan K×-action. For A~ = U~ or W~ we say that a graded A~-bimodule M~,
where the left and the right actions of K[~] coincide, is Harish-Chandra if
(i) M~ is K[~]-flat.
(ii) M~ is finitely generated as a A~-bimodule.
(iii) [a,m] ∈ ~2M~ for any a ∈ A~, m ∈M~.
The following lemma describes simplest properties of Harish-Chandra bimodules.
Lemma 2.5.1. (1) M~ is finitely generated both as a left and as a right A~-module.
(2) All graded components of M~ are finite dimensional.
(3) For A~ = U~ the adjoint action of g on M~: (ξ,m) 7→
1
~2
[ξ,m], ξ ∈ g, m ∈ M~, is
locally finite.
Proof. Letm1, . . . , mk be homogeneous generators of theA~-bimoduleM~ and letM~ be the
left submodule inM~ generated by m1, . . . , mk. From (iii) it follows thatM~ =M~+~M~.
But A~ is positively graded. So (ii) implies that the grading onM~ is bounded from below.
Now the proof of (1) follows easily.
(2) follows from (ii).
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To prove (3) we note that the map M~ → M~, m 7→
1
~2
[ξ,m], ξ ∈ g, preserves the
grading. 
LetM∈ HC(U). Slightly modifying a standard definition, we say that a filtration FiM is
good if it is ad(g)-stable, compatible with the ”doubled” standard filtration Fi U := F
st
[i/2] U
on U , and grM is a finitely generated grU = S(g)-module. To construct a good filtration
take an ad(g)-stable finite dimensional subspace M0 ⊂M generatingM as a bimodule, and
set FiM := Fi UM0.
Given a good filtration FiM on HC(U) form the Rees U~ = R~(U)-bimodule R~(M) =⊕
i∈Z ~
i FiM. Then R~(M) becomes an object in HC(U~), the i-th graded component
being ~i FiM. Conversely, for M~ ∈ HC(U~) the quotient M~/(~ − 1)M~ lies in HC(U)
and the filtration induced by the grading on M~ is good. It is clear that the assignments
M 7→ R~(M),M~ 7→ M~/(~ − 1)M~ are quasiinverse functors between the category of
Harish-Chandra bimodules equipped with a good filtration and the category HC(U~).
Now let N be aW-bimodule. We say thatN is Harish-Chandra if there is a filtration FiN
on N such that R~(N ) ∈ HC(W~), equivalently, grN is a finitely generated K[S]-module,
and the filtration FiN is almost commutative in the sense that [KiW,FjN ] ⊂ Fi+j−2N .
Recall the subgroup Q := ZG(e, h, f) ⊂ G. Now let us define Q-equivariant Harish-
ChandraW~-bimodules. We say that a HCW~-bimoduleN~ is Q-equivariant if it is equipped
with a Q-action such that
(iQ) The Q-action preserves the grading.
(iiQ) The structure map W~ ⊗N~ ⊗W~ → N~ is Q-equivariant.
(iiiQ) The differential of the Q-action on N~ coincides with the the action of q →֒ W~ given
by 1
~2
[ξ, ·], ξ ∈ q.
Analogously we define the category HCQ(W) ofQ-equivariant Harish-ChandraW-bimodules.
Now let us introduce suitable categories for the completed algebras U∧
~
,W∧
~
. Consider the
Kazhdan actions of K× on A∧
~
:= U∧
~
or W∧
~
.
We say that a K×-weakly equivariant A∧
~
-bimodule M′
~
, where the left and the right
actions of K[[~]] coincide, is Harish-Chandra if
(i∧) M′
~
is K[[~]]-flat.
(ii∧) M′
~
is a finitely generated A∧
~
-bimodule and is complete in the I∧χ,~-adic topology.
(iii∧) [a,m] ∈ ~2M′
~
for any a ∈ A∧
~
, m ∈M′
~
.
We remark that (ii∧) and (iii∧) easily imply that M′
~
is finitely generated both as a left
and as a right A∧
~
-module. Conversely, any finitely generated left A∧
~
-module is complete
in the I∧χ,~-adic topology, see Lemma 2.4.4. The category of Harish-Chandra A
∧
~
-bimodules
will be denoted by HC(A∧
~
).
The definition of a Q-equivariant Harish-Chandra A∧
~
-bimodule is given by analogy with
that of a Q-equivariant Harish-Chandra W~-bimodule (one should replace (iQ) with the
condition that the Q-action commutes with the K×-action). The category of Q-equivariant
Harish-Chandra A∧
~
-bimodules is denoted by HCQ(A∧
~
).
We remark that the categories HC(U~),HC
Q(U∧
~
) etc. are K[~]-linear but not abelian
(due to the flatness condition, cokernels are undefined in general). It still makes sense to
speak about exact sequences in our categories. Also the categories under consideration have
tensor product functors: for instance, forM1
~
,M2
~
∈ HC(A∧
~
), one can take the usual tensor
productM~⊗A∧
~
N~ of bimodules and then take its quotient by the ~-torsion. So this tensor
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product satisfies (i∧). Clearly, it satisfies (iii∧). To see that it satisfies (ii∧) we remark that
M1
~
⊗A∧
~
M2
~
is finitely generated as a left A∧
~
-module, because M1
~
,M2
~
are.
The categories HC(U~) and HC
Q(U∧
~
) are related via the completion functor as explained
in the following lemma.
Lemma 2.5.2. Let M~ ∈ HC(U~).
(1) The completion M∧
~
:= lim←−M~/I
k
χ,~M~ has a natural structure of a Q-equivariant
Harish-Chandra U∧
~
-bimodule.
(2) The completion functor HC(U~)→ HC
Q(U∧
~
) is exact and tensor.
Proof. To see that M∧
~
is indeed a U∧
~
-bimodule we remark that Ikχ,~M~ = M~I
k
χ,~ thanks
to (iii). Equip M~ with a Kazhdan K×-action: (t,m) 7→ t2iγ(t)m for m of degree i and with
a Q-action restricted from the G-action (the latter is integrated from the adjoint g-action,
ξ 7→ 1
~2
ad(ξ)). It is straightforward to verify that M∧
~
becomes an object of HCQ(U∧
~
).
(2) follows from assertion (1) of Proposition 2.4.1. 
Similarly, we have a completion functor HCQ(W~)→ HC
Q(W∧
~
).
3. Construction of functors
3.1. Correspondence between ideals. Here we recall the construction of mappings be-
tween the sets Id(W), Id(U), see [Lo1], Subsection 3.4 for details and proofs.
Recall the algebras U~,U∧~ ,W~,W
∧
~
,A~,A
∧
~
,A∧
~
(W∧
~
) and the isomorphism Φ~ : U∧~ →
A∧
~
(W∧
~
) established in Subsection 2.3.
The map I 7→ I† : Id(W)→ Id(U) is constructed as follows. Equip I with the filtration
restricted from the Kazhdan filtration on W. Construct the ideal I~ := R~(I) ⊂ R~(W) =
W~ and take its completion I∧~ ⊂ W
∧
~
. Then construct the ideal A∧
~
(I∧
~
) := A∧
~
⊗̂K[[~]]I∧~ in
A∧
~
(W∧
~
) = U∧
~
. Taking its intersection with U~ ⊂ U
∧
~
, we get an ideal I†
~
⊂ U~. Finally,
set I† := I†
~
/(~ − 1)I†
~
. We remark that, by construction, the map I 7→ I† is Q-invariant:
(qI)† = I† for any q ∈ Q.
To construct a map J 7→ J† : Id(U)→ Id(W) we, first, pass from J to J~ := R~(J ) ⊂ U~
and then to its completion J ∧
~
⊂ U∧
~
= A∧
~
(W∧
~
). The completion is ~-saturated and
hence has the form A∧
~
(I∧
~
) for a unique K×-stable ideal I∧
~
. Then take the intersection
I~ := I∧~ ∩W~ (I~ is indeed dense in I
∧
~
) and, finally, set J† := I~/(~− 1). The ideal J† is
Q-stable for any J .
These two maps enjoy the following properties ([Lo1], Theorem 1.2.2 and its proof in
Subsection 3.4).
Theorem 3.1.1. (i) (I1 ∩ I2)† = I
†
1 ∩ I
†
2.
(ii) I ⊃ (I†)† and J ⊂ (J†)† for any I ∈ Id(W),J ∈ Id(U).
(iii) I† ∩ Z(g) = I ∩ Z(g). In the r.h.s. Z(g) is embedded into W as explained in
Subsection 2.2.
(iv) I† is primitive provided I is.
(v) For any primitive J ∈ IdO(U) we have {I ∈ Idfin(W)|I† = J } = {I ∈ Idfin(W)|J† ⊂
I}.
(vi) codimW J† = multO U/J provided O is an irreducible component of V(U/J ).
(vii) Let I ∈ Idfin(W) be primitive. Then Grk(U/I†) 6 Grk(W/I) = (dimW/I)1/2.
Here Grk stands for the Goldie rank.
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Remark 3.1.2. Actually, J† ∩ Z(g) ⊃ J ∩ Z(g). This can be proved either using an
alternative description of J† given in Subsection 3.5 or deduced directly from the construction
of J† above in this subsection.
Remark 3.1.3. Actually, one can show that I ∈ Idfin(W) implies I† ∈ IdO(U). Indeed,
we have seen in [Lo1] that this holds provided I is primitive. The proof is based on the
Joseph irreducibility theorem: V(U/J ) is irreducible for any primitive ideal J ⊂ U . Let us
deduce the assertion for an arbitrary I ∈ Idfin(W). Assertion (i) of Theorem 3.1.1 shows
that it holds for all semiprime ideals from Idfin(W). Tracking the construction of I 7→ I†
one can see that (I†)k ⊂ (Ik)†. This yields the assertion in the general case.
However, it is possible to prove that I† ∈ IdO(U) for I ∈ Idfin(W) without referring to
the Joseph theorem and deduce the latter from here. We will make a remark about this,
Remark 3.4.4. The only part of Theorem 3.1.1 used in Remark 3.4.4 is (ii), which is pretty
straightforward from the constructions.
3.2. Homogeneous vector bundles. In this subsection we will establish category equiva-
lences between various ramifications of the category of homogeneous vector bundles. As we
pointed out in Subsection 1.6.3, the results of this section should be considered as induction
steps for the proofs of results on Harish-Chandra U~ and U∧~ -bimodules.
Let G be an arbitrary connected reductive algebraic group and H be a subgroup of G such
that
(A) G/H is quasi-affine (H is observable in the terminology of [Gr]).
(B) K[G/H ] is finitely generated.
Consider the category HVBG/H of homogeneous vector bundles on G/H , i.e., of G-
equivariant coherent sheaves on G/H .
Lemma 3.2.1. (1) If H ⊂ G satisfies (A),(B), then H◦ does.
(2) If H ⊂ G satisfies (A),(B), then Γ(G/H,M) is a finitely generated K[G/H ]-module
for any M ∈ HVBG/H .
(3) For any x ∈ g ∼= g∗ the stabilizer Gx satisfies (A),(B).
Proof. (1): For H◦ assertion (A) follows from [Gr], Corollary 2.3, and (B) follows from [Gr],
Theorem 4.1.
(2): This follows from [Gr], Lemma 23.1(h).
(3): This follows [Gr], Theorem 4.3, since Gx consists of finitely many orbits of even
dimension. 
We need the following categories related to HVBG/H . First of all, we consider the category
ModH of finite dimensional H-modules.
To construct the second category fix an affine G-variety X such that there is an open G-
equivariant embedding G/H →֒ X with codimX X \ (G/H) > 2. We remark that K[G/H ] is
the normalization of K[X ]. Then let CohG(X) denote the category of G-equivariant coherent
sheaves on X . This category has the Serre subcategory consisting of all modules supported
on X \G/H . The quotient category will be denoted by HVBXG/H .
Finally, fix an H-stable point x ∈ G/H . Consider the category HVB∧G/H consisting of
all finitely generated K[G/H ]∧x -modules M equipped additionally with actions of g and H
subject to the following compatibility conditions:
(a) The action map K[G/H ]∧x ⊗M →M is g- and H-equivariant.
(b) The action map g⊗M →M is H-equivariant.
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(c) The differential of the H-action on M coincides with the restriction of the g-action
to h.
We have various functors between the categories in interest. For instance, to P ∈ ModH
we can assign the homogeneous vector bundle F1(P ) := G ∗H P on G/H with fiber P , see,
for instance, [PV], Section 4.8, for details. It is clear that the functor F1 is an equivalence,
a quasi-inverse equivalence F−11 is given by taking the fiber at x. Further, we have the
completion functor F2 : HVBG/H → HVB
∧
G/H . The H-action on the completion comes
from the H-action on G ∗H P restricted from the G-action. It is given by the equality
h.(g ∗H v) = hgh−1 ∗H hv, g ∈ G, h ∈ H, v ∈ P .
Then we can consider the functor F3 : HVB
∧
G/H → ModH ,M 7→ M/mxM , where mx
denotes the maximal ideal in K[G/H ]∧x . It is clear that F3 ◦ F2 ◦ F1 = id. Finally, we
have the functor F˜4 : Coh
G(X) → HVBG/H of restriction to G/H . It induces the functor
F4 : HVB
X
G/H → HVBG/H .
Proposition 3.2.2. The functors F2,F3,F4 are equivalences.
Proof. Let us show that F4 is an equivalence. Thanks to assertion (2) of Lemma 3.2.1,
Γ(G/H,M) is finitely generated as a K[G/H ]- and hence also as a K[X ]-module for any
M ∈ HVB∧G/H . So we can consider Γ(G/H,M) as an object of Coh
G(X). Let F ′4(M) be the
image of Γ(G/H,M) in HVBXG/H . It is clear that Γ(G/H, •) is right adjoint to F˜4. Since M
can be extended to at least some coherent sheaf on X and X is affine, we see that the fiber
of Γ(G/H,M) in x is the same as that ofM . This observation implies that F ′4 is a two-sided
inverse to F4.
Now let us show that F3 is an equivalence. For this it is enough to show that F2 ◦F1 ◦F3
is isomorphic to the identity functor. So we need to produce a functorial isomorphism
M → M ′ := F2 ◦ F1(P ), where P := F3(M) = M/mxM . To do this we will need to
interpret M ′ differently. Namely, consider the space Homh(U , P ) of linear maps ϕ : U → P
that are h-equivariant in the sense that ϕ(ξu) = ξ.ϕ(u) for any u ∈ U , ξ ∈ h. To establish
an isomorphism M →M ′ we will proceed as follows:
(1) construct some natural maps ι : M → Homh(U , P ), ι′ : M ′ → Homh(U , P ),
(2) equip Homh(U , P ) with g- and H-actions and with a K[G/H ]∧x -module structure so
that ι, ι′ become g- and H-equivariant K[G/H ]∧x -module homomorphisms,
(3) Show that ι, ι′ are injective,
(4) Show that ι′ is surjective,
(5) Show that ι′−1 ◦ ι is surjective.
Since the pair (M ′, ι′) is a special case of (M, ι) (because F3(M) = P ), it is enough to
perform steps (1)-(3) only for (M, ι).
(1): Let π : M → P denote the projection. Recall that we have a g- and hence a U-action
on M . Map a pair (u,m), u ∈ U , m ∈ M, to π(um). This is an H-equivariant bilinear
map, in particular, π(ξum) = ξπ(um) for any ξ ∈ h. In other words, we get a linear map
ι : M → Homh(U , P ).
(2): The group H and the algebra g act on Homh(U , P ) by [η.ϕ](u) = ϕ(uη), [h.ϕ](u) =
hϕ(h−1.u), η ∈ g, h ∈ H (it is straightforward to check that the actions are well-defined).
The map ι becomes g- and H-equivariant.
Also Homh(U , P ) is a K[G/H ]∧x -module: for f ∈ K[G/H ]
∧
x , ϕ ∈ Hom(U , P ) we define fϕ
using the Leibnitz rule: if [fϕ](u) is already defined, then we set [fϕ](ηu) := (η.f)(x)ϕ(u)+
f(x)ϕ(ηu). It is clear that the multiplication is well-defined and ι is K[G/H ]∧x -linear. Finally,
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it is straight-forward to check that the K[G/H ]∧x -, g-, and H-actions we have introduced
satisfy the compatibility conditions (a)-(c) above.
(3): Let us check that ι is injective. Assume the converse, then there is m 6= 0 with
π(um) = 0 for all u ∈ U . But the velocity vector fields ξ∗, ξ ∈ g, span the K[G/H ]∧x -module
Der(K[G/H ]∧x). It follows that m ∈
⋂
nm
n
xM . Since M is finitely generated, the latter
intersection is zero by the Krull separation theorem.
(4): Let us show that ι′ is surjective. Pick a subspace V ⊂ g complimentary to h. We
have a natural map τ : Homh(U , P )→ Hom(SV, P ) of restriction to SV ⊂ U and this map
is injective thanks to the PBW theorem. Let us recall that M ′ is nothing but the space of
sections of F1(P ) = G∗H P over the formal neighborhood of x that is just a formal polydisc.
The velocity vector map ξ 7→ ξx identifies V with the tangent space to G/H at x. From this
it follows that τ ◦ ι′ : M ′ → Homh(SV, P ) is surjective. So ι
′ is surjective.
(5): Let us check that ι′−1 ◦ ι is surjective. Since M ′ is finitely generated, to do this it is
enough to prove that the induced map M/mxM → M ′/mxM ′ is surjective. Analyzing the
defintions of ι, ι′ we see that the map under consideration is just the identity map P → P .
Finally, let us remark that, by its construction, the homomorphism ι′−1 ◦ ι : M → M ′ is
functorial. 
We need an alternative description of the equivalence F4 ◦F1 ◦F3 : HVB
∧
G/H → HVB
X
G/H .
This description will be crucial in the sequel, compare with Subsection 1.6.3. For a g-module
M by MG−l.f. we denote the sum of all finite dimensional submodules in Mg−l.f., where the
g-action can be integrated to an algebraic G-action. Of course, if G is simply connected
semisimple group (which is our usual convention), then MG−l.f. =Mg−l.f..
Pick M ∈ HVB∧G/H . Consider the subspace MG−l.f. ⊂ M . It is H-stable, let ρ denote
the corresponding representation of H in MG−l.f.. On the other hand, M has the structure
of a G-module integrated from the g-action. Restricting the representation of G to H , we
get the representation ρ′ of H in MG−l.f.. The action map g ⊗MG−l.f. → M is equivariant
with respect to both representations ρ, ρ′. So ρ(h)ρ′(h)−1 commutes with G for any h ∈ H .
The differentials of ρ, ρ′ coincide hence ρ(h) = ρ′(h) for any h ∈ H◦. So σ(h) = ρ(h)ρ′(h)−1
defines a representation of H/H◦ in MG−l.f. commuting with G. The following proposition
shows that F4 ◦ F1 ◦ F3(M) coincides with the image of M
H/H◦
G−l.f. in HVB
X
G/H .
Proposition 3.2.3. Let P ∈ ModH and M = F2 ◦ F1(P ). Then
(1) MG−l.f. = Γ(G/H
◦, G ∗H◦ P ),
(2) M
H/H◦
G−l.f. = Γ(G/H,G ∗H P )(= F˜4 ◦ F1(P )).
Proof. (1): Fix a point x˜ ∈ G/H◦ mapping to x under the natural projection G/H◦ → G/H .
The objects in HVB∧G/H◦ and HVB
∧
G/H obtained from P ∈ ModH are naturally isomorphic.
So we have a natural map N := Γ(G/H◦, G ∗H◦ P )→ M . This map is injective: any section
in its kernel vanishes in x together with its G-translates and hence vanishes everywhere.
Since N = (K[G]⊗P )H ⊂ K[G]⊗P and K[G]⊗P is clearly G-l.f., we see that N ⊂MG−l.f..
First of all, let us check that NG = (MG−l.f.)
G = Mg. Recall that we have the projection
π : M → P . Analogously to the proof of the injectivity of ι in Proposition 3.2.2 one gets
that the restriction of π to Mg is injective. Also it is clear that π(Mg) ⊂ P h. On the other
hand, the restriction of π to N is nothing else but taking the value of a section at x˜. So
π(NG) = PH
◦
= P h. It follows that NG = (Mg−l.f.)
G.
To prove that N = MG−l.f. one needs to verify that the spaces of G-equivariant linear maps
HomG(L,N) ⊂ HomG(L,Mg−l.f.) coincide for an arbitrary irreducible G-module L. But
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HomG(L,N) = (L
∗ ⊗N)G = Γ(G/H◦, G ∗H◦ (L∗ ⊗ P )) and HomG(L,MG−l.f.) = (L∗ ⊗M)g.
It is clear that F2 ◦ F1(L∗ ⊗ P ) = L∗ ⊗M . The equality HomG(L,N) = HomG(L,MG−l.f.)
follows from the previous paragraph.
(2): To prove the claim we will need to describe the action σ of H/H◦ onMG−l.f. = N . Let
us note that H/H◦ acts on the total space of G ∗H◦ P by h.(g ∗H◦ v) = gh−1 ∗H◦ hv, h ∈ H .
Let us prove that σ is induced by this action.
The G-action on M is induced by the action g1.(g ∗H◦ v) = g1g ∗H◦ v. So ρ′ is induced
from the action h.(g ∗H◦ v) = hg ∗H◦ v. On the other hand, the description of the H-action
on M = F2 ◦ F1(P ) implies that ρ is induced from the action h.(g ∗H◦ v) = hgh−1 ∗H◦ hv.
So σ(h) = ρ(h)ρ′(h)−1 is induced from the required H/H◦-action.
Now it remains to notice that NH/H
◦
= Γ(G/H,G ∗H P ). 
Below we will use results of this subsection in the special case H := Gχ, X := O. The
subgroup H enjoys the properties (A),(B) by assertion (3) of Lemma 3.2.1.
3.3. Construction of functors between HC
O
(U~),HC
Q
fin(W~). In this subsection we con-
struct functors •† : HC(U~) → HC
Q(W~), •† : HC
Q
fin(W~) → HCO(U~), where the last two
categories are defined as follows. HC
O
(U~) is the full subcategory in HC(U~) consisting of
all bimodules M~ with V(M~) ⊂ O, while HC
Q
fin(W) is the full subcategory in HC
Q(W~)
consisting of all bimodules of finite rank over K[~].
Recall that the algebras U∧
~
and A∧
~
(W∧
~
) are identified by means of the isomorphism Φ~
introduced in the end of Subsection 2.3.
The next proposition is essential in our construction.
Proposition 3.3.1. The categories HCQ(W~),HC
Q(W∧
~
),HCQ(U∧
~
) are equivalent. Quasi-
inverse equivalences look as follows:
• HCQ(W~)→ HC
Q(W∧
~
): N~ 7→ N
∧
~
.
• HCQ(W∧
~
)→ HCQ(W~): N
′
~
7→ (N ′
~
)K×−l.f..
• HCQ(W∧
~
)→ HCQ(U∧
~
): N ′
~
7→ A∧
~
(N ′
~
) := A∧
~
⊗̂K[[~]]N
′
~
.
• HCQ(U∧
~
)→ HCQ(W∧
~
): M′
~
7→ (M′
~
)adV .
Proof. To prove that the first two functors are mutually quasiinverse one needs to check that:
(1) N~ coincides with the K×-l.f. part of its completion.
(2) For any N ′
~
its K×-l.f. part is dense in N ′
~
and is a finitely generated leftW~-module.
Both claims follow from the fact that W~ is positively graded. For reader’s convenience we
give proofs here.
Let us prove (1). For a K×-module N let N (i) denote the space of all vectors v with t.v =
tiv. Let m denote the maximal ideal of 0 in W~. Then m(i) = {0} for i 6 0 and N
(i)
~
= {0}
for i≪ 0. Also N~/mmN~ is a finite dimensional vector space with an algebraic action of K×.
Form > m0 we have the exact sequence (m
m0N~)
(i) → (N~/m
mN~)
(i) → (N~/m
m0N~)
(i) → 0.
It follows that for any i there is m0 such that (N~/mmN~)(i)
∼
−→ (N~/mm0N~)(i) for m > m0.
In particular, (N ∧
~
)(i) projects isomorphically onto (N~/m
mN~)
(i) for m ≫ 0. Hence the
natural map N (i)
~
→ (N ∧
~
)(i) is an isomorphism. This completes the proof of (1).
Let us prove (2). We need to check two claims: first, that (N ′
~
)K×−l.f. is dense in N
′
~
and,
second, that (N ′
~
)K×−l.f. is finitely generated as a W~-module. The first one is equivalent
to the assertion that the natural projection (N ′
~
)K×−l.f. → N
′
~
/N ′
~
mn is surjective for any n
or equivalently that (N ′
~
)(i) ։ (N ′
~
/N ′
~
mn)(i). This is checked analogously to the proof of
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(1). Proceed to the second claim. Since (N ′
~
)K×−l.f. is dense in N
′
~
, we see that (N ′
~
)K×−l.f.
generates N ′
~
as a leftW∧
~
-module. Since W∧
~
is a Noetherian algebra, we can choose a finite
set of generators of N ′
~
inside (N ′
~
)K×−l.f.. It is easy to see that these elements generate
(N ′
~
)K×−l.f. (compare with the last paragraph of the proof of Lemma 2.4.2).
Now let us check that the last two functors are quasiinverse equivalences. First, it is a
standard (and pretty straightforward to check) fact that the centralizer of V in A∧
~
is K.
So N ′
~
= (A∧
~
(N ′
~
))adV for any N ′
~
∈ HCQ(W∧
~
). It remains to verify that the canonical
homomorphism A∧
~
((M′
~
)adV )→M′
~
is an isomorphism for all M′
~
∈ HCQ(U∧
~
).
Fix a symplectic basis p1, q1, . . . , pl, ql in V (with ω(pi, pj) = ω(qi, qj) = 0, ω(qi, pj) = δij).
Let n denote the maximal ideal in A∧
~
(generated by V and ~). By Lemma 2.4.4, we have
nM′
~
6= M′
~
. Choose m0 ∈ M′~ \ nM
′
~
. We claim that there is m ∈ (M′
~
)adV such that
m−m0 ∈ nM′~. At first, we show that there is m
′
0 such that q1m
′
0 = m
′
0q1 and m
′
0 −m0 ∈
nM′
~
. There is m1 ∈ M′
~
such that [q1, m0] = ~
2m1. Then [q1, p1m
1] = ~2m1 + p1[q1, m
1].
Set m1 := m0 − p1m1. So [q1, m1] = −p1[q1, m1] = ~2p1m2, where m2 is a unique element
of M′
~
with ~2m2 = −[q1, m1]. Put m2 = m0 − p1m1 −
p2
1
2
m2, then [q1, m2] = ~
2p21m
3 for
some m3 ∈ M′
~
. Define mi, i > 3, in a similar way. Set m′0 := m0 −
∑∞
i=1
1
i
pi1m
i. Since
M′
~
is complete, m′0 is well-defined. By the construction of the elements m
i the sequence
[q1, m0 −
∑l
i=1
1
i
pi1m
i] converges to zero, hence [q1, m
′
0] = 0.
Now we will do a similar procedure with q1 instead of p1 and with m
′
0 instead of m0.
Set m′1 := ~−2[p1, m
′
0], m
′
1 := m
′
0 + q1m
1, m′2 := ~−2[p1, m
′1], etc. We get the element
m′′0 = m
′
0+q1m
′1+ 1
2
q21m
′2+ . . .. By construction, all m′i commute with q1. So m
′′
0 commutes
with p1 and q1. Repeating the procedure for p2, q2 andm
′′
0 we get an element inM
′
~
congruent
with m modulo nM′
~
and commuting with p1, p2, q1, q2. Proceeding in the same way for
i = 3, . . . , l we get a required element m.
Consider a natural homomorphism A∧
~
(
(M′
~
)adV
)
→M′
~
. From the previous paragraph
it follows that the image of this homomorphism projects surjectively to M′
~
/nM′
~
. But
M′
~
is finitely generated and one can apply an analog of the Nakayama lemma. So the
homomorphism in interest is surjective.
Analogously to the proof of Lemma 3.4.3 in [Lo1], any nonzero ~-saturated subbimodule in
A∧
~
(
(M′
~
)adV
)
has nonzero intersection with the adV -invariants, whence the homomorphism
is injective.
Finally, since A∧
~
(
(M′
~
)adV
)
∼= M′~ and M
′
~
is a finitely generated (=Noetherian) left
A∧
~
(W∧
~
)-module, we see that (M′
~
)adV is a Noetherian and hence a finitely generated left
W∧
~
-module. So (M′
~
)ad V ∈ HCQ(W∧
~
). 
By definition, a functor •† : HC(U~) → HC
Q(W~) is the composition of the completion
functor HC(U~)→ HC
Q(U∧
~
), see Lemma 2.5.2, and the equivalence HCQ(U∧
~
)→ HCQ(W~)
constructed in Proposition 3.3.1.
The following lemma summarizes the properties of the functor •† we need.
Lemma 3.3.2. (1) The functor •† is exact.
(2) The functor •† is tensor.
(3) Let M~ ∈ HC(U~). Then M~†/~M~† is naturally identified with the pull-back of the
K[g∗]-module M~/~M~ to S.
(4) In particular, M~† = 0 if V(M~) ∩ O = ∅ and M~† ∈ HC
Q
fin(W~) provided M~ ∈
HC
O
(U~). Further, if M~ ∈ HCO(U~), then rkK[~]M~† = multOM~.
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Proof. (1) follows from the exactness of the completion functor. (2) follows from the ob-
servation that the completion functor as well as the equivalences in Proposition 3.3.1 are
tensor.
The construction of •† implies that we have a K×-equivariant isomorphism (M~/~M~)∧χ
∼=
K[V ∗]∧0 ⊗̂(M~†/~M~†)
∧
χ of K[g
∗]∧χ = K[V
∗]∧0 ⊗̂K[S]
∧
χ-modules. This gives rise to a K
×-
equivariant isomorphism between (M~†/~M~†)∧χ and the pull-back of (M~/~M~)
∧
χ to S
∧
χ .
Then M~†/~M~† (resp., the pull-back of M~/~M~ to S) are just the spaces of K
×-l.f.
vectors in the modules in the previous sentence, compare with the proof of the first two
equivalences in Proposition 3.3.1. This completes the proof of (3).
Assertion (4) follows from (3). 
Now let us produce a functor in the opposite direction. For M′
~
∈ HC(U∧
~
) the subspace
(M′
~
)g−l.f. ⊂ M′~ is K
×-stable. Integrate the g-action on (M′
~
)g−l.f. to a G-action. Define
a new K×-action on (M′
~
)g−l.f. by composing the existing one with γ(t)
−1. Since M′
~
is a
K
×-weakly equivariant U~-bimodule (with respect to the Kazhdan K
×-action on U~), the
new K×-action commutes with g. Set (M′
~
)l.f. := [(M′~)g−l.f.]K×−l.f..
Let HC
O
(U∧
~
) denote the full subcategory in HC(U∧
~
) consisting of all bimodules M′
~
such
that V(M′
~
) is contained in (the completion of) O.
Lemma 3.3.3. If M′
~
∈ HC
O
(U∧
~
), then (M′
~
)l.f. ∈ HCO(U~).
Proof. SetM~ := (M′~)l.f.. Let us check thatM~ ∈ HC(U~) which amounts to showing that
M~ is finitely generated as a left U~-module.
Set M ′ := M′
~
/~M′
~
,M := M ′g−l.f.. First, we are going to check that M is a finitely
generated K[g∗]-module. Since M′
~
∈ HC
O
(U∧
~
), we see that M ′ is annihilated by some
power of the ideal I(O) of O. Consider the I(O)-adic filtration on M ′. This filtration is
finite. Its quotients are objects in HVB∧G/(Gχ)◦ . Indeed, the only thing that we need to check
is that these quotients come equipped with a (Gχ)
◦-action. But (Gχ)
◦ is the semidirect
product of its unipotent radical and Q◦. The action of the former is uniquely recovered from
the action of its Lie algebra.
Let N be one of the quotients. As we checked in Subsection 3.2, assertion (2) of Lemma
3.2.1 and assertion (1) of Proposition 3.2.3, Ng−l.f. is a finitely generated K[G/(Gχ)
◦]-module
and hence a finitely generated K[g∗]-module because K[G/(Gχ)
◦] is finite over K[g∗]. Since
the functor of taking g-l.f. sections (on the category of g-modules) is left-exact and all Ng−l.f.
are finitely generated, we see that M is finitely generated.
Now let us show that M~/~M~ is a finitely generated K[g∗]-module. To do this consider
the exact sequence 0 →M′
~
~
−→ M′
~
→ M ′ → 0. Again, since the functor of taking (g- and
K×-) l.f. sections is left exact we have the following exact sequence 0→M~
~
−→M~ → M ′l.f..
It follows that the K[g∗]-module M~/~M~ embeds into M and hence is finitely generated.
Let us proceed with the proof thatM~ is finitely generated. Lemma 2.4.4 implies that the
~-adic filtration on M′
~
is separated. Hence the same holds for M~. We have the grading
M~ =
⊕
i∈ZM
i
~
. Recall that the multiplication by ~ increases the degree by 1.
Pick generators m1, . . . , mk of the K[g
∗]-moduleM~/~M~ of degrees i1, . . . , ik. Lift them
to some homogeneous elements m˜1, . . . , m˜k ∈ M~. We claim that these elements generate
M~.
LetM~ denote the left submodule ofM~ generated by m˜i, i = 1, . . . , k. It is easy to show
by induction that M~ =M~ + ~
nM~ for any positive integer n. Since the ~-adic filtration
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on M~ is separated, we get that the grading on M~ is bounded from below. Now the claim
in the previous paragraph follows easily. So M~ ∈ HC(U~).
It remains to check that V(M~) = O. Since M′~ is K[[~]]-flat, we see that m ∈ M
′
~
is
l.f. if and only if so is ~m. Equivalently, M~ is an ~-saturated subspace in M′~. Therefore
M~/~M~ ⊂ M
′
~
/~M′
~
and, in particular, M~/~M~ is annihilated by some power of I(O).

Similarly to the previous subsection, one can define an action of C(e) = Q/Q◦ on (M′
~
)l.f.
for any M′
~
∈ HCQ
O
(U∧
~
). So we get a functor HCQ
O
(U∧
~
) → HC
O
(U~),M′~ 7→ (M
′
~
)
C(e)
l.f. .
Composing this functor with the equivalence HCQfin(W~) → HC
Q
O
(U∧
~
) from Proposition
3.3.1, we get the functor •† : HCQfin(W~)→ HCO(U~).
Let us describe a relation between •† and •
†.
Proposition 3.3.4. (1) •† is right adjoint to •† : HCO(U~)→ HC
Q
fin(W~). In particular,
the functor •† is left exact.
(2) For any M ∈ HC
O
(U~) the kernel and the cokernel of the natural morphism M~ →
(M~†)† lie in HC∂O(U~).
Proof. (1): Using the equivalence of Proposition 3.3.1 we identify HCQfin(W~) with HC
Q
O
(U∧
~
).
The functor •† becomes the completion functor •∧, while •† = (•l.f.)C(e).
Let M~ ∈ HCO(U~),M
′
~
∈ HCQ
O
(U∧
~
). Pick a morphism ϕ : M~ → ((M′~)l.f.)
C(e). Com-
pose ϕ with the inclusion ((M′
~
)l.f.)
C(e) →֒ M′
~
. Being a homomorphism of U~-modules,
the corresponding map M~ → M
′
~
is continuous in the Iχ,~-adic topology. So it uniquely
extends to a continuous morphism ψϕ :M∧~ →M
′
~
.
On the other hand, let ψ : M∧
~
→ M′
~
be a morphism in HCQ
O
(U∧
~
). We have the
natural homomorphism M~ → M∧~ . Its image consists of C(e)-invariant l.f. vectors. So
the image of the composition M~ → M′~ lies in ((M
′
~
)l.f.)
C(e). So we get a morphism
ϕψ :M~ → ((M
′
~
)l.f.)
C(e).
It is easy to see that the assignments ϕ 7→ ψϕ and ψ 7→ ϕψ are inverse to each other.
(2): Let M1
~
,M2
~
denote the kernel and the cokernel of the natural morphism M~ →
((M∧
~
)l.f.)
C(e). Since the completion functor is exact, we see that M1∧
~
= 0. By Lemma
3.3.2, V(M1
~
) ⊂ ∂O.
Let us prove that V(M2
~
) ⊂ ∂O.
First of all, let us make a general remark. Let C be an abelian category and F be a
left exact endo-functor of C equipped with a functor morphism ϕ : id → F . Consider
a short exact sequence 0 → M1 → M → M2 → 0. It gives rise to an exact sequence
cokerϕM1 → cokerϕM → cokerϕM2.
We will apply this observation to the category C of vector spaces equipped with compatible
g-,K×- and Q-actions and the functors F(•) = (•∧)C(e)l.f. or (•
∧)
C(e)
g−l.f..
First, consider the exact sequence 0 → M~
~·
−→ M~ → M~/~M~ → 0. We see that
M2
~
/~M2
~
→֒ ((M~/~M~)∧)
C(e)
g−l.f.. So it is enough to show that the last module is supported
on O. But the K[g∗]-moduleM~/~M~ is supported on O and therefore has a finite filtration,
whose successive quotients are objects of CohG(O).
So it is enough to show that the cokernel of M → ((M∧χ )g−l.f.)
C(e) is supported on ∂O for
any M ∈ CohG(O). But, according to assertion (2) of Proposition 3.2.3, ((M∧χ )g−l.f.)
C(e) =
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Γ(O,M |O), where M |O stands for the restriction of M to O. By Lemma 3.2.1, Γ(O,M |O)
is a finitely generated K[G/Gχ]- (and hence K[O]-) module. Repeating the argument in the
first paragraph of the proof of Proposition 3.2.2, we see that the restriction of Γ(O,M |O) to
O coincides with M |O. So the cokernel of M → Γ(O,M |O) is supported on ∂O. 
Remark 3.3.5. Of course, we can define N †
~
for an arbitrary (not necessarily finite di-
mensional) bimodule N~ ∈ HC
Q(W~) exactly as above. Then N
†
~
becomes a g-l.f. graded
K[~]-flat U~-bimodule. However, we do not prove that N
†
~
is finitely generated. The functor
•† is still left exact, this can be checked directly. Also we note that the proof of assertion
(1) of Proposition 3.3.4 shows that the spaces Hom(M~,N
†
~
) and Hom(M~†,N~) (the first
Hom-space is taken in the category of graded U~-bimodules) are naturally isomorphic. Using
this observation and results of Ginzburg, [Gi2], we will see in Subsection 3.5 that N †
~
is
finitely generated. We do not use this result in the present paper.
3.4. Construction of functors between HC
O
(U),HCQfin(W). Here we construct functors
between the categories HC
O
(U) and HCQfin(W).
LetM∈ HC(U). Recall the notion of a good filtration onM introduced in Subsection 2.5.
We remark that if FiM,F
′
iM are two good filtrations then there are k, l such that Fi−kM⊂
F′iM⊂ Fi+lM for all i. For a good filtration FiM inM setM
F
† := R~(M)†/(~−1)R~(M)†
(the superscript F indicates the dependence of the bimodule on the choice of F).
Let ϕ : M1 → M2 be a homomorphism of two bimodules in HC(U). Choose good
filtrations F1i M1,F
2
i M2. Replacing F
2
i M with F
′2
i M
2 := F2i+kM
2 for sufficiently large k
we get ϕ(F1i M1) ⊂ F
2
i M2. So ϕ defines a homomorphism ϕ~ : R~(M1) → R~(M2). The
homomorphism ϕ~† : R~(M1)† → R~(M2)† gives rise to ϕ
F1,F2
† : M
F1
1† → M
F2
2† . Clearly,
if ϕ : M1 → M2, ψ : M2 → M3 are two homomorphisms and F
i is a good filtration on
Mi, i = 1, 2, 3, with ϕ(F
1
i M1) ⊂ F
2
i M2, ψ(F
2
i M2) ⊂ F
3
i M3, then
(3.1) (ψ ◦ ϕ)F
1,F3
† = ψ
F2,F3
† ◦ ϕ
F1,F2
† .
For two good filtrations F,F′ on M with FiM ⊂ F
′
iM consider the morphism id
F,F′
† :
MF† →M
F′
† . We claim that this is an isomorphism. Indeed, for sufficiently large k we have
an inclusion F′iM ⊂ Fi+kM. Since id
F,F•+k
† is the identity morphism of M
F
† = M
F•+k
† ,
(3.1) implies that idF,F
′
† has a left inverse. Similarly, it also has a right inverse. Using the
isomorphisms idF,F
′
and their inverses we can identify all MF† (the identification does not
depend on the choice of intermediate filtrations thanks to (3.1)). Similarly, we see that ϕF1,F2†
is also independent of the choice of F1,F2 modulo the identifications we made.
Summarizing, we get a functor •† : HC(U)→ HC
Q(W).
Now let us construct a functor •† : HCQfin(W) → HCO(U). For a module N ∈ HC
Q
fin(W)
define a filtration FiN by setting F−1N = {0},F0N = N . Since K0W = K1W = K (K[S]
has no component of degree 1), we get [KiW,FjN ] ⊂ Fi+j−2N .
Put N † := R~(N )†/(~ − 1). Then N † comes equipped with a good filtration. Every
homomorphism ϕ : N1 → N2 gives rise to ϕ
† : N †1 → N
†
2 . The data N 7→ N
†, ϕ 7→ ϕ†
constitute a functor.
Interpreting results of the previous subsection in the present situation, we get the following
proposition.
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Proposition 3.4.1. (1) The functor •† : HC(U)→ HC
Q(W) is exact and maps HC
O
(U)
to HCQfin(W) and HC∂O(U) to zero.
(2) The functor •† : HC(U)→ HC
Q(W) is tensor.
(3) dimM† = multOM for any M ∈ HCO(U).
(4) The functor •† : HCQfin(W) → HCO(U) is right adjoint to the restriction of •† to
HC
O
(U).
(5) The kernel and the cokernel of the natural morphism M→ (M†)† lie in HC∂O(U).
Proof. Assertions (1) and (3) follow directly from Lemma 3.3.2. Also using Lemma 3.3.2 one
can reduce assertion (2) to the following claim:
Let A be a filtered algebra and M,N be filtered A-bimodules. Then the natural homo-
morphism R~(M)⊗R~(A)R~(N)/(~−1)(R~(M)⊗R~(A)R~(N))→ M⊗AN is an isomorphism.
The claim follows from the observation that R~(M)⊗R~(A) R~(N)/(~− 1)(R~(M)⊗R~(A)
R~(N)) is naturally identified with A⊗R~(A) R~(M)⊗R~(A) R~(N)⊗R~(A) A. But the latter
is nothing else but M ⊗R~(A) N = M ⊗A N .
Let us derive assertion (4) from the corresponding assertion of Proposition 3.3.4. Pick ϕ ∈
Hom(M,N †), where M ∈ HC
O
(U),N ∈ HCQfin(W). There are good filtrations FiM,F
′
iN
on M,N respectively such that ϕ(FiM) ⊂ F
′
iN
† (here in the right hand side F′iN
† is a
good filtration arising from F′iN , see the construction above). So ϕ gives rise to a morphism
ϕ~ : R~(M) → R~(N †) = (R~(N ))† in HC(U~). The corresponding homomorphism ψ~ :
R~(M)† → R~(N ) gives rise to ψ :M† → N . Similarly to the construction of the functors
above, the morphism ψ does not depend on the choice of good filtrations. So we get a natural
map Hom(M,N †)→ Hom(M†,N ). The inverse map is constructed in a similar way.
Assertion (5) follows now directly from assertion (2) of Proposition 3.3.4. 
Remark 3.4.2. It follows easily from the construction that for J ∈ IdO(U) the definition
of J† given here is the same as in Subsection 3.1.
Remark 3.4.3. One can define N † for an arbitrary object N ∈ HCQ(W) using the same
procedure as above and Remark 3.3.5. We still have the natural isomorphism Hom(M,N †) ∼=
Hom(M†,N ) and hence the natural morphism M→ (M†)†. The functor •† is left exact.
In particular, for an ideal I ⊂ W we have defined the ideal I† ⊂ U , see Subsection 3.1.
One can show that the functor •† maps W to U . And so for a C(e)-stable ideal I both
definitions of I† agree. We are not going to use this. Instead we observe the following.
By the definition of I† ⊂ U given in Subsection 3.1, I is nothing else but the preimage of
I† ⊂ W† under the natural homomorphism U → W† = (U†)† provided I is Q-stable. In
particular, it follows that I† ⊂ U is the kernel of the natural map U → W†/I† →֒ (W/I)†.
Remark 3.4.4. We can use the previous remark and results of Borho and Kraft, [BoKr],
to prove the Joseph irreducibility theorem, [Jo], see the discussion at the end of Subsection
3.1. Other proofs can be found in [V],[Gi1].
If I is a C(e)-stable ideal of finite codimension inW, then, thanks to the previous remark,
V(U/I†) ⊂ V((W/I)†) ⊂ O. On the other hand, (I†)† ⊂ I by assertion (ii) of Theorem
3.1.1. So V(U/I†) = O.
Now we are ready to rederive the Joseph irreducibility theorem. Suppose J is a primitive
ideal in U such that O is an irreducible component of V(U/J ) of maximal dimension.
Therefore J† has finite codimension in W. By assertion (ii) of Theorem 3.1.1, J ⊂ (J†)†.
Now Corollar 3.6, [BoKr], implies that J = (J†)†. So V(U/J ) = O.
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To finish the subsection we will prove a straightforward generalization of [Lo1], Proposition
3.4.6, which was conjectured by McGovern in [McG].
Proposition 3.4.5. Let A be a Dixmier algebra (i.e. an algebra over U that is a Harish-
Chandra bimodule with respect to the left and right multiplications by elements of U) such
that V(A) = O. Suppose, in addition, that A is prime. Then Grk(A) 6
√
mult
O
(A).
Proof. First of all, let us show that A admits a good filtration that is also an algebra
filtration. Choose an ad g-stable subspace A2 ⊂ A that contains the image of g in A
and generates A as a left U-module. Set A0 := A1 = K,Ak := Fk−2 U · A2 for k > 2.
The filtration Ak on A is a good filtration but not an algebra filtration, in general. But
there is m > 0 with A22 ⊂ A4+m. Set F0A = . . . = Fm+1A := K,FkA := Ak−m for
k > m + 2. Then FkA is a good filtration, and FkAFlA = FkA if l 6 m + 1 and
FkAFlA = Fk−m−2 UA2 Fl−m−2 UA2 ⊂ Fk+l−2m−4 UA4+m = Ak+l−m = Fk+lA. So F•A is a
good algebra filtration.
From the construction we see that A†, (A†)
† have natural algebra structures and the
natural morphism A → (A†)† is a homomorphism of algebras. Analogously to the proof
of Proposition 3.4.6 in [Lo1], we have a homomorphism ψ : A → B ⊗ A†, where B is a
certain completely prime (=without zero divisors) algebra. Let us recall the construction of
B and ψ.
By definition, B := (A∧
~
)K×−l.f/(~ − 1). Set A~ := R~(A). Since A~† has finite rank
over K[~] we see that (A∧
~
)K×−l.f. = (A
∧
~
⊗̂K[[~]]A∧~†)K×−l.f. = (A
∧
~
)K×−l.f. ⊗K[~] A~† and so
(A∧
~
)K×−l.f./(~−1)(A
∧
~
)K×−l.f. = B⊗A†. Now ψ is obtained from the natural homomorphism
A~ → (A∧~ )K×−l.f..
Similarly to Subsection 3.1, for an ideal I ⊂ A† we can define the ideal I† ⊂ A. The
construction implies I† = ψ−1(B ⊗ I) and (I†)† ⊂ I.
Let I be a minimal prime ideal of 0 in A†. Set J := ψ−1(B ⊗ I) in A. We are going to
show that J = {0}.
Assume the converse. Since the algebra A is prime, we can apply results of Borho and
Kraft, [BoKr], to see that A/J is supported on ∂O, equivalently, A† = J†. However J† ⊂ I,
contradiction. So we have an embedding A →֒ B ⊗ (A†/I).
Now, similarly to [Lo1], Grk(A) 6 Grk(B ⊗ (A†/I)) = Grk(A†/I) 6
√
dimA† =√
multO(A). 
3.5. Comparison with Ginzburg’s construction. Ginzburg, [Gi2], defined a functor
HCO(U) → HC
Q
fin(W) in the following way: M 7→ (M/Mmχ)
adm (to see the action of Q
one needs to prove that the natural homomorphism (M/g6−2,χ)ad g6−1 → (M/mχM)adm is
an isomorphism, this can be done similarly to [GG], Subsection 5.5). Below in this subsection
we will check that Ginzburg’s functor coincides with ours. In particular, on the language of
the quantum Hamiltonian reduction one has J† = (J /Jmχ)adm.
Recall the algebras U♥ := (U∧
~
)K×−l.f./(~ − 1),A(W)
♥ := (A∧
~
(W∧
~
))K×−l.f./(~ − 1) in-
troduced in [Lo1]. Let Φ : U♥ → A(W)♥ be the isomorphism induced by Φ~. Now
let M be a Harish-Chandra U-bimodule. Choosing a good filtration on M, we get a
Harish-Chandra U~-bimodule M~ = R~(M). Set M♥ := (M∧~ )K×−l.f./(~ − 1)(M
∧
~
)K×−l.f..
Analogously to the previous subsection, the U♥-bimodule M♥ does not depend on the
choice of a filtration on M. Moreover, from the construction of M† it follows that M♥ =
A(M†)♥(:= A∧~ (M~†)K×−l.f./(~ − 1)A
∧
~
(M~†)K×−l.f.). So the W-bimodule M† is nothing
else but (M♥)adV ∼= (M♥/M♥m)adm, where we consider m as a lagrangian subspace in V .
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The embedding U →֒ U♥ gives rise to a map U/Umχ → U♥/U♥mχ. As we have seen in
[Lo1], the paragraph preceding Remark 3.2.7, U♥ = U + U♥mχ. Also it is clear from the
construction there that U ∩U♥mχ = Umχ (this was used implicitly in the proof of Corollary
3.3.3 in [Lo1]). So the natural homomorphism (U/Umχ)admχ → (U♥/U♥mχ)admχ =W is an
isomorphism of filtered algebras.
So we have a functorial homomorphism ι : (M/Mmχ)admχ → (M♥/M♥mχ)admχ = M†
of W-modules. This homomorphism preserves natural (Kazhdan) fintrations on the bimod-
ules. Let us check that ι is an isomorphism. By assertion (3) of Lemma 3.3.2 and part
(i) of Theorem 4.1.4 in [Gi2], we have gr(M/Mmχ)
adm ∼= grM|S ∼= grM†. Moreover, the
corresponding isomorphism gr(M/Mχ)adm → grM† coincides with gr ι. Since the gradings
on both modules are bounded from below, we see that ι is an isomorphism.
Remark 3.5.1. As Ginzburg proved in [Gi2], Theorem 4.2.2, there is a right adjoint functor
to •† : HC(U)→ HC(W) (he did not considered Q-equivariant structures). We can consider
the functor •†˜ from HC(W) to the category of g-l.f. U-bimodules corresponding to taking l.f.
sections on the homogeneous level (without taking C(e)-invariants). Similarly to Remark
3.4.3, we see that Hom(M,N †˜) = Hom(M†,N ). Thanks to Ginzburg’s result, the image of
•†˜ lies in HC(U). In particular, we see that the image of •† lies in HC(U). We are not going
to use this result below.
4. Proofs of Theorems 1.2.2,1.3.1
4.1. Surjectivity theorem. The following theorem will be used to complete the proof of
Theorem 1.2.2 and implies the most non-trivial part of Theorem 1.3.1, assertion 5.
Theorem 4.1.1. Let M ∈ HC(U) and let N ⊂ M† be a Q-stable subbimodule of finite
codimension. Let N ‡ stand for the preimage of N † ⊂ (M†)† in M (see Remark 3.4.3).
Then (N ‡)† = N .
The ideas behind the proof were briefly explained in Subsection 1.6.4.
Proof. Examining the construction of the functors we see that the assertion of the theorem
stems from the following claim:
(*) Let M~ ∈ HC(U~) and N
′
~
be a g- (with respect to the action ξ 7→ 1
~2
[ξ, ·]), K×- and
Q-stable (but not necessary ~-saturated) U∧
~
-subbimodule in M∧
~
. Then N ′
~
is the
completion of its preimage N~ in M~.
For a U∧
~
-subbimodule N ′
~
⊂ M∧
~
we define its ~-saturation N̂ ′
~
as the subset of M∧
~
consisting of all elements m ∈M∧
~
with ~km ∈ N ′
~
. Since M∧
~
is Noetherian there is N ∈ N
with ~NN̂ ′
~
⊂ N ′
~
.
Let us show that if (*) holds for N̂ ′
~
, then it holds for N ′
~
. So suppose that the completion
N̂ ∧
~
of the preimage N̂~ of N̂ ′~ coincides with N̂
′
~
.
Consider the subbimodule N ′
~
/N ∧
~
⊂ (N̂~/N~)∧. We remark that N̂~/N~ is embedded into
N̂ ′
~
/N ′
~
and hence is annihilated by some power of ~ and is supported on O. Let I~(O) denote
the preimage of I(O) in U~. We see that some power of I~(O) annihilates N̂~/N~. Let M
denote the (no matter, left or right) annihilator of I~(O) in N̂~/N~. By Corollary 2.4.3, the
annihilator of I~(O) in (N̂~/N~)∧ coincides with M∧. In particular, N ′ := N ′~ ∩M
∧ 6= {0}.
Both M∧ and N ′ are objects in HVB∧G/Gχ. It follows from Propositions 3.2.2,3.2.3 that N
′
coincides with the completion of its preimage N inM . Consider the preimage N˜~ of N under
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the projection N̂~ → N̂~/N~. Then N˜ ∧~ ⊂ N
′
~
. Therefore N˜~ = N~. Contradiction. So we
have proved that (*) for N̂~ implies (*) for N~.
In particular, we see that (*) holds for N ′
~
provided ~kM∧
~
⊂ N ′
~
. Also we see that it is
enough to prove (*) for ~-saturated N ′
~
. Below N ′
~
is assumed to be ~-saturated.
Set N ′
~,k = N
′
~
+ ~k+1M∧
~
. Let N~,k denote the preimage of N ′~,k in M~. By the above,
N ∧
~,k = N
′
~,k. On the other hand,
⋂
kN
′
~,k = N
′
~
because N ′
~
is closed inM∧
~
, see Lemma 2.4.4.
Therefore
⋂
kN~,k = N~. Since N
′
~
⊂M∧
~
is ~-saturated, we see that so isN~ ⊂M~. Replace
M~ with M~/N~ and N ′~ with N
′
~
/N ∧
~
. So we may and will assume that M~ ∈ HCO(U~)
and N~ = {0}. We need to check that N ′~ = {0}. Assume the converse.
Set Tk := N~,k/N~,k+1. By definition, this is a U~/(~
k+2)-module. However, it is easy to
see that
(4.1) ~N~,k ⊂ N~,k+1,
So ~ acts trivially on Tk and Tk is a K[g
∗]-module. Moreover, (4.1) implies that the multi-
plication by ~ induces a homomorphism Tk → Tk+1 of K[g∗]-modules also denoted by ~. So
T :=
⊕∞
i=0 Ti becomes a K[g
∗][~]-module.
Suppose for a moment that T is a finitely generated K[g∗][~]-module. It follows that there
is k > 0 such that Ti = ~
i−kTk for all i > k. This implies
(4.2) N~,i = ~
i−kN~,k +N~,i+1.
Now recall thatM~ is graded, the grading is bounded from below, and all graded components
are finite dimensional. All N~,i are graded sub-bimodules in M~. (4.2) implies that for any
k the k-th graded component of N~ coincides with that of N~,i for sufficiently large i. Also
(4.2) implies that the inverse sequence of the projections of N~,i to M~,0 stabilizes. So we
can find k such that the k-th graded component of N~,i is nonzero for all i. It follows that
N~ 6= {0}. Contradiction.
To prove that T is finitely generated we use the following construction. Set C :=
[M∧
~
/N ′
~,0]l.f.. The argument of Lemma 3.3.3 implies that C is a finitely generated K[g
∗]-
module. The following lemma shows that T is a submodule in C[~] and hence is finitely
generated. This completes the proof of the theorem. 
Lemma 4.1.2. There is an embedding T →֒ C[~] of K[g∗][~]-modules.
Proof. We will construct embeddings ιi : Ti →֒ C, i = 0, 1, . . . , such that ιi+1(~x) = ιi(x) for
all x ∈ Ti. For an embedding T ⊂ C[~] we will take the direct sum of ιi’s.
Since M∧
~
/N ′
~
is K[~]-flat, we have the following exact sequence
(4.3) 0→M∧~/N
′
~,0 →M
∧
~ /N
′
~,k+1 →M
∧
~ /N
′
~,k → 0,
where the first map is the multiplication by ~k+1, and thus an exact sequence
(4.4) 0→ C → (M∧~ /N
′
~,k+1)l.f. → (M
∧
~ /N
′
~,k)l.f.
There is a natural inclusion
Tk →֒ M~/N~,k+1 →֒ (M
∧
~
/N ′
~,k+1)l.f.,
whose image in (M∧
~,k/N
′
~,k)l.f. is zero. So we get a K[g
∗]-module embedding Tk →֒ C.
The claim that these embeddings are compatible with the multiplication by ~ stems from
the following commutative diagram.
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0
C
(M∧
~
/N ′
~,k+1)l.f.
(M∧
~
/N ′
~,k)l.f.
0
C
(M∧
~
/N ′
~,k+2)l.f.
(M∧
~
/N ′
~,k+1)l.f.
Tk Tk+1
❄
❄
❄
❄
❄
❄
✲
✲
✲
✲
id
~
~
~
 
 ✠
❅
❅❘
PP
PPP✐
✏✏
✏✏✏✶

4.2. Completing the proofs. Below for I ⊂ W the notation I† means an ideal in U (so
that we follow the conventions of [Lo1] and of Subsection 3.1).
Theorem 1.2.2 follows directly from Theorem 4.1.1 with M = U .
Proof of Conjecture 1.2.1. Thanks to [Lo1], Theorem 1.2.2(viii), we need to prove that Q
acts transitively on the set of minimal prime ideals I1, . . . , Il of J†, where J ∈ IdO(U) is
primitive. The ideal ∩γ∈C(e)γI1 is Q-stable and so, by Theorem 1.2.2, J
1
† = ∩γ∈C(e)γI1,
where J 1 := (∩γ∈C(e)γI1)†. But J = I
†
1 ⊃ J
1 ⊃ (
⋂l
i=1 Ii)
† = J . We deduce that
J† =
⋂
γ∈C(e) γI1 =
⋂l
i=1 Ii. Since W/(
⋂l
i=1 Ii)
∼=
⊕l
i=1W/Ii, we see that any Ii has the
form γI1. 
Proof of Theorem 1.3.1. Assertions (1),(2),(3) follow from Proposition 3.3.4.
Let us check assertion (4) for the left annihilators (right ones are completely analogous).
Set J := LAnnU(M), I := LAnnW(M†). Since •† is an exact tensor functor, we see that
J† ⊂ I. On the other hand, by Theorem 1.2.2, I = J˜† for J˜ = I†. Again, since •† is a tensor
functor, we see that (J˜M)† = IM† = 0. So J˜M ∈ HC∂O(U). Set J 1 := LAnnU(J˜M).
We have J 1J˜ ⊂ J . So J 1† I = (J
1J˜ )† ⊂ J†. But J 1† =W so I ⊂ J†.
Proceed to the proof of (5). By assertion (1) of Proposition 3.3.4, •† descends to HCO(U).
Abusing the notation we write •† for the composition of •† : HCQfin(W)→ HCO(U) and the
projection HC
O
(U) → HCO(U). This functor is right adjoint to •† : HCO(U) → HC
Q
fin(W).
By assertion (5) of Proposition 3.3.4, •† is left inverse to •†. From here using some abstract
nonsense we see that •† is an equivalence onto its image.
The claim that the image of •† is closed under taking subobjects follows from Theorem
4.1.1. Then the image is automatically closed with respect to taking subquotients.

Proof of Corollary 1.3.2. Thanks to assertion 5 of Theorem 1.3.1, it is enough to show that
M† is completely reducible in HC
Q
fin(W). By assertion 4 and Theorem 1.2.2 (together with
the proof of Conjecture 1.2.1) the left and right annihilators of M† are intersections of
primitive ideals of finite codimension. So W acts on M† via an epimorphism to the direct
sums of matrix algebras. Therefore M† is completely reducible. 
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