The recognition of mental states during motor imagery tasks is crucial for EEG-based brain-computer interface research. We have developed a new algorithm by means of frequency decomposition and weighting synthesis strategy for recognizing imagined right-and left-hand movements. A frequency range from 5 to 25 Hz was divided into 20 band bins for each trial, and the corresponding envelopes of filtered EEG signals for each trial were extracted as a measure of instantaneous power at each frequency band. The dimensionality of the feature space was reduced from 200 (corresponding to 2 s) to 3 by down-sampling of envelopes of the feature signals, and subsequently applying principal component analysis. The linear discriminate analysis algorithm was then used to classify the features, due to its generalization capability. Each frequency band bin was weighted by a function determined according to the classification accuracy during the training process. The present classification algorithm was applied to a dataset of nine human subjects, and achieved a success rate of classification of 90% in training and 77% in testing. The present promising results suggest that the present classification algorithm can be used in initiating a general-purpose mental state recognition based on motor imagery tasks.
Introduction
Among the various theories on the implementation of the brain-computer interface (BCI) (Wolpaw et al 2000 , Wickelgren 2003 , electroencephalographic activities recorded from sensorimotor areas, while a subject is performing a certain motor task, are one of the important schemes worth further investigation.
Oscillation activities at the mu and the beta rhythm originating in the sensorimotor cortex and associated areas have been found useful in distinguishing mental states as a means to control the directions of a moving cursor on screen (Wolpaw and McFarland 1994) . These event-related changes of EEG activity at specific frequency bands are usually termed event-related desynchronization (ERD) or event-related synchronization (ERS) .
It is important to identify robust feature descriptions for BCI research, either in the time or frequency domain as derived from single-trial motor imagery (MI) EEG data. Autoregressive models are commonly used in terms of model parameters without direct relation to specific brain activities (Anderson et al 1998 , Pfurtscheller et al 1998 .
Timedomain features, such as activity, mobility and complexity, describing the properties of a signal trial have been used (Obermaier et al 2001) . A direct ERD estimation calculating the energies within pieces of time windows imposed on EEGs at pre-selected frequency bands has been found to be a good feature in classifying right-or left-hand imagined movements (Pfurtscheller et al 1997) . Another important portion of BCI is the classification method. Learning vector quantization (LVQ), an iterative learning algorithm of labeled code book generation, was modified by weighting the data vector according to the importance of classification (Pfurtscheller et al 1997) . A so-called local neural classifier-a multilayer perceptron architecture which is made of prototypes associated with different mental taskswas reported to be preferred to classic models, such as LVQ, and regularized radial basis function networks (Millán et al 2002) . These nonlinear approaches, however, also have limitations of overfitting, which have to be tackled with regularization methods.
In the present study, we have developed a new feature description based on the rhythmic components of single trial EEGs, and a new weighting strategy determining parameters of the classification algorithm. We have tested the performance of the present algorithm in recognizing the binary MI mental states in nine human subjects.
Method

Data description
The MI dataset was made available by Dr Allen Osman of the University of Pennsylvania (Osman and Robert 2001) (Sajda et al 2002) .
EEG data were recorded from fifty-nine channels (placed according to the international 10/20 system) with a 100 Hz sampling rate while the subjects were performing synchronized imagined movement tasks. The letter of the electrode name identifies the particular sub-cranial lobe (e.g. F: frontal lobe; C: central lobe). The number or second letter identifies its hemispherical location. The subjects were to synchronize an indicated response with a highly predictable timed cue. A trial was defined as a six-second-long period consisting of several pieces of timing arrangement. Two important timing cues that should be mentioned here are that at 3.75 s of a trial period, a cue (preparation cue) of one letter (L or R) appeared on the screen indicating which hand (specifically index finger) movement should be imagined; and at 5.0 s another cue (execution cue) appeared, indicating that it was time to make the requested response. The subjects were well trained to consistently respond to the cue signals within 100 ms. The imagined movement is to press a button with the specified index finger. The experiment was designed with both actual movement and imagined movement mixed during each block. Only the imagined left/right trials are processed in the present study.
Spatial filtering
The primary drawback of scalp EEG is the spatial smearing and low signal-to-noise ratio. Spatial filter techniques attempt to address this issue by incorporating spatial information from multi-channel recordings. Since there are correlations among the recording electrodes, spatial filters have been used as a means of accentuating localized activity and reducing diffused activity. For example, principal component analysis (PCA) was used to remove artifacts (e.g. EOG) (Lagerlund et al 1997) . This can also be achieved through independent component analysis techniques (Jung et al 2000) . These methods, however, suffer from the loss of channel coordinate, noncausality and computational inefficiency, which make them unsuitable in an on-line BCI scenario. Another kind of spatial filter re-references the electrode arrangement. McFarland et al (1997) have compared the EEG classification results using different spatial filters and concluded that the common average and the Laplacian derivation yield good performance.
The surface Laplacian method (Hjorth 1975 , Perrin et al 1987 , Nunez et al 1994 , Babiloni et al 1996 , He 1999 , He et al 2001 , which derives the second spatial derivative of the instantaneous spatial potential distribution, could serve for such a high-pass spatial filtering purpose. Assuming that the distances from a given electrode to its four directional neighboring electrodes are approximately equal, the surface Laplacian can be approximated by subtracting the average value of the neighboring channels from the channel of interest (Hjorth 1975) , i.e.
where V j is the scalp potential EEG of the jth channel, and S j is an index set of the four neighboring channels. The abovedefined surface Laplacian is usually referred to as the local estimate of the surface Laplacian and was used in the present study due to its computational simplicity and efficiency as compared to other surface Laplacian estimation methods.
Frequency decomposition
Fifth order IIR Butterworth band-pass filters were used for frequency decomposition. The filter coefficients were derived such that the frequency band from 5 to 25 Hz is evenly divided into 20 band bins with approximately 2 Hz bandwidth and 50% band overlapping. These frequency bands were chosen because mu and beta rhythm components were reported to be the significant frequency characteristics reflecting MI tasks . The optimal frequency bands, however, vary from subject to subject. A training procedure, therefore, is required to grade the contribution of each frequency band to the classification performance. A similar idea was implemented in an EEG classification algorithm-known as distinction sensitive learning vector quantization (DSLVQ)-which used a weighted distance function and adjusted the influence of different input features through a supervised learning algorithm (Pregenzer et al 1996) . The ERD/ERS features used in BCI can be derived by squaring temporally filtered EEGs at the subject-specified optimal frequency bands and then averaged in time to smooth the waveforms. Transient variation, thus, might be overridden. The power spectrum estimated by parametric models or a modified periodogram, on the other hand, cannot localize such frequency features in time.
Through the narrow band-pass filtering, the EEG signals were decomposed into groups of different frequency components. This procedure results in a time signal containing a rapid oscillation modulated by amplitude variation, which can be approximately expressed as
where a(t) is a low-frequency signal that contains event-related activities that are time-locked to the cue and associated with the MI intention, f 0 is the frequency of the modulating signal and ϕ(t) is the initial phase. The Hilbert transform of (2) can be obtained as (Papoulis 1977 )
and the corresponding analytical signal is
Therefore, the envelope can be estimated as
The ERD/ERS phenomenon can be observed through the grand average of the envelopes over trials. For a single trial and a narrow band EEG signal, its envelope contains the relevant information for instantaneous power estimation (figure 1). Usually, the envelopes are in a very low frequency band. Down-sampling will substantially reduce feature dimensions while retaining the original information. This would also substantially reduce the computation time required in the following steps. The sampling rate, therefore, was reduced by a factor of 10 because the frequency band for most envelopes is below 5 Hz.
The dynamic region of the EEG amplitude would be dramatically altered due to its non-stationary nature. In particular, the spatial noise would be amplified by the surface Laplacian operation. Thus, an amplitude normalization operation was performed to address this concern, by making the L2 norm of a feature vector (the envelop signal) a constant.
Linear classification
A linear classifier was used in the present study, which maximizes the ratio of inter-class variance to the intraclass variance in any particular datum, thereby guaranteeing maximal separability. Linear discriminate functions, however, cannot reliably be estimated in the high dimensional feature space and with the small sample size. PCA is an optimal method, in the sense of least mean squared reconstruction error, to reduce the dimensionality of the feature space since it reduces a large number of variables to fewer components that are orthogonal to one another and account for the maximal amount of variance in the original data. Lugger et al (1998) investigated the classification scheme based on dimensionality reduction by means of PCA for two sets of features, and concluded that the principal components accounting for high variance are not the optimal candidates for classification tasks. This, however, is only true for non-Gaussian cases.
A two-second period of the enveloping EEG starting from the preparation cue was selected (corresponding to 20 points after down-sampling) as the underlying motor imagery duration. By using PCA on the two-dimensional matrix composed of period × trial in the training set, the feature vectors projecting onto the three largest principal components were retained.
Let v be a feature vector obtained from previous PCA procedures of one trial and h i,j (v), i = 1, 2, . . . , N, j = 1, 2, . . . , M be the linear discriminant function for the jth channel and the ith band. Thus the decision rule is that if h i,j (v) < 0, then v belongs to the class of 'left' trials or if h i,j (v) 0, then v belongs to the 'right' trial.
During the training stage, approximately the same number of left and right imagined movements were provided to each linear classifier h i,j (v) , and the correct classification accuracy, denoted by a i,j , was obtained. We hypothesized that these accuracy values reflect the adaptation of every frequency band and channel, and defined a normalized frequency weight for each channel as
where m is a control parameter used to further emphasize those bands with larger accuracy values (here m = 2). According to the frequency weight, a synthetic decision for one channel over all frequency bands was made by the following channel discriminant function:
The correct classification accuracy for the jth channel of all frequency bands was obtained using this method. So the decision for v was made according to the sign of g j (v) , and its absolute value measures the likelihood of this decision. The logical way of synthesizing all channels is summarizing the g j (v) together as
Therefore, the final classification decision was made by synthesizing all frequency bins and channels according to their classification contribution as rated by training.
Results
Classification accuracy
There were two channel combinations-two pairs of channels (C1/2, C3/4) and four pairs of channels (plus FC1/2 and FC3/4)-tested in the present study. The data of all 180 trials per subject were split into training and testing sets by 10-fold cross validation. The number of two groups (left and right) of EEG patterns was set to be even in each fold so as to obtain unbiased training discrimination weights. Tables 1 and 2 present the accuracies (i.e. successful classification rate) for the two combinations respectively. The mean testing accuracies of nine subjects for two situations are virtually equal while the second combination shows larger variation among subjects. Seven out of nine subjects yield better or virtually the same scores for more channels involved while subjects 4 and 9 deteriorate around 5% on average. For the training set, the accuracies are more than 10% higher than that of the testing set.
This can be explained by examining the generalization performance of an individual channel. Figure 2 shows the classification accuracy of individual channels (32 in total) for training (dot line) and testing (solid line) for two subjects, while figure 3 shows the weight distribution of four pairs of channels for two subjects. Usually C3 and C4 possess not only higher training accuracy but also strong generalization capability for most subjects. For other channels, however, such capability varies across subjects. So the results should be improved by using more channels because they take into account more information for some subjects. We might, however, also take the risk of decreased performance when bad generalization channels are taken.
Take a typical example of subject 7. As figure 2(a) shows, channels in the bilateral central sulcus area (C1-4) as well as the bilateral frontal central area (FC1-4) all possess high generalization capability and thus four pairs of channels increase the success rate by 10%. In contrast, for subject 4, the strong generalization channels are in the parietal central (channels CPx, x denotes the available suffix of the channel names) area rather than FCx, which resulted in a decrease of around 6% ( figure 2(b) ).
On the other hand, from figure 2 we note that it is not possible to select channel combinations purely based on sorting channels yielding higher accuracies at the training stage. In practice, based on the current framework, subject specific channel combination is viable by the trial and error method. For example, if we try to replace the FCx channels with the other four channels (e.g. F4, F6, CP5 and CP1) in subject 4, the score could be increased from 62.8 to 72.2%.
Frequency analysis
During the training stage, there are two frequency ranges at the mu and the beta band that were picked up. An instance of frequency weight distribution in figure 3 shows the significant band bins for classification. For those channels with bad performance such distribution patterns deteriorated substantially. Note that the relevant frequency bands are not limited to those with obvious ERD/ERS, but also those bands where the difference between ERD/ERS of left and right MI is larger (see figure 4) . Figure 4 shows a clearly contralateral ERD phenomenon at this significant frequency band, being consistent with previous findings (Babiloni et al 2001) . There are also frequency bands that have a strong ERD phenomenon but provide little discrepancy between left and right MI.
Discussion
Single trial EEGs contain strong artifacts from various sources, which can be decomposed into different bands by frequency Figure 2 . Classification accuracy of individual channels (32 in total) for training (dot line) and testing (solid line) for subject 7 (a) and subject 4 (b). Note that classification accuracy for training is always better than that of testing. Also note that substantial variation exists from channel to channel for testing, which suggests the different generalization capability of the different channels.
decomposition. Those frequency bins that possess high signal-to-noise ratio can be picked up by assessing their contributions to classification. On the other hand, envelopes at each band are essentially a morphological pattern in the time domain and time-locked to the MI events. A BCI could conceivably use features in both the time domain and frequency domain and may thereby improve performance. However, for a single frequency bin, the classification success rate is still limited (less than 65% for most cases). Incorporating multiple frequency bins by using the present synthesis strategy further improves the classification success rate (usually by 5%). Furthermore, improvement may be made by synthesizing contributions from selected multi-channel signals. After applying the surface Laplacian filter, the signals from neighboring channels may be assumed not to be strongly correlated. For example, the correlation coefficients between selected channels (C3, C4 for instance) and their neighboring channel were significantly reduced from 0.93 to 0.25 in average for the nine subjects studied. When the crosschannel correlation is low, the multichannel classifiers would synthesize different information. However, as we have seen from figure 2, the generalization capacities for each channel vary, thus the testing performance may not improve when more channels are included.
In addition to linear discrimination, a quadratic classifier was also tried in this study. The classification accuracy for the training set improved but decreased for the testing set. Due to the small training set where large deviations are possible and overfitting might occur, a linear function that explains most of the data seems to be preferable to the quadratic function. The upper bound accuracy of this linear classification procedure is 85.5% for two pairs of channels, and 90.1% for four pairs of channels, when all the data were used as the training set.
It should be kept in mind that for the imagined movement, it is difficult to know whether or not the desired tasks are fulfilled as the training process intended. There might be three or even more mental states that might occur during the processed time windows. For some trials it is possible that the subjects did 'nothing' or at least did not act strictly according to the presented cues. Therefore, it would have been more accurate to reflect the experimental data and achieve a higher classification rate, if such a third 'state' had been introduced. A practical system should be able to distinguish the target movement and a few deviate trials. Penny et al (2000) proposed an idea of incorporating an uncertainty parameter which allows us to estimate the uncertainty associated with each subsequent classification, i.e., some trials could be rejected by the classifier to improve the classification accuracy. Most results reported in BCI literature for classifying overt or imagined movement of limbs (including hands and feet) ranged from less than 65 to more than 95% for individuals (see e.g. Millán et al (2002) , Babiloni et al (2001) , Ramoser et al (2000) , Pfurtscheller et al (1997) ). The score depends heavily on the subjects being studied, overt or imagined movements, and the number of tasks (usually two or three), so it is rather difficult to use the comparison of accuracy score to provide full insight into the different method's capabilities. It is worth noting, however, that no online feedback is available in the present study which prevents further improvement of the extraction and translation algorithm. Since adaptation is an important factor in BCI research (Wolpaw et al 2002) , online training would probably provide an optimal means of adjusting the parameters being used in a BCI. Further, no attempt is made in the present study to reject any trial, but rather using all trials provided in the dataset. With online training and rejecting of bad trials based on certain criteria (e.g. Penny et al 2000) , the classification rate would be further improved.
Muscle activity and eye movement can deteriorate or contribute to the electrical activity recorded from the scalp. At frontal, temporal, and occipital locations particularly, EMG and/or EOG can exceed EEG, even in the characteristic EEG frequency bands. While data are not available in the present study, it would be desirable if continuous EEG signals could be monitored and bad trials be rejected, to further improve the system reliability and performance.
In summary, we have developed a new algorithm for the classification of motor imagery tasks using a frequency decomposition and weighted-synthesis method. The present approach does not require a subject-dependent setting in the parameter selection in the time domain, frequency domain and electrode montage. The present promising results in nine human subjects suggest that the present approach merits further investigation, and may become an alternative to initiating a general-purpose mental state recognition system based on motor imagery tasks.
