ABSTRACT Rough set proposed by Pawlak in 1982 is an important tool to process uncertain information. As an extended model of rough set, an approximation set model of rough set was proposed and proved to be feasible to establish an approximation target set with existing knowledge base. However, there still is a lack of effective methods for knowledge acquisition based on the approximation set model. In this paper, related methods of attribute reduction based on approximation set model of rough set are discussed in algebraic view and information view, respectively. First, a distribution reduction method on the basic of discernibility matrix according to approximation set is proposed and discussed in algebraic view. Furthermore, an algorithm of attribute reduction based on conditional information entropy of approximation set model is presented in information view. Finally, many experimental results show that the proposed algorithm could acquire more effective knowledge from uncertain information system compared with other algorithms based on classical rough set theory.
I. INTRODUCTION
As an important and valid tool to deal with imprecise, uncertain and vague information, rough set theory proposed by Pawlak [1] in 1982 has been developed and applied in many fields, such as decision analysis, machine learning, dada mining, pattern recognition, knowledge acquisition [3] - [6] and so on. Rough set model describes an uncertain set X (or concept) with two crisp boundaries, namely, the upper and lower approximation sets of X . However, it does not give out the method for precisely or approximately describing the uncertain set X with existing knowledge base. In other words, rough set model only presents two boundaries of an uncertain concept. Both width of boundary region and accuracy of an uncertain target set are related to the upper and lower approximation sets of X , and they will change with knowledge granularity [7] , [8] . Given a knowledge base (U , R) = {[x] R |x ∈ U }, if X = ∪{[x] R |x ∈ X }, it means that X is a precise set under the knowledge base and it is the union of some knowledge granules in (U , R). On the contrary, if X isn't equal to any union of some knowledge granules in (U , R), it means X is rough [9] , [10] . So the issue how to use existing knowledge granules to describe an uncertain target set in a given knowledge space on domain U has been paid close attention. Variable precision rough set model and probability rough set model [4] , [11] - [15] have many meaningful conclusions, and they promote the development of the rough set theory and extend the range of applications [16] , [17] .
Attribute reduction is one of the core issues in rough set theory, and it also is a key procedure in knowledge acquisition [9] , [16] , [18] . Its aim is to eliminate the redundant condition attributes in order to simplify information systems. Through attribute reduction, the more simple decision rules can be acquired from the simplified information system without changing their classification ability. By taking information entropy as the heuristic information, Miao and Hu [19] and Miao and Wang [20] proposed the algorithm based on mutual information for relative reduction of knowledge (MIBARK). Wang et al. [21] analyzed the basic principle of attribute reduction in both information view and algebra view [22] , and proposed the algorithm of attribute reduction based on conditional information entropy (CEBARKCC and CEBARKNC).
Mi et al. [23] researched the method of attribute reduction based on variable precision rough set model. Wang et al. [47] analyzed the non-monotonicity problem of uncertainty measures in probabilistic rough set model, and proposed some basic uncertainty measures and some expected granularitybased uncertainty measures. Zhanget al. [24] proposed the approximation set model of rough set to solve the problem on constructing approximate concept of target set [25] - [27] . This approximation set model is successfully applied to deal with image segmentation, and in some degree solves fuzzy image edge segmentation problem [40] , [41] . The traditional attribute reduction algorithms are usually based on the lower approximation set of a target set in order to keep the positive region unchanged, and these methods are lack of fault tolerance. In order to overcome these shortcomings of these methods, we focus on establishing new reduction methods based on approximation set of rough set from both algebra view and information view. In this paper, the concepts on rough set and approximation set are introduced at first. Then new attribute reduction algorithms based on the approximation set model are discussed from algebra view and information view respectively. Furthermore, many experimental results illustrate that the proposed algorithms are feasible and effective to deal with uncertain information systems.
The paper is organized as follows. Many relevant preliminary concepts are reviewed briefly and many new definitions on rough set and approxiamtion set are presented in section II. In section III, an attribute reduction method based on approximation set of rough set in algebra view is proposed and this method is demonstrated through many examples. In section IV, a new attribute reduction based on approximation set of rough set in information view is presented and the many experements are completed to show that these proposed algorithms are effevtive. Finally, the conclusions are concluded in section V.
II. PRELIMINARIES
In this section, the basic concepts or terms related rough set and its approximation set will be reviewed briefly and many related conclusions on approximation set are presented.
Definition 1 [1] , [16] Let S =< U , A, V , f > be a decision information system, where U = {x 1 , x 2 , · · · , x n } is a nonempty finite set, i.e. the domain. A = C ∪D is an attributes set, C and D are called condition attributes set and decision attributes set respectively, and C ∩ D = φ. V is an attribute values set. f : U × A → V is an information function, which specifies attribute value of every object x in domain U .
Definition 2 [1] , [16] : Given an information system S =< U , A, V , f >, for every subset R ⊆ A, an binary relation (indiscernibility relation) IND(R) is defined as follows,
Definition 3 [1] , [16] : Given an information system S =< U , A, V , f >. Let X ⊆ U be a target set, and R be an indiscernibility relation. The upper and lower approximation sets of X can be defined as follows,
In Definition 3, for any subset X ⊆ U , if R(X ) = R(X ), then X is called crisp set and definable set in rough approximation space, and if R(X ) = R(X ), X is so-called rough set.
The lower approximation set of X (R(X )) is a union of the equivalence classes which are completely contained in X , and the upper approximation set of X (R(X )) is a union of the equivalence classes which have nonempty intersections with X . And POS R 
Definition 4 [2] : Given an information system S =< U , A, V , f >, U /IND(R) is called knowledge space. For any subset X ⊆ U and every object x ∈ U , the membership functions of x with respect to X is defined as
where [x] R is the equivalence class of object x. Definition 5 [24] : Let X be a target set (or concept) on domain U , let,
Obviously, when µ R X (x)=1, R 1 (X ) = R(X ). And when λ → 0, we have R λ (X ) → R(X ). We believe that R(X ) and R(X ) of X are upper and lower bounds of R λ (X ) and the approximation set of rough set is an extended model of classical rough set model. In this paper, we focus on 0.5-approximation set denoted as R 0.5 (X ) due to its good properties.
Property 1 [24] : Given two sets (or concepts) and ,
Where· denotes the complementary set of a set. In order to more intuitively explain the 0.5-approximation set of rough set, the R 0.5 (X ) can be illustrated by Fig.1 .
Definition 6 [24] : Let A and B be two subsets on domain U , namely A ⊆ U and B ⊆ U . A mapping function S :
Where | · | represents the cardinality of a finite subset. The similarity degree between A and B is denoted as S(A, B). Theorem 1 [24] : Let U be a finite domain, X ⊆ U , and R be a equivalence relation on domain U . Then the inequality
Theorem 2 [24] : Let U be a finite domain, X ⊆ U , and R be a equivalence relation on domain U . Then if 
|X | |R(X
Theorems 1 and 2 show that the similarity degree between a target concept X and its approximation set R 0.5 (X ) is greater than the similarity degree between a target concept X and upper approximation set R(X ) or lower approximation set R(X ).
III. ATTRIBUTE REDUCTION BASED ON APPROXIMATION SET OF ROUGH SET IN ALGEBRA VIEW
Attribute reduction not only is an important subject of knowledge acquisition, but also is one of the core issues in rough set theory. Next, we will discuss the methods of attribute reduction based on approximation set of a rough set in algebra view and information view respectively.
Given a decision attribute set D = {d},
If the following two conditions are satisfied, (1) σ B = σ C ; (2) ∀a ∈ B, B = B − {a} and σ B = σ C , then condition attribute set B is called approximation reduction based on approximation set.
If the following two conditions are satisfied, (1) λ B = λ C ; (2) ∀a ∈ B, B = B − {a} and λ B = λ C , then the condition attribute set B is called distribution reduction based on approximation set.
According to Definitions 7 and 8, we can easily draw a conclusion that the number of objects of approximation set always keep unchanged by the approximation reduction. But many objects are probably replaced after an information system is reduced by approximation reduction, so that the result of approximation reduction may bring out some inconsistent rules compared with that of normal condition attribute reduction. Distribution reduction based on approximation set could maintain each individual approximation set unchanged [28] , so that rules of distribution reduction must be compatible with that of regular condition attribute reduction.
Theorem 3: Given an information system S =< U , A, V , f >, a distribution reduction based on the approximation set is the approximation reduction.
Obviously, the theorem is easily proved, and the proof is omitted.
Example 1: Suppose an information system S =< U , A, V , f >, let U = {x 1 , x 2 , . . . , x 13 }, the condition attribute set C = {a, b, c}, B = {a, b}, the decision attribute set D = {d}, and it is shown in Table 1 . According to Definitions 2 and 5, then we have,
According to Definition 7, B = {a, b} is the approximation reduction based on approximation set in this information system. But the rule (a = 3 ∧ b = 2) → d = 3 of B with respect to X 3 is inconsistent compared with the rule
The conclusions of Example 1 show that the approximation reduction based on approximation set is not a distribution reduction. In addition, the result of approximation reduction may induce some inconsistent rules.
When calculating both approximation reduction and distribution reduction in the information system, a kind of attribute jump phenomenon [29] may occur in many heuristic algorithms [30] . The inconsistent reductions probably appear when adding or deleting attributes in an information system. Therefore, in this paper we plan to use discernibility matrix [31] , [32] to describe the reduction method of distribution reduction based on approximation set in algebra view. Firstly, a kind of equivalent characterization of the approximation set of rough set is given.
Theorem 4: Given an information system S =< U ,
Proof: Let B be the distribution reduction of approximation set, so B 0.5 (
The next, we prove the sufficiency firstly. Supposing the attribute set B is a distribution reduction of approximation set, and ∀x,
Now, we prove the necessity.
So attribute set B is a distribution reduction of approximation set.
Next, the discernibility matrix based on approximation set of rough set is presented as follows.
Definition 9: Given an information system S =<
The value of object of attribute c k in C i is denoted as f (C i , c k ). We define the attribute set of the discernibility matrix as follows, where
is the discernibility matrix of the approximation set of a rough set.
Proof: We prove its necessity at first. Supposing the attribute set B is a distribution reduction of approximation set, then ∀(
Next, we prove the sufficiency of this theorem.
holds. According to Theorem 5 again, the attribute set B is not a distribution reduction of approximation set.
Definition 10: Given an information system S =< U ,
is a discernibility matrix of approximation set. A distribution discernibility formula based on approximation set of rough set is defined as follows,
Theorem 7:
Given an information system S =< U , A, V , f >, the minimal disjunctive normal form of the distribution discernibility formula According to Theorem 7, the method of distribution reduction based on approximation set of rough set is presented. Next, an example is given as follows. 4 }, D = {d} and it is shown in Table 2 . According to Definition 9, then we have discernibility matrix shown in Table 3 ,
Example 2: Suppose an information system S
Then we have,
According to Definition 8, {c 4 } is a distribution reductions of approximation set in this information system. So, the rule of distribution reductions may be compatible with that of regular condition attribute set.
IV. ATTRIBUTE REDUCTION BASED ON APPROXIMATION SET OF ROUGH SET IN INFORMATION VIEW
Attribute reduction based on classical rough set is usually studied in algebra view. In fact, for attribute reduction, in the case of consistent information systems, its representations in information view and algebraic view are equivalent, and in the case of inconsistent information systems between these two views are inequivalent relationship [21] , [33] , [42] . Miao and Wang [20] and Duntsch and Gediga [34] build the relationship of knowledge and information entropy, and introduced the knowledge entropy and condition entropy to rough set in information view. Wang et al. [42] - [46] proposed the quantitative differences between information view and algebraic view. So we will discuss attribute reduction based on approximation set of rough set in information view.
Definition 11: Given an information system S =< U , 
} be a partition of U induced by the decision attributes set, and {Y 1 , Y 2 , · · · , Y n } is also denoted as Y . Conditional information entropy of approximation set is defined as follows,
Conditional information entropy H (D|B) based on classical rough set canąŕt distinguish certain rules and uncertain rules completely [35] , and it just calculates the value of entropy from the intersection between one partition induced by condition attributes set and the other partition induced by decision attributes set [36] . All objects of positive region are certain, but other objects which belong to the boundary region are speculated based on the possibility [37] , [38] . In fact, it is unknowable of the decision value of the object in the boundary region. Now, by the approximation set model of rough set, the conditional information entropy H 0.5 (D|B) contains the certain rules and the approximate rules affected by the noisy information.
According to concepts of the above referred to, the algorithm of attribute reduction based on conditional information entropy of approximation set of rough set is presented as follows. This algorithm regards the core attribute set in an information system as its beginning [11] , [28] . According to the heuristic algorithm referred to, H 0.5 (D|B∪{a}) is heuristic information during reduction process. Then we select the non-core attribute a with minimum H 0.5 (D|B ∪ {a}) to join the core set. The algorithm terminates when H 0.5 (D|B) = H 0.5 (D|C).
Through the flow chart, we more intuitively illustrate this Attribute Reduction Algorithm based on Conditional Information Entropy of Approximation Set as Fig.2 .
Example 3: Suppose an information system S =< U , A, V , f >, let U = {x 1 , x 2 , . . . , x 6 }, C = {c 1 , c 2 , c 3 , c 4 }, D = {d} and it is shown in Table 2 of Example 2.
According to the Algorithm 1, the steps of this algorithm are shown as follows.
Step1 
Algorithm 1 Attribute Reduction Algorithm based on Conditional Information Entropy of Approximation Set (ACIEAS)
Input: an information system S =< U , A, V , f >, A = C∪D, B ⊆ C, where U is domain, C and D are respectively are condition attributes set and decision attributes set.
Output: an attribute reduction set B of this information system.
Step 1 Calculate the conditional information entropy of approximation set of rough set H 0.5 (D|C).
Step 2 Calculate the core attribute set C 0 in this information system, and let Att =C − C 0 .
Step 3 Let B = C 0 .
Step 4 If |B| = 0, then calculate the conditional entropy H 0.5 (D|B), and go to Step 7.
Step 5 For each attribute a i ∈ Att, calculate the conditional information entropy H 0.5 (D|B ∪ {a i }) of the attribute set B ∪ {a i }.
Step 6 Select a non-core attribute a j with minimum H 0.5 (D|B ∪ {a j }), then update the set Att = Att − {a j } and the set B = B ∪ {a j }.
Step 7 If H 0.5 (D|B) = H 0.5 (D|C), then the algorithm terminates, otherwise go to Step 5. Step
Step 3 Let B = C 0 = {c 4 }.
Step 4 Due to Step 7 H 0.5 (D|C) = H 0.5 (D|B), then the algorithm terminates.
So, the reduction results are {c 4 }.
In our experiments, nine data sets from UCI Machine Learning Repository are tested. The experimental environments are Intel I3 CPU, 2GB RAM, Windows7 OS and C++ programming language. The comparative experiments on the algorithm of attribute reduction of conditional information entropy based on approximation set of rough set (Algorithm 4) in this paper and CEBARKCC algorithm (Algorithm 1), CEBARKNC algorithm (Algorithm 2), and MIBARK algorithm (Algorithm 3) are given from their reduction results and the computing time respectively. Then, according to these reduction results, the efficiency of rule acquisition is analyzed. The information of each data set is shown in Table 4 . The results are shown in Tables 5 and 6. Table 5 records  the reduction results and reduction time, and Table 6 records the recognition rate of decision rules which acquired from the data set respectively. All the data sets are divided into two parts in our experiments, 70% are used for rules acquisition, and the rest are tested.
In Table 5 , the experimental results show that the algorithm of attribute reduction based on approximation set of rough set (Algorithm 4) is feasible and its average results is at the satisfactory level compared with others. It is remarkable that its reduction result better than CEBARKNC and its reduction time less than MIBARK and CEBARKNC.
As shown in Table 6 , it can be concluded that the average recognition rate of Algorithm 4 is greater than other three algorithms. With the increase of instance, we can obtain more useful decision rules under the preferable reduction conditions. Furthermore, it can be proved that attribute reduction based on approximation set of rough set can obtain extra rules which are uncertain and approximate for a target set in the boundary region. This algorithm is meaningful to acquire knowledge from uncertain information systems [3] , [5] , [36] , [39] and it is significant to acquire valuable information from the dynamic data sets. Table 5 , we can conclude that the reduction attribute classification results obtained by our algorithm is good relatively, and the computing time is shorter compared with other algorithms. From the tables 5 and 6, although some recognition rate is not very high, this algorithm has the highest average recognition rate compared with other algorithms. It shows that our algorithm is more effective.
Through the line chart more intuitively illustrate the comparsion of results of 4 kinds of algorithm as Fig.3 . And the X axis denote data set that nine data sets from UCI Machine Learning Repository, and Y axis denote each data set of recognition rate on different algorithms. It can been that the average recognition rate of Algorithm 4 is better than other three algorithms.
V. CONCLUSION
Attribute reduction based on extended model of rough set is an important issue in rough set theory [16] , [19] . From the algebra view and information view, attribute reduction based on the approximation set of rough set is proposed in this paper. The method of distribution reduction and discernibility matrix are proposed in algebra view, and the completeness of this reduction method is proved theoretically. Secondly, the algorithm of attribute reduction of conditional information entropy about approximation set is presented in information view. Finally, compared with other three outstanding algorithms, experimental results show that the algorithm of attribute reduction based on approximation set of rough set can obtain effective reduction results and better decision rules. These researches will promote the development of uncertain knowledge acquisition from uncertain information systems and dynamic data systems [3] , [5] , [36] , [39] . In the future work, we will focus on parallel and incremental attribute reduction methods based on approximation set model.
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