Summary. The Finally, in the real projective plane, we define the homography induced by a 3-by-3 invertible matrix and we show that the images of 3 collinear points are themselves collinear.
Preliminaries
From now on a, b, c, d, e, f denote real numbers, k, m denote natural numbers, D denotes a non empty set, V denotes a non trivial real linear space, u, v, w denote elements of V , and p, q, r denote elements of the projective space over V . Now we state the propositions: (1) 1, 1 , 1, 2 , 1, 3 , 2, 1 , 2, 2 , 2, 3 , 3, 1 , 3, 2 , 3, 3 ∈ Seg 3 × Seg 3. (7) Let us consider a commutative, associative, left unital, Abelian, addassociative, right zeroed, right complementable, non empty double loop structure K, and elements a 1 , a 2 , a 3 ,
The theorem is a consequence of (6).
(8) Let us consider a square matrix M over R F of dimension 3, and a matrix N over R F of dimension 3×1. Suppose N = 0 , 0 , 0 . Then M · N = 0 , 0 , 0 . The theorem is a consequence of (7), (5), and (2). (15) Let us consider a natural number n. Then dom 1 R matrix(n) = Seg n.
(17) Let us consider matrices A, B over R F , and matrices R 1 , R 2 over R.
The theorem is a consequence of (16 The theorem is a consequence of (1).
The theorem is a consequence of (1) and (20).
The theorem is a consequence of (1) and (21). (24) 
Grassmann-Plücker Relation
Now we state the propositions:
The theorem is a consequence of (27). (29) |p, q, r| = − |p, r, q| . The theorem is a consequence of (27). (30) |p, q, r| = − |q, p, r| . The theorem is a consequence of (27). (31) |a · p, q, r| = a · |p, q, r| . The theorem is a consequence of (27). (32) |p, a · q, r| = a · |p, q, r| . The theorem is a consequence of (30) and (31).
The theorem is a consequence of (29) and (32).
The theorem is a consequence of (22). [15, (22) ]. For every scalar a of R F and for every vector 
Some Properties about the Cross Product
The theorem is a consequence of (44) 
The theorem is a consequence of (51). (3))(1) = e 1 , and
(ii) (1 R matrix (3))(2) = e 2 , and (iii) (1 R matrix (3)) (3) (ii) p 2 ,2 = p 2 (2) , and
The theorem is a consequence of (3). 
The theorem is a consequence of (70). (72) Let us consider an element p 2 of R 3 . Suppose
The theorem is a consequence of (71).
In the sequel P denotes a square matrix over R F of dimension 3. Now we state the propositions:
(ii) Line(P, 2) = q, and (iii) Line(P, 3) = r.
(ii) Line( p 1 T , 2) = p 1 (2) , and
The theorem is a consequence of (75) Then p 1 ,1 , p 1 ,2 , p 1 ,3 = F2M(p 1 ) . The theorem is a consequence of (63). (87) (i) e 1 T = F2M(e 1 ), and
(ii) e 2 T = F2M(e 2 ), and (iii) e 3 T = F2M(e 3 ). The theorem is a consequence of (69). . The theorem is a consequence of (77). (101) Let us consider an invertible square matrix N over R F of dimension 3, elements u, µ of E 3 T , a finite sequence u 1 of elements of R F , and a finite sequence u 2 of elements of R 1 . Suppose u is not zero and u = u 1 and u 2 = N ·u 1 and µ = M2F(u 2 ). Then µ is not zero. The theorem is a consequence of (75), (85), (80), (8) , (99), and (100). Let N be an invertible square matrix over R F of dimension 3. The homography of N yielding a function from the projective space over E 3 T into the projective space over E 3 T is defined by (Def. 4) for every point x of the projective space over E 3 T , there exist elements u, v of E 3 T and there exists a finite sequence u 1 of elements of R F and there exists a finite sequence p of elements of R 1 such that x = the direction of u and u is not zero and u = u 1 and p = N · u 1 and v = M2F(p) and v is not zero and it(x) = the direction of v. Now we state the proposition: (102) Let us consider an invertible square matrix N over R F of dimension 3, and points p, q, r of the projective space over E 3 T . Then p, q and r are
