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Abstract
We show that, in the graph spectrum of the normalized graph Laplacian on
trees, the eigenvalue 1 and eigenvalues near 1 are strongly related to minimum
vertex covers.
In particular, for the eigenvalue 1, its multiplicity is related to the size of a
minimum vertex cover, and zero entries of its eigenvectors correspond to vertices
in minimum vertex covers; while for eigenvalues near 1, their distance to 1 can
be estimated from minimum vertex covers; and for the largest eigenvalue smaller
than 1, the sign graphs of its eigenvectors take vertices in a minimum vertex
cover as representatives.
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1. Introduction
Spectral graph theory tries to deduce information about graphs from the
graph spectrum. For example, from the spectrum of the normalized Laplacian
that we will study in this paper, one can obtain the number of connected compo-
nents from the multiplicity of the eigenvalue 0, the bipartiteness from its largest
eigenvalue (which is at most 2), as well as the connectivity (how difficult it is to
divide a connected graph into two parts) from its second smallest eigenvalue.
Since the normalized Laplacian contains information of random processes on
graphs, the eigenvalue 1 of the normalized Laplacian is realized to be important,
and a very high multiplicity of 1 is often observed [1, 2]. Some interpretations
of this high multiplicity have been proposed [2, 3].
In this paper, we shall explore a new relationship between the structure of a
graph and the eigenvalue 1. We will show that, for trees, the eigenvalue 1 and
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eigenvalues near 1 are related to the minimum vertex cover problem, a classical
optimization problem in graph theory.
More specifically, minimum vertex covers can be used to calculate the multi-
plicity of eigenvalue 1, and are included by the zero entries of eigenvectors of 1.
One can also use minimum vertex covers to estimate the shortest distance be-
tween the eigenvalue 1 and the other eigenvalues. Furthermore, for eigenvectors
of the largest eigenvalue smaller than 1, vertices in a minimum vertex cover play
the role of representatives for the sign graphs. A spectral property is therefore
linked to a combinatorial problem on graphs.
2. Brief introduction to the normalized Laplacian
We will study undirected simple graphs G = (V,E). An edge connecting
two vertices u, v ∈ V is denoted by uv. If uv ∈ E, we say that u is a neighbor
of v and write u ∼ v. The degree of a vertex v will be denoted by deg v.
The normalized Laplacian, which maps F , the set of real valued functions
of V , into itself, is a discrete version of the Laplacian in continuous space. Let
f ∈ F , and u be a vertex in a graph G, then the normalized Laplacian operator
is defined by
Lf(u) = f(u)−
1
deg u
∑
v∼u
f(v).
It can be represented in matrix form by
L(u, v) =


1 if u = v
− 1degu if u ∼ v
0 otherwise
Here we have assumed that there is no isolated vertex, i.e. all the vertices have
a positive degree.
We have the following immediate results about the spectrum of a normalized
Laplacian: The normalized Laplacian is positive and similar to a symmetric
linear operator, therefore its eigenvalues are real and positive, and are within
the interval [0, 2]. We can label the eigenvalues in non-decreasing order as
0 = λ1 ≤ . . . ≤ λn ≤ 2, where n = |V | is the number of vertices (same
below). λ1 = 0 is always the smallest eigenvalue, whose eigenvectors are locally
constant functions, so its multiplicity is the number of connected components of
the graph. For a bipartite graph G = (V1 ⊔ V2, E), if λ is in the spectrum, so is
2− λ. Therefore, for a connected graph, the largest eigenvalue λn indicates the
bipartiteness. It equals 2 if the graph is bipartite, smaller otherwise. A discrete
version of Cheeger’s inequality
h2
2
≤ λ2 ≤ 2h
is a famous result in spectral graph theory. Here h is the discrete Cheeger’s
constant indicating how difficult it is to divide a graph into two parts. If the
graph is already composed of 2 unconnected parts, λ2 = 0.
Detailed proofs of these results can be found in [4] and [5].
Since a tree is a connected bipartite graph, we know from the above results
that its spectrum is symmetric with respect to 1, and that 0 and 2 are simple
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eigenvalues, and respectively the smallest and the largest eigenvalue. Since a
deletion of any edge of a tree will divide a tree into two parts, the discrete
Cheeger’s constant is at most 2/n, and the second smallest eigenvalue can be
estimated by the discrete Cheeger’s inequality.
3. Minimum vertex cover and some of its properties
By “deleting a vertex v from the graph G = (V,E)”, we mean deleting the
vertex v from V and all the edges adjacent to v from E, and write G − v. By
“deleting a vertex set Ω from the graph G”, we mean deleting all the elements
of Ω from G, and write G− Ω.
Definition 1 (vertex cover). For a graph G = (V,E), a vertex cover of G is
a set of vertices C ⊂ V such that ∀e ∈ E, e ∩ C 6= ∅, i.e. every edge of G is
incident to at least one vertex in C. A minimum vertex cover is a vertex cover
C such that no other vertex cover is smaller in size than C.
The minimum vertex cover problem is a classical NP-hard optimization prob-
lem that has an approximation algorithm. The following property is obvious,
and will be very useful.
Property 1. A vertex set is a vertex cover if and only if its complement is an
independent set, i.e. a vertex set such that no two of its elements are adjacent.
So the minimum vertex cover problem is equivalent to the maximum inde-
pendent set problem. For bipartite graphs, Ko¨nig’s famous theorem relates the
minimum vertex cover problem to the maximum matching problem, another
classical optimization problem.
Definition 2 (matching). For a graph G = (V,E), a matching of G is a
subgraph M such that ∀v ∈ M, deg v = 1, i.e. every vertex in m has one and
only one neighbor in M . It can also be defined by a set of disjoint edges. A
maximum matching is a matching M such that no other matching of G has
more vertices than M .
Property 2 (Ko¨nig’s Theorem). In a bipartite graph, the number of edges in a
maximum matching equals the number of vertices in a minimum vertex cover.
It should be noticed that, in general, neither a minimum vertex cover nor a
maximum matching is unique. We show in Figure 1 a very simple graph, where
the two white vertices form a minimum vertex cover. The meaning of the color
and the size of vertices will be explained later.
We now prove the following properties of a minimum vertex cover, which
will be useful for the proofs below.
Property 3. Let C be a minimum vertex cover of G. Then for any subset
C′ ⊂ C, C − C′ is a minimum vertex cover of G− C′.
Proof. If C − C′ is not a minimum vertex cover of G − C′, there is a smaller
vertex cover C′′ of G−C′. Then C′′ ∪C′ covers every edge of G, and is smaller
than C in size. So C is not a minimum vertex cover of G, contrary to the
assumption.
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Figure 1: A simple graph. White vertices yield a minimum vertex cover.
Property 4. For a tree, let L be the set of its leaves (vertices of degree 1).
Then L is not a subset of any minimum vertex cover.
Proof. We’ll argue by induction. The property is obviously true for a tree with
less than 3 vertices. Suppose it’s true for all trees with less than n vertices.
Now consider a tree T of n vertices.
Let P be the set of parents (the only neighbors) of L. Assume a minimum
vertex cover C such that L ⊂ C.
We have P ∩C = ∅. In fact, otherwise, consider v ∈ P ∩C, its child can be
deleted from C, and the remaining vertex set is still a vertex cover, so C is not
a minimum cover as assumed.
Let p be a mapping from L to P that maps a leaf to its only parent. We have
u 6= v ⇒ p(u) 6= p(v). In fact, otherwise, we can replace u, v by their common
parent in C, and the resulting vertex set is a vertex cover smaller than C, and
the assumption is again violated.
So p is a one-to-one map as long as the assumptions are true. We can replace
L by P in C, and the resulting vertex set C′ is a vertex cover of size |C|, hence
another minimum vertex cover. By the previous property, C′−P is a minimum
vertex cover of T − P . The leaves of T − P are the grand parents of L.
By assumptions, there is at least one leaf v′ of T − P that is not in C′ − P ,
thus not in C. Neither is its child, because P ∩ C = ∅. So the edge connecting
v′ and his child is not covered by C. This violates the requirement that C is a
vertex cover. So the assumption that L ⊂ C cannot be true for T .
By induction, L ⊂ C is false for every tree.
Property 5. Let C be a minimum vertex cover and consider a subset C′ ⊂ C.
Let G′ be the subgraph expanded by C′, that is, the vertex set of G′ consists of all
the elements of C′ and all their neighbors, and the edge set of G′ consists of all
the edges in G that are adjacent to the elements of C′. Then C′ is a minimum
vertex cover of G′.
Proof. As in the proof of Property 3, if C′ is not a minimum vertex cover of G′,
we can find a vertex cover of G smaller then C, thus violate the assumption.
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Property 6. Let z be a vertex excluded by every minimum vertex cover, then
a minimum vertex cover C of G is also a minimum vertex cover of G− z.
Proof. Consider a minimum vertex cover C. Let N be the set of neighbors of
z. Obviously, N ⊂ C. Assume a vertex cover C′ of G − z smaller than C. If
N ⊂ C′, C′ covers also all the edges of G, thus is a vertex cover of G smaller
than C, which is absurd. If N \ C′ is not empty, C′ ∪ {v} is a vertex cover of
G of a size ≤ |C|, thus another minimum vertex cover G, which violates the
assumption that z is excluded by any minimum vertex cover of G.
4. Minimum Vertex Covers and Eigenvalue 1
4.1. Multiplicity of Eigenvalue 1
In this part, we will show how to obtain the size of a minimum vertex cover
of a tree from the multiplicity of the eigenvalue 1 of the normalized Laplacian.
The vertices are labeled by integers 1, . . . , n in non-decreasing order. We try
to write out the characteristic polynomial of the normalized Laplacian matrix
det(L − xI).
We use the expansion
det(A) =
∑
σ∈Sn
sgn(σ)
n∏
i=1
Ai,σ(i)
where the sum is over all the permutations of vertices. Every permutation can
be decomposed into disjoint cycles. A k-cycle with k > 2 corresponds to a
simple directed k-cycle in the graph, and a 2-cycle corresponds to an edge in
the graph. Since the (u, v) entry of L− xI is not zero if and only if there is an
edge between u and v, we conclude that a term in the summation above is not
zero if and only if the permutation corresponds to a disjoint set (i.e. without
common vertex) of cycles and edges in the graph. This is a fact noticed by
many authors [6, for example].
A tree is a graph without cycles, so every term of the characteristic polyno-
mial corresponds to a set of disjoint edges, i.e. a matching. For a tree T , its
characteristic polynomial of the normalized Laplacian can be written as
P (x) =
∑
M∈M
(
(−1)|EM |(x− 1)n−|VM |
∏
v∈M
1
deg v
)
where M is the set of matchings M = (EM , VM ) of T . We see from this
polynomial that the multiplicity of 1 is at least minM(n − |VM |), or n − |VM˜ |,
where M˜ is a maximum matching.
The characteristic polynomial can be further written as (with the convention
that 00 = 1)
P (x) = (x− 1)n−|VM˜ |
∑
M
(
(−1)|EM |(x− 1)|VM˜ |−|VM |
∏
v∈M
1
deg v
)
= (x− 1)n−2|VC˜ |
∑
M
(
(−1)|EM |(x − 1)2|VC˜ |−|VM |
∏
v∈M
1
deg v
)
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where C˜ is a minimum vertex cover.
We see from this polynomial that, as long as the edge set is not empty, there
will always be a matching, therefore the constant term of the sum will never
vanish at x = 1. So we have proved the following result:
Theorem 1. For a tree with a maximum matching M˜ and a minimum vertex
cover C˜, the multiplicity of the eigenvalue 1 is exactly n − |VM˜ | = n − 2|VC˜ |,
i.e. the number of vertices unmatched by the maximum matching M˜ .
If we can find a minimum vertex cover of the tree, we know the size of a
maximum matching by Ko¨nig’s theorem, and then can tell the multiplicity of 1
as an eigenvalue of the normalized Laplacian.
4.2. Eigenvalues near 1
Let Λ = {λ1, . . . , λn} be the spectrum of the normalized Laplacian for a tree
T . We define the spectral separation by λ¯ = min16=λ∈Λ |1− λ|, i.e. the shortest
distance between the eigenvalue 1 and the other eigenvalues. In this part, we
will give two upper bounds of this separation, using different methods, both
taking advantage of properties of minimum vertex covers.
We now give the first upper bound of this separation, with a proof similar
to the proof [5] of the second ≤ of the discrete Cheeger’s inequality (λ2 ≤ 2h).
Here, the measure of a vertex v is defined by µv = deg v, while the measure
(also known as the “volume”[4]) of a vertex subset Ω ⊂ V is defined by
µΩ =
∑
v∈Ω
µv =
∑
v∈Ω
deg v.
Theorem 2. λ¯ ≤ µV−C
µC
where C is a minimum vertex cover of the tree in
question.
Proof. Let 0 = λ1 ≤ . . . ≤ λn = 2 be the eigenvalues, let fk be a λk-eigenvector.
We know that
λk = min
f∈Ω⊥
k−1
〈Lf, f〉
〈f, f〉
where Ωk = {f1, . . . , fk}.
Let g ∈ Ω⊥
n−|C|, i.e. g is orthogonal to f1, . . . , fn−|C|. The orthogonality gives
a system of n− |C| independent equations with n unknowns, the dimension of
the solution space is |C|. So we have the freedom to set g to be a constant a on
C. We have, with the individual steps being explained subsequently,
λn−|C|+1 ≤
〈Lg, g〉
〈g, g〉
=
〈∇g,∇g〉
〈g, g〉
=
∑
v∈V−C(g(v)− a)
2µv
a2µC +
∑
v∈V−C g(v)
2µv
=
a2µV−C + 2a
2µC +
∑
v∈V−C g(v)
2µv
a2µC +
∑
v∈V−C g(v)
2µv
= 1 +
a2µV
a2µC +
∑
v∈V−C g(v)
2µv
≤ 1 +
a2µV
a2µC + a2
µ2
C
µV−C
= 1 +
µV−C
µC
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which is the claim.
The second line is due to the fact that g is constant on C, so if v, w ∈ C
and v ∼ w, the edge vw will not contribute in the calculation. Since V − C is
an independent set, we only need to consider the edges connecting v ∈ C and
w ∈ V − C.
The third line results from the orthogonality of g to f1 which is constant on
V . This orthogonality implies that aµC +
∑
v∈V−C g(v)µv = 0.
The last inequality comes from the relation∑
v∈V−C g(v)
2µv
µV−C
≥
(∑
v∈V−C g(v)µv
µV−C
)2
=
(
aµC
µV−C
)2
Now, we will use the interlacing technique suggested by Haemers [7], to find
a second upper bound of the spectral separation.
Definition 3 (Interlacing). Consider two sequences of real numbers λ1 ≤ · · · ≤
λn and µ1 ≤ · · · ≤ µm with m < n. The second sequence is said to interlace the
first one if λi ≤ µi ≤ λn−m+i, for i = 1, . . . ,m.
The following interlacing theorem [7] will be useful for us.
Theorem 3 (Haemers). Suppose that the rows and columns of the matrix

A1,1 · · · A1,n
...
. . .
...
An,1 · · · An,n


are partitioned according to a partitioning X1, . . . , Xm of {1, . . . , n} with char-
acteristic matrix S˜, i.e. S˜(i, j) = 1 if i ∈ Xj, and 0 otherwise. We construct
the quotient matrix B˜ whose entries are the average row sums of the blocks of
A, i.e. (
B˜ij
)
=
1
|Xi|
(S˜TAS˜)ij
Then the eigenvalues of B˜ interlace the eigenvalues of A.
In [7], a matrix is often partitioned into two parts in order to apply this
theorem. Things will be complicated if we try to work with more parts. But,
because of some properties of vertex covers, it is possible to partition a normal-
ized Laplacian matrix into n − |C| + 1 parts. We now prove our second upper
bound of the separation.
Theorem 4.
λ¯ ≤ 1−
1
|C|
∑
C∋u∼v∈C
(
1
deg u
+
1
deg v
)
where C is a minimum vertex cover of the tree in question.
Proof. Let’s label the vertices in V −C = {v1, . . . , vn−|C|}. We can now partition
the normalized Laplacian matrix into n− |C|+ 1 parts, by setting X0 = C and
Xi = vi. So the quotient matrix
L˜ =
[
A B
C In
]
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where the lower right part is In because V − C is an independent set. B is a
row matrix whose i-th entry is 1|C|
∑
u∼vi
−1
degu . C is a column matrix whose
entries are all -1 (because the row sum of L is always 0). A is a number whose
value is 1− 1|C|
∑
C∋u∼v∈C
(
1
deg u +
1
deg v
)
We know that
det
(
A B
C D
)
= det(D) det(A−BD−1C)
so the characteristic polynomial of L˜ is
det
(
λ−A −B
−C (λ− 1)In
)
= (λ − 1)n−|C|
(
(λ −A)−
1
λ− 1
BC
)
Now that V −C is an independent set, all neighbors of v ∈ V −C are in C. So,
BC =
1
|C|
∑
v∈V−C
∑
u∼v
1
deg u
=
1
|C|
∑
C∋u∼v∈V−C
1
deg u
= 1−
1
|C|
∑
C∋u∼v∈C
(
1
deg u
+
1
deg v
)
= A.
In fact, this is obvious because the row sums of L are zero, and so are the row
sums of L˜.
So the eigenvalues of L˜ are 0 ≤ 1 ≤ 1 + A, where 0 and 1 + A are simple
eigenvalues, and 1 is an eigenvalue of multiplicity n− |C| − 1.
By interlacing, we know that λn−|C|+1 ≤ 1 +A ≤ λn = 2. So A is an upper
bound of the separation λ¯.
The graph in Figure 1 can be taken as a simple example. Both estimations
give 2/3 as the upper bound. This is an exact result, because all the inequalities
in the proofs above become equalities for this graph.
5. Minimum Vertex Cover and 1-Eigenvectors
We show in Figure 2 a typical 1-eigenvector. All the pictures in this paper
showing a real-valued function f on V will use the size of a vertex v to represent
the absolute value of f(v), and the color of a vertex to represent the sign (black
for negative, gray for positive, and the white vertices represent the zeroes).
It is not difficult to find a minimum vertex cover for such a small tree, and
we find that a 1-eigenvector always vanishes (equals 0) on a minimum vertex
cover. This is more obvious in Figure 3 and Figure 1 (Figure 1 shows in fact a
1-eigenvector).
This observation is finally proved as the following theorem:
Theorem 5. Let T = (V,E) be a tree, C be one of its minimum vertex covers,
f be one of its 1-eigenvectors, then ∀c ∈ C, f(c) = 0. That is, any 1-eigenvector
vanishes on all the minimum vertex covers. In other words, the set of vanishing
points of any 1-eigenvector contains all the minimum vertex covers.
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Figure 2: A typical 1-eigenvector.
Proof. Since C is a minimum vertex cover, its complement set V − C is an
independent set. If ∀c ∈ C, f(c) = 0, the Laplace equation for eigenvalue 1
Lf(v) = f(v)−
∑
u∼v f(u)
deg v
= f(v)
is automatically satisfied on V − C, since the average over their neighbors is 0.
In order to be a 1-eigenvalue, f should satisfy for all vertices c ∈ C∑
v∼c
f(v) = 0
This is a system of |C| linear equations with n− |C| unknowns. By Properties
4 and 5 of minimum vertex covers, these equations are independent.
Let M be a maximum matching of a tree with n vertices. It is obvious
that M has at most
[
n
2
]
edges, by Ko¨nig’s theorem, |C| ≤
[
n
2
]
. An alternative
argument is that, since a tree is bipartite, each of the two parts is a vertex cover,
but not necessarily minimum, so |C| ≤
[
n
2
]
. In the case where n = 2|C|, f = 0
is the only solution, because V −C is also a minimum vertex cover. In the case
where n > 2|C|, there are more unknowns than equations, the dimension of the
solution space is n− 2|C|, which is exactly the multiplicity of the eigenvalue 1
as we have proved.
So a basis f1, . . . , fn−2|C| of the solution space is also a basis of the 1-
eigenspace, and a 1-eigenvector must be a linear combination of f1, . . . , fn−2|C|.
This proves that every 1-eigenvector vanishes on C.
6. Minimum Vertex Covers and pre-1-Eigenvectors
Here, by abuse of language, we mean by “pre-1-eigenvectors” the eigenvectors
of the largest eigenvalue smaller than 1.
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Figure 3: 1-eigenvector of a symmetrical tree.
The sign graph (strong discrete nodal domain) is a discrete version of Courant’s
nodal domain.
Definition 4. Consider G = (V,E) and a real-valued function f on V . A
positive (resp. negative) sign graph is a maximal, connected subgraph of G with
vertex set V ′, such that f |V ′ > 0(resp. f |V ′ < 0).
The study of the sign graphs often deals with generalized Laplacians. A
matrix M is called a generalized Laplacian matrix of the graph G = (V,E) if
M has non-positive off-diagonal entries, and M(u, v) < 0 if and only if uv ∈ E.
Obviously, a normalized Laplacian is a generalized Laplacian.
A Dirichlet normalized Laplacian LΩ on a vertex set Ω is an operator defined
on FΩ, the set of real-valued functions on Ω. It is defined by
LΩf = (Lf˜)|Ω
where f˜ ∈ F vanishes on V − Ω and equals f on Ω. It can be regarded as
a normalized Laplacian defined on a subgraph with boundary conditions, and
has many properties similar to those of the normalized Laplacian. A Dirichlet
normalized Laplacian is also a generalized Laplacian.
Previous works [8, 9, 10] have established the following discrete analogues of
Courant’s Nodal Domain Theorem for generalized Laplacians:
Theorem 6. Let G be a connected graph and A a generalized Laplacian of G,
let the eigenvalues of A be non-decreasingly ordered, and λk be an eigenvalue of
multiplicity r, i.e.
λ1 ≤ · · · ≤ λk−1 < λk = · · · = λk+r−1 < λk+r ≤ · · · ≤ λn
Then a λk-eigenvalue has at most k + r − 1 sign graphs.
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In addition [11] has studied the nodal domain theories on trees and even
obtain equalities. But we have to study two cases
Theorem 7 (Bıyıkoglu). Let T be a tree, let A be a generalized Laplacian of T .
If f is a λk-eigenvector without a vanishing coordinate (vertex where f = 0),
then λk is simple and f has exactly k sign graphs.
Theorem 8 (Bıyıkoglu). Let T be a tree, let A be a generalized Laplacian of T .
Let λ be an eigenvalue of A all of whose eigenvectors have at least one vanishing
coordinate. Then
1. Eigenvectors of λ have at least one common vanishing coordinate.
2. If Z is the set of all common vanishing points, G − Z is then a forest
with components T1, . . . , Tm. Let A1, . . . , Am be the restriction of A to
T1, . . . , Tm, then λ is a simple eigenvalue of A1, . . . , Am, and Ai has a
λ-eigenvector without vanishing coordinates, for i = 1, . . . ,m.
3. Let k1, . . . , km be the positions of λ in the spectra of A1, . . . , Am in non-
decreasing order. Then the number of sign graphs of an eigenvector of λ
is at most k1+ . . .+km, and there exists a λ-eigenvector with k1+ . . .+km
sign graphs.
In this theorem, if A is the normalized Laplacian, the Ai in the second item
are in fact the Dirichlet normalized Laplacians on Ti.
We denote by λp the largest eigenvalue of the normalized Laplacian smaller
than 1. We are interested in its eigenvectors.
Figure 4 shows a typical λp-eigenvector. We observe that vertices from a
Figure 4: A typical λp-eigenvector.
minimum vertex cover can be regarded as representatives for the sign graphs.
This is also seen in Figures 5 and 6. With or without vanishing points, every
sign graph contains one and only one vertex from a minimum vertex cover. As in
[11], this observation is proved as a theorem by considering two different cases:
with (Figure 6) or without (Figure 5) vanishing points.
11
Figure 5: A typical λp-eigenvector without vanishing point.
Theorem 9. Let T = (V,E) be a tree, let C be a minimum vertex cover on T ,
we have λp = λ|C|. If f is a λp-eigenvector without vanishing coordinate, then
λp is a simple eigenvalue, and each of the |C| sign graphs of f contains one and
only one element c ∈ C, i.e. C is a transversal of the sign graphs.
Proof. It is immediate by the symmetry and Theorem 1 that λ|C| < 1 and
λ|C|+1 ≥ 1. It is concluded from Bıyıkoglu’s Theorem 7 that λp is simple, and
a λp-eigenvector has |C| sign graphs since it has no vanishing coordinate. We
study the λp-eigenvector f .
We now prove that every sign graph of fp has at least 2 vertices. Otherwise,
there will be a sign graph with only one vertex v, all of whose neighbors have
an opposite sign, so Lf(v) > f(v), which is not possible since λp < 1.
We conclude that every sign graph contains at least one element of C, be-
cause V − C is an independent set. Since there are exactly |C| sign graphs,
the only way to achieve this is to put exactly one element of C in each sign
graph.
Now let’s consider the case with vanishing coordinates, and prove the final
theorem:
Theorem 10. Let T = (V,E) be a tree, and C be a minimum vertex cover.
1. A λp-eigenvector has at most |C| sign graphs, and there exists a λp-
eigenvector with exactly |C| sign graphs.
2. Every sign graph of a λp-eigenvector contains one and only one element
of C.
Proof. Only the case where all λp-eigenvectors have at least one vanishing coor-
dinate remains to be proved. From Theorem 8, we know that the λp-eigenvectors
have at least one common vanishing coordinate.
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Figure 6: A typical λp-eigenvector with a vanishing point (in the middle).
Firstly, by the same method as for the normalized Laplacian, we can prove
that Theorems 1, 5, 9 are also true for a Dirichlet normalized Laplacian.
As in the case without vanishing coordinates, we conclude from Theorem 1
that λp = λ|C|. Let z be a common vanishing coordinate of the λp-eigenvectors,
λp is also an eigenvalue of the Dirichlet normalized Laplacian LT−z . The matrix
form of LT−z can be obtained by removing from L the row and the column
corresponding to z, so the eigenvalues of LT−z interlace the eigenvalues of L
(see [7]).
We would like to prove that z is not in any minimum vertex cover. Otherwise,
assume a minimum vertex cover C ∋ z. By Property 3, C − z is a minimum
vertex cover of T − z. Applying Theorem 1 to LT−z , we know that λD|C|−1 <
λD|C| = 1, where λ
D
1 , . . . , λ
D
n−1 are the eigenvalues of LT−z in non-decreasing
order. By the interlacing argument, we conclude that λD|C|−1 = λp, and that
the multiplicity of λp in the spectrum of LT−z is at most the same as in the
spectrum of L.
This is however not possible if we look at the Laplacian equations with
eigenvalue λp. After deleting the vertex z from T , the Laplacian equation at
vertex z is eliminated from the equation system, thus the λp-eigenspace obtains
one more dimension, which means that the multiplicity of λp should be higher
in the spectrum of LT−z then in the spectrum of L. Therefore, z cannot be in
any minimum vertex cover.
By Property 6, C is a minimum vertex cover of T − z. Let z′ be another
common vanishing point of λp-eigenvectors of L, it is obvious that it’s also a
common vanishing point of λp-eigenvectors of LT−z , so we can divide T into
a forest by deleting one by one all the common vanishing points, and finally
conclude by applying Theorems 9 and 8 to every single tree in the forest.
Actually, this result is very intuitive. The minimum vertex covers try to
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cover the graph in a most efficient way, while the sign graphs try to divide the
graph in a most uniform way.
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