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SAMENVATTING
Sinds 1936 worden econometrische modellen toegepast om de verbanden tussen
meerdere economische variabelen te beschrijven. Aan deze modellen liggen
echter een aantal veronderstellingen ten grondslag. Zo wordt verondersteld dat
de verklarende variabelen een tijds- en van elkaar onafhankelijke invloed op
de te verklaren variabele hebben. Keynes was één van de eersten die deze
veronderstellingen bekritiseerde. Om deze kritiek te ondervangen, kan men
veronderstellen dat de regressiecoëfficiënten tijdsvariërend zijn. Sinds 1970
is een aantal modellen ontwikkeld die bepaalde typen van parametervariatie
beschrijven. Bij de toepassing van variërende parametermodellen zijn twee
soorten problemen relevant. Ten eerste is het van belang te onderzoeken welk
type model in een situatie adequaat is. Wanneer we een adequaat model gevonden
hebben, is het van belang geschikte schattingstechnieken te vinden om de
paraÍneters in het model te schatten. In het proefschrift komen beide problemen
aan de orde.
In hoofdstuk 1 motiveren we het belang van variërende parametermodellen in de
econometrie. In hoofdstuk 2 geven we een aantal wiskundige definities en
stellingen die nuttig zijn in de hoofdstukken 3 en 4.
Hoofdstuk 3 is gewijd aan regressiemodellen met tijdsvariërende
regressiecoëfficiënten. In de secties 3.1, 3.2 en 3.3 beschrijven we een
aantal specifieke vormen van parametervariatie. Eén van deze modellen is het
random walk model. In dit model wordt de variatie in de regressiecoëfficiënten
beschreven door een eerste orde autoregressief model. Veel economische
tijdreeksen kunnen door zo een proces benaderd worden. Een bekende methode om
de tijdsvariërende regressiecoëfficiënten in het random walk model te schatten
is het Kalmanfilter. Bij deze methode wordt echter in het algemeen
verondersteld dat de verwachte waarde van de regressiecoëffiënt op tijdstip
nul en de covariantiematrix van de verstoringen op de regressiecoëffiënten
bekend zijn. Om deze nadelen te vermijden maken we in hoofdstuk 3 gebruik van
een andere benadering. Het random walk model wordt in een uitgebreide vorm
geschreven, welke gelijkenis vertoont met het standaard regressiemodel met a
priori informatie ten aanzien van de regressiecoëffiënten. We laten zien dat
deze benadering twee voordelen heeft. Ten eerste kunnen de
regressiecoëffiënten recursief geschat worden zonder speciale a priori
informatie met betrekking tot de regressiecoëffiënt op tijdstip nul. We
beschrijven deze schattingsmetlrode in scctic 3.6. Daarna,ast gecft deze mcthode
de rnogelijkheid om de covarianticmatrix van de verstoringen te sciratten met
bchulp van dc zogenaamde MlNQtIl-rnethode. In sectie 3.9 geven we een
bcscl'rrijving van deze methode in hct standaard regrcssiemodel. In de secties
ll.l0 cn 3.11 leiden wc cen aantal NIINQUE-schattcrs af voor cen random walk
rnodcl. In sectie 3.11 laten we zicn dat ecn van deze schatíers consistent is
onder algemene voorwaarden.
In hoofdstuk 4 houden wc ons bczig mct nonparametrische regrcssie. Het verband
tussen nonparametrischc regrcssie cn variërende parametermodellen is
tweeledig. Ten eerste wordt misspecilicatic in de litcratuur aangehaald als
mogelijke oorzaak van het nict constant zijn van regressiccoëffiënten in dc
loop van de tijd. In cen dcrgelijke situatie ligt het echter meer voor de hand
om nonparametrische regressie toe te passen. 'Ien twcedc maakt men bij beidc
modellen gebruik van zogenaarndc splines. Spiines zijn stuksgewijs polynonriale
benaderingcn op declirrtervallen van hct domcin van de rcgressor. We bcschouwen
in hoofdstuk 4 nonparametrische regressie met één regressor.
Een belangrijke doelstelling bij nonparamctrische regressic is hct zo goed
mogelijk schatten van de regressiefunctie. Een norm om dc afwijking van de
geschatte regressiefunctie ten opzichte van de werkelijke regressiefunctie aan
te geven wordt gegeven door dc zogenaamde risk. De risk convergeert als
functie van het aantal waarnemingcn N. In hct algemeen kunncn we zeggen dat de
risk met orde O(No) naar nul convergeert,  waarbi j  -1 < c < 0. Uit de
literatuur is bekend dat o een ondcrgrens heeft dic afhankelíjk is va.n de
klassc van functics u/aartoe de ware regressiclunctie bchoort. De schattcrs
waarmee de ondergrens bercikt wordt noemen we statistisch efficiënt.
Aangezien nonparametrische regressie in het algemeen slechts zinvol is als
het aantal waarnemingen zeer groot is, is rckenkundige efficiëntie eveneens
van belang. IIet aantal rekenkundige stappen zal van de orde OlNp) tocnemen
waarbij p >- L IIet zal dus gunstig zijn om een schatter tc kiezen waarvoor zo
B laag mogelijk is.
In sectie 4.2 gevcn we t:en korte beschrijving van drie mcthoden om de
regressiefunctie te schatten; narnelijk de kernclschattcr, de natural splines
schatter en de schatter gebaseerd op stuksgewijze polynomiale regressie. In de
secties 4.3 tot en met 4.7 richtcn we ons spcciaal op de bestudering van de
stuksgewijs polynomiale schatter (SP).
Bij de laatste methode delcn we het domcin van de regressor op in
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deelintervallen en benaderen de regressiefunctie in ieder van de
deelintervallen door een polynoom van de graad r. we kunnen de coêffiënten van
ieder polynoom afzonderlijk schatten. In sectie 4.3 laten we zien dat de
schatter statistisch efficiënt is voor een geschikte keuze van het aantal
deelintervallen en de graad van het porynoom. Een andere gunstige eigenschap
van de schatter is dat het aantal rekenkundige bewerkingen van de orde o(N)
is. De methode heeft echter als nadeel dat de geschatte regressiefunctie niet
continu is. In de secties 4.4 tot en met 4.2 beschrijven we twee methoden om
de discontinue schatter in een continue schatter te veranderen. verder
onderzoeken we in hoeverre deze verandering van invloed is op de statistische
en rekenkundige efficiëntie van de schatter. In sectie 4.2 tonen we het nut
van modelselectiecriteria bij het vinden van de optimale schatter.
In hoofdstuk 5 voeren we een simulatiestudie uit ten aanzien van de
sP-schatter. we zijn daarbij met name geihteresseerd in de snelheid waarmee de
geschatte regressiefunctie naar de ware regressiefunctie convergeert als het
aantal waarnemingen toeneemt. In sectie b.3 vergelijken we de sp-schatter met
een Kernel-schatter voor een speciale regressiefunctie. De simulatiestudie
geeft aan dat de sP-schatter sneller convergeert dan de Kernel-schatter als
het aantal waarnemingen toeneemt.
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