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Abstract
Understanding the learning dynamics of neural
networks is one of the key issues for the improve-
ment of optimization algorithms as well as for
the theoretical comprehension of why deep neu-
ral nets work so well today. In this paper, we
introduce a random matrix-based framework to
analyze the learning dynamics of a single-layer
linear network on a binary classification problem,
for data of simultaneously large dimension and
size, trained by gradient descent. Our results pro-
vide rich insights into common questions in neu-
ral nets, such as overfitting, early stopping and
the initialization of training, thereby opening the
door for future studies of more elaborate struc-
tures and models appearing in today’s neural net-
works.
1. Introduction
Deep neural networks trained with backpropagation have
commonly attained superhuman performance in applica-
tions of computer vision (Krizhevsky et al., 2012) and
many others (Schmidhuber, 2015) and are thus receiving an
unprecedented research interest. Despite the rapid growth
of the list of successful applications with these gradient-
based methods, our theoretical understanding, however, is
progressing at a more modest pace.
One of the salient features of deep networks today is that
they often have far moremodel parameters than the number
of training samples that they are trained on, but meanwhile
some of the models still exhibit remarkably good general-
ization performance when applied to unseen data of sim-
ilar nature, while others generalize poorly in exactly the
same setting. A satisfying explanation of this phenomenon
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would be the key to more powerful and reliable network
structures.
To answer such a question, statistical learning theory has
proposed interpretations from the viewpoint of system
complexity (Vapnik, 2013; Bartlett & Mendelson, 2002;
Poggio et al., 2004). In the case of large numbers of pa-
rameters, it is suggested to apply some form of regular-
ization to ensure good generalization performance. Reg-
ularizations can be explicit, such as the dropout technique
(Srivastava et al., 2014) or the l2-penalization (weight de-
cay) as reported in (Krizhevsky et al., 2012); or implicit,
as in the case of the early stopping strategy (Yao et al.,
2007) or the stochastic gradient descent algorithm itself
(Zhang et al., 2016).
Inspired by the recent line of works (Saxe et al., 2013;
Advani & Saxe, 2017), in this article we introduce a ran-
dom matrix framework to analyze the training and, more
importantly, the generalization performance of neural net-
works, trained by gradient descent. Preliminary results es-
tablished from a toy model of two-class classification on a
single-layer linear network are presented, which, despite
their simplicity, shed new light on the understanding of
many important aspects in training neural nets. In partic-
ular, we demonstrate how early stopping can naturally pro-
tect the network against overfitting, which becomes more
severe as the number of training sample approaches the di-
mension of the data. We also provide a strict lower bound
on the training sample size for a given classification task
in this simple setting. A byproduct of our analysis im-
plies that random initialization, although commonly used in
practice in training deep networks (Glorot & Bengio, 2010;
Krizhevsky et al., 2012), may lead to a degradation of the
network performance.
From a more theoretical point of view, our analyses allow
one to evaluate any functional of the eigenvalues of the sam-
ple covariance matrix of the data (or of the data representa-
tion learned from previous layers in a deep model), which
is at the core of understanding many experimental obser-
vations in today’s deep networks (Glorot & Bengio, 2010;
Ioffe & Szegedy, 2015). Our results are envisioned to gen-
eralize to more elaborate settings, notably to deeper models
that are trained with the stochastic gradient descent algo-
rithm, which is of more practical interest today due to the
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tremendous size of the data.
Notations: Boldface lowercase (uppercase) characters
stand for vectors (matrices), and non-boldface for scalars
respectively. 0p is the column vector of zeros of size p, and
Ip the p× p identity matrix. The notation (·)T denotes the
transpose operator. The norm ‖ · ‖ is the Euclidean norm
for vectors and the operator norm for matrices. ℑ(·) de-
notes the imaginary part of a complex number. For x ∈ R,
we denote for simplicity (x)+ ≡ max(x, 0).
In the remainder of the article, we introduce the problem
of interest and recall the results of (Saxe et al., 2013) in
Section 2. After a brief overview of basic concepts and
methods to be used throughout the article in Section 3, our
main results on the training and generalization performance
of the network are presented in Section 4, followed by a
thorough discussion in Section 5 and experiments on the
popular MNIST database (LeCun et al., 1998) in Section 6.
Section 7 concludes the article by summarizing the main
results and outlining future research directions.
2. Problem Statement
Let the training data x1, . . . ,xn ∈ Rp be independent vec-
tors drawn from two distribution classes C1 and C2 of car-
dinality n1 and n2 (thus n1 + n2 = n), respectively. We
assume that the data vector xi of class Ca can be written as
xi = (−1)aµ+ zi
for a = {1, 2}, with µ ∈ Rp and zi a Gaussian random
vector zi ∼ N (0p, Ip). In the context of a binary classifi-
cation problem, one takes the label yi = −1 for xi ∈ C1
and yj = 1 for xj ∈ C2 to distinguish the two classes.
We denote the training data matrix X =
[
x1, . . . ,xn
] ∈
Rp×n by cascading all xi’s as column vectors and associ-
ated label vector y ∈ Rn. With the pair {X,y}, a classifier
is trained using “full-batch” gradient descent to minimize
the loss function L(w) given by
L(w) =
1
2n
‖yT −wTX‖2
so that for a new datum xˆ, the output of the classifier is
yˆ = wTxˆ, the sign of which is then used to decide the class
of xˆ. The derivative of L with respective to w is given by
∂L(w)
∂w
= − 1
n
X(y −XTw).
The gradient descent algorithm (Boyd & Vandenberghe,
2004) takes small steps of size α along the opposite di-
rection of the associated gradient, i.e., wt+1 = wt −
α∂L(w)∂w
∣∣
w=wt
.
Following the previous works of (Saxe et al., 2013;
Advani & Saxe, 2017), when the learning rate α is small,
wt+1 andwt are close to each other so that by performing
a continuous-time approximation, one obtains the follow-
ing differential equation
∂w(t)
∂t
= −α∂L(w)
∂w
=
α
n
X
(
y −XTw(t))
the solution of which is given explicitly by
w(t) = e−
αt
n
XX
T
w0 +
(
Ip − e−αtn XXT
)
(XXT)−1Xy
(1)
if one assumes that XXT is invertible (only possible in
the case p < n), with w0 ≡ w(t = 0) the initializa-
tion of the weight vector; we recall the definition of the
exponential of a matrix 1nXX
T given by the power series
e
1
n
XX
T
=
∑∞
k=0
1
k! (
1
nXX
T)k = VeΛVT, with the eigen-
decomposition of 1nXX
T = VΛVT and eΛ is a diago-
nal matrix with elements equal to the exponential of the
elements of Λ. As t → ∞ the network “forgets” the
initialization w0 and results in the least-square solution
wLS ≡ (XXT)−1Xy.
When p > n, XXT is no longer invertible. As-
suming XTX is invertible and writing Xy =(
XXT
)
X
(
XTX
)−1
y, the solution is similarly given by
w(t) = e−
αt
n
XX
T
w0 +X
(
In − e−αtn XTX
)
(XTX)−1y
with the least-square solutionwLS ≡ X(XTX)−1y.
In the work of (Advani & Saxe, 2017) it is assumed that
X has i.i.d. entries and that there is no linking structure
between the data and associated targets in such a way that
the “true” weight vector w¯ to be learned is independent
of X so as to simplify the analysis. In the present work
we aim instead at exploring the capacity of the network to
retrieve the (mixture modeled) data structure and position
ourselves in a more realistic setting where w captures the
different statistical structures (between classes) of the pair
(X,y). Our results are thus of more guiding significance
for practical interests.
From (1) note that both e−
αt
n
XX
T
and Ip− e−αtn XXT share
the same eigenvectors with the sample covariance matrix
1
nXX
T, which thus plays a pivotal role in the network
learning dynamics. More concretely, the projections ofw0
andwLS onto the eigenspace of
1
nXX
T, weighted by func-
tions (exp(−αtλi) or 1 − exp(−αtλi)) of the associated
eigenvalue λi, give the temporal evolution ofw(t) and con-
sequently the training and generalization performance of
the network. The core of our study therefore consists in
deeply understanding of the eigenpairs of this sample co-
variance matrix, which has been largely investigated in the
random matrix literature (Bai & Silverstein, 2010).
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3. Preliminaries
Throughout this paper, we will be relying on some basic yet
powerful concepts andmethods from randommatrix theory,
which shall be briefly highlighted in this section.
3.1. Resolvent and deterministic equivalents
Consider an n×nHermitian randommatrixM. We define
its resolventQM(z), for z ∈ C not an eigenvalue ofM, as
QM(z) = (M− zIn)−1 .
Through the Cauchy integral formula discussed in the fol-
lowing subsection, as well as its central importance in ran-
dom matrix theory, Q 1
n
XXT(z) is the key object investi-
gated in this article.
For certain simple distributions of M, one may define
a so-called deterministic equivalent (Hachem et al., 2007;
Couillet & Debbah, 2011) Q¯M for QM, which is a de-
terministic matrix such that for all A ∈ Rn×n and all
a,b ∈ Rn of bounded (spectral and Euclidean, respec-
tively) norms, 1n tr (AQM) − 1n tr
(
AQ¯M
) → 0 and
aT
(
QM − Q¯M
)
b→ 0 almost surely as n→∞. As such,
deterministic equivalents allow to transfer random spectral
properties ofM in the form of deterministic limiting quan-
tities and thus allows for a more detailed investigation.
3.2. Cauchy’s integral formula
First note that the resolvent QM(z) has the same
eigenspace as M, with associated eigenvalue λi replaced
by 1λi−z . As discussed at the end of Section 2, our objective
is to evaluate functions of these eigenvalues, which reminds
us of the fundamental Cauchy’s integral formula, stating
that for any function f holomorphic on an open subset U
of the complex plane, one can compute f(λ) by contour in-
tegration. More concretely, for a closed positively (counter-
clockwise) oriented path γ in U with winding number one
(i.e., describing a 360◦ rotation), one has, for λ contained
in the surface described by γ, 12pii
∮
γ
f(z)
z−λdz = f(λ) and
1
2pii
∮
γ
f(z)
z−λdz = 0 if λ lies outside the contour of γ.
With Cauchy’s integral formula, one is able to evaluate
more sophisticated functionals of the random matrix M.
For example, for f(M) ≡ aTeMb one has
f(M) = − 1
2πi
∮
γ
exp(z)aTQM(z)b dz
with γ a positively oriented path circling around all the
eigenvalues ofM. Moreover, from the previous subsection
one knows that the bilinear form aTQM(z)b is asymptot-
ically close to a non-random quantity aTQ¯M(z)b. One
thus deduces that the functional aTeMb has an asymp-
totically deterministic behavior that can be expressed as
− 12pii
∮
γ exp(z)a
TQ¯M(z)b dz.
This observation serves in the present article as the foun-
dation for the performance analysis of the gradient-based
classifier, as described in the following section.
4. Temporal Evolution of Training and
Generalization Performance
With the explicit expression ofw(t) in (1), we now turn our
attention to the training and generalization performances of
the classifier as a function of the training time t. To this end,
we shall be working under the following assumptions.
Assumption 1 (Growth Rate). As n→∞,
1. pn → c ∈ (0,∞).
2. For a = {1, 2}, nan → ca ∈ (0, 1).
3. ‖µ‖ = O(1).
The above assumption ensures that the matrix 1nXX
T is of
bounded operator norm for all large n, p with probability
one (Bai & Silverstein, 1998).
Assumption 2 (Random Initialization). Let w0 ≡ w(t =
0) be a random vector with i.i.d. entries of zero mean, vari-
ance σ2/p for some σ > 0 and finite fourth moment.
We first focus on the generalization performance, i.e., the
average performance of the trained classifier taking as input
an unseen new datum xˆ drawn from class C1 or C2.
4.1. Generalization Performance
To evaluate the generalization performance of the classifier,
we are interested in two types of misclassification rates, for
a new datum xˆ drawn from class C1 or C2, as
P(w(t)Txˆ > 0 | xˆ ∈ C1), P(w(t)Txˆ < 0 | xˆ ∈ C2).
Since the new datum xˆ is independent of w(t), w(t)Txˆ is
a Gaussian random variable of mean ±w(t)Tµ and vari-
ance ‖w(t)‖2. The above probabilities can therefore be
given via theQ-function: Q(x) ≡ 1√
2pi
∫∞
x
exp
(
−u22
)
du.
We thus resort to the computation of w(t)Tµ as well as
w(t)Tw(t) to evaluate the aforementioned classification er-
ror.
For µTw(t), with Cauchy’s integral formula we have
µ
Tw(t) = µTe−
αt
n
XX
T
w0 + µ
T
(
Ip − e−αtn XXT
)
wLS
= − 1
2πi
∮
γ
ft(z)µ
T
(
1
n
XXT − zIp
)−1
w0 dz
− 1
2πi
∮
γ
1− ft(z)
z
µ
T
(
1
n
XXT − zIp
)−1
1
n
Xy dz
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with ft(z) ≡ exp(−αtz), for a positive closed path γ cir-
cling around all eigenvalues of 1nXX
T. Note that the data
matrixX can be rewritten as
X = −µjT1 + µjT2 + Z = µyT + Z
with Z ≡ [z1, . . . , zn] ∈ Rp×n of i.i.d. N (0, 1) entries
and ja ∈ Rn the canonical vectors of class Ca such that
(ja)i = δxi∈Ca . To isolate the deterministic vectors µ and
ja’s from the random Z in the expression of µ
Tw(t), we
exploit Woodbury’s identity to obtain
(
1
n
XXT − zIp
)−1
= Q(z)−Q(z) [µ 1nZy][
µ
TQ(z)µ 1 + 1nµ
TQ(z)Zy
∗ −1 + 1nyTZTQ(z) 1nZy
]−1 [
µ
T
1
ny
TZT
]
Q(z)
where we denote the resolventQ(z) ≡ ( 1nZZT − zIp)−1,
a deterministic equivalent of which is given by
Q(z)↔ Q¯(z) ≡ m(z)Ip
with m(z) determined by the popular Marcˇenko–Pastur
equation (Marcˇenko & Pastur, 1967)
m(z) =
1− c− z
2cz
+
√
(1− c− z)2 − 4cz
2cz
(2)
where the branch of the square root is selected in such a
way that ℑ(z) · ℑm(z) > 0, i.e., for a given z there exists
a unique correspondingm(z).
Substituting Q(z) by the simple form deterministic equiv-
alent m(z)Ip, we are able to estimate the random vari-
able µTw(t) with a contour integral of some deterministic
quantities as n, p → ∞. Similar arguments also hold for
w(t)Tw(t), together leading to the following theorem.
Theorem 1 (Generalization Performance). Let Assump-
tions 1 and 2 hold. As n→∞, with probability one
P(w(t)Txˆ > 0 | xˆ ∈ C1)−Q
(
E√
V
)
→ 0
P(w(t)Txˆ < 0 | xˆ ∈ C2)−Q
(
E√
V
)
→ 0
where
E ≡ − 1
2πi
∮
γ
1− ft(z)
z
‖µ‖2m(z) dz
(‖µ‖2 + c)m(z) + 1
V ≡ 1
2πi
∮
γ
[
1
z2 (1− ft(z))2
(‖µ‖2 + c)m(z) + 1 − σ
2f2t (z)m(z)
]
dz
with γ a closed positively oriented path that contains all
eigenvalues of 1nXX
T and the origin, ft(z) ≡ exp(−αtz)
andm(z) given by Equation (2).
Although derived from the case p < n, Theorem 1 also
applies when p > n. To see this, note that with Cauchy’s
integral formula, for z 6= 0 not an eigenvalue of 1nXXT
(thus not of 1nX
TX), one has X
(
1
nX
TX− zIn
)−1
y =(
1
nXX
T − zIp
)−1
Xy, which further leads to the same ex-
pressions as in Theorem 1. Since 1nXX
T and 1nX
TX have
the same eigenvalues except for additional zero eigenvalues
for the larger matrix, the path γ remains unchanged (as we
demand that γ contains the origin) and hence Theorem 1
holds true for both p < n and p > n. The case p = n can
be obtained by continuity arguments.
4.2. Training performance
To compare generalization versus training performance, we
are now interested in the behavior of the classifier when
applied to the training set X. To this end, we consider the
random vectorXTw(t) given by
XTw(t) = XTe−
αt
n
XX
T
w0+X
T
(
Ip − e−αtn XXT
)
wLS .
Note that the i-th entry of XTw(t) is given by the bilinear
form eTi X
Tw(t), with ei the canonical vector with unique
non-zero entry [ei]i = 1. With previous notations we have
eTi X
Tw(t)
= − 1
2πi
∮
γ
ft(z, t)e
T
i X
T
(
1
n
XXT − zIp
)−1
w0 dz
− 1
2πi
∮
γ
1− ft(z)
z
eTi
1
n
XT
(
1
n
XXT − zIp
)−1
Xy dz
which yields the following results.
Theorem 2 (Training Performance). Under the assump-
tions and notations of Theorem 1, as n→∞,
P(w(t)Txi > 0 | xi ∈ C1)−Q
(
E∗√
V∗ − E2∗
)
→ 0
P(w(t)Txi < 0 | xi ∈ C2)−Q
(
E∗√
V∗ − E2∗
)
→ 0
almost surely, with
E∗ ≡ 1
2πi
∮
γ
1− ft(z)
z
dz
(‖µ‖2 + c)m(z) + 1
V∗ ≡ 1
2πi
∮
γ
[
1
z (1− ft(z))2
(‖µ‖2 + c)m(z) + 1 − σ
2f2t (z)zm(z)
]
dz.
In Figure 1 we compare finite dimensional simulations with
theoretical results obtained from Theorem 1 and 2 and ob-
serve a very close match, already for not too large n, p. As t
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Figure 1. Training and generalization performance for µ =
[2; 0p−1], p = 256, n = 512, σ
2 = 0.1, α = 0.01 and
c1 = c2 = 1/2. Results obtained by averaging over 50 runs.
grows large, the generalization error first drops rapidly with
the training error, then goes up, although slightly, while
the training error continues to decrease to zero. This is
because the classifier starts to over-fit the training data X
and performs badly on unseen ones. To avoid over-fitting,
one effectual approach is to apply regularization strategies
(Bishop, 2007), for example, to “early stop” (at t = 100
for instance in the setting of Figure 1) in the training pro-
cess. However, this introduces new hyperparameters such
as the optimal stopping time topt that is of crucial im-
portance for the network performance and is often tuned
through cross-validation in practice. Theorem 1 and 2 tell
us that the training and generalization performances, al-
though being random themselves, have asymptotically de-
terministic behaviors described by (E∗, V∗) and (E, V ), re-
spectively, which allows for a deeper understanding on the
choice of topt, since E, V are in fact functions of t via
ft(z) ≡ exp(−αtz).
Nonetheless, the expressions in Theorem 1 and 2 of con-
tour integrations are not easily analyzable nor interpretable.
To gain more insight, we shall rewrite (E, V ) and (E∗, V∗)
in a more readable way. First, note from Figure 2 that
the matrix 1nXX
T has (possibly) two types of eigenvalues:
those inside the main bulk (between λ− ≡ (1 − √c)2 and
λ+ ≡ (1 +√c)2) of the Marcˇenko–Pastur distribution
ν(dx) =
√
(x− λ−)+(λ+ − x)+
2πcx
dx+
(
1− 1
c
)+
δ(x)
(3)
and a (possibly) isolated one1 lying away from [λ−, λ+],
1The existence (or absence) of outlying eigenvalues for
the sample covariance matrix has been largely investigated in
the random matrix literature and is related to the so-called
“spiked random matrix model”. We refer the reader to
(Benaych-Georges & Nadakuditi, 2011) for an introduction. The
that shall be treated separately. We rewrite the path γ (that
contains all eigenvalues of 1nXX
T) as the sum of two paths
γb and γs, that circle around the main bulk and the isolated
eigenvalue (if any), respectively. To handle the first integral
of γb, we use the fact that for any nonzero λ ∈ R, the
limit limz∈Z→λm(z) ≡ mˇ(λ) exists (Silverstein & Choi,
1995) and follow the idea in (Bai & Silverstein, 2008) by
choosing the contour γb to be a rectangle with sides parallel
to the axes, intersecting the real axis at 0 and λ+ and the
horizontal sides being a distance ε → 0 away from the
real axis, to split the contour integral into four single ones
of mˇ(x). The second integral circling around γs can be
computed with the residue theorem. This together leads to
the expressions of (E, V ) and (E∗, V∗) as follows2
E =
∫
1− ft(x)
x
µ(dx) (4)
V =
‖µ‖2 + c
‖µ‖2
∫
(1− ft(x))2µ(dx)
x2
+ σ2
∫
f2t (x)ν(dx)
(5)
E∗ =
‖µ‖2 + c
‖µ‖2
∫
1− ft(x)
x
µ(dx) (6)
V∗ =
‖µ‖2 + c
‖µ‖2
∫
(1− ft(x))2µ(dx)
x
+ σ2
∫
xf2t (x)ν(dx)
(7)
where we recall ft(x) = exp(−αtx), ν(x) given by (3)
and denote the measure
µ(dx) ≡
√
(x− λ−)+(λ+ − x)+
2π(λs − x) dx+
(‖µ‖4 − c)+
‖µ‖2 δλs(x)
(8)
as well as
λs = c+ 1 + ‖µ‖2 + c‖µ‖2 ≥ (
√
c+ 1)2 (9)
with equality if and only if ‖µ‖2 = √c.
A first remark on the expressions of (4)-(7) is thatE∗ differs
from E only by a factor of ‖µ‖
2+c
‖µ‖2 . Also, both V and V∗
are the sum of two parts: the first part that strongly depends
onµ and the second one that is independent of µ. One thus
deduces for ‖µ‖ → 0 that E → 0 and
V →
∫
(1− ft(x))2
x2
ρ(dx) + σ2
∫
f2t (x)ν(dx) > 0
with ρ(dx) ≡
√
(x−λ
−
)+(λ+−x)+
2pi(c+1) dx and therefore the gen-
eralization performance goes to Q(0) = 0.5. On the other
information carried by these “isolated” eigenpairs also marks an
important technical difference to (Advani & Saxe, 2017) in which
X is only composed of noise terms.
2We defer the readers to Section A in Supplementary Material
for a detailed exposition of Theorem 1 and 2, as well as (4)-(7).
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hand, for ‖µ‖ → ∞, one has E√
V
→ ∞ and hence the
classifier makes perfect predictions.
In a more general context (i.e., for Gaussian mixture mod-
els with generic means and covariances as investigated
in (Benaych-Georges & Couillet, 2016), and obviously for
practical datasets), there may be more than one eigen-
value of 1nXX
T lying outside the main bulk, which may
not be limited to the interval [λ−, λ+]. In this case, the
expression of m(z), instead of being explicitly given by
(2), may be determined through more elaborate (often im-
plicit) formulations. While handling more generic mod-
els is technically reachable within the present analysis
scheme, the results are much less intuitive. Similar objec-
tives cannot be achieved within the framework presented in
(Advani & Saxe, 2017); this conveys more practical inter-
est to our results and the proposed analysis framework.
0 1 2 3 4
Eigenvalues of 1
n
XX
T
Marcˇenko–Pastur distribution
Theory: λs given in (9)
0 1 2 3 4
Eigenvalues of 1
n
XX
T
Marcˇenko–Pastur distribution
Theory: λs given in (9)
Figure 2. Eigenvalue distribution of 1
n
XX
T for µ = [1.5; 0p−1],
p = 512, n = 1024 and c1 = c2 = 1/2.
5. Discussions
In this section, with a careful inspection of (4) and (5), dis-
cussions will be made from several different aspects. First
of all, recall that the generalization performance is simply
given by Q
(
µ
T
w(t)
‖w(t)‖
)
, with the term
µ
T
w(t)
‖w(t)‖ describing the
alignment betweenw(t) and µ, therefore the best possible
generalization performance is simply Q(‖µ‖). Nonethe-
less, this “best” performance can never be achieved as long
as p/n→ c > 0, as described in the following remark.
Remark 1 (Optimal Generalization Performance). Note
that, with Cauchy–Schwarz inequality and the fact that∫
µ(dx) = ‖µ‖2 from (8), one has
E2 ≤
∫
(1 − ft(x))2
x2
dµ(x) ·
∫
dµ(x) ≤ ‖µ‖
4
‖µ‖2 + cV
with equality in the right-most inequality if and only
if the variance σ2 = 0. One thus concludes that
E/
√
V ≤ ‖µ‖2/√‖µ‖2 + c and the best general-
ization performance (lowest misclassification rate) is
Q(‖µ‖2/√‖µ‖2 + c) and can be attained only when σ2 =
0.
The above remark is of particular interest because, for a
given task (thus p,µ fixed) it allows one to compute the
minimum training data number n to fulfill a certain request
of classification accuracy.
As a side remark, note that in the expression of E/
√
V
the initialization variance σ2 only appears in V , meaning
that random initializations impair the generalization perfor-
mance of the network. As such, one should initialize with
σ2 very close, but not equal, to zero, to obtain symmetry
breaking between hidden units (Goodfellow et al., 2016) as
well as to mitigate the drop of performance due to large σ2.
In Figure 3 we plot the optimal generalization performance
with the corresponding optimal stopping time as functions
of σ2, showing that small initialization helps training in
terms of both accuracy and efficiency.
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Figure 3. Optimal performance and corresponding stopping time
as functions of σ2, with c = 1/2, ‖µ‖2 = 4 and α = 0.01.
Although the integrals in (4) and (5) do not have nice closed
forms, note that, for t close to 0, with a Taylor expansion of
ft(x) ≡ exp(−αtx) around αtx = 0, one gets more inter-
pretable forms of E and V without integrals, as presented
in the following subsection.
5.1. Approximation for t close to 0
Taking t = 0, one has ft(x) = 1 and therefore E = 0,
V = σ2
∫
ν(dx) = σ2, with ν(dx) the Marcˇenko–Pastur
distribution given in (3). As a consequence, at the begin-
ning stage of training, the generalization performance is
Q(0) = 0.5 for σ2 6= 0 and the classifier makes random
guesses.
For t not equal but close to 0, the Taylor expansion of
ft(x) ≡ exp(−αtx) around αtx = 0 gives
ft(x) ≡ exp(−αtx) ≈ 1− αtx +O(α2t2x2).
Making the substitution x = 1 + c − 2√c cos θ and with
the fact that
∫ pi
0
sin2 θ
p+q cos θdθ =
ppi
q2
(
1−√1− q2/p2) (see
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for example 3.644-5 in (Gradshteyn & Ryzhik, 2014)), one
gets E = E˜ +O(α2t2) and V = V˜ +O(α2t2), where
E˜ ≡ αt
2
g(µ, c) +
(‖µ‖4 − c)+
‖µ‖2 αt = ‖µ‖
2αt
V˜ ≡ ‖µ‖
2 + c
‖µ‖2
(‖µ‖4 − c)+
‖µ‖2 α
2t2 +
‖µ‖2 + c
‖µ‖2
α2t2
2
g(µ, c)
+ σ2(1 + c)α2t2 − 2σ2αt+
(
1− 1
c
)+
σ2
+
σ2
2c
(
1 + c− (1 +√c)|1−√c|)
= (‖µ‖2 + c+ cσ2)α2t2 + σ2(αt− 1)2
with g(µ, c) ≡ ‖µ‖2+ c‖µ‖2 −
(
‖µ‖+
√
c
‖µ‖
) ∣∣∣‖µ‖ − √c‖µ‖ ∣∣∣
and consequently 12g(µ, c) +
(‖µ‖4−c)+
‖µ‖2 = ‖µ‖2. It is in-
teresting to note from the above calculation that, although
E and V seem to have different behaviors3 for ‖µ‖2 > √c
or c > 1, it is in fact not the case and the extra part of
‖µ‖2 > √c (or c > 1) compensates for the singularity of
the integral, so that the generalization performance of the
classifier is a smooth function of both ‖µ‖2 and c.
Taking the derivative of E˜√
V˜
with respect to t, one has
∂
∂t
E˜√
V˜
=
α(1− αt)σ2
V˜ 3/2
which implies that the maximum of E˜√
V˜
is
‖µ‖2√
‖µ‖2+c+cσ2
and can be attained with t = 1/α. Moreover, taking t = 0
in the above equation one gets ∂∂t
E˜√
V˜
∣∣
t=0
= ασ . There-
fore, large σ is harmful to the training efficiency, which
coincides with the conclusion from Remark 1.
The approximation error arising from Taylor expansion can
be large for t away from 0, e.g., at t = 1/α the difference
E − E˜ is of order O(1) and thus cannot be neglected.
5.2. As t→∞: least-squares solution
As t → ∞, one has ft(x) → 0 which results in the
least-square solution wLS = (XX
T)−1Xy or wLS =
X(XTX)−1y and consequently
µ
TwLS
‖wLS‖ =
‖µ‖2√‖µ‖2 + c
√
1−min
(
c,
1
c
)
. (10)
Comparing (10) with the expression in Remark 1, one
observes that when t → ∞ the network becomes
3This phenomenon has been largely observed in random ma-
trix theory and is referred to as “phase transition”(Baik et al.,
2005).
“over-trained” and the performance drops by a factor of√
1−min(c, c−1). This becomes even worse when c gets
close to 1, as is consistent with the empirical findings in
(Advani & Saxe, 2017). However, the point c = 1 is a sin-
gularity for (10), but not for E√
V
as in (4) and (5). One may
thus expect to have a smooth and reliable behavior of the
well-trained network for c close to 1, which is a noticeable
advantage of gradient-based training compared to simple
least-square method. This coincides with the conclusion
of (Yao et al., 2007) in which the asymptotic behavior of
solely n→∞ is considered.
In Figure 4 we plot the generalization performance from
simulation (blue line), the approximation from Taylor ex-
pansion of ft(x) as described in Section 5.1 (red dashed
line), together with the performance of wLS (cyan dashed
line). One observes a close match between the result from
Taylor expansion and the true performance for t small, with
the former being optimal at t = 100 and the latter slowly
approaching the performance ofwLS as t goes to infinity.
In Figure 5 we underline the case c = 1 by taking p = n =
512 with all other parameters unchanged from Figure 4.
One observes that the simulation curve (blue line) increases
much faster compared to Figure 4 and is supposed to end
up at 0.5, which is the performance of wLS (cyan dashed
line). This confirms a serious degradation of performance
for c close to 1 of the classical least-squares solution.
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Figure 4. Generalization performance for µ =
[
2; 0p−1
]
, p =
256, n = 512, c1 = c2 = 1/2, σ
2 = 0.1 and α = 0.01. Simula-
tion results obtained by averaging over 50 runs.
5.3. Special case for c = 0
One major interest of random matrix analysis is that the
ratio c appears constantly in the analysis. Taking c = 0
signifies that we have far more training data than their di-
mension. This results in both λ−, λ+ → 1, λs → 1+‖µ‖2
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Figure 5. Generalization performance for µ =
[
2; 0p−1
]
, p =
512, n = 512, c1 = c2 = 1/2, σ
2 = 0.1 and α = 0.01. Simula-
tion results obtained by averaging over 50 runs.
and
E → ‖µ‖2 1− ft(1 + ‖µ‖
2)
1 + ‖µ‖2
V → ‖µ‖2
(
1− ft(1 + ‖µ‖2)
1 + ‖µ‖2
)2
+ σ2f2t (1).
As a consequence, E√
V
→ ‖µ‖ if σ2 = 0. This can be ex-
plained by the fact that with sufficient training data the clas-
sifier learns to align perfectly to µ so that
µ
T
w(t)
‖w(t)‖ = ‖µ‖.
On the other hand, with initialization σ2 6= 0, one always
has E√
V
< ‖µ‖. But still, as t goes large, the network for-
gets the initialization exponentially fast and converges to
the optimalw(t) that aligns to µ.
In particular, for σ2 6= 0, we are interested in the optimal
stopping time by taking the derivative with respect to t,
∂
∂t
E√
V
=
ασ2‖µ‖2
V 3/2
‖µ‖2ft(1 + ‖µ‖2) + 1
1 + ‖µ‖2 f
2
t (1) > 0
showing that when c = 0, the generalization performance
continues to increase as t grows and there is in fact no
“over-training” in this case.
6. Numerical Validations
We close this article with experiments on the popular
MNIST dataset (LeCun et al., 1998) (number 1 and 7). We
randomly select training sets of size n = 784 vectorized
images of dimension p = 784 and add artificially a Gaus-
sian white noise of −10dB in order to be more compliant
with our toy model setting. Empirical means and covari-
ances of each class are estimated from the full set of 13 007
MNIST images (6 742 images of number 1 and 6 265 of
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Figure 6. Training and generalization performance for MNIST
data (number 1 and 7) with n = p = 784, c1 = c2 = 1/2,
α = 0.01 and σ2 = 0.1. Results obtained by averaging over 100
runs.
number 7). The image vectors in each class are whitened
by pre-multiplying C
−1/2
a and re-centered to have means
of ±µ, with µ half of the difference between means from
the two classes. We observe an extremely close fit between
our results and the empirical simulations, as shown in Fig-
ure 6.
7. Conclusion
In this article, we established a random matrix approach
to the analysis of learning dynamics for gradient-based al-
gorithms on data of simultaneously large dimension and
size. With a toy model of Gaussian mixture data with ±µ
means and identity covariance, we have shown that the
training and generalization performances of the network
have asymptotically deterministic behaviors that can be
evaluated via so-called deterministic equivalents and com-
puted with complex contour integrals (and even under the
form of real integrals in the present setting). The article can
be generalized in many ways: with more generic mixture
models (with the Gaussian assumption relaxed), on more
appropriate loss functions (logistic regression for example),
and more advanced optimization methods.
In the present work, the analysis has been performed on the
“full-batch” gradient descent system. However, the most
popular method used today is in fact its “stochastic” ver-
sion (Bottou, 2010) where only a fixed-size (nbatch) ran-
domly selected subset (called a mini-batch) of the training
data is used to compute the gradient and descend one step
along with the opposite direction of this gradient in each
iteration. In this scenario, one of major concern in practice
lies in determining the optimal size of the mini-batch and
its influence on the generalization performance of the net-
work (Keskar et al., 2016). This can be naturally linked to
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the ratio nbatch/p in the random matrix analysis.
Deep networks that are of more practical interests, how-
ever, need more efforts. As mentioned in (Saxe et al., 2013;
Advani & Saxe, 2017), in the case of multi-layer networks,
the learning dynamics depend, instead of each eigenmode
separately, on the coupling of different eigenmodes from
different layers. To handle this difficulty, one may add
extra assumptions of independence between layers as in
(Choromanska et al., 2015) so as to study each layer sep-
arately and then reassemble to retrieve the results of the
whole network.
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A. Proofs
A.1. Proofs of Theorem 1 and 2
Proof. We start with the proof of Theorem 1, since
µ
Tw(t) = µTe−
αt
n
XX
T
w0 + µ
T
(
Ip − e−αtn XXT
)
wLS
= − 1
2πi
∮
γ
ft(z)µ
T
(
1
n
XXT − zIp
)−1
w0 dz − 1
2πi
∮
γ
1− ft(z)
z
µ
T
(
1
n
XXT − zIp
)−1
1
n
Xy dz
with 1nXX
T = 1nZZ
T +
[
µ
1
nZy
] [1 1
1 0
] [
µ
T
1
ny
TZT
]
and therefore
(
1
n
XXT − zIp
)−1
= Q(z)−Q(z) [µ 1nZy]
[
µ
TQ(z)µ 1 + 1nµ
TQ(z)Zy
1 + 1nµ
TQ(z)Zy −1 + 1nyTZTQ(z) 1nZy
]−1 [
µ
T
1
ny
TZT
]
Q(z).
We thus resort to the computation of the bilinear form aTQ(z)b, for which we plug-in the deterministic equivalent of
Q(z)↔ Q¯(z) = m(z)Ip to obtain the following estimations
µ
TQ(z)µ = ‖µ‖2m(z)
1
n
µ
TQ(z)Zy = o(1)
1
n2
yTZTQ(z)Zy =
1
n2
yTQ˜(z)ZTZy =
1
n
yTQ˜(z)
(
1
n
ZTZ− zIn + zIn
)
y
=
1
n
‖y‖2 + z 1
n
yTQ˜(z)y = 1 + z
1
n
tr Q˜(z) = 1 + zm˜(z)
with the co-resolvent Q˜(z) =
(
1
nZ
TZ− zIn
)−1
, m(z) the unique solution of the Marcˇenko–Pastur equation (2) and
m˜(z) = 1n tr Q˜(z) + o(1) such that
cm(z) = m˜(z) +
1
z
(1− c)
which is a direct result of the fact that both ZTZ and ZZT have the same eigenvalues except for the additional zeros
eigenvalues for the larger matrix (which essentially depends on the sign of 1− c).
We thus get, with the Schur complement lemma,
(
1
n
XXT − zIp
)−1
= Q(z)−Q(z) [µ 1nZy]
[‖µ‖2m(z) 1
1 zm˜(z)
]−1 [
µ
T
1
ny
TZT
]
Q(z) + o(1)
= Q(z)− Q(z)
z‖µ‖2m(z)m˜(z)− 1
[
µ
1
nZy
] [zm˜(z) −1
−1 ‖µ‖2m(z)
] [
µ
T
1
ny
TZT
]
Q(z) + o(1)
and the term µT
(
1
nXX
T − zIp
)−1 1
nXy is therefore given by
µ
T
(
1
n
XXT − zIp
)−1
1
n
Xy = ‖µ‖2m(z)−
[‖µ‖2m(z) 0]
z‖µ‖2m(z)m˜(z)− 1
[
zm˜(z) −1
−1 ‖µ‖2m(z)
] [‖µ‖2m(z)
1 + zm˜(z)
]
+ o(1)
=
‖µ‖2m(z)zm˜(z)
‖µ‖2m(z)zm˜(z)− 1 + o(1) =
‖µ‖2(zm(z) + 1)
1 + ‖µ‖2(zm(z) + 1) + o(1) =
‖µ‖2m(z)
(‖µ‖2 + c)m(z) + 1 + o(1)
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where we use the fact that m˜(z) = cm(z) − 1z (1 − c) and (zm(z) + 1)(cm(z) + 1) = m from (2), while the term
µ
T
(
1
nXX
T − zIp
)−1
w0 = O(n
− 1
2 ) due to the independence of w0 with respect to Z and can be check with a careful
application of Lyapunov’s central limit theorem (Billingsley, 2008).
Following the same arguments we have
w(t)Tw(t) = − 1
2πi
∮
γ
f2t (z)w0
(
1
n
XXT − zIp
)−1
w0 dz − 1
πi
∮
γ
ft(z)(1− ft(z))
z
w0
(
1
n
XXT − zIp
)−1
1
n
Xy dz
− 1
2πi
∮
γ
(1− ft(z))2
z2
1
n
yTXT
(
1
n
XXT − zIp
)−1
1
n
Xy dz
together with
w0
(
1
n
XXT − zIp
)−1
w0 = σ
2m(z) + o(1)
w0
(
1
n
XXT − zIp
)−1
1
n
XyT = o(1)
1
n
yTXT
(
1
n
XXT − zIp
)−1
1
n
Xy = 1− 1
(‖µ‖2 + c)m(z) + 1 + o(1).
It now remains to replace the different terms in µTw(t) and w(t)Tw(t) by their asymptotic approximations. To this
end, first note that all aforementioned approximations can be summarized as the fact that, for a generic h(z), we have, as
n→∞,
h(z)− h¯(z)→ 0
almost surely for all z not an eigenvalue of 1nXX
T. Therefore, there exists a probability one set Ωz on which h(z) is
uniformly bounded for all large n, with a bound independent of z. Then by the Theorem of “no eigenvalues outside the
support” (see for example (Bai & Silverstein, 1998)) we know that, with probability one, for all n, p large, no eigenvalue
of 1nZZ
T appears outside the interval [λ−, λ+], where we recall λ− ≡ (1−√c)2 and λ+ ≡ (1+√c)2. As such, the set of
intersectionΩ = ∩ziΩzi for a finitely many zi, is still a probability one set. Finally by Vitali convergence theorem, together
with the analyticity of the function under consideration, we conclude the proof of Theorem 1. The proof of Theorem 2
follows exactly the same line of arguments and is thus omitted here.
A.2. Detailed Derivation of (4)-(7)
1 2 3 4 5
−1
1
γb γs
ε
ǫ ǫ
ℜ(z)
ℑ(z)
Eigenvalues of 1
n
XX
T
Integration path γ
Figure 7. Eigenvalue distribution of 1
n
XX
T for µ = [1.5; 0p−1], p = 512, n = 1 024 and c1 = c2 = 1/2.
We first determine the location of the isolated eigenvalue λ (as shown in Figure 2). More concretely, we would like to
find λ an eigenvalue of 1nXX
T that lies outside the support of Marcˇenko–Pastur distribution (in fact, not an eigenvalue of
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1
nZZ
T). Solving the following equation for λ ∈ R,
det
(
1
n
XXT − λIp
)
= 0
⇔ det
(
1
n
ZZT − λIp +
[
µ
1
nZy
] [1 1
1 0
] [
µ
T
1
ny
TZT
])
= 0
⇔ det
(
1
n
ZZT − λIp
)
det
(
Ip +Q(λ)
[
µ
1
nZy
] [1 1
1 0
] [
µ
T
1
ny
TZT
])
= 0
⇔ det
(
I2 +
[
1 1
1 0
] [
µ
T
1
ny
TZT
]
Q(λ)
[
µ
1
nZy
])
= 0
⇔ det
[‖µ‖2m(λ) + 1 1 + zm˜(λ)
‖µ‖2m(λ) 1
]
+ o(1) = 0
⇔ 1 + (‖µ‖2 + c)m(λ) + o(1) = 0
where we recall the definitionQ(λ) ≡ ( 1nZZT − λIp)−1 and use the fact that det(AB) = det(A) det(B) as well as the
Sylvester’s determinant identity det(Ip +AB) = det(In + BA) for A,B of appropriate dimension. Together with (2)
we deduce the (empirical) isolated eigenvalue λ = λs + o(1) with
λs = c+ 1 + ‖µ‖2 + c‖µ‖2
which in fact gives the asymptotic location of the isolated eigenvalue as n → ∞. In the following, we may thus use λs
instead of λ throughout the computation. By splitting the path γ into γb+ γs that circles respectively around the main bulk
between [λ−, λ+] and the isolated eigenvalue λs, we easily deduce, with the residual theorem that E = Eγb + Eγs with
Eγs = −
1
2πi
∮
γs
1− ft(z)
z
‖µ‖2m(z)
1 + (‖µ‖2 + c)m(z) dz = −Res
1− ft(z)
z
‖µ‖2m(z)
1 + (‖µ‖2 + c)m(z)
= − lim
z→λs
(z − λs)1− ft(z)
z
‖µ‖2m(z)
1 + (‖µ‖2 + c)m(z) = −
1− ft(λs)
λs
‖µ‖2m(λs)
(‖µ‖2 + c)m′(λs)
= − ‖µ‖
2
‖µ‖2 + c
1− ft(λs)
λs
1− c− λs − 2cλsm(λs)
cm(λs) + 1
=
(
‖µ‖2 − c‖µ‖2
)
1− ft(λs)
λs
(11)
withm′(z) the derivative ofm(z) with respect to z and is obtained by taking the derivative of (2).
We now move on to handle the contour integration γb in the computation of Eγb . We follow the idea in (Bai & Silverstein,
2008) and choose the contour γb to be a rectangle with sides parallel to the axes, intersecting the real axis at 0 and λ+ (in
fact at −ǫ and λ+ + ǫ so that the functions under consideration remain analytic) and the horizontal sides being a distance
ε → 0 away from the real axis. Since for nonzero x ∈ R, the limit limz∈Z→xm(z) ≡ mˇ(x) exists (Silverstein & Choi,
1995) and is given by
mˇ(x) =
1− c− x
2cx
± i
2cx
√
4cx− (1 − c− x)2 = 1− c− x
2cx
± i
2cx
√
(x− λ−)(λ+ − x)
with the branch of ± is determined by the imaginary part of z such that ℑ(z) · ℑm(z) > 0 and we recall λ− ≡ (1−√c)2
and λ+ ≡ (1 +√c)2. For simplicity we denote
ℜmˇ = 1− c− x
2cx
, ℑmˇ = 1
2cx
√
(x− λ−)(λ+ − x)
and therefore
Eγb = −
1
2πi
∮
γb
1− ft(z)
z
‖µ‖2m(z)
1 + (‖µ‖2 + c)m(z) dz
= −‖µ‖
2
πi
∫ λ+
λ
−
1− ft(x)
x
ℑ
[ ℜmˇ− iℑmˇ
1 + (‖µ‖2 + c)(ℜmˇ− iℑmˇ)
]
dx
= −‖µ‖
2
πi
∫ λ+
λ
−
1− ft(x)
x
ℑ
[
ℜmˇ+ ‖µ‖2+ccx − iℑmˇ
1 + 2(‖µ‖2 + c)ℜmˇ+ (‖µ‖2+c)2cx
]
dx
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with z = x ± iε and ε → 0 (on different sides of the real axis) and the fact that (ℜmˇ)2 + (ℑmˇ)2 = 1cx . We take the
imaginary part and result in
Eγb =
‖µ‖2
π
∫ λ+
λ
−
1− ft(x)
x
ℑmˇ
1 + 2(‖µ‖2 + c)ℜmˇ+ (‖µ‖2+c)2cx
dx =
1
2π
∫ λ+
λ
−
1− ft(x)
x
√
4cx− (1− c− x)2
λs − x dx
(12)
where we recall the definition λs ≡ c + 1 + ‖µ‖2 + c‖µ‖2 . Ultimately we assemble (11) and (12) to get the expression in
(4). The derivations of (5)-(7) follow the same arguments and are thus omitted here.
