The strong-coupling regime of cavity-quantum-electrodynamics (cQED) represents light-matter interaction at the fully quantum level. Adding a single photon shifts the resonance frequencies, a profound nonlinearity. cQED is a test-bed of quantum optics 1-3 and the basis of photon-photon and atom-atom entangling gates 4,5 . At microwave frequencies, success in cQED has had a transformative effect 6 . At optical frequencies, the gates are potentially much faster and the photons can propagate over long distances and be easily detected, ideal features for quantum networks. Following pioneering work on single atoms [1] [2] [3] 7 , solid-state implementations are important for developing practicable quantum technology [8][9][10][11] [12] [13] [14] [15] . Here, we embed a semiconductor quantum dot in a microcavity. The microcavity has a Q-factor close to 10 6 and contains a charge-tunable quantum dot with close-to-transform-limited optical linewidth. The exciton-photon coupling rate g exceeds both the photon decay rate κ and exciton decay rate γ by a large margin (g/γ = 14, g/κ = 5.3); the cooperativity is C = 2g 2 /(γκ) = 150, the β-factor 99.7%. We observe pronounced vacuum Rabi oscillations in the timedomain, photon blockade at a one-photon resonance, and highly bunched photon statistics at a two-photon resonance. We use the change in photon statistics as a sensitive spectral probe of transitions between the first and second rungs of the Jaynes-Cummings ladder. All experiments can be described quantitatively with the Jaynes-Cummings model despite the complexity of the solid-state environment. We propose this system as a platform to develop optical-cQED for quantum technology, for instance a photon-photon entangling gate.
An excellent solid-state emitter of single photons is a selfassembled quantum dot in a semiconductor host 16, 17 . An InGaAs semiconductor quantum dot in GaAs is a bright and fast emitter of highly indistinguishable photons, properties not shared by any other emitter. The challenge in pursuing the strong-coupling regime of cQED with such a quantum dot is to combine apparently contradictory elements.
First, the cavity must have an ultrahigh Q-factor yet a small mode volume, i.e. dimensions comparable to the optical wavelength. Nano-fabrication techniques are employed to create, for instance, micropillar 8, 17 or photonic crystal cavities [9] [10] [11] [13] [14] [15] . The acute problem is that the Q-factor tends to deteriorate as the mode volume decreases. This is only partly a consequence of fabrication imperfections, sidewall roughness of a micropillar for example. An additional factor is the GaAs surface which pins the Fermi energy mid-gap resulting in surfacerelated absorption 18 . Achieving a low-volume, ultrahigh Q-factor cavity in GaAs has proved to be difficult. Secondly, a quantum dot benefits enormously from electrical control via the conducting gates of a diode structure. A gated quantum dot in high quality material gives close-totransform-limited linewidths 16 and control over both the * ) Electronic mail: daniel.najer@unibas.ch optical frequency via the Stark effect and the quantum dot charge state 19 . A charge-neutral quantum dot operates as a two-level system and is ideal as source of highly indistinguishable photons; a single electron or hole allows the creation of entangled spin-photon pairs. However, the conducting layers of gated devices are not obviously compatible with an ultrahigh Q-factor cavity on account of significant free-carrier absorption in the doped layers and below-band-gap absorption via the Franz-Keldysh effect. Finally, the quantum dot in a microcavity must retain the close-to-transform-limited optical linewidths of the starting material. This is hard to achieve following aggressive nano-fabrication as the free surface can result in additional charge noise leading to blinking and spectral fluctuations of the quantum dot.
We present a resolution to these conundrums. We have found a way to create an ultrahigh Q-factor yet with small mode volume. The quantum dot is gated and exhibits close-to-transform-limited optical linewidths even in the cavity. On resonance with the microcavity, the quantum dot exciton is far in the strong-coupling regime. Strong coupling is achieved on both neutral and charged excitons in one and the same quantum dot by tuning the microcavity in situ. The output is close to a simple Gaussian beam allowing high efficiency collection. Notably, the solid-state feature which has complicated quantum dot cQED in the past -scattering from the The top mirror is fabricated in a silica substrate 20, 21 . It has radius of curvature R = 10 µm and consists of 22 silica(λ/4)/tantala(λ/4) pairs. The layer of quantum dots (QDs) is located at the vacuum field anti-node one wavelength beneath the surface. The vacuum-gap has the dimension of 3λ/2. Vxy (Vz) controls the lateral (vertical) position of the QD with respect to the fixed top mirror. b, The top part of the semiconductor heterostructure. A voltage Vg is applied across the n-i-p diode. Vg controls the QD-charge via Coulomb blockade and within a Coulomb blockade plateau the exact QD optical frequency via the dc Stark effect. Free-carrier absorption in the p-layer 22 is minimised by positioning it at a node of the vacuum field. A passivation layer suppresses surface-related absorption 18 . c, Laser detuning (∆L) versus cavity detuning (∆C) of a neutral QD exciton (X 0 ) and a positively-charged exciton (X + ) in one and the same QD (QD1). Cavity detuning is achieved by tuning the QD at fixed microcavity frequency (X 0 ); and by tuning the microcavity frequency at fixed QD frequency (X + ). For X 0 , the weak signal close to the bare microcavity frequency arises from weak coupling to the other orthogonally-polarised X 0 transition -it does not arise from blinking (see Supplementary III.E).
bare cavity mode even at the quantum dot-cavity resonance 10, 11, [13] [14] [15] 23, 24 -disappears. The system is an exemplary Jaynes-Cummings system despite the complexity of the solid-state environment.
We employ a miniaturised Fabry-Pérot cavity consisting of a semiconductor heterostructure and external top mirror ( Fig. 1a and Supplementary section II). The Qfactor is as high as 10 6 ; the mode volume just 1.4λ
3 0
(where λ 0 is the free-space wavelength). The heterostructure (see Supplementary section I) has an n-i-p design with the quantum dots in the intrinsic (i) region (Fig.  1b) . Tunnel contact with the Fermi sea in the n-type layer establishes charge control via Coulomb blockade. We excite the quantum dot-microcavity system with a resonant laser (continuous-wave) and detect the scattered photons. The average photon occupation is much less than one. When the microcavity and QD optical frequency come into resonance, we observe a clear avoided crossing in the spectral response (Fig. 1c) signifying strong coupling. We achieve strong coupling on different charge states in the same QD (Fig. 1c) , also on many different QDs ( Fig. 2h and Supplementary section III). The cavity-emitter detuning is controlled in situ either by tuning the QD (voltage V g ) or by tuning the microcavity (voltage V z ) (Fig. 1c) . A full spectral analysis determines the exciton-photon coupling rate g, the cavity-photon decay rate κ, and the exciton decay rate into non-microcavity modes, γ (Fig. 2) . For QD2 at zero magnetic field, g/γ = 14, g/κ = 5.3 corresponding to a cooperativity C = 2g 2 /(κγ) = 150. The β-factor 25 , Signal (Mcts/s)
Strong coupling of a QD exciton in the microcavity. The spectra were recorded by measuring the photons scattered by the microcavity-QD system at a temperature of 4.2 K, rejecting reflected laser light with a polarisation-based darkfield technique 16 . Data shown here were taken on the X 0 transition (QD2). a, e signal with QD far-detuned from microcavity in order to determine the photon loss-rate κ, equivalently the quality factor Q). b, f X 0 at magnetic field B = 0.00 T showing strong coupling to one fine-structure-split (FSS) transition, weak coupling to the other (there is an almost perfect alignment of the X 0 and microcavity axes). From the spectra, we determine the X 0 -vacuum-field coupling rate (g) and the QD exciton decay rate into other photonic modes (γ). The cooperativity is defined as C = 2g 2 /(κγ). c, d, g, X 0 at B = 0.50 T: the magnetic field induces a large frequency separation between the fine-structure-split transitions. C is smaller than at B = 0 because the X 0 transitions become circularly polarised and couple less strongly to the linear-polarised microcavity mode. The simple avoided-crossing in c enables a determination of κ and γ by using data at all values of ∆C. The dotted lines in c and solid lines in d-g are fits to a solution of the Jaynes-Cummings Hamiltonian in the limit of very small average photon occupation 24 . h, Summary of strong-coupling parameters recorded on X 0 at B = 0.00 T on three separate QDs using the same microcavity mode. C > 100 in all three cases. the fraction of quantum dot emission funnelled into the cavity mode, is β = 2C/(2C + 1) = 99.7%.
To demonstrate a coherent atom-photon exchange, "vacuum Rabi oscillations" 3,23,26 , we drive the system at a frequency slightly positively-detuned from the lowerfrequency polariton (LP1) and record the two-photon auto-correlation g (2) (τ ) (Fig. 3) . Coherent oscillations are observed as a function of delay whose period, 220 ps, corresponds exactly to 2π divided by the measured frequency splitting of the polaritons (Supplementary section III.F). These oscillations can be understood in terms of the Jaynes-Cummings ladder (Fig. 3 inset) . The laser drives the two-photon transition |0 ↔ |2− weakly. |2− decays by emitting two photons. Detection of the first photon leaves the system in a superposition of the eigenstates |1− and |1+ such that a quantum beat takes place. Detection of the second photon projects the system into the ground state |0 , stopping the quantum beat (Supplementary section V). The large g (2) (0) (80 in this particular experiment) is confirmation that the states with n ≥ 2 are preferentially scattered 10, 13 .
The behaviour of g (2) (τ ) depends strongly on the laser detuning ∆ L and the cavity detuning ∆ C (both defined with respect to the bare exciton). For ∆ C = 0, g (2) (0) is highly bunched at the two-photon resonance, Fig. 4b ), yet highly anti-bunched at the single-photon resonance, ∆ L = −g (Fig. 4c) . The antibunching is a demonstration of photon blockade in this system. The full dependence on ∆ L is plotted in Fig.  4e . In principle, g (2) (0) rises to extremely high values 2 as ∆ L → 0. In practice, the scattered signal becomes weaker and weaker as ∆ L → 0 such that g (2) (0) reaches a peak and is then pulled down by the poissonian statistics of the small leakage of laser light into the detector channel (Fig. 4e) . g (2) (τ ) is a rich function: its Fourier Intensity auto-correlation function g (2) (τ ) as a function of delay τ on X 0 in QD1 for ∆C = 0.73g (detuned via Vz) and ∆L = −0.13g. The inset shows the first few rungs of the Jaynes-Cummings ladder. The laser drives a two-photon transition |0 ↔ |2− . The solid red line is the result of calculating g (2) (τ ) from the Jaynes-Cummings Hamiltonian using g, κ and γ from the spectroscopy experiments (Fig. 2) .
transform shows in general three peaks (Fig. 4d) . The dependence on ∆ L shows that these frequencies correspond to 2g (see Supplementary section V.D.3), |g − ∆ L | and |g + ∆ L | (Fig. 4g ). All this complexity is described by the Jaynes-Cummings model which, taking the parameters determined by the spectroscopy experiments and a numerical solution using the first fifteen rungs of the ladder (Supplementary section IV), gives excellent agreement with the experimental g (2) (τ ) in all respects (Fig. 3 , Fig. 4 and Supplementary section III). As the laser power increases, there is a spectral resonance at the LP2 and UP2 transitions, and, at the highest powers, a strong resonance at ∆ L = 0 -this too is in agreement with the predictions of the model (Fig. 4a) , and reflects the bosonic enhancement of the transitions between the higher lying rungs of the Jaynes-Cummings ladder.
In the experiments with a single laser, the second rung of the Jaynes-Cummings ladder is accessed by tuning the laser to a two-photon resonance (Fig. 4a ). An alternative is to drive the system with two lasers in a pump-probe scheme. The strong transitions arise from the symmetricto-symmetric and antisymmetric-to-antisymmetric couplings, e.g. |1− ↔ |2− and |1+ ↔ |2+ , which lead to measurable changes in the populations of the states 6 . We present an alternative here, "g (2) -spectroscopy". We present this experiment on the symmetric-to-asymmetric |1+ ↔ |2− transition. The square of the matrix element is just 3% of that associated with the |1+ ↔ |2+ transition. A pump laser drives the |0 ↔ |1+ transition on resonance, and a probe laser, highly red-detuned with respect to the pump, is scanned in frequency in an attempt to locate the |1+ ↔ |2− transition (Fig.  5a ). There is no resonance in the scattered intensity ( Fig. 5c ): any resonance lies in the noise (a few per cent). However, there is a clear resonance in g (2) (0) at exactly the expected frequency ∆ 2 = 3∆ C /2 − ∆ 1 (Fig.  5b) : at the weak |1+ ↔ |2− transition the number of scattered photons hardly changes but there are profound changes in their statistical correlations. Again, the Jaynes-Cummings model describes the experiment (Fig. 5b,c) . Here, a short-time expansion in a truncated Hilbert space (first two rungs of the Jaynes-Cummings ladder) is used to calculate g (2) (0) (Supplementary section VI).
As an outlook, we offer some perspectives for future development. (a) The device is a potentially excellent single photon source. For a fixed g and γ, the photon extraction efficiency via the cavity 27 is maximised at the condition κ = 2g. For g achieved here, this corresponds to Q = 3.7 · 10 4 . At this relatively low Q, the residual absorption losses in the semiconductor are negligible and the photon extraction efficiency should be as high as 90%. (b) An "atom drive" 3, 28 can be engineered with a lateral waveguide. This is an excellent prospect for creating fast spin-photon entanglements, shaped-waveform single photons and, ultimately, a photon-photon gate. (c) An even higher C is conceivable by decreasing γ via some lateral processing. (d) Two or more intra-cavity quantum dot spins can be entangled by common coupling to the cavity mode 29 . (e) A monolithic design could exploit strain tuning of the quantum dot rather than position-based tuning of the cavity. Also, the splitting of the cavity mode (into two modes with linear, orthogonal polarisations) can be eliminated by applying a bias across the semiconductor DBR 30 . FFT amplitude of g (2) ( )
. Strong coupling versus driving frequency and power. a, Signal versus ∆L for ∆C = 0. At low power, LP1 and UP1 are clearly observed. As the power increases, the higher rungs of the Jaynes-Cummings ladder are populated. b, g (2) (τ ) for ∆C = 0 and ∆L = −g/ √ 2. c, g (2) (τ ) for ∆C = 0 and ∆L = −g. d, fast Fourier transform (FFT) of g (2) (τ ) in b and c. e, f and g: g (2) (0), signal and FFT peak frequency of g (2) (τ ) versus ∆L for ∆C = 0. The solid red lines in b-g ("model" in a) result from a calculation of g (2) (τ ) (signal) from the Jaynes-Cummings Hamiltonian using g, κ and γ from the spectroscopy experiments (Fig. 2) . In a, the truncation of the Hilbert space to 15 rungs leads to a slight underestimation of the signal at high laser powers compared to the experiment. A signal-to-background ratio (SBR) of 85 was included. In e, the dashed red line shows the theoretical limit without the laser background. 
-spectroscopy. a, Laser 1 is on resonance with the |0 ↔ |1+ transition (black arrow, detuning ∆1 = 0); laser 2 is scanned across the |1+ ↔ |2− transition (blue arrow, detuning ∆2). b, g (2) (0) versus ∆2 showing a pronounced resonance at ∆2 = 3∆C/2 − ∆1. The red solid line is the result of an analytical calculation based on the JaynesCummings Hamiltonian (Supplementary section VI) . The offset in the experimental data with respect to the theory reflects additional coincidences arising from off-resonant, two-photon absorptions not included in the model. c, Signal versus ∆2. The signal increases with increasing ∆2 due to off-resonant driving of the |0 ↔ |1− transition by laser 2. All data for X 0 in QD2 at B = 0.50 T. optical frequencies The heterostructure is grown by molecular beam epitaxy (MBE). It consists of an n-i-p diode with embedded self-assembled InAs quantum dots grown on top of an AlAs/GaAs distributed Bragg reflector (DBR) with nominal (measured) centre wavelength of 940 nm (920 nm).
The growth on a (100)-oriented GaAs wafer is initiated by a quarter-wave layer (QWL) of an AlAs/GaAs shortperiod superlattice (SPS, 18 periods of 2.0 nm GaAs and 2.0 nm AlAs) for stress-relief and surface-smoothing. The growth continues with 46 pairs of GaAs (67.9 nm) and AlAs (80.6 nm) QWLs forming the "bottom" DBR. The active part of the device consists of a QWL of GaAs (69.8 nm) followed by a 41.0 nm thick layer of Si-doped GaAs (n + , 2 · 10 18 cm −3 ), the back-gate. 25 .0 nm of undoped GaAs, the tunnel barrier, is subsequently grown, after which InGaAs quantum dots are self-assembled using the Stranski-Krastanow process and a flushing-step 1 to blue-shift the quantum dot emission. The layer thicknesses are such that the quantum dots are located at an antinode of the vacuum electric field. The quantum dots are capped with an 8.0 nm layer of GaAs. The growth proceeds with an Al .33 Ga .66 As layer (190.4 nm), a blocking barrier to reduce the current flow through the diode structure. The heterostructure is completed by 25.0 nm C-doped GaAs (5.0 nm p + , 2 · 10 18 cm −3 and 20.0 nm p ++ , 1 · 10 19 cm −3 ), the top-gate, and, finally, a 54.6 nm GaAs capping layer. The heterostructure is shown in Fig. S1 .
The top-gate is centred around a node of the standing wave of the vacuum electric field in order to minimise free-carrier absorption from the p-doped GaAs. A condition on the tunnel barrier thickness (it is typically 40 nm thick to achieve a non-negligible tunnel coupling * ) Electronic mail: daniel.najer@unibas.ch with the Fermi sea) prevents the back-gate being positioned likewise at a vacuum field node. However, the freecarrier absorption of n + -GaAs is much smaller than that of p ++ -GaAs at a photon energy of 1.3 eV (α ≈ 10 cm
for n + -GaAs compared to α ≈ 70 cm −1 for p ++ -GaAs 4 ). We exploit the weak free-carrier absorption of n + -GaAs and use a standard 25 nm thick tunnel barrier. The backgate is thus positioned close to the node of the vacuum electric field but is not centred around the node itself.
B. Post-growth processing: electrical contacts and surface passivation After growth, individual 2.5 × 3.0 mm 2 pieces of the wafer are processed: separate ohmic contacts are made to the n + and p ++ layers; a passivation layer is added to the surface. To contact the n + -layer, the back-gate, a local etch in citric acid is used to remove the capping layer, the p ++ -layer as well as parts of the blocking barrier. NiAuGe is deposited on the new surface by electron-beam physical vapour deposition (EBPVD). Low-resistance contacts to the n + -layer are formed on thermal annealing. To contact the p ++ -layer, the topgate, another local etch removes the capping layer. A 100 nm thick Ti/Au contact pad is deposited on the new surface by EBPVD. This contact is not thermally annealed but nevertheless provides a reasonably lowresistance contact to the top-gate (Fig. S1a) .
Following the fabrication of the contacts to the backand top-gates, the contacts themselves are covered with photoresist and the surface of the sample is passivated by chemical treatment. HCl removes a thin oxide layer and a few nm of GaAs on the sample surface. After rinsing the sample with deionised water, it is immediately put into an ammonium sulphide ((NH 4 ) 2 S) bath and subsequently into an atomic layer deposition (ALD) chamber. With ALD, 8 nm of Al 2 O 3 is deposited at a temperature of 150
• C. This process is essential with the present device to reduce surface-related absorption: a high Qfactor is only achieved with a surface passivation layer. We can only speculate on the microscopic explanation at . Tunable microcavity setup. a The top-mirror is fixed to the upper inner-surface of a titanium "cage". The sample is mounted on a piezo-driven XYZ nano-positioner; the nano-positioner is fixed to the bottom inner-surface of the cage. The nano-positioner allows for full in situ spatial and spectral tuning of the microcavity at cryogenic temperatures. The titanium cage resides on another XYZ nano-positioner allowing for close-to-perfect mode matching of the cavity mode to the external laser beam 2 . b An outer Ti cage containing the inner Ti cage and second nano-positioner is fixed to an optical rod-system which is inserted into a vacuum tube filled with He exchange gas. The optical elements depicted in the image (objective lens, a quarter-wave plate, two polarising beam-splitters (PBSs), a polariser, a CMOS camera, two fibre couplers) make up the dark-field microscope for close-to-background-free detection of resonance fluorescence 3 . The back-reflected laser is suppressed by a factor up to 10 8 by choosing orthogonal polarisation states for the excitation and detection channels 3 . The optical fibre attached to the microscope's excitation (detection) arm includes a 50:50 (99:1) fibre beam-splitter in order to monitor the laser power sent into the microscope (reflected from the sample). The cryostat sits on both active-and passive-isolation platforms and is surrounded by an acoustic enclosure to minimise acoustic noise. Both images are schematic representations and are not to scale. The exact layer thicknesses and doping concentrations are found in the text.
this point. The passivation procedure reduces the surface density-of-states, leading to an unpinning of the Fermi energy at the surface. On the one hand, this reduces the Franz-Keldysh absorption in the capping layer. On the other hand, it reduces the absorption from mid-gap surface states. A clear advantage of the surface passivation is that native oxides of GaAs are removed and prevented from re-forming: this not only reduces the probability for surface absorption but also provides a robust and stable termination to the GaAs sample 5 . A sample holder contains large Au pads. The Ti/Au and NiAuGe films are connected to the Au pads by wire bonding. Silver paint is used to connect the Au pads to macroscopic wires (twisted pairs).
II. MICROCAVITY DESIGN AND REALISATION

A. Curved top mirror: CO2 laser ablation
The template for the curved top-mirror is produced by in-house CO 2 laser ablation 2,6 on a 0.5 mm thick fused-silica substrate. The radius of curvature of the indentation is 10.5 µm as measured by confocal scanning microscopy 2 ; the depth relative to the unprocessed surface is 1.2 µm. After laser ablation, the template is coated with 22 pairs of Ta 2 O 5 (refractive index n = 2.09) and SiO 2 (n = 1.46) layers (terminating with a layer of SiO 2 ) by ion-beam sputtering 7 .
B. Microcavity characterisation
Each mirror is characterised by measuring the reflection at wavelengths outside the stopband. The reflection oscillates as a function of wavelength. We find that these oscillations are a sensitive function of the exact layer thicknesses of the DBR. The transmission is simulated with a one-dimensional transfer matrix calculation, for instance the Essential Macleod package. A fit is generated, taking the nominal growth parameters as starting point and making the simplest possible assumption to describe systematic differences between the experiment and the calculation. In this way we find that the GaAs (AlAs) layers in the semiconductor DBR start with a physical thickness of 64.6 nm (80.2 nm) for n = 3.49 (n = 2.92), reducing linearly to 63.9 (79.8 nm). The change arises simply because the growth rate changes slightly during the long process of growing the DBR. Accordingly, we anticipate that the layers in the active layer have actual thicknesses: n + -layer 38.9 nm; tunnel barrier 29.4 nm; blocking barrier 183.3 nm; p ++ -layer 19.0 nm; p + -layer 4.8 nm; cap 55.8 nm. The main consequence of the slight change in growth rate during growth is that the stopband centre is shifted from 940 nm (design wavelength) to 920 nm. The maximum reflectivity at the stopband centre is not changed significantly by these slight deviations in layer thicknesses.
For technical reasons, the dielectric DBR has a nominal (measured) stopband centre of 1017 nm (980 nm), i.e. red-detuned from the quantum dot emission. Since the transmission could not be measured during deposition at a wavelength of 940 nm, a modified quarterwave stack was chosen which is expected to have similar transmission (87 ppm) at 1064 nm and 940 nm. A laser at 1064 nm was used for in situ characterisation. The displacement in stopband centres between top and bottom DBRs is an issue only at wavelengths below 915 nm where the cavity Q-factor decreases rapidly with decreasing wavelength. Matching of the two stopband centres would give a high Q-factor over a larger spectral range.
A microcavity was constructed using a planar dielectric mirror and the same curved dielectric mirror used for the main quantum dot experiment. Both planar and curved silica templates were coated in the same run. With the smallest possible mirror separation of 3λ/2 (limited by the indentation depth of the curved mirror) we determine Q-factors of 1.7 · 10 5 (1.5 · 10 6 ) at 920 nm (980 nm) at room temperature. The fundamental microcavity mode splits into a doublet with orthogonal polarisations. At a wavelength of 920 nm, this splitting is typically 13 GHz. These measurements demonstrate the very high quality of the dielectric mirror, in particular the curved dielectric mirror.
The microcavity consisting of the semiconductor mirror and the same curved dielectric mirror has a Q-factor of typically 5 · 10 5 at 920 nm at 4.2 K (Fig. 2 , main text), a factor of ∼ 3 larger than the dielectric DBR-dielectric DBR microcavity described above. This increase can be explained by a factor of two larger effective cavity length of the semiconductor-dielectric cavity -the group delay of the semiconductor mirror is larger than that of a dielectric mirror due to the 3λ/2-thick active layer -and a factor of 1.5 larger finesse. This increase in finesse suggests that at 920 nm the reflectance of the semiconductor mirror is higher than that of the dielectric mirror.
The fundamental mode at wavelength 920 nm has a polarisation splitting of typically 32 GHz. This is larger than the polarisation splitting of the dielectric DBRdielectric DBR microcavity (13 GHz at 920 nm). This suggests that the main origin of the polarisation splitting is birefringence in the semiconductor induced by strain (AlAs is not exactly lattice-matched to GaAs).
C. Low-temperature setup and stability
Both the top-mirror and the GaAs sample are firmly glued to individual titanium sample holders and mounted inside a titanium "cage" (Fig. S1a) . The holder for the GaAs sample is fixed to a stack of piezo-driven XYZ nano-positioners while the top-mirror holder is fixed to the titanium cage via soft (indium) washers which act as a flexible material for tilt alignment at room temperature. Observing the cavity with a conventional optical microscope and tightening each screw of the mirror holder individually, Newton rings appearing between the two mirrors can be centred in order to guarantee mirror parallelism at room temperature. The entire microcavity setup is then inserted in another titanium cage. This outer cage is connected to an optical cage system inside a vacuum tube. The tube is evacuated, flushed with He exchange gas (25 mbar), pre-cooled in liquid nitrogen and finally transferred into the helium bath cryostat.
In order to minimise the exposure of the microcavity to acoustic noise, the cryostat is decoupled from floor vibrations via both active and passive isolation platforms (Fig. S1b ). An acoustic enclosure surrounds both the entire cryostat and microscope, providing a shield against airborne acoustic noise (Fig. S1b) . There is no active feedback mechanism acting on the microcavity's z-piezo. Nevertheless, a root-mean-square cavity length fluctuation 2 of ∼ 0.5 pm was measured in the best case, limiting our Q-factors to Q ≈ 2.0 · 10 6 . This corresponds to our highest measured Q-factor of Q = 1.6 · 10 6 in the case of a microcavity consisting of the curved top mirror paired with a dielectric bottom mirror of identical coating. This suggests that in the case of a GaAs sample-curved dielectric mirror combination the Q-factor is only slightly reduced by environmental noise.
III. QUANTUM DOT SPECTROSCOPY AND SECOND-ORDER CORRELATION MEASUREMENTS A. Quantum dot charging
To characterise quantum dot charging, photoluminescence (PL) measurements were performed using nonresonant excitation at a wavelength of 830 nm as a function of the voltage applied between top-and bottomgates. Fig. S2a shows such a PL charge map taken on the sample without the top mirror. Both positive (X + ) and negative (X − ) trions as well as the neutral exciton (X 0 ) were identified. The charge states of a quantum dot within the cavity can be recorded in a similar way. In order to detect all the PL before filtering by the cavity, a sine wave voltage is applied to the cavity's z-piezo so that the cavity is continuously scanned through one free spectral range per integration time window of the spectrometer. Each quantum dot's behaviour under resonant excitation can be investigated by suppressing back-reflected laser light in the detection arm, detecting the resonance fluorescence (RF). We achieve this with a darkfield technique 3 . The optical components are shown in Fig. S1b . The excitation laser passes through a linear polariser with polarisation matched to the reflection of the lower polarising beam splitting (PBS). The two PBSs transmit the orthogonal polarisation in the vertical direction, the detection channel. The final polarising element of the excitation channel and the first polarising element of the detection channel is a a quarter-wave plate. It has a dual function. First, by setting the angle of the quarterwave plate to 45
• , the microscope can also be operated in bright-field mode. This is very useful for alignment purposes and for optimisation of the out-coupling efficiency.
Secondly, in dark-field mode, the quarter-wave plate allows very small retardations to be introduced, correcting for the slight ellipticity in the excitation polarisation state 3 . The quarter-wave plate allows extremely high bright-field-to-dark-field extinction ratios to be achieved. The microscope can be operated in a set-and-forget mode -once the polariser and wave-plate are aligned, the laser suppression is maintained over days in the original setup 3 and even weeks in this case. This very robust operation (despite the fact that control of the wave-plate rotation at the milli-degree level is necessary 3 ) is likely to be a consequence of the effective damping of acoustic and vibrational noise acting on the microscope head in the cavity experiment.
C. Second-order correlation measurements and single photon detectors Second-order correlation measurements are performed with a Hanbury Brown-Twiss (HBT) setup. The signal from the detection fibre (Fig. S1b ) is sent to a 50:50 fibre beam-splitter and then to two superconducting nanowire single photon detectors (SNSPDs, Single Quantum Eos). Each SNSPD has a system detection efficiency of ≈ 85% and a negligible dark count rate (10-40 cts/s). The total timing resolution in the g (2) -mode includes the timing resolution of both SNSPDs and the resolution of the timetagging hardware. In total, it is ≈ 35 ps (FWHM) which is well below the measured vacuum Rabi periods in this work.
The dead time of the time-tagging hardware is 95 ns which sets a limit for the maximally detectable count rate. In order to measure higher count rates than ∼ 5 Mcts/s per detector, the 1%-arm of the detection fibre is used instead of the 99%-arm and the counts are calibrated accordingly.
For the evaluation of g (2) (τ ) we use a time window of 100 ns. For all presented g (2) (τ ) data, we use a bin size of 4 ps. For all presented g (2) (0) values, we perform a fast Fourier transform (FFT) of g (2) (τ ) (bin size: 16 ps), we then cut all frequency components above 14 GHz and calculate the inverse FFT. In this way, we make sure that the g (2) (0) values are averaged over a time of 35 ps, a time large with respect to the original binning 16 ps, but small with respect to the period of the vacuum Rabi oscillations.
D. Resonant excitation: neutral exciton
An RF scan of QD5 without top mirror is shown in Fig. S2b . The detuning between quantum dot and laser is controlled in this case by fixing the laser frequency and scanning the gate voltage which detunes the quantum dot resonance frequency via the dc Stark shift. Two peaks are observed from the neutral exciton, X 0 . The splitting corresponds to the fine-structure splitting (FSS). Taking FIG. S3. Spectroscopy on cavity-coupled QD1. a X 0 at B = 0.00 T: RF scan revealing two TEM00 cavity modes with polarisation splitting of 25 GHz (inclined lines) coupled to two fine-structure-split levels of X 0 with FSS of 1 GHz (horizontal lines). b Line cut at resonance to "left" cavity mode (as indicated by red arrow). The main peaks arise from coupling of the "high" frequency X 0 transition to one cavity mode; the peak at ∆L = 0 arises from coupling of the "low" frequency X 0 transition to the same cavity mode. c g (2) (0) versus laser detuning for a cavity detuning close to zero. d Power dependence at resonance. Excitation of the second rung of the Jaynes-Cummings ladder (LP2, UP2) is evident at high powers as indicated by the dashed vertical lines. e X 0 at B = 0.40 T: RF scan reveals that the same TEM00 cavity modes couple to the two X 0 transitions. The X 0 transitions are now separated by the Zeeman splitting. f Line cut at resonance to "left" cavity mode. g,h g (2) (0) versus laser detuning for two different cavity detunings, one close to zero, the other one close to g. i X + at B = 0.00 T: RF scan of the X + transition. j Line cut at resonance to "right" cavity mode. k,l Experimental and theoretical power dependence at resonance, respectively. Excitation of higher rungs of the Jaynes-Cummings ladder is evident by the convergence from the two first-rung polaritons towards the bare cavity mode with increasing power. The Hilbert space in the model is truncated to 15 rungs of the Jaynes-Cummings ladder leading to the reduced counts close to the bare cavity mode at high power compared to the experiment. In all figures, the vertical lines depict the resonance frequencies for the first three rungs of the Jaynes-Cummings ladder (LP1/UP1: continuous, LP2/UP2: dashed, LP3/UP3: dotted) at a particular cavity detuning.
several scans for different laser frequencies, a dc Stark shift of 240 GHz/V is determined on this particular quantum dot. The measured full-width-at-half-maximum of each neutral exciton peak corresponds to 0.32 GHz, a value close to the transform limit of 0.20 GHz for these InGaAs quantum dots 8 .
E. Resonant excitation: polarisation axes
The X 0 polarisation axis (or, in shortened form, "axis") varies from quantum dot to quantum dot. The cavity also has an axis. A complication is that the cavity mode splitting (32 GHz), the X 0 fine-structure (1-10 GHz), and the frequency separating the two polaritons in the strong-coupling regime (6-9 GHz) are all similar. Fig. S3a shows an example: full RF scans of cavitycoupled QD3 are shown, together with their respective line-cuts at zero cavity detuning (Fig. S3b, f, j) . The fundamental cavity mode splits into two modes with linear and orthogonal polarisations. At zero magnetic field (B = 0.00 T) the neutral exciton X 0 also splits into two lines with linear and orthogonal polarisations. In the case of QD3 at B = 0.00 T, the X 0 and cavity axes are close-to-parallel such that one X 0 line couples strongly to one cavity mode, weakly to the other cavity mode, and vice versa for the other X 0 line (Fig. S3a) . The line-cut at one particular cavity frequency shows the polaritons and a weak feature in between (Fig. S3b) . The analysis including both cavity modes and two X 0 transitions makes it clear that in Fig. S3b , the two polaritons arise from strong coupling between one X 0 transition and one cavity mode. The central feature arises from an out-ofresonance response of the strong coupling between the other X 0 transition and the other cavity mode. The bare cavity mode is not observed at all in the spectral range of Fig. S3a .
The quantum dot-cavity couplings can be selected in a few ways in this experiment.
First, the X 0 axis varies from quantum dot to quantum dot. It is not difficult to find a quantum dot whose axis matches closely that of the cavity such that one X 0 line interacts primarily with one cavity mode, the other X 0 line interacts primarily with the other cavity mode. Secondly, application of a small magnetic field pushes the two X 0 lines apart in frequency. At a magnetic field of B = 0.40 T, the X 0 lines (QD1) are separated by 12 GHz such that if one X 0 line is resonant with the microcavity, the other X 0 line is far detuned. Fig. S3b,f show an example. At these magnetic fields, the X 0 lines become circularly polarised such that the X 0 axis plays no further role. The price to pay is a reduction by a factor of √ 2 in the coupling parameter g with respect to the optimal value at zero magnetic field (Fig. S3f) .
Thirdly, the fine-structure splitting disappears on switching to a charged exciton, either X − or X + : there is just one peak at zero magnetic field (Fig. S3i,j) , a (15) in Sec. VI) using a coupling strength measured via spectroscopy (Fig. S3f) .
Zeeman-split doublet at finite magnetic field.
To exploit all three options, we stress the power of the in situ cavity detuning. On applying a magnetic field or changing the voltage applied to the device, the quantum dot optical frequency changes by many cavity linewidths but in each case the cavity can be brought into resonance. Fig. 3 of the main paper shows g (2) (τ ) as a function of delay τ for a cavity which is detuned by ∆ C = 0.73g with respect to the emitter. Here we show that vacuum Rabi oscillations in g (2) (τ ) are observed for different values of ∆ C and that the frequency of these oscillations changes according to the change in polariton splitting in the |1± manifold for different values of ∆ C (see Fig. S4 and section V for analytical calculations for the case of ∆ C = 0). The dashed vertical line in Fig. S4 depicts the cavity detuning for the data shown in Fig. 3 of the main paper. Consistent with the excellent agreement of the numerical model for g (2) (τ ) with the experiment, an analytical approach to determine the vacuum Rabi period yields T = 220 ps in exact agreement with the experimental observations.
F. Resonant excitation: vacuum Rabi frequency versus ∆C
G. Resonant excitation: g
(2) (0) versus ∆L and ∆C
In the experiment, three frequencies can be tuned in situ: the laser frequency ω L , the emitter frequency ω C (via the gate voltage) as well as the cavity frequency ω 0 (via tuning of the cavity length). (2) (0) values. c Intensity of scattered light from LP1 and UP1 at zero cavity detuning as a function of resonant excitation power. The absence of saturation is due to population of higher rungs of the Jaynes-Cummings ladder with increasing power. The behaviour at low powers allows the dependence of the Rabi frequency Ω on laser power P to be determined. This behaviour is parameterised with power P0 (see text for definition of P0): P0 = 214 nW for LP1 and P0 = 529 nW for UP1 (black and red dashed vertical lines, respectively); d,e corresponding experimental and theoretical g (2) (0) values for LP1 and UP1.
QD2 at B = 0.50 T. g (2) (0) can be described well with the model and a small laser background. This point is investigated also in other cases. In Fig. S3c ,g and h, more g (2) (0) measurements of the neutral excition of QD1 at B = 0.00 T and 0.40 T are shown: c and g are recorded with close-to-zero cavity detuning, h with a cavity detuning of ∆ C ≈ g. The in situ tunability of the microcavity can be exploited by an alternative experiment in which the cavity is detuned and the polaritons are driven resonantly at each cavity detuning. Fig. S5a,b show exactly this, specifically the behaviour of the first-rung polaritons (LP1 in black, UP1 in red) as a function of ∆ C . Also in this case, the model reproduces the experimental results well. The reason for the slight discrepancy in g (2) (0) of the lower polariton at large and negative ∆ C is the fact that the laser starts driving the second fine-structure level which is weakly coupled to the same cavity mode. This increases slightly the number of single photons in the detection signal as evidenced by the slight anti-bunching in the experimental data.
H. Resonant excitation: power dependence
The experiments in Fig.s 1-5 of the main paper and Fig. S3a,b ,c,e,f,g,h,i,j and Fig. S5a,b are all recorded with a weak driving laser, i.e. with an average photon occupation in the cavity below one. We present here the behaviour as the power of the driving laser increases.
In Fig. S5c we plot the measured and calculated scattering signal on driving LP1 (black) and UP1 (red) with increasing excitation power. A striking feature is that the system does not saturate (Fig. S5c) . This is evidence that the full ladder of Jaynes-Cummings levels exists. To model the power dependence, it is necessary to determine the connection between the Rabi frequency Ω, the input parameter to the model, and the laser power P , the control parameter in the experiment. Clearly, Ω ∝ √ P . At the lowest powers, only the zeroth and first rungs of the Jaynes-Cummings ladder are populated such that the |0 ↔ |1− and |0 ↔ |1+ transitions behave like twolevel systems: the scattered signal increases linearly with laser power, as expected (Fig. S5c) . We parameterise the link between Ω and P by adopting the link for a two-level system, namely Ω =
, where P is the laser power (monitored at the 50:50 fibre beam-splitter) and P 0 is a reference power. Comparing the model to the measured counts and g (2) (τ ) values (plotting the g (2) (0) values only), we fit P 0 = 214 nW (P 0 = 529 nW) for LP1 (UP1) and an overall detection efficiency of 12%.
The difference in powers P 0 for LP1 and UP1 results in an unequal population of the polaritons at constant input powers, as seen in Fig. 2f ,g of the main paper. The difference in P 0 -values probably arises from a polarisationdependent chromaticity in the throughput of the microscope.
The behaviour as a function of driving power can also be explored by measuring the ∆ L -dependence of the scattered intensity for ∆ C = 0. Fig. S3d ,k show powerdependent RF scans when the bare exciton and cavity are resonant. At low power, LP1 and UP1 are clearly resolved. At higher power, bumps appear at the twophoton LP2 and UP2 resonances. In Fig. S3k , there is no resonance close to the bare cavity mode at low power, enabling us to explore the full behaviour even at very large driving powers. At the highest powers, the response is dominated by a feature at ∆ L ≈ 0 (Fig. S3k) . This too is evidence that the full Jaynes-Cummings ladder can be accessed. At the highest powers, the system "climbs" the Jaynes-Cummings ladder on account of the bosonic enhancement of photons such that the average photon occupation is large and the polariton resonances become closer in frequency to the bare cavity mode.
The power dependence can also be described with the model and very good agreement between our numerical model and the data in 
IV. THEORY: LASER DRIVEN ATOM-CAVITY SYSTEM A. Hamiltonians of the atom-cavity system
We start by giving the free Hamiltonian of the atom-cavity system. The quantum dot is modelled as a two level system with energy levels |g and |e separated by an energy ω 0 (here and in the rest of the section we take = 1), i.e.
H 0 = ω e |e e| + ω g |g g| .
We set ω e = ω 0 and ω g = 0 to simplify the notations. For the cavity, we restrict our consideration to a single mode with associated creation and annihilation operators a † and a. If the frequency of the cavity field is resonant with the frequency separation of the two-level atom, we have
When the cavity frequency is detuned with respect to the atomic energy, ω 0 has to be replaced by ω C . The interaction between the quantum dot and the cavity mode is described by g(|e g| + |g e|)(a † + a), where g is the coupling constant between the quantum dot and the bare cavity mode. In the limit g ω 0 , this coupling Hamiltonian is well approximated by the Jaynes-Cummings Hamiltonian
The free Hamiltonian of the atom-cavity system is thus given by
B. Eigenstates and eigenvectors of the atom-cavity system
To simplify the problem, it is convenient to choose a basis where the free Hamiltonian is diagonal. This basis can be easily found by noticing that H free is block diagonal with blocks of size two spanned by |g, n and |e, n − 1 , and a single block of size one spanned by |g, 0 with eigenvalue zero. |n here denotes the Fock state for the light field with n excitations. Hence, using the basis {|g, n , |e, n − 1 } for each block we write
which can be easily diagonalised. The eigenstates of H free are given by
with energies
for n ≥ 1 and |0 = |g, 0 with E 0 = 0. As a result,
To illustrate the anharmonicity of its spectrum, we plot in Fig. S6 the deviation of the energy difference between the neighbouring levels from the central frequency ω 0 ,
One notes that in the case where the cavity mode frequency ω C is not exactly equal to the atomic frequency ω 0 the free Hamiltonian reads (1) which affects both the spectrum and the eigenbasis, as we shall see later.
C. Master equation of the atom-cavity system driven by laser light
We consider the case where the atom-cavity system is driven by a laser through
where Ω(t) is proportional to the complex light field amplitude incident on one of the cavity mirrors at time t. The cavity photons can leak out of the cavity via a beam-splitter type interaction. This leads to a decay channel entering in the master equation via a Lindblad operator L κ = √ κa. Similarly, the spontaneous decay of the level |e to |g appears in the master equation via L γ = √ γ |g e|. The evolution of this driven system is thus given by the following master equatioṅ
with H tot = H free + H L (t).
D. Total Hamiltonian and Lindblad operators in the eigenbasis of the free Hamiltonian
We can express the bosonic operator a in the basis {|n± } as
with
. Similarly, we have
This means that both the total Hamiltonian and the Lindblad operators can be conveniently expressed in the basis {|n± }.
E. Vectorisation of the master equation
The master equation is linear and the most direct way to solve it is to write it down in a vector form. One can express an arbitrary density matrix
Then it is easy to see that
In this representation the master equation (3) takes a simple formv
For convenience, we can also define the inverse transformation ρ = vec −1 (v) which simply arranges the components of v in a matrix form. The solution of the master equation (3) can thus formally be written as e
when D is time independent, L being the Lindblad superoperator.
F. Numerical solutions for the dynamics of the atom-cavity system driven by a single monochromatic laser Analytical solutions of the master equation can be found by focusing on the relevant atom-cavity energy states and discarding the remaining states (Section V). The truncation of the Hilbert space in the analytical models is less severe in a fully numerical model. We make use of the Quantum Toolbox in Python (QuTiP) 9 and truncate the Hilbert space to n = 15 in order to model the experimental results. (This numerical model is referred to as "model" in all figure legends of this work.) We consider the case where the quantum dot-cavity system is driven by a single monochromatic laser with frequency ω L . Eq. (2) becomes
As Ω is time independent, we can eliminate the explicit time dependence of the total Hamiltonian by considering the frame rotating at ω L :
The laser detuning relative to the emitter is denoted by ∆ L = ω L − ω 0 , while the cavity detuning is denoted by ∆ C = ω C − ω 0 . To simulate the experimental results the procedure outlined in references 10,11 is followed. First, we define the two collapse operators which determine the decay to the environment, i.e. out of the Jaynes-Cummings system. These are the two Lindblad operators L κ and L γ for the decay process out of the cavity mode and the decay of the quantum dot into leaky modes, respectively. Next, exploiting the quantum regression theorem, one can solve for the normalized second order correlation function,
where L is the Lindblad superoperator and ρ * is the steady-state solution of the master equation.
In the experiments, even a small amount of mixing of the signal from the quantum dot-cavity system with a laser background can play an important role. This can be included in the model via a simple beam-splitter. The creation and annihilation operators for the input and output modes are denoted a/b and c/d, respectively. The transmission and reflection coefficients are given by t = t = √ η and r = r = i √ 1 − η.
The creation and annihilation operators of output mode c are given byĉ † = √ ηâ
and similarly for the output mode d. Input mode b, which is introduced to model the laser background, is in a coherent state with an average photon number, |α| 2 . Experimentally, it is straightforward to determine what percentage of the observed count rate is due to the laser background. By choosing |α| 2 to be the photon number expectation value when the system is driven on resonance, the mixing parameter 1 − η determines what percentage of counts comes from the laser background and its inverse value corresponds to the signalto-background ratio (SBR). It should be noted that this is a good way of including the background in the low excitation regime where the relationship between incident power and count rate is constant such that η remains constant.
In order to model background counts (which are proportional to the incoming laser power) for the entire power range (e.g. for calculations in Fig. S5c,d,e) , we use a fixed η = 0.999 and a second beam-splitter before input mode b with transmission t 2 = t 2 = √ η 2 . We choose α 2 = √ 1000P η 2 where P is the monitored laser power in the excitation arm of the microscope.
V. THEORY: ANALYTICAL SOLUTION FOR THE DYNAMICS OF THE ATOM-CAVITY SYSTEM DRIVEN BY A SINGLE MONOCHROMATIC LASER
The numerical model includes a large number of rungs of the Jaynes-Cummings ladder and gives extremely reliable results particularly at low driving powers when only the first few rungs of the Jaynes-Cummings ladder are populated. However, it does not provide any deep insights. To complement the numerical model, we therefore present analytical calculations. To ensure that the problem is tractable, the Hilbert space has to be highly truncated. As such, the results are not as exact as those from the numerical model. However, the analytical model provides us with the insights which otherwise are missing.
A. Time-independent Hamiltonian and master equation
As before, we here consider the case where the atomcavity system is driven by a single monochromatic laser with frequency ω L , see Eq. (5).
We retain the basis |n ± and since Ω is time independent, we can eliminate the explicit time dependence of the total Hamiltonian by considering the rotating frame |n± → e inω L t |n± .
In this frame the total Hamiltonian becomes
where the explicit time dependence of the basis vectors leads to the energy shifts given by the last term. Defining the laser detuning as ∆ L = ω L −ω 0 and considering a resonant cavity field, the total Hamiltonian can be written as
where the bosonic operators a and a † can themselves be written as defined in Eq. (4). We deduce that the dynamics of the atom-cavity system driven by a single monochromatic laser is given bẏ
Note that the operators L κ and L γ have an explicit time dependence e −iω L t in the rotating frame, but because they enter as noise this phase does not appear in the master equation (but it takes care of the phase of emitted photons). As discussed before, Eq. (7) can be written asv
The steady-state v * = vec(ρ * ) is given by
B. Single photon emission rate
The Hilbert space of the atom-cavity system is in principle infinite. However, for a fixed laser power one expects that for a large enough value of n, the levels |n± have a negligible population in the steady state and more generally do not influence the dynamics of the system. It is not clear a priori at which n one can truncate the Hilbert space. However, once one finds the steady state of the truncated system, it can be verified that the population in the levels |n± is close to zero, a necessary condition for the truncation at n to be meaningful.
For a given n, the steady-state ρ * = vec −1 (v * ) can be found from Eq. (8) . Such a state can be used to compute the emission rate of photons from
The state right after the photon emission is given by
or equivalently in the vector representation
C. Conditional emission rate
For the autocorrelation measurement, we are interested in the probability of detecting a second photon with some time delay τ after a first emission. To obtain this probability, we can first compute the state of the system at time τ after the emission of a first photon. In the vector representation, it is simply given by
and the emission rate of a second photon at this time is simply given by
By computing the single photon emission rate and the conditional emission rate, we have all the necessary ingredients to model the result of autocorrelation measurements. The next section gives analytical expressions for a laser frequency on resonance with |2± through a two-photon process.
D. Resonant two-photon excitation
In this section, we consider the situation where the laser frequency is such that one of the two photon detunings ∆ ± 2 is small. We further consider the case where the Rabi frequency Ω is small enough so that we can describe the system within the truncated Hilbert space H = span{|0 , |1+ , |1− , |2± }. Inside H, the evolution is generated by the Hamiltonian
Since we focus on the regime ∆ ± 2 , Ω ∆ ± 1 , we can treat the part of the Hamiltonian depending on Ω and ∆ ± 2 as a perturbation. To first order in Ω and ∆ ± 2 , the dynamics of |0 and |2± is decoupled from the one of |1+ and |1− and the relevant Hamiltonian for the two-photon transition is given by
The effective detuning
includes a light shift given by ≈ ± . It can be set to zero by the choice of the laser frequency ω
). In this case, we obtain an effective Hamiltonian taking a simple form
where Ω eff ≈ 2 √ 2Ω 2 /g.
Emission rate of the first photon
We have obtained an effective Hamiltonian, but to solve the dynamics we also have to consider the noise terms. Both noise processes L κ and L γ are responsible for the decay of the state |2± to the {|1+ , |1− } manifold. The rate of such a decay is given by
Once the atom decays into the |1± manifold, it becomes transparent to the laser until it falls to |g, 0 after some time. Hence, to find the steady state, we can replace the noise terms by an effective noise
We now have all the elements to write the master equation associated with the effective dynamicṡ
This master equation can be easily solved and the steady-state solution is given by
where σ 0 = |g g| + |2± 2±|, σ y = −i |g 2±| + i |2± g| and σ z = |g g| − |2± 2±|. Hence, the emission rate p s = Tr L κ ρ * L † κ for the first photon reads
For short enough detection windows τ det , the probability that a first photon is emitted is given by p s τ det .
Emission rate of the second photon
The detection of a photon at time t s = 0 leaves the system in the state
We now compute the emission rate for the second photon after a time delay t. To do so we have to solve a specific master equation which accounts for three processes:
• The unitary evolution is governed by a Hamiltonian which can be written in the {|g, 1 , |e, 0 } subspace as
• Spontaneous emission by the atom (outside of the cavity mode) is given by Lindblad operator L γ = √ γ σ − . In our subspace it takes the form
It brings the state outside of the subspace {|g, 1 , |e, 0 }, so for simplicity we will simply ignore the terms L γ ρL † γ , and only keep the terms which lead to the decay of probabilitȳ
• The emission of the photon outside the cavity is governed by √ κa, which in our subspace reads
As above we only keep the term
Hence the master equation is given bẏ
We expend ρ in the Pauli basis
One easily obtains the components v = (n 0 , n x , n x , n z ) as a function of time (and hence the time-dependent state ρ ± t ) from the initial state with corresponding vector v|
Importantly, the emission rate of the second photon at time t is given by p
This can be conveniently rewritten as
where ϕ is some phase-shift of the oscillations at t = 0. In particular
Modelled ladder states for two-laser experiment. Scheme: laser 1 is on resonance with the |0 ↔ |1− transition (red arrow, detuning ∆1 = 0). Laser 2 is scanned across the |1− ↔ |2+ transition (blue arrow, detuning ∆2 = 0). Depicted are the driving strengths Ω1 and Ω2 of the two lasers and the decay terms of the first two rungs. The Hilbert space is truncated to n = 2 and the state |2− as well as quickly rotating off-resonant terms in the Hamiltonian are neglected. The (curved) solid arrows indicate (off-resonant) transitions taken into account in the model. The additional coincidences in the experiment (Fig. 5 of the main paper) compared to the theory can be explained by the absence of transitions to |2− and |2+ in the model induced by laser 1 and 2, respectively (dashed curved arrows).
Combining the two previous expressions gives
This shows that far from the detector saturation, the way the autocorrelation is computed theoretically reproduces well what is carried out experimentally.
VI. THEORY: TWO LASERS
Let us now consider the case where two lasers drive the system, resulting in the driving Hamiltonian
We will assume that the two laser frequencies are almost in resonance with two transitions in the manifold of the first five levels {|0 , |1− , |1+ , |2− , |2+ }, as shown in Fig. S7 . The energies of the levels are given by
The decay terms are, as before,
The master equation becomeṡ
where H 0 = n,± E ± n |n± n±|. Note that the higher levels |3± are not resonantly coupled to the |2± levels, such that for small Rabi frequencies Ω 1 and Ω 2 one can ignore the higher levels and truncate the Hilbert space to n = 2.
We are interested in modelling two cases with different laser frequencies. In the first case ω 1 is resonant with the transition from the ground state to the lower polariton |0 → |1− , while ω 2 is resonant with the transition |1− → |2+ , as shown in Fig. S7 . That is
where we accounted for small detunings ∆ 1 and ∆ 2 of the first and the second laser, respectively. The second case is exactly the opposite: ω 1 resonant with |0 → |1+ and ω 2 resonant with |1+ → |1− . The two cases are essentially equivalent, so for clarity in the following we will focus on the case depicted in Fig. S7 .
We are interested in the regime of relatively low Rabi frequencies, in which case we can ignore the energy levels associated to n = 3, 4... and truncate the Hilbert space to n = 2. Furthermore, the level |2− is largely off-resonant with all possible transitions and is ignored in the simple model. Hence, we start with a four-level description of the system {|0 , |1− , |1+ , |2+ } and the time-dependent Hamiltonian of Eq. (13). Due to a more complicated time dependence of H L there is no rotating frame in which the Hamiltonian and the Lindblad operators are time-independent. Nevertheless, there is a good choice of a frame which, by ignoring the terms that are rotating fast, allows the physics of the system to be reproduced. This frame is
Considering the restriction of the operators a and |g e|, appearing in the master equation, to our subspace, we can decompose
In the rotating frame both these operators acquire an explicit time dependence through
such that the driving Hamiltonian reads
where we neglected all the quickly-rotating off-resonant terms. Taking into account the energy shifts in the rotating frame, the Hamiltonian reads
in the {|0 , |1− , |1+ , |2+ } basis. Note that as we assume Ω 1 , Ω 2 , ∆ 1 , ∆ 2 g the dominant term in the Hamiltonian is H 0 = − √ 2g |1+ 1+|. Next, consider the decay terms L κ = √ κa and L γ = √ γ |g e|, which also become explicitly time dependent in the rotating frame. For example, the term L κ in the interaction picture for H 0 reads
For the master equation the global phase factor e −iω0t
is irrelevant (while it plays a role for the phase of the emitted photons), because the Lindblad operators always come with the adjoint in Eq. (14) . This is not the case for the relative phase terms. Yet, neglecting rapid oscillations on the time scale 1/g corresponds to averaging of the noise terms over short times. Formally we replace the noise term by a time average
which eliminates the coherences e O(1)gt t → 0. Effectively, this approximation leads to a new noise model with four Lindblad operators replacing L κ
Analogously, L γ is replaced with four noise-terms. At this point we have recovered explicitly time-independent Hamiltonian and Lindblad operators, meaning that the dynamics can be solved by the methods presented previously.
A. Cavity detuning
So far we have always assumed that the cavity mode remains at a fixed frequency ω C = ω 0 . However, the cavity can be deliberately detuned from the atomic frequency. This is particularly important for the two-laser case where the autocorrelation function g (2) (0) is very sensitive to the cavity detuning ∆ C = ω C − ω 0 .
To account for this effect we have to come back to the original Hamiltonian given in Eq. (1) . Recalling that the free Hamiltonian is block diagonal and within each ladder rank for n ≥ 1, spanned by {|g, n , |e, n − 1 }, it reads
This Hamiltonian has eigenvalues
with corresponding eigenstates
+ ng 2 |g, n + √ ng |e, n − 1 .
In the relevant regime ∆ C g, this can be simplified tõ
√ n |e, n − 1 ).
Following the basis change induced by the cavity emitter detuning, we also have to express the operators a and |g e| appearing in the master equation in the basis {|ñ± }. For the present purpose, we are only interested in the subspace spanned by {|0 , 1 − , 1 − , 2 + }. From ñ±| a |m± we obtain to leading order
In addition, with the same arguments as for the non-detuned case, we obtain four noise-operators for each decay term L κ and L γ
to leading order in ∆C g .
The same line of reasoning leads to analogous expressions for the case presented in Fig. 5 of the main paper, where the first laser is close to resonance with the transition |0 → 1 + and the second one with 1 + → 2 − . In this case the relevant subspace is {|0 , 1 − , 1 + , 2 − }, and we find
and
1 + 2 − .
B. Fitting the experimental data
Given the time-independent master equation we derived, we find the steady-state ρ * by solving
via the vectorization method described above. From the steady state it is easy to find the count rate
as well as the coincidence rate
where α, β ∈ {(0−), (0+), (−2), (+2)}. Both rates are functions of the parameters κ, γ, g as well as the Rabi frequencies Ω 1 , Ω 2 , and the detunings ∆ 1 , ∆ 2 , ∆ C .
Our aim is to use our simple model to reproduce the "g (2) -spectroscopy"-curves observed experimentally for the upper polariton (Fig. 5 of the main paper) , i.e., the signal and the autocorrelation function g (2) (0) as a function of detuning ∆ 2 measured with detection intervals τ int = 155 ps (such that oscillations on a timescale faster than 1/g are averaged out) . The measurements were performed at laser powers P 1 = 6 nW and P 2 = 60 nW, and detunings ∆ C = 0.31 GHz and ∆ 1 = 0.17 GHz. This uniquely specifies the value of Ω 1 = 0.05 GHz, since the proportionality coefficient between the laser power and the square of Rabi frequency was calibrated with the one-laser experimental data. Nevertheless, due to the achromatic nature of the system, the value of Ω 2 is not known exactly. To estimate Ω 2 , we fit the ∆ 2 dependence of the signal by including the efficiency, that is, η det p S (Ω 2 ) where η det is the overall detection efficiency. This procedure yields η det = 10% and Ω 2 = 0.45 GHz. Finally, the autocorrelation function predicted by the model
is plotted in Fig. 5 of the main paper. Several remarks are appropriate.
First, one sees that there is a match in the ∆ 2 -position of the peak between experiment and the model. From the model it is clear that the curve reaches its maximum at
where the transition |0 → 2 − is resonant with the absorption of one photon from each laser (see Eq. (16)) such that the population of level 2 − as well as the coincidence probability p C are maximized. Secondly, one sees that the curve obtained from the model is lower than the experimental data. This arises because our simple model underestimates the coincidence counts. At low Rabi frequencies the single counts are dominated by the emission from the first rung levels 1 ± and the coincidences arise from the emission from the levels in the second rung 2 ± . While our model includes both dominant terms that populate the states of the first rung, i.e. the transition |0 → ω1 1 + driven by the first laser and |0 → ω2 1 − driven by the offresonant second laser, it ignores all but one mechanism (the |0 → ω1+ω2 2 − two-photon transition) driving the states of the second rung. This is the price we pay for the approximations leading to the time-independent master equation, and for ignoring the 2 + level.
