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ISOMETRIC DEFORMATIONS OF WAVE FRONTS AT
NON-DEGENERATE SINGULAR POINTS
A. HONDA, K. NAOKAWA, M. UMEHARA, AND K. YAMADA
Abstract. Cuspidal edges and swallowtails are typical non-degenerate singu-
lar points on wave fronts in the Euclidean 3-space. Their first fundamental
forms belong to a class of positive semi-definite metrics called ‘Kossowski met-
rics’. A point where a Kossowski metric is not positive definite is called a
singular point or a semi-definite point of the metric. Kossowski proved that
real analytic Kossowski metric germs at their non-parabolic singular points
(the definition of ‘non-parabolic singular point’ is stated in the introduction
here) can be realized as wave front germs (Kossowski’s realization theorem).
On the other hand, in a previous work with K. Saji, the third and the
fourth authors introduced the notion of ‘coherent tangent bundle’. Moreover,
the authors, with M. Hasegawa and K. Saji, proved that a Kossowski metric
canonically induces an associated coherent tangent bundle.
In this paper, we shall explain Kossowski’s realization theorem from the
viewpoint of coherent tangent bundles. Moreover, as refinements of it, we give
a criterion that a given Kossowski metric can be realized as the induced metric
of a germ of cuspidal edge singularity (resp. swallowtail singularity or cuspidal
cross cap singularity). Several applications of these criteria are given. Some
remaining problems on isometric deformations of singularities of analytic maps
are given at the end of this paper.
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Figure 1. A cuspidal edge and a swallowtail.
Introduction
Throughout this paper, we shall treat C∞-differentiable objects as well as real
analytic ones. By the terminology ‘Cr-differentiable’ we mean C∞-differentiability
if r =∞ and real analyticity if r = ω.
We denote by R3 the Euclidean 3-space. Let M2 be a Cr-differentiable 2-
manifold and f : M2 → R3 a Cr-map. A point p ∈ M2 is called a singular point
if f is not an immersion at p. A singular point p ∈ M2 is called a cuspidal edge
(resp. swallowtail) if there exists a local Cr-coordinate system (u, v) centered at p
and a local Cr-diffeomorphism Φ on R3 such that (cf. Figure 1)
Φ ◦ f(u, v) = (u2, u3, v) (=: fC),(0.1)
(resp. Φ ◦ f(u, v) = (3u4 + u2v, 4u3 + 2uv, v)(=: fSW)).(0.2)
A Cr-map f : M2 → R3 is called a (co-orientable) frontal if there exists a Cr-
differentiable unit vector field ν along f such that ν(p) ∈ R3 is perpendicular to
df(TpM
2) for each p ∈ M2, where TpM2 is the tangent space of M2 at p. Such a
ν is called a unit normal vector field along f , and can be identified with the Gauss
map
ν :M2 → S2
by parallel transport in R3, where
(0.3) S2 := {(x, y, z) ∈ R3 ; x2 + y2 + z2 = 1}.
(The unit normal vector field ν can be chosen up to ±-ambiguity at each local
coordinate neighborhood, in general. The co-orientability of f is the property that
its unit normal vector field can be extended as a Cr-differentiable vector field onM2.
In this paper, we assume that frontals are all co-orientable.) A (Cr-differentiable)
frontal f is called a wave front if the induced map defined by
L := (f, ν) :M2 ∋ p 7→ (f(p), ν(p)) ∈ R3 × S2
is an immersion. It is well-known that cuspidal edges and swallowtails are typical
singularities appearing on wave fronts. A singular point p ∈ M2 of a Cr-map
f :M2 → R3 is called a cross cap (resp. a cuspidal cross cap) if there exists a local
Cr-coordinate system (u, v) and a local Cr-diffeomorphism Φ on R3 such that (cf.
Figure 2)
Φ ◦ f(u, v) = (u, uv, v2)(=: fCR),(0.4)
(resp. Φ ◦ f(u, v) = (u, v2, uv3)(=: fCCR)).(0.5)
3Figure 2. A cross cap and a cuspidal cross cap.
Cross caps are not frontals, since their unit normal vector fields cannot be ex-
tended continuously across the singular points. On the other hand, cuspidal cross
caps are frontals, but not fronts.
Let f :M2 → R3 be a Cr-frontal with Cr-differentiable unit normal vector field
ν. If we take a Cr-differentiable local coordinate system (U ;u, v) on M2, then the
function
(0.6) λ := det(fu, fv, ν) (fu := ∂f/∂u, fv := ∂f/∂v)
plays the role of an identifier of the singular points of f , that is, λ(p) = 0 if and only
if p is a singular point. We call λ the signed area density function on U . A singular
point p ∈ U (i.e. the point satisfying λ(p) = 0) is said to be non-degenerate if the
gradient vector ∇λ(p) := (λu(p), λv(p)) does not vanish. If p is a non-degenerate
singular point, then, by the implicit function theorem, there exists a Cr-regular
curve σ(t) (|t| < ε) on U parametrizing the singular set of f such that σ(0) = p.
We call the curve σ the characteristic curve (or the singular curve) passing through
p. Cuspidal edges, swallowtails and cuspidal cross caps are non-degenerate singular
points.
Definition 0.1. Let p be a non-degenerate singular point of a Cr-frontal f : M2 →
R
3. A Cr-differentiable local coordinate system (U ;u, v) centered at p is called
adjusted if fv(p) = 0.
We denote by ‘·’ the canonical inner product on R3, and set |a| := √a · a
(a ∈ R3). Taking an adjusted coordinate system at a non-degenerate singular
point p, we define
(0.7) κν(p) :=
fuu(p) · ν(p)
|fu(p)|2 ,
which is called the limiting normal curvature. The definition of κν(p) does not
depend on the choice of an adjusted coordinate system (cf. [11, (2.2)]).
Let γ(t) be a curve onM2 defined on an interval I such that γˆ := f ◦γ : I → R3
is a Cr-regular curve. Then the normal curvature function along γˆ is defined by
(0.8) κn(t) :=
γˆ′′(t) · νˆ(t)
|γˆ′(t)|2 (νˆ := ν ◦ γ),
where prime ′ means d/dt. We let p be a non-degenerate singular point, and let
σ(t) (|t| < ε) be the characteristic curve passing through p such that p = σ(0). As
shown in [11], the following assertion holds:
Fact 0.2. We set I = (−ε, ε). If p is a cuspidal edge or a cuspidal cross cap
(resp. a swallowtail) on a Cr-differentiable frontal, then σˆ(t) := f ◦ σ(t) for t ∈ I
4 A. HONDA, K. NAOKAWA, M. UMEHARA, AND K. YAMADA
(resp. for t ∈ I \ {0}) is a Cr-regular curve, and the value κν(p) coincides with the
normal curvature κn(0) (resp. the limit of the normal curvature lim
t→0
κn(t)).
Definition 0.3. A non-degenerate singular point p of a Cr-differentiable frontal f
is said to be ν-flat if its limiting normal curvature κν(p) vanishes, and is said to be
non-ν-flat otherwise.
Kossowski defined a class of positive semi-definite metrics on 2-manifolds. We
call metrics belonging to this class ‘Kossowski metrics’ (see Definition 1.7). A point
where a Kossowski metric is not positive definite is called a singular point or a semi-
definite point of the metric. A Riemannian metric (i.e. a positive definite metric)
is a Kossowski metric without singular points. (The concept of Kossowski metric
can be generalized to manifolds of arbitrary dimension, see [17].)
In this paper, we consider singular points of metrics as well as singular points of
Cr-differentiable maps. To distinguish between these two kinds of singular points,
we use the terminology ‘semi-definite points’ for singular points of a metric. On the
other hand, a point where the metric is positive definite is called a regular point. A
Kossowski metric onM2 induces a Cr-function called a signed area density function
(cf. (1.8)), which is defined on each coordinate neighborhood. The following fact
explains how Kossowski metrics are related to frontals (see [8] and also [2]):
Fact 0.4. The first fundamental form (i.e. the pull-back of the canonical metric
on R3) of a Cr-differentiable frontal which admits only non-degenerate singular
points is a Cr-differentiable Kossowski metric. Moreover, the signed area density
function given in (0.6) coincides with that of the Kossowski metric up to ±-multiple
ambiguity.
For each semi-definite point p of a Kossowski metric, an invariant (cf. (1.13))
Ω(p) ∈ T ∗pM2 ∧ T ∗pM2
is defined. If Ω(p) = 0, we call p a parabolic point of ds2 (cf. Definition 1.14). The
following fact explains the relationship between singular points on wave fronts and
semi-definite points on Kossowski metrics.
Fact 0.5 ([11]). Let p be a non-degenerate singular point of a Cr-differentiable
frontal f :M2 → R3. Then the following three assertions are equivalent:
(1) p is a non-parabolic semi-definite point of the induced Kossowski metric,
(2) f is a wave front at p, and p is a non-ν-flat singular point of f ,
(3) p is a regular point of the Gauss map of f .
Kossowski proved the following:
Fact 0.6 (Kossowski’s realization theorem [8]). Let ds2 be a real analytic (i.e. Cω-
differentiable) Kossowski metric on a real analytic 2-manifold M2, and let p ∈M2
be a non-parabolic semi-definite point of ds2. Then there exist a neighborhood U of
p and a real analytic wave front f : U → R3 such that the first fundamental form
of f coincides with ds2 on U .
In a joint work with Saji [15], the third and the fourth authors introduced the
notion of ‘coherent tangent bundle’ and proved Gauss-Bonnet type formulas for it.
A realization of the Cr-differentiable vector bundle as a limiting tangent bundle of
a Cr-differentiable frontal is given in [16]. The purpose of this paper is to explain
Kossowski’s realization theorem (Fact 0.6) from the viewpoint of the theory of
coherent tangent bundles, and to prove several refinements. In fact, we define
A2 points and A3 points as semi-definite points of a Kossowski metric ds
2 (see
Definition 1.11). The following fact is important:
5Fact 0.7 ([2, Proposition 2.19]). Let f : M2 → R3 be a Cr-differentiable wave
front, and let p ∈ M2 be a non-degenerate singular point. Then p is a cuspidal
edge (resp. a swallowtail) if and only if it is an A2 semi-definite point (resp. an A3
semi-definite point) of ds2.
Cross caps are generic singular points appearing on C∞-differentiable maps of
2-manifolds into R3. However, they never appear on frontals ([2, Proposition 4.3]).
The corresponding assertion for cross cap singular points is an open problem (see
Question D in Section 5).
If p is an A2 semi-definite point, then the secondary invariant
Ω′(p) ∈ T ∗pM2 ∧ T ∗pM2
is also defined (cf. (1.18)). The following assertion holds:
Theorem A. Let M2 be a real analytic 2-manifold and ds2 a real analytic Kos-
sowski metric on it. Suppose that p ∈ M2 is a semi-definite point of the metric
ds2. Then there exists a real analytic frontal f : U → R3 defined on a neighborhood
U of p such that ds2 is the first fundamental form of f , and the limiting normal
curvature of f at p does not vanish. Moreover, such a realization f satisfies the
following properties:
(1) f is a wave front at p if and only if p is a non-parabolic point (of ds2),
(2) f has a cuspidal edge at p if and only if p is a non-parabolic A2 semi-definite
point,
(3) f has a swallowtail at p if and only if p is a non-parabolic A3 semi-definite
point,
(4) f has a cuspidal cross cap at p if and only if p is a parabolic A2 semi-definite
point satisfying Ω′(p) 6= 0.
Fact 0.6 corresponds to the assertion (1). In particular, Theorem A is a gener-
alization and refinement of Fact 0.6. We prove this in Section 4.
Remark 0.8. Under the assumptions of Theorem A, it is shown in [5] that f has a
5/2-cuspidal edge at p if the Gaussian curvature function K of ds2 can be extended
as a smooth function defined on a sufficiently small neighborhood of p and dK(η)
does not vanish at p, where η ∈ TpM2 is a null direction at the semi-definite point
p.
Definition 0.9. Let fi (i = 1, 2) be two germs of C
r-frontals. Then we say these two
map germs are congruent (resp. isometric) if there exists an isometry germ Φ on R3
and a Cr-diffeomorphism germ ϕ (resp. a Cr-diffeomorphism germ ϕ) such that
Φ ◦ f2 ◦ ϕ = f1 (resp. ϕ∗ds22 = ds21), where ds2i (i = 1, 2) is the first fundamental
form of fi. On the other hand, two map germs are strongly congruent if there exists
an isometry germ Φ on R3 such that Φ ◦ f2 = f1.
The strong congruence implies the congruence. In this paper, we mainly dis-
cuss the number of strong congruence classes of wave fronts with the same first
fundamental forms. The following theorem gives properties of the set of germs of
real analytic frontals whose first fundamental forms coincide with a real analytic
Kossowski metric germ ds2 at p ∈M2.
Theorem B. Let M2 be a real analytic 2-manifold and ds2 a real analytic Kos-
sowski metric on M2. Let ω(t) and µ(t) be two germs of real analytic functions
of one variable at t = 0. For each p ∈ M2, take a Cω-regular curve γ(t) in M2
such that γ(0) = p and γ′(0) is not a null vector (i.e. ds2(γ′(0), γ′(0)) > 0, see
Definition 1.11). Then there exists a real analytic frontal germ f = fω,µ satisfying
the following properties:
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(1) ds2 is the first fundamental form of f ,
(2) the normal curvature function germ along γ defined by (0.8) coincides with
eω(t) for a suitable choice of unit normal vector field ν,
(3) µ(t) gives the torsion function germ along γˆ(t) = f ◦ γ(t),
(4) if p is a regular point (resp. a non-parabolic semi-definite point) of ds2, then
f is an immersion (resp. a wave front with non-vanishing limiting normal
curvature).
The possibilities for the congruence classes of such an f are at most two. In partic-
ular, if µ vanishes identically (i.e. γˆ is a planar curve), then the congruence class
of f is uniquely determined.
Remark 0.10. When γ(t) is a characteristic curve of ds2 consisting of semi-definite
points of type A2, the assertion of Theorem B is proved in [13]. So Theorem B can
be considered as its generalization.
Moreover, the following assertion holds:
Corollary C. Let I be an interval, and let {ωs(t)}s∈I and {µs(t)}s∈I be two fam-
ilies of real analytic function germs of the variable t depending real analytically on
the parameter s. Then there exists a family fs := fωs,µs (s ∈ I) of real analytic
frontal germs satisfying the properties (1)–(4) in Theorem B for each s ∈ I and
depending on the parameter s real analytically.
In Section 4, we prove Theorems A and B and Corollary C, and also give a
variant (cf. Theorem 4.10) of Theorem B. When p is an A2 semi-definite point, we
can choose γ to be a characteristic curve, since γ′(0) is not a null vector. Then we
get the following assertion:
Corollary D. Let f : (U, p) → R3 be a real analytic germ of cuspidal edge (resp.
cuspidal cross cap), and let σ(t) be a real analytic germ of regular curve in U
parametrizing the singular set by the arc-length parameter such that σ(0) = p.
Suppose that the limiting normal curvature at p does not vanish. We let Γ(t) be a
real analytic germ of regular space curve parametrized by the arc-length such that
the curvature function κ(t) of Γ(t) is the same as that of f ◦ σ(t) (Γ(t) may not
have the same torsion function as σˆ(t) := f ◦ σ(t)). Then, for each choice of Γ,
there exist a neighborhood V (⊂ U) of p and a front (resp. a frontal) g : (V, p)→ R3
having a cuspidal edge (resp. cuspidal cross cap) at p such that g is isometric to f
and Γ(t) = g ◦ σ(t). Moreover, the possibilities for the strong congruence classes of
such a g are at most two.
We prove Corollary D also in Section 4. Here, we remark that, in [5], analogues
of Theorems A and B and Corollary D are obtained for 5/2-cuspidal edges. As a
consequence of Theorem A and Theorem B, the following assertion is obtained:
Corollary E. Let f0, f1 be two real analytic frontal germs with singularities whose
limiting normal curvatures do not vanish. Suppose that they are mutually isometric.
Then there exists a continuous deformation of real analytic frontal germs gs (0 ≤
s ≤ 1) satisfying the following properties:
(1) g0 = f0 and g1 = f1,
(2) gs is isometric to g0,
(3) the limiting normal curvature of each gs does not vanish.
Moreover, if both f0 and f1 are germs of cuspidal edges, swallowtails or cuspidal
cross caps, then so are gs for 0 ≤ s ≤ 1.
In particular, if T is an orientation reversing isometry of R3, then T ◦ f0 can be
isometrically deformed into f0 (see Remark 4.7 for details).
7The paper is organized as follows: In Section 1, we recall the definition of Kos-
sowski metrics, and define A2 semi-definite points and A3 semi-definite points. The
relationship between frontals and the induced Kossowski metrics is also discussed
there. In Section 2, we show the existence of certain orthogonal local coordinate
systems (called ‘K-orthogonal coordinates’) for Kossowski metrics. Using this, we
show representation formulas for A2 or A3 semi-definite points of Kossowski met-
rics. As an application, we also discuss properties of distance functions induced by
Kossowski metrics. In Section 3, we explain the relationships between Kossowski
metrics and their induced coherent tangent bundles. In Section 4, we prove the
main results, using K-orthogonal coordinates. In Section 5, we mention some open
questions relating to our results.
1. Kossowski metrics
Throughout this paper, we fix a Cr-differentiable 2-manifold M2, where r =∞
or ω. Let ds2 be a positive semi-definite Cr-metric on M2.
Definition 1.1. A point p ∈ M2 is called a regular point of ds2 if ds2 is positive
definite at p, and is called a singular point or semi-definite point if it is not regular.
To distinguish from singular points of frontal maps, we use the terminology semi-
definite points for singular points of semi-definite metrics. The set of semi-definite
points in M2 is called the semi-definite set.
For the sake of simplicity, we use the notations
(1.1) ∂u := ∂/∂u, ∂v := ∂/∂v
for each local coordinate system (u, v) of M2.
Definition 1.2. Let p be a semi-definite point of the metric ds2 on M2. Then a
non-zero tangent vector v ∈ TpM2 is called a null vector if
(1.2) ds2(v,v) = 0.
Moreover, a local coordinate neighborhood (U ;u, v) is called adjusted at p ∈ U if
∂v gives a null vector of ds
2 at p.
It can be easily checked that (1.2) implies that ds2(v,x) = 0 holds for all x ∈
TpM
2. If (U, u, v) is a local coordinate neighborhood adjusted at a semi-definite
point p = (0, 0), then F (0, 0) = G(0, 0) = 0 holds, where
(1.3) ds2 = E du2 + 2F du dv +Gdv2.
We denote by X r the set of Cr-differentiable vector fields onM2, and by Cr(M2)
the set of real valued Cr-differentiable functions onM2. We set 〈X,Y 〉 := ds2(X,Y )
for X,Y ∈ X r. Kossowski [8] defined a map Θ : X r ×X r ×X r → Cr(M2) as
(1.4) Θ(X,Y, Z) :=
1
2
(
X〈Y, Z〉+ Y 〈X,Z〉 − Z〈X,Y 〉
+ 〈[X,Y ], Z〉 − 〈[X,Z], Y 〉 − 〈[Y, Z], X〉
)
.
We call Θ the Kossowski pseudo-connection with respect to the Kossowski metric.
If the metric ds2 is positive definite, then Θ(X,Y, Z) = 〈∇XY, Z〉 holds, where
∇ is the Levi-Civita connection of ds2. One can easily check the following two
identities (cf. [8])
X〈Y, Z〉 = Θ(X,Y, Z) + Θ(X,Z, Y ),(1.5)
Θ(X,Y, Z)−Θ(Y,X,Z) = 〈[X,Y ], Z〉.(1.6)
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The equation (1.5) (resp. (1.6)) corresponds to the condition that ∇ is a metric
connection (resp. is torsion free). The following assertion can be also easily verified:
Proposition 1.3 (Kossowski [8]). For each Y ∈ X r and for each semi-definite
point p ∈M2, the map
TpM
2 × TpM2 ∋ (v1,v2) 7−→ Θ(V1, Y, V2)(p) ∈ R
is a well-defined bilinear map, where Vj (j = 1, 2) are C
r-differentiable vector fields
of M2 satisfying vj = Vj(p).
For each p ∈M2, the subspace
Np :=
{
v ∈ TpM2 ; ds2(v,w) = 0 for all w ∈ TpM2
}
is called the null space or the radical of ds2 at p. A non-zero vector belonging to
Np is a null vector at p (cf. Definition 1.2).
Lemma 1.4 (Kossowski [8]). Let p be a semi-definite point of ds2. Then the
Kossowski pseudo-connection Θ induces a tri-linear map
Θˆp : TpM
2 × TpM2 ×Np ∋ (v1,v2,v3) 7−→ Θ(V1, V2, V3)(p) ∈ R,
where Vj (j = 1, 2, 3) are C
r-differentiable vector fields of M2 such that vj = Vj(p).
Proof. Applying (1.4),
2Θ(V1, fV2, V3)
= V1〈fV2, V3〉+ fV2〈V1, V3〉 − V3〈V1, fV2〉
+ 〈[V1, fV2], V3〉 − 〈[V1, V3], fV2〉 − 〈[fV2, V3], V1〉
= 2fΘ(V1, V2, V3) + (V1f)〈V2, V3〉 − (V3f)〈V1, V2〉
+ (V1f)〈V2, V3〉+ (V3f)〈V2, V1〉
= 2fΘ(V1, V2, V3) + 2(V1f)〈V2, V3〉 = 2fΘ(V1, V2, V3)
holds at p, where the fact that V3(p) ∈ Np is used to show the last equality. 
Definition 1.5. A semi-definite point p of the metric ds2 is called admissible1 if Θˆp
in Lemma 1.4 vanishes.
A semi-definite point of the metric ds2 is called of rank one if Np is a 1-
dimensional subspace of TpM
2.
By a suitable affine transformation in the uv-plane, one can take a local coor-
dinate system adjusted at p (cf. Definition 1.1). The following assertion gives a
characterization of admissible semi-definite points:
Proposition 1.6 ([2]). Let (u, v) be a Cr-differentiable local coordinate system
adjusted at a rank one semi-definite point p. Then p is admissible if and only if
(1.7) F = G = 0, Ev = 2Fu, Gu = Gv = 0
hold at p = (0, 0), where ds2 = E du2 + 2F du dv +Gdv2.
Proof. Since [∂u, ∂v] vanishes, and ∂v ∈ Np at p, the formula (1.4) yields that
2Θˆ(∂u, ∂u, ∂v) = 2∂u〈∂u, ∂v〉 − ∂v〈∂u, ∂u〉 = 2Fu − Ev,
2Θˆ(∂u, ∂v, ∂v) = ∂u〈∂v, ∂v〉+ ∂v〈∂u, ∂v〉 − ∂v〈∂u, ∂v〉 = ∂u〈∂v, ∂v〉 = Gu,
2Θˆ(∂v, ∂v, ∂v) = ∂v〈∂v, ∂v〉 = Gv
hold at the origin (0, 0). Thus, Θˆp vanishes if and only if (1.7) holds at p. 
1 Admissibility was originally introduced by Kossowski [8]. He called it d(〈, 〉)-flatness.
9Definition 1.7. A positive semi-definite metric ds2 is called a (Cr-differentiable)
Kossowski metric if each semi-definite point p ∈M2 of ds2 is admissible and there
exists a Cr-function λ(u, v) defined on a local coordinate neighborhood (U ;u, v) of
p such that
EG− F 2 = λ2 (on U),(1.8)
(λu(p), λv(p)) 6= (0, 0),(1.9)
where E,F,G are Cr-functions on U satisfying (1.3).
As pointed out in the introduction (cf. Fact 0.4), the first fundamental form of
a frontal f :M2 → R3 whose singular points are all non-degenerate is a Kossowski
metric.
Lemma 1.8. We let p be a semi-definite point of the Kossowski metric ds2. Then
the null space of ds2 at p is 1-dimensional.
Proof. Since λ, F,G,Gu, Gv vanish at p, twice differentiating the equality EG −
F 2 = λ2 with respect to u and v, we have
2λu(p)
2 = E(p)Guu(p)− 2Fu(p)2, 2λv(p)2 = E(p)Gvv(p)− 2Fv(p)2.
If E(p) = 0 then we have λu(p)
2 + Fu(p)
2 = 0 and λv(p)
2 + Fv(p)
2 = 0, which
imply (λu(p), λv(p)) = (0, 0) contradicting (1.9). So we have E(p) 6= 0, that is, ∂u
is not a null vector. Thus, Np is exactly 1-dimensional, proving the assertion. 
By (1.9), we can apply the implicit function theorem for λ, and find a Cr-
regular curve σ(t) (|t| < ε) in the uv-plane (called the characteristic curve or the
singular curve) parametrizing the semi-definite set of ds2 such that σ(0) = p and
σ : (−ε, ε) → U is an embedding, where ε is a sufficiently small positive number.
The following assertion holds:
Proposition 1.9. Let ds2 be a Cr-differentiable Kossowski metric on M2. We
let λ : U → R be a Cr-function satisfying (1.8) on a connected Cr-coordinate
neighborhood (U ;u, v) of M2. Then, the 2-form
(1.10) dAˆ := λdu ∧ dv
does not depend on the choice of such local coordinates, up to ±-ambiguity, and
gives a Cr-differentiable 2-form defined on the universal covering of M2.
We call such a λ the signed area density function of ds2 with respect to the local
coordinate neighborhood (U ;u, v). The function λ plays a role of an identifier of
semi-definite points. In fact, λ(p) = 0 if and only if p is a semi-definite point. If
ds2 is the first fundamental form of a frontal f : M2 → R3, then the function λ
given in (0.6) coincides with the signed area density function of ds2.
Proof of Proposition 1.9. Let (U ;u, v) be a connected local coordinate neighbor-
hood at p. Then ds2 has the expression as in (1.3). Let λ1, λ2 be two signed area
density functions on U satisfying (λ1)
2 = (λ2)
2 = EG−F 2. We fix q ∈ U arbitrar-
ily. If q is a regular point, then λ1 = ±λ2 holds on a sufficiently small neighborhood
of W of q, obviously. So we suppose that q ∈ U is a semi-definite point. Since we
have observed that the semi-definite set around q can be parametrized as a regular
curve, we can take a new local coordinate system (V ; a, b) (V ⊂ U) centered at q
so that the a-axis is the characteristic curve. Then we have λ1(a, 0) = λ2(a, 0) = 0.
By the division lemma, there exist two Cr-function germs λˆ1, λˆ2 at (0, 0) such that
λi(a, b) = bλˆi(a, b), (i = 1, 2)
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on V . In particular, (λ1)a(0, 0) = (λ2)a(0, 0) = 0 hold. By (1.9), we have that
0 6= (λi)b(0, 0) = λˆi(0, 0), (i = 1, 2)
and ϕ := λ1/λ2 = λˆ1/λˆ2 gives a C
r-function defined on a connected neighborhood
W (⊂ V ) of the origin. Then we have
(λ2)
2 = (λ1)
2 = (λ2)
2ϕ2.
Since λ1 6= 0 except on the a-axis, 1 = ϕ2 holds on W by the continuity of ϕ,
and that implies λ1 = ±λ2 on W . Since U is connected and q is arbitrarily fixed,
λ1 = λ2 or λ1 = −λ2 holds on U . So we now set λ := λ1.
We next prove the second assertion. Let (x, y) be another local coordinate system
on U . Then
(1.11) λdu ∧ dv = λ(uxdx+ uydy) ∧ (vxdx+ vydy) = λ(uxvy − uyvx)dx ∧ dy
holds on U . On the other hand, if we write ds2 = E˜dx2+2F˜ dxdy+ G˜dy2, then we
have that
λ˜2 = E˜G˜− F˜ 2 = (EG− F 2)(uxvy − uyvx)2 = λ2(uxvy − uyvx)2,
and so ±λ(uxvy − uyvx) gives the area density function with respect to the coordi-
nate neighborhood (U ;x, y). Thus, (1.11) yields the last assertion. 
Remark 1.10. The 2-form dAˆ on U given in (1.10) is called a (local) signed area
element. If dAˆ is well-defined onM2, that is, it can be taken to be a 2-form on M2
so that its restriction to each local coordinate neighborhood (U ;u, v) gives a signed
area element of (U ;u, v), then we say that ds2 is co-orientable on M2.
Let p be a semi-definite point of the Kossowski metric, and let σ(t) be the
characteristic curve satisfying σ(0) = p. Then there exists a Cr-differentiable non-
zero vector field η(t) along σ(t) which points in the null direction of the metric ds2.
We call η(t) a null vector field along the characteristic curve σ(t).
Definition 1.11. A semi-definite point p ∈ M2 of a Kossowski metric ds2 is an
A2 semi-definite point or semi-definite point of type A2 if the derivative σ
′(0) of
the characteristic curve at p is linearly independent of the null direction η(0). A
semi-definite point p which is not of type A2 is called an A3 semi-definite point, or
semi-definite point of type A3 if
(1.12)
d
dt
∣∣∣∣
t=0
det (σ′(t), η(t)) 6= 0.
Remark 1.12. Cuspidal edges (resp. swallowtails) are called A2-singularities (resp.
A3-singularities) of wave fronts. These points are corresponding to A2 semi-definite
points (resp. A3 semi-definite points) with respect to the induced Kossowski met-
rics. The naming of Ai (i = 2, 3) points comes from this fact.
Remark 1.13. We can extend the null vector field η(t) to be a Cr-differentiable
vector field η˜ defined on a neighborhood of p. Then it can be easily checked that p
is an A2 semi-definite point (resp. an A3 semi-definite point) if and only if
λη˜(p) 6= 0 (resp. λη˜(p) = 0 and λη˜η˜(p) 6= 0),
where λη˜ := dλ(η˜), and λη˜η˜ := dλη˜(η˜).
We denote by Σ the semi-definite set of the Kossowski metric ds2 in M2 (cf.
Definition 1.1). Let K be the Gaussian curvature of ds2 defined on M2 \ Σ. For
each sufficiently small local coordinate system (U ;u, v), the signed area element dAˆ
is defined (cf. Proposition 1.9). Then a 2-form
(1.13) Ω := K dAˆ
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is defined on U \Σ, which can be extended as a Cr-differentiable 2-form on U (cf. [8]
and [2, Theorem 2.15]). We call Ω the (local) Euler form associated to ds2 (on U).
If Ω can be extended as a Cr-differentiable 2-form to M2, then the integral
1
2pi
∫
M2
Ω
gives the Euler characteristic of the associated coherent tangent bundle induced by
ds2 when M2 is compact and orientable. See [2, Proposition 3.3].
Definition 1.14. A semi-definite point p ∈ M2 of a Kossowski metric ds2 is called
parabolic (resp. non-parabolic) if the Euler form Ω vanishes (resp. does not vanish)
at p.
To prove Fact 0.5, we prepare the following lemma:
Lemma 1.15. Let f : M2 → R3 be a Cr-differentiable frontal and p ∈ M2 a
non-degenerate singular point of f . Suppose that p is a non-parabolic point with
respect to the first fundamental form ds2 of f , then f is a wave front at p.
Proof. We let p be an A2 semi-definite point of ds
2. As shown in [11, Page 261], we
can take a local coordinate system (U ;u, v) centered at p satisfying the following
three properties:
(1) the u-axis coincides with the singular set, and |fu| = 1 on the u-axis,
(2) fv(u, 0) = 0 for each u,
(3) {fu, fvv, ν} is an orthonormal frame along the u-axis.
Then, as shown in [11, Pages 262-263], there is a Cr-function Kˆ on U such that
(1.14) Kˆ(u, v) = vK(u, v)
on U \{v = 0}, where K is the Gaussian curvature of ds2. Let λ(u, v) be the signed
area density function on U . Since λ(u, 0) = 0, there exists a Cr-function λˆ such
that λ(u, v) = vλˆ(u, v). Thus, the Euler form can be written as
Ω = Kλdu ∧ dv = Kˆλˆdu ∧ dv.
The function Kˆ coincides with the same function as in [11, Page 263]. Since
λ(u, 0) = 0, it holds that λu(0, 0) = 0. By (1.9), we have λˆ(0, 0) = λv(0, 0) 6= 0. In
[11], the cuspidal curvature κc and the product curvature κΠ are defined, and we
have the following (cf. [11, (3.26)])
(1.15) κΠ(p) = κν(p)κc(p).
Moreover, by [11, (3.25)], Kˆ(p) 6= 0 if and only if κΠ(p) 6= 0. As shown in [11,
Proposition 3.11], κc(p) 6= 0 if and only if f is a wave front. Since p is non-parabolic
point, κΠ(p) 6= 0. So f is a wave front at p.
We next consider the case that p is not an A2 semi-definite point. As shown
in [11, Page 267], we can take a local coordinate system (U ;u, v) centered at p
satisfying the following three properties:
• fu(0, 0) = 0,
• the u-axis is the singular set, and
• |fv(0, 0)| = 1.
Using this coordinate system, the Euler form satisfies Ω = Kˆλˆdu ∧ dv, where
Kˆ(u, v) = vK(u, v), λˆ is a Cr-function satisfying λ(u, v) = vλˆ(u, v) and λˆ(0, 0) 6= 0
(cf. [11, Page 270]). Moreover,
(1.16) Kˆ(u, 0) = µΠ(p) +O(u)
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holds (cf. [11, (4.12)]), where the normalized cuspidal curvature µc(p) is defined at
[11, (4.6)] and satisfies (cf. [11, (4.10)])
(1.17) µΠ(p) = κν(p)µc(p).
As shown in [11, Proposition 4.2], µc(p) 6= 0 if and only if f is a wave front at p.
Since κν(p) 6= 0, (1.16) and (1.17) yield that µc(p) 6= 0 if and only if Ω(p) 6= 0. So
the fact that p is a non-parabolic point implies that f is a wave front at p. 
Proof of Fact 0.5. We suppose (1). By Lemma 1.15, (1) implies that f is a wave
front. We first consider the case that p is an A2 semi-definite point. Moreover,
since p is non-parabolic, as seen in the proof of Lemma 1.15, κΠ(p) 6= 0 holds. So
κΠ(p) = κν(p)κc(p) implies κν(p) 6= 0. Therefore, we get (2). We next consider
the case that p is not an A2 semi-definite point. Since p is non-parabolic, we have
Kˆ(p) 6= 0. Then (1.16) yields that µΠ(p) 6= 0. As seen in the proof of Lemma 1.15,
the fact that f is wave front at p implies µc(p) 6= 0, and so κν(p) 6= 0 by (1.17).
Thus we get (2).
We next suppose (2). Then (3) follows from the equivalency of (2) and (3) in
[11, Corollary C]. Finally, we suppose (3). Since ν is an immersion at p, f is a wave
front at p. Then the limiting normal curvature of f at p does not vanish. Then [11,
Theorem A] implies that Ω(= KdAˆ) does not vanish at p. So, p is non-parabolic,
that is, (1) holds. 
Let p be an A2 semi-definite point of ds
2 and σ(t) the characteristic curve such
that σ(0) = p. Since p is of type A2, the velocity vector σ
′(0) is not a null vector, and
so we may assume that t is an arc-length parameter of σ, that is, ds2(σ′(t), σ′(t))
is identically equal to 1. Then the 2-form
(1.18) Ω′(p) :=
d
dt
Ωσ(t)
∣∣∣∣
t=0
∈ T ∗pM2 ∧ T ∗pM2
is defined, which is called the derivative Euler form at p associated with ds2. The
following assertion is an analogue of Fact 0.7, but we do not assume that f is a
wave front:
Proposition 1.16. Let f : M2 → R3 be a Cr-frontal and p its non-degenerate
singular point where the limiting normal curvature does not vanish. Then
(o) f is a wave front at p if and only if p is non-parabolic (i.e. Ω(p) 6= 0) with
respect to the first fundamental form ds2 of f ,
(i) p is a cuspidal edge if and only if it is an A2 semi-definite point and Ω(p) 6=
0,
(ii) p is a swallowtail if and only if it is an A3 semi-definite point and Ω(p) 6= 0,
(iii) p is a cuspidal cross cap if and only if it is an A2 semi-definite point,
Ω(p) = 0 and Ω′(p) 6= 0.
Proof. We use the same notations as in the proof of Lemma 1.15. The first assertion
(o) follows from the equivalency of (1) and (2) of Fact 0.5. The assertions (i) and
(ii) immediately follow from Fact 0.5 and Fact 0.7. We next prove (iii). Take an
A2 semi-definite point p. The condition Ω(p) = 0 and Ω
′(p) 6= 0 are equivalent to
the conditions
(1.19) Kˆ(0, 0) = 0 and Kˆu(0, 0) 6= 0.
Moreover, by [11, (3.25)], (1.19) is reduced to
(1.20) κΠ(p) = 0 and κ
′
Π(p) 6= 0,
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where κΠ (resp. κ
′
Π) is the product curvature (resp. the derivative product cur-
vature) for A2 semi-definite points defined in [11]. In [11], the derivative cuspidal
curvature κ′c is also defined, and we have the following identity (cf. [11, (3.26)])
(1.21) κ′Π(p) = κ
′
ν(p)κc(p) + κν(p)κ
′
c(p).
We let σ(t) be a characteristic curve such that σ(0) = p and denote by κν(t) and
κc(t) the limiting normal curvature and the cuspidal curvature at σ(t), respectively.
Since f has non-vanishing limiting normal curvature, κν(0) 6= 0 holds. By (1.15)
and (1.21), the condition (1.20) is equivalent to the conditions
(1.22) κc(0) = 0 and κ
′
c(0) 6= 0.
On the other hand, the function ψccr(t) defined in [11, Fact 2.4 (3)] satisfies the
identity ψccr(t) = κc(t), as shown in the proof of [11, Proposition 3.11]. Since
ψccr(0) = κc(0) and ψ
′
ccr(0) = κ
′
c(0), (1.22) is equivalent to the criterion for cuspidal
cross caps given in [11, Fact 2.4 (3)]. So we get (iii). 
Remark 1.17. The assertion (iii) of Proposition 1.16 may not hold if we neglect the
assumption that the limiting normal curvature of f does not vanish. More precisely,
there exists a map germ at a cuspidal edge singular point p satisfying Ω(p) = 0 and
Ω′(p) 6= 0: As shown in [10], any germs of cuspidal edges are congruent to
(1.23) f(u, v) =
(
u, a0(u) + v
2, b0(u)u
2 + b2(u)uv
2 + b3(u, v)v
3
)
,
where b3(0, 0) 6= 0. In this normal form, we set
a0(u) = b2(u) = 0, b3(u, v) =
1
6
, b0(u) =
u
2
.
Then we get a wave front f(u, v) =
(
u, v2, u3/2 + v3/6
)
having cuspidal edge sin-
gularity at (0, 0) such that
κc(0) = 1, κ
′
c(0) = 0, κν(0) = 0, κ
′
ν(0) = 3.
The product curvature κΠ(u) and the derivative product curvature κ
′
Π(u) satisfy
κΠ(0) = 0 and κ
′
Π(0) = 3, which yield Ω(0, 0) = 0, Ω
′(0, 0) 6= 0, as seen in the
proof of Proposition 1.16.
Corollary 1.18. Let p ∈ M2 be an A2 semi-definite point of a Cr-differentiable
Kossowski metric ds2 satisfying Ω(p) = 0 and Ω′(p) 6= 0. Let (U ;u, v) be a local
Cr-coordinate system centered at p satisfying the properties (1)–(3) in the proof
of Lemma 1.15. Then there exist positive constants ε, δ such that the sign of the
Gaussian curvature function K(u, v) satisfies
signK(u, v) = sign(uvKˆu(0, 0)) ((u, v) ∈ Cε,δ),
where Kˆ is the function defined in (1.14) and Cε,δ := {(u, v) ∈ U ; 0 < |v| <
δ|u|, |u| < ε}.
Proof. We can write Kˆ(u, v) = vK(u, v), and Kˆ(u, v) = Kˆ(u, 0) + vϕ(u, v), where
ϕ(u, v) is a Cr-function at p. Moreover, by (1.19), we can write
Kˆ(u, 0) = uψ(u) (ψ(0) = Kˆu(0, 0) 6= 0),
where ψ(u) is a Cr-function defined for sufficiently small |u|. Without loss of
generality, we may assume that ϕ(u, v) and ψ(u) are defined on a domain
W := {(u, v) ; |u| < ε and |v| < ε},
where ε are sufficiently small positive number. We can chooseW so thatW ⊂ U . So
we have the expressionK(u, v) = uψ(u)/v+ϕ(u, v) onW \{v 6= 0}. Since ψ(0) 6= 0
and ε can be taken to be arbitrarily small, we may assume |ψ(u)| > m (> 0) and
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|ϕ(u, v)| < ∆ hold onW for some constantsm,∆. We set δ := m/∆. If |u/v| > 1/δ,
we have ∣∣∣∣uψ(u)v
∣∣∣∣ > mδ = ∆ > |ϕ(u, v)|
on Cε,δ. So the sign of K(u, v) on Cε,δ is equal to that of uψ(u)/v. 
2. Properties of Kossowski metrics
In this section, we show the existence of a certain orthogonal coordinate system,
which will be applied to prove Theorems A and B. Using this, we also give a method
to construct Kossowski metrics having A2 semi-definite points and A3 semi-definite
points.
2.1. K-orthogonal coordinates.
Definition 2.1. Let ds2 be a Cr-differentiable Kossowski metric on M2, and take
a point p on M2. (We also consider the case that p is a regular point.) A local
coordinate neighborhood (U ;u, v) centered at p is called a K-orthogonal coordinate
system if
(1) E = 1 holds along the u-axis,
(2) F = 0 on U , and
(3) Ev = 0 holds along the characteristic curve σ (when p is a semi-definite
point),
where we set ds2 = Edu2 + 2Fdudv + Gdv2 and (3) corresponds to the second
condition of (1.7). In this situation, if we set ρ :=
√
E, then the metric ds2 has the
following expression
(2.1) ds2 = (ρdu)2 +
(
λdv
ρ
)2
, ρ > 0, ρ(u, 0) = 1,
where λ is the area density function on U .
Since F = G = 0 at a semi-definite point p, the following assertion trivially
holds:
Proposition 2.2. Let σ(t) be a characteristic curve passing through a semi-definite
point p of ds2 and (u, v) a K-orthogonal coordinate system centered at p. Then ∂v
belongs to Nσ(t) for each t. In particular, ∂v gives a null vector field along σ.
We shall apply the following lemma given in Kossowski [8] to prove our main
theorem:
Lemma 2.3. Let ds2 be a Cr-differentiable Kossowski metric on M2, and take a
point p on M2. Let γ be a Cr-regular curve passing through p (= γ(0)) such that
γ′(0) is not a null vector of ds2 on M2 (when p is a semi-definite point). Then there
exists a Cr-local coordinate neighborhood (U ;u, v) satisfying the following proper-
ties:
(1) the u-axis corresponds to the curve γ,
(2) the u-curves are orthogonal to the v-curves with respect to ds2,
(3) ∂v points in the null direction at each semi-definite point on U ,
(4) if ds2 and γ are real analytic, then so is (u, v).
Proof. When p is a regular point, we take a Cr-differentiable vector field X2 on U
such that X2 has no zeros on U . On the other hand, if p is a semi-definite point, we
define X2 as follows: Let σ be the characteristic curve passing through p. We take
a null vector field η along σ. We then extend η as a Cr-differentiable vector field η˜
defined on a local coordinate neighborhood (U ;u, v) by replacing U with a tubular
neighborhood of σ in the uv-plane. We set X2 := η˜. Take a C
r-differentiable
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vector field X1 on U so that the curve γ is an integral curve of X1. Since γ
′(0)
is not a null vector, we may assume that the vector fields in the pair (X1, X2) are
linearly independent at each point on U . By [19, Lemma B.5.4], there exists a
Cr-differentiable local coordinate system (x, y) centered at p such that ∂x, ∂y are
proportional to X1, X2, respectively, and the x-axis parametrizes γ. We next set
Y1 := ∂x, Y2 := −F˜ ∂x + E˜ ∂y,
where ds2 = E˜ dx2+2F˜ dx dy+G˜ dy2. Then Y1, Y2 are C
r-differentiable vector fields
without zeros satisfying ds2(Y1, Y2) = 0. By [19, Lemma B.5.4] again, there exists
a new Cr-differentiable local coordinate system (u˜, v˜) centered at p such that ∂u˜, ∂v˜
are proportional to Y1, Y2, respectively, and the u-axis parametrizes γ. (In fact, by
the proof of [19, Lemma B.5.4], one can check that (u˜, v˜) is real analytic whenever
(x, y) is.) Since the u˜-axis corresponds to the x-axis and Y2 is proportional to ∂y on
the characteristic curve σ, we can conclude that ∂v˜ gives a null vector field along
σ. Hence, the coordinates (u˜, v˜) are the desired ones. 
Lemma 2.4. Let ds2 be a Cr-differentiable Kossowski metric on M2, and let
(U ;u, v) be a Cr-local coordinate system such that
(2.2) ds2 = Edu2 + (λ2/E) dv2
and E > 0 on U , where λ is the area density function. Then the new Cr-local
coordinate system (u˜, v˜) defined by
(2.3) u˜ :=
∫ u
0
√
E(t, 0)dt, v˜ := v
gives a K-orthogonal coordinate system on U .
Proof. We can write
ds2 = ρ(u, v)2(
√
E(u, 0)du)2 + λ˜(u, v)2ρ(u, v)−2dv2,
where
λ˜(u, v) :=
λ(u, v)√
E(u, 0)
, ρ(u, v) :=
√
E(u, v)
E(u, 0)
.
By giving the new coordinate system (u˜, v˜) as in (2.3), and replacing the notation
(u˜, v˜) and λ˜ by the original (u, v) and λ, we get the expression (2.1). 
O
v
u
Σ
O
v
u
Σ
Figure 3. The coordinates (u, v) at an A2 semi-definite point
(left) and an A3 semi-definite point (right), where Σ is the set
of semi-definite points.
We now prove the following assertion:
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Proposition 2.5. Let ds2 be a Cr-differentiable Kossowski metric on M2, and
let γ be a regular curve passing through p (= γ(0)) ∈ M2 so that γ′(0) is not a
null vector when p is a semi-definite point. Then there exists a Cr-differentiable K-
orthogonal coordinate system (U ;u, v) centered at p such that the u-axis corresponds
to the curve γ. Moreover, if p is an A2 semi-definite point, then the u-axis can be
taken as a characteristic curve (see Figure 3).
Proof. By Lemma 2.3, there exists a Cr-differentiable orthogonal coordinate system
(u, v) centered at each point p ∈M2 such that the metric has the expression as in
(2.2), and the u-axis parametrizes the curve γ. Then we can apply Lemma 2.4 for
this coordinate system, and get the desired K-orthogonal coordinate system. If p
is an A2 semi-definite point, then we can choose γ to be the characteristic curve σ.
In this case, the u-axis parametrizes σ. 
2.2. A representation formula for A2 semi-definite points.
In this subsection, we give a representation formula for Cr-differentiable Kos-
sowski metric germs at A2 semi-definite points. We fix an A2 semi-definite point
p ∈ M2 of a Cr-differentiable Kossowski metric ds2, and take a Cr-differentiable
K-orthogonal coordinate system (u, v) centered at p with the expression as in (2.1).
We set ω(u, v) := log ρ(u, v). Since ρ(u, 0) = 1, we have ω(u, 0) = 0. So there exists
a Cr-function ω1(u, v) such that ω(u, v) = vω1(u, v). So we can write
ρ(u, v) = exp(vω1(u, v)).
Since p is of type A2, we may assume that the u-axis parametrizes the semi-definite
set. Since ρv(u, 0) = 0 holds (cf. (3) of Definition 2.1), we have that ω1(u, 0) = 0. So
there exists a Cr-function germ ω2(u, v) at the origin so that ω1(u, v) = vω2(u, v).
In particular, ρ(u, v) = ev
2ω2(u,v) holds. Since the u-axis is the semi-definite set, we
have λ(u, 0) = 0, and there exists a Cr-function germ λˆ(u, v) at the origin so that
λ(u, v) = vλˆ(u, v). Since (0, 0) is non-degenerate, we may assume λˆ(0, 0) > 0. We
denote by Cr0 (R
2) the set of germs of Cr-functions at (0, 0) on R2. Summarizing
the above discussions, we get the following assertion.
Theorem 2.6. Let h(u, v) and k(u, v) be two germs in Cr0 (R
2). Then
ds2 = ρ2du2 + (ρ−1λ)2dv2
(
ρ := ev
2h(u,v), λ := vek(u,v)
)
gives a Cr-differentiable Kossowski metric germ at an A2 semi-definite point. Con-
versely, any Cr-differentiable Kossowski metric germs with A2 semi-definite points
are given in this manner. Moreover, the Euler form along the semi-definite set (i.e.
the u-axis) is given by
(2.4) Ω(u, 0) = e−k(u,0) (2h(u, 0)kv(u, 0)− 3hv(u, 0))du ∧ dv.
Proof. Let dτ2 be a Riemannian metric which is expressed as dτ2 = Edu2 +Gdv2.
It is well-known that the Gaussian curvature K of dτ2 is given by (cf. [19, §10])
(2.5) K = − 1
eˆgˆ
((
gˆu
eˆ
)
u
+
(
eˆv
gˆ
)
v
)
,
where eˆ :=
√
E and gˆ :=
√
G. Applying this formula for ds2 at its regular points,
we get (2.4). By continuity, (2.4) holds even at semi-definite points of ds2. 
In [2, Proposition 2.29], we gave another representation formula for A2 semi-
definite points, which controls E, G (:= λ2/E) but not ρ, λ.
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2.3. A representation formula for A3 semi-definite points. We next consider
the case that p = (0, 0) is an A3 semi-definite point of a Kossowski metric ds
2, with
the expression as in (2.1). This case is not discussed in [2]. We set
ω(u, v) := log ρ(u, v).
Since ρ = 1 on the u-axis, we have ω(u, 0) = 0. Since ∂v gives the tangential
direction of the characteristic curve at (0, 0) (cf. Figure 3, right), the characteristic
curve can be expressed as the image of a certain graph u = g(v) (g(0) = g′(0) = 0).
We set
µ(v) := det
(
g′(v) 0
1 1
)
= g′(v).
Since p is of type A3, (1.12) yields that µ(0) = 0 and µ
′(0) = g′′(0) 6= 0. Re-
placing (u, v) by (−u, v) if necessary, we may assume that g′′(0) > 0 without
loss of generality. Then there exists a Cr-function gˆ(v) (gˆ(0) > 0) such that
g(v) = v2gˆ(v). Take new coordinates u˜ := u and v˜ := v
√
gˆ(v), then the semi-
definite set can be expressed as u˜ = v˜2. So, we may assume that the parabola
u = v2 gives the semi-definite set. Since ωv(v
2, v) = 0 (cf. (3) of Definition 2.1), we
have ωv(u, v) = (u − v2)a(u, v) (a ∈ Cr0 (R2)). In particular, ωvv(0, 0) = 0 holds.
Since ω(u, 0) = 0, we have
ω(u, v) =
∫ v
0
(u− w2)a(u,w)dw.
On the other hand, since λ(v2, v) = 0 and (0, 0) is a non-degenerate semi-definite
point, we can write λ = (u− v2)λˆ(u, v) (λˆ(0, 0) 6= 0), where λˆ ∈ Cr0 (R2). Thus, we
get the following:
Theorem 2.7. Let h(u, v) and k(u, v) be two germs in Cr0 (R
2). Then
ds2 = ρ2du2 + (ρ−1λ)2dv2,(
ρ(u, v) := exp
(∫ v
0
(u − w2)h(u,w)dw
)
, λ(u, v) := (u − v2)ek(u,v)
)
gives a Cr-differentiable Kossowski metric germ at an A3 semi-definite point. Con-
versely, any Cr-differentiable Kossowski metrics germ at A3 semi-definite points are
given in this manner. Moreover, the Euler form at the origin is given by
(2.6) Ω(0, 0) =
[
e−k(0,0)
(
−hv(0, 0) + h(0, 0)kv(0, 0)
)
− 2ek(0,0)ku(0, 0)
]
du ∧ dv.
The formula (2.6) can be proved using (2.4) and the fact ωvv(0, 0) = 0.
2.4. Distance functions associated with Kossowski metrics.
As an application of the existence of K-orthogonal coordinates, we investigate
properties of the distance functions induced by Kossowski metrics:
Definition 2.8. Suppose that M2 is connected. Let ds2 be a Kossowski metric on
M2, and fix two points p, q ∈ M2. We denote by Pp,q the set of piecewise smooth
arcs combining two points p and q, and set dds2(p, q) := inf{Lds2(γ) ; γ ∈ Pp,q},
where Lds2(γ) is the length of the arc γ ∈ Pp,q with respect to ds2, that is,
Lds2(γ) :=
∫
γ
√
ds2(γ′(t), γ′(t)) dt.
We call dds2 :M
2 ×M2 → [0,∞) the pre-distance function associated with ds2.
Since dds2(x, y) is symmetric with respect to the variables x, y and satisfies
the triangle inequality by definition, it gives a distance function if and only if
dds2(x, y) = 0 implies x = y.
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Definition 2.9. Let ds2 be a Kossowski metric onM2. A semi-definite point p ∈M2
is called a peak if there exists a neighborhood U of p such that the semi-definite
points on U \ {p} consists only of A2 semi-definite points.
For example, A2 or A3 semi-definite points are peaks. On the other hand, ds
2
0 =
du2 + u2dv2 gives a Kossowski metric whose semi-definite set coincides with the
v-axis. Each point of the v-axis is not a peak, since the null-direction ∂v gives the
tangential direction of the v-axis as its characteristic curve.
Remark 2.10. In [15], a ‘peak singularity’ on wave fronts is defined. Suppose that
ds2 is the first fundamental form of a wave front f . Let p ∈M2 be a non-degenerate
singular point of f . Then there exists a neighborhood U of p ∈ M2 such that the
restriction of ds2 on U is a Kossowski metric. Moreover, p is a peak with respect
to ds2 if and only if p is at most non-degenerate peak singular point of f . This fact
is immediately follows from the definition of peaks of f .
We show the following assertion:
Theorem 2.11. Let ds2 be a Cr-differentiable Kossowski metric on M2 whose
semi-definite points consist only of peaks, then the pre-distance function associated
with ds2 gives a distance function which is compatible with the topology of M2.
We set
(2.7) Bds2(p, r) :=
{
q ∈M2 ; dds2(p, q) < r
}
(p ∈M2, r > 0).
To prove Theorem 2.11, we prepare the following four lemmas:
Lemma 2.12. Let ds2 be a Cr-differentiable Kossowski metric and dτ2 a C∞-
differentiable Riemannian metric on M2 such that ds2 < dτ2 on M2 (that is,
ds2(v,v) < dτ2(v,v) holds for each v (6= 0)). Then there exists ε > 0 such that
Bdτ2(p, r) ⊂ Bds2(p, r)
holds for r ∈ (0, ε).
Proof. Since ds2 < dτ2, Lds2(γ) ≤ Ldτ2(γ) holds for each path γ ∈ Pp,q between
two points p, q ∈M2. So we get dds2(p, q) ≤ ddτ2(p, q) and
Bdτ2(p, r) = {q ; ddτ2(p, q) < r} ⊂ {q ; dds2(p, q) < r} = Bds2(p, r).

Lemma 2.13. Let ds2 be a Cr-differentiable Kossowski metric on M2 and p ∈M2
an A2 semi-definite point. Suppose that U is an open neighborhood of p. Then there
exists δ > 0 such that Bds2(p, δ) ⊂ U .
Proof. We can take a K-orthogonal coordinate neighborhood (V, u, v) centered at
p satisfying the following properties (cf. Theorem 2.6);
(1) the closure V of V is a subset of U ,
(2) there exist Cr-functions E and G on V such that ds2 = Edu2 +Gdv2,
(3) E > 0 on V ,
(4) the u-axis is the characteristic curve.
Take εi > 0 (i = 1, 2) such that Ω := {(u, v) ∈ V ; |u| ≤ ε1, |v| ≤ ε2}. We set
S := {(u, v) ∈ Ω ; |v| ≥ ε2/2}.
Then
m1 := min
Ω
(
√
E), m2 := min
S
(
√
G)
are positive. Suppose q = (u0, v0) lies on the boundary of Ω, and take γ ∈ Pp,q. If
|u0| = ε1, the path γ travels horizontally across the left or right half of Ω, and so one
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can be easily show that L(γ) > m1ε1. Similarly if |v0| = ε2 then γ travels vertically
across one of the closed rectangular sub-domains of S, and so L(γ) > m2ε2/2.
Thus, if we set
m0 := min
(
m1ε1,
m2ε2
2
)
,
then Bds2(p,m0) ⊂ Ω ⊂ U, proving the assertion. 
Lemma 2.14. Let ds2 be a Cr-differentiable Kossowski metric on M2 whose semi-
definite points are all of type A2, then the pre-distance function associated with ds
2
gives a distance function which is compatible with the topology of M2.
Proof. We take two distinct points p, q ∈M2. To prove dds2 is a distance function,
it is sufficient to show that p 6= q implies dds2(p, q) 6= 0: Since M2 is a Hausdorff
space, we can take a local coordinate neighborhood (U ;u, v) of p satisfying q 6∈ U .
By Lemma 2.13, there exists r > 0 such that Bds2(p, r) ⊂ U . Then dds2(p, q) ≥ r
holds. So dds2 is a distance function.
We next show that dds2 is compatible with the topology ofM
2. We fix a point p
of M2 arbitrarily, and take a local coordinate neighborhood (U ;u, v) centered at p
so that U is compact. Let dτ2 be the canonical Euclidean metric on the uv-plane.
Suppose that p is a regular point of ds2. Then it can be easily checked that for
each r > 0, there exists r′ > 0 such that Bds2(p, r
′) (resp. Bdτ2(p, r
′)) is a subset
of Bdτ2(p, r) (resp. Bds2(p, r)). So we consider the case that p is a semi-definite
point of ds2. By Lemma 2.13, we have
Bds2(p, r) ⊂ U.
For sufficiently small r > 0, we can take a positive constantm such that ds2 < mdτ2
on U . We set M2 = U and apply Lemma 2.12. Then
Bdτ2(p, r/
√
m) ⊂ Bds2(p, r)(⊂ U)
holds for sufficiently small r > 0. On the other hand, applying Lemma 2.13 again,
there exists r′ > 0 such that Bds2(p, r
′) ⊂ Bdτ2(p, r). Thus, the topology induced
by dds2 is the same as that of M
2 as a manifold. 
Lemma 2.15. Let ds2 be a Cr-differentiable Kossowski metric on M2, and let
p ∈M2 be a peak. Suppose that U is an open neighborhood of p. Then there exists
δ > 0 such that Bds2(p, δ) ⊂ U .
Proof. We can take a local coordinate neighborhood (V ;u, v) centered at p such
that the closure V of V is a subset of U . Take a sufficiently small ε > 0, and set
Ω := {q ∈ V ; |q| ≤ ε},
where |(u, v)| := √u2 + v2. Consider the subset S of Ω defined by
S := {q ∈ Ω ; |q| ≥ ε/2},
and set
m := inf{dds2(q1, q2) ; |q1| = ε, |q2| = ε/2}.
Since U \ {q ∈ Ω ; |q| ≤ ε/3} admits only regular points or A2 semi-definite points,
Lemma 2.14 yields that m > 0. Suppose that q = (u0, v0) lies on the boundary
of Ω, and take γ ∈ Pp,q. Since the path γ travels across S, we have Lds2(γ) > m.
Thus, we have Bds2(p,m) ⊂ Ω ⊂ U, proving the assertion. 
Proof of Theorem 2.11. If we use Lemma 2.15 instead of Lemma 2.13, the same
argument as in the proof of Lemma 2.14 gives the proof of Theorem 2.11. 
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3. Coherent tangent bundles induced by Kossowski metrics
In this section, we deduce the partial differential equation given in Kossowski [8],
using the fact (shown in [2]) that a Kossowski metric induces an associated vector
bundle with a metric and a connection, called a ‘coherent tangent bundle’.
3.1. Fundamental theorem for frontals. Let E be a vector bundle of rank 2
over a 2-manifold M2, and 〈 , 〉 an inner product on E . We let ∇ be a connection
on E which is compatible with respect to the inner product. If a vector bundle
homomorphism ϕ : TM2 → E which induces the identity map on M2 satisfies the
identity
(3.1) ∇Xϕ(Y )−∇Y ϕ(X) = ϕ([X,Y ]) (X,Y ∈ X r),
then we call (E , 〈 , 〉,∇, ϕ) a coherent tangent bundle over M2, where X r is the set
of Cr-vector fields on M2. (This definition can be generalized for n-dimensional
manifolds, cf. [17].) In this situation, the pull-back metric of 〈 , 〉 via ϕ,
ds2 := ϕ∗〈 , 〉
is induced, which is called the first fundamental form of ϕ. A point p where ϕp :
TpM
2 → Ep has a non-trivial kernel corresponds to a semi-definite point of ds2.
Definition 3.1. Two coherent tangent bundles on M2
(E1, 〈 , 〉1,∇1, ϕ1), (E2, 〈 , 〉2,∇2, ϕ2)
are said to be isomorphic if there exists a bundle isomorphism ι : E1 → E2 satisfying
the following three conditions:
• ϕ2 = ι ◦ ϕ1,
• ι preserves the inner products, that is, for each p ∈ M2 and for each ξ,
η ∈ (E1)p, 〈ξ, η〉1 = 〈ι(ξ), ι(η)〉2 holds,
• for each v ∈ TpM2 and for each section ξ of E1, ι(∇1vξ) = ∇2vι(ξ) holds.
In this situation, ι is called an isomorphism between coherent tangent bundles.
The following assertion holds:
Fact 3.2 ([2, Theorem 3.1]). Let M2 be an oriented Cr-differentiable 2-manifold
and ds2 a Cr-differentiable Kossowski metric on M2. Then there exists a unique
Cr-differentiable coherent tangent bundle (E , 〈 , 〉, ∇, ϕ) up to isomorphisms of co-
herent tangent bundles such that the induced metric ϕ∗〈 , 〉 coincides with ds2.
Moreover, E is orientable if and only if ds2 is co-orientable (see Remark 1.10).
Remark 3.3. E := TM2 can be considered as a coherent tangent bundle if 〈 , 〉 is a
Riemannian metric, ϕ is the identity map, and ∇ is the Levi-Civita connection.
Remark 3.4. This fact was applied in [2] to prove two Gauss-Bonnet type formu-
las for Kossowski metrics. Moreover, Kossowski metrics can be defined on higher
dimensional manifolds, and this fact was generalized for arbitrary dimension (see
[17, Theorem 7.9]).
Definition 3.5 (Frontal bundles). Suppose that there are two bundle homomor-
phisms ϕ, ψ : TM2 → (E , 〈 , 〉, ∇) such that each of them induces the structure of
a coherent tangent bundle on (E , 〈 , 〉, ∇), respectively. If they satisfy the following
compatibility condition
(3.2) 〈ϕ(X), ψ(Y )〉 = 〈ϕ(Y ), ψ(X)〉 (X,Y ∈ X r),
then (E , 〈 , 〉, ∇, ϕ, ψ) is called a frontal bundle.
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Example 3.6. Let f : M2 → R3 be a frontal, and let ν : M2 → S2 be its unit
normal vector field. Then
Ef := {(p,w) ∈M2 × TR3 ; w ∈ TpR3 is perpendicular to νp}
has the structure of a vector bundle of rank 2 over M2. The inner product 〈 , 〉 is
induced from the canonical inner product of R3. Moreover, taking the tangential
component of the Levi-Civita connection of R3, Ef has a connection ∇f which is
compatible with the metric 〈 , 〉. Then the two bundle homomorphisms defined by
ϕf : TM
2 ∋ v 7→ (pi(v), df(v)) ∈ Ef
and
ψν : TM
2 ∋ v 7→ (pi(v), dν(v)) ∈ Ef
give the structures of frontal bundles, where pi : TM2 → M2 is the canonical
projection. We call (Ef , 〈 , 〉,∇f , ϕf , ψν) the frontal bundle induced by f . The
condition (3.1) for ϕf follows from the fact that ∇f can be identified with the
Levi-Civita connection of M2 \Σf , where Σf is the singular set of f . On the other
hand, the condition (3.1) for ψν follows from the fact that f satisfies the Codazzi
equation on M2 \Σf (see [16, Example 2.2] for details).
Let (E , 〈 , 〉,∇, ϕ) be a coherent tangent bundle over M2. We fix a local co-
ordinate neighborhood (U ;u, v) on M2 with U chosen so that there is also an
orthonormal frame field (e1, e2) of E on U . Such a 5-tuple (U ;u, v, e1, e2) is called
a local orthonormal trivialization of E . For such a 5-tuple, there exists a 1-form θ
defined on U satisfying
(3.3) ∇ve1 = −θ(v)e2 (v ∈ TU).
Since ∇ is compatible with respect to the inner product 〈 , 〉, we have
(3.4) ∇ve2 = θ(v)e1 (v ∈ TU).
Moreover, dθ = KdAˆ holds on the set of regular points on U (cf. [19, (13.15)]).
By continuity, dθ = Ω holds on U , where Ω is the Euler form of ds2 (cf. (1.13)).
The following assertion was proved in [16, Section 2], which plays a role to realize
a given Kossowski metric as the first fundamental form of a frontal.
Theorem 3.7. Let (E , 〈 , 〉, ∇, ϕ, ψ) be a Cr-frontal bundle over a simply-connected
Cr-local coordinate neighborhood (U ;u, v) of M2. Suppose that the induced metric
ds2 := ϕ∗〈 , 〉 is a Kossowski metric having the expression as in (2.1). We fix a
point p ∈ U arbitrarily. Suppose that
(3.5) dθ = det
(
A B
C D
)
du ∧ dv
holds for the local orthonormal trivialization (e1, e2) on (U ;u, v), where
A := 〈ψ(∂u), e1〉, C := 〈ψ(∂u), e2〉,(3.6)
B := 〈ψ(∂v), e1〉, D := 〈ψ(∂v), e2〉.
Then there exists a unique quadruple (f, eˆ1, eˆ2, ν) consisting of a C
r-frontal and an
orthonormal frame field along f such that
(1) f is a frontal and ν is a unit normal vector field of f ,
(2) fu · eˆj and fv · eˆj (j = 1, 2) coincide with 〈ϕ(∂u), eˆj〉 and 〈ϕ(∂v), eˆj〉,
respectively,
(3) νu · eˆj and νv · eˆj (j = 1, 2) coincide with 〈ψ(∂u), eˆj〉 and 〈ψ(∂v), eˆj〉,
respectively,
(4) f(p) = 0 and (eˆ1, eˆ2, ν) is the identity matrix at p.
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Proof. Consider the system of partial differential equations as follows:
fu =
∑
j=1,2
〈ϕ(∂u), ej〉eˆj , fv =
∑
j=1,2
〈ϕ(∂v), ej〉eˆj ,(3.7)
(eˆi)u =
∑
j=1,2
〈∇∂uei, ej〉eˆj , (eˆi)v =
∑
j=1,2
〈∇∂vei, ej〉eˆj (i = 1, 2),(3.8)
νu = Aeˆ1 + Ceˆ2, νv = Beˆ1 +Deˆ2.(3.9)
As shown in [16, Section 2], the integrability condition of this system follows from
the fact that (E , 〈 , 〉, ∇, ϕ, ψ) is a Cr-frontal bundle satisfying (3.5). So we get the
assertion. 
Remark 3.8. Theorem 3.7 corresponds to the fundamental theorem of surface theory
for frontals, which is described for a local coordinate neighborhood. A global version
of this assertion is given in [16, Theorem 2.7].
Let (U ;u, v) be a K-orthogonal coordinate system as in (2.1) (cf. Proposition
2.5) with respect to a Kossowski metric ds2. By Fact 3.2, there is a bundle homo-
morphism
(3.10) ϕ : TU → E
such that (E , 〈 , 〉, ∇, ϕ) is a coherent tangent bundle on U satisfying ds2 = ϕ∗〈 , 〉.
Then
(3.11) e1 :=
1
ρ
ϕ(∂u) (ρ :=
√
E)
gives a unit vector at each fiber of E on U . We then take a local section e2 of E on
U such that (e1, e2) consists of an orthonormal frame field of E on U . There are
Cr-functions k, h on U such that ϕ(∂v) = ke1+ he2. Since (u, v) is a K-orthogonal
coordinate system, k vanishes identically. Moreover, we have
λ2E−1 = G = 〈ϕ(∂v), ϕ(∂v)〉 = h2,
and we get h = λ/
√
E by replacing e2 by −e2 if necessary. So it holds that
(3.12) ϕ(∂v) =
λ
ρ
e2.
We set
(3.13) ∇∂ue1 = α e2, ∇∂ve1 = β e2,
where α, β are Cr-functions on U . Then θ = −αdu − βdv gives a 1-form on U
satisfying (3.3) and (3.4), that is,
∇∂ue2 = −α e1, ∇∂ve2 = −β e1.
Proposition 3.9. The functions α and β are given by
(3.14) α = −Ev
2λ
, β =
2Eλu − λEu
2E2
.
Proof. By (3.1), we have that
0 = ∇∂uϕ(∂v)−∇∂vϕ(∂u) = ∇∂u
(
λ
ρ
e2
)
−∇∂v (ρe1)
=
(
λ
ρ
)
u
e2 +
λ
ρ
(−αe1)− ρve1 − ρ(βe2) =
((
λ
ρ
)
u
− ρβ
)
e2 −
(
λα
ρ
+ ρv
)
e1.
Thus, we get (
λ
ρ
)
u
− ρβ = 0, λα
ρ
+ ρv = 0.
Since ρ =
√
E, these are equivalent to (3.14). 
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It is well-known that the Gaussian curvature K defined at regular points of ds2
on U satisfies (cf. [19, (13.15)])
Kλdu ∧ dv = dθ = (αv − βu)du ∧ dv.
So it holds that
(3.15) Kλ = αv − βu.
Remark 3.10. By (1.7), Ev vanishes on the semi-definite set of the metric. So Ev/λ
is a Cr-function on U .
We would like to find a new bundle homomorphism ψ : TU → E so that
(E , 〈 , 〉, ∇, ϕ, ψ) is a frontal bundle. For this purpose, let A,B,C,D be unknown
functions satisfying
(3.16) ψ(∂u) = Ae1 + C e2, ψ(∂v) = B e1 +D e2.
Proposition 3.11. In this setting, the following assertions hold:
(1) (E , 〈 , 〉, ∇, ϕ, ψ) on a simply-connected domain (U ;u, v) is a frontal bundle
if and only if A,B,C,D satisfy
Bu −Av = αD − βC, Du − Cv = βA− αB,(Cod)
EB = λC.(Symm)
(2) The integrability condition (3.5) is equivalent to the condition
(Gauss) AD −BC = Kˇ,
where Kˇ := αv − βu(= Kλ) (cf. (3.15)).
(3) There exists a Cr-differentiable frontal f : U → R3 whose first fundamental
form is ds2 if there exist Cr-functions A,B,C,D satisfying (Cod), (Symm),
(Gauss) and (3.6).
Proof. The mapping ψ as in (3.16) satisfies (Cod) if and only if ∇∂uψ(∂v) =
∇∂vψ(∂u). On the other hand, (3.2) (resp. (3.5)) is equivalent to the condition
(Symm) (resp. (Gauss)). So we can apply Theorem 3.7, and get the assertion. 
Remark 3.12. The system of partial differential equations (PDE) given by (Cod),
(Symm) and (Gauss) is the same as in [8, (5) in Page 108]. However, there is a sign
typographical error in [8, (5)], and the above PDE corrects it.
Since λ vanishes along the semi-definite set, (Symm) yields the following:
Corollary 3.13. The function B as in Proposition 3.11 vanishes identically along
the semi-definite set.
3.2. Second fundamental data of frontal maps. We now fix a Cr-frontal
f : U → R3 defined on a simply-connected domain U such that its first funda-
mental form ds2 is a Cr-differentiable Kossowski metric. We let ν : U → R3 be
a unit normal vector field along f and fix a point p ∈ U . Then there exists a
Cr-differentiable K-orthogonal coordinate system (u, v) centered at the origin p by
Proposition 2.5. Without loss of generality, we may assume that (u, v) is defined
on U . Then we have the expression (2.1). So we set
(3.17) eˆ1 :=
1
ρ
fu,
which is a unit vector field defined on U . We then define a unit vector field
eˆ2 := ν × eˆ1.
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By definition, fv is a scalar multiplication of eˆ2. Since
fv · eˆ2 = det(fv, ν × eˆ1) = 1
ρ
det(fv, ν, fu) =
1
ρ
det(fu, fv, ν) =
λ
ρ
,
we have
(3.18) fv =
λ
ρ
eˆ2.
We set
(3.19) A := νu · eˆ1, B := νv · eˆ1, C := νu · eˆ2, D := νv · eˆ2.
We call (A,B,C,D) the second fundamental data of f .
As discussed in the previous subsection, the first fundamental form ds2 of f in-
duces a bundle homomorphism (cf. (3.10)) ϕ : TU → E such that (E , 〈 , 〉, ∇, ϕ) is
a coherent tangent bundle on U satisfying ds2 = ϕ∗〈 , 〉. Then we obtain an orthog-
onal trivialization (U, u, v, e1, e2) of the coherent tangent bundle (E , 〈 , 〉, ∇, ϕ) by
(3.11) and (3.12). We then define ψ : TU → E by
ψ(∂u) = Ae1 + Ce2, ψ(∂v) = Be1 +De2.
Lemma 3.14. The second fundamental data of f satisfies (Cod), (Symm) and
(Gauss). In particular, ψ is a bundle homomorphism such that (E , 〈 , 〉, ∇, ϕ, ψ) is
a frontal bundle satisfying (3.5).
Proof. Since ds2 is a Kossowski metric, the regular set Rf of f is open dense in U .
By (3.19), (A,B,C,D) satisfies
νu = Aeˆ1 + Ceˆ2, νv = Beˆ1 +Deˆ2
on U . Since f is an immersion on Rf , (Cod), (Symm) and (Gauss) hold on Rf . By
the continuity, these formulas also hold on U . 
By Proposition 3.11 and Lemma 3.14, there exists a Cr-frontal f0 : U → R3
whose first fundamental form is ds2 such that (A,B,C,D) is the second fundamen-
tal data of f0 with respect to a unit normal vector field ν0. Then we can prove the
following:
Proposition 3.15. f is strongly congruent to f0.
Proof. The pair (f0, ν0) satisfies (3.7), (3.8) and (3.9) on U . On the other hand,
the pair (f, ν) satisfies (3.7), (3.8) and (3.9) on Rf . By the continuity, they also
hold on U . Hence the two pairs (f0, ν0) and (f, ν) satisfy the same system of partial
differential equations (3.7), (3.8) and (3.9). So the uniqueness of the solution, f is
strongly congruent to f0. 
Corollary 3.16. Let f, f ′ : U → R3 be two frontal maps with the same first
fundamental form ds2. Then f, g are strongly congruent if and only if they have
the same second fundamental data up to ±-multiplication.
Proof. Let ν (resp. ν′) be the unit normal vector of f (resp. f ′). Suppose that f ′
is strongly congruent to f , then f ′ has the same second fundamental data as f by
replacing f ′ by −f ′ if necessary.
On the other hand, suppose that f and f ′ have the same second fundamental
data up to a ±-multiplication. By replacing f by −f , we may assume that f and
f ′ have the same second fundamental data. Then by definition, f0 and f
′
0 have the
same second fundamental data. By Proposition 3.11, f0 is strongly congruent to f
′
0.
By Proposition 3.15, f is strongly congruent to f ′. So we obtain the conclusion. 
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4. Isometric realizations of Kossowski metrics
4.1. Proof of Theorem A. To prove our main results, we need to apply the
following:
Fact 4.1 (Cauchy-Kowalevski theorem, cf. [9]). Let F i(u, v, z1, z2, w1, w2) (i =
1, 2) be two real analytic functions defined on a domain D of R6, and let ωi :
(−ε, ε)→ R be real analytic functions so that
(u, 0, ω1(u), ω2(u), (ω1)′(u), (ω2)′(u)) ∈ D (|u| < ε),
where ε > 0 is a sufficiently small number. Then there exists a unique real analytic
map ϕ = (ϕ1, ϕ2) : U → R2 defined on a neighborhood U of the origin of the
uv-plane such that
ϕiv(u, v) = F
i(u, v, ϕ1(u, v), ϕ2(u, v), ϕ1u(u, v), ϕ
2
u(u, v)) (i = 1, 2),
and ϕi(u, 0) = ωi(u) for i = 1, 2.
We fix a Kossowski metric ds2 defined on a real analytic M2, and take a point
p ∈M2. Let γ be a Cω-regular curve inM2 such that γ(0) = p and γ′(0) is not a null
direction. By Proposition 2.5, we can take real analytic K-orthogonal coordinates
(u, v) centered at p. Then γ(u) = (u, 0) holds. Let ρ, λ be given as in (2.1) and α, β
defined by (3.14). Since ds2 is real analytic, the four functions ρ, λ, α, β are all real
analytic on U . Then we can consider the system of partial differential equations
(Cod), (Symm) and (Gauss) with unknown functions A,B,C,D. We now assume
A(0, 0) 6= 0. By (Symm) and (Gauss), we can set
(4.1) B =
λC
E
, D =
Kˇ +BC
A
=
EKˇ + λC2
EA
,
and substituting them into (Cod), we get the following normal form of a PDE
(4.2) Av =
(
λC
E
)
u
− αEKˇ + λC
2
EA
+ βC, Cv =
(
EKˇ + λC2
EA
)
u
− βA+ αλC
E
with unknown functions A and C.
We fix two function germs a(u) and c(u) defined at u = 0 so that a(0) 6= 0. By
applying Fact 4.1, there exist A,C satisfying (4.2) and
(4.3) A(u, 0) = a(u), C(u, 0) = c(u)
defined on a certain neighborhood V (⊂ U) of the origin.
Then, by Proposition 3.11, there exists a frontal f := fa,c : V → R3 with unit
normal vector ν whose first fundamental form is ds2 and the second fundamental
data is (A,B,C,D). In particular, if we set (cf. (3.11) and (3.12))
(4.4) eˆ1 :=
fu
ρ
, eˆ2 :=
ρfv
λ
(ρ :=
√
E),
then ds2 has a local expression as in (2.1), and (eˆ1, eˆ2, ν) gives an orthonormal
frame along f so that
(4.5) fu = ρ eˆ1, fv = λρ
−1
eˆ2, ν = eˆ1 × eˆ2.
Moreover, it holds that
(4.6) νu = Aeˆ1 + Ceˆ2, νv = Beˆ1 +Deˆ2.
By our choice of (u, v), γ(u) = (u, 0) holds. Since γ′(0) is not a null vector, γˆ(u) :=
f ◦γ(u) = f(u, 0) gives a regular space curve, and so the normal curvature function
κn (cf. (0.8)) of f along the curve γ(u) = (u,
26 A. HONDA, K. NAOKAWA, M. UMEHARA, AND K. YAMADA
Proposition 4.2. Let κn(u) be the normal curvature function of f along the curve
γ(u) = (u, 0). Then
(4.7) a(u) = −κn(u)
holds. Moreover, if p is an A2 semi-definite point and the curve γ is the character-
istic curve, then κn(u) coincides with the limiting normal curvature function along
γ(u).
Proof. Let eˆ1, eˆ2 be vector fields given in (4.4). By (4.6), we have
(eˆ1)u · ν = −eˆ1 · νu = −A.
Together with (3.13), we have (eˆ1)u = αeˆ2 −Aν. Similarly, we have
(eˆ1)v = βeˆ2 −Bν, (eˆ2)u = −αeˆ1 − Cν, (eˆ2)v = −βeˆ1 −Dν.
Differentiating (4.5) using the above formulas, we have that
fuu = ρu eˆ1 + ρα eˆ2 − ρAν,(4.8)
fuv = ρv eˆ1 + ρβ eˆ2 − ρB ν,(4.9)
fvv = −λρ−1β eˆ1 + (λρ−1)v eˆ2 − λρ−1Dν.(4.10)
Since ρ(u, 0) = 1, we have
(4.11) κn(u) =
fuu(u, 0) · ν(u, 0)
ρ(u, 0)2
= −A(u, 0) = −a(u).
If γ is a characteristic curve parametrizing A2 semi-definite points, then by [11,
(2.2) and (2.3)] the limiting normal curvature κν(u) defined by (0.7) coincides with
κn(u) defined by (0.8). 
Proof of Theorem A. The existence of isometric realization of ds2 as a frontal map
has been proved. So we need to prove the remaining properties. Since a(0) 6= 0,
(4.7) implies that κn(0) 6= 0. By (0.7), this κn(0) is equal to the limiting normal
curvature of p. So the first assertion of Theorem A is obtained. Assertions (1)–(4)
follow immediately from Proposition 1.16. 
4.2. Proofs of Theorem B and Corollaries C, D, E. We next give preparations
to prove Theorem B: As shown in the previous subsection, for given real analytic
function germs a(u), c(u) at u = 0 satisfying a(0) 6= 0, we constructed a real analytic
frontal fa,c : V → R3 whose first fundamental form is ds2 satisfying (4.5) and (4.6).
The congruence class of fa,c is determined from the initial data a(u), c(u) as follows.
Lemma 4.3. Two frontals fa,c and fa˜,c˜ are mutually strongly congruent if and
only if (a˜, c˜) = ε(a, c) for some ε ∈ {1,−1}.
Proof. The initial data (a, c) and (−a,−c) induce the solutions (A,C) and (−A,−C)
of (4.2), respectively. By (4.1), (A,C) and (−A,−C) induce quadruples (A,B,C,D)
and (−A,−B,−C,−D) satisfying (Cod), (Symm) and (Gauss). By Proposition 3.11
and Corollary 3.16, (A,B,C,D) and (−A,−B,−C,−D) induce the same frontal
up to strong congruence. 
We next compute the geodesic curvature of γˆ(u) := f(u, 0), where f := fa,c.
Proposition 4.4. Let κg(u) be the geodesic curvature function of f along the curve
γ(u) = (u, 0). By adjusting the sign of κg(u), it holds that α(u, 0) = κg(u).
Proof. Since ρ = 1 on the u-axis, we have
κg =
fuu · eˆ2
fu · fu =
α
ρ
= α
along the u-axis, proving the assertion. 
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Propositions 4.2 and 4.4 lead to the following:
Corollary 4.5. The curvature function κ(u) of γˆ(u) = f(u, 0) as a regular space
curve is given by
(4.12) κ(u) =
√
α(u, 0)2 + a(u)2.
We next compute the torsion function of γˆ.
Proposition 4.6. The torsion function µ(u) of γˆ(u) satisfies
(4.13) µ(u) = −c(u) + a(u)αu(u, 0)− α(u, 0)a
′(u)
κ(u)2
,
where κ(u) is the curvature function of γˆ(u).
Proof. It is well-known that
κ(u)2µ(u) =
det(γˆ′(u), γˆ′′(u), γˆ′′′(u))
|γˆ′(u)|6 .
Since |γˆ′(u)| = ρ(u, 0) = 1, we have
κ(u)2µ(u) = det(fu, fuu, fuuu)|(u,v)=(u,0) = det(eˆ1, αeˆ2 − a(u)ν, fuuu)|(u,v)=(u,0) .
So it is sufficient to compute fuuu modulo a functional multiplication of eˆ1. Using
the fact that ρ = 1 along the u-axis, we have
fuuu ≡
(
αu −AC
)
eˆ2+
(−Au − αC)ν mod eˆ1.
Then
κ(u)2µ(u) = det(fu, fuu, fuuu)
∣∣
(u,v)=(u,0)
= αu(u, 0)a(u)− α(u, 0)a′(u)− c(u)(a(u)2 + α(u, 0)2).
Since a(u)2 + α(u, 0)2 = κ(u)2 holds by Corollary 4.5, we get the conclusion. 
Proof of Theorem B. We set
(4.14) a(u) := −eω(u), c(u) := −µ(u) + a(u)αu(u, 0)− α(u, 0)a
′(u)
a(u)2 + α(u, 0)2
,
as the initial values of A and C. Then we obtain a frontal f = fa,c whose first
fundamental form is ds2. Moreover, γˆ(u) has the normal curvature function eω(u)
and the torsion function µ(u). By this construction, the first, second, and third
assertions are obvious. From now on, we prove the last assertion. Since a(0) 6= 0
and ρ(0, 0) = 1, we have
0 6= νu(p) · eˆ1(p) = νu(p) · fu(p) = −ν(p) · fuu(p).
Since (u, v) is adjusted at p, we can conclude that p is a non-ν-flat point of f (cf.
Definition 0.3).
By replacing the unit normal vector field ν to −ν, the sign of the limiting normal
curvature is reversed. Hence, by (4.12) and Lemma 4.3, the possibilities of a(u)
as the initial value of A are a(u) = eω(u) or −eω(u). Since the case a(u) = −eω(u)
produces f = fa,c, and so, the other possibility is the case that
a˜(u) := eω(u)(= −a(u))
as the initial data of A. In this case
c˜(u) := −µ(u)− a˜(u)αu(u, 0)− α(u, 0)a˜
′(u)
a˜(u)2 + α(u, 0)2
= −2µ(u)− c(u)
must be the initial data of C. Since a˜(u) = −a(u), Lemma 4.3 yields that fa˜,c˜
is strongly congruent to fa,c if c˜(u) = −c(u), that is, µ(u) vanishes identically.
So there are at most two possibilities of the congruence class for f , unless µ is
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identically zero. If p is a regular point, then f must be an immersion since ds2 is
positive definite. If p is non-parabolic, then ν must be an immersion, and f is a
wave front germ. 
Proof of Corollary C. As seen in the above proof of Theorem B, f is uniquely de-
termined by the initial data a(u) and c(u), and depends on them real analytically.
Since a and c can be written explicitly in terms of ω and µ as in (4.14), we get the
assertion. 
Proof of Corollary D. Let κν(t) and κs(t) be the limiting normal curvature and
the singular curvature (cf. [2]) of the characteristic curve σ(t), respectively. Since
we may assume κν(0) > 0, there exists a real analytic function ω(t) such that
κν(t) = e
ω(t). Then the curvature function κ(t) of σˆ(t) as a regular space curve is
given by
(4.15) κ(t) =
√
κν(t)2 + κs(t)2.
By Fact 0.2, κν(t) coincides with the normal curvature of f along σ(t). Let µ(t) be
the torsion function of the space curve Γ(t). Since p is an A2 semi-definite point,
σ′(0) is not a null vector, and so, by Theorem B, there exists a real analytic frontal
germ g at p whose normal curvature and torsion along g ◦ σ(t) coincide with κν(t)
(cf. (4.15)) and µ(t), respectively. By this construction, the curvature function of
the regular space curve g ◦ σ(t) equals κ(t), and µ(t) gives the torsion function of
g ◦ σ(t). Since g ◦ σ(t) and Γ(t) are parametrized by an arc-length parameter and
have the same curvature and torsion, we can conclude that Γ(t) = g ◦ σ(t). The
property that g has a cuspidal edge or a cuspidal cross cap at p depends on the
induced Kossowski metric of f (cf. Theorem A). Thus, if p is a cuspidal edge (resp.
cuspidal cross cap) with respect to f , then this is so with respect to g, too. By
the last assertion of Theorem B, the number of strong congruence classes of g is at
most two. 
Proof of Corollary E. Since f0 and f1 are isometric (cf. Definition 0.9), there exists
a local diffeomorphism ϕ such that g0 := f0 and g1 := f1 ◦ϕ induce the same Kos-
sowski metric ds2. Let p be a semi-definite point of ds2, and (u, v) a K-orthogonal
coordinate system centered at p. We fix a unit normal vector field νi(u, v) of fi, and
then four real analytic functions Ai(u, v), Bi(u, v), Ci(u, v), Di(u, v) are determined.
Then (Ai, Ci) (i = 0, 1) can be considered as a solution of (4.2) which induces fi.
We then set
ai(u) = Ai(u, 0), ci(u) = Ci(u, 0) (i = 0, 1).
The sign of the limiting normal curvature of the characteristic curve of fi with
respect to νi is equal to the sign of −ai(u). So, as long as considering isometric
deformations with non-vanishing limiting normal curvature, the sign of κν does not
change. So, to deform (f0, ν0) to (f1, ν1) continuously, we must adjust the sign
of ±νi (i = 0, 1). Replacing the sign of νi of fi for each i = 0, 1 if necessary, we
may assume that a0(u), a1(u) < 0, where we used the fact that the limiting normal
curvature of fi does not vanish. For each s ∈ [0, 1], we set
as(u) := (1− s)a0(u) + sa1(u)(< 0), cs(u) := (1 − s)c0(u) + sc1(u).
Then, there exists a unique solution (A˜s(u, v), C˜s(u, v)) of (4.2) satisfying
A˜s(u, 0) = as(u), C˜s(u, 0) = cs(u).
Then we get a family of frontals gs : V (⊂ U) → R3 (0 ≤ s ≤ 1), interpolating
between g0 and g1, that have the common first fundamental form ds
2. Since as(u) <
0, the limiting normal curvature of each gs is positive. Then ft := gt◦ϕ (0 ≤ t ≤ 1),
gives the desired deformation. The second assertion follows from the fact that the
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property that p is a cuspidal edge, a swallowtail or a cuspidal cross cap is determined
by the properties of the Kossowski metric ds2 (cf. Proposition 1.16). 
Remark 4.7. Let f be a real analytic frontal germ with singularities whose limiting
normal curvature does not vanish. Let T be an orientation reversing isometry of
R
3. Then T ◦ f has the same first fundamental form as f , but it is not trivial
that f can be isometrically deformed into T ◦ f . Let ν be the unit normal vector
of f such that κν > 0 along the characteristic curve. Then T ◦ f has the same
limiting normal curvature κν as f if we choose −dT ◦ ν as a normal vector field of
T ◦ f . So the above proof yields that the pair (f, ν) can be isometrically deformed
to (T ◦ f,−dT ◦ ν).
4.3. Realizations of Kossowski metrics with prescribed curvature lines.
We now construct a wave front whose first fundamental form is a given germ of
Kossowski metric, and with a given curve that is a curvature line with a prescribed
normal curvature function. For this purpose, we prepare the following fact, which
is discussed in [8], [12], and [18] (Teramoto [18] investigated the behavior of the
principal curvature functions near a non-degenerate singular point p in terms of
several geometric invariants at p.):
Fact 4.8. Let f : U → R3 be a Cr-wave front, and p ∈ U a non-degenerate
singular point whose limiting normal curvature does not vanish. Then there is a
unique curvature line γ passing through p such that the principal curvature function
along it is bounded.
We call γ the characteristic principal curvature line.
Proof. Each non-degenerate singular point is a regular point on a suitable parallel
surface of a given wave front, and the principal curvature lines are common in
the parallel surfaces. It has been shown that umbilical points of regular surfaces
cannot be a singular points of their parallel surfaces, and two distinct Cr-vector
fields X,Y of principal directions are defined on a sufficiently small neighborhood
of non-degenerate singular points (cf. [8] and [12, Proposition 1.10]). Since Xp, Yp
are linearly independent, we may assume that Xp is not a null vector, without loss
of generality. Let γ(t) be the integral curve of X such that γ(0) = p. Then we
can take a K-orthogonal coordinate neighborhood (U ;u, v) such that γ′(0) = ∂u.
Since γ is an integral curve of X , the normal curvature function κn along γ gives
the principal curvature. Since κn is less than or equal to the curvature of f ◦ γ as
a space curve, (4.11) yields that the function κn along γ is bounded.
On the other hand, since the limiting normal curvature does not vanish, Ω(p) 6= 0
holds, by Fact 0.5. So the Gaussian curvature is unbounded at p. So the principal
curvature line passing through p as an integral curve of Y has unbounded principal
curvature. 
Definition 4.9. Let p be a semi-definite point of a Kossowski metric ds2 and ε a
positive number. A regular curve γ(t) (t ∈ [0, ε]) emanating from p(= γ(0)) is
called a special geodesic if
• γ′(0) is not a null vector,
• γ(t) (0 < t ≤ ε) is a regular point of ds2, and
• γ((0, ε]) is the image of a geodesic with respect to ds2.
We shall now prove the following:
30 A. HONDA, K. NAOKAWA, M. UMEHARA, AND K. YAMADA
Theorem 4.10. Let ds2 be a real analytic Kossowski metric. Suppose that p ∈M2
is a regular point or a non-parabolic semi-definite point of ds2. We set
mp :=
{√
Kp if p is a regular point with positive Gaussian curvature Kp(> 0),
∞ otherwise.
We let γ(t) (|t| < ε) be a regular curve on M2 such that γ(0) = p and γ′(0) is not
a null vector. Take a germ ω(t) of a real analytic function on (−ε, ε) satisfying
eω(t) < mp for |t| < ε. Then there exists a real analytic immersion (resp. a wave
front) f : U → R3 defined on a neighborhood of p such that γ is a curvature line
and eω is the principal curvature function along γ (i.e. if p is a semi-definite point,
γ is a characteristic principal curvature line). The congruence class of f is uniquely
determined. Moreover, if γ is a special geodesic, γˆ is a planar curve.
Proof. To adjust γ to be a curvature line, we set
(4.16) C(u, 0)(= c(u)) = 0.
Then B(u, 0) = 0 by Corollary 3.13. By (4.5) and (4.6), the u-axis (i.e. γ) is a
curvature line of f . If we set
A(u, 0)(= a(u)) := −eω(u) (eω(u) < mp),
then eω(u) coincides with the normal curvature function along γ. If we replace
(a(u), c(u)) = (−eω, 0) by (eω, 0), the congruence class of the resulting wave front
f does not change (cf. Lemma 4.3).
We next suppose that γ is a special geodesic. Since α = 0, (4.16) and (4.13)
yield µ(u) = 0, that is, γˆ lies in a plane. 
It should be remarked that special geodesics may not exist in general:
Fact 4.11 (Remizov [14]). Let p be a cuspidal edge on a wave front. If the singular
curvature at p is positive (resp. negative), there are no (resp. exactly two) special
geodesics passing through p.
Remizov investigated the geodesics of frontals whose singular set image consists
of regular space curves. Fact 4.11 is a special case of his result [14, Theorem 3],
although he did not formulate his results in terms of singular curvature. We do
not know if the above two special geodesics of cuspidal edges are real analytic or
not when the wave front is real analytic. Since a swallowtail can be considered
as a limit of cuspidal edges with negative singular curvature, it can be expected
that those two special geodesics converge to a geodesic, and the following problem
naturally arises:
(Question A.) Is there a special geodesic at a given swallowtail?
Recently, Fukui [1, Theorem 2.3 and Remark 2.11] showed the existence of a
local coordinate system centered at each swallowtail in R3 which shows that one of
its coordinate line has the same p-th order Taylor expansion as the special geodesic,
for each positive integer p. In particular, the possibility of the existence of a special
geodesic is given as a formal power series.
5. Remaining problems
In Corollary D, isometric deformations of cuspidal edges and cuspidal cross caps
that control their singular set images in R3 were obtained. However, we cannot
similarly discuss the same problem for swallowtails, since the initial velocity of the
characteristic curve is a null vector. So the following question remains:
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(Question B.) For a given real analytic space cusp σˆ, is there a swallowtail having
σˆ as the image of its singular set whose first fundamental form coincides with a
given germ of non-parabolic A3 semi-definite point of a Kossowski metric?
Since a swallowtail is a limit point of cuspidal edges, the last assertion of Corol-
lary D yields that the possibilities of such swallowtails are at most two. However,
the authors do not know of the existence of two non-congruent swallowtails which
have common first fundamental form and the same image for the singular set.
By the way, the existence of isometric deformations of cross caps is also an impor-
tant remaining problem. In [3], non-trivial examples of isometric deformations of
cross caps are given. In [2], a class of positive semi-definite metrics called ‘Whitney
metrics’ is defined. The first fundamental forms of cross caps are Whitney metrics.
So it is natural to ask:
(Question C.) For a given real analytic germ of Whitney metric, is there a cross
cap germ that is an isometric realization of it?
In [4], the authors found a solution of this as a formal power series, but have not
show the convergence.
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