Rooted trees are usually drawn planar and upward, i.e., without crossings and without any parent placed below its child. In this paper we investigate the area requirement of planar upward drawings of rooted trees. We give tight upper and lower bounds on the area of various types of drawings, and provide linear-time algorithms for constructing optimal area drawings. Let T be a bounded-degree rooted tree with N nodes. Our results are summarized as follows:
1 Introduction and Overview
The Problem
An important criterion for a drawing of a graph is that it takes up as little area as possible. This is motivated by the nite resolution of all of our current technologies for rendering a drawing, and also by circuit-area optimization criteria in VLSI layout 2, 20, 31] . In the following, we assume the existence of a resolution rule that implies a nite minimum area for the drawing of any graph. A typical resolution rule is to require grid drawings, where the vertices and bends of the edges have integer coordinates. Indeed, this consideration recently motivated the re-examination of straightline drawings of planar directed graphs, because they require exponentially-large area 11], whereas several researchers have recently shown that planar graph drawings require only quadratic area, and that such drawings can be produced in linear time 9, 18, 25] . Moreover, some very nice recent work by Kant 18] shows that a number of other aesthetic criteria (such as convex faces) can be satis ed for a planar drawing while still keeping the area quadratic.
In this paper we study area-e cient drawings of rooted trees. The goal of this research is to draw an N-node tree T in as little area as possible while still maintaining certain aesthetic qualities of the drawing. The aesthetic qualities we are particularly interested in are that the drawing be planar and upward, i.e., that every edge of T be a vertically monotone chain from the child to the parent, so that the parent u of a node v has y-coordinate greater than or equal to the one of v. This is the natural way in which rooted trees are usually drawn to display their hierarchic structure (e.g., see any undergraduate text in data structures). The di culty is that most of the known techniques for constructing planar upward drawings of trees require (N 2 ) area in the worst case 23, 27].
Previous Work
If we relax the upward requirement, however, then, as independently shown by Leiserson 20] and Valiant 31] , one can construct an O(N)-area planar orthogonal grid drawing of an N-node tree T, where the nodes are placed at integer grid points and the edges follow paths of the grid. However, Brent and Kung 4] show that if the leaves of an N-node complete binary tree are constrained to be on the convex hull of the drawing, then the drawing needs (N log N) area. Thus, a natural question is whether O(N) area is still achievable for planar upward drawings.
O(N p N log N) time a minimum-area hv-drawing of an N-node binary tree. However, they do not provide speci c bounds on the area requirement of hv-drawings. Related results on the area requirement of visibility representations of trees are given in 19].
Our Results
In this paper we show that, for any rooted bounded-degree tree T with N nodes, one can construct a planar upward grid drawing of T with O(N) area in O(N) time, and that such drawing can have width O(N ), for any prespeci ed constant such that 0 < < 1. The latter feature provides great exibility to applications that need to t the drawing in a prescribed region of the plane. We also extend our approach to trees of arbitrary maximum degree d, at a small additional cost when d exceeds N 1? for any > 0. Our drawings do not preserve the left-to-right ordering of the children in T, however. But this should not be surprising, for we show that if one requires a planar upward tree drawing to preserve the left-to-right ordering, then the drawing requires at least (N log N) area in the worst case, and we show that this is tight to within a constant factor. Our O(N)-area drawing is for the polyline grid model, where the nodes of T are mapped to integer grid points, and the edges of T are mapped to polygonal chains with bends at grid points. These polygonal chains need not follow along grid edges, however.
If one desires such a drawing, then in Section 4, we show that one can construct a planar upward orthogonal grid drawing of an N-node binary tree T with O(N log log N) area in O(N) time. This log log N factor in the area may, at rst, seem unnatural, but we show that it is not, for we give an N-node binary tree that requires (N log log N) area for any upward orthogonal grid drawing.
Thus, we show that there is an intermediate case between the (N) area achievable for non-upward planar orthogonal grid tree drawings and the (N log N) area achievable for strictly-upward planar grid drawings, or for upward planar grid drawings that preserve the left-to-right order. It is also interesting to observe that the upward requirement penalizes the area less than the requirement of placing the leaves on the same horizontal line, for which the (N log N) area bound also applies 4].
We summarize the previous and current bounds on planar grid tree drawings in 
Preliminaries
In this section we give de nitions that will be used throughout the paper.
A drawing ? of a graph G maps each vertex of G to a distinct point of the plane and each edge (u; v) of G to a simple Jordan curve with endpoints u and v. We say that ? is a straight-line drawing (see Fig. 1(a) ) if each edge is a straight-line segment. ? is a polyline drawing (see Fig. 1(b) ) if each edge is a polygonal chain, and we call bends the intermediate vertices of the chain that are not vertices of G. ? is an orthogonal drawing (see Fig. 1(c) ) if each edge is a chain of alternating horizontal and vertical segments. A grid drawing is such that the vertices and bends along the edges have integer coordinates. Planar drawings, where edges do not intersect, are especially important because they improve the readability of the drawing, and, in the context of VLSI layouts, they simplify the design process 2, 20, 31] . An upward drawing of a directed graph is such that every edge is a curve monotonically nondecreasing in the vertical direction (when traversed along the direction of the edge).
The area of a drawing ? is the area of the smallest rectangle R with sides parallel to the axes covering the drawing. The width and height of ? are the width and height of R, respectively. We assume the existence of a resolution rule that implies a nite minimum area for the drawing of any graph. A typical resolution rule is to require grid drawings. When a resolution rule is given, it is meaningful to consider the problem of nding drawings with minimum area.
An ordered tree is a rooted tree with a prespeci ed left-to-right order of the children of each node. Let T be an ordered tree. We assume that each edge of T is directed from the child to the parent. The ordering of the children of a node v will be referred to as their left-to-right order. Hence, the rst and last children of v will be referred to as the leftmost child and rightmost child of v, respectively. The degree of a node of T is the number of its children. Tree T is said to be left-heavy (see Fig. 2(a) ) if, for every node v of T, the children of v are ordered by nonincreasing size of their subtrees. A leftmost path of T is a maximal path consisting of nodes that are leftmost children, except the last node. A binary tree is de ned as a rooted tree such that each node has at most two children. Examples of planar upward drawings of a binary tree are given in Fig. 1 .
Polyline Drawings
In this section we investigate polyline drawings. First, we describe a layering technique that will be used to construct the drawings. 
Upward Layerings
We de ne the inorder visit of a rooted ordered T as follows:
1. recursively visit the rst subtree of T; 2. visit the root of T; 3. recursively visit the other subtrees of T, in left-to-right order. An upward layering of T is a mapping of the nodes of T to nonnegative integers that satis es the following properties (see Fig. 2(a) ):
1. If w is the leftmost child of v, then (v) (w); 2. If w is a child of v but not the leftmost child, then (v) < (w).
3. If u is the root of T, then (u) = 0. We say that a node v is assigned to layer i if (v) = i. An edge (u; v) is said to traverse layer i if (v) < i < (u). The height of upward layering is de ned as max v2T (v) . The width of a layer i is the number of nodes assigned to layer i plus the number of edges that traverse layer i.
The width of is the maximum width of a layer.
The following theorem shows that an upward layering can be extended to a planar polyline upward grid drawing where the nodes are placed along horizontal lines associated with the layers (see Fig. 2(b) Proof: First, we insert dummy nodes along the edges that traverse layers. Namely, if edge (u; v) traverses layers i through j, we insert j ?i+1 dummy nodes along (u; v), and assign them to layers i through j, respectively. Let T 0 be the resulting tree. For each node v of T 0 , we set y(v) = ? (v) , and x(v) equal to the number of nodes of layer (v) preceding v in the inorder visit. The edges of T 0 are then drawn as straight-line segments. Clearly, this yields a straight-line upward grid drawing of T 0 with height H and width W, such that every edge either joins nodes of consecutive layers, or joins a leftmost child to its parent on the same level. We claim that the drawing is also planar. To prove the claim, we observe: (a) a horizontal edge (u; v) on layer i cannot be crossed because all the nodes between u and v in the inorder sequence are assigned to layers below i; (b) if there were a crossing between edges (v 0 ; w 0 ) and (v 00 ; w 00 ), where w 0 precedes w 00 in layer i and v 00 precedes v 0 in layer i + 1, then we would have that w 0 precedes w 00 in the inorder sequence but v 0 follows v 00 in the inorder sequence, a contradiction. Finally, we obtain a planar polyline upward grid drawing of T by replacing the dummy nodes of T 0 with bends. The height and width are not a ected. The above construction can be easily carried out in time O(H W). 2
Therefore it is su cient for us to describe how to construct an upward layering of a tree.
Drawing Algorithm
In this section we describe an algorithm for constructing an upward layering of an N-node rooted tree. We show that if the tree has bounded degree, an upward layering with width O(N ) and height O(N 1? ) can be constructed for any constant such that 0 < < 1. So, let T be a left-heavy ordered rooted tree with N nodes (we will show how to remove this left-heavy restriction later). The following algorithm constructs an upward layering of T with width O(N + d log N) and height O(N 1? ). The algorithm incrementally assembles an ordered sequence of nodes of T, and marks some nodes of T, such that the following invariants are maintained:
1. If u precedes v in , then (u) (v); and 2. a node is marked if and only if it is the rst node of its layer contained in . The assembly of is performed by repetitive insertions of leftmost paths. At the end of the computation, the sequence contains all the nodes of T, so that and the marking of the nodes uniquely identify the upward layering . Note that in the sequence a child precedes its parent, while in the layering , a child is assigned to a layer number greater than or equal to the one of its parent. The algorithm consists of three steps:
1. Preprocessing: Initialize as the leftmost path containing the root of T. Proof: Every node is eventually inserted into . Namely, after round k all the nodes in the leftmost path of a subtree of size N=2 k are inserted into . Hence, every node is assigned to a layer. All the children of a node v precede v in . Also, if u is a child of v but is not the leftmost child of v, then (u) > (v) because either v is marked, or there is a marked node between u and v in .
Hence, is an upward layering.
We say an edge (u; w) of T is across a marked node v if u precedes v, and v precedes w in . After round k, the number of edges across a node is increased by at most 2 k + d ? 1 The postprocessing step does not increase the number of edges across a marked node. After the postprocessing step, at most N nodes are assigned to a layer. Also, the number of edges that traverse a layer is less than or equal to the number of edges across the marked node of that layer. We conclude that the width of is at most Step 2c, and nodes x and v are marked in Step 2d.
Since there are at most 2 k subtrees of size at least N=2 k , the number of blocks created in step 2c in round k is at most d(2 k =2 k )e 2 (1? )k + 1. Hence, after round k, the number of marked nodes is increased by at most 2 (1? )k + 1. Hence the total number of nodes marked in the main loop is at most To achieve linear time complexity, we set up a data structure that allows us to e ciently perform
Steps 2a{2b. We say that a node is active for round k if it is in and has a child not in whose subtree has size at least N=2 k . A node is called active if it is active for any round k. We maintain log N lists such that, before round k, the k-th list contains the nodes active for round k. Within each list, the active nodes are in the same relative order as in . An active node can appear in more than one list, and has pointers to its representatives in the lists.
The nodes selected in round k are children of the nodes in list k, so that they can be accessed and sorted in Steps 2a{2b in O(1) time per node. Every node v that has more than one child and gets inserted into at round k becomes a new active node, and its representatives are inserted into the appropriate lists. The insertion in each such list is carried out in a manner similar to insertion in . This can be done in O(1) time per representative in Step 2d. Also, whenever a node becomes inactive for round k, we remove its representative from the k-th list. Again, this can be done in O(1) time per representative. Therefore, the total time for maintaining the lists is proportional to the maximum total size of the lists. The k-th list can have at most 2 k nodes. Since a node in list k is also in list k 0 for k 0 > k, we have that the maximum total size of the lists is Proof: First, permute the children of a node so that they are ordered by nonincreasing size. The tree so obtained is left-heavy, so that the result follows from Theorems 1{2. The algorithm described in this section has been implemented for binary trees. The drawing produced for a complete binary tree with 63 nodes and = 1=2 is shown in Fig. 4. 
Order Preserving Drawings
The drawings obtained with the above algorithm do not preserve the left-to-right order of the children. This is justi ed, however, by the area lower bound given in Theorem 4. Our proof of theorem 4 is based upon the following lemma:
Lemma 1 Any planar upward polyline grid drawing of the complete binary tree with N nodes has (log N) width and (log N) height.
Proof: Let us denote by H(N) and W(N), the minimum height and width, respectively, of an upward polyline grid drawing of an N node complete binary tree T.
In any upward polyline grid drawing of T, a node, its children and its grand-children can not all be placed at the same height. Proof: (For Theorem 4) Let B N be an ordered binary tree comprising (see Fig. 5(a) ):
a chain with N=3 nodes, alternating between left and right children; N=3 leaves attached to each node of the chain, alternating as left and right children; and a complete subtree with N=3 nodes attached to the bottommost node of the chain. In any planar upward polyline grid drawing of B N , because of the order of the children, each pair of consecutive edges of the chain contributes at least one unit to the height of the drawing (see Fig. 5(b) ) so that the chain requires (N) height. By Lemma 1, the complete subtree requires (log N) width.
2
The lower bound of Theorem 4 is tight and can be achieved with the following simple recursive algorithm:
1. Let T 1 ; T 2 ; : : :; T m be the subtrees of a bounded degree tree T whose root is v (see Fig. 6(a) , where m is ve). Let the root of the subtree T i be denoted by v i . Recursively construct the drawings of each T i . Vertically stack their drawings (see Fig. 6(b) ) such that the subtree at the bottom has the maximum size among the subtrees (other subtrees can be placed in any order, e.g. in Fig. 6(b) , they are in the order T 5 ; T 3 ; T 2 ; T 1 from top to bottom). Place the root v above the drawing of the topmost subtree. Since m is a constant, only a constant number (say c) of vertical tracks are needed to route all the edges of the type (v i ; v). Let T k be the subtree that is drawn bottommost and hence has the maximum size among the subtrees. Therefore if we denote by W(T) the width of the drawing of T, we have: W(T) maxfW(T k ); max i6 =k fW(T i )g + cg (1) Let width(N) be the maximum width of the drawing, constructed by the algorithm, of any tree with N nodes. Now we show inductively that width(N) log 2 N, for some constant c. This is trivially true for N = 1 since width(1) = 0. Now suppose this is true for any tree with less than N nodes. If N is the size of a tree T, then the size of T k (as de ned above) is at most N ?1 and since there can be at most two subtrees of sizes both at least (N ? 1)=2, size of any subtree T i of T, for i 6 = k is at most (N ? 1)=2. Therefore from The algorithm can be trivially implemented in linear time.
4 Orthogonal Drawings
In this section we consider planar orthogonal upward grid drawings of binary trees, and provide a tight (N log log N) bound on the area.
Drawing Algorithm
First, we present a simple straight-line drawing algorithm that will be later used as a subroutine. The algorithm is a variation of the ones by Shiloach 26] and by Crescenzi, Di Battista, and Piperno 7] . We say that a node in a drawing is obstructed if the vertical line through v intersects the drawing below v. Hence the drawing constructed is planar.
The drawing has width at most N, and has height at most log N because any path in T 0 from a leaf to the root consists of at most log N nodes that are right children of their respective parents.
The algorithm can be easily implemented in linear time.
2
An example of a drawing constructed by the algorithm of Lemma 2 is shown in Fig. 7(a) . Now, we recall some de nitions on separators of binary trees. Let T be a binary tree with N nodes. A partial tree of T is a tree which is a subgraph of T. (Note the di erence between partial tree and subtree: the subtree of T rooted at node v is the partial tree of T containing all the descendants of v.) is the entire tree rooted at a child of the root of T) A separator of a binary tree T is an edge of T whose removal divides T into two partial trees, each with at least N=3 nodes and at most 2N=3 nodes (e.g., see Chazelle 5] ). A recursive decomposition of T by separators de nes a binary tree S, called separator tree, where each leaf of S corresponds to a node of T, and each internal node of S corresponds to a partial tree T of T and to the separator s = (u; v) of T , with the left child of being associated to the partial tree of T rooted at u, and the right child associated with the rest of T . Tree S has 2N ? 1 nodes, height at most log 3=2 N, and can be constructed in O(N) time (e.g., see Guibas et al. 17] ).
The algorithm for constructing a planar orthogonal upward grid drawing of an N-node binary tree T is outlined below (see Fig. 7 ):
1. Construct the separator tree S of T. 2. Remove from S the nodes associated with partial trees with less than log N nodes, and let S 0 be the resulting truncated separator tree, which has O(N= log N) nodes and O(log(N= log N)) = O(log N) height. (See Fig. 7 (b{c).) 3. For each leaf of S 0 , construct a drawing of the associated partial tree T , called a block, using the algorithm of Lemma 2 (See Fig. 7(a) ). Since T has (log N) nodes, its drawing has O(log N) width and O(log log N) height.
4. Place the drawings of the blocks vertically one above the other, sorted from bottom to top according to the inorder sequence of the associated nodes of S 0 . (See Fig. 7(d) .) 5. For each internal node of S 0 , route separator s = (u; v), on the current drawing, creating bends and adding extra tracks (grid rows or columns), whenever needed. (See Fig. 7(d) .) Fig. 7 (e) shows a drawing constructed by this algorithm of the binary tree shown in Fig. 7(b) .
Theorem 6 Given a binary tree T with N nodes, a planar orthogonal upward grid drawing of T with O(N) bends, O(N log log N) area, O(log N) width, and O(N log log N= log N) height can be constructed in O(N) time.
Proof: By Lemma 2, the union of the drawings of the blocks constructed in Step 4 has width O(log N) and height O(N log log N= log N). We show that all the separators can be routed in
Step 5 by adding a total of O(log N) vertical tracks and O(N= log N) horizontal tracks. We say that a separator spans a block T if its endpoints are one below and the other above the drawing of T . A separator s is routed using one vertical track either on the left or on the right side of the drawing of a block T spanned by s , depending on whether T is to the left or the right of the path from s to the root in modi ed T (modi ed because of the conversion of each T into a left-heavy tree in lemma 2).
A switch occurs when s changes side between two blocks or enters a block. Each switch needs a distinct horizontal track and two bends. For each basic block T , only the separators associated with ancestors of in S can span T , so that O(log N) extra vertical tracks are su cient to route all the separators in Step 5. The number of horizontal tracks added in Step 5 is equal to the total number of switches. The number of switches in the routing of separator s is bounded by the height of the subtree rooted at in S 0 . If corresponds to a partial subtree of size k, the height of the subtree rooted at in S 0 is O(log(k= log N)). Thus the total number of switches s(N) is the solution of the recurrence s(k) = s(k=c)+s(k(1?1=c))+O(log(k= log N)); s(log N) = 0, where c lies between 2 and 3. It is easy to see that s(k) is less than or equal to c 1 k= log N ?c 2 log(k= log N)?c 3 for appropriate constants c 1 , c 2 and c 3 . Therefore the total number of switches is O(N= log N). 2
The log log N factor in the area achieved by the algorithm of Theorem 6 may at rst seem unnatural, but it is not, as we show in the next section that an N log log N area-bound is tight within a constant factor.
A Superlinear Lower Bound on the Area
We show that the superlinear area-bound of Theorem 6 is tight within a constant factor. Let T N be the N-node binary tree consisting of (see Fig. 8 ):
a chain C with N=3 nodes, where every p log N-th node of C is called a joint of C; N=3 p log N complete subtrees, where each subtree has p log N nodes and is rooted at a child of a joint of C; a complete subtree with N=3 nodes, which is rooted at a child of the rst node of C.
Theorem 7 Any planar upward orthogonal grid drawing of the N-node tree T N requires area (N log log N).
Proof: Consider any planar upward orthogonal grid drawing of T N , and let W and H be the width and height of the drawing, respectively. If W is more than N=6, then the area of the drawing is (N log N) since, by Lemma 1, H = (log N). Now, suppose W is at most N=6. Since T N contains a complete subtree with N=3 nodes, by Lemma 1 we have that W is (log N). Consider the subdrawing of any subchain S of C with 2W nodes. We claim that the height of the drawing of S is (log log N). Since the drawing is upward, the drawings of any two consecutive subchains of C must be vertically stacked. Hence, the claim implies the statement of the theorem.
The proof of the claim is illustrated in Fig. 9 . For the sake of contradiction, we need only to consider the case when the height of the drawing of S is less than log log N. Let`0 be the horizontal line through the bottommost node of S in the drawing. Since S has 2W nodes the drawing of S has width at most W and contains at least W obstructed nodes (recall the de nition of \obstructed" from Section 4.1). Also, by a simple pigeon-hole argument, there are at least W= log log N obstructed nodes of S on the same horizontal line`0 0 , where`0 0 is above`0. Thus, there are at least W=( p log N log log N) obstructed joints along line`0 0 . Consider the subtrees with p log N nodes connected to such obstructed joints. Since the drawing is upward, these subtrees are drawn below line`0 0 . If any such subtree is drawn entirely above`0, then by Lemma 1 the height of the drawing of S is (log log N), and the claim is veri ed. Otherwise, every subtree has a leaf v below or on line`0, and we consider the path from v to its closest ancestor joint u. Let x 0 and x 00 be the minimum and maximum x-coordinates of the drawing of S below line`0 0 . The path between u and v must intersect one of the vertical lines at x = x 0 ? 1 or x = x 00 + 1. Also, since we have a planar upward orthogonal grid drawing, such intersections must occur at distinct grid points of these two vertical lines, and between`0 and`0 0 . Since there are at least W=( p log N log log N) such paths, we have that the height of the drawing of S is at least W=(2 p log N log log N). Recalling that W = (log N), we conclude that the height of the drawing of S is ( p log N=(2 log log N)) = (log log N), which contradicts our height assumption about S. This completes the proof of the claim.
2
The drawings constructed by the algorithm of Theorem 6 do not preserve the left-to-right order of the children. Note that the lower bound of Theorem 4 applies also to orthogonal drawings.
Experimental Results
We have implemented the algorithm of Corollary 1 given in section 3 for constructing planar upward polyline drawings of trees, on a Sun Sparcstation 10 in language \C". Our implementation takes a binary tree as its input. The implementation places d2 k e nodes in a block in step 2c of the algorithm. The theoretical upper bound for width and height of the drawing with = 1=2, of a N-node binary tree, produced by our implementation, computed as in the proof of theorem 2 is
The additive term of log 2 N appears in width because the implementation places d2 k e nodes in a block in the step 2c as compared to 2 k nodes as described in the algorithm. The ratio of theoretical area bound of drawing and number of nodes in input tree therefore lies between 19:48 and 33:34.
The experimental results obtained for complete binary trees and Fibonacci trees, with = 1=2 are presented in Table 2 . In the table, we have denoted the theoretical area bound by A th and the experimental area by A ex . Fig. 10 and Fig. 11 give a comparison of the the ratios r th = A th =N and r ex = A ex =N for complete binary and Fibonacci trees respectively. The value of r ex for both complete binary and Fibonacci trees is less than 5 even up to about 24 million nodes and hence the algorithm is quite area-e cient in practice. The drawings obtained with the techniques presented in this paper indicate that perhaps there is a tradeo between the aesthetic quality and area bound achieved by tree drawing algorithms. This issue needs to be further explored. A possible direction is to investigate the tradeo between the maximum number of bends per edge and the area-requirement of a drawing. For example, our algorithm for polyline drawings gives area O(N) but allows O(N) bends per edge, whereas our algorithm for orthogonal drawings gives area O(N log log N) and O(log N) bends per edge.
In view of our results, the main open problem on this subject is determining the area requirement of planar upward straight-line drawings of rooted trees. There is still a gap between the trivial (N) lower bound and the O(N log N) upper bound 7, 26] . It would also be interesting to determine the total edge-length of our O(N) area polyline drawings and extend our results to unbounded-degree trees. A related open problem is to investigate the area requirement of planar upward straight-line drawings of rooted trees such that the angular resolution (i.e., the minimum angle between any two edges incident on the same node) is maximized. Previous results on the angular resolution of (non upward) drawings of graphs appear in 15, 21] .
