ABSTRACT In this paper, the problem of the direction of arrival (DOA) estimation for the multiple input multiple output (MIMO) array system is considered as a real-valued sparse signal recover procedure under the condition of unknown nonuniform noise. Then, a real-valued covariance vector-based sparse Bayesian learning framework is proposed, in which the reduced dimensional (RD) transformation is utilized to remove the redundant elements of MIMO array system, and a linear transformation is applied to eliminate the influence of unknown non-uniform noise. Then by supposing that the source powers follow an independent prior Gaussian distribution with zero-mean, a real-valued covariance vector-based sparse Bayesian model is formulated. And considering its unknown variance as hyperparameters, they can be estimated by adopting the expectation-maximization algorithm. Finally, the DOA can be achieved according to the spatial spectrum of hyperparameters. Simulation results have demonstrated that our proposed method not only achieves more superior performance but also provides robustness against nonuniform noise, compared with other recently reported sparse signal representation based methods.
I. INTRODUCTION
Inspired by the idea of MIMO communication, the MIMO array system which also called as MIMO radar has been researched recently [1] . In MIMO array system, the orthogonal waveforms are emitted simultaneously through its transmit antennas, while the phased array system sends coherent waveforms at its transmit side. These orthogonal waveforms enable MIMO array system to achieve more independent transmit-receive channels and more degrees of freedom (DOF), thereby providing many potential benefits compared with traditional phased array array systems [2] , [3] . In MIMO array system, the transmit and receive arrays are equipped with widely separated antennas for achieving the spatial diversity gain, or they use the antenna configuration of phased array for creating a virtual array with larger aperture. In this paper, we concentrate on the MIMO array system with the phased array.
Estimating direction-of-arrival (DOA) based on observed snapshots of the receiving array of antennas is an important issue in traditional sensor array systems [4] - [6] and MIMO array system systems [7] . In recently years, a large number of DOA estimation algorithms for MIMO array system have been proposed [8] - [12] . Based on the estimation schemes adopted, it is indicated that the subspace-based technique and sparse signal representation (SSR) technique are the most widely used in these DOA estimation algorithms. In all subspace-based technique, there are two kinds of most common algorithms. One of them is the algorithm which based on multiple signal classification (MUSIC) [8] , whose main idea is the exploitation of the orthogonality between the steering vector and noise subspace. And the other kind of them is the algorithm which based on the estimation of signal parameters via rotational invariance technique (ESPRIT) [9] - [12] , in which the rotational invariance factor of the signal subspace is utilized to achieve DOA estimation. The subspace-based alg orithms mentioned above can only achieve the desired accuracy and superior performance with a large number of snapshots and reasonable signal-to-noise ratio (SNR). In addition, the sparse signal representation (SSR) has received wide attention recently, and it's considered as a promising technique [13] . The theory of SSR indicates that a high dimensional signals can be recovered from its low dimensional projection if the signal has sparsity in one possible domain (e.g., frequency domain or spatial domain). This technique has been applied to DOA estimation to obtain high resolution in the case of low SNR and limited snapshots [14] . Exploiting the sparse property of signals in spatial domain, the l 1 -norm regularization based algorithms have been proposed for DOA estimation [15] - [17] , and these algorithms can achieve the enhanced spatial resolution under the demanding scenarios compared with the subspace-based methods. In addition, sparse Bayesian leaning (SBL) plays a very important role in the sparse signal recovery [18] , which uses the Bayesian perspective to formulate the sparse signal recover issue by assuming the sparse prior distribution of the interested signal. In [19] , theoretical and empirical results have been verified that the SBL technique can achieve better recover performance than l 1 -norm regularization technique. Then the SBL technique based DOA estimation method can obtain the improved estimation performance [20] .
The above mentioned DOA estimation algorithms can achieve satisfactory performance under the condition of uniform white noise(i.e., the noise is spatially uncorrelated white Gaussian and the diagonal elements of its covariance matrix are equal) or the known noise covariance matrix at the receive array. In practice, it's hard to satisfy these conditions since the noise covariance matrix will have errors because of the imperfect array calibration and the non-ideal channel [21] . Thus, the reasonable noise model is spatially nonuniform white Gaussian, which means that the covariance matrix of noise still maintain the diagonal structure but has nonidentical diagonal entries. Such a noise model may considerably degrade the performance of both subspace-based methods and SSR based methods. The main reason is that the noise and signal subspaces cannot be separated correctly by using the eigendecomposition of the covariance matrix of received data in the subspace-based methods, and the noise is mismatched in SSR based methods. Recently, for the traditional sensor array systems, the iterative approaches to subspace estimation is investigated to achieve DOA estimation under the condition of nonuniform noise [22] , meanwhile the l 1 -norm regularization technique is also extended to solve this problem by eliminating the noise variance in the covariance matrix [23] . In order to achieve DOA estimation under the condition of nonuniform noise, a MIMO array system signal model is firstly presented in this article, then a real-valued covariance vector based sparse Bayesian learning framework is proposed. Different from the subspace-based method and the l 1 -norm regularization based method, The method transforms the DOA estimation problem into an estimation problem of hyperparameters based on the sparse Bayesian learning. More exactly, the proposed method establishes a real-valued covariance vector based sparse signal model after eliminating the redundant elements in MIMO array system. Then the unknown nonuniform noise variances are removed by using a linear transformation, and by supposing the source powers follow a independent prior Gaussian distribution whose mean is zero and its unknown variance are hyper-parameters, the sparse Bayesian learning framework can be constructed. Finally, the DOA can be estimated from the spectrum of the hyper-parameters obtained by the EM algorithm. Some simulation results indicate that the proposed method is effective.
Our paper is organized as follows. Section 2 introduces MIMO array system signal model. Section 3 presents the real-valued covariance vector based DOA estimation via sparse bayesian learning. Section 4 presents some related remarks and theoretical lower bound. Number of simulation results are given in section 5 to demonstrate the performance of the proposed method. And Section 6 is conclusion. Notation: (·) H , (·) T and (·) −1 represent conjugatetranspose, transpose and inverse operator, respectively. And (·) * , (·) + , Re{·} is conjugate, pseudo-inverse and real part operator. ⊗ and represent the Kronecker product and Khatri-Rao product, respectively. diag{·} represents the diagonal matrix. 
II. MIMO ARRAY SYSTEM SIGNAL MODEL IN NONUNIFORM NOISE
Consider a narrowband colocated MIMO array system shown in Fig.1 whose transmit array is consisted by M antennas and receive array is consisted by N antennas, the transmit and receive arrays are half-wavelength spaced uniform linear array (ULA) and located with each other closely. All the antennas are omnidirectional. MIMO array system uses M transmit antennas to simultaneously emit M mutually orthogonal narrow-band waveforms, and each waveform constituting a pulse of K code symbols. Let φ m ∈ C K ×1 be the complex code vector denoting each pulse emitted by the mth antennas of the transmit array, then the transmit complex code matrix can be written as
and we have
It is also assumed that the range of the target is much larger then the aperture of the transmit and receive arrays, i.e., the target is located in far-field region. The transmit signals are reflected by P far-field targets and then impinging on the received array, and θ p represents the DOA of the pth target.
A. RECEIVED SIGNAL
At the receive array of MIMO array system, all the antennas receive the reflected signals snapshot by snapshot, where each snapshot denotes the duration of a pulse. Then the received signal of the receive array from all the P targets can be expressed by the following formulā
whereX(l) represents N × K -dimensional received data matrix at the lth
is the reflection coefficient of the pth target at the lth snapshot, which is dependent on the array system cross section (RCS) of the source. f p is the Doppler frequency of the echo of the pth target, and
T represents the transmit and receive steering vector of the echo of the pth target, respectively. Since the noise in the receiving array is nonuniform white noise following Gaussian distribution, the mean ofN(l) is zero and its covariance can be written as
where
N , represents the variance and also power of noise of the nth antenna.
B. MATCHED FILTERING AND NOISE CHARACTERISTICS
Unlike conventional phased-array array system, MIMO array system can transmit mutually orthogonal waveform shown in Eq.(1). Then the matched filter matrix can be designed as H and applied to the received signal in Eq.(2). After the matched filtering, the received data matrix at the lth snapshot is written as
after matched filtering. Then vectorizing the data matrix, we can obtain the data vector at the lth snapshot, i.e.
represents the transmit-receive joint steering matrix, which corresponds to a virtual array with MN antennas. The transmit-receive steering vector of the pth source is a(θ p ) = a t (θ p ) ⊗ a r (θ p ). s(l) = [β 1 (l)e j2πf 1 t l , β 2 (l)e j2πf 2 t l , · · · , β P (l)e j2πf P t l ] T the signal vector with complex Gaussian distribution and w(l) = vec(N(l)) is noise vector. Based on the data vector, the statistical characteristics of the unknown nonuniform noise is investigated. It is worth noting that the vectorized noise can be expressed as
Therefore, after some Kronecker product operations, the covariance matrix of the noise can be derived, i.e.,
Obviously, the Eq. (7) shows that the covariance matrix of the nonuniform noise still maintains a diagonal structure, and the value of the n(n = 1, 2, · · · , N )th position equals to the value of the (m − 1)N + n(m = 1, 2, · · · , M )th position on the diagonal. elements are same. Up to now, we have given the general signal model of colocated MIMO array system in the presence of nonuniform noise. Our goal in this paper is to eliminate influence of unknown nonuniform noise and achieve the DOA estimation via sparse Bayesian learning.
III. REAL-VALUED COVARIANCE VECTOR BASED DOA ESTIMATION VIA SPARSE BAYESIAN LEARNING
In this section, the reduced dimensional transformation is utilized to eliminate the redundant elements of MIMO array system, and with finite snapshots, the statistics distribution properties of the estimation error of the covariance vector is analyzed. Then a real-valued covariance vector based sparse Bayesian leaning framework is proposed to achieve DOA estimation under the condition of nonuniform noise.
A. RD TRANSFORMATION AND STATISTICS DISTRIBUTION OF THE COVARIANCE VECTOR ESTIMATION ERROR
In Eq. (5), it has been shown that the transmit-receive joint steering vector is a t (θ ) ⊗ a r (θ ), which indicates that there exist redundant elements in the virtual array. Then we have
where G ∈ R MN ×(M +N −1) is a full rank transformation matrix without the information of the DOA, and b(θ ) ∈ C (M +N −1)×1 is a novel steering vector with M + N − 1 efficient elements. They can be expressed as
and
It can been seen from Eq. (8) that the dimension of the received data matrix can be reduced. In order to avoid the spatial colored noise after reduced dimensional transformation, the transformation matrix is formulated asḠ
Then multiplying the data vector y(l) byḠ yieldsȳ
] is the steering matrix and
is diagonal matrix and it is expressed as
andw(l) =Ḡw(l) ∈ C (M +N −1)×1 is the noise vector after reduced dimensional transformation, which is expressed as
According to the orthogonality and structure ofḠ, obviously, the covariance matrix ofw(l) is still a diagonal matrix with different values for the diagonal elements, and each diagonal element on the diagonal can be represented linearly by the diagonal elements of RN. Therefore, denot-
} as the covariance matrix. In view of the above discussion in Eq. (11)- (13), after the reduced dimensional transformation,ȳ(l) can be seen as the received data of a uniform linear array added a real valued weight for each antenna under the condition of nonuniform noise. Then the covariance matrix ofȳ(l) is derived as follows
However, actually, it's hard to obtain the ideal covariance matrix, hence the covariance matrix under finite snapshots (denoted as L) is used instead, yieldŝ
Thus, there exist some estimation errors between the elements of R andR. In [24] , it has been indicated that after vectorizing the covariance matrix, the estimation error follows an asymptotic white Gaussian distribution whose variance is
Using the prior probability distribution of estimation error in Eq.(16), a sparse Bayesian framework is derived to achieve the DOA estimation as follow.
B. REAL-VALUED SPARSE DOA ESTIMATION
Instead of the complex valued processing, a new real valued covariance vector based SBL scheme for learning the hyperparameter γ will be introduced in this subsection. Since multiplications occupy the most part of the computational load in SBL and a complex multiplication requires four real multiplications, the real valued processing can save a considerations amount of the computation complexity. In order to collaborate with real valued processing, the definition of a centro-Hermitian matrix is introduced firstly [25] .
Definition 1:
where k represents the k × k exchange matrix whose anti-diagonal elements are ones and the other elements are zero.
Based on the Definition 1, we can obtain the following two lemmas Lemma 1: Suppose a arbitrary complex centro-Hermitian
The unitary matrix is written as
Proof: See in Appendix A.
In what follows, the matrices and U are (M + N − 1) × (M + N − 1) dimension except as otherwise noted. From Eq.(12), it can be found that the weight matrix F satisfies F = F, then we have
According to Lemma 1, the real valued covariance matrix can be achieved as (20) Note that the steering matrix F (1/2) B satisfies
where is a diagonal matrix and shown as = diag{[e −j(M +N −2)/2 sin θ 1 , · · · , e −j(M +N −2)/2 sin θ P ]}. Using the Lemma 2, the real value steering matrix is formulated as
Substituting Eq. (22) into Eq. (20), we have
To tackle the DOA estimation via sparse Bayesian learning in nonuniform noise, the covariance matrix is first vectorized as
being a column vector in which the ith entry is 1 and the other entries are zeros. Based on this observation, a linear transformation is given as followsd rv = Jvec(R rv ) = JB rvzrv (25) where 2 selecting matrix and can be expressed as
) is an (M + N − 1) 2 × 1 column vector with the jth entry is 1 and the other entries are 0. The linear transformation in Eq. (25) shows that the nonzero elements of the noise vector are removed, which indicates that the influence of the nonuniform noise is eliminated. On the other hand, In practice, the covariance matrixR is calculated in Eq.(15) from finite samples, and it is Hermitian but generally not persymmetric. Fortunately, the average of the covariance matrix calculated from forward and backward (FB) array data samples is a centrosymmetric matrix, which is shown aŝ
and it satisfies
The FB averaging of covariance matrix yields an effective doubling of the data, therefore the estimated covariance matrixR FB may be more robust thanR with low snapshots. Then the real valued estimation covariance matrix is achieved asR
Then according to the Eq. (16) and (25), we can havê
where η is the estimation error and satisfies 
. Then, the real-valued dictionary is formulated as
The sparse model of real valued covariance vector without the influence of nonuniform noise can be shown aŝ
where z rv is a P-sparse vector. Its non-zero entries are equal to
, and the DOA estimates can be obtained based on the location of non-zeros entries. According to the distribution of η, the likelihood function of the real valued covariance vectord rv can be derived from Eq.(31) as
In order to cooperate with the sparse SBL criterion, suppose z rv ∼ CN (0,¯ ) and¯ = diag{γ }, whereγ = [γ 1 ,γ 2 , · · · ,γK ] is a hyperparameter vector. Hence the posterior distribution ofz used the Bayesian rule is formulated as
where the meanμ and covariance¯ are given bȳ
Based on the above correlated likelihood model, one can obtain the probability distribution ofd rv with respect toγ as follows
Then neglecting the constants, let the partial derivative of the log-likelihood function of p(d rv |γ ) forγ be zero, i.e., ∂log(p(d rv |γ ))/∂γ = 0, and the update rule ofγ can be achieved as follows −γ (q) || 2 /||γ (q) || 2 < ζ , the hyperparameterγ can be obtained, and then the DOA can be estimated by searching the largest values of the spectrum of γ .
IV. RELATED REMARKS AND THEORETICAL LOWER BOUND
Remark 1: The initialization is very important for the proposed methods, which can be set according to the sparse model Eq.(30). Then the variance matrixQ and hyperparameterγ (0) 
Since the proposed methods is based on the covariance vector, the covariance matrix should be effective statistics, i.e., it is a full rank matrix, for ensuring the recover performance. Therefore, the number of snapshots should satisfy L ≥ M +N −1, and the reasonable snapshots can achieve better performance.
Remark 3: In the proposed frameworks, the satisfying performance is achieved in which the true DOAs happen to be at the discrete spatial sampling grids, otherwise the performance will be limited due to the modeling error. For this issue, the refined DOA estimation strategy based on the recover parameter (including the DOA estimate and hyperparameter) in [20] can be extended to solve it. Then the exact DOA estimation can be obtained by one-dimensional searching of the special, which can be expressed as:
H −p represents the matrix resulting from H rv removing the columns corresponding to θ p , and¯ −p represents the matrix resulting from¯ removing the rows and columns corresponding to θ p . ∇ p denotes the peak value range of the pth target echo signal, generally, it is a very small range and its value usually equals to spatial interval of discrete sampling. Hence, the refined procedure has low computational complexity.
Remark 4: The maximal number of identified sources in the proposed methods are analyzed. According to Ref. [19] , the maximal number of identified sources depends on the Spark[H rv ]/2, where Spark[·] represents the minimum linearly dependent integer column in the complete dictionary. Due to the special structure of H rv , any set of 2(M + N − 2) columns of H rv is independent, then yields Spark[H rv ] = 2(M + N − 2) + 1. In the sparse signal model, the number of sources must satisfy P ≤ Spark[H rv ]/2 = [2(M + N − 2) + 1]/2 for effectively recovering the sparse parameter, which indicates that the maximum number of sources can be identified in the proposed methods is M + N − 2.
Cramér-Rao Bound: According to the received data of MIMO radar in Eq.(5), the stochastic CRB of DOA estimation in the case of nonuniform noise can be express as
and the detailed derivation of stochastic CRB is provided in Appendix B.
V. SIMULATION RESULTS
In this section, a number of simulation results are given to evaluate the performances of the proposed methods. And l 1 -SVD [14] , SBL [20] and CRB in Eq. 
where σ 2 s denotes the signal power. The root mean squared error (RMSE) is adopted to evaluate the performance of DOA estimation, i.e.,
where θ p,i represents the DOA estimate value of the pth target obtained by the ith simulation, and the total number of Monte Carlo trial is = 200. Fig.2 shows the change of RMSE with SNR for different methods when the number of snapshots is equal to 100. Fig.2 , the L1-SVD and SBL methods have very large RMSE when the SNR is low, which means that both the L1-SVD and SBL methods fail to work. This is because that these two methods do not consider the effect of the nonuniform noise. When the SNR is large enough, the SBL-based method may achieve the similar angle estimation performance. However, the proposed method provide superior performance at all SNR region and its angle estimation performance is better than L1-SVD and SBL methods. Further more, and the performance of the proposed method is almost same as CRB because the influence of nonuniform noise is effectively eliminated by the proposed method. Fig.3 depicts the RMSE of different methods versus snapshots in the case of SNR = 0dB. Observe Fig.3 , it can be found that the performance of the proposed method is improved with the increasing SNR, but the performance of L1-SVD and SBL methods is perturbed due to the influence of the nonuniform noise. Moreover, the performance provided by the proposed method is superior to both of them with different snapshots. Fig.4 describes the RMSE of the proposed method in the case of different elements, where the number of snapshots is 100, and when N = 6, RN = diag{[30, 1, 7, 2, 8, 0.5]} which represents the covariance matrix of the nonuniform noise . Fig.4 shows that as the the number of transmit/receive antennas increases, the DOA estimation performance of our proposed method also increases. This is because the 5 , the proposed method provides reasonable performance in the case of different WNPRs. What is most important is that our proposed method can still maintain a good performance when the value of WNPR is very high, which means that the proposed method is robust to nonuniform noise.
According to

VI. CONCLUSION
In this paper, we proposed a sparse Bayesian learning framework, which is based on the real-valued covariance vector, for DOA estimation in bistatic MIMO array system under the condition of unknown nonuniform noise. In our proposed method, a linear transformation is first used to eliminate the influence of the unknown nonuniform noise, and then the proposed method converts the complex-value domain problem into the real-value domain. The DOA is estimated from using real-valued sparse Bayesian learning procedure. The simulation results has verify that the estimation performance of the proposed method is superior to the existing SSR based methods, and the proposed method is robust to nonuniform noise. 
So, U H M KU N is equal to its conjugation, and therefor it is real. According to this, the Lemma 1 can be derived.
Suppose K ∈ C M ×N is an arbitrary complex matrix which satisfies K = M K * , the conjugation of U M K is expressed as
Thus, U H M K is real, and the Lemma 2 can be derived.
APPENDIX B STOCHASTIC CRB FOR MIMO RADAR IN NONUNIFORM NOISE
Based on the received data of MIMO array system signal model in Eq. (5), the covariance matrix of the received data can be formulated as 
where ρ ς = vec( ∂R y ∂ψ ς ) with ψ ς being the ς th element of , y = R −T y ⊗ R −1 y . The stochastic CRB is the inverse of the FIM, and the FIM with partitioned matrices can be expressed asF 
where ξ denotes that we do not care about this partitioned matrix. Finally, the CRB of DOA estimation for MIMO array system in nonuniform noise is achieved as
