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We describe a new and experimentally feasible protocol for performing fundamental tests of quan-
tum mechanics with massive objects. In our approach a single two level system is used to probe
the motion of a nanomechanical resonator via multiple Ramsey interference measurements. This
scheme enables the measurement of modular variables of macroscopic continuous variable systems
and we show that correlations thereof violate a Leggett-Garg inequality and can be applied for tests
of quantum contextuality. Our method can be implemented with a variety of different solid state
or photonic qubit-resonator systems and provides a clear experimental signature to distinguish the
predictions of quantum mechanics from those of other alternative theories at a macroscopic scale.
PACS numbers: 07.10.Cm, 03.65.Ta, 03.65.Ud
In his celebrated paper in 1964 Bell showed that the
laws of quantum mechanics are inconsistent with a de-
scription of our world based on local elements of reality
[1]. Bell derived an experimentally testable inequality,
which bounds the correlations between bipartite mea-
surements for any local hidden variable theory, but which
is violated by quantum mechanics. Since then the re-
sults constraining the permissible types of hidden vari-
able models of quantum mechanics have attracted much
attention and have been reformulated as the problem of
contextual measurements by Kochen and Specker [2] and
in terms of temporal correlations by Leggett and Garg [3].
Today these concepts have been tested in various exper-
iments with photons [4], ions [5], impurity spins [6, 7] or
superconducting qubits [8, 9] confirming quantum me-
chanics on a microscopic level. The challenge is now to
verify or disprove these predictions also with more mas-
sive objects [10], where quantum physics conflicts with
our daily life perceptions as well as with alternative the-
ories and (gravity-induced) collapse models [11–18].
In recent years a rapid progress towards the quantum
control of nano- and micromechanical systems has been
achieved: resonators with masses in the picogram regime
have been cooled close to the quantum ground state [19–
22] and first steps for coupling mechanical resonators to
single electronic spins [23, 24] or superconducting qubits
[19, 25, 26] have been implemented. In this work we show,
how these techniques can be directly applied for testing
the most fundamental aspects of quantum mechanics on
a macroscopic scale. The general idea is illustrated in
Fig. 1, where a microscopic two level system (qubit) is
coupled to a massive mechanical resonator and is used to
probe the resonator displacement via multiple Ramsey
measurements (RMs) [2, 24, 28]. Our analysis shows that
the correlations between two subsequent RMs can violate
a Leggett-Garg inequality (LGI) [3, 4], and thereby pro-
vide a clear experimental signature for distinguishing the
predictions of quantum mechanics from those of other
realistic theories. More generally, our scheme allows the
measurement of so-called modular variables, which, for
example, play an important role for the detection of non-
local phases [30, 31] or tests of quantum contextuality in
continuous variable systems [32]. This makes it a versa-
tile tool for various tests of quantum mechanics, which
extend previous ideas [33] to the full Hilbert space of a
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FIG. 1. (color online). a) Schematic setup. The motion of a
macroscopic mechanical resonator modulates the excited state
energy of a two level system with strength λ. b) This system
can be implemented, for example, by coupling a magnetic tip
to the two spin states |g〉 ≡ |ms = 0〉 and |e〉 ≡ |ms = +1〉
of a nitrogen-vacancy (NV) center in diamond [3]. c) Pulse
sequence for two RMs separated by a waiting time ∆t. Each
RM consists of two pi/2 pulses separated by a variable in-
teraction time τi, and followed by a projective measurement
on the Z basis, {|g〉, |e〉}. Before and after each Ramsey se-
quence the qubit is initialized in state |g〉. d) Illustration
of the conditioned resonator superposition state (I) after the
first measurement, (II) after the waiting period and (III) at
the end of the second Ramsey sequence.
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2collective macroscopic variable and complement quantum
interference studies with large photonic states [34, 35]
and truly massive objects [1, 15, 17, 36, 37, 39, 40].
Model. We consider the general setup depicted in Fig. 1
a), where a mechanical resonator with oscillation fre-
quency ω is coupled to a qubit with states |g〉 and |e〉,
via magnetic [3], electrostatic [1, 37] or radiation pres-
sure [39, 42, 43] interactions. The qubit states are split
by a large frequency ωq, which is modulated by the vi-
brations of the resonator. The system is described by the
Hamiltonian (h¯ = 1),
H = ωq|e〉〈e|+ ωa†a+ λ(a+ a†)|e〉〈e|, (1)
where a (a†) is the annihilation (creation) operator of the
mechanical mode and λ is the coupling strength. Note
that the bare qubit Hamiltonian Hq = ωq|e〉〈e| commutes
with the interaction and in the following we will work in
a rotating frame, where this term is omitted. Eq. (1)
describes a frequency shift of the state |e〉 proportional
to the resonator displacement, x = (a + a†)/
√
2, which
can be detected by performing a sensitive RM of the qubit
transition frequency [2, 24]. Here we are interested in the
non-classical correlations, which arise from the associated
quantum backaction in a sequence of two or multiple RMs
[cf. Fig. 1 c)].
Ramsey measurements and modular variables. For the
implementation of a single RM the qubit is initially pre-
pared in state |g〉 and rotated at time t = 0 into a super-
position state Rpi/2(ϕ1)|g〉 = (|g〉+eiϕ1 |e〉)/
√
2 by apply-
ing a fast pi/2 pulse. The system then evolves under the
action of Hamiltonian (1) for a time τ1, which creates a
state-dependent displacement of the resonator mode and
entangles the spin and the mechanical degrees of free-
dom. For example, for a resonator, which is initially
prepared in the ground state |0〉, the systems evolves
into the superposition state (|0〉|g〉+ eiϕ¯1 |α(τ1)〉|e〉)/
√
2,
where |α(τ1)〉 is a coherent state with amplitude α(τ) =
λ/ω(e−iωτ−1) and ϕ¯i = ϕi+φ(τi) includes an additional
geometric phase φ(τ) = λ2/ω2(ωτ − sinωτ). Finally, a
second pi/2 pulse, Rpi/2(0), is applied and the state of the
qubit is measured. For an arbitrary initial resonator state
|ψ〉 the evolution generated by the whole pulse sequence,
UM (ϕ1, τ1) = Rpi/2(0)e
−iHτ1Rpi/2(ϕ1), is
UM (ϕ1, τ1)|ψ〉|g〉 = E−(ϕ1, τ1)|ψ〉|g〉+ E+(ϕ1, τ1)|ψ〉|e〉.
(2)
Here E±(ϕ, τ) = 12
[
1± eiϕ¯(τ)D(α(τ))]U0(τ) are Kraus
operators satisfying E†+E++E
†
−E− = 1, D(α) = eαa
†−αa
is the displacement operator and U0(t) = e
−iωta†a.
Eq. (2) can be readily generalized to arbitrary (mixed)
initial resonator states ρ0 [44] and the resulting probabil-
ities for finding the qubit at time t1 = τ1 in state |g〉 (p−)
or state |e〉 (p+) are p± = Tr{E†±(ϕ1, τ1)E±(ϕ1, τ1)ρ0}.
For a resonator, which is initially prepared in the ground
state, p± = (1 ± cos(ϕ¯1)e−|α(τ1)|2/2)/2. In previous
works, the resulting collapse and revivals of p± as a func-
tion of τ1 have been suggested as a way to probe the me-
chanical superpositions, which are generated during the
interaction time [1, 37, 39]. However, similar collapse
and revival signals also occur for a purely classical res-
onator [2, 24, 44] and are not a conclusive signature for
quantum behavior on their own.
In the following discussion we will extend the above
analysis to multiple RMs and consider correlations be-
tween the dichotomic variables Z(tn) = ±1, which de-
scribe the outcome of the n-th measurement at time tn.
For the first measurement we obtain
〈Z(t1)〉 = p+ − p− = Tr{Q(ϕ¯1, α1)ρ0}, (3)
where Q(ϕ, α) = 12 [e
−iϕD(−α) + eiϕD(α)] and we have
introduced the abbreviation αn ≡ α(τn)eiωtn . The oper-
ator appearing in Eq. (3) can further be written as
Q(ϕ, α) = cos
(
ϕ+
√
2Im(α)x−
√
2Re(α)p
)
, (4)
where p = i(a† − a)/√2. Observables of this type
are known as modular variables and play an important
role for extending fundamental concepts in quantum me-
chanics from two-level to continuous variable systems.
General n-point correlation functions C(t1, t2, . . . tn) =
〈Z(tn) . . . Z(t2)Z(t1)〉 are given by [44]
C(t1, t2, . . . tn) = Tr{Qtn . . .Qt2Qt1ρ0}, (5)
where the superoperator Qtn is defined by Qtnρ =
[eiϕ¯nD(αn)ρ + ρe−iϕ¯nD†(αn)]/2. For multiple RMs the
different displacements induced by each measurement in
general no longer commute. Therefore, the resulting cor-
relation functions differ from the corresponding classical
results, as we show in more detail below.
Probing quantum superpositions. Eq. (2) shows that
conditioned on the outcome of Z(t1) the resonator is pro-
jected into one of the states |ψ±〉 = E±(ϕ1, τ1)|ψ〉/√p±,
which for a resonator initially in the ground state |ψ〉 =
|0〉, are explicitly given by [1, 2, 42, 45]
|ψ±〉 = |0〉 ± e
iϕ¯1 |α(τ1)〉√
4p±
. (6)
Modular variables have first been introduced for detect-
ing the non-local phase ϕ¯1 of such a spatially separated
superposition state [30, 31]. Following this idea, we now
show that the expectation value 〈Z(t2)〉 of a second RM
can be used to probe the coherence of the macroscopic
superposition generated by the first measurement.
After the measurement the qubit is reset to state |g〉
and the state in Eq. (6) evolves freely for a time ∆t dur-
ing which the qubit is decoupled from the resonator. At
time t = t2 − τ2 a second Ramsey sequence with du-
ration τ2, amplitude α(τ2) and phase ϕ¯2 = ϕ2 + φ(τ2)
is applied. By assuming the outcome Z(t1) = +1, the
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FIG. 2. The Wigner function W(ξ, ξ∗) (left column)
corresponding to the conditioned resonator state |ψ+〉 =
(|0〉 + eiϕ¯1 |α1)〉)/√4p+, is compared with the correlation
〈Z(t2)Z(t1)〉 (right column) between two RMs. In a) a fully
coherent evolultion and ϕ¯1,2 = 0 and α1 = 5 + 5i has been
assumed. In the lower two rows the effect of mechanical de-
coherence with rates b) Γth∆t = 0.04 and c) Γth∆t = 0.08
during the free evolution is taken into account (see text and
[44] for more details).
state immediately before the second qubit readout is
UM (ϕ2, τ2)U0(∆t)|ψ+〉|g〉 = |ψ−|+〉|g〉+ |ψ+|+〉|e〉, where
(up to a global rotation in phase space)
|ψ±|+〉 = |0〉+e
iϕ¯1 |α1〉±eiϕ¯2 |α2〉±ei(ϕ¯1+ϕ¯1+γ)|α1+α2〉
4
√
p+
.
(7)
In this expression γ = Im{α∗1α2} is an additional phase,
which arises from the two non-commuting displacements
in the first and the second measurement. From Eq. (7)
we obtain the conditioned probabilities pη2|η1 for finding,
for example, the qubit in state |g〉 (η2 = −) given that
in the first measurement the qubit was found in state |e〉
(η1 = +). As illustrated in Fig. 1 d), these probabilities
now depend on the interference between the first super-
position and the displacement α2 generated in the second
pulse sequence.
In Fig. 2 we plot the Wigner function of the condi-
tioned state |ψ+〉 together with the resulting correla-
tion 〈Z(t2)Z(t1)〉 = p+(p+|+ − p−|+) + p−(p−|− − p+|−)
These correlations vanish almost everywhere, except for
α2 ≈ ±α1, where two parts of the superposition state
given in Eq. (7) interfere. Fig. 2 b) and c) show the out-
come of the same measurement, but assuming that the
mechanical state is subject to decoherence during the free
evolution time ∆t. We model mechanical dissipation by
a master equation with a characteristic thermal decoher-
ence rate Γth ' kBT/h¯Q [44], where T is the support
temperature and Q the mechanical quality factor. As
the resonator state evolves from a coherent superposi-
tion into a classical mixture ' 12 (|0〉〈0|+ |α1〉〈α1|) (indi-
cated by the decay of the fringes of the Wigner function),
the contrast of the correlation 〈Z(t2)Z(t1)〉 degrades and
eventually vanishes completely. This illustrates, how the
Ramsey correlation method can be used to simultane-
ously prepare and probe the survival of quantum super-
position states. Since during the waiting time ∆t the
mechanical superposition is completely decoupled from
decoherence mechanisms affecting the qubit, this method
is particularly suited for high-Q resonators and levitated
objects [40, 46–50].
Leggett-Garg inequality. Following Leggett [51], the
observation of distinct quantum superpositions is only a
first, but still insufficient step to exclude a realistic pic-
ture at the macroscopic level. Macrorealism is defined
by the conjunction of two essential postulates [51]: “(i)
Macrorealism per se. A macroscopic object which has
available to it two or more macroscopically distinct states
is at any given time in a definite one of those states. (ii)
Non-invasive measurability. It is possible in principle to
determine which of these states the system is in without
any effect on the state itself or on the subsequent sys-
tem dynamics.” These assumptions allow the derivation
of LGIs of the type [4],
W = C(t1, t2) + C(t2, t3)− C(t1, t3) ≤ 1, (8)
which impose a bound on the correlations C(ti, tj) be-
tween variables with values of modulo smaller or equal
to 1, which are measured at different times ti < tj . The
present technique allows us to measure the correlations
between continuous modular observables of the resonator
by measuring the correlations between the dichotomic ob-
servables Z(ti) of the qubit.
According to the general result given in Eq. (5), the
correlations C(t1, t2) between two subsequent RMs are
C(t1, t2) =
1
2
[
cos(ϕ¯1 + ϕ¯2 + γ)〈D(α1 + α2)〉
+ cos(ϕ¯1 − ϕ¯2 − γ)〈D(α2 − α1)〉
]
.
(9)
For a resonator, which is initially prepared in a ther-
mal state with mean occupation number n¯ (which can
be lower than the equilibrium occupation number, when
the resonator is actively cooled), and assuming identical
measurements α(τ1) = α(τ2) = α, we obtain
C(ti, tj) =
1
2
[
cos(ϕ¯i + ϕ¯j + γij)e
−|α|2(2n¯+1)(1+cos θij)
+ cos(ϕ¯i − ϕ¯j − γij)e−|α|2(2n¯+1)(1−cos θij)
]
,
(10)
where θij = ω(tj − ti) and γij = |α|2 sin(θij). In the
following we restrict our discussion to equidistant time
intervals, where θ12 = θ23 = θ and θ13 = 2θ.
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FIG. 3. (colour online). The maximal value Wmax =
max{W |ϕ¯i ∈ [0, 2pi]} of the sum of the correlation functions
appearing on the left hand side of the LGI (8) is plotted as
a function of α = α(τ1) = α(τ2) and the free rotation angle
θ = ω(t2 − t1).
In Fig. 3 we plot the value of W as a function of
α and θ and maximized with respect to the three ad-
justable phases ϕ¯i. We see that a significant violation
of the LGI already occurs for α ∼ 0.5, where there is
still a considerable overlap between the displaced states.
For small α the violation of the LG inequality is max-
imal for ϕ¯1 = ϕ¯2 = pi and ϕ¯3 = pi/2, where W '
1 − |α|2(2n¯ + 1) + |α|2(sin θ − sin 2θ). For θ = 3pi/4
we obtain W ' 1 + |α|2(√2/2− 2n¯). This shows that in
principle it is possible to obtain nonclassical correlations
for arbitrary small α, but the violation is restricted to
very small thermal occupancies n¯ ≤ 0.35.
For |α|  1 the correlation function is essentially zero
except for θ ≈ pi, where two parts of the four partite
superposition given in Eq. (7) interfere [see Fig. 1 d)]. In
this limit the optimal choice is ϕ¯1 + ϕ¯2 = −pi/2, ϕ¯3 = ϕ¯1
and θ ≈ pi − pi/(2|α|2). In this case
W ' 3
2
(
1− pi
2
4|α|2 (2n¯+ 1)
)
, (11)
and an almost maximal violation W = 1.5 [52] can be
achieved for |α|  1. The violation is also robust with
respect to a finite thermal occupancy, which can be com-
pensated by increasing |α|, i.e. by displacing the oscil-
lator state by more than its thermal width. While for
a static coupling, |α| ≤ 2λ/ω, and for many implemen-
tations λ/ω < 1, the displacement amplitude can be in-
creased by periodically flipping the qubit state during
the measurement [1, 2, 44]. This leads to a parametric
amplification of the displacement amplitude up to maxi-
mal value |αmax| ≤ λpi ×min{T2, Tth}, which is limited by
the decoherence time T2 of the qubit and the mechanical
rethermalization time Tth = Γ
−1
th . Therefore, |αmax| ∼ 1
requires strong coupling conditions, which can be realis-
tically achieved with nanoresonators coupled to nitrogen-
vacancy centers in diamond [3, 17, 24] and have already
been experimentally demonstrated with superconducting
circuits [19, 26]. Both approaches can be adapted to se-
tups with fully levitated objects [47–50], where the me-
chanical trapping frequencies ω can be tuned close to zero
and ultra-high Q-values are expected.
Quantum vs. classical correlations. To show explic-
itly the difference between quantum and classical corre-
lations, we repeat the above analysis with a qubit, which
is modulated by an equivalent classical field xc(t) via the
Hamiltonian Hint =
√
2λxc(t)|e〉〈e|. Since before each
measurement the qubit is initialized in state |g〉, the
value of Z(tn) only depends on the accumulated phase
Φn = −
√
2λ
∫ tn
tn−τn xc(s)ds, and for a fixed trajectory
xc(t) we obtain p±(tn) = (1 ± cos(ϕn + Φn))/2. A gen-
eral two time correlation function is then given by
〈Z(ti)Z(tj)〉 =
∫
dΦidΦjP (Φi,Φj)
× cos(ϕi + Φi) cos(ϕj + Φj),
(12)
where P (Φi,Φj) is the joint probability function for ob-
taining Φi and Φj . Since the P (Φi,Φj) are derived from
a single probability distribution for the underlying pro-
cess xc(t) (which is independent of the measurement),
the correlations in Eq. (12) are necessarily bound by the
LGI [4, 44]. As a specific example we consider the field
xc(t) = A cos(ωt + δ0), with a random initial phase δ0
and a thermal distribution of the amplitude A. In this
case we obtain the correlation function [44]
C(t1, t2) =
1
2
[
cos(ϕ1 + ϕ2)e
−2|α(τ)|2〈x2c〉(1+ cos θ)
+ cos(ϕ1 − ϕ2)e−2|α(τ)|2〈x2c〉(1− cos θ)
]
.
(13)
This result closely resembles the quantum mechanical re-
sult in Eq. (10), apart from the phase γ = |α|2 sin θ. In
the quantum mechanical model this phase arises from
the non-commutativity of the two displacement opera-
tions and is responsible for the violation of the LGI.
Conclusions and outlook. In summary, we described an
experimentally feasible scheme for probing macroscopic
quantum superpositions via Ramsey correlation measure-
ments. We explicitly discussed the application of this
technique for testing LGIs for massive mechanical res-
onators, but the method could be applied for other tests
of quantum mechanics as well. For example, in the spe-
cial case of commuting displacement operators the three-
point correlations given in Eq. (5) reduce to
〈Z(t3)Z(t2)Z(t1)〉 = Tr{Qt3Qt2Qt1ρ0}, (14)
and measures correlation functions of three modular vari-
ables. Plastino and Cabello [32] have shown that such
correlation functions can be used to test quantum con-
textuality in a two mode continuous variable system
and a generalization of our method to two or multiple
modes [53] provides a simple technique to implement such
5and related experiments. It must be acknowledged that
assumptions (i) and (ii) can only be tested jointly, and
therefore the non-invasive measurability is assumed here
to be valid in a macrorealistic theory [51]. In addition,
specific invasive hidden variable models can be excluded
by complementary measurements [54] and for more rig-
orous studies a generalization of our scheme to space-like
separated resonators can be envisioned, where any inva-
sive influence of measurements must be superluminal in
order to explain quantum correlations.
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6SUPPLEMENTARY MATERIAL
This supporting information provides detailed derivations of various results presented in the main part of the paper
and generalizes the analysis to modulated qubit-resonator couplings for amplifying the displacement amplitude.
I. STATE DEPENDENT DISPLACEMENTS & MODULATED COUPLINGS
We first present the general results for the evolution operator generated by Hamiltonian (1) in the paper. Compared
to the purely static coupling discussed in the main text, here we also include the possibility to modulate the coupling
by applying fast pi-pulses to flip the state of the qubit during the measurement process [1, 2]. These spin flips are
taken into account by changing into a ‘toggling frame’ [2], where the total Hamiltonian (in the frame rotating with
the bare qubit frequency ωq) is given by
H(t) = ωma
†a+
[
∆(t) + λ(a+ a†)
]
(fg(t)|g〉〈g|+ fe(t)|e〉〈e|) . (15)
The function fe(t) = 1, 0, where fe(t = 0) = 1, tracks the qubit population, which is initially in the excited state and
changes between 0 and 1 every time the qubit is flipped. Similarly, fg(t) = 1− fe(t). For completeness, Eq. (15) also
includes a classical frequency shift ∆(t). We write the total evolution operator generated by H(t) as
U(t) = T e−i
∫ t
0
H(s)ds = U0(t)
[
U˜g(t)|g〉〈g|+ U˜e(t)|e〉〈e|
]
, (16)
where U0(t) = e
−iωa†at is the free evolution of the resonator and
∂tU˜e,g(t) = −ife,g(t)
[
∆(t) + λ
(
ae−iωt + a†eiωt
)]
U˜e,g(t). (17)
This equation can be solved by the ansatz
U˜e,g(t) = e
iφe,g(t)D(α˜e,g(t)), (18)
where D(α) = eαa†−α∗a is the displacement operator. By reinserting this ansatz back into Eq. (17) we obtain
˙˜αe,g = −iλfe,g(t)eiωt, φ˙e,g = i
2
(
α˜e,g ˙˜α
∗
e,g − ˙˜αe,gα˜∗e,g
)− fe,g(t)∆(t), (19)
with general solutions
α˜e,g(t) = −iλ
∫ t
0
ds fe,g(s)e
iωs, (20)
and
φe,g(t) = λ
2
∫ t
0
ds1
∫ s1
0
ds2 fe,g(s1)fe,g(s2) sin(ω(s1 − s2))−
∫ t
0
ds fe,g(s)∆(s). (21)
For the analysis of the correlation functions discussed below we revert the ordering between the free evolution and
the displacement operators in Eq. (16), and write the evolution operator as
U(t) = Uα(t)U0(t), (22)
where
Uα(t) =
[
eiφg(t)D(αg(t))|g〉〈g|+ eiφe(t)D(αe(t))|e〉〈e|
]
. (23)
In this case the displacement amplitudes
αe,g(t) = e
−iωtα˜e,g(t) = −iλ
∫ t
0
ds fe,g(s)e
−iω(t−s), (24)
correspond to the coherent state amplitudes generated from a resonator initially prepared in the ground state.
7A. Static coupling
For a static coupling we have fe(t) = 1 and fg(t) = 0. Therefore, αg(t) = φg(t) = 0 and
α(t) ≡ αe(t) = λ
ω
(
e−iωt − 1) , φ(t) ≡ φe(t) = λ2
ω2
(ωt− sinωt)− φc(t). (25)
These are the results discussed in the main part of the paper, with an additional phase φc(t) =
∫ t
0
ds∆(s) from
classical modulations of the qubit frequency.
B. Modulated coupling
The maximal state dependent displacement amplitude can be amplified by periodically flipping the qubit state
during the measurement. In this case both qubit components get displaced, αe,g(t) 6= 0, according to the results
derived above. In Sec. II below we show that for the creation and detection of superposition states or for the
measurement of single modular variables the relevant quantities are the relative displacement amplitude
α(t) ≡ αe(t)− αg(t) = −iλ
∫ t
0
ds f−(s)e−iω(t−s), (26)
and the total phase
φ(τ) ≡φe(τ)− φg(τ)− Im{αg(τ)α∗e(τ)} = λ2
∫ t
0
dt1
∫ t1
0
dt2 f−(t1)f+(t2) sin(ω(t1 − t2))−
∫ t
0
ds f−(s)∆(s), (27)
where we have defined
f±(t) = fe(t)± fg(t). (28)
For a total number of Np equally spaced pi-pulses separated by a time τp we obtain
α(t) =− iλe−iωt
Np∑
n=0
(−1)neiωnτp
∫ τp
0
ds eiωs =
λ
ω
e−iωτpNp
(
1− eiωτp) Np∑
n=0
(−eiωτp)n . (29)
For a resonant modulation, τp = pi/ω, this leads to
α (t = (Np + 1)τp) = (−1)Np 2λ
ω
Np, (30)
and the displacement amplitude increases proportional to the number of applied pulses.
C. Asymmetric displacement
As we show in Sec. II. D. below, for the violation of the Leggett-Garg inequality not only the relative amplitude
α = αe − αg matters, but also the combination (αe − αg)(αe + αg) appears in the expression of the additional phase
γ. The sum of the two displacements is given by
αe + αg = −iλ
∫ t
0
ds (fe(s) + fg(s))e
−iω(t−s) = −iλ
∫ t
0
ds e−iω(t−s) =
λ
ω
(
e−iωt − 1) , (31)
and for a static coupling with a two level system it cannot be amplified by a simple pi-pulse sequence. However, an
asymmetric amplification |αe|  |αg| can still be achieved in certain variations of the present system. One possibility
is to implement directly a time dependent coupling λ → λ(t). This can be achieved, for a example, by coupling a
resonator to a superconducting qubit and by modulating the charge on the resonator. Another possibility is to use a
three level system as in the case of a NV center [3] with three spin states |ms = 0,±1〉. In this case fe,g(t) = 0,±1
and the following strategy can be applied: After creating the initial superposition between |g〉 = |ms = 0〉 and
|e〉 = |ms = +1〉 the state |g〉 is transferred to |ms = −1〉, where is remains for the rest of the sequence. Therefore,
fg(t) = −1 and if the total time τ is a multiple of 2pi/ω, αg(τ) = 0. In turn, the state |e〉 can be flipped with a period
τp = pi/ω between |ms = 1〉 and |ms = 0〉 to implement a resonant amplification as discussed above.
8II. RAMSEY MEASUREMENTS & CORRELATION FUNCTIONS
In this section we detail the derivation of the correlation function for two and multiple Ramsey measurements
(RMs). The following results are derived for a purely unitary evolution. The effect of dissipation is discussed in Sec.
IV.
A. Ramsey measurements and modular variables
We first consider a single measurement. At the beginning of the Ramsey sequence the qubit is initialized in state
|g〉. The pulse sequence specified in the main part of the paper corresponds to the evolution operator
UM (ϕ, τ) = Rpi/2(0)Uα(τ)U0(τ)Rpi/2(ϕ), (32)
acting on the combined qubit-resonator system. Here the Rpi/2(ϕ) denote pi/2-rotations of the qubit with an adjustable
phase ϕ, which in the basis {|g〉, |e〉} is defined as
Rpi/2(ϕ) =
1√
2
(
1 eiϕ
−e−iϕ 1
)
. (33)
The evolution between the pulses, Uα(τ)U0(τ), describes the qubit-resonator interaction for a measurement time τ as
defined in Sec. I. If we assume that right before the measurement the resonator is prepared in a pure state |ψ〉 the
state of the system after this pulse sequence is
UM (ϕ, τ)|g〉|ψ〉 =E−(ϕ, τ)|ψ〉|g〉+ E+(ϕ, τ)|ψ〉|e〉, (34)
where
E±(ϕ, τ) =
1
2
(
eiφg(τ)D(αg(τ))± ei(φe(τ)+ϕ)D(αe(τ))
)
U0(τ), (35)
are Kraus operators which act on the resonator state and fulfill the normalization condition
E†+E+ + E
†
−E− = 1. (36)
More generally, if at the initial time t0 the resonator is in an arbitrary state ρ0, the total system density operator
after the pulse sequence is
UM (ϕ, τ) (|g〉〈g| ⊗ ρ0)U†M (ϕ, τ) = |g〉〈g| ⊗ E−(ϕ, τ)ρ0E†−(ϕ, τ) + |e〉〈e| ⊗ E+(ϕ, τ)ρ0E†+(ϕ, τ) (37)
+|g〉〈e| ⊗ E−(ϕ, τ)ρ0E†+(ϕ, τ) + |e〉〈g| ⊗ E+(ϕ, τ)ρ0E†−(ϕ, τ). (38)
Tracing over the spin degrees of freedom gives
ρ(t1) = E−(ϕ, τ)ρ0E
†
−(ϕ, τ) + E+(ϕ, τ)ρ0E
†
+(ϕ, τ), (39)
for the unconditioned resonator state at time t1 = t0 + τ . The probabilities p+ and p− for finding the qubit in state
|e〉 and |g〉, respectively, are then given by
p±(t1) = Tr{E±(ϕ, τ)ρ0E†±(ϕ, τ)}. (40)
Depending on the measurement outcome the conditioned resonator state is
ρ±(t1) =
E±(ϕ, τ)ρ0E
†
±(ϕ, τ)
p±(t1)
. (41)
To simplify the expressions for the probabilities p± we use D(α)D(β) = eiIm(αβ∗)D(α+ β) and write
ei(φe−φg+ϕ)D†(αg(τ))D(αe(τ)) ≡ ei(ϕ+φ(τ))D(α(τ)), (42)
9where the amplitude difference α(τ) = αe(τ) − αg(τ) and the total phase φ(τ) are defined in Eqs. (26) and (27),
respectively. By setting ϕ¯ = ϕ+ φ(τ) we obtain
p±(t1) =
1
2
[
1± Tr{Q(ϕ¯, α(τ))U0(t1)ρ0U†0 (t1)}
]
, (43)
where
Q(ϕ, α) =
1
2
(
eiϕD(α) + e−iϕD†(α)) = cos (ϕ+ iα∗a− iαa†) . (44)
If we denote by Z(t1) = ±1 the dichotomic variable describing the measurement outcome at time t1 = t0 + τ , we
obtain
〈Z(t1)〉 = p+(t1)− p−(t1) = Tr{Q(ϕ¯, α1)ρ0}, (45)
where we have used U†0 (t1)Q(ϕ¯, α(τ))U0(t1) = Q(ϕ¯, α1) with the convention αn = e
iωtnα(τn). Therefore, a single RM
measures the expectation value of the modular variable Q(ϕ¯, α1) with respect to ρ0. By writing α1 = αR + iαI we
finally obtain
Q(ϕ¯, α1) = cos
(
ϕ¯+
√
2αI x−
√
2αR p
)
, (46)
where x = (a+ a†)/
√
2 and p = i(a† − a)/√2.
B. Correlations: general results
We now generalize the above considerations for a sequence of measurements. We set t0 = 0 the time right before
the first measurement and denote by tn the time after the n-th RM is complete. The variables Z(tn) = ±1 describe
the outcome of the respective measurements. Each Ramsey sequence is characterized by displacement amplitudes
αe(τn) and αg(τn), an adjustable phase of the first pi/2-pulse ϕn and the geometric phases φe,n ≡ φe,n(τn) and
φg,n ≡ φg,n(τn) as defined above. Starting from the initial resonator density operator ρ0 = ρ(t0) the state condition
on the first measurement outcome η1 = ± is
ρη1(t1) = Eη1(τ1)ρ0E
†
η1(τ1)/pη1 . (47)
This state evolves freely for a time t2 − τ2 − t1 and then a second measurement is performed. By repeating the
arguments from above, the probabilities for this second measurement, conditioned on the first outcome, are given by
p±|η1 =
1
2
(
1± Tr{Q(ϕ¯2, α(τ2))U0(t2 − t1)ρη1(t1)U†0 (t2 − t1)}
)
. (48)
Therefore, the conditioned expectation value of the second measurement is
〈Z(t2)〉η1 = p+|η1 − p−|η1 = Tr{Q(ϕ¯2, α2)ρη1(t2)}, (49)
where ρη1(t2) = U0(t2 − t1)ρη11 (t1)U†0 (t2 − t1) denotes the time evolved conditioned density operator. The two point
correlation function between two successive measurements is
〈Z(t2)Z(t1)〉 = (p+|+ − p−|+)p+ + (p−|− − p+|−)p−
= Tr{Q(ϕ¯2, α2)(p+ρ+(t2)− p−ρ−(t2))}.
(50)
To write the resulting expression in a compact form we define the following superoperator
Qtnρ :=
1
2
(
ei(φe,n+ϕn−φg,n)D(αe,n)ρD†(αg,n) + e−i(φe,n+ϕn−φg,n)D(αg,n)ρD†(αe,n)
)
, (51)
where as above we have used the abbreviation αe,n = e
iω(tn−t0)αe(τn), etc. In the following it is assumed t0 = 0 for
brevity. With this notation we obtain
〈Z(t1)〉 = Tr{Qt1ρ0}, (52)
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and
〈Z(t2)Z(t1)〉 = Tr{Qt2Qt1ρ0}. (53)
The same analysis can be generalized to higher order correlation functions. For example,
〈Z(t3)Z(t2)Z(t1)〉 =p+(t1)〈Z(t3)Z(t2)〉η1=+ − p−(t1)〈Z(t3)Z(t2)〉η1=− = Tr{Qt3Qt2Qt1ρ0}, (54)
where 〈·〉η1 denotes the average with respect to the conditioned density operator after the first measurement. By
iterating this argument we obtain
〈Z(tn) . . . Z(t2)Z(t1)〉 = Tr{Qtn . . .Qt2Qt1ρ0}. (55)
C. Two-time correlations: static coupling
We now evaluate the two time correlation function 〈Z(t2)Z(t1)〉 for the case of static coupling discussed in the main
part of the paper. In this case αg = φg = 0 and we obtain
Qtnρ :=
1
2
(
eiϕ¯nD(αn)ρ+ e−iϕ¯nρD†(αn)
)
, (56)
where ϕ¯n = ϕn + φe,n, αn ≡ αe,n = α(τn)eiωtn . The full expression for the correlation function is
〈Z(t2)Z(t1)〉 =1
4
Tr
{(
eiϕ¯2D(α2) + e−iϕ¯2D†(α2)
) (
eiϕ¯1D(α1)ρ0 + ρ0e−iϕ¯1D†(α1)
)}
=
1
4
[
〈ei(ϕ¯1+ϕ¯2)D(α2)D(α1)〉+ 〈ei(ϕ¯1−ϕ¯2)D†(α2)D(α1)〉+ c.c.
]
.
(57)
Using
D(α2)D(α1) =eiIm{α2α∗1}D(α1 + α2),
D†(α2)D(α1) =e−iIm{α2α∗1}D(α1 − α2),
(58)
we finally obtain
〈Z(t2)Z(t1)〉 =1
2
[cos(ϕ¯1 + ϕ¯2 + γ)〈D(α1 + α2)〉+ cos(ϕ¯1 − ϕ¯2 − γ)〈D(α1 − α2)〉] , (59)
where
γ = Im{α2α∗1} = Im{α(τ2)α∗(τ1)eiω(t2−t1)}. (60)
For identical measurements α(τi) = α, θ = ω(t2−t1) and assuming that ρ0 is in a thermal state with mean occupation
n¯ this result leads to Eq. (10) in the main part of the paper.
D. Two-time correlations: modulated coupling
We now consider the case of a modulated coupling where αe,n 6= 0 and αg,n 6= 0. As already shown above, for the
second measurement only the difference α2 = αe,2 −αg,2 and the combined phase φ2 as defined in Eq. (27) appear in
the expectation value, i.e.,
Tr {Qt2Qt1ρ0} =
1
2
Tr
{(
ei(ϕ2+φ2)D(α2) + e−i(ϕ2+φ2)D†(α2)
)
Qt1ρ0
}
. (61)
By introducing again ϕ¯2 = ϕ2 + φ2 the total correlation function is given by
〈Z(t2)Z(t1)〉 =1
4
[
Tr
{D†(αg,1) (eiϕ¯2D(α2) + e−iϕ¯2D†(α2))D(αe,1)ρ0}+ c.c.] . (62)
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We reorder the operators according to
ei(φe,1−φg,1+ϕ1)D†(αg,1)D(α2)D(αe,1) = ei(φ1+ϕ1)eiφ′D(α2)D(α1),
ei(φe,1−φg,1+ϕ1)D†(αg,1)D†(α2)D(αe,1) = ei(φ1+ϕ1)e−iφ′D†(α2)D(α1),
(63)
where α1 = (αe,1 − αg,1)eiωt1 , φ1 is the combined phase [as defined in Eq. (27)] of the first measurement and
φ′ = 2Im{α∗g,1α2}. (64)
In total we obtain
〈Z(t2)Z(t1)〉 =1
2
[cos(ϕ¯1 + ϕ¯2 + γ)〈D(αt1 + αt2)〉+ cos(ϕ¯1 − ϕ¯2 − γ)〈D(αt1 − αt2)〉] , (65)
where now
γ = Im{α2α∗1}+ 2Im{α∗g,1α2} = Im{α(τ2)(αe(τ1) + αg(τ1))∗eiω(t2−t1)}. (66)
This means that the correlation functions for a modulated coupling are essentially the same as in the case for a static
coupling, but with α = αe − αg. However, there is a difference in the geometric phase γ, which scales as
γ ∼ (αe,2 − αg,2)(αe,1 + αg,1)∗. (67)
Therefore, for the violation of the Leggett-Garg inequality it is advantageous to have an asymmetric displacement
|αe|  1 but |αg|  |αe|, which can be achieved with the methods outlined in the end of Sec. I.
III. CLASSICAL CORRELATIONS
In this section we now re-evaluate the Ramsey correlation measurement for a Hamiltonian
H =
√
2λxc(t)|e〉〈e|, (68)
which describe the case where the qubit frequency is modulated by a classical random field xc(t) (the factor
√
2 has
been introduce to have the direct correspondence xc ↔ x = (a+a†)/
√
2). Since before each measurement the qubit is
initialized in state |g〉 and has no memory of previous events, the measurement outcome at time tn is only a function
of the accumulated phase
Φn = −
√
2λ
∫ tn
tn−τn
xc(s)ds. (69)
More precisely, the probabilities to measure Z(tn) = ±1 are given by
p±(tn) =
∫
dΦn Pn(Φn)
1
2
(1± cos(ϕn + Φn)) , (70)
where Pn(Φn) is the classical probability distribution for the accumulated phase Φn. Similarly, the joint probabilities
for two measurements are, for example,
p++(tn, tm) =
∫
dΦndΦm Pnm(Φn,Φm)
1
2
(1 + cos(ϕn + Φn))
1
2
(1 + cos(ϕn + Φm)) , (71)
where Pnm(Φn,Φm) is the joint probability distribution for Φn and Φm, and so on. A general two point correlation
is then given by
〈Z(tn)Z(tm)〉 =
∫
dΦndΦmPnm(Φn,Φm) cos(ϕn + Φn) cos(ϕm + Φm). (72)
For the derivation of the Wigner-type LGI it is assumed that the Pn(Φn) and Pnm(Φn,Φm) are marginals of a single
joint distribution P (Φ1,Φ2,Φ3) [4], e.g.,
P13(Φ1,Φ3) ≡ P (Φ1,Φ3) =
∫
dΦ2 P (Φ1,Φ2,Φ3). (73)
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This conditions follows from a macrorealistic description of xc(t) and the assumptions of non-invasive measurements.
If this property holds for the P (Φn,Φm) it is also true for the probabilities pηnηm(tn, tm), e.g.,
p++(t1, t3) =
∑
η2=±
p+η2+(t1, t2, t3), (74)
etc. Therefore, under these conditions the proof for the LGI holds for the correlations 〈Z(tn)Z(tm)〉.
A. Example: classical thermal oscillator
To illustrate the difference between quantum and classical correlation we now consider the coupling of the measure-
ment qubit to a classical oscillating field of the form
xc(t) = A cos(ωt+ δ0). (75)
For a fixed amplitude A > 0 and initial phase δ0 we obtain
Φn = A
√
2λ
ω
[sin(ωtn − ωτn + δ0)− sin(tnω + δ0)] = −
√
8Aλ
ω
cos((tn + τn/2)ω + δ0) sin(τnω/2). (76)
For comparison with the quantum mechanical correlations discussed in the paper we consider the following random
distribution
P (A, δ0) =
A
2pi〈x2c〉
e
− A2
2〈x2c〉 , (77)
which corresponds to that of an oscillating field in a thermal state with variance 〈x2c〉. For the first measurement we
obtain
〈Z(t1)〉 =
∫ 2pi
0
dδ0
∫ ∞
0
dAP (A, δ0) cos
(
ϕ1 −
√
8Aλ
ω
cos((t1 + τ1/2)ω + δ0) sin(τ1ω/2)
)
. (78)
Using the Jacobi-Anger identity
cos(ϕ+ a cos(δ)) =
1
2
∞∑
n=−∞
[
ineiϕ + (−i)ne−iϕ] Jn(a)eiδn, (79)
and the integrals
1
2pi
∫ 2pi
0
dδ cos(ϕ+ a cos(δ)) = cos(ϕ)J0(a),
1
a2
∫ ∞
0
dxxe−x
2/(2a2)J0(xb) = e
−a2b2/2, (80)
we obtain
〈Z(t1)〉 = cos(ϕ1)e−
4λ2〈x2c〉
ω2
sin2(
ωτ1
2 ) = cos(ϕ1)e
−|α(τ1)|2〈x2c〉, (81)
where we have used α(τ) = λ/ω(e−iωτ − 1) for a static coupling. This expectation value exhibits similar collapse and
revivals signatures as obtained from the quantum mechanical calculation. For the two-point correlation function with
τ1 = τ2 = τ we obtain
〈Z(t2)Z(t1)〉 =
∫ 2pi
0
dδ0
∫ ∞
0
dAP (A, δ0) cos
(
ϕ1 −
√
8Aλ
ω
cos((t1 + τ/2)ω + δ0) sin(τω/2)
)
× cos
(
ϕ2 −
√
8Aλ
ω
cos((t2 + τ/2)ω + δ0) sin(τω/2)
)
.
(82)
Similar as above, we first integrate over the uniform δ0 distribution, where we use
1
2pi
∫ 2pi
0
dδ cos(ϕ1 + a1 cos(δ)) cos(ϕ2 + a2 cos(δ + θ))
=
1
4
[
ei(ϕ1+ϕ2)J0
(|a1 + a2eiθ|)+ ei(ϕ1−ϕ2)J0 (|a1 − a2eiθ|)+ c.c.] . (83)
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Finally, after performing the integral over A and setting θ = ω(t2 − t1) we end up with
〈Z(t2)Z(t1)〉 = 1
2
[
cos(ϕ1 + ϕ2)e
−2|α(τ)|2〈x2c〉[1+ cos(θ)] + cos(ϕ1 − ϕ2)e−2|α(τ)|2〈x2c〉[1− cos(θ)]
]
. (84)
Again, the general form of this classical correlation function is very similar to the quantum mechanical predictions.
However, in the quantum case there appears an additional phase cos(ϕ1 ±ϕ2)→ cos(ϕ1 ±ϕ2 ± |α(τ)|2 sin(θ)), which
is responsible for the appearance of non-classical correlations.
IV. DECOHERENCE
In this section we evaluate the effect of qubit decoherence and mechanical decoherence due to a weak coupling of
the resonator to a finite temperature bath. We model these decoherence processes by a master equation of the form
ρ˙ = Lρ = −i[H, ρ] + Lqρ+ Lmρ, (85)
where
Lqρ = 1
2T2
(σzρσz − ρ) , (86)
describes the qubit dephasing with dephasing time T2 and
Lmρ = Γ
2
(N + 1)(2aρa† − a†aρ− ρa†a) + Γ
2
N(2a†ρa− aa†ρ− ρaa†), (87)
describes the mechanical dissipation, where Γ = ω/Q is the mechanical damping rate for mechanical resonator with
quality factor Q and N = 1/(eh¯ω/kBT − 1) is the equilibrium occupation number. In the high temperature limit
N  1 we obtain Γth = ΓN ' kBT/(h¯Q) as the relevant mechanical decoherence rate.
A. Decay of correlations
We first consider the limit ∆t τ , where the effect of decoherence during the Ramsey sequences can be neglected
and we denote by ρη1=±(t1) the conditioned density operator after the first measurement. In this case the conditioned
probabilities for the second measurement are
p±|η1(t2) =
1
2
(
1± Re{eiϕ¯2χη1(α(τ2), t2)}
)
, (88)
where χη1(β, t2) = Tr{D(β)ρη1(t2)} is the characteristic function of the density operator ρη1(t2) = eL(t2−t1)ρη1(t1).
From the master equation (85) we can derive the Fokker-Planck equation
χ˙η1(β) =
[
iΩβ
∂
∂β
− iΩ∗β∗ ∂
∂β∗
− Γ
2
(2N + 1)|β|2
]
χη1(β), (89)
for the evolution of χη1(β, t), where Ω = ω + iΓ/2. The general solution of this equation is
χη1(β, t2) = e
−(N+1/2)|β|2(1−e−Γ(t2−t1))χη1
(
βe(iω−Γ/2)(t2−t1), t2 = t1
)
, (90)
from which we obtain the evolution of the conditioned probabilities p±|η1(t2) and the two-time correlation function
C(t1, t2) ≡ C(α2,∆t ' t2 − t1),
C(α2,∆t) = e
−(N+1/2)|α2|2(1−e−Γ∆t)C(α2e−
Γ∆t
2 ,∆t)
∣∣∣
Γ=0
. (91)
The Wigner function of the initial superposition state |ψ+〉 plotted in Fig. 2a) of the main text is defined as
W(ξ, ξ∗) = 1
pi2
∫
d2β e−βξ
∗+β∗ξχ+(β, t1).
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During the waiting time ∆t it evolves as [5]
W(ξ, ξ∗,∆t) = 1
2piνp+
[
e
−2|ξ|2
ν + e
−2|ξ−α1e−Γ∆t/2|2
ν
+ 2e
−2|ξ−α12 e−Γ∆t/2|2
ν e−
|α1|2
2 (1− e
−Γ∆t
ν ) cos
(
ϕ1 +
2
ν
Imξ∗α1e−
Γ∆t
2
)]
,
where we defined ν = 1 + 2N(1− e−Γ∆t).
B. Effect of decoherence during the measurement process
Let us now consider the effect of decoherence during a single measurement only. If we denote by ρ0 the initial
resonator density operator, the total state at the end of the Ramsey sequence is
ρ(τ) = Rpi/2(0)e
Lτ
(
Rpi/2(ϕ)ρ0 ⊗ |g〉〈g|R†pi/2(ϕ)
)
R†pi/2(0). (92)
For the expectation value at t1 = t0 + τ we obtain
〈Z(t1)〉 = Re Tr{eiϕρeg(τ)}, (93)
where ρeg(t) = 〈e|eLt(ρ0 ⊗ |e〉〈g|)|g〉 is the reduced operator describing the qubit coherence. According to the master
equation (85) and Hamiltonian (1) in the main text this operator evolves as
ρ˙eg = −
(
if−(t)∆(t) +
1
T2
)
ρeg − iω[a†a, ρeg]− iλfe(t)(a† + a)ρeg + iλfg(t)ρeg(a† + a) + Lmρeg. (94)
Equivalently, we can define the characteristic function χeg(β, t) = Tr{D(β)ρeg(t)} and write
〈Z(t1)〉 = Re {eiϕχeg(β = 0, t)}. (95)
The evolution of the characteristic function is given by the Fokker-Planck equation
χ˙eg(β) =iω
(
β
∂
∂β
− β∗ ∂
∂β∗
)
χeg(β)− Γ
2
(
β
∂
∂β
+ β∗
∂
∂β∗
)
χeg(β)− Γ
2
(2N + 1)|β|2χeg(β)
−
(
if−(t)∆(t) +
1
T2
)
χeg(β) + iλf+(t)
(
β + β∗
2
)
χeg(β)− iλf−(t)
(
∂
∂β
− ∂
∂β∗
)
χeg(β).
(96)
We solve this equation in three steps. First we make the ansatz
χeg(β, t) = e
−t/(T2)eiφ(t)eβα
∗
+(t)−β∗α+(t)χI(β, t), (97)
where
α˙+ = −(iω + Γ/2)α+ − iλf+(t)/2, (98)
and
φ˙ = −f−(t)∆(t)− λf−(t)(α+(t) + α∗+(t)). (99)
For the remaining equation for χI(β, t) we introduce again Ω = ω + iΓ/2 and write it as
χ˙I(β, t) =
[
i (Ωβ − λf−(t)) ∂
∂β
− i (Ω∗β∗ − λf−(t)) ∂
∂β∗
− Γ
2
(2N + 1)|β|2
]
χI(β, t). (100)
We now make the second ansatz
χI(β, t) = e
−(N+ 12 )(|β|2−βα∗−(t)−β∗α−(t)+ζ(t))χII(β, t), (101)
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where
α˙− = −(iω + Γ/2)α− − iλf−(t), (102)
and
ζ˙ = −iλf−(t)(α− − α∗−). (103)
This leaves us with the remaining equation for χII(β, t), which is given by
χ˙II(β, t) =
[
i (Ωβ − λf−(t)) ∂
∂β
− i (Ω∗β∗ − λf−(t)) ∂
∂β∗
]
χII(β, t). (104)
This equation is solved by any function of the form
χII(β, t) ≡ χII
(
x = eiΩtβ − iλ
∫ t
0
eiΩsf−(s)ds
)
, (105)
and the specific expression for χII(x) is determined by the initial conditions
χII(x) = e
(2N+1)|x|2/2χeg(x, t = 0). (106)
For an initial thermal state χII(x) = 1 and therefore
〈Z(t1)〉 = Re {eiϕχeg(β = 0, t)} = cos (ϕ+ φ(t)) e−t/(T2)e−(N+ 12 )ζ(t). (107)
For a static coupling and Γ ω we obtain
ζ(t) ' 2λ
2
ω2
[
(1− cos(ωt)e−Γt/2) + Γt
2
]
. (108)
This shows that for λ ∼ ω the signal of a single measurement decays with a total decoherence rate
Γdec =
1
T2
+ (2N + 1) Γ. (109)
For kBT  h¯ω we obtain NΓ ' kBT/h¯Q, which then reproduces the decoherence time scales mentioned in the main
text. Similar conclusions are obtain, when starting from a precooled state n¯  N or for λ  ω, when a pi-pulse
sequence is obtained to amplify the displacement amplitude [2], but the results are rather lengthy and not discussed
in detail here.
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