ABSTRACT Due to the wide variety of medical images and the complexity of the human body structure, the characteristics of manual extraction of medical images are difficult, the adaptive ability is poor, and the classification effect needs to be improved. Aiming at the shortcomings of traditional medical image recognition methods, this paper proposes an adaptive convolutional neural network model CNN-BN-PReLU based on the convolutional neural network method. The model first performs batch normalization (BN) processing on the input of each feature map of each layer of network, and then adaptively adjusts the parameters by using Parametric Rectified Linear Unit (PReLU) to compare the BN algorithm. Based on the performance before and after the activation function, an adaptive convolutional neural network model is constructed. The experimental results show that the model can abstract the image features without artificial intervention, speed up the network convergence speed and shorten the training time, and significantly improve the image recognition rate and reduce the misdiagnosis rate and missed diagnosis rate of the disease.
I. INTRODUCTION
Every aspect of human life contains shadows of images. With the continuous development of science and technology, many researchers have done a lot of research on digital images, and applied them to actual production and life, and constantly improve people's lives. Now digital images the development of processing technology is at a new stage. Medical image processing technology uses medical images as information carriers to establish and optimize mathematical models as solutions to practical medical problems and life. Medical image pattern recognition technology is an important part of medical image processing. Its main function is to analyze the medical information in the image by computer's high-speed computing ability, automatically process some important medical information, and then assist the doctor to complete the classification of certain diseases to identify the problem. Convolutional neural network method is an emerging technology in the field of pattern recognition that imitates
The associate editor coordinating the review of this manuscript and approving it for publication was Wei Wei. the automatic learning process of human brain. It is developed by researchers for early neural network research and has been successfully applied to various types of image processing problems [1] - [3] , has a strong adaptability. Combined with the problems encountered in brain image recognition research, it is of great significance to carry out the application of convolutional neural network in brain image classification and recognition [3] .
In recent years, brain image recognition technology has played a good role in the analysis and processing of medical images, and has been gradually applied to the analysis and diagnosis of brain diseases, making great contributions to medical and medical undertakings. Shen uses rough sets for patient basic information processing [4] . Bourouis et al. used image processing technology and an artificial neural network-based image classifier to automatically analyze retinal images and classify images according to disease conditions [5] , [6] . Chaves et al. applied artificial neural networks to brain images, using several pattern classifiers, including K-nearest neighbors, classification trees, support vector machines, and templates combined with feedforward Research is conducted to analyze the condition of patients with Alzheimer's disease, which will help early identification of Alzheimer's disease [7] . Wang et al. used support vector machines for the efficient classification of X-ray brain images to aid in the diagnosis and treatment of diseases [8] .
With the continuous development of brain image theory and the increasing demand for brain images, feature extraction, multi-classifier combination and distributed recognition systems have emerged. Avci et al. proposed a new technique based on adaptive wavelet entropy energy and neural network classifier for brain cell recognition of microscopic image rotation and scaling. Discrete wavelet transform and adaptive wavelet entropy and energy were used in the feature extraction phase. Adaptive feature extraction enhances the excellent characteristics of artificial neural network classifiers [9] . Paker et al. used the attribute-weighted K-center clustering algorithm to preprocess the brain image data, and then use the support vector machine for analysis and identification [10] . Medeiros et al. established a fuzzy temporal rule classifier based on fuzzy rough sets and temporal logic, which achieved good results [11] . Haghshenas et al. classify X-ray brain images by radial basis network classifier, and use simulated annealing algorithm to avoid the network falling into local optimum and optimize the adaptive network structure [12] . Zheng applied fuzzy rough sets to gene selection in gene expression profiling [13] . In the study of multimodal brain images, Tian used the support vector machine to train and test its boundary features, radius and area ratio [14] . When Su et al. studied the brain magnetic resonance image of human brain, the brain image was first transformed from the spatial domain to the frequency domain, and then the texture feature extraction was performed. The support vector machine was used to distinguish between the lesion and the non-lesion image [15] . Hao et al. have some redundancy in the diagnosis of cancer symptom data, and the rough set theory is used to simplify the data attributes and improve the accuracy of cancer symptom classification [16] .
The quality of feature selection directly affects the final result of classification recognition. Therefore, it is very important to select good features. However, in the traditional method, the selection of features is based on artificial, the process of manually selecting features is more complicated, and the obtained results are unstable and the adaptability is not strong. The convolutional neural network theory breaks through the bottleneck of manual selection features, and continuously surpasses the traditional recognition algorithm in classification and recognition. The successful application in brain image classification and recognition has caused great response and provided new research for medical image classification and recognition research vitality. In 1995, David Field and others demonstrated that some basic structural features can combine a wide variety of complex structures [17] . As shown in Figure 1 , an image can be decomposed into 64 basic structures, which are combined with several texture structures. According to the different weights of the infrastructure, they can be combined into a new image representation.
Aiming at the cumbersome process of traditional brain image recognition algorithm and difficulty in feature extraction, this chapter proposes an adaptive convolutional neural network model. This model is not a convolutional neural network in the past. Instead, it uses a batch normalization algorithm to speed up the training. A parametric linear correction unit is used to improve the classification accuracy. The model firstly performs batch normalization on the input of each feature map of each layer of network, and then adaptively adjusts the parameters by using the parameterized linear correction unit to compare the performance of the batch normalization algorithm before and after the activation function. Adapt to the convolutional neural network model. Compared with the two classical convolutional neural network models, the model not only accelerates the network convergence speed, shortens the training time, but also significantly improves the image recognition rate and reduces the rate of misdiagnosis and missed diagnosis.
Specifically, the technical contributions of our paper can be concluded as follows:
First: In this paper, the research status of deep learning in brain images and the challenges and deficiencies of traditional brain image recognition methods are described and summarized in detail. The related methods and models of convolutional neural network are studied. The network layers and the number of convolution kernels are also discussed. The structural parameters are systematically studied and analyzed, which provides reference value for the construction of convolutional neural networks.
Second: An adaptive convolutional neural network model is proposed. The model not only speeds up the network convergence speed, shortens the training time, but also significantly improves the image recognition rate and reduces the rate of misdiagnosis and missed diagnosis.
The rest of our paper was organized as follows. Theory of convolutional neural network was introduced in Section II. Section III described related theoretical derivation of the proposed system. Experimental results and analysis were discussed in detail in Section IV. Finally, Section V concluded the whole paper.
II. THEORY OF CONVOLUTIONAL NEURAL NETWORK A. CONVOLUTIONAL NEURAL NETWORK FOUNDATION
Convolutional neural network is a cross-cutting field of research in neural networks, artificial intelligence, graphical modeling, optimization, pattern recognition, and signal processing. There are many similar definitions and high-level descriptions of convolutional neural network. According to the relevant explanations in [18] , it can be summarized as follows: Convolutional neural network is a subfield of machine learning, which attempts to transform data through a series of multi-level nonlinear transformations perform an abstract algorithm.
Convolutional neural network is a multi-level machine learning algorithm based on characterizing learning for complex relationships between simulated data. An observation can be represented in a variety of ways, such as using a matrix of intensity values to represent pixels. Some representations make it easier for the algorithm to complete the learning task. The goal of characterizing learning is to find better representations and build better models to learn these representations.
Convolutional neural network establishes a hierarchical model structure similar to the human brain by simulating the brain system with rich hierarchical structure, and extracts the input data step by step to form a more abstract high-level representation. Convolutional neural network uses multi-layer nonlinear information processing to achieve supervised or unsupervised feature extraction and transformation, pattern analysis and classification to explain data such as images, sounds, and text. High-level features and concepts are defined by lower-level features and concepts, and the same low-level concepts can be used to define many high-level concepts [19] . Such a hierarchical structure is called a deep structure. Figure 2 shows the basic idea of convolutional neural network. As can be seen from Figure 2 , the human body introduces the received signal into the V1 region of the brain by ingesting pixel-level signals, where V1 is the first region in the brain that performs significant advanced processing on the visual input, through the V1 region. Extract the edge features, then pass the processed signals to the V2 area, abstract the output of the previous stage, extract the high-order features such as the shape of the object, and finally extract the higherlevel visual abstraction through the V4 area until all The information features are identified. In general, the artificial neural network is a hierarchical structure that mimics the cerebral cortex, and gradually extracts features from the lower layer to the upper layer to discover the distributed feature representation of the data.
There are two main aspects in the various high-level descriptions of convolutional neural network mentioned above:
(1) The model consists of multi-level or stage nonlinear information processing; (2) Supervised or unsupervised learning of feature representation, more abstract as the number of layers increases.
Convolutional neural network uses layered abstraction, and high-level concepts are learned through low-level concepts. This hierarchical structure is usually constructed using a greedy layer-by-layer training algorithm, and selects effective features that contribute to machine learning. Many convolutional neural network algorithms are presented in the form of unsupervised learning, so these algorithms can be applied in unlabeled data that other algorithms cannot match. This type of data is richer and more accessible than tagged data, which is an important advantage of convolutional neural network [20] .
Today, three important reasons for the popularity of convolutional neural network are: first, the processing power of the chip has been greatly improved, for example, the emergence of general-purpose graphics processing units, and secondly, the cost of hardware computing is significantly reduced, and third, machine learning and signal/information processing in research. These advances have enabled convolutional neural network methods to efficiently utilize complex, integrated nonlinear functions to learn distributed and hierarchical feature representations and to make efficient use of tagged and unlabeled data.
A deep network is a network with multiple hidden layer structures. By introducing a deep network, this paper can implement a complex nonlinear function by learning a deep nonlinear network to calculate more complex input features [21] . Since each hidden layer can nonlinearly transform the output of the upper layer, the deep network has better expressive power than the shallow network. For example, it can learn more complicated functional relationships and exhibits the ability to learn the essential characteristics of data in a few samples. The main advantage of deep networks is that they can represent a much larger set of functions in a much simpler way than traditional shallow networks, and the advantage of multiple layers is that they can use fewer parameters to represent complex functional relationships. As shown in the Figure, to express a complex function log(cos(e sin 3 (x) ))), it is difficult to express it succinctly with a traditional single-layer structure, and with a deep structure of multiple hidden layers, it is possible to represent more complex functions with fewer parameters, using multiple layers. The simple structure sin(x), x 3 , e x , cos(x), log(x) to represent the above complex functions is much easier.
From the perspective of the hierarchical structure of machine learning models, there are two types of ML: Shallow Learning (SL) and convolutional neural network.
SL refers to an ML model that contains only one or two layers of nonlinear feature transformations [22] . Shallow learning models include k-means clustering, SVM, logistic regression, maximum entropy, and so on. Because of their limited ability to represent, they can only solve some simple practical problems. When there are complex real-world problems, they are not well expressed. In general, the more network layers a model has, the more it can extract high-dimensional features, which means it can perform more complex tasks. However, complex models with many network levels also have problems such as low training efficiency and easy to fall into over-fitting. Thanks to the rapid development of cloud computing and big data, both computing power and training data have increased significantly, which not only eases training inefficiency, but also reduces the risk of overfitting. Therefore, the complex model represented by convolutional neural network has gradually become a hot spot for researchers. A typical convolutional neural network model is a neural network with more network layers. For the neural network model, the methods to improve the complexity and performance of the network mainly include increasing the number of hidden layers and increasing the number of hidden neurons. As the number of hidden layers increases, the corresponding parameters such as neuron weights and thresholds will be more. However, from the perspective of improving the complexity of the model, the latter method is far less effective than the former, because the former can not only increase the number of neurons with activation functions, but also increase the number of layers in which the activation function is nested [23] . Convolutional neural network training process: greedy layerby-layer unsupervised pre-training is an effective means of DL model training. The basic idea is that each layer uses unsupervised learning pre-training, taking the output of the previous layer as input and outputting a new representation of the data. After the pre-training is completed, the joint training algorithm is fine-tuned. A summary and summary of the above is shown in Table 1 .
B. CONVOLUTIONAL NEURAL NETWORK FOUNDATION 1) RESTRICTED BOLTZMANN MACHINE (RBM)
Restricted Boltzmann Machine is a typical generation model in convolutional neural network, including a layer of visible variables and single-layer hidden variables. RBM is essentially an undirected probability graph model that can be stacked to form a deeper model with no connections allowed between any of the visible or hidden layers [24] . In general, the visible layer is used to describe one aspect or feature of the data, and the hidden layer can be viewed as a feature extraction layer. This chapter only introduces the binary version of the restricted Boltzmann machine.
The standard RBM is an energy-based model with binary visible and hidden elements. Let the visible layer consist of a set of n v binary random variables, collectively referred to as v; the hidden layer of n h binary random variables is denoted as h. The joint probability distribution of RBM is specified by the energy function:
where b, c, and W are unconstrained, real-valued learnable parameters, and Z in equation (1) is a normalized constant called a partition function:
As can be seen from the above formula, the model is divided into two groups of v and h, and the interaction between them is described by the matrix W. Figure 4 depicts the RBM model in a bipartite graph structure with one layer visible and one hidden layer. Unlike the Boltzmann machine, there is no connection between any two visible elements in the RBM visible layer, as is the hidden layer.
For a binary restricted Boltzmann machine, the conditional probability distributions for v and h are given by the following formula:
It can alternate between sampling all h at the same time and sampling all v at the same time with combining these properties results in efficient Gibbs sampling. Since the energy function is essentially a linear function, its derivative is extremely easy to obtain. Such as,
The RBM can be successfully trained by Gibbs sampling and derivative calculation. The training algorithm often uses the Contrastive Divergence algorithm [25] . The training model can get the representation h of the data v, using E h∼p (h|v) [h] as a set of features describing v.
In summary, RBM uses a multi-layer hidden variable to perform representational learning with efficient interactions between matrix parameterizations, making it capable of rapid learning.
2) DEEP BELIEF NETWORK (DBN)
The Deep Belief Network (DBN) was one of the first nonconvolution models to successfully apply deep architecture training.
In 2006, the DBN proposal marked the revival of current convolutional neural network. It outperformed the kernel SVM on the MNIST dataset, overcoming the problem that artificial neural networks are prone to local optimality and difficult to train, and can also utilize a large number of unlabeled The unsupervised learning of the samples shows that DBN has a wide range of application feasibility. At present, based on DBN, many new convolutional neural network models have emerged, such as convolution belief networks.
The deep belief network uses the generation model in the pre-training process and the back propagation in the fine-tuning phase. It is a fast learning algorithm that can find the best parameters. DBN is a hybrid graph model involving directed and undirected connections. In DBN, each layer is a constrained Boltzmann machine, i.e. the entire network can be viewed as a number of RBM stacks. As with RBM, there are no intra-layer connections in the DBN; the difference is that there are multiple hidden layers in the DBN, where hidden units in the hidden layer are usually binary. Figure 5 is a schematic diagram of the general model of the deep belief network. As can be seen from the model, the top two layers are hidden layers and the bottom layer is the visible layer. An undirected connection is taken between the two hidden layers, and a directed connection is taken between the hidden layer and the visible layer, and the arrow points to the v layer closest to the data.
A DBN with 1 hidden layer consists of 1 weight matrix,
where b (0) is the offset of the visible layer. The probability distribution represented by DBN is given by:
P(h
DBN training methods can use CD algorithm or random maximum likelihood method to maximize E v∼pdata log p(v). The parameters of the RBM define the parameters of the first layer of the DBN. Then, the second RBM training is approximately maximized:
where p (1) is the probability distribution of the first RBM representation and p (2) is the probability distribution of the second RBM representation. That is, the first RBM is driven by data, and the second RBM is determined based on the distribution of the first RBM hidden unit sampling definition, which is derived backwards. Through this process, you can In practice, a trained DBN can be used directly as a model to obtain weights and offsets, and use these parameters to define a BP neural network:
After initializing the BP network using the weights and offsets obtained after the DBN's generation training, the network is trained to perform the classification task. Compared with traditional neural networks, deep belief networks have improved in the pre-training and fine-tuning phases. In recent years, the deep belief network has been widely used in the field of image recognition, which greatly improves the recognition accuracy of images.
3) DEEP BOLTZMANN MACHINE (DBM)
The Deep Boltzmann Machine (DBM) is another depthgenerating model proposed by Hinton [26] . Like RBM and DBN, DBM is also an energy-based model, which usually only contains binary units, but can easily be extended to real-valued visible units. DBM has something in common with DBN and RBM, but it also has its own differences: 1) Unlike DBN, it is a model with only undirected connections;
2) Unlike RBM, DBM has multiple hidden variables, while RBM has only one layer. Figure 7 is a schematic diagram of the structure of the DBM general model. The model is the same as the DBN model in Figure 5 , consisting of a bottom visible layer and a top two hidden layers, with connections only between adjacent layer units, but between the visible layer and the hidden layer is none connect to the connection instead of the directed connection. In the case where a deep Boltzmann machine contains a visible layer v and three hidden layers h1, h2 and h3, the joint probability is given by:
;
Compared to the energy function of RBM, the DBM energy function represents the connection between hidden units in the form of a weight matrix. DBM and RBM belong to the Boltzmann machine. There are some common advantages. As detailed in Figure 8 , DBM can be reorganized into a bipartite graph with odd and even layers, with odd and even layers on either side. And the variables in the odd layer are independent of the conditions in the even layer.
DBM's bipartite graph structure description: The same formula for RBM conditional distribution can be used to determine the conditional distribution in DBM. Given the adjacent layer values, the elements within the layer are conditionally independent of each other. At the same time, the bipartite graph structure also makes Gibbs sampling more efficient in DBM.
C. CONVOLUTIONAL NEURAL NETWORKS
CNN is a feedforward neural network. For CNN, the medical image can be used as the original input of the bottom layer of the network, and then transmitted to the next layer in turn. Each layer extracts the most significant feature of the image data through a convolution kernel, and the output result is the classification and recognition result of the image. This multi-layered learning model can help discover the complex structure of data and improve the accuracy of image recognition.
The CNN is mainly composed of a convolution layer, a pooling layer, and a classifier, and the pooling layer may also be referred to as a down sampling layer. The convolutional layer and the pooled layer are considered to be two-dimensional layers, and the classifier is considered to be a one-dimensional layer. In CNN, each two-dimensional layer contains multiple planes, each plane consisting of neurons arranged in a two-dimensional array, and the output of the plane is called a feature map. The convolutional layer and the pooled layer alternate and the nonlinear mapping are adopted between the network layers. The convolutional layer to the pooled layer is a down sampling process, and the pooling layer to the convolutional layer is a convolutional filtering process. A convolution kernel extracts an image feature, so a feature map is obtained. The general convolutional neural network structure is shown in Figure 9 . It can be seen from the Figure that this is a multi-layer network structure, and is composed of multiple parts in series, mainly including a convolutional layer, a pooled sampling layer, and a fully connected layer; whether it is a convolutional layer or a pooled sampling layer, they are all composed of multiple feature maps.
As shown in Figure 10 , the convolutional layer convolves the target image through the convolution kernel to generate a feature map to achieve local feature perception and feature extraction [27] . Through training, each feature map obtained by the convolution operation is characterized by outstanding features in some aspects, such as edges, corners, line segments, and endpoints. Convolution is a special kind of linear operation. The schematic diagram of two-dimensional convolution calculation is shown in Figure 11 . Each element in the Figure represents the pixel value of the image.
In deep convolutional neural networks, the pooled sampling layer uses pooling to aggregate features at different locations, reducing the dimension or size of the feature map, and achieving translational invariance of the input image, improving feature robustness [28] . The common pooling methods are maximum pooling, average pooling, and random pooling. The scale of pooling is not too large, generally 22× or 33× pixels, which leads to the loss of excessive image details [29] . Figure 12 shows the pooling of the largest four pools of adjacent pixels in the image data.
After the convolutional layer or pooled sampling layer of the deep convolutional neural network, there is typically one or more fully connected layers before the output layer. Since the previous convolutional layer and the pooled sampling layer have already processed the image layer by layer, the size VOLUME 7, 2019 FIGURE 13. The structure of the adaptive convolution neural network.
of the feature map is within an acceptable range. In this case, using the fully connected layer does not bring a very large calculation. The quantity, the one or more consecutive fully connected layers form a shallow multi-layer perceptron, which serves as a classification.
III. ADAPTIVE CONVOLUTIONAL NEURAL NETWORK A. ADAPTIVE CONVOLUTIONAL NEURAL NETWORK MODEL
The structure of the adaptive convolutional neural network model proposed in this paper is shown in Figure 13 . The model consists of three convolutional layers (C1, C3, C5) and three pooling layers (S2, S4, S6) and consisting of a fully connected layer.
The input to the network is a brain image containing R channel information, G channel information, and B channel information for each image block.
The number of categories of the output layer is two, that is, lesions and non-lesions of the brain image.
Input layer: The input is a sample brain image of 227 × 227 pixels.
Convolution layer C1: There are 16 convolution kernels with a size of 3×3, the step size is 2, and a convolution kernel will get a feature map. Therefore, this layer consists of 16 feature maps, each feature map. The size of the graph is 113.
Pooling layer S2: S2 adopts the maximum pooling strategy, which is obtained after the C1 layer is down sampled. The size of the pooled area in S2 is 3×3, and the step size is 2. This layer consists of 16 feature maps with a size of 56×56.
Convolutional layer C3: There are 16 4×4 convolution kernels with a step size of 1. After convolution, 16 feature maps with a size of 53×53 will be obtained.
Pooling layer S4: S4 adopts the maximum pooling strategy, which is obtained after the C3 layer is down sampled. The pooled area has a size of 3×3 and a step size of 2, and consists of 16 feature maps with a size of 27×27.
Convolutional layer C5: It has 16 5×5 convolution kernels with a step size of 1, and consists of 16 feature maps with a size of 23×23.
Pooling layer S6: S6 adopts the maximum pooling strategy, which is obtained after the C5 layer is down sampled. The pooled area has a size of 3×3 and a step size of 2, and consists of 16 feature maps with a size of 12×12.
Output layer: This layer is a fully connected layer containing 2 neurons, each of which corresponds to a brain image of lesions and non-lesions: Benign is non-lesion and Malignant is lesion.
B. LOCAL CONNECTION AND PARAMETER SHARING CORE
The most important feature of convolutional neural networks is local connectivity and parameter sharing. The purpose is to reduce the number of CNN parameters, save training overhead, and speed up network training.
Traditional neural networks are fully connected neural networks, that is, all neurons in two adjacent layers are connected, and matrix multiplication is used to establish the connection between input and output. There is an interaction between each input unit and the output unit. However, unlike fully connected neural networks, CNN takes a local connection to interact.
The so-called local connection means that each layer of neurons is only connected to a part of the neuron area of the upper layer, and this part of the response area is also called a local receptive field. The local connection properties of CNN result in a significant reduction in inter-layer parameters and better study of local features of the image. For example, if a network has m inputs and n outputs, then for a fully connected network, m × n parameters are required and the time complexity is O(m × n) x. For CNN, to limit the number of connections each output has to k, then the local connection method only requires k × n parameters and the running time of O(k × n).
Looking at each of the graphs of Figure 14 from the bottom up, taking the input unit x3 as an example, the local connection and the full connection of the neural network are described by analyzing the affected output unit in s. Figure 14 (a) shows a partial connection. As can be seen from (a), when s is generated by convolution with a kernel width of 3, only three output units s1, s2, s3 are affected by x. And in (b), s is generated by matrix multiplication, taking a full-join operation, no longer a local connection, so all outputs are affected by x3.
Parameter sharing refers to the use of the same weighting parameters in multiple local receptive fields of a convolutional neural network model. Parameter sharing ensures that CNN only needs to learn a set of parameters, rather than requiring a separate set of parameters for each location. The nature of parameter sharing makes CNN translationally invariant. Figure 15 depicts the parameter sharing of CNN. In Figure 15(a) , the black arrow indicates that the same parameter is used at all input positions, that is, parameter sharing. In Figure 15(b) , the black arrow indicates the use of the intermediate elements of the weight matrix in the fully connected model. Parameter sharing is not used in the fully connected model, so the parameters are used only once.
C. OPTIMIZATION METHOD OF CONVOLUTIONAL NEURAL NETWORKS
Batch Normalization algorithm is one of the most exciting innovations in optimizing deep convolutional neural networks. It is a data normalization algorithm proposed by literature [30] to alleviate the covariance migration phenomenon.
The BN algorithm is essentially a learnable normalization method that uses a normalization step to have each layer have input data that is subject to the same distribution. The advantages of the BN algorithm are: First, it reduces the dependence of the gradient on the parameter scale or initial value, so that it can be trained with a large learning rate to speed up the network convergence; secondly, the BN also normalizes the CNN model, reducing Dropout. Finally, it makes it possible to use a saturated nonlinear activation function in the saturation model.
The BN algorithm introduces two learnable parameters for each neuron and performs transform reconstruction. The formula is as follows:
(1) Normalization:
In the training process, the random gradient descent method is adopted on the batch training data. The E(x (k) ) in the formula (14) refers to the average of each training data neuron x (k) ; the Var(x (k) ) represents the standard deviation of the activation degree of each batch of data neurons.
(2) Transform reconstruction:
Each neuron has a pair of such parameters γ and β. γ and β need to be trained by BP algorithm.
(3) The forward propagation process of the BN network layer is:
The input value is x 1 , . . . , x n , where m is the number of batches; µ B is the mean, σ 2 B is the variance; y i = BN γ ,β (x i ) is the output.
For the case where the ReLU neural unit may die during training and the output has an offset phenomenon [31] , a Parametric Rectified Linear Unit is used instead of ReLU as a nonlinear activation function of the neuron. PReLU can VOLUME 7, 2019 adaptively learn parameters from data, and has the characteristics of low error rate and fast convergence speed, which can improve the recognition accuracy when the extra calculation cost is negligible.
PReLU introduces only a very small number of additional parameters, the number of which is the same as the number of channels in the entire network, so there is no additional risk of overfitting. In addition, PReLU can also train with other parameters simultaneously through backpropagation.
IV. EXPERIMENTS AND RESULTS

A. DATABASE DESCRIPTION
With the rapid development of IoT-related industries and the widespread application of intelligent mobile terminals, mobile terminals are playing an increasingly important role in the rich Internet of Things applications. The premise of IoT application is the collection of massive information, and the combination of multi-source information collection and intelligent mobile devices allows the Internet of Things to be further integrated into people's production and life. In this paper, IoT technology is used to design a collection device based on Internet of Things technology, and medical images are collected as a research database. Figure 17 is a design diagram of an acquisition device based on the Internet of Things. The following is the process of collection: (1) Verify the identity of the patient and verify by entering (2).
(2) Let the patient put on protective clothing into our collection device.
(3) The collecting personnel operate the collecting program and collect multiple sets of images.
B. IMAGE PREPROCESSING
In order to improve the performance of the convolutional neural network, preprocessing is a necessary step in building the data set. In this paper, the lesion areas are extracted as fixed-size regions of interest and then localized using global contrast normalization. Figure 18 illustrates the pre-processing steps for extracting and normalizing the ROI. As shown in Figure 18 , the first and second rows give the lesion and non-lesion brain images, respectively: where (a) represents the original X-ray image; (b) represents the lesion location and boundary as indicated by the expert annotation; (c) indicates the ROI after cropping.
The region of interest refers to the area in the image that needs to be processed in a box or the like. In this paper, the region of interest is also the lesion area. Therefore, in order to simplify the training process, the ROI can be automatically positioned and cropped to 227 × 227 pixels. The region was used as the input of the convolutional neural network model, in which 634 non-lesion brain images and 599 lesion brain images were selected, the data set was divided into training set and test set, and the recognition effect of CNN model was evaluated by five-fold cross-validation.
The best way to generalize the convolutional neural network model is to use more data for training. Training the CNN model in this case will make the network converge slowly and the recognition effect is relatively poor. The solution to this problem is data enhancement, which helps to build a simpler and better-promoted robust model [32] . In order to achieve data enhancement, a common method is to add noise or geometrically transform an existing image. This paper mainly uses the geometric transformation method for data enhancement. In this experiment, the training data is 
C. SELECTION OF EXPERIMENTAL PARAMETERS
As a multi-layer perceptron, the convolutional neural network is an important factor in determining the efficiency of network classification. Too many network layers can cause problems such as increased training parameters, slow training speed, and long training time. It is also prone to over-fitting. However, if the number of network layers is too small, the network cannot discover the complex structure of the data and extract accurate data features, which will make the network classification accuracy rate low. Therefore, the number of different network layers has an important impact on network identification efficiency.
When this paper selects experimental parameters, trains the model for each experimental parameter change, and have achieved the optimal goal.
In order to select a suitable number of network layers, a form of increasing the convolution flow is used, and a convolution flow includes a convolution layer and a pooling layer. Based on the stochastic gradient descent method, experiments are started from one convolution stream. The experimental results are shown in Figure 19 . As can be seen from Figure 19 , as the number of convolutional streams increases, the recognition accuracy and AUC values will gradually increase and then decline. When the number of convolution streams is 3, the recognition is best. After selecting the number of convolutional streams, select one fully connected layer for classification, and the number of neurons in the fully connected layer is 2.
To verify the impact of the number of convolution kernels on network performance, assume that each convolutional layer has n convolution kernels, the convolutional layer location is i, and the number of convolutional layers in the first layer is fixed at 16, where n={64, 32,16}, i={3,2}, there are 9 different configurations, namely {16,16,16},{16,16,32}, {16,16,64},{16, 32, 16}, {16, 32, 32}, {16, 32, 64}, {16, 64, 16}, {16, 64, 32}, {16, 64, 64}. The network model is trained to iterate 5000 times, and the trained model is saved every 1000 iterations. The initial learning rate is set to 1.0×10-3, and the learning rate attenuation mode is Poly, power=0.5.
The experimental results in Figure 20 show that the recognition accuracy of the nine different configurations is small. When the number of convolution kernels in the three convolutional layers is {16, 16, 16}, the performance of the network is optimal, and the recognition accuracy reaches 0.905.
D. OPTIMIZATION OF NETWORK MODEL SELECTION
In this chapter, the volume normalization algorithm and the parameterized linear correction unit PReLU are used to optimize the convolutional neural network, and four models are named:
(1) CNN+ReLU: The convolution layer activation function uses ReLU; (2) CNN+PReLU: The convolutional layer activation function adopts PReLU; (3) CNN+BN+ReLU: After the convolution operation in the convolutional layer, the BN algorithm is used for batch normalization, and then the nonlinear function is output through the activation function ReLU.
(4) CNN+BN+PReLU: After the convolution operation in the convolutional layer, the BN algorithm is used for batch normalization, and then the PReLU is used for nonlinear output.
For each optimization algorithm, this paper trains the model. As shown in Table 2 , the above four models were evaluated in the training time, recognition accuracy, sensitivity, specificity and AUC of the data set experiments. The sensitivity and specificity respectively reflected the misdiagnosis rate of CNN network and missed diagnosis rate.
The experimental results in Table 2 show that under the same training conditions, the CNN+BN+PReLU model is superior to the other three models CNN+ReLU, CNN+PReLU and CNN in recognition accuracy, sensitivity, specificity and AUC score. CNN+BN+ReLU, the accuracy of the model is 8.5% higher than that of the CNN+ReLU model before optimization, achieving a better recognition effect. In the training time, because the CNN+BN+PReLU model is added to PReLU, the time consumption is slightly higher than that of CNN+BN+ReLU, but it is still about 71.83% lower than CNN+ReLU and about 68.25% less than CNN+PReLU.
The ROC curve visually reflects the classification performance of different CNN networks. AUC is the area under the curve of the ROC. The closer the AUC value is to 1, the better the classification effect. Figure 21 shows the ROC plots for the four models with 1-specificity on the abscissa and sensitivity on the ordinate.
It can be seen from Figure 21 that the CNN+BN+PReLU model is closest to the point (0, 1), that is, the recognition effect is the best. It can also be seen that although the optimized network models CNN+PReLU and CNN+BN+ReLU have been significantly improved in each indicator, there is still no improved CNN+BN+PReLU model and high recognition performance.
The BN algorithm is applied as a network layer in CNN. The recognition performance of the BN layer before and after the activation function is different. In order to select the optimal adaptive network structure, as shown in Table 3 , this part will conduct experimental comparisons on this problem. The convolutional neural network model that performs nonlinear output by the activation function PReLU after the convolution operation and then performs batch normalization by the BN algorithm is called the CNN+PReLU+BN model.
The experimental results in Table 3 show that the training time of the two models is basically the same, but the accuracy, sensitivity and AUC value of CNN+BN+PReLU are higher than the former by 3.5%, 5%, 5% and 0.03, respectively. Compared with the training parameters, the performance of BN before PReLU is better. Therefore, CNN+BN+PReLU model is chosen as the adaptive convolutional neural network model.
E. PERFORMANCE COMPARISON OF NETWORK MODELS
In order to further verify the superiority of the CNN+BN+ PReLU method in this paper, this paper counts the brain image classification results of the following methods:
(1) The literature [18] proposes a method based on the feature extraction of gray level co-occurrence matrix, and extracts nine eigenvalues of brain images respectively, and then classifies them through BP neural network.
(2) Literature [33] extracts brain image features based on deep convolutional neural networks and classifies them.
(3) The literature [34] proposed a method based on highdimensional multi-resolution histogram feature extraction, which extracted 192 feature values of brain images and then classified them by SVM.
(4) The literature [35] extracts 56 feature values of the shape and texture of the brain image respectively, and then classifies them by SVM.
(5) The literature [36] extracts 23 eigenvalues such as morphological features and spatial positions of brain images, and then uses genetic algorithm and BP neural network classification to classify. This paper compare the performance of the adaptive convolutional neural network model CNN+BN+PReLU with the two classical convolutional neural network models LeNet-5 and AlexNet and the methods in the above literature.
The traditional manual extraction of single features has a poor classification effect. In order to obtain better classification results, it is necessary to extract features in many aspects, but the artificial feature extraction is more complicated and the generalization ability is poor. The classification method based on convolutional neural network it can be simpler, more convenient, and has a strong self-learning ability, but the accuracy needs to be further improved. It can be seen from Table 4 and Figure 22 that compared with the two classical convolutional neural network models and the above references, the model has higher superiority in accuracy, sensitivity, specificity and AUC value, and can be effective to improve the recognition accuracy and reduce the misdiagnosis rate and missed diagnosis rate of brain image lesions.
V. CONCLUSION
In today's big data background, brain image recognition has become an important research direction in the field of computer vision. Different from the early machine learning methods, convolutional neural network can not only extract deep features of images, but also combine feature extraction with classification process to improve recognition efficiency. This paper first summarizes the research background, significance and current situation of this topic, and then discusses the inadequacies of convolutional neural network. Secondly, it introduces the theory of brain image recognition and convolutional neural network. Finally, it focuses on the structure and local connection of convolutional neural networks, share ideas with parameters, parameter update process, and problems. Based on the study of convolutional neural networks, this paper proposes an adaptive convolutional neural network model. Aiming at the problems of slow convergence and low accuracy during training, this paper proposes to use the batch normalization algorithm and the parametric linear correction unit PReLU to improve it, and prove that the combination of the two can effectively shorten the training time and improve the network. The generalization performance shortens the network training time and significantly improves the recognition accuracy of brain images. The results show that the method not only has a significant improvement in recognition accuracy, but also reduces the rate of misdiagnosis and missed diagnosis.
