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2
1 Introduction
Equivariant cohomology is a relatively new cohomology theory playing an im-
portant role in algebraic geometry and (transformation-)group theory. It has
also many applications in modern symplectic geometry (Audin [1], Libine [2],
which is also a good introduction to equivariant cohomology) and theoretical
physics (Szabo [3]). Roughly speaking, for a G-space X equivariant cohomology
is a cohomology theory lying somewhere between the ordinary cohomology of
X and the group cohomology of G. It was first introduced in 1960 by A. Borel
[4] for the aim of studying transformation groups.
Definition 1.1. Let H∗ denote a cohomology functor (say singular, but any
other satisfying the Eilenberg-Steenrod axioms would work as well - with coeffi-
cients in some ring R, which we omit in the following). Let X be a topological
space and let G be a topological group acting continuously on X. Associated
to G there is the universal bundle of G, the principal G-bundle
EGyp
BG.
Here EG is the unique (up to weak homotopy) contractible topological space
endowed with a free G-action and BG := EG/G is called the classifying space of
G (see Steenrod [5] for universal bundles, [6] for Milnor’s construction of EG).
The equivariant cohomology H∗G(X) of X is defined as the cohomology of
the total space of the associated fiber bundle
M → XGypi
BG,
(1.1)
where XG := (EG ×X)/G is the homotopy quotient of X with respect to the
diagonal action of G on EG×X:
H∗G(X) := H
∗(XG).
The idea is to have a cohomology theory reflecting the topological properties
of X, G and the space of G-orbits X/G. If the action is free, H∗(X/G) is a good
candidate (as it turns out in this case H∗G(X) ∼= H∗(X/G)), but for non-free
actions X/G can be very pathological as already simple examples show:
Example 1.2. Let S1 act on C2 by
s.(z1, z2) := (s
mz1, s
nz2) (m,n ∈ N relatively prime).
This action is not free (for example (z1, 0) has a non-trivial stabilizer) and
the quotient space is a manifold with singularities, the weighted projective space.
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The study of such geometrical objects led to the notion of orbifolds (cf. Satake
[7]).
So instead of considering X/G one works with XG. Since the action of G on
EG×X is free, XG again is a “nice” topological space.
But forG = S1 (and most other interesting groups)XG is infinite-dimensional:
ES1 = S∞ is the infinite-dimensional sphere, the direct limit lim−→S
n of the di-
rected system (Sn, ιij), where the maps ιij are the inclusions S
i → Sj . As
a consequence, if M is a smooth finite-dimensional G-manifold with G a Lie
group, there are two possible ways using Morse or de Rham theory to get
H∗(MG) = H∗G(M): Either by using finite-dimensional approximations M
k
G
to the homotopy quotient MG and the fact that H
n(MkG) = H
n(MG) for k
large or by adjusting these classical ideas to the equivariant setting.
A de Rham theoretic construction is due to H. Cartan [8, 9]: Here A⊗Ω(M)
with A an acyclic algebra of type C (this is the appropriate analogon to freeness
of the G-action on EG) is used as an algebraic substitute for the complex of dif-
ferential forms on EG×M . Ω(MG) is then modelled by the subcomplex of basic
forms on A⊗Ω(M) (a form ω is called basic if it is invariant under the G-action,
i.e. σ∗gω = ω ∀g ∈ G, and kills each vector v tangent to a G-orbit, i.e. ιvω ≡ 0).
This complex of equivariant forms is then endowed with a twisted de Rham
differential deq incorporating the induced G-action on forms and an equivariant
version of the de Rham Theorem states thatH∗((A⊗Ω(M))basic, deq) ∼= H∗G(M).
For details and other formulations of the equivariant de Rham complex, see the
original work by Cartan, or Libine [2] as well as the book by Guillemin and
Sternberg [10].
On the other hand, there are also Morse-theoretic approaches to equivariant
cohomology. Austin and Braam [11] use Morse-Bott theory for a G-equivariant
(i.e. G-invariant) function f on M together with equivariant differential forms
on the critical submanifolds of f to construct a complex whose homology is
isomorphic to H∗G(M). The chains of this complex are equivariant forms on
Crit(f) and the differential is given by integrating these forms over gradient
flow lines of f .
In some way similiar to our approach is a special case of Hutchings “Floer
homology of families” [12], where “family” means a set of equivalent objects
parametrized by a smooth manifold, e.g. (finite-dimensional approximations to)
the bundle pi in (1.1). H∗(MnG) is the homology of a Morse complex constructed
by studying critical points and flow lines of a vector field V +W on MnG. Here W
is the horizontal lift of the gradient vector field of a Morse function f : BGn → R
and V is the fiberwise gradient vector field of Morse functions fx : Mx → R on
the fibers over x ∈ Crit(f).
From now on let G = S1. In this thesis we surpass the problem of MS1 being
infinite-dimensional by reducing the computation to the finite-dimensional fibers
M of the bundle pi. On these fibers we use a deformed Morse complex.
This is due to Yuri Chekanov who introduced this approach to equivariant
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cohomology in talks given at the MPI Leipzig and the ETH Zu¨rich in 2004 and
2005, respectively.
His idea is to deform the Morse complex associated to a Morse function
f : M → R by incorporating the S1-action on M into the definition of the
coboundary operator: d counts not only usual gradient flow lines of f , but
also such ones that are allowed to “jump” along orbits of the action for finite
time intervals. The benefit of this is that we are working the whole time on a
finite dimensional space. This allows us to use the geometric and more intuitive
methods from the theory of dynamical systems for studying these “jumping”
gradient flow lines of f (cf. Weber [13]) instead of the heavyweight functional
analytic apparatus used in Floer theory, which basically is Morse theory on
infinite-dimensional manifolds (see Salamon [14] for Floer theory, Schwarz [15]
for a Floer-type approach to Morse homology).
We get a complex freely generated by the critical points of f tensored with
the polynomial ring R[T ] = H∗(BS1) = H∗(CP∞), the S1-equivariant coho-
mology of a one-point space. The differential operator is defined by counting
“jumping” gradient flow lines which are modelled as follows:
A k-jump flow line is a solution of the ODE
u˙(t) = Vt(u(t)).
Here Vt is a time-dependent vector field associated to the gradient of a homotopy
ft satisfying
ft(x) =

f(x) if t < t1 ,
f(s1.x) if t2 ≤ t < t3 ,
f(s2.s1.x) if t4 ≤ t < t5,
· · ·
f(sk. · · · .s1.x) if t2k ≤ t,
for some t1 < . . . < t2k ∈ R and si ∈ S1.
This will be explained in detail in Chapter 3. Basically, our approach trans-
lates into a special case of an idea of Frauenfelder [16] called “flow lines with
cascades”. Here the cohomology of a manifold M is derived from studying gra-
dient flow lines of a Morse-Bott function f on M (the “cascades”) and gradient
flow lines of a Morse function h on Crit(f). Applying this idea to the bundle
pi in (1.1) and using its properties together with the special structure of its
fibers and base space CP∞ the cascades translate into jumps along orbits of the
S1-action on M .
Hope is that, as in the relation of Morse and Floer theory, our construction
serves as a toy model for a similiar approach to S1-equivariant Floer cohomology.
This thesis is organized as follows: In the next chapter we review basic Morse
and Morse-Bott theory, the gradient flow line approach to Morse homology and
introduce the Morse complex associated to flow lines with cascades which will
be used in the end to justify our construction. In Chapter 3 the equivariant
Morse cochain groups CM∗S1 and the equivariant Morse differential dS1 are de-
fined; this involves the definition of the moduli spaces of k-jump flow lines. In
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the fourth chapter we continue examining the properties of these moduli spaces:
We show by using the theory of dynamical systems, that they carry the struc-
ture of finite-dimensional manifolds which admit a natural compactification.
Furthermore, there is a complementary concept to compactification: The glu-
ing map, which glues flow lines from different moduli spaces to a flow line in
some higher dimensional moduli space. Putting these facts together we conclude
in the Chapter 5 that (CM∗S1 , dS1) is actually a cochain complex and, using the
idea of flow lines with cascades, we show that H∗(CM∗S1 , dS1) ∼= H∗S1(M). After
that we finish with an outlook.
I want to thank my family for their support and my advisor Klaus Mohnke
for suggesting me this interesting topic and always having time for my numerous
questions and many fruitful discussions.
Furthermore, I have to give special credit to Yuri Chekanov, because the
idea of approaching S1-equivariant cohomology with jumping flow lines is due
to him, and I benefited greatly from his visit to Berlin, where he took the time
to explain his ideas to me.
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2 Preliminaries
In this chapter we review basic Morse and Morse-Bott theory. A good reference
for this is the book “Lectures on Morse Homology” by Banyaga and Hurtubise
[25]. We start with some elementary facts about Morse theory, then introduce
the gradient flow line approach to Morse homology. Then we continue with
some Morse-Bott theory and explain how flow lines with cascades are used to
compute H∗(M).
From now on throughout this thesis let (M, g) denote a smooth n-dimensional
closed manifold with Riemannian metric g endowed with a smooth S1-action.
Assume without loss of generality that M is connected.
2.1 Morse theory
The basic idea of Morse(-Bott) theory, originally due to M. Morse [17], is to
extract information about the topology of M by studying the local and global
behaviour of smooth functions f : M → R.
Definition 2.1. A function f ∈ C∞(M,R) is called Morse, if all its critical
points are non-degenerate. A critical point is called non-degenerate, if the ma-
trix associated to the symmetric bilinear form D2f(x) : TxM × TxM → R, the
Hessian of f at x, is non-singular. In local coordinates (pi) around x the entries
of the Hessian matrix H are given by hij =
∂2f
∂pi∂pj (x).
Note: The non-degeneracy condition implies that Crit(f) is an isolated set
and from compactness of M it follows that it is finite.
Definition 2.2 (The Morse index). For a Morse function f the Morse index
µ(x) of a critical point x is defined as the number of negative eigenvalues of the
Hessian of f at x.
We state four classical theorems of Morse theory; for proofs we refer to
Milnor [18]:
Lemma 2.3 (Morse Lemma). For x ∈ Crit(f) there are local coordinates (pi)
around x such that
f(p) =f(x)−
µ(x)∑
i=1
(pi)2 +
n∑
j>µ(x)
(pj)2,
pi(x) = 0 ∀i = 1, . . . , n.
Proposition 2.4. Set Mc := f
−1((−∞, c]). Then, if there is no critical value
in [a, b], Ma is diffeomorphic to Mb. It is even a deformation retract of Mb.
Proposition 2.5. If there is one critical point of index k in [a, b], then Mb is
homotopy equivalent to Ma with a k-cell attached.
This already implies the “Morse inequalities”:
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Theorem 2.6 (The Morse inequalities). Let bk be the Betti numbers of M and
ck be the number of critical points of f with index k, then for all k = 1, . . . , n:
ck − ck−1 + ck−2 − · · ·+ (−1)kc0 ≥ bk − bk−1 + bk−2 − · · ·+ (−1)kb0,
n∑
k=0
(−1)kck =
n∑
k=0
(−1)kbk = χ(M).
These theorems already indicate the strong relationship between the topol-
ogy of M and the structure of Crit(f). Further investigations into the subject,
mostly by Milnor, Thom, Smale and later Witten led to the notion of “Morse
homology”; for a brief history of this development see Bott [19].
We now present the gradient flow line approach to Morse homology using the
theory of dynamical systems from Weber [13] based on the ideas of Witten [20],
excluding the concept of orientation, i.e. using only Z2-coefficients. The reason
for this will be discussed later in Chapter 5. Proofs of the following theorems
can be found in Weber [13] or in Chapter 4, where we proof slight generalizations
of these theorems by essentially the same methods.
There is no big difference in the construction of Morse homology and coho-
mology: Since Morse chains are elements of the free abelian group generated by
the critical points of f the map CM∗(f, g)→ CM∗(f, g), x 7→ hx with
hx(y) =
{
1 if y = x ,
0 otherwise,
is a bijection between the Morse chains and cochains and the differential differs
only by a sign change in the equation for gradient flow lines, i.e. V → −V in
(2.1) below.
Let V := ∇gf be the gradient vector field of f and consider the dynamical
system:
u˙(t) =V (u(t)), (2.1)
u(0) =u0 ∈M.
M is closed, therefore solutions of (2.1) are defined for all t ∈ R and since the
zeros of V are precisely the critical points of f the limits u− := limt→−∞ u(t)
and u+ := limt→∞ u(t) are elements of Crit(f). Furthermore, u− 6= u+ because
V = ∇gf and therefore f is strictly increasing along u.
Theorem 2.7 (Stable Manifold Theorem). Let Φ : M×R→M, (p, t) 7→ Φt(p)
denote the flow of V . Then for x ∈ Crit(f) the (un-)stable manifolds of x,
defined by
Wu(x) := {q ∈M | lim
t→−∞Φt(q) = x},
W s(x) := {q ∈M | lim
t→∞Φt(q) = x}.
are open submanifolds of M , diffeomorphic to Rn−µ(x) and Rµ(x), respectively.
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Remark 2.8. For x ∈ Crit(f) there is the following description of the tangent
space TxW
i(x) (i = u, s): Since x is a non-degenerate critical point, TxM splits
into Eu ⊕ Es consisting of the eigenvectors associated to negative and positive
eigenvalues of H(f)(x). Moreover, the flow of D∇gf(x) viewed as a linear vector
field on TxM is given by the linear map At := DΦt(x) = exp (tD∇f(x)) and
if λ is an eigenvalue of H(f)(x), then eλt is an eigenvalue of At and both have
the same eigenspaces. Hence Ei = TxW
i(x). Furthermore, the spaces Ei are
invariant under At and At is a strict contraction on E
s and a strict dilatation
on Eu.
The union
⋃
x∈Crit(f)W
i(x) forms an open cover of M . So understanding
the closure of each W i(x) (i.e. knowing the attaching maps) would give a cell
decomposition of M from which the homology of M could be computed. Unfor-
tunately in general their closure is quite complicated and singular (indicating
that there is information about the topology of M encoded).
On the other hand, the manifolds W i(x) are also used to describe the spaces
of solutions of equation (2.1) which flow from one critical point to another:
Definition 2.9. For x, y ∈ Crit(f) define
M(x, y) := Wu(x) ∩W s(y),
the connecting space of x and y consisting of all flow lines emanating at x and
ending at y.
Observe that there is a free R-action on M(x, y) given by shifting u(t) to
u(t+ τ) for τ ∈ R.
Definition 2.10. The moduli space of flow lines from x to y is defined as
M˜(x, y) :=M(x, y)/R.
Remark 2.11. Equivalently one could define M˜(x, y) = M(x, y) ∩ f−1(a),
where a ∈ (f(x), f(y)) is a regular value and the identification of moduli spaces
associated to different regular values is provided by the flow.
Theorem 2.12. For a generic pair (f, g) all stable and unstable manifolds
intersect transversally, so that M(x, y) and M˜(x, y) are (µ(y) − µ(x))- and
(µ(y) − µ(x) − 1)-dimensional submanifolds without boundary of M . Such a
pair (f, g) is called Morse-Smale.
This theorem is due to Smale. In [21] he showed that either f or the vector
field V can be C1 approximated by f˜ or V˜ respectively to obtain transversality
of all intersections. Equivalently one could also change the metric g - this is not
true for Morse-Bott functions: cf. Latschev [23], where some counter-examples
are presented. For a discussion how the change of g and ∇gf is related see Wall
[22].
Hence, for µ(x) = µ(y)−1 the moduli space M˜(x, y) is 0-dimensional. Moreover,
it is compact and therefore a finite set. For arbitrary x, y ∈ Crit(f) all higher-
dimensional moduli spaces are naturally compactifiable. The compactification
of M˜(x, y) is given by adding so-called “broken flow lines” to M˜(x, y):
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Definition 2.13. For p ∈ M let O(p) := ⋃t∈R Φt(p) be the flow line through
p. A sequence (uk)k∈N ⊂ M˜(x, y) converges to a broken flow line (v1, . . . , vl) of
order l iff there exist critical points x0 = x, x1, . . . , xl−1, xl = y such that
vi ∈M(xi−1, xi) ∀i = 1, . . . , l
and
O(uk)→ v1 ∪ · · · ∪ vl as k →∞,
where convergence with relation to the Riemannian distance d is meant.
A subset K ⊂ M˜(x, y) is called compact up to broken flow lines iff every
sequence (uk)k ⊂ M˜(x, y) possesses a subsequence converging in the above
sence.
Theorem 2.14. For x, y ∈ Crit(f) and a Morse-Smale pair (f, g), M˜(x, y) is
compact up to broken flow lines of order at most µ(y)− µ(x).
Hence, for k = µ(y) − µ(x) we have the following description for the topo-
logical boundary of the connected components of the compactified moduli space
M˜(x, y):
∂M˜(x, y) =
⋃
z1,...,zk−1∈Crit(f)
zi 6=zj
M˜(x, z1)× M˜(z1, z2)× . . .× M˜(zk−1, y).
There is an opposite concept to convergence to broken flow lines called gluing:
Given a flow line from x to y and one from y to z the gluing map ♦ρ produces
a flow line in the higher-dimensional moduli space M˜(x, z):
Theorem 2.15. Let (f, g) be Morse-Smale and x, y, z ∈ Crit(f), with Morse
indices µ(x) = k = µ(y)− 1 = µ(z)− 2. There is ρ0 > 0 and a map
♦ : M˜(x, y)× [ρ0,∞)× M˜(y, z)→ M˜(x, z), (u, ρ, v) 7→ u♦ρv,
such that
u♦ρv → (u, v) for ρ→∞
and no other sequence in M˜(x, z) \ u♦[ρ0,∞)v converges to (u, v).
The last statement in the theorem above is crucial: Together with the Com-
pactness Theorem this shows that for index difference µ(y)− µ(x) = 2 the bro-
ken flow lines of order 2 passing intermediate critical points zi are precisely the
boundary components of the (compactification of the) one-dimensional manifold
M˜(x, y).
Definition 2.16 (The Morse(-Thom-Smale-Witten) complex). Let CM∗(f, g)
be the free Z2-module generated by Crit(f). Define a differential operator on a
generator x ∈ Crit(f) by
dx :=
∑
µ(y)=µ(x)+1
n(x, y)y, (2.2)
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where n(x, y) is given by
n(x, y) := |{u ∈ M˜(x, y)}| mod 2
and extend it to general cochains in Z2〈Crit(f)〉 by linearity.
Theorem 2.17. d2 = 0.
Proof. By definition d2x is given by
d2x =
∑
µ(z)=µ(y)+1
n(y, z)
∑
µ(y)=µ(x)+1
n(x, y)z.
The last statement in the Gluing Theorem shows that this equals summing
over the boundary components of the compactification of M˜(x, z):
d2x =
∑
z
∑
y
(|{u ∈ M˜(x, y)}| · |{v ∈ M˜(y, z)}| mod 2)z
=
∑
z
( ∑
(u,v)∈∂M˜(x,z)
1 mod 2
)
z = 0,
because every 1-dimensional manifold without boundary is diffeomorphic either
to (0, 1) or S1 and therefore the number of its boundary components is always
zero modulo 2.
Remark 2.18. If one is working with Z-coefficients, then every flow line u ∈
M˜(x, y) is counted with a sign given by comparing the orientations of u˙ and
M˜(x, y) (here the moduli spaces inherit induced orientations as transversal in-
tersections of the orientable and coorientable submanifolds Wu(x) and W s(y)).
In this case d2 = 0 holds because the boundary components of M˜(x, z) come
with alternating signs.
Finally we conclude that
(
CM∗(f, g), d
)
is a cochain complex. That the
homology of this complex is an invariant of M can be seen either by relating
it to another invariant of M , say singular cohomology (see Hutchings [12]), or
by showing that it is independent of the involved data (f, g). The latter idea is
worked out in detail in Weber [13] using a “continuation map”, a cochain map
between two Morse complexes associated to different input data which induces
a canonical isomorphism on cohomology:
Let (f0, g0) and (f1, g1) be two Morse-Smale pairs and let (fs, gs) be a ho-
motopy between them. Use a help function h : [0, 1]→ R with critical set {0, 1}
and µ(0) = 0, µ(1) = 1, to obtain a Morse function F (s, p) = fs(p) + h(s) on
[0, 1]×M (cf. Remark 3.4). Counting flow lines of ∇1⊕gsF from {0}×Crit(f0)
to {1} × Crit(f1) produces a cochain map P (fs) : CM∗(f0, g0)→ CM∗(f1, g1)
with the following properties:
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1. A generic homotopy of homotopies between fs and another homotopy f
′
s
induces a cochain homotopy
H : CMk(f0, g0)→ CMk−1(f1, g1), (2.3)
dH +Hd = P (fs)− P (f ′s). (2.4)
2. If (f ′s, g
′
s) is a homotopy from (f1, g1) to (f0, g0), then H(f
′
s) ◦ H(fs) is
cochain homotopic to the identity.
3. If (fs, gs) is the constant homotopy, then H(fs) is the identity on cochains.
These properties imply, that CM∗(f0, g0) and CM∗(f1, g1) are canonically
isomorphic (cf. Hutchings [12]).
2.2 Morse-Bott theory
2.2.1 General Morse-Bott theory
Morse-Bott theory is a generalization of Morse theory to functions f where Df is
allowed to vanish along submanifolds of M while the non-degeneracy condition
still holds on their normal bundle. For the construction of the equivariant Morse
complex we will need some Morse-Bott theory. Therefore we introduce it here
quickly. For a detailed exposition we refer to Banyaga and Hurtubise [24].
Definition 2.19. A smooth function f : M → R is called Morse-Bott, iff
Crit(f) is a finite disjoint union of connected submanifolds of M , such that
on the normal bundle of every C ⊂ Crit(f) the Hessian matrix of f is non-
degenerate.
The non-degeneracy condition implies that the Morse index µ(x) for x ∈ C
is constant on a connected critical submanifold. So the Morse index µ(C) of a
critical submanifold is well defined.
As in Morse theory there is a nice description of f near critical submanifolds:
Lemma 2.20 (Morse-Bott Lemma). Let f, C be as above and x ∈ C: There
exist local coordinates around x and a local splitting of the normal bundle of C
V(C) = Vu ⊕ Vs,
such that, if we identify p ∈ M with (v0, vu, vs) in the local coordinate system,
then f is given by
f(p) = f(v0, vu, vs) = f(C)− ‖vu‖2 + ‖vs‖2.
As one might suspect, there are also generalizations of the other statements
of the preceeding section, for example the “Morse-Bott inequalities”, and there
is a Morse-Bott complex computing the cohomology of M , see Banyaga and
Hurtubise [24]. We end this subsection with one last important generalization
of an aspect of Morse theory which we need in the following:
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Definition 2.21. The (un-)stable manifolds of a critical submanifold C are
defined as
W i(C) :=
⋃
x∈C
W i(x).
Proposition 2.22. Wu(C) and W s(C) are smooth submanifolds of M and
their dimensions are given by
dimWu(C) = n− µ(C),
dimW s(C) = µ(C) + dimC.
Therefore, if B,C ⊂ Crit(f) and the intersection of the associated unstable
and stable manifolds is transversal, then the connecting space of flow lines from
B to C is defined as M(B,C) := Wu(B) |∩W s(C) and
dimM(B,C) = µ(C)− µ(B) + dimC.
Like in the Morse case, flow lines in M(B,C) are R-shift invariant and the
quotient is called the moduli space of flow lines from B to C:
M˜(B,C) :=M(B,C)/R.
2.2.2 Flow lines with cascades
Given a Morse-Bott function f on M , there is a nice way of using the gradient
flow line approach of Morse theory to compute H∗(M). This idea of flow lines
with cascades (in the following called FLWC) is due to Frauenfelder; for details,
see [16].
Let (h, g0) be a Morse-Smale pair on Crit(f). For x ∈ Crit(h) a new Morse-
like index of x is defined as
λ(x) := µf (x) + µh(x),
the sum of the Morse indices of x with relation to h and f .
Definition 2.23. Let x, y ∈ Crit(h). A flow line with m cascades from x to y
is a tuple (u, T ) with
u = (u1, . . . , um), T ∈ (R+0 )m−1.
Here the ui ∈ C∞(R,M) are nonconstant solutions of
u˙i = ∇gf(ui),
satisfying
lim
t→−∞u1(t) = p, limt→∞um(t) = q
for some p ∈Wu(x,∇g0h) and q ∈W s(y,∇g0h).
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Furthermore for i ∈ {1, . . . ,m− 1} there are ordinary Morse flow lines vi ∈
C∞(R,Crit(f)) of ∇g0h, such that
lim
t→−∞ui(t) = vi(0), limt→∞ui+1(t) = vi(Ti).
Remark 2.24. 1. A flow line with zero cascades is just an ordinary Morse flow
line on Crit(f).
2. The flow lines on Crit(f) are allowed to be constant, i.e. a cascade is
allowed to converge to a critical point of h, but it will stay there only for a finite
time interval.
Definition 2.25. The space of flow lines with m cascades from x to y in Crit(f)
is denoted by
Mm(x, y).
The group Rm acts freely on Mm(x, y) by timeshift on each cascade. The
quotient is the moduli space of flow lines with m cascades:
M˜m(x, y).
The usual transversality arguments show that these spaces are smooth man-
ifolds with
dimM˜m(x, y) = λ(y)− λ(x)− 1
= µf (y) + µh(y)− µf (x)− µh(x)− 1
= µh(y)− µh(x) +m− 1.
Again, these moduli spaces admit natural compactifications and there is an
associated gluing map, such that one is able to define a differential operator on
CC∗ := CC∗(f, h, g, g0) = Z2〈Crit(h)〉 (graded by λ):
Definition 2.26. For a generator x ∈ Crit(h) of CC∗ define
dcx :=
∑
m
dmx =
∑
m
∑
µh(y)=µh(x)−m+1
nm(x, y)y,
nm(x, y) := |M˜m(x, y)| mod 2,
and extend it to general cochains by linearity.
Using continuation maps between FLWC-complexes associated to different
functions and metrics, one proves the following theorem:
Theorem 2.27. The homology of the complex (CC∗, dc) is naturally isomorphic
to H∗(M).
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3 An equivariant Morse complex
In this chapter we introduce the S1-equivariant Morse complex (CMS1 , dS1).
As mentioned in the introduction dS1 counts flow lines “jumping” along orbits
of the S1-action. To model this jumping we use (higher) continuation maps of
Morse homology. We set up the “moduli spaces of k-jump flow lines” which are
the main topic of the next chapter.
3.1 Definition of the equivariant Morse complex
The S1-equivariant Morse cochain groups are defined as follows:
Definition 3.1. Let CM∗ := CM∗(f, g) = Z2〈Crit(f)〉 denote the Morse
cochains associated to (f, g), graded by their Morse index. Let H∗(BG;Z2) =
H∗S1(pt;Z2) = Z2[T ] be the ring of polynomials in one variable with deg(T ) = 2.
We view elements c ⊗ p(T ) ∈ CM∗ ⊗ Z2[T ] as polynomials with coefficients in
CM∗ and grade it by the sum of the Morse index of c and twice the polynomial
degree of p.
CMmS1 :=
{ j∑
i=0
aiT
i|ai ∈ CM l, 2j + l = m
}
.
The differential
dS1 : CM
∗
S1 → CM∗+1S1
is defined as
dS1 := d⊗ 1 +
∑
k
R2k−1 ⊗ T k, (3.1)
where d is the usual Morse differential. The operators R2k−1 count k-jump flow
lines of ∇gf connecting critical points of index difference 2k−1 - in contrast to d
they lower indices. Observe that the sum is finite, since for 2k−1 > n = dimM
all R2k−1 vanish, simply because there are no critical points with index greater
than n or with negative indices.
Of course this complex depends on input data like f and g, but for notational
convenience we omit this dependence and because the resulting complex will
eventually turn out to be independent of these choices.
The remainder of this chapter is devoted to give a precise definition of the
operators R2k−1; mimicing the construction of the differential in ordinary Morse
homology we now define k-jump flow lines and the associated moduli spaces.
3.2 k-jump flow lines
We proceed in the following way: We start with the construction of M˜1(x, y),
using a “continuation map” of Morse homology. Then we generalize these ideas
to obtain M˜k(x, y) for k ≥ 2: To keep things simple, we carry out everything in
full detail for k = 2, the corresponding statements and proofs in the case k > 2
differ only by notational complexity since more dimensions are involved.
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3.2.1 1-jump flow lines
Definition 3.2. In the following we write
σ : S1 ×M →M, (s, p) 7→ s.p := σ(s, p)
for the action of S1 on M and σp, σs for the maps
s 7→ σ(s, p), p 7→ σ(s, p).
The defining properties for a S1-action on M translate to
σe = idM and σs2s1 = σs2 ◦ σs1 ,
i.e. s 7→ σs ∈ Diff(M) is a smooth group homomorphism.
Let x, y ∈ Crit(f); for s ∈ S1 choose a homotopy ft : M ×R→ R from f to
f ◦ σs. The equation for a 1-jump flow line then looks like this:
u˙(t) = ∇ft(u(t)),
u− = x, u+ = s−1.y.
In Morse theory this equation is known as a continuation equation. To avoid
the time-dependency one translates this back into an autonomous equation on
M × R or M × S1 (to stay in the nice case of a closed manifold, cf. Remark
3.4). Since s ∈ S1 works as a parameter we have to deal with a family of Morse
functions smoothly parametrized by S1, i.e a Morse-Bott function:
Definition 3.3. For (f, g) a Morse-Smale pair, let
F˜1 : M × S1 × [0, 1]→ R, (p, s, r) 7→ F˜1(p, s, r) =
{
f(p) if r = 0,
f(s.p) if r = 1,
be a S1-family of homotopies between f and f(s. · ) = f ◦ σs, such that F˜1 is
independent of r for r near 0 and 1.
Choose smooth h : [0, 1] → R with h′ ≥ 0, h′−1(0) = {0, 1}, h(0) = 0
and h(1) > (max f − min f) (e.g. h(r) = K(1 + sin (pi(r − 12 )) with K >
(max f −min f)), such that F1 : W1 := M × S1 × [0, 1]→ R defined by
F1(p, s, r) := F˜1(p, s, r) + h(r)
has only critical points if r = 0, 1.
Finally choose a product metric G1 := g ⊕ 1⊕ 1 on W1.
Remark 3.4. Actually we should extend F1 to be defined on M × S1 × S1
to continue working with a closed manifold. For this we would view the last
S1-factor as the interval [−1, 1] with endpoints identified, extend F˜1 and h
symmetrically for r < 0 and restrict all following constructions to the subspace
with r ≥ 0. Keeping this in mind we continue working on W1 = M ×S1× [0, 1]
for notational convenience and to emphasize the different roles of the S1-factors
involved - one is the jumping-parameter, while the other one parametrizes the
homotopy.
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Lemma 3.5. F1 is a Morse-Bott function with
Crit(F1) =
⋃
x,y∈Crit(f)
(Ax ∪By),
where
Ax ={x} × S1 × {0},
By ={(s−1.y, s)|s ∈ S1} × {1},
Proof. By construction critical points occur only at r = 0, 1, where F˜1 M×S1
is given by
(p, s) 7→ f(p) and f(s.p) respectively.
At r = 0:
DpF1(p, s, 0) = Df(p),
DsF1(p, s, 0) ≡ 0.
Therefore
DF1(p, s, 0) = 0 for (p, s) ∈ Crit(f)× S1.
At r = 1:
DpF1(p, s, 1) = Dp(f ◦ σs)(p)
= Df(σs(p)) ·Dσs(p),
DsF1(p, s, 1) = Ds(f ◦ σp)(s)
= Df(σp(s)) ·Dσp(s).
σs is a diffeomorphism, so Dσs(p) 6= 0 for all p ∈M and we conclude
DF1(p, s, 1) = 0 for (p, s) ∈ {(s−1.x, s)|s ∈ S1, x ∈ Crit(f)}.
This also shows that the function (p, r) 7→ F1(p, s, r) is Morse for every
s ∈ S1. So F1 is a family of Morse functions, smoothly parametrized by S1 (σ is
smooth) and therefore a Morse-Bott function. Note, that although the S1-orbit
of x ∈ Crit(f) might hit another critical point y ∈ Crit(f), the corresponding
critical submanifolds of F1 do not intersect in W1:
Bx ∩By 6= ∅ =⇒ (s−1.x, s) = (s˜−1.y, s˜)
=⇒ s = s˜
=⇒ x = y.
We want to study gradient flow lines of F1. Since s ∈ S1 plays the role
of a parameter, instead of the vector field ∇G1F1 we use a simpler, but still
“gradient-like” vector field:
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Definition 3.6. A gradient-like vector field with respect to a Morse-Bott func-
tion f defined on a smooth n-dimensional manifold M is a smooth vector field
v satisfying:
Lv(f) > 0 on M \ Crit(f)
and around every point c ∈ C ⊆ Crit(f) there exist local coordinates (pi) such
that
v(p) = −2
µ(C)∑
i>dimC
pi∂pi + 2
n∑
j>µ(C)
pj∂pj .
This means, there is essentially no difference in studying the global structure of
flow lines of ∇gf and v.
Lemma 3.7. Let V1 be the vector field on W1 defined by
(p, s, r) 7→ (∇gF1(p, s, r), 0, F ′1(p, s, r)∂r),
where ′ denotes the derivative with respect to r. Then V1 is a gradient-like vector
field for F1.
Proof. The Lie derivative of F1 in direction V1 at (p, s, r) 6∈ Crit(F1) is given by
LV1(F1)(p, s, r) = DF1(p, s, r) · V1(p, s, r)
= DpF1(p, s, r)∇gF1(p, s, r) +DrF1(p, s, r)∇rF1(p, s, r)
= g
(∇gF1(p, s, r),∇gF1(p, s, r))+ ( ∂
∂r
F1(p, s, r)
)2
> 0.
Fix s ∈ S1. At c ∈ C ⊂ Crit(F1) the restriction of V1 to M × [0, 1] is the
gradient vector field of the Morse function (p, r) 7→ F1(p, s, r). Thus, Lemma 2.3
implies the existence of suitable coordinates (qi)i∈{1,...,n+1} around prM×[0,1](c),
such that
V1 M×[0,1] (q) = −2
k∑
i=1
qi∂qi + 2
n+1∑
j=k+1
qj∂qj for k := µ(c). (3.2)
Let U be a neighbourhood of c in W1. Since F1 is smooth, C is a submanifold of
W1 and µ(c) is constant along C, the coordinate system (q
i)i∈{1,...,n+1} depends
smoothly on s ∈ S1. Therefore, we can find coordinates
Q = (Q1(p, s, r), . . . , Qn(p, s, r), s,Qn+1(p, s, r))
such that V1 is locally given by
V1(Q) = −2
k∑
i=1
Qi∂Qi + 2
n+1∑
j=k+1
Qj∂Qj .
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Definition 3.8. A 1-jump flow line between x and y is a solution of
u : R→W1, u˙(t) = V1(u(t)); (3.3)
u− ∈ Ax, u+ ∈ By.
Observe that the construction of F1 (especially the right “increasing be-
haviour” of h, i.e. h(1) > (max f − min f)) implies that there are precisely
three types of flow lines possible:
1. starting at Ax, ending in Ay.
2. starting at Ax, ending in By.
3. starting at Bx ending in By.
Moreover, since F˜1 is independent of r near 0 and 1, the subsets
M × S1 × {0},M × S1 × {1} ⊂W1
are both flow invariant. Because of F1(p, s, 0) = f(p), flow lines of the first type
are just S1-families of ordinary Morse flow lines solving equation (2.1).
Lemma 3.9. The dimensions of the (un-)stable manifolds of V1 are given by
dimWu(Ax) = n− µ(x) + 2,
dimW s(Ax) = µ(x) + 1,
dimWu(Bx) = n− µ(x) + 1,
dimW s(Bx) = µ(x) + 2.
Proof. We have µ(Ax) = µ(x), since F1 is increasing along the r-direction and
independent of s ∈ S1 near r = 0. At Bx we have h′′(1) < 0, because h attains
its maximum at r = 1, and therefore µ(Bx) = µ(x)+1. The dimension formulae
follow now from Proposition 2.22.
Definition 3.10. For x, y ∈ Crit(f) we define
MA1 (x, y) :=Wu(Ax) ∩W s(Ay),
MB1 (x, y) :=Wu(Bx) ∩W s(By),
M1(x, y) :=Wu(Ax) ∩W s(By).
Proposition 3.11. Given x, y ∈ Crit(f). MA1 (x, y) andMB1 (x, y) are equipped
with a free S1-action given for θ ∈ S1 by
θ.uA(t) = θ.(p(t), s, 0) := (p(t), θs, 0),
θ.uB(t) = θ.(p(t), s, 1) := (θ
−1.p(t), θs, 1).
Moreover, all three spaces MA1 (x, y),MB1 (x, y),M1(x, y) are equipped with a
free R-action given by
τ.u(t) := u(t+ τ),
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and the corresponding quotients of spaces of flow lines at r = 0 and r = 1 are
isomorphic:
MB1 (x, y)/S1 ∼=MA1 (x, y)/S1.
Proof. For u ∈ MA1 (x, y) we have θ.u ∈ MA1 (x, y) because V1 does not depend
on s ∈ S1 at r = 0.
For u ∈MB1 (x, y) we compute:
d
dt
(θ−1.p) =
d
dt
(σθ−1(p))
= Dσθ−1(p) · p˙
= Dσθ−1(p) ·
(
Dσs(p)
∗ · ∇gf(σs(p))
)
=
(
Dσs(p) ·Dσθ−1(p)∗
)∗ · ∇gf(σs(p))
=
(
Dσs(p) ·Dσθ
(
σθ−1(p)
))∗ · ∇gf(σs(p))
=
(
Dσs
(
σθ
(
σθ−1(p)
)) ·Dσθ(σθ−1(p)))∗ · ∇gf(σs(p))
=
(
D(σs ◦ σθ)
(
σθ−1(p)
))∗ · ∇gf(σs(p))
=
(
Dσθs(θ
−1.p)
)∗ · ∇gf(σθs(θ−1.p))
= ∇gF1(θ−1.p, θs, 1).
Here we have used the chain rule and the fact, that for a diffeomorphism
φ : M →M
the pullback φ∗ is given by the push-forward with φ−1:
Dφ(p) : TpM → Tφ(p)M,
Dφ(p)∗ : Tφ(p)M → TpM = Dφ−1(φ(p)).
Clearly both actions are smooth (only smooth maps are involved) and free
because they are free on the second factor.
The second statement follows from the general fact that every solution
u : R → M of an autonomous dynamical system is R-shift invariant and this
shift clearly induces a free R-action on the space of solutions.
It remains to show the isomorphism betweenMB1 (x, y)/S1 andMA1 (x, y)/S1.
For u = (p(t), s, 0) ∈MB1 (x, y)/S1 set v := (s.p(t), s, 1), then
d
dt
(
s.p(t)
)
= Dσs(p(t)) · p˙(t)
= Dσs(p(t)) · ∇g
(
f ◦ σs
)
(p(t))
= Dσs(p(t)) ·
(
Dσs(p(t)
)∗∇gf(σs(p(t)))
= ∇gf(s.p(t)).
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Moreover, (s.p)− = s.p− = s.(s−1.x) = x and s.p+ = s.s−1.y, so v is in
MA1 (x, y). The same calculation for u := s−1.v shows that this mapping is
invertible and therefore an isomorphism.
Definition 3.12. For x, y ∈ Crit(f) we define
M˜1(x, y) :=M1(x, y)/R ∼=M1(x, y) ∩ F−11 (a),
M˜0(x, y) :=MA1 (x, y)/S1/R ∼=MA1 (x, y)/S1 ∩ F−11 (a),
where a is any regular value between F1(Ax) and F1(By) or F1(Ay) respectively.
The index 0 in M˜0(x, y) emphasizes that this space is just M˜(x, y), the moduli
space of (non-jumping) flow lines used to construct the differential in ordinary
Morse cohomology.
3.2.2 2-jump flow lines
Let ∆ = ∆2 denote the standard 2-simplex as subset of R2 with vertices (0, 0),
(0, 1) and (1, 1) and let ~r = (r1, r2) denote a point of ∆. Similarly we write ~s
for a point (s1, s2) in the 2-torus T
2 ∼= S1 × S1.
This time we use a T 2-family of homotopies, now parametrized by ∆:
Definition 3.13 (The vector field V2). Choose F˜2 : W2 := M × T 2 ×∆ → R
satisfying
F˜2(p,~s, ~r) =

f(p) if ‖~r‖ ≤ 14 ,
f(s1.p) if
7
8 ≤ ‖~r‖ ≤ 98 ,
f(s2.s1.p) if
5
4 ≤ ‖~r‖ ≤
√
2.
Define h2 : ∆→ R by h2(r1, r2) := h(r1)+h(r2) with h from Section 3.2.1. h2
is smooth, strictly increasing with ‖~r‖, Dh2(0, 0) = Dh2(0, 1) = Dh2(1, 1) = 0
and µ(i, j) = i+j. Furthermore h2 satisfies the following: At ∂∆ the gradient of
h2 (with respect to the Euclidean metric) is always pointing along the boundary
of ∆. We set
F2 := F˜2 + h2
and
V2 := (∇gF2, 0, 0,∇~rF2).
Recall that we work with the simplex ∆ knowing that instead we could use
the closed manifold T 2 to make everything precise without changing anything
important. This is justified by the arguments in Remark 3.4 and the tangent
property of ∇rh2 mentioned in the previous definition - here we would extend
h2 to T
2 (viewed as the unit square with opposing edges identified) by reflection
on the diagonal x = y and restrict attention to the subspace x ≤ y.
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F=f(x)
F=f(s.x)
F=f(s'.s.x)
Figure 1: ∇h on ∆2
Lemma 3.14. F2 is Morse-Bott and, for G2 = g⊕ 14 a product metric on W2,
V2 is gradient-like for F2. Moreover,
Crit(F2) =
⋃
x,y,z∈Crit(f)
(Ax ∪By ∪ Cz),
where
Ax := {x} × T 2 × {(0, 0)},
By := {(s−11 .y, s1) ∈M × S1} × S1 × {(0, 1)},
Cz := {(s−11 .s−12 .z, s1, s2) ∈M × T 2} × {(1, 1)}.
The corresponding dimensions of the (un-)stable manifolds are given by
dimWu(Ax) = n− µ(x) + 4,
dimW s(Ax) = µ(x) + 2,
dimWu(Bx) = n− µ(x) + 3,
dimW s(Bx) = µ(x) + 3,
dimWu(Cx) = n− µ(x) + 2,
dimW s(Cx) = µ(x) + 4.
Proof. This time F2 is a smooth T
2 family of Morse functions on M ×∆. Using
the same arguments as in Lemma 3.5 we see that F2 is Morse-Bott and V2
gradient-like. The structure of the critical submanifolds Ax, Bx are derived in
the same way, because
F2(p, s1, s2, 0, 0) = f(p),
F2(p, s1, s2, 0, 1) = f(s1.p).
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To calculate DF2(p, s1, s2, 1, 1) observe that
F˜2(p, s1, s2, 1, 1) = f(s2.s1.p)
=
(
f ◦ σs2 ◦ σs1
)
(p)
=
(
f ◦ σs2s1
)
(p).
Therefore, we can use the arguments of Lemma 3.5 again to conclude
Cx = {(s−11 .s−12 .x, s1, s2)} × {(1, 1)}.
The dimensions of the (un-)stable manifolds are derived from Proposition
2.22 together with
dimW2 = n+ 4, dimAx = dimBx = dimCx = 2,
and the fact that h2 : ∆→ R “adds” 0, 1, 2 to the Morse index of Ax, Bx, Cx at
the corresponding vertices (0, 0), (0, 1), (1, 1).
Definition 3.15. A 2-jump flow line from x to y is a solution of
u : R→W2, u˙(t) = V2(u(t)); (3.4)
u− ∈ Ax, u+ ∈ Cy.
Since we have choosen h2 strictly increasing with ‖~r‖ and scaled accordingly
(cf. the condition K > (max f − min f) in Definition 3.3) we can ensure that
only flow lines of the three following types occur:
The flow lines of V2 live either in the subsets of W2 containing the vertices
of ∆, travel from Ax to By, from By to Cz (along the boundary of ∆) or from
Ax to Cz. They correspond to 0-,1- and 2-jump flow lines respectively.
Definition 3.16. Regarding F2 we set:
MA2 (x, y) := Wu(Ax) ∩W s(Ay),
MB2 (x, y) := Wu(Bx) ∩W s(By),
MC2 (x, y) := Wu(Cx) ∩W s(Cy),
MAB2 (x, y) := Wu(Ax) ∩W s(By),
MBC2 (x, y) := Wu(Bx) ∩W s(Cy),
M2(x, y) := Wu(Ax) ∩W s(Cy).
Observe that again on every space there is a R-action by translation. In
addition we have the following
Proposition 3.17. The spacesMA2 (x, y),MB2 (x, y) andMC2 (x, y) are equipped
with a free T 2-action. For ~τ = (τ1, τ2) ∈ T 2 the actions are given by
uA(t) =
(
p(t), s1, s2, 0, 0
) 7→ (p(t), τ1s1, τ2s2, 0, 0), (1)
uB(t) =
(
p(t), s1, s2, 0, 1
) 7→ (τ−11 .p(t), τ1s1, τ2s2, 0, 1), (2)
uC(t) =
(
p(t), s1, s2, 1, 1
) 7→ (τ−11 .τ−12 .p(t), τ1s1, τ2s2, 1, 1). (3)
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The quotients are isomorphic to each other. Moreover S1 acts freely onMAB2 (x, y)
and MBC2 (x, y) by
θ.uAB(t) :=
(
p(t), s1, θs2, 0, r2(t)
)
, (4)
θ.uBC(t) :=
(
θ−1.p(t), θs1, s2, r1(t), 1
)
, (5)
and the quotients of both spaces are isomorphic to M1(x, y).
Proof. Obviously all actions are smooth (only smooth maps are involved) and
free (on the T 2-factor).
The cases (1) and (4) follow directly from the fact that F2 is independent of
~s at ~r = (0, 0) and independent of s2 at ~r ∈ {0} × [0, 1].
For (2) and (3) a straightforward generalization of the proof of Proposition
3.11 shows that
d
dt
(
τ−11 .pB(t)
)
= ∇g
(
f ◦ στs1
)
(τ−11 .pB(t)),
d
dt
(
(τ1τ2)
−1.pC(t)
)
= ∇g
(
f ◦ στ1τ2s1s2
)(
(τ1τ2)
−1.pC(t)
)
.
The reason for this is that F1 and F2 have basically the same structure around
the vertices of [0, 1] and ∆.
The same argumentation works in the case (5):
d
dt
(
σθ−1(p(t))
)
= Dσθ−1(p(t)) · p˙(t)
= Dσθ−1(p(t)) · ∇gF2(p(t), s1, s2, r1(t), 1)
= Dσθ(θ
−1.p(t))∗ · ∇gF2(p(t), s1, s2, r1(t), 1)
= Dσθ(θ
−1.p(t))∗ · ∇gF2(σθ(θ−1.p(t)), s1, s2, r1(t), 1)
= ∇g
(
F2 ◦ σθ
)
(θ−1.p(t), s1, s2, r1(t), 1)
= ∇gF2(θ−1.p(t), θs1, s2, r1(t), 1).
Similiar to Proposition 3.11 we define the isomorphism between the moduli
spaces
MC2 (x, y)/T 2 →MA2 (x, y)/T 2,
MB2 (x, y)/T 2 →MA2 (x, y)/T 2,
by
(p(t), s1, s2, 1, 1) 7→ ((s1s2)−1.p(t), s1, s2, 0, 0),
(p(t), s1, s2, 0, 1) 7→ (s−11 .p(t), s1, s2, 0, 0).
The isomorphism between MBC2 (x, y)/S1 and MAB2 (x, y)/S1 is given by
(p(t), s1, s2, r1(t), 1) 7→ (s−12 .p(t), s1s2, s2, 0, r1(t)).
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Note, that this isomorphism is also a consequence of our construction, letting
the subsets M ×T 2×{0}× [0, 1], M ×T 2× [0, 1]×{1} ⊂W2 be flow-invariant.
Finally, observe that MA2 (x, y)/T 2 ∼=M0(x, y), simply because both spaces
consist of flow lines of ∇gf .
Furthermore, MAB2 (x, y)/S1 ∼=M1(x, y) via(
p(t), s1, s2, 0, r2(t)
) 7→ (p(t), s1, r2(t)).
We conclude that the solutions of u˙ = V2(u) are either flow lines of equa-
tions (2.1) or (3.3), or 2-jump flow lines (3.4) travelling in W2 from a critical
submanifold at (0, 0) ∈ ∆ to a critical submanifold at (1, 1) ∈ ∆.
Definition 3.18. For x, y ∈ Crit(f) the moduli space of 2-jump flow lines is
defined as:
M˜2(x, y) := Wu(Ax) ∩W s(Cy)/R ∼=M2(x, y) ∩ F−12 (a),
where a is any regular value between (F2(Ax), F2(Cz)).
3.2.3 k-jump flow lines for k > 2
To obtain M˜k(x, y), proceed as above:
Let ∆k be the simplex obtained from ∆k−1 ⊂ Rk−1 ⊂ Rk by adding the
point (1, . . . , 1) ∈ Rk and connecting every vertex of ∆k−1 with it. Choose a
T k-family of “homotopies” F˜k : M × T k ×∆k with
F˜k(p,~s, ~r) =

f(p) if ‖~r‖ < δ ,
f(s1.p) if 1− δ ≤ ‖~r‖ < 1 + δ ,
f(s2.s1.p) if
√
2− δ ≤ ‖~r‖ < √2 + δ,
· · ·
f(sk. · · · s1.p) if
√
k −  ≤ ‖~r‖ ,
for some small δ > 0.
Add hk : ∆
k → R, hk(r1, . . . , rk) :=
∑k
i=1 h(ri). Again, hk is strictly
increasing with ‖~r‖, such that the gradient vector field∇hk (w.r.t. the Euclidean
metric) is tangent to the boundary ∂∆k and the critical points of hk are the
vertices P ∈ Rk of ∆k, satisfying µ(P ) = ∑ki=1 Pi.
Regarding the extension of hk to the k-cube (cf. Remark 3.4) we refer to
Haiman [26]: There is a subdivision of the k-cube into k-simplices, such that
every vertex of a simplex is a vertex of the cube and the intersection of two
simplices is a face of both of them - a very interesting problem is to find the
minimum number of simplices one needs to do so. But for our purposes the
sheer existence is enough to justify our definitions.
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This produces a Morse-Bott function Fk : M × T k × ∆k → R, with k-
dimensional critical submanifolds A0x, A
1
x, . . . , A
k
x for x ∈ Crit(f). Set
Vk(p,~s, ~r) :=
(∇gFk(p,~s, ~r), 0, . . . , 0,∇~rFk(p,~s, ~r))
and define the moduli space of k-jump flow lines from x to y as
M˜k(x, y) := Wu(A0x) ∩W s(Aky)/R.
Generalizing the above statements and proofs in the obvious manner we see
that:
1. The dimensions of the (un-)stable manifolds are given by
dimWu(Aix) = n− µ(x) + 2k − i,
dimW s(Aix) = µ(x) + k + i, i = 0, . . . , k.
The crucial point here is that in a δ-neighbourhood of the vertices of ∆k, where
the critical submanifolds Ai are situated, Fk M×Tk is always of the form
(p,~s) 7→ F (si. · · · s1.p).
2. Due to the construction, there are no flow lines possible from Ai to Aj
for i > j.
3. The solutions of
u˙(t) = Vk
(
u(t)
)
(3.5)
are elements of (the corresponding quotients of the connecting spaces)M0(x, y),
M1(x, y), . . . orMk(x, y) for some x, y ∈ Crit(f). This is because for l < k, i+
l < k, the same argumentation as for k = 2 shows thatMAiAi+ll (x, y)/T l defined
by Fk is isomorphic to Ml(x, y) defined by Fl. Note that the corresponding
subsets of Wk containing l-jump flow lines are flow-invariant.
3.3 The operators R2k−1
So far we have set up the moduli spaces of k-jump flow lines consisting of
(equivalence classes of) solutions of (3.5).
Due to the construction of Vk every u ∈ Mk(x, y) starts at a critical sub-
manifold A0x = {x} × (S1)k × ∆k ⊂ Wk and flows to a critical submanifold
Aky ⊂Wk, with its projection to M being the S1-orbit of y. In the next chapter
we will see that given x and y in Crit(f) with µ(x) − µ(y) = 2k − 1 there are
only finitely many such u in Mk(x, y) and therefore we are able to make the
following
Definition 3.19 (The operators R2k−1). For a generator x ∈ Crit(f) of CM∗
we set
R2k−1x :=
∑
µ(y)=µ(x)−(2k−1)
nk(x, y)y, (3.6)
where nk(x, y) := |M˜k(x, y)| mod 2, and extend it to general cochains by lin-
earity.
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4 The moduli spaces M˜k(x, y)
In this chapter we take a closer look at the moduli spaces defined in Section 3.2.
We state and proof according transversality, compactness and gluing theorems
which justify the definition of R2k−1 given in Section 3.3 and are needed for
showing d2S1 = 0. The proofs of compactness and gluing, using the theory of
dynamical systems, follow closely Weber [13], where these theorems are proven
for a Morse-Smale pair (f, g). Throughout this chapter we omit the subscripts
k in F, V, . . ., except for the moduli spaces M˜k(x, y). Moreover, in all following
constructions for Mk(x, y), if l < k, we view Ml(x, y) as a subset of Wk.
4.1 Transversality
In this section we show, that by altering the vector field V it is possible to
achieve transversality of the intersections of all unstable and stable manifolds of
the critical submanifolds of F . We will change the vector field V only on small
open sets containing no critical submanifolds, so that the global structure of the
flow is not harmed. In other words, the new vector field will still be gradient-like.
In the following we have to keep track of the vector fields to which we
assign the (un-)stable manifolds. Therefore W i(C, v) will denote the (un-)stable
manifold of the critical submanifold C associated to the vector field v.
Theorem 4.1 (Transversality). There is a gradient-like vector field V ′ (in the
following sections again denotet by V ) for F , differing from V only on small
open sets outside critical submanifolds, such that all unstable and stable mani-
folds intersect transversally.
Following the ideas of Nicolaescu [27] in the proof of a similiar statement we
need two lemmata:
Lemma 4.2. Given a smooth function f : M → R and v a gradient-like vector
field for f , let [a, b] consist only of regular values of f and for any interval I of
regular values set MI := f
−1(I).
If h : Mb →Mb is a diffeomorphism isotopic to the identity, then there exists
a gradient-like vector field w which equals v outside M(a,b) = f
−1((a, b)) such
that:
h ◦ φvb,a = φwb,a.
Here φvb,a : Ma → Mb is the (t = 1)-flow of the normalized vector field
〈v〉 := 1Lvf · v. If there are no critical values in [a, b] this is a diffeomorphism
with inverse φva,b given by the backward-flow.
Proof. Without loss of generality assume a = 0, b = 1 and that the isotopy ht
is independent of t near 0 and 1.
Define a diffeomorphism
ψ : [0, 1]×M1 →M[0,1], (t, p) 7→ φvt,1(p).
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ψ−1 is given by
y 7→ (f(y), φv1,f(y)(y)).
Regarding the isotopy ht there is another diffeomorphism
H : [0, 1]×M1 → [0, 1]×M1, (t, p) 7→ (t, ht(p)).
Now let w˜ be the pushforward of 〈v〉 by ψ ◦ ht ◦ ψ−1. Rescale it,
w := (Lvf)w˜,
and extend it to a vector field on M coinciding with v outside M[0,1]. Then
〈w〉 = w˜ and therefore
h ◦ φv1,0 = φw1,0.
Lemma 4.3. Let X,Y be submanifolds of M and assume that X has a tubu-
lar neighbourhood. Then there exists a diffeomorphism h : M → M smoothly
isotopic to the identity such that h(X) |∩ Y .
Proof. The proof is from Milnor [28].
Let m be the dimension of the normal bundle of X in M and let
k : X × Rm → U ⊂M,
k X×{0}= idX
be a tubular neighbourhood of X. Set Y0 := U ∩ Y and g := pr2 ◦ (k−1) Y0 ,
where pr2 is the projection onto Rm.
For x ∈ Rm, k(X×{x}) does not intersect Y transversally iff there is ξ ∈ Y0
with x = g(ξ) and Dg(ξ) has not maximal rank. Since k is a diffeomorphism
and rank(pr2) is constant, this means ξ ∈ Crit(g). Therefore, Sard’s theorem
(cf. Milnor and Stasheff [6]) implies that for x outside a set of measure zero the
intersection will be transversal.
We construct the isotopy ht as follows:
Choose x ∈ Rm \ g(Crit(g)) and a smooth vector field v on Rm, satisfying:
v(y) =
{
x if ‖y‖ ≤ ‖x‖,
0 if ‖y‖ ≥ 2‖x‖.
The flow φt of v is defined for all t ∈ R, φ0 = id and φ1 maps 0 to x.
Finally we define ht : M →M by
ht(p) =
{
k
(
q, φt(y)
)
if p = k(q, y) ∈ U,
p if p 6∈ U.
Clearly, ht is a diffeomorphism for all t ∈ [0, 1], depending smoothly on t,
satisfying h0 = id and h1(X) |∩ Y.
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Now we are able to prove the Transversality Theorem:
Proof. In the last chapter we have seen that
Crit(F ) = Crit(Fk) = A
0 ∪A1 ∪ · · · ∪Ak
with Ai :=
⋃
x∈Crit(f)A
i
x and flow lines from A
i to Aj only occur if i ≤ j. More
precisely, we have constructed F such that, for x, y ∈ Crit(f), the inequality
F (Aix) < F (A
j
y) implies i < j or i = j and µ(x) < µ(y).
Next, observe that in general
Wu(Ai) |∩W s(Aj)⇐⇒Wu(Ai)c |∩W s(Aj)c ∀i ≤ j,
where W i(A)c := W
i(A) ∩ F−1(c) for c a regular value.
Since we have assumed that (f, g) is Morse-Smale, we have
Wu
(
(x,~s,~0) ∈ A0x, V
)
= Wu(x,∇gf)× T k × {(0, . . . , 0)}
|∩ W s(y,∇gf)× T k × {(0, . . . , 0)} = W s
(
(y,~s,~0) ∈ A0y, V
)
,
=⇒Wu(A0x, V ) |∩W s(A0y, V ) ∀x, y ∈ Crit(f).
Now start with y ∈ Crit0(f), the minimum of F , choose a regular value
c ∈ ( max
x∈Crit(f)
F (A0x), F (A
1
y)
)
and  > 0 so small that (c− 2, c) contains no critical values.
Set a := c − 2, b := c − . Then Xb :=
⋃
x∈Crit(f)W
u(A0x, V )b and
W s(A1y, V )b are smooth T
k-families of spheres embedded in Wb.
Therefore, they are smooth submanifolds (with boundary) of Wb admitting
tubular neighbourhoods and we can use Lemma 4.4 to obtain h : Wb →Wb iso-
topic to the identity, making the intersection of Xb and W
s(A1y, V )b transversal.
Lemma 4.3 asserts the existence of a gradient-like vector field V ′, equal to
V outside W(a,b), with
φV
′
b,a = h ◦ φVa,b.
We have
Wu(A0x, V
′)a = Wu(A0x, V )a ∀x ∈ Crit(f),
W s(A1y, V
′)b = W s(A1y, V )b,
and therefore for all x ∈ Crit(f):
Wu(A0x, V
′)b = φV
′
b,a
(
Wu(A0x, V
′)a
)
= h ◦ φVa,b
(
Wu(A0x, V
′)a
)
= h ◦ φVa,b
(
Wu(A0x, V )a
)
= h
(
Wu(A0x, V )b
)
|∩W s(A1y, V )b = W s(A1y, V ′)b.
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Repeating these steps, first for all y ∈ Crit(f) with Xb uniting all unstable
manifolds ⋃
x∈Crit(f)
Wu(A0x, V )b and
⋃
µ(z)<µ(y)
Wu(A1z, V )b,
then continuing successively with A2, . . . , Ak, in every step choosing the values
a, b such that V has not been altered on W(a,b) previously. After a finite number
of steps (Crit(f) is finite, Crit(F ) is a finite union of submanifolds ofW ), we have
achieved transversality of all intersections of unstable and stable manifolds.
Transversality of the intersection of Wu(Aix, V ) and W
s(Ajy, V ) implies the
following dimension formulae:
Corollary 4.4. M(Aix, Ajy) and M˜(Aix, Ajy) are smooth finite-dimensional sub-
manifolds of W with
dimM(Aix, Ajy) = dim
(
Wu(Aix, V ) |∩W s(Ajy, V )
)
= µ(y)− µ(x) + k + j − i,
dimM˜(Aix, Ajy) = µ(y)− µ(x) + k + j − i− 1.
In particular,
dimM˜k(x, y) = µ(y)− µ(x) + 2k − 1.
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4.2 Compactness
We continue to examine the properties of the moduli spaces by showing that
M˜k(x, y) can be compactified using so-called “broken flow lines” (u1, . . . , um).
These broken flow lines are defined as in Definition 2.13, except that now they
are allowed to consist of elements of different moduli spaces Ml(x′, y′) with
0 ≤ l ≤ k.
Definition 4.5. A broken flow line of type (m; Γ) is a m-tuple (u1, . . . , um),
such that
ui ∈MΓi(xi, xi+1),
xi ∈ Crit(f) (i = 1, . . . ,m),
Γ ∈ Nm : Γi ∈ {0, 1, . . . , k}.
A subset K ⊂ M˜k(x, y) is called compact up to broken flow lines of type (m; Γ),
if for every sequence (wj)j∈N ⊂ K there exists a broken flow line (u1, . . . , um)
of type (m; Γ) with
O(wj) −→ (u1, . . . , um) for j →∞.
Here convergence is meant with relation to the Riemannian distance d on Wk
(again secretly identifying Wk = M × T k ×∆k with the closed manifold M ×
T k × T k as discussed in Section 3.2). This implies u+i = u−i+1, i.e. a broken
flow line which is limit of a sequence in M˜k(x, y) does not “jump” along critical
submanifolds, although it will in general consist of jumping parts (cf. Fig. 2).
Recall that M˜0(x, y) is naturally isomorphic to the moduli space M˜(x, y) of
ordinary flow lines associated to (f, g), which we assumed to be a Morse-Smale
pair. Therefore, Theorem 2.14 already tells us how to compactify these spaces.
In the following we restrict attention to the case dimM˜k(x, y) = 0, 1, be-
cause higher-dimensional moduli spaces are irrelevant for our purposes.
Theorem 4.6. The moduli spaces of k-jump flow lines M˜k(x, y) are compact
up to broken flow lines of type (m; Γ), where
m = 1,Γ = k, that is M˜k(x, y) is already compact, or
m = 2,Γ ∈ {(i, j)|i+ j = k and i, j ∈ {0, 1, . . . , k}}.
Proof. We adapt the proof from Weber [13] to our situation: For a regular value
c ∈ (F (A0x), F (Aky)) set
M˜k(x, y) := Wu(A0x) ∩W s(Aky) ∩ F−1(c)
and let (wj)j∈N be a sequence in M˜k(x, y).
Then there is a subsequence converging to some element w of the compact
set F−1(c). We denote the subsequence again by (wj), as we will always do in
the following when choosing a subsequence.
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Figure 2: Broken flow lines for k = 1
Clearly, O(w) ∈ Ml(z, z′) for some z, z′ ∈ Crit(f) and l ∈ {0, 1, . . . , k},
because V is gradient-like. Let Φt denote the flow of V ; this map is continuous
and therefore
O(w) =
⋃
t∈R
Φt(w) ⊂Mk(x, y)
is a subset of the closure of Mk(x, y). Using continuity again we conclude
a := lim
t→−∞Φt(w) and e := limt→∞Φt(w) ∈Mk(x, y)
are also elements of the closure of Mk(x, y).
Claim: If z′ 6= y, then there is a flow line in Ml′(z′, y) for some l′ ∈
{0, 1, . . . , k}. In other words:
z′ 6= y =⇒ ∃v ∈Wu(e) ∩Mk(x, y) and v 6= z′.
Proof: (by contradiction) At e we have a splitting of the tangent space (cf.
Lemma 2.20)
TeW = E
0 ⊕ Eu ⊕ Es.
The Hartman-Grobman theorem for non-hyperbolic critical points (see Kirch-
graber and Palmer [29]) asserts that there exists a homeomorphism h : U ⊂
W → N ⊂ TeW with h(e) = 0, such that
h
(
Φt(p)
)
= At
(
h(p)
)
,
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where At is the flow of the linearization DV (e) of V on TeW . The restriction of
At to Eu⊕Es is the linear map At of Remark 2.8 and h identifies a neighbour-
hood of e in W i(e) with a neighbourhood of zero in Ei, where At acts strictly
expanding or contracting respectively.
Assume that wj , w ∈ U (otherwise let them flow with Φt sufficiently long
and choose a subsequence) and identify in the following wj and w with their
images under h.
Now suppose the above statement is not true. Since the flows Φt and At are
conjugate we are able to transfer the problem to TeW . This means, that for
every  > 0 there exists δ > 0, such that S ⊂ Eu, a sphere of radius , admits a
δ-neighbourhood B ⊂ TeW with B ∩Mk(x, y) = ∅.
Choose S,B ⊂ N and assume ‖w‖ < δ2 (otherwise use again the flow and
choose a subsequence). Now At is linear on Eu ⊕ Es, so we can write it in the
following form
At(q) Eu⊕Es= (Aut qu, Astqs)
for q = (qu, qs) ∈ Eu⊕Es∩N and Aut ⊕Ast = At. Since Aut is a strict dilatation
for t > 0 and 0 is its only fixed point, there exists t0 > 0 with ‖Aut wuj ‖ > . On
the other hand Ast is a strict contraction for t > 0. Therefore, for j large enough,
such that ‖wj‖ < δ, we have ‖Astwsj‖ < δ for positive t. But this implies that
the flow line O(wj) through wj hits B, contradicting our assumption.
Moreover, this shows that locally near critical points in critical subman-
ifolds the flow lines through wj converge uniformly to the broken flow line(
O(w), O(v)
)
. Outside neighbourhoods of critical submanifolds the flow lines
through wj converge to O(w) on compact time intervals J ⊂ R, because the
map
W ×W × J → R,
(p, p′, t) 7→ d(Φt(p),Φt(p′))
is smooth and therefore Lipschitz continuous since W ×W ×J is compact. This
means
d(Φt(p),Φt(p
′)) ≤ C · d(p, p′),
for all (p, p′, t) ∈W ×W × J and a constant C = C(W,V, J) > 0, implying the
asserted convergence.
To show convergence to O(v) replace the regular value c with c′ = F (v) and
wj with w˜j = O(wj) ∩ F−1(c′) and argue as above.
Now repeat everything with respect to the backward flow Φ−t and a =
O(w)−, the starting point of O(w), to see that if z 6= x, then there is v′ ∈
W s(a) ∩ Mk(x, y), v′ 6= z and we have uniform convergence of O(wj) to
(O(v′), O(w)) on compact time intervals.
Finally, after a finite number of steps (Crit(f) is finite, Crit(F ) is a finite
collection of submanifolds of W ), we end up with a broken flow line of type
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(m,Γ), starting at A0x and ending in A
k
y in its most general form
(u01, . . . , u
0
n0 , v1, u
1
1, . . . , u
1
n1 , v2, u
2
1, . . . , u
mb−1, vmb , u
mb
1 , . . . , u
mb
nmb
). (4.1)
Here the u’s are 0-jump flow lines, the vi are elements of Mli(zli , z′li) with
i = 1, . . . ,mb (1 ≤ mb, li ≤ k), and
m = mb +m0 = mb + n0 + . . .+ nmb .
Here mb ≤ k, simply because ∆k has only k+ 1 vertices and V is gradient-like.
To finish the proof we must show that only those types mentioned in the
theorem can occur. During the next paragraph let m0 = 0, i.e. m = mb - in the
following ordinary flow lines are irrelevant.
That there are broken flow lines of type (m,Γ) with m > 2 is due to our
construction using the simplices ∆k and situating the critical submanifolds at
their vertices - for k > 2 we get a little bit more than we need:
In ∆2 two edges correspond to 1-jump flow lines and one to 2-jump flow
lines; here a 2-jump flow line can break up into two 1-jump flow lines and
this is exactly how we want it to be. But in ∆3 we have one redundant edge
(corresponding to 1-jump flow lines from f(s1.p) to f(s2.s1.p)) which makes a
broken flow line of the type (3; (1, 1, 1)) possible (cf. Fig. 3). Likewise for k = 4
we encounter broken flow lines of type (4; (1, 1, 1, 1)), (3; (1, 1, 2)), (3; (1, 2, 1))
and (3; (2, 1, 1)) and so on for k > 4.
F=f(x)
F=f(s.x)
F=f(s'.s.x)
F=f(s''.s'.s.x)
Figure 3: A broken flow line of type (3; 1, 1, 1)
Fortunately, these broken flow lines do not appear as boundary points of the
relevant moduli spaces. To show this we need some combinatorics of simplices:
Recall the construction of the simplex ∆k in Subsection 3.2.3 and let the
vertices of ∆k be numbered in the following way: Start with 0 = (0, . . . , 0) ∈ Rk
and let i be the vertex which is added to ∆i−1 to obtain ∆i.
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Now given a broken flow line of type (m,Γ) from A0x to A
k
y we identify it
with a sequence of m+1 natural numbers starting with 0, ending with k. Every
number in this sequence corresponds to the vertex at the critical submanifold
the broken flow line passes. Therefore the sequence is strictly increasing. For
m ∈ {1, . . . , k} let (i0=0, i1, . . . , im−1, im=k) denote this sequence.
Then Γj = ij − ij−1 and we have
m∑
j=1
Γj = i1 − i0 + i2 − i1 + . . .+ im − im−1
= i1 + i2 − i1 + i3 − i2 + . . .+ im−1 − im−2 + k − im−1
= k.
More generally, for m = mb +m0:
m∑
j=1
Γj = k. (4.2)
Now we are able to prove the final claim: Observe that Corollary 4.4 implies
M˜l(z, z′) 6= ∅ ⇐⇒ µ(z′) ≥ µ(z) + 1− 2l. (4.3)
The structure of the broken flow line (4.1) and the inequality (4.3) imply
µ(x) + n0 = µ(zl1), µ(zl1) ≤ µ(z′l1) + 2l1 − 1;
µ(z′l1) + n1 = µ(zl2), µ(zl2) ≤ µ(z′l2) + 2l2 − 1;
. . .
µ(zlmb ) ≤ µ(zl′mb ) + 2lmb − 1 and
µ(zl′mb
) + nmb = µ(y).
Combining these equations,
µ(x) + n0 ≤ µ(z′l1) + 2l1 − 1 = µ(zl2) + 2l1 − 1− n1
. . .
≤ µ(z′lmb ) + 2l1 − 1 + . . .+ 2lmb − 1− n1 − . . .− nmb−1
= µ(y) + 2l1 − 1 + . . . 2lmb − 1− n1 − . . .− nmb .
Thus,
µ(x) ≤ µ(y) + 2
mb∑
i=1
li −mb −
mb∑
i=0
ni.
Now if dimM˜k(x, y) = 0, that is µ(y) = µ(x)+1−2k, then the last inequality
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reads
0 ≤ 1− 2k + 2
mb∑
i=1
li −mb −
mb∑
i=0
ni
(4.2)⇐⇒ 0 ≤ 1− 2k + 2k −mb −
mb∑
i=0
ni
⇐⇒ 1 ≥ mb +
mb∑
i=0
ni.
If mb = 0, then n0 is either 0 or 1. But n0 = 0 means there is no flow
line at all and n0 = 1 leads to a contradiction, because we have shown that if
O(w) ∈ M0(x, z′), i.e. z′ 6= y, then mb must be greater zero. Therefore we
conclude that mb = 1, n0 = n1 = 0, hence M˜k(x, y) is already compact.
For dimM˜k(x, y) = 1 we have
µ(y) =µ(x) + 2− 2k,
=⇒ 0 ≤2−mb −
mb∑
i=0
ni.
Again, mb = 0 makes no sense. If mb = 1, then either n0 = n1 = 0 or
n0 = 0, n1 = 1 and vice versa. In the first case O(w) ∈ Mk(x, y) and M˜k(x, y)
is already compact. Moreover, (4.2) shows that the latter case and mb = 2
(n0 = n1 = n2 = 0) are precisely the m = 2 broken flow lines stated in the
theorem. This completes the proof.
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4.3 Gluing
We now come to the complementary concept of convergence to broken flow
lines: The gluing map. Given x, y ∈ Crit(f) with µ(y) − µ(x) = 2 − 2k and a
broken flow line of type (2,Γ) from x to y, the gluing map produces a flow line
in the one-dimensional moduli space M˜k(x, y). Observe that the broken flow
lines used to compactify M˜k(x, y) are “connected”, that is u+i = u−i+1. The
gluing map will be defined only for such special broken flow lines - this reduces
the gluing to more or less the Morse case and allows us to prove the following
theorem with the methods from Weber [13], i.e. local constructions around the
“connecting point” of two flow lines:
Theorem 4.7. Given critical points x, y, zj ∈ Crit(f) with µ(y)−µ(x) = 2−2k
and µ(zj) = µ(x) + 1− 2j and j ∈ J = {0, 1, . . . , k}, there exists a real number
ρ0 > 0 and for every j ∈ J an embedding
♦j : K × [ρ0,∞)→ M˜k(x, y),
(u, v, ρ) 7→ u♦jρv.
Here K ⊂ M˜j(x, zj) × M˜l(zj , y) is the subset of connected flow lines and
l := k − j.
The map ♦j satisfies
u♦jρv −→ (u, v) as ρ −→∞,
and no other sequence in M˜k(x, y) \ (u♦j[ρ0,∞)v) converges to (u, v).
Proof. Fix j, and for u ∈ M˜j(x, zj), v ∈ M˜l(zj , y) let a := O(v)− = O(u)+
denote the starting point of v in Ajzj . Here A
j
zj is the critical submanifold as-
sociated to zj , containing a and lying in M × T k ×∆k at the j-th vertex. We
will work locally around a, so let a = 0 ∈ Rn+2k and A ⊂ Ajzj be a small neigh-
bourhood of a. Furthermore, since Ajzj is a submanifold of W we can assume
without loss of generality that A = {p ∈ Rn+2k|pk+1 = . . . = pn+2k = 0}. The
proof has three steps:
1. Local model
We can locally “straighten out” the stable and unstable manifolds of A:
Let Ei = TaW
i(A); the Morse-Bott Lemma implies that we can describe a
small tubular neighbourhood N of A by coordinates (p0, pu, ps) with p0 ∈ A,
pi ∈ Bi ⊂ Ei, Bi small neighbourhoods of zero in Ei. Moreover, locally the
stable and unstable manifolds of A are graphs - this is a consequence of the
“Stable Manifold Theorem” (cf. Cresson and Wiggins [30]). This means, there
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are smooth maps ηi : A × Bi → Ei∗ (i∗ = u if i = s and vice versa) with
ηi(p
0, 0) = 0, Dηi(p
0, 0) = 0 and
Wu(A) ∩N = {(p0, pu)|ps = ηu(p0, pu))},
W s(A) ∩N = {(p0, ps)|pu = ηs(p0, ps))}.
The graphs of ηi are called local (un-)stable manifolds W
i
loc(A).
Define
η : N → N,
η(p0, pu, ps) := (p0, pu − ηs(p0, ps), ps − ηu(p0, pu)).
The map η satisfies η(0) = 0 and Dη(0) = id, hence it is a diffeomorphism on
some neighbourhood of zero, “flattening out” the local (un-)stable manifolds.
Now define a flow Ψt := η◦Φt◦η−1. It satisfies Ψt(0) = 0, DΨt(0) = DΦt(0)
and a small neighbourhood of zero in W i(A, dΨtdt t=0) is a small neighbourhood
of zero in Ei. This is our locally flat model.
A
u
A
Figure 4: Flattenend out (un-)stable manifolds
2. Unique intersection point
Fix closed balls Bi ⊂ W iloc(A) ⊂ Ei around zero and set U := A × Bu ×
Bs. For u ∈ M˜j(x, zj) assume that u ∈ Bs (if not let it flow into Bs with
Φt). Choose a (µ(zj) + n + k − j)-disk Dµ(zj)+n+k−j ⊂ Wu(A0x) transversally
intersecting A × Bs at u. For t > 0 denote by Dt the connected component of
Φt(D
µ(zj)+n+k−j) ∩ U containing Φt(u).
For v ∈ M˜l(zj , y) do the same with a (µ(zj)+j)-disk in W s(Aky) with respect
to the backward flow to obtainD−t, the connected component of Φ−t(Dµ(zj)+j)∩
U containing Φ−t(v) (t > 0).
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Then there exists t0 > 0, such that for all t > t0 there is a unique intersection
point
pt := Dt ∩D−t ∩ {0} ×Bu ×Bs.
pt
p p
u {0}XB
s {0}XB
V(  pt)
Figure 5: Unique intersection point
To prove that pt is a unique point we want to express both disks as graphs of
smooth maps at : A×Bu → Bs and bt : A×Bs → Bu, for then the intersection
of both disks in Bu × Bs equals the fixed point set of the map ct : Bu → Bu,
q 7→ bt(0, at(0, q)). So if ct is a strict contraction, we are done. To express both
disks as graphs we use the λ-Lemma (see Cresson and Wiggins [30]), which in
our case can be stated in the following way:
Since Dµ(zj)+n+k−j intersects A × Bs transversally, there exists for every
 > 0 a t0 > 0, such that Dt is C
1 -close to A × Bu for all t ≥ t0. A simliar
statement holds for D−t. This is equivalent to the existence of diffeomorphisms
αt : A×Bu → Dt, p = (p0, pu) 7→ (α0t (p), αut (p), αst (p)),
βt : A×Bs → D−t, p′ = (p′0, p′s) 7→ (β0t (p′), βut (p′), βst (p′)),
satisfying for all p ∈ A×Bu and p′ ∈ A×Bs
‖(p, 0)− (α0t (p), αut (p), αst (p))‖ < , ||(id, 0)− (Dα0t (p), Dαut (p), Dαst (p))|| < ,
‖(p′, 0)− (β0t (p′), βst (p′), βut (p′))‖ < , ||(id, 0)− (Dβ0t (p′), Dβst (p′), Dβut (p′))|| < .
Hence for  small, the maps p 7→ (α0t (p), αut (p)) and p′ 7→ (β0t (p′), βst (p′)) are
invertible and the graph maps are given by
at := α
s
t ◦ (α0t , αut )−1, bt := βut ◦ (β0t , βst )−1.
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Now ct is a strict contraction, because
||Dct(q)|| = ||D
(
bt ◦ (0× id) ◦ at ◦ (0× id)
)
(q)||
= ||Dbt
(
0, at(0, q)
) ·Dat(0, q)||
= ||D(βut ◦ (β0t , βst )−1)
(
0, at(0, q)
) ·D(αst ◦ (α0t , αut )−1)(0, q)||
= ||Dβut
((
β0t , β
s
t
)−1(
0, at(q)
)) ·D(β0t , βst )−1(0, at(q))
·Dαst
(
(α0t , α
u
t )
−1(0, q)
) ·D(α0t , αut )−1(0, q)||
≤ ||Dβut
((
β0t , β
s
t
)−1(
0, at(q)
))|| · ||D(β0t , βst )−1(0, at(q))||
· ||Dαst
(
(α0t , α
u
t )
−1(0, q)
)|| · ||D(α0t , αut )−1(0, q)||
≤ 2 · ||D(β0t , βst )−1
(
0, at(q)
)|| · ||D(α0t , αut )−1(0, q)|| (-closeness)
≤ 2 1
(1− )2 < 1
holds for all  < 12 . The last inequality is due to a corollary of the properties of
a Neumann series:
||id− T || < 1 =⇒ T is invertible and ||T−1|| < 1
1− q , where q = ||id− T ||.
The Banach Fixed Point Theorem asserts that ct possesses a unique fixed
point pt with ‖pt‖ <
√
2 for all t > t0.
3. The gluing map
Set ρ0 := t0 and
u♦jρv := pρ ∀ρ ∈ [ρ0,∞).
Clearly pρ ∈ M˜k(x, y) for all ρ > ρ0. It remains to show that ♦j is an
embedding and the convergence property asserted in the theorem.
The vector field V is transverse toDt andD−t (otherwise chooseDµ(zj)+n+k−j
and Dµ(zj)+j smaller in the previous steps). This implies dptdt 6= 0, because Dt
and D−t travel in different (time-)direction, hence are displaced from themselves
by the flow. In other words, the map t 7→ pt is an immersion onto Mk(x, y).
Moreover, because of the different travelling directions, dptdt and V (pt) cannot
be linearly dependent (cf. Fig. 5) - so pt varies with t along M˜k(x, y) and
dimM˜k(x, y) = 1 ensures that there is no possibility of self-intersections or
self-returns preventing t 7→ pt from being a homeomorphism onto its image.
Therefore
♦j : M˜j(x, zj)× [ρ0,∞)× M˜l(zj , y)→ M˜k(x, y),
(u, v, ρ) 7→ u♦jρv
is an embedding.
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To prove the convergence statement choose a sequence
l −→ 0, l > 0 ∀l ∈ N.
The λ-Lemma produces a sequence (t0,l)l, such that Dt is C
1 l-close to A×Bu
for t > t0,l and the same holds for D−t and A×Bs.
For any sequence of sufficiently large real numbers ti −→∞ choose a subse-
quence (t0,li)i of (t0,l)l, such that ti ≥ t0,li . Then
Dti is C
1 li-close to A×Bu,
=⇒ ‖pti‖ <
√
2li , converging to zero as i −→∞.
=⇒ ‖pt‖ −→ 0 as t −→∞,
and similiar for D−t. Using the same arguments as in the proof of the Com-
pactness Theorem we conclude that
u♦jρv −→ (u, v) as ρ −→∞
and no other sequence converges to (u, v) since the intersection point pt was
shown to be unique.
Finally, repeat this construction to obtain ♦j for all j ∈ J and set
ρ0 := max
j∈J
(ρ0(j)).
The essence of the last two sections is the following corollary:
Corollary 4.8. For dimM˜k(x, y) = 1 the connected components of the com-
pactified moduli spaces are diffeomorphic either to S1 or [0, 1] and in the second
case every boundary component corresponds to precisely one broken orbit (u, v)
of type (2,Γ) with Γ = (i, j) (i+ j = k).
Proof. Assume M˜k(x, y) is connected; since it is a one-dimensional manifold
without boundary it must be diffeomorphic to S1 or (0, 1). By the Compactness
Theorem it is compactifiable using broken flow lines and the last statement in the
Gluing Theorem shows that there is exactly one broken flow line corresponding
to a boundary point of [0, 1].
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5 S1-Equivariant Morse Cohomology
So far we have completed and justified the definition of the equivariant Morse
chain groups and the differential dS1 associated to a Morse-Smale pair (f, g) on
a closed manifold M . In this chapter we show d2S1 = 0 and that the homology
of this complex equals the equivariant cohomology of M .
5.1 The S1-equivariant Morse complex
Theorem 5.1. Recall the definition of dS1 in (3.1). For a general equivariant
Morse chain α(T ) =
∑
i ai · T i with ai ∈ CM∗ we have
d2S1α(T ) = 0.
Proof. It suffices to show this for a generator x ∈ Crit(f) of CM∗ - the general
case then follows from linearity and T -independence of dS1 .
dS1(dS1x) =dS1(dx+
∑
k
R2k−1x · T k)
=d(dx) +
∑
k
d(R2k−1x) · T k +
∑
l
R2l−1(dx) · T l
+
∑
l
R2l−1
(∑
k
R2k−1x · T k
) · T l
=0 +
∑
k
d(R2k−1x) · T k +
∑
l
R2l−1(dx) · T l
+
∑
i,j
R2i−1(R2j−1x) · T i+j
=
∑
k
(
d(R2k−1x) +R2k−1(dx)
) · T k
+
∑
i,j
R2i−1(R2j−1x) · T i+j .
This expression vanishes iff for all k:
(d ◦R2k−1)(x) + (R2k−1 ◦ d)(x) +
∑
i+j=k
(R2i−1 ◦R2j−1)(x) = 0.
Insert definitions (3.6) and (2.2) of R2k−1 and d:
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d(R2k−1x) = d(
∑
z
nk(x, z)z)
=
∑
y
∑
z
nk(x, z)n0(z, y)y
=
∑
y
∑
z
(|{u ∈ M˜k(x, z)}| · |{v ∈ M˜0(z, y)}| mod 2)y
=
∑
y
∑
z
(|{(u, v) ∈ M˜k(x, z)× M˜0(z, y)}| mod 2)y,
R2k−1(dx) = R2k−1(
∑
z′
n0(x, z
′)z′)
=
∑
y
∑
z′
(|{(u, v) ∈ M˜0(x, z′)× M˜k(z′, y)}| mod 2)y,
R2i−1(R2j−1x) = R2i−1(
∑
zj
nj(x, zj)zj)
=
∑
y
∑
zj
nj(x, zj)ni(zj , y)y
=
∑
y
∑
zj
(|{(u, v) ∈ M˜j(x, zj)× M˜i(zj , y)}| mod 2)y,
with µ(z) = µ(x) − 2k + 1, µ(z′) = µ(x) + 1, µ(zj) = µ(x) − 2j + 1 and
µ(y) = µ(x)− 2k + 2.
Fix y; by Corollary 4.8 every summand corresponds to a boundary com-
ponent of the compactification of the one-dimensional moduli space M˜k(x, y).
Hence,
(d ◦R2k−1)(x) + (R2k−1 ◦ d)(x) +
∑
i+j=k
(R2i−1 ◦R2j−1)(x) =∑
y
( ∑
(u,v)∈∂M˜k(x,y)
1 mod 2
)
y = 0
vanishes, because boundary components (i.e. broken flow lines) always come in
pairs and therefore their sum is zero modulo 2.
Remark 5.2. For S1-equivariant Morse cohomology with Z-coefficients one
would need an orientation of the moduli spaces. Then, mimicing the definition
of the differential in ordinary Morse homology,
ni(x, y) :=
∑
u∈M˜k(x,y)
(u)
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where (u) = ±1 wether or not u is positively oriented with relation to the orien-
tation on M˜k(x, y). Then, two broken flow lines corresponding to two boundary
components of a connected component of M˜k(x, y) come with alternating signs,
such that their sum vanishes.
The problem here is to assign an orientation to the moduli spaces: In the
ordinary Morse case the (un-)stable manifolds are contractible and therefore
orientable (inducing an orientation of the corresponding moduli spaces), whereas
in the equivariant case they are k-tori-families of open discs which possibly
includes non-orientable objects such as the Moebius strip or the Klein bottle.
5.2 H∗(CM∗S1 , dS1)
Since d2S1 = 0 we can take homology of the complex (CM
∗
S1 , dS1):
Definition 5.3. The S1-equivariant Morse cohomology groups (with Z2-coefficients)
are defined as
HMnS1 := ker(dS1 CMnS1 )/ im(dS1 CMn−1S1 ).
Theorem 5.4. HM∗S1(M) = H
∗
S1(M).
Proof. Since homology commutes with direct limits (see Spanier [31]) we under-
stand the right hand side of this equation as direct limit of the directed system
(H∗(Xi), pij), where Xm is the total space of the fiber bundle
(S2m+1 ×M)/S1ypim
CPm,
and the maps pij : H
∗(Xi)→ H∗(Xj) are induced by the projections S2j+1 →
S2i+1. On the other hand, MS1 = lim−→X
m is the direct limit of the directed
system (Xi, ιij), where ιij : X
i → Xj are the inclusions induced by S1 ⊂ S3 ⊂
. . . ⊂ S∞. Therefore,
H∗S1(M) = H
∗(lim−→X
m) = lim−→H
∗(Xm).
Let C[T ] denote the equivariant Morse cochains. We need to show that the
restricted complex
(C[T ]/(Tm+1), d+
m∑
k=1
R2k−1 · T k)
computes the cohomology of Xm. We will do this in the case m = 1, but first
we introduce the idea in general:
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Let φm be the standard Morse function on CPm,
φm : CPm → R,
[z0 : . . . : zm] 7→
m∑
k=1
k‖zk‖2.
φm has critical points z
0 = [1 : 0 : . . .], . . . , zm = [0 : . . . : 1] with Morse indices
µ(zi) = 2i. Therefore the Morse differential vanishes in all degrees and every
moduli space M˜(zi, zi+1) is isomorphic to S1 - this is a consequence of the cell
structure of CPm:
CPm = e0 ∪ e2 ∪ . . . ∪ e2m.
φm lifts to a Morse-Bott function Φm := φm ◦ pim on Xm with critical set
Crit(Φm) =
m⋃
i=0
pi−1m (z
i) :=
m⋃
i=0
Mi, µ(Mi) = 2i.
We use FLWC to obtain H∗(Xm): Choose a Morse-Smale pair (f, g) on M
and a connection on the principal bundle
S2m+1ypm
CPm.
and let Am denote the induced connection on the associated bundle pim : X
m →
CPm. Now identify pi−1m (z0) with M and use parallel transport along the unique
horizontal lift with respect to Am of a flow line u from z
0 to z1 in CPm to identify
the two fibers over z0 and z1. Continue with a flow line from z1 to z2 and so on
until all critical fibers Mi are identified with M . This defines a Morse-function
on Crit(Φm) ∼= ∪˙mM , which is just f on every fiber.
We need two important properties of the bundles pm:
1. Using (the lift of) another flow line u′ from z0 to zi the difference between
the corresponding parallel transports of p ∈M is given by the S1-action on M :
If q ∈ M is the parallel transport PAmu (p) of p along u, then PAmu′ (p) = s.q for
some s ∈ S1. Observe that the same holds in the associated bundle pim, because
Am induces parallel transport in every associated bundle by
PAmass u([p, q]) := [PAmu (p), q].
2. Since for l ≤ m− i all moduli spaces M˜(zi, zi+l) are isomorphic and flow
lines of Φm are lifts of flow lines of φm, the following holds: If there is a flow
line of Φm from Mi to Mi+l, then there is also one from Mj to Mj+l for all
i, j ∈ {0, . . . ,m}, i + l and j + l ≤ m. In other words, when considering flow
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lines with l cascades from Mi to Mi+l, it suffices to study those from M0 to Ml.
Now let x ∈ Crit(f) and recall the grading of Section 2.2.2,
λ(x) = µΦm(x) + µf (x) = µ(x) + 2i if x ∈Mi,
which we are able to express in this special case with an independent variable
T of degree 2, such that the complex (CC∗, dc) takes the following form:
CC∗ := CM∗ ⊗ Z2[T ] ∼= CM∗S1 ,
dc(x · T i) :=
∑
k
dkx · T i,
dkx :=
∑
µ(y)=µ(x)+1−2k
nk(x, y)y · T k,
where nk(x, y) is the algebraic count of flow lines with k cascades from x ∈M0
to y ∈Mk.
A flow line with k cascades on Xm translates in this special case into a
flow line u of ∇gf on M , such that there is T := (t1, . . . , t2k) ∈ R2k with
−∞ =: t0 < t1 < . . . < t2k < t2k+1 :=∞ and for even i:
u˙(t) = ∇gf
(
u(t)
)
for t ∈ (ti, ti+1) and u(ti) = si.u(ti−1) with si ∈ S1. (5.1)
Here the si play the role of the cascades due to the first property of pm
mentioned above.
This is the “non-smooth” picture, where a k-jump flow line consists of k+ 1
solutions of u˙ = ∇gf(u) matched together by S1-orbits of their starting and
ending points. In other words, there is a Morse-like complex computing H∗(Xm)
which is generated by the critical points of f (with a different grading) and a
differential counting piecewise smooth curves consisting of flow lines of ∇gf and
orbits of the S1-action on M .
It remains to show that this is equivalent to the “smooth” picture we have
used in the construction of the S1-equivariant Morse complex in Chapters 3 and
4, i.e. using homotopies between f and f ◦ σs. N.B. Since the homology of the
complex associated to FLWC is independent of the chosen Morse-Smale pair
(f, g), the same will be true for the equivariant Morse complex.
From now on let m = 1 (like in Chapter 4 we omit the subscript 1 in W,F, V ):
First we show property 1 of p1, the Hopf-bundle (with the standard connec-
tion), by direct computation: Let
h : S3 → S2 ∼= C∗, (z1, z2) 7→ z1
z2
,
be the Hopf map and let
z1 = exp(iξ1) sin η, z2 = exp(iξ2) cos η
(
ξi ∈ [0, 2pi), η ∈ (0, pi
2
]
)
.
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The fibers over the north- and southpole N,S of S2 are given by
h−1(∞) = (exp(iξ1), 0), h−1(0) = (0, exp(iξ2)).
Flow lines uγ from S to N (i.e. great circles in S
2) are given by uγ(t) = exp(iγ)·t
with γ ∈ [0, 2pi). Their (horizontal) lifts Uγ = (z1(t), z2(t)) satisfy:
η = tan−1 t and ξ1 =
{
γ + ξ2 if ξ1 ≥ ξ2,
γ + ξ2 − 2pi if ξ1 < ξ2.
Thus,
Uγ(t) =
(
exp
(
iξ1(ξ2)
)
sin(tan−1 t), exp(iξ2) cos(tan−1 t)
)
,
with Uγ(0) = (0, exp(iξ2)) and Uγ(∞) = (exp
(
iξ1(ξ2)
)
, 0) for all γ ∈ [0, 2pi).
Comparing U0 with Uγ we conclude that
Uγ(0) = U0(0),
Uγ(∞) = exp(iγ) · U0(∞).
The assertion now follows, because parallel transport is S1-equivariant and bi-
jective (with its inverse given by parallel transport along the same curve with
reversed time).
To complete the proof of Theorem 5.4 we need two more steps: First we show
that for “small” homotopies (this is made precise down below), both pictures
are equivalent, i.e. there is a one-to-one correspondence between solutions of
the smooth and non-smooth systems. Then we show that the smooth picture is
independent of the chosen homotopy. Combining these steps proves the theorem.
1. The bijection
A flow line u with a non-trivial jump in the above sense is a solution of
u˙ = ∇gf(u),
u− = x, u+ = y, x, y ∈ Crit(f),
∃ t0 ∈ R, s ∈ S1 : lim
t→t0,t<t0
u(t) = s. lim
t→t0,t>t0
u(t).
We can act with s−1 on the second part of u to obtain an alternative de-
scription (t0 = 0) of this system:
u˙ (−∞,0) = ∇gf(u (−∞,0)),
u˙ (0,∞) = ∇g
(
f ◦ σs
)
(u (0,∞)),
u− = x, u+ = s−1.y, x, y ∈ Crit(f).
(5.2)
On the other hand, in our smooth picture u (more precisely, the projection
onto M of u : R→W with u˙ = V (u)) solves:
u˙(t) = ∇gF
(
u(t), s, t
)
,
u− = x, u+ = s−1.y, x, y ∈ Crit(f). (5.3)
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Let Fρ(p, s, t) = φρ(t)f(p) + (1− φρ(t))f(s.p) be a one-parameter family of
homotopies from f to f ◦ σs, where φρ : R→ R is a smooth function satisfying
φρ(t) =
{
1 if t < −ρ ,
0 if t > ρ .
and let Vρ be the associated vector field ∇gFρ. For a given ρ > 0,
u˙ρ(t) = Vρ
(
uρ(t), s, t
)
,
u−ρ = x, u
+
ρ = s
−1.y, x, y ∈ Crit(f), (5.4)
is just equation (5.3) for F = Fρ, whereas for ρ = 0,
u˙0(t) = V0
(
u0(t), s, t
)
,
u−0 = x, u
+
0 = s
−1.y, x, y ∈ Crit(f), (5.5)
corresponds to the non-smooth picture of equation (5.2).
a. Let u0 be a solution of (5.5): Since the vector field V0 is discontinuous at
t = 0 we “smoothen it out” by considering an equivalent version of the above
ODE: Set Wρ(p, s, t) := a(t) · Vρ
(
p, s, b(t)
)
with b ∈ C∞(R,R), b(k)(0) = 0 for
all k ∈ N and
b˙(t) = a(t) =
{
1− exp( −12−t2 ) if |t| <  ,
0 else ,
for some small  > 0. We need to reparametrize solutions uρ as well:
vρ(t) := uρ
(
b(t)
)
.
Then for all ρ ∈ R+0 :
v˙ρ(t) = b˙(t)u˙ρ
(
b(t)
)
= b˙(t)Vρ
(
uρ
(
b(t)
)
, s, b(t)
)
= a(t)Vρ
(
vρ(t), s, b(t)
)
= Wρ
(
vρ(t), s, t
)
.
By construction, Wρ is smooth in all variables. From continuous parameter-
dependence of smooth ODEs it follows, that for ρ in a neighbourhood of 0 there
exists a unique solution of v˙ρ(t) = Wρ
(
vρ(t), s, t
)
. C0 closeness of vρ to v0 im-
plies that for ρ small enough v−ρ = v
−
0 and v
+
ρ = v
+
0 , since critical points are
isolated. Transforming back with b−1 (defining b−1(0) := 0, because at 0, where
b˙ = 0, b fails to be a diffeomorphism) we have established one direction of the
one-to-one correspondence between solutions of (5.4) and (5.5).
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b. For the other direction choose 0 < ρ < minx,y∈Crit(f),s∈S1 d(s.x, s.y)
(exists since Crit(f) and S1 are compact sets) and let uρ be a solution of (5.4).
This ensures limt→±∞ uρ′(t) = limt→±∞ uρ(t) for all 0 < ρ′ < ρ. This is the
reason why we called Fρ a “small” homotpy.
Define u0 on (−∞, 0) and (0,∞) by
u0(t) = lim
ρ→0
uρ(t).
Clearly
u˙0(t) (−∞,0)= ∇gf
(
u0(t) (−∞,0)
)
,
u˙0(t) (0,∞)= ∇g
(
f ◦ σs
)(
u0(t) (0,∞)
)
.
Continuity of u0 at t = 0 follows from
d(uρ(−ρ), uρ(ρ)) ≤ L(uρ [−ρ,ρ])
=
∫ ρ
−ρ
‖u˙ρ(t)‖dt
=
∫ ρ
−ρ
‖φρ(t) · ∇gf
(
uρ(t)
)
+
(
1− φρ(t)
) · ∇g(f ◦ σs)(uρ(t))‖dt
≤
∫ ρ
−ρ
‖φρ(t) · ∇gf
(
uρ(t)
)‖+ ‖(1− φρ(t)) · ∇g(f ◦ σs)(uρ(t))‖dt
≤ K1 · ρ+K2 · ρ → 0 as ρ→ 0.
Here the last line follows from smoothness of f and φ and compactness of
M . Therefore, u0 is a continuous piecewise smooth solution of (5.2).
Putting all together we have established a bijection between the set of so-
lutions of (5.2) and (5.3). Thus, both associated complexes (consisting of the
same groups) have the same differential operator if we choose the homotopy
accordingly. It follows that for this special homotopy
H(C[T ]/(T 2), d+R1 · T ) ∼= H∗(X1).
2. Independence of the chosen homotopy
Let Fα and F β be two S1-families of homotopies between f and f ◦ σs.
We construct a cochain map K between the two associated equivariant Morse
complexes Cα := (CM∗S1 , d
α
S1) and C
β := (CM∗S1 , d
β
S1) which induces an iso-
morphism on homology.
Without loss of generality assume that Fα and F β satisfy the conditions of
Definition 3.3 and let
H˜ : [0, 1]×W → R, H˜(τ, ·) =
{
Fα for τ = 0,
F β for τ = 1,
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be a homotopy between them, independent of τ near 0 and 1.
Set
K : Cα → Cβ ,
x+ y · T 7→ (P +Q · T )(x+ y · T ) = Px+ (Py +Qx) · T.
K is a cochain map, if
KdαS1 = d
β
S1K
⇐⇒ Pd = dP and Qd+ PRα1 = dQ+Rβ1P.
Therefore, we have to define P : Critk(f) → Critk(f) and Q : Critk(f) →
Ck−2(f), such that both equations are fulfilled.
Use a smooth function h : [0, 1] → R, τ 7→ h(τ) to obtain a Morse-Bott
function H : [0, 1]×W → R (cf. Subsection 3.2.1) with critical set
Crit(H) = {0} × Crit(Fα) ∪ {1} × Crit(F β).
Recall the notation for the critical submanifolds in Subsection 3.2.1 and let
Aαx := {0} ×Ax Bαy := {0} ×By,
Aβx := {1} ×Ax Bβy := {1} ×By
denote the critical submanifolds of H. Define a vector field V τ on [0, 1]×W by
V τ :=
(
dH
dτ
∂τ ,∇gH, 0, dH
dr
∂r
)
and observe that the flow lines of V τ living in the two copies of W at τ = 0 and
τ = 1 are precisely those flow lines used to define the operators d, Rα1 and R
β
1 ,
respectively.
The (un-)stable manifolds associated to V τ have the following dimensions
(cf. Lemma 3.9):
dimWu(Aαx) = n− µ(x) + 3, dimW s(Aαx) = µ(x) + 1,
dimWu(Bαy ) = n− µ(y) + 2, dimW s(Bαy ) = µ(y) + 2.
dimWu(Aβx) = n− µ(x) + 2, dimW s(Aβx) = µ(x) + 2,
dimWu(Bβy ) = n− µ(y) + 1, dimW s(Bβy ) = µ(y) + 3.
Define the connecting spaces of flow lines from Aαx to A
β
y and from B
α
x to B
β
y
by
MαβA (x, y) := Wu(Aαx) ∩W s(Aβy ),
MαβB (x, y) := Wu(Bαx ) ∩W s(Bβy ),
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and observe that
H˜(0, p, s, 0) = H˜(1, p, s, 0) = f(p),
H˜(0, p, s, 1) = H˜(1, p, s, 1) = f(s.p).
Therefore, there are free R- and S1-actions on both spaces and an isomorphism
between them (cf. Proposition 3.11). Repeating the steps in Section 4.1 we
conclude that the associated moduli space M˜αβP (x, y) is a smooth manifold of
dimension µ(y)− µ(x).
Now define P on a generator x ∈ Crit(f) by
x 7→
∑
µ(y)=µ(x)
|M˜αβP (x, y)| mod 2 · y.
If µ(y) = µ(x) + 1, then M˜αβP (x, y) is a one-dimensional manifold. From the
compactness and gluing arguments of Chapter 4 it follows, that it is compacti-
fiable using broken flow lines (u, v) of order two (higher order broken flow lines
are not possible - cf. the last part in the proof of the Compactness Theorem).
Here u ∈Mα0 (x, z) and v ∈MαβP (z, y) with µ(z) = µ(x) + 1, or u ∈MαβP (x, z)
and v ∈Mβ0 (z, y) with µ(z) = µ(x). Since the subsets [0, 1]×M ×S1×{0} and
[0, 1] ×M × S1 × {1} of [0, 1] ×W are both flow-invariant, there are no other
flow lines to which a sequence in M˜αβP (x, y) might converge. As in the proof of
d2S1 = 0 this implies
Pd+ dP = 0⇐⇒ Pd = dP.
On the other hand, the moduli space M˜αβQ (x, y) := Wu(Aαx) |∩W s(Bβy )/R of
flow lines from Aαx to B
β
y is a manifold of dimension µ(y)−µ(x) + 2. Therefore,
we define Q by
x 7→
∑
µ(y)=µ(x)−2
|M˜αβQ (x, y)| mod 2 · y.
In the same way as above we conclude, that for µ(y) = µ(x) − 1 the com-
pactification of M˜αβQ (x, y) is given by adding broken flow lines (u, v) of order
two. Here we encounter four possible cases, depending on at which critical sub-
manifold of [0, 1] ×W “breaking up” occurs, i.e. at (τ, r) = (0, 0), (1, 0), (0, 1)
or (1, 1):
(u, v) ∈Mα1 (x, z)×MαβP (z, y), µ(z) = µ(x)− 1, (τ, r) = (0, 1),
(u, v) ∈MαβP (x, z)×Mβ1 (z, y), µ(z) = µ(x), (τ, r) = (1, 0),
(u, v) ∈Mα0 (x, z)×MαβQ (z, y), µ(z) = µ(x) + 1, (τ, r) = (0, 0),
(u, v) ∈MαβQ (x, z)×Mβ0 (z, y), µ(z) = µ(x)− 2, (τ, r) = (1, 1).
From gluing arguments it follows, that these are the only possible cases.
Thus,
PRα1 +R
β
1P +Qd+ dQ = 0.
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This shows that K is a cochain map.
Note that if H˜ is the constant homotopy, then obviously P is the identity
map. Moreover, in this case M˜αβQ (x, y) consists of flow lines (a, b) : R →
[0, 1]×W with
a˙ =
dh
dτ
◦ a, a− = 0, a+ = 1,
b˙ = V ◦ b, b− ∈ Ax, b+ ∈ By.
Corollary 4.4 implies that M˜αβQ (x, y) = ∅, i.e. Q is the zero map and therefore
K = P +Q · T is the identity map on cochains.
r
M
u
u
u
u
S1x
Q
R1
d
P
A
B
x
y
F
F
Figure 6: Flow lines u on [0, 1]×W
Now let Fα, F β , F γ , F δ be four S1-families of homotopies between f and
f ◦ σs and let
H˜ : [0, 1]× [0, 1]×W → R, H˜(ν, τ, ·) =

Fα for (ν, τ) = (0, 0),
F β for (ν, τ) = (1, 0),
F γ for (ν, τ) = (0, 1),
F δ for (ν, τ) = (1, 1),
be a homotopy of homotopies, independent of ν and τ near (0, 0), (1, 0), (0, 1) and
(1, 1). Let Kij denote the cochain map between Ci and Cj (i, j ∈ {α, β, γ, δ}),
induced by the homotopy between F i and F j given by the corresponding re-
striction of H˜ to a face of [0, 1]2. We construct a cochain homotopy K between
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KβδKαβ and KγδKαγ , i.e a cochain map of degree −1:
K : Cα → Cδ,
K := P +Q · T,
satisfying
KdαS1 + dδS1K = KβδKαβ −KγδKαγ ,
which is equivalent to
Pd+ dP = P βδPαβ − P γδPαγ
and
PRα1 +Rδ1P +Qd+ dQ = P βδQαβ +QβδPαβ − P γδQαγ −QγδPαγ .
Repeating the steps in the construction of the map K, we obtain a Morse-
Bott function H : [0, 1]2 ×W → R with critical set
{(0, 0)}×Crit(Fα)∪{(1, 0)}×Crit(F β)∪{0, 1}×Crit(F γ)∪{(1, 1)}×Crit(F δ).
The stable and unstable manifolds of the vector field
V ντ :=
(
dH
dν
∂ν ,
dH
dτ
∂τ ,∇gH, 0, dH
dr
∂r
)
have the following dimensions (i = {β, γ}):
dimWu(Aαx) = n− µ(x) + 4, dimW s(Aαx) = µ(x) + 1,
dimWu(Bαy ) = n− µ(y) + 3, dimW s(Bαy ) = µ(y) + 2.
dimWu(Aix) = n− µ(x) + 3, dimW s(Aix) = µ(x) + 2,
dimWu(Biy) = n− µ(y) + 2, dimW s(Biy) = µ(y) + 3.
dimWu(Aδx) = n− µ(x) + 2, dimWu(Aδx) = µ(x) + 3,
dimWu(Bδy) = n− µ(y) + 1, dimWu(Bδy) = µ(y) + 4.
LetMαδP (x, y) denote the space of flow lines from Aαx to Aδy (or equivalently
with A replaced by B). As above we conclude that this space is endowed with
free R- and S1-actions and the quotient M˜αδP (x, y) is a manifold of dimension
µ(y)− µ(x) + 1. Therefore, we define P : Critk(f)→ Critk−1(f) by
x 7→
∑
µ(y)=µ(x)−1
|M˜αδP (x, y)| mod 2 · y.
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For µ(y) = µ(x) the moduli space M˜αδP (x, y) is one-dimensional. Its com-
pactification is given by adding broken flow lines (u, v) of the following types:
(u, v) ∈Mα0 (x, z)×MαδP (z, y), µ(z) = µ(x) + 1,
(u, v) ∈MαδP (x, z)×Mδ0(z, y), µ(z) = µ(x)− 1,
(u, v) ∈MαβP (x, z)×MβδP (z, y), µ(z) = µ(x),
(u, v) ∈MαγP (x, z)×MγδP (z, y), µ(z) = µ(x).
This shows
Pd+ dP = P βδPαβ − P γδPαγ .
Regarding flow lines fromAαx toB
δ
y , the corresponding moduli space M˜αδQ (x, y)
has dimension µ(y)− µ(x) + 3. We define Q : Critk(f)→ Critk−3(f) by
x 7→
∑
µ(y)=µ(x)−3
|M˜αδQ (x, y)| mod 2 · y.
If µ(y) = µ(x)−2, then M˜αδQ (x, y) is a one-dimensional manifold, compactifiable
with broken flow lines (u, v) of order two. There are the following types of broken
flow lines, depending on which of the vertices of [0, 1]2 they pass:
(u, v) ∈Mα1 (x, z)×MαδP (z, y), µ(z) = µ(x)− 1,
(u, v) ∈MαδP (x, z)×Mδ1(z, y), µ(z) = µ(x)− 1,
(u, v) ∈MαδQ (x, z)×Mδ0(z, y), µ(z) = µ(x)− 3,
(u, v) ∈Mα0 (x, z)×MαδQ (z, y), µ(z) = µ(x) + 1,
(u, v) ∈MαβQ (x, z)×MβδP (z, y), µ(z) = µ(x)− 2,
(u, v) ∈MαγQ (x, z)×MγδP (z, y), µ(z) = µ(x)− 2,
(u, v) ∈MαβP (x, z)×MβδQ (z, y), µ(z) = µ(x),
(u, v) ∈MαγP (x, z)×MγδQ (z, y), µ(z) = µ(x).
Hence,
PRα1 +Rδ1P +Qd+ dQ = P βδQαβ +QβδPαβ − P γδQαγ −QγδPαγ ,
and therefore K is a cochain homotopy.
In the special case Fα = F γ , F β = F δ, it follows that for two homotopies
H˜ [0,1]×{0}×W and H˜ [0,1]×{1}×W from Fα to F β the induced cochain maps
Kαβ0 and K
αβ
1 between C
α and Cβ are cochain homotopic:
KdαS1 + dβS1K = KββKαβ0 −Kαβ1 Kαα
= Kαβ0 −Kαβ1 .
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Finally, setting γ = α and δ = α, we conclude that P βαPαβ is cochain
homotopic to the identity:
KdαS1 + dβS1K = KβαKαβ −KααKαα
= KβαKαβ − 1.
Therefore, all three properties of the continuation principle mentioned in
Chapter 2 are satisfied. Thus, H∗(Cα) ∼= H∗(Cβ). This finishes the proof.
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6 Summary
So far we have shown that the S1-equivariant Morse cohomology equals the (or-
dinary) equivariant cohomology for smooth closed S1-manifolds M of dimension
less than 3. It remains to show the case m > 1 in the last theorem of Chapter
5. For this one hast to dig a little deeper into the structure of the bundles
pim to generalize and prove the parallel transport property mentioned in the
proof of Theorem 5.4. Then one needs to show the equivalence of the “smooth”
and “non-smooth” pictures of k-jump flow lines and independence of the chosen
homotopy. But this seems to be just a rather technical issue, as well as the
question of extending the whole construction to a broader class of S1-spaces
(i.e. dropping the assumption that M is closed).
More interesting is the question of orientability, i.e. S1-equivariant Morse
cohomology with Z-coefficients. As mentioned in Remark 5.2 the moduli spaces
of k-jump flow lines lack a natural concept of orientation - if there is no fruit-
ful geometrical idea, maybe one needs to resolve this by using a Floer-type
functional analytic approach (cf. Salamon [14] or Schwarz [15]).
Another question is the following: Is there a similiar way to define HM∗G(M)
for other Lie groups G. This is not clear at all, because S1 is the only connected
Lie group with its subgroups being either S1 itself or discrete. As a conse-
quence the orbits of a G-action will in general have very different structures
(e.g. dimensions). Moreover, our construction relies heavily on the struture of
BS1 = CP∞. G = Tn = (S1)n is a special case which deserves some attention,
but there is definitely a lot of work to do to generalize the ideas presented in
this thesis.
As mentioned in the introduction, a related interesting object is S1-equivariant
Floer cohomology and, in the same way classical Morse theory served as a toy
model for Floer theory, one might expect the same for equivariant Morse theory.
For this thesis we have also studied the Floer-type approach to Morse homology:
Transversality and compactness are not hard to show using Fredholm theory on
Banach bundles, but it gets tricky with the gluing map and the orientation
concept - this is a interesting topic for further studies in this direction.
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