This study investigated the impact of several cloud microphysical schemes on the trade wind cumulus in the large eddy simulation model. To highlight the differences due to the cloud microphysical component, we developed a fully compressible large eddy simulation model, which excluded the implicit scheme and approximations as much as possible. The three microphysical schemes, the one-moment bulk, two-moment bulk, and spectral bin schemes were used for sensitivity experiments in which the other components were fixed. Our new large eddy simulation model using a spectral bin scheme successfully reproduced trade wind cumuli, and reliable model performance was confirmed. Results of the sensitivity experiments indicated that precipitation simulated by the one-moment bulk scheme started earlier, and its total amount was larger than that of the other models. By contrast, precipitation simulated by the two-moment scheme started late, and its total amount was small. These results support those of a previous study. The analyses revealed that the expression of two processes, (1) the generation of cloud particles and (2) the conversion from small droplets to raindrops, were crucial to the results. The fast conversion from cloud to rain and the large amount of newly generated cloud particles at the cloud base led to evaporative cooling and subsequent stabilization in the sub-cloud layer. The latent heat released at higher layers by the condensation of cloud particles resulted in the development of the boundary layer top height.
Background
The effect of clouds is one of the most uncertain factors in climate projection and numerical weather prediction. Shallow clouds (e.g., stratus, stratocumulus, shallow cumulus) play particularly important roles in the energy budget of the earth through radiation process because they cover a broad area of the earth (e.g., Randall et al. 1984) . The 5th Intergovernmental Panel on Climate Change (IPCC) report suggested that the uncertainties with regards to shallow clouds should be reduced for reliable assessments (IPCC AR5, Stocker et al. 2013) .
In global scale models (e.g., general circulation model (GCM)) and regional models with coarse grid spacing, shallow clouds are usually expressed by parameterizations (e.g., Tiedtke 1993; Considine et al. 1997; Kain 2004 ), but these parameterizations have not been able to effectively simulate the shallow cloud cover observed from satellites (e.g., Chepfer et al. 2008; Naud et al. 2010) .
To improve the expression of shallow cloud, the results of large eddy simulation (LES) models have been utilized. For example, Bretherton and Park (2009) used the results of an LES model to develop a new moist turbulent parameterization. Suzuki et al. (2004) and Posselt and Lohmann (2008) introduced an autoconversion parameterization that was typically used in an LES model (Khairoutdinov and Kogan 2000) into a global scale model. Many studies using LES models have been conducted to determine the characteristics of shallow cloud and improve large-scale modeling (e.g., Wang and Feingold 2009; Xue et al. 2008 , Savic-Jovcic and Stevens 2008 , Yamaguchi and Randall 2012 . However, the results of LES models are diverse, as indicated by several LES model intercomparison studies targeting shallow cloud (e.g., Stevens et al. 2005; Ackerman et al. 2009; van Zanten et al. 2011; Siebesma et al. 2003) . It has been suggested that the difference in the microphysical schemes used in LES models is one of the reasons for the diversity in the results (Ackerman et al. 2009; van Zanten et al. 2011) . However, it is difficult to investigate the exact effect of the different cloud microphysical schemes (i.e., the effect on the results that comes from changing the cloud microphysical scheme while keeping all other components fixed), because each LES model uses a different scheme, not only in cloud microphysics but also many other components (e.g., governing equation, turbulent scheme, advection scheme, and others). Thus, it is also difficult to determine which microphysical processes contribute most to the diversity of the LES results. Sensitivity experiments, which change only the cloud microphysical scheme, are required to better understand the exact effects of the cloud microphysical scheme.
The kinematic driver (KiD) model developed by Shipway and Hill (2012) enables us to conduct sensitivity simulations by changing only the cloud microphysics. Using KiD, we can consider the exact effects of the differences in cloud microphysical schemes. However, KiD ignores feedbacks to the atmosphere, even though the feedbacks of microphysics can affect the microphysical properties of shallow clouds and the turbulent structure of the boundary layer (e.g., Stevens et al. 1998; Wang et al. 2010) . It is necessary to consider the feedback of microphysical processes on the dynamics when determining which process causes the diversity in the results of LES models. We should use the model that excludes approximation and implicit schemes as much as possible, because these features also affect the cloud microphysical properties simulated by the model.
This study developed a model that satisfies these requirements. Using the model, we attempted to reproduce the diversity in the results of the LES model used in van Zanten et al. (2011) and to determine impact of the various cloud microphysical schemes. Three types of cloud microphysical schemes (one-moment bulk, twomoment bulk, and spectral bin schemes) were considered in this study, because these three schemes have been used in previous intercomparison studies.
Of the several types of shallow cloud, we focused on trade wind cumulus because their variability in the results of LES models was larger than that of other types of shallow clouds. For example, the variability of surface precipitation in an intercomparison of trade wind cumulus (van Zanten et al. 2011 ) was larger than that in an intercomparison of stratocumulus (Ackerman et al. 2009 ). van Zanten et al. (2011) proposed that one of the reasons for the diversity in the microphysical properties of trade wind cumuli was the different cloud microphysical models. They interpreted that a simple (one-moment bulk) microphysical scheme produced large amounts of precipitation (i.e., Table 3 of van Zanten et al. (2011) ) and liquid water simulated by one-moment bulk schemes tended to be distributed in the lower layer. By contrast, the liquid water was located in the higher layer, and the precipitation flux was small in most of the two-moment schemes (i.e., Figure 6a of van Zanten et al. (2011)) . In this study, we confirmed the validity of their interpretation through a simulation using our new fully compressible LES model and determined the main processes contributing to the diversity in the results of LES model intercomparison studies.
Methods
Experimental setup, dynamic framework, turbulence model, and external forcing This section describes the common parts of the model with its experimental setup (i.e., the dynamic framework, turbulence model, and external forcing). The different parts of the microphysical schemes are highlighted in the subsequent section.
The dynamic model used in this study is an LES model that is included in the Scalable Computing for Advanced Library and Environment library (SCALE). Henceforth, we call this LES model SCALE-LES. The details of SCALE-LES are found at http://scale.aics.riken.jp/.
A fully compressible system is adopted for the governing equation of SCALE-LES. The prognostic variables are the three-dimensional momentum (ρu, ρv, ρw), total density (ρ), mass-weighted potential temperature (ρθ), and mass concentration of tracers (ρq s ), where q s includes specific humidity, ratio of mass, and number concentration ratio of hydrometeors to total mass. Explicit time integration is used in all directions. Furthermore, the fourth-order central difference scheme is adopted for spatial discretization to avoid the numerically implicit diffusion that would be induced by odd-ordered difference schemes. The three-step Runge-Kutta scheme is adopted. To retain stability of the model, fourth-order superviscosity/diffusion is applied for all prognostic variables. Using SCALE-LES, developed as described above, we exclude the effects of approximation in the governing equation system and implicit diffusion as far as possible, enabling a consideration of the effects of the target component (i.e., cloud microphysics in this study).
To guarantee monotonicity, the flux-corrected transport (FCT) scheme (Zalesak 1979 ) is applied for all prognostic variables except for density. The effects of sub-grid scale turbulence are calculated using a Smagorinsky-type scheme based on Brown et al. (1994) and Scotti et al. (1993) .
The experimental setup is almost the same as that of the previous Global Energy and Water Exchange project (GEWEX) Cloud System Study (GCSS) intercomparison of Rain in Cumulus over the Ocean (RICO) (van Zanten et al. 2011) . The calculation domain covers 12.8 × 12.8 km 2 horizontally with a double periodic boundary condition and 4.0 km vertically. The horizontal and vertical grid intervals are 100 and 40 m, respectively. Rayleigh damping is applied for three-dimensional momentum over the upper atmosphere of z > 3.5 km. The strength of the numerical diffusion is set as 1.25 × 10 5 m 4 s −1
, which is determined by the sensitivity experiment (the results of the sensitivity experiment are shown in Appendix 1 of this paper). The simulations are conducted for 24 h with time steps (Δt) of 0.05, 0.15, and 0.5 s for dynamics, cloud microphysics, and other physics. The Δt for cloud microphysics is determined as the largest time step to avoid artificial noise, and the ratio of Δt for dynamics to Δt for other physics is set to 10 based on the sensitivity experiments (see Appendix 2 of this paper for details of the sensitivity experiment).
The external forcing of the radiation, the surface flux, and the large-scale horizontal advection are applied in the same way as in van Zanten et al. (2011) . The forcing of the large-scale subsidence is applied for all prognostic variables including density, except for u and v. In nature, large-scale subsidence generates a divergence of total density, which makes the air mass flow out from the domain. However, it cannot flow out in the compressible model using the configuration of van Zanten et al. (2011) due to the periodicity in the lateral boundary condition. Although this problem can be ignored in the anelastic and Boussinesq systems due to the fixed density, it is necessary to consider this problem in the compressible system. Although no description is available for this problem in van Zanten et al. (2011) , the density of each layer should be reduced according to the divergence. The density reduction rate and the equation system with large-scale forcing are given below.
Large-scale subsidence (w LS ) was given by van Zanten et al. (2011) as:
where z is the height. Instead of this formulation, we give the subsidence formulated directly to vertical momentum as:
Consequently, the density reduction rate (D) is given as:
The continuous equation modified with the subsidence term is given by
The density reduction derived from the divergence by the large-scale subsidence is added in the right-hand side (rhs) of Eq. (1). Note that this equation is identical to the equation without large-scale subsidence. The Lagrangian conservation equation of the scalar quantities (ϕ) is given as:
The prognostic variable of SCALE-LES is a massweighted value, and the equation of mass-weighted values is derived from Eqs. (1) and (2) as:
As shown in the rhs of Eq. (3), the scalar quantities (ϕ) flow out from each layer of the system by subsidence. The equation for the vertical momentum is modified, as is that of the scalar quantities. The vertical flux ρw LS ϕ at the top boundary can be determined so that such additional convergence of the flux is canceled with Dϕ at the top layer.
Three microphysical schemes
To reproduce the diversity in the results of the RICO study, three types of cloud microphysical scheme are used for this study: the one-moment bulk microphysical scheme (Tomita 2008) , the two-moment bulk scheme (Seiki and Nakajima 2014) , and the spectral bin microphysical scheme (Suzuki et al. 2010 ). The one-moment bulk scheme and the two-moment bulk scheme are based on Berry (1968) and Seifert and Beheng (2001) , respectively. Both of the original bulk schemes were used in the RICO study.
The essential difference among the three schemes is their treatment of the size distribution of the number of hydrometeor particles. The one-moment bulk scheme expresses this value by the Marshall-Palmer distribution, with the assumption of a constant total number of particles. By this assumption, only the mass concentration is needed to determine the size distribution. Although the two-moment bulk scheme conceptually treats the size distribution almost the same way, it differs from the one-moment bulk scheme in the assumption about the type of size distribution function and in the process of its determination. The two-moment bulk scheme assumes the generalized gamma distribution as the size distribution function, and the size distribution itself is determined not only by the mass concentration but also by the number concentration. In this sense, the two-moment bulk scheme is more sophisticated than the one-moment bulk scheme. The spectral bin scheme is an intrinsically sophisticated method compared with the others. It explicitly predicts the size distribution. To compensate for the detailed expression of size distribution, the spectral bin scheme requires about four-to fivefold larger number of prognostic variables compared with the other two schemes.
Although the three microphysical schemes treat both warm and ice phase cloud, the ice phase was not calculated because the temperature at the model top is greater than 273.15 K. In this case, the categorization of hydrometeors for each scheme is as follows. The one-moment and two-moment bulk schemes address two types of hydrometeors: cloud droplet and raindrop for warm rain process. The spectral bin scheme addresses only a type of water drop, which covers the particle size of both cloud droplets and raindrops. For the spectral bin scheme, the radius of newly generated cloud particles by nucleation is set to 3 μm (Suzuki et al. 2006) . The size distribution of hydrometeors is discretized to 33 bins; its configuration has been established by several previous studies (e.g., Khain and Sednev 1996; Iguchi et al. 2008) . The center of mass of ith bin (m i ) is set by using the i-1-th bin (m i-1 ) as m i = 1.874 m i-1 . m 1 is the mass of cloud particles whose radius is 3 μm.
All three schemes consider the generation of cloud droplets, condensation, evaporation, and sedimentation of cloud hydrometeors. Although the two-moment bulk scheme also considers the breakup of cloud droplets, this difference is minor based on sensitivity experiments examining the breakup process (figure not shown). Sedimentation is calculated by the first-order upwind scheme for all three schemes.
Since the generation of new cloud droplets is one of the critical processes in this experiment, the difference in this process among the schemes should be noted. The mass of newly generated cloud droplets is calculated by saturation adjustment in the one-moment bulk scheme, which was also used in some one-moment bulk schemes in the RICO study. By contrast, it is calculated by the nucleation schemes in the two-moment bulk and spectral bin schemes. The number concentration of the cloud droplets (N c,nucl ) generated by the nucleation process is calculated as follows (e.g., Pruppacher and Klett 1997) :
where S w is supersaturation over water. The constants N 0 and k are set as N 0 = 100 × 10 6 m −3 and k = 0.462. This scheme was also used in several models used in the RICO study. The growth of cloud droplets into raindrops is another key issue for this experiment, as well as the underlying creation process. In the bulk scheme, this is expressed as autoconversion and accretion. To investigate the strength of the impact of the autoconversion and accretion processes, we conducted the same simulation with autoconversion and accretion ratios that were twice as large (0.067-fold smaller) as the two-moment (one-moment) scheme. The autoconversion rate (P auto ) in the one-moment bulk scheme is calculated as in Tomita (2008), which was based on Berry (1968) :
where
, q c is the cloud water mixing ratio, and N c,T08 is the number concentration of cloud droplets. In Tomita (2008) , N c,T08 was set as 50 cm −3 , but in this study, N c,T08 was set as 70 cm −3 based on the experimental setup in the RICO study (van Zanten et al. 2011) . Another autoconversion scheme from Khairoutdinov and Kogan (2000) was implemented into the one-moment bulk scheme because it had performed better than the scheme of Berry (1968) in a GCM (Suzuki et al. 2004) . The scheme was also adopted in some models used in the RICO study. P auto in the Khairoutdinov and Kogan (2000) scheme is calculated as:
Using the schemes shown above, we attempted to reproduce the diversity of the LES results in the RICO study.
Results and discussion

Basic performance of SCALE-LES
The validity of SCALE-LES was confirmed through comparison with a previous study (van Zanten et al. 2011) . The results of the spectral bin scheme were regarded as a reference solution of SCALE-LES, because it is the most sophisticated scheme of the three. First, the results of the reference solution were compared with the previous study. As shown in Figs. 1 and 2, the results of our model (SCALE-LES) are within the range between the maximum and minimum of the intercomparison study in terms of temporal evolution and vertical profile for several quantities. This indicates that our model could reproduce the shallow cumulus simulated by the LES models used in the previous study.
As well as the physical performance, the computational performance and the scalability of SCALE were investigated. The elapsed time for a time step (Δt) and the performance efficiency are shown in Table 1 . The elapsed time and performance of SCALE-LES do not change when it is used with a large number of Message Passing Interface (MPI) processes (e.g., over 10,000 MPI processes). This indicates that SCALE-LES has excellent scalability and a reasonable performance in massive parallel computing.
Impacts of cloud microphysical scheme on simulation results
Second, we show the results of the same simulation (RICO) by using three microphysical schemes for investigating the impacts of the cloud microphysical scheme. Figure 3 indicates the differences among the three schemes. The precipitation flux simulated by the twomoment bulk scheme is small, and its peak value is distributed in the upper layer. By contrast, the precipitation flux by the one-moment bulk scheme is large and the peak value locates in the lower layer. The precipitation by the spectral bin scheme is between the other two (Fig. 3a) . The trend is consistent with the previous study (Figure 6a of van Zanten et al. 2011 ).
The impacts of the different cloud microphysical schemes on the vertical distribution of the precipitation flux, the liquid water mixing ratio (q l ), and cloud fraction are clearly shown in Fig. 3a-c . The q l in the onemoment bulk scheme is distributed in the lower layer (the peak value is represented at z~900 m). Table 2 shows the surface precipitation averaged during the last 4 h for the three schemes. The precipitation amount in the one-moment bulk scheme is the largest, and the precipitation begins earliest among the three. The surface precipitation over 0.1 W m −2 starts at 1.8 h in the onemoment bulk scheme, at 10.05 h in the two-moment bulk scheme, and at 2.63 h in the spectral bin scheme. The liquid water simulated in the two-moment bulk scheme is located in the upper layer (the peak value is located at z~2400 m), and only trace amounts of precipitation reach the surface ( Table 2 ). The cloud fraction of the one-moment scheme is located in the lower layer and is small in the upper layer. On the other hand, the positive cloud fraction in the two-moment bulk scheme reaches a higher layer. The spectral bin scheme simulates an intermediate value between the other two, with the same trend as the RICO study. These results are consistent with the result of the previous study (van Zanten et al. 2011) .
The large amount of precipitation in the onemoment bulk scheme carries a large amount of liquid water to the lower layer. As shown in Fig. 3d , the total water mixing ratio (q t ) of the lower layer (i.e., z < 1500 m) in the one-moment bulk scheme is larger than that in the others. Despite the difference in the vertical distribution of liquid water, the liquid water path (LWP) shows the same value (Fig. 3e) . By contrast, the cloud coverage of the one-moment scheme is smaller than in the other scheme (Fig. 3f ) . This implies that the amount of cloud that extends horizontally at the top of boundary layer is small in the one-moment scheme, which is because of the liquid water removed from the cloud layer earlier by precipitation. This is also found in Fig. 3c , where the peak of the cloud fraction does not appear around the top of the boundary layer (i.e., z~2000 m).
(a) (b) (c) Fig. 1 Comparison of the time evolution between SCALE-LES and a previous intercomparison study. Time evolution of the a liquid water path, b vertically integrated turbulence kinetic energy, and c boundary layer top height averaged over the entire calculation domain simulated by (black line) SCALE-LES, with the spectral bin scheme. The blue line, dark gray shading, and light gray shading indicate the median, range between the first and third quartiles, and range between the maximum and minimum values, respectively, of the previous intercomparison study (van Zanten et al. 2011) The impacts of cloud microphysics appear not only on the precipitation and vertical distribution of liquid water, but also the turbulent properties such as the turbulence kinetic energy (TKE), the variance in resolved vertical velocity (w'), and boundary layer top height. The boundary layer top height in the two-moment bulk scheme is the highest among the three schemes, whereas the onemoment bulk scheme simulates the lowest boundary layer height. This trend in boundary layer height continues to the end of the simulation time, as shown in Fig. 4a , and the difference among the schemes gradually becomes large. The variance in w' (Fig. 4c) and TKE (Fig. 4d ) in the two-moment bulk scheme attributes a larger value to the upper layer. By contrast, those in the one-moment scheme are smaller in the upper layer. Vertically integrated TKE tends to be large and small in the Fig. 2 Comparison of vertical profiles between SCALE-LES and a previous intercomparison study. Horizontally averaged profile of the a liquid water potential temperature (θ l ) and total water mixing ratio (q t ), b liquid water mixing ratio (q l ), c precipitation flux, d cloud fraction, e vertical velocity in cloud core, f variance of resolved w', g w'θ l ', h w'q t ', and i horizontal wind velocity, averaged during the last 4 h. The solid line indicates the results of SCALE-LES. The dashed line, heavy gray shading, and light gray shading indicate the median, range between the first and third quartiles, and range between the maximum and minimum values, respectively, of the previous intercomparison study (van Zanten et al. 2011) two-moment and the one-moment bulk schemes, respectively (Fig. 4b) .
From the results shown above, we concluded that the turbulent properties of the boundary layer as well as the cloud microphysical properties of cumulus are significantly affected by the different microphysical schemes when other components are unchanged. These results support the proposal of van Zanten et al. (2011) that the use of different cloud microphysical schemes is one of the main reasons for the diversity among LES models. We have confidence in this conclusion because direct effects other than the cloud microphysical schemes were excluded in our experiments.
Reasons for the differences among the results of the three schemes
The impacts of the cloud microphysical schemes are clearly indicated by the differences in the boundary layer top height, vertical distribution of liquid water, and the precipitation flux, as shown in the previous section. The reasons for these differences will be discussed in this section.
Since the impacts of each cloud microphysical scheme originate from the expression of the liquid water in each scheme, an examination of the tendency of q l and potential temperature (θ) in the cloud microphysical process ) and performance efficiency (%) of SCALE-LES measured using the two-moment bulk microphysical scheme. The performance was measured through an experiment in which the number of grids for each MPI process was the same (weak scaling test) on the K computer a This test used all nodes of the K computer Fig. 3 Comparison of the three cloud microphysical schemes. Horizontally averaged profile of the a precipitation flux, b liquid water mixing ratio, c cloud fraction, d total water mixing ratio and liquid water potential temperature, and time evolution of e the liquid water path and f cloud cover. The red, green, and sky-blue lines show results of the spectral bin scheme, the two-moment bulk scheme, and the one-moment bulk scheme, respectively, and the black line, dark gray shading, and light gray shading indicate the median, range between the first and third quartiles, and range between the maximum and minimum values, respectively, of the previous intercomparison study (van Zanten et al. 2011 ). The small figure in d indicates the extension of the profile of liquid water potential temperature below 1000 m is helpful for understanding the differences among the results. We first investigate the difference during t = 3−4 h of the calculation, because the effects of feedbacks of cloud physics to dynamics is not large and it is easy to interpret the difference. The tendencies at each height averaged during t = 3 h to t = 4 h are shown in Fig. 5a , b.
The results from t = 0 h to t = 3 h were removed to ignore the effects of spin-up. The effect of sedimentation was omitted from the tendencies. The generation of liquid water at the cloud base in the one-moment bulk scheme is more active than that in the others (Fig. 5a ). This is attributed to the difference in the mechanism for generating cloud particles. In the one-moment bulk scheme, newly generated cloud particles are calculated by saturation adjustment, whereas in the other schemes, they are calculated based on Eq. (4). Because the saturation adjustment does not permit supersaturation, it can generate larger amounts of liquid water at the cloud base than that can be generated by the scheme based on Eq. (4), which allows for supersaturation. This large amount of liquid water generation results in a large heat release at the cloud base (Fig. 5b) and subsequently a strong vertical velocity (Fig. 5c) . In addition to the large amount of liquid water generated in the one-moment bulk scheme, it is clear from the particle size distribution that the conversion from cloud to rain is fast. Size distributions at the lower part of cloud (i.e., z = 1000 m) are shown in Fig. 5d . The generation of drizzle and raindrops (i.e., particles over 40 μm in radius) in the lower part of the cloud is active in the one-moment bulk scheme, whereas small cloud Fig. 4 Comparison of turbulence properties between the three schemes. Time evolution of the a boundary layer top height and b vertically integrated turbulence kinetic energy (grid resolved + sub-grid scale) and horizontally averaged profile of c the variance of resolved w' and d grid-resolved turbulence kinetic energy averaged during the last 4 h of calculation particles are dominant in the two-moment bulk schemes. This indicates that the conversion from cloud to rain in the one-moment bulk scheme is faster than that in the others, and larger numbers of raindrops are generated in the lower part of the cloud by the one-moment bulk scheme. The generation of large raindrops leads to the fast terminal velocity of the hydrometeors and a large precipitation flux in the one-moment bulk scheme (Fig. 5e) , which, in turn, leads to the large precipitation flux at the surface and the fast onset of surface precipitation. Figure 5a , b also show that the peak negative tendency of q l and θ near the cloud top (z~1700 m), which corresponds to the evaporation of cloud droplets at the top of the boundary layer, is located in a lower layer in the one-moment scheme than in the others. This indicates that the large precipitation volume and large cloud size in the one-moment bulk scheme restrain the cloud particles from reaching the upper layer. Therefore, the boundary layer top height of the one-moment bulk scheme becomes lower (Fig. 4a) .
The large amount of raindrops in the one-moment scheme creates feedback for the thermodynamic structure below the cloud. The water loading due to raindrops leads to active evaporative cooling below the cloud (shown in the negative tendency of q l and θ below the cloud as shown in Fig. 5a , b and the lower potential temperature below the cloud shown in Fig. 5f ). This evaporative cooling stabilizes the boundary layer and suppresses the heat transfer from the ground to the upper part of the boundary layer, which is shown in the fact that the positive tendency of θ in the one-moment bulk scheme does not reach z > 1200 m but reaches z1 400 m in the other scheme. This supports Stevens et al. (1998) , who indicated that precipitation suppresses cloud growth and entrainment. This suppression can limit the development of the boundary layer and results in a more stable boundary layer. The difference between the two-moment bulk and the spectral bin schemes in the tendency of q l and θ are relatively small. However, the difference in size distribution function between the two schemes is clearly apparent (Fig. 5d) . A larger amount of raindrops (r > 100 μm) were present in the spectral bin scheme than in the case in the two-moment bulk scheme. It is indicated that the conversion from cloud droplets to raindrops is slow in the two-moment bulk scheme. Because the amount of large raindrops is small in the two-moment bulk scheme (shown as green lines in Fig. 5d ), liquid water is carried to the upper layer more easily than in the other schemes. The liquid water evaporates at the top of the boundary layer. This is shown by the negative tendency of q l, and by θ locating in a higher layer in the two-moment bulk scheme than in the others (Fig. 5a, b) .
The presence of larger particles in the spectral bin scheme subsequently increases the rate of collisions with other particles, which leads to more rapid growth of particles and earlier precipitation in the spectral bin scheme than in the two-moment bulk scheme. This provides feedback due to the large amount of precipitation, which is the same feedback that occurs in the one-moment bulk scheme.
With the feedback, the differences among the three schemes increase with the integration time. The difference in the boundary layer top height in the three schemes becomes large as the integration time increases (Fig. 4a) , and the difference in the liquid water potential temperature below clouds during the last 4 h (Fig. 3d) is larger than at t = 3-4 h (Fig. 5f ). The differences in the tendencies of θ and q l shown above also become clear (figure not shown).
In summary, the one-moment bulk scheme creates a larger amount of precipitation, because the saturation adjustment was adopted in the one-moment bulk scheme, and raindrops are subsequently produced by the fast conversion from cloud to raindrops. This results in earlier onset and larger amounts of surface precipitation. The evaporative cooling by raindrops, which occurs actively below the cloud, stabilized the boundary layer in the onemoment bulk scheme.
The two-moment scheme creates raindrops more slowly, resulting in a smaller amount of precipitation compared with the other schemes. The smaller amount of precipitation results in an active latent heat release in the higher layer (shown in Fig. 5b ) and a high boundary layer. The spectral bin scheme shows an intermediate rate of conversion and creates an intermediate amount of precipitation, with values between those of the two-moment and onemoment bulk schemes.
The large number of cloud particles newly generated at the cloud bottom by saturation adjustment, the difference in the speed of conversion from cloud to rain, and the difference in the timing of the surface precipitation all originate from the variety of microphysical schemes used in this study. The differences in each scheme would not always appear when the results of other one-moment, twomoment, and spectral bin schemes are compared. By contrast, the evaporative cooling and subsequent stabilization of the sub-cloud layer and the suppression of the development of boundary layer height, which appeared in the results of the one-moment scheme used in this study, can be expected if the fast conversion from cloud to rain or the active generation of cloud particles at the cloud base occurs as a result of natural phenomena, regardless of which scheme is used. The active latent heat release and high boundary layer, which appeared in the two-moment scheme used in this study, can also be expected. The results are commonly expected for trade wind cumulus.
Speed of conversion from cloud to rain
The analyses in the previous sections hint that the performance of the bulk microphysical schemes could be modified by changing the nucleation schemes and the conversion speed from cloud to rain. In the bulk scheme, autoconversion and accretion are the main processes involved in the conversion from cloud to rain. To obtain information for the modification of the parameterization of these two processes, a comparison of the autoconversion and accretion rates among the three schemes is helpful. Figure 6 shows the autoconversion and accretion rates The horizontally averaged (solid line) autoconversion rate and (dashed line) accretion rate simulated by the spectral bin scheme (red), two-moment scheme (green), one-moment scheme (sky blue), and one-moment scheme with the Khairoutdinov and Kogan (2000) scheme (pink), averaged during t = 3~4 h averaged during t = 3~4 h. The autoconversion rate of the spectral bin scheme is regarded as the rate of increasing mass of raindrops (defined as liquid particles whose radius is larger than 40 μm) generated by the coagulation between cloud particles (defined as liquid particles whose radius is smaller than 40 μm).
The accretion rate of the spectral bin scheme is determined as the increasing rate of mass due to the coagulation between cloud particles and raindrops. Figure 6 shows that the autoconversion rate of the one-moment scheme is about 15 times larger than that of the spectral bin scheme. By contrast, the accretion rate of the two-moment scheme is 1.5~2 times smaller than that of the spectral bin scheme. Based on these results, the sensitivity of these two processes in each scheme was investigated and is discussed in the next section.
Sensitivity of the autoconversion to the one-moment bulk scheme
As shown above, the one-moment bulk scheme overestimates the conversion speed from cloud droplet to raindrop. We first investigated the difference between the original autoconversion scheme of Tomita (2008) and that of Khairoutdinov and Kogan (2000) shown in Eq. (6).
The results of the one-moment bulk scheme with the Khairoutdinov and Kogan (2000) scheme are more similar to the results of the spectral bin scheme and the previous study than those calculated by Eq. (5) (Fig. 7) . This indicates that the conversion speed calculated by Eq. (5) is too fast for shallow clouds because the validity of the onemoment bulk scheme with Eq. (5) was confirmed through experiments with deep convective clouds (Tomita 2008) . In addition to the experiment with the Khairoutdinov and Kogan (2000) 
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Previous inter-comparison 2-moment scheme 1-moment scheme(KK) Spectral bin scheme 1-moment scheme(Original) Fig. 7 Cloud microphysical properties simulated by Khairoutdinov and Kogan's auto conversion scheme. Horizontally averaged profile of the a precipitation flux, b total water mixing ratio (q t ), c liquid water mixing ratio, and d cloud fraction averaged during the last 4 h. The red, green, sky-blue, and pink lines show results by the spectral bin scheme, the two-moment bulk scheme, the one-moment bulk scheme, and one-moment bulk scheme using the Khairoutdinov and Kogan (2000) autoconversion rate, respectively. The black line, dark gray shading, and light gray shading indicate the median, range between the first and third quartiles, and range between the maximum and minimum values, respectively, of the previous intercomparison study (van Zanten et al. 2011) were conducted by reducing the autoconversion rate. Based on the analyses in Fig. 6 , a 0.067-fold (i.e., 1/15) smaller autoconversion rate than the default value was used for the sensitivity experiment. Another sensitivity experiment with an accretion rate that was 0.067-fold smaller than the default value was also conducted. Figure 8 shows the profile of q l and the precipitation flux, which were calculated using the smaller autoconversion and accretion rate. It can be seen that a small autoconversion rate results in liquid water locating in the upper layer, whereas it does not locate in the upper layer when the accretion rate was reduced to the same extent as the autoconversion rate. Hence, the autoconversion process is more sensitive to the production of raindrops.
Sensitivity of the accretion to the two-moment bulk scheme
Contrasting the one-moment bulk scheme, the twomoment bulk scheme underestimates the conversion speed from cloud to raindrop. We speculate that the faster conversion from cloud droplet to raindrop in the two-moment scheme produced similar results using the spectral bin scheme. Sensitivity experiments were conducted by changing both the autoconversion and accretion rates of the two-moment scheme. Based on the analyses in Fig. 6 , a twofold increase in the accretion rate was used, and a twofold increase of the autoconversion rate was also used for the sensitivity experiment. Figure 9 shows the results of these experiments. In the twomoment bulk scheme, both the precipitation rate and q l increase when the autoconversion rate is doubled. However, doubling the autoconversion rate does not result in a peak value of q l and a precipitation flux in the lower layer as simulated by the one-moment bulk scheme. By contrast, the precipitation flux simulated when the accretion rate is doubled is considerably larger than both the default and when the autoconversion rate is doubled. This indicates that the accretion process was the major contributor to the creation of liquid water in the lower layer in the two-moment bulk scheme. In short, the sensitivity of the accretion and the autoconversion processes to the cloud microphysical properties differ between the schemes.
Component level intercomparison
In this study, we investigated the exact effects of the various cloud microphysical schemes on model simulations of trade wind cumulus. If we change components other than the cloud microphysical scheme (e.g., dynamical core, turbulence scheme, advection scheme), the response of the cloud microphysical properties would change as suggested by van Zanten et al. (2011) . It is necessary to conduct sensitivity experiments by changing each component while keeping all other components fixed, as we did when targeting the cloud microphysical scheme in this study. We refer to these sensitivity experiments as a "Component level intercomparison".
Grabowski (2014) suggested a piggyback approach to better understand the exact effects of cloud microphysics and the interaction between microphysics and dynamics. This approach can be also applied to the other components. Using a component level intercomparison and the piggyback approach, we can discuss the effects Horizontally averaged profile of the a liquid water mixing ratio (q l ) and b precipitation flux averaged during the last 4 h. The solid sky-blue, dashed sky-blue, and dotted sky-blue lines show the results using the one-moment bulk scheme with the default autoconversion rate, one-moment bulk scheme with an autoconversion rate 0.067-fold (i.e., 1/15) smaller, and one-moment bulk scheme with accretion ratio 0.067-fold smaller, respectively. The black line, dark gray shading, and light gray shading indicate the median, range between the first and third quartiles, and range between the maximum and minimum values, respectively, for a previous intercomparison study (van Zanten et al. 2011) of each component separately and obtain knowledge that would improve the parameterization of global scale models or regional models with coarse resolution.
Conclusions
In this study, we developed a large eddy simulation model (SCALE-LES), which excludes approximations and implicit schemes as much as possible. The results of a benchmark test indicated that SCALE-LES effectively reproduces the trade wind cumuli simulated in a previous LES intercomparison study (van Zanten et al. 2011) . Using SCALE-LES, we investigated the impacts of cloud microphysical schemes on shallow cumulus and investigated which processes were critical for the diversity observed in previous LES intercomparison studies. Three types of cloud microphysical scheme, the one-moment bulk scheme of Tomita (2008) , the two-moment bulk scheme of Seiki and Nakajima (2014) , and the one-moment spectral bin scheme of Suzuki et al. (2010) , were implemented with SCALE-LES for the sensitivity experiments. The results indicated that the precipitation at the surface increases, in order, from the two-moment bulk scheme to the spectral bin scheme and the one-moment bulk scheme. Surface precipitation begins first in the Cloud microphysical properties simulated in the sensitivity experiment with a changing conversion ratio in the two-moment scheme. The horizontally averaged profile of the a liquid water mixing ratio (q l ) and b precipitation flux averaged during the last 4 h. The solid green, dashed green, and dotted green lines show the results using the two-moment bulk scheme with the default autoconversion rate, two-moment bulk scheme with an autoconversion rate twice as large as the default, and two-moment bulk scheme with an accretion ratio twice as large as the default. The black line, dark gray shading, and light gray shading indicate the median, range between the first and third quartiles, and the range between the maximum and minimum values, respectively, for a previous intercomparison study (van Zanten et al. 2011 ) Fig. 10 Cloud microphysical properties in the sensitivity experiment of N DT (=Δt microphy /Δt dyn ). Hourly averaged profile of the a buoyancy production, b shear production, and c transport terms averaged over the entire calculation domain during the last hour of each simulation. The red, green, pink, black, and orange lines represent the results of N DT = 1, 5, 10, 20, and 30, respectively. The blue line, dark gray shading, and light gray shading indicate the mean, standard deviation, and the range between the maximum and minimum values, respectively, from a previous intercomparison study (Stevens et al. 2005) one-moment bulk scheme, followed in order by the spectral bin and two-moment bulk schemes. These results support the suggestion of a previous intercomparison study (van Zanten et al. 2011) Our analyses confirmed that the differences between the schemes were derived mainly from the generation of cloud particles and the speed of conversion from cloud droplets to raindrops. The differences in the two processes originated from the differences in the microphysical schemes used. By contrast, the phenomena generated by this variety, i.e., evaporative cooling and stabilization below the cloud and a low boundary layer, active latent heat release, and a high boundary layer can be expected regardless of the scheme used, if the active conversion from cloud to rain and the active generation of new cloud particles occur in nature.
The sensitivity of the autoconversion and accretion processes to the cloud microphysical properties simulated by the bulk microphysical schemes was also investigated. In the two-moment bulk scheme the accretion process was more sensitive to the cloud microphysical properties, whereas the autoconversion was more sensitive in the one-moment bulk scheme. These results indicate that the tuning method of the microphysical scheme differs from scheme to scheme, and a component level intercomparison is useful to obtain the exact method for each scheme.
Appendix 1
Sensitivity of the ratio of the physical time step to the dynamical time step. In this study, the time step of dynamics (Δt dyn ), cloud microphysics (Δt microphy ), and other physics (Δt phy ) were set as 0.05, 0.15, and 0.5 s, respectively. The time step of dynamics was determined by the Courant-Friedrichs-Lewy (CFL) condition for the acoustic wave. The time step for physics (except for cloud microphysics) was set as 10 × Δt dyn based on the sensitivity experiment (Nishizawa et al., 2015) . The Δt microphy was determined in sensitivity experiments examining the ratio of Δt microphy to Δt dyn . The results of the sensitivity experiments examining the ratio N DT (=Δt microphy /Δt dyn ) are shown in this section. For this sensitivity test, the experimental setup of the second Dynamics and Chemistry of Marine Stratocumulus Research Flight 1 (DYCOMS-II RF01) (Stevens et al. 2005) was used. In this study, the experimental setup of the RICO study was used in most cases, but the effects of the acoustic wave appeared more clearly in the DYCOMS-II case (figure not shown). Consequently, the ratio (N DT ) was determined using the DYCOMS-II RF01 experimental setup. For this sensitivity experiment, Δt dyn was set as 0.01 s and N DT was swept from 1 to 30 (i.e., Δt microphy was set from 0.01 to 0.3 s).
The results of the sensitivity experiment indicated that the effects of N DT were mostly small (figures not shown), except for the TKE budget. Figure 10 shows the profile of the buoyancy production term, shear production term, and transport term of TKE production. The transport term was quite noisy when N DT was large (N DT > 10). Noise is also present in the shear production term. This noise was derived from the acoustic wave that was generated at every time step of the microphysical processes. When N DT was ) for each experiment Fig. 11 Results of a sensitivity experiment of the strength of numerical diffusion. Time evolution of the a vertically integrated turbulence kinetic energy averaged over the whole calculation domain and the profile of the b liquid water mixing ratio and c cloud fraction averaged over the whole calculation domain during the last 4 h. The red, green, and sky-blue line shows the results with the coefficient (γ) as 10 −3 , 10 −5 , and 10 −7 , respectively. The black line, thick gray shade, and thin gray shade indicate the median, range between the first and third quartiles, and range between the maximum and minimum values of a previous intercomparison study, respectively (van Zanten et al. 2011) large, the variation of θ at each step of the microphysical processes was also large. The large variation in θ generates an acoustic wave, which produced the noise. This indicates that N DT should be smaller than 5 to render the effects of the acoustic wave negligibly. From these results and for safety, N DT was set as 3 for the RICO experiment (i.e., Δt microphy = 3 × Δt dyn ).
Appendix 2
Numerical filter. This section describes the sensitivity experiments of the strength of the numerical diffusion. The nth ordered superviscosity/diffusion is defined as: The v is written as:
where γ is a non-dimensional coefficient, Δx is the grid spacing, and n is the order of the numerical filter. This study adopted a fourth-order numerical diffusion (i.e., n = 4) to dampen the artificial noise. n was set as 4 because of the computational efficiency.
To investigate the sensitivity of the strength of the numerical diffusion, simulations of the RICO study were conducted while changing the strength of the numerical diffusion. Based on the rough estimation of Nishizawa et al. (2015) , the non-dimensional coefficient (γ) should be smaller than O (10 . The strength of the numerical diffusion for each γ is shown in Table 3 . The two-moment bulk scheme was used for the sensitivity experiment. As a result of the numerical diffusion, one-dimensional sinusoidal two-grid noise will decay to 1/e with a 1/γ time step. Figure 11 shows the results of the sensitivity experiment. The vertically integrated TKE increased with a weakening of the numerical filter, even though the TKE of all experiments was located in the range between the maximum and minimum of the previous studies. This is because a strong numerical diffusion can efficiently dampen small-scale turbulence. As well as the TKE, the liquid water mixing ratio of all the sensitivity experiments was also located in the range of previous intercomparison studies regardless of the strength of the numerical diffusion. However, the cloud fraction simulated with a small numerical diffusion (i.e., γ ≤ 10 −5 ) was much larger than that of the intercomparison study, and the cloud fraction was completely outside the range of the inter comparison studies. The cloud fraction, core fraction, and variance of w' were also outside the range of the inter comparison studies when γ was smaller than 10 −5 (figure not shown). The temporal evolution of the cloud fraction indicates that the large cloud fraction, with small numerical diffusion, seems to originate from artificial noise. However, it is difficult to identify the reason for the large cloud fraction being artificial noise. The same experiment must be conducted with a fine grid resolution to divide all of the elements of the wave into a physically meaningful wave and artificial noise. However, computational limitations prevented us from conducting these experiments. Consequently, γ was determined using the results of the intercomparison study (van Zanten et al. 2011 ) as a reference solution, and γ was set as 10 −3 (i.e., the strength of the numerical diffusion is 1.25 × 10 5 m 4 s −1 ). 
