The problem of scheduling of workloads onto heterogeneous processors (e.g., CPUs, GPUs, FPGAs) is of fundamental importance in modern datacenters. Most current approaches rely on building application/system-specific heuristics that have to be reinvented on a case-by-case basis. This can be prohibitively expensive and is untenable going forward. In this paper, we propose a domain-driven reinforcement learning (RL) model for scheduling that can be broadly applied to a large class of heterogeneous processors. The key novelty of our approach is (i) the RL model; and (ii) the significant reduction of training-data (using domain knowledge) and -time (using sampling based end-to-end gradient propagation). We demonstrate the approach using real world GPU and FPGA accelerated applications to produce scheduling policies that significantly outperform hand-tuned heuristics.
Introduction
The problem of scheduling of workloads on heterogeneous processing fabrics (e.g., GPUs, FPGAs, which are becoming the norm in datacenters [1, 2] ), is at its core an intractable NP-hard problem [3, 4] . The current scheduling approaches rely on application-and system-specific heuristics with extensive domain-expert driven tuning of scheduling policies which have to be reinvented on a case-bycase basis (e.g., [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] ). This is a fundamental challenge, as variation across (i) workloads, (ii) deployments across datacenter vendors, and (iii) machine configurations inside a datacenter lead to significant time and money is spent in painstakingly building scheduling heuristics.
In this paper, we address this issue by formulating the problem of scheduling of workloads on to a processing fabric as a partially observable Markov decision process (POMDP) [18, 19] which can automatically and rapidly train efficient scheduling policies without human intervention. Specifically, we use a domain guided Bayesian model-based POMDP to decrease the amount of training data (i.e., sampled trajectories), and sampling of the Bayesian model so as to reduce the end-to-end training time for the POMDP. Hence, significantly reducing the cost of (i) running a large heterogeneous computing system using an efficient scheduling policy; and (ii) training the policy itself.
Reducing Training Data. State of the art methods for choosing an optimal action in POMDPs rely on training neural networks (NNs) [20, 21] . As these approaches are model-free, training the NN requires large quantities of data and time to compute meaningful policies. In contrast, we provide an inductive bias to the reinforcement learning (RL) agent by encoding domain knowledge as a Bayesian model to infer the latent state from observations, while at the same time leveraging the scalability of deep learning methods through end-to-end gradient descent. In the case of scheduling, this inductive bias is a set of statistical relationships between measurements from microarchitectural monitors [22] . To the best of our knowledge, this is the first paper to exploit these relationships and measurements to infer resource utilization in the system (i.e., latent state) to build RL-based scheduling polices.
Reducing Training Time. The addition of the inductive bias while making the training process less data hungry (i.e., less number of workload executions to train the model), comes at the cost of additional training time -the cost of performing full-Bayesian inference at every training step [23] [24] [25] .
It is this cost that makes the use of deep RL techniques in dynamic real-world deployments (which require periodic retraining) prohibitively expensive. To address this issue, we develop a procedure to compute the gradient of variables in the above Bayesian model without requiring full inference computation (in contrast to prior work [24, 25] ). The key is to calculate the gradient by generating samples from the model, which is computationally simpler than inferring the posterior distribution.
The remainder of the paper discusses the major contributions in this work. (i) The sampling based training technique in the context of general POMDPs (in §2 and §3). (ii) The particular POMDP formulation to solve heterogeneous scheduling problem (in §4). (iii) The evaluation of the scheduling strategy on several real-world GPU and FPGA accelerated workloads (in §5). The proposed framework drastically reduces the average job completion time over hand-tuned scheduling heuristics by as much as 32%, and to within 6% of an oracle scheduler with training time improvement of 4× compared to full Bayesian inference based on belief propagation. We believe that the proposed approach is representative of RL applied to several problems relating to the control of engineered systems (e.g., industrial scheduling, datacenter network scheduling) where data-driven approaches can be augmented with domain knowledge to build sample efficient algorithms to train RL agents.
Background
Partially Observable Markov Decision Processes. A POMDP is a stochastic model describing relationships between an agent and its environment. It is a tuple (S, A, T , Ω, O, R, γ), where S is the state space, A is the action space, and Ω is the observation space. We denote s t ∈ S as the hidden state at time t. When an action a t ∈ A is executed, the state changes according to the transition distribution, s t+1 ∼ T (s t+1 |s t , a t ). Subsequently, the agent receives a noisy or partially occluded observation o t+1 ∈ Ω according to the distribution o t+1 ∼ O(o t+1 |s t+1 , a t ), and a reward r t+1 ∈ R according to the distribution r t+1 ∼ R(r t+1 |s t+1 , a t ).
An agent acts according to its policy π(a t |s t ) which returns the probability of taking action a t at time t. The agent's goal is to learn a policy π that maximises the expected future reward J = E τ ∼p(τ ) [ Related Work. Finding solutions for many POMDPs involves (i) estimating the transition model T and observation model O, (ii) performing inference under this model, and (iii) choosing an action based on the inferred belief state. Prior work in this area has extensively explored the use of NNs, particularly recurrent NNs (RNNs) as universal function approximators for (i) and (iii) above because of their ease in training and inference (e.g., [26] [27] [28] [29] [30] [31] [32] ). Neural networks have proven to be extremely effective at learning but usually require a lot of data (in this case, sampled trajectories, which may be prohibitively expensive to acquire for certain class of applications such as scheduling). The ability to incorporate explicit domain knowledge (in the case of scheduling which is based on system design invariants) could significantly reduce the amount of data required. To this end, other work [31, 33, 34] has advocated the integration of probabilistic models (including Bayesian filter models) for (i) above. The significant computational cost of learning and inference in these models have spurred the use of approximation techniques for training and inference, including NN based approximations of Bayesian inference [31, 32] and variational inference methods [34] .
In this paper, we too advocate the use of a domain-driven probabilistic model for b t and which can be trained through end-to-end backpropagation to compute a policy. Specifically, the technique handles the case of performing gradient descent on a Bayesian network (BN) with known structure and incomplete observations without performing inference on the BN, only requiring generation of samples from the model. This is contrary to prior work on learning BNs using gradient descent [24, 25] or expectation maximization, both of which require full posterior inference at every training step.
for the value-function V η (s t+i ), i ∈ [0, n s ), parameterized by η, is the appropriately discounted sum of on-policy rewards up until t + n s and the off-policy bootstrapped value V * η (s t+ns ). Using an advantage function A t,i η = (
, the A2C loss for the policy parameters ρ, the value function loss for parameters η are
3 Training POMDP RL-Agent with Backpropagation
We consider a special case of the POMDP formulation presented above (illustrated in Fig. 1 ). We assume that the domain knowledge about the environment of the RL-agent is presented as a joint probability distribution Pr(s t , a t−1 , o t ; Θ BN ) that can be factorized as a BN (with parameters Θ BN ). A BN is a probabilistic graphical model that represents a set of variables and their conditional dependencies via a directed acyclic graph (DAG). We use probabilistic inference on the BN to calculate an estimate of the belief stateb t .b t is then used in with a NN f π (b t ; Θ π ) (with parameters Θ π ) to approximate RL-agent's policy, and a NN f V (b t ; Θ V ) (with parameters Θ V ) to approximate the state based value function. We refer to all the parameters of the model as
. Estimating this gradient requires us to compute ∇ Θ BNb t . Traditional methods for computing this gradient require inference computation [24, 25] . However, even approximate inference in such models is known to be NP-Hard [23] . Below we describe an algorithm to approximate the gradient without requiring computation of full Bayesian inference. All that is required is the ability to generate samples from the BN. Only the subset of the BN necessary for generation of the samples is expanded. These samples are then used as a representation of the distribution of the BN. As a result, the proposed method decouples the training of the BN from the inference procedure used on it to calculateb t .
The Bayesian Network & Its Gradient
Let the BN described above be a DAG (V, E), and let X = {X v |v ∈ V } be a set of random variables indexed by V . Associated with each node X is a conditional probability density function Pr(X|℘(X)), where ℘(X) are the parents of X in the graph. We assume that we are given (i) an efficient algorithm to sample values of X given ℘(X), and (ii) a function f X (x, y; θ X ) = Pr θ X (X = x|℘(X) = y) whose partial derivative with respect to θ X is known and efficiently computable. The BN can also have deterministic relationships between two random variables, under the assumption that the relationship is a differentiable diffeomorphism. That is, for random variables X, Y , and diffeomorphism F , Pr(Y = y) = Pr(X = F −1 (y))|DF −1 (y)| where DF −1 is the inverse of the Jacobian of F .
Computing Gradient. For a random variable X in the BN, its parents ℘(X), its ancestor set
where represents a directed path in the BN). We now define a procedure to approximately compute the gradient of X with respect to Θ BN . We do this in two parts: (i) ∂ Pr(X=x|ξ=a) /∂θ X and (ii) ∇ Θ BN \θ X Pr(X = x|ξ = a) for ξ ⊆ Ξ(X). First,
Here S samples are drawn from a variable(s) Z such that n S (j) is the number of times the value j appears in the set of samples
In the case that |℘(X)| > 1, variables in ℘(X) might not be conditionally independent given Ξ(X).
Hence we need to find a set of nodes N such that I ⊥ J|Ξ(X) ∪ N ∀I, J ∈ ℘(X). Now,
where ℘(X) = (P 1 , . . . , P m ) and y i = (y i,1 , . . . , y i,m ). So, we have,
Expand by recursion using Eqns. 2, 3 and 5 ∇ Θ BN \θ X Pr(P l = y i,l |N = n k , ξ = a) .
Using Eqns. 2, 3 and 5, we can now recursively calculate the gradient of the conditional probability density of any variable given the value of it's ancestors, thereby calculating ∇ Θ BNb t .
Computational Complexity. The cost of computing Eqns. 2 and 3 is O(S). The cost of computing Eqn. (5) is O(mS). The cost of finding N is O(|℘(s t )| 2 (|V | + |E|)) (i.e., running the Bayes ball algorithm [36] for every pair of nodes in ℘(X)). The total computational complexity of the entire procedure hinges on finding the number of times the Eqns. 2, 4 and 5 are executed, which we refer to as Q. Q depends on the size of N and on the graphical structure of the BN. Hence, the total cost of computing
, and this is computed n s n e |b t | times during training. Note that for a polytree BN (the structure of the BN we will use in the §4), N = ∅, and Q ≤ |V |. This is still better than belief propagation on the polytree with the gradient computation technique from [24, 25] , which is O(|V | max v∈V (dom(X v ))), where dom(X) is the size of the domain of X, which in our case could be exponentially large.
Scheduling Datacenter Workloads Using Reinforcement Learning
We now demonstrate an application of the POMDP model and training methodology presented in §3 to the problem of scheduling tasks to a heterogeneous processing fabric including CPUs, GPUs and FPGAs. The model integrates real-time performance measurements, prior knowledge about workloads, and system architecture to (i) dynamically infer system state (i.e., resource utilization), and (ii) automatically schedule tasks to a heterogeneous processing fabric.
Workload & Programming Model. The system workload consists of multiple user programs where each program is expressed as a data flow graph (DFG), a DAG representing the input-output relationships between operations (which we refer to as kernels). Prior work has shown that a large number of applications can be expressed as compositions of such kernels [37, 38] . A prominent examples of such composition are modern data analytics and machine learning (ML) frameworks that describe workloads as DFGs [39] [40] [41] [42] . We assume that these kernels are known ahead of time and have multiple implementations available for different processors and accelerators. Once trained, our approach can schedule any composition (DFG) of these kernels, but requires retraining when the set of available kernels are changed. The key challenges that arises in this setting are POMDP Architecture. The overall architecture of the proposed POMDP model is illustrated in Fig. 2 . The first part of the POMDP models the latent stateb t of the computer system. For the scheduling problem, this corresponds to resource utilization of various components of the computer system. Utilization of some of these resource can be measured directly in software (e.g., amount of free memory), however, the different layers of abstraction of the computer stack hides some others from direct measurement (e.g., amount of memory bandwidth used by a CPU). We use real-time performance counter [22] measurements (o t ) to infer the utilization of these "hidden" resources. Performance counters (PC) are special purpose registers present in the CPU and other accelerators for characterization of an applications' behavior and identification of microarchitectural performance bottlenecks. Specifically, we use a BN to (i) model aleatoric uncertainty in these measurements, and (ii) encode our knowledge about system architecture in terms of invariants or statistical relationships between the measurements. Inference on this BN then gives us an accurate estimate of the latent state of the system. Second, we use a RNN (i.e., f π (·) and f V (·)) to learn scheduling policies for user programs that minimize resource contention and maximize performance. These two ML models, effectively decouple system architecture-and measurement-specific aspects of scheduling (the BN) from it's optimization aspects (the NN). The compelling value of the above architecture (and its two constituent models) is that it can automatically generate scheduling policies for the deployment of accelerator-centric DFG in both truly heterogeneous and dynamically changing multi-tenant environments (like clouds) all without requiring configuration specific, and painstakingly tuned heuristics like state of the art. This improves overall performance, resource utilization, and enables fine-grained resource sharing across workloads.
Performance Counters. The PCs are generally relied upon to conduct low-level performance analysis or tuning of performance bottlenecks in applications. As the source of these bottlenecks are generally the unavailability of system resources, the performance counter can naturally be used to estimate resource utilization of a system. Another benefit of using PCs is that no source code modifications is needed in the application to make measurements. The PCs can be grouped into three categories, (i) those pertaining to the processing fabric (CPU core or accelerators), (ii) those pertaining to the memory subsystem, and (iii) those pertaining to the system interconnect (in our case PCIe). Fig. 3 illustrates an organization of a computer system as well as the categories above. As the CPU orchestrates all execution in the computer (even for accelerators), we find that it is sufficient to make PC measurements on the CPU to ascertain the current utilization of almost all system resources (i.e., those that matter for scheduling).
BN Model. The measurements made from performance counters have some inherent noise [43] . (i) The measurements can only be stored in a fixed number of registers. Hence only a fixed number of measurements can be made at one point in time. As a result, successive measurements have to be made, which capture marginally different system state. (ii) Particular performance counters might become unavailable (or return incorrect values). (iii) In the case that a single scheduling agent is controlling a cluster of machines (which is the common case in datacenters), measurements made on different machines are not in sync and are often delayed by network latency. As a result, PCs are often 
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sampled N times between successive scheduler invocations to get around some of the sources of error. To maximize the performance estimation fidelity, we apply statistical methods to systematically model the variance of these measurements. For a single performance counter o t [c], if the error in measurement e c can be modeled, then the measured value m c can be modeled in terms of the true value v c plus measurement noise e c , i.e., m c = v c + e c . Here, we focus only on random errors, by assuming zero systematic error. This is a valid assumption because the only reason for systematic errors will be hardware or software bugs. We assume that the error can be modeled as e c ∼ N (0, σ) for some unknown variance σ, hence Pr(m c | v c ) = N (m c , σ) [43] . Now given N measurements of the value of the performance counter, we compute their sample mean µ and sample variance S. A scaled and shifted t-distribution describes the marginal distribution of the unknown mean of a Gaussian, when the dependence on variance has been marginalised out [44] , i.e.,
In all our experiments, the confidence level of the t-distribution is set to 95%. Now, given a distribution of v c for every element of o t , we describe the construction of the BN model. Our goal is to model resource utilization (a number in [0, 1]) for a relevant set of architectural resources R. To do this, we use algebraic models of composing PC measurements (v c ) using algebraic (deterministic) based on information about the CPU architecture. Processor performance manuals [45] [46] [47] provide this information. Given that our error corrected measurements are defined in terms of distributions, the algebraic models that encode static information about relationships (based on the microarchitecture of the processor or topology of the system) now define statistical relationships v c s (based on the Jacobian relationships described in §3). Fig. 4 shows an example of the BN model. However, the types and meanings of hardware counters vary from one kind of architecture to another due to the variation in hardware organizations. As a result, the model defined by the BN is parametric, changing with different processors and system topologies (i.e., across all the different types of systems in a datacenter). Consider the example of identifying memory bandwidth utilization for a CPU core. According to the processor documentation this utilization can be computed by measuring the number of outstanding memory requests (which is available as a PC), i.e., Outstanding Requests[≥θ M B ] /Outstanding Requests[≥1]. The notation X[≥ t] counts cycles in which X exceed threshold t. The value θ M B is processor specific and might not always be known. In such cases, we use the the training approach described in §3 to learn θ M B . We follow a similar procedure to estimate the other utilization of other resources in the system, these are labeled "Util." in Fig. 4 .
NN Model. The second part of the proposed POMDP based scheduling model uses a NN (see Fig. 2 ) to learn the optimal policy to schedule user tasks given a belief state. This NN takes two graphs as inputs. The first input, is the belief stateb t encoded as vertex labels on a graph describing the topology of a computer system (i.e., the organization shown in Fig. 3) , and input labels corresponding to locations of inputs in the topology. The second input is the user's program expressed as a DFG. We use graph network (GN) layers [48] to "embed" these graphs into a set of embedding vectors. GNs have been shown to capture node, edge, and locality information. We choose small fully connected NNs to model the functional transformations in the GN layers. Prior work in scheduling (e.g., [49, 50] ) has shown benefit of considering temporal information to capture dependencies of system resources over time, as well capture time evolution of the user DFG. We capture these relationships (between the embeddings of the input graphs) using a RNN, particularly an LSTM layer [51] .
The action space A of the model is fixed as the number of kernels/processors available in the system is known ahead of time. The action space consists of the following types of actions. (i) Execution 
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actions corresponding to executing a kernel on a processor/accelerator. (ii) Reconfiguration actions corresponding to reconfiguring a single FPGA context to a kernel. (iii) No-Op action corresponding to not scheduling any task in a particular scheduler invocation. This action is useful in when the system resources are maximally subscribed, and executing more tasks will hinder performance.
The reward r t is based on the objective of minimizing the runtime of a user DFG. At time t, r t = − t i=0
1 /Ti, where T i is the wall clock time taken to execute the i actions executing in the system at time t. Note that parallel actions are not double-counted in this formulation. The BN and NN models are trained end-to-end using minimization of Eqn. (1) through backpropagation as described in §3. Implementation details are presented in the supplementary material.
Evaluation & Discussion
We evaluate the proposed scheduling model and training technique along the following dimensions. (i) How well does the scheduler perform compared to the state of the art? (ii) What are the savings in training time compared to traditional methods? The evaluation testbed consists of an rackscale cluster of twelve IBM Power8 CPUs, two NVIDIA K40, six K80 GPUs, and two FPGAs. We illustrate the generality of techniques on a variety of real-world workloads that use CPUs, GPUs and FPGAs: (i) variant calling and genotyping analysis [52] on human genome datasets appropriate for clinical use (using tools presented in [53-58, 38, 59-61, 59, 62-64] ), (ii) epilepsy detection and localization [65, 66] on intra-cranial electroencephalography data; (iii) in online security analytics [67, 66] on network-and host-level intrusion detection system event-streams.
State of the Art. Traditional dynamic scheduling techniques (e.g., [5] [6] [7] [8] [9] [10] ) use manually tuned heuristics (e.g., fairness, shortest-job-first) that prioritize simplicity and generality over achieving the best-case workload performance. The complexity (NP-Hard) of the job shop scheduling problem limits these techniques to use these approximate heuristics, allocate coarse grained resources (e.g., GBs of memory, CPU threads) and make simplifying homogeneity assumptions about the underlying processors (i.e., all processors are same). Several ML-based scheduling strategies have also been proposed, where the above heuristics are learned from data. These range from those that make simplifying assumptions about the workload and processing fabric (e.g., [68, 69] ) to those that treat system as black-boxes to perform scheduling to optimize processor-specific throughput metrics (e.g., [11] [12] [13] [14] [15] [16] [17] ). In fact, deep RL has been applied in cluster scheduling in [68, 69] , however, those works assume a completely model-free NN using only the aspects of the system state that can be measured directly. These approaches are not suited for heterogeneous accelerator-rich systems where architectural diversity necessitates the use low-level resources, which cannot be measured directly, and are not semantically comparable across processors. As points of comparison to the method proposed here we use Graphene [49] , a heuristic-accelerated job shop optimization solver, Sparrow [8] , a randomized scheduler, and Paragon [14] , a collaborative filtering based scheduler. 1 Baseline for Comparison. We define the oracle schedule to correspond to the best performance possible for running an application on the evaluation system. This corresponds to a completely isolated execution of an application. Here different concurrently executing kernels of the same application contend for resources and might cause performance degradation. For the benchmark applications, we have accounted for this by exhaustively executing schedules of the application DFGs to find the one with the lowest runtime. Corresponding to this execution, we measure the runtime of kernel i in workload (DFG) j as t oracle Effectiveness of Scheduling Model. First, we quantify how well the proposed model can handle scheduling of kernels in a DFG considering interference both the intra DFG level when executing with an unknown co-located workload utilizing compute and I/O resources. To do so, we measure the runtimes of each of the kernels i in the workload j (as above) to compute t s i,j for each scheduler s under test. In Fig. 5 , we illustrate the distribution of oracle normalized runtimes for each of the kernels in the workloads we are testing, i.e., distribution of t s i,j/t oracle i,j across 500 executions of the three above workloads. In the figure, a distribution with probability mass is closest to 1 is preferred, as it implies the least slowdown over the oracle. We observe that the proposed technique significantly outperforms the state of the art: the median and at the 99 th -percentile of all executions the proposed technique outperforms the second closest (in this case Paragon) by close to 32%. At the 99 th -percentile, the generated schedules perform at 6% loss over the the oracle. Next, we quantify the performance of end-to-end user workloads in Fig. 6 . Here we calculate 1 − ( i t s i,j ) /( i t oracle i,j ) for all 500 runs of the DFGs and group them into buckets of normalized performance. The proposed technique significantly outperforms the other scheduling techniques running as much 60% of the applications with no performance loss over the oracle execution, and the remaining with less than 20% performance loss.
Training Time. Finally we quantify the improvement in training time of the proposed model based on sampling based gradient computation methodology presented in §3. We use two baselines for evaluation: (i) using an RNN without the inductive bias of the POMDP model; and (ii) using the POMDP model, but with traditional gradient based training where full Bayesian inference is calculated using belief propagation (BP). The RNN model here, replaces the BN (and inference) and system topology embedding GN (in Fig. 2) with a 3-layer fully connected NN to compute an embedding for o t . Fig. 7 illustrates the difference in performance of the three configurations when considering loss in performance of the user DFGs over the oracle schedule (i.e., 1− ( i t s i,j ) /( i t oracle i,j )).
We observe that the RNN is significantly less sample efficient than the proposed POMDP: using a linear extrapolation (which is very optimistic) from iteration 12k, the RNN would need 48k+ more iterations to reach the same accuracy as the POMDP. Now, the scheduler configurations "POMDP+BP" and "POMDP+Sampling" (i.e., gradient computatiton proposed in this paper) are equally efficient when it comes to sampling trajectories, they differ in time taken to perform backpropagation based parameter updates. Fig. 8 illustrates the approximately 4× difference in this training time between the two configurations, for the model to reach 30% mean loss over the oracle. This reduction is significant because the continuous churn of user workloads and machine configurations in a cloud [11] would require periodically retraining the scheduling model. In absolute terms, the "POMDP+Sampling" configuration is able to achieve 30% loss over the oracle schedule in 700 hours of training (from Fig. 8 ) and ∼ 3700 iterations of workload execution (from Fig. 8 ), which corresponds to approximately 500 hours of system execution, hence the total process takes 1200 hours. Though this might appear to be over 7 weeks of time, in wall clock time this is approximately 2 week because we use parallel A3C-based training. In fact, the limiting factor here is the availability of FPGAs, of which we have only 2 in the evaluation cluster, hence limiting the number of RL episodes that can be run in parallel.
Conclusion
This paper presents an RL-agent that integrates domain knowledge to schedule DFGs across heterogeneous processors. The key novelty of our approach is (i) the RL model; and (ii) the significant reduction of training-data (using domain knowledge) and -time (using sampling based end-to-end gradient propagation). With datacenter architectures become complex [2, 1] , techniques like the one proposed here will be fundamental in deploying future accelerated applications.
