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ABSTRACT In this paper we report on the molecular dynamics simulation of a fluid phase hydrated dimyristoylphosphati-
dylcholine bilayer. The initial configuration of the lipid was the x-ray crystal structure. A distinctive feature of this simulation
is that, upon heating the system, the fluid phase emerged from parameters, initial conditions, and boundary conditions
determined independently of the collective properties of the fluid phase. The initial conditions did not include chain disorder
characteristic of the fluid phase. The partial charges on the lipids were determined by ab initio self-consistent field calculations
and required no adjustment to produce a fluid phase. The boundary conditions were constant pressure and temperature.
Thus the membrane was not explicitly required to assume an area/phospholipid molecule thought to be characteristic of the
fluid phase, as is the case in constant volume simulations. Normal to the membrane plane, the pressure was 1 atmosphere,
corresponding to the normal laboratory situation. Parallel to the membrane plane a negative pressure of -100 atmospheres
was applied, derived from the measured surface tension of a monolayer at an air-water interface. The measured features of
the computed membrane are generally in close agreement with experiment. Our results confirm the concept that, for
appropriately matched temperature and surface pressure, a monolayer is a close approximation to one-half of a bilayer. Our
results suggest that the surface area per phospholipid molecule for fluid phosphatidylcholine bilayer membranes is smaller
than has generally been assumed in computational studies at constant volume. Our results confirm that the basis of the
measured dipole potential is primarily water orientations and also suggest the presence of potential barriers for the movement
of positive charges across the water-headgroup interfacial region of the phospholipid.
INTRODUCTION
Modeling a pure phospholipid bilayer is an important step
toward modeling the entire environment for a large class of
biomolecular processes, i.e., those that take place within
biological membranes. Membrane modeling poses a set of
technical problems and scientific issues that have not yet
been resolved. For instance, membranes in their biological
state are disordered liquid crystals of essentially infinite
extent. Any truncation of the system cuts off the possibility
of observing, for example, bending and splay motions of the
system having characteristic wavelengths that are compara-
ble to or greater than the size of the simulated system. The
membrane environment is anisotropic, with both the com-
pressibility of the membrane and the effective pressure
differing in the dimension normal to the membrane plane as
compared with the dimensions in the membrane plane.
Whereas the pressure normal to the membrane plane is that
of the laboratory, for example, 1 atmosphere, the effective
pressure parallel to the membrane plane at the water-lipid
interface must be negative, based on measurements of sur-
face tension (Israelachvili et al., 1980).
The precise structure of the membrane is labile and
constantly changing. Nuclear magnetic resonance (NMR)
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studies have given us data on the mean orientations of hy-
drocarbon tails (Borle and Seelig, 1983; Rice and Oldfield,
1979; McCabe et al., 1994). NMR and neutron and x-ray
diffraction have given us data on the mean orientations of
the headgroups (Wiener and White, 1992b; Sanders, 1993).
But one expects the fluctuations about the mean to be
enormous, because liquid crystal theory tells us that large
deformations of the membrane can be accomplished with
thermal energy at physiological temperatures (Helfrich and
Jakobsson, 1990). Indeed, direct evidence from neutron and
x-ray diffraction studies tells us that the distribution of
positions along the normal to the membrane plane of par-
ticular phospholipid atoms is as much as 15 A wide (Wiener
and White, 1992b). Thus the surface of the membrane is
very rough. NMR studies suggest that 11-16 water mole-
cules per phospholipid molecule are associated with the
membrane, which probably means that they are interdigi-
tating with the polar headgroups in the interfacial region.
(Borle and Seelig, 1983). There is also an enormous electric
field in the interfacial region. Measurements from several
laboratories show that there is an electric potential differ-
ence of several hundred millivolts between the hydrocarbon
interior of the membrane and the electrolyte (Flewelling and
Hubbell, 1986).
Because biological membranes are generally found in
liquid crystalline phases, meaningful and useful atomic
level models must be dynamic rather than static. It is pos-
sible to put phospholipids into crystalline solids (Hauser
et al., 1981), but the biological state of membranes is far
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from this solid crystalline state. Thus molecular dynamics,
Monte Carlo, or stochastic dynamics methods are necessary
to describe biological membranes at an atomic level of
resolution. This paper will focus on molecular dynamics
simulations of membranes. The choice of the model system,
i.e., number of lipid and solvent molecules, choice of
boundary conditions, nature of interaction potentials, and
the method for equilibration bear significantly on the
validity of computation. We will address these issues
with a view to elucidating the reasons for the choices we
made in our simulations.
Computations of membrane patches have been reported
with stochastic boundary conditions (Heller et al., 1993;
Zhou and Schulten, 1995), with periodic boundary condi-
tions at constant volume (Venable et al., 1993; Alper et al.,
1993a,b; Damodaran and Merz, 1994, Robinson et al.,
1994), and with periodic boundary conditions at constant
pressure (Egberts, 1988; Berendsen et al., 1992; Chiu et al.,
1992; Marrink et al., 1993; Egberts et al., 1994; Huang
et al., 1994). Each choice is fraught with trade-offs. The
appropriate choice may depend on the experimental condi-
tions under consideration.
Stochastic boundary conditions may inhibit chain tilting
of the boundary lipid, which will in turn affect tilting in the
rest of the simulation cell. In addition, they fail to simulate
the essentially infinite bilayer system. However, they have
the advantage that, with a finite delimited computational
space, it is feasible to eliminate cutoffs of electrostatic
forces within the computational space by use of a multipole
method (Board et al., 1992), but it is not clear that electro-
static forces longer than a reasonable cutoff distance, 15 A
or so, are a significant modulator of membrane dynamics
and structure. However, it probably is important to use
neutral group-based rather than atom-based cutoffs. Atom-
based cutoffs are likely to introduce spurious polarizations,
based on single atoms of a group being on different sides of
a cutoff distance. In using group-based cutoffs, each water
and phospholipid molecule may be treated as a group
(Damodaran and Merz, 1994). However, it is more econom-
ical in nonbonded interactions to divide the phospholipid
molecule into several charge groups. When simulating neu-
tral lipids, it is appropriate for the submolecular charge
groups to be neutral. This can generally be done with only
minor adjustments to the computed partial charges, well
within their inherent range of uncertainty. If it is deemed
desirable to eliminate cutoffs altogether, a possible reason-
ably efficient technique to eliminate cutoffs in simulations
with periodic boundary conditions is the particle mesh
method for Ewald sums (Darden et al., 1993).
Periodic boundary conditions are natural for the mem-
brane system, because they naturally emulate the mem-
brane's effectively infinite extent. A concern, however, is
that periodic boundary conditions may introduce spurious
collective motions or orientations, for example, an exces-
sive collective tilt of the hydrocarbon chains. This effect
might be mitigated by making the box size large enough that
box, but of course this is at the cost of less economical
computation. If periodic boundary conditions are to be used
at constant volume, it is necessary to be confident of the
density of material in the lipid and at the lipid-electrolyte
interface. This is possible in a multi-lamellar preparation of
known water content, such as the dioleoylphosphatidylcho-
line membrane that is the subject of a series of papers from
the laboratory of White (Wiener and White, 1992a,b). In
this case, constant volume calculations would seem justi-
fied. However, in simulating a situation where there is
excess water, an alternative is to do the computations at
constant pressure. In this method, pressure components in
each spatial dimension are calculated according to a virial
expression, and the dimensions of the box are adjusted slowly
during the simulation until the mean internal virial matches the
external applied pressure, which is set as a boundary condition
(Berendsen et al., 1984). This method, with the external pres-
sure at 1 atmosphere, has been used by the laboratory of
Berendsen (Berendsen et al., 1992) and by us (Chiu et al.,
1992). In this paper we report on a variant of this method in
which the lateral pressure (in the plane of the membrane),
rather than being set to the external laboratory pressure of 1
atmosphere, is set according to the measured surface tension at
the membrane-water interface. This surface tension can be
derived from the pressure-density curve of a monolayer in a
Langmuir trough and the surface tension for a pure air-water
interface. The derivation we used will be given in Methods.
The force fields for the lipid and water molecules are also
a matter of some concern. In a previous constant pressure
simulation at 1 atmosphere, it was found that the partial
charges in the lipid molecules had to be reduced to produce
a fluid phase in a simulated dipalmitoylphosphatidylcholine
(DPPC) membrane (Berendsen et al., 1992). In this paper
we will explore whether the anisotropic constant pressure
boundary conditions described above can produce an ap-
propriate fluid phase in a simulated phosphatidylcholine
(PC) membrane with full charges on the lipid molecules.
The validity of the simulations will be judged by correspon-
dence to a variety of experimental observations.
METHODS
The simulations were done with the GROMOS (Hermans et al., 1984; van
Gunsteren and Berendsen, 1987) molecular simulation suite of programs, with
some modifications that are included in the description of methods below.
The simulation system contained 100 dimyristoylphosphatidylcholine
(DMPC) molecules, a bilayer with 50 lipid molecules in each monolayer.
The initial conformation was the x-ray crystal structure (Hauser et al.,
1981). The structure was solvated by 2100 water molecules at a distance of
2.3 A, providing for a total of 10,990 atoms in the simulation. The initial
conformation of the system is shown in Fig. 1 A.
The extended simple point charge (SPC/E) water model was used
(Berendsen et al., 1987). The SPC/E water model gives more realistic
values of both the self-diffusion coefficient and the dielectric constant than
does the SPC model. The improved dielectric constant should give better
screening of the charges on the polar groups of the phospholipids than does
the SPC model. (Inadequate screening of those charges has been cited as a
problem in previous lipid bilayer computations (Berendsen et al., 1992)).
The partial charges on the phospholipids were calculated by ab initio
the boundaries would have little effect on the interior of the
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electronic structure computations with the GAUSSIAN 92 program at
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FIGURE 1 (A) Initial conformation of the computed system, in the x-ray crystal structure with water added to each side of the bilayer. (B) Charge
distribution and charge groups used in the simulations. The numbers next to each charged atom are the partial charges, in units of an electronic charge,
used in the simulation. The numbers in parentheses are the partial charges actually computed by the Gaussian computations. The difference is an adjustment
to be able to divide the phospholipid into neutral charge groups. The charge groups are delineated by dotted outlines. (C) The constant pressure boundary
conditions used in the simulations. The negative lateral pressure corresponds to the surface tension at the hydrocarbon-water interface. Boundary conditions
were periodic in all three dimensions.
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Hartree-Fock self-consistent field (SCF) level with the 6-31G* basis set.
The partial atomic charges were extracted from the SCF total electron
density by Mulliken (1955) population analysis. Fig. 1 B shows the partial
atomic charges as computed and as used in the simulations. The calculated
charges were modified slightly for use in the simulations, so that each
phospholipid molecule could be divided into several neutral charge groups
for purposes of the electrostatics calculations. The neutral groups are
delineated in Fig. 1 B. Aside from the partial charges, the phospholipid
parameters used were those of Egberts (1988), including the use of the
Ryckaert-Bellemans (1975, 1978) potential for the hydrocarbon torsion
angles. The extended atom model was used for all nonpolar hydrogens;
only polar hydrogens were included explicitly.
The nonbonded interactions were group based. The cutoff distance for
calculating nonbonded interactions was 20 A. A double cutoff was used.
For groups within 10 A of each other the nonbonded interactions were
calculated every time step. From 10 to 20 A the nonbonded interactions
were calculated every 10 time steps. At <10 A both van der Waals and
electrostatic interactions were calculated. Between 10 and 20 A only
electrostatic interactions were calculated. The nonbonded interaction pair
lists were updated every 25 time steps. No switching function was used.
The time step was 2 fs.
Periodic boundary conditions were applied in all three dimensions. The
boundary conditions for the simulation were constant pressure, but differ
from previous applications in that the pressure was anisotropic. The pres-
sure boundary conditions are shown schematically in Fig. 1 C. In the
direction normal to the plane of the membrane the pressure is that of the
laboratory, typically 1 atmosphere. Within the plane of the membrane the
pressure is effectively negative, because of the surface tension at the
water-lipid interface.
The following logic was used to estimate the magnitude of the appro-
priate negative pressure for the simulations. We looked at published data
for the experimental relationships among temperature, area, and interfacial
pressure for a PC monolayer at an air-water interface. The advantage of the
monolayer is that the interfacial pressure can be set by the experimenter. A
rather complete set of data is given in Albrecht et al., 1978. The curve of
either temperature or pressure versus area shows an abrupt change in slope
that corresponds to a phase change. We now look for the value of the
interfacial pressure at which the phase change occurs at the same temper-
ature as does the phase change for a bilayer. We reason that this is a good
approximation to one-half of the interfacial pressure in a bilayer of a PC
membrane. From the data of Albrecht et al. (1978), a value of the inter-
facial pressure that gives a phase change for DPPC at approximately the
same temperature (314 K) as the bilayer is 40 dynes/cm. This surface
pressure corresponds to the difference between the surface tension of the
water-air interface (68 dynes/cm) and the surface tension at the water-lipid
interface. (For a clear explanation of the experiments see Jain, 1988, or
Gennis, 1989.) So the surface tension at the water-lipid interface is esti-
mated by this method to be 68-40, or 28 dynes/cm for the monolayer or
56 dynes/cm for the bilayer.
To relate the surface tension to the internal pressure, we utilize the
following definition of the surface tension (Bakker, 1911; White, 1980):
sZ2
z£ [PN(Z) - PT(Z)] dZ (1)
where y is the surface tension, the z axis is normal to the plane of the
membrane, PN is the pressure normal to the membrane surface, PT is the
pressure tangent to the membrane surface and Z2 and Z1 are any positions
along the z axis that bracket the interface. In the experimental conditions
we are simulating, the mean value of PN is 1 atmosphere. Substituting PN
- 1 atmosphere into Eq. 1 and rearranging:
fZf PT(Z) dZ
(ZZ_) =1 atm(Z) (2)
The left-hand side of Eq. 2 is just the mean lateral pressure in the simulated
system including the water-membrane interface. To evaluate this numeri-
cally, we estimate that our equilibrated hydrated preparation will have a
thickness in the direction normal to the membrane plane (Z) of 55 A. The
appropriate negative lateral pressure for the boundary conditions is then
given by the following value:
boundary lateral pressure
= 1 - surface tension/55 A
= 1 - (56 dynes/cm)/55 X 10 - 8cm
= _-108 dynes/cm2
= - --100 atmospheres.
On the basis of the above considerations, the lateral pressure for the
simulations was set to -100 atmospheres, as shown schematically in Fig.
1 C. For the dimensions used in this simulation, the second term on the
right-hand side of Eq. 2 dominates the determination of the lateral pressure.
If the size of the box along the Z dimension were very large the first term
on the right-hand side would dominate and the lateral pressure would just
go to 1 atmosphere, but such a large box would not be feasible for
computations.
The use of the mean pressure for the boundary condition does not imply
that the lateral pressure is the same at the various depths within the
preparation, but it is not necessary to deal with the spatial variation of the
pressure to set the boundary condition correctly. The critical point here is
that, for a three-dimensional region of space containing an interface, the
fundamental definition of the surface tension is in terms of the mean lateral
pressure according to Eqs. 1 and 2, rather than being defined in terms of the
the lateral pressure at any particular position on the z axis. Because
experimentally surface tension is always a macroscopic quantity measured
by macroscopic means (White, 1980), the definition in terms of the mean
lateral pressure as in Eqs. 1 and 2 is fundamental.
The coupling constant between the internal virial and the constant
pressure boundary was taken to be 0.4 ps for the early part of the simulation
(Berendsen et al., 1984). In the later part of the simulation, the constant was
changed to 4 ps to reduce short-term fluctuations in the system dimensions.
After the simulated preparation was gradually heated to 325 K, 350 ps
of continuous dynamics were run at 325 K. Detailed data analysis was done
for two intervals, 80-140 ps and 300-350 ps. The results for both intervals
were quite similar to each other and, as will be seen below, characteristic
of a fluid phase membrane. The system was slowly changing its dimen-
sions, having an area per lipid molecule of 56 A2 at 140 ps and 57.3 A2 at
350 ps. We judged that running the system to complete equilibration was
prohibitive of computer time and unlikely to change the results signifi-
cantly, so we are reporting in detail on the results of the system up to 350
ps. The configuration shown in Fig. 1 C is a snapshot of the system at an
advanced stage of the computation, so the entire computation can be
summarized as the evolution of the system from Fig. 1, A to C. This
evolution involved a considerable change of dimension. The original
configuration had an area/phospholipid molecule of 39 A2, whereas the
final configuration had an area/phospholipid molecule of >57 A2.
RESULTS
The major results of the simulations are summed up picto-
rially in Fig. 2. This figure shows various aspects of a
snapshot of a fluid phase hydrated DMPC membrane at the
very end of our simulations, i.e., after 350 ps at 325 K. Fig.
2, A-C, shows parts of the system in isolation and Fig. 2 D
shows the entire system. Fig. 2 A shows the water. It is seen
that the water is present at bulk concentration outside the
membrane and penetrates well into the interfacial region,
albeit at reduced concentration at deeper levels. Fig. 2 B
shows the polar regions of the phospholipids, from the
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choline groups at the ends of the headgroups to the carbonyl
groups at the heads of the hydrocarbon chains. Of interest is
the roughness of the surface and the fact that the major axis
of the headgroup from the phosphorus of the phosphate to
the nitrogen of the choline group is, on the average, almost
parallel to the membrane plane. Fig. 2 C shows just the
hydrocarbon tails. It is seen that they are quite disordered.
Each chain has a substantial mean tilt away from the bilayer
normal, but there is little or no collective tilt of the whole
assembly of chains. The density of the material becomes
lower near the center of the bilayer. This is consistent with
the packing patterns of liquid alkanes, where the methyl
groups at the ends of the chains occupy substantially more
volume per group than the methylene groups in the chain
interiors (Nagle and Wiener, 1988). Fig. 2 D shows the full
computed system (the parts of which are shown separately
in Fig. 2, A-C) in one color-coded figure (orange for phos-
pholipid headgroup atoms, blue for water oxygens, white
for water hydrogens, and green for hydrocarbon tails). The
structures of Fig. 2 show a tendency for occasional single
phospholipid molecules to protrude from the surface of the
bilayer. This is predicted theoretically (Israelachvili and
Wennerstrom, 1992) and apparently contributes to the re-
pulsive pressure between membranes at small intermem-
brane spacings (McIntosh et al., 1995).
To get valid statistics for numerical indices of the mem-
brane's structure and behavior, conformations must be av-
eraged over a period of time rather than inferred from an
instantaneous conformation. In the results described below,
the numerical values were time-averaged in the interval
300-350 ps of the simulation at the final temperature of
325 K. During the analysis time the dimensions of the
system fluctuated slightly. The surface area/DMPC mol-
ecule fluctuated between 57.0 and 57.3 A2 and the size of
the box normal to the membrane fluctuated between 55.8
and 56.3 A.
One representation of the overall structure of the system
is in the electron density profile. Fig. 3 shows the electron
density profile along the bilayer normal axis in arbitrary
units. In this calculation each of the heavy atoms C, 0, P,
and N are weighted by the atomic number plus the partial
charge. The computed curve is in excellent agreement with
corresponding experimental curves from McIntosh (1990).
Fig. 4 shows the structure and orientation of the hydro-
carbon tails. Fig. 4 A represents one classic definition of the
fluid phase membrane, the order parameters derived from
NMR measurements on chains with deuterium labels on the
ethylene groups at various positions in the hydrocarbon
chains. The plot shows the CD order parameter, given by
SCD = 0.5(3(cos20) - 1) (3)
where 0 is the angle between the C-D bond and the bilayer
normal. Because we have no explicit nonpolar hydrogrens
in the simulation, the positions of the deuterium atoms were
reconstructed from the coordinates of the acyl chains, as-
suming ideal geometry of the C-D bond. The coordinates of
A
B
C
FIGURE 2 A, B, and C
both possible Ds for each C were reconstructed and both
averaged in to give the final contribution to the order
parameter. The order parameters shown in Fig. 4 A are
computed from the same molecular dynamics trajectories as
the electron density profile shown in Fig. 3. They have a
similar form to experimentally measured order parameters
for PC membranes (Oldfield et al., 1978; Rice and Oldfield,
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FIGURE 2 (Continued) Snapshot of system conformation at the end of the simulation. Different parts of the figure show components of the system, each
at the same time. (A) Water, showing bulk concentration outside the membrane and penetration into the headgroup region, down to the carbonyl groups.
(B) Polar regions of the phospholipid, from the choline groups at the ends of the headgroups to the carbonyl groups at the heads of the hydrocarbon chains.
(C) Hydrocarbon tails of the phospholipids. (D) The entire system, consisting of A, B, and C depicted together. Color coding is as follows. Orange spheres
are polar atoms of the phospholipid headgroups. Water oxygen atoms are blue. Water hydrogen atoms are white. Atomic spheres are less than full van der
Waals size so that the reader may see somewhat into the structure to assess surface roughness and degree of water-lipid interpenetration. Hydrocarbon
chains are green. Note that the visualization program distinguishes molecules according to charge groups. Thus when the first atom in a charge group is
in the central box, the entire charge group is visualized even when it extends past the central box.
1979; Seelig and Seelig, 1980; McCabe et al., 1994). All
results show a near plateau region near the tops of the
chains, at an order parameter value near -0.2, and a pre-
cipitous drop near the center of the membrane.
It is also of interest to calculate the average (P4(cosO)) where
P4 is the fourth Legendre polynomial and 0 is as defined above.
Morrison and Bloom (1993, 1994) have derived equations for
relaxation rates measured by deuterium magnetic resonance as
functions of the angle between the bilayer normal and the static
applied field. The parameters in these relations are themselves
functions of (P2(cos0)) and (P4(cos0)). According to the as-
sumptions made by Morrison and Bloom, the average (P4)
over all bonds in all chains must lie between 0 and -0.05. Fig.
4 B shows a profile of (P4) calculated in the simulations. It is
seen that the calculated (P4) for all bonds lie within this range.
Fig. 4 C shows the distribution of dihedral angles in the
hydrocarbon chains, both for the computed membrane (sol-
id line) and also for the gas phase as predicted from the bare
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slightly lower gauche/trans ratio than the gas phase predic-
tion. In the simulated membrane, approximately one-fourth
of the angles are in the neighborhood of one of the gauche
configurations, in agreement with experiments on the
closely analogous DPPC membrane (Mendelsohn and
Senak, 1993). Fig. 4 D shows the time course of g+, g-,
and t fractions during the 50 ps of data that were averaged
to produce Fig. 4, A-C. It is seen that the gauche/trans ratio
did not vary significantly during this period but that there
was a slight drift in the ratio of g+Ig-.
In addition to the overall incidence of gauche and trans
bonds it is significant to tabulate the incidence of conform-
ers consisting of sequences of different classes of bonds
and compare them with experiment. Table 1 shows data
from Fourier transform infrared spectroscopic (FTIR) stud-
ies of DPPC and dilauroylphosphatidylcholine from exper-
iments by Casal and McElheney (1990) and Mendelsohn
and Senak (1993). The FTIR method detects CH2 wagging
modes at different wavenumbers for end gauche, double
gauche, and gauche-trans-gauche conformers (Snyder,
1967). Although there is difficulty in separating contribu-
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FIGURE 4 (A) Molecular order parameters of the computed membrane, averaged in the time interval 300-350 ps. (B) Profile of (P4(cos 0)) (the fourth
Legendre polynomial of the cosine of the molecular tilt angle) for the same data set as A. (C) Distribution of dihedral angles in the hydrocarbon chains.
The dashed line is the distribution predicted from the bare Ryckaert-Bellemans potential and the solid line is that observed in the simulated membrane for
the same data set as A and B. (D) Time course of the fraction of the bonds that are trans, gauche+, and gauche- during the simulated time for which the
data in A, B, and C were collected.
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TABLE I Comparison of simulation in this paper and
published experiments for dihedral bond distributions
Number of bonds or bond sequences per chain
Experimental Experimental Experimental Simulation
Bond type DLPC* DPPC* DPPC* DMPC
end g 0.45 0.54 0.40 0.31
gg 0.32 0.40 0.40 0.34
gtg' 0.88 1.19 0.39
gtg' + gtg 1.00 0.67
*Casal and McElheney, 1990.
tMendelsohn and Senak, 1993.
tions from gtg' (kink) sequences and gtg sequences (Cates
et al., 1994), the data provide an interesting test of the
simulations. In the simulations, the numbers of end gauche,
double gauche (gg), kink (gtg'), and gtg sequences were
found by calculating all dihedral bond angles in the hydro-
carbon chains in molecular dynamics configurations and
averaging more than 1200 configurations, encompassing 80
ps of molecular dynamics. All bonds were classified as
either trans, g+, or g -, according to whether the associated
dihedral angle was closest to 0, + 120, or - 120°C, respec-
tively. The computed result of double gauche bonds (gg) in
Table 1 is in essentially complete agreement with experi-
ment. The incidence of end gauche is somewhat lower than
experiment. The fact that the gg fit is so much better than
the end g fit suggests perhaps that the Ryckaert-Bellemans
(1975, 1978) potential used for the hydrocarbon dihedral
angles is not as valid for the end dihedral angle (which
involves a CH3 group) as it is for all the other dihedral
angles that involve only CH2 groups. (In the original Ryc-
kaert-Bellemans work no distinction was drawn between the
properties of the CH2 and CH3 groups.)
The simulations clearly show fewer gtg and gtg' inci-
dences than is reported for experiment. However, there is
greater uncertainty in the assignment of precise wavenum-
bers to gtg' and gtg CH2 wagging modes in the FTIR
experiments than there is for end g and gg. (Cates et al.,
1994). This uncertainty is exemplified by the discrepancy
between the data of Casal and McElheney (1990) and
Mendelsohn and Senak (1993), as Casal and McElheney
show larger values for gtg' alone than Mendelsohn and
Senak show for gtg' plus gtg.
Fig. 5 shows histograms of the various atom types in the
membrane along the bilayer normal. These are computed
from the same data as Figs. 3 and 4. Fig. 5 A shows the
variations in water penetration and hydrophobic thickness
of the membrane. The region of water penetration, summed
over the entire membrane face and over 50 ps, extends over
-20 A. The distance to fall from 90% of bulk density to
10% of bulk density is 12-13 A. This compares to a value
of 10 A for another computation of hydrated PC membrane
with somewhat different parameters (Marrink et al., 1993).
There is -10 A of overlap between the CH2 and the water
distributions. The deepest penetration of the water coincides
with the position of the carbonyl oxygen nearest to the
center of the membrane. This correspondence suggests that
the water typically penetrates the membrane down to the
carbonyl group. This is borne out by comparing Fig. 2, A
and B, and can readily be seen in the color-coded visual-
ization of the computed membrane in Fig. 2 D. Fig. 5 B
shows the distributions of selected atoms from the phospho-
lipid. It is seen that the phosphate and choline groups lie at
almost the same depth in the membrane, showing that
headgroups are oriented more parallel to the membrane
plane than normal to it. The distribution curves for each
atom, although noisy, would be reasonably approximated by
Gaussian distributions with a half-width a bit under 10 A.
These features of the lipid-water interpenetration, mem-
brane surface roughness, and headgroup orientations are
very consistent with features derived from neutron and
x-ray diffraction techniques on a PC membrane (Wiener and
White, 1992b). However, in comparing the simulations with
these particular experiments it should be noted that in the
experimental situation the membrane was not as fully hy-
drated as in the simulation. The experimental system had
only -5 five water molecules per lipid molecule as opposed
to the 21 in the simulation.
Another comparison with experiment is to the membrane
width of fluid DMPC as measured by the mean P-P distance
between the two membrane faces. This was measured by
Lewis and Engleman (1983) to be 34 A. The corresponding
distance as shown in our data of Fig. 5 B is 35 A.
Another measure of the hydration of the phospholipid is
how many waters are in the first hydration shell of the
phospholipid. Measurement of deuterated water NMR spin
5
FIGURE 5 (A) Histogram of distribu-
tion of water, hydrocarbon groups, and
carbonyl oxygen groups along the bi-
layer normal, for the same data set as
Figs. 3 and 4. (B) Simulated distribution
of position of polar atom types in the
direction normal to the membrane
plane, averaged over the same data set
as A.
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lattice relaxation time as a function of lipid hydration sug-
gests that this number is -11-16 waters per phospholipid
molecule (Borle and Seelig, 1983). Fig. 6 shows a radial
distribution function (RDF) of the distance to the nearest
phospholipid headgroup atom for the population of water
molecules in the simulation. The high peak represents the
first layer of water molecules hydrating the phospholipid.
Normally the definition of the first shell would be the
number of waters found inside the radius corresponding to
the first minimum after the main peak in the RDF. No such
minumum is seen in Fig. 6 because the number of waters in
the system is too small; yet the radial distribution function
certainly goes out to distances beyond the first shell. In this
situation we use an alternate definition, namely, that the first
hydration layer comprises the distribution under the RDF
curve up to one water radius from the leading edge (climb-
ing phase) of the curve. The climbing phase of the RDF is
over a range of 2.5-3 A, so the first hydration shell is the
water up to a distance of 4-4.5 A. Also shown on Fig. 6 is
the integral of the RDF curve. It shows that --14 water
molecules per phospholipid molecule are within 4-4.5 A of
some phospholipid headgroup atom, in good agreement
with the NMR results, which put 11-16 waters in this
region.
Fig. 7 shows the actual simulated area/phospholipid mol-
ecule versus that computed from a time series of instanta-
neous order parameters by the formula of Nagle (1993). The
dashed line is the actual area obtained by dividing the area
of the computational box by the number of phospholipid
molecules, and the solid line is the area calculated from the
order parameters by the Nagle formula. It is seen that the
theoretical area is somewhat greater than the actual com-
puted area. The actual computed area is -57 A2 per phos-
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FIGURE 6 From same data set as Figs. 3-5. (A) Histogram of distance
to the nearest phospholipid headgroup atom for the population of water
molecules in the simulation. The high peak represents the first layer of
water molecules hydrating the phospholipid. The first layer is approxi-
mately the distribution under the curve up to one water radius from the
rising phase of the curve, or 4-4.5 A. (B) Integral under A, showing that
approximately 14 water molecules per phospholipid molecule are in the
first hydration layer, in good agreement with the NMR results (Borle and
Seelig, 1983).
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FIGURE 7 From same data set as Figs. 3-6. Simulated area/phospho-
lipid molecule (dashed line) compared with the area/phospholipid pre-
dicted from the simulated order parameter profile by the formula of Nagle
(1993) (solid line). It is seen that the simulated area is somewhat less than
the theoretically predicted area. This suggests that previous estimates of the
surface area/phospholipid for fluid PC membranes based on order param-
eters may be too high.
pholipid molecule, in agreement with the expectations from
monolayer data (Albrecht et al., 1978; MacDonald and
Simon, 1987). The theoretical area from the Nagle formula
is -62 A2 per phospholipid molecule.
A possible reason for the discrepancy between the sim-
ulated and theoretical area is shown in Fig. 8. The data for
Fig. 8 are time-averaged data about the density of carbon
atoms in the strictly nonpolar center region of the mem-
brane, where the only species are the methylene groups that
make up the major part of the saturated chains and the
methyl groups that are on the end of each chain. In Fig. 8,
A and B, we show, respectively, the curves of the volume
per carbon atom as a function of the distance along the
bilayer normal and the fraction of the carbon that is in
methylene groups versus the position along the bilayer
normal. Fig. 8 C combines Fig. 8, A and B, to show the
volume/carbon atom for the region near the center of the
membrane, which is pure hydrocarbon versus the fraction of
the carbon that is in methylene (as compared with methyl)
groups. The straight line is the relationship that would
pertain if the hydrocarbon were packed at precisely the
same density as liquid alkanes, which is the assumption
embodied in the Nagle (1993) relationship (Nagle and Wie-
ner, 1988). It is seen that the volume/carbon atom near the
top of the chains (near 100% CH2) is somewhat lower than
would be suggested by comparison with the liquid alkanes.
This is the region that enters into the Nagle formulation.
Thus it seems that the explanation for the difference be-
tween the simulated and theoretical predictions in Fig. 7 is
that the sections of the chains near the polar regions in the
simulated membrane pack more densely than the compara-
ble liquid alkanes. This may relate to the fact that the
membrane chains near the polar regions, although some-
what disordered, have some greater-than-random tendency
to line up in parallel. Farther away from the polar regions
------------------------------------------------------------------------------------------------
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FIGURE 8 Possible explanation for the result shown in Fig. 7, based on the same data. This figure shows volume/carbon atom of the hydrophobic portion
of the membane. (A) Volume/carbon atom as a function of the z coordinate (normal to the membrane plane). (B) Percentage of the carbon that is in
methylene (as opposed to methyl) groups as a function of the z coordinate. This percentage is lowest in the center of the membrane because the groups
at the ends of the hydrocarbon tails are methyls. (C) Plot of the dependent variables ofA and B versus each other to show volume/carbon atom as function
of the percentage of the carbon that is in methylene groups. The straight dashed line by comparison is the value that pertains for liquid alkanes at 40°C.
(lower percent CH2), Fig. 8 C shows a somewhat less dense
packing than the comparable liquid alkanes. We can think of
two opposing tendencies in the bilayer that might account
for the deviations of the density pattern from that of bulk
alkanes shown in Fig. 8 C. On the one hand, the anisotropy
of the interfacial situation tends to make the chains line up
in parallel, giving more efficient packing and reducing the
volume. On the other hand, the surface tension, being equiv-
alent to a negative pressure in the plane of the membrane,
will tend to increase the volume. We can also think of two
aspects of the simulations that might lead to the the pattern
of Fig. 8 C. One is that, at 350 ps at 325 K, the simulations
may not be completely equilibrated and it might be that the
fully equilibrated membrane would have an internal density
profile just like liquid alkanes. Also, the density profile will
be strongly influenced by the particular choice of van der
Waals parameters for the CH2 and CH3 groups. But whether
the discrepancy shown in Fig. 8 C is a result of the inherent
physics of the bilayer or of the sensitivity of this measure to
the simulation details, these are second order effects in the
fluid phase membrane. To the first order, the situation is that
the overall mean density of the hydrocarbon interior in our
simulations is similar to that of liquid alkanes of comparable
composition, consistent with earlier suggestions in the lit-
erature (Nagle and Wiener, 1988; Wiener and White, 1992a;
Nagle, 1993).
It is of interest to examine water orientations and mobility
in the interfacial region. Fig. 9 A shows the mean cosine of
the angle between the water dipole moment and the bilayer
normal. (Note that in all the sections of Fig. 9 the water
between the membranes is at the center of the horizontal
axis and the hydrocarbon interior is at the left and right sides
of the graph. This was accomplished by translating all the
coordinates in the z direction by one-half of the size of the
central box and was done to avoid creating artifactual ap-
parent polarizations at the box edges by how the waters at
the edge were defined to be in or out of the box.) For water
being randomly oriented, the value of the cosine in Fig. 9 A
will be zero, so it is seen that the water in the interfacial
region is selectively oriented in such a way as to make the
interior of the membrane electrically positive relative to the
bulk solution. This is qualitatively correct to account for the
experimentally measured dipole potential, which has been
shown for PC membranes to arise from water orientations in
the interfacial region (Gawrisch et al., 1992). This degree of
orientation is also very similar to that observed by Marrink
et al. (1993) in a computation that had somewhat less
complete hydration of the lipid (11.5 waters/lipid, rather
than the 21 that we had.) Fig. 9, B-D, shows the basis for
the dipole potential at the membrane surface. Fig. 9 B shows
the charge density as a function of position in the dimension
normal to the membrane plane for the water (short dashes),
the lipid (long dashes), and the total of water plus lipid
(solid line). Fig. 9 C is the negative of the first integral of
the charge in Fig. 9 B, which gives the electric field. Fig. 9
D is the integral of the field in Fig. 9 C, which gives the
electrostatic potential derived from the charge distribution
of the water and the lipid and shows the computed potential
profile across the membrane associated with water polar-
ization and with phospholipid charge distribution. One
striking feature of Fig. 9, B-D, is the smoothing effect of the
successive integrations of the charge. It is difficult to dis-
cern by eye any pattern in the charge distribution in Fig. 9
B, but the pattern emerges strongly in the successive inte-
grations to produce the patterned field in Fig. 9 C and the
relatively smooth contributions to the potential profile from
lipid and water in Fig. 9 D. (The corollary to the smoothing
effect of integration is that differentiation produces noise,
which is why differentiation is to be avoided when program-
ming an analogue computer. The relationships between Fig.
9, B-D, demonstrate this point.) It is seen that the contri-
butions to the total potential from the water and the lipid are
opposite to each other and that the net potential (which is
the only experimentally measurable quantity) is a relatively
small difference between two large quantities. We also see
evidence of limitations of the sampling in our data, in that
the net potential differences caused by the lipid and the
water separately are each almost a volt from one side to the
other of the computational box. If the two halves of the
bilayer were precisely symmetrical, these net voltage dif-
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FIGURE 9 From same data set as Figs. 3-8. (A) Mean cosine of the angle between the water dipole moment vector and the axis normal to the membrane
plane. It is seen that there is a strong tendency for the water dipole moment to point inwards toward the hydrocarbon region of the membrane. (B-E) Basis
for the dipole potential. Note that in B-E the horizontal axis of the curves is shifted so that the center of the axis is in the aqueous region between opposing
membrane faces. (B) Charge density as a function of position in the dimension normal to the membrane plane for the water (short dashes), the lipid (long
dashes), and the total (water plus lipid). (C) Negative of the first integral of the charge in B, which gives the electric field. (D) Integral of the field in C,
which gives the electrostatic potential derived from the charge distribution of the water and the lipid. (E) Total potential, including both the lipid and the
water contributions, with an expanded vertical scale so that the detail can be seen. It is seen that there is a positive potential within the membrane relative
to the bulk, in agreement with experiment. It is also seen that there is a potential barrier in the interfacial region.
ferences would be zero. As there is no methodological bias
that would produce systematic assymetries between the two
halves, the asymmetries in Fig. 9 D are a result of inade-
quate sampling, which would be corrected by having a
longer computer simulation over which to average the re-
sults. To get a partial assessment of the limitations of
sampling, we divided the 50-ps time series into 50 1-ps
segments and also into 10 5-ps segments. This gave us a
larger number of measurements from which we could cal-
culate a standard deviation and probable error (standard
deviation/No 5, where N is the number of different measure-
ments) as well as a mean. The mean dipole potential and
probable error with the 1-ps segments for the two sides of
the membrane were 162 ± 22 mv and 99 ± 23 mv. With the
5-ps segments the corresponding results were 162 ± 27 mv
and 99 ± 40 mv.
Fig. 9 E shows only the net potential profile, on a larger
scale so the detail is more visible. The net dipole potential,
from the fluid to the hydrocarbon interior, is -162 mv on
one side of the membrane and -99 mv on the other side, for
an average of -130 mv. Comparison of this number with
experiment will be given in the Discussion and Summary. In
addition to a net dipole potential, Fig. 9 E also suggests that
there is a substantial potential barrier of several hundred
millivolts in the interfacial region on both sides of the
membrane.
From Fig. 9 it appears that we do not have any water that
can really be called bulk, so it is impossible to tell how far
the potential extends into the fluid spacing. This is espe-
cially clear from Fig. 9 A, as in this figure a region of bulk
water would appear as a horizontal region with the cosine
equal to zero. The peaks in five different distributions
correspond quite closely to each other. These are the total
potential profile (Fig. 9 E), the degree of net orientation of
the waters (Fig. 9 A), the distributions of phosphate phos-
phorus and choline nitrogen (Fig. 5 B), and total electron
density (Fig. 3). On one side of these peaks, the electrolyte
side, the field produced by the water orientations has a
higher magnitude than that produced by the lipid, so the
potential rises as one goes toward the center of the mem-
brane. On the other side of the peaks, the side toward the
hydrocarbon, the water is less dense and the field caused by
the lipid orientations is of larger magnitude than that caused
by the water, so the potential declines as one moves toward
the membrane interior.
Fig. 10 provides information about the mobility of the
water in the interfacial region. Fig. 10 A shows the mean
square deviation correlation function (MSD) for water mol-
ecules at different depths in the membrane-water interfacial
region. The defining equation is:
MSD(T) = ((r(t +T) -r(t))')
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FIGURE 10 From same data set as Figs. 3-9. (A) Mean square deviation correlation function for water molecules at different depths in the membrane
and also for bulk water using the same water model (SPC/E). (B) Diffusion coefficient of the water, as a function of position along the bilayer normal. The
determination was made with a 20-ps correlation time, for the x, y, and z axes separately. Dashed curves are for the x and y dimensions, the asterisk is for
the z dimension, and the solid curve is for the mean of the three dimensions. The horizontal dashed line for comparison purposes is the value computed
for the SPC/E water model in a bulk simulation and is also very close to the experimental value for the self-diffusion coefficient for water.
In each case the population of water molecules at time t
consists of those from a bin of 1-A width from the indicated
position, 0, 5, 10, 15, and 20 A. Thus the o-A curve is from
the water farthest from the center of the membrane and the
20-A curve is from deep within the membrane, near the
boundary between the interfacial region and the hydrocar-
bon tails. It is seen that the diffusion coefficient (defined as
one-sixth of the slope of the MSD) decreases steadily as one
goes deeper into the membrane. For comparison we also
show the MSD for a computation done in our laboratory of
a box of water molecules using the same water model,
SPC/E. This curve is labeled bulk. It is seen that the water
at the surface of the membrane is not bulk-like but actually
has a diffusion coefficient greater than bulk. Another mea-
sure of whether the water at the surface of our computa-
tional box is bulk-like is shown in Fig. 10 B, where we look
at the degree of anisotropy in the diffusion. In this curve the
MSD is computed separately in the x, y, and z directions.
The diffusion coefficient is calculated from the MSD with a
20-ps time lag for each dimension separately and plotted
separately, with the dashed lines indicating the x and y
dimensions and the asterisk indicating the z dimension. It is
seen that at the surface of the computational box the water
mobility is greater in the x and y directions (in the plane of
the membrane) than the mobility for bulk water, whereas in
the z direction (normal to the membrane plane) the water
mobility at the surface is approximately equal to that of bulk
water. Because the water nominally outside the membrane
is not diffusing isotropically, it seems that the 21 waters/
lipid molecule in the system falls short of being excess
water, or full hydration. The significance of this finding is in
the context that all of the experimental measures of the
dipole potential are in conditions of excess hydration
(Flewelling and Hubbell, 1986). For our smaller hydration
and especially with periodic boundary conditions, our situ-
ation may be different in such a way as to affect the degree
of water orientation. This point will be discussed further in
the Discussion and Summary.
DISCUSSION AND SUMMARY
The major finding of this paper is that it demonstrates that
a fluid phase hydrated lipid bilayer membrane can be sim-
ulated without incorporating into the simulations any arbi-
trary or artificial bias toward fluidity. The demonstration
consists of a simulation in which the starting configuration
for the lipid bilayer was the x-ray crystal structure and the
phospholipid molecules had full partial charges as calcu-
lated by an ab initio SCF calculation. After heating, the
simulated system adopted conformations characteristic of
the fluid state, as shown by hydrocarbon tail order param-
eters and distribution of headgroup atoms. The major new
technique used to achieve this result was to take into ac-
count the surface tension at the water-membrane interface.
This was done by doing the computations with periodic
anisotropic constant pressure boundary conditions. The
pressure in the direction normal to the membrane plane was
1 atmosphere, representing the laboratory environment. A
negative pressure of -100 atmospheres was applied in the
membrane plane, representing the surface tension.
Compared with other simulations of lipid bilayers, the
major advance in this paper is that the surface area per lipid
molecule and the membrane fluidity emerge from the de-
tailed force field of the molecules in the system plus bound-
ary conditions that correspond to the laboratory pressure
and the surface tension in the plane of the membrane.
Previous simulations of PC fluid membranes using periodic
boundary conditions with constant volume (Venable et al.,
1993; Alper et al., 1993a,b; Damodaran and Merz, 1994;
Robinson et al., 1994) produced fluidity by requiring the
area/phospholipid to be so large (typically -65 A2) that the
hydrocarbon chains became disordered by virtue of having
a lot of room to move around in. Previous simulations
with periodic boundary conditions with constant pressure
(Egberts, 1988; Berendsen et al., 1992; Marrink et al., 1993;
Egberts et al., 1994) produced a gel phase above the tran-
sition temperature unless the partial charges on the phos-
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pholipid molecules were arbitrarily reduced. The present
work shows that the molecular force fields used in molec-
ular dynamics produce a fluid phase with no a priori as-
sumption about the density of phospholipid in the mem-
brane, provided that the boundary conditions take the
surface tension into account.
This work also advances knowledge on PC membranes in
showing that the orientations of the partial charges of the
phospholipid and the water in a well hydrated membrane
give rise to a dipole potential at the electrolyte interface of
the same sign and similar magnitude to that observed ex-
perimentally. It had been shown some time ago that water
oriented with dangling hydrogens preferentially oriented
toward a hydrophobic surface (Lee et al., 1984). Other
workers have noted that the water was oriented with dipoles
preferentially facing toward the hydrocarbon interior in the
interfacial region of a simulated PC membrane (Chiu et al.,
1992; Alper et al., 1993b; Marrink et al., 1993; Damodaran
and Merz, 1994). In our simulations and in those of others
the polar headgroups tend to make the inside of the bilayer
negative because of the orientation of the phosphate-choline
dipole; the choline group on the average is slightly closer to
the bulk water and the phosphate group is slightly closer
to the hydrocarbon interior. In our simulations the polariza-
tion of the phospholipid is overbalanced by that of the
water, so that the net polarization is such as to make the
membrane interior positive relative to the bulk solution. It is
not clear how much of the water polarization is a result of
specific hydrogen bonding with the phospholipid or how
much is the more generalized dangling hydrogen effect
associated with water at a hydrophobic surface.
Zhou and Schulten (1995) simulated the dipole poten-
tial in a dilauroylphosphatidylethanolamine membrane.
Their results were generally similar to ours in that the
total dipole potential was the difference between oppo-
sitely directed potentials caused by the lipid and the
water, with the water potential positive, the lipid poten-
tial negative, and the net potential positive.
The simulations were tested against many experimental
measures of the structure of fluid membranes, such as order
parameters, surface roughness, amount of water associated
with the phospholipid, electron density profile, distribution
of trans and gauche bonds, thickness of the membrane, and
dipole potential. Agreement in general was very good.
With respect to the dipole potential, in addition to the
sampling issues noted in Results, it should be pointed out
that these results involved the use of a cutoff. However, the
cutoff was group based and relatively long (20 A). Also, all
the charges in the system are in neutral charge groups
situated in the high dielectric (and therefore well shielded)
interfacial and aqueous regions. In another computational
study of a similar membrane system, Alper et al. (1993a,b)
tested the results of different cutoffs and concluded that a
residue-based cutoff of 18 A was long enough to eliminate
significant errors. Based on these factors we believe our
results are not substantially compromised by the cutoff we
require doing the simulations with an even longer cutoff or
with another method altogether, such as Ewald sums, to see
whether the same results were achieved.
With respect to the dipole potential, our results provide
support for previous suggestions in the literature that the
primary basis of the dipole potential in PC membranes is the
orientation of water molecules in the interfacial region
(Gawrisch et al., 1992; Chiu et al., 1992; Zheng and
Vanderkooi, 1992). However, it might be more accurate, on
the basis of Fig. 9, to say that the basis for the dipole
potential is a subtle imbalance between the water orienta-
tions and the phospholipid headgroup orientations. Our
computed dipole potential of 99-162 mv was less than
reported experimental values. There are two types of exper-
iments with which to compare our results. One is the mea-
sured potential across a PC monolayer at an air-water in-
terface. This measurement typically results in a potential of
the order of 400 mv, for example, 441 mv reported by
Hladky and Haydon (1973) and 390 and 440 mv (for dif-
ferent hydrocarbon tails) reported by Pickar and Benz
(1978). A second type of determination is to infer the
potential from the differential membrane conductance in-
duced by organic cations. This type of measurement results
in a potential of the order of 200 mv, for example, 197 and
224 mv reported by Pickar and Benz (1978), 240 mv re-
ported by Flewelling and Hubbell (1986), and 227 mv
reported by Gawrisch et al. (1992). The reason for the
discrepancy between these two types of results is not
known. From our simulations and analysis we can say that
this discrepancy is equivalent to a change of the mean
interfacial water dipole orientation angle of -1° with re-
spect to the bilayer normal. Thus very subtle orientational
changes in a membrane system can result in enormous
differences in electrical potential. Our simulated values of
dipole potential (99 and 162 mv) are a bit lower than either
type of experiment. In making this comparison it is impor-
tant to note that the experimental determinations of this
potential are in conditions of excess hydration. On the basis
of our water mobilities shown in Fig. 10, we do not believe
the excess hydration condition pertained in our simulation.
A particularly relevant point here is that, because of the
periodic boundary conditions, the distance between the op-
posing membrane faces in our simulation is within the range
of the hydration pressure (McIntosh and Simon, 1994). It is
known that the magnitude of the hydration pressure between
closely opposed bilayers is correlated with the magnitude of
the dipole potential in the fully hydrated bilayer of the same
species of phospholipid (Simon and McIntosh, 1989). It
follows that close opposition of membranes within the range
of the hydration pressure is likely to change the degree of
water orientation that contributes to the dipole potential. It
will be of interest to do these simulations with more water
molecules, hence a bigger distance between opposing mem-
brane faces, to see whether that would affect the magnitude
of the dipole potential.
In addition to the dipole potential, another noteworthy
used, but a definitive conclusion relative to that point would
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feature of the potential profile across the membrane is the
Molecular Dynamics Simulation of Membranes
presence of potential barriers for the movement of positive
charge across the interfacial region (Fig. 9 E). These barri-
ers might be an explanation for the positive inside rule,
which refers to the fact that a series of positively charged
amino acids is a common stop signal for the insertion of
proteins into membranes (von Heijne, 1994).
There are several possible hypotheses for why the water
is less mobile the deeper one goes into the interfacial region.
One hypothesis is that the water mobility is inhibited by the
surrounding lipid, which is inherently less mobile than
water. This hypothesis starts from the experimental obser-
vation that water molecules are inherently more mobile than
phospholipid molecules, as exemplified by the experimental
fact that the self-diffusion coefficient of water (2.5 X 10-5
cm2/s) is several orders of magnitude larger than the self-
diffusion coefficient of phospholipids in a phospholipid
vesicle membrane (_10-8 cm2/s) (Edidin, 1981; Jacobson,
1983). We also note that the diffusion coefficient of water in
protein channels is strongly influenced by the protein mo-
bility. We have observed this in simulations with gramicidin
channels (Chiu et al., 1991, 1992) and with models of
sodium channels (Sudhakar et al., 1995) in which we arti-
ficially reduced the mobility of the protein and saw that the
mobility of the water in the channel was dramatically re-
duced. Finally note that the molecular ratio of water/lipid
declines steadily as one penetrates more deeply into the
interfacial region from the aqueous region (from Fig. 5, A
and B), pretty much in parallel with the decline in the water
mobility (Fig. 10 B). Combining these observations, we
suggest that the water mobility reduction as one goes deeper
into the interfacial region arises from the fact that the deeper
waters interact more with lipid (relatively slowly moving)
than with other waters (which are relatively rapidly mov-
ing). Another possibility is that the decline in water mobility
is associated with the water structure being highly ordered.
By one measure of ordering, the mean projection of the
water dipole moments on the normal to the plane of the
membrane (Fig. 9 A), the depths of maximal ordering cor-
respond to a near (but not absolute) minimum in water
mobility. One might also suppose that the water mobility
would be lower in regions of higher overall material density.
Comparing Fig. 3 (electron density) with Figs. 9 A and 10 B,
it seems that the peaks in electron density correspond very
closely to the positions of maximal water ordering and also
correspond to a near minimum in water mobility. From the
above it seems plausible that several factors, including
density of surrounding material, mobility of surrounding
material, and ordered structure of water, are involved in
determining the water mobility and how it varies with
position in the interfacial region. It should be noted that,
according to Marrink and Berendsen (1994), the water mo-
bility increases markedly when the water enters the middle
of the membrane, presumably as a result of the reduced
density in that region (Fig. 3) and to the inability of the
nonpolar hydrocarbon chains to make hydrogen bonds with
A noteworthy result of our simulations is the area per
phospholipid molecule that we find associated with the fluid
phase (Fig. 7), which at less than 60 A2 is somewhat lower
than is often suggested in the literature for PC bilayers
(Janiak et al., 1979; Hauser et al., 1981; Lis et al., 1982;
Lewis and Engleman, 1983; Albon, 1985). Our area arose
from a boundary condition derived from the monolayer data
of Albrecht et al. (1978). In those data the surface area per
PC molecule for the fluid monolayer at the surface pressure
that gives a phase change at the same temperature as the bi-
layer is less than 60 A2. MacDonald and Simon (1987) also
argue, from measurements on monolayers and bilayers in
equilibrium with each other, that fluid phase bilayer PC
membranes, and the monolayers with which they are in
equilibrium, have a surface area per PC molecule of less
than 60 A2.
The precise surface tension is somewhat uncertain.
MacDonald and Simon (1987) estimate the surface tension
in the DMPC bilayer to be 23 dynes/cm, rather than the 28
dynes/cm used in our simulation. This would lead to a
lateral pressure of -80 atmospheres rather than the -100
atmospheres we used. Other workers have reported mono-
layer surface pressure in equilibrium with bilayers of 32
dynes/cm (Seelig, 1987; Portlock et al., 1992). These would
correspond to a surface tension of 36 dynes/cm. They were
observed with the anesthetic dibucaine and a signal peptide
sequence in the membrane, respectively. Within the varia-
tion, there is agreement that the surface tension for a mono-
layer that corresponds to a bilayer is of the order of a couple
or a few tens of dynes/cm. The variation may be caused by
different lipids and different other molecules embedded in
the lipid.
Because our simulations use a surface tension boundary
condition derived from monolayers and result in a realistic
fluid bilayer, our simulations support the concept that a
bilayer is a close approximation to two monolayers,
provided that the comparison is made at the correspond-
ing temperature and surface tension and temperature
(MacDonald and Simon, 1987).
Of interest in the future is to vary the degree of hydration
of the membrane to estimate the sensitivity of membrane
structure to this variable. Another useful exploration would
be to test the sensitivity of the surface area/lipid of the
simulated membrane against the magnitude of the postu-
lated surface tension (represented in the simulations by the
magnitude of the negative pressure in the membrane plane).
Also, we now have sufficient confidence in the essential
physical validity of the simulations to begin considering
the interaction of peptides and other molecules with the
membrane.
The simulations reported in this paper took many months
to perform. We anticipate future results to be obtained more
rapidly with the development of versions of GROMOS
capable of efficiently exploiting the newest shared memory
parallel supercomputers, such as the Silicon Graphics
Power Challenge and the Convex Exemplar (Clark et al.,
the water molecules.
1 243Chiu et al.
1994; Kufrin and Subramaniam, manuscript in preparation).
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We presented the basic idea of using negative lateral pressure to emulate
the surface tension, plus early simulations and analysis, at the 1994
Biophysical Society meetings, the 1994 Jerusalem Conference on Bio-
chemistry, and the 1994 meeting on numerical algorithms in biomolecular
simulations at the University of Kansas. By discussions at meetings we
have become aware that a similar algorithm is being developed by R.
Pastor and B. Brooks. We also had useful discussions with many other
participants at those meetings and individually with S. Simon, J. F. Nagle,
M. Bloom, and R. G. Snyder. S. White pointed out to us the definition of
the surface tension in terms of the integrated lateral pressure in Eq. 1. C.
Zheng kindly shared with us a coordinate file for the repeating subunit of
the PC membrane x-ray crystal structure that was used in constructing the
initial conformation for the simulations.
This work was supported by a grant from the National Science Foundation.
Computations were done on machines at the Pittsburgh Supercomputing
Center and the National Center for Supercomputing Applications.
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