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COKERNELS OF ADJACENCY MATRICES OF RANDOM r-REGULAR
GRAPHS
HOI H. NGUYEN AND MELANIE MATCHETT WOOD
Abstract. We study the distribution of the cokernels of adjacency matrices (the Smith
groups) of certain models of random r-regular graphs and directed graphs, using recent
mixing results of Mészáros. We explain how convergence of such distributions to a limiting
probability distribution implies asymptotic nonsingularity of the matrices, giving another
perspective on recent results of Huang and Mészáros on asymptotic nonsingularity of ad-
jacency matrices of random regular directed and undirected graphs, respectively. We also
remark on the new distributions on finite abelian groups that arise, in particular in the
p-group aspect when p | r.
1. Introduction
The singularity problem in combinatorial random matrix theory states that if a square
matrix An of size n is “sufficiently random”, then An is non-singular asymptotically almost
surely as n tends to infinity, in other words pn, the probability of An being singular, tends to
0. This problem has a rich history, for which we now mention briefly. In the early 60s Komlós
[Kom67] showed that if the entries of An take values {0, 1} independently with probability 1/2
then pn = O(n
−1/2). This bound was significantly improved by Kahn, Komlós and Szemerédi
[KKS95] to pn ≤ 0.999
n for random ±1 matrices, by Tao and Vu [TV07] to pn ≤ (
3
4
+ o(1))n,
by Rudelson and Vershynin [RV08], and by Bourgain, Vu and Wood [BVW10] where it was
shown that pn = (
1√
2
+ o(1))n for random ±1 matrices. The methods of these results also
give exponential bounds for other more general iid ensembles. Since then, there have been
subsequent papers addressing the sparse cases, such as those by Wood [Woo12], and by
Basak and Rudelson [BR17] where in the later result the entries of An can take values 0 with
probability as large as 1 − O( logn
n
). We refer the reader to [TV10, Woo12, BR17] and the
references therein to various extension and application of the singularity problem for the iid
models.
This singularity problem views the An as matrices over R, but since the entries are integers
they could also be viewed as elements of the field Z/pZ for any prime p. A matrix is singular
mod p exactly when its determinant is 0 mod p, and so heuristically, one expects this to
happen about 1/p of the time instead of 0% of the time. From this point of view, it is natural
to ask more refined questions, including the limiting distribution of ranks of the matrices
mod p, or the distribution of the cokernels Zn/An(Z
n) of the matrices, i.e. the failure of the
matrices to be surjective as maps An : Z
n → Zn. The second author determined the limiting
distribution for the cokernels of random matrices, including theAn considered above [Woo15].
For square matrices, these distributions have non-zero limiting behavior if one considers the
Sylow p-subgroups of the cokernels for only finitely many primes at once. However, for
non-square matrices, recent work of the authors [NW18] finds the distribution of the entire
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cokernel. The distributions of cokernels that arise are the Cohen-Lenstra distributions on
finite abelian groups [CL84].
In another direction, there have been results studying the singularity problem for matrices
with various dependency conditions on the entries. For instance in [Ngu13] the first author
studied random (dense) matrices of given row sums, or in [ACW16] Adamczak, Chafai and
Wolff studied random matrices with exchangeable entries. Cook [Coo17] studied the singu-
larity of adjacency matrices of random r-regular digraphs where he showed that pn = r
−Ω(1)
as long as min(r, n − r) ≥ C log2 n for some absolute constant C. A similar result was also
established by Basak, Cook and Zeitouni [BCZ18] for sum of r random permutation matrices
as long as r ≥ log12−o(1) n. While these results are highly non-trivial, the random matrices
are still relatively dense and so one might still believe that the matrices are still non-singular
with high probability. However, it has been conjectured that the phenomenon continue to
hold for extremely sparse matrices with some row and column constraints. Let us mention
here one such conjecture. For a positive integer r, let An,r be a uniformly distributed matrix
on the set of all {0, 1} square matrices of size n with r ones in every row and column (i.e.
An,r is the adjacency matrix of a random r-regular directed graph on n vertices where loops
are allowed.) Motivated by Conjecture 1.4 (to be mentioned below), the following has been
asked by Cook [Coo17, Conjecture 2]. 1
Conjecture 1.1. For any 3 ≤ r ≤ n− 3 we have pn = o(1).
For this model, the recent work by Litvak, Lytova, Tikhomirov, Tomczak-Jaegermann and
Youssef in [LLT+17] shows that pn ≤
C log3 r√
r
as long as C ≤ r ≤ cn/ ln2 n for some constants
c, C. As a consequence, this bound implies that pn → ∞ if r → ∞. By a more involved
study of the structure of the eigenvectors of An,r, it has been shown by the same goup of
authors in [LLT+18] that asymptotically almost surely the rank of An,r is at least n − 1
as long as r > C for sufficiently large constant C. Finally, very recently Huang [Hua18]
confirmed Conjecture 1.1 for this regime of r and proved the following.
Theorem 1.2. Conjecture 1.1 is true for fixed r.
In this note we will give another proof of Theorem 1.2 (see Theorem 4.3), via determination
of the distribution of the cokernels of related matrices. Specifically we show the following.
Theorem 1.3. For an integer r ≥ 3, and an integer n, let Dn be the sum of r independent
uniform random n × n permutation matrices. For a finite set P of primes not dividing r,
and a finite abelian group V such that |V | is a product of powers of primes in P , we have
(1) lim
n→∞
P(cokDn ⊗
∏
p∈P
Zp ≃ V ) =
1
|Aut(V )|
∏
p∈P
∏
k≥1
(1− p−k).
Our method to prove Theorems 1.3 (and the symmetric version, Theorem 1.5 below) uses
recent powerful mixing results of Mészáros [Més18] to find the moments of this distribu-
tion and results of the second author [Woo17] on the moment problem for random finite
abelian groups. We note that Mészáros [Més18] proved his mixing results as a step towards
determining the distribution of the cokernels of the Laplacians of the random graphs from
Theorems 1.3 and Theorem 1.5, and so it is not surprising they are also useful for the closely
1It was originally stated as pn = O(n
−c) for some absolute positive constant c.
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related adjacency matrices. The distribution in Theorem 1.3 is the Cohen-Lenstra distribu-
tion, as appears in the case of independent entries [Woo15] and in the Laplacian version of
the underlying graphs [Més18]. However, unlike in these previous cases, the entire cokernels
of Dn are not distributed in the Cohen-Lenstra distribution, but rather only the prime-to-r
part of cokDn follows the Cohen-Lenstra distribution. In Section 5, we find the limiting
moments for the distribution of the entire cokernel and remark on some new and interesting
behavior of these distributions at primes dividing r.
Now we discuss symmetric random matrices. Answering a question of Weiss, for symmetric
random matrices An, Costello, Tao and Vu [CTV06] showed in 2006 that if the upper diagonal
entries of An take values {0, 1} independently with probability 1/2 then pn = O(n
−Ω(1)).
This bound has been improved by the first author in [Ngu12] to pn = O(n
−ω(1)) and then
to pn = O(exp(−n
c)) in parallel by Vershynin [Ver14]. For sparse matrices, it was shown
by Costello and Vu [CV08] that as long as An is the adjacency matrix of the Erdős-Rényi
graph G(n, p) with (1+ǫ) logn
n
≤ p ≤ 1/2, we have pn = o(1). Here we note that the threshold
logn
n
is optimal. For Laplacians of Erdős–Rényi random graphs, Clancy, Leake, and Payne
[CLP15], conjectured a limiting distribution for their cokernels, which was proven by the
second author [Woo17].
For symmetric matrices with further constraints, a popular conjecture, first appeared in
[CV08, Question 10.1] by Costello and Vu, and then subsequently in [Vu08, Conjecture 8.4],
[Vu14, Conjecture 5.8], and [Fri14, Section 9, Problem 7], says that the adjacency matrix of
random regular graphs are non-singular asymptotically almost surely.
Conjecture 1.4. Let 3 ≤ r ≤ n. Let G(n, r) be a uniform random r-regular simple graph
on the vertex set {1, . . . , n} and let An,r be the adjacency matrix of G(n, r), then pn = o(1).
Compared to the non-symmetric model, this problem is much less studied. There is recent
work by Landon, Sosoe and Yau [LSY16] where it can be deduced that pn = o(1) as long as
r ≥ nε for any given ε > 0. It seems plausible that the method there can be extended all
the way to r = ω(logn), but it seems to the current authors that the singularity problem for
smaller r requires significantly new ideas. Mészáros [Més18] has recently shown that pn → 0
for the adjacency matrices of the random multi-graphs on an even number of vertices that are
given by the union of r independent perfect matchings, as well as determining the cokernel
distribution of the Laplacians of theses graphs. In this note we prove the following result
on the distribution of cokernels of the adjacency matrices, using results from [Més18] and
[Woo17] as discussed above.
Theorem 1.5. For an integer r ≥ 3, and an even integer n, let Cn be the adjacency matrix of
the multigraph given by taking the union of r independent uniform random perfect matchings
on n labelled vertices. For a finite set P of odd primes not dividing r, and a finite abelian
group V such that |V | is a product of powers of primes in P , we have
(2)
lim
n→∞
n even
P(cokCn⊗
∏
p∈P
Zp ≃ V ) =
#{symmetric, bilinear, perfect φ : V × V → C∗}
|V ||Aut(V )|
∏
p∈P
∏
k≥0
(1−p−2k−1).
The distribution in Theorem 1.5 is the same as appears in the cases of independent entries,
Laplacians of Erdős–Rényi random graphs [Woo17], and in the Laplacian version of the
underlying graphs in Theorem 1.5 [Més18]. We also explain in Section 4 how the limiting
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distribution of cokernels of these matrices can be used to give a different proof of Mészáros’s
result on the asymptotic nonsingularity of the Cn, and point out that Mészáros’s result
[Més18, Proposition 5] has the following simple corollary for the uniform r-regular graphs.
Theorem 1.6. Given a fixed r ≥ 3, and pn as in Conjecture 1.4, we have
lim
n→∞
n even
pn = 0.
1.1. Notation. For a prime p, we write Zp for the p-adic integers. For a finite abelian group
V and a prime p, we write Vp for V ⊗Zp. If V is a finite abelian group, then Vp is the Sylow
p-subgroup of V . If V = Zk × T , for a finite abelian group T , then Vp = Z
k
p × Tp. For a set
of primes P , we let VP =
∏
p∈P Vp.
For two groups G,H , we write Hom(G,H) for the set of group homomorphisms from G
to H and Sur(G,H) for the set of surjective group homomorphisms from G to H . We write
Aut(G) for the set of group automorphisms of G. We use ≃ to denote an isomorphism of
groups.
For an n × n integer matrix M , we write cokM for Zn/M(Zn), i.e. the cokernel of the
map M : Zn → Zn.
We use P for probability and E for expectation.
2. Cokernel distributions for non-symmetric matrices: proof of
Theorem 1.5
In this section we give the proof of Theorem 1.5. A. Mészáros [Més18] has recently
studied the sandpile group of the graphs in the theorem, and we first explain a key result
of his that we will use. To start, we let V be any abelian group. We consider vectors
q ∈ V n = Hom(Zn, V ), with coordinates qi ∈ V that give the image of the ith standard
basis vector. For a vector q ∈ V n, let MinCosq be the minimal coset of V containing all
the entries qi of q. If MinCosq = γ + H for γ ∈ V and H a subgroup of V , we write
r · MinCosq for rγ + H . For s ∈ V
n, we define 〈q, s〉 ∈ V ⊗ V to be
∑n
i=1 qi ⊗ si. By
definition of Cn, we have that 〈q, qCn〉 is a sum of elements of the form 〈q, q
′〉 where q′ is
obtained from q by performing an involution with no fixed points on the coordinates. Thus
〈q, qCn〉 is in the subgroup I2(V ) of V ⊗ V generated by elements of the form a⊗ b+ b⊗ a.
Let RS(q, r) = {s ∈ (r · MinCosq)
n|〈q, s〉 ∈ I2(V ) and
∑n
i=1 si = r
∑n
i=1 qi}. Note that
qCn ∈ R
S(q, r). Mészáros [Més18, Theorem 4] proved that
lim
n→∞
n even
∑
q∈V n
max
s∈RS(q,r)
|P(qCn = s)− |R
S(q, r)|−1| = 0.
Mészáros used this result to determine the moments of the cokernel of the graph Laplacian of
Gˆ(n, r), and we can similarly use it to determine the moments of the cokernel cokCn of the
adjacency matrix. Note that q ∈ Hom(Zn, V ) is surjective if and only if the coordinates qi of
q generate V , and that q descends to a homomorphism from cokCn if and only if qCn = 0.
So E(| Sur(cokCn, V )|) is exactly the expected number of q ∈ V
n such that qCn = 0 and the
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qi generate V (as in [Woo17, Section 3] or [Més18, Proposition 34]). We conclude
lim
n→∞
n even
E(| Sur(cokCn, V )|) = limn→∞
n even
∑
q∈Sur(Zn,V )
0∈RS (q,r)
|P(qCn = 0)|
= lim
n→∞
n even
∑
q∈Sur(Zn,V )
0∈RS (q,r)
|RS(q, r)|−1.
Now we suppose that |V | is odd, and we will show that for q ∈ Sur(Zn, V ) with MinCosq =
V , we have |RS(q, r)| = |V |n−1/| ∧2 V |, where ∧2V is the abelian group that is the quotient
of V ⊗ V by the subgroup generated by elements of the form a ⊗ a. Note that since |V | is
odd, we have that I2(V ) is the subgroup generated by elements of the form a ⊗ a, and so
V/I2(V ) = ∧
2V . Our claim about the size of |RS(q, r)| will then follow from the fact that
the map
V n → ∧2V × V
s 7→
(
n∑
i=1
qi ∧ si,
n∑
i=1
si
)
is surjective. The surjectivity to the first factor follows, because for v, w ∈ V , if v =
∑n
i=1 aiqi
for ai ∈ Z (which we have from the surjectivity of q), then s with si = aiw maps to v ∧ w
in the first factor. Note if s 7→ (b, c) then if s′ has s′i = si for i 6= j and sj = sj + qj , then
s′ 7→ (b, c+ qj), and it follows the map above is surjective.
For the rest of this proof, we assume that V is as in the theorem statement. We will count
the number of q ∈ Sur(Zn, V ) such that 0 ∈ RS(q, r). Note that 0 ∈ RS(q, r) is equivalent
to 0 ∈ r ·MinCosq and r
∑n
i=1 qi = 0. Since r is relatively prime to |V |, that is equivalent
to MinCosq being a subgroup and
∑n
i=1 qi = 0. Note that q ∈ Sur(Z
n, V ) implies that the
qi generate V , so any subgroup that all the qi belong to in fact must be V . Conversely, if
q ∈ Hom(Zn, V ) has MinCosq = V , then q ∈ Sur(Z
n, V ). So
#{q ∈ Sur(Zn, V )|0 ∈ RS(q, r)} ≤ #{q ∈ Hom(Zn, V )|
n∑
i=1
qi = 0} = |V |
n−1
and
#{q ∈ Sur(Zn, V )|0 ∈ RS(q, r)} ≥ #{q ∈ Hom(Zn, V )|
n∑
i=1
qi = 0}−
∑
γ+H
proper coset of V
#{q ∈ (γ+H)n}.
Note that ∑
γ+H
proper coset of V
|H|n = o(|V |n)
(where the constant in the little o notation may depend on |V |). So
#{q ∈ Sur(Zn, V )|0 ∈ RS(q, r)} = |V |n−1 + o(|V |n).
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Putting together the above, for any V as in the theorem statement, we conclude that
lim
n→∞
n even
E(| Sur(cokCn, V )|) = | ∧
2 V |.
Let Hn be a random n× n symmetric matrix with entries on and above the diagonal inde-
pendently drawn from Haar measure in
∏
p∈P Zp. By [Woo17, Corollary 9.2], we have
lim
n→∞
P(cokHn ≃ V ) =
#{symmetric, bilinear, perfect φ : V × V → C∗}
|V ||Aut(V )|
∏
p∈P
∏
k≥0
(1− p−2k−1).
By [CKL+15, Theorem 11] (or see [Woo17, Theorem 6.1]) we have
lim
n→∞
E(| Sur(cokHn, V )|) = | ∧
2 V |.
Thus by [Woo17, Theorem 8.3], which says that these limiting moments determine a unique
limiting distribution, we conclude for every integer a that is a product of powers of the
primes in P ,
lim
n→∞
n even
P(cokCn ⊗ Z/aZ ≃ V ) = lim
n→∞
P(cokHn ⊗ Z/aZ ≃ V ).
Note that if W is a finitely generated abelian group and V is a finite abelian group as in the
theorem statement, and V has exponent a =
∏
p∈P p
ep, then V ⊗Z/a′Z ≃ V , and further, we
have WP ≃ V if and only if W ⊗Z/a
′Z ≃ V , where a′ =
∏
p∈P p
ep+1. From this we conclude
the theorem.
3. Directed graph (non-symmetric matrix) analog: proof of Theorem 1.3
In this section, we give a proof of Theorem 1.3, which is simpler than our proof of
Theorem 1.5 above. We start with a result of Mészáros [Més18], which he proved in
order to determine the asymptotic distribution of the sandpile groups with sink of the
directed graphs associated to Dn. Let V be any abelian group. We consider vectors
q ∈ V n = Hom(Zn, V ), with coordinates qi ∈ V that give the image of the ith stan-
dard basis vector. Recall the notation MinCosq from the proof of Theorem 1.6. Let
R(q, r) = {s ∈ (r · MinCosq)
n|
∑n
i=1 si = r
∑n
i=1 qi}. Note that qDn ∈ R(q, r). Mészáros
[Més18, Theorem 3] proved that
(3) lim
n→∞
∑
q∈V n
qi generate V
max
s∈R(q,r)
|P(qCn = s)− |R(q, r)|
−1| = 0.
As above in the undirected case and in [Més18] for the graph Laplacian, we use this to
determine the moments of cokDn. As in the proof of Theorem 1.5, we conclude
lim
n→∞
E(| Sur(cokDn, V )|) = lim
n→∞
∑
q∈Sur(Zn,V )
0∈R(q,r)
|P(qDn = 0)|
= lim
n→∞
∑
q∈Sur(Zn,V )
0∈R(q,r)
|R(q, r)|−1.
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For q ∈ Sur(Zn, V ) with MinCosq = V , we have |R(q, r)| = |V |
n−1. For the rest of this
proof, we assume that r and |V | are relatively prime. The proof of Theorem 1.6 shows that
for q ∈ Sur(Zn, V ), and r relatively prime to |V |, and 0 ∈ RS(q, r), we have MinCosq = V,
and further shows that
#{q ∈ Sur(Zn, V )|0 ∈ R(q, r)} = |V |n−1 + o(|V |n).
For V as in the theorem statement, we have concluded above that
lim
n→∞
E(| Sur(cokDn, V )|) = 1.
Thus by [Woo15, Theorem 3.1 and Proof of Corollary 3.4] (see also [EVW16, Proposition
8.3] for the case P = {p}), we conclude the theorem.
4. Nonsingularity over R
In this section, we show the relationship between limiting cokernel distributions and non-
singularity. The key is that singular matrices can be detected by their infinite cokernels,
even after tensoring with Zp.
Lemma 4.1. If Gn for n ≥ 0 is a sequence of random abelian groups, and for each fi-
nite abelian group W , the limit limn→∞ P(Gn ≃ W ) exists, and µ defined by µ(W ) :=
limn→∞ P(Gn ≃W ) for each finite abelian group W is a probability measure on the set finite
abelian groups, then limn→∞ P(Gn is infinite) = 0.
Proof. We have
lim
n→∞
P(Gn is finite) = lim
n→∞
∑
W fin. ab. group
P(Gn ≃W )
≥
∑
W fin. ab. group
lim
n→∞
P(Gn ≃W )
=
∑
W fin. ab. group
µ(W )
= 1,
where the inequality is given by Fatou’s Lemma. 
However, it does not suffice to apply Lemma 4.1 to the cokernels of our sequences of
matrices, because for all the sequences An of matrices considered in this paper we have
limn→∞ P(cokAn ≃ W ) = 0 for each finite abelian group W (since
∏
p prime(1 − p
−1)) = 0,
see the argument for [Woo17, Corollary 9.3]). However, if we tensor our cokernels with Zp
we can use the following.
Corollary 4.2. If p is a prime, An is a sequence of random integral matrices, and µ a
probability measure on finite abelian p-groups such that limn→∞ P((cokAn)p ⊗W ) = µ(W )
for every finite abelian p-group, then limn→∞ P(detAn = 0) = 0.
Proof. IfM is an n×n integral matrix with detM = 0, then cokM ≃ Zk⊕T for some k ≥ 1
and finite abelian group T , and in particular (cokCn)P = (cokCn) ⊗ Zp is infinite, and so
the theorem follows. 
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Next we will see how the above results can be used to give proofs of Theorem 1.6 and the
directed analog. We only further need the facts that the limiting distribution is a probability
distribution, and arguments of contiguity and conditioning to move between different models
of random matrices. We remark that the proofs of Huang [Hua18] and Mészáros [Més18] only
use the Z/pZ-moments of the cokernels distributions for infinitely many primes p to establish
asymptotic nonsingularity. We have used all of the moments of the cokernel distributions to
determine the entire distribution of the cokernels above, but for the nonsingularity argument
only need the part that follows from the W -moments (i.e. E(| Sur(−,W )|) for each finite
abelian p-group W for a single prime p.
Proof of Theorem 1.6. We first use work of Bollobás [Bol80], to replace G(n, r) with a ran-
dom multi-graphG∗(n, r) given as follows (see [Bol01, Corollary 2.18]). We take nr half-edges
labelled (i, j) for 1 ≤ i ≤ n and 1 ≤ j ≤ r, and then choose a uniform random perfect match-
ing on these nr-half edges. Then we create the random r-regular multi-graph G∗(n, r) on
vertex set {1, . . . , n} by making an edge ab for each pair (a, j), (b, k) in the matching. If
we condition on G∗(n, r) having no loops or multiple edges, then we get exactly G(n, r).
Let G′(n, r) be given by G∗(n, r) conditioned on having no loops. Since, for fixed r, the
probability that G∗(n, r) has a loop or multiple edge is bounded away from 1 (see [Bol01,
Proof of Theorem 2.16]), it suffices to prove the theorem with G(n, r) replaced by G∗(n, r)
or G′(n, r).
By work of Janson, G′(n, r) is contiguous with the random multi-graph Gˆ(n, r), which is
given by taking the union of r independent uniform random perfect matchings on the vertex
set {1, . . . , n} ([Jan95, Theorem 11], see also [MRRW97, Theorem 3]). To say that two se-
quences of random graphs are contiguous means that a property that holds asymptotically
almost surely for one sequence holds asymptotically almost surely for the other sequence.
Thus is suffices to replace G′(n, r) with Gˆ(n, r). Note that the adjacency matrix of Gˆ(n, r)
is the matrix Cn in Theorem 1.5. (Mészáros [Més18, Proposition 5] gives asymptotic non-
singularity of these matrices, and thus Theorem 1.6 follows in this way, though we provide
a different approach below.)
For a fixed odd prime p, not dividing r, let µ(V ) denote the right-hand side of Equation (2)
when P = {p}. We will now show that µ gives a probability measure on finite abelian
p-groups. Let A denote the set of (isomorphism classes of) pairs (V, δ) where V is a finite
abelian p-group and δ is a symmetric, bilinear, perfect pairing δ : V ×V → C∗. By [CKL+15,
Proposition 7], we have
∑
(W,δ)∈A
1
|W ||Aut(W, δ)|
=
∏
k≥0
(1− p−2k−1)−1.
We have that Aut(W ) acts naturally on the set PW of symmetric, bilinear, perfect pairings
on V , with stabilizer of δ being Aut(W, δ), and its orbits are in bijection with isomorphism
classes (W, δ) ∈ A such that W ≃ V . By the orbit-stabilizer theorem, for each finite abelian
p-group V , we have
∑
(W,δ)∈A
W≃V
1
|W ||Aut(W, δ)|
=
∑
δ∈PW
1
|W ||Aut(W )|
,
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and so, summing over W , we have∏
k≥0
(1− p−2k−1)−1 =
∑
W fin. ab. p-group
#{symmetric, bilinear, perfect φ : W ×W → C∗}
|W ||Aut(W )|
.
Thus, we conclude µ is a probability measure on finite abelian p-groups, and the theorem
follows from Corollary 4.2. 
In the nonsymmetric matrix case we can conclude the following.
Theorem 4.3. Given an integer r ≥ 3 and an integer n, let Dn be the sum of r independent
uniform random n× n permutation matrices. We have
lim
n→∞
P(detDn = 0) = 0.
The theorem is also true if we replace Dn by the adjacency matrix of a uniform random
r-regular (in-degree r and out-degree r) random directed graph on n labeled vertices.
A version of Theorem 4.3 for the configuration model of random regular directed graphs
was proven by Huang [Hua18, Theorem 1.1] (and other models including Theorem 4.3 can
follow from his work by the same types of contiguity and conditioning arguments that allow
us to move between models).
Proof of Theorem 4.3. For a finite abelian p-group V , let µ′(V ) denote the right-hand side
of Equation (1) when P = {p}. The measure µ′ is the well known Cohen-Lenstra probability
measure on finite abelian p-groups (see e.g. [Hal38] for a proof that is is a probability
measure). So the first statement of the theorem follows from Corollary 4.2.
Let Γ(n, r) be a uniform random r-regular (in-degree r and out-degree r) random directed
graph on n labeled vertices. Let Γ¯(n, r) be the random multi-graph given by a union of
r independent uniform 1-regular (no loops or multiple edges) directed graphs on n labeled
vertices. Let Γ˜(n, r) be Γ¯(n, r) conditioned on no multiple edges. By [MRRW97, Section 4],
we have that Γ(n, r) is contiguous with Γ˜(n, r) (see also [Jan95, Section 4]), so it suffices to
prove the theorem for adjacency matrices of Γ˜(n, r). Since the probability that Γ¯(n, r) has
multiple edges is bounded away from 1 (e.g. see [Jan95, Theorem 7]), it suffices to prove
the theorem for adjacency matrices of Γ¯(n, r). If we let Γ∗(n, r) be the random graph whose
adjacency matrix is the sum of r independent uniform random n× n permutation matrices,
then Γ¯(n, r) is Γ∗(n, r) conditioned on no loops. Since the probability that Γ∗(n, r) has loops
is bounded away from 1 (e.g. see [Jan95, Theorem 7]), it suffices to prove the theorem for
adjacency matrices of Γ∗(n, r), which is what we have already done. 
5. New distributions
The matrices Dn and Cn from Theorems 1.3 and 1.5 have each row and column summing
to r. So when p is a prime such that p | r, these matrices are always singular mod p, and
(cokDn)p and (cokCn)p are never trivial, and in particular these cokernels are not distributed
in the familiar distributions given in Theorems 1.3 and 1.5. In this section we give some
remarks on the distribution in the non-symmetric matrix case, and find the limiting moments
of this distribution.
For integers r,m, we define an (r,m)-pair to be a pair (G,C), where G is an abelian group
G, and C is a coset of G, such that the following conditions hold: if we write C = γ +H ,
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where γ ∈ G and H is a subgroup of G, then (1) r(G/H) = 0, (2) γ generates G/H , and
(3) mrγ ∈ rH . Note that if G is finite and r is relatively prime to |G|, then condition (1)
implies H = G and thus C = G.
We note that cokDn = Z
n/Dn(Z
n) is not just an abelian group, but naturally has the
structure of an (r, n)-pair with coset e1+E, where ei are the images of the standard generators
of Zn, and E is the subgroup generated by the elements ei− ej for 1 ≤ i < j ≤ n. Condition
(2) would be satisfied for any matrix. If we let di,j be the entries of Dn, then for each j, we
have
∑
i di,j = r. Since in cokDn, we have
∑
i di,jei = 0, in (cokDn)/E, we have re1 = 0, and
thus condition (1) is satisfied. Since
∑
i,j di,jei = 0, we have 0 = nre1 +
∑
i,j di,j(ei − e1) =
nre1 +
∑
i r(ei − e1), which gives condition (3).
For abelian groups G,G′ with cosets C,C ′ respectively, we let Sur((G,C), (G′, C ′)) be the
set of surjective group homomorphisms from G to G′ in which C has image C ′. For a random
(r,m)-pair (G,C), we define its moments to be indexed by fixed (r,m)-pairs (A,B), and for
the (A,B)-moment to be E(| Sur((G,C), (A,B))|). For a group G, we let G[r] denote the
subgroup of elements g ∈ G such that rg = 0.
Theorem 5.1. Let r and m be positive integers. Let Dn be as in Theorem 1.3, and e1 and E
as above. Let (V,B) be an (r,m)-pair such that B is a coset of the subgroup H of V . Then
lim
n→∞
m|n
E(| Sur((cokDn, e1 + E), (V,B))|) = |H [r]|.
Proof. Let e˜i be the standard generators of Z
n and E˜ the subgroup generated by E˜. Note that
a surjection from (cokDn, e1+E) to (V,B) is exactly given by surjection q : (Z
n, e˜1+ E˜)→
(V,B) (we write q ∈ V n as in the proof of Theorem 1.3) such that qDn = 0. A surjection
q : (Zn, e˜1+ E˜)→ (V,B) is exactly a surjection q : Z
n → V such that MinCosq = B. (Recall
the notation from the proof of Theorem 1.5, and note that the minimal coset containing
elements qi is exactly q1 +H , where H is the subgroup generated by all the qi − qj .)
We write B = γ +H , for some γ ∈ V . For q ∈ Sur(Zn, V ) with MinCosq = B, we next
determine |R(q, r)|. (Recall the notation from the proof of Theorem 1.3.) By condition (1),
we have r ·B = H . We have that R(q, r) is the set of s ∈ Hn such that
∑n
i=1 si = r
∑n
i=1 qi.
By condition (1), we have rqi ∈ H , and so |R(q, r)| = |H|
n−1.
Next we determine the number of q ∈ Sur(Zn, V ) withMinCosq = B such that 0 ∈ R(q, r).
Note that 0 ∈ R(q, r) is equivalent to 0 ∈ r · MinCosq and r
∑n
i=1 qi = 0. For q with
MinCosq = B, we have that 0 ∈ r · MinCosq is implied by condition (1) on B. If we let
q1, . . . , qn−1 be any choices of elements in B, then we will count the number of qn ∈ B such
that r
∑n
i=1 qi = 0. This is the same as the number of h such that r(
∑n−1
i=1 qi + γ + h) = 0,
which is the same as the number of h′ such that r(nγ + h′) = 0. By condition (3) and
m | n, we have rnγ ∈ rH , and thus there are H [r] choices of qn satisfying r
∑n
i=1 qi = 0. We
conclude there are |H|n−1|H [r]| choices of q ∈ Bn such that r
∑n
i=1 qi = 0. By condition (2),
we have q ∈ V n is a surjection if and only if the qi − qj generate H . Also, for q ∈ B
n, we
have MinCosq = B if and only if the qi − qj generate H . If we choose q1 and then qi − qi for
each i, we see that the number of q ∈ Bn such that the qi − qj do not generate H is a most
|H|
∑
H′proper
subgroup of H
|S|n−1 = o(|H|n),
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where the constant in the little o notation depends on H . So we conclude that the number
of q ∈ Sur(Zn, V ) with MinCosq = B such that 0 ∈ R(q, r) is |H|
n−1|H [r]|+ o(|H|n).
Thus, using Equation (3), we conclude
E(| Sur((cokDn, e1 + E), (V,B))|) =
∑
q∈Sur(Zn,V )
MinCosq=B
0∈R(q,r)
|P(qDn = 0)|
=
∑
q∈Sur(Zn,V )
MinCosq=B
0∈R(q,r)
|R(q, r)|−1
= |H [r]|+ o(1).

It is natural to combine these moments into the usual moments of finite abelian groups.
For a finite set of primes P and an integer n, we define nP to be the largest divisor of n that
is a product of powers of primes in P .
Corollary 5.2. Let r and m be positive integers. Let Dn be as in Theorem 1.3. Let P be
a finite set of primes and V be a finite abelian group whose order is a product of powers of
primes in P . Then
lim
n→∞
nP=m
E(| Sur(cokDn, V )|) =
∑
γ+Hcoset of V
(V,γ+H) an (r,m)-pair
|H [r]|.
Proof. It suffices to show that every surjection φ : cokDn → V has (V, φ(e1 +E)) an (r,m)-
pair, so each surjection is a surjection to some (r,m)-pair. Since r((cokDn)/E) = 0, we have
r(V/φ(E)) = 0. Since e1 generates (cokDn)/E, we have that φ(e1) generates V/E. Since
nre1 ∈ rE, we have nrφ(e1) ∈ rφ(E), and since nP = m that implies mrφ(e1) ∈ rφ(E). 
We notice two interesting features of the moments in Theorem 5.1. If r is relatively prime
to the p ∈ P , then we noted above that (V, V ) is the only (r,m)-pair, and the moments are
all 1. The first interesting feature, as expected above, is that the moments will be bigger
when r and V are not relatively prime. For example, if V = Z/pZ, and p | r, then each
non-zero element γ ∈ V gives an (r,m)-pair with trivial H , and we also have the (r,m)-pair
(V, V ) with |V [r]| = p, and so we have total limiting Z/pZ-moment 2p− 1.
We also note that for r and V fixed, the moments also can depend on nP , i.e. there is not
necessarily a limit as n→∞ if we include all n. This is why we sort n by the values of nP
in Corollary 5.2 above. For example, let r = p and V = Z/p2Z. The (r, p)-pairs have cosets
B = V and B = γ + pZ/p2Z for γ 6∈ pZ/p2Z (there are p − 1 choices of the latter cosets).
However, the only (r, 1)-pair is with coset B = V , because the cosets B = γ + pZ/p2Z do
not satisfy condition (3), as pγ is not trivial but p(pZ/p2Z) is trivial. So for n with np = 1,
the Z/p2Z-moment approaches p, but for n such that p | n, the Z/p2Z-moment approaches
p2.
In conclusion, for each r and m we see new distributions on finite abelian groups, and it
would be interesting to better understand these distributions.
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