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Abstract 
Energy storage at low maintenance cost is one of the key challenges for generating electricity from the solar energy. This paper pre-
sents the theoretical analysis (verified by CFD) of the night time performance of a recently proposed conceptual system that integrates 
thermal storage (via phase change materials) and thermophotovoltaics for power generation. These storage integrated solar thermo-
photovoltaic (SISTPV) systems are attractive owing to their simple design (no moving parts) and modularity compared to conventional 
Concentrated Solar Power (CSP) technologies. Importantly, the ability of high temperature operation of these systems allows the use of 
silicon (melting point of 1680 K) as the phase change material (PCM). Silicon's very high latent heat of fusion of 1800 kJ/kg and low cost 
($1.70/kg), makes it an ideal heat storage medium enabling for an extremely high storage energy density and low weight modular sys-
tems. In this paper, the night time operation of the SISTPV system optimised for steady state is analysed. The results indicate that for any 
given PCM length, a combination of small taper ratio and large inlet hole-to-absorber area ratio are essential to increase the operation 
time and the average power produced during the night time. Additionally, the overall results show that there is a trade-off between run-
ning time and the average power produced during the night time. Average night time power densities as high as 30 W/cm2 are possible if 
the system is designed with a small PCM length (10 cm) to operate just a few hours after sun-set, but running times longer than 72 h 
(3 days) are possible for larger lengths (50 cm) at the expense of a lower average power density of about 14 W/cm2. In both cases the 
steady state system efficiency has been predicted to be about 30%. This makes SISTPV systems to be a versatile solution that can be 
adapted for operation in a broad range of locations with different climate conditions, even being used off-grid and in space applications. 
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1. Introduction 
Storage integrated solar thermophotovoltaics (SISTPV) 
systems were firstly proposed in the mid 90s (Stone et al., 
1995, 1994a,b, 1996) as candidates to substitute the more 
mature Concentrated Solar Power (CSP) technologies for 
the thermal storage and conversion of the solar energy into 
electricity. Unlike CSP systems, SISTPV systems use pho-
tovoltaic (PV) cells to directly convert radiative heat into 
electricity. The main advantage of SISTPV systems when 
compared to conventional CSP systems is their simple 
design which uses no moving parts or working fluids to 
convert heat into electricity. This reduces the maintenance 
cost, which is one of the main handicaps of CSP technolo-
gies when compared with photovoltaic (PV) systems. 
The operating principle of a SISTPV system is simple 
(Bauer, 2011; Chubb, 2007; Catalano, 1996): an incandes-
cent material, heated by concentrated sunlight, radiates 
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towards a photovoltaic (PV) cell which directly produces 
electricity. The key aspect of the design is the option of inte-
grating a phase-change material (PCM), in which a solid is 
melted, capturing and storing a considerable amount of ther-
mal energy as latent heat. In this arrangement, the PV cells 
can have a back side reflector (BSR) that reflects back to 
the emitter the non-absorbed radiation (mainly the sub-
bandgap photons) enabling an extremely high PV conver-
sion efficiency (much higher than conventional solar PV cells 
(Datas and Algora, 2010, 2012; Datas et al., 2013; Gartling, 
1978; Gau and Viskanta, 1984). As explained elsewhere 
(Bauer, 2011; Chubb, 2007), TPV technology has a great 
potential to boost the heat-to-electricity conversion effi-
ciency, even above 50%. As a reference, the best reported 
experimental efficiency up to date was reported in 2004 and 
it is of 23.6% at 1039 °C emitter temperature (Wernsman 
et al., 2004). With more recent advanced TPV systems inves-
tigating the use of photonic crystals to improve the system's 
efficiency (Lenert et al., 2014). The main advantage SISTPV 
systems offer over PV is the thermal storage which (1) over-
comes the intermittency inherent to PV and concentrated PV 
(CPV) systems and (2) enables electricity production to 
match the peak demand (i.e. grid demand which peaks in 
the residential domain in the evenings). 
Early SISTPV designs (Stone et al., 1994a,b, 1995, 1996) 
were conceived more as experimental test-bed units rather 
than fully optimised systems, and consequently their poten-
tial was fundamentally limited. More recent works (Chubb 
et al., 1996; Datas et al., 2013; Gilpin et al., 2011; Scharfe 
et al., 2011) have proposed improved conceptual SISTPV 
system designs with greater potential in terms of efficiency 
p density (kg/m3) 
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and storage ability. One of the main characteristics of these 
kinds of SISTPV systems is the use of very high melting 
point phase change materials (PCM). In Gilpin et al. 
(2011) and Scharfe et al. (2011) ultra-high melting point 
(2350 K) and heat of fusion (4600 kJ/kg) Boron PCM has 
been devised for being used in the solar thermal propulsion 
of microsatellites. However, its application in terrestrial 
applications is unlikely owing to cost and compatibility 
issues. For terrestrial applications, however, silicon has 
been identified as the ideal candidate (Chubb et al., 1996; 
Datas et al., 2013; Gilpin et al., 2011; Scharfe et al., 
2011). This is mainly because of its very high heat of fusion 
(1800kJ/kg) and low price (about $1.70/kg which trans-
lates to $0.95MJ/kg (Gilpin et al., 2011). Silicon is also 
one of the most abundant materials on earth. When 
compared with conventional CSP systems using molten 
salts, the use of silicon allows much longer running times 
in the dark with a small amount of silicon which allows 
the building of compact low weight systems. Silicon cannot 
be used in conventional CSP systems due to the extremely 
high melting temperature, which adds reliability issues at 
the heat transfer fluid (HTF). Conversely, this temperature 
is perfectly suitable for the fluid-less thermophotovoltaic 
technology. 
In our previous work (Datas et al., 2013), we presented a 
full optimisation of a silicon-based SISTPV system in the 
steady state. The key characteristic of this system is the 
tapered configuration for the PCM tank which allows the 
proper melting of the full PCM and enhancement of the 
conversion efficiency simultaneously. We performed a 
direct search of several configuration parameters to find 
the best system performance in terms of efficiency and stor-
age energy density. We concluded that efficiencies of about 
~30% are attainable by using the full latent heat potential 
of Silicon (1800 kJ/kg) using single junction PV cells. How-
ever, in order to evaluate the SISTPV system for a full day/ 
night cycle, it is critical to calculate the performance for 
night time operation. Therefore, it is the objective of this 
paper to analyse the night time operation of SISTPV sys-
tems optimised in Datas et al. (2013) for the steady state. 
We assume a quasi-stationary approach to model the tran-
sient response of the system after sunset. This approach 
implies assuming a stationary interface within each time 
interval, at which the system is modelled similar to the 
steady state (Datas et al., 2013). A time marching scheme 
is introduced based broadly on the enthalpy balance 
method (Alexiades and Solomon, 1993; Brent et al., 1988; 
Hu and Argyropoulos, 1996) to account for the transient 
nature of the night time operation. 
As in Datas et al. (2013), the PV cells will be modelled in 
the framework of the detailed balance theory (Shockley 
and Queisser, 1961; Aravijo and Marti, 1994; Datas and 
Algora, 2010, 2012; Datas et al., 2013) and assuming that 
the only recombination mechanism that takes place is radi-
ative. A simplified ID model for the heat transfer in the 
PCM will be used following reference (Chubb et al., 
1996). In this model, natural convection in liquid silicon 
is neglected. This is a good assumption because the PCM 
container is kept vertical and heated from above. The con-
figuration of the day time operation was presented in Datas 
et al. (2013), in which the solar receiver is mounted on a 
sun-tracking system which is then coupled to the PCM 
tank which is always kept vertical. Therefore, the analysis 
presented in the previous work (Datas et al., 2013) as well 
as in the present formulation only considers a vertical tank 
with constant solar concentration for day time operation 
and zero solar input for night time. It is also worth noting 
that natural convection within the PCM will result in 
improved heat transfer, which means that the configuration 
analysed in this paper represents a conservative estimate 
for the heat transfer within the PCM tank. The assump-
tions made in the simplified model are verified against 
detailed 3D CFD simulations that also account for buoy-
ancy effects. Further improvements could be achieved using 
more sophisticated strategies, such as the inclusion of fins 
or heat pumps (Huang et al., 2011; Lamberg and Siren, 
2003) within the PCM, but such advance modelling is 
beyond the scope of this paper. 
This study broadens the understanding of the influence 
of the system design variables on the performance of the 
SISTPV system during the night time and provides general 
guidelines to designing practical systems in the near future. 
2. System description and formulation 
The system was described in detail in previous work 
(Datas et al., 2013) where the SISTPV design was optimised 
for steady state. We briefly repeat it here for completeness. 
Concentrated :" T~ 
sunlight < 
(a ) Day operation ( b ) Night operation 
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Fig. 1. (a) SISTPV system in daytime operation when the hole is open and 
receives concentrated solar radiation and (b) night time operation with 
hole closed by reflecting shutter with the liquid silicon solidifying to 
provide the heat for the thermophotovoltaics shown as emitter/PV cells in 
the figure. 
2.1. SISTP V descrip tion 
The SISTPV system configuration analysed in this paper 
is shown in Fig. 1. The concentrated sunlight passes 
through a spectrally selective filter (labelled hot mirror), 
located at the inlet hole of the absorber cavity. The filter 
transmits (reflects) the photons with energies higher (lower) 
than some specific threshold value sca (Datas and Algora, 
2010, 2012). This is done to avoid excessive radiation losses 
from the absorber (Kennedy, 2002) as the incoming solar 
power in these frequencies is lesser than the radiative losses 
sca was optimised in the steady state calculations performed 
previously (Datas et al., 2013). The absorber cavity walls 
are assumed to be perfectly reflective and insulated, which 
ensures that all the incoming energy is transferred to the 
absorber surface. The PCM is located in between the 
absorber and the emitter surfaces (Fig. lb) and is contained 
in a tapered tank. Past research has shown that the tapered 
configuration allows the proper melting of the PCM 
(Chubb et al., 1996). The solar insolation absorbed is con-
verted to heat and conducted through the PCM (and in the 
process potentially melting the PCM) to the emitter, where 
it is radiated to the PV cells. Therefore, the PCM has a tem-
perature profile with a higher temperature at the absorber 
side (Ta) than at the emitter (Te), The PCM stores energy 
as latent heat of fusion when Ta exceeds the melting tem-
perature of the PCM (Tm) and the storage energy density 
by latent heat (total stored latent heat divided by the total 
PCM weight) reaches its maximum when all the PCM is 
melted (Te ^ Tm and Xm — L in Fig. 1). 
At the emitter/PV cells side, we assume a black body 
emitter and single junction PV cells with back-side reflec-
tors (BSR) (Wilt et al., 2003; Huang et al., 2004) as was 
done in earlier work (Datas and Algora, 2010, 2012; Datas 
et al., 2013). The BSR reflects the photons that are not 
absorbed by the PV cells, i.e. the photons with energies 
below the bandgap. Note that for this arrangement to be 
effective, it is essential to have very low free carrier absorp-
tion within the bulk of the semiconductor PV cell substrate. 
Some materials like InP show very low free carrier absorp-
tion and consequently, have been used as the substrate to 
manufacture TPV cells with BSR (Wilt et al., 2003). 
Another very promising approach to manufacture such 
cells is to use thin film PV cells on highly reflective 
substrates (Wilt et al., 2003; Huang et al., 2004). 
2.2. Semi-analytical formulation 
The analysis of the day-operation (steady state) of this 
system was presented in our previous work (Datas et al., 
2013), where the heat fluxes along with the produced 
electricity were calculated for the steady state. The steady 
state results from Datas et al. (2013) provided a clear 
understanding of which geometric choices (AR,TR) 
resulted in the complete melting of the PCM tank as well 
as where the system's efficiency was maximised. For the 
night time study, we have carefully selected geometric 
choices for a fixed solar concentration of C = 1000 that 
provide a fully melted PCM tank in the steady state, i.e. 
Xm — L and Te — Tm. This ensures that the latent heat 
storage capacity of the PCM tank is fully utilised. This 
analysis further assumes that at twilight the solar receiver 
is decoupled from the PCM tank (causing the solar input 
to drop to zero), whereupon the latent heat stored in the 
PCM tank continues to power the TPV system. Table 1 
shows the conditions from the starting steady state calcula-
tions that will be analysed for night time performance. 
Note that the TPV efficiency (r¡TPV) is nearly constant, 
varying in 3rd decimal which is not shown in the table, 
for the day time cases chosen here owing to the emitter 
temperature being equal (to the melting temperature Tm). 
At night, the hot mirror is replaced by a reflecting 
mirror (the shutter in Fig. 1) to prevent heat losses from 
Table 1 
Day time performance metrics in steady state for C = 1000 (Te= Tm in all the cases). 
L (cm) 
10 
10 
10 
20 
20 
20 
30 
30 
30 
40 
40 
40 
50 
50 
50 
AR(-) 
10 
30 
100 
10 
30 
100 
10 
30 
100 
10 
30 
100 
10 
30 
100 
TR(-) 
0.45 
0.17 
0.05 
0.40 
0.14 
0.05 
0.32 
0.13 
0.05 
0.27 
0.13 
0.04 
0.22 
0.11 
0.04 
Eca (eV) 
0.92 
0.83 
0.78 
1.10 
0.95 
0.84 
1.29 
1.06 
0.92 
1.45 
1.16 
0.96 
1.58 
1.26 
1.04 
Egap (eV) 
0.51 
0.54 
0.52 
0.53 
0.50 
0.53 
0.50 
0.51 
0.53 
0.50 
0.53 
0.53 
0.51 
0.52 
0.50 
r„(K) 
1961 
1843 
1772 
2193 
2005 
1860 
2400 
2141 
1947 
2557 
2258 
2023 
2680 
2371 
2110 
Pd (W/cm2) 
10.4 
9.8 
10.2 
10.1 
10.8 
9.9 
10.5 
10.7 
9.4 
10.4 
9.8 
11.3 
10.7 
10.5 
10.7 
Pd x AjAh (W/cm2) 
44.40 
47.28 
48.62 
38.27 
43.24 
46.83 
31.88 
39.76 
44.88 
26.68 
36.36 
42.88 
22.36 
32.85 
40.51 
nabs (-) 
0.71 
0.76 
0.78 
0.61 
0.71 
0.76 
0.51 
0.63 
0.73 
0.44 
0.59 
0.68 
0.37 
0.54 
0.66 
ITPV (-) 
0.41 
0.41 
0.41 
0.41 
0.41 
0.41 
0.41 
0.41 
0.41 
0.41 
0.41 
0.41 
0.41 
0.41 
0.41 
'Isyste 
0.29 
0.31 
0.32 
0.25 
0.29 
0.31 
0.21 
0.26 
0.30 
0.18 
0.24 
0.28 
0.15 
0.22 
0.27 
the absorber surface. In the present formulation we assume 
this means no heat is lost from the absorber in the night 
time. The absence of input power (Qin — 0 in Fig. 1) results 
in a transition from a steady to an unsteady heat transfer 
problem. During this period, all the heat fluxes, tempera-
tures as well as the position of solid-liquid interface are 
changing in time. 
To describe the evolution of temperature and heat fluxes 
in the PCM storage tank we adopt the quasi-stationary 
approach used in previous work by Hsieh (1995) and 
described in Alexiades and Solomon (1993). Owing to sili-
con's high latent heat of fusion, the quasi-stationary 
approach is reasonably accurate as the movement of the 
interface is expected to be slow. As done in our previous 
work (Datas et al., 2013), we assume a quasi-ID model 
in which the solid/liquid interface is a plane at x — Xm. 
Under these assumptions, the quasi-ID Fourier law can 
be used to describe the quasi-stationary conductive heat 
transfer at each time step through the liquid and solid 
PCM as: 
QUt) =-hsA*)^ (i) 
Qls(t) = iy;ÁX,t)xA(x) = í^t)xA- Uquid (2) 
'
 lA
 \ Q':(t) x Ae, Solid 
A(x) = Aa(l + TR- iVTR) ( ^ - 1 _ ^ ) (3) 
QitS is the heat (in Watts) transferred thorough the liquid 
or solid respectively given by Eq. (2) above, where the sub-
scripts a stands for absorber and e stands for emitter. The 
transferred heat varies with time but is assumed constant at 
any given time instant, allowing for expressing Eq. (1) in 
terms of only the spatial coordinate (x). These assumptions 
and the model are verified against a CFD solver 
subsequently in Section 3.2 of the paper. A(x) is the 
cross-sectional area, assumed to be square, of the PCM 
tank as a function of coordinate position x. The parameter 
TR — AjAa is the emitter to absorber area ratio or 
tapering ratio, Aa is the absorber area and L is the length 
of the PCM tank. The steady state optimisation done pre-
viously in Datas et al. (2013) also investigated the effect of 
the absorber area to inlet hole area (AR — AjAh, see 
Fig. 1) ratio which will be used here to explore the night 
time performance of those conditions. 
In steady state (Datas et al., 2013), the heat conduction 
through the solid and liquid are equal and the interface is 
stationary. However, during the night operations the heat 
conduction through the solid and liquid regions are differ-
ent as the absorber no longer receives solar insolation as 
shown in Fig. lb . Therefore, the heat transferred thorough 
the liquid is lower than through the solid and continuously 
dropping as the absorber surface cools down (first) towards 
the melting temperature of silicon, which causes the inter-
face to move towards the absorber surface (Fig. 1). F rom 
Eq. (1), the energy balance across the moving solid/liquid 
interface gives 
-kr 
dT 
dx 
dT 
dx Pi
Lf 
x=X+ dt 
(4) 
where Xm is the location of the melting interface (see 
Fig. 1), ks and k¡ are the thermal conductivities of the solid 
and liquid respectively, p¡ is the density of the liquid and Lf 
is the latent heat of fusion of silicon. Eq. (4) balances heat 
conduction from the liquid side to the solid side at the 
interface, along with the energy released from solidification 
via the latent heat of fusion. While the absorber surface is 
set to be adiabatic for the night time (Qin — 0, see Fig. 1), a 
heat flux is still driven from the absorber to the interface by 
virtue of the temperature difference that exists at the onset 
of night time operations. The energy emitted out of the 
P C M tank by the emitter over a small time interval At is 
Q" x Ae x At. The total energy remaining in the system is 
the total energy at the previous time minus the emitted 
energy. This can be expressed mathematically as 
E101{t + At) = E101{t) - <£(t) xAexAt (5) 
The total energy of the PCM tank at any given time (and 
interface location) comprising of a liquid and solid portion 
can be expressed as 
E,ot{t) = I (psCPtSTs(x)A(x))dx 
rxm(t) 
(p¡CpjTt(x)A(x))dx 
xm(t) 
(p1A(x)Lf)dx (6) 
where Lf is the latent heat of fusion of silicon. Note that 
Eq. (6) implicitly assumes that temperatures and interface 
location vary with time and hence total energy of the 
P C M varies with time. The first two terms in Eq. (6) are 
the temperature based sensible enthalpy of the solid and 
liquid respectively, while the last term is the heat stored 
in the latent heat of fusion of silicon. At each new time-step 
the interface location Xm, emitter temperature Te (and 
emitter heat flux Q") and absorber temperature Ta (and 
absorber heat flux Q'a) are unknown. In order to solve this 
system, Eq. (4) is discretised using a forward difference in 
time. 
p,LfA(x) 
(Xm(t + At) -Xm(t)) 
At 
= era(t) TR x &{t) (?) 
Integrating Eq. (1) after separating variables gives the 
temperature in the solid and liquid as a function of the 
coordinate x and thermal properties. 
Ti,s{x) — Tm 
*¿e¡ ff 
(8) 
(9) 
where Tm is silicon's melting temperature (=1680 K). 
Setting x — L in Eq. (8) and choosing the solid case for 
Q'eff gives Te. 
1 
(73K-1) 1 
(10) 
" (\/3K-i)y 
which is valid for every Te < Tm. As done (Datas et al., 
2013) the emitter is assumed to be a black body emitting 
onto ideal PV cells (in which only radiative recombination 
is taking place). Therefore, the flux out of the emitter can 
be expressed as a function of the emitter temperature (Te) 
(Datas and Algora, 2010; Datas et al., 2013) 
Ql/n =FecÉ(EG, oo, 300, qV) - ¿ ( 0 , oo, Te, 0) 
+ T - I pBSRF\(e)m^Te^) 
É(EUE2,T,(J,) = • h3¿ L exp[(s - p)/kT] - 1 ds 
(11) 
(12) 
where Fec and FfJ are the emitter-cells and cells-cells view 
factors, respectively, sG and V are the PV cell's band-gap 
energy and voltage, respectively (both optimised in the 
steady state (Datas et al., 2013), Ac is the cell's area, pBsn 
is the BSR reflectivity and É(si,s2, T,p.) is the radiative 
energy flux emitted by a surface at temperature T and with 
chemical potential ¡i in vacuum, in the spectral interval 
(si, s2), in the normal direction and per unit of solid angle. 
The final electrical power density (in watts per unit cell 
area) is obtained from Datas and Algora (2010) and 
Datas et al. (2013): 
A^FecN(EG,(X),Te,0) 
Pd=JV = qnV\ - ( l - F ^ ) i V r ( e G , o o , 3 0 0 , 9 K ) 
-«L(i-p^W%^,3oo,9n 
Ñ(EUE2,T,P) h3ci L exp[(s - p)/kT] - 1 ds 
(13) 
(14) 
where Ñ(EI , s2, T, ¡i) has the same meaning than ¿(gj, s2, 
T, ¡i) but for the photon flux instead of the energy flux. 
The entire system at the new time-step is calculated by 
simultaneously solving Eqs. (5), (7), (10) and (11). This 
ensures that energy is balanced as time marching pro-
gresses. During this process, the PV cell's voltage (V) is 
optimised to find the maximum power point (MPP) of 
the J-V curve at each time. 
The PCM tank is considered discharged when Xm — 0, 
i.e. fully solidified. The thermal properties of silicon used 
for the numerical solution are tabulated below. The ther-
mal conductivity of silicon has a sharp transition around 
its melting point with solid and liquid phases having dis-
tinctly different thermal conductivities. Apart from this, 
the other thermal properties vary smoothly with tempera-
ture. For this study, we have used values corresponding 
to those at silicon's melting point (Nakamura and 
Hibiya, 1992) as shown in Table 2. 
2.3. Computational fluid dynamics model: meltFoam 
The CFD model was created in the OpenFOAM Tool-
box, and utilises the meltFoam solver developed for latent 
heat thermal energy storage modelling purposes (Rosier 
and Bruggemann, 2011). The governing equations are 
described in Rosier and Bruggemann (2011), and are not 
repeated here. MeltFoam is based on the Enthalpy-Poros-
ity method (Brent et al., 1988). Modelling the phase change 
using the basic enthalpy method involves assigning nodal 
latent heat values according to the temperature of each cell. 
As a cell changes from to liquid to solid, its velocity must 
be set to zero (Brent et al., 1988). This can be achieved 
by increasing the viscosity of cells as the latent heat 
decreases (Gartling, 1978). An alternative to this proposed 
by Brent et al. (1988) models cells undergoing a phase 
change as pseudo-porous material. Named the Enthalpy-
Porosity method, the porosity of a cell is a function of 
latent heat which ranges from one (liquid) to zero (solid). 
For example, during solidification when the value of the 
latent heat in the cell reaches the value of the latent heat 
of fusion, the porosity of the cell reaches zero, hence the 
cell is fully solid. Brent et al. (1988) noted that while any 
convenient method for extinguishing the velocities in solid-
ifying cells could be used, methods which employ a smooth 
transition will provide easier convergence of the numerical 
solution. Rosier and Bruggemann (2011) provided this 
Table 2 
Silicon thermal properties. 
Property 
Heat capacity (Cp) 
Thermal conductivity (k) 
Density (p) 
Latent heat of fusion (Lj) 
Melting point (Tm) 
Volumetric thermal expansion 
Laminar viscosity (¡iL) 
(P) 
Solid 
1040J/kgK 
20 W/m K 
2520 kg/m3 
1800kJ/kg 
1680 K 
-
-
Liquid 
60 W/m K 
1.43 x 10~4(1/K) 
2.97 x 10~7 (m2/s) 
continuous liquid fraction by using an error function. 
The model also considers the effects of natural convection 
within the liquid part using the Boussinesq approximation. 
The accuracy of the meltFoam solver has been previously 
validated by comparison with the experimental results of 
Gau and Viskanta (1984). 
The top surface and the side surfaces have an adiabatic 
boundary condition. In order to set the boundary condi-
tion of the emitter (bottom surface) heat flux (Eq. (11)), 
the swak4foam library (Gschnaider, 2012) was used to set 
temperature dependent heat fluxes. The meltFoam code 
was tested for grid convergence and minimum time step 
(At) required for the results to be invariant with both grid 
and time step refinements. Fig. 2 shows the results of these 
two studies. A grid of 11 x 11 x 36 (with absorber area of 
10 cm x 10 cm, length of 10 cm) and time step of 0.05 s are 
required for the results to be invariant and these values 
have been adopted for this work. Fig. 3 shows the grid used 
for the three dimensional PCM tank along with tempera-
ture (T) and porosity (a) at t — 30 min for geometric and 
initial conditions corresponding to row 1 of Table 1, where 
a is the dimensionless liquid fraction. The part of the PCM 
tank where a equals one is completely liquid and where a 
equals zero is completely solid. 
3. Results 
3.1. Computational model results 
The meltFoam model described in section two was run 
for conditions described in Table 1 rows 1-3. The natural 
convection model in the solver was left on for these simula-
tions to ascertain the effect of natural convection in the 
liquid phase for the vertical tank orientation chosen in the 
analytical model (where natural convection was ignored). 
These simulations took anywhere from a few hours to few 
days depending on the choice of parameters on a standard 
desktop PC with an Intel® Core™ Í7-3770 CPU (3.4 GHz) 
processor with 8 GB RAM. Fig. 4 shows the time evolution 
of temperature and alpha for the case corresponding to row 
1 of Table 1. As can be seen from this figure and Fig. 3, the 
temperature and alpha profiles are fairly one dimensional 
for entire solidification cycle. The CFD results obtained in 
these runs are used in Section 3.2 to verify the assumptions 
made in the semi-analytical model. 
3.2. Effect of AR, TR at fixed L (verification against CFD) 
Like with the meltFoam solver, the sensitivity of the time 
marching method to choice of A? was explored for the semi-
analytical model for the case of AR — 10, TR — 0.45 and 
L — 10 cm (row 1, from Table 1). It was found that for up 
to At — 60 s (1 min) there is no difference in the night time 
performance calculated. Some small discrepancy exists in 
the temperature, Xm/L and power profiles for At larger than 
this value. Therefore, conservatively all simulations were 
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Fig. 3. (a) Grid used in meltFoam model, (b) temperature (K) and (c) liquid fraction (alpha) for row 1 from Table 1 at t = 30min. 
performed with At — 45 s to maintain accuracy. The accu-
racy of the assumptions made in the semi-analytical model 
developed in Section 2.2 is verified by comparison with 
independently obtained CFD (meltFoam) solver results 
(given in Section 2.3). Fig. 5 shows the night time perfor-
mance for a PCM tank of a fixed length of 10 cm for three 
different AR and corresponding TR choices (rows 1-3 from 
Table 1). For the steady state, day time analysis the param-
eter AR was varied as it is one of the key geometric param-
eters. The choices of TR listed in Table 1 reflect the values 
required (at those ARs) to fully melt the tank. It is equally 
possible to fix the TR to a given value and ascertain the 
(a) (b) (c) (d) 
Fig. 4. Time evolution of temperature field and phase change in the PCM tank for case 1. (a) t = 0 min, (b) t = 30 min, (c) t = 60 min, and (d) t = 120 min. 
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AR value required to fully melt the PCM tank. In this work, 
we continue to compare the results with the same choices of 
AR made in Datas et al. (2013). The profiles are plotted on a 
dimensionless time scale (normalised by end time for each 
case) for three of the plots (a, c and d) for easy comparison. 
The comparison with the CFD solver is quite good as seen 
from the absorber, emitter temperature profiles in Fig. 5a 
and XfjL (dimensionless melting line location) in Fig. 5b 
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where the diamond symbols are CFD solver results and 
lines are the semi-analytical model results. The average 
error in comparison to meltFoam CFD results in Xm/L 
was less than 1.5% and in absorber/emitter temperatures 
is less than 1%. This verifies that the quasi-steady and 
quasi-stationary assumptions employed in the semi-analyt-
ical model along with the zero natural convection effects 
(which was left turned on in the CFD solver) are accurate. 
The influence of natural convection is negligible owing to 
the orientation chosen in which buoyancy cannot drive con-
vective currents through the liquid silicon. At the present 
time, it is not possible to provide experimental validation 
as no data currently exists for this particular application 
of the SISTPV system. 
At the start of the night time operation, the absorber 
temperature drops from the initial value to the melting 
point of silicon. This happens because there is no input 
energy in the absorber side. Therefore, the entire liquid 
phase drives towards a thermal equilibrium to reach the 
melting temperature with no thermal gradient in the liquid. 
This is attained after a short but finite time. However, 
owing to the differences in AR and TR, the corresponding 
emitter temperatures are quite different. AR =100 has the 
highest emitter temperature of over 1500 K, while 
AR = 1 0 has the least emitter temperature of under 
1400 K. While this is not a large difference in temperature, 
it is sufficient to cause the emitted power fraction 
(6"/6"(0)) to be significantly different between the three 
cases (Fig. 5c) with the AR = 100, TR = 0.05 case having 
the highest fraction of around 0.6 and AR = 10, 
TR = 0.45 having the least. The corresponding total time 
(tend) before the PCM tank is fully solidified is shown in 
Fig. 5b. The AR = 100, TR = 0.05 case has the longest dis-
charge time of over 7 h, while AR = 10, TR = 0.45 only 
offers around 2 h. The cell power density P¡¡ is the power 
produced at the PV cells per unit area. The corresponding 
cell power density fraction (PjPJ^O)) also shows that the 
AR = 100, TR = 0.05 case offers the best power 
conversion. 
3.3. Effect ofL at fixed AR, TR 
The influence of different PCM lengths are explored 
below for the same three AR cases explored in Section 3.1. 
3.3.1. AR = 10, TR = 0.45 
The temperature profiles in Fig. 6a demonstrate that 
L = 10 cm has the highest emitter temperature with the 
absorber reaching the melting point temperature the quick-
est. This is to be expected as for shorter lengths the thermal 
resistance to heat conduction will be the least. Length also 
has a stronger influence on discharge time than AR as seen 
from Fig. 6b with L = 50 cm provides storage of nearly 
40 h (~2 days). The emitted power and cell power densities 
follow similar trends, with L — 10 cm offering the highest 
fractions and L — 50 cm offering the least. However, since 
the discharge time is very short (around 2 h) for 
L — 10 cm, its higher cell power density should be weighed 
against reduced discharge time. This suggests that the 
design can be chosen to either provide longer duration of 
storage or higher average power. 
AR — 100 (seen at t = 0) and progressively higher AT for 
lower ARs. Having a lower absorber temperature difference 
and yet having the full PCM melted is beneficial to keeping 
the emitter temperature fairly high during the discharge 
phase as the interface moves very slowly owing to the low 
temperature differences, which leads to a higher emitted 
and hence converted cell power. 
3.3.2. AR = 30, TR = 0.17 
The general trends for AR — 30 for the different lengths 
of PCM are the same as the case of AR — 10 as seen in 
Fig. 7. However, the discharge time increases for all of 
the length choices. For example, L — 20 cm gives around 
10 h of storage which might be adequate for night time 
operation. However, this also needs to be weighed against 
the efficiency during the day time (steady state) operation 
indicated in Table 1. 
3.3.3. AR = 100, TR = 0.05 
Fig. 8 shows that AR = 100, TR = 0.05 case has the 
highest emitter temperature (after the liquid portion equili-
brates to the melting temperature Tm) of all of the three AR 
options investigated. The corresponding cell power density 
fraction is also the highest. This difference in night time per-
formance arises primarily from the fact that the steady state 
operation had the least temperature difference between the 
emitter temperature and absorber temperatures for 
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3.4. Overall performance metrics 
The time dependent profiles shown in Sections 3.1 and 
3.2 can be used to further calculate the overall night time 
performance by integrating them over the discharge time. 
The main metrics for overall night time performance are 
the final emitter temperature (Te¡enci), storage time (tenc¡), 
total energy delivered per unit hole area (Etot/Ah), average 
converted power per unit hole area (Pavg/^-h) and total nigh 
time system efficiency (r¡tot). In order to make consistent 
comparisons, the inlet (hole) area is fixed between the differ-
ent configurations. For the steady state day time operation, 
different PCM tank geometries can only be compared when 
the input solar energy into the PCM tank is the same during 
daytime operations for all of the options considered. Fixing 
solar concentration (C) and inlet hole area (Ah) fixes the 
total solar energy input to the system for all of the cases 
studied. Since the starting point of the night time analysis 
is the daytime steady state values from Table 1, we will 
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assume a common Ah for the night time comparisons as well 
to keep it consistent with the daytime analysis. Using this, 
the total converted energy (Etot) per unit Ah, Pavg and r\tot 
are defined as 
Fe 
írpÁt)dt Pto,
 =fc*Pd{t)xAcdt 
Qe,to, Sf Q'e{i) x Aedt ' " J0W Q'e{i)dt 
(17) 
'end 
E*,t/Ah = / J^-L. ~dt = AR xTRxFecx I Pd(t)dt 
J0 Ah JO 
* avg I s*-h 
Etot I Ah 
lend 
(15) 
(16) 
where the view factor Fec is equal to the emitter to PV cell 
area ratio (AjAe) and its value is 0.95 as in the previous 
work (Datas et al., 2013). 
Table 3 shows, the values of Te,end, tend, Etot/Ah and Pavg 
for the different configurations studied here. The main 
metrics are the average emitted power and total time. 
The ideal combination for the best suited SISTPV system 
Table 3 
Night time overall performance metrics for Te¡n¡t = Tm= 1680K. 
L (cm) 
10 
10 
10 
20 
20 
20 
30 
30 
30 
40 
40 
40 
50 
50 
50 
AR(-) 
10 
30 
100 
10 
30 
100 
10 
30 
100 
10 
30 
100 
10 
30 
100 
TR(-) 
0.45 
0.17 
0.05 
0.40 
0.14 
0.05 
0.32 
0.13 
0.05 
0.27 
0.13 
0.04 
0.22 
0.11 
0.04 
Te,end (K) 
1380 
1454 
1518 
1296 
1359 
1442 
1243 
1310 
1392 
1214 
1278 
1354 
1195 
1251 
1319 
tend (hrs) 
2.0 
3.4 
7.3 
6.3 
10.3 
20.3 
13.4 
20.7 
38.9 
23.8 
35.0 
63.3 
38.1 
54.1 
95.0 
E,jAh (MJ/cm2) 
0.15 
0.31 
0.82 
0.29 
0.63 
1.65 
0.43 
0.96 
2.51 
0.56 
1.28 
3.40 
0.69 
1.62 
4.36 
PajA (W/cm2) 
20.72 
25.26 
30.86 
12.91 
16.98 
22.57 
8.89 
12.84 
17.91 
6.55 
10.19 
14.91 
5.00 
8.32 
12.74 
VTPV,tot (-) 
0.39 
0.39 
0.40 
0.37 
0.38 
0.39 
0.37 
0.37 
0.38 
0.36 
0.36 
0.37 
0.36 
0.36 
0.37 
would have high Pavg and high tend (i.e. high EtojAh), pro-
viding sufficient power over a long enough time. From 
Table 3, it is seen that the cases with low TR (0.05) and 
high AR (100) have the best combination of Pavg and tend. 
Under this condition, Pavg/Ah is nearly 60% of the steady 
state power density. Correspondingly, the T^end is also high 
for this combination of TR and AR. The cases with large 
L (40-50 cm) are capable of providing long discharge time 
(even a few days). However, the average power is lower. On 
the contrary, small L (10-20 cm) are capable of providing 
very high power density but at the expense of shorter 
running times. Therefore, there exists a trade-off in the 
system design that must be solved taking into account 
the specific requirements of each project and the climate 
conditions at the specific system location. The system 
design will depend on the desired hours of operation for 
night time, once the desired duration is determined and 
structurally practical AR and TR are set, the model can 
be used to determine the length of the storage tank required 
to deliver this storage. Alternatively, the system can also be 
designed for a desired average power or a combination 
thereof of average power and discharge time. 
4. Conclusions 
The transient model developed using a time marching 
scheme based on the balanced enthalpy method allowed 
us to analyse the night time operation of the SISTPV sys-
tem proposed in previous work. This model was verified 
against an independent CFD solver meltFoam running 
on the OpenFOAM platform. The model showed that the 
combination of low tapering ratio (TR — 0.05) and large 
inlet hole-to-absorber area ratio (AR — 100) is the best 
option for maximising both the average power converted 
and discharge time. Average night time power densities 
per unit hole area of up to 30.86 W/m2 were calculated 
for a 10 cm long tank with AR = 100, TR = 0.05 with a 
night time storage of 7.3 h. Longer tanks allowed for more 
storage (a few days) but have the disadvantage of lower 
average power output. The work presented in this paper 
clearly highlights the need for a thorough heat transfer 
design in the PCM tank that allows for the lowest temper-
ature difference between the absorber and emitter, which 
results in very good day and night operations. Silicon is 
an excellent choice of PCM material owing to its high 
latent heat of fusion. This is seen from the very long dis-
charge times (several hours) calculated for compact PCM 
tanks. Further improvements need to be made to the heat 
transfer modelling, such as including heat losses from the 
side wall, in order for the model to be more accurate in 
making quantitative predictions particularly for small val-
ues of TR. Future work will also focus on using the 
CFD model to study the effects of natural convection in 
the liquid layer in tank orientations that will allow for it 
to play a role in the heat transfer. In addition, the proper-
ties of actual emitter and PV cell materials should be 
included. 
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