Abstract This paper is concerned with the problem of learning structure of the lateral flow immunoassay (LFIA) devices via short but available time series of the experiment measurement. The model for the LFIA is considered as a nonlinear state-space model that includes equations describing both the biochemical reaction process of LFIA system and the observation output. Especially, the time-delays occurring among the biochemical reactions are considered in the established model. Furthermore, we utilize the unscented Kalman filter (UKF) algorithm to simultaneously identify not only the states but also the parameters of the improved state-space model by using short but high-dimensional experiment data in terms of images. It is shown via experiment results that the UKF approach is particularly suitable for modelling the LFIA devices. The identified model with time-delay is of great significance for the quantitative analysis of LFIA in both the accurate prediction of the dynamic process of the concentration distribution of the antigens/antibodies and the performance optimization of the LFIA devices.
Introduction
In recent years, the lateral flow immunoassay (LFIA) devices have been studied extensively and have become the basis of point-of-care testing (POCT) for clinical diagnostics due conceivably to LFIA's remarkable advantages including rapidness, simplicity, good specificity and sensitiveness [1] [2] [3] . Owing to these attractive properties, LFIAs have been successfully applied in targeted analytes such as clinical diagnostics, toxins in food and agriculture products, industrial testing, and also biowarfare [4] [5] [6] [7] [8] . A critical limitation in immunochromatographic assays, however, is that most assays are qualitative (or semi-quantitative) [9] and this, to some extent, has hindered these assays from further applications especially scientific experiments where accurate prediction is required. Therefore, based on the material selection (see e.g. [10] [11] [12] ), a number of methods have been introduced for improving the biochemical properties of the strips over the past decade. On the other hand, it is often desirable to increase the reliability of a diagnosis by developing quantitative instruments (see e.g. [13] [14] [15] [16] [17] [18] [19] ), and this has led to a growing research interest on developing multidisciplinary approaches to modeling and analyzing the LFIA devices in order to optimize immunochromatographic strip performance for the quantification, see e.g. [20] [21] [22] [23] [24] [25] [26] . The present research of this paper is along the new research line of inferring more accurate models for LFIA state-space models by exploiting more computational appealing algorithms.
A mathematical model for LFIA devices is firstly established by the convection-diffusion-reaction equations in [20, 21] , where the COMSOL software is exploited to demonstrated the process of the biochemical reactions of LFIA. Here, it is worth highlighting that a nonlinear state-space model has been developed in [22] [23] [24] for sandwich-type LFIA devices. The established model includes the equations for describing the biochemical reaction process of LFIA system and the observation output. Especially, the process of the concentration distribution of LFIA devices is described by the nonlinear state equations, and the available observation signals are modeled by the observation equation including the measurement noises. It should be mentioned that such a model allows us to predict kinetic characteristics and also optimize device performance. Unfortunately, the time-delay which exists among the biochemical reactions of LFIA has not been taken into account in [22] [23] [24] despite the fact that the sample containing the target analytes does need time to flow from the sample pad along the nitrocellulose membrane encountering the detection zone via capillary action. In order to establish a more accurate model for the LFIA, the main purpose of this paper is to further incorporate the inherent time-delays between the biochemical reactions into the modeling process by looking for more efficient algorithms.
A critical issue in inferring nonlinear LFIA state-space models is to search for a justifiable algorithm capable of jointly estimating parameters and states for nonlinear systems with time-delays. So far, we have used the extend Kalman filter (EKF) [22] , hybrid EKF and switching PSO (particle swarm optimization) algorithm [24] and particle filter [23] for the system identification problems of the nonlinear state-space models. The EKF approach is a suboptimal state estimator which utilizes the Taylor expansion to linearize the nonlinear model and then the traditional Kalman filter (KF) is applied to the linearized model. As such, when the models are highly nonlinear, the EKF approach cannot get good performance. Note that the model of LFIA devices to be developed includes inherent high degree of nonlinearities that would make it ineffective to exploit the KF and EKF approaches. Also, satisfactory usage of the particle filter generally needs a sufficient amount of data so as to the statistical inference, which is not the case for the LFIA data (images) that is typically a short number of time series. In search of a qualified identification algorithm, the unscented Kalman filtering (UKF) [27, 28] stands out as an ideal candidate for the LFIA systems that is specialized in handling nonlinearities and incorporating time-delays.
Based on the unscented transform (UT), the UKF algorithm is developed for nonlinear systems as a recursive state estimator. The unscented transform (UT) is a deterministic sampling technique, which utilizes a set of 2n + 1 sample points (called "sigma points") to estimate the statistics characteristics of the transformed variable. Especially, the sigma points are generated deterministically from a priori mean and covariance of the states. Therefore, both the posterior mean and the covariance of UKF approach are computed directly from these 2n + 1 sigma points by going through nonlinear transformation [28] [29] [30] . Note that the UKF can approximate the posterior mean and covariance for nonlinear systems without any linearization step, but can get second-order or higher order accuracy. However, the EKF algorithm can only obtain first-order accuracy by using the linearization method. In case of high nonlinearities, the UKF algorithm represents a capable alternative to the EKF method that requires accurate evaluation of the Jacobians of the nonlinear functions. Owing to the attractive advantages, the UKF has widely used in many nonlinear systems (e.g., [27] [28] [29] [30] [31] [32] [33] [34] ) at the cost of relatively high computational cost. Nevertheless, the identification of the LFIA model can be conducted off-line and the computing efforts are really an issue in this case. Hence, in this paper, the UKF algorithm is exploited to identify both the system states and the parameters of the improved LFIA state-space model with time-delay via short available experiment measurement.
It should be pointed out that it is a challenging task to apply the UKF approach in inferring nonlinear LFIA state-space models. This is simply because of the distinguishing features of the LFIA system such as high-degree of nonlinearities, small number of time series, prolonged time-delays between the biochemical reactions as well as noisy observations. It is, therefore, the aim of this paper to infer the nonlinear The UKF algorithm is applied to simultaneously identify the system parameters and states of the LFIA system via short but available time series data and it is shown that the UKF approach achieves satisfactory accuracy for modeling the lateral flow immunoassay since no linearization is involved. The organization of this paper is listed as follows. In Section 2, the LFIA format is introduced and the improved model with time delays is proposed for the LFIA system. In Section 3, the UKF method for simultaneously identifying the parameters and the states of the improved LFIA model is conducted. The results of the UKF method for the LFIA system identification are discussed in Section 4 and some indexes are utilized to evaluate the model performance. In the end, conclusion remarks are provided in Section 5.
Improved LFIA model with time-delay and problem formulation
A typical LFIA device format, which can be seen in Figure 1 , consists of a surface layer to carry the sample from the sample pad via the conjugate pad along the nitrocellulose membrane encountering the detection zone up to the wicking pad. Quantitative detection of immunocomplexes formed on the test line, that has direct relationship with the concentration of the target analyte in the samples, has been obtained by detecting the reflectance of labeled particles on the test line (signal intensity) via a reader system [12, 13] .
For the LFIA device considered in this paper, we assume that there is only one single target analyte A in the sample. Similar to the [22] [23] [24] , the control line is not taken into account. According to the principle of the process of biochemical reactions, the signal pathway of the sandwich-type LFIA device can be conducted as follows [20, 22] :
(a) Once the sample flows through the conjugate pad, the analyte A will interact with the labeled particle P to form particle-analyte complexes PA,
(b) The free analyte A and the complexes PA both flow through the membrane via the capillary action. Therefore, A and PA are going to interact with the R which immobilized on the test line to form the complexes,
(c) In addition, unbound labeled particle P may interact with the complex RA to form the complex RPA,
It is worth highlighting that a nonlinear state-space model has recently been developed in [22] [23] [24] for sandwich-type LFIA devices, where the established model accounts for the biochemical reaction process of LFIA system as well as the observation output. More specifically, the process of the concentration distribution of LFIA devices is described by the nonlinear state equations, and the available measurement signals are characterized by the observation equation including the measurement noises. In [22] [23] [24] , however, it has been assumed that there is no time-delay in the process of LFIA reactions (1)- (4) . Such an assumption is not really reasonable since the sample containing the target analytes needs time to flow from the sample pad along the nitrocellulose membrane encountering the detection zone via capillary action. In order to establish a more accurate model for the LFIA, the time-delays between the biochemical reactions are considered in this paper, and this constitutes one of the main contributions of the present research.
Let x 1 , x 2 , x 3 , x 4 , x 5 and x 6 be the concentration of A, P, PA, R, RA and RPA, respectively. The reaction rates of the LFIA devices are defined as follows:
where k 1 , k 3 , k 5 , k 7 and k 2 , k 4 , k 6 , k 8 are, respectively, the association and dissociation rate constants, and τ 1 , τ 2 , τ 3 are time delays which exist among the biochemical reactions (1)-(4). Then, the stoichiometrix for describing the biochemical reaction of the LFIA device is provided by
T stand for the parameters to be identified. The improved nonlinear state-space model with time-delay of the LFIA device is shown as follows:
where x(k) is the vector of state variables which are concentrations of antibodies, antigens or complex material; y(k) is the observation experiment value; f (x(k), τ, θ) = SV (x(k)) is the nonlinear function to describe the transformation in the LFIA device; V (x(k)) stands for the vector of reaction rates [35] ; g(x(k), τ, θ) = k 9 (x 3 + x 6 ) is the observation function; w(k) and v(k) are the zero-mean independent Gaussian noises, respectively. The objective of this paper is to jointly identify the parameters and states of the improved model (9) and (10) via the unscented Kalman filter method from the short available experiment data.
Unscented Kalman filter
In this section, we introduce the UKF algorithm for estimating system states and parameters, e.g., [28] [29] [30] 32] for more details.
The Kalman filter (KF) is developed as an optimal state estimator for a linear system. Based on the unscented transform (UT), the UKF algorithm is developed for nonlinear systems as a recursive state estimator. The unscented transform (UT) is a deterministic sampling technique, which utilizes a set of 2n + 1 sample points (called "sigma points") to estimate the statistics characteristics of the transformed variable. Especially, the sigma points are generated deterministically from a priori mean and covariance of the states. Therefore, both the posterior mean and the covariance of UKF approach are computed directly from these 2n + 1 sigma points by going through nonlinear transformation [28] [29] [30] 32] . Note that the UKF can approximate the posterior mean and covariance for nonlinear systems without any linearization step, but can get second-order accuracy. However, the EKF algorithm can only obtain firstorder accuracy by using the linearization method. Therefore, the UKF represents a possible alternative to the extend Kalman filter (EKF), which requires evaluation of the Jacobians of the nonlinear functions in the state and output equations.
Consider the following system with nonlinear state and measurement functions:
where k is the time index, x(k) is a state vector, y(k) is the measurement vector, w(k) and v(k) are zero-mean white Gaussian noises with covariance matrices Q k and R k for the process and measurements, respectively. Here, f : R n → R n is a nonlinear state function and g: R n → R r is a nonlinear measurement function. The procedure for implementing the UKF is given as follows.
(1) Initialize in time step k = 0:
Calculate sigma points
where
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where W (c) 0
. . , 2n. When the system meets the Gaussian noise assumptions, α, β and κ in the UKF approach are typically set as 10 −3 , 2 and 0 respectively [36] .
(4) Measurement update:
Remark 1.
Note that UKF has advantages over the EKF in that there is no need to compute the Jacobian matrix and the accuracy may therefore be improved. It should be pointed out that the convergence of UKF has been discussed in [28] and the references therein.
Results using the UKF approach and discussion
In this section, the unscented Kalman filter (UKF) is exploited to jointly estimate the states and parameters of the improved sandwich-type LFIA model with time-delay. The short time series data is used and shown in Figure 2 . It should be mentioned that the short time series data, 45 equally spaced time points, are obtained when the sample flows over the nitrocellulose membrane within 11 minutes [22] .
The initial values of the state variables are set as In the improved LFIA model with time-delay, we assume that the time-delay τ 2 equals to the time-delay τ 3 , and is larger than the τ 1 according to the biochemical reactions of the sandwich-type LFIA. Then, the UKF algorithm is applied to jointly identify parameters and state variables of the LFIA devices. The identified parameters in the nonlinear model and the system state variables that depicted in the form of time series are given in Figures 3 and 4 . Similar to the [22] , three experiments by modifying the concentration of the target analyte A are made to further evaluate the UKF method for inferring the nonlinear LFIA state-space models with timedelay. The results are given in Figure 5 . The solid line shows the observed signal from the experiments, and the dotted line shows the predicted value by the UKF algorithm. Especially, the error ratio in percentage [22, 37, 38] is exploited to evaluate the model quality in a quantitative way, which shows the modeling errors between the experiment values and the predicted value, No. of timepoints k
The identified time series of parameters
where l is the dimension of the observations (l=1 in this paper); s is the length of observations, and y ck is the experiment value for cth observation at the kth time point. The results are provided in Table 1 . It is noticed that the error ratio of the UKF approach for modeling the LFIA with time-delays through only 45 time points (images) is generally satisfactory.
Conclusion
In this paper, we have applied the unscented Kalman filter (UKF) algorithm to model the lateral flow immunoassay via short but available time series data. The model for the LFIA is considered as a nonlinear state-space model, which includes the equations for describing the biochemical reaction process of LFIA system and the observation output. Note that the time-delays which exist among the biochemical reactions are included in the established model. In the end, the UKF approach is successfully exploited to identify not only the model parameters but also states of the improved nonlinear state-space model with time-delay simultaneously. Experiment results have shown the effectiveness of the UKF approach for modelling the lateral flow immunoassay. In the near feature, our research topics will focus on the analysis of LFIA system with more complicated phenomenons (e.g., Markovian jumping [39] [40] [41] and incomplete observations [42] [43] [44] [45] ) so as to comprehensively simulate the biochemical reaction network of LFIA system.
