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We present a novel algorithm for image fusion from irregularly sampled data. Themethod is based on the framework of normalized
convolution (NC), in which the local signal is approximated through a projection onto a subspace. The use of polynomial basis
functions in this paper makes NC equivalent to a local Taylor series expansion. Unlike the traditional framework, however, the
window function of adaptive NC is adapted to local linear structures. This leads to more samples of the same modality being
gathered for the analysis, which in turn improves signal-to-noise ratio and reduces diﬀusion across discontinuities. A robust signal
certainty is also adapted to the sample intensities to minimize the influence of outliers. Excellent fusion capability of adaptive NC
is demonstrated through an application of super-resolution image reconstruction.
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1. INTRODUCTION
In digital image processing, continuous signals are often dig-
itized on a regular grid. Data in this form greatly simpli-
fies both hardware design and software analysis. As a re-
sult, if an image is available in another format, it is of-
ten resampled onto a regular grid before further processing.
Super-resolution (SR) reconstruction of shifted images un-
der common space-invariant blur, in particular, reconstructs
a high-resolution (HR) image from a set of randomly posi-
tioned low-resolution (LR) images. While there are many ap-
proaches that achieve SR through an iterative minimization
of a criterion function [12, 13, 30], this paper is concerned
with SR fusion as a separate step after image registration and
before deblurring.
A popular method for fusion of irregularly sampled data
is surface interpolation. A triangulation-based method [15],
for example, first computes a Delaunay tessellation of the
data points, then interpolates the data locally within each
tile. The triangulation method, aiming to be an exact sur-
face interpolator, is not designed to handle noisy data. It is
also expensive to tessellate in achieving SR because of the
large number of LR samples involved. Though computation-
ally less expensive, other surface interpolation methods, such
as the inverse distance-weighted method and the radial basis
function method [1], are all very sensitive to noise.
In the presence of noise, a surface fit is often preferred
over exact interpolation. A polynomial approximation to a
small neighborhood in the image, known as the facet model,
has been proposed by Haralick as early as 1981 [11]. The
Haralick facet model, however, is not well localized for large
neighborhoods since all data points have equal importance.
Farneba¨ck [7] corrects this by introducing a Gaussian appli-
cability to the operator, which puts more emphasis on fit-
ting the central pixels. van den Boomgaard and van de Wei-
jer [27] further extend the facet model with a robust error
norm to handle a mixture of models around image disconti-
nuities. However, none of these facet models are explicitly de-
signed for irregularly sampled data, which requires a sample
localization mechanism like the Delaunay triangulation [15].
Another drawback of these methods is that they ignore the
fact that natural images are often comprised of directional
structures, and that the image derivatives can be integrated
along these structures to improve their estimation.
In this paper, we introduce a robust certainty and a
structure-adaptive applicability function to the polynomial
facet model and apply it to fusion of irregularly sampled data.
The method is based on normalized convolution (NC) [14],
in which the local signal is approximated through a projec-
tion onto a subspace spanned by a set of basis functions.
Unlike the traditional framework, however, the operator’s
applicability function adapts to local linear structures. This
leads to more samples of the same modality being gathered
for the analysis, which in turn improves signal-to-noise ra-
tio (SNR) and reduces diﬀusion across discontinuities. The
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robust signal certainty is incorporated to minimize the influ-
ence of outliers caused by dead pixels or occasional misregis-
tration.
The paper is organized as follows. Section 2 reviews the
idea of normalized convolution and its least-squares solu-
tion. Section 3 introduces robustness to NC via a robust sig-
nal certainty. The certainty is estimated directly from the in-
tensity diﬀerence between the current sample and its neigh-
bors. Section 4 presents a rotated anisotropic Gaussian ap-
plicability function. The steering parameters for the adaptive
applicability function are computed from gradient informa-
tion of the input data. An example on real infrared images in
Section 5 shows that excellent SR reconstruction with high
SNR is achievable with image fusion using the robust and
adaptive NC.
2. NORMALIZED CONVOLUTION USING
POLYNOMIAL BASES
Normalized convolution (NC) [14] is a technique for lo-
cal signal modeling from projections onto a set of basis
functions. Although any bases can be used, the most com-
mon one is a polynomial basis: {1, x, y, x2, y2, xy, . . .}, where
1 = [1 1 · · · 1]T (N entries), x = [x1 x2 · · · xN ]T ,
x2 = [x21 x22 · · · x2N ]T , and so on are constructed from
local coordinates of N input samples. The use of polyno-
mial basis functions make the traditional NC equivalent to
a local Taylor series expansion. Within a local neighborhood
centered at s0 = {x0, y0}, the intensity value at position






























y2 + · · · , (1)
where {x, y} are the local coordinates of sample s with re-
spect to the center of analysis s0. p(s0) = [p0 p1 · · · pm]T(s0)
are the projection coeﬃcients onto the corresponding poly-
nomial basis functions at s0.
Diﬀerent from the Haralick facet model [11], which is
also a polynomial expansion, NC uses a so-called applica-
bility function to localize the polynomial fit (while the facet
model gives an equal weight to all samples in a neighbor-
hood). This applicability function is often an isotropic, radi-
ally decaying function whose size is proportioned to the scale
of analysis. A Gaussian function is often used for this pur-
pose. The projection p(s0) can then be used to derive Gaus-
sian derivatives, which are image projections onto Hermite
polynomials [28]. In addition, NC allows each input signal
to have its own certainty value. The signal certainty is espe-
cially useful when data samples are missing or are unreliable
(e.g., due to bad sensors or erroneous registration). Both the
applicability function and the signal certainty control the im-
pact of a particular sample to the local polynomial fit.
The choice of the polynomial order depends on specific
applications. If processing speed is more important than ac-
curacy, NC with a constant basis is suﬃcient. This locally
flat model, however, does not model edges and ridges very
well. First-order NC with three bases {1, x, y} can model
edges, and second-order NCwith six bases {1, x, y, x2, xy, y2}
can further model ridges and blobs. Higher-order NC can
fit more complex structures at a higher computational cost.
However, NC with order greater than two is rarely used since
the high-order bases are often fit to noise rather than the sig-
nal itself. In this paper, we propose to use first-order NC for
SR fusion.
The scale of the applicability function also plays a deci-
sive role in the quality of interpolation. Low-order NC with
a large applicability window cannot reconstruct small details
in the image. The scale of the applicability function, however,
must be large enough to cover suﬃcient samples for a stable
local analysis. Unless the sample density is high everywhere
in the image (e.g., in case of SR frommany LR frames), a nor-
mal choice of the applicability function is a Gaussian func-
tion with a spatial scale σs = 1 HR pixel and a truncation of
three standard deviations. This Gaussian applicability func-
tion introduces minimal blurring to the interpolation result
while its support is still large to cover enough samples.
2.1. Least-squares estimation
To solve for the projection coeﬃcients p at an output position
s0, the approximation error is minimized over the extent of














where the signal certainty 0 ≤ c(s) ≤ 1 specifies the reliability
of the measurement at s, with zero representing completely
untrustworthy data and one representing very reliable data.
Although both c and a act as scalar weights for the squared
errors, they represent diﬀerent properties, each of which can
bemade adaptive to the local image data as shown in the next
two sections. For a neighborhood encompassing N samples,
standard least-squares regression yields a solution in matrix
form [7]:
p = (BTWB)−1BTWf , (3)
where f is an N × 1 matrix of input intensity f (s), B =
[b1 b2 · · ·bm] is an N × m matrix of m basis functions
sampled at local coordinates of N input samples, and W =
diag(c). diag(a) is an N × N diagonal matrix constructed
from an element-by-element product of the signal certainty
c and the sampled applicability a.
In case of regularly sampled data with a fixed certainty
and a fixed applicability function, NC can be implemented
very eﬃciently by convolution operations only. Since the lo-
cal neighborhood is organized in the same regular grid, the
basis functions are also fixed. The least-squares solution in
(3) for zeroth-order NC can be simplified to two convolu-
tions:
̂f0 = a⊗ (c · f )
a⊗ c , (4)
where ̂f0 is the interpolated image,⊗ is the convolution oper-
ator, and c · f is the pixel-wise multiplication of the certainty














































































Figure 1: Polynomial basis functions {1, x, y, x2, xy, y2} and Gaussian applicability function a.
image and the intensity image. A full first-order NC requires
nine convolutions and produces three output images: an in-
terpolated image ̂f1 and two directional derivatives ̂fx, ̂fy in
















































where x, y, x2, xy, y2, and a are two-dimensional kernels of
the basis functions and applicability function as shown in
Figure 1. NC on a regular grid can be spedup even further
by separable and recursive convolution [29] if a Gaussian ap-
plicability function is used. The denominator in (4) and the
matrix inversion in (5) are normalization terms to correct for
the nonhomogeneous signal certainty, hence the name nor-
malized convolution.
2.2. Irregular sample collection
Unfortunately, NC does not reduce to a set of regular con-
volutions for irregularly sampled signals because the polyno-
mial bases and applicability functions are sampled at irregu-
lar local coordinates. Each output position therefore requires
a diﬀerent matrix multiplication and inversion. Moreover,
since the samples are irregularly positioned, they must first
be gathered before a local analysis.
To ensure a fast local sample collection, we setup a refer-
ence list at each pixel on a regular output grid to keep records
of input samples within half a pixel away. These data struc-
tures are initialized once before fusion. They can shrink or
grow as samples are removed or added. This is useful for dy-
namic super-resolution of video where new frames are in-
serted and old frames are removed from the system. To gather
all samples within several pixels away from an output posi-
tion, the references are collected from the records stored at all
grid points in the neighborhood. Since it is easier to traverse
through a regular grid than a set of irregular points, input
samples can be collected more eﬃciently with these reference
lists. The data structure, though simple, provides a tremen-
dous saving of sample searching time. It is also compact be-
cause only the references are kept rather than all sample at-
tributes.
Irregular sample collection could be done more eﬃ-
ciently in the case of SR fusion of shifted LR frames with
an integer zoom factor. If the zoom factor μ is an integer,
the pattern of LR sample distribution is repetitive after each
μ × μ pixel block in the HR grid. Provided that the applica-
bility function is fixed, the reference lists should only be con-
structed for μ2 pixels in the first μ×μ image block. Every other
output pixel at coordinates {x, y} then takes the same local
sample organization as the pixel at {x − μx/μ, y − μy/μ}














Figure 2: Robust normΨ( f , ̂f ) = | f − ̂f |2 exp(−| f − ̂f |2/2σ2r ) ver-
sus quadratic normΨ( f , ̂f ) = | f − ̂f |2.
in the first block (where · is the integer floor operator and
x − μx/μ is the remainder of the division of x by μ). The
same local sample organization here means the local samples
come from the same LR frames but at a {x/μ, y/μ} oﬀset
in LR pixels. In this way, the applicability a(s − s0) could be
precomputed for all irregular sample s around s0, leading to
an eﬃcient implementation of (3).
3. ROBUST NORMALIZED CONVOLUTION
While NC is a good interpolator for uncertain data, it re-
quires the signal certainty to be known in advance. With the
same photometric-based weighting scheme used in bilateral
filtering [24], a robust certainty is assigned to each neighbor-
ing sample before a local polynomial expansion around s0.
The robust certainty, being a Gaussian function of residual
error f − ̂f , assigns low weights to potential outliers, eﬀec-















where f (s) is a measured intensity at position s and ̂f (s, s0)
is an estimated intensity at s using an initial polynomial ex-
pansion at the center of analysis s0. Unlike the fixed certainty
c(s) in (2) that depends only on the position s, the robust
certainty c(s, s0) changes as the window of analysis moves.
The photometric spread σr defines an acceptable range of the
residual error f − ̂f . Samples with residual error less than σr
get a certainty close to one, whereas those with residual error
larger than 2× σr get an extremely low certainty. We select σr
to be two times the standard deviation of input noise (σnoise
is estimated from low-gradient regions in the image) so that
all samples within±2σnoise deviation from the initial polyno-
mial surface fit get a certainty close to one.
The product of a quadratic norm | f − ̂f |2 and the Gaus-
sian certainty in (6) results in an error norm that is robust
against outliers. Figure 2 compares this robust norm with a
quadratic norm. While the quadratic norm keeps increasing
at higher residual error, the robust norm peaks at a residual
error of
√
2σr ; it then reduces to practically zero for large
residual error. The shaded profile in this figure shows a typi-
cal Gaussian distribution of the inlier residual. Since the pho-
tometric spread σr is chosen to be twice larger than the noise
spread σnoise, the robust norm behaves like a quadratic norm
for all normally distributed noise; it then gradually reduces to
zero outside±3σnoise to reject outliers.With this adaptive cer-
tainty, NC becomes a weighted least-squares estimator that
behaves as a normal least-squares estimator under Gaussian
noise and it is robust against outliers.
One problem remains with robust NC: it does not have
a closed-form solution as in the case of least-squares NC.
Due to the certainty (6), the robust polynomial expansion
requires an initial estimation of the polynomial expansion it-
self. However, similar to the analysis of bilateral filtering in
[5, 27], robust NC can be solved by an iterative weighted
least-squares minimization. Started with an initial polyno-
mial expansion (we use a flat model at a locally weighted me-
dian [3] level), the certainty can be computed according to
(6). The weighted least-squares estimation is then solved by
(3), resulting in an updated polynomial expansion. The pro-
cess is repeated until convergence (three iterations are often
enough). It has been shown in [25] that this iterative proce-
dure quickly converges to a closest local maximum of a local
histogram observed at a spatial scale σs and a tonal scale σr ,
a.k.a. the local mode. Initialization that is close to the true
intensity is therefore crucial. Although the weighted median
is generally a robust choice as an initial estimate, the closest
sample is sometimes used instead. The latter is applicable in
image filtering when noise level is low or whenminute details
are of interest after filtering.
The impact of the robust certainty on NC fusion of data
with outliers can be seen in Figure 3. In this experiment, ten
LR images are generated from the HR image in Figure 3(a)
by randomly shifting the original image followed by three-
time downsampling in both directions. The LR images are
then corrupted by five percent of salt and pepper noise, one
of them is shown in Figure 3(b). Four fusion methods1 are
applied to the data: L2 regularized back-projection by Hardie
[12], L2 data norm with bilateral total-variation regulariza-
tion (L2 + bilateral TV) by Farsiu [9], robust fusion using
median of back-projected errors by Zomet [30], and our ro-
bust NC. The parameters for these methods are tuned for a
smallest root mean-squared Error between the reconstructed










f − ̂f )2, (7)
whereN is the number of samples in f , ̂f . Fifty iterations are
used for the three methods [9, 12, 30] because it takes that
many iterations for the methods to converge with this highly
contaminated data. Since the Hardie method is not designed
1 Implementations of [9, 30] are available with a Matlab toolbox at http://
www.ee.ucsc.edu/∼milanfar.
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(a) (b) (c)
(d) (e) (f)
Figure 3: Three-times upsampling of 10 shifted LR images corrupted by 5% salt and pepper noise. The parameter settings were obtained by
minimizing the RMSE. (a) Original 8-bit image; (b) 1 of 10 LR inputs + 5% salt and pepper noise → RMSE = 12.3; (c) Hardie conjugate
gradient [12], λ = 8.3 → RMSE = 14.6; (d) Zomet [30] + L2 regularize λ = 0.15, β = 5 → RMSE = 10.2; (e) Farsiu L2 + bilateral TV [9]
λ = 0.15, β = 1.68, σPSF = 1.24→ RMSE = 7.4; and (f) robust first-order NC, σs = 0.6, σr = 10→ RMSE = 6.5.
for robustness, a large regularization parameter (λ = 8.3) is
required to suppress the salt and pepper noise. Yet, too much
regularization smoothens the image while noise is not com-
pletely removed (Figure 3(c)). The iterative robust fusion
methods do not perform well on this high level of outliers
either. While the Zomet method produces good reconstruc-
tion for less than one percent outliers,2 it breaks at five per-
cent salt and pepper noise. The blurred output in Figure 3(d)
is a fusion result of Zomet method with norm 2 regulariza-
tion parameter λ = 0.15 and a step size β = 5. The Farsiu
method (λ = 0.16, β = 1.78, and a Gaussian deconvolution
kernel at scale σPSF = 1.24) successfully removes all outliers
but the result looks cartoon-like due to the TV regulariza-
tion. Furthermore, because the same regularization used to
remove outliers is applied to uncorrupted pixels, small details
are not reconstructed very well by L2 + bilateral TV. Our re-
sult using robust NC removes most of the outliers after only
two iterations compared to 50 iterations of other methods.
Small details such as irises, eyelashes, and hair pieces are well
reconstructed by robust NC. An analysis of the RMSE be-
tween the reconstructed and the original image also confirms
superior performance of robust NC over the other methods.
2 Experiments were done but the results are not shown here.
4. STRUCTURE-ADAPTIVE NORMALIZED
CONVOLUTION
NC is a local operator in a sense that it requires a finite neigh-
borhood to operate. First-order NC in 2D, for example, re-
quires at least three samples to fit a local plane. If there are
ample samples per pixel, the scale of the applicability func-
tion could be very small, leading to a sharp image recon-
struction. However, in underdetermined cases where input
samples are sparse, the applicability scale must be increased
to gather enough samples for a stable polynomial fit at the
expense of a blurrier result. However, an applicability func-
tion that only extends along linear structures will not dif-
fuse across lines and edges. Therefore, the edge-enhanced fu-
sion result stays sharp for the purpose of small detail percep-
tion. In this section, we present such an adaptive applicability
function and show that it significantly increases the quality of
sparsely sampled data interpolation.
We use a spatially adaptive filtering kernel similar to that
of Nitzberg and Shiota [17]. The applicability function is an
anisotropic Gaussian kernel that adapts its shape and ori-
entation along the underlying image structure. The adaptive
applicability function ensures that only samples sharing sim-
ilar intensity and gradient information are gathered for the
local polynomial expansion. The kernel is extended along the



















Figure 4: Fast estimation of local scale by a quadratic interpolation along the scale axis of a Gaussian scale-space of the HR density image.
local linear structure allowing better noise suppression while
avoiding signal blurring across lines and edges. Since samples
along a linear structure share similar gradient information,
the adaptive applicability function is applicable to an NC of
any order.
4.1. Estimation of local image structure and scale
To construct an adaptive kernel at an output pixel, the lo-
cal image structure around that pixel must be known in ad-
vance. We compute an initial estimate of the output intensity
I and gradient information Ix = ∂I/∂x and Iy = ∂I/∂y using
first-order robust NC from the previous section. Local struc-
ture information including orientation φ and anisotropy A is
computed from the eigenvectors {u, v} and the correspond-
ing eigenvalues (λu ≥ λv) of a principal component analysis
of the local gradient vectors∇I = [Ix Iy]T (a.k.a. the gradient
structure tensor (GST) method) [26]:





= λuuuT + λvvvT ,




where the tensor elements are averaged locally by a Gaus-
sian filter at a scale of 1.5 pixels. The tensor smoothing in-
tegrates the structural information over several neighboring
pixels and is thus less susceptible to noise than the infor-
mation from a single gradient vector. However, this tensor
smoothing also means that the estimated structural informa-
tion is valid for that particular scale only. As a result, if small
features are of interest, a small tensor scale should be used.
Another important data characteristic is local sample
density, since it reveals how much information is available
near the HR grid points. In the case of uncertain data, the
sample density is computed as a sum of sample certainty over
an unnormalized Gaussian-weighted neighborhood of scale





















We define a local scale σc(s0) as the scale at which d(s0, σc)
is equal to a constant C (C = 1 for zero-order NC, C = 3
for first-order NC). The size of the applicability function is
then set to this scale to minimize smoothing in regions with
high sample density. To estimate this local scale, we use a
quick algorithm as depicted in Figure 4. The certainty of each
irregular sample is split to its four nearest HR grid points
in a bilinear-weighting fashion (Figure 4(a)). The accumu-
lation of all grid-stamped sample certainties forms a den-
sity image on the HR grid (Figure 4(b)). A Gaussian scale-
space of this density image at exponentially increasing scales
(σi = 2i, i = −1, 0, 1, 2, . . .) is constructed using fast separa-
ble and recursive filtering [29] (note that the filter weights are
not normalized, that is, the maximum filter tap is one). Due
to the unnormalized filter weights, the scale-space responses
at each pixel increase with a quadratic rate. We can then per-
form a quadratic interpolation at each grid point along the
scale axis to estimate the Gaussian scale whose filter response
is equal to C (Figure 4(c)).
4.2. Structure-adaptive applicability function
The adaptive applicability function is an anisotropic Gaus-




























where s0 = {x0, y0} is the center of analysis, s − s0 = {x, y}
are the local coordinates of input samples with respect to s0. ρ
is a pillbox function centered at the origin that limits the ker-
nel support to a certain radius. σu and σv are the directional
scales of the anisotropic Gaussian kernel. σv is the scale along
the elongated orientation and is greater than or equal to σu
(see Figure 5). The two directional scales are adjusted by the
local scale σc estimated in the previous subsection. The local
scale σc allows the applicability function to shrink or grow
depending on how densely populated the neighborhood is:
σu = α
α + A
σc, σv = α +A
α
σc. (11)
The tuning parameter α > 0 sets an upper-bound on the ec-
centricity of the applicability function (we use α = 1/2 for
a maximum eccentricity of 3 when the anisotropy A = 1).
Note that we do not shape the directional filter scale accord-
ing to the inverse of the eigenvalues of the GST as in [17] to






Figure 5: Examples of structure-adaptive applicability functions
(the scales are exaggerated).
prevent a degeneration of the kernel into an infinitely long
ellipse.
Although the computational complexities of all flavors
of NC are linear with respect to the number of input sam-
ples, robust NC with an isotropic applicability function runs
much faster than adaptive NC. This is partly due to the co-
ordinate transformation that takes place under the adap-
tive scheme. Our implementation of robust NC with the
isotropic applicability function is currently two times faster
than Matlab’s implementation of Delaunay interpolation
(griddata.m). With an adaptive applicability function, how-
ever, NC of all samples is somewhat slower. Fortunately, since
adaptive NC is performed as a second pass after a robust NC,
it can be selectively applied to highly anisotropic pixels (pix-
els with anisotropy A > 0.5), whose results could improve
significantly from the first pass. This selected fusion saves a
lot of computation time without compromising the quality
of output signals.
An example of SR fusion for a severely underdetermined
case using structure adaptive NC is illustrated in Figure 6.
Five input images are generated from the same HR image in
the first experiment by randomly shifting the HR image be-
fore downsampling five-times in both directions. The gener-
ated LR images are then fused together to form a five-times
upsampled image. Since there are only five LR images for
a zooming factor of five in both directions, the setting is
severely underdetermined. Adaptive NC is compared against
three iterative methods: Farsiu [9], Zomet [30], and Hardie
[12]. The parameter settings for the latter three methods are
manually tuned for the smallest RMSE. Visual inspection
showed that all of them have converged after about 50 iter-
ations. Even though the original HR image is not blurred be-
fore downsampling, both Zomet and Farsiu methods require
a deconvolution kernel to produce a sharper image. This is
because these algorithms slightly blur its HR image recon-
struction when rounding the oﬀsets of input frames to its
nearest integer positions on the HR grid. Deconvolution ker-
nel is not used for the Hardie method because it only en-
hances the jitter artifacts and increases the RMSE. In fact,
all iterative methods produce jaggy edges for this underde-
termined example because the isotropic regularization does
not handle the lack of input samples well. Adaptive NC, on
the other hand, reduces the edge jaggedness by extending
its filtering support along linear structures. The images in
Figure 6 show that adaptive NC outperforms other fusion
methods in terms of both visual quality as well as RMSE. Our
method successfully reconstructs the continuation of hair,
fur, and hat structures, while other methods simply produce
blurred and jittered responses instead.
5. SUPER-RESOLUTION FUSION OF
LOW-RESOLUTION IMAGE SEQUENCES
Super-resolution (SR) fusion from a sequence of low-
resolution (LR) images is an important step in computer vi-
sion toincrease spatial resolution of captured images for sub-
sequent detection, classification, and identification tasks. Ex-
tensive literature on this topic exists [2, 4, 6, 9, 12, 13, 15, 23,
30], of which there are two main approaches: one with an in-
tegrated fusion and deblurring process [12, 13, 30] and the
other with three separate steps: registration, fusion, and de-
convolution [6, 9, 15]. The second approach is mostly used
when the LR images undergo translational motion and are
corrupted by a common space-invariant blur [9].
In this paper, we follow a three-step SR approach as
depicted in Figure 7. The LR images are registered against
a common frame to a subpixel accuracy using an itera-
tive gradient-based shift estimator [18]. Robust fusion us-
ing adaptive NC is then applied to the motion-corrected LR
samples. Deconvolution [9] finally reduces the blur and noise
caused by optics and sensor integration. The fusion block in
Figure 7 is further divided into three substeps, each improv-
ing the HR estimate. The first estimate HR0 is constructed
by a locally weighted median operation [3]. HR0 is then used
as an initial estimate for a first-order robust NC, which pro-
duces a better estimate of the HR image HR1 and two deriva-
tives HRx andHRy in x- and y-directions. The derivatives are
then used to construct anisotropic applicability functions for
a final adaptive NC. Implementation details of each fusion
substep can be found in the previous sections.
5.1. Super-fusion experiment
In this subsection, a SR experiment is carried out on real
data to demonstrate the robust fusion capability of adaptive
NC. The input consists of one hundred 128 × 128 images
of a lab scene captured by a pan and tilt camera at long in-
frared wavelengths (IR with wavelength around 10 μm). Due
to a large pixel pitch with respect to the optical point-spread
function (PSF) and a small fill-factor (≈ 50%), the LR images
in Figure 8(a) are severely aliased. A resolution enhancement
of two in both directions (two-times SR) is therefore possi-
ble by fusion alone [20]. With bilateral total variation decon-
volution [9], we show that smaller details are resolvable at
eight-times SR.
The result of four-time upsampling using adaptive NC
for the whole scene is shown in Figure 8(b). The HR image
is constructed in the same process as shown in Figure 7. The
scale of the applicability function used in the robust NC are
σu = σv = 1 and the photometric spread σr = 500 (1%
of the full dynamic range of the 16-bit input images). Two
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(a) (b)
(c) (d)
Figure 6: Five-time edge-enhancing image upsampling from only 20% samples using adaptive NC. (a) Zomet [30] + L1 regularization,
λ = 0.001, β = 2, σPSF = 0.8 → RMSE = 8.2; (b) Farsiu L2 + bilateral TV [9], λ = 0.03, β = 2, σPSF = 0.8 → RMSE = 7.5; (c) Hardie [12],
λ = 1.275× 10−4 → RMSE = 7.6; and (d) adaptive zero-order NC→ RMSE = 6.7.



















Figure 7: Robust and adaptive normalized convolution super-resolution process.
(a) (b)
Figure 8: Four-time increase in resolution of a translated IR sequence by adaptive NC. (The 16-bit images are displayed in 8 bits following
an adaptive histogram equalization [31]). (a) 128 × 128 image captured by a 10 μm IR camera and (b) 4 × SR fusion from 100 frames by
adaptive NC.




Figure 9: Eight-times SR results without deconvolution. All images are stretched using the same parameters [31]. (a) Pixel replication; (b)
shift and add [8]; (c) Zomet σPSF = 0, λ = 3× 10−4, β = 5; (d) Farsiu σPSF = 0, λ = 0.0017, β = 5; (e) cubic Delaunay; and (f) robust NC.
iterations of robust NC are performed, followed by one iter-
ationof adaptive NC for highly oriented pixels (pixels whose
anisotropy A > 0.5). Since the fill-factor is low, many de-
tails previously aliased in the LR images are now visible in
the four-times HR image without the need of deconvolu-
tion. Due to a large degree of overdetermination (100 frames
for 4 × 4 upsampling), noise is greatly reduced. Thanks to
the robust component of the algorithm, the HR image also
shows no trace of dead pixels, which appear abundantly in
Figure 8(a) as highly dark and bright pixels.
To better visualize the capability of robust NC, we per-
form eight-times SR of a small region of interest (ROI) and
show the results in Figure 9. The ROI renders an apparatus
with many small features of various sizes that are useful for
visual inspection. Images in the top row are a LR image and
a nonrobust fusion results using a quick shift and add (S&A)
method [8]. As can be seen in Figure 9(b), the S&A image is
no longer aliased as the LR input and many small details are
clearly visible. This substantial improvement in resolution is
a direct result of accurate motion vectors computed by the
optimal shift estimator [18]. According to the performance
limit finding in [18], these motion estimates are accurate
enough for an eight-times SR because the motion is com-
puted over big and high SNR images.
However, being a nonrobust fusion method, S&A cannot
reduce noise and outliers from a low number of samples set-
ting (100 frames for an 8× 8 upsampling). Because the S&A
result is often used as an initialization to the Zomet and Far-
siu methods [9], these methods also suﬀer from the outliers
left behind by S&A. The eﬀect can clearly be seen in the vi-
sually best fusion results of Zomet and Farsiu in the middle
row of Figure 9. These images are produced without a de-
convolution kernel to be comparable with other fusion-only
methods in Figure 9. Although designed to be robust, these
two methods can remove low noise but not strong outliers
(very dark or very bright pixels in the S&A image). The use
of a higher regularization parameter λ does not improve the
situation either, because small details in the image start to
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Figure 10: Results of 8-time SR with bilateral TV deconvolution. All images are stretched using the same parameters [31]. (a) Zomet +
bilateral TV regularization (λ = 0.002, β = 2); (b) Farsiu S&A followed by L2 + bilateral TV regularization (λ = 0.002, β = 2); (c) S&A
followed by L1 + bilateral TV deconvolution (λ = 0.1, β = 8); and (d) robust NC followed by L1 + bilateral TV deconvolution (λ = 0.05,
β = 20).
dissolve as λ increases (e.g., the two small circles just below
the two display panels of the apparatus are barely visible in
Figures 9(c) and 9(d)).
The last row of Figure 9 shows the results of SR fusion
from two surface interpolation methods: a nonrobust fusion
method using Delaunay triangulation [15] and a robust local
surface fit using adaptive NC. For this type of noisy data, a
surface interpolator that goes through every data point per-
forms no better than the fast and simple S&A method in
Figure 9(b). In fact, noise is even enhanced in Figure 9(b)
because piecewise cubic interpolation is applied to the De-
launay tessellation. On the contrary, the adaptive NC result
shows a high level of details without any artifacts. This is the
strongest point of adaptive NC over other presentedmethods
(robust and nonrobust alike) because it properly precondi-
tions the HR image for the final deconvolution step.
5.2. Super-resolution by deconvolution
While fusion achieves some resolution enhancement under
the presence of aliasing, deconvolution is necessary to re-
move the blur caused by optics and sensor elements. In this
subsection, we apply deconvolution to the fusion results in
the previous subsection. The combined optics and sensor
blur are considered to be Gaussian and the scale of this
Gaussian PSF is found to be σPSF = 2 by fitting a Gaus-
sian edge model to various step edges in the fusion image
[16]. Since bilateral TV with an L2 data norm (L2 + bilat-
eral TV) is incorporated in the Farsiu and Zomet implemen-
tations [9] prior to deconvlution, we show the visually best
results for these methods in Figures 10(a) and 10(b). How-
ever, we found that a norm-one data with bilateral TV prior
deconvolution [9] (L1+ bilateral TV) performs better on this
type of noisy IR data. Unfortunately, the software given by
[9] does not incorporate L1 + bilateral TV deconvolution
into the Zomet and Farsiu methods. As a result, we apply
our own implementation of L1 + bilateral TV deconvolution
to the S&A and adaptive NC fusion images and show the de-
blurred results in Figures 10(c) and 10(d).
The restoration results in the first row of Figure 10 show
that Zomet and Farsiu methods still cannot remove the out-
liers from the S&A initialization. Although the Farsiu result
performs slightly better than the Zomet result for the same
set of parameters (σPSF = 2, λ = 0.002, β = 2), the dif-
ference is very subtle. The second variant of Farsiu method
using L1 + bilateral TV deconvolution in Figure 10(c) pro-
duces a much better image than L2 + bilateral TV. How-
ever, since Figure 10(c) starts with a nonrobust S&A im-
age, some outliers are not completely removed. More dan-
gerously, spurious details created from those outliers can be
mistakenly recognized as real details. For example, on the left
of a real knob in the middle of the control panel appears a
small dot that looks just like a tiny mark. Also, in the place
of an outlier clutter on top of image, there are now stain
marks as a result of TV regularization. The deblurred NC
result in Figure 10(d) shows none of these disturbing arti-
facts. Moreover, very fine details are resolvable like a real dot
just below the same knob in the middle. This small dot is
almost invisible in the S&A and NC images in Figures 9(b)
and 9(f), and it only becomes clear in Figure 10(d) after an
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L1 + bilateral TV deconvolution. In short, the robust and
adaptive NC is preferable over the nonrobust S&A fusion
method. This is especially true when fusion images undergo
deconvolution because low input noise requires less regular-
ization, which in turns improves detail restoration.
6. CONCLUSIONS AND DISCUSSIONS
We propose a solution for fusion of irregularly sampled im-
ages using adaptive normalized convolution. The method
performs a robust polynomial fit over an adaptive neighbor-
hood. Each sample could carry its own certainty or is au-
tomatically assigned a robust certainty based on the inten-
sity diﬀerence against the central pixel in the current analysis
window. The novelty of the method lies in the adaptive appli-
cability which extends along local orientation to gather more
samples of the same modality for a better analysis. The ap-
plicability function also contracts in the normal orientation
to prevent smoothing across lines and edges. The principle
can be extended to curved anisotropic applicability functions
using recent curvature estimation techniques [21, 22]. In ad-
dition, the robust sample certainty minimizes the smooth-
ing of sharp corners and tiny details because samples from
other intensity distributions are eﬀectively ignored in the lo-
cal analysis.
The eﬀectiveness of robust fusion using adaptive NC
has been demonstrated through the application of super-
resolution reconstruction of LR image sequences. In SR
fusion, adaptive NC outperforms other methods such as
the Delaunay triangulation-based interpolation algorithm
[15] and many iterative algorithms including regularized
back-projection [12], robust fusion using median of back-
projected errors [30], and robust fusion using bilateral total
variation regularization [9]. Apart from producing a more
detailed image reconstruction, adaptive NC fusion is also fast
and robust against noise and outliers. Although the adaptive
NC is presented for fusion of shifted image sequences, the al-
gorithm is applicable to any problem of fusion of irregularly
sampled signals.
Not only useful in fusion of irregularly sampled im-
ages, adaptive normalized convolution is also applicable to
a number of other problems. In [19], we use zero-order
adaptive NC to perform geometry-driven image inpainting.
The adaptive applicability function can be integrated into
many other techniques including bilateral filtering for edge-
preserving smoothing [24], robust Gaussian facet model
for orientation estimation [27], and polynomial expansion
for motion estimation [7]. Finally, the robust signal cer-
tainty presented in this paper can be utilized in some non-
interpolating fusion technique such as thin-plate spline in-
terpolation [10] to reduce the influence of outliers.
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