This paper offers a new input-normal output-diagonal realization and model reduction procedure for nonlinear systems based on the differential eigenstructure of Hankel operators.
Introduction
In the theory of continuous time linear systems, the system Hankel operator plays a central role in minimality theory, in model reduction problems, in realization theory, and related to these, in linear identification methods. Specifically, the Hankel operator supplies a set of similarity invariants, the so called
Hankel singular values, which can be used to quantify the importance of each state in the corresponding input-output system [7] . The Hankel operator can also be factored into the composition of the observability and controllability operators, from which Gramian matrices can be defined and the notion of a balanced realization follows, firstly introduced in [9] .The linear Hankel theory is rather complete and the relations and interpretations between state space and input-output settings are fully understood.
The nonlinear extension of the state space concept of balanced realizations has been introduced in [13] , mainly based on studying the past input energy and the future output energy. Since then, many results on state space balancing, modifications, computational issues for model reduction and related minimality considerations for nonlinear systems have appeared in the literature. e.g. 
The observability and controllability functions of the system (1) are defined as follows.
Definition 1
The observability function L J z ) and the controllability function L,(z) of C in ( I ) are defined by 
Furthermore, suppose that there exists a smooth contmllabil-
Next we review what we mean by input-normalloutputdiagonal form. In the rest of this paper, the word input-nornial is also used as shonhand for input-normaUoutput-diagonal. 
L,(@(r)) = -zTdiag(rl(z),...,r,(z))z 
where 3-is the time flipping operator defined by
The observability and controllability functions and operators are related to each other as
Recall that if the system C is linear, then the square of the singular value ui is the eigenvalue of the self-adjoint of the Hankel operator, i.e. for each eigenvector ui. For nonlinear systems so far the extension of this linear result was not obtained. In the sequel we study another type of extension with the help of the differential of the Hankel operator: we consider an eigenstructure of
where X E R is an eigenvalue and U E L;n[O, CO) the corresponding eigenvector. See [2] for the motivation of investigating this eigenstructure. Here the operator d(.) denotes the Glteaux differential, which corresponds to the Frkhet derivative in our setting. The operator (.)* is defined by The state-space realizations of those operators are given in [4] and can he readily computed. The eigenstructure (9) has a close relationship with the Hankel norm of C defined by
We have the following result which characterizes the solution of (9) and yields an expression for the Hankel norm. Here every pair
(s), 2) = C&(t;(s))
satisfies the diferential eigenstructure (9) where Ci is the pseudo inverse of Cx defined in (7). Funhermore, if U = W.
then IlEllH = suPP1(s).
S E l
Here we call the functions p.'s axis singular valuefunctions. The axis singular value functions are uniquely determined whereas the singular value functions q's in Theorem 2 are not unique [5] . The relationship between those two functions will be clarified in the following section. Furthermore, it is noted that Theorem 3 gives an input-output characterization of the Hankel operator without using the state variable.
Example 2 (continued) Consider the state space system in the form of (I) which is in input-normal form, as given in Example 
=,ER
The proof of this theorem is very long and tedious, and breaks down into several steps. Equation (17) is proved by induction, where the cases n = 1,n = 2 are studied. Then the case n = IC is proved using Theorem 3, which in itself breaks down into three steps. Finally the output-diagonal form in the z COordinates is proved. The complete proof is omitted for the sake of space, and it is available at [3, I] .
In Theorem 4 the existence of an input-normal form is proved so that the property in (17) and those in Theorem 3 along each axis (subspace) are achieved simultaneously. That is why the functions pi's are called axis singular value functions. This result is a coordinate free characterization of the input-normal realization. We illustrate this theorem in the following example.
Example 3 (continued from Example I) Consider the state space system of the form (1) as given in Examples I and 2
again. Equation (16) implies that the coordinate transformation z = @ ( z ) is given by by which the zi-axis is mapped into the curve C, i.e.,
E l ( S )
= @(%O)
The coordinate transformation (20) converts the system vector fields and the output mapping into
The observability and controllability functions in the new coordinates are given as follows: It can be observed from the above example that the singular value functions i ; ' s in the new procedure have a closer relationship to the Hankel nom of the system than the conventional ones ri's in Example 1.
Model reduction
This subsection develops the procedure of model reduction method based on the balanced truncation [12, 131. However, since our realization from Section 3 is an input-normal realization it is not in "strict" balanced form yet. The inputnormal, output-diagonal realization essentially measures the importance of states such that the control energy is equally important for all states, and the output energy (or in other words, the observability properties of the output) are different for the different state components. Divide the coordinates into two parts corresponding to the division ( ._ .-(Zk+l,...,z")ER"-k Moreover, divide the system E into two subsystems accordingly as follows:
Then we obtain the following properties.
Lemma 1 The observability and controllability functions of the reduced system E" are given as follows:
Furthermore, .the square of the Hankel norm of the reduced system E" can be computed as = 36 = llCl/$.
which indeed equals that of the original C. Thus the Hankel norm is preserved.
Conclusion
This paper has provided a new input-normalloutput-diagonal realization and model reduction procedure for nonlinear systems based on the differential eigenstructure of Hankel operators. The relationship between the two different characterizations of singular value functions has been clarified and, consequently, the new input-normal realization has been identified. More precisely, the existence of an input-normal realization has been proved whose singular value functions coincide with the axis singular value functions in certain subspaces of the state space. We have also performed the model reduction based on this realization. Furthermore numerical examples have demonstrated the effectiveness of the proposed method.
