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In an epidemiological model, time spent in one compartment is often modeled by a
delay in the model. In general the presence of delay in differential equations can change
the stability of an equilibrium to instability and causes the appearance of oscillatory
solutions.
In this paper we consider a SIS epidemiological model with demographic effects:
birth, mortality and mortality caused by infection. The delay is the period of infection.
We define the concept of oscillation in the sense that solutions of the model studied
fluctuate around a steady state. Our goal is to show that in this model, there are
oscillating solutions for certain parameters values. We determine a large set of initial
data for which solutions of this model are slowly oscillating.
Keywords: Retarded Differential Equation, Oscillation, equilibrium, basic reproduction
number.
1 Introduction
In an epidemiological model, time spent in one compartment is often modeled by a delay
in the model.
Often the presence of delay in differential equations can change the stability of an
equilibrium to instability and causes the appearance of fluctuating solutions. The best
known (especially among physicists) are periodic solutions.
∗Corresponding Author
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The existence of periodic solutions in the epidemiological models whose formulation
contains a delay has been the subject of several works [2, 7, 15, 16]
However, it appears that little work in mathematical epidemiology has used the concept
of oscillation in the sense that the solutions of the model studied fluctuate around a
steady state without necessarily being periodic.
The oscillatory properties in the case of delay differential equations have been the subject of
several publications. Without being exhaustive, we can cite [1, 3, 4, 5, 6, 18, 19, 20, 22, 23].
An important reference in this field is the book of Gyori [13].
In this paper we consider a SIS epidemiological model with demographic effects: birth,
natural mortality and mortality due to infection. The total size of the population is not
constant. The formulation of the model leads to a delay differential equation in which the
delay corresponds to the duration of infection.
Our goal is to show first, for certain values of the parameters of this model, there are solu-
tions oscillating around the endemic equilibrium independently of the choice of initial data.
Secondly we will make a qualitative analysis of the global behavior of the model. It appears
that this model is monotone; that is the order between the initial data is preserved by
the solutions corresponding to them. This monotonicity property can already move us
towards the type of initial data set for which the solutions are oscillating: initial data
located above or below the equilibrium gives a solution which is also in the same situation.
Therefore, initial data crossing the endemic equilibrium once during an interval of time
equal to the duration of infection, can give a solution oscillating around the equilibrium.
In this case, we calculate the first peak and the first zero of fluctuation. We show that
the distance between two consecutive zeros is greater than the duration of infection, this
is called slowly oscillating solution.
2 Formulation of the model
We study in this section the SIS model described in [16] where a population of size N(t)
is divided into susceptible and infective individuals, with numbers denoted by S(t), I(t),
respectively. Thus
N(t) = S(t) + I(t) (2.1)
All new born are assumed to be susceptible. The birth rate as well as the natural death and
the disease-induced rate are all assumed to be constant, and are respectively denoted b, d,
and δ. The death outflow from the susceptible class is then given by dS and death outflow
from the infective class is (d + δ)I. The force of infection is βI/N with β > 0 being the
effective contact rate of an infective individual. Thus the individuals leave the susceptible
class at rate βSI/N . It is assumed that the disease confers no immunity, so that infective
individuals return to the susceptible class after recovery. Therefore we shall use an SIS
model. For t ≥ 0, let P (t) be the probability for an individual to remain in the infective
class at least t time units before returning to the susceptible class. The probability P (t)
is assumed to be nonnegative, nonincreasing with P (0+) = 1 and
∫∞
0 P (u)du = ω, the
mean length of infection, which is assumed to be positive and finite. The SIS model is
formulated with a general P (t) satisfying the above assumptions.
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For t ≥ 0, the integral equation describing the evolution of the number of infective indi-
viduals is






P (t− u) exp {−(d+ δ)(t− u)} du (2.2)
The quantity I0(t) represents the number of initially infected individuals that are still
infected at time t. The integral in (2.2) is the summation up to time t of individuals who
became infected at time u and who have neither recovered back to susceptible status nor
died. The total population varies according to the differential equation
N ′(t) = (b− d)N(t)− δI(t), (2.3)
Defining respectively the proportions of susceptible and infective individuals in the popu-
lation by s(t) = S(t)/N(t), i(t) = I(t)/N(t), equation (2.1) gives
s(t) + i(t) = 1 (2.4)
Equation (2.3) gives
N ′(t) = (b− d− δi(t))N(t), (2.5)
which integrates to








Using the expression (2.6) with i0(t) = I0(t)/N(t), equation (2.2) gives
i(t) = i0(t) +
∫ t
0
β [1− i(u)] i(u)P (t− u) exp
{






This is an integral equation for i(t). The local existence, uniqueness and continuation were
proved in [23]. It was shown, in [22], that the solution remains in the interval [0, 1] so it
exists for all t ≥ 0.




1 on [0, ω]
0 on (ω,∞) .
For this step function P (t), the initial infective individuals must have recovered by time




β [1− i(u)] i(u) exp
{






For t ≥ ω the integral equation (2.8) is equivalent to the following delay-integro-differential
equation
i′(t) = β [1− i(t)] i(t)− β [1− i(t− ω)] i(t− ω) exp
{




−(b+ δ)i(t) + δi2(t).
(2.9)
Using the notation θ = β
1− exp (−(b+ δ)ω)
b+ δ
, it has been proved in [22] that the the
disease free state (s, i) = (1, 0) is always an equilibrium for equation (2.9). This equilibrium
is stable if θ < 1, unstable if θ > 1 and globally asymptotically stable if δω ≤ θ ≤ 1. A
unique endemic equilibrium exists if and only if θ > 1.
When δ = 0 (i.e., there is no disease-related death), the equation (2.9) is a delay-
differential-equation. So, for θ > 1, the endemic equilibrium is explicitly given by
(s∗, i∗) = (1/θ, 1− 1/θ), and it is asymptotically stable ([4]).
3
3 Monotonicity of the model and existence of oscillating
solutions
3.1 Monotonicity of the equation
In this section, we shall show that equation (2.9) is monotone: the order established
between two initial functions is preserved by the corresponding solutions. We then use
this to prove afterward that equation (2.9) has oscillating solutions about the endemic
equilibrium. The notion of oscillations defined here is linked to the monotonicity in the
following manner: we shall say that a function x(t) oscillates about y(t) if x(t) and y(t)
are never comparable in the sense of the usual order in C ([−ω, 0] , IR+). In particular, a
solution x(t) of (2.9) is oscillating about i∗ if we do not have x(t) ≤ i∗ nor x(t) ≥ i∗ for
t > t0 for some t0.
Cooperative systems and many compartmental models satisfy the monotonicity property.
The oscillating properties of delay scalar differential equation solutions have been used
by J. Mallet-Paret in the elaboration of Morse’s theory for delay equation [21]. (see also
works of Yullin Cao [10]).
In the case of differential delay equation the study of the monotonicity properties has been
done, first by P. Seguier [5], then by O. Arino and P. Seguier [6]. More recently, H. Smith
has developed the theory of monotone dynamics systems for delay differential equations
[24, 25, 26].
The study of oscillations for monotone systems has also been the topic of the thesis [23]
and has been considered in [3].
Here, we are interested in the behavior of solutions of (2.9) in a neighborhood of the steady

















Proposition 3.1 Consider equation (2.9) and let i(t) be the solution of (2.9) correspond-
ing to an initial function ϕ.
1. Suppose that [H1] is verified. Then the endemic equilibrium satisfies i∗ < 1/2.
2. Suppose that [H2] is verified. Then the endemic equilibrium satisfies i∗ > 1/2.
3. Suppose that [H3] is verified. Then, 12 ≤ ϕ(t) ≤ 1 =⇒
1
2 ≤ i(t) ≤ 1.
Remark: [H3] implies [H2].
Proof. We recall the expression of the threshold θ:
θ = β
1− exp (−(b+ δ)ω)
b+ δ
.
First, one can notice that θ = θ(δ) is a decreasing function of δ.
1. Suppose [H1] is satisfied. The endemic equilibrium satisfies the equation:
F (i∗) = 0, (3.1)
where

























) < 0 thanks to [H1], and F (1) = −1 < 0.
Thus there is a unique nontrivial equilibrium i∗ and it satisfies i∗ < 1/2.
2. The proof is similar to case H1.
3. Suppose that the condition [H3] is satisfied. We assume that 12 < ϕ(t) < 1 for all
t ∈ [−ω, 0] and we prove that 12 < i(t) < 1 for all t ≥ 0.
Suppose there exists a time t such that i(t) = 12 . Let t
∗ be the first time for which
i(t∗) = 12 . The time t
∗ satisfies i(t) > 12 if t < t
∗ and i(t) < 12 if t
∗ < t < t∗ + η, for
some η > 0. In particular, we would have i(t∗ − ω) > 12 and i
′(t∗) ≤ 0. But, from





e−bω − b+ δ
2










> 0, which is in
contradiction with i′(t∗) ≤ 0. Thus i(t) ≥ 1/2 for all t ≥ 0.
The following theorem shows that the order established between two initial functions is
preserved by the corresponding solutions of equation (2.9) when δ = 0.
Theorem 3.1 Suppose δ = 0 and [H3] is fulfilled. Then, the equation (2.9) is monotone;
that is, for each pair of initial conditions ϕ and ψ in C ([−ω, 0] , [1/2, 1]), with ϕ(t) ≤ ψ(t),
for every t ∈ [−ω, 0], if x(t) (resp. y(t)) is the solution of (2.9) verifying x0 = ϕ (resp.
y0 = ψ) then x(t) ≤ y(t), for t ≥ 0.
Proof. Equation (2.9) can be written in the following condensed form:
i′(t) = g(i(t))− βf(t, it) for t ≥ 0
i0(t) = ϕ(t) for − ω ≤ t ≤ 0.
(3.3)
where g(u) = β (1− u)u− bu.
it is the function defined on [−ω, 0] by it(θ) = i(t+ θ) for every t.
f(t, u) = [1− u(−ω)]u(−ω) exp (−bω)
Let ϕ and ψ be two initial functions in C ([−ω, 0] , [1/2, 1]), and suppose that ϕ(t) ≤ ψ(t).
Let x (respectively y) be the corresponding solution with initial functions ϕ(t) (respectively
ψ(t)). We will show that for all t ≥ 0, one has x(t) ≤ y(t). Thanks to Assumption [H3]
and Proposition 3.1, it is actually sufficient to compare x(t) and y(t) on [0, ω].
It is convenient, for the comparison, to substitute for y, the solution of a perturbed problem
which keeps the same properties as the initial problem, but which makes it possible to
obtain strict comparisons. For ε > 0, we denote by yε the solution of perturbed equation:
dyε
dt = g(y
ε(t))− βf(t, yεt ) + ε for t ≥ 0
yε(t) = ψ(t) for − ω ≤ t ≤ 0.
(3.4)
Equation (2.9) is the non perturbed equation and y0 = y. We shall use the following
lemma relating the solutions of (3.4) to those of (2.9).
Lemma 3.1 There exists ε0 > 0 , such that for ε, 0 ≤ ε ≤ ε0, and for T > 0, yε exists
on [0, T ]. Moreover yε converges uniformly on [0, T ] to y, solution of (2.9).
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The proof of this lemma is in ([23], page 33).
Let us now compare yε and x on [0, T ]. We have:
(yε)′(t)− x′(t) = g(yε(t))− βf(t, yεt)− g(x(t)) + βf(t, xt) + ε
= g(yε(t))− g(x(t)) + β [f(t, xt)− f(t, yεt)] + ε
We introduce the following functions:
A(t) = g(yε(t))− g(x(t)).
B(t) = β [f(t, xt))− f(t, yεt)].
We have B(t) ≥ 0 for t ∈ [0, ω] thanks to [H3] and to the fact that the map v 7→ (1− v)v




























, z(t) verifies the equation:
d
dt








We prove that z(t) > 0 for all t. Suppose that this is not true. Let t0 be the first
value of t such that the inequality z(t) > 0 ceases being satisfied. Then, z(t0) = 0,
z(t) > 0 for t < t0, and z(t) < 0 if t0 < t < t0 + η, for some η > 0. We have
d
dt








So, z′(t0) > 0, and since z(t0) = 0, we must have z(t) > 0 for t0 < t < t0 + η′ with η′ > 0.
Hence we reach a contradiction. We deduce that yε(t) > x(t) ∀t ≥ 0. Lemma (3.1) allows
to finish the proof of Theorem (3.1).
As a consequence of Theorem 3.1, we have the following result which characterizes the
global behavior of solutions of (2.9).
Proposition 3.2 Consider equation (2.9) with δ = 0, and suppose that [H3] is fulfilled.








1. if ϕ(t) ≥ i∗, then the corresponding solution i(t) is such that i(t) ≥ i∗ for all t ≥ 0;
2. if 12 ≤ ϕ(t) ≤ i
∗, then the corresponding solution i(t) is such that 12 ≤ i(t) ≤ i
∗ for
all t ≥ 0.
4 Existence of oscillating solutions:
4.1 Existence of oscillating solutions
We give now some definitions of the oscillation concept.
Definition 4.1 Let x be a continuous function defined on some infinite interval [a,∞).
The function x is said to oscillate or to be oscillatory about zero if x has arbitrarily large
zeros. That is, for every b > a there exists a point c > b such that x(c) = 0. Otherwise x
is called non-oscillatory.
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Definition 4.2 Let x be a continuous function defined on some infinite interval [a,∞).
The function x is said to oscillate or to be oscillatory about a steady state x∗ if x − x∗
oscillates about zero in the sense of Definition 4.1.
The monotonicity of equation (2.9) defined in Paragraph 3.1 plays an important role in the
existence of oscillating solutions about the endemic equilibrium. The following theorem
illustrates the relation between these two concepts.
Theorem 4.1 Consider equation (2.9) with δ = 0, and suppose that [H3] is fulfilled.
Choose ϕ and ψ two initial functions in C ([−ω, 0] , IR+) such that 12 ≤ ϕ ≤ i
∗ ≤ ψ < 1 ,
ϕ 6= i∗, ψ 6= i∗, ϕ and ψ being linearly independent.
Then, among the family of convex combinations of ϕ and ψ, (1 − λ)ϕ + λψ, there is at
least one λ, 0 ≤ λ ≤ 1, such that the solution of (2.9) starting from (1 − λ)ϕ + λψ is
oscillating about the endemic equilibrium i∗
Proof: A similar proof for a particular case of equation (2.9) has been made in ([3]).
We denote by i(t, ψ) a solution of (2.9) with initial function ψ. Let us define the sets :
Λ+ = {0 ≤ λ ≤ 1 : i(t, (1− λ)ϕ+ λψ) ≥ i∗, i(t, (1− λ)ϕ+ λψ) 6≡ i∗}.
Λ− = {0 ≤ λ ≤ 1 : i(t, (1− λ)ϕ+ λψ) ≤ i∗, i(t, (1− λ)ϕ+ λψ) 6≡ i∗}.
We observe readily that 1 ∈ Λ+, 0 ∈ Λ−, and by monotonicity of the equation (2.9), Λ+
and Λ− are intervals.
If Λ+ ∪ Λ− is strictly contained in [0, 1], the conclusion of the theorem is verified. So, let
us consider the situation where Λ+ ∪ Λ− = [0, 1]. Noting that Λ+ ∩ Λ− = ∅, except if we
had i(t) = i∗ for t large which is excluded in the definition of Λ+ and Λ−. We then have
two possibilities either, Λ− = [0, a) and Λ+ = [a, 1], or Λ− = [0, a] and Λ+ = (a, 1]. In
both cases we have 0 < a < 1.
Let us study the first case. The other one will follow the same line. Set
z(t) = i(t, (1− a)ϕ+ aψ), a ∈ Λ+.
By definition of Λ+, we have z(t) > i∗ for t ≥ 0. But the continuity of the solution implies
that, for some ρ > 0, and for λ such that a−ρ < λ ≤ a, we still have i(t, (1−λ)ϕ+λψ) ≥
i∗, 6= i∗, for all t ≥ 0. This implies that ]a−ρ, a] ⊂ Λ+, in contradiction with the definition
of a. So, Λ+ ∪ Λ− 6= [0, 1], which yields the desired conclusion
4.2 Sufficient conditions of existence of oscillating solutions
Our goal in this section is to show that under sufficient conditions for certain values of the
parameters of this model, there are solutions oscillating around the endemic equilibrium
independently of the choice of initial data.
Recall the equation (2.9) :
i′(t) = β [1− i(t)] i(t)− β [1− i(t− ω)] i(t− ω) exp
(




−(b+ δ)i(t) + δi2(t).
(4.1)
Equation (4.1) can be written in the form:








with α = β − δ, K = 1− b
β − δ
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Theorem 4.2 Consider the equation (4.2) and suppose that i∗ is asymptotically stable.
Then,









is sufficient so that all solutions of equation (4.2) are oscillating.
Proof:
The principle of this proof is to compare our model to a linear differential equation with
delay for which necessary and sufficient conditions for oscillations are known. We particu-
larly use the following famous results whose complete proofs are done in ([13]: Theorems
2.2.3 and 3.2.2):
1) The equation y′(t) + py(t− ω) = 0 is oscillating iff pω > 1
e
2) For p > 0, ω > 0, the following statements are equivalent:
• The delay differential equation y′(t) + py(t− ω) = 0 has a positive solution.
• The delay differential inequality y′(t) + py(t− ω) ≤ 0 has a positive solution.
Assume i(t) is a solution of (4.2) such that i(t) > i∗
and let v(t) = i(t)− i∗ > 0. Then 0 < v(t) < 1, and v(t) is solution of












With β1 = βe−(b+δ)ωeδωi
∗
This can be written












Since i∗ is an equilibrium of equation (4.2), we have 0 = α [K − i∗] i∗ − β1 [1− i∗] i∗. So
α [K − i∗] > 0, and

















Since α > 0 and i∗ >
K
2
we have α [K − 2 i∗ − v(t)] v(t) < 0.






On the other hand we have 0 < v(t) < 1 which implies






> β1 [1− 2i∗ − v(t− ω)] v(t− ω)
Therefore,
0 > v′(t) + β1[1− 2i∗ − v(t− ω)]v(t− ω)
On the other hand if i∗ is asymptotically stable then limt→∞v(t) = 0. So
∀ε > 0,∃A > 0 : ∀t > A+ ω, 1− 2i∗ − v(t− ω) > 1− 2i∗ − ε
and then,
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0 ≥ v′(t) + β1[1− 2i∗ − ε]v(t− ω),
For 0 < ε < 1− 2i∗ − 1
ωeβ1
, we deduce that inequality v′(t) + β1[1− 2i∗ − ε]v(t− ω) < 0










implies ωβ1[1− 2i∗ − ε] >
1
e
This is contradictory with the result cited at the begining of our proof.
Therefore, the assumption i(t) > i∗ is false.
4.3 Existence of slowly oscillating solutions when there is no disease-
related death:
Our aim in this section is to define a notion of slow oscillations and to prove in the case
δ = 0 the existence of a sufficiently large set of initial functions which are transformed
into slowly oscillating solutions by the flow.
Definition 4.3 Let x be a function defined on some interval [t0,+∞). We will say that
x is slowly oscillating if x is oscillating in the sense of Definition 4.1, x is alternatively
positive and negative between its zeros and the distance between two successive zeros is not
less than ω.
Definition 4.3 eliminates the case where the solution is vanishing as from a certain time.
Let Γ be the cone defined by
Γ =
{
ϕ ∈ C ([−ω, 0] , IR+) , such that ∃γ ∈ [−ω, 0] , ϕ(γ) = i∗,
ϕ(s) < i∗ for s < γ, and i∗ ≤ ϕ(s) ≤ ϕ(0) for γ < s ≤ 0
}
.
When δ = 0, equation (2.9) becomes:
i′(t) = β [K − i(t)] i(t)− β exp(−bω) [1− i(t− ω)] i(t− ω) (4.3)
with K = 1− b
β
In the following theorem we prove that there exist slowly oscillating solutions of (4.3).
More precisely we state that solutions of (4.3) corresponding to initial functions ϕ in the
cone Γ return to Γ at a sequence of time tk whose distance is larger than the delay 2ω.
Theorem 4.3 Let i be a solution of equation (4.3), with ϕ as initial function. Assume
that ϕ ∈ Γ. Then, the solution i is slowly oscillating about the endemic equilibrium.
To prove Theorem 4.3, we need to prove first some technical lemmas that we give hereafter.
We begin by doing two changes of variable:
The first change of variable is i(t) = x(t) + i∗. The map t −→ x(t) is then a solution of:
x′(t) = βx(t) [K0 − x(t)]− β exp (−(bω)) [K1 − x(t− ω)]x(t− ω) (4.4)
where K0 = K − 2 i∗ and K1 = 1− 2 i∗.














i(t) = i∗ ⇐⇒ x(t) = 0⇐⇒ y(t) = 0
We will study the slowly oscillations of y about zero which is equivalent to studying the
slow oscillations of i about i∗.
















This can be written in a condensed form
y′(t) = −σP (t)Q (t− ω, y(t− ω)) (4.5)
where:









Lemma 4.1 the functions P and Q satisfy
1. ∀t, 0 < P (t) < e(−σ(1−i∗)+β)ω,
2. Q(t, 0) = 0, ∀t
3. Q(t, u) < 0 for u < 0,K1 > 0 and ∀t,
4. Q(t, u) > 0 for u > 0,K1 > 0, u < K1p(t) and ∀t,
5. Q(t, u) < u for u > 0 and ∀t.
Proof 2), 3) and 4) are obvious.
1. We have
K − i∗ − 1 ≤ K0 − x ≤ K0 + i∗ = K − i∗
i∗ satisfies
β (K − i∗) = βe−bω (1− i∗) = σ (1− i∗)
So






(K0 − x(s)) ds
≤ e(−σ (1− i
∗) + β)ω
e−σ (1− i
∗)ω ≤ P (t) ≤ e(−σ (1− i
∗) + β)ω ≤ eβω














Let ϕ an initial function and y(t) the corresponding solution of equation (4.5).




=⇒ K1 > 0.
We suppose that ϕ < K1 and we prove that the solution of (4.4) verifies x(t) < K1. We
deduce that y(t) < K1p(t).
Suppose there exists a first time t0 such that x(t0) = K1. Then, x(t) < K1 if t < t0 and
x(t0) > K1 if t0 < t < t0 + η, for some η > 0. In particular, we would have x(t0−ω) < K1
and x′(t0) > 0 .
But, from equation (4.4), we have
x′(t0) = βK1 [K0 −K1]− σx(t0 − ω) [K1 − x(t0 − ω)]






− σK1x(t0 − ω) + σx2(t− ω)
< −bK1 + σK21
= (−b+ σK1)K1
= (−b+ σ [1− 2 i∗])K1
< (−b+ σ)K1 = K1 [−b+ β exp (−bω)] < 0.
Since we are studying the slowly oscillations of y about zero and because the properties
in the lemma (4.2), we consider the following cone Γ0 instead of the cone Γ:
Γ0 =
{
ϕ ∈ C ([−ω, 0] , IR+) , such that ∃γ ∈ [−ω, 0] , ϕ(γ) = 0,
ϕ(s) < 0 for s < γ, and 0 ≤ ϕ(s) ≤ K1e−βω for γ ≤ s ≤ 0
}
.
We prove the following preliminary lemmas.
We give in lemma (4.3) the first peak above the endemic equilibrium of the solution, in
lemma (4.4) the first zero of the solution and in lemma (4.5) the first peak of the solution
below the endemic equilibrium.
Lemma 4.3 Let ϕ ∈ Γ0, and t∗0 = γ + ω.
The solution y(t) of the equation (4.5) corresponding to the initial function ϕ, is increasing





At the point t∗0, we have y
′(t∗0) = −σP (t∗0)Q (γ, y(γ)) = −σP (t∗0)Q (γ, ϕ(γ)) =
−σP (t∗0)Q (γ, 0) = 0.
For 0 < t < t∗0, we have −ω ≤ t− ω < γ, hence ϕ(t− ω) < 0.
Lemma (4.1) implies Q (t− ω, ϕ(t− ω)) < 0
And so y′(t) = −σP (t− ω)Q (t− ω, y(t− ω)) = −σP (t− ω)Q (t− ω, ϕ(t− ω)) > 0.
For t∗0 < t < ω, we have γ ≤ t− ω < 0. thus ϕ(t− ω) > 0
ϕ ∈ Γ0 =⇒ ϕ(t− ω) ≤ K1e−βω =⇒ Q (t− ω, ϕ(t− ω)) > 0 then y′(t) < 0.




Lemma 4.4 Let y(t) be the solution of the equation (4.5) corresponding to the initial




β ) ≤ i
∗ < 12 . Then, there exists a first finite
positive time t1 ≥ t∗0 + ω such that y(t1) = 0. Moreover, y(t) is non-increasing on the
interval [t∗0, t1].
Proof: We prove that y(t) is non-increasing on [t∗0, t1 + ω]. Indeed, for t ∈ [t∗0, t1 + ω], we
have γ ≤ t− ω ≤ t1. So, y(t− ω)) ≥ 0 for each t ∈ [t∗0, t1 + ω].
Since ϕ ∈ Γ0 =⇒ y(t − ω) ≤ K1p(t − ω) by lemma 4.2. We have
y′(t) = −σP (t)Q (t− ω, y(t− ω))
)
≤ 0 .
We show that t1 is finite: Ad Absurdum, suppose that y(t) > 0 for all t ≥ t∗0 or equivalently
i(t) > i∗ for all t ≥ t∗0. On the other hand we have i(t) > i∗ for all γ < t ≤ t∗0 thanks to
Lemma 4.3. Thus, for t ≥ t∗0
we have p′(t) = −β(K0 − x(t)) p(t).
K0− x(t) = K − 2i∗− (i(t)− i∗) = K − (i(t) + i∗) < K − 2i∗ ≤ 0 since i∗ > K2 . Therefore
the function t 7→ p(t) is increasing, and hence p(t) > p(t − ω) for all t ≥ t∗0. This implies
P (t) > 1 for all t ≥ t∗0.
Now y′(t) = −σ P (t)Q (t− ω, y(t− ω)) < −σQ (t− ω, y(t− ω))
Q (t− ω, y(t− ω)) = (K1−x(t−ω)) y(t−ω). x(t−ω)→ 0 as t→∞. So x(t−ω) ≤ K1− 1σ ω ,
for t− ω ≥ T for some T > 0.
So, for t ≥ T + ω, y′(t) < − 1ω y(t − ω). Since y is decreasing, we have
y(T + ω) ≤ y(t − ω) ≤ y(T ) for T + ω ≤ t ≤ T + 2ω. Hence, y′(t) < − 1ω y(T + ω) for
T +ω ≤ t ≤ T + 2ω. Integrating, we get y(T + 2ω)− y(T +ω) < −y(T +ω) which implies
y(T + 2ω) < 0 which is in contradiction to the assumption y(t) > 0 for t > t∗0.
On the other hand, using 1), 5) of Lemma 4.1, and the fact that y(t∗0) is the maximum of
y on [t∗0, t1 + ω], we have:
y′(t) = −σP (t)Q (t− ω, y(t− ω)) > −βe−σ(1−i∗)ω y(t − ω) > −βe−σ(1−i∗)ωy(t∗0), ∀t ∈
[t∗0, t1 + ω].






For t = t1, we deduce that




Then t1 ≥ t∗0 + ω.
Lemma 4.5 Let t∗1 = t1 + ω, the solution y(t) of the equation (4.1) is non-increasing on
[t1, t∗1, ] and y
′(t∗1) = 0.
Proof: For t ∈ [t1, t∗1], t1 − ω ≤ t− ω ≤ t1.
In view of the inequality in Lemma 4.4, t∗0 ≤ t − ω ≤ t1, so: y(t − ω) > 0 for t ∈ [t1, t∗1]
and then,
y′(t) = −σKP (t)Q (t− ω, y(t− ω)) < 0, ∀t ∈ [t1, t∗1] y(t∗1 − ω) = y(t1) = 0⇒ y′(t∗1) = 0
Proof of Theorem 4.3: Let t1 be as defined in Lemma 4.4 and define ψ(t) = y(t+ t1 + γ)
for t ∈ [−ω, 0].
Then, the function ψ has a zero on the interval [−ω, 0].
Precisely, we have ψ(−γ) = y(t1) = 0. So, ψ ∈ −Γ.
We can see that the same technique that we used in lemmas (4.1)-(4.5) works if we assume
ϕ ∈ −Γ, with the changes: non-decreasing to non-increasing, and non-increasing to non-
decreasing. If ϕ ∈ −Γ, we have ψ ∈ Γ,
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So, starting from ϕ ∈ Γ, the solution y is non-increasing on [t∗0, t∗1], then it is non-decreasing
on [t∗1, t2], etc.
We obtain a sequence t∗j , tj , verifying t
∗
j − t∗j−1 ≥ ω, t∗j − ω ≤ tj ≤ t∗j , such that (−1)jy(t)
is non-decreasing on [t∗j−1, t
∗
j ] and y
′(t∗j ) = 0 = y(tj+1), for j ≥ 0.
The distance between two successive zeros is not less than ω.
The behavior of ϕ and y over the interval [−ω, t2] is illustrated in Figure 1.
t 1*t 1t 0* t 0*+ ! t 1
*+ !"- ! t 2
Figure 1: Behaviour of an initial function ϕ and its corresponding solution y
The following lemma shows that the solution does not degenerate and the peaks don’t
collapse.
Lemma 4.6 Let y be a solution of equation 4.5, with ϕ as initial function.
a) Suppose that ϕ is such that: ϕ(γ) = 0 for all γ ∈ [−ω, 0]. Then, y(t) = 0, for all t ≥ 0.
b)Suppose that ϕ ∈ Γ. Suppose that there exists t0 ≥ 0 such that y(t) = 0 for t ≥ t0. Then,
y(t) = 0 for all t ≥ 0, and ϕ is such that ϕ(γ) = 0 for all γ ∈ [−ω, 0].
c)Suppose that ϕ ∈ Γ, and consider the sequence (t∗i )i≥0 as in lemma 4.3.
Then, we have | y(t∗i ) |> 0 for all i ≥ 0.
Proof: The properties a) an b) are obvious. If the delay ω in equation (2.9) is not constant,
then there exist other solutions than y = 0 which die out eventually, see [22].
c)At t∗0, we have, ϕ ∈ Γ =⇒ ϕ(−ω) < 0 =⇒ y′(0+) > 0 =⇒ y(t∗0) > 0.
At t∗1, we have y(t
∗
1) < 0.
Otherwise y(t∗1) = 0, this implies that y is constant on [t1, t
∗
1], therefore y = 0 on [t1, t
∗
1].
We can deduce by the form of equation (4.5) that y(t) = 0 for t ≥ t1. So by property b)
y(t) = 0 for all t, in contradiction to ϕ ∈ Γ.
We complete the proof of the theorem as in Lemma 4.6 by defining a new initial data
ψ(t) = y(t− t∗1). We obtain y(t∗2) > 0 and y(t∗3) < 0 and so on.
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