Abstract-This note addresses the convergence of iterative control for networked, heterogeneous, multi-agent systems, where each agent has potentially different dynamics and dissimilar uncertainties. The major contribution of this work is to quantify the acceptable modeling uncertainty for ensuring convergence of the proposed iterative approach for collaborative tracking. Convergence conditions are established for the case when inversion-based iterative control of each individual agent (designed separately, independent of the iterative controllers of the other agents) are conjoined using a network graph structure.
I. INTRODUCTION
This note addresses the convergence of inversion-based iterative control for networked, heterogeneous multi-agent systems. Iterative control for multi-agent systems is of significant interest to achieve leaderless consensus where the goal is to achieve a common output for all agents, e.g., [1] - [3] and for cooperative tracking to a common desired output, e.g., [4] - [8] . Typically, conditions on the eigenvalues of the Perron matrix (of the network graph that determines the interactions between the agents) can be used to develop convergence conditions for such iterative control approaches [2] . However, heterogeneous dynamics and differing uncertainties can significantly alter the graph-based interactions between the agents, which modifies the associated Perron matrix (and its properties) and makes it challenging to use typical graph-based properties to prove convergence. Towards addressing this problem, a model-inversion-based, iterative approach is proposed, which can compensate for the dynamics of each agent. With the use of inversion, in the ideal case without uncertainties, each agent's output is specified through the network interactions alone without modifications due to the agent dynamics. Uncertainties can, however, prevent the complete compensation of the dynamics in each iteration step, which leads, again, to modification of the network-alone-based interaction between the agents. To address such alteration of network-based interactions, this work quantifies the eigenvalue properties of the Perron matrix, associated with the network graph, that is modified due to the heterogeneous uncertainties. The resulting perturbed Perron-matrix properties are then used to quantify the acceptable modeling uncertainty for ensuring convergence of the proposed iterative approach for collaborative tracking. Additionally, convergence conditions are established when the model-inversion iter- The author is with the Mechanical Engineering Department, University of Washington, Seattle, WA 08195-2600 USA (e-mail: devasia@uw. edu).
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ative controllers of the different agents (where each agent's controller is designed separately, independent of the iterative controllers of the other agents) are conjoined using the network graph structure for collaborative tracking.
Starting with early work in [9] , conditions for convergence of iterative algorithms have been well studied for single agents, e.g., [10] - [15] . Note that for perfect control of a desired output y d , the input u i of an agent i should be the inverse of the agent dynamics G i , i.e.,
This has motivated the use of the inverseĜ
of the known modelĜ i of the dynamics G i in the iterative input update, e.g., [10] - [12] . If the desired output y d is known to all the agents in a multi-agent system, then each agent i could individually iterate its input u i to achieve the desired output y d -independent of the action of the other agents. For example, establishing overall convergence based on the convergence for each individual agent is possible when the desired output y d can be mapped into relatively-independent desired output y d,i for each agent, e.g., during the manipulation of objects with multiple robotic arms [16] . However, such individualized iterative control is not possible if the desired output y d is not known to all the agents, but needs to be inferred through network interactions, e.g., [6] - [8] . A challenge is that convergence of inversion-based iterative control for each individual agent (when the inputs of other agents are not being updated) may not guarantee convergence when the individual iterative control techniques are conjoined using the network graph structure. Therefore, there is a need to develop convergence conditions for inversion-based iterative control for networked multiagent systems.
Establishing convergence conditions for heterogeneous multi-agent systems, with potentially differing dynamics and uncertainties, can be more challenging than the homogenous case where the dynamics and uncertainties of all the agents are identical. For example, leaderless consensus for the homogenous case can be established using feedback techniques, e.g., [17] . Recent works have investigated the heterogeneous case when each agent's dynamics is negative imaginary and the agents are arranged in a string-type network [18] , which was extended to more general networks of negative imaginary systems in [19] . Although these works [18] , [19] broaden the applicability of multi-agent systems theory to heterogeneous systems, the negative imaginary requirement for single input single output (SISO) systems (that the transfer function remain in the third and fourth quadrants of the complex plane) can be violated for general linear systems, e.g., for nonminimum-phase flexible structures with multiple modes of vibrations, or with the use of multiple filters in the controller (in sensors or actuators) that generate additional phase in the dynamics. Thus, iterative control for heterogeneous networked systems, with general linear dynamics, remains a challenging problem, which is addressed in this work.
Cooperative tracking can be achieved for the homogenous case (with general linear dynamics), e.g., using linear quadratic regulator methods [20] , discontinuous controllers [7] , and output regulation methods [6] . Tracking for a class of output trajectories, generated by an exosystem, can be achieved for the heterogeneous case using internal models, e.g., [8] , [21] . More general trajectories can be generated by switching between multiple exosystems, however, this can lead to transient errors during the switching, which can be avoided by inversion-based approaches, e.g., [22] . A challenge is that such inversion-based approach cannot achieve perfect compensation because modeling uncertainties can lead to tracking errors. However, with iterative approaches, inversion-based methods can lead to high precision, even in the presence of model uncertainty [23] . This motivates the current work to develop an inversion-based iterative approach for networked, multi-agent systems in the presence of potential heterogeneous dynamics and uncertainties. The proposed approach allows tracking of trajectories that are not limited to those generated by an exosystem and is applicable to heterogeneous agents with general, linear, SISO dynamics.
II. PROBLEM FORMULATION

A. System
Consider a networked system with n agents, where the dynamics of each agent is a linear SISO system, with input u i,k and output y i,k , described in the Laplace domain by
at each iteration step
and U k (ω) represent the input vector at iteration step k ≥ 0
for all n agents, where the superscript T represents the transpose operation and the term (ω) implies evaluation in the frequency domain at s =jω withj = √ −1. Assumption 1 (System and Model Properties): In the following, each agent's dynamics G i (i = 1, . . . n) and its known modelĜ i are stable and have hyperbolic zero dynamics, i.e., all zeros have a nonzero real part. Moreover, these transfer functions are not trivial, i.e., G i = 0 andĜ i = 0.
Remark 1 (Invertibility Requirement): Hyperbolic zero dynamics implies invertibility of the modelĜ i (ω), at each frequency ω, to find an exact-output-tracking input, and ensures robustness of the inverse under modeling uncertainty [24] .
Remark 2 (Stability Requirement): If an agent's dynamics G i is not stable, it could be stabilized using local feedback from its output y i before the iterative control is applied.
B. Iterative Control Algorithm
The goal is to enable convergence to a common desired output
Assumption 2 (Desired Output): In the following, the desired output trajectory y d (·) is assumed to be sufficiently smooth in time (differentiable at-leastn times wheren is equal to the maximum relative degree of all the agents) to ensure the existence of inputs u i that lead to exact-output tracking, y i = y d , for all agents i, e.g., see [22] . Additionally, it is assumed that the desired trajectory y d (·) is absolutely integrable in time, and since it is sufficiently smooth, the Dirichlet conditions for existence of its Fourier transform are satisfied.
The following update law is proposed to co-learn the n outputtracking inputs, at frequency ω, in an iterative manner:
which consists of a network consensus-achieving term (second term on the right) and an output tracking term (last term). In this input update, G(ω) is a diagonal matrix of the known models of the agent dynamicŝ
Moreover, the initial input U 0 (ω) and the corresponding initial output Y 0 (ω) are finite. The matrix L in the update law, represents the Laplacian L = [l ij ] of an undirected graph G = (V, E) associated with the multi-agent network, e.g., as defined in [2] , with nodes V = {1, 2, . . . , n}, n > 1 and edges E ⊆ V × V given by
where the neighbors of node i are represented by the set N i = {j ∈ V, j = i : (j, i) ∈ E} and the weight W is a positive real number for all connected neighbors and zero otherwise, i.e.,
The output-accessibility matrix 
Remark 3 (Limited Access to Desired Output):
The challenge is to achieve a common desired output y d (ω) when not all agents have access to the desired trajectory, i.e., the output-accessibility matrix D is not invertible, and the flow of information about the desired output to the different agents are defined by the graph G. Otherwise, if each agent knew the desired output, it could iteratively learn its own output without the graph structure.
Assumption 3 (Access to Desired Output): At least one agent i has access to the desired output, i.e., d ii = 0.
C. Graph Properties
The properties of the Laplacian L of the graph G are described next under the following assumption.
Assumption 4 (Connected Graph): In the following, the undirected graph G is assumed to be connected, i.e., each node can be reached from any other node through a path consisting of the graph edges.
Lemma 1 (Laplacian Properties): Under Assumption 4: 1) the undirected graph Laplacian L is real symmetric, and hence its eigenvalues {λ i } n i=1 are real and it has a set of orthonormal
where δ ij is the Kronecker delta; 2) the Laplacian L of the connected graph G has rank n − 1; 3) the vector 1 = (1, . . . , 1)
T is both a right and left eigenvector of the Laplacian L with eigenvalue 0, i.e.,
4) from the Gershgorin theorem and the n − 1 rank condition, all the non-zero eigenvalues of the Laplacian L are positive, and bounded as
where d L is the maximum degree of the graph G
Proof: See previous works, e.g., see [2] .
D. Tracking Error
Let the error in the output vector be defined as
Multiplying the input update law in (5) with the agent dynamics (10), and subtracting the desired output Y d (ω) from both sides, the change in the error E(ω) can be written as
where the perturbed Laplacian
the perturbed Perron matrix P Δ (ω) is
I is the identity matrix. Furthermore
is a diagonal matrix that represents the magnitude uncertainty Δ M,i (ω) and the phase uncertainty Δ φ,i (ω) in the agent dynamics
where the magnitude uncertainty Δ M,i (ω) is nonzero because of the stability and hyperbolic-zero-dynamics of the agent dynamics G i (ω) and its modelĜ i (ω) under Assumption 1.
E. Cooperative Tracking Problem
The cooperative tracking problem is to identify conditions for convergence (pointwise in frequency ω) of the iterative procedure in (5) such that each agent's output reaches the desired value, and the error E k (ω) in (14) approaches zero, i.e.,
Remark 4 (Convergence): If the error E k (ω) tends to zero, then each output y i,k also approaches the desired value, i.e.,
and by invertibility of the agent dynamics G i from Assumption 1 (see Remark 1) , for all i = 1, . . . , n
III. CONVERGENCE WITHOUT UNCERTAINTY
In the absence of modeling uncertainty, the inverseĜ −1 (ω) = G −1 (ω) exactly cancels the heterogeneous system dynamics G(ω), and therefore the matrix Δ G (ω) in (18) (representing the uncertainty) becomes the identity matrix and the change in the error E(ω) in (14) can be rewritten as
where
is the perturbed Perron matrix P D (ω) (without uncertainty), whose properties can be related to the properties of the augmented Laplacian
, which are real and positive, and has a set of orthonormal
where δ ij is the Kronecker delta.
2) The perturbed Perron matrix P D (ω) in (24) 
Proof: Adding the non-negative, diagonal, output-accessibility matrix D to the Laplacian L can only increase the diagonal terms of the Laplacian L, and hence the eigenvalues of L + D are non-negative from the Gershgorin theorem and properties of L, with
where d D is the maximum diagonal element in the output-accessibility matrix D
The real symmetric Laplacian is positive semidefinite and for any vector X
for someα because, from (9)
with orthonormal eigenvectors V i and V 1 = (1/ √ n)1. Any vector X that is not of the formα1 will have some nonzero component along one of the other eigenvectors V i (i ≥ 2) resulting in a nonzero
However, 1 T D1 > 0, since at-least one of the diagonal terms of the non-negative, output-accessibility matrix D is nonzero, leads to
Since the real, symmetric matrix L + D is positive definite, all its eigenvalues are real and strictly positive, i.e.,
which is the first claim of the Lemma. For any eigenvector
which results in the second claim of the Lemma.
Lemma 3 (Eigenvalues of Perturbed Perron Matrix P D ):
If the iteration gain ρ(ω) is sufficiently small, i.e.,
then the eigenvalues of the perturbed Perron matrix P D (ω) (without uncertainty) are smaller than one in magnitude, i.e., the spectral radius
Proof: From (32) and (34), for
which results in 1 > 1 − ρ(ω)λ D,i > −1 and the Lemma follows from (26).
Theorem 1 (Convergence Without Uncertainty):
In the absence of uncertainty, the output error E k (ω) in (23) tends to zero, as in (20) , provided the iteration gain ρ(ω) is sufficiently small.
Proof: This follows as Lemma 3 yields lim
k→∞ P k D (ω)=0.
Remark 5 (Connection to Homogeneous Case):
In the absence of uncertainty, the exact inverse removes the effects of the heterogenous dynamics. Therefore, convergence depends only on the network-graph properties. Note that the condition in (34) of Lemma 3 is also valid if the agent dynamics G i (s) and its modelĜ i (s) are unity, i.e., G i (s) =Ĝ i (s) = 1. Moreover, the convergence condition in (34) of Lemma 3 is similar to the condition 0 < ρ < 1/d L for iterative consensus in the homogeneous case without modeling uncertainty, e.g., as shown in [2, Lemma 3] .
IV. CONVERGENCE WITH HETEROGENOUS UNCERTAINTY
In the presence of uncertainty, convergence of the error E(ω), based on the update law in (14) , depends on the properties of the modified Perron matrix P Δ (ω) in (17) .
Lemma 4 (Perturbed Perron and Laplacian Properties):
The perturbed Perron matrix P Δ (ω) in (17) shares the same eigenvectors V Δ,i (ω) as the perturbed Laplacian L Δ (ω) in (15) and has eigenvalues {μ
for i = 1, . . . , n, where
are the eigenvalues of the perturbed Laplacian L Δ (ω).
Proof: The correspondence follows since, similar to (33) Lemma 2 and the uncertainty matrix Δ G (ω) has full rank since each of its diagonal terms are non-zero from (19) . Eigenvalues of the perturbed Perron matrix P Δ (ω) depend on (from Lemma 4) the eigenvalues of the perturbed Laplacian L Δ (ω), which is a product of two matrices given by [from (15) and (16)]
(40)
Remark 6 (Eigenvalues of a Matrix Product):
In general, it is challenging to establish relationships between the eigenvalues of the product of two matrices in terms of the matrix-factors' eigenvalues. However, such a relationship is established below for the eigenvalues of the perturbed Laplacian L Δ (ω) using the diagonal structure of the uncertainty matrix Δ G (ω) and the non-negative definiteness of the augmented Laplacian L D .
Lemma 5 (Size of Eigenvalues of L Δ (ω)): If the uncertainty Δ φ,i in the magnitude of the model's phase in (19) satisfies
then the maximum magnitude λ M (ω) and phase λ Φ (ω) of the eigenvalues λ Δ (ω) of the perturbed Laplacian L Δ (ω) in (15) are bounded as
where d L is the maximum degree of the graph G as in (12), d D is the maximum diagonal element in the output-accessibility matrix D as in (28), and Δ φ (ω), Δ M (ω) are the maximum phase and magnitude uncertainties of the models Δ G,i (ω) as in (19) , and
where the eigenvector V Δ,i (ω) can be written in terms of the ortho- (44), and the superscript * implies complex conjugate transpose. Substituting the expression for the eigenvector V Δ,i (ω) from (46) into (45), then multiplying from the left with the conjugate transpose V *
Since the inverse Δ
−1
G (ω) of the uncertainty matrix Δ G (ω) is diagonal, using (18) and (19), the above (47) leads to the following expression for the eigenvalues λ Δ,i (ω) of the matrix L Δ (ω):
The magnitude of the eigenvalue λ Δ,i (ω) is maximized if the numerator is maximum and the denominator is the minimum, i.e., if α * Δ,i,j (ω)α Δ,i,j (ω) = 1 for the largest eigenvalue λ D,j in the numerator and zero for the other eigenvalues λ D,k , k = j. Note that the addition of say two terms in the summation in the denominator of (48) cannot lead to a reduction of magnitude since the phase uncertainty Δ φ,j is less than π/2 in magnitude from (41). Therefore, the magnitude of the eigenvalue λ Δ,i (ω) will be maximized when V * Δ,i,j (ω)V Δ,i,j (ω) = 1 for the smallest term in the denominator, i.e., for the largest uncertainty Δ M,j (ω) in the denominator. Thus, from (32), (43), (48)
The phase of the nonzero eigenvalue λ Δ,i (ω) depends on the denominator of (48) since the numerator is real and non-negative. If the magnitude of the phase uncertainty |Δ φ,j (ω)| is less than π/2 for each agent j, then the magnitude of phase after the summation in the denominator is also less than π/2. The magnitude of the phase is maximized if V * Δ,i,j (ω)V Δ,i,j (ω) = 1 for the largest phase uncertainty Δ φ,j (ω) in the denominator. Thus, from (43) and (48)
Properties of the eigenvalues of the perturbed Laplacian L Δ from Lemma 5 are used to establish bounds on the eigenvalues of the perturbed Perron matrix P Δ below.
Lemma 6 (Eigenvalues of Perturbed Perron Matrix
of perturbed Perron matrix P Δ (ω) are smaller than one in magnitude, i.e., the spectral radius σ(P Δ (ω)) satisfies
if the maximum phase uncertainty Δ φ (ω) of the model and the iteration gain ρ(ω) are sufficiently small, i.e.,
Proof: From (37)-(39), the eigenvalues {μ
of perturbed Perron matrix P Δ (ω) satisfy
From the Lemma's convergence conditions in (52) and bounds on the maximum magnitude λ M (ω) and phase λ Φ (ω) of the eigenvalues λ Δ (ω) of the perturbed Laplacian L Δ (ω) in (42), the term in the curly brackets in (53) is strictly negative. Additionally, since the iteration gain is strictly positive, i.e., ρ(ω) > 0, the square of the magnitude of the eigenvalue μ i is strictly smaller than one, i.e.,
which implies that 0 ≤ |μ i (ω)| < 1 and the Lemma follows. Theorem 2 (Convergence With Uncertainty): If the phase error in each agent's dynamics is less than π/2, then the output error E k (ω) in (14) tends to zero, as in (20) 
As shown in [12] , these are necessary and sufficient conditions for guaranteed convergence to the desired output y d (ω) over all uncertainties with the iteration law (reduced form of (5) with iteration gain ρ i ) 
where Γ(ω) = diag(ρ 1 (ω), ρ 2 (ω), . . . , ρ n (ω)) contains the individual iteration gains, provided the overall iteration gain ρ(ω) in (57) is sufficiently small.
Proof: By combining the iteration gain ρ i with the magnitude of the uncertainty Δ M,i for each agent, this result follows using the same argument that resulted in the proof of Theorem 2, with the overall iteration gain ρ in (57) chosen as
similar to (52), where, as in (43)
V. SIMULATION EXAMPLE
Consider a multi-agent system consisting of three (n = 3) agents in the graph G shown in Fig. 1 , with unity weights on the edges. The resulting Laplacian L in (7) is given by
with a maximum degree d L = 2 in (12). are chosen to capture the typical nonminimum-phase behavior of flexible structures such as piezo actuators, e.g., see [23] , with the general form
where the output y is in nm, the input u is in volts, the gain K is chosen to be 10 10 , the damping ratios are all equal ζ = 0.2 and the other parameters are given in Table I . Note that errors are present in the pole and zero locations in the models of the first and second agents.
Remark 8 (Example System Is Not Negative Imaginary): With more than one vibrational mode, nonminimum-phase systems, as in (61), have phase less than −π. Therefore, results for negative imaginary systems, e.g., in [18] for heterogeneous networked systems, are not directly applicable.
A. Desired Output
In this example, access to the desired output y d is available to the first agent. This results in a diagonal output-accessibility matrix D = diag(1, 0, 0) with a maximum diagonal Δ D = 1 in (28). The desired output y d is chosen to be fairly aggressive with frequency terms near the system resonances and is specified in terms of its second time derivative as
The resulting desired output y d satisfies Assumption 2, since it is twice differentiable and the relative degree (difference between the number of poles and number zeros) of the agent dynamics is 2.
B. Results for Collaborative Tracking
Convergence conditions in (52) are satisfied if the iteration gain ρ(ω) is chosen to be sufficiently small, ρ(ω) < ρ(ω) since the maximum phase error Δ φ (ω) is small, Δ φ (ω) < π/2, as seen in Fig. 2 . In the following, the iteration gain ρ(ω) is chosen to be a constant ρ(ω) = 0.3, which is smaller than the upper bound on the iteration gain ρ(ω) in (52) for guaranteed convergence. The resulting spectral radius σ(P D (ω)) in (35) of the update matrix P D is less than one as seen in Fig. 2 , which ensures convergence. The tracking results in Fig. 3 show that pre-actuation is needed (inputs u i,k (t) are nonzero before the start of the changes in the desired output y d at time t = 0.02 s), as expected, due to nonminimum-phase zeros in the dynamics, e.g., see [22] . Note that the tracking errors e i,k for each agent i e i,k = max
decrease with iteration number k as shown in Fig. 3 . At the end of 200 iterations, the errors are in the order of 10 × 10 −6 . In contrast, without iterations the use of inversion would result in the first agent tracking y 1,inv = [Ĝ 1 ] −1 y d with an error of e 1,inv = 0.12. Moreover, without iterations, the other two agents do not track at-all since the desired trajectory information does not reach those agents under the given graph structure.
VI. CONCLUSION
A model-inversion-based, iterative control approach was proposed for heterogeneous multi-agent systems. The inversion-based approach corrects for heterogeneity in the agent dynamics and iterations account for dissimilar modeling errors. Essentially, it is shown that the iterations converge if the phase error in each agent's dynamics is less than π/2, provided the iteration gain is sufficiently small. The acceptable modeling uncertainty and bounds on the iteration gain for ensuring convergence of the iterations were quantified and a method to conjoin individual iteration algorithms through the network structure was developed.
