This paper describes an approach for constructing a mixture of language models based on simple statistical notions of semantics using probabilistic models developed for information retrieval. The approach encapsulates corpus-derived semantic information and is able to model varying styles of text. Using such information, the corpus texts are clustered in an unsupervised manner and a mixture of topic-speci c language models is automatically created. The principal contribution of this work is to characterise the document space resulting from information retrieval techniques and to demonstrate the approach for mixture language modelling. A comparison is made between manual and automatic clustering in order to elucidate how the global content information is expressed in the space. We also compare (in terms of association with manual clustering and language modelling accuracy) alternative term-weighting schemes and the e ect of singular value decomposition dimension reduction (latent semantic analysis). Test set perplexity results using the British National Corpus indicate that the approach can improve the potential of statistical language modelling. Using an adaptive procedure, the conventional model may be tuned to track text data with a slight increase in computational cost.
Introduction
A typical large vocabulary continuous speech recognition (LVCSR) system exploits an ngram language model (LM) for scoring hypotheses generated by acoustic analysis of speech data. The n-gram model is syntactic and locally constrained, based on a Markov chain of a word sequence whose parameters are derived from word frequency counts given a training corpus. Because the n-gram is a statistical model, a fundamental assumption is that the task domain for an LVCSR system is similar to that for the training corpus. Consequently, a relatively large amount of training data may be required to accommodate the great number of variations that occur in spoken language. The n-gram approach works very well when these underlying assumptions of static task domain and su cient training data hold. However, it is di cult for n-gram based systems to deal with tasks in which the domain may vary from the training conditions. To address this problem, several adaptive language modelling schemes have been proposed, in which some notion of \topic" is inferred from the local text. An adaptive language model probability is computed that has some dependence on this topic. Since the n-gram model has a constrained context (typically the previous two or three words) most adaptive language modelling schemes attempt to exploit longer distance dependencies in some way.
Approaches to adaptive language modelling usually have two components: the automatic derivation of topic information from text, and the combination of global and topic-dependent text statistics. The topic of a document 1 is often obtained using a model that incorporates long distance or document-wide statistics. The \bag-of-words" model used in information retrieval (IR), which is based on a histogram of weighted unigram frequencies, is often employed to estimate the topic of a document. Schemes to combine information from di erent language models include mixture modelling and maximum entropy.
A mixture formulation is widely used in speech and natural language processing because it provides inference techniques through a sound statistical foundation (Titterington, Smith, and Makov 1985) . A typical approach involves partitioning a corpus (either manually or automatically) according to text content to produce a set of component LMs which are then blended to produce a mixture model. Such a scheme has been employed by Kneser and Steinbiss (1993) and Clarkson and Robinson (1997) . The dynamic cache model is a related approach, based on an observation that recently appearing words are more likely to re-appear than those predicted by a static n-gram model. Such a model usually combines cached unigram statistics for recent words with the baseline n-grams (Kuhn and De Mori 1990; Kneser, Peters, and Klakow 1997) .
Maximum entropy techniques were introduced into language modelling by Rosenfeld (1996) , in which longer distance dependencies were incorporated into a model structure using trigger pairs. More recently e cient maximum entropy methods have been used to explicitly incorporate topic-conditional constraints within an n-gram model (Khudanpur and Wu 1999) .
Automatic determination of topic may be posed as a problem of document clustering based on content. The standard methods are those based on the bag-of-words statistical model used in IR, discussed below. However, more sophisticated statistical models have been applied to this problem. Pereira, Tishby, and Lee (1993) developed a method for the soft clustering of words by modelling the distribution of cluster membership for each word, 1 We use the term \document" loosely; in a speech recognition application it may refer to a window of, say, 500 words (see Section 4). then measuring the distributional similarity using the relative entropy. This approach has recently been applied to document classi cation by Baker and McCallum (1998) . The class based n-gram (Brown, Della Pietra, deSouza, Lai, and Mercer 1992 ) is an alternative model that uses mutual information of adjacent classes for word classi cation. That work was reformulated as an aggregate Markov model that was able to discover soft word classes using the expectation-maximisation (EM) procedure (Saul and Pereira 1997) . Further, Hofmann and Puzicha (1998) discussed statistical modelling for data co-occurrence; distributional clustering, the aggregate model, and other approaches may be viewed as di erent aspects of the same framework.
Most state-of-the-art IR systems exploit a model of word (or term 2 ) co-occurrence, to measure the similarity between two documents 3 . The basic notion is that the the similarity between the two pieces of text is related to the frequency of co-occurring words (van Rijsbergen 1979) . The same basic approach may be interpreted either probabilistically or as a distance measure in a high dimensional space (whose dimension is given by the vocabulary size). To avoid distortions occurring due to common non-content words, document length, etc., a weighting function is usually applied. A well-known weighting scheme is referred to as tf idf, where the term frequency within a document (tf) is weighted by the inverse document frequency (idf) which is based on the number of documents a particular term appears in (Yu and Salton 1977) . This scheme has been applied to language modelling by Sekine and Grishman (1996) who used such an IR system to collect articles using recent keywords, from which dynamic topic-speci c LMs were constructed, and by Seymore, Chen, and Rosenfeld (1998) where probabilities for on-topic and o -topic words were modi ed by a nonlinear interpolation technique.
A related IR approach, latent semantic analysis (LSA) (Deerwester, Dumais, Furnas, Landauer, and Harshman 1990) , estimates document similarity in a reduced dimension space obtained by calculating the principal components (i.e., eigenvectors) of the higher dimensional space (Joli e 1986; Hinton, Dayan, and Revow 1997) . The principal components capture the largest variation of words and documents without sacri cing much information. This reduction from a high dimensional discrete space to a lower dimensional continuous space has been a controversial technique in IR (Berry, Dumais, and O'Brien 1995; Sch utze and Silverstein 1997; Hofmann 1999) , not least because it lacks a rigorous statistical foundation (e.g., see (Hinton et al. 1997) ). However, Tipping and Bishop (1999) have pointed out that a probabilistic model may be forced on principal component analysis. Regardless of this, a proper probability model may not be required for modelling word co-occurrence or document classi cation since an exact probability estimate is not needed if the captured variance is su ciently large for discrimination.
For language modelling or speech processing applications, LSA was rst adopted by Bellegarda, Butzberger, Chow, Coccaro, and Naik (1996) , and further developed by Bellegarda (1998) . In that work, the global constraints derived from the LSA calculation were integrated into a conventional local n-gram model using the conditional probability relation.
Experiments using the Wall Street Journal corpus resulted in a substantial improvement both in perplexity (Bellegarda 1998) and in word error rate (Bellegarda 1999) . The handling of probability mass (derived directly from the vector representation of words and documents in a reduced space) is somewhat unconventional, however the results obtained indicate the 2 More generally stopping and stemming algorithms may be used to process the sequence of words in a document before modelling (Frakes and Baeza-Yates 1992) .
potential of the technique. Coccaro and Jurafsky (1998) compared the LSA-derived unigram probability with the n-gram prediction, and found that the LSA prediction was often better for words having relatively high global term weights. This paper investigates topic-based mixture language processing using IR statistical models. Three term weighting schemes are examined (raw unigram frequencies, Okapi and entropy-based), and for each scheme dimension reduction using LSA may also be employed. Term weighted (and possibly reduced) vector representations are then used as references for partitioning a training corpus to semantically meaningful document classes. Each component LM is a conventional, locally constrained n-gram model calculated from a set of automatically partitioned documents. IR techniques also provide a framework for selecting a closely matched LM component to any piece of text data. This mechanism allows the approach to track varying document style by indirectly incorporating global content information. The approach may be conservative in some sense; however it avoids a fragile probability formulation based on LSA. It is also possible to compare di erent term weighting schemes with and without LSA-based reduction in a uniform framework. Furthermore, the required computation should stay at a level suitable for a practical LVCSR system.
The principal contribution of this paper is to characterise the document space resulting from the IR modelling framework and to investigate a mixture language modelling approach suitable for LVCSR. The major focus is on the British National Corpus (BNC) (Burnard 1995) , a large, general corpus that covers a variety of topics. A particularly useful feature of the BNC is that it contains manually tagged subject information. In Section 2, the mixture language model is presented. Term weighting schemes and the LSA related issues relevant to this paper are described in Section 3. Using the BNC, Section 4 demonstrates that the approach can partition words and documents into clusters that may later be used for building semantic class oriented LMs. Finally in Section 5, experimental results (test set perplexities) show that the LM mixture outperforms the conventional method, indicating an advantage of a exible and adjustable structure to a robust but in exible model. An adaptive language modelling scheme is also investigated; causal content history from the text data is tracked using IR techniques, then the single conventional LM is tuned to the subject using a mixture approach. Best results are obtained when the Okapi term weighting formula is used without applying the LSA.
Mixture Language Model
Conventional n-gram language modelling exploits local constraints from a document, i.e., a sequence of words fw 1 ; ; w t ; g. Its parameters, f(w t jw t?1 1 ), are derived from word frequency counts given a large collection of documents. In spite of its simplicity, the ngram LM is very robust and it has proved di cult to develop potentially more sophisticated models that consistently outperform it for large vocabulary speech recognition tasks (Jelinek 1991) .
A mixture LM, denoted by M, is constructed as the weighted sum of J component LMs, < M 1 ; ; M J >, derived from a partitioned corpus (Kneser and Steinbiss 1993; Clarkson and Robinson 1997 
starting from an appropriate initial condition c 0]
j . When = 1, an n-gram parameter for a component j is simply f(w 1 ; M j ). Note that a posterior mode may be used by combining some prior function in Equation (2). The procedure is similar to other mixture density parameter estimation problem; further discussion should be referred to elsewhere 4 (e.g., Redner and Walker 1984) . The estimation formula for mixing factors, given by Equation (2), produces the new estimates only after the whole documents are processed. It is not very convenient because a major objective for using the mixture language modelling approach is to exibly adjust to the varying style of documents. Instead, described below is the alternative version that is slightly modi ed for an incremental text data input. Suppose that t?1 words fw 1 ; ; w t?1 g have been processed so far, and now a new word w t is given. Then the t th estimation for c j is obtained recursively by The normal density is probably the most widely used distribution among mixture parameter estimation problems. For a normal mixture, means and covariances, in addition to mixing factors, are often determined using the EM procedure. In contrast, the mixture LM problem here solely estimates mixing factors without re-calculating the component LMs. (3) and (4), information from the word sequence is incorporated incrementally into the mixing factors.
The framework for mixture language modelling has been established. However, there remain two problems that need to be addressed: (1) how to classify the documents into semantically meaningful clusters; (2) how to select the LM component that best ts to a given piece of text data. For the rst problem alone, manually tagged documents might su ce. But those manual tags cannot be relied on for the second problem when novel text data needs to be processed (especially for an LVCSR application). As a consequence, an automatic scheme that is able to handle any documents in an unsupervised manner is preferred.
3 Modelling the Document Space A rst step for modelling the document space is to calculate weights for words according to their importance in documents. It is a focal point of document classi cation because it a ects the notion of semantics expressed in the document space. For example, unigram frequencies of vocabulary items may be used. As the total word counts often vary in orders of magnitude between documents, estimates of unigram probabilities can be used instead in order to avoid possible e ects of document size. These measures are based on the intuition that if two documents share many vocabulary items, then there is a good chance that they concern a similar subject 5 . IR techniques do this comparison mathematically at the word or document level. One advantage of using a unigram related measure is that local constraints (i.e., short-span ordering of vocabulary items on the Markov chain) that might have an adverse global e ect may be discarded.
This paper also considers an application of another IR technique, latent semantic analysis (LSA); it is based on the singular value decomposition (SVD) of a very large, sparse, word by document matrix (Deerwester et al. 1990; Berry et al. 1995) . Each column of the matrix describes a document, with the entries being some measure associated with vocabulary items in that document. The eigenvectors (i.e., principal components) corresponding to the s largest eigenvalues are then used to de ne s-dimensional word and document spaces, where s is typically of the order of 100. Put simply, the approach e ectively models the co-occurrence of vocabulary items or documents provided by the very large matrix. The technique is referred to as \latent semantic" because the projection to the lower dimensional subspace has the e ect of clustering together semantically similar words and documents. IR performance data suggests that points in the derived subspace may be more reliable indicators of meaning than individual words (Deerwester et al. 1990; Dumais 1991) . Furthermore, assuming that a document is a linear combination of words (drawn from tens of thousands vocabulary items), it is possible to project any document down to a vector of few hundred dimensions, regardless of whether it is included in the original matrix. A major advantage is that the lower dimensional document subspace is automatically inferred using the SVD.
Term Weighting
When characterising a document by the unigram frequencies of the words within it, it would also be useful to weight the more important words. In a statistical approach to the problem such weighting must be done with respect to the training corpus, with the addition of any prior knowledge. In the eld of information retrieval, term weighting schemes are used in which global and local factors are combined to produce weighting factors for the withindocument unigram probabilities. This paper uses two such schemes, Okapi term weighting (Robertson and Sp arck Jones 1997) and an entropy-based formula (Dumais 1991) .
Suppose that g i implies a global weight for a word w i in a collection of documents and that l ij is a local value within a certain document d j . Then both schemes calculate a term weight a ij as a ij = g i l ij :
For example, suppose two documents share vocabulary items, say \software" and/or \internet", then the thriving contemporary industry is likely to be a topic for both.
The global weight is designed to enhance words which are not widely distributed across many documents. Using (5), a sparse document vector for d j is de ned as a collection of term weights d j = fa ij g.
Okapi formula. A simple but e ective term weighting scheme was presented by Robertson, Walker, Jones, Hancock-Beaulieu, and Gatford (1995) , with further detail provided by Robertson and Sp arck Jones (1997) and Sp arck Jones, Walker, and Robertson (1998) . The scheme has been extensively tested through IR evaluation tasks such as TREC (Text Retrieval Conference). It de nes a global weight as g i = log N ? log n i (6) where N is the total number of documents in the collection and n i is the number of documents word w i occurs in. This factor is known as the collection frequency weight or the inverse document frequency. Further, let c ij be frequency counts for w i in a document d j .
Then a local value is l ij = (k 1 + 1) c ij k 1 f(1 ? k 2 ) + k 2 e j g + c ij (7) where a normalised document length is given by e i = m j m j with m j and m j being the number of words in d j and its average for all documents, respectively. k 1 is a tuning constant; increasing k 1 would increase the in uence of term frequency. The e ect of document length may be modi ed by a constant k 2 . When document length is xed (as in this paper), e i = 1 and Equation (7) is reduced to l ij = (k 1 + 1) c ij k 1 + c ij :
Entropy formula. An entropy based approach has frequently been used in combination with LSA calculation (Dumais 1991; Bellegarda 1998) . Let N denote the number of documents, and let t i and c ij also be frequency counts for w i in entire collection of documents and in a document d j . From the association with an entropy factor, a global factor may be 
As for a local value, let m j be the number of words in d j and l 0 ij = log 1 + c ij m j ! (10) will su ce.
Singular Value Decomposition
Term weighted document vectors d j can be used directly when clustering documents. Alternatively, LSA may be applied to the word by document matrix A = fd j g and clustering may be done in the reduced document space. The principal computational burden of the LSA approach lies in the SVD of the word by document matrix. It is not unreasonable to expect the matrix to have dimensions of at least 20 000 20 000. However this matrix is usually very sparse (1 2% or less of the elements are non-zero) and it is possible to perform such computations on a modern workstation (Berry, Do, O'Brien, Krishna, and Varadhan 1993 (Berry et al. 1995) . As a consequence, given an m-dimensional vector d that describes a document, it is warranted that an s-dimensional projectiond s computed 
Clustering and Mixture Modelling
Words and documents can be classi ed according to their vector representations using the k-means clustering algorithm. A consistent distance measure is the cosine of the angle between two vectors x 1 and x 2 , i.e., cos = x 1 x 2 jjx 1 jj jjx 2 jj : (13) In this case, either the angle or simply 1 ? cos may be su cient for k-means clustering. Figure 1 outlines the procedure for generating a mixture LM and applying the resultant model for online adaptive language modelling. The most costly stage of the procedure is the optional step 2, in which involves the large SVD computation. However, this is an o ine procedure that needs only be applied once as the model estimation stage. The adaptive language modelling procedure does not require heavy computation. At step 6, the Mixture LM Estimation: 
The British National Corpus
In order to characterise the language modelling approach through IR techniques, this paper focuses on the British National Corpus (BNC) (Burnard 1995) . It contains examples from both spoken and written British English, manually tagged with various levels of linguistic information. It is designed as a general corpus with a great variety of topics; it is not speci cally restricted to any particular subject eld or genre. The corpus comprises more than four thousand text les with a total of about 100 million words. Figure 2 illustrates the distribution of subject elds according to their hand-labelled information. They are referred to as domains in order to distinguish them from the document classes automatically inferred using IR techniques.
Corpus Partition
The corpus was separated randomly (and independent of manually tagged domains and of automatically inferred classes) as follows; 3308 text les (80 %) for LM generation and 400 text les (10 %) for LM evaluation. The remainder (420 les) was held out for future use. The whole corpus contained approximately 360 000 independent words, out of which 19 945 words were selected as a vocabulary in unigram frequency order. Out of vocabulary (OOV) words were treated as an \unknown" category. These conditions were maintained throughout the course of experiments described in this paper. The main objective for using the BNC was to compare the automatically derived document classes with manually tagged domain information. They were constructed as follows;
Manually tagged domains. Following Clarkson and Robinson (1997) , text les in the LM generation set were classi ed into ten domains | one \spoken" domain and nine domains from \written" part of the BNC (Figure 2) . Note that the BNC is a relatively balanced general corpus; the word count for each domain di ers by less than an order of magnitude. The smallest domain (i.e., belief/thought, containing slightly more than three million words) is probably su cient for generating a component level LM for the use of mixture LM experiments in Section 5.
Automatically inferred classes. Because each text le in the BNC contained tens to hundreds of thousands words, they were subdivided mechanically into shorter units so that varying styles of text could be tracked. To this end, it could have been possible to use some linguistic information, such as context cue \<div>" embedded in the corpus texts (Burnard 1995) . However, as such information is usually not available when processing novel data, a xed size window (of either 200, 500, 1000, or 2000 words) approach was adopted. Windows were shifted along text les without any overlap. For example, using the 1000-word window, 3308 text les in the LM generation set were divided into 87 149 units. Those units were referred to as \documents".
From each piece of text segmented by a xed size window, document vectors were derived using the three term weighting schemes. The document vectors were 19 945-dimensional (i.e., the same as the vocabulary size). When LSA processing was required, 40 000 documents were randomly chosen and 19 945 40 000 word by document matrix was generated. It was very sparse; for a 1000-word window case, approximately 1.6% of the matrix elements were non-zero. The SVD was applied, computing the 200 largest singular values and their corresponding singular vectors 6 . Using Equation (12), all document units were projected on to the 200-dimensional space. Finally, 19 945-dimensional document vectors (or their corresponding 200-dimensional projections) were clustered into 10 to 1000 classes using the k-means algorithm with the cosine distance measure.
Word Classes
First, semantic classi cation of vocabulary items was demonstrated. After segmentation by the 1000-word window, vocabulary words were weighted using the Okapi term weighting formula (7) with k 1 = 10. SVD processing was applied and 19 945 words were clustered into 1000 classes (approximately 20 vocabulary items per each class in average) using the word singular vectors. The following cluster was found among them; fapril, august, december, february, january, july, june, march, november, october, septemberg This 11-word cluster consisted of months of a year with one exception of \may", which was found in the cluster containing many verbs such as \are", \tend", and \vary". Another example; 6 This computation was achieved by a publicly available package, SVDPACKC (Berry et al. 1993). fcomet, cooled, core, cosmic, earth, equator, furthest, improbable, jupiter, lunar, mars, mercury, moon, nasa, planet, planetary, planets, satellites, solar, terrestrial, tidal, venusg As noted earlier, the IR techniques model the co-occurrence of words between documents, implying that words belonging to the same class tend to appear in the same document. With that in mind, there weren't many surprises either in this second example, where names of our planetary system and related words are classi ed. Some planet names (such as \saturn", \uranus", \neptune", \pluto") were missed from the list | as a matter of fact they were not included in the vocabulary; even if they had, they could have been clustered together with other mythological words rather than those for the planetary system.
Each term weighting scheme was tested for classi cation of vocabulary items. It is dicult to show any statistical picture however, by inspection, most of word clusters generated were sensible and not very di cult to guess the common concept among the members regardless of weighting scheme. Many clusters also contained a few isolated \spurious" words. For example, a word \improbable" might not be very intuitive among the second collection shown above. But, perhaps, it might not be totally \improbable" either that the word was frequently used in the documents discussing about our planetary system. Figure 3 shows the association between automatically inferred document classes and manually tagged domains. A large circle implies a strong association between the corresponding domain and class. For example, many documents in class 4 came from either applied science, social science, or commerce, and those in class 5 were from world a airs. On the other hand, most documents in the spoken domain were identi ed as class 0, while most of those in the imaginative domain have fallen in either class 1 or class 9. Note that this gure corresponds to document clustering with a 1000-word window, Okapi term weighting (k 1 = 10), and SVD reduction.
Association between Classes and Domains
Association factor. It is not straightforward to compare how closely or loosely these domains and classes are associated just by observing the sizes of circles in pictures such as Figure 3 . In order to quantify the strength of association, an entropy based factor has been described in (Press, Flannery, Teukolsky, and Vetterling 1988) , which they refer to as the 
This measure varies from zero (no association) to one (completely dependent) according to the strength of association between I and J . Texts in the generation set were segmented using the 1000-word window, resulted in 87 149 \document units" in total. The Okapi term weighting formula (7), k 1 = 10 was used, then an SVD was applied. The area size of each circle corresponds to the number of document units belonging to that class/domain. Table 1 summarises the association factors between 10 automatic classes and 10 manual domains. When the SVD was not applied, the Okapi term weighting formula seemed to generate document clusters that are the closest to the manual classi cation. The simple unigram frequency scheme resulted in the lowest association factor, but nevertheless was able to pick up some amount of contents from documents. The SVD contributed signi cantly for the unigram frequency case, but adversely a ected both the Okapi and entropy term weighting schemes. This result alone indicates the e ectiveness of the Okapi formula. In Section 5, the association factor will further be discussed in relation with mixture LM perplexity.
term weighting scheme without SVD with SVD unigram frequency 0.247 0.385 Okapi formula (k 1 = 10) 0.428 0.351 entropy formula 0.363 0.325 Table 1 : Association factors between 10 automatic classes and 10 manual domains for each term weighting scheme with and without SVD reduction. Note that Figure 3 correspond to the Okapi formula (k 1 = 10) with SVD, which has an association factor of 0. Table 2 : Perplexities and trigram hit rates for single and mixture LM approaches. For \automatically inferred class LMs", the Okapi term weighting formula (k 1 = 10) was used and an SVD was not applied. Mixture calculation was done \blindly". Trigram hit rates for mixture models are averages from components weighted by corresponding mixing factors.
Mixture Language Modelling Experiments
This section continues experiments using the BNC. It was demonstrated in Section 4 that IR techniques could be used for clustering documents to automatically derive topic-based classes. Here, trigram based component LMs were constructed from document clusters, appropriate discounting and smoothing techniques were applied, then various types of mixture models were evaluated.
Blind Mixture Updating
To set a baseline for the rest of experiments, a single trigram based model was derived from the complete LM generation set. This LM is referred to as a \single conventional LM". Its perplexity was 180.0 for texts in the LM evaluation set (which consisted of 400 text les, and just over 10 million words). Table 2 shows the perplexities for mixtures of 10 manually tagged domain LMs and 10 automatically inferred class LMs, constructed as in Section 4. For class LMs, the corpus was rst segmented using the 1000-word window, and the Okapi term weighting formula (k 1 = 10) was applied, forming 87 149 document vectors. An SVD was not calculated at this moment. Document vectors were clustered into 10 \semantic" classes, then for each class a component LM was constructed from the corresponding segments of corpus texts. Mixture calculation was done \blindly", i.e., domain or class information was not considered for pieces of texts in the evaluation set. Initially, the mixing factors were set proportional to the entire n-gram size for each component 7 . During the evaluation process they were updated blindly, but incrementally, using Equation (3). This implies that the mixing factors were adjusted without identifying their domains or classes. It was found that the perplexity was 172.6 for the mixture of 10 manual domain LMs, better than the single conventional model. Furthermore, the manually tagged domain approach was improved upon by the mixture of 10 automatic class LMs, which achieved a perplexity of 164.2. Table 2 also shows trigram hit rates for all approaches. Those for mixture models are averages from components (weighted by mixing factors) | they have reached just over 42%, approximately 20% lower than the single conventional model (62.4%). For many cases, the hit rate for higher order n-grams is a good indicator for the performance (e.g., 7 This initialisation scheme was based on a crude assumption that the entire n-gram size might be a reasonable indicator of performance for each component LM. the perplexity, as well as the word error rate (WER) for speech recognition systems); it can even be said this is the major reason why a larger corpus is preferred for LM generation. When the corpus is partitioned to smaller subsets, lower hit rates are implicitly unavoidable because a certain cuto level needs to be applied by a discounting scheme. Despite this implicit handicap (and it was as much as 20% absolute against the conventional approach), both mixture models have shown improved perplexities. This suggests the advantage of the mixture approach built from domain/class speci c models which are better matched to a task.
Variations for automatic class generation. Several approaches were discussed in Section 3 for automatic clustering. Figure 4 compares mixtures of 10 class LMs generated using unigram relative frequencies, the Okapi term weighting formula (k 1 = 10), and the entropy formula. Window sizes of 200, 500, 1000, and 2000 words were applied for text segmentation, and they were tested with and without SVD reduction. As described earlier, mixture calculation was done blindly and the initial mixing factors were set proportional to the entire model size for each component. Figure 4 indicates that these mixtures resulted in a lower perplexity than the conventional single model approach. As for the text segmentation size, a 1000-word window seems a good choice; 2000 words may be too coarse to track the varying style of texts, while 200-word window is probably not large enough to capture the characteristics from each document unit. Among these three term weighting schemes, the Okapi formula seems a better choice than the other two (when the SVD reduction was not applied). Unsurprisingly, the simple unigram frequency scheme performed worst although it was still an improvement over the conventional single model approach. When the SVD was used the picture changed, resulting in an improvement for the unigram weighting scheme, but an increased perplexity for the Okapi and entropy formula cases. As a consequence, there existed hardly any di erence in performance among these three. The SVD calculation seemed to neutralise the e ect of term weighting. By applying the SVD, the mixture LM approach outperformed the single model regardless of term weighting schemes or window sizes. On the other hand, none of them performed as well as the case using the Okapi formula and no SVD reduction. In spite of consistent di erences in perplexity scores among term weighting schemes and SVD calculation, the trigram hit rate remains approximately the same level (42%) for all cases. Further, the Okapi formula with k 1 ranging from 2 to 200 was also tested for a 1000-word window. It was found that deviations from the k 1 = 10 case were well below 1% for all cases both with and without SVD processing.
LM perplexity and association factor. The association factor between domains and classes, A(I; J ), was described in Section 4. Figure 5 shows the relation between mixture LM perplexities and association factors, with and without SVD calculation. Each gure contains cases using unigram relative frequencies, the entropy formula, and the Okapi formula with several di erent values of k 1 . When the SVD was not applied, there was a (near-)linear relation between the mixture LM perplexities and association factors, regardless of term weighting scheme. Deviations from linearity were not very signi cant when the SVD was applied.
These results suggest that the association factor is a reasonably good predictor for the mixture LM performance. On the other hand, the perfect match between domains and classes will not produce good results as the mixture of 10 domain models in Table 2 indicates.
LM Adaptation
This section describes the mixture based adaptive language modelling approach for tracking varying styles of text. It can be used when an automatic procedure is available for classifying documents. Experiments here made use of class information derived from segmented evaluation texts. The approach is illustrated in Figure 6 . The o ine procedure resulted in the single trigram based conventional LM and a set of class speci c component LMs. The 1000-word window was applied for text segmentation. The LM adaptation experiment proceeded as follows: a recently observed piece of text was selected rst, an appropriate term weighting scheme was applied, and then the closest class LM (to the segmented document) was blended with the single conventional model, resulting a mixture of two LMs. If necessary, the SVD projection was calculated after term weighting. Otherwise, the mixture modelling framework was the same including the mixing factor initialisation and updating procedures. Figure 7 shows perplexities using three term weighting schemes, with and without SVD projection. The number of class speci c LMs was set between 10 and 1000. The gure implies that mixture based LM adaptation worked better than the single model by a fair margin. By blending with the appropriate choice of class speci c LM, the perplexity of the single conventional model has decreased from 180 down to around 160{170. In comparison to the blind mixture approach, the performance for adaptive modelling was best when the Table 2 .) number of class LMs was relatively small, then gradually declined as the number grew. Because training corpus size is an important factor for statistical LM processing (the larger the better, in general), too many small class LMs might not contribute very much for adaptation. On the other hand, a very large class LM derived from a large collection of documents might not be very useful either as it could overlap in great part with the conventional model, losing the class oriented characteristics. When SVD reduction was not applied, there existed a clear di erence between the three term weighting schemes. For any number of class LMs, the Okapi and entropy formulae resulted in lower perplexities than the unigram frequency case. SVD projection resulted in lower perplexity for the unigram frequency scheme (particularly when the number of classes was not too large), but increased the perplexity for the Okapi and entropy weightings. The Okapi term weighting scheme resulted in the lowest perplexities both with and without SVD dimension reduction.
Finally, we note that this adaptive language modelling scheme has a computational advantage over the full mixture model, since it involves only two LMs (the single conventional model and the selected class model) for each word.
Conclusion
In this paper the approach to topic-based language models has been explored using a mixture modelling approach together with simple statistical models of semantics that have been developed in the eld of information retrieval. These bag-of-words models involved term weighting of unigram statistics from corpus documents, and optionally projecting the high dimensional discrete space into a much lower dimensional continuous document space using the SVD of a very large, sparse word by document matrix. A corpus could thus be represented as a set of document vectors. Demonstrations using the BNC indicated that some part of the meaning of a text can be extracted using this simple statistical model. IR models were incorporated into a conventional n-gram model of language, as used in speech recognition, as a basis for discrimination between documents, and a mixture LM was constructed in an unsupervised manner. The mixture was able to rely on the overall, broad structure of the conventional model estimated from the entire training corpus together with the better-tted parameters of the relevant class model. Results from blind mixture experiments indicated that the approach could improve the potential of language modelling over the conventional method. Using an adaptive procedure, the conventional model was tuned to track text data with a slight increase in computational cost.
The main results of the paper have involved the comparison of di erent term weighting schemes and the e ect of SVD dimension reduction. Our principal conclusions are:
1. Automatic clustering based on simple unigram statistical models results in language models of lower perplexity compared with manual clustering into topics; 2. The Okapi term-weighting approach (7) consistently resulted in topic language models with the lowest perplexity (and had the closest association with manual clustering into topics); 3. SVD dimension reduction was only helpful in combination with unsophisticated term weighting schemes. It had a negative e ect when used with the Okapi or entropy formulae.
