Introduction
Within the last decade Reduced Ordered Binary Decision Diagrams (ROBDDs) introduced by Bryant [4] have become a successful data structure for representing and manipulating Boolean functions. This success is due to the fact that ROBDDs are canonical (making testing of functional properties such as satisfiability and equivalence straightforward) and that they are compact for many Boolean functions occurring in practice. However, the applicability of ROBDDs depends heavily on the size of the representation and unfortunately some (important) functions, e.g., the multiplication function, have no sub-exponential representation.
This 
A simple example
Consider verifying that conjunction distributes over disjunction, i.e., that the following is a tautology:
The BED for this expression is shown in figure 1 . The low-edges are drawn using dashed lines and all edges are implicitly directed downwards. Notice that vertices representing the same Boolean sub-function are shared.
A key operation on BEDS is the up operation which This identity] illustrated in figure 2, is used to move the variable x above the operator op and is the basis for the up operation'. In cases where one of the children U does not contain the variable x, a new variable vertex U, with m r ( u ) = x and Zow(v) = high(u) = U , is inserted 'Equation (2) also holds if the operator vertex op is a variable vertex. In that case, the up operation is identical to the level exchange operation typically used in ROBDDs to dynamically change the variable ordering [20] .
below the operator vertex before performing the upstep. In fact, this is the only way the size of the BED can increase. The u p operation moves operators closer to the terminal vertices. If some of the expressions fi are terminal vertices, the operators are evaluated and the BED simplified. By repeatedly moving variable vertices above operator vertices, all operator vertices are eliminated and the BED is turned into a BDD.
Consider the example of proving the distributive law (1). Figure 3 shows how the BED from figure 1 is transformed into the tautology 1 by moving x1 towards the root. This example illustrates that it may not be necessary to move all variable vertices to the root in order to obtain a BDD. Notice that variables x2 and 23 could have been replaced with arbitrary large BEDs, and the tautology would have been proved with exactly the same steps.
The example illustrates one way to convert a BED to a BDD, moving the variables to the top one at a time. This approach is called up-one and its main advantage is that it can exploit structural information in the expression (as was the case in the example). The efficiency of up-one is demonstrated in section 5 where we verify that the redundant and non-redundant versions of the ISCAS 85 benchmark circuits implement the same functionality.
An alternative way to construct a BDD is to move all variables up simultaneously. This approach is called up-all and it closely mimics the ROBDD apply operation. We show that the complexity of building an ROBDD bottom up using apply (the standard way) and building it from a BED using up-all is within a constant factor. Thus, one can construct an ROBDD from a BED as efficiently as constructing an ROBDD from scratch. 
Overview
The paper is organized as follows. Section 2 presents some basic complexity results relating BEDs to Boolean circuits and ROBDDs. Section 3 describes the basic representation and construction of BEDs. Section 4 describes algorithms to efficiently manipulate BEDs, including two ways to construct an ROBDD from a BED, up-one and up-all. Section 5 presents an application of BEDs, demonstrating efficient tautology check for the circuits in the ISCAS 85 benchmarks. Finally, section 6 summarizes the contributions of this paper.
Complexity results
BEDs are closely related to combinational circuits. Any circuit can be transformed to a BED by replacing each input x with the BED representing 5 (a variable vertex w with var(w) = 2, low(w) = 0, and high(w) = 1) and replace each k-input gate by a tree of k -1 operator vertices encoding the Boolean function of the gate. This translation is clearly linear in size. Similarly, any BED can be converted to a circuit. Each variable occurring in the BED is an input to the circuit. An operator vertex is replaced by the corresponding gate, and a variable vertex v with the sub-circuit (- 
Representation of BEDs

22"
Inspired by ROBDDs we shall define certain restrictions on BEDs. These restrictions will not generally make BEDs canonical but they will entail some useful properties. First, we define restrictions on the occurrences of variable vertices: We shall assume that BEDs are always reduced. If the BED is also ordered, we refer to it by "ROBED."
The first condition of definition 5 is fulfilled by proper reuse of vertices. This is conveniently taken care of during construction of a BED by testing, whenever a new vertex is to be created, whether another vertex with the same variable/operator, low-and high-edge exists. If this is the case, that vertex is reused otherwise a new vertex is created. Similarly, the second and third conditions are fulfilled by never constructing vertices that violate them. For variable vertices, it is clear that if the low-and high-edges coincide, either one of them can be used instead of creating a new variable vertex.
For operator vertices, one should observe that if the two arguments are identical, or one of them is a terminal vertex, all the sixteen Boolean connectives reduce to one of the following six: KO, K1 (constant O / l ) , T I , ~2 (projection onto first or second argument), iil, 7i2 (the negation of the first or second argument). In the first two cases, one of the terminal vertices is used. The projections are avoided by using the proper lowor high-edge instead. The negations require creation of a negating vertex, i.e., an operator vertex with the operator 31. Such a vertex can easily be constructed so that it fulfills (2) and (3) by taking the redundant second argument to be any non-terminal vertex. We shall assume the presence of a function that performs all the checks above and returns the identity of the resulting vertex, equivalent to a vertex U with Q ( U ) = Q, low(u) = 1, high(u) = h. Using mk as the only means for constructing a BED ensures that it is reduced.
Operator reductions
For operator vertices it is tempting to add more checks in order to reuse vertices, thereby reducing the size of the BED. An immediate optimization is to extend mlc to look for operator vertices that differ from the one wanted only by exchanging low and high, by a negation, or by a combination of both.
Going a step further, considering two vertices at a time, we eliminate all negations below binary operators since for all binary operators op there exists another operator op' with op'(z,y) = o p ( -~, y ) .
Finally, taking the identity of vertices into account allows us to exploit equivalences like the absorption laws, e.g., z V (x A y) = x. There are 16" combinations of n binary Boolean operators, thus it is feasible to tabulate them all for n up to three or four. Choosing n = 3 seems like a natural choice since such a table would include equivalences such as the distributive laws. new sub-tree (to the right in figure 4) are created by calling mk with the appropriate parameters. In order for ail references to U to benefit from the up-step, and thus avoid redoing it for each reference, the referring vertices need to refer to the new vertex T instead of U. One way of doing this is to make them point directly to r. However, in order to do this efficiently we would need to store in each vertex all vertices referring to it, and this is impractical due to the high memory overhead.
Updating vertices
Another way to make the references to U benefit from the up-step is to simply overwrite U with the contents of r . In order to maintain the reducedness property (l), we would need to eliminate the vertex r returned by m k . However, this does not work if there are other vertices referring to r , which is the case if r was not a newly created vertex but an existing vertex found by mk. Instead of copying r to U , we need to make v refer to T. There are two obvious choices for doing this, as illustrated in figure 5.
Linking adds a reference from vertex w to the (equivalent) vertex T. The referenced vertex T is assumed to be somehow simpler, so the link is directed. Any access to the linked vertex w should follow the link in order to obtain a simpler representation of the vertex. Section 4.2 shows an application of this where the vertex T is a fully canonical ROBDD. In such an application, links are never nested.
Indirecting simply overwrites the vertex v with a projection operator with the simpler vertex T as argument. At first sight it seems plausible that both solutions are equally good. Both share the property that any existing references into v will benefit from the update: when these references are followed r will be found. However, linking allows for even more reuse of updates. If later in the BED transformation a new vertex, equivalent to U, is to be created, mk will ensure (due to reducedness condition (1)) that the identity U is returned, and the link will allow new references to benefit from the previous update. This is not the case for indirections which looses the information of the original contents of the vertex. Linking offers a very direct way of memorizing results of earlier transformations which, for some transformations, ensure polynomial rather than exponential running time. Section 4.2 gives an example of such a transformation.
Implementational aspects
Surprisingly, although BEDs are an extension of BDDs, the data structures for representing BEDS, shown in figure 6, are simpler than those for BDDs. The underlying graph of the BED is stored in a Finally, the mark field is used to mark visited vertices when traversing the graph. This is used in the up-one and up-all algorithms presented in the next section and can also be used in mark-scan garbage collection algorithms. The total memory requirements are six words per vertex when using linking and five words when using indirection. Using these data structures, it is not difficult to implement mk as a constant time operation. 
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Operations on BEDs
The 
Construction of ROBDDs with up-one
The first elimination algorithm, up-one, pulls a single variable up to the root using a sequence of up-steps. Repeating this, we can move all variables up past the operators, which makes the operators disappear (by requirement (3) of reducedness). The algorithm is given in figure 7 . Basically, up-one performs a depth-first traversal of the BED using traditional marking of the vertices to avoid visiting the same vertex twice. Having finished the recursive calls on the low-and highedges of a vertex, it makes an up-step and performs The introductory example was in fact a use of up-one. Up-one has some distinct properties. As the example shows, in fortunate cases a BED is converted into an ROBDD after moving just a few variables up (in the example, one variable was sufficient). In this process, identical sub-BEDS, potentially containing op- 
Construction of ROBDDs with up-all
The second elimination algorithm, up-all, is a generalization of Bryant's apply-operator, shown in figure 8. Construction of ROBDDs from a Boolean expression using recursive calls of apply suggests a bottom up conversion of ROBEDs into ROBDDs. The up-all algorithm does that by moving all variables up as a block past the operator vertices.
As when building an ROBDD using apply, up-all requires that a total ordering of the variables is selected prior to the ROBDD construction. Based on the ordering up-all converts any BED into an ROBDD, i.e., upp_aZ1(u) is an ROBDD. Furthermore, u p -a l l (~) is not linked, i.e.,
follow(zy-all(u)) = up-aZl(u).
If U is known to be "a DAG of operator vertices on top of ROBDDs," 'the lines marked with (*) are superfluous and the statement just after them should simply return U . The Up-all is shown in figure 9 . up-aZl(high(u) )) update U to r and mark U return r else a(.) is operator op : (+) (1, h) t (up-dl(Zow(u) ), up-all(high(u) )) if 1 and h are terminal vertices then up-all(mk(op, low(l) , l o w ( h ) ) ) , up-all( mk( op, high(l) , high(h)))) r t mk (var(l), up-all(mk(op, low(l) , h ) ) , up-all(mk(op, high(l) , h ) ) ) r t mk (var(h), up-all(mk(op, l , l o w ( h ) 
up-all(u)
update U to r and mark U return r M ) . Although up-all is more general than apply, the running time of up-all is within a constant factor of apply, and due to the increased sharing of subexpressions and memorization of results, it could even create fewer vertices. (op,l,h) = up-aZl(mk(op,Z,h) ).
The number of calls to mk on variables generated dy up-all(mk(op,l,'h) ) is exactly the same as for dpply (op,l,h) , and the number of calls to mk on operators is the same as the number of calls to Up-one and up-all are significantly different strategies for building an ROBDD. Figure 10 illustrates how the operator vertices are converted into variable vertices by the two algorithms.
dPPlY ( O P , 1, h) . 
4~.3. Further BED operations
Two commonly used Boolean operations are substitution and existential quantification. Substitution replaces all occurrences of a variable x with a Boolean fdrmula p. The simplest way to perform substitution 09 a BED rooted at U is the following. First perform a cqll to up-one:
Ftom theorem 6 we know that low(w) and high(w) do nbt contain any occurrences of variable x. If w is not tde variable z, then z is not in the BED rooted at w arid the result is w. Otherwise, var(w) = x and the result is the BED for
where U is the root of the BED representing cp. This expression follows immediately from the definition of a vqriable vertex.
~
Existential quantification of the variable z can also bd implemented using up-one. Again we call up-one odtaining w and if w does not contain x the result is w.
Otherwise, the result is Zow(w) V high(w) since 32.2 -+ f,g = f V g. For both operations, the complexity is determined by up-one which is linear in the size of the BED. An alternative way to implement substitution and existential quantification is to consider them special operator vertices in the BED, see figure 11 . The upstep from figure 2 is exactly the same for these new operator vertices, except in the case where the variable below the operator is the variable IC. In those cases, the special operator vertex is replaced with the sub-BED shown in figure 11 . These eliminations can easily be performed by adding reduction rules to mk. The substitution and existential quantification operators can be eliminated like any other operator in the BED by pulling the variables up past the operators. An operator is eliminated either when it meets a corresponding variable or when it reaches terminal vertices.
One need not immediately eliminate these newly added operator vertices. Keeping them in the BED allows efficient reuse of sub-expressions. Consider the BED in figure 12 . If the vertices U and U' are identified
Figure 12. A BED containing substitution operators. The low-edge points to the expression in which x is to be substituted with cp, pointed to by the highedge.
at some point in the manipulations, the biimplication is proven immediately, without actually performing the substitution.
Other standard BDD operations include restriction z := b, where b is a Boolean constant. Clearly, restriction is a special case of substitution with cp equal to either 0 or 1. Notice that all the operations described in this section have linear running times which is better than the corresponding ROBDD operations. Other operations, like satisfy-one, can be performed by constructing an ROBDD using up-all and perform the operation on the ROBDD. Since up-all never has worse running time than apply, the total running time for these operations is no worse than if they are performed directly on an ROBDD.
5 . An application of BEDS Tautology checking of a BED is an application where the end-result as an ROBDD is known to be small (the terminal vertex 1) if the BED indeed is a tautology. Thus, to demonstrate the efficiency of BEDS, we consider the combinational logic-level verification problem which is to determine whether two given combinational circuits implement the same Boolean function. The IS-CAS 85 benchmark suite2 contains a number of combinational circuits, nine of which exist both in a redundant and a non-redundant version. We consider the problem of determining whether these two versions implement the same functionality, corresponding to a tautology check for each pair of outputs. The results3 are shown in table 1. It is observed that except for the c3540, all circuits are verified in only a few CPU second and using at most half a million BED nodes, which is less than 12 MB of main memory. These results are up to several orders of magnitude faster than those reported in [3, 17, 181 . The circuit c6288 is particularly interesting because it implements a 16-bits multiplier and multipliers are notoriously difficult to verify using ROBDDs [4]. Due to the exponential growth of the size of the ROBDD representation (in the number of operand bits), the straightforward approach of building and comparing the ROBDD for the two circuits c6288 and c6288nr is not feasible. The ROBDD representation of a 15-bit multiplier uses more than 12 million vertices [19] 
Conclusion
We have presented a new data structure called Boolean Expression Diagrams for representing and manipulating Boolean expressions. BEDS are as succinct as Boolean circuits, yet they have many of the desirable properties of BDDs. Properties like TAUTOLOGY and SATISFIABILITY are determined by transforming the BED representation into a reduced ordered BDD. This can be done efficiently by using for example one of the two algorithms up-one or up-all. As shown in theorem 7, the cost of constructing an ROBDD from scratch using apply and the cost of building a BED and transform it into an ROBDD using up-all are within a constant factor. In fact, recent research [14] has shown that up-all is a highly efficient approach to build an ROBDD; it uses considerably less memory and no more time than when the ROBDD is constructed with apply.
Up-one is a new way to construct an ROBDD which can exploit structural similarities between sub- 
