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ON Lp INEQUALITY FOR DIFFERENTIAL FORMS AND Lp
COHOMOLOGY OF A SEMIALGEBRAIC SET FOR p >> 1
LEONID SHARTSER
Abstract. We study Poincare´ type Lp inequality on a compact semialge-
braic subset of Rn for p >> 1. First we derive a local inequality by using
a Lipschitz deformation retraction with estimates on its derivatives. Then,
we extend the local inequality to a global inequality by employing double
complex technique. As a consequence we obtain an isomorphism between
Lp cohomology and singular cohomology of a normal compact semialgebraic
pseudomanifold.
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1. Introduction
Let X ⊂ Rn be a compact semialgebraic set and ω a smooth k-form on Xreg,
the regular part of X . We say that ω is Lp bounded when
‖ω‖Lp :=
(∫
Xreg
|ω(x)|pdV ol(x)
)1/p
<∞ .
Assume ω is a closed Lp bounded smooth k-form on Xreg. We prove that if all of
the integrals of ω on the cycles in X vanish (see Section 5 for the precise definition
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of an integral of an Lp bounded form on a cycle in X) then there exists a smooth
(k − 1)-form ξ such that ω = dξ and, moreover,
(1.1) ‖ξ‖Lp(X) ≤ C‖ω‖Lp(X)
holds for p >> 1, where C depends only on the set X and p. Of course for a
contractible semialgebraic set X , there are no cycles in X . Consequently there is
a ξ such that ω = dξ and inequality (1.1) holds on X for p >> 1.
In [S1] we proved a generalization of inequality (1.1), but on compact man-
ifolds. Namely, we constructed for every smooth exact k-form ω on a compact
Riemannian manifold M , dimM = n, a smooth (k − 1)-form ξ on M such that
ω = dξ and inequality
(1.2) ‖ξ‖Lp(M) ≤ C‖dω‖Lq(M)
holds for p and q in the standard range (i.e. p < q or p ≥ q and 1q − 1p < 1n ) with a
positive constant C depending only on p, q, k and the manifoldM . We proved (1.2)
first on a convex set following the arguments of Lemma 3.11 of [BoMi] and then
derived the global version by means of a method (suggested to us by P. Milman)
based on the Weil’s double complex. The local version of (1.2) appeared in [IwLu].
In this article we will make use of the ’globalization’ method of the proof of (1.2)
in [S1].
The main difficulty in extending the proof of (1.2) to a neighborhood of a
point in a set with singularities is that we can no longer connect any two points
by a straight line that lies entirely in the set.
To overcome this difficulty we make use of a Lipschitz deformation retraction
r to a single point with estimates on its derivatives, namely:
Theorem 6.12 (Lipschitz deformation retraction theorem) Let Σ0 be a stratifica-
tion of Rn, X = ∪Xj, Xj ∈ Σ0, 0 ∈ Xj ∩X, j = 1, . . . ,m. There exist a stratified
neighborhood (U,ΣU ) of 0 in R
n with ΣU a cell subdivision such that ΣU ≺ Σ∩U
and a Lipschitz semialgebraic deformation retraction r : U × I → U , such that
(1) r0(x) = 0, r1(x) = x ,
(2) r|S×(0,1] is smooth ,
(3) | detDrt| & tµ, for some µ ≥ 0,
(4) ‖Drt‖ . tλ for some λ > 0,
where rt(x) := r(x, t), Drt is the tangent map of rt and ‖Drt‖ denotes the operator
max-norm of the tangent map.
By means of the latter we define a homotopy operatorR such that for a closed
form ω we have ω = dRω and our estimates on the derivatives of the deformation
retraction r allow us to prove that for p >> 1 our homotopy operator R is an
Lp bounded operator. Consequently we conclude that ξ := Rω is the solution to
inequality (1.1) on a neighborhood of a point in X .
Fortunately, ’globalization’ of the local Lp inequality (1.1) to a semialgebraic
set can be carried out essentially just like for a smooth manifold in [S1]. The basic
two facts that are needed for proving this global version is the validity of the local
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version of inequality (1.1) and the existence of a partition of unity (with locally
bounded differentials), which semialgebraic sets admit.
One of the most important applications of the local version of inequality (1.1)
is in the theory of Lp cohomology on semialgebraic sets. To define Lp cohomology
we consider a differential complex consisting of the Lp bounded forms with Lp
bounded weak exterior derivatives on the regular part of the set in question. Lp
cohomology is defined as the factor space of closed Lp bounded forms by the exact
Lp bounded forms. Of course for compact semialgebraic sets, Lp cohomology is an
invariant of the induced metric. But the question of finiteness of the latter in gen-
eral (for any p ≤ ∞) was open. The Lp cohomology theory is addressed in several
special cases by various authors (see e.g. [Ch],[Y],[HP],[GKS],[GKS2],[GKS3],[Gr]).
In this article we show that as a consequence of inequality (1.1) Lp Poincare´
lemma is valid for p >> 1 and hence Lp cohomology coincides with the singular
cohomology of a compact (normal) semialgebraic set.
1.1. Organization of the article. In Section 3 we prove a local inequality of
the form of inequality (1.1) for smooth Lp bounded forms in a neighborhood of a
point in a semialgebraic set.
In Section 4 we give an application of the local Lp inequality to Lp coho-
mology of a compact normal semialgebraic set X . We show that for p >> 1 the
Lp cohomology of such sets coincides with the singular cohomology by means of a
sheaf theoretic argument.
In Section 5 we extend the local inequality to a global inequality on com-
pact semialgebraic sets. We show that under certain conditions, which we express
combinatorially, closed Lp bounded forms satisfy (1.1) for p >> 1.
Section 6 is introduction to the construction of the Lipschitz deformation
retraction with estimates on derivatives.
In Section 7 we introduce some technical material needed for our construction
of Lipschitz deformation retraction.
Finally, in Section 8 we prove the Lipschitz deformation retraction Theorem
6.12.
Acknowledgment. I would like to thank P. Milman for posing the questions
and for contributing many fundamental ideas that were used in this work. I would
also like to thank G.Valette for teaching me his invaluable Lipschitz geometry
techniques.
2. Notations and basic definitions
LetX ⊂ Rn be a semialgebraic set. Denote byXreg the subset ofX consisting
of points where X is a smooth manifold and set Xsing := X −Xreg. Denote by X
the closure of X and by bd X the topological boundary of X .
• (Ω•(Xreg), d) denotes the complex of smooth k-forms on Xreg and with
exterior derivative d : Ωk(Xreg)→ Ωk+1(Xreg).
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• For a form ω ∈ Ωk(Xreg) define the Lp norm by
‖ω‖Lp :=
(∫
Xreg
|ω(x)|pdV ol(x)
)1/p
<∞,
where |ω(x)| is the pointwise norm of ω at the point x ∈ Xreg defined by
sup
v∈∧k(Xreg)
|ω(x; v)
|v| .
Suppose that Xreg is of dimension n and ω ∈ ΩkLp(Xreg). A form γ ∈
Ωk+1Lp (Xreg) is said to be the weak exterior derivative of ω if for every point
p ∈ Xreg there exists a neighborhood U such that for every smooth (n−k−1)-form
φ supported in U we have∫
U
ω ∧ dφ = (−1)k+1
∫
U
γ ∧ φ.
The weak exterior derivative of ω is denoted by dω.
3. Local Lp inequality on a semialgebraic set
LetX ⊂ Rn be a compact semialgebraic set with a ∈ X . Denote by (Ω•Lp(Xreg), d)
the complex of Lp bounded forms with Lp bounded weak exterior derivatives, i.e.,
forms ω with
‖ω‖Lp,1 := ‖ω‖Lp + ‖dω‖Lp <∞.
We say that X admits a local Lp estimate near a if there is a neighborhood U
of a in X such that for every closed smooth Lp bounded k-form ω, k ≥ 1, defined
in U there is a smooth form ξ, defined in U , such that
(3.3)
{
ω = dξ in U,
‖ξ‖Lp(U) ≤ C‖ω‖Lp(U)
where C > 0 is independent of ω.
We prove in this section that X admits local Lp estimate for p >> 1. The
main technical tool is our Lipschitz deformation retraction Theorem 6.12.
3.1. Homotopy Opertator. Let (U,Σ) be a stratified neighborhood and r :
U × I → U , I := [0, 1], be the Lipschitz semialgebraic deformation retraction
obtained by applying Theorem 6.12 to the set X and any stratification of Rn that
is compatible with X . Let ε > 0. We associate a homotopy operator Rε with the
deformation retraction r as follows:
Let α be an Lp bounded smooth k-form on Xreg. The pull back r
∗α is a form on
U × I and can be represented as α0+dt∧α1 where t is the coordinate in I. Define
an operator
P : ΩkLp(U)→ Ωk−1Lp (U × I), Pα := α1.
Set
Rεα :=
∫ 1
ε
α1(x, t)dt.
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Observe that Rεα is defined almost everywhere on every stratum of Σ that
is contained in U . Next we show that Rε is an L
p bounded operator (for p large
enough) and therefore Rεα defines an element in L
p. We will need the following
lemma.
Lemma 3.1. Suppose that S ⊂ Rn is a locally closed oriented submanifold of
dimension k and φ : D → S is a bi-Lipschitz diffeomorphism from an open and
bounded domain D ⊂ Rk. Then,∫
S
f(x)dV ol(x) ∼
∫
D
f(φ(x))dx1 . . . dxk for any f : S → R ,
where dV ol(x) is the volume form on S and x1, . . . , xk are coordinates in D.
Proof. In coordinates x = (x1, . . . , xk) on D and y = (y1, . . . , yn) on R
n ⊃ S the
description of φ is y1 = φ1(x), . . . , yn = φn(x). Also
∂
∂xi
:=
∑
j
∂yj
∂xi
∂
∂yj
∈ TyS ⊂ Rn, 1 ≤ i ≤ k,
is a basis of tangent vectors to S at the point y = φ(x). Thus the volume form
dV ol(x) in the induced from Rn Riemannian metric on S ⊂ Rn can be written as
dV ol(x) =
√
det
〈
∂
∂xi
,
∂
∂xj
〉
i,j
dx1 . . . dxk ,
where 〈·, ·〉 is the standard scalar product in Rn. Since φ is bi-Lipschitz, the ’volume
density’ function
√
det
〈
∂
∂xi
, ∂∂xj
〉
i,j
is bounded and is non vanishing. Therefore
this function is ’equivalent’ to a constant. 
Theorem 3.2. (Local Lp inequality Theorem) Suppose that ω is a smooth Lp
bounded k-form, k ∈ N, defined on Xreg near 0 ∈ X. Then there is a neighborhood
U of 0 ∈ X such that
(i) ‖Rεω‖Lp(U) ≤ C‖ω‖Lp(U) ,
(ii) Rεω → R0ω in Lp,
(iii) ‖r∗εω‖Lp(U) → 0 as ε→ 0.
where p >> 1 and C > 0 depend only on the set X.
Proof. Let (U,Σ) be a stratified neighborhood of 0 ∈ X and r : U × I → U be
a Lipschitz deformation retraction given by Theorem 6.12. Clearly it is enough
to prove Theorem 3.2 for every S ∈ Σ of dimension dimX which is a stratum
contained in U . So let S be such a stratum. Let ω1 := Pω. Then
‖Rεω‖Lp(S) = ‖
∫ 1
ε
ω1(x, t)dt‖Lp(S) .
Note that ω1(x, t; ·) = r∗ω(x, t; ∂∂t , ·) or equivalently, for every v ∈ ∧k−1(Rn)
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ω1((x, t); v) = ω(r(x, t); r∗
∂
∂t
∧ r∗v) ,
holds, where r∗ denotes the push forward map of the deformation retraction r.
According to Theorem 6.12 there is λ > 0 such that an upper bound ‖Drt‖ .
tλ holds. It follows that
|ω1(x, t)| = sup
|v|=1
∣∣∣∣ω(r(x, t); r∗ ∂∂t ∧ r∗v)
∣∣∣∣
≤ |ω(r(x, t)| sup
|v|=1
∣∣∣∣r∗ ∂∂t ∧ r∗v)
∣∣∣∣
≤ C |ω(r(x, t)| ‖Drt‖k−1
≤ C |ω(r(x, t)| t(k−1)λ .
Consequently
‖
∫ 1
ε
ω1(x, t)dt‖Lp(S,dx) . ‖
∫ 1
ε
t(k−1)λ|ω(r(x, t))|dt‖Lp(S,dx)
≤
∫ 1
ε
‖|ω(r(x, t))|‖Lp(S,dx)t(k−1)λdt
=
∫ 1
ε
‖|ω(z)|
∣∣∣∣∂x∂z
∣∣∣∣
1
p
‖Lp(S,dz)t(k−1)λdt
and since
∣∣ ∂z
∂x
∣∣ & tµ for z := r(x, t), the upper bound on the latter is
≤
∫ 1
ε
t−
µ
p
+(k−1)λ‖|ω(z)|‖Lp(S,dz)dt
=
p
p (1 + (k − 1)λ)− µ
(
1− ε−µp+(k−1)λ+1
)
‖ω‖Lp(S) .
Therefore, for any p > µ1+(k−1)λ and any ε ≥ 0 the homotopy operator Rε is
a bounded operator between the Lp spaces of differential forms.
For part (ii), we have to show that if ε, ε′ are small then ‖Rεω −Rε′ω‖Lp(S)
is small. The same type of computation as in the previous paragraph (replacing
integration from ε to 1 by integration from ε′ to ε) implies part (ii).
To prove part (iii) we will make use of
‖r∗εω‖pLp(S) =
∫
S
|r∗εω|pdx
≤
∫
S
|ω(rε(x))|p‖Drε‖pkdx
≤
∫
S
|ω(rε(x))|pεpkλdx
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and with z = rε(x) the upper bound for the latter is
≤
∫
S
|ω(z)|p
∣∣∣∣∂x∂z
∣∣∣∣ εpkλdz
.
∫
S
|ω(z)|pε−µεpkλdz
Therefore p > µkλ implies ‖r∗εω‖Lp → 0 as ε→ 0, as required.

Next, we show that Rε satisfies the classical homotopy identity.
Proposition 3.3. Suppose that V is a stratified neighborhood of 0 ∈ X provided
by Theorem 6.12 and consequently the operator Rε is defined on V . The homotopy
operator Rε satisfies the following homotopy identity:
dRεα+Rεdα = α− r∗εα
for any smooth Lp bounded form α defined on U := Xreg ∩ V .
Proof. In order to check this identity let φ be a smooth (n−k)-form with a compact
support in U . We have to show that
(3.4)
∫
U
(α− r∗εα−Rεdα) ∧ φ = (−1)k
∫
U
Rεα ∧ dφ.
Note that since r is Lipschitz and α is smooth on Xreg the pullback r
∗α of the
form α is an L∞ form on X in the sense of [SV] on
{x ∈ S : d(x,Xsing ∩ S) ≥ ε} × (0, 1]
for every stratum S ∈ Σ, S ⊂ Xreg and any ε > 0 . As a result, the forms α1 ∧ φ
and α1 ∧ dφ, where α1 := Pα are also L∞ forms in the sense of [SV]. To be
precise we mean that there is a stratification C of U × [ε, 1] such that the forms
α1∧φ and α1∧dφ are stratified and bounded with stratified and bounded exterior
derivatives. In the computation below exterior derivative of a form is calculated
on each stratum separately.
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Below we denote by dx the exterior derivative with respect to x (ignoring the
variable t). We begin by analyzing the right hand side of (3.4):∫
U
Rεα ∧ dφ =
∫
U
∫ 1
ε
α1(x, t)dt ∧ dφ
=
∫
U×[ε,1]
α1(x, t)dt ∧ dφ(3.5)
= (−1)k
∫
U×[ε,1]
d(α1(x, t)dt ∧ φ)− dxα1dt ∧ φ
= (−1)k
∫
U×[ε,1]
d(α1(x, t)dt ∧ φ)− (−1)k
∫
U×[ε,1]
dxα1dt ∧ φ
= (−1)k+1
∫
U×[ε,1]
dxα1dt ∧ φ.
The latter equality makes use of the Stokes’ formula for L∞ forms. Indeed,∫
U×[ε,1]
d(α1(x, t)dt ∧ φ) =
∫
∂(U×[ε,1])
α1(x, t)dt ∧ φ
=
∫
∂U×[ε,1]
α1(x, t)dt ∧ φ+ (−1)n
∫
U×∂[ε,1]
α1(x, t)dt ∧ φ
The first summand in the latter equation equals to zero since φ is compactly
supported in U and the second summand vanishes since on U ×∂[ε, 1] the variable
t is locally constant and therefore dt = 0.
Next we simplify the left hand side of the equation (3.4):∫
U
(α− r∗εα−Rεdα) ∧ φ =
∫
U
(α− r∗εα) ∧ φ−
∫
U×[ε,1]
(
∂α0
∂t
− dxα1
)
dt ∧ φ ,
where α0 := r
∗α− Pα. Formula (3.4) follows from∫
U
(α− r∗εα) ∧ φ =
∫
U×[ε,1]
∂α0
∂t
dt ∧ φ,
which we prove below.
By refining the stratification C we may assume that each stratum S ∈ C is
a cell in Rn × [ε, 1]. In particular, it means that the projection of each cell S ∈ C
to the first n coordinates is a cell in U . Hence, we may assume that C = {Si,j},
where i, j ∈ N, and
Si,j := {(x, t) ∈ U × [ε, 1] : ηi,j(x) ≤ t ≤ ηi,j+1(x), x ∈ S′i} ,
where S′i is the projection to the first n coordinates of the set Si,j (for any j) and
ηi,j are smooth semialgebraic functions defined over S
′
i.
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Next, since r∗α is stratified it follows that r∗α|t=ηi,j(x) is well defined for
x ∈ S′i and, in particular, α0(x, ηi,j(x)) is well defined. Therefore,∫
U×[ε,1]
∂α0
∂t
dt ∧ φ =
∫
U
(∫ 1
ε
∂α0
∂t
dt
)
∧ φ
=
∑
i,j
∫
S′i
(∫ ηi,j+1(x)
ηi,j(x)
∂α0
∂t
dt
)
∧ φ
=
∑
i
∫
S′i
(α0(x, 1)− α0(x, ε)) ∧ φ
=
∫
U
(α− r∗εα) ∧ φ ,
as required.

3.2. Finding a smooth solution to problem (3.3). As a corollary of the re-
sults of the previous section the following holds
Corollary 3.4. In the setting of Proposition 3.3 assume ω is a smooth Lp bounded
closed form defined on U . Then there exists a smooth Lp bounded form ξ solving
problem (3.3).
To prove this corollary we will need a theorem from [Y].
Theorem 3.5. (Theorem 2.7.1 [Y]) LetM be Riemannian manifold. Suppose that
ω in an Lp bounded form on X with dω a smooth Lp bounded form. Then for any
ε > 0 there exits a form ψε such that ‖ψε‖Lp+‖dψε‖Lp < ε and ω+dψε is smooth.
Proof of Corollary 3.4. Denote Rεω by ξ
′
ε. According to (ii) of Theorem 3.2 ξ
′ :=
limε→0 ξ′ε is L
p bounded. Proposition 3.3 implies
dξ′ε = ω − r∗εω.
Hence (iii) of Theorem 3.2 and passing to limit as ε→ 0 imply dξ′ = ω. Moreover,
(i) of Theorem 3.2 implies ‖ξ′‖Lp ≤ C‖ω‖Lp . According to Theorem 3.5 there is a
form ψ such that ‖ψ‖Lp + ‖dψ‖Lp < ‖ω‖Lp and ξ := ξ′ + dψ is smooth. Therefore
dξ = dξ′ and
‖ξ‖Lp = ‖ξ′ + dψ‖Lp ≤ (C + 1)‖ω‖Lp,
as required. 
4. Lp-cohomology
In this section we consider an Lp cohomology theory of a normal compact
semialgebraic set X .
The Lp cohomology is the cohomology of the complex (Ω•Lp(X), d) commonly
defined by
HkLp(X) :=
Ker (d : ΩkLp(Xreg)→ Ωk+1Lp (Xreg))
Im (d : Ωk−1Lp (Xreg)→ ΩkLp(Xreg))
.
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Let
ΛkLp(X) := Ω
k(Xreg) ∩ ΩkLp(Xreg),
and denote the kth cohomology group of (Λ•Lp , d) by H
k(Λ•Lp(X)).
Then Theorem 3.5 implies that the cohomology of Λ•Lp(X) is isomorphic to
the Lp cohomology:
Proposition 4.1. Hk(Λ•Lp(X)) = H
k
Lp(X).
Proof. We define a homomorphism
i : HkLp(X)→ Hk(Λ•Lp(X))
as follows. Assume ω ∈ ΩkLp(Xreg) is a closed form. Denote by [ω] the Lp coho-
mology class of ω. According to Theorem 3.5 there is a form ψ with ‖ψ‖Lp,1 <∞
such that ω + dψ is smooth.
Set i[ω] to be the ΛLp cohomology class of ω + dψ. First note that i is well
defined. Indeed, since if ψ′ is another form such that ‖ψ′‖Lp,1 <∞ and ω+ dψ′ is
smooth then
d(ψ − ψ′) = ω + dψ − (ω + dψ′)
is a smooth form. Therefore, applying Theorem 3.5 once more, we obtain a form
ξ, ‖ξ‖Lp,1 <∞ such that ψ − ψ′ + dξ is smooth. Finally,
(ω + dψ)− (ω + dψ′) = d(ψ − ψ′ + dξ) ,
as we claimed. The proof of surjectivity of i is straightforward. The homomorphism
i is also injective. Indeed, if i[ω] = 0 then there is a form ψ, ‖ψ‖Lp,1 < ∞ such
that ω + dψ = dγ for a smooth form γ with ‖γ‖Lp,1 <∞ and injectivity follows.

Definition 4.2. We will refer to a k dimensional subset X ⊂ Rn as normal if
for any x ∈ X , there exists ε > 0 such that Sn−1(x, ε) ∩Xreg is connected, where
Sn−1(x, ε) is an (n− 1)-sphere in Rn centered at x with radius ε.
Since we work with compact sets, Lp boundedness is a local property and
hence germs of Lp bounded k-forms define a sheaf on X . Namely, for every open
set U ⊂ X we associate the set ΩkLp(U ∩Xreg) or ΛkLp(U ∩Xreg). We denote the
sheaf of Lp bounded k-forms by ΩkLp and the sheaf of smooth L
p bounded forms
by ΛkLp . The sheaves Ω
k
Lp and Λ
k
Lp are fine on compact semialgebraic set X ⊂ Rn.
Indeed, every open cover of X can be extended to an open cover of a neighborhood
of X in Rn, on which existence of a partition of unity is evident.
In Section 3 we proved that, locally, smooth closed k-forms on a semialgebraic
setX are exact for p >> 1 and k > 0. IfX is normal then closed 0-forms are locally
constant functions. It follows from here that the sheaf complex Λ•Lp on a normal
set X comprises a fine resolution of the constant sheaf R on X and therefore, a
standard argument from sheaf theory implies that the singular cohomology of X
naturally coincides with the cohomology of Ω•Lp(X). That is we have proven
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Theorem 4.3. Let X ⊂ Rn be a normal compact semialgebraic set. There exists
p >> 1 such that the cohomology of the Lp complex Ω•Lp(X) is isomorphic to the
singular cohomology of X.
We remark that for small p the isomorphism of Theorem 4.3 need not hold.
Example. Let X be a semialgebraic set such that (Xreg, g) is a smooth Rie-
mannian manifold diffeomorphic to M × (0, 1], where M is a smooth compact
m-dimensional manifold with a Riemannian metric gM . Suppose that g = dr
2 +
r2αgM , where r is the coordinate in (0, 1] and α ≥ 1. Topologically, X is a cone
over the manifold M . Let ω be a smooth, closed, non exact and radially con-
stant k-form on Xreg, i.e. ω does not contain any terms of the form dr ∧ . . . and
the coefficients of ω are independent of r. The volume form on Xreg is given by
dV = rαmdr ∧ dVM , where dVM stands for the volume form on M . The pointwise
norm of ω is given by
|ω(x, r)| = r−kα|ω(x, r)|M , (x, r) ∈M × (0, 1] ,
where | · |M is the pointwise norm on M . Note that since ω is closed and radially
constant, it is independent of r and, in abuse of notation, we will write ω(x) instead
of ω(x, r).
Clearly ‖ω‖Lp(X) <∞ if and only if p < αm+1kα :∫
X
|ω(x)|pdV =
∫ 1
0
∫
M
|ω|prαmdrdVM
≈
∫ 1
0
r−αkp+αmdr <∞.
In fact, an Lp bounded closed (not exact) radially constant form defines a
nontrivial cohomology class in HkLp . Indeed, otherwise assume ω = dξ, ‖ξ‖Lp <∞.
Since ω is radially constant ξ must be radially constant as well. But then ω|M =
dξ|M which contradicts the assumption of ω not being exact. However, for p >> 1
it follows from Theorem 4.3 that HkLp(X) = 0 for k > 0. In our example, the
minimal p for which HkLp(X) = 0 equals
αm+1
kα .
5. Global Lp inequality on a semialgebraic set
For a closed form considered in Section 3 the problem of finding an antideriv-
ative with the bound (3.3) can be generalized to a global problem on a compact
semialgebraic set X . In the case that X is a compact smooth manifold, such prob-
lem is treated in [S1]. In general, due to the existence of topological obstructions,
of course there are no antiderivatives for some closed forms.
To overcome this obstacle we derive a combinatorial condition under which
closed forms are exact. In the case that X is a compact smooth manifold, a closed
form on X is exact if and only if its integrals vanish on every cycle in X . We
generalize this condition to closed Lp bounded forms by extending the notion of
integration over cycles in X to the case of closed Lp bounded forms. In particular,
our generalized condition for closed Lp bounded forms to be exact is the usual one
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(mentioned above) whenever X is a (nonsingular) manifold. Our definition of an
integral of a closed Lp bounded form over a cycle in X is placed in the forthcoming
subsection and is of a combinatorial nature. In [S1] we derive a combinatorial
formula for an integral of a closed form over a cycle in a manifold. It is constructed
iteratively by means of a process of an application of the Lp inequality for forms
on various contractible subsets. This process can be carried out for any class of
forms that satisfy the Lp inequality for forms on a ’good’ (or even ’weakly good’)
covering by contractible subsets. We prove in the forthcoming subsection that
closed Lp bounded forms satisfy the Lp inequality for forms on contractible sets,
which would allow us to extend the notion of an integral over cycles to the Lp
bounded forms.
Remark 5.1. In a paper by Gol’dshtein, Kuz’minov and Shvedov [GKS], the
authors defined an integral of forms in W kp,q over any k-dimensional manifold
parametrized by a Lipschitz map. However, for our purposes, it suffices to define
integrals of closed Lp bounded forms just over cycles.
5.1. Definition of an integral of a closed Lp bounded form. To define an
integral of an Lp bounded form over a cycle we consider the Cˇech-De Rham double
complex. We refer the reader to [S1] for the related definitions and generalities.
Assume X ⊂ Rn is a compact semialgebraic set and let U = {Ui}i=1,...,N be
a finite open cover of X . We associate a differential Cˇech complex with values in
the Lp bounded k-forms to the cover U .
Definition 5.2. The Cˇech complex with values in ΩkLp we denote by (K
k,•(U ,ΩkLp), δ),
where
δ : Kk,j(U ,ΩkLp)→ Kk,j+1(U ,ΩkLp)
is defined by
(δϕ)i0,...,ij+1 :=
∑
k
(−1)kϕi0,...iˆk,...,ij+1 .
The ’combined’ double complex Cˇech and the complex of Lp bounded forms is
defined by (K•(U ,Ω•Lp), D) , where
Kj(U) :=
⊕
l+k=j
Cl(U ,ΩkLp)
and D : Kj(U)→ Kj+1(U) is defined by D := d+ (−1)lδ on Cl(U ,ΩkLp).
Denote by Hj(K•(U)) the cohomology of the complex K• and denote by
Hj(C•(U ,ΩrLp)) the cohomology of the complex C•(U ,ΩrLp). In [S1] a good cover
is defined as a cover consisting of convex sets. In this article we will work with
slightly weaker condition on covers namely:
Definition 5.3. If U = {Ui} is a cover of X , we say that U is a weakly good
cover if each finite intersection of Ui’s is contractible.
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The nerve complex of a cover U is a simplicial complex (C(U)•, ∂) with sim-
plex [I] associated with every non empty intersection UI . The boundary operator
∂ : Cl(U)→ C(U)l−1 is defined as usually
∂[I] :=
∑
j>0
(−1)j [i0, . . . , iˆj , . . . , il], I = [i0, . . . , il].
It is a well known fact that if U is a weakly good cover ofX then the homology
of the nerve complex C•(U) coincides with the singular homology of X (see e.g.
[H] Corollary 4G.3).
Remark 5.4. Every triangulable set X has a weakly good cover. Indeed, if T
is a triangulation of X with V := {1, . . . , |T |} being the set of vertices of T ,
then let U := {Ui}i∈V be a cover of X , where Ui is the star of vertex i. We
claim that {Ui}i∈V is a weakly good cover. Let I := (i0, . . . , il) and assume that
UI := Ui0 ∩ · · · ∩ Uil 6= ∅. Every simplex of dimension dimX in the closure of UI
contains the vertex i0. Therefore, it is possible to deformation retract the closure
of UI to i0. Consequently, every finite intersection UI is contractible.
Lemma 5.5. Assume that X is a compact contractible semialgebraic set. There
exists p >> 1 such that for every closed k-form ω in ΛkLp(Xreg), k ≥ 1 there exists
a form ξ ∈ Ωk−1Lp (X) such that
(5.6)
{
ω = dξ on Xreg,
‖ξ‖Lp(X) ≤ C‖ω‖Lp(X)
Proof. The proof is by induction on k. When k = 1 Corollary 3.4 implies that
there is a cover {Ui}Ni=1, X = ∪Ni=1U i such that (5.6) holds on Ui with ξ being ξ˜i,
for some form ξ˜i on Ui. Let {Bi} be a weakly good cover of X that refines {Ui}.
For any pair i, j with Bi ⊂ Uj we, in abuse of notation, denote within the proof
of this lemma (k − 1)-form ξ˜j by ξi. In this case we have
‖ξi‖Lp(Bi) = ‖ξ˜j‖Lp(Bi) ≤ ‖ξ˜j‖Lp(Uj) . ‖ω‖Lp(X).
Note that ξi,j := ξi − ξj is a closed 0-form on Bi ∩Bj and therefore is a constant
on Bi ∩Bj . Define
ξ := ξi + ci on Bi ,
where ci are constants such that ci − cj = ξj − ξi on Bi ∩ Bj . Existence of such
constants follows from the fact that U is contractible. Indeed, consider the ’nerve’
complex N• := C•({Bi}) and let f : N1 → R be 1-cochain defined by f([ij]) :=
(δξ)i,j := (ξj−ξi)|Bi∩Bj . Clearly, f is closed and since X is contractible f is exact.
Therefore f = δg where g is 0-cochain of K. Hence, (ξj − ξi)|Bi∩Bj = g(i)− g(j).
Denote Ci := g(i). These constants Ci solve a system of linear equations
(δc)i,j = (ξj − ξi)|Bi∩Bj .
Therefore,
Ci =
∑
Ai,j(ξj − ξi)|Bi∩Bj ,
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where Ai,j ∈ R are constants that depend only on the combinatorics of the cover
{Bi}. Below we estimate the Lp norms of the constants Ci:
‖Ci‖Lp(Bi) ≤
∑
|Ai,j |‖(ξj − ξi)|Bi∩Bj‖Lp(Bi)
=
∑
|Ai,j |‖(ξj − ξi)|Bi∩Bj‖Lp(Bi∩Bj)
(
V ol(Bi)
V ol(Bi ∩Bj)
)1/p
≤
∑
|Ai,j |
{‖ξj‖Lp(Bi) + ‖ξi‖Lp(Bj)}
(
V ol(Bi)
V ol(Bi ∩Bj)
)1/p
. ‖ω‖Lp(X) .
It follows
‖ξ‖Lp(X) ≤
∑
‖ξi + Ci‖Lp(Bi) ≤
∑
‖ξ‖Lp(Bi) +
∑
‖Ci‖Lp(Bi) . ‖ω‖Lp(X) ,
which completes the proof of in the case that k = 1.
When k > 1, our proof is similar to that of the case when k = 1. Assume
that X = ∪Ni=1Ui, where {Ui} is a cover such that (5.6) holds for U := Uj with
ξ := ξ˜j for a form ξ˜j . Similarly to the case of k = 1 let {Bi} be a weakly good
cover that refines {Ui} and for any pair i, j with Bi ⊂ Uj we once again denote by
ξi the form ξ˜j .
Once more, note that ξi,j := ξi − ξj is a closed (k − 1)-form on Bi ∩ Bj .
Therefore, by the induction hypothesis, ξi,j = dξ
1
i,j and estimate (5.6) holds on
Bi ∩Bj . From here, we can run the ’globalization’ process as described in [S1] to
obtain solutions ξl+1I to the equations (δξ
l)I = dξ
l+1
I on BI (see Section 3.1, Def.
3.8 and Example 3.7 illustrating all of the important features of the ’globalization’
construction). In the final step we have a collection of 0-forms ξk−1I with (δξ
k−1)I
being constants. By an argument similar to the one in the case that k = 1, with f
being a closed (and hence exact) cochain f : Nk → R, defined by f([I]) := (δξk−1)I
there are constants CI such that
(δξk−1 + C)J = 0
and, moreover,
‖CI‖Lp(BI) . ‖ω‖Lp(X).
As is described in [S1] Section 3.2, we may find a collection of (k − 1)-forms
xk−1I defined on BI such that (δx
k−1)J = ξk−1J −CJ and δxk−t = ξk−t − dxk−t+1
for t > 1. As in the proof of Proposition 3.12 (replacing ’(p, q)-Poincare´ inequality
for forms’ by the local Poincare´ Lp inequality) it follows that the forms xsI admit
the following estimates:
‖xsI‖Lp(BI) . ‖ω‖Lp(X),
and
‖dxsJ‖Lp(BJ ) . ‖ω‖Lp(X).
It is then straightforward to show that ξ := x0 is a global solution to problem
(5.6). 
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Proposition 5.6. Assume X is normal and U is a weakly good cover of X. Then
there are isomorphisms
h1 : H
j(K•(U))→ Hj(Kk,•(U ,Ω•Lp))
and
h2 : H
j(K•(U))→ Hj(Ω•Lp(X)))
induced by the homomorphisms of the respective differential complexes.
Proof. When X is a smooth manifold, constructions of h1 and h2 can be found in
[BT] (Theorem 8.1, Proposition 8.8 and Theorem 8.9). To adapt these construc-
tions in our setting one has to substitute the classical Poincare´ lemma by Lemma
5.5, cf. the proof of our Proposition 3.14 in [S1] in which this construction is carried
out in complete details. 
Denote by
Int : Hj(Ω•Lp(X)))→ Hj(C•(U ,ΩkLp))
the isomorphism h1 ◦ h−12 .
Remark 5.7. It is proved in [S1] that if X is a compact manifold and ω is a closed
smooth k-form on M then (Int ω)c =
∫
c ω for every cycle c in X . Moreover, if U
is a good cover and c is a cycle given by
∑
I aI [I], then
(Int ω)c = (−1)⌊ k2 ⌋
∑
aIδξ
k−1
I ,
where ξk−1I are the forms on UI constructed for every form ω by the inductive
relation:
dξs+1I = (δξ
s)I on UI ,
where ξ0i0 is a solution to dξ
0
i0 = ω|Ui0 satisfying ‖ξ
0
i0‖Lp(Ui0 ) . ‖ω‖Lp(Ui0 ) given
by Lemma 5.5.
As a consequence of Lemma 5.5 and Remark 5.7 one may extend the definition
of an integral over the cycles in X to all closed Lp bounded forms as follows∫
c
ω := (Int ω)c = (−1)⌊ k2 ⌋
∑
aIδξ
k−1
I ,
where c =
∑
I aI [I] is a cycle in X .
5.2. Global Lp inequality. A global analog of problem (3.3) can be formulated
as follows. Say that X satisfies the global Lp inequality for forms if there exists a
constant C > 0 such that for every closed form ω ∈ ΛkLp(X) with zero integrals
over every cycle in X , there is a form ξ ∈ Λk−1Lp (X) such that
(5.7)
{
ω = dξ on Xreg,
‖ξ‖Lp(X) ≤ C‖ω‖Lp(X) .
Proposition 5.8. For sufficiently large p >> 1 if ω is a closed k-form in ΛkLp(X)
and
∫
c ω = 0 for every c ∈ Hk(X) then ω is exact and (5.7) holds for ω.
16 LEONID SHARTSER
Proof. The proof of this proposition follows the same argument as the proof of
Theorem 3.1 in [S1]. We construct the form ξ satisfying (5.7) following faithfully
the structure of the construction in [S1] Sections 3.1 and 3.2 for a finite weakly
good cover U of X , but replacing the ’(p, q) Poincare´ inequality’ for forms by
Lemma 5.5 . 
6. Introduction to Lipschitz Retraction Theorem
Deformation retractions play an important role in De Rham theory. For in-
stance, a standard proof of classical Poincare´ lemma on a star shaped domain
U ⊂ Rn uses a smooth deformation retraction r : U × I → U to construct a prim-
itive of a closed form ω in the following way. Let us assume for simplicity that U
is star shaped (from 0 ∈ Rn). Let rt(x) = r(x, t) := tx. Assume that ω is a closed
form, then we have the following (unique) decomposition of the pull back of ω by
r:
r∗ω = ω0 + dt ∧ ω1,
where the differential forms ω0 and ω1 do not contain any terms involving dt. Set
γ(x) :=
∫ 1
0
ω1(x, t)dt.
Now dγ = ω. Indeed, since dω = 0 and d commutes with r∗ we have
0 = dr∗ω = dxω0 + dt ∧ (∂ω0
∂t
− dxω1),
where dx represents the exterior derivative with respect to x. Therefore,
∂ω0
∂t =
dxω1 and hence
dγ(x) =
∫ 1
0
dxω1dt =
∫ 1
0
∂ω0
∂t
dt = ω0(x, t)|t=1t=0 = r∗1ω(x)− r∗0ω(x) = ω(x).
However, in this article we deal with semialgebraic sets X , which need not
have star shaped neighborhoods of every point. Therefore, to extend the Poincare´
lemma to our setting we will have to construct Lipschitz semialgebraic deformation
retractions with controlled growth of their derivatives. The main techniques of our
construction are based on Lipschitz semialgebraic geometry theory developed in
[V1].
In what follows, we represent points q ∈ Rn+1 by pairs (x, y) ∈ Rn × R.
Definition 6.1. A cell in Rn is defined by induction on n. For n = 1, a cell is
a point or an open interval. For n > 1 a cell is either a graph of a semialgebraic
function or a band delimited by two semialgebraic functions over a cell in Rn−1.
A cell is called Lipschitz cell if all the graphs and bands involved in its
construction are defined by means of Lipschitz semialgebraic functions.
A cell subdivision of Rn is a subdivision of Rn into a disjoint collection of
cells. A cell subdivision of Rn is said to be compatible with a set A if A can be
represented as a union of the cells of this subdivision.
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For every collection of semialgebraic sets in Rn there exists a cell subdivision
compatible with them.
Theorem 6.2. Let A1, . . . , Am ⊂ Rn be semialgebraic sets. There exists a cell
subdivision of Rn compatible with Ai for i = 1, . . . ,m.
In general, providing a cell subdivision is often not sufficient for a study of
a semialgebraic set since cell subdivision does not include information on how the
cells come in contact with the neighboring cells. Let A be a collection of cells in
Rn. We say that A satisfies the frontier condition if the boundary of each cell
in A is a union of cells in A. Next we introduce a concept of stratification.
Definition 6.3. A stratification of a set X is a collection Σ of smooth manifolds
called strata such that their union is the set X and the boundary of each stratum
is union of the strata of lower dimension.
If S and S′ are two strata in Σ such that S′ ⊂ ∂S then we write S′ ≤ S.
Denote by Σk the collection of all strata in Σ of dimension k, by Σ(k) the
collection of all strata up to (and including) dimension k and by |Σ| the union of
all strata in Σ. A refinement of Σ is a stratification Σ′ such that each stratum
of Σ is a union of strata of Σ′. We then write Σ′ ≺ Σ. If f : X → Y is a map
and Σ is a stratification of X then we write f(Σ) to denote the collection of sets
{f(S) : S ∈ Σ}.
We say that Σ is a Whitney A stratification if for every two strata S′ ≤ S
and a sequence of points pn ∈ S converging to p ∈ S′ we have limn→∞ TpnS ⊃ TpS′
whenever the limit on the left hand side exists.
Every semialgebraic set admits a Whitney A stratification, moreover
Theorem 6.4. Suppose that X ⊂ Rn is a semialgebraic set. There exists a Whit-
ney A stratification of Rn compatible with X.
For a proof see e.g., [BCR].
Remark 6.5. A Lipschitz cell C of dimension k in Rn+1 is bi-Lipschitz equiv-
alent to a k-dimensional Lipschitz cell D ⊂ Rk. A bi-Lipschitz homeomorphism
φ : C → D can be constructed by induction as follows. The cell C is either a
graph of a Lipschitz semialgebraic function or a band bounded by two Lipschitz
semialgebraic functions over a cell C′ ⊂ Rn. Assume φ′ : C′ → D′ is a bi-Lipschitz
homeomorphism, where D′ is a (k − 1)-dimensional Lipschitz cell in Rk−1. Now,
if C is a graph of θ : C′ → R then set
φ(x, θ(x)) := (φ′(x), θ(x)),
if C is a band bounded by θi : C′ → R, i = 1, 2, θ1 < θ2 define
φ(x, y) := (φ′(x), y) .
Since θ1, θ2 and θ are Lipschitz, the map φ is bi-Lipschitz. Note that the map φ
−1
defines coordinates u = (u1, . . . , uk) on C. Also, observe that a function f : C → R
is Lipschitz if and only if f ◦ φ−1 is Lipschitz.
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Definition 6.6. Suppose that C is a cell of Rn+1 given by a graph of a function
θ or by a band bounded by graphs of functions θ1 and θ2 over a cell C
′ ⊂ Rn.
Moreover, assume that we have a deformation retraction r′ : C′ × I → C′. The
standard lift of r′ is a deformation retraction r : C × I → C defined by
rt(q) := r(q, t) := (r
′(x, t), (1 − τ(q))θ1(r′(x, t)) + τ(q)θ2(r′(x, t))) , q = (x, y) ,
where τ(q) := y−θ1(x)θ2(x)−θ1(x) in the case that C = {q : θ1(x) < y < θ2(x), x ∈ C′}
and by
rt(q) := r(q, t) := (r
′(x, t), θ(r′(x, t))) ,
in the case that C = {q : y = θ(x), x ∈ C′}. Note that τ(r(q, t)) = τ(q).
In the reminder of this section we give an intuitive derivation of our main
Lipschitz deformation retraction Theorem 6.12. In what follows we describe a
rough idea of our construction of a Lipschitz semialgebraic deformation retraction
r on a neighborhood of a point in a semialgebraic set. We remark that the Lipschitz
semialgebraic deformation retraction of Theorem 6.12 has additional estimates on
its derivatives, but for the sake of simplicity we will only deal with the Lipschitz
property of r for now (i.e. in this section).
Assume that C is a cell in Rn+1 bounded by two Lipschitz semialgebraic
functions θ1 < θ2 defined over a cell C
′ ⊂ Rn and that r′ : C′ × I → C′ is
a Lipschitz semialgebraic deformation retraction. It is not always true that the
standard lift of r′ to C is Lipschitz as the following example shows.
Example 6.7. Let ξ(x) : R2 → R, ξ(x) = |x21 − x2|, r′t(x) := tx. Assume that C
is a cell in R3 defined by {(x, y) ∈ R2 × R : 0 ≤ y ≤ ξ(x)}. Let rt be the standard
lift of r′ from R2 to R3. Clearly ξ is Lipschitz. Let us show that rt is not Lipschitz.
Note that
rt(x, y) = (tx, y
ξ(tx)
ξ(x)
).
Observe that rt is continuous and differentiable almost everywhere, so rt is Lips-
chitz if and only if all partial derivatives of its components are bounded. In par-
ticular, if rt is Lipschitz then
ξ(tx)
ξ(x) , being the derivative of the last component of
rt with respect to y, has to be bounded. We will show that
ξ(tx)
ξ(x) is not bounded.
Indeed, set
x1 = t, x2 = t
2 + t5
and observe that
ξ(tx)
ξ(x)
=
|t4 − t3 − t6|
|t5| → ∞ as t→ 0.
It is possible to redefine the deformation retraction r′ on R2 in such a way
that its standard lift would be Lipschitz. Indeed, let r′t(x) := (tx1, t
2x2) then
ξ(r′t(x))
ξ(x)
= t2,
and hence the standard lift rt is Lipschitz.
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This example leads us to formulate a condition for a standard lift of a Lips-
chitz semialgebraic deformation retraction to be Lipschitz.
Proposition 6.8. Assume that C ⊂ Rn+1 is a cell which is a graph of a Lipschitz
semialgebraic function θ1 or a band bounded by Lipschitz semialgebraic functions
θ2 and θ3 over a cell C
′ of Rn. Let r′ : C′ × I → C′ be a Lipschitz semialgebraic
deformation retraction and r be its standard lift. The standard lift r is Lipschitz
in the case that C is a graph . When C is a band, the standard lift r is Lipschitz
if and only if
(6.8) |θ2(r′t(x)) − θ3(r′t(x))| . |θ2(x)− θ3(x)|,
where r′t(x) := r
′(x, t).
Proof. Since semialgebraic functions are generically smooth we only have to check
that partial derivatives of r are bounded. By Remark 6.5 there exist bi-Lipschitz
maps φ′ : C′ → D′ and φ : C → D such that the diagram
C
φ→ D
↓pin+1 ↓pik
C′
φ′→ D′
is commutative, where pij : R
j → Rj−1 is the standard projection to the first j− 1
coordinates. Therefore, we may assume (by replacing C with D and C′ with D′)
that C′ is a cell of dimension n in Rn and C is either a graph or a band over C′.
The map rt can be written as rt(x, y) = (r
′
t(x), rn,t(x, y)). Set Dj :=
∂
∂xj
and
Dt :=
∂
∂t . By our assumption r
′ is Lipschitz. Therefore, we only have to check that
|Djrn,t| and
∣∣∣∂rn,t∂t ∣∣∣ are bounded.
In the case that C is a graph of θ1 we have
|Djrn,t(x, y)| = |Dj(θ1(r′(x, t)))| = |
∑
i
Diθ1(r
′(x, t))Djr′i,t(x)|,
which is bounded since θ1 and r
′
t are Lipschitz. For the same reason
|Dtrn,t(x, y)| = |
∑
j
Djθ1(r
′(x, t))Dtr′j,t(x)|
is bounded.
In the case that C is a band bounded by θ2 < θ3, set θ(x) := θ3(x) − θ2(x)
and let Dy :=
∂
∂y . Let τ(q) =
y−θ2(x)
θ(x) be as in Definition 6.6.
|Djrn,t(x, y)| = |Dj (θ2(r′(x, t)) + τ(q)θ(r′(x, t))) |
≤ |Djθ2(r′(x, t))| + |Dj (τ(q)θ(r′(x, t)) |
≤ C1 + |(Djτ(q))θ(r′(x, t)) + τ(q)Djθ(r′(x, t))|.
Note that
Djτ(q) =
−Djθ2(x)θ(x) − (y − θ2(x))Djθ(x)
θ2(x)
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Thus, by (6.8) and the fact that 0 < y − θ2(x) < θ(x) we have
|Djτ(q)θ(r′(x, t))| ≤ |Djθ2(x)| + |Djθ(x)| ≤ C.
The estimate of |Dyrn,t(x, y)| is obtained as follows.
|Dyrn,t(x, y)| = |Dy (θ2(r′(x, t)) + τ(q)θ(r′(x, t))) |
= |Dy (τ(q)θ(r′(x, t)) |
= |(Dyτ(q))θ(r′(x, t)) + τ(q)Dyθ(r′(x, t))|
= | 1
θ(x)
θ(r′(x, t))| ≤ C.
We omit the proof of the boundedness of the partial derivative in t of the
standard lift r because it is nearly identical to the proof of the boundedness of
Djr above.
For the inverse implication in the case that C is a band, assume that rt(x, y)
is Lipschitz. It follows that |Dyrn,t| = | 1θ(x)θ(r′(x, t))| is bounded, as required. 
We will make use of the basic construction of a Lipschitz semialgebraic defor-
mation retraction on a Lipschitz cell as a standard lift of a Lipschitz semialgebraic
deformation from lower dimensional cell. Our goal is to obtain a local Lipschitz
semialgebraic deformation retraction to any point of X as a step in an inductive
process. Criterion (6.8) derived in Proposition 6.8 results in the following Lipschitz
deformation retraction theorem.
Theorem 6.9. Let X := ∪mj=1Xj ⊂ Rn be a closed semialgebraic set, 0 ∈
Xj ∩ X,j = 1, . . . ,m, and ξ1, . . . , ξs : Rn → R some continuous semialgebraic
functions. Then there exists a neighborhood U of 0 in Rn and a Lipschitz defor-
mation retraction r : U × I → U that preserves Xj , j = 1, . . . ,m and satisfies
(6.9) ξj(rt(x)) . ξj(x).
The latter theorem is too weak for our applications and is included here only
as an introduction to the topic of the Lipschitz deformation retraction. Therefore
we only sketch its proof. A ’stronger’ version of this theorem is Theorem 8.4 which
is proven in Section 8 in complete details.
Sketch of the proof of Theorem 6.9. The proof is by induction on n. The case
of n = 1 is easy so we skip it and go directly to proving the inductive step.
First we use a preparation theorem for functions ξj in combination with a bi-
Lipschitz transformation to bring the semialgebraic sets Xi into a ‘good position’
and ‘prepare’ the functions ξj . More precisely, after a bi-Lipschitz transformation
the topological boundaries of the sets Xj will belong to the union of graphs of
globally defined Lipschitz semialgebraic functions η1 < · · · < ηb defined over Rn
and the functions ξj will be of the following form
ξj(q) |Ci ∼ |y − ηli,j |wi,jai,j(x) ,
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where {Ci} is a cell subdivision of Rn+1 consisting of graphs and bands of functions
ηj over the cells in R
n. Next we apply the inductive hypothesis to the cells in Rn
and the following collection of functions
ηj , |ηi − ηj |, min{|ηi − ηj |wi,jai,j(x), 1} for all i, j .
As an output of the inductive step we obtain a deformation retraction r′ on Rn.
Set r to be the standard lift of r′ (see Definition 6.6). Applying the criterion of
Proposition 6.8 the deformation retraction r is Lipschitz. To complete the inductive
step we prove that condition (6.9) holds, namely:
Lemma 6.10. Suppose that C ⊂ Rn+1 is a cell bounded by graphs of Lipschitz
semialgebraic functions θ1 < θ2 over a cell C
′ ⊂ Rn. Let r′t be a Lipschitz semi-
algebraic deformation retraction on C′ and r be its standard lift. Assume that
ζ(q) = |y − ξ(x)|wa(x), w ∈ Q, is a bounded function such that ξ ≤ θ1. Set
θ(x) := |θ2(x) − θ1(x)| and η(x) := |ξ(x) − θ1(x)| .
If
min(a(z1)η(z1)
w, 1) . min(a(x)η(x)w , 1),(6.10)
min(a(z1)θ(z1)
w, 1) . min(a(x)θ(x)w , 1).
then
ζ(rt(q)) . ζ(q).
Proof. Note that
|y − ξ(x)| = |y − θ1(x)| + |ξ(x)− θ1(x)| .
Observe that
(6.11) ζ(q) ∼ a(x)
{
min(|y − θ1(x)|w , η(x)w) w < 0
max(|y − θ1(x)|w , η(x)w) w > 0 .
Let z := z(t) = (z1(t), z2(t)) be the components of the deformation retraction
r = r(q, t) where (z1(t), z2(t)) ∈ Rn × R, q = (x, y). To simplify the notation we
will write (z1, z2) instead of (z1(t), z2(t)). From Definition 6.6 and (6.11) it follows
that:
(6.12) ζ(z) = a(z1)
{
min{|τ(z)θ(z1)|w}, η(z1)w} w < 0
max{|τ(z)θ(z1), η(z1)w} w > 0 .
Note that τ(q) = τ(z).
If w < 0 then, since ζ is bounded, it follows
(6.13) ζ(z) ∼ min{min(ak(z1)|τ(z)θ(z1))|w , 1),min(a(z1)η(z1)w, 1)} .
Note that if condition (6.10) holds for f1 and f2 then it also holds for
min{f1, f2}. Also if f is a non-negative and bounded function then f ∼ min(f, 1).
Therefore, it suffices to prove that
min(a(z1)|τ(z)θ(z1))|w, 1) . min(a(x)|τ(q)θ(x)|w , 1),
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and
min(a(z1)η(z1)
w, 1) . min(a(x)η(x)w , 1) ,
The latter inequality is a straightforward consequence of our assumption. For
the former inequality, we note that
min(a(z1)θ(z1)
w, 1) . min(a(x)θ(x)w , 1),
Therefore,
min(a(z1)|τ(z)θ(z1))|w , 1) = min{τ(z)wa(z1)θ(z1)w, τ(z)w, 1}
= min{τ(z)wmin(a(z1)θ(z1)w , 1), 1}
. min{τ(q)wa(x)θ(x)w , 1} .
Assume now that w > 0. It follows from the fact that ζ is bounded, formula
(6.12) and the our assumption
(6.14) a(z1)|τ(z)θ(z1)|w . a(x)|τ(q)θ(x)|w .
Therefore,
ζ(z) ∼ max{(a(z1)|τ(z)θ(z1)|w, a(z1)η(z1)w}
. max(a(x)|τθ(x)|w , a(x)η(x)w)
∼ ζ(q) .

Remark 6.11. The main result of this section is a strengthening of Theorem
6.9, in which we construct a deformation retraction with various estimates on its
derivatives in terms of the deformation parameter t. This topic is technically the
most important part of our work.
Theorem 6.12. (Lipschitz deformation retraction theorem) Let Σ0 be a stratifica-
tion of Rn, X = ∪Xj, Xj ∈ Σ0, 0 ∈ Xj ∩X, j = 1, . . . ,m. There exist a stratified
neighborhood (U,ΣU ) of 0 in R
n with ΣU a cell subdivision such that ΣU ≺ Σ∩U
and a Lipschitz semialgebraic deformation retraction r : U × I → U such that
(1) r0(x) = 0, r1(x) = x ,
(2) r|S×(0,1] is smooth ,
(3) | detDrt| & tµ, for some µ ≥ 0,
(4) ‖Drt‖ . tλ for some λ > 0,
where detDrt is taken with respect to the coordinates of the respective cell of ΣU
(see Remark 6.5) and ‖Drt‖ denotes the operator max-norm of the tangent map.
We prove this theorem in Section 8.
Remark 6.13. In contrast, condition (6.9) and the functions ξj of Theorem 6.9 are
absent in the statement of Theorem 6.12: condition (6.9) was included only to carry
the inductive step of the proof of Theorem 6.9 and not for our applications. The
proof of Theorem 6.12 is by induction similar to that of the proof of Theorem 6.9.
It involves functions analogous to the functions ξj of Theorem 6.9 and inequalities
strengthening condition (6.9).
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7. Regular families of hypersurfaces and bi-Lipschitz
homeomorphisms
This section contains preliminaries made use of in Section 8 in order to con-
struct a Lipschitz semialgebraic deformation retraction on a semialgebraic set with
control on the growth of the derivatives.
In our sketch of proof of Theorem 6.9 we did not include an explanation on
how to construct a bi-Lipschitz transformation of the ambient Rn+1 that maps a
given set with empty interior to a subset of a union of a finite number of graphs
of Lipschitz semialgebraic functions. Construction of such a bi-Lipschitz map was
essentially obtained by G.Valette in [V1], but we include it for the sake of com-
pleteness.
In our main Theorem 7.6 of this section we start with a stratification Σ of
Rn+1 and construct a bi-Lipschitz transformation h of Rn+1 that maps a given
cone, to a perhaps larger cone, such that the restriction of h to a certain refinement
A ≺ Σ is a diffeomorphism. Moreover, the images of the strata in A are graphs of
Lipschitz semialgebraic functions or bands over cells in Rn.
In what follows we will use the following notations. Let ei , i = 1, ..., n to
be the standard basis and Sn−1 the unit sphere of Rn. For λ ∈ Sn−1 ⊂ Rn, we
denote by Nλ the orthogonal to λ subspace of R
n (shortly Nλ := λ
⊥) and by piλ
the projection onto Nλ along λ. Given q ∈ Rn, we denote by q 7→ qλ the standard
scalar product (in Rn) with λ. We say that a set H ⊂ Rn+1 is a graph relative
to λ if there exists a function ξ : Nλ → R such that
H = {q ∈ Rn+1 : qλ = ξ(piλ(q))}.
Definition 7.1. A Lipschitz cell decomposition of Rn is a cylindrical cell
decomposition C of Rn which is also a stratification and is such that for n > 1
each cell C ∈ C is either a graph of a Lipschitz semialgebraic function or a band
bounded by two Lipschitz semialgebraic functions over some cell C′ in Rn−1. The
vector en is said to be regular for C if for each cell C ∈ C the restriction to
C of pin := pien is a one-to-one map and, also, there exists a Lipschitz function
ξ : pin(C)→ R such that C is the graph of ξ over pin(C).
We will need the following results from [V1] for our construction of the bi-
Lipschitz transformation of this section.
Definition 7.2. A regular family of hypersurfaces of Rn+1 is a family H =
(Hk;λk)1≤k≤b , b ∈ N, of hypersurfaces of Rn+1 together with elements λk of Sn
such that the following properties hold for each k < b:
(i) The consecutive pairs Hk and Hk+1 are the graphs relative to λk of two
global Lipschitz functions ξk and, respectively, ξ
′
k such that ξk ≤ ξ′k ;
(ii) E(Hk+1;λk) = E(Hk+1;λk+1), where E(Hk;λk) = {q ∈ Rn+1 : qλ ≤
ξ(piλ(q))} .
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Let A be a semialgebraic subset of Rn+1 of empty interior. We say that the family
H is compatible with A, if A ⊆ ⋃bk=1Hk. An extension of H is a regular family
compatible with the set
⋃b
k=1Hk.
We will also make use of the following notation
Notation 7.3. Let λ ∈ Sn−1 and M ∈ [0, 1). We denote
Cn(λ,M) := {q ∈ Rn : q · λ|q| ≥M} ⊂ R
n
(which are cones centered at 0 with the axis being λ).
Given two functions f, g : A→ R we say that f is equivalent to g, f ∼ g, if
there exist c1 > 0 and c2 > 0 such that c1f ≤ g ≤ c2f . If f ≤ c1g, we write f . g.
We say that f is comparable with g if the difference f − g has a constant sign.
Theorem 7.4. ( Proposition 3.10 [V1]) For each semialgebraic set A ⊂ Rn+1
with empty interior and ε > 0 there exists a regular family (Hk;λk)1≤k≤b of hy-
persurfaces of Rn+1 compatible with A and such that λk · en+1 > 1− ε, 1 ≤ k ≤ b
.
Given a regular system of hypersurfaces H := (Hk;λk)1≤k≤b in Rn+1 we
associate with it a bi-Lipschitz map hH : R
n+1 → Rn+1 (Proposition 3.13 [V1]).
For completeness we give the construction of hH below.
Proposition 7.5. (Proposition 3.13 [V1] ) Let H := (Hk;λk)1≤k≤b be a regular
system of hyperplanes in Rn+1. There exists a bi-Lipschitz mapping hH : R
n+1 →
Rn+1 that maps each hypersurface Hk to a hypersurface Fk which is a graph of a
Lipschitz semialgebraic function ηk for en.
Proof. We define hH over E(Hk;λk) by induction on k in such a way that
(7.15) hH(E(Hk;λk)) = E(Fk; en) ,
where Fk is the graph of a Lipschitz function ηk relative to en . Note that then
hH(Hk) = Fk.
For k = 1 choose an orthonormal basis in Nλ1 and set hH(q) = (xλ1 ; qλ1),
where xλ1 are the coordinates of piλ1(q) in this basis. Then, let k ≥ 1 and assume
that hH has been already constructed on E(Hk;λk). Property (i) of Definition 7.2
says that Hk and Hk+1 are the graphs relative to the same λk of two Lipschitz
functions ζk and ζ
′
k. For q ∈ E(Hk+1;λk) \ E(Hk;λk) set
hH(q) := hH(piλk(q); ζk ◦ piλk (q)) + (qλk − ζk ◦ piλk(q))en .
Due to property (ii) of Definition 7.2 we have E(Hk+1;λk+1) = E(Hk+1;λk),
so that hH turns out to be defined over E(Hk+1;λk+1). Since ζk is Lipschitz hH
a bi-Lipschitz homeomorphism. Note also that (7.15) holds with Fk+1 a graph of
the following Lipschitz function
ηk+1(q) = ηk ◦ pien(q) + (ζ′k − ζk) ◦ piλk ◦ h−1(q; ηk ◦ pien(q)) .
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We now constructed hH over E(Hb;λb). To extend hH to the whole of R
n we
follow the case of k = 1 (use λb instead of λ1). Now it is straightforward to verify
that hH is a bi-Lipschitz homeomorphism. 
The following theorem is the main theorem of this section (cf. [V2] Corollary
2.2.4).
Theorem 7.6. Let Σ be a stratification of Rn+1 compatible with a cone C :=
Cn+1(e1,M). There exists a refinement A ≺ Σ and a bi-Lipschitz map h : Rn+1 →
Rn+1 such that
(1) h|A is diffeomorphism for all A ∈ A,
(2) there exists 0 < M ′ < 1 such that h(C) ⊂ Cn+1(e1,M ′),
(3) every stratum h(A), A ∈ A, is either a graph of a Lipschitz semialgebraic
function or a band bounded by graphs of Lipschitz semialgebraic functions
over a stratum h(A′) in Rn, A′ ∈ A.
For our proof the following proposition is crucial.
Proposition 7.7. Let A ⊂ Rn+1 be a semialgebraic set and let H = (Hk;λk)1≤k≤b
be a regular system of hyperplanes compatible with A such that λk · en+1 > 1 − ε.
If 0 ∈ A ⊂ Cn+1(e1,M) then there exists M ′ such that hH(A) ⊂ Cn+1(e1,M ′),
where hH is provided by Proposition 7.5.
Our proof of the latter proposition will make use of the following 3 lemmas.
Definition 7.8. Assume that S ⊂ Rn+1 is a graph of a function ξ relative to
λ ∈ Sn. Let map piS : Rn+1 → S to be defined by piS(q) := piλ(q) + ξ(piλ(q))λ,
Lemma 7.9. Let A′ ⊂ Cn(e1,M) and ξ : A′ → R, ξ(0) = 0 be a Lipschitz
semialgebraic function with Lipschitz constant L. Then, Γξ(A
′) ⊂ Cn+1(e1,M/(1+
L)).
Proof. We have to show that for x ∈ A′
(x, ξ(x)) · e1√∑
x2i + ξ(x)
2
≥M/(1 + L) .
Since ξ(0) = 0 we have
|ξ(x)| = |ξ(x) − ξ(0)| ≤ L|x| .
Therefore √∑
x2i + ξ(x)
2 ≤
√∑
x2i + |ξ(x)| ≤ (1 + L)|x| .
Since x ∈ Cn(e1,M) it follows that
(x, ξ(x)) · e1√∑
x2i + ξ(x)
2
≥ x · e1
(1 + L)|x| ≥
M
1 + L
.

Definition 7.10. Assume that λ ∈ Sn, λ · en+1 > 0. Let ej,λ be the unique vector
in Nλ such that pin+1ej,λ = ej .
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Lemma 7.11. Let v := e1,λ ∈ Nλ ⊂ Rn+1 and ε > 0. If λ · en+1 ≥ 1− ε then
Cn+1(e1,M) ⊂ Cn+1(v/|v|,M ′)
with M ′ := 1|v|
(
M −
√
2ε
1−ε
)
.
Proof. Since v projects to e1 there exists a constant A ∈ R such that v = e1 +
Aen+1. Since Nλ = λ
⊥ it follows that 0 = λ · v = e1 · λ + Aen+1 · λ . Hence
A = −e1·λen+1·λ . Of course λ =
√
1− δ2en+1+ δw with w ⊥ en+1, |w| = 1 and δ ∈ R+.
Consequently, 1− ε ≤ λ · en+1 =
√
1− δ2,
1 + ε2 − 2ε ≤ 1− δ2
δ2 ≤ 2ε− ε2.
Therefore, δ ≤ √2ε and the estimate for |A| follows:
|A| =
∣∣∣∣ −e1 · λen+1 · λ
∣∣∣∣ ≤
∣∣∣∣ |δw · e1|1− ε
∣∣∣∣ ≤
∣∣∣∣∣
√
2ε
1− ε
∣∣∣∣∣ .
Finally, let q ∈ Cn+1(e1,M). Then q ∈ Cn+1(v,M ′) due to
q · v
|q||v| =
q · e1
|q||v| +A
q · en+1
|q||v|
≥ 1|v|
(
M −
√
2ε
1− ε
)
,
as required. 
Lemma 7.12. Let A ⊂ Cn+1(e1,λ,M), λ · en+1 > 1 − ε and let H1 ⊂ Rn+1 be a
graph of a Lipschitz semialgebraic function ξ, ξ(0) = 0 for λ1, λ1 · en+1 > 1 − ε.
Then, piH1(A) ⊂ Cn+1(e1,λ1 ,M ′).
Proof. It follows from Lemma 7.11 that Cn+1(e1,λ,M) ⊂ Cn+1(e1,λ1 ,M ′′) for some
M ′′. Hence piλ1(A) ⊂ Cn+1(e1,λ1 ,M ′′) and since ξ is Lipschitz with ξ(0) = 0 it
follows that piH1(A) ⊂ Cn+1(e1,λ1 ,M ′), where M ′ := M ′′/(1 + L)) and L is the
Lipschitz constant of ξ. 
Proof of Proposition 7.7. Assume first that A ⊂ Hk for some k and Hk is a
graph of ξk relative to λk. Observe that
pin+1 ◦ (hH |Hk)(q) = piλ1 ◦ piH1 ◦ · · · ◦ piHk−1 (q).
It follows by iterating Lemma 7.12, that pin+1 ◦ (hH |Hk)(A) ⊂ Cn+1(e1,M ′′)
for someM ′′. Since hH(HK) = Fk is a graph of a Lipschitz semialgebraic function
ηk with ηk(0) = 0 we conclude using Lemma 7.9 that hH(A) ⊂ Cn+1(e1,M ′′/(1+
Lk)), where Lk is the Lipschitz constant of ηk. In the general case of A ⊂ ∪Hk
we apply the argument as above to A ∩ Hk and then conclude that hH(A) ⊂
∪Cn+1(e1,M ′′/(1 + Lk)) ⊂ Cn+1(e1,M ′), as required. 
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Nect we prove Theorem 7.6.
Proof of Theorem 7.6. Let H = (Hk;λk)1≤k≤b be a regular system of hyper-
planes compatible with the topological boundaries of Σ. Let hH : R
n+1 → Rn+1
be the bi-Lipschitz map given by Proposition 7.5 and let ηk : R
n → R be Lipschitz
semialgebraic functions such that Fk := hH(Hk) is a graph of ηk.
By Proposition 7.7 we have hH(C) ⊂ C1 := Cn+1(e1,M ′) and hence conclu-
sion (2) is proven.
Next, we construct a stratification A of Rn+1 such that h|A is a diffeomor-
phism for every A ∈ A and moreover, h(A) is either included in a graph of one of
the ηi’s or is a band bounded by the graphs of two consecutive ηi’s.
By induction on k we define a family of stratifications Fk := {A1,k, . . . ,Ak,k}
such that for each i, Ai,k is a stratification of Hi that refines Ai,k−1.
For k = 1 stratification A1,1 is a stratification of H1. Assuming that Fk is
constructed we construct Fk+1 as follows.
Define Ak+1−j,k+1 by induction on j. For j = 0 set Ak+1,k+1 to be a stratifi-
cation of Hk+1. Assuming that Ak+1−j,k+1 is constructed we construct Ak−j,k+1.
Since the hypersurface Hk+1−j is a graph of a Lipschitz semialgebraic function
relative to λk−j , we set Ak−j,k+1 to be a refinement of Ak−j,k compatible with all
pi−1λk−j (A) ∩Hk−j for A ∈ Ak−j+1,k+1 .
Consequently, the final family Fb consists of a stratification of the hypersur-
faces (Hk;λk)1≤k≤b which induces a stratification A of Rn+1 with the strata of A
being:
• The strata of each Aj,b, j = 1, . . . , b
• The bands bounded by the graphs of ζk and ζ′k relative to λk intersected
with pi−1λk (A), where A ∈ Ak,b and k = 1, . . . , b.• {q : qλb > ζb(q)} and {q : qλ1 < ζ1(q)}
Our construction of h clearly guarantees that h|A is smooth for all A ∈ A and that
Σ1 := {h(A)}A∈A forms a stratification of Rn+1. 
8. Proof of Lipschitz deformation retraction theorem
In this section we prove the main technical result of our work, Theorem 6.12.
The proof follows the same structure as the sketch of the proof of Theorem 6.9.
Recall that inequality ξj(r
′
t(x)) . ξj(x) with ξj being a difference of two
Lipschitz functions that bound a cell, is a criterion for the standard lift rt of r
′
t to
be Lipschitz. In order to show that Drt admits estimates in terms of t, we will have
to enlarge inequality (6.9) from Theorem 6.9 to a group of several inequalities:
(1) (a) ξj(rt(q)) . ξj(q)
(b) if ξj(0) = 0 then ξj(rt(q)) . t
λjξj(q) for q ∈ X , λj > 0.
(2) ξj(rt(q)) & t
µjξj(q), µj ≥ 0
Then, we derive the estimates of | detDrt| and ‖Drt‖ in terms of t by making use
of the latter inequalities in a way similar to our proof of r being Lipschitz.
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In the sketch of proof of Theorem 6.9 we remarked that the functions ξj of
the theorem may be assumed (upon a bi-Lipschitz transformation) to be of the
form ξj(q) = |y − ηj(x)|wjaj(x), where ηj are Lipschitz and aj are continuous
semialgebraic functions. We will make use of the following theorem and lemma
(both from [V1]) to justify this assumption.
Theorem 8.1. (Proposition 4.3 [V1]) Given a non negative semialgebraic function
f on Rn, there exist a finite number of semialgebraic subsets W1, . . . ,Ws, and a
partition of Rn such that f is equivalent to a product of powers of distances to the
Wj’s on each element of the partition.
Lemma 8.2. Let η1, . . . , ηb : R
n → R be Lipschitz semialgebraic functions and
V ⊂ Rn+1 be a cell bounded by two consecutive ηi’s over V ′ := pin+1(V ). Suppose
that W1, . . . ,Wm ⊂ ∪Γηj and ξ : V → R+ is a bounded semialgebraic function
equivalent to ∏
d(·,Wj)αj , αj ∈ Q
Then, there exist Lipschitz semialgebraic functions θ1 ≤ · · · ≤ θb′ : Rn → R,
continuous semialgebraic functions ai : V → R and a subdivision V = ∪Vi such
that each Vi is a cell bounded by two consecutive θi’s over V
′ and, moreover,
(8.16) ξ(q)|Vi ∼ |y − ηνi(x)|wiai(x) .
We prove this lemma following
Remark 8.3.
(1) If A is a union of graphs of semialgebraic functions θ1, . . . , θk over R
n then
there is an ordered family of semialgebraic functions ξ1 ≤ · · · ≤ ξk such
that A is a union of graphs of these functions.
(2) Given a family of Lipschitz semialgebraic functions f1, . . . , fk defined over
Rn there is a cell decomposition C′ of Rn and some Lipschitz semialge-
braic functions ξ1 ≤ · · · ≤ ξm on Rn such that over each cell C = {q =
(x ; qn+1) ∈ Rn+1 : x ∈ C′, ξi(x) ≤ qn+1 ≤ ξi+1(x)}, where C′ ∈ C′, the
semialgebraic functions |qn+1− fi(x)| are comparable with each other and
are comparable with the functions fi ◦ pin. Indeed, it suffices to consider
the graphs of functions fi, fi+fj and
fi+fj
2 and then the family ξ1, . . . , ξm
is provided by the first remark.
Proof of Lemma 8.2. Note that
(8.17) d(q,Wj ∩ Γην ) ∼ |y − ην(x)| + d(x, pin(Wj ∩ Γην )) , q ∈ Rn+1 ,
where j ∈ J and 1 ≤ ν ≤ b. According to Remark 8.3, there is a collection
of Lipschitz semialgebraic functions {θ1, . . . , θb′} ⊃ {η1, . . . , ηb} on Rn such that
there exists a cell decomposition C0 of Rn+1 with the following properties:
(1) The cells of C0 consist of graphs and bands of θi’s over the cells in Rn.
(2) The semialgebraic functions d(x, pin(Wj∩Γην )), ην , |ην−ην′ | , and |y−ην |,
where 1 ≤ ν, ν′ ≤ b and j ∈ J , are pairwise comparable over each cell in
C0.
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Let C be a stratification of Rn+1 obtained from C0 by refining the cells in Rn in
such a way that taking graphs and bands of the restrictions of θj ’s to those cells
results in a Whitney A stratification of Rn+1.
Let C be an open cell in Rn+1 bounded by the graphs of θj0 and θj0+1 over a
cell C′ in Rn. Due to the fact that the cell decomposition C is compatible with the
graphs of the ηi’s, we have either ηi|C′ ≥ θj0+1 or ηi|C′ ≤ θj0 for any i ∈ {1, . . . , b}.
Note that for any j ∈ J and q ∈ C we have
d(q,Wj) = min
ν
d(q,Wj ∩ Γην ) .
Therefore,
ξ(q) ∼
∏
j∈J
(min
ν
d(q,Wj ∩ Γην ))wj
∼
∏
j∈J
(|y − ην(x)| + d(x, pin(Wj ∩ Γην )))wj .
Each expression of the form
(|y − ην(x)| + d(x, pin(Wj ∩ Γην )))wj
is equivalent to
(8.18) min (|y − ην(x)|wj , d(x, pin(Wj ∩ Γην ))wj ) if wj < 0
and is equivalent to
(8.19) max (|y − ην(x)|wj , d(x, pin(Wj ∩ Γην ))wj ) if wj > 0 .
Since over the cell C, functions from collection {|y−ην(x)|, |ην−ην′ |, d(x, pin(Wj∩
Γην ))} with 1 ≤ ν, ν′ ≤ b, i ∈ I and j ∈ J , are pairwise comparable it fol-
lows that the expressions in (8.18) and (8.19) are equal to either |y − ην(x)|wj or
d(x, pin(Wj ∩ Γην ))wj . Also, one of the following 3 properties holds
• |y − ην(x)| ∼ |y − ην′(x)|
• |y − ην(x)| ∼ |ην(x)− ην′(x)|
• |y − ην′(x)| ∼ |ην(x) − ην′(x)| .
Consequently, there are constants νk, w, wν,ν′ , and w
′
j such that over the cell C
(8.16) holds with
a(x) =
∏
ν,ν′
|ην − ην′ |wν,ν′
∏
j∈J
d(x, pin(Wj ∩ Γην ))w
′
j .

Next we prove Theorem 6.12 in a formulation convenient for a proof by
induction on the dimension of the ambient Rn.
Theorem 8.4. Let Σ0 be a stratification of R
n compatible with X := ∪j∈JXj,
Xj ∈ Σ0 (with J a finite index set) such that 0 ∈ Xj ∩ X for all j ∈ J and
X ⊂ Cn(e1,M). Let ξ1, . . . , ξl : Rn → R+ be bounded semialgebraic functions.
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Then, there are an open stratified neighborhood (U,ΣU ) of 0 in R
n, ΣU ≺ Σ0 and
a Lipschitz semialgebraic deformation retraction r : U × [0, 1]→ U such that
(1) r|S×(0,1] is smooth for all S ∈ ΣU ;
(2) r : S × (0, 1]→ S, S ∈ ΣU , r0(q) = 0, r1(q) = q ;
(3) (a) ξj(rt(q)) . ξj(q) ;
(b) if ξj is continuous near 0 and ξj(0) = 0 then for some λj > 0 and all
q ∈ X inequality ξj(rt(q)) . tλj ξj(q) holds;
(4) ξj(rt(q)) & t
µjξj(q) for some µj ≥ 0 ;
(5) | detDrt| & tµ for some µ ≥ 0 ;
(6) ‖Drt|Xreg‖ . tλ for some λ > 0 .
Proof. Assume n = 1. Let r(x, t) := tx. Each function ξj is a bounded semialge-
braic function near 0 and therefore is continuous at 0. If ξj(0) = aj > 0 then for x
small enough we have ξj ∼ aj and therefore estimates (3a), (4), (5) and (6) hold.
If ξ(0) = 0 then expanding each ξj into a Puiseux series
ξj(x) = bjx
wj +R(x), wj ∈ Q+, R(x) ∈ o(xwj ),
it follows
ξj(x) ∼ bjxwj .
Consequently all estimates from (3) to (6) follow. Next we prove (Hn+1) assuming
(Hn). Throughout the proof, we represent points of R
n+1 by q = (x, y) ∈ Rn×R.
According to Theorem 8.1 there exists a finite partition {Vi}i∈I of Rn+1 and a finite
family of closed semialgebraic subsets {Wj}j∈J with empty interiors (otherwise,
we would replace such Wj ’s by their topological boundaries), such that for every
Vi with 0 in its closure holds:
(8.20) ξk(q) ∼
∏
j∈J
d(q,Wj)
wijk , q ∈ Vi ,
where 1 ≤ k ≤ l and wijk ∈ Q. We may assume that 0 ∈ Wj for all j ∈ J since
the Wj that do not contain 0 are superfluous for the validity of (8.20). Consider a
stratification Σ˜ that simultaneously refines stratification Σ0 and both collections
{Vi}i∈I and {Wj}j∈J . Applying Theorem 7.6 with input Σ˜ results in a refining
stratification A and a bi-Lipschitz map h : Rn+1 → Rn+1 such that all of the
images of the topological boundaries of semialgebraic sets in Σ0∪{Vi}i∈I∪{Wj}j∈J
are included in the graphs of Lipschitz semialgebraic functions η1, . . . , ηb : R
n → R
and h(X) ⊂ Cn+1(e1,M ′) for someM ′ ∈ [0, 1). Moreover, h|A is a diffeomorphism
for all A ∈ A and each stratum from A is mapped to a stratum of the form of a
graph over lower dimensional stratum of one of the ηj ’s or a band bounded by two
consecutive ηj ’s.
Since the final conclusion of Theorem 8.4 is stable upon application of a semi-
algebraic bi-Lipschitz homeomorphism we may identity map h with the identify
the map and rename M ′ by M .
Lemma 8.2 applied to the sets Wj and functions ξk results in a collection of
Lipschitz semialgebraic functions θ1 ≤ · · · ≤ θb′ (including functions ηj) defined
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over Rn and a cell decomposition Σ ≺ A of Rn+1 such that the cells in Rn+1 are
given by graphs and bands of θi’s over the cells in R
n and over each cell C ∈ Σ
(8.21) ξk|C(q) ∼ |y − ηk,C(x)|wk,Cak,C(x) .
We assume without loss of generality that Xj’s are cells of Σ since otherwise,
we may achieve this by refining the stratification Σ. Note that X ′ ⊂ Cn(e1,M ′).
Apply the inductive hypothesis to the cells Σ′ (cells of Σ in Rn) with X ′ :=
∪pin(Xj) and to a collection of semialgebraic functions G which we list following.
The functions in G are the following:
• d(x, 0)
• |θj(x)| for 1 ≤ j ≤ b′,
• |ηj(x)− ηj+1(x)| for 1 ≤ j ≤ b − 1,
• |θj(x)− θj+1(x)| for 1 ≤ j ≤ b′ − 1,
• min (ak(x)|θj(x)− θj+1(x)|wk , 1) for 1 ≤ j ≤ b′ − 1, 1 ≤ k ≤ l ,
• min
(
ak(x)|θj(x) − ην
k
(x)|wk , 1
)
for 1 ≤ j ≤ b′, 1 ≤ k ≤ l,
• min
(
ak(x)|θj+1(x) − ην
k
(x)|wk , 1
)
for 1 ≤ j ≤ b′ − 1, 1 ≤ k ≤ l.
As a consequence we obtain a neighborhood U ′ of 0 ∈ Rn and Lipschitz semialge-
braic deformation retraction r′ : U ′ × I → U ′ with all the properties listed in the
theorem. Let r be the standard lift of r′ as defined in Definition 6.6. Note that r
is continuous and smooth on C × (0, 1] for every cell C ∈ Σ. It is clear from the
definition of r that conclusions (1) and (2) hold for r. We have to prove that r is
Lipschitz and that the estimates from (3) to (6) hold. Note that it is enough to
prove all these estimates on a cell C ∈ Σ of X , so let C be a cell in X .
Proof that r is Lipschitz. If C is a graph of a Lipschitz semialgebraic function
then by Proposition 6.8 the standard lift r of r′ is Lipschitz. If C is a band bounded
by θj ≤ θj+1 then let θ := |θj − θj+1| and note that θ ∈ G. Therefore we have
θ(r′(x, t)) . θ(x). According to the criterion of 6.8 the standard lift r is also
Lipschitz.
Proof of the estimates (3a) and (4). When C is a graph over a cell of Σ′
condition (3a) is straight forward consequence of the induction hypothesis. Other-
wise, the cell C is bounded by θj and θj+1 and each ξk, 1 ≤ k ≤ s, is of the form
(8.21). Moreover, due to the construction preceding 8.21 also either ηνk ≤ θj or
ηνk ≥ θj+1. We may assume, without loss of generality that the former case holds.
Consequently
|y − ηνk(x)| = |y − θj(x)| + |ηνk(x)− θj(x)| .
Denote
θ(x) := |θj+1(x)− θj(x)| and η(x) := |ηνk(x)− θj(x)| .
Then
(8.22) ξk(q) ∼ ak(x)
{
min(|y − θj(x)|wk , η(x)wk ) if wk < 0
max(|y − θj(x)|wk , η(x)wk) if wk > 0 .
Denote by z := z(t) = (z1(t), z2(t)) the components of the deformation retraction
r = r(q, t) with (z1(t), z2(t)) ∈ Rn×R and q = (x, y). In abuse of notation we will
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write (z1, z2) instead of (z1(t), z2(t)). In terms of Definition 6.6 and due to (8.22)
it follows that:
(8.23) ξk(z) = ak(z1)
{
min{|τ(z)θ(z1)|wk , η(z1)wk} if wk < 0
max{|τ(z)θ(z1)|wk , η(z1)wk} if wk > 0 .
Recall (Def.6.6) that τ(r(q, t)) = τ(q) for all t ∈ [0, 1].
If wk < 0 then boundedness of ξk implies
(8.24) ξk(z) ∼ min{min(ak(z1)|τ(z)θ(z1))|wk , 1),min(ak(z1)η(z1)wk , 1)} .
Note that if conditions (3a) and (4) of the inductive hypothesis hold for f1
and f2 then they also hold for min{f1, f2} and that if f is a non-negative and
bounded function then f ∼ min(f, 1). Therefore, it suffices to prove that
min(ak(z1)|τ(z)θ(z1))|wk , 1) . min(ak(x)|τ(q)θ(x)|wk , 1),
min(ak(z1)|τ(z)θ(z1))|wk , 1) & tµk min(ak(x)|τ(q)θ(x)|wk , 1)
and that
min(ak(z1)η(z1)
wk , 1) . min(ak(x)η(x)
wk , 1) ,
min(ak(z1)η(z1)
wk , 1) & tµk min(ak(x)η(x)
wk , 1) ,
The latter two are immediate consequences of the inductive hypothesis. For
the proof of the former two inequalities we note that the inductive hypothesis
implies
min(ak(z1)θ(z1)
wk , 1) . min(ak(x)θ(x)
wk , 1) ,
and also that
min(ak(z1)θ(z1)
wk , 1) & tµk min(ak(x)θ(x)
wk , 1) .
Therefore,
min(ak(z1)|τ(z)θ(z1))|wk , 1) = min{τ(z)wkak(z1)θ(z1)wk , τ(z)wk , 1}
= min{τ(z)wk min(ak(z1)θ(z1)wk , 1), 1}
. min{τ(q)wkak(x)θ(x)wk , 1} .
And similarly,
min(ak(z1)|τ(z)θ(z1))|wk , 1) = min{τ(z)wkak(z1)θ(z1)wk , τ(z)wk , 1}
= min{τ(z)wk min(ak(z1)θ(z1)wk , 1), 1}
& min{τ(q)wk tµk min(ak(x)θ(x)wk , 1), 1}
& tµk min{τ(q)wk min(ak(x)θ(x)wk , 1), 1}
= tµk min{τ(q)wkak(x)θ(x)wk , 1} .
Assume now that wk > 0. Boundedness of ξk, formula (8.23) and the induc-
tion hypothesis imply that
(8.25) ak(z1)|τ(z)θ(z1)|wk . ak(x)|τ(q)θ(x)|wk .
ak(z1)|τ(z)θ(z1)|wk & tµkak(x)|τ(q)θ(x)|wk .
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Therefore,
ξk(z) ∼ max{(ak(z1)|τ(z)θ(z1)|wk , ak(z1)η(z1)wk}
. max{ak(x)|τθ(x)|wk , ak(x)η(x)wk}
∼ ξk(q) .
Similarly
ξk(z) ∼ max{(ak(z1)|τ(z)θ(z1)|wk , ak(z1)η(z1)wk}
& tµk max{(ak(x)|τ(q)θ(x)|wk , ak(x)η(x)wk}
∼ tµkξk(q) .
Proof of the estimate (3b). Assume that ξj is continuous near 0 and ξj(0) = 0.
Note first that we may assume that ξj(q) := d(q, 0). Indeed, according to the
 Lojasiewicz inequality (Theorem 2.6.6 [BCR]) there is a continuous semialgebraic
function ξ˜j and L > 0 such that
ξj(q) = ξ˜j(q)d(q, 0)
L.
We may assume that ξ˜j is one of the functions ξi (by including it to begin with
in the original collection) and then (3a) would imply ξ˜j(rt(q)) . ξ˜j(q). Therefore
d(rt(q), 0) . t
λdd(q, 0) for some λd > 0 would imply
ξj(rt(q)) . t
λdLξj(q).
Assume C is a cell in X .
Case 1: C is a graph of θj over C
′. Then since X ⊂ Cn+1(e1,M) it follows that
θj(0) = 0. Note that d(q, 0) ∼ d(x, 0). Indeed, assume Lj > 0 is the Lipschitz
constant of θj
d(q, 0) ∼ d(x, 0) + |θj(x) − θj(0)| ≤ (1 + Lj)d(x, 0).
On the other hand, d(q, 0) ≥ d(x, 0). Therefore, d(q, 0) ∼ d(x, 0), as we claimed.
Since the distance to zero function x 7→ d(x, 0), is in G the induction hypothesis
implies that d(r′t(x), 0) . t
λd′d(x, 0). Therefore,
d(rt(q), 0) ∼ d(r′t(x), 0) . tλd′d(x, 0) ∼ tλd′d(q, 0).
Case 2: Assume that C is a band bounded by the graphs of θj < θj+1 over
C′. Note that d(q, 0) ≤ d(x, 0) + |y|. But |y| ≤ Cd(x, 0) since q ∈ Cn+1(e1,M)
and hence d(q, 0) . d(x, 0). On the other hand d(q, 0) ≥ d(x, 0) and therefore,
d(q, 0) ∼ d(x, 0). Our proof of the remainder of the estimate is as in case 1 .
Proof of the estimate (5). Note that detDrt is well defined over each cell C.
Indeed, every C is constructed iteratively as a graph or a band over a cell in a lower
dimension. Assume xC := (xj1 , . . . , xjk) are the coordinates on the band C. Then
the remaining coordinates of Rn+1 are Lipschitz semialgebraic functions of the
coordinates xC . Let pi : C → D be the projection onto the xC coordinate subspace
on Rn+1 and φ : D → C be its inverse. Then detDrt := detD (pi ◦ rt ◦ φ).
Assume C is a graph of θj over a cell C
′. Then detDrt = detDr′t and therefore
(5) holds by the inductive assumption.
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Now assume C is a band bounded by the graphs of θj and θj+1 over a cell
C′. Then
rt,n+1(q) = θj(r
′
t(x)) +
(y − θj(x))(θj+1(r′t(x))− θj(r′t(x)))
θj+1(x) − θj(x) .
Note, that due to the iterative definition of r as the standard lifts from the lower
dimensions the matrix Drt is lower triangular. In particular,
| detDrt| = |detDr′t|
∣∣∣∣∂rt,n+1∂y
∣∣∣∣ .
Finally, the inductive hypothesis implies∣∣∣∣∂rt,n+1(q)∂y
∣∣∣∣ =
∣∣∣∣θj+1(r′t(x))− θj(r′t(x))θj+1(x)− θj(x)
∣∣∣∣ & tµθj
for some µθj ≥ 0 and therefore,
| detDrt| & tµ
′+µθj ,
as required.
Proof of the estimate (6). It suffices to show that∣∣∣∣∂rt,n+1∂xj
∣∣∣∣ . tλ
and, also, that ∣∣∣∣∂rt,n+1∂y
∣∣∣∣ . tλ
for some λ > 0 . When C is a graph of θj over C
′ it follows due to the construction
of the standard lift
rt,n+1(q) = θj(r
′
t(x)) .
(and, in particular, does not depend on y). Therefore,∣∣∣∣∂rt,n+1∂xl
∣∣∣∣ =
∣∣∣∣∣
∑
i
∂θj(r
′
t(x))
∂xi
∂r′t,i(x)
∂xl
∣∣∣∣∣ .
By the induction hypothesis,
∣∣∣ r′t,i(x)∂xl
∣∣∣ . tλ′ for some λ′ > 0. Since θj is a Lipschitz
semialgebraic function it follows
∣∣∣∂θj(r′t(x))∂xi
∣∣∣ . 1 which completes the proof of (6)
in the case of C being a graph over C′.
Now assume C is a band bounded by graphs of θj and θj+1 over C
′. Define
θ(x) := θj+1(x) − θj(x). Then
rt,n+1(q) = θj(r
′
t(x)) + (y − θj(x))
θ(r′t(x))
θ(x)
.
The latter and the inductive assumption imply that∣∣∣∣∂rt,n+1∂y
∣∣∣∣ =
∣∣∣∣θ(r′t(x))θ(x)
∣∣∣∣ . tλθ
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and that∣∣∣∣∂rt,n+1∂xl
∣∣∣∣ ≤
∣∣∣∣∣
∑
i
∂θj(r
′
t(x))
∂xi
∂r′t,i(x)
∂xl
∣∣∣∣∣+
∣∣∣∣∂θj(x)∂xl
θ(r′t(x))
θ(x)
∣∣∣∣+
+ (y − θj(x))
∣∣∣∣∣∣
θ(x)
∑
i
∂θ(r′t(x))
∂xi
∂r′t,i(x)
∂xl
− θ(r′t(x))∂θ(x)∂xl
θ2(x)
∣∣∣∣∣∣ .
Of course since C ⊂ X is in a cone it follows θj(0) = θj+1(0) = 0 and 0 ≤
y − θj(x) ≤ θ(x) for (x, y) ∈ C. Finally, the induction hypothesis implies
(y − θj(x))
∣∣∣∣∣∣
θ(x)
∑
i
∂θ(r′t(x))
∂xi
∂r′t,i(x)
∂xl
− θ(r′t(x))∂θ(x)∂xl
θ2(x)
∣∣∣∣∣∣ ≤
∣∣∣∣∣
∑
i
∂θ(r′t(x))
∂xi
∂r′t,i(x)
∂xl
∣∣∣∣∣
+
∣∣∣∣∣θ(r
′
t(x))
∂θ(x)
∂xl
θ(x)
∣∣∣∣∣
. tλ
′
+ tλθ
for some λθ > 0 and (6) follows in the case of C being a band over C
′ as well,
which completes the proof of Theorem 8.4. 
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