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Local and global forms of inhibition controlling
directionally selective ganglion cells (DSGCs) in the
mammalian retina are well documented. It is estab-
lished that local inhibition arising from GABAergic
starburst amacrine cells (SACs) strongly contrib-
utes to direction selectivity. Here, we demonstrate
that increasing ambient illumination leads to the
recruitment of GABAergic wide-field amacrine cells
(WACs) endowing the DS circuit with an additional
feature: size selectivity. Using a combination of
electrophysiology, pharmacology, and light/electron
microscopy, we show that WACs predominantly
contact presynaptic bipolar cells, which drive direct
excitation and feedforward inhibition (through
SACs) to DSGCs, thus maintaining the appropriate
balance of inhibition/excitation required for gener-
ating DS. This circuit arrangement permits high-
fidelity direction coding over a range of ambient
light levels, over which size selectivity is adjusted.
Together, these results provide novel insights into
the anatomical and functional arrangement of multi-
ple inhibitory interneurons within a single computa-
tional module in the retina.
INTRODUCTION
Throughout the CNS, inhibitory GABAergic neurons play a
crucial role in controlling neuronal output. Inhibitory control
usually relies on diverse neuronal types, which exhibit distinct
morphological and physiological properties as well as specific
intricate wiring patterns (Briggman et al., 2011; Markram
et al., 2004). In the inner retina, laterally extending inhibitory
amacrine cell networks made from diverse cell types (>35 types)
control the vertical flow of visual information through the dozen
or so types of excitatory bipolar cells that feed into output
ganglion cells (MacNeil and Masland, 1998). Consequently, an
average of 2–3 amacrine cells likely participate in a given276 Neuron 86, 276–291, April 8, 2015 ª2015 Elsevier Inc.ganglion cell microcircuit (Masland, 2012). How the activity of
multiple amacrine cells is coordinated to accomplish specific
computations is only beginning to be understood (Roska
et al., 2000; Venkataramani et al., 2014). Here, we sought to
define the functional and anatomical connectivity of multiple
known types of amacrine cells controlling the directional selec-
tive (DS) circuit in the retina.
It is nowwell established that directional tuning of ON and ON-
OFF types of directionally selective ganglion cells (DSGCs) is
shaped by local, asymmetric GABAergic inhibition mediated by
starburst amacrine cells (SACs; Yoshida et al., 2001; Borst and
Euler, 2011; Vaney et al., 2012). Less understood are sources
of wide-field inhibition that control the DSGC’s response from
considerable distances away from their receptive fields (Barlow
and Levick, 1965; Wyatt and Daw, 1975). While initial studies
suggested that long range inhibition in the DS circuit is inextri-
cably linked with DS inhibition itself (Wyatt and Daw, 1975), a
number of more recent studies have provided indirect evidence
that non-SACs participate in the DS circuit (Chiao and Masland,
2003; Fried et al., 2005; Stasheff and Masland, 2002; Rivlin-
Etzion et al., 2012). In other types of ganglion cells, a class of
wide-field amacrine cells (WACs) has been implicated in medi-
ating the surround (Farrow et al., 2013; Olveczky et al., 2003;
Zaghloul et al., 2007). However, as WAC-mediated inhibition
was found to be highly dependent on ambient light levels (Farrow
et al., 2013), it seemed unlikely they would participate in the DS
circuit, as changes in WAC activity levels would be expected to
alter the balance between excitation and inhibition and under-
mine directional selectivity. Alternatively, horizontal cells, which
have been shown to control DSGC responses (Mangel, 1991),
could potentially mediate wide-field inhibition by modulating
photoreceptor-to-bipolar cell synapses in the outer retina.
In this study, we aim to identify the sources and possible
functions for inhibition in the DS circuit of the mouse retina. We
present several lines of physiological, pharmacological, and
anatomical evidence to implicate a role for spiking GABAergic
WACs in modulating the DS circuit. We show that through
specific wiring to presynaptic elements of the DS circuit, WACs
are able to control spatial selectivity in a manner that strongly
depends on ambient illumination, without compromising the
balance between inhibition and excitation required for direction
coding.
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Figure 1. Multiple Layers of Inhibition to
DSGCsAreDifferentiallyModulated by Light
(A) Spiking responses measured in a DSGC,
evoked by spots moving in the preferred or
null direction (spot diameter 400 mm; speed
1,000 mm/s). The spike rate was estimated by
filtering the light evoked spike trains using a
convolution with a Gaussian kernel (fixed width of
s = 25 ms). Responses to preferred and null
direction stimuli were measured under different
ambient illuminations (1,090 R*/s, 13 R*/s, or 0.26
R*/s, as indicated).
(B) Normalized peak responses as a function of
stimulus direction (preferred direction was set to
0 degrees) measured in dim (black traces; 0.26–
1.5 R*/s; and n = 7) and bright conditions (gray
traces; 13–104 R*/s; and n = 10). Error bars
represent ±SEM.
(C) The average DSi is plotted as a function of
ambient illumination (n = 3 to 5 cells for each light
condition).
(D) DSGC responses evoked by a 200 mm or
1,000 mm diameter spot (centered over the soma;
duration 2 s), under different ambient illuminations
as in (A).
(E) The average normalized peak response to
stationary spots measured under dim conditions
(black traces;0.26–1.5 R*/s; and n = 8) and bright
conditions (gray traces; 13–104 R*/s; and n = 9),
is plotted as a function of stimulus diameter.
(F) The average SSi is plotted as a function of
ambient illumination. All SSi values to the right of
the dotted line (bright conditions) are significantly
larger than values measured under dim conditions
(left of the dotted line, asterisks represent p < 0.05,
and n = 5 to 6 cells for each condition).RESULTS
Wide-Field Inhibition, but Not DS Inhibition, Is
Modulated by Ambient Light Levels
We found the relative amplitudes of spiking responses in DSGCs
evoked by spots moving in eight directions (velocity 1,000 mm/s)
remained constant regardless of the level of ambient illumination
(Figures 1A and 1B), resulting in a stable directionally selective in-
dex (DSi;where values near 1 indicate strongdirection selectivity;
Figure 1C). In contrast, we found wide-field inhibition evoked by
large stationary spots tobe stronglymodulatedbyambient illumi-
nation. Under dim ambient light levels (0.26–1.5 rod isomeriza-
tions s1, [R*/s]), spiking responses increased to an optimal
size of 436 ± 59 mm (n = 11) and remained relatively constant
thereafter (Figures 1D and 1E), indicating weak wide-field inhibi-
tion andpoor spatial selectivity. The average spatial selectivity in-
dex (SSi; which is derived from responses to the optimal and
largest size spots, where 0 indicates poor spatial selectivity andNeuron 86, 276–values near 1 indicate a strong selectivity;
see Experimental Procedures) under dim
light conditions was 0.19 ± 0.03 (n = 11).
When ambient illumination was raised
above 13 R*/s (13–10,700 R*/s; hence-
forth referred to as the ‘‘bright’’ condition),however, response amplitude increased more sharply with size
up to an optimal spot diameter of 182 ± 20 mm (which was less
than half of the optimal sizemeasured under dim light conditions;
n=20;p<0.005).Under theseconditions, theoptimal sizeclosely
matched the dendritic field size (Trenholm et al., 2011). More
strikingly, when the size of the spot was increased beyond an
optimal size, the response amplitudes declined sharply, indi-
cating the engagement of a wide-field suppressive surround
mechanism (Figure 1E). The SSi under bright conditions was
0.68 ± 0.06 (n = 21), significantly higher than observed under
dim light conditions (Figures 1E and 1F; p < 0.05). When SSi
was plotted against ambient intensity, an abrupt transition was
observed such that SSi increased from 0.18 ± 0.05 to 0.81 ±
0.08, over a 10-fold increase in ambient illumination (Figure 1F).
The ‘‘switch’’ like behavior of was also observed in ON alpha-
like ganglion cells at the same light level (SSi 0.23 ± 0.02 in 1.5
R*/s and 0.58 ± 0.09 in 13 R*/s; n = 3; consistent with Farrow
et al. [2013]). Taken together, these data indicated that local291, April 8, 2015 ª2015 Elsevier Inc. 277
and wide-field forms of inhibition are differentially regulated by
ambient light, suggesting that they arise from separate sources.
Wide-Field Inhibition Is Mediated by a Presynaptic
Mechanism
To investigate synaptic mechanisms underlying DS and wide-
field inhibition under different ambient light conditions, we next
measured inhibitory and excitatory postsynaptic currents (IPSCs
and EPSCs, respectively) in voltage-clamped DSGCs. Measure-
ment of EPSCs evoked by moving spots along the preferred null
axis indicated that output from bipolar cells, on average, was not
DS (Figures 2B and 2E). On the other hand, IPSCs measured in
DSGCs were always larger in the null direction, compared to
those evoked in the preferred direction (Taylor and Vaney,
2002). Inhibitory currents remained strongly directional across
all ambient light conditions (Figures 2B and 2E; p > 0.1). Thus,
conventional directional inhibitory signals, likely mediated by
SACs, appear to be operational at all ambient light levels.
When we examined the impact of wide-field inhibition on the
local synaptic inputs to DSGCs, not only did we find it changed
with ambient light, but wide-field inhibition also appeared to be
expressed exclusively at a presynaptic locus. In dim light condi-
tions, the peak amplitude of both the inhibitory and excitatory
responses to spots larger than an optimal size remained approx-
imately constant (Figure 2C), indicating weak surround inhibition.
In contrast, under bright ambient illumination, both inhibitory and
excitatory responses decreased as the spot size was increased
beyond the optimal size (Figure 2C). This resulted in an increase
in SSi values for both excitation and inhibition under bright con-
ditions compared to values measured under dim conditions
(Figure 2E). As the release of acetylcholine from SACs could
contribute to the EPSC, we also measured surround inhibition
in the presence of nicotinic receptor antagonist (100 mMD-tubo-
curarine) and found it to be unchanged compared to light adapt-
ed control (EPSCs SSi was 0.4 ± 0.1, n = 5; p = 0.4; IPSCs SSi
was 0.5 ± 0.1, n = 5; p = 0.2). Furthermore, such response pro-
files (and estimates of SSi) were similar whether the peak ampli-
tude or integrated current was used to quantify the responses
(Figure S1). The parallel decrease in synaptic inputs evoked by
large spots suggests a presynaptic locus for wide-field inhibition
(Figure 2A).
It is worth noting that the peak amplitude of excitatory currents
evoked with optimal-sized stimuli were not significantly larger in
bright versus dim light conditions (ON EPSCs peak amplitude
was 283 ± 32 picoamperes [pA] in dim light, n = 8; 305 ± 27 pA
in bright light, n = 11; p = 0.6), indicating that it was not simply
changes in the magnitude of the responses that triggered
surround inhibition. Moreover, when contrast was lowered to
reduce the magnitude of the response to 50% of the maximal
response, surround inhibition was not significantly altered (Fig-
ure S2). Together, these data suggest a fundamental change in
the relationship between excitation and wide-field inhibition,
which is triggered by changes in background illumination.
Tetrodotoxin-Sensitive Voltage-Gated Na+ Channels
Mediate Wide-Field, but Not DS Inhibition
To test whether presynaptic modulation was mediated by
spiking WACs in the inner retina, we next examined the effect278 Neuron 86, 276–291, April 8, 2015 ª2015 Elsevier Inc.of blocking voltage-gated Na+ channels on DS and wide-field in-
hibition (Figures 2C–2E). In the presence of tetrodotoxin (TTX),
moving spots evoked inhibitory and excitatory currents that
were indistinguishable from those measured under control con-
ditions (Figure 2B). These results confirm the finding that TTX-
sensitive Na+ channels do not play a strong role in mediating
local inhibitory and excitatory inputs to DSGCs (Figures 2B and
2E; Oesch et al., 2005; Oesch and Taylor, 2010). In contrast, in
the presence of TTX, synaptic responses evoked by large
stationary stimuli were increased relative to control (Figure 2C),
indicating that wide-field inhibition relies on voltage-gated Na+
channels. As TTX did not significantly affect responses to the op-
timum sized spot, the net effect of TTX was a strong reduction in
SSi (Figure 2E; n = 14). The reduction of wide-field inhibition
observed in the presence of TTX implicates WACs as the prin-
cipal regulator of size selectivity in the DS circuit. Consistent
with the idea that WACs mediate size selectivity via a
GABAergic mechanism, the SSi was significantly reduced in
the presence of GABA receptor antagonists (Figures 2C–2E).
In summary, we have shown that local andwide-field inhibition
to DSGCs, stimulated in a biased manner using either small
moving or large stationary spots, differ in several respects
including: (1) the range over which they operate (local versus
wide-field); (2) their sites of action (on DSGC dendrites versus
bipolar axonal terminals); (3) their sensitivity to ambient light;
and (4) their sensitivity to TTX.
Excitation and Inhibition Remain Balanced during
Wide-Field Inhibition
While wide-field inhibition clearly modulates the synaptic inputs
to DSGCs, the population data indicated that in some conditions
ON IPSCs were more strongly modulated than ON EPSCs, while
for OFF responses the opposite trend was observed (Figure 2E).
To investigate whether wide-field inhibition disrupts the balance
between inhibition and excitation at the level of individual
cells, or even during individual trials, we next measured EPSCs
and IPSCs in DSCGs near simultaneously. To do so, the
holding potential of the voltage-clamped DSGC was oscillated
between the excitatory and inhibitory reversal potentials (0 mV
and 60 mV, respectively) at a frequency of 100 Hz, and light-
evoked postsynaptic currents were measured following brief
capacitive transients (Cafaro and Rieke, 2010). Since the time
course of the synaptic responses were relatively slow, the lower
sampling of the currents did not strongly distort the overall
magnitude of the responses (Figure 3A).
We found that changes in the average peak amplitude of the
IPSC and EPSC within a given DSGC were strongly correlated
as the size of the spot of light was increased (to recruit WACs),
for both ON and OFF responses (Figures 3B and 3C). This indi-
cated that inhibitory and excitatory inputs remain balanced in
individual DSGCs, under different levels of presynaptic WAC
modulation. Interestingly, the peak amplitude of the ON re-
sponses were also correlated with OFF responses (ON EPSC-
OFF IPSC or OFF EPSC-ON IPSC; Figure 3D), although more
weakly when compared to ON-ON and OFF-OFF correlations,
suggesting parallel sources of wide-field inhibition acting at ON
and OFF bipolar cell terminals (also see Figure 8). Furthermore,
we estimated the variability of the synaptic responses by
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Figure 2. Wide-Field Inhibition Mediated by Presynaptic GABA Receptors Requires Voltage-Gated Na+ Channels
(A) A schematic of the DS circuit including aWAC.WAC inhibition is applied presynaptically to bipolar cell (BC) terminals that excite both SACs and DSGCs. SACs
provide DS inhibition directly to DSGCs. For simplicity, a single BC is shown to represent multiple possible types of ON/OFF BCs innervating both SACs and
DSGCs. Excitatory synapses are shown in black and inhibitory synapses are shown in gray.
(B) Inhibitory (gray) and excitatory (black) synaptic currents measured in voltage-clamped DSGCs (holding potential is indicated on the left) in response to moving
spots (400 mm and 1,000 mm/s) in preferred (P) and null (N) directions, observed under dim or bright ambient light, or in the added presence of TTX (1 mM) as
indicated. Vertical scale bar, 250 pA.
(C) Inhibitory and excitatory synaptic currentsmeasured in response to increasing diameter spots (25–1,000 mm; indicated at bottom) under dim or bright ambient
illumination or in the added presence of TTX or GABA receptor antagonists (100 mM PTX + 100 mM TPMPA) as indicated. Vertical scale bar, 250 pA. Horizontal
bars indicate the duration of the light stimulus.
(D) Normalized peak amplitude of excitatory (top) and inhibitory (bottom) responses plotted against spot diameter. Responses shown in bright (black circles) and
dim (gray circles) conditions or when TTX (diamond; dashed line) or GABA receptor antagonists (square; dashed line) are applied (n = 12 for bright EPSCs and
IPSCs; n = 6 for dim light; n = 12 for TTX; and n = 8 for GABA blockers; only ON responses shown for clarity). Error bars represent ±SEM.
(E) Average SSi for IPSCs and EPSCs is plotted for the different conditions, as indicated (top panel). ON and OFF responses are indicated as open and filled bars,
respectively. Asterisks indicate significance of p < 0.05 compared to light adapted control. Average DSi is plotted for different conditions, as indicated (bottom
panel), with negative DSi corresponding to stronger null direction responses.
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Figure 3. Wide-Field Inhibition Does Not
Disrupt the Inhibition/Excitation Balance in
DSGCs
(A) Light-evoked response measured while the
membrane potential was oscillated between the
reversal potential for excitation (0 mV) and inhibi-
tion (60 mV) at 100 Hz (left). The light-evoked
inhibitory (light gray) and excitatory (dark gray)
synaptic currents were estimated by measuring
the current after the capacitive transients had
settled. Synaptic responses measured from the
same cell at different times (top right) or nearly
simultaneously (bottom right) are shown. Light
stimulus was a 400 mmspot, indicated by gray bar.
(B) Inhibitory and excitatory responses measured
near simultaneously evoked by 100 mm, 400 mm, or
1,000 mm spots (measured in bright light condi-
tions). Black traces indicate the average re-
sponses, while the gray traces represent individual
trials (40 trials).
(C) The average IPSC and EPSC peak amplitudes
measured near simultaneously in a DSGC are
strongly correlated (Pearson’s correlation coeffi-
cient, r = 0.98), indicating that wide-field inhibition
decreases the strength of inhibition and excitation
in parallel. The dotted trend line represents linear
regression fit. Error bars represent ±SEM.
(D) The correlation coefficient plotted for ON
IPSCs-ON EPSCs, OFF IPSCs-OFF EPSCs, and
ON EPSCs-OFF IPSCs or OFF IPSCs-ON EPSCs.
Filled circles indicate the population average r
(n = 5), while open circles indicate r of individual
cells (* indicates p < 0.01 and paired t tests).
(E) Noise correlations for trials shown in (B). Each
point indicates the deviation of the peak amplitude
of an individual response from the average
response, normalized by the SD of the responses
measured over 40 trials. Correlation coefficients
for each set of responses evoked by different size
stimuli (100 mm, 400 mm, or 1,000 mm diameter
spots) are indicated. Dotted trend lines represent
linear regression between EPSC and IPSC
residuals.
(F) The correlation coefficient (average ±SEM) is
plotted against spot diameter for both ON (black)
and OFF (gray) responses. The correlation coeffi-
cient was significantly reduced when trials were
shuffled (dashed lines; n = 5; and p < 0.1 for each
pairwise comparison between shuffled and non-
shuffled responses of a given size).subtracting the mean response (computed over 40 trials) from
individual trials. The correlation strength of the residuals for the
optimal spot size was0.4 (Figure 3E). Importantly, noise corre-
lations remained constant across spot size (Figures 3E and 3F),
as the mean response decreased with the recruitment of sur-
round inhibition by larger stimuli (Figure 3C). The above analysis
was only performed on recordings in which correlations were
significantly reduced when trials were shuffled (offset by one
trial), to ensure that they did not arise from systematic slow drifts
in response amplitudes. While a common bipolar cell driving
direct excitation and feedforward inhibition to DSGCs could be280 Neuron 86, 276–291, April 8, 2015 ª2015 Elsevier Inc.the source of correlations, the contribution of co-release of
acetylcholine and GABA from SACs onto DSGCs cannot be
excluded. Regardless of the precise origin of the correlations,
the recruitment of wide-field inhibition does not perturb the inhi-
bition/excitation balance at the level of individual cells or even on
an individual trial basis, which is important for high-fidelity stim-
ulus encoding (Cafaro and Rieke, 2010).
Wide-Field Modulation of SAC Activity
WACs could modulate excitatory and inhibitory responses in
DSGCs in parallel by acting on presynaptic inputs that drive
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Figure 4. SACs Are Subject to Presynaptic TTX-Sensitive Wide-Field Inhibition
(A) A maximum projection of a 2-photon image stack of an Alexa-488 filled SAC. Scale bar, 20 mm.
(B) Normalized EPSC (left) and IPSC (right) peak amplitude is plotted against spot size (n = 5 to 6 cells for each condition). Error bars represent ±SEM.
(C and D) (C) Example EPSCs (Vhold =60mV; bottom) and IPSCs (Vhold = 0mV; top) measured in a voltage-clamped SAC evoked by spots of different diameters
(as indicated) under bright background light conditions or in the added presence of TTX (D). Scale bars, 100 pA.
(E) The average SSi measured under different conditions (n = 5–8). Asterisks indicate p < 0.05.both SACs and DSCGs (Figure 2A). To test whether WACs
mediate inputs to SACs, we directly recorded EPSCs in SACs
(held at 60 mV). Indeed, these measurements revealed
response profiles to increasing spot stimuli that were similar to
those measured in DSGCs (Figures 4B and 4C). The spatial
selectivity of excitation was significantly reduced in the presence
of TTX and under dim light conditions (Figures 4B and 4E). The
qualitative effects of TTX/dim light did not change whether the
response was quantified as the EPSC peak or the integrated cur-
rent (Figure S1D). Similar to EPSCs, IPSCs measured in SACs
also exhibited a TTX-sensitive surround (Figures 4B, 4D, and
4E). However, these data should be interpreted with caution,
as putative direct WAC input to SACs could be masked by in-
creases in reciprocal inhibition (Lee and Zhou, 2006) that are ex-
pected to be augmented in the presence of TTX. Our finding that
the input properties of SACs matched their output properties
(measured as IPSCs in DSGCs) suggests that WACs act at sites
upstream to the SAC; i.e., at the bipolar cell axonal terminals
providing excitation to SACs and DSGCs.
WACs Confer Spatial Sensitivity without Affecting
Directional Preference
To better understand the impact of wide-field inhibition on DS
processing, we designed three stimulus paradigms to differen-
tially activate WACs in the periphery, while measuring DS re-
sponses to center gratings (0.05 cycles per degree [cyc/deg],2 Hz, moving in eight directions; Figure 5A). First, we stimulated
peripheral WACs using an annulus (inner diameter 500 mm, outer
diameter 2,000 mm). The spatial frequency of the surround
grating was adjusted to strongly (0.1 cyc/deg) or weakly stimu-
late WACs (0.4 cyc/deg, see Figure S7). To exclude possible
edge effects of the stimuli, the outer grating was separated
from the inner grating with a 100 mm thick gray ring and the outer
grating was moved orthogonally to the cell’s preferred null axis.
In a second paradigm, we compared responses to large gratings
(0.0125 cyc/deg) presented through different sized apertures (full
field, 2,000 mm; or center alone, 500 mm). Full field gratings would
stimulate both global and local inhibition, while the stimuli pre-
sented through the aperture would be biased toward stimulating
only local inputs. In the third paradigm, we compared spiking re-
sponses to gratings drifting in eight directions under dim versus
bright conditions, where we have shown global inhibition to be
stronger in the latter condition (Figure 1F).
In all three conditions, recruiting wide-field inhibition
decreased the overall strength of the center response (Figures
5A and 5B), validating the experimental design. The decrease
in response amplitude was associated with a mild sharpening
of the directional tuning curve (Figure 5C), which is consistent
with the role of postsynaptic processing (Oesch et al., 2005;
Priebe and Ferster, 2008). However, all three manipulations
failed to cause any statistically significant improvements in
the DSi (Figure 5D). In addition, regardless of the absoluteNeuron 86, 276–291, April 8, 2015 ª2015 Elsevier Inc. 281
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Figure 5. Wide-Field Inhibition Does Not Change the DSGC’s Preferred Direction, but Sharpens Its Directional Tuning
(A) Polar plots comparing spiking responses in DSGCs (average number of spikes/cycle; gray) evoked by center gratings moving in eight directions under
conditions in which WACs are weakly (left column) or strongly activated (right column). WAC activity was biased by changing spatial frequency of the surround
grating (drifting at 2 Hz; top), the aperture size (middle), or ambient illumination (bottom). The black line indicates the direction (derived from the vector sum of
responsesmeasured in all directions) and themagnitude of DSi (0 to 1). Dorsal (D) and ventral (V) poles of the retina are indicated. For clarity, illustrations of stimuli
are not drawn to scale.
(B) The magnitude of the preferred direction response (average number of spikes/cycle) of single cells evoked while weakly or strongly stimulating the surround
are plotted against each other (conditions as shown in A; filled markers represent mean, open markers represent individual cells, n = 8 for changing surround
spatial frequency, n = 5 for changing aperture size, n = 7 for changing background illumination, and p < 0.05 for all conditions). Error bars represent ±SEM.
(C) The widths of the directional tuning curves (estimated by a Gaussian fit) for each cell measured under weak and strong surround stimulation conditions are
plotted against each other (similar conditions and n-values as in B and p% 0.05 for all conditions).
(D) The DSi measured in individual DSGCs under weak and strong surround conditions are plotted against each other (similar conditions and n-values as in B and
p > 0.1 for all conditions).
(E) Plotting the angle of the preferred direction measured in individual cells under conditions of weak and strong surround stimulation against each other reveals
no change in directional preference (p > 0.1 for all conditions).magnitude of the response, increasing global inhibition did not
significantly alter the DSGC’s preferred direction (Figure 5E).
Taken together, these data indicated that the direction coding
properties of the DSGC are not strongly affected by wide-field
inhibition, consistent with the notion that local excitation/inhibi-
tion remains balanced under different ambient light conditions
(Figure 3).
WACs Control Spatial, but Not Temporal Tuning of the
DS Circuit
While our data so far clearly indicate a role for wide-field inhibi-
tion in shaping the spatial selectivity of DSGCs, it does not282 Neuron 86, 276–291, April 8, 2015 ª2015 Elsevier Inc.address whether such preferences depend on the temporal fre-
quency of the stimulus, as often is the case for other types of
ganglion cells (Frishman et al., 1987). Furthermore, optomotor
behaviors that rely on directional signals from the retina exhibit
distinct transitions in their spatiotemporal tuning properties dur-
ing changes in ambient light conditions (Umino et al., 2008; Fig-
ures S3A and S3B). Thus, we next examined the spatial tuning of
DSGCs at various temporal frequencies in both dim and bright
light conditions.
Under dim light conditions (0.26–1.5 R*/s), we found that the
DSGC’s spiking responses remained poorly spatially tuned at
all temporal frequencies tested (Figure 6A). Thus, spatiotemporal
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Figure 6. Spatiotemporal Tuning Properties of DSGCs Are Modified by Ambient Light Level
(A) Example recordings illustrating DSGC’s preferred direction spiking responses evoked by stimuli of different spatiotemporal frequencies (as indicated),
measured under dim light conditions. Contour plot illustrating the normalized steady-state response evoked by gratings of six spatial and 16 temporal frequencies.
(B) Example recordings and contour plots illustrating tuning for spiking responses measured in a DSGC evoked by gratings moving in the DSGC’s preferred
direction (as in A, measured under bright light conditions).
(C) The spatial and temporal frequency tuning widths (estimated with a 2DGaussian function; see Figure S3) are plotted against each other for different conditions
shown in (A) and (B). (Bright light conditions, black symbols; n = 6 and dim light conditions, gray symbols; n = 4). Open symbols represent individual cells and filled
symbols represent averages (* indicates p < 0.05 in comparison to light adapted conditions). Error bars represent ±SEM.
(D) The preferred spatial frequency is plotted against preferred temporal frequency for each cell, measured under different conditions as in (C).
(E) The VTi (see Experimental Procedures) was computed for bright and dim conditions. See also Figure S3E for a more detailed statistical analysis showing the
lack of velocity tuning of DSGC responses.
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frequencies that evoked maximal responses were orientated
along the temporal frequency axis. Under brighter ambient illu-
mination (>13 R*/s), DSGCs showed a shift in spatial tuning (Fig-
ure 6B) consistent with the idea that WACs become functional at
these ambient light levels. However, only a marginal change in
temporal frequency preference was observed, suggesting that
WACs do not modulate temporal tuning of the DS circuit (Figures
6C and 6D). Moreover, the bandpass temporal tuning (with peak
1–2 Hz; Figure 6D) suggests that responses were primarily
mediated by rod photoreceptors in both dim and bright experi-
mental conditions (Wang et al., 2011). Thus, over a small range
of ambient light levels (1.5–13 R*/s), the DSGCs spatiotemporal
profile switches from being temporally tuned, to being tuned to
both the spatial and temporal frequency components of the stim-
ulus (Figures 6A and 6B). Further statistical analysis of the data
confirmed the lack of dependence between spatial and temporal
tuning (Figure S3) giving rise to a velocity tuning index (VTi; see
Experimental Procedures) that was near zero for both dim and
light conditions (Figure 6E). The separable spatiotemporal tuning
described here for mouseDSGCs is comparable to tuning of rab-
bit DSGCs (Grzywacz and Amthor, 2007; He and Levick, 2000)
and along with the separability of other stimulus dimensions
(e.g., contrast; Nowak et al., 2011), is likely to facilitate the de-
coding of directional and nondirectional signals by higher visual
centers (van Hateren, 1990).
To understand the biophysical basis of the spatiotemporal
tuning in DSGCs, we next examined the EPSCs (evoked by
preferred direction stimuli) and IPSCs (evoked by null direction
stimuli; Figure 7A) under different ambient light and pharmaco-
logical conditions (Figure 7; also see Figure S4). Under dim light
conditions, excitatory and inhibitory synaptic responses ex-
hibited a weak spatial selectivity (Figure S5) and responses
aligned along the temporal frequency axis (Figure 7B). On the
other hand, in bright light, synaptic responses became strongly
spatially tuned (Figures 7A and 7B), but did not exhibit significant
alterations of their temporal frequency preferences (Figures 7B
and 7E). Under both conditions, synaptic inputs were not velocity
tuned (Figure 7F). The finding that the tuning profiles of the syn-
aptic responseswere similar to those of the spiking responses (in
dim and bright conditions) suggests that spatiotemporal tuning
properties of DSGCs are acquired presynaptically. Importantly,
we found that the bandpass spatial tuning profile evident in
bright light levels reverted back to low-pass in the presence of
TTX (for both IPSCs and EPSCs; Figures 7A and 7C–7E) or
when GABA receptor antagonists were applied (EPSCs; Figures
S4D and S4E). Interestingly, neither TTX nor GABA receptor
antagonists had any significant effect on the DSGC’s temporal
frequency tuning profile. These results support the conclusion
thatWACs strongly contribute to the spatial tuningwithout signif-
icantly altering the temporal frequency profile of the DSGC.
Spatiotemporal separability observed in the responses of
DSGCs was easily captured in a simplified linear-nonlinear
model in which center excitation and surround inhibition
occurred coincidently (Figure S6), which contrasts with classical
linear models in which surround inhibition appears delayed (En-
roth-Cugell et al., 1983). We hypothesized an inhibitory receptive
field comprised of nonlinear rectifying subunits (Olveczky et al.,
2003; Passaglia et al., 2009; Takeshita and Gollisch, 2014) pro-284 Neuron 86, 276–291, April 8, 2015 ª2015 Elsevier Inc.duces a tonic inhibition (0 delay), as individual subunits are asyn-
chronously activated by different phases of the grating (Zaghloul
et al., 2007). Indeed, we found that surround inhibition is largely
independent of spatial frequency, when stimuli were larger than
a certain size (bar width of 75 mm; Figure S7), a characteristic
feature of nonlinear surround mechanisms (Olveczky et al.,
2003; Hochstein and Shapley, 1976). Thus, it appears that pre-
synaptic inhibition arising from a nonlinear inhibitory receptive
field gives rise to separable spatiotemporal tuning of DSGCs.
WACs Form Synapses with the DS Circuit
The first clues that SACs mediate local DS inhibition came from
anatomical studies showing that SAC dendrites co-stratify with
those of DSGCs (Famiglietti, 1983). WACs are the lead candi-
dates formediating TTX sensitivewide-field inhibition to ganglion
cells (Baccus et al., 2008; Farrow et al., 2013; Vo¨lgyi et al., 2001;
Zhang et al., 2012), but it is unclear if they co-stratify with the
DS circuit. To identify putative types of WACs that participate in
DS processing, we first loaded amacrine cells with cell bodies
in the ganglion cell layer with Alexa 488 and visualized their
morphology using 2-photon laser scanning microscopy
(2-PLSM). We performed these experiments in ChAT-Cre Ai9
transgenic mouse retina, in which SACs can be easily visualized
in the live preparation. Displaced WACs were targeted by their
small sized somas in the ganglion cell layer and identified based
on themorphology of their extensive neurite processes. Of the 25
individually loaded cells we identified as WACs, we found two
cells that had processes co-stratifying with SAC dendrites.
Typical of several classes of WACs, these cells had a small
dendritic arbourization (200 mm; Figure 8A, blue branches) in a
different layer than their main (axon-like) arbourizations. The
bulk of the arbourization was made up of large, nonbranching,
axon-like neurites (Figure 8A, red branches), with processes ex-
tending over 500 mm on the retina, consistent with previous de-
scriptions (Badea and Nathans, 2004; Lin and Masland, 2006).
WACs appear to sum inputs over large distances in order to
confer spatial selectivity (Figure 7C), suggesting that in addition
to their small dendritic fields, WACs must receive inputs onto
their extended processes, either through gap junction coupling
(Olveczky et al., 2003; Vo¨lgyi et al., 2001) or direct synapses.
The axon-like process of WACs ran along the same strata as
the SAC dendrites throughout the entire arbourization (Figures
8B and 8C). While identification of WACs with processes that
co-stratifywith thoseofSACs is highly suggestive of their involve-
ment in the DS circuit, it does not provide conclusive evidence
that WACs make synaptic contacts with these elements,
let alone evidence for WAC to bipolar cell connectivity as sug-
gested by our physiological experiments. To confirm the involve-
ment of WACs with bipolar cells contacting the DS circuit, we
used serial block-face electron microscopy (SBEM) data (Brigg-
man et al., 2011) to search for WAC inputs to the bipolar cell
terminals that drive elements of the DS circuit. To do so, first an
ON-OFF DSGC was identified by its characteristic bistratified
morphology in the inner plexiform layer (IPL) (Figure 8E, gray
branches). Synapses identified on DSGC dendrites were back-
traced, leading to the identification of an ON or OFF SAC with
distinct branching patterns (Figure 8E, blue and cyan branches).
Next, bipolar cell ribbon synapses onto each SACwere identified
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Figure 7. WACs Confer Spatial Selectivity to an Otherwise Temporally Tuned DSGC Circuit
(A) Example recordings illustrating IPSCs (Vhold = 0 mV) evoked by stimuli moving in the DSGC’s null direction measured under bright conditions in control
Ringer’s (top) or in the added presence of TTX (bottom). The spatial and temporal frequencies are indicated. Responses to movement were quantified after the
brief onset response to the stimulus presentation (Figure S4).
(B) Contour plots illustrating the spatiotemporal tuning profiles of EPSCs and IPSCs in dim (top) and bright (bottom) ambient light conditions.
(C) Blocking voltage-dependent Na+ channels (1 mM TTX) resulted in the loss of spatial, but not temporal tuning of both excitation and inhibition.
(D) The spatial and temporal frequency tuning widths (estimated with a 2DGaussian function; see Figure S3) are plotted against each other for different conditions
shown in (B) and (C). As EPSCs (circles) and IPSCs (triangles) exhibited similar tuning (Figure S5), responses were pooled to compare spatiotemporal profiles in
different conditions (bright light, black symbols; n = 6; dim light, gray symbols; n = 14; TTX, red symbols; n = 4; and PTX + TPMPA, blue symbols; n = 6). Open
symbols represent individual cells and filled symbols represent averages (* indicates p < 0.01 in comparison to light adapted conditions). Error bars
represent ±SEM.
(E) The preferred spatial frequency is plotted against preferred temporal frequency for each cell, measured under different conditions as in (D).
(F) The VTi was computed for conditions in which WAC activity was high (bright light) or low (dim, TTX, and PTX).
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Figure 8. Specific Wiring of WACs to Presynaptic Elements of the DS Circuit
(A) A wide-field amacrine cell was reconstructed from 2-photon image stacks. Projections in red indicate neurites that co-stratify with SAC dendrites, while
smaller dendritic projections (blue) stratified in a different sublamina of the IPL. Scale bar, 100 mm.
(B) There were 2-photon images of WAC neurites (Alexa488; green) and SAC dendrites (labeled in the ChAT-Cre:Ai9; red) within a single focal plane. The images
are merged to show co-stratification of SAC and WAC processes. Scale bar, 10 mm.
(C) A stacked image of a single WAC neurite (black arrow in A and white arrow in B) were rotated 90 degrees, revealing the co-stratification of their neurites with
ON SAC dendrites across the retinal preparation. Scale bar, 50 mm.
(D) Serial block-face electron micrographs of (left) a BC terminal (green circle) forming a ribbon synapse (white arrowhead) onto an OFF SAC (blue circle), and
(right) the same BP cell terminal receiving a chemical synapse from a wide-field amacrine cell (magenta circle). At right, reconstruction of the same synapses,
ribbon shown in black. Scale bar, 1 mm.
(legend continued on next page)
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(Figure 8D). Finally, amacrine cell synapses onto these bipolar
cell terminals were annotated and traced to the edges of the
data set (synapse reconstructed in Figure 8D; tracing shown in
Figure 8E, pink and magenta branches). In a majority of bipolar
cell terminals examined (nine of ten), presynaptic input was iden-
tified in close proximity to the ribbon synapse (Figure 8D). Impor-
tantly, back-tracing the processes that support these synapses
led to the reconstruction of nonbranching neurites (Figure 8E)
that ran within the same stratum as the dendrites of the SACs.
It is important to note that although these neurites could not be
traced through the entire retina to reconstruct theWACs, the pre-
cise stratification of these unspecialized neurites distinguishes
them from the large number of other types of amacrine cells
(MacNeil and Masland, 1998) and allows us to conclude with
some certainty that they belong to the same type of WAC that
we identified using light microcopy. Additionally, we searched
for subsequent synapses made by identified WAC branches,
the majority of which were to other bipolar cell terminals and
non-SACs, identified bymorphology (Figure S8). Taken together,
the anatomical and physiological data provide a compelling case
that WACs are the neural substrate for GABAergic modulation
underlying spatial tuning of the DS circuit.
DISCUSSION
Spiking and Nonspiking Amacrine Cells in the DS Circuit
Given that DSGCs critically rely on the balance of inhibition and
excitation to compute direction, it was expected that the DS in-
hibition provided by SACs would be relatively unaffected by
ambient light. By the same rationale, the involvement of WACs
in the DS circuit was surprising, as having an additional source
of GABAergic innervation that varies with ambient light might
be expected to interfere with theDSGC’s computational abilities.
However, we show that this conundrum is easily solved by hav-
ing wide-field inhibition selectively modulate local synaptic in-
puts to DSGCs, rather than providing both pre- and postsynaptic
inhibition, as is observed for many other types of ganglion cells
(Cook and McReynolds, 1998; Farrow et al., 2013; Protti et al.,
2014; Taylor, 1999; Zaghloul et al., 2007; Zhang et al., 2012;
Demb et al., 1999).
Evidence that wide-field inhibition is mediated by GABAergic
WACs largely relies on pharmacology, particularly on the effects
of TTX. Thus, we considered carefully where TTX could be acting
in the DS circuit. SACs express predominantly TTX-insensitive
Na+ channels (Oesch and Taylor, 2010), excluding them as a
target for TTX. On average, we did observe a mild decrease in
excitation/inhibition evoked by small spots in the presence of
TTX,whichcouldbedue to aneffect on spikingAII amacrine cells,
bipolar cells which express TTX-sensitive Na+ channels (Cui and
Pan, 2008), and/or noncanonical excitatory amacrine cells
recently shown to contact DSGCs (Lee et al., 2014) and express
TTX-sensitive Na+ channels (Grimes et al., 2011). However, the
most striking effect was that TTX increased the amplitude of(E) Reconstruction of a DSGC (gray; soma not shown), an OFF SAC (blue, left), a
onto the OFF SAC (n = 5) and ON SAC (n = 4). WACs (OFF, magenta and ON, pink
highlights the location illustrated in (D). We found wide-field presynaptic synap
synapses and the ribbon synapse was 691.2 nm ± 230.4 nm (n = 9). Scale bar, 3both EPSCs and IPSCs evoked by large spots (400–1,000 mm),
clearly indicating a presynaptic inhibitory mechanism that
relies on spiking. Thus, the most likely candidates for mediating
TTX-dependent wide-field inhibition are WACs (Cook and
McReynolds, 1998; Farrow et al., 2013; Protti et al., 2014; Shields
and Lukasiewicz, 2003; Taylor, 1999; Venkataramani et al., 2014;
Zaghloul et al., 2007; Zhang et al., 2012; Demb et al., 1999).
Three lines of evidence point to the bipolar cell terminals as
being the main targets for WAC inhibition. First, TTX-sensitive
surround inhibition was observed in the presence of cholinergic
receptor antagonist (data not shown), excluding potential excit-
atory contributions from SACs. Second, bipolar cell mediated
EPSCs measured in SACs (which do not receive cholinergic
excitation; Zheng et al., 2004) also exhibit a TTX-sensitive sur-
round. Third, we did not find physiological (Figure 4) or anatom-
ical evidence for a strong direct WAC inhibition to SACs. Taken
together, the results suggest that the major actions of WACs
are mediated on the bipolar cell terminals. This contrasts with
SAC inhibition, which is expressed postsynaptically (Park
et al., 2014; Yonehara et al., 2013; Chen et al., 2014).
In other types of ganglion cells, previous studies have shown
that TTX does not completely block surround inhibition, suggest-
ing an additional role for horizontal cells inmediating surround in-
hibition (Cook and McReynolds, 1998; Taylor, 1999; Protti et al.,
2014; Venkataramani et al., 2014; Demb et al., 2001; McMahon
et al., 2004). The near complete block of surround inhibition by
TTX we observed even for large stimuli was somewhat surpris-
ing, given that the modulation of horizontal cell membrane po-
tential strongly influences DSGC activity (Mangel, 1991) and
would have been expected to participate in surround inhibition.
However, several factors may have masked horizontal cell medi-
ated surround inhibition in our experiments. These include circuit
nonlinearities in the inner retina, such as a spike in the bipolar cell
terminal (Baden et al., 2013) or the fact that horizontal cell feed-
back is so strong that it reverses the polarity of the responses
(Szikra et al., 2014), which would be difficult to detect in the
ON-OFF DSGC. It is also possible that horizontal cell feedback
is more important for shaping the ganglion cell responses in
the temporal domain under high photopic conditions (Pandari-
nath et al., 2010), which we have not specifically tested here.
Also, it has been shown that horizontal cell GABA release may
be impaired in standard recording conditions (Deniz et al.,
2011). Thus, while we have revealed a clear role for WACs in
spatial processing in the DS circuit, the specific role of horizontal
cells remains to be evaluated.
Spiking and Nonspiking Amacrine Cells Are
Differentially Modulated by Ambient Light
How are WACs and SACs differentially modulated by light?
Since DSGCs and SACs respond robustly under dim conditions,
it was surprising that WACs were nonfunctional under the same
experimental conditions. AsWACs contacting the DS circuit may
receive inputs from a different set of bipolar cells than DSGCsnd an ON SAC (cyan, right). Small green spheres indicate BC ribbon synapses
) synapse onto the presynaptic terminals of the BC synapses. Black rectangle
ses on nine of ten bipolar terminals examined. Distance between wide-field
0 mm.
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(their small, dendrite-like processes do not co-stratify with SACs
and DSGCs; Figure 8; Badea and Nathans, 2004; Lin and Mas-
land, 2006), it is possible that under dim light conditions they
receive relatively weaker excitation that fails to bring them to
spike threshold. Indeed, other retinal circuits including those
driving the ON alpha ganglion cells exhibit a dramatic increase
in excitation over this critical range of intensities (Farrow et al.,
2013; Grimes et al., 2014b). However, changes in the strength
of excitatory input cannot completely account for the current
phenomenon. Under bright conditions, weaker responses
evoked by low contrast stimuli were still associated with an
equally strong surround (Figure S2; also see Farrow et al.,
2013). These results indicate that critical ambient light-induced
changes occur at the level of excitation-inhibition coupling rather
than solely from changes in excitation strength.
There are several ways by which excitation-inhibition coupling
could be modified. For example, WACs could be sensitized
through ambient light-dependent membrane hyperpolarizations
(Grimes et al., 2014b), whichwould help in bringing Na+ channels
out of inactivation and therefore increase excitation-inhibition
coupling. Alternatively, ambient light-induced changes in inte-
grative properties of WACs arising from changes in electrical
coupling (Hu et al., 2010), decreases in steady-state synaptic
conductances (Grimes et al., 2014a) and/or changes in
voltage-gated channel activity could also make WACs more
effective in mediating inhibition over long distances. Moreover,
since SACs do not appear to express voltage-gated Na+ chan-
nels and are not electrically coupled, they would not be subject
to regulation via the above-mentioned mechanisms and thus
are differentially modulated by ambient light. Taken together,
a combination of intrinsic biophysical properties and circuit
mechanisms likely contributes to the differential regulation of
WACs and SACs.
Wiring Specificity of Multiple Amacrine Cells in the DS
Circuit
While we have presented anatomical and physiological evidence
that suggests inhibition arises at the level of the bipolar cell ter-
minals contacting ON and OFF SACs and DSGCs, delineating
the specific connectivity betweenWACs and particular subtypes
of bipolar cells remains a challenge. The finding that the variance
of the inhibitory and excitatory currents measured near simulta-
neously (presumably arising largely from bipolar and SAC input)
was strongly correlated, suggests a common regulatory mecha-
nism. Whether this corresponds to a single WAC contacting
overlapping sets of bipolar cell subtypes subserving SACs and
DSGCs (Helmstaedter et al., 2013), or whether WACs contact
a single type of bipolar cell that provides common input to
SACs and DSGCs, could not be unambigously distinguished.
When we looked at the identity of other postsynaptic partners
of bipolar cell terminals (driving SACs) that receive WAC input,
we found that only 2/9 terminals formed synapses with ganglion
cells and that 7/9 were to other amacrine cells (not SACs). How-
ever, the small sample size did not allow us to assess whether
DSGCs and SACs receive substantial common bipolar input
that is controlled by WACs. Together with previous anatomical
characterization (Briggman et al., 2011), our results provide
evidence that the two distinct types of amacrine cells, the288 Neuron 86, 276–291, April 8, 2015 ª2015 Elsevier Inc.SACs and the WACs, are selectively wired to pre- and postsyn-
aptic elements of the DS circuit.
Coding Direction in the Face of Changing Illumination
Selectively decreasing wide-field inhibition either pharmacolog-
ically or by decreasing ambient light levels did not change the
directional preferences of DSGCs, but resulted in a loss in their
spatial selectivity with little effect on their temporal frequency
tuning. Thus, spatial tuning seems to be an additional feature
of the DS circuit that is encoded independently of direction.
The benefits of a mechanism by which direction and size cod-
ing are independently processed at distinct synaptic loci are
clear. Under low light conditions where photons are limited,
retinal circuits are required to pool light information from wide
areas in order to detect weak signals. In these regimes, inhibi-
tory suppressive mechanisms could degrade signals. To avoid
this, retinal circuits functionally ‘‘re-wire’’ to decrease inhibition.
However, while reducing inhibition, directional selectivity must
be maintained under low light, as it is likely a key feature impor-
tant for survival. Thus, SAC function is maintained across all
conditions. On the other hand, in bright conditions, surround in-
hibition serves to reduce intrinsic noise and spatial redundancy
(Barlow, 1961; Srinivasan et al., 1982). The differential regula-
tion of WAC and SAC output by ambient light, along with the
specific wiring of WACs to presynaptic bipolar cell terminals,
allow the DS circuit to operate across a wide range of light in-
tensities, changing the circuit’s size selectivity, while remaining
in a balanced state for optimum DS function (Cafaro and Rieke,
2010).
Conclusions
We have shown that changing ambient light levels leads to
the recruitment of additional neural elements that endow the
mammalian retinal direction coding circuit with extra computa-
tional abilities; i.e., spatial selectivity. The nonlinear structure of
wide-field inhibition (Figure S7; Hochstein and Shapley, 1976;
Takeshita and Gollisch, 2014; Zaghloul et al., 2007), suggests
that in addition to spatial selectivity, WACs could endow DS cir-
cuits with other unique features including contrast gain control
(Solomon et al., 2002), object motion sensitivity (Olveczky et al.,
2003), and possibly other functions (Roska and Werblin, 2003),
which remain to be further investigated. Importantly, we have
also shown how the distinct physiological properties of the
SACs and WACs underlying the extraction of different features
allow the DS circuit to operate in different modes according to
ambient illumination. The simple anatomical arrangement of
dualGABAergic inhibitory interneurons allowseach tocoordinate
to control the visual function of DSGCs without mutual interfer-
ence, a finding, which lends to the complex and multi-faceted
visual functions of mammalian retinal circuits.
EXPERIMENTAL PROCEDURES
Animals
All procedures were performed in accordance with the Canadian Council
on Animal Care and approved by the University of Victoria’s Animal Care
Committee. Hb9::eGFP (Trenholm et al., 2013) and ChAT-Cre:Ai9 transgenic
mouse lines were used to target superior coding DSGCs and SACs,
respectively.
Retinal Preparation
Retinae isolated frommice that had been dark adapted (>2 hr) were laid photo-
receptor side down on amembrane filter with a pre-cut window, through which
stimuli were presented. Visualization under infrared illumination utilized a Spot
RT3 CCD camera (Diagnostic Instruments, Inc.) attached to an upright
Olympus BX51 WI fluorescent microscope, equipped with either a 603 wa-
ter-immersion lens (Olympus Canada Inc.). Ringer’s solution containing (in
mM) 110 NaCl, 2.5 KCl, 1 CaCl2, 1.6 MgCl2, 10 dextrose, and 22 NaHCO3,
which was bubbled with carbogen (95% O2: 5% CO2; pH 7.4). Experiments
were performed near physiological temperatures (35–36C). Extracellular
spike recordings were made using 5–10 MU electrodes filled with Ringer’s
solution. For whole-cell recordings, electrodes contained (in mM): 112.5
CsCH3SO3, 9.7 KCl, 1 MgCl2, 1.5 EGTA, 10 HEPES, 4 ATP Mg2, and 0.5 gua-
nosine triphosphate Na3. The pH was adjusted to 7.4 with CsOH. The reversal
potential for chloride (ECl) was calculated to be 60 mV. Recordings were
made with a Multiclamp 700B amplifier (Molecular Devices, Inc.) and signals
digitized at 10 kHz (National Instruments A/D board) were acquired using
custom software written in the LabVIEW (National Instruments) environment.
TTX (Alomone Labs), GABA receptors antagonists picrotoxin (PTX) and
(1,2,5,6-Tetrahydropyridin-4-yl) methylphosphinic acid (TPMPA), and D-tubo-
curarine were applied through bath perfusion. All reagents were purchased
from Sigma-Aldrich Canada, Ltd. unless otherwise noted.
Light Stimulus
Stimuli (spots and gratings) were generated with a digital light processing pro-
jector (Texas Instruments; refresh rate 75 HZ) controlled with custom software
based on the Psychophysics Toolbox extension for Matlab (Brainard, 1997).
The ambient background intensity, measured with a calibrated spectropho-
tometer (USB2000, Ocean Optics), was reported as photoisomerizations per
rod per second (R*/s; derived from the absorption spectrum of mouse photo-
receptors; Lyubarsky et al., 1999). Neutral density filters were used to control
the stimulus light intensity. Stimuli were presented at full positive contrast (Mi-
chelson contrast = 0.94) on a black background unless otherwise specified.
Stimulus widths were converted to cycles/degree of visual angle assuming 1
degree 30 mm on the mouse retina (Remtulla and Hallett, 1985).
Analysis of Physiological Data
Physiological data were analyzed using custom routines written in Matlab
(Mathworks) or Igor (Wavemetrics). Either peak amplitude or integrated post-
synaptic currents were used to quantify light-evoked synaptic current re-
sponses, but no qualitative differences were observed between these two
methods (see Figure S1). Student’s t test (un-paired unless stated); was
used at significance levels as reported. Data are presented as mean ±
SEM. The SSi was calculated as (C  S / C + S) where C is the amplitude
of the center response and S is the response to the largest stimulus. Simi-
larly, DSi was computed as (P  N / P + N), where P and N are response
amplitudes measured in the cell’s preferred or null direction, respectively.
Directional tuning widths were estimated using a Gaussian function (Nowak
et al., 2011).
Imaging and Reconstruction
Fluorescent ganglion (Hb9-GFP) or amacrine cells (ChAT-Cre:Ai9) were
targeted using 2-PLSM. Putative displaced WACs were filled through the
whole-cell patch electrode with Alexa 488 (Invitrogen) in the ChAT-Cre:Ai9
retina and identified post hoc using Volume Integration Alignment System
(VIAS) and Amira (Visage Imaging).
Electron Microscopic Analysis
A previously published data set acquired using scanning SBEM was analyzed
(retina k0563; Briggman et al., 2011). Voxel dimensions were 12 3 12 3 25
nanometer (nm) (x, y, and z, respectively). A DSGC was first identified by iden-
tifying a ganglion cell with bistratified morphology in the IPL. Synapses from
SACs were next identified on DSGC dendrites, and ON and OFF SACs were
partially reconstructed and confirmed to co-stratify with the DSGC dendrites
and to exhibit the distinct SAC branching pattern. Bipolar cell ribbon synapses
were then identified onto each SAC, and amacrine cell synapses onto these
bipolar cell terminals were annotated. Finally, these amacrine cells presynapticto the bipolar cell terminals were traced to the edges of the data set. All ana-
lyses were performed by tracing skeletons and annotating synapses using the
Knossos software package (www.knossostool.org). Volumetric reconstruc-
tions of synapses were performed using ITK-SNAP (www.itksnap.org; Yush-
kevich et al., 2006).
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