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1. INTRODUCTION
1.1 Motivation
A material’s strength is a function of the elastic strain, which is the part of the total strain that is
not compensated by plastic deformation. In coarse-grained crystalline materials, plastic deforma-
tion is mainly carried by dislocations. Material strength thus relies on the internal defects’ ability
to resist dislocation motion. Such defects include: solutes, other dislocations, grain boundaries,
and precipitates. It is generally accepted that incoherent high angle grain boundaries are strong
barriers to dislocation motion. However, the strengthening ability of coherent low angle grain
boundaries (disorientation < 1o) is not clear, and sometimes people simply assume that low an-
gle grain boundaries are not effective at resisting lattice dislocation penetration [1]. The work
is aimed to study the interactions between free dislocations and low angle grain boundaries, and
reveal the strengthening ability of low angle grain boundaries.
1.2 Method and feasibility
The dislocation nature of low angle grain boundaries is well known. Fig. 1.1 shows 〈111〉 tilt
grain boundaries in molybdenum, which are composed of 1/2 〈111〉 edge dislocations. Other
types of low angle grain boundaries (twist and mixed) are mainly in the form of hexagonal dislo-
cation networks, Fig. 1.2. The interactions of low angle grain boundaries with incoming lattice
dislocations are basically dislocation interactions. Both molecular dynamics (MD) and discrete
dislocation dynamics (DDD) simulations are proven to be valid approaches to study dislocation
interactions [4–8]. The dislocation core interactions calculated by MD simulations are consistent
with transmission electron microscopy (TEM) observations. Such examples are shown for the
TEM observation and MD simulation of Lomer-Cottrell lock and ternary dislocation junction in
Fig. 1.3 and Fig. 1.4, respectively. Good agreements have also been found between the DDD
and MD simulations of dislocation interactions [5–7]. Direct comparisons of the MD and DDD
simulations of dislocation interactions are given for the destruction of a Lomer-Cottrell lock in
Fig. 1.5 and for recombination and remobilization of the left segments after the earlier collinear
annihilation in Fig. 1.6. For low angle grain boundaries with disorientation smaller than 1o,
the dislocation spacing is around 50 nm, which is already close to the simulation box size in
large-scale MD simulations. DDD simulations are adopted in this work due to the much lower
computational cost, and the size of the simulation box used is 2 µm or 10 µm.
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Fig. 1.1: Transmission electron micrograph of low angle tilt grain boundaries in molybdenum from
Ref. [2]. A very low angle boundary (A) is coalescing with a relatively larger angle boundary
(B). The dislocations on the right of the upper low angle boundary have already partially joined
the lower boundary, probably by glide, and the neighboring dislocations in the lower boundary
appear to adjusting their spacing at the intersection, probably by climb.
Fig. 1.2: Transmission electron micrograph of hexagonal dislocation networks in body-centered cubic iron
from Ref. [3]. Each network consists of three sets of dislocations, two of which are 1/2 〈111〉
dislocations, and the third is the binary reaction product of the first two with a 〈100〉 Burgers
vector.
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(a) MD simulation results from Ref. [5] (b) TEM micrograph from Ref. [9]
Fig. 1.3: Structure of a Lomer-Cottrell lock
Fig. 1.4: MD simulations and TEM observation of ternary dislocation junctions in molybdenum [8]. a,
A multi-junction formed in a MD simulation. b, A TEM micrograph containing a symmetric
4-node. In this view all four dislocations (1–4) entering the multi-node are visible. c, View in
which dislocation 1 becomes invisible. d, Another view in which dislocation 3 is invisible.
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(a) MD simulation results from Ref. [5] (b) DDD simulation results from Ref. [6]
Fig. 1.5: Structure evolution during the destruction of a Lomer-Cottrell lock
Fig. 1.6: Simulations of the collinear interaction in aluminum [7]. Left column: MD. Right column:
DDD. (A and E) Initial configuration after annihilation and without applied loading. (B and F)
Critical configurations under stress. (C, G, D, and H) Recombination and remobilization of the
two initial segments.
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1.3 Outline of this thesis
I will first explain the basic concept of DDD models and discuss the general chanlleges and
corresponding solutions in numerical simulations. The ParaDiS code (DDD code) used in this
these work is next introduced, and its many features are highlighted.
Dislocation–LAGB interactions can be more appropriately studied when the simulation using
a coordinate system where the plane normal of the LAGB is along one sample axis, the line
direction of the incoming dislocation is along another sample axis, and the third axis is the cross
product of the first two axes. A number of model modifications are implemented during this
thesis work to enable the ParaDiS code to run simulations in the coordinate systems different
from the default crystal frame.
Dislocation–LAGB interactions can lead to binary junction formation between the incident
and LAGB dislocations, and some of the LAGBs are formed by the binary junction forming
dislocation interactions. Binary junctions have usually been treated as immobile dislocations
for simplicity in DDD simulations, I also discuss and implement the mobility law for binary
junctions.
A coarse graining approach named dislocation density vector is implemented in the ParaDiS
code to further analyze dislocation content in terms of slip system, character (edge/screw), line
sense (positive/negative), and property (total, geometrically necessary, and statistically stored).
Chapter 3 investigates the interactions between five types of incident dislocations and a sym-
metrical low angle tilt grain boundary, which involve only binary dislocation interactions. The
differences between dislocation–LAGB interactions and forest dislocation interactions are dis-
cussed.
Chapter 4 further studies the interactions between three types of incident dislocations and a
general low angle grain boundary (a hexagonal dislocation network), which involve ternary dislo-
cation interactions in addition to binary dislocation interactions. The dependence of transmission
resistance on loading condition and dislocation spacing in the LAGB is discussed.
Chapter 5 focuses on the influence of LAGB on dislocation multiplication and dislocation
structure evolution, and discusses the implications of the polarization of LAGB resistance among
different incident dislocations (slip system and line sense).
2. DISCRETE DISLOCATION DYNAMICS SIMULATIONS:
METHODOLOGY
Three dimensional discrete dislocation dynamics models [10–15] simulate dislocation motion
and multiplication in response to external loading, dislocation interactions (material strength),
and track topology evolution of dislocation networks (microstructure). Numerical simulations
with these models have profoundly improved our understanding of dislocation interactions [4,
7, 8], irradiation-induced hardening [16], the strength of thin metal and semiconductor films
[17, 18], and microscale size dependent strengthening [19–22].
2.1 Basic concept of discrete dislocation dynamics models
The general idea behind discrete dislocation dynamics models is rather straightforward. Disloca-
tions are represented by a set of nodes connected to each other by straight segments. The analytic
expression of the stress field of a straight dislocation segment is available and in the following
form [23, 24]:
σij (P ) =
µ
8pi
∫
L
R,mppbn (jmndLi + imndLj)
+
µ
4pi (1− ν)
∫
L
bnkmn (R,ijm − δijR,mpp) dLk, (2.1)
where µ is the shear modulus, ν is the Poisson’s ratio, R = P −Q is the vector connecting the
point of interest P and a source pointQ on the dislocation segment L,R,ijk ≡ ∂3R/∂Li∂Lj∂Lk,
bi is the (ith component of the) Burgers vector, ijk is the permutation symbol, and δij is the
Kronecker delta.
The stress field of the dislocation network σnet can be obtained by superposition of the stress
field of the individual segments. The force exerted by the dislocation stress field (σnet) and the
external applied stress (σext) on a dislocation node can be calculated using the Peach–Koehler
equation:
fnode =
(
σnet + σext
) · b× t, (2.2)
where b is the dislocation Burgers vector and t is the tangent (unit vector) of the dislocation line
at the dislocation node.
Dislocation motion can then be defined through a mobility function that relates the nodal force
and the nodal velocity vnode,
vnode = M
(
fnode
)
. (2.3)
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2.2 General challenges in numerical modeling
2.2.1 Singularity of classical elasticity theory
In Eqn. 2.1, as the field point P approaches the source pointQ on the line segment,R approaches
zero and some (if not all) components of the stress tensor diverge. This is how classical elastic-
ity theory fails in DDD simulations to calculate the force exerted on a node by the segments it
connects, and the interaction force between two coplanar dislocations encountering on the same
slip plane or two non-coplanar dislocations intersecting each other. The singularity in contin-
uum theory is due to the assumption that the Burgers vector distribution is a delta function, i.e.
dislocation core has no width. Thus, the methods to resolve this singularity issue are generally
finite-core approximations.
Brown core-splitting procedure is commonly used in DDD models [6, 12–14]. In this ap-
proximation illustrated in Fig. 2.1 , an arc is passed through the point of interest (P) and the
nearest neighbor points on the dislocation line. The arc is translated in the plane to both sides
of the arc by a distance δ. The stress field of the original arc at the point of interest is evaluated
by averaging the stress fields of the two translated arcs. The Brown procedure [25] has been
long known to be lack of consistence from the analysis of Gavazza and Barnett [26], which can
be corrected by multiplying the stress fields of the outer and inner arcs by 1/2 (1 + δ/R) and
1/2 (1 + δ/R), respectively [12, 26].
Fig. 2.1: Regularization of the self-interaction using the Brown splitting procedure. The line integral for
the stress at P diverges as the integration along the dislocation approaches P. To avoid this, the
dislocation strength is distributed over a finite core or band to produce a finite local contribution
to the stress at P. The figure shows the simplest such procedure, where the field acting at P is
taken to be a weighted average of the fields generated from the two split halves. As implied in
the figure, the finite core treatment must be carried out for a distance along the line which is large
compared to the core radius.
Cai et al. [27] recently developed non-singular expressions for the stress field of a dislocation
segment. In this revised continuum theory, the core singularity in the classical solutions of the
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Volterra dislocation is removed by introducing a spherically symmetric Burgers vector distribu-
tion at every point on a dislocation line. The distribution is parameterized by a single variable a,
the spread width. The newly developed expression for the stress field of a dislocation segment
is:
σnsij (P ) =
µ
8pi
∫
L
Ra,mppbn (jmndLi + imndLj)
+
µ
4pi (1− ν)
∫
L
bnkmn
(
Ra,ijm − δijRa,mpp
)
dLk, (2.4)
whereRa =
√
R+ a2, and other symbols are the same as those in Eqn. 2.1. Comparing Eqn. 2.4
with Eqn. 2.1, there is only one additional parameter in the non-singular expression, the spread
width of the dislocation core a. Fig. 2.2 gives a direct comparison of the stress fields of an edge
dislocation calculated by the classical and non-singular continuum theories.
Fig. 2.2: Comparison of the stress fields of an edge dislocation calculated by the classical and non-singular
continuum theories, a = 20b is used in Eqn. 2.4 to magnify the difference between the non-
singular stress field and the classical singular stress field for the purpose of illustration.
The difference between these two regularization methods is that the Brown splitting assumes
a planar dislocation core, and Cai’s spherical spreading treatment renders a non-planar disloca-
tion core.
2.2.2 Short-range reaction at dislocation core level
When dislocations approach each other at core scale, they may annihilate or form a junction
dislocation. If Burgers vector reaction does not occur, they will bypass and form kinks or jogs.
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Kinks can be easily removed as dislocations glide further. The resistance of jogs to dislocation
motion has been found to be negligible [28, 29]. The consideration of jogs in DDD simulations
is thus not discussed here, but can be found in an earlier work of Rhee et al. [30]. Dislocation
annihilation is a special case of the more general junction formation, which yields a net zero
Burgers vector for the junction dislocation. The following discussion is focused on the treatments
of junction formation and dissolution in DDD simulations, which basically answers two types of
questions:
• Are the DDD models capable of simulating dislocation junction formation and destruction,
which at first glance seem to involve strong interaction between dislocation cores?
• Why some of the DDD models use simple rules to predict junction formation? How reli-
able are these simple rules?
What in general makes the DDD models viable is that the radius of the dislocation core is
very small, on the order of the interatomic distance, and virtually all of the energy associated
with the presence of dislocations is stored in the elastic medium outside of the core. This point
of view has already proven to be also applicable to dislocation junction formation and destruc-
tion by a number of comparative studies of atomistic and mesoscopic simulations [4–8, 31]. It
was confirmed that the contribution of the dislocation core regions to junction stability is neg-
ligible compared to the elastic contribution from regions outside the core. For instance, it was
shown that the perfect Lomer lock and the Lomer-Cottrell lock, where the core energy is reduced
by dissociation and reaction of partial dislocations, have practically the same critical stress for
destruction [32].
As stated above, to the extent that the interaction energy is contained in the elastic continuum
outside of the core regions, this kind of phenomena can also be modeled by DDD, provided that
the level of discretization is refined down to the scale of the dislocation core. Unfortunately, to do
so is to slow the calculation by orders of magnitude, making large-scale simulations impractical.
This is why some DDD models use local rules to predict junction formation.
Frank energy criterion (b1 + b2)
2 < b21 + b
2
2 or b1 · b2 < 0 has long been the basic under-
standing of dislocation junction formation, but it is only applicable to the interaction between
two parallel dislocations [3]. An intuitive assumption is that attractive interaction leads to junc-
tion formation, which has been proven to be incorrect by both the atomistic and fully resolved
DDD simulations [7, 31, 33]. The correction to this misunderstanding has two sources: (1) De-
spite an initially repulsive arrangement, two intersecting dislocation can twist each other very
significantly to form a junction dislocation, e.g. Lomer-Cottrell lock [33] and collinear annihi-
lation [34, 35]. (2) A majority of attractive non-coplanar dislocation interactions do not form
junctions but bound crossed states [31, 34]. It is now generally accepted that the combination of
self-energy balance and the initial interaction force criteria is able to predict junction formation
to certain accuracy.
To analyze whether a junction dislocation is energetically favored (i.e., wants to grow), one
considers the energy change
f = −δ (E1 + E2 + E3) /δx (2.5)
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due to a virtual displacement δx of one of the junction ends. In the usual simple application of
this argument to an isotropic system, one uses the energy per unit length
E =
µb2
4pi (1− ν)
(
1− ν cos2 β) , (2.6)
where β is the angle between the Burgers vector and the line sense vector.
In addition to the energy balance criterion, it is necessary to consider the initial interaction
force between two interacting segments. A simplified analytic formulation for the interaction
force along the shortest approach distance of two straight and infinite segments was given by
Kroupa [24, 36]:
F12 =
µ
|t1 × t2|
R12
R12
{
1
2
(b1 · t1) (b2 · t2)− (b1 × b2) (t1 × t2)
+
1
1− ν
[
(b1 × t1) · R12
R12
] [
(b2 × t2) · R12
R12
]}
, (2.7)
where R12 is the shortest vector between the two dislocations.
Considering the 12 {111} 〈110〉 slip systems in FCC lattice structure, there are four types
of non-coplanar interactions: collinear, Lomer junction, glissile junction, Hirth lock. Con-
sidering the 12 {110} 〈111〉 slip systems in BCC lattice structure, there are also four types of
non-coplanar interactions: collinear, mixed-symmetrical junction, mixed-asymmetrical junction,
edge-junction.
The interaction maps of two slip systems are given for Lomer junction (FCC), edge junction
(BCC), and collinear (FCC & BCC) interactions in Fig. 2.3. The following conventions are
adopted for the interaction maps: (1) The two slip systems defined by their Burgers vectors bi (
i = 1, 2) and their slip plane normal ni. (2) Along the intersection of the two slip planes, where
junctions potentially form, a reference direction is chosen, lj . (3) The interacting segments,
each in one slip plane, have line direction li ( i = 1, 2), which are initially of same length and
intersect each other in their midpoints. (4) The interaction segments initially makes angles φ1
and φ2, respectively, with respect to lj . These angles are measured in reference frames such that
n1 = −b1 × l1 and n2 = b2 × l2. With this convention, two dislocation lines parallel to lj ,
(φ1 = φ2 = 0,) and with opposite Burgers vectors are attractive.
In the interaction maps, the thick lines represent the calculated neutral condition for junc-
tion formation (δ (E1 + E2 + E3) /δx = 0, Eqn. 2.5 and Eqn. 2.6), and the thin lines mark the
boundary between attractive and repulsive interactions (F12 = 0, Eqn. 2.7). The predictions by
the self-energy balance criterion (thick lines) and the interaction force criterion (thin lines) are
compared with the DDD simulations resulting in junction formation (), repulsive interaction
(◦) and bound crossed state (×).
2.2.3 High computational cost of long-range stress evaluation
Finding the non-local stress field acting at a particular point P is a straightforward matter of
summing over the fields of the line elements connecting those nodal points not involved in the
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(a) Lomer junction in FCC structure (b) edge junction in BCC structure
(c) collinear annihilation in FCC structure (d) collinear annihilation in BCC structure
Fig. 2.3: Binary dislocation interaction maps from Ref. [35]. The predictions by the self-energy balance
criterion (thick lines) and the interaction force criterion (thin lines) are compared with the DDD
simulations resulting in junction formation (), repulsive interaction (◦) and bound crossed state
(×).
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evaluation of the local contribution. The main issue is efficiency, since a direct summation for
all N nodal points requires N2 field contributions to be evaluated. To facilitate the calculation,
therefore, the dislocation content of regions far away from P is usually represented in terms of a
multipole expansion [15, 37, 38].
Fig. 2.4: Illustration of a dislocation segment in a remote subcell
Such an example is given for a dislocation segment L on a curved dislocation inside in a
sub-volume cell (O is the center point), Fig. 2.4, where the distance between the point of interest
P and the source point Q on the dislocation segment is relatively large. The derivatives of vector
R can be approximated by the Taylor-series expansion at point O as follows:
R,ijm = R
O
,ijm +R
O
,ijmkrk +
1
2!
RO,ijmklrkrl +
1
3!
RO,ijmklnrkrlrn + . . . , (2.8)
where r = O − Q and RO = P − O. The line integral in Eqn. 2.1 can be represented by a
multipole expansion:
σij (P ) =
µΩ
8pi
RO,mpp (jmnαni + imnαnj) +
µΩ
4pi (1− ν)kmn
(
RO,ijm − δijRO,mpp
)
αnk
+
µΩ
8pi
RO,mppq (jmnβniq + imnβnjq) +
µΩ
4pi (1− ν)kmn
(
RO,ijmq − δijRO,mppq
)
βnkq
+
1
2!
[
µΩ
8pi
RO,mppqs (jmnγniqs + imnγnjqs) +
µΩ
4pi (1− ν)kmn
(
RO,ijmqs − δijRO,mppqs
)
γnkqs
]
+
1
3!
[
µΩ
8pi
RO,mppqst (jmnψniqst + imnψnjqst) +
µΩ
4pi (1− ν)kmn
(
RO,ijmqst − δijRO,mppqst
)
ψnkqst
]
+ . . . , (2.9)
where the multipole moments inside the subcell (Ω = h3) are: αij = 1Ω
∫
L
bidLj , βijk =
1
Ω
∫
L
rkbidLj , γijkl = 1Ω
∫
L
rkrlbidLj , and ψijklq = 1Ω
∫
L
rkrlrqbidLj .
SinceRO and its derivatives are invariant for all the dislocations inside the subcell, only these
multipole moments have to be evaluated and summed up for all the segments on the dislocation
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and potentially other dislocations (not shown in Fig. 2.4) in the subcell. Notice that these multi-
pole moments are indeed dislocation density tensors, e.g. the zeroth-order moment α is the Nye’s
dislocation density tensor [39, 40]. The multipole expansion employed here not only provides a
mathematical approximation of the long-range stress but also carries physical moments that re-
flects underlying dislocation structures, which can be used as coarse-grained parameters to link
discrete dislocation dynamics (DDD) and continuum dislocation dynamics (CDD) [41, 42].
In a numerical simulation, the computational box is divided into many subcells. Once the
dislocation moments of multipole expansion have been established for all the subcells, the long-
range stress can be determined using a hierarchical fast multipole method (FMM) algorithm that
translates and combines the multipole moments of the individual subcells [15, 43].
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2.3 Description of ParaDiS code
This section explains the basic features of the ParaDiS code (DDD code developed at Lawrence
Livermore National Laboratory) [8, 15] used in this work for the numerical simulations.
2.3.1 Discretization of dislocation line
ParaDiS simulates a dislocation network represented by a set of nodes connected by line seg-
ments. One stable dislocation node connects maximum four segments (arms). Each segment
carries a Burgers vector and is assigned a glide plane normal. The conservation of the Burgers
vector is assured everywhere in the dislocation network, except at a pinned node with a single
arm (e.g. end points of a Frank-Read source). As shown in Fig. 2.5 (left), each linear dislocation
segment is terminated by either a discretization node or a physical node. A discretization node
connects two segments, while a physical node may connect more than two segments.
In the ParaDiS code, there is a built-in utility ’paradisgen’ to generate initial dislocation
configurations, which include straight screw dislocations, Frank-Read sources, and prismatic
loops. A paradisgen module was developed in this thesis work to general initial configurations
of mixed dislocations, perfect loops, and dislocation wall, Fig. 2.5 (right).
Fig. 2.5: Discretization scheme in ParaDiS simulation, figure from Ref. [15] (left). An initial dislocation
configuration contains a straight mixed dislocation, a symmetric tilt low angle grain boundary
and a dislocation loop generated by a paradisgen module developed in this thesis work (right).
2.3.2 Nodal force calculation
The force on a dislocation node due to the stress field of its own arms and other segments in
the system is calculated based on the non-singular, self-consistent stress field and elastic energy
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expressions of Cai et al. [27]. The nodal force exerted by external loading is calculated through
the Peach-Koehler equation. The contribution to the elastic force on node i due to its connection
to node j can be expressed as:
f elasticij = f
ext
ij + f
self
ij +
n−1∑
k=1
n∑
l=k+1
fklij and [k, l] 6= [i, j] or [j, i], (2.10)
where f extij is the contribution from the external loading, f
self
ij is the force on node i in response
to the segment ij’s own stress field and fklij is the force on node i due to the interaction between
segments ij and kl.
In the general explanation of DDD models (Section 2.1), a non-obvious additional contri-
bution to the total force has been ignored, which is related to the discrete line representation of
dislocation adopted in DDD models. For example, a line segment pinned at both ends is bowing
out to act like a Frank-Read source, and new segments must be added to preserve the connectiv-
ity. The creation of new segments increases the total dislocation length and thus should exert a
virtual force, the line tension. This part of contribution to the total force is associated with the
dislocation core energy:
f coreij = 
core (bij, tij) tij + (I2 − tij ⊗ tij) · ∂
core (bij, tij)
∂tij
, (2.11)
where f coreij is the core force on node i due to its connection to node j, the function 
core (bij, tij)
describes the core energy variation with the Burgers vector bij and line sense vector tij of seg-
ment lij , and I2 is the second order identity tensor. The first term in Eqn. 2.11 is a line tension that
acts to shrink a segment’s length, while the second term is a moment that acts to rotate segments
to lower core energy orientations.
The total force on a dislocation node i can be expressed as elastic and core contributions
summed over all connected segments:
Fi = F
elastic
i + F
core
i =
∑
j
(
f elasticij + f
core
ij
)
. (2.12)
The explicit expressions of f extij , f
self
ij , f
kl
ij and 
core (bij, tij) can be found in Ref. [15].
It is worth noting that Eqn. 2.12 can be easily extended to include forces exerted by other
sources, e.g. the Bardeen-Herring force due to vacancy gradients by bulk diffusion [44] and by
pipe diffusion [45], and the back force due to the creation of an antiphase boundary by dislocation
cutting of a γ′ precipitate in Ni-based superalloys [46, 47].
In DDD simulations, no matter how efficient the nodal force computation from a pair of
segments becomes, the total amount of calculation scales O (N2) for a system of N segments,
if the interaction between every segment pair is accounted for individually. This means that
the force computation quickly becomes too expensive to be feasible in large scale simulations.
ParaDiS nodal force calculation follows a hierarchical grid structure shown in Fig. 2.6, where the
total number of computational subcells at the lowest level is restricted to 8q in three dimensions,
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and the number of levels in the hierarchy is q + 1. A union U contains a cell C in the lowest
level of the hierarchy and its nearest neighbors (27 cells in total). The nodal forces on a segment
contained in C due to its local interaction with all the segments contained in U are accounted
for explicitly using analytic expressions. The nodal forces on a segment contained in C due to
its remote interaction with segments outside U are accounted for by the fast multipole method
(FMM) algorithm. Incorporation of this fast multipole method algorithm leads to O (N) scaling
of the remote segment interaction forces.
Fig. 2.6: Schematic depicting hierarchical tiling used in force computations for segments contained in
the computational cells in black [15]. The segments in the black cell at the lowest level in the
hierarchy interact with other segments in the same cell and neighboring cells through the explicit
N2 calculation. The black cells and neighboring white cells at other levels in the hierarchy
are treated by finer levels. Interactions between the black cells and the cells shaded in grey
interact through a lumped source approximation and a fast multipole algorithm at all levels of
the hierarchy. The interaction of the black cells with unshaded cells outside the grey cells on the
same level is treated using the fast multipole algorithm at coarser levels.
2.3.3 Parallel computing
The difficulty in implementing a DDD simulation on parallel computer architectures is that the
nodal degrees of freedom in the network have a tendency to cluster in space. The clustering leads
to a condition where the computational expense of calculating forces on different nodal degrees
of freedom can significantly differ due to the neighborhood dependence on the number of local
segment-segment force interactions that must be evaluated. In the ParaDiS code, a dynamic
domain decomposition scheme is employed. The entire simulation volume is first divided into
Nx slabs along the x direction. Each slab is then divided into Ny columns along the y direction.
Each column is then divided into Nz subdomains along the z direction. The total number of
subdomains is chosen to be equal to the number of available CPUs, and the positions of the slab,
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column and subdomain boundaries are periodically adjusted to balance the computation based
on the relative wall clock time each CPU spends computing versus waiting.
The initial domain decomposition is user-defined, and largely depends on the actual problem.
Fig. 2.7 gives the dynamic load balancing in the simulation of an expanding dislocation loop
interacts with a dislocation wall. Since the major computational load is from the dislocation
wall, the simulation domain is divided parallel to the dislocation wall plane.
Fig. 2.7: Dynamic domian decomposition in ParaDiS computing: An example of an expanding disloca-
tion loop interacts with a dislocation wall. 3D view contains the full geometry of the domain
decoposition, and the cross-section views show the shifting of the subdomain boundaries during
the expansion of the dislocation loop.
2.3.4 Topology update
The topology update of a dislocation network in the ParaDiS code reflects the physics of dis-
location motion and collisions in real crystals: Burgers vector reactions (annihilation, junction
zipping and unzipping) happen naturally through the collisions and dissociations of dislocation
nodes.
Figure 2.8 shows a sequence of collisions leading to the formation of a dislocation junction.
The first collision procedure, Figures 2.8 (a) and (b), involves two unconnected segments and re-
sults in a physical node P ′ connecting four segments. The second collision procedure, Figures 2.8
(c) and (d), involves two segments connected to a common segment through P ′ and results in two
nodes P ′ and 2′ that become the physical nodes at the ends of a junction dislocation. If segment
intersections are detected and collision procedures are performed only for segments sharing the
same Burgers vector, the DDD simulation will perform annihilation reactions but not junction
forming reactions. A series of collision procedures can also capture junction unzipping. In this
sequence, the two physical nodes at the ends of the junction dislocation come close leading to
a collision procedure and the reformation of a node with four connections, as in Figure 2.8 (b).
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The second collision procedure is the same as the one depicted in Figures 2.8 (c) and (d) for the
case when the Burgers vectors of the two intersecting segments sum up to zero.
Fig. 2.8: Junction formation by collision procedures, figure from Ref. [15]. (a) The minimum distance for
dislocation reaction is reached at points P and Q between two unconnected segments 1–2 and
3–4, and new nodes are introduced at points P and Q. (b) Nodes P and Q are merged into a
single node P ′. (c) Segment 2–5 comes into contact with segment P ′–4, on which a new node
R is added. (d) Merging nodes 2 and R into a new node 2′ leads to the formation of junction
segment P ′–2′, if the Burgers vectors of segments P ′–2 and P ′–R do not cancel each other.
If the Burgers vectors do cancel, segment P ′–2′ is deleted leading to a dislocation annihilation
reaction.
Figure 2.9 depicts an alternative sequence of topological procedures to treat a dislocation
junction forming reaction using a dissociation procedure. As before a collision procedure is used
to create a physical 4-node P ′ at the point of intersection of two unconnected segments. Node P ′
then undergoes a dissociation procedure leading to the formation of a junction dislocation with
two physical 3-nodes P ′ and Q′ at its ends.
Fig. 2.9: Junction formation by collision and dissociation procedures, figure from Ref. [15]. (a) and (b)
are the same as those in Figure 2.8. (c) Dissociation of node P ′ into two nodes, P ′ and Q′,
leading to a topology different from that in (a).
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2.4 Modification of ParaDiS code
This section introduces the modification of the ParaDiS code implemented for this thesis work,
mainly concerning the laboratory frame simulation and the mobility law for 〈100〉 dislocations.
2.4.1 Laboratory frame simulation
The simulations of the interactions between an incoming dislocation and a low angle grain
boundary should be conducted in laboratory frames. The normal of the GB plane is chosen
as the first sample axis. The intersection line of the slip plane of the incoming dislocation and
the GB plane is the second sample axis. The third sample axis is the cross product of the first
two axes.
The current version of ParaDiS public release v2.3.5.1 does not support simulations running
in laboratory frame but works in the crystal frame. Neither nodal force calculations nor mobility
laws in the model are coordinate dependent. However, there are a number of model aspects
that require to identify the Burgers vector and the glide plane of the line segments in a crystal
frame. Although the mobility law has generally not to be applied in the crystal reference frame,
the mobility of perfect dislocations (1/2 〈111〉) and extended dislocations (〈100〉 junctions) are
handled differently (see Section 2.4.2). The use of a cross-slip model allows changing the glide
plane normal of screw segments in the crystal frame. The dissolution of multi-nodes could lead
to a new segment of screw character, whose glide plane is assigned randomly to be one of the
cross-slip planes in the crystal reference frame. The calculations of the dislocation flux and
the dislocation density vector [48] require to identify the slip systems. The initial dislocation
network used in a laboratory frame simulation should be assigned with Burgers vectors and
glide planes in the corresponding laboratory frame instead of the default crystal frame. For this
purpose the simulation code was modified to transform the nodal information (Burgers vector,
glide plane normal) between crystal and sample frames through rotation operations, as required
by the above mentioned coordinate-dependent model treatments.
2.4.2 Mobility law for 〈100〉 dislocations
〈100〉 dislocations in BCC metals are formed as binary interaction products of 1/2 〈111〉 dislo-
cations. These binary junctions contribute substantially to material strength, provide nucleation
sites of axial ternary junctions [8, 49], and can bow out to form ternary zigzag configurations
[49]. Terentyev et al. [50] recently started to investigate the core structure and mobility of a
straight [001] (11¯0) edge dislocation and 〈100〉 junctions of edge character in BCC iron. The
〈100〉 junctions were formed by the interactions between a straight 1/2 〈111〉 edge or screw dis-
location and 1/2 〈111〉 prismatic loops. Their atomistic simulation results provided a number
of insights on how the core structure and mobility of 〈100〉 edge dislocations are affected by
temperature, which we summarize below:
• A [001] (11¯0) edge dislocation splits into two perfect 1/2 [1¯11] (11¯2) and 1/2 [11¯1] (1¯12)
dislocations at T = 0K. The 1/2 〈111〉 dislocations constrict under a shear stress of 1.5
GPa, which transforms the non-coplanar core to a planar configuration.
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• At a temperature below 100K, the 〈100〉 edge dislocation moves via nucleation and prop-
agation of kink pairs, in a similar fashion as the 1/2 〈111〉 screw dislocation does.
• At 300K and above, the 〈100〉 {110} edge dislocation behaves in the same manner as a
1/2 〈111〉 {110} edge dislocation, which has a planar core, low Peierls stress, and emits
elemental kink pairs in the form of 〈111〉 crowdions along its core.
• For the 〈100〉 junction of edge character, its mobility follows the same temperature de-
pendence as the straight 〈100〉 edge dislocation. The 〈100〉 junction dissociates into two
perfect 1/2 〈111〉 dislocations, when its stability is not favored by the external loading and
the motion of other dislocations.
The non-coplanar 〈100〉 junctions formed by 1/2 〈111〉 dislocations on {110} 〈111〉, {112} 〈111〉,
and {123} 〈111〉 slip systems are either edge or mixed dislocations. Coplanar 〈100〉 junctions,
can zip along any line direction perpendicular to the slip plane normal, which are occasionally
of screw character when formed by 1/2 〈111〉 dislocations on {110} 〈111〉 slip systems. With
these considerations, we extend the above summarized conclusions of Ref. [50] on 〈100〉 edge
dislocations to 〈100〉 dislocations of mixed character, and constrain the motion of 〈100〉 screw
dislocations to their respective glide planes. The motion of 〈100〉 dislocations in dislocation
dynamics simulations can be defined through a mobility law applying geometrical constraints
(Burgers vector and glide plane normal) in conjunction with temperature-dependent mobility
constants.
In ParaDiS v2.3.5.1 [15, 51], the relation between nodal force and velocity is of the following
form1:
Fi =
1
2
∑
j
‖lij‖BijVi, (2.13)
where Fi is the force on node i, j is a node connected to i through a line segment lij , Bij is the
drag tensor (inverted mobility tensor) for segment lij , and Vi is the calculated nodal velocity.
The drag tensor B enforces spatial constraints on the dislocation motion according to:
B =
{
Bg (m⊗m) +Bc (n⊗ n) +Bl (t⊗ t) b = 1/2 〈111〉
B〈100〉I+
(
Bl −B〈100〉
)
(t⊗ t) b = 〈100〉 (2.14)
where the drag coefficientBg controls dislocation motion on the glide plane and perpendicular to
the dislocation line, Bc defines dislocation motion along the glide plane normal n, and Bl is the
drag coefficient associated with moving a node along its line direction t. The drag coefficients
can be calculated through the input mobility parameters: Medge (glide mobility of edge disloca-
tions), Mclimb (climb mobility of edge dislocations) and Mscrew (mobility of screw dislocations).
For an edge segment, Bg = 1/Medge, and Bc = 1/Mclimb. For a screw segment, the mobility is
isotropic perpendicular to the dislocation line, which means that Bg = Bc = 1/Mscrew. For a
segment of mixed character, its drag coefficients are interpolated between the two limits of pure
edge and pure screw orientation. Bl is introduced to avoid the singularity of B, and is defined
1 This is an approximation that is often used for computational efficiency, see Ref. [15] for details.
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as 0.01 × MIN (1/Medge, 1/Mscrew) to minimize its effect on the mechanical behavior of the
system. B〈100〉 was set large enough, so that 〈100〉 dislocations cannot move perpendicular to
the dislocation line. These steps summarize how the nodal velocity is calculated by the mobility
law BCC 0 (specific mobility law for BCC crystals implemented in the ParaDiS code). There is
another BCC mobility law (BCC glide) implemented in ParaDiS, which enforces the glide plane
constraint on dislocation motion. The nodal velocity Vi is then projected to V
glide
i by:
Vglidei = Vi −
∑
k
(Vi · normik)normik, (2.15)
where {normik, 1 ≤ k ≤ 3} is orthogonalized from {nij, 1 ≤ j ≤ 4}.
In this work, the drag tensor of 〈100〉 dislocations is modified to be the same as that for
1/2 〈111〉 dislocations (see Eqn. 2.14), but the drag coefficients Bg and Bc are calculated from
a different set of mobility constants: M 〈100〉edge , M
〈100〉
climb, and M
〈100〉
screw. The glide plane normal of a
non-screw 〈100〉 dislocation is the cross product of its line direction and Burgers vector. A screw
〈100〉 dislocation formed by coplanar interaction inherits the glide plane of the parent 1/2 〈111〉
dislocations. A screw 〈100〉 dislocation moves on its original glide plane, when generated by
the motion of an initially edge or mixed 〈100〉 dislocation. Glide plane constraints are enforced
through Eqn. 2.15 for both 〈100〉 and 1/2 〈111〉 dislocations, i.e. dislocations cannot leave their
glide planes irrespective of their line orientations (edge, mixed, and screw).
As an example, how the mobility of 〈100〉 dislocations affects the equilibrium configuration
of a ternary dislocation interaction is investigated. As shown in Figure 2.10 (a), three dislocations
intersect at their mid-points, namely, 1/2 [111] (011¯), 1/2 [11¯1] (110), and 1/2 [1¯11] (101), all of
which are initially of edge character, and pinned at both ends (length 2000b). The 1/2 [111] (011¯)
and 1/2 [11¯1] (110) dislocations are attractive and form a mixed-symmetrical junction:
1/2 [111] (011¯) + 1/2 [11¯1] (110) = [010] (101) .
The Burgers vectors of 1/2 [1¯11] (101) dislocations (Figures 2.10 (b), (c) and Figures 2.10 (d),
(e)) are of opposite signs, i.e. they are attractive to 1/2 [111] (011¯) dislocation and repulsive
against 1/2 [11¯1] (110) dislocation (Figures 2.10 (b), (c)); but repulsive against 1/2 [111] (011¯)
dislocation and attractive to 1/2 [11¯1] (110) dislocation (Figure 2.10 (d), (e)). Two cases are con-
sidered in terms of the mobility ratio between 〈100〉 and 1/2 〈111〉 dislocations: M 〈100〉/M1/2〈111〉=10−6
(immobile 〈100〉 arms) in Figure 2.10 (b), (d) and M 〈100〉/M1/2〈111〉=1 (mobile 〈100〉 arms) in
Figure 2.10 (c), (e). A ternary Burgers vector reaction occurs in all cases:
1/2 [111] (011¯) + 1/2 [11¯1] (110) + 1/2 [1¯11] (101) = 1/2 [111¯] (101) .
Four different equilibrium configurations are observed, Figures 2.10 (b), (c), (d), (e), which
all contain a 1/2 [111¯] (101) ternary junction (second-order junction) and a [010] (101) binary
junction (first-order junction).
• The 1/2 [1¯11] (101) dislocation is attractive to the 1/2 [111] (011¯) dislocation and repulsive
against the 1/2 [11¯1] (110) dislocation:
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Fig. 2.10: Overview diagram showing how the mobility of 〈100〉 dislocations affects the equilibrium con-
figuration of a ternary dislocation interaction. (a) Initial 1/2 [111] (011¯), 1/2 [11¯1] (110), and
1/2 [1¯11] (101) dislocations intersect at their mid-points. (b) The 1/2 [1¯11] (101) dislocation
is attractive to the 1/2 [111] (011¯) dislocation and repulsive against the 1/2 [11¯1] (110) dis-
location, and the [010] dislocation is immobile. (c) Same as (b) except that the [010] dislo-
cation is mobile. (d) The 1/2 [1¯11] (101) dislocation is repulsive against the 1/2 [111] (011¯)
dislocation and attractive to the 1/2 [11¯1] (110) dislocation, and the [010] dislocation is im-
mobile. (e) Same as (d) except that the [010] dislocation is mobile. A ternary junction is
formed by 1/2 [111] (011¯) + 1/2 [11¯1] (110) + 1/2 [1¯11] (101) = 1/2 [111¯] (101). Mixed-
symmetrical junction: 1/2 [111] (011¯) + 1/2 [11¯1] (110) = [010] (101). Coplanar junction:
1/2 [1¯11] (101) + 1/2 [111¯] (101) = [010] (101). BV: Burgers vector.
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– Immobile [010] dislocation, Figure 2.10 (b): the second-order and first-order junc-
tions are coaxial.
– Mobile [010] dislocation, Figure 2.10 (c): both the binary junction and the ternary
junction reorient driven by the interaction between the 1/2 [1¯11] (101) dislocation
and the 1/2 [111¯] (101) ternary junction.
• The 1/2 [1¯11] (101) dislocation is repulsive against the 1/2 [111] (011¯) dislocation and at-
tractive to the 1/2 [11¯1] (110) dislocation:
– Immobile [010] dislocation, Figure 2.10 (d): The 1/2 [111¯] (101) ternary junction
interacts with the 1/2 [1¯11] (101) dislocation, which form a coplanar junction along
a different axis from the mixed-symmetrical junction.
– Mobile [010] dislocation, Figure 2.10 (e): straightening of the binary junction and
growing of the ternary junction.
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2.5 Dislocation density vector: A coarse-graining approach
The dislocation density vector (DDV) concept proposed by Hartley [48], is implemented in the
ParaDiS code to analyze the dislocation pattern evolutions in terms of {110} 〈111〉 slip systems
in dislocation dynamics simulations of BCC metals. As an example, I analyze dislocation density
vector evolutions during the expansion of a dislocation loop in various situations: simple shape
change, double cross-slip, pencil-glide, and climb. The DDV has been found to be not only a
quantitative measure of the dislocation content in a volume element, but also a sensitive probe to
identify discrete non-planar dislocation movements.
2.5.1 Dislocation density vector
Nye’s dislocation density tensor, α, measures the net flux of Burgers vectors, B, due to disloca-
tions intersecting unit area of a section plane with positive outward normal, n:
B = α · n. (2.16)
Nye further demonstrated that for a single dislocation with Burgers vector b, and unit tangent
vector t,
B = (b⊗ t) · n = b (t · n) . (2.17)
Consider a distribution of N dislocations intersecting unit area of a section plane with normal,
n. The net Burgers vector of such a distribution is given by
B = (b⊗ ρ¯) · n = b
(
N∑
i=1
t (i) · n
)
(2.18)
where ρ¯ = N t¯ =
N∑
i=1
t (i) is the vector sum of unit tangent vectors, measured at the intersection
of the dislocations with the section plane, and t¯ is the mean orientation of this population. Notice
that if the dislocation distribution is such that ρ¯ = 0, the number of intersections due to segments
having opposite senses of t is the same. Thus ρ¯ can be interpreted as a ”geometrically necessary
dislocation” (GND) density vector, ρG, in the sense described in [52]. Comparing Eqn. 2.16 and
Eqn. 2.18 reveals the relationship between the GND vector and the Nye tensor:
α = b⊗ ρG. (2.19)
The following discussion describes further refinements to this definition resulting from sepa-
rating the contributions to B due to the edge and screw segments of each dislocation intersecting
the section plane and the separation of these segments into populations of like sign.
For each active slip system define an intrinsic coordinate system with unit basis vectors along
its slip direction, η, slip plane normal, ζ, and Taylor axis, ξ = η × ζ. Express t in terms of its
screw and edge components: t = tSη + tEξ, where tS = cos Ψ and tE = sin Ψ, where Ψ is the
angle between +t and η. The normal to a section plane is given in terms of its components as
2. Discrete dislocation dynamics simulations: Methodology 33
n = nηη + nζζ + nξξ, where the coefficients are the direction cosines of n with respect to the
indicated basis vector. Then by Eqn. 2.17
B = (b⊗ t) · n = b (t · n) = b (tSnη + tEnξ) (2.20)
for a single dislocation, and by Eqn. 2.18 et seq.
B =
[
b⊗
(
N∑
i=1
(tS (i)η + tE (i) ξ)
)
· n
]
=
[
b⊗ (ρGS + ρGE)] · n (2.21)
for N dislocations intersecting a unit area of the section plane normal to n. Eqn. 2.21 shows,
in an obvious and natural manner, how the net dislocation population on a slip system can be
described by a vector with edge and screw components ρGS and ρ
G
E , respectively.
Additional information about the dislocation distribution follows from defining signed com-
ponents of the dislocation density vectors by grouping together components of like character and
sign. For a population of N segments let there be S segments having positive screw compo-
nents and N − S segments with negative screw components (including pure screw segments).
Similarly, let the number of segments with positive edge component be E and the number with
negative edge components be N − E, including pure edge segments. Then collecting similar
components in the first term in brackets in Eqn. 2.21 gives
B =
[
b⊗
(
S∑
i=1
(
t+S (i)
)
η +
N−S∑
i=1
(
t−S (i)
)
η +
E∑
k=1
(
t+E (k)
)
ξ +
N−E∑
k=1
(
t−E (k)
)
ξ
)
· n
]
=
[
b⊗ (ρ+S + ρ−S + ρ+E + ρ−E)] · n (2.22)
where t±S(E) (i) and ρ
±
S(E) refers to dislocations with positive (negative) screw, S, and edge, E,
components. The sums can be further grouped into positive and negative components: ρ± =
ρ±S + ρ
±
E .
The orientations of the signed DDVs are specified by the angles Ψ± between the vector and
the slip direction. These angles are
Ψ± = tan−1
(|ρ±E|/|ρ±S |) (2.23)
in terms of the edge and screw components of like sign.
Although the above decomposition of ρG can provide a more detailed description of dislo-
cation content in terms of character (screw/edge) and line sense (positive/negative), sometime
it is more useful to characterize dislocation content in terms of properties (Total, Geometrically
necessary, Statistically Stored).
A Total DDV, ρT , can also be defined in terms of the total projected lengths of the screw and
edge segments of the population. The magnitude of this vector is:
|ρT |2 = |ρ+S + ρ−S |2 + |ρ+E + ρ−E|2 (2.24)
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while its direction is arbitrarily determined by requiring that it lies in the same quadrant as ρG,
i.e. ρT · ρG ≥ 0. This condition can be satisfied by writing the Total DDV as,
ρT =
[
2H
(
ρGS
)− 1] (ρ+S + ρ−S )η + [2H (ρGE)− 1] (ρ+E + ρ−E) ξ (2.25)
where H (x) is the Heaviside step function, H (x) = 1 when x ≥ 0 and zero otherwise.
ρSS , the Statistically Stored DDV, is naturally defined as
ρSS = ρT − ρG. (2.26)
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2.5.2 General consideration of dislocation density vector analysis in discrete dislocation
dynamics simulations of BCC metals
In BCC metals (e.g. BCC iron, molybdenum, and tantalum) slip occurs in close-packed 〈111〉
directions, but there is no maximum densely-packed plane comparable to the {111} planes in
the FCC crystal or the basal plane in the hexagonal lattice. The most densely-packed planes
are the {110} planes although the packing density is only slightly different from the {112} and
{123} planes. Therefore, in BCC metals besides {110} 〈111〉 frequently also {112} 〈111〉 and
{123} 〈111〉 slip systems are observed.
In the current implementations of the ParaDiS code, there are generally two mobility laws
available for BCC metals: BCC 0 and BCC glide.
• BCC 0
– a pure edge dislocation glides on one of the {110} planes that contains its slip and
line directions (mobility Medge), and can also climb along the normal direction of the
same plane (mobility Mclimb)
– a pure screw dislocation can glide on any plane that contains its dislocation line,
so-called ’pencil-glide’ (mobility Mscrew)
• BCC glide
– a pure edge dislocation glides on one of the {110} planes that contains its slip and
line directions (mobility Medge)
– a pure screw dislocation glides on initially-assigned one of the three {110} planes that
contain its slip direction, and cross-slip when the projected force on another plane is
higher (mobility Mscrew)
For either case, the mobility of a mixed dislocation is interpolated between the two limits: pure
edge and pure screw orientations.
The dislocation density vector (DDV) is calculated for 12 BCC {110} 〈111〉 slip systems
inside the ParaDiS code based on a ParaDiS function originally developed to calculate the dislo-
cation flux. When a dislocation does not exactly move on the {110} planes, the screw part of the
DDV is decomposed onto the three {110} planes that contain its slip direction, according to the
projected dislocation velocities on those planes, while the edge part is not affected.
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2.5.3 Example: A dislocation loop expands under a constant stress with different spatial
constraints of dislocation motion in BCC iron
In this section, the dislocation density vector evolutions are analyzed in various situations: simple
shape change of a dislocation, double cross-slip, pencil-glide, and climb. As an example, I
simulate the expansion of a dislocation loop (1¯01) [111] under a constant stress σ [100], applying
the following spatial constraints2 of dislocation motion :
1. BCC glide, Medge = Mscrew, cross-slip disabled
(simple expansion of the dislocation loop on the (1¯01) plane)
2. BCC glide, Medge = Mscrew, cross-slip enabled
(double cross-slip of screw dislocations on the (1¯01) and (11¯0) planes)
3. BCC 0, Medge = Mscrew = 1000Mclimb
(pencil-glide of screw dislocations, with the (2¯11) plane favored by the external stress)
4. BCC 0, Medge = Mscrew = 10Mclimb
(glide + climb of edge dislocations ∩ pencil-glide of screw dislocations⇒ rotation of the
dislocation loop about the slip direction [111] from (1¯01) plane towards (2¯11) plane)
In these four simulations, the shear modulus and Poisson ratio are chosen of BCC iron. The
mobility parameters are Medge = Mscrew = 1 Pa−1s−1. The continuous snapshots of dislo-
cation pattern evolutions for the four different cases, are shown in Fig. 2.11 (a), (b), (c) and
(d) respectively. The DDV evolutions (Fig. 2.12 for case 1, Fig. 2.13 for case 2, Fig. 2.14 for
case 3, and Fig. 2.15 for case 4) are plotted for the (011¯) [111], (1¯01) [111] and (11¯0) [111] slip
systems, which are with a Schmid factor of 0, 0.41 and 0.41 respectively, under the loading
(σ [100] = 100 MPa).
The simplest case is the expansion of a (1¯01) [111] dislocation loop on its initial glide plane.
As it can be seen from Fig. 2.11 (a), the shape of the loop changes from a circle to an ellipse as
it expands. The core force (Eqn. 2.11) of the dislocation rotates itself towards the low energy
orientation (the screw orientation). This shape change is well captured by the Ψ± components
of the DDV (Ψ± = 90o for pure edge, and Ψ± = 0o for pure screw), Fig. 2.12, which are
initially Ψ± = 45o, and decrease fast in the beginning of the loop expansion, latter maintaining
at Ψ± ≈ 40o to the end.
When dislocation motion is restricted on {110} planes like in silicon iron, eight slip systems
(two slip planes for each of the four 〈111〉 slip directions) are activated simultaneously under
[100] tensile stress. The screw parts of the dislocation loop cross-slip onto (11¯0) plane due to the
drag from the line tension acting on (1¯01) plane, and vice verse. It appears as double cross-slips
in Fig. 2.11 (b). The cross-slip events can be identified from the magnitude turbulences of the
ρ± components of the DDVs for the two slip systems, as well as the fraction shifts of edge/screw
characters (Ψ± components), Fig.2.13.
2 The term ’spatial constraint’ is used due to the fact that these constraints are mainly applied on the cross-slip
of screw dislocations and climb of edge dislocations, both of which extend the dislocation movements from two
dimensional space to three dimensional space.
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BCC 0 is a mobility law appropriate for most BCC metals, such as BCC iron, molybdenum,
or tantalum above approximately 350 K, where screw dislocations readily move on any plane
that contains the dislocation line (pencil-glide). The difference between the last two cases is:
climb of edge dislocation is suppressed in case 3 (Mclimb/Mglide = 0.001), but is substantially
released in case 4 (Mclimb/Mglide = 0.1 ).
In Fig. 2.11 (c), the slip planes of the screw parts are wavy, but close to (2¯11): (2¯11) [111]
slip system has a Schmid factor of 0.47 under [100] loading. Following the calculation method
stated in the last section, the DDV of a screw dislocation moving on (2¯11) plane, should be
decomposed onto (1¯01) and (11¯0) planes with equal fractions due to the equivalent projections
of dislocation velocity on the two planes. The moderate but frequent fluctuations of the DDV
components in Fig. 2.14, give a quantitative description of the wave of the pencil-glide planes.
The magnitudes of the ρ± components for the (1¯01) [111] and (11¯0) [111] slip systems become
close, which is consistent with the fact that the (2¯11) plane is favored by the external stress.
The combination of glide and climb for an edge dislocation is quite similar to the pencil-glide
case of a screw dislocation. The dislocation climb in the last case is driven by the mechanical
force, while a chemical force (osmotic force) is not considered here. In Fig. 2.11 (d), the dislo-
cation pattern evolves in a smooth fashion, with the whole loop rotating about the slip direction
[111] from (1¯01) plane towards (2¯11) plane. The DDV plots in Fig. 2.15, show that the disloca-
tion loop moves off its original plane from the first time step. The DDVs evolve more continuous
in case 4 (Mclimb/Mglide = 0.1), Fig. 2.15, than in case 3 (Mclimb/Mglide = 0.001), Fig. 2.14,
due to the relaxation of edge dislocation climb, which smoothes the difference between the edge
and screw parts of the dislocation loop in terms of the glide plane constraints.
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(a) BCC glide, Medge = Mscrew, cross-slip disabled (b) BCC glide, Medge = Mscrew, cross-slip enabled
(c) BCC 0, Medge = Mscrew = 1000Mclimb (d) BCC 0, Medge = Mscrew = 10Mclimb
Fig. 2.11: Continuous snapshots: a dislocation loop (1¯01) [111] expands under a constant stress σ [100]
with different spatial constraints of dislocation motion. (a) case 1: simple expansion of the
dislocation loop on the (1¯01) plane, (b) case 2: double cross-slip of screw dislocations on the
(1¯01) and (11¯0) planes, (c) case 3: pencil-glide of screw dislocations, with the (2¯11) plane
favored by the external stress, (d) case 4: glide + climb of edge dislocations ∩ pencil-glide of
screw dislocations⇒ rotation of the dislocation loop about the slip direction [111] from (1¯01)
plane towards (2¯11) plane.
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Fig. 2.12: Dislocation density vector evolutions (case 1): BCC glide, Medge = Mscrew, cross-slip dis-
abled (simple expansion of the dislocation loop on the (1¯01) plane).
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Fig. 2.13: Dislocation density vector evolutions (case 2): BCC glide,Medge = Mscrew, cross-slip enabled
(double cross-slip of screw dislocations on the (1¯01) and (11¯0) planes).
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Fig. 2.14: Dislocation density vector evolutions (case 3): BCC 0, Medge = Mscrew = 1000Mclimb
(pencil-glide of screw dislocations, with the (2¯11) plane favored by the external stress).
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Fig. 2.15: Dislocation density vector evolutions (case 4): BCC 0, Medge = Mscrew = 10Mclimb (glide
+ climb of edge dislocations ∩ pencil-glide of screw dislocations⇒ rotation of the dislocation
loop about the slip direction [111] from (1¯01) plane towards (2¯11) plane).
3. DISLOCATION INTERACTIONS AND LOW ANGLE GRAIN
BOUNDARY STRENGTHENING
How dislocation interactions affect the transmission of an incoming dislocation through a sym-
metrical low angle tilt grain boundary (an array of edge dislocations) is investigated in this work
for {110} 〈111〉 slip systems in BCC metals. Five interaction types are considered:
1. Collinear annihilation: two dislocations with collinear Burgers vectors on intersecting slip
planes where the screw parts undergo annihilation.
2. Mixed-symmetrical junction: two dislocations with Burgers vectors that are symmetrical
with respect to the intersecting line of their slip planes. A symmetrical junction of mixed
character is formed that has a different {110} slip plane than the parent dislocations.
3. Mixed-asymmetrical junction: two dislocations with Burgers vectors that are asymmetrical
with respect to the intersecting line of their slip planes. An asymmetrical junction of mixed
character is formed that shares the slip plane with one of the parent dislocations.
4. Edge junction: two dislocations with Burgers vectors that are symmetrical with respect
to the intersecting line of their slip planes. A symmetrical junction of edge character is
formed that has a {100} slip plane.
5. Coplanar: two dislocations on the same slip plane with different Burgers vectors. A binary
junction is formed with its line direction remaining perpendicular to the slip plane normal
of the parent dislocations
The strengths of these interaction types in the context of forest hardening can be quantified by
the interaction coefficients asu of the generalized Taylor relation [53]:
τ sc = µb
√∑
u
asuρu,
where τ sc is the critical resolved shear stress for slip system (s), ρ
u is the dislocation density on a
considered slip system (u), b is the magnitude of the Burgers vector, and µ is the shear modulus.
The interaction coefficients for the binary interactions in BCC metals have been determined
by DDD simulations [54, 55]. In the context of forest hardening, the interaction strengths are
averaged over the interacting dislocations of all possible orientations on the considered two slip
systems.
In contrast, interactions between an incoming dislocation and dislocations assembled in a
low angle grain boundary (GB) have fixed geometries:
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• An incoming dislocation touches the grain boundary on the intersection line of its slip
plane and the grain boundary plane.
• Grain boundary dislocations have energetically favored line orientations (of edge character
for a symmetrical low angle tilt grain boundary).
Thus the first issue to study is how the transmission resistance of the low angle grain boundary
against an incoming dislocation is affected by the different interaction types. The interaction
products (binary junction with 〈100〉 Burgers vectors) of free dislocations and GB dislocations
could be an array of short dislocation segments in non-coplanar interactions, or a single disloca-
tion in coplanar interaction. How the transmission resistance depends on the mobility of 〈100〉
dislocations is also investigated.
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3.1 Simulation details
The incoming dislocations are moving under a uniaxial stress, initially 100 MPa. The load-
ing direction is chosen in a way that the GB dislocations are free of external stresses and the
Schmid factor is 0.41 for the free dislocation slip system. The free dislocations are placed in a
slip distance of 100b1 to the center of the cubic simulation box (7200b), where the symmetrical
low angle tilt grain boundary is located. When the dislocation motion is impeded by the grain
boundary, the applied stress is gradually increased to retain the initial strain rate. ParaDiS uses
isotropic elasticity. The shear modulus (82 GPa), Poisson ratio (0.29), and Burgers vector are
chosen to represent BCC iron. The mobility parameters are used for dislocation motion at ele-
vated temperatures, Medge = Mscrew = 1 Pa−1s−1. The dislocation spacing in the grain boundary
is 100b, and the dislocation lines are discretized with segments of length in the range from 15 to
50 b. The incoming dislocation is periodically extended. The GB dislocations are pinned at their
ends for non-coplanar interactions, and periodically extended when the incoming dislocation and
GB dislocation are coplanar. Both positive and negative incoming dislocations are investigated.
The reference slip systems of the incoming dislocations and the GB dislocations used in the nu-
merical simulations are listed in Table 3.1, together with the sample frames used for studying the
different types of dislocation interactions. Consider {110} 〈111〉 slip systems, an incoming dislo-
cation intersects a symmetrical low angle tilt grain boundary at either edge or mixed orientations
(sample axis Z in Table 3.1). The free dislocation penetration does not involve the cross-slip of
screw dislocations, and the cross-slip model is therefore disabled.
Tab. 3.1: List of reference slip systems for incoming dislocations and GB dislocations for the different
possible types of interactions. Sample frames in the simulations are chosen in a way that the X
axis is along the plane normal of the grain boundary (Burgers vector of the GB dislocations for
a symmetrical low angle tilt GB), the Z axis is along the intersection line of the slip plane of the
incoming dislocation and the GB plane, and the Y axis is the cross product of the X and Z axes.
incoming dislocation GB dislocation lab frame
1/2 [111] (011¯) X, Y, Z
1/2 [111] (11¯0) Collinear
[111]
[11¯0] [112¯]
1/2 [11¯1] (110) Mixed-symmetrical junction [112¯] [1¯10]
1/2 [11¯1] (101¯) Mixed-asymmetrical junction [101¯] [1¯21¯]
1/2 [11¯1] (011) Edge junction [21¯1¯] [01¯1]
1/2 [1¯11] (011¯) Coplanar [011¯] [2¯11]
1 Note that the symmetrical low angle tilt grain boundary is free of long-range stresses.
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3.2 Results
The stress-strain curves are given in Figure 3.1, for the case where the simulations assume that
the incident dislocations and the GB dislocations are on intersecting slip planes. Negative inci-
dent dislocations on collinear slip system and mixed-symmetrical junction forming slip system
are most difficult to penetrate the symmetrical low angle tilt grain boundary. In both cases, Burg-
ers vector reactions are observed. The incident dislocations on mixed-asymmetrical junction and
edge junction forming slip systems do not form binary junctions with the GB dislocations, but
form crossed states when the incident and GB dislocations are attracted towards each other. The
incident dislocation and the GB dislocations on the collinear slip systems are partially annihi-
lated (the screw parts), and the rest of the incident dislocation is rendered into short segments
with both ends connected to the GB dislocations, Figure 3.2 (a). Upon the increase of the ex-
ternal stress to 1047 MPa, the short segments bow out and recombine, Figure 3.2 (b). Both the
initial partial annihilation and the latter recombination involve the annihilation of two arrays of
screw segments. Note that for the case of a collinear interaction both the incoming dislocation
and the GB dislocations are initially of edge character. An array of mixed-symmetrical junc-
tions is formed by the interactions between the GB dislocations and the incident dislocation,
1/2 [111] (011¯) + 1/2 [11¯1] (110) = [010] (101), Figure 3.3 (a). These mixed-symmetrical junc-
tions dissociate when the external stress reaches 981 MPa, Figure 3.3 (b). Comparing Figure 3.3
(b) with Figure 3.3 (a), it can be seen that the incident dislocation moves downwards when still
attached to the grain boundary. To further investigate this phenomenon, I simulate the incoming
dislocation pile-ups on the mixed-symmetrical junction forming slip system. Four incoming dis-
locations are placed at the front of the grain boundary in a slip distance of 100b, 200b, 300b and
400b respectively, all of which are on the same slip plane. In Figure 3.4 (a), the negative leading
incident dislocation forms mixed-symmetrical junctions with the GB dislocations. The leading
dislocation has already moved downwards from its initial incident position, when the following
dislocations touch the grain boundary, Figure 3.4 (b). A hexagonal network is generated, which
is associated with the bending of the GB dislocations. The downward motion is not observed
for the positive incident dislocation, Figure 3.4 (c), and the leading dislocation penetrates the
grain boundary from its initial intersections under an external stress of 142 MPa, Figure 3.4 (d).
Increasing the mobility ratio M 〈100〉/M1/2〈111〉 from 10−6 to 1, the transmission resistance for
single dislocation drops from 981 MPa to 775 MPa, but rises from 667 MPa to 778 MPa for the
leading dislocation in the hexagonal network (pile-up case).
The stress-strain response results are shown in Figure 3.5, for the case where the incident
dislocation and the GB dislocations are in coplanar interaction. Both the contact interaction
(same slip plane) and the non-contact interaction (parallel slip planes) are considered. The neg-
ative dislocation encounters a GB dislocation, both of which combine into a coplanar junction.
Depending on the mobility of the coplanar junction, it stays in the grain boundary as a foreign
dislocation (immobile 〈100〉 dislocation), or glides away and leaves behind an opening in the
grain boundary (mobile 〈100〉 dislocation), Figure 3.6 (a). The positive dislocation pushes a GB
dislocation out of the grain boundary when the external stress is increased to 957 MPa, Figure 3.6
(b).
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Fig. 3.1: Stress-strain curves for the case where the incident dislocations and the GB dislocations are
on intersecting slip planes. Collinear (collinear slip system), symmetrical (mixed-symmetrical
junction forming slip system), asymmetrical (mixed-asymmetrical junction forming slip system),
and edge (edge junction forming slip system) configurations are considered. The symbol ’+’
refers to a positive incident dislocation, and ’-’ to a negative incident dislocation. The loading
direction is chosen in a way that the GB dislocations are free of external stresses and the Schmid
factor is 0.41 for the incident dislocation slip system. The incoming dislocations are moving
under a uniaxial stress, initially 100 MPa. When the dislocation motion is impeded by the grain
boundary, the applied stress is gradually increased to retain the initial strain rate.
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(a) partially annihilated (b) bow out and recombine
Fig. 3.2: Collinear annihilation between the incident and GB dislocations. Both the initial partial annihi-
lation and the latter recombination involve the annihilation of two arrays of screw segments; BV:
Burgers vector.
(a) an array of mixed-symmetrical junctions (b) junction dissolution
Fig. 3.3: Mixed-symmetrical junction formation between the incident and GB dislocations,
1/2 [111] (011¯) + 1/2 [11¯1] (110) = [010] (101); BV: Burgers vector.
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(a) intersecting of negative dislocation (b) downward motion of negative dislocation
(c) intersecting of positive dislocation (d) direct transmission of positive dislocation
Fig. 3.4: Pile-up of the incident dislocations on the mixed-symmetrical junction forming slip system. The
negative leading dislocation has already moved downwards from its initial incident position,
when the following dislocations touch the grain boundary. A hexagonal network is generated,
which is associated with the bending of the GB dislocations; BV: Burgers vector.
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Fig. 3.5: Stress-strain curves for the case where the incident dislocations and the GB dislocations are on
coplanar slip systems. Contact interaction (same slip plane) and non-contact interaction (parallel
slip plane). The symbol ’+’ refers to positive incident dislocations, and ’-’ to negative incident
dislocations. The loading direction is chosen in a way that the GB dislocations are free of external
stresses and the Schmid factor is 0.41 for the incident dislocation slip system. The incoming
dislocations are moving under a uniaxial stress, initially 100 MPa. When the dislocation motion
is impeded by the grain boundary, the applied stress is gradually increased to maintain the initial
strain rate.
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(a) attractive (b) repulsive
Fig. 3.6: The incident dislocation and one GB dislocation are on the same slip plane; BV: Burgers vector.
3.3 Discussion
The transmission resistances for incoming dislocations through a symmetrical low angle tilt grain
boundary (θ = 0.57o) have been quantified in terms of the different types of interactions between
the incoming and GB dislocations. The strengthening effects associated with these different in-
teractions deviates significantly from the average interaction strengths in the context of forest
hardening [54, 55]. This is related to the special contact geometry between the incoming dislo-
cations and the grain boundary dislocations, and the fact that the GB dislocations tend to stay
at their energetically favored positions. The incident dislocation and the GB dislocations on
collinear slip systems repel each other with the weakest interaction force among all cases consid-
ered. When the collinear annihilation does not occur, the transmission resistance amounts to 179
MPa for the positive incident dislocation. For the negative incident dislocation, screw parts of the
dislocation are annihilated, and the remaining segments require an external stress of 1047 MPa to
bow out and recombine. For the incoming dislocations on the three non-coplanar junction form-
ing slip systems, the combination with GB dislocations to form mixed-asymmetrical and edge
junctions has not been observed. For these two cases, the transmission resistances of the crossed
state and the repulsive interaction are close to each other. The most important interaction hap-
pens when the incident dislocation and the GB dislocations are on mixed-symmetrical junction
forming slip systems. The grain boundary absorbs the negative incident dislocation by forming
an array of binary junctions. When the external force and the repulsive force from pile-up dis-
locations are not high enough to break the binary junctions, the absorbed incident dislocations
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Fig. 3.7: A simulation snapshot cut in the vicinity of the symmetrical low angle tilt grain boundary (θ =
0.57o). Free dislocations are generated from 48 Frank-Read sources (edge, screw, positive, and
negative segments) on 12 {110} 〈111〉 slip systems. Eight slip systems are activated, with respect
to the GB dislocation slip system: two are collinear slip systems, two are mixed-symmetrical
junction forming slip systems, and the other four are mixed-asymmetrical junction forming slip
systems. BV: Burgers vector.
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move downwards and form a hexagonal network. This finding reveals that a hexagonal network
(a general low angle grain boundary) can be generated by mixed-symmetrical junction formation
events of the incident dislocations and a symmetrical low angle tilt grain boundary, even when
the incoming dislocations are originally in a pile-up arrangement.
Dislocations are closely arranged in low angle grain boundaries, and coplanar interactions
with the incoming dislocations occur more often on the same slip plane. The positive incident
dislocation requires an external stress of 957 MPa to push a GB dislocation out of the symmet-
rical low angle grain boundary (θ = 0.57o). The negative incident dislocation merges entirely
with one of the GB dislocations. The corresponding transmission strength is determined by the
mobility of the 〈100〉 dislocation. Mobile 〈100〉 mixed-symmetrical junctions are found to let
the single incident dislocation transmit more easily through the interface, but make it for the
dislocations in a partial pile-up arrangement more difficult to leave a hexagonal network.
Although the transmission resistance is the key factor of grain boundary strengthening, the
individual interaction between free dislocations and grain boundaries is a more complicated con-
figuration problem. The low angle grain boundary can affect the multiplication of curved free
dislocations and hence the entire dislocation structure evolution in the system. A large-scale
DDD simulation is conducted to investigate the interaction between a symmetrical low angle tilt
grain boundary (θ = 0.57o) and free dislocations generated from 48 Frank-Read sources (edge,
screw, positive, and negative segments) on 12 {110} 〈111〉 slip systems. The Frank-Read sources
have equal lengths (3500b, τ0 = 23 MPa), and are randomly distributed in a cubic simulation box
(35000b). A constant tensile strain rate of 10 s−1 is applied (σmax = 416 MPa). Eight slip systems
are simultaneously activated by the external loading, with respect to the GB dislocation slip sys-
tem: two are collinear slip systems, two are mixed-symmetrical junction forming slip systems,
and the other four are mixed-asymmetrical junction forming slip systems. A simulation snapshot
cut in the vicinity of the grain boundary is shown in Figure 3.7. For curved dislocations in a
more complicated environment, the negative incident dislocations on mixed-symmetrical junc-
tion forming slip systems are also absorbed by the grain boundary, and form long arrays of binary
junctions, very similar to straight dislocations. Mixed-asymmetrical junctions are observed for
curved incident dislocations in some locations, where the junction formation is favored by the
local interactions with other free dislocations in the neighborhood. Collinear annihilations do
not happen at the tips of the curved dislocations, but at the two sides. Partial transmission is
commonly observed for the case of curved incident dislocations on the collinear slip systems.
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3.4 Conclusion
The transmission resistance of a symmetrical low angle tilt grain boundary (θ = 0.57o) is investi-
gated in terms of the different interaction strengths between the incident and GB dislocations. In
this fixed contact geometry, the collinear interaction is the weakest one in terms of the interaction
force, but can strongly impede dislocation motion when partial annihilations are involved. Com-
bination of the incident and GB dislocations to form mixed-asymmetrical and edge junctions has
not been observed, and the transmission resistances of the crossed state and the case of repul-
sive interaction are close to each other. It is found that the most important interaction happens
when the incident dislocation and the GB dislocations are on mixed-symmetrical junction form-
ing slip systems. Interactions of this type not only cause a strong resistance against the incident
dislocation penetration, but also transforms the symmetrical low angle tilt grain boundary into a
hexagonal network (a general low angle grain boundary).
The mobility of the 〈100〉 dislocation controls the behavior of the coplanar junction (single
〈100〉 dislocation) formed by incident and GB dislocations. Mobile 〈100〉 mixed-symmetrical
junctions are found to let the single incident dislocation transmit more easily (an array of 〈100〉
dislocations), but make it for the dislocations in a partial pile-up arrangement more difficult to
leave a hexagonal network (arrays of 〈100〉 dislocations). How the mobility of 〈100〉 dislocation
affects the equilibrium configuration of a ternary dislocation interaction is analyzed in Section
2.4.2. The mobility of 〈100〉 binary junctions affects their own strength and the way they interact
with 1/2 〈111〉 dislocations to form second-order junctions.
4. STRENGTHENING AND DISLOCATION PROCESSES AT A GENERAL
LOW-ANGLE GRAIN BOUNDARY
The dislocation structure in crystalline solids (having face-centered cubic, body-centered cubic,
or hexagonal lattice) when starting from a state of low dislocation content up to large strains fol-
lows a universal evolution. The various structural components reach a dynamically equilibrated
state after different amounts of strain. Most rapidly increases the content of free dislocations scal-
ing with flow stress. A concurrent but slower fragmentation of crystallites introduces a growing
low-angle grain boundary (LAGB) area per volume. Such fragmentation is virtually inevitable
because of spatially heterogeneous boundary conditions resulting from, for instance, variabil-
ity in operable slip systems or grain neighborhood. The average disorientation across LAGBs
increases at an even lower rate and, after severe plastic deformation, ultimately transforms the
subgranular structure into a high-angle grain boundary (HAGB) dominated polycrystal. At this
stage, the spacing of HAGBs is closely related to the formerly established LAGB spacing which
is found to scale (approximately) in inverse proportion to the saturation stress. The overall struc-
tural refinement entails a marked increase in deformation resistance of which the majority is
correlated to the increase in LAGB content [56–61].
In order to capture the influence of LAGBs on strength and strain hardening in crystal plas-
ticity a fundamental understanding of their role is required. Comparable basic insights into
materials strengthening have been provided by recent molecular dynamics (MD) and discrete
dislocation dynamics (DDD) simulations of dislocation interactions (MD & DDD) [4, 7, 8],
irradiation-induced hardening (MD & DDD) [16], thin metal and semiconductor films (DDD)
[17, 18], microscale size-dependent strengthening (DDD) [19–22], nanocrystalline metals (MD)
[62–64], and nanoscale twin boundary strengthening (MD) [65, 66].
The present work focuses on the ability of dislocations to penetrate general low-angle (co-
herent) grain boundaries. Penetration resistance has long been expected to be dominated by the
local interaction between the incident and LAGB dislocations [24]. Given the strong dislocation
interactions, particularly collinear annihilation [7] and ternary junctions [8], that can occur be-
tween incident and network dislocations, it is reasonable to believe that such a LAGB can make
a substantial contribution to materials strength.
The present chapter studies the transmission of incident lattice dislocations through a LAGB
using DDD simulations. The body-centered cubic (BCC) lattice structure is chosen primarily
to avoid implementation difficulties associated with planar dislocation dissociation. A general
LAGB is composed of two or more sets of mixed dislocations [3, 24, 67]. Such a LAGB with
perfectly regular mesh is constructed from two sets of dislocations that relax into a hexagonal
network by formation of 〈1 0 0〉 binary junctions. Assuming on average equal slip activity on all
three possible slip system pairs that form binary junctions, networks containing the most stable
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mixed-symmetrical binary junction [55] would then be the most likely ones to occur.
The following aspects will be studied: (1) transmission resistance and mechanical stability of
the dislocation network under different loading conditions; (2) dislocation processes occurring
during network penetration; (3) comparison of the transmission stresses for three incident dislo-
cation types which undergo different reactions with the dislocation network; (4) dependence of
transmission stress on the mobility of 〈1 0 0〉 dislocations.
4.1 Simulation details
The laboratory coordinate systems for the subsequent simulations are chosen such that (i) the
X-axis coincides with the LAGB plane normal, (ii) the Z-axis runs along the intersection line
between the incident slip plane and the LAGB plane, and (iii) the Y-axis follows as the cross
product of the first two axes. A cubic simulation box with edge length of 7200 b (7200 times
Burgers vector magnitude) is used that is periodically extended in the X, Y, and Z directions.
Advancing from the symmetrical tilt LAGB studied in Chapter 3, a LAGB is constructed
by arranging two sets of edge dislocations of type 1/2 [1 1 1](0 1 1) and 1/2 [1 1 1](1 1 0) with
an initial dislocation spacing of 200 b on a plane in the center of the simulation box and letting
this configuration relax while keeping the outer (“surface”) ends of each dislocation pinned.
The resulting equilibrated hexagonal network then contains three sets of mixed dislocations,
namely the two starting ones above and their reaction product [0 1 0](1 0 1), which correspond,
respectively, to the red, blue, and white segments in Fig. 4.1. The dislocation content corresponds
to a disorientation of 0.3◦ across the LAGB, but such a small lattice rotation is not accounted for
dislocation motion.
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Tab. 4.1: Schmid factors of the red 1/2 [1 1 1](0 1 1) and blue 1/2 [1 1 1](1 1 0) network dislocation fami-
lies and any of the incident dislocations under the three unidirectional loading scenarios investi-
gated here.
loading Schmid factor
name direction network red network blue incident
none [1 0 1] 0 0 0.41
asym. [1 0 0] 0 0.41 0.41
sym. [0 1 0] 0.41 0.41 0.41
Three uniaxial loading scenarios of initially 0.1 GPa along [1 0 1], [1 0 0], and [0 1 0] are con-
sidered. Table 4.1 lists the Schmid factors experienced by the two network dislocation families
and each of the three different incident dislocation under those three scenarios. The stress is
increased during the simulations at a rate of 105 GPa s−1 whenever the shear rate contributed by
the dislocation density ρ of interest, i.e., the incident dislocation or a dislocation network family
depending on the case, falls below a reference rate γ˙0. This reference rate is taken as γ˙0 = ρ0 b v0
where ρ0 is the initial density and v0 is the dislocation velocity of an isolated dislocation moving
under a resolved shear stress of 0.41× 0.1 GPa.
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The hexagonal dislocation network used here contains one set of 1/2 [1 1 1](0 1 1) disloca-
tions, one set of 1/2 [1 1 1](1 1 0) dislocations, and the first-order binary junction [0 1 0](1 0 1)
as their reaction product. An incident dislocation (selected from the primary {1 1 0} system)
interacts with the 1/2 {1 1 1} hexagonal network dislocations, which can lead to collinear anni-
hilation and binary junction formation as listed in Table 4.2. Additionally, ternary junctions can
be formed by the reaction between the incident dislocation and the [0 1 0](1 0 1) network dislo-
cations. Ternary dislocation interactions can be categorized into the two types axial and zigzag
[49]. For the axial type interaction the two slip planes of the parents of the binary junction and
the slip plane of the third 1/2 〈1 1 1〉 dislocation share a common intersection line. For zigzag
type, this is not the case. Since the line direction of a binary junction typically remains close
to that of the intersection line of its parent glide planes, the length of axial ternary junctions is
consequently longer than that of the zigzag type.
The four possible axial ternary reactions are:
1. [0 1 0](1 0 1) + 1/2 [1 1 1](0 1 1) = 1/2 [1 1 1](1 0 1)
2. [0 1 0](1 0 1) + 1/2 [1 1 1](1 0 1) = 1/2 [1 1 1](1 0 1)
3. [0 1 0](1 0 1) + 1/2 [1 1 1](1 1 0) = 1/2 [1 1 1](1 0 1)
4. [0 1 0](1 0 1) + 1/2 [1 1 1](1 0 1) =
1/2 [1 1 1](0 1 1) or 1/2 [1 1 1](1 0 1) or 1/2 [1 1 1](1 1 0),
which correspond to items 1–4 in Table 4.2. The six reactions producing zigzag ternary junctions
are:
1. [0 1 0](1 0 1) + 1/2 [1 1 1](0 1 1) = 1/2 [1 1 1](1 0 1)
2. [0 1 0](1 0 1) + 1/2 [1 1 1](1 1 0) = 1/2 [1 1 1](1 0 1)
3. [0 1 0](1 0 1) + 1/2 [1 1 1](1 0 1) = 1/2 [1 1 1](1 0 1)
4. [0 1 0](1 0 1) + 1/2 [1 1 1](1 0 1) = 1/2 [1 1 1](1 0 1)
5. [0 1 0](1 0 1) + 1/2 [1 1 1](1 1 0) = 1/2 [1 1 1](0 1 1)
6. [0 1 0](1 0 1) + 1/2 [1 1 1](0 1 1) = 1/2 [1 1 1](1 1 0),
and correspond to items 5–10 in Table 4.2.
The symmetry of the geometrical relations between the interacting dislocations reduces the
twelve situations to only seven distinct cases. Due to the loading conditions considered here, only
four types of incident dislocations (load compatibility “+ + +” and “− + +” in Table 4.2) are
possible. Out of those, the self interaction case from the binary group is not explicitly considered,
since it corresponds to the network stability limit. This leaves the three incident dislocations
termed “black” ,“green”, and “red”, in accordance with their color in DDD simulation views,
corresponding to binary plus axial ternary, binary plus zigzag ternary, and binary (& collinear)
plus zigzag ternary interactions, respectively.
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Tab. 4.3: Laboratory frames used in the simulations: X-axis parallel to LAGB plane normal [1 3 1], Z-axis
along the intersection line of the incident slip plane with the LAGB plane, and Y-axis perpendic-
ular to the X and Z directions.
incident color laboratory frame
dislocation code X Y Z
1/2 [1 1 1](1 1 0) black [1 3 1] [7 1 4] [1 1 2]
1/2 [1 1 1](1 1 0) green [1 3 1] [13 5 2] [1 1 4]
1/2 [1 1 1](1 1 0) red [1 3 1] [13 5 2] [1 1 4]
A single incident dislocation is then placed at a slip distance of 1000 b to the LAGB (corre-
sponding to a density of incident dislocations of 2× 1011 m−2) and experiences a Schmid factor
of 0.41 under all three loading conditions considered (see Table 4.1).
ParaDiS uses isotropic elasticity. A shear modulus of µ = 82 GPa, a Poisson ratio of 0.29,
and a Burgers vector of b = 0.248 nm are adopted to reflect BCC α-iron as an exemplary case.
Dislocation mobilities Medge = Mscrew = 1 Pa−1 s−1 are set isotropic for reasons of simplicity.
Cross-slip, pencil-glide and climb are excluded in this work. Typical discretization lengths for
dislocation lines are in the range from 15 to 50 b.
In DDD simulations, the motion of 〈1 0 0〉 dislocations, which form as reaction product be-
tween the two initial network dislocation sets, can be defined through a mobility law applying
geometrical constraints (Burgers vector and glide plane normal) with temperature-dependent mo-
bility constants, see Section 2.4.2 for details. Two cases are considered here in terms of the mobil-
ity ratio between dislocations of 〈1 0 0〉 and 1/2 〈1 1 1〉 Burgers vector: M 〈1 0 0〉/M1/2 〈1 1 1〉 = 1
and 10−6 termed “mobile” and “immobile” 〈1 0 0〉 arms, respectively. Note that 〈1 0 0〉 dislo-
cations have usually been treated as immobile dislocations for simplicity in DDD simulations
before (e.g. [8]) irrespective of the fact that MD simulations identified 〈1 0 0〉 dislocations as mo-
bile [50, 68]. Immobile 〈1 0 0〉 arms are considered here as a theoretical reference configuration.
4.2 Results
4.2.1 Determination of transmission stress
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Fig. 4.2: Evolution of applied stress (top), shear rate contributed by motion of the incident dislocation
(middle), and length of the reaction product formed by the incident and LAGB dislocations
(bottom). The stress is gradually increased whenever the shear rate contributed by the incident
dislocation falls below a reference rate γ˙0. This reference rate is taken as γ˙0 = ρ0 b v0 where ρ0
is the initial density of the incident dislocation and v0 is the dislocation velocity of an isolated
dislocation moving under a resolved shear stress of 0.41 × 0.1 GPa. When the shear rate is
maintained above the threshold value, the external stress is no longer increased and becomes a
constant. The respective stress is taken as the relevant transmission resistance.
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Fig. 4.3: Evolution of applied stress (top), shear rate contributed by motion of the activated network dis-
locations (middle), and length of the binary junctions in the hexagonal dislocation network (bot-
tom). The stress is gradually increased whenever the average shear rate contributed by the
activated network dislocations falls below a reference rate γ˙0. This reference rate is taken as
γ˙0 = ρ0 b v0 where ρ0 is the initial density of a single network dislocation and v0 is the disloca-
tion velocity of an isolated dislocation moving under a resolved shear stress of 0.41× 0.1 GPa.
When the shear rate remains above the threshold value, the external stress is no longer increased
and becomes a constant. The respective stress is taken as the mechanical stability of the pristine
LAGB.
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The transmission stress is determined using a shear-rate criterion. As the motion of the
incident dislocation is impeded by the LAGB, the shear rate contributed by the incident dis-
location decreases continuously. When the shear rate drops below a threshold value γ˙0, the
external stress is gradually increased at a rate of 105 GPa s−1. Considering the time step size
(from 10−10 to 10−9 s) in these simulations, the stress increase per time step is in the range from
10−5 to 10−4 GPa. As a reaction to the gradually increasing stress a spatially complex pattern
of growing dislocation activity is observed upon penetration of the incident dislocation through
the LAGB disturbed by it. Pinpointing the exact moment when the penetration event is actually
triggered is not possible without some inherent ambiguity. However, the growing dislocation
activity can be quantified by the continuous increase of the shear rate. When the shear rate is
above the threshold value, the external stress is kept at a constant value, which is identified as the
transmission stress.
This criterion is illustrated in Fig. 4.2 for the exemplary case of a dislocation penetration
event. The top subfigure presents the evolution of applied external stress, which is controlled
by monitoring the shear rate of the incident dislocation at every time step shown in the middle
subfigure. The long vertical bar in the subfigures indicates the moment when the transmission
stress is obtained. The short horizontal bar in the middle subfigure marks the threshold shear rate,
which is equal to the shear rate of an isolated dislocation in the simulation box moving under
the initial external stress (0.1 GPa). The shear rate is initially above the threshold value, because
the network has long-range stresses and attracts the (negative) incident dislocation. The bottom
subfigure gives additional information that the transmission stress is reached at the beginning of
unzipping the reaction product formed by the incident and LAGB dislocations.
In the case that the network dislocations are not externally loaded, the transmission stress
for each of the incident dislocations can be determined using this criterion, see first two rows in
Table 4.4. The red incident 1/2 [1 1 1](1 1 0) dislocations are not activated under [1 0 1] loading.
For the two other (symmetrical and asymmetrical) loading scenarios, the stress value determined
by this criterion in some cases is not associated with a penetration event. It occurs when the net-
work is destroyed before incident penetration or the network and a (positive) incident dislocation
move together under a constant external stress. These two cases are indicated by “*” and “” in
Table 4.4, respectively.
The mechanical stability of the pristine LAGB, i.e., without any extra incident dislocation,
was quantified since it establishes an upper limit for any penetration resistance. For this purpose
the LAGB was loaded in the asymmetrical [1 0 0] and symmetrical [0 1 0] directions considering
both mobile and immobile 〈1 0 0〉 dislocation arms, respectively.
Figure 4.3 compares the two loading cases in terms of the evolution of applied stress (top),
shear rate (middle) and length of the binary junctions in the hexagonal dislocation network (bot-
tom). The shear rate contributed is accounted only for the network dislocations activated by
the external stress, i.e., blue 1/2 [1 1 1](1 1 0) network dislocations only under the asymmetrical
[1 0 0] loading, and both red 1/2 [1 1 1](0 1 1) and blue 1/2 [1 1 1](1 1 0) network dislocations
under symmetrical [0 1 0] loading. After the maximum stress is reached, continuous increase of
the shear rate and decrease of the junction length are observed for the symmetrical loading case.
This is very different from the asymmetrical loading case that a critical stress value is also ob-
tained, but it is not related to the mechanical stability of the pristine network with regular mesh,
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as the total length of the stabilizing binary junctions is hardly reduced.
In the simulations, the hexagonal LAGB moves by glide of the red 1/2 [1 1 1](0 1 1) and
blue 1/2 [1 1 1](1 1 0) network dislocations, and the network motion is hence well restricted
along the intersection line of the their slip planes. Under symmetrical [0 1 0] loading, the red 1/2
[1 1 1](0 1 1) and blue 1/2 [1 1 1](1 1 0) network dislocations are equally loaded and move towards
opposite directions along the junction line, which leads to network disintegration, see Fig. 4.4(a).
Under asymmetrical [1 0 0] loading, the loaded blue 1/2 [1 1 1](1 1 0) network dislocations drag
the unloaded red 1/2 [1 1 1](0 1 1) network dislocations, and they move together by unzipping and
zipping the junction dislocations.1 Because the intersection line of their slip planes is inclined
with respect to the LAGB plane, the LAGB moves in a combination of sliding and migration.
As periodic boundary condition is applied, the bulge of the network leads to annihilation of the
network dislocation at the boundaries, which eventually detaches the network from the pinned
surface nodes, see Fig. 4.4(b). The detachment and network motion also leave a region with
larger mesh size at one side of the boundary, where the activated blue 1/2 [1 1 1](1 1 0) network
dislocations bow out and tear up the network. The stress levels that lead to network destruction
under symmetrical and asymmetrical loading are also listed in the last column of Table 4.4, which
are not affected by the mobility of the [0 1 0](1 0 1) network dislocations.
Table 4.4 shows three major categories of resistance: (i) low resistance being characterized
by values of up to 0.4 GPa; (ii) intermediate resistances reaching values up to 0.8 GPa; and
(iii) high resistances whose values come close to or even exceed the intrinsic stability limit of the
hexagonal dislocation network. Such exceeding occurred in the case of negative 1/2 [1 1 1](1 1 0)
(black), and negative 1/2 [1 1 1](1 1 0) (red) incident dislocations where the disintegration of the
network happens prior to a successful penetration event (as indicated by “*” in Table 4.4).
The transmission stress is clearly dependent on loading condition, largely affected by the
mobility of 〈1 0 0〉 dislocations, and dominated by the type of the incident dislocation (interaction
type and line sense).
In the next section, the dependence of transmission resistance on incident dislocation and
〈1 0 0〉 dislocation mobility will be explained by having a closer look at the dislocation processes
occurring during network penetration.
4.2.2 Dislocation processes
Black incident 1/2 [1 1 1](1 1 0) dislocation
The penetration resistance for the negative and positive incident black dislocations are largely
different (see Table 4.4). The positively signed dislocation is penetrating at around 0.4 GPa and
virtually unaffected by 〈1 0 0〉 junction mobility. The negatively signed dislocation can penetrate
at around 0.6 GPa , when the [0 1 0](1 0 1) network dislocations are set to be immobile, and only
in the case of an unloaded network penetrate through it at all when the [0 1 0](1 0 1) network
dislocations are mobile.
1 A hexagonal dislocation network slides by unzipping and zipping the network forming junction has been pre-
viously observed in atomistic simulations by Bulatov and Cai [68].
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Figures 4.5 and 4.6 contrast essential frames of the penetration sequence for the positive and
negative black dislocation taking the unloaded network as exemplary case. Subfigures (a) and (b)
depict the situation for immobile and mobile 〈1 0 0〉 junctions, respectively. The incident dislo-
cation is placed to intersect the network in the center of the red segments since due to the kinked
geometry of the dislocation network, incident black dislocations most frequently cut through red
network segments and not through regions where blue and white segments are present.
Figure 4.5 reveals that the positive incident black dislocation is repelled by the red network
dislocations and does not form any reaction product with them, neither for immobile nor mobile
〈1 0 0〉 segments. In both mobility cases, ultimate penetration is therefore achieved at comparably
low stresses of about 0.4 GPa as is also observed for the case of stressed network dislocations
(symmetrical loading, see Table 4.4).
The situation for the negative incident dislocation, shown in Figure 4.6, is quite different since
this dislocation can form (long) axial ternary reactions with the white (binary) network segments.
If the mobility of white segments is restricted, the incident dislocation cuts the network as before
at red segments and produces short [1 0 0](0 1 1) mixed-asymmetrical binary junctions (white in
Fig. 4.6(a)). Such junctions can be unzipped at a penetration stress of about 0.6 GPa. However,
for the more realistic case of mobile binary junctions the existing white junctions bow out from
the network, intercept the incident black dislocation, and react into 1/2 [1 1 1](1 0 1) ternary
junctions (green in Fig. 4.6(b)).2 Unzipping of these more stable ternary junctions could only be
observed for the unloaded network case at stresses in excess of 1.1 GPa (see Fig. 4.6(c)). If the
dislocation network was stressed, i.e. in the asymmetrical and symmetrical loading case, then
disintegration of the network occurred prior to a penetration of the negative incident dislocation.
For both incident dislocation signs, the LAGB network was left intact upon successful pene-
tration as, for instance, demonstrated in Figs. 4.5(c) and 4.6(c).
2 This finding of easy formation of axial ternary junctions between (attractive) binary junctions and 1/2 〈1 1 1〉
dislocation was also observed by Bulatov et al. [8]. However, in their case the binary junction was immobile but the
1/2 〈1 1 1〉 dislocation was allowed to pencil-glide.
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Green incident 1/2 [1 1 1](1 1 0) dislocation
The penetration resistance for both the positive and negative green incident dislocation are very
similar and do not depend strongly on the mobility of binary junctions nor on the network load
(see Table 4.4). Taking the unloaded network as example, Figs. 4.7 and 4.8 depict the penetration
sequence for both signs of incident dislocations, with subfigures (a) and (b) contrasting the cases
of low against high 〈1 0 0〉 mobility.
Both signs of the incident dislocation can form junctions with the dislocation network. The
weakest ones causing about 0.41 GPa in penetration resistance are the short binary [0 0 1](1 1 0)
mixed-asymmetrical junctions (white in Fig. 4.7(a)) formed between the negative incident and
red network dislocations. Longer binary [1 0 0](0 1 0) edge junctions (white in Fig. 4.8(a)) are
formed between the positive incident and the blue network dislocations. The latter ones slightly
increase the penetration resistance to 0.45 GPa. Cutting of the immobile pre-existing binary
network segments does not pose any substantial additional resistance in both cases. If the pre-
existing binary junctions are considered mobile, then additional reactions of these with the in-
cident dislocation into 1/2 [1 1 1](1 0 1) ternary junctions (zigzag type, black in Figs. 4.7(b) and
4.8(b)) are possible. These are shorter than the axial type junctions observed for black incident
dislocations, therefore, only a small increase in penetration resistance to about 0.6 GPa results.
Since the formation of ternary junctions leads to a net reduction of 〈1 0 0〉 binary junctions it can
occur even when the intersecting dislocations are repulsive (Fig. 4.7(b)).
For both incident dislocation signs, a successful penetration leaves the network in a virtually
unaltered state as exemplarily shown in Figs. 4.7(c) and 4.8(c).
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Red incident 1/2 [1 1 1](1 1 0) dislocation
The penetration resistance for the red incident dislocation is highest among the three types sim-
ulated here (Table 4.4). This is not unexpected, since in addition to the formation of edge binary
junction and zigzag ternary junction, the very strong reaction of collinear annihilation [7] can
occur (Table 4.2).
The red incident dislocation is not activated under [1 0 1] loading, and the simulations results
are elucidated here for the symmetric loading case where red and blue network dislocations
experience the same resolved shear stress as the incident one.
For the positive incident dislocation, Fig. 4.9(a) presents six consecutive snapshots showing
the evolution of the network up to the final penetration depicted in Fig. 4.9(b). Between images 1
and 2 in Fig. 4.9(a) the incident dislocation twisted, annihilated short pieces of the red network,
and thus shifted the connectivity of red segments by two at each location of incidence. A sub-
sequent reaction of the incident dislocation with the (white) binary network segments shown in
images 3 and 4 results3 in formation of a set of blue segments (zigzag ternary junction) that have
a different slip plane than the blue network segments. With further increasing stress to 0.82 GPa,
the incident dislocation is ultimately able to penetrate the network (see Fig. 4.9(b)). After pen-
etration, the intermediately formed blue segments recover at those locations where the incident
dislocation has left the network. The penetration of the positive incident dislocation induces a
coarser mesh region, where the activated red 1/2 [1 1 1](0 1 1) and blue 1/2 [1 1 1](1 1 0) network
dislocations bow out and tear up the network, see Fig. 4.9(b). The simulation results in the case
of immobile [0 1 0](1 0 1) network dislocations are not shown here. The immobile [0 1 0](1 0 1)
network dislocations cannot reorient and form zigzag ternary junctions with the positive inci-
dent dislocation. The penetration occurs at a lower stress level of 0.59 GPa and does not induce
network destruction.
Figure 4.10(a) gives an analogous sequence as Fig. 4.9(a) but for the negative incident dislo-
cation. Because the line direction is opposite in this case, annihilation of red network segments
occurs directly (see images 1 and 2), i.e., without the need of twisting. During further propa-
gation of the incident dislocation (images 2, 3, and 4) binary edge junctions are formed4 with
available blue network dislocations. This results in reconnection of red and white network seg-
ments. At the end of this process (image 6) only the short red segments on the semitransparent
glide plane remain of the incident dislocation. Because of this almost complete annihilation an
increase in stress does not reactivate the incident dislocation but unzips the two families making
up the network, thus disintegrates the LAGB as shown in Fig. 4.10(b). The simulation results of
the negative incident dislocation are not affected by the mobility of [0 1 0](1 0 1) network dislo-
cations.
3 according to 1/2 [1 1 1](1 1 0) + [0 1 0](1 0 1) = 1/2 [1 1 1](0 1 1)
4 following 1/2 [1 1 1](1 1 0) + 1/2 [1 1 1](1 1 0) = [0 1 0](1 0 0)
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4.3 Discussion
Given the dislocation nature of LAGB, the transmission resistance τ should scale with the dislo-
cation density ρ in the LAGB following the classical Taylor relation,
τ = αµb
√
ρ, (4.1)
where α is an average value of interaction strength between the incident and LAGB dislocations
[69]. Considering an average dislocation spacing of 100 b in the hexagonal LAGB, corresponding
to dislocation density of 1.6× 1015 m−2, the interaction coefficient α for each of the incident
dislocations can be determined using Eqn. 4.1 with the transmission stresses listed in Table 4.4.
Taken the stress value from the fourth row of Table 4.4 (symmetrical loading and mobile 〈1 0 0〉
junction case), I calculate the interaction coefficient (α) for each of incident dislocations: positive
black (0.185), negative black (≥ 0.585), positive green (0.32), negative green (0.285), positive red
(0.41), and negative red (≥ 0.585). For the negative black and negative red incident dislocations,
the network stability stress value is taken as a lower bound of their transmission stress.
In principle, once the interaction coefficient is determined, the evolution of transmission
stress with dislocation spacing (L = 1/
√
ρ) in the LAGB up to a disorientation of 10◦ can
be calculated using Eqn. 4.1. However, as already mentioned by many authors [70, 71], the
interaction coefficient drifts with dislocation density due to the logarithmic term of line tension
following the relation [72]:
α =
ln
(
αrefb
√
ρ
)
ln
(
αrefb
√
ρref
)αref , (4.2)
where αref is the interaction coefficient determined at the reference dislocation density ρref .
Eqn. 4.1 should hence be modified as:
τ =
ln
(
αrefb
√
ρ
)
ln
(
αrefb
√
ρref
)αrefµb√ρ (4.3)
Using Eqn. 4.3, the evolution of the LAGB resistance with dislocation spacing for different
incident dislocations is plotted in comparison to the average strength of forest dislocations5, see
Figure 4.11. The dislocation spacing of 5 b to 4000 b corresponds to dislocation density from
6× 1017 m−2 to 1012 m−2 and disorientation below 10◦.
The penetration resistance of the LAGB is generally above the average strength of forest
dislocations. The density fraction of the binary junctions in the hexagonal network is 50%, while
in forest dislocations, the density fraction of the binary junctions has been estimated to be 30%
[73]. Binary junctions interact with mobile dislocation segments to form ternary junctions, which
induce a significant strengthening effect in BCC metals, while in FCC (face-centered cubic)
metals, the average strength of ternary junction and binary junction are close to each other [49].
However, on average the polarized dislocations in LAGB should still induce a more pronounced
strengthening effect than the mainly statistically stored forest dislocations in FCC metals.
5 The average interaction coefficient of forest hardening has a well accepted value of 0.35 for a reference dislo-
cation density of 1012 m−2, which decreases to 0.21 at a reference dislocation density of 1.6× 1015 m−2.
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Fig. 4.11: Evolution of the LAGB resistance with dislocation spacing for different incident dislocations in
comparison to the average strength of forest dislocations
As can be seen from Fig. 4.11, the stress required locally in order for incident dislocations
to penetrate (idealized) LAGBs with a few degree disorientation ranges from small fractions of
a GPa to some GPa. It is likely that this magnitude is independent of temperature, since the
contribution of thermal activation to breaking the governing junctions is expected to be minute
[74]. Therefore, viewed from the perspective of a LAGB, the population of incident dislocations
ranges from penetrating to getting stuck. From the opposite perspective, an incident dislocation
experiences the LAGB population as ranging from transparent to intransparent.
Based on these findings and consistent with a number of experimental observations, low-
angle grain boundaries have to be considered as strong obstacles to homogeneous dislocation
slip. The (temporary) holding up of dislocations traveling from one subgrain to its neighboring
subgrain causes a plastic incompatibility between them that naturally gives rise to a heteroge-
neous field of internal stress [69]. This stress field would be expected highest close to the bound-
ary and decaying towards the subgrain interior. Bulk measurements based on X-ray diffraction
(XRD) and convergent beam electron diffraction (CBED) support this view (e.g. [75–77]). The
direct observation of frozen-in radii of bowed-out dislocations in Al–5 wt % Zn right at LAGBs
indicated that indeed local stress values exceed the applied stress by about an order of magnitude
[78, 79]. The strengthening effect of LAGBs is also evident from the correlated evolution of de-
formation resistance and subgrain structure once the dislocation density in the subgrain interior
remains essentially constant [80], but the subgrain structure still builds up and LAGB disorien-
tation gradually grows along the primary creep transient (e.g., [81–83]). Recently, Mekala et
al. [84] compared the transients of creep rate in response to sudden stress drops carried out in the
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primary transient and in steady state.6 They observed the transient strain required to recover the
deformation resistance to increase along the primary transient, thus confirming the link between
deformation resistance and (i) area per volume of LAGBs plus (ii) their internal densification.
Low-angle grain boundaries, on the other hand, cannot be completely intransparent to slip
transmission. The two important direct experimental observations of slip lines extending over
more than one dislocation cell [86] and in-situ crossing through subgrain boundaries [87] confirm
the partial transparency of LAGBs.
Possible scenarios to enable the penetration of incident dislocations at the low end of trans-
mission resistances could be: (i) local increase of stress resulting from a pile-up of dislocations
ejected from the same source, (ii) activation of dislocation sources in the neighboring subgrain
upon reaching their critical stress due to either a similar pile-up or increasing plastic incompati-
bility between both subgrains, (iii) extraction of dislocations from LAGBs resulting from strong
fluctuations in the local stress during boundary migration [88], (iv) variations in mesh size re-
sulting from the continuous dislocation incidence during (homogeneous) straining, opening up
local “holes” in the LAGB.
4.4 Conclusion
The strengthening ability and dislocation processes associated with a general low-angle grain
boundary (LAGB) simplified as a hexagonal network of dislocations with three Burgers vectors
is investigated using discrete dislocation dynamics simulations.
The LAGB poses a strong obstacle to dislocation penetration with a wide range of resistances.
These resistances are directly related to the strength of dislocation reactions between incident
and network dislocations, and thus dependent on the slip system and line sense of the incident
dislocation and the mobility of 〈1 0 0〉 dislocations.
The hexagonal dislocation network rearranges itself when disturbed by the incident disloca-
tions, which is more evident when the incident–network dislocation interaction (axial ternary
junction, collinear annihilation) is stronger that the network–network dislocation interaction
(mixed symmetrical binary junction).
The dislocation–LAGB interaction is further complicated by loading condition. Under sym-
metrical [0 1 0] loading, the network disintegration sets an upper limit for any penetration event,
and the penetration of incident dislocation can sometimes destroy the network at lower stress
level. Under asymmetrical [1 0 0] loading, the LAGB moves in a combination of sliding and
migration, and mainly resists the negative incident dislocations that glide against the network
motion. In general, the penetration resistance of the symmetrically loaded network is higher than
the unloaded network and the asymmetrically loaded migrating network.
6 Definition of a “steady state” is not without ambiguity (see [85]). Here, approximate constancy of the subgrain
size, i.e. LAGB area per volume, is meant.
5. INFLUENCE OF LOW ANGLE GRAIN BOUNDARY ON FREE
DISLOCATION MULTIPLICATION AND DISLOCATION STRUCTURE
EVOLUTION
The strength of low angle grain boundaries (LAGBs) against dislocation penetration has been
studied with discrete dislocation dynamics (DDD) simulations for body-centered cubic (BCC)
metals. The transmission resistance is found to be dominated by the short-range dislocation
interactions between the incident and LAGB dislocations. The transmission phenomenon is
hence dependent on the slip system (Burgers vector, slip plane) and line sense (positive/negative)
of the incident dislocation.
This thesis has been focused on the transmission of free dislocations through a LAGB, across
which the crystals only disorient slightly so that the kinematic hardening effect (the change in
Schmid factor across the grain boundary) can be neglected. When one slip system is activated,
positive and negative dislocations intersect the LAGB from opposite sides of the LAGB plane.
If the transmission resistance difference is significant between the anti-parallel incident disloca-
tions, asymmetrical transmission phenomena or even one side penetration can occur. When mul-
tiple slip systems are activated and loaded equally, the LAGB allows free dislocations on some of
the slip systems to pass by more easily than on others due to the different dislocation interaction
strengths with the LAGB dislocations. The transmission resistance of an incoming dislocation
through a symmetrical low angle tilt grain boundary has been quantified for {110} 〈111〉 slip
systems in BCC metals in Chapter 3. The difference between the penetration barriers of positive
and negative incident dislocations is most pronounced when the incoming dislocations and the
LAGB dislocations are on collinear slip systems. For other non-coplanar slip systems with re-
spect to the LAGB, the transmission resistances of the positive and negative incident dislocations
are close on mixed-asymmetrical junction and edge junction forming slip systems, but consider-
ably different on mixed-symmetrical junction forming slip systems. Averaging the transmission
resistances of the incident dislocations with opposite line directions for the same slip system, the
dislocations are most difficult to transmit the LAGB when they and the LAGB dislocations are
on mixed-symmetrical junction forming slip systems.
The transmission phenomena of incoming dislocations through a LAGB are expected to di-
rectly affect free dislocation multiplication and subsequent dislocation structure evolution. To
address this issue, large-scale DDD simulations are conducted with two different initial dislo-
cation structures: one starts with 48 Frank-Read sources (edge, screw, positive, and negative
segments) on 12 {110} 〈111〉 slip systems, the other also contains the same Frank-Read sources
and additionally a symmetrical low angle tilt grain boundary (an array of edge dislocations),
Figure 5.1.
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(a) Frank-Read sources alone (b) LAGB + Frank-Read sources
Fig. 5.1: Initial configurations
Tab. 5.1: Binary interactions
incoming dislocation binary interaction Schmid factor
with LAGB dislocations under [100] loading
1/2 [111] (011¯) Self zero
1/2 [111] (101¯) Collinear annihilation 0.41
1/2 [111] (11¯0) Collinear annihilation 0.41
1/2 [1¯11] (01¯1) Coplanar zero
1/2 [1¯11] (101) Mixed-asymmetrical junction 0.41
1/2 [1¯11] (110) Mixed-asymmetrical junction 0.41
1/2 [11¯1] (011) Edge junction zero
1/2 [11¯1] (101¯) Mixed-asymmetrical junction 0.41
1/2 [11¯1] (110) Mixed-symmetrical junction 0.41
1/2 [111¯] (011) Edge junction zero
1/2 [111¯] (101) Mixed-symmetrical junction 0.41
1/2 [111¯] (11¯0) Mixed-asymmetrical junction 0.41
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Fig. 5.2: Evolution of stress with plastic strain
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Fig. 5.3: Evolution of dislocation density with plastic strain
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The length of each of the Frank-Read sources is 3500 b. A constant tensile strain rate of
10 s−1 is applied alone [100] direction, and the corresponding Schmid factor for each of the 12
{110} 〈111〉 slip systems is listed in Table 5.1. Due to the low initial density of the Frank-Read
sources (1011 m−2), strong multiplication yield is observed in both simulations, see the stress–
strain curves in Figure 5.2. If the initial dislocation density was initially above 1013 m−2, no
multiplication yield would occur. To study dislocation multiplication over a range of two orders
of magnitude, a low starting dislocation density entails an acceptable computation cost. The
simulation box size is 35000 b (10 µm), and the LAGB is free to migrate, so the resistance of
LAGB is not reflected by the stress–strain curves in Figure 5.2. The evolution of flow stress is
dominated by the overall dislocation multiplication, which is not very sensitive to the absence or
presence of a LAGB, see the density-strain curves in Figure 5.3.
The simulation results are further compared using dislocation density vector presentation of
Hartley et al. [89] to quantify the evolutions of dislocation contents and the dislocation density
profiles along the LAGB normal on different slip systems. The general concept of dislocation
density vector (DDV) has been introduced in Section 2.5.
Figure 5.4 shows the total DDV evolution on the activated slip systems and compares the
cases of absence and presence of a LAGB. When there is no planar boundary in the system, the
dislocation densities on the equally activated slip systems are more or less the same, but the dis-
crepancy grows as the dislocation multiplication continues, Fig. 5.4 (a). In contrast, the LAGB
regulates the dislocation density increase in terms of slip systems, Fig. 5.4 (b), and the multi-
plication behaviors on different slip systems can be categorized into three groups: (1) strong,
(2) medium, and (3) weak. The dislocation multiplication is the weakest on the collinear slip
systems, because the annihilation of screw dislocations suppresses cross-slip.
Figure 5.5 compares the two simulations in terms of the geometrically necessary DDV evolu-
tion on the activated slip systems. Due to the periodic boundary condition, the content of sample
average geometrically necessary dislocation should be zero, when the LAGB is not taken into
account. The geometrically necessary DDVs are induced by dislocation interactions that lead to
Burgers vector reactions (junction formation and collinear annihilation). It is thus expected that
the on average the geometrically necessary DDVs increase faster in the system with a LAGB,
Fig. 5.5 (b), than in the system without a LAGB, Fig. 5.5 (a).
It is more revealing to look at the DDV profile along the LAGB normal for each of the
activated slip systems. Figure 5.6 and Figure 5.7 show the DDV profile for the collinear slip
systems with respect to the slip system of the LAGB dislocations. The magnitude of the total
DDV is larger at one side of the LAGB due to its different penetration resistance against the
positive and negative incident dislocations, which also causes the geometrically necessary dislo-
cations accumulation in the vicinity of the LAGB. Such a phenomenon is not observed for mixed-
asymmetrical slip systems, Fig. 5.8, Fig. 5.9, Fig. 5.10, and Fig. 5.13, on which the penetration
resistances for negative and positive incident dislocations are close to each other. The LAGB
separation also occurs for the dislocations on the mixed-symmetrical slip systems, Fig. 5.11, and
Fig. 5.12, which appears in pairs and lead to geometrical necessary dislocation accumulation at
the periodic boundary. The LAGB induces the heterogeneity of slip system activity (slip system
localization), which leads to the formation of a new geometrically necessary boundary (GNB).
Devincre and Winther [90] have previously demonstrated the easy formation of GNB due to slip
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system localization using DDD simulations. This work suggests that a GNB (LAGB) can also
lead to slip system localization.
In conclusion, the LAGB regulates dislocation multiplication on different slip systems and
separates dislocation content on the same slip system, which can be explained by the polariza-
tion of LAGB penetration resistance among slip systems and incident dislocations of opposite
signs. The simulation results have implications on dislocation microstructure evolution during
plastic deformation concerning: disorientation increase of low angle grain boundary, formation
of geometrically necessary boundary, and grain subdivision.
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(a) FR sources alone (b) FR sources + LAGB
Fig. 5.4: Evolution of total DDVs: FR sources alone v.s. FR sources + LAGB
(a) FR sources alone (b) FR sources + LAGB
Fig. 5.5: Evolution of geometrically necessary DDVs: FR sources alone v.s. FR sources + LAGB
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(a) Total DDV (b) GN DDV
Fig. 5.6: Profile of total & geometrically necessary DDV along the normal of the LAGB plane
(a) Total DDV (b) GN DDV
Fig. 5.7: Profile of total & geometrically necessary DDV along the normal of the LAGB plane
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(a) Total DDV (b) GN DDV
Fig. 5.8: Profile of total & geometrically necessary DDV along the normal of the LAGB plane
(a) Total DDV (b) GN DDV
Fig. 5.9: Profile of total & geometrically necessary DDV along the normal of the LAGB plane
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(a) Total DDV (b) GN DDV
Fig. 5.10: Profile of total & geometrically necessary DDV along the normal of the LAGB plane
(a) Total DDV (b) GN DDV
Fig. 5.11: Profile of total & geometrically necessary DDV along the normal of the LAGB plane
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(a) Total DDV (b) GN DDV
Fig. 5.12: Profile of total & geometrically necessary DDV along the normal of the LAGB plane
(a) Total DDV (b) GN DDV
Fig. 5.13: Profile of total & geometrically necessary DDV along the normal of the LAGB plane
6. SUMMARY
This thesis presented the very first works in the community to study dislocation–LAGB interac-
tions using discrete dislocation dynamics (DDD) simulations.
The proper coordinate system set-up for studying dislocation–LAGB interactions has been
proposed and implemented in one of the most advanced DDD codes, ParaDiS. Some of the model
modifications are now distributed worldwide with the latest version of ParaDiS public release.
The mobility law for the 〈100〉 dislocations in BCC metals has been discussed and imple-
mented in the ParaDiS code. The corresponding simulation results greatly improve our current
understanding of ternary dislocation interactions.
The major scientific achievements of this thesis lie in the determination of dislocation in-
teraction strength between the incident and LAGB dislocations. The interaction strength of an
incident dislocation with an array or multiple arrays of LAGB dislocations cannot be derived
from former studies of the interaction strength of two individual dislocations or the average
strength of forest dislocation interactions. However, I want to mention that the earlier works on
elementary dislocation interactions, particularly the recent works of Bulatov et al. [4, 8], Madec
et al. [7, 49], Devincre et al. [72, 73], and Queyreau et al. [55] paved the theoretical foundation
of this thesis.
The dependence of LAGB penetration resistance on the type of incident dislocation, the mo-
bility of binary junctions, loading condition, and dislocation spacing in the LAGB is investigated
and discussed. The conclusions of Chapter 3, Chapter 4, and Chapter 5 provide a number of
insights on the strengthening ability of LAGBs, and the influence of LAGB on dislocation mi-
crostructure evolution during plastic deformation.
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ABSTRACT
The interaction of dislocations with low angle grain boundaries (LAGBs) is considered one im-
portant contribution to the mechanical strength of metals. Although LAGBs have been frequently
observed in metals, little is known about how they interact with free dislocations that mainly
carry the plastic deformation. This thesis work is aimed to study the interactions between lattice
dislocations and LAGBs using discrete dislocation dynamics (DDD) simulations.
The transmission of incident dislocations through LAGBs is simulated with one of the most
advanced DDD models (ParaDiS). Two types of LAGBs are investigated: a symmetrical tilt
LAGB composed of a single set of edge dislocations and a LAGB of mixed tilt and twist character
in the form of a hexagonal dislocation network. The incident dislocations are selected in terms
of different types of interactions between the incident and LAGB dislocations. The transmission
resistance is found to be dominated by the local interactions between the incident and LAGB
dislocations. How the transmission resistance is affected by the mobility of 〈1 0 0〉 dislocations
(binary junctions), dislocation pile-ups and loading conditions is also investigated and discussed.
The kinematic effect due to the change in Schmid factor across the LAGB is rather small, and
the dislocation motion and multiplication in the vicinity of the LAGB are hence mainly affected
by the transmission resistance. To address this issue, large-scale DDD simulations are conducted
with two different initial dislocation structures: one starts with randomly distributed Frank-Read
sources on 12 〈1 1 1〉{1 1 0} slip systems, the other also contains the same initial configuration of
the Frank-Read sources and additionally a symmetrical tilt LAGB (an array of edge dislocations).
The corresponding simulation results are compared using the derived dislocation density vectors
to quantify the evolutions of dislocation contents and the dislocation density profiles along the
LAGB normal on different slip systems.
The DDD model (ParaDiS) modifications introduced in this thesis work mainly concern the
proper coordinate system set-up for the study of dislocation–LAGB interactions, the mobility
law of 〈1 0 0〉 dislocations (binary junctions), and dislocation density vector calculations.
ZUSAMMENFASSUNG
Die Wechselwirkung von Versetzungen mit Kleinwinkel-Korngrenzen stellt einen wichtigen Beitrag
zur mechanischen Festigkeit von Metallen dar. Obwohl Kleinwinkelkorngrenzen in Metallen
vielfach erforscht wurden, ist nur wenig u¨ber ihre Wechselwirkung mit freien Versetzungen
bekannt, die den Hauptanteil der plastischen Verformung tragen. Die vorliegende Arbeit analysiert
die Wechselwirkungen von Gitterversetzungen mit Kleinwinkelkorngrenzen mithilfe der diskreten
Versetzungssimulation.
Der Durchgang von Versetzungen durch eine Kleinwinkelkorngrenze wird mit einem Modell
der diskreten Versetzungsdynamik (ParaDiS) simuliert. Zwei Arten von Kleinwinkelkorngren-
zen werden untersucht: eine Anordnung von Stufenversetzungen und ein hexagonales Verset-
zungsnetzwerk. Die Arten der durchlaufenden Versetzungen wurden hinsichtlich verschiedenar-
tiger Wechselwirkungen zwischen Gitter- und Korngrenzversetzungen ausgewa¨hlt. Der Trans-
missionswiderstand wird durch die lokalen Wechselwirkungen der Versetzungen zu Anfang der
Durchdringung bestimmt. Es wird auch untersucht und diskutiert wie der Transmissionswider-
stand durch zusa¨tzliche Faktoren beeinflusst wird, wie beispielsweise durch die Mobilita¨t von
〈1 0 0〉 Versetzungen, Versetzungsaufstau und verschiedenartige Lastfa¨lle.
Der kinematische Effekt durch unterschiedliche Schmidfaktoren diesseits und jenseits der
Korngrenze ist klein. Versetzungsbewegung und Multiplikation nahe der Korngrenze werden da-
her hauptsa¨chlich durch den Durchdringungswiderstand beeinflusst. Um diese Problemstellung
zu bearbeiten wurden große Simulationen der Versetzungsdynamik fu¨r zwei unterschiedliche
Ausgangssituationen durchgefu¨hrt: eine Modellkonfiguration enthlt zufllig verteilte Frank-Read-
Quellen auf 12 {1 1 0}〈1 1 1〉 Gleitsystemen, die zweite entha¨lt zustzlich zu einer identischen
Verteilung von Frank-Read-Quellen eine Kleinwinkelkorngrenze bestehend aus einer Anord-
nung von Stufenversetzungen. Die entsprechenden Simulationsergebnisse werden hinsichtlich
der erhaltenen Versetzungsdichten verglichen. Dazu werden die zeitliche Entwicklung der Ver-
setzungdichte sowie die Ortsverteilung entlang der Korngrenznormalen fu¨r alle Gleitsysteme
herangezogen.
Die eingefu¨hrten A¨nderungen am Versetzungsmodell (ParaDiS) betreffen in erster Linie eine
geeignete Koordinatendefinition zur Untersuchung von auf Kleinwinkelkorngrenzen eintreffenden
Versetzungen, die Mobilita¨tsformulierung fu¨r 〈1 0 0〉-Versetzungen, sowie die Bestimmung von
Versetzungsdichtevektoren.
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