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Abstract—This paper studies the robustness of policy iteration in the
context of continuous-time infinite-horizon linear quadratic regulation
(LQR) problem. It is shown that Kleinman’s policy iteration algorithm
is inherently robust to small disturbances and enjoys local input-to-state
stability in the sense of Sontag. More precisely, whenever the disturbance-
induced input term in each iteration is bounded and small, the solutions
of the policy iteration algorithm are also bounded and enter a small
neighborhood of the optimal solution of the LQR problem. Based on this
result, an off-policy data-driven policy iteration algorithm for the LQR
problem is shown to be robust when the system dynamics are subjected
to small additive unknown bounded disturbances. The theoretical results
are validated by a numerical example.
I. INTRODUCTION
As an important iterative method in reinforcement learning (RL)
and approximate/adaptive dynamic programming (ADP), policy iter-
ation has been widely studied by researchers and utilized in different
kinds of real-life applications by practitioners [1]–[4]. Policy iteration
involves two steps, policy evaluation and policy improvement. In
policy evaluation, a given control policy is evaluated based on a
scalar performance index. Then this performance index is utilized to
generate a new control policy in policy improvement. These two steps
are iterated in turn, to find the solution of the optimal control problem
at hand. When all the information involved in this process is exactly
known, the convergence to the optimal solution can be provably
guaranteed, by exploiting the monotonicity property of the policy
improvement step. That is, the performance of the newly generated
policy is no worse than that of the given policy in each iteration.
Over the past decades, various versions of policy iteration have been
proposed, for diverse optimal control problems (see [1]–[4] and the
reference therein).
In reality, policy evaluation or policy improvement can hardly be
implemented precisely, because of the existence of various errors
that may be induced by function approximation, state estimation,
measurement noise, external disturbance and so on. Therefore, a
natural question to ask is: when is a policy iteration algorithm robust
in the presence of disturbance inputs? In spite of the popularity of
policy iteration, its robustness issue has not been fully understood
yet, due to the inherent nonlinearity of the process and the (possible)
loss of monotonicity in the presence of errors. The problem becomes
more complex when the state and control input spaces are unbounded
and continuous, and the stability issue needs to be addressed. Some
results about the robustness of policy iteration for optimal control
problem with unbounded state/control spaces are available in previous
literature [4]–[8]. An error bound is derived in [4, Proposition 3.6],
for the discounted optimal control of discrete-time systems. Sufficient
conditions on the error are given in [6, Chapter 2] and [5, Chapter
2] for continuous-time linear and nonlinear systems respectively, to
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guarantee that the newly generated control policy is stabilizing and
the monotonicity is preserved. Uniform boundedness of the solutions
given by policy iteration in the presence of errors is established in [7,
Lemma 5.1], for the discrete-time LQR problem. Utilizing the fact
that the discrete-time Riccati operator is contractive in certain metric,
it is shown in [8, Appendix B] that the convergence to the optimal
solution is still achieved, if the error converges to zero.
In this paper, we investigate the robustness of the first policy
iteration algorithm proposed by Kleinman [9] for the continuous-
time LQR problem. By regarding the process of policy iteration as
a discrete-time nonlinear system, we firstly prove that the optimal
solution of the LQR problem is a locally exponentially stable equi-
librium of the error-free policy iteration. Secondly, with the aid of
this observation, we show that the policy iteration with the errors as
the input is locally input-to-state stable [10]. That is, if the policy
iteration starts from an initial solution close to the optimal solution,
and the errors are small and bounded, the discrepancies between
the solutions generated by our proposed policy iteration algorithm
and the optimal solution will also be small and bounded. Thirdly,
we demonstrate that for any initial stabilizing control gain, as long
as the errors are small, the approximate solution given by policy
iteration will eventually enter a small neighbourhood of the optimal
solution. Finally, as an application of the derived results, an off-policy
data-driven policy iteration algorithm originally proposed in [11] is
proven to be robust, when the system dynamics are disturbed by small
additive unknown disturbances. Simulations on a numerical example
validate our results.
The rest of this paper is organized as follows: Section II introduces
the problem formulation and preliminaries. Section III presents
the robustness analysis of Kleinman’s model-based policy iteration
algorithm. Section IV demonstrates the robustness of the data-driven
off-policy policy iteration in [11]. The efficacy of the robust policy
iteration method is validated by a numerical example in Section V.
Section VI closes the paper with some concluding remarks. The
proofs of all the theoretical results in this paper are given in the
Appendix.
Notations. R (R+) is the set of all real (nonnegative) numbers;
Z+ denotes the set of nonnegative integers; Sn is the set of all real
symmetric matrices of order n; ⊗ denotes the Kronecker product; In
denotes the identity matrix with dimension n; ‖ · ‖F is the Frobenius
norm; ‖ · ‖2 is the 2-norm for vectors and the induced 2-norm for
matrices; for signal u : F→ Rn×m, ‖u‖∞ denotes its l∞-norm when
F = Z+, and L∞-norm when F = R+. For matrices X ∈ Rm×n,
Y ∈ Sm, and vector v ∈ Rn, define
vec(X) = [ XT1 X
T
2 · · · XTn ]T ,
svec(Y ) = [y11,
√
2y12, · · · ,
√
2y1m, y22,
√
2y23,
· · · ,
√
2ym−1,m, ym,m]
T ∈ R 12m(m+1),
v˜ = svec(vvT ),
where Xi is the ith column of X . For Z ∈ Rm×n, U ∈ Sm+n,
define
H(U,Z) =
[
In −ZT
]
U
[
In
−Z
]
.
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2Define Br(Z) = {X ∈ Rm×n|‖X − Z‖F < r} and B¯r(Z) as the
closure of Br(Z). Z† is the Moore-Penrose inverse of matrix Z. A
function γ : R+ → R+ is said to be of class K if it is continuous,
strictly increasing and vanishes at the origin. A function β : R+ ×
R+ → R+ is said to be of class KL if β(·, t) is of class K for every
fixed t ≥ 0 and, for every fixed r ≥ 0, β(r, t) decreases to 0 as
t→∞.
II. PROBLEM FORMULATION AND PRELINIMARIES
Consider linear time-invariant systems of the form
x˙ = Ax+Bu, x(0) = x0 (1)
where x ∈ Rn is the system state, u ∈ Rm is the control input,
x(0) = x0 ∈ Rn is the initial condition, A ∈ Rn×n and B ∈ Rn×m,
(A,B) is controllable. The classic LQR problem is to find a controller
u in order to minimize the following cost
J(x0, u) =
∫ ∞
0
xTQx+ uTRudt, (2)
where Q ∈ Sn is positive semidefinite, (A,Q1/2) is observable and
R ∈ Sm is positive definite. The LQR problem admits the optimal
controller u∗ = −K∗x, where K∗ = R−1BTP ∗ and P ∗ ∈ Sn is
the unique positive definite solution of the algebraic Riccati equation
(ARE)
ATP + PA− PBR−1BTP +Q = 0, (3)
and A−BK∗ is Hurwitz. See [12, Section 6.2.2] for details.
Kleinman’s policy iteration algorithm aimed at solving (3) itera-
tively is presented below, which is an equivalent reformulation of the
original results in [9]. For convenience, we say that a control gain
K ∈ Rn×m is stabilizing if A−BK is Hurwitz.
Procedure 1 (Kleinman’s Policy Iteration).
1) Choose a stabilizing control gain K1, and let i = 1.
2) (Policy evaluation) Evaluate the performance of control gain
Ki, by solving
H(Gi,Ki) = 0 (4)
for Pi ∈ Sn, where
Gi =
[
Gi,11 G
T
i,21
Gi,21 Gi,22
]
,
[
Q+ATPi + PiA PiB
BTPi R
]
.
3) (Policy improvement) Get the improved policy by
Ki+1 = G
−1
i,22Gi,21. (5)
4) Set i← i+ 1 and go back to Step 2).
Theorem 1 ( [9]). In Procedure 1 we have:
i) A−BKi is Hurwitz for all i = 1, 2, · · · .
ii) P1 ≥ P2 ≥ P3 ≥ · · · ≥ P ∗.
iii) limi→∞ Pi = P ∗, limi→∞Ki = K∗.
Remark 1. Step 2) in Procedure 1 is named policy evaluation
because Pi is positive semidefinite, and the cost induced by control
law ui = −Kix when applied to system (1) is J(x0, ui) = xT0 Pix0.
In Procedure 1, the exact knowledge of A and B is required, as
the solution to (4) relies upon A and B. So, Kleinman’s original
policy iteration algorithm is model-based. However, in practice, very
often we only have access to incomplete information required to
solve the problem. In other words, each policy evaluation step will
result in inaccurate estimation. Thus we are interested in studying
the following problem.
Problem 1. If Gi is replaced by an approximated matrix Gˆi, will
the conclusions in Theorem 1 still hold?
Remark 2. The difference between Gˆi and Gi can be attributed to
errors from various sources, for example: the noises in RL and ADP
algorithms; the estimation errors of A and B in indirect adaptive
control and system identification [13]; the residual caused by an
early termination of the iteration to numerically solve ARE (3), in
order to save computational efforts [6]; approximate values of Q and
R in inverse optimal control, due to the absence of exact knowledge
of the cost function [14].
III. ROBUSTNESS ANALYSIS OF POLICY ITERATION
In this section, we show that as long as the discrepancy between
Gi and Gˆi is small, the discrepancies between the performance value
of the generated policies using Gˆi and that of the optimal policy will
also be small in the limit.
We firstly reinterpret Procedure 1 as a discrete-time nonlinear
system. To this end, suppose
K1 = R
−1BTP0, (6)
where P0 ∈ Sn is chosen such that K1 is stabilizing. Such a
P0 always exists under the above controllability and observability
assumptions. The sequence {Pi}∞i=0 generated by Procedure 1 with
condition (6) can be regarded as the state, and the iteration index i can
be regarded as time. Then Procedure 1 is a discrete-time nonlinear
system and P ∗ is an equilibrium by Theorem 1. The next lemma
states that P ∗ is actually a locally exponentially stable equilibrium.
Lemma 1. For any σ < 1, there exists a δ0(σ) > 0, such that for
any Pi ∈ Bδ0(P ∗), A(Pi) is Hurwitz and
‖Pi+1 − P ∗‖F ≤ σ‖Pi − P ∗‖F .
Remark 3. Lemma 1 is inspired by the fact that Procedure 1 is
quadratically convergent, which was observed by Kleinman in [9,
Remark 3)].
Now consider the policy iteration in the presence of errors.
Procedure 2 (Robust Policy Iteration).
1) Choose a stabilizing control gain Kˆ1, and let i = 1.
2) (Inexact policy evaluation) Obtain Gˆi = G˜i + ∆Gi, where
∆Gi ∈ Sm+n is a disturbance,
G˜i =
[
Q+AT P˜i + P˜iA P˜iB
BT P˜i R
]
,
and P˜i ∈ Sn satisfy
H(G˜i, Kˆi) = 0. (7)
3) (Policy update) Construct a new control gain
Kˆi+1 = Gˆ
−1
i,22Gˆi,21. (8)
4) Set i← i+ 1 and go back to Step 2).
Remark 4. The requirement that Gˆi ∈ Sm+n is not restrictive, since
for any X ∈ R(n+m)×(n+m), xTXx = 1
2
xT (X + XT )x, where
1
2
(X +XT ) is symmetric.
Suppose
Kˆ1 = R
−1BT P˜0 (9)
is stabilizing, and ∆G0 = 0, where P˜0 ∈ Sn. If Kˆi is stabilizing
and Gˆi,22 is invertible for all i ∈ Z+, i > 0 (this is possible
3under certain conditions, see Appendix B), the sequence {P˜i}∞i=0
generated by Procedure 2 with condition (9) can be viewed as the
state, and {∆Gi}∞i=0 is the disturbance input. With this in mind, the
next theorem shows that the discrete-time system P˜i as defined by
the Procedure 2 above is locally input-to-state stable when ∆G is
considered as the input; see [15], [16, Theorem 2.1.].
Theorem 2. For σ and its associated δ0 in Lemma 1, there exists
δ1(δ0) > 0, such that if ‖∆G‖∞ < δ1, P˜0 ∈ Bδ0(P ∗),
(i) Gˆi,22 is invertible and Kˆi is stabilizing, ∀i ∈ Z+, i > 0;
(ii) the following local input-to-state stability holds:
‖P˜i − P ∗‖F ≤ β(‖P˜0 − P ∗‖F , i) + γ(‖∆G‖∞),
where
β(y, i) = σiy, γ(y) =
c3
1− σ y, y ∈ R,
and c3(δ0) > 0.
(iii) limi→∞ ‖∆Gi‖F = 0 implies limi→∞ ‖P˜i − P ∗‖F = 0.
Remark 5. Since σ < 1, β ∈ KL and γ(·) ∈ K.
Intuitively, Theorem 2 implies that in Procedure 2, if P˜0 is near P ∗
(thus Kˆ1 is near K∗), and the disturbance input ∆G is bounded and
not too large, then the cost of the generated control policy Kˆi is also
bounded, and will ultimately be no larger than a constant proportional
to the l∞-norm of the disturbance. The smaller the disturbance is, the
better the ultimately generated policy is. In other words, the algorithm
described in Procedure 2 is not sensitive to small disturbances when
the initial condition is in a neighbourhood of the optimal solution.
Based on Theorem 2, the following corollary is derived.
Corollary 1. For any given stabilizing control gain Kˆ1 and any
 > 0, if Q > 0, there exists δ2(, Kˆ1) > 0, M0(δ2) > 0, such
that as long as ‖∆G‖∞ < δ2, Gˆi,22 is invertible, Kˆi is stabilizing,
‖P˜i‖F < M0, ∀i ∈ Z+, i > 0 and
lim sup
i→∞
‖P˜i − P ∗‖F < .
If in addition limi→∞ ‖∆Gi‖F = 0, then limi→∞ ‖P˜i−P ∗‖F = 0.
Remark 6. In Corollary 1, Kˆ1 can be any stabilizing control
gain, which is different from that of Theorem 2. When there is no
disturbance, Corollary 1 implies the convergence result of Procedure
1 in [9, Theorem] (i.e. Theorem 1 in this paper).
IV. DATA-DRIVEN POLICY ITERATION WITH UNKONWN
BOUNDED DISTURBANCES
In this section, we use Corollary 1 to show that the Algorithm 1
in [11], a data-driven policy iteration method for the LQR problem,
is robust to noisy data caused by small unknown additive external
disturbances in the system dynamics.
Assume A, B are unknown, and Q, R are given. For a trajectory
{x(t), u(t)} of system (1) on interval [0,M∆t], where M ∈ Z+,
∆t ∈ R+, consider the following equation[
svec(Pi)
vec(Ki+1)
]
= Θ(Ki)
†Ξ(Ki), (10)
where
Θ(Ki) =
[
δxx,−2Ixx(In ⊗KTi R)− 2Ixu(In ⊗R)
]
,
Ξ(Ki) = −Ixx vec(Q+KTi RKi),
δxx = [U0,U1, · · · ,UM−1]T , Uj = x˜(tj+1)− x˜(tj),
Ixx = [V0,V1, · · · ,VM−1]T , Vj =
∫ tj+1
tj
x⊗ x dτ ,
Ixu = [W0,W1, · · · ,WM−1]T , Wj =
∫ tj+1
tj
x⊗ u dτ ,
and tj = ∆tj, j = 0, · · · ,M . Note that only input/state data is
involved in the matrices Θ(Ki) and Ξ(Ki). It has been shown in
[11, Lemma 6, Theorem 7] that, if
rank([Ixx, Ixu]) = n0 ,
n(n+ 1)
2
+mn, (11)
then starting with a stabilizing initial control gain K1, we can obtain
the sequences of {Pi}∞i=1 and {Ki}∞i=1 in Procedure 1 by iterating
equation (10), instead of iterating between Step 2) and Step 3).
Now suppose system (1) is corrupted by external disturbance,
˙ˆx = Axˆ+Buˆ+ w, xˆ(0) = xˆ0, (12)
where w ∈ Rn is the disturbance and unknown. Replacing x and u
in (10) by xˆ and uˆ yields[
svec(Pˆi)
vec(Kˆi+1)
]
= Θˆ(Kˆi)
†Ξˆ(Kˆi), (13)
where
Θˆ(Kˆi) =
[
δxˆxˆ,−2Ixˆxˆ(In ⊗ KˆTi R)− 2Ixˆuˆ(In ⊗R)
]
,
Ξˆ(Kˆi) = −Ixˆxˆ vec(Q+ KˆTi RKˆi).
Using Corollary 1, we can show that approximate optimal control
gain can still be obtained by iterating (13).
Theorem 3. Given M ∈ Z+, ∆t ∈ R+, starting from any stabilizing
control gain Kˆ1, for any  > 0, there exists a c(, Kˆ1) > 0,
such that if rank([Ixˆxˆ, Ixˆuˆ]) = n0 for any ‖w‖∞ < c, then Kˆi
given by iterating (13) is stabilizing for all i ∈ Z+, i > 0 and
lim supi→∞ ‖P˜i − P ∗‖F < .
Remark 7. The rank condition in Theorem 3 is in the spirit of
persistent excitation in adaptive control [13], which is common in the
adaptive dynamic programming literature (see [2], [3], [11], [17]–
[20]). If condition (11) is satisfied, then by continuity, there always
exists a c > 0 small enough such that the rank condition in Theorem
3 holds. Usually sum of sinusoidal signals with different frequencies
can be added to the input to satisfy condition (11), see [11], [13].
V. NUMERICAL EXAMPLE
In this section, we apply (13) to a disturbed model of constant
level continuous stirred tank reactor considered in [21, Example 2]
x˙ =
[
−21 −20
9 8
]
x+ u+ ξ
50∑
j=1
sin(ηjt),
where {ηj}50j=1 is a set of frequencies uniformly sampled from
interval [−100, 100], and ξ ∈ R+ controls the scale of the dis-
turbance. In the simulation, we set M = 140, ∆t = 0.1, and
u = 0.2
∑100
j=1 sin(ψjt), where {ψj}100j=1 is a set of frequencies
uniformly sampled from interval [−500, 500]. (13) is applied for
different choices of Kˆ1 and ξ. The results are summarized in Fig.
1. Comparing Fig.1-(a) with Fig.1-(b) and Fig.1-(c) with Fig.1-(d)
implies that policy iteration is robust to small bounded unknown
4disturbances, no matter whether the initial control gain is near the
optimal gain or not. Comparing Fig.1-(a) with Fig.1-(c) and Fig.1-(b)
with Fig.1-(d) implies that the degree of suboptimality is proportional
to the scale of the disturbance. These observations are consistent with
the theories we developed in this paper.
5 10 15 20
0
0.02
0.04
0.06
(a)
5 10 15 20
0
100
200
300
400
(b)
5 10 15 20
0
0.5
1
1.5
2
(c)
5 10 15 20
0
100
200
300
400
(d)
X: 20
Y: 0.0001181
Fig. 1. ‖P˜i−P ∗‖F (y-axis) versus iteration index (x-axis). (a) and (c) share
the same Kˆ1, which is near to K∗. (b) and (d) share the same Kˆ1, which is
far away from K∗. (a) and (b) share the same ξ = 0.01. (c) and (d) share the
same ξ = 0.5. All of the Kˆi generated in these experiments are stabilizing.
VI. CONCLUSION
This paper has proposed a robust policy iteration method for
the continuous-time LQR problem in the presence of errors at the
performance evaluation and performance improvement steps. Some
robustness results in the sense of Sontag’s input-to-state stability are
given. More precisely, it is shown that starting from any stabilizing
control policy, the solutions generated by policy iteration are guaran-
teed close to the optimal solution, as long as the errors are bounded
and small. In addition, when the system dynamics are not exactly
known, a novel off-policy data-driven policy iteration method is
proposed with guaranteed robustness to noisy data collected from the
system trajectories in the presence of unknown bounded disturbances.
APPENDIX
For X ∈ Rn×n, Y ∈ Rn×n, define Lyapunov operator
LX(Y ) = XTY + Y X.
Some useful properties of LX(·) are provided below.
Lemma 2. Suppose X ∈ Rn×n is Hurwitz.
(i) The inverse operator L−1X (·) exists on Rn×n, and
‖L−1X ‖ = ‖P(X)−1‖2,
where
‖LX‖ = sup
Z∈Rn×n,Z 6=0
‖LX(Z)‖F
‖Z‖F ,
and
P(X) = In ⊗XT +XT ⊗ In.
(ii) For each Z ∈ Rn×n, if Y is the solution of equation LX(Y ) =
−Z, then
Y =
∫ ∞
0
eX
T tZeXtdt.
(iii) If in addition to the condition in (ii), LX+∆X(Y + ∆Y ) =
−(Z + ∆Z), for some ∆X,∆Y,∆Z ∈ Rn×n, then
‖∆Y ‖2 ≤ (‖∆Z‖2 + 2‖∆X‖2‖Y + ∆Y ‖2) ‖H‖2,
where H = L−1X (−In).
(iv) If in addition to the conditions in (iii), Z is nonzero. Let γ > 0
be such that
‖∆X‖F ≤ γ‖X‖F , ‖∆Z‖F ≤ γ‖Z‖F
γ‖X‖F ‖P(X)−1‖2 ≤ 1/4
then
‖∆Y ‖F ≤ 8γ‖X‖F ‖P(X)−1‖2‖Y ‖F .
(v) LX(Y1) ≤ LX(Y2) =⇒ Y1 ≥ Y2, where Y1, Y2 ∈ Sn.
Proof. (ii) is direct consequence of [6, Theorem 2.2.2.]. (iii) comes
from the equation (2.11) in the proof of [22, Theorem 2.1]. (i) and
(iv) come from [23, Section 4]. For (v), let x be the solution of
system x˙ = Xx, x(0) = x0. Then,
xTLX(Y1)x = dx
TY1x
dt
≤ dx
TY2x
dt
= xTLX(Y2)x.
Integrating both sides from 0 to ∞, we get xT0 Y1x0 ≥ xT0 Y2x0. x0
is arbitrary, thus Y1 ≥ Y2. 
A. Proof of Lemma 1
By (4), the sequence {Pi}∞i=0 satisfies
Pi+1 = L−1A(Pi)
(
−Q− PTi BR−1BTPi
)
, (14)
where
A(Pi) = A−BR−1BTPi.
Since A(P ∗) is Hurwitz, by continuity there always exists a δ¯0 > 0,
such that A(Pi) is Hurwitz for all Pi ∈ B¯δ¯0(P ∗). Suppose Pi ∈
B¯δ¯0(P ∗). Subtracting P ∗BR−1BTPi + PTi BR−1BTP ∗ from the
both sides of the ARE (3) yields
LA(Pi)(P ∗) = −Q− PTi BR−1BTPi
+ (PTi − P ∗)BR−1BT (Pi − P ∗).
(15)
Subtracting (15) from (14), we have
Pi+1 − P ∗ = L−1A(Pi)((P
T
i − P ∗)BR−1BT (Pi − P ∗)).
Taking norm on both sides of above equation, and using (i) in Lemma
2, we have
‖Pi+1 − P ∗‖F ≤ ‖L−1A(Pi)‖‖BR
−1BT ‖F ‖Pi − P ∗‖2F
= ‖P(A(Pi))−1‖2‖BR−1BT ‖F ‖Pi − P ∗‖2F .
By continuity of matrix norm and matrix inverse, there exist a c1 > 0,
such that
‖P(A(Pi))−1‖2 ≤ c1, ∀Pi ∈ B¯δ¯0(P ∗).
So for any 0 < σ < 1, there exists a δ¯0 ≥ δ0 > 0, such that
c1‖BR−1BT ‖F δ0 ≤ σ,
which completes the proof.
5B. Proof of Theorem 2
Before proving Theorem 2, we firstly prove some auxiliary lem-
mas. The Procedure 2 will exhibit a singularity, if Gˆi,22 in (8) is
singular, or the cost (2) of Kˆi+1 is infinity. The following lemma
shows that if ∆Gi is small, no singularity will occur. Let δ¯0 be the
one defined in Appendix A, then δ0 ≤ δ¯0. For convenience, define
Aˆi = A−BKˆi.
Lemma 3. For any P˜i ∈ Bδ0(P ∗), there exists a d(δ0) > 0,
independent of P˜i, such that Kˆi+1 is stabilizing and Gˆi,22 is
invertible, if ‖∆Gi‖F < d.
Proof. Since B¯δ¯0(P ∗) is compact and A(·) is a continuous function,
set S = {A(P˜i)|P˜i ∈ B¯δ¯0(P ∗)} is also compact. By continuity, for
each X ∈ S, there exists a r(X) > 0 such that any Y ∈ Br(X)(X)
is Hurwitz. By HeineBorel theorem, there exists a r > 0, such
that each Y ∈ Br(X) is Hurwitz for all X ∈ S. By continuity
of matrix inversion, there exists d1 > 0 such that Gˆi,22 is invertible,
if ‖∆Gi‖F < d1. Note that in policy improvement step of Procedure
1 (the policy update step in Procedure 2), the improved policy
K˜i+1 = G˜
−1
i,22G˜i,21 (the updated policy Kˆi+1) is continuous function
of G˜i (Gˆi), and there exists a d2 > 0, such that Aˆi+1 ∈ Br(A(P˜i))
for all P˜i ∈ B¯δ¯0(P ∗), if ‖∆Gi‖F < d2. Thus Kˆi+1 is stabilizing.
Setting d = min(d1, d2) completes the proof. 
By (7) and Lemma 3, if ‖∆Gi‖F < d, then the sequence {P˜i}∞i=0
satisfies
P˜i+1 = L−1A(P˜i)
(
−Q− P˜Ti BR−1BT P˜i
)
+ Ei, (16)
where
Ei = L−1Aˆi+1
(
−Q− KˆTi+1RKˆi+1
)
− L−1A(P˜i)
(
−Q− P˜Ti BR−1BT P˜i
)
.
The following lemma gives an upper bound of ‖Ei‖F in terms of
‖∆Gi‖F .
Lemma 4. For any P˜i ∈ Bδ0(P ∗) and any c2 > 0, there exists a
0 < δ11(δ0, c2) ≤ d, independent of P˜i, where d is defined in Lemma
3, such that
‖Ei‖F ≤ c3‖∆Gi‖F < c2,
if ‖∆Gi‖F < δ11 , where c3(δ0) > 0.
Proof. In view of (iii) in Lemma 2, set
X = A(P˜i), X + ∆X = Aˆi+1,
Z = −Q− P˜Ti BR−1BT P˜i, Z + ∆Z = −Q− KˆTi+1RKˆi+1,
Y = L−1A(P˜i)
(
−Q− P˜Ti BR−1BT P˜i
)
,
Y + ∆Y = L−1
Aˆi+1
(
−Q− KˆTi+1RKˆi+1
)
.
Then by (16), ∆Y = Ei.
Define
γ1 = max
{
‖Y ‖F |P˜i ∈ B¯δ¯0(P ∗)
}
,
γ2 = max
{
8‖X‖F ‖P(X)−1‖2|P˜i ∈ B¯δ¯0(P ∗)
}
γ3 = min{‖X‖F |P˜i ∈ B¯δ¯0(P ∗)},
γ4 = min{‖Z‖F |P˜i ∈ B¯δ¯0(P ∗)},
γ5 = min
{
c2(γ1 · γ2)−1, 2γ2−1
}
,
By continuity, γi, i = 1, · · · , 5 are all well-defined positive and finite
constants.
For all P˜i ∈ Bδ0(P ∗), it can be checked that ‖∆X‖F ≤
c4‖∆Gi‖F , ‖∆Z‖F ≤ c5‖∆Gi‖F for some c4(δ0, d) > 0 and
c5(δ0, d) > 0, then we have
max (‖∆X‖F /‖X‖F , ‖∆Z‖F /‖Z‖F ) ≤ c6‖∆Gi‖F ,
where c6 = max(γ3−1c4, γ4−1c5). Thus, there exists 0 < δ11 ≤ d,
such that c6δ11 < γ5. Then by setting γ = c6‖∆Gi‖F , one can
check that the conditions in (iv) in Lemma 2 are satisfied for all
‖∆Gi‖F < δ11 and P˜i ∈ Bδ0(P ∗), which completes the proof, with
c3 = γ1c6γ2. 
Now we are ready to prove Theorem 2.
Proof of Theorem 2. Let c2 = (1−σ)δ0 in Lemma 4, and δ1 be equal
to the δ11 associated with c2. Then (i) in Theorem 2 is immediately
obtained.
For any i ∈ Z+, if P˜i ∈ Bδ0(P ∗), then
‖P˜i+1 − P ∗‖F ≤ ‖Ei‖F+∥∥∥L−1A(P˜i)(Q+ P˜Ti BR−1BT P˜i)− P ∗∥∥∥F
≤ σ‖P˜i − P ∗‖F + c3‖∆Gi‖F (17)
≤ σ‖P˜i − P ∗‖F + c3‖∆G‖∞ (18)
< σδ0 + c3δ1 < σδ0 + c2 = δ0, (19)
where (17) and (19) are due to Lemmas 1 and 4. By induction, (17)
to (19) hold for all i ∈ Z+, thus by (18),
‖P˜i − P ∗‖F ≤ σ2‖P˜i−2 − P ∗‖F + (σ + 1)c3‖∆G‖∞
≤ · · · ≤ σi‖P˜0 − P ∗‖F + (1 + · · ·+ σi−1)c3‖∆G‖∞
< σi‖P˜0 − P ∗‖F + c3
1− σ ‖∆G‖∞,
which proves (ii) in Theorem 2.
In terms of (iii) in Theorem 2, for any  > 0, there exists a i1 ∈
Z+, such that sup{‖∆Gi‖F }∞i=i1 < γ−1(/2). Take i2 ≥ i1. For
k ≥ i2, because P˜i is bounded, we have by (ii) in Lemma 2,
‖P˜i − P ∗‖F ≤ β(‖P˜i2 − P ∗‖F , i− i2) + /2
≤ β(c7, i− i2) + /2.
Since limi→∞ β(c7, i−i2) = 0, there is a i3 ≥ i2 such that β(c7, i−
i2) < /2 for all i ≥ i3, which completes the proof. 
C. Proof of Corollary 1
Notice that all the conclusions of Corollary 1 can be implied
by Theorem 2 if δ2 < min(γ−1(), δ1), and P˜1 ∈ Bδ0(P ∗) for
Procedure 2. Thus the proof of Corollary 1 reduces to the proof of
the following lemma.
Lemma 5. Given a stabilizing Kˆ1, there exists a 0 < δ2 <
min(γ−1(), δ1) and a i¯ ∈ Z+, such that P˜i¯ ∈ Bδ0(P ∗), as long as
‖∆G‖∞ < δ2.
The next two lemmas state that under certion conditions on
‖∆Gi‖F , each element in {Kˆi}i¯i=1 is stabilizing, each element in
{Gˆi,22}i¯i=1 is invertible and {P˜i}i¯i=1 is bounded. For simplicity, in
the following we assume Q > In and R > Im. All the proofs still
work for any Q > 0 and R > 0, by suitable rescaling.
Lemma 6. If Kˆi is stabilizing, then Gˆi,22 is nonsingular and Kˆi+1
is stabilizing, as long as ‖∆Gi‖F < ai, where
ai =
(
(
√
n+ ‖Kˆi‖2
√
m)2 + (
√
n+ ‖Kˆi+1‖2
√
m)2
)−1
.
Furthermore,
‖Kˆi+1‖F ≤ 2‖R−1‖F (1 + ‖BT P˜i‖F ). (20)
6Proof. By definition,
‖G˜−1i,22(Gˆi,22 − G˜i,22)‖F < ai‖G˜−1i,22‖F .
Since R > Im, the eigenvalues λj(G˜−1i,22) ∈ (0, 1] for all 1 ≤ j ≤ m.
Then by the fact that for any X ∈ Sn
‖X‖F = ‖ΛX‖F , ΛX = diag{λ1(X), · · · , λn(X)},
we have
‖G˜−1i,22(Gˆi,22 − G˜i,22)‖F < ai
√
n < 0.5. (21)
Thus by [24, Section 5.8], Gˆi,22 is invertible.
For any x ∈ Rn on the unit ball, define
XKˆi =
[
I
−Kˆi
]
xxT
[
I −KˆTi
]
.
From (7) and (8) we have
xTH(G˜i, Kˆi)x = tr(G˜iXKˆi) = 0,
and
tr(GˆiXKˆi+1) = minK∈Rm×n tr(GˆiXK).
Then
tr(G˜iXKˆi+1) ≤ tr(GˆiXKˆi+1) + ‖∆Gi‖F tr(11
T |XKˆi+1 |abs)
≤ tr(GˆiXKˆi) + ‖∆Gi‖F1
T |XKˆi+1 |abs1
≤ tr(G˜iXKˆi) + ‖∆Gi‖F1
T (|XKˆi |abs + |XKˆi+1 |abs)1
≤ ‖∆Gi‖F1T (|XKˆi |abs + |XKˆi+1 |abs)1, (22)
where |XKˆi |abs denotes the matrix obtained from XKˆi by taking the
absolute value of each entry. Thus by (22) and the definition of G˜i,
we have
xTLAˆi+1(P˜i)x+ 1 ≤ 0 (23)
where
1 = x
T (Q+ KˆTi+1RKˆi+1)x
− ‖∆Gi‖F1T (|XKˆi |abs + |XKˆi+1 |abs)1.
For any x on the unit ball, |1Tx|abs ≤ √n. Similarly, for any
K ∈ Rm×n, by the definition of induced matrix norm, |1TKx|abs ≤
‖K‖2√m. This implies∣∣∣∣∣1T
[
I
−K
]
x
∣∣∣∣∣
abs
=
∣∣∣1Tx− 1TKx∣∣∣
abs
≤ √n+ ‖K‖2
√
m,
which means 1T |XK |abs1 ≤ (√n+ ‖K‖2√m)2. Thus
‖∆Gi‖F1T (|XKˆi |abs + |XKˆi+1 |abs)1 < 1.
Then Q > In leads to
xT
(
AˆTi+1P˜i + P˜iAˆi+1
)
x < 0
for all x on the unit ball. So Kˆi+1 is stabilizing by the Lyapunov
criterion [25, Lemma 12.2].
By definition,
‖Kˆi+1‖F ≤ ‖Gˆ−1i,22‖F (1 + ‖BT P˜i‖F )
≤ ‖R−1‖F (1− ‖G−1i,22(Gˆi,22 −Gi,22)‖F )−1
× (1 + ‖BT P˜i‖F )
≤ 2‖R−1‖F (1 + ‖BT P˜i‖F ). (24)
where the second inequality comes from [24, Inequality (5.8.2)], and
the last inequality is due to (21). This completes the proof. 
Lemma 7. If
‖∆Gi‖F < (1 + i2)−1ai, i = 1, · · · , i¯, (25)
where ai is defined in Lemma 6, then
‖P˜i‖F ≤ 6‖P˜1‖F , ‖Kˆi‖F ≤ C0,
for i = 1, · · · , i¯, where
C0 = max
{
‖Kˆ1‖F , 2‖R−1‖F
(
1 + 6‖BT ‖F ‖P˜1‖F
)}
.
Proof. Inequality (23) yields
LAˆi+1(P˜i) + (Q+ Kˆ
T
i+1RKˆi+1)− 2,iI < 0. (26)
where
2,i = ‖∆Gi‖F1T (|XKˆi |abs + |XKˆi+1 |abs)1 < 1.
Inserting (7) into above inequality, and using (v) in Lemma 2, we
have
P˜i+1 < P˜i + 2,iL−1Aˆi+1(−I). (27)
With Q > In, (26) yields
LAˆi+1(P˜i) + (1− 2,i)I < 0.
Similar to (27), we have
L−1
Aˆi+1
(−I) < 1
1− 2,i P˜i. (28)
From (27) and (28), we obtain
P˜i+1 <
(
1 +
2,i
1− 2,i
)
P˜i.
By definition of 2,i and condition (25),
2,i
1− 2,i ≤
1
i2
, i = 1, · · · , i¯.
Then [26, Theorem 3] yields
P˜i ≤ 6P˜1, i = 1, · · · , i¯.
An application of (20) completes the proof. 
Now we are ready to prove Lemma 5.
Proof of Lemma 5. Consider Procedure 2 confined to the first i¯
iterations, where i¯ is a sufficiently large integer to be determined
later in this proof. Suppose
‖∆Gi‖F < bi¯ , 1
2(1 + i¯2)
(√
n+ C0
√
m
)−2
. (29)
Condition (29) implies condition (25). Thus Kˆi is stabilizing, Gˆ−1i,22
is invertible and P˜i ≤ 6‖P˜1‖F . By (7) we have
LAˆi+1(P˜i+1 − P˜i) = −Q− Kˆ
T
i+1RKˆi+1 − LAˆi+1(P˜i).
Letting Ei = Kˆi+1−R−1BT P˜i, the above equation can be rewritten
as
P˜i+1 = P˜i −N (P˜i) + L−1A(P˜i)(Ei), (30)
where N (P˜i) = L−1A(P˜i) ◦ R(P˜i), and
R(Y ) = Q+ATY + Y A− Y BR−1BTY,
Ei = −ETi REi + LBEi(P˜i+1 − P˜i).
Given Kˆ1, letMi¯ denote the set of all possible P˜i, generated by (30)
under condition (29). By definition, {Mj}∞j=1 is a nondecreasing
sequence of sets, i.e., M1 ⊂ M2 ⊂ · · · . Define M = ∪∞j=1Mj ,
7D = {P ∈ Sn | ‖P‖F ≤ 6‖P˜1‖F }. Then by Lemma 7 and Theorem
1, M⊂ D; M is compact; A(P ) is Hurwitz for any P ∈M.
Now we prove that for any P 1, P 2 ∈M, there exists a constant
L, such that
‖N (P 1)−N (P 2)‖F ≤ L‖P 1 − P 2‖F . (31)
In (iii) of Lemma 2, let X = A(P 1), X + ∆X = A(P 2), Z =
R(P 1), Z + ∆Z = R(P 2), Y = −N (P 1), Y + ∆Y = −N (P 2),
then, we have
‖∆Y ‖F ≤
√
n ‖∆Y ‖2
≤ √n (‖R(P 1)−R(P 2)‖2
+2‖A(P 1)−A(P 2)‖2‖N (P 2)‖2
) ‖H‖2
≤ √n
(
C1 + 2‖N (P 2)‖2‖BR−1BT ‖2
)
‖H‖2‖P 1 − P 2‖2
≤ √n
(
C1 + 2C2‖BR−1BT ‖2
)
‖H‖2‖P 1 − P 2‖2
≤ 6√n‖P˜1‖F
(
C1 + 2C2‖BR−1BT ‖2
)
‖P 1 − P 2‖2
≤ L‖P 1 − P 2‖F , (32)
where C1 is the Lipschitz constant of R(·) on compact set D. The
fourth inequality in (32) is because ofM∈ D, thus ‖N (P 2)‖2 ≤ C2
for some C2 > 0. For the fifth inequality in (32), by (ii) in Lemma
2
H = L−1A(P1)(−I) =
∫ ∞
0
eA
T (P1)teA(P
1)tdt.
By definition of the set M, there exist G1 and stabilizing control
gain K1 associated with P 1 ∈ M, such that H(G1,K1) = 0. So
for any x ∈ Rn,
xTR(Pi)x = min
K∈Rm×n
xTH(G1,K)x ≤ 0.
This implies
LA(P1)(P 1) ≤ −Q− P 1BR−1BTP 1 < −I.
An application of (v) in Lemma 2 to the above inequality leads to
H < P 1. Thus we have
‖H‖F ≤ 6‖P˜1‖F , ∀P 1 ∈M ⊂ D, (33)
which implies the fifth inequality in (32).
Define {Pk|i}∞k=0 as the sequence generated by (14) with P0|i =
P˜i. Similar to (30), we have
Pk+1|i = Pk|i −N (Pk|i), k ∈ Z+. (34)
By Theorem 1 and the fact thatM is compact, there exists k0 ∈ Z+,
such that
‖Pk0|i − P ∗‖F < δ0/2, ∀P0|i ∈M. (35)
Suppose
‖L−1A(P˜i+k)(Ei+k)‖F < µ, k = 0, · · · , i¯− i. (36)
We find an upper bound on ‖Pk|i − P˜i+k‖F . Notice that from (30)
and (34),
Pk|i = P0|i −
k−1∑
j=0
N (Pj|i)
P˜i+k = P˜i −
k−1∑
j=0
N (P˜i+j) +
k−1∑
j=0
L−1A(P˜i+j)(Ei+j).
Then (31) and (36) yield
‖Pk|i − P˜i+k‖F ≤ kµ+
k−1∑
j=0
L‖Pj|i − P˜i+j‖F .
An application of the Gronwall inequality [27, Theorem 4.1.1.] to
the above inequality implies
‖Pk|i − P˜i+k‖F ≤ kµ+ Lµ
k−1∑
j=0
j(1 + L)k−j−1. (37)
The error term in (30) satisfies∥∥∥L−1A(P˜i)(Ei)∥∥∥F =
∥∥∥∥∫ ∞
0
eA
T (P˜i)t ⊗ eA(P˜i)tdt vec (Ei)
∥∥∥∥
2
≤ C3‖Ei‖F , (38)
where C3 is a constant and the inequality is due to (33). Let i¯ > k0,
and k = k0, i = i¯ − k0 in (37). Then by condition (29), Lemma 7,
(36), and (37), there exists i0 ∈ Z+, i0 > k0, such that ‖Pk0 |¯i−k0 −
P˜i¯‖F < δ0/2, for all i¯ ≥ i0. Setting i = i¯− k0 in (35), the triangle
inequality yields P˜i¯ ∈ Bδ0(P ∗), for i¯ ≥ i0. Then in (29), choosing
i¯ ≥ i0 such that δ2 = bi¯ < min(γ−1(), δ1) completes the proof. 
D. Proof of Theorem 3
Let x = x˜, u = uˆ in (10), where x˜ denote the state trajectory of
system (1) when the input is uˆ and x(0) = xˆ(0). Since Q, R are
known, we have
Y˜i ,
[
svec(P˜i)
vec(K˜i+1)
]
= Θ(Kˆi)
†Ξ(Kˆi), (39)
where K˜i+1 = R−1BT P˜i and
Gˆi =
[
Q+AT Pˆi + PˆiA Kˆ
T
i+1R
RKˆi+1 R
]
.
Define Yˆi = [svecT (Pˆi), vecT (Kˆi+1)]T . It is easy to prove
‖∆Gi‖F ≤ γ1(‖Yˆi−Y˜i‖2), where γ1 ∈ K. Thus the proof amounts
to showing that there exists a c, such that
‖Yˆi − Y˜i‖2 < γ−11 (δ2), ∀‖w‖∞ < c, ∀i ∈ Z+, i > 0. (40)
By Corollary 1, ‖P˜i‖F < M0, ‖Kˆi‖F < M1 for some M1 > 0, if
‖∆Gi‖F < δ2. Let M = max(M0,M1), and define set
F = {K ∈ Rm×n|‖K‖F ≤M, ‖PK‖F ≤M,
(A−BK) is Hurwitz},
where PK = L−1A−BK(−Q − KTRK). Then to fulfill (40), it is
sufficient to prove
‖Θ(K)†Ξ(K)− Θˆ(K)†Ξˆ(K)‖2 < γ−11 (δ2), (41)
for all K ∈ F , and ‖w‖∞ < c.
By [11, Lemma 6], Θ(K) has full column rank for all K ∈ F .
By linear system theory [25],
‖[Ixx, Ixu]− [Ixˆxˆ, Ixˆuˆ]‖F < γ2(‖w‖∞), γ2 ∈ K. (42)
Then by continuity, and the fact that F is compact (otherwise
‖PK‖F ≤ M cannot be true), there exists c′ > 0 such that for
any ‖w‖∞ < c′ and any K ∈ F , Θˆ(K) has full column rank, and
‖Θ(K)‖2 > α1, ‖Θ(K)†Ξ(K)‖2 < α2,
κ(Θ(K)) < α3, κ(Θ(K))‖Θ(K)− Θˆ(K)‖2 < 0.5α1,
where α1, α2 and α3 are all positive finite constants, and κ(Θ(K))
is condition number of Θ(K). Then by [28, Theorem 1.4.6.], we
have
‖Θ(K)†Ξ(K)− Θˆ(K)†Ξˆ(K)‖2 < 2α3α−11 ×(
α2‖Θ(K)− Θˆ(K)‖F + ‖Ξ(K)− Ξˆ(K)‖F
)
,
for any K ∈ F . By (42), we can always choose a c < c′, such that
(41) is satisfied, which completes the proof.
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