Self-dual λφ 4 4 -quantum field theory on Moyal space at infinite noncommutativity was shown to be exactly solvable in terms of solutions of a singular integral equation and of a fixed point equation. The corresponding Schwinger functions in position space are bounded, symmetric and invariant under the full Euclidean group. The Schwinger 2-point function is reflection positive iff the diagonal matrix 2-point function is a Stieltjes function.
Introduction
The λφ 4 4 -quantum field theory model [1] on noncommutative Moyal space has surprising properties. Although being the analogue of the ordinary λφ 4 4 -model, it has vanishing β-function, which was (first perturbatively and after preliminary results in [2, 3] ) proved by an ingenious combination of Ward identities related to a U(∞)-symmetry with SchwingerDyson equations [4] . This method was extended in [5] to obtain a closed equation for the 2-point function of this model.
In our previous work [6] we have vastly extended the ideas of [5] in two directions. We showed that Ward identity and reality lead to an exact solution of the quartic matrix model 
in terms of the solution of a non-linear equation. Here E represents an unbounded selfadjoint positive operator with compact resolvent, generalising the Laplacian, and J is a test function operator used to generate the correlation functions. Higher correlation functions are given by purely algebraic recursion formulae in terms of the eigenvalues of E and the solution of the non-linear equation for the 2-point function. We proved that any renormalisable quartic matrix model has vanishing β-function. The second extension achieved in [6] concerns the application to the noncommutative λφ 4 4 -model [1] in the limit of extreme noncommutativity θ → ∞. We observed that the non-linear equation for the 2-point function can be split into a linear singular integral equation of Carleman type [7, 8] for the difference to the boundary and a resulting fixed-point problem
for the boundary 2-point function G 0b which (for λ ≥ 0) has a solution by the Schauder fixed point theorem. Here H Λ p denotes the finite Hilbert transform over the interval ]0, Λ 2 [. In recent work [9] we showed that the correlation function of [6] lead to Schwinger functions for a scalar field on R 4 which satisfy the easy Osterwalder-Schrader [10, 11] axioms (OS0) growth conditions, (OS3) permutation symmetry and, surprisingly for a highly noncommutative model, (OS1) Euclidean invariance. We further proved that (OS2) reflection positivity of the Schwinger 2-point function is equivalent to the requirement that the diagonal matrix 2-point function is a Stieltjes function [12] .
A simple perturbative argument shows that reflection positivity does not hold for λ > 0 [9] . Looking closer at the possibility of λ < 0 we noticed that key formulae proved in [6] are only correct for λ > 0. In sec. 2 of this paper we carefully repeat this analysis for either sign of λ. As by-product we clarify the freedom resulting from the non-trivial solution of the homogeneous Carleman equation [8] which was left as an open problem in [6] . We prove the (lucky!) result that for λ < 0 (which could possibly be reflection positive) the Carleman equation has a unique solution, whereas for the less interesting case λ > 0 (no reflection positivity) there is a considerable freedom.
A first hint about reflection positivity can be obtained from a computer simulation of the equations. Widder's criteria for Stieltjes functions [12] need derivatives of arbitrarily high order, which is impossible for a discrete approximation of the equation. We therefore derive in sec. 3 an integral formula for arbitrary partial derivatives of the 2-point function.
In sec. 4 we present first results of a numerical simulation of this model using Mathematica T M . The source code is given in the appendix. Starting point is the fixed point equation (2) for the boundary 2-point function. We view G 0b as a piecewise-linear function and (2) as recursive definition of a sequence {G i 0b } i . We convince ourselves that this sequence converges in Lipschitz norm. For given λ, a sufficiently precise G i 0b is then used to compute characterising data of the model. In this way we find clear evidence for a phase transition at λ c ≈ −0.39 where the function
of λ is discontinuous. Within numerical error bounds we have 1 G 0b ≡ 1 for 0 ≤ b < b λ and λ < λ c , which would imply that higher correlation functions do not exist for λ < λ c . For λ > 0 we confirm an inconsistency due to neglecting the freedom with the homogeneous Carleman equation. This leaves the region [λ c , 0] as the only interesting phase, and precisely here we seem to have reflection positivity for the 2-point function. Of course, a discrete approximation by piecewise-linear functions cannot be Stieltjes. We show that the order where the Stieltjes property fails increases significantly when the approximation is refined; and this refinement slows down exactly at the same value λ c ≈ −0.39. We view this as overwhelming support for the conjecture that the boundary and diagonal 2-point functions G 0b and G aa , respectively, are Stieltjes functions. Together with [9] this would imply reflection positivity of the Schwinger 2-point function.
The 2-point revisited
We have shown in [6] that the function D ab := a 
where
denotes the finite Hilbert transform over the interval ]0, Λ 2 [. The solution theory for such an equation over the interval ]−1, 1[ was developed in Tricomi's book [8] . Transforming the formulae given in [8] 
where C, C ′ are arbitrary constants and the angle ϑ is defined as ϑ(a) = arctan [0, π] λπ h (a) , sin(ϑ(a)) = |λπ| (h(a)) 2 + (λπ) 2 , cos(ϑ(a)) = sin(ϑ(a)) tan(ϑ (a) ) . 
This angle obeys the identities
The relation * = between (6a) and (6b) follows from e
and consequently
This means that if
) is integrable, (6a) and (6b) are equivalent with C = C ′ − 1 π Λ 2 0 dp F (p). The constants C, C ′ are possibly restricted by normalisation conditions which could prefer (6a) or (6b).
In [6] we have studied the solution of (3) using (6b) under the assumption C ′ = 0. In the meantime we noticed that for λ < 0 the normalisation conditions do not permit the step from (6a) to (6b). We carefully repeat the solution of (3) based on (6a) and (6b) where C, C ′ are taken into account:
Since b is merely a parameter for the function h in the Carleman equation, the constants C, C ′ are actually functions
. The starting point for the solution of (8a) or (8b) is the observation [6] that (8c) is, for b = 0, also a Carleman-type singular integral equation
with solution
Writing sin(ϑ 0 (•)) = sin(π−ϑ 0 (•)) and cos
In (10b) we use rational fraction expansion [6] to obtain
We have ϑ 0 (0) = 0 for λ > 0 and ϑ 0 (0) = π for λ < 0, hence cos ϑ 0 (0) = sign(λ), so that the two formulae (10a) and (10b) lead to
Both lines are formally equivalent, but they rely on the existence of
. For given λ, this turns out to be the case only for one of the equations. From (8c) one concludes lim p→0 ϑ 0 (p) = 0 for λ ≥ 0 π for λ < 0 . Consequently, e
−→ 0, which means that (11b) reduces for λ < 0 to (11a) after undoing the (incorrect) step fromC λ,Λ 2 to C λ,Λ 2 . Similarly,
= 0, so that (11a) is only consistent with λ < 0. These results can be summarised as follows:
where C λ,Λ 2 is an arbitrary constant.
Let us introduce the new angle function
We have τ b (0) = 0 independent of the sign of λ, and Lemma 2 can be written in the unified from
In the next step we use the result of Lemma 2 to explicitly compute
D ab with D ab given by (8a) and (8b), respectively. A key is the addition theorem
obtained by insertion of (8c) into cot ϑ b (a) − cot ϑ d (a). For λ < 0 we thus have
0 dp e
. We have used (7b) and standard trigonometric addition theorems to arrive at the last line of (16a).
For λ > 0 we combine (8b) with (12b) to obtain
To obtain the last line we have used both (7b) and (7c). The prefactor of 1 +
vanishes by trigonometric addition theorems. For b = 0 the final formula must coincide with (12b) which imposes
, where f λ,Λ is an arbitrary function with lim b→0 bf λ,Λ (b) = 0.
We can summarise (16a) and (16b) and the corresponding discussion of the limit a → 0 in terms of the angle function τ b (a) as follows:
Proposition 3
In terms of the function τ b (a) of the boundary 2-point function G a0 as given in (13) , the full 2-point function is given by
where C λ,Λ 2 is an arbitrary constant and f λ,Λ 2 an arbitrary function with lim b→0 bf λ,Λ (b) = 0.
This Proposition fills a gap in [6] . We knew that the freedom parametrised by constants C, C ′ in the Carleman solution in Proposition 1 will influence the 2-point function, but we ignored this possibility in [6, Assumption 4.2] . Proposition 3 tells us that this Assumption is justified for λ < 0 provided that the angle function is suitably reflected ϑ b (a) → τ b (a) for λ < 0 so that it vanishes at a = 0. This vanishing at 0 was used in the perturbative expansion [6, Appendix B] which agreed with a Feynman graph calculation. In terms of τ b (a), agreement with the Feynman graph expansions shows that C λ,Λ 2 and f λ,Λ 2 are zero in perturbation theory. If these happen to be not identically zero (as we show by a numerical simulation), these must be flat functions of λ, i.e. all derivatives of C λ,Λ 2 , f λ,Λ 2 with respect to λ vanish at λ = 0. This suggest a phase transition of infinite order
The limit a → 0 of (17) reads
Always for λ < 0 and for λ > 0 in a region (if existent) where f λ,Λ 2 = 0 we can use the symmetry requirement G ab = G ba , in particular G 0b = G b0 , to turn (18) into a fixed point problem. The key step consists in using G 0b = G b0 to reinterpret (13) as
Inserted into (18) we obtain the fixed point equation [6, eq. (4.37)] for G 0b ,
This formula holds independently of the sign of λ, and in this way we rigorously confirm [6, eq. (4.37)] for λ < 0. For λ > 0 but f λ,Λ 2 = 0, we can still use (20) to define G 0b , and the symmetry condition G 0a = G a0 is actually an equation for the constant C λ,Λ 2 :
If this is not a constant function of a, then the assumption f λ,Λ 2 = 0 was wrong.
3 Integral formulae for the derivative
Stieltjes functions
In [9] we have identified a limit in which the matrix correlation functions constructed in [6] converge to (connected) Schwinger functions in position space:
Here, µ defines the mass scale so that (22) only involves densities, and 1
is the finite wavefunction renormalisation. These Schwinger functions satisfy the Osterwalder-Schrader [11] axioms (OS3) permutation symmetry for trivial reasons but also (OS1) Euclidean invariance, which is highly surprising for a field theory on noncommutative Moyal space. The axiom (OS4) clustering is not satisfied, but also not strictly required.
In this section we prove integral equations for the partial derivatives
of the matrix 2-point function (17) assuming C λ,Λ 2 = f λ,Λ 2 = 0 (which is the case for λ < 0). On one hand this establishes explicit factorial growth
Bounds on C nℓ are left for future work, but already at this point a bound of the type
α is plausible. Together with the recursion formulae for higher correlation functions [6] , such bounds would be enough to prove the axiom (OS0) growth conditions.
In this paper we focus on another application of integral formulae for
. We have shown in [9] that the Schwinger 2-point functions satisfies the axiom (OS2) reflection positivity iff the diagonal matrix 2-point function a → G aa is a Stieltjes function, i.e.
for some positive non-decreasing function ρ. This is essentially a consequence of the Källén-Lehmann spectral representation. Stieltjes functions form an important subclass of the class C of completely monotonic functions. We refer to [14] for an overview about completely monotonic functions and their relations to other important classes of functions. The class C characterises the positive definite functions on R + , i.e. for any x 1 , . . . , x n ≥ 0 the matrix a ij = f (x i + x j ), with f ∈ C, is positive (semi-)definite. A function f : R + → R is positive definite, bounded and continuous if and only if it is the Laplace transform of a positive finite measure,
. This representation provides a unique analytic continuation of such functions to the half space Re(z) > 0. Remarkably, such analyticity is a consequence of the purely real conditions (−1) n f (n) (x) ≥ 0 for all n ∈ N and x > 0. The Stieltjes integral (23) provides a unique analytic continuation of a Stieltjes function to the cut plane C \ ]−∞, 0[. Remarkably again, this analyticity can be tested by purely real conditions identified by Widder [12] : A smooth non-negative function f on
If Widder's criterion is satisfied, the sequence {L n,t [f (•)]} converges for n → ∞ in distributional sense and almost everywhere to the measure function of the Stieltjes transform,
Derivatives of the 2-point function
In [15] we have given first results on L n,t [G •• ] based on numerically obtained interpolations and n ≤ 4. For larger n this method becomes too noisy so that integral formulae for derivatives of G ab become indispensable. We start from (17) which we write for C λ,Λ 2 = f λ,Λ 2 (b), which is always the case for λ < 0, as
Here (19) has been used. For these functions A, L one has
Lemma 4 The functions A, L introduced in (26) have the following (k ≥ 1)-fold derivatives:
Proof. An elementary calculation yields
The assertion follows from the identities [16] 
The derivative G (n)
will be traced back to
This is achieved by Faà di Bruno's formula, i.e. the higher order analogue of the chain rule:
where the Y n,k (also denoted B n,k ) are the Bell polynomials [17]
. (30) For n ≥ 1 the summation over k actually starts with k = 1 because Y n,0 = 0 for n ≥ 1. In many cases it will be useful to include in (29) the case n = 0 via the convention Y 0,0 = 1.
In a first step we have
Since
, Lemma 4 and (29) yield for (26)
For a = 0 we obtain with lim a→0 τ b (a) = 0 and lim a→0
The asymptotic similarity of the functions G aa and G 0a (see Section 4) lets us conjecture that a → G aa is Stieltjes iff b → G 0b is Stieltjes. Stieltjes functions are logarithmically completely monotonic [14] , i.e.
Therefore, necessary for b → G 0b being a Stieltjes function is (−1)
In particular, Y 1 =: Y is the finite wavefunction renormalisation defined in [6] . Differentiation of the Hilbert transform (4) leads after integration by parts to
The two equations (36a) and (36b) are equivalent, but in the numerical simulation one of them is preferred. We can only use (36a) for higher derivatives as long as f (k) (0) exists. Such existence could rely on cancellations which are numerically not guaranteed; we would prefer (36b) in these cases. The same method as employed in (36b),
, leads to the following generalisation of (36b):
Homogeneous contribution of f (k) (Λ 2 ) are then collected to
Alternatively, we can use (36a) for the first derivative and (37a) for higher derivatives:
This version is particularly useful if f (0) = 0. Next we provide an equation for derivatives of cot τ b (a), with τ b (a) defined by (19) and not (13) . This distinction is crucial because the numerical simulation is based on (20) which itself relies on (19) . In a first step we need
Using (37a) we obtain for the derivatives of cot τ b (a) the formula
We prefer here (37a) to (37c) because the latter leads to Hilbert transforms
Although both results must agree, the increased exponent λπa 2 compared with λπa might lead in numerical simulations to larger errors 2 . According to (32a) and (37), a-derivatives of
involve the functions
In the third line Faà di Bruno and the definition (39) have been used. To obtain the last equation we have reinserted Lemma 4 and used the homogeneity properties of the Bell polynomials. For m ≥ 1 the second sum actually restricts to k ≥ 1. Formula (40a)
2 At this point a remark on the limit Λ 2 → ∞ is in order. Of course lim Λ 2 →∞ cot τ b (a) is expected to exist, and its derivatives should reproduce the limit Λ 2 → ∞ of (39) as a whole. But there is no reason to assume that all individual terms in (39) converge for Λ 2 → ∞.
extends to the case (n=0, ℓ≥1) where it reproduces
times the function under the Hilbert transform in (32b). For (n≥1, ℓ=0) only the terms with m = n survive (which forces k ≥ 1), and (n=0, ℓ=0) is easily included:
In complete analogy one finds for ℓ ≥ 1 and any n
whereas for ℓ = 0, n ≥ 1 one has
These formulae are inserted into the a-derivatives of (32a), however with a smaller cut-off Λ →Λ < Λ. The reason is the singularity of C n b (a) at a = Λ 2 , which excludes the values at Λ 2 in (37c). Since we have A (n,ℓ) (0, b) = 0, we can use (36a) for n = 1 and (37c) for n ≥ 2 to obtain:
We prefer here (37c) to (37a) in order to make explicit that (42) vanishes for a = 0. We only rely on cancellations giving L (n,ℓ) (0, b) = 0 (we prove this in Appendix B, together with the related computation of lim a→0
) but not on cancellations under the Hilbert transform which numerically are not guaranteed. We thus conclude that Widder's operators L n,t [G •• ] defined by (24) vanish at t = 0. Finally we remark that the case ℓ = 0 of (42) should be the symmetric partner to (32b). This would imply that
vanishes to n th order in a = 0. The proof relies on subtle cancellations which cannot be expected for the numerical result.
We have thus established:
The occurring functions (−a)
is eventually expressed in terms of the fixed point solution G 0b of (20) .
Proof. (43a) is an obvious rewriting of (24), and (43b) is Faà di Bruno applied to G aa = exp(log(G aa )) together with homogeneity properties of the Bell polynomials (30). Finally, (43c) follows from (28) taken at b → a together with (42) and insertion of (40) and (41).
Numerical results
We use the computer algebra system Mathematica T M for a numerical approximation of the two-point function. We need no sophisticated tools of Mathematica T M ; everything boils down to standard manipulations of arrays and basic mathematical functions exp, log, √ , arctan, sin, cos, +, −, ×, ÷. We provide in Appendix A the source code, together with additional explanations, of our implementation so that the reader can check and adapt our calculation or reimplement it in other computer languages. We do not claim that our code is optimal, and we do not provide any error handling.
In this section we summarise the main results of this numerical implementation:
1. The fixed point equation (20) satisfies (numerically) the assumptions of the Banach fixed point theorem for any λ ∈ R. We can thus compute G 0b and hence, in principle, all correlation functions and Widder's operators L n,t [G •• ] with sufficient precision. 2. For λ > 0, neglecting C λ,Λ 2 and f λ,Λ 2 in (17) is not justified. At the moment we see no possibility to improve this situation for λ > 0. 3. For λ < 0 everything is consistent within small numerical error bounds. The symmetry G ab = G ba is confirmed. The derivative dY dλ of the finite wavefunction renormalisation Y = Y 1 is discontinuous at some critical (negative) coupling constant λ c ≈ −0.39, which we interpret as a phase transition at λ c . Whereas the phase λ c < λ ≤ 0 has good properties, we have Y = −1 within small error bounds for λ < λ c . This implies that higher correlation functions loose their meaning in the phase λ < λ c . 4. The Stieltjes property of the diagonal 2-point function, equivalent to reflection positivity of the Schwinger 2-point function [9] , is excluded outside the window [λ c , 0]. We have good reasons to assume that the Stieltjes property holds for λ c < λ ≤ 0, but this needs further verification.
Convergence of the iteration for
The fixed point equation (20) defines an operator T via G 0b = (T G)(b). We have shown in [6] that T satisfies for λ > 0 the assumptions of the Schauder fixed point theorem. We show in [13] that (T 1)(b) = 1 for λ < 0 and (T 1)(b) = 1 1+b
for λ ≥ 0. Here we test numerically the conjecture that T also satisfies the assumptions of the Banach fixed point theorem. This would imply that starting from an arbitrary initial function G 0 ∈ K in a closed subset of a Banach space, the iteration G i+1 := T G i converges to the fixed point solution G = T G = lim i→∞ G i . It would be most natural to take the Banach space C 1 0 (R + ) of differentiable functions vanishing at ∞ as in [6] . A good numerical substitute is the Banach space
. We approximate G 0b by a piecewise linear function (which is Lipschitz) determined by its corner values at
After initialisation of these sample points in 3 In [7] we compute the corner values of G 0b by an iteration In [8] . In table 1 we study for λ = 1 π the dependence In [7] of G 0b and G aa on the parameters Λ 2 = co, L = len and infty of the Mathematica T M -implementation. Typical numerical results for len=10^4, co=10^7 are visualised in fig. 1 . We observe:
• The convergence of the iteration
is remarkably good for any cutoff co=Λ 2 . Each iteration step for various cut-offs co and resolutions len. in numerical approximation i=20, co=10^7, len=10^4. The noise in G aa appears near 1/infty, hence much beyond the asymmetry AbsAsm.
reduces the norm error by a factor bigger than 2.
• If the cut-off co=Λ 2 is too small, then the absolute asymmetry AbsAsm = sup 0≤a<b<Λ 2 |G ab − G ba | is governed by boundary effects at b ≈ Λ 2 . For larger cutoff the largest asymmetry is located where a, b ≈ 0 because G ab is largest there. The asymmetry is reduced if more sample points (increased len=L, see len=10^4 versus len=10^3 at co=10^7) are included. The computation time of our algorithm grows at least quadratically in len so that len>>10^4 is not feasible. The relative asymmetry turns out large near the boundary. We address this problem in sec. 4.2.
• The numerical choice of infty for ∞ = lim ǫ→0 log a 2 −a 1 ǫ has no influence. For
| is of the order 10 −14 . We nevertheless keep 1/infty of the same order as G 0,co .
• The cut-off 2-point function G 0a (Λ 2 ) is pointwise convergent for Λ → ∞.
• Previous numerical simulations in the preprint arXiv:1205.0465v1 of [6] had suggested an asymptotic behaviour G 0a ∝ 1 (1+a) 1+λ , i.e. log G 0a ∝ −(1 + λ) log(1 + a) is linear. The corresponding fits of log G 0,exp(x)−1 to a line A + Bx and of log G exp(x)−1,exp(x)−1 to a line C + Dx are also indicated in table 1. We thus confirm that the slope actually decreases with the cut-off without any hint of convergence.
• As shown in fig. 1 there is clear evidence that G 0a and G aa have the same asymptotic behaviour for a → ∞. The previously conjectured asymptotics holds without any doubt in form of inequalities
This is enough to state that the function a → G aa is for λ > 0 not a Stieltjes function. The results of [9] then imply that the corresponding Euclidean quantum field theory does not have an analytic continuation to a Wightman theory for λ > 0.
Varying λ > 0: Inconsistency
Next we study the dependence of G 0b and G aa on λ ≥ 0. We notice that the convergence rate of the iteration i→i+1 is highly sensitive to λ. The results are given in table 2. We notice a sudden increase of the absolute asymmetry AbsAsm = sup 
co=10^7, len=2000, infty=10^(10) . We show on the left of fig. 2 the absolute and relative asymmetry in a logarithmic scale and on the right of fig. 2 the relative asymmetry in a linear scale, including the results for λ < 0 obtained in sec. 4.3. The plot of the relative asymmetry identifies three clearly different regions in λ: For λ < 0 the function G ab is symmetric up to small discretisation errors of a few percent. For 0 < λ < 0.7 π we have some 40% asymmetry, whereas for larger λ the asymmetry strongly increases to nearly 100% for λ > where the relative asymmetry nearly reaches 100% also shows a 4 Interestingly, this value coincides with slowest convergence of the iteration. The phase transition at λ c ≈ −
1.24
π identified in the next subsection also coincides with slowest convergence rate for λ < 0. log G aa log G aa log G a0 log G a0 and moves into [0, 10 7 ] for larger λ. This observation lets us conjecture that the entire region λ > 0 shows a critical value of a where the slope of log(1 + a) → log G aa decreases by 1. We tend to think that as λ increases from 0 to 1.0 π , the decrease of slope becomes more and more visible and hence induces the jump of the relative asymmetry to nearly 100% in the region 0.6 π < λ < 1.0 π . There remains this background relative asymmetry of ≈ 40% which is not explained by the decrease of slope. We trace this back to f λ,Λ 2 = 0 in (17) by the following investigation:
The decreased slope by 1 is naturally interpreted as missing factor 1 +
. We derive in (21) the formula for C λ,Λ 2 under the assumption f λ,Λ 2 (b) = 0. This formula is implemented in In [11] . Necessary for validity of f λ,Λ 2 (b) = 0 is that ClL[lis , hilb , 150 ≤ a ≤ exp(14) ≈ 1.2 × 10 6 . For larger a the noise is too large, whereas for small a together with smaller λ there is a clear discrepancy. We see this as indication that also the assumption f λ,Λ 2 = 0 is not justified for λ > 0.
Varying λ ≤ 0: Consistency and evidence for phase transition
Next we study the dependence of G 0b and G aa on λ ≤ 0. As before we start with G table 3 for L = 2000 sample points. We remark that convergence of the iteration was by no means clear and that the Schauder existence proof [6] of the solution of G = T G is only valid for λ ≥ 0. We show in [13] that G and G 0 0b = 1 is enough to drive the iteration away from 1 and into another fixed point solution G ∞ 0b = 1. We find a monotonic convergence of {G i } for i sufficiently large, whereas for λ > 0 there was always an alternating convergence
(for i either even or odd). We notice that the relative asymmetry is roughly constant at a few percent and thus much smaller than for λ > 0 (see fig. 2 ). This is a clear signal that the sector λ > 0 is affected by the undetermined quantities C λ,Λ 2 and f λ,Λ 2 (b) of (17) whereas the sector λ < 0 is completely determined.
The most striking observation is the behaviour of the finite wavefunction renormalisation Y = Y 1 which determines log G 0a log G aa λ = 2.5 π Figure 7 : Plot of log G 0a (red) and log G aa (blue) as function of log(1 + a) for λ < λ c .
the point Y(λ 0 ) = −1 for which we find λ 0 ≈ − 1.432 π ≈ −0.455. At λ 0 all higher correlation functions, in particular λ eff become singular 5 . It came as surprise to us that the iteration is still convergent for λ < λ 0 . Even more surprising is that Y(λ) ≈ Y(λ 0 ) = −1 stays roughly constant for λ < λ 0 . In fact, within the reliability bound given by the relative asymmetry of 5% we can regard Y(λ) = −1 for all λ ≤ λ c . This is also supported by fig. 7 which shows plots of both G 0a , G aa over a for λ > λ c . We notice that both G 0a , G aa and in fact also G ab all equal 1 within the reliability bound of 5% for 0 ≤ a, b ≤ A(λ). In other words, the exact solution G 0b = 1 studied in [13] becomes stable for b ∈ [0, A(λ)]. The end point A(λ) = sup{b : G 0b = 1} serves as an order parameter: We have A(λ) = 0 in the phase λ c < λ ≤ 0 and A(λ) > 0 for λ < λ c .
For some values of λ we have computed G 0b at finer resolution, see table 4. We notice a considerable improvement of the asymmetry 6 , whereas G 0b , Y and λ ef f are nearly independent of L.
The Stieltjes property of the 2-point function
Necessary for reflection positivity is that a → G aa is a Stieltjes function [9] , which by [12] is equivalent to L n,t [G •• ] ≥ 0 for all n, t. These functions (24) are implemented in In [12] using an interpolation method. We have shown results for several values of λ < 0 in [15, Fig. 3 ]. These interpolation results allowed to exclude the Stieltjes property for λ < − Table 4 : The fixed point solution G 0b of (20) for λ ≤ 0 for various resolutions len= L. Finer resolutions provide a significant decrease of asymmetry. The iteration for len=2000 starts with G 0 0b = 1, whereas for len=10000 and len=40000 we start with G 0 0b given by an interpolation of the previous G i 0b at len=2000 and len=10000, respectively.
in Appendix A are affected by systematic discretisation errors. These errors are unavoidable. The Stieltjes property or the (weaker but better accessible) complete monotonicity property encode a strong form of analyticity in the cut plane C \ ]−∞, 0] or the half space Re(z) > 0, respectively. A piecewise-linear approximation cannot share such properties. But because we test the decisive properties by integral formulae, we expect that at finer resolution L and larger cut-off Λ 2 we recover more and more the true behaviour of the solution. Our numerical results confirm this expectation and thus provide strong support, albeit no proof, of the following We first provide some checks for the correctness of Proposition 5 and its implementation. We show in fig. 8 for the function C n 0 (a) defined in (39) a comparison between the numerical differentiation of cot τ 0 (a) and the integral formula. In fig. 9 we compare for the function insertion of (40)). For small a this function should be independent of the cut-offΛ. We confirm in table 5 that, as long asΛ 2 ≫ a and up to boundary artifacts forΛ 2 = Λ 2 , the function A (n,ℓ) is indeed independent ofΛ 2 . We use this independence in order to take a comparably low value K = 1200, corresponding to 1 +Λ 2 = (1 +Λ 2 ) 3 5 , for our simulation in order to save computing time.
The strongest support for Conjecture 6 comes from the observation that the critical indices
n (log G 0b ) (n) < 0 for some b} where logarithmically complete monotonicity of G 0b fails,
0b < 0 for some b} where complete monotonicity of G 0b fails, satisfy for all tested values of L and λ the following relations:
Our results are given (together with n S discussed below) in table 6. The computation of n L0 is fast and therefore to perform to large values. We can then look at (−1) n (log G 0b ) n for n ∈ {n L0 , n L0 − 1} and notice that the first wrong sign always arises for b = 0. The computation of n C involves via the Bell polynomials Y n,k a sum over all partitions of n. For n 80 this cannot be done anymore in reasonable time. For the same reason we can only test n S 0 40. The relation n C ≥ n L is clear by definition. But n S 0 and n C are, a priori, uncorrelated because a typical completely monotonic function has no reason to be Stieltjes. The observed relation n S 0 ≥ n C + 1 is therefore extremely strong support for the claim that a completely monotonic solution of (20) is automatically Stieltjes for λ c < λ ≤ 0. Together with the observed dependence of 1
on n, shown for selected values of λ and L in fig. 10 , we have overwhelming support for the assertion that the exact solution G 0b of (20) is a Stieltjes function for λ c < λ ≤ 0. Near the critical coupling constant λ c the improvement at higher resolution L slows down. In agreement with previous considerations on the discontinuity of dY dλ we confirm that λ = − 1.22 π ≈ −0.388 is already very close to λ c , which we would define as the critical value where a finite n L (∞) remains. The curves in fig. 10 suggest that for 0 ≤ b ≤ 1 one has a power series representation
Our main interest is the diagonal 2-point function G aa . Due to much larger numerical errors we can only give qualitative results. For instance, the value n If we apply such strict criteria to G aa then G aa fails to be logarithmically completely monotonic already at very low n. As we describe below, there are clear hints that these wrong signs are due to noise and systematic discretisation errors. The values of n S in Table 6 do not reflect its strict definition but show the critical index where the curve L n,t (G •• ) becomes "visibly" negative for some t. Fig. 11 shows these curves for typical values of λ and n. We notice that for 0 ≤ t < t 0 (λ), the sequence L n,t [G •• ] converges to zero (which reflects a mass gap). Any small noise of the zero function produces values < 0. Therefore we discard the interval [0, t 0 ] from our definition of n S ,
In this way we require a certain amount of oscillation for a violation of the Stieltjes property. For n ≥ 12 and L = 2000 the noise is so large that we even violate the coarse condition. For −1.22 ≤ λπ ≤ −1.15 and L = 2000 the plots of L n,t (G • •) become coarsely negative before the noise sets in. We are convinced that also these visible oscillations are discretisation artifacts. In fig. 12 we show that for small |λ| there is excellent agreement between the interpolation formula and the integral formula of L n,t [G •• ]. For larger |λ|, as shown in fig. 13 , we notice a severe discrepancy which by far exceeds our typical reliability 
Figure 10: Plots of
as function of n for various resolutions L. The boundary 2-point function G 0b is logarithmically completely monotonic if these curves are positive for all n. The discretisations fail this property at a critical index n L0 (L).
region of 5%. We think that for smaller |λ| this discrepancy is still present in L n,a [G (46)) where the Stieltjes property is lost increases only from n c = 5 at L = 2000 to n c = 6 at L = 10000, the curves differ dramatically. Fig. 15 is the analogue of the first row in fig. 11 for the resolution L = 10000. For λπ = −1.15 we have up to n = 10 no hint of a visible oscillation, whereas for L = 2000 we had a failure already at n S = 8. All this is overwhelming support for the conjecture that for the exact solution of the master equation (i.e. L → ∞) the critical index n S diverges for λ c < λ ≤ 0. In order to define a Stieltjes function, L n,t has to be nonnegative for all n and t. For n ≥ 12 there is too much noise to be conclusive. At λπ ∈ {−1.20, −1.15} the curves turn negative, but also these oscillations are possibly discretisation artifacts. 
Conclusions
In summary, we are convinced that Conjecture 6 is true. A proof is impossible by numerical methods, but the simulations gave us a clear strategy how to proceed. One should first prove that the fixed point equation (20) has for λ < 0 a unique stable solution G 0b (in addition to the unstable solution G 0b = 1 found in [13] These are given by algebraic recursion formulae [6] if one of the cycles a i . . . a i consists of ≥ 4 indices, but solve their own linear singular integral equations 7 if all cycles have length 2. A representation of G 0b as a Stieltjes transform will help to control positivity of these solutions, but there is no guarantee that this is enough. It might be necessary to have an explicit formula for G 0b in terms of known functions. We therefore started in [13] to evaluate the fixed point map T , defined by viewing (20) as an equation
, on simple functions. In simple cases we succeeded to evaluate this map using the residue theorem. We hope that a refinement of these techniques can provide an explicit solution for G 0b .
Suppose that all this leads to a proof of reflection positivity for the family (22) of Schwinger functions. The Osterwalder-Schrader theorem [11] then reconstructs Wightman functions of a relativistic quantum field theory [18] . The final problem is then to decide between triviality or non-triviality of the model. Because of absent momentum transfer (22), anything richer than an S-matrix which is a pure phase S = e iα cannot be expected. This would correspond to a four-dimensional analogue of models with factorised S-matrix in two dimensions [19, 20] . But even such a simple S-matrix is outside the scope of any other four-dimensional quantum field theory we know of. This provides enough motivation to proceed.
A Implementation in Mathematica
T M
A.1 Main definitions
We view G 0a as linear interpolation between an increasing sequence of sample points x k for k = 1, . . . L + 1, with x 1 = 0 and x L+1 = Λ 2 . We let
. This is a Lipschitz-continuous function so that the Hilbert transform exists pointwise [21] . For s ∈ [x k , x k+1 ] we have G 0s :=
. We are only interested in the Hilbert transform at sample points x n :
We assume the sample points {x k } given as list xi of length L+1 =len+1 with We set both
to the number infty. We usually have lng=len = L; only later for the Stieltjes property we need another cut-off. The next step is to implement the angle function (8c). We assume that {G 0x k } and {H The function CorrAT moves the branch of the arctan into the interval [0, π]. Always for λ < 0 and under the assumption f λ,Λ 2 (b) = 0 also for λ > 0, the equation (18) In principle we could spell out the Hilbert transform in (18) as an integral to obtain the master equation (20) . Depending on the numerical implementation of the integration there is then the danger to violate the identity Gfull[lis, hilb, xi, 1, b]= Gout[lis, hilb, xi, b]. We therefore prefer (18) to (20) . The result of G xax b for x a close to Λ 2 can become smaller than the minimal positive machine number so that we turn off the corresponding error message via Quiet. We also need a few functions to control the convergence and the quality of our discrete approximation. We define supremum norm, Lipschitz seminorm, the absolute asymmetry sup a,b |G xax b − G x b xa | and the relative asymmetry sup a,b We set imax to a sufficiently large number but actually stop here at i=20. During the iteration we print out several parameters to control the quality. We notice that both supremum norm and Lipschitz seminorm improve (for λ = 1 π ) by a factor > 3 in the step from i to i+1. This is strong support for norm convergence of the iteration. We also list the approximation of G 0b for b = 100 (kept fixed when varying Λ 2 ) and b = Λ 2 . The first value is to check the pointwise convergence of G 0b as Λ → ∞. The second value affects the absolute asymmetry if Λ is chosen too small. The asymmetry is tested with the function AbsAsm for various ranges of parameters. We plot the functions G 0b and G aa in double logarithmic coordinates:
In [9 These functions are decreasing and approximately linear (see fig. 1 ). The diagonal function G aa shows boundary artifacts which we cut off by len-40. We fit log G 0,exp(x)−1 to a line A + Bx and log G exp(x)−1,exp(x)−1 to a line C + Dx:
In [10] For λ > 0 the general theory leads to undetermined parameters C λ,Λ 2 and f λ,Λ 2 (b) in the formula (17) for the 2-point function. In a first step we assume f λ,Λ 2 (b) = 0 so that the fixed point equation (20) 
A.3 The Stieltjes property
For a first impression we implement Widder's operators L n,t defined in (24) for n ≥ 1 via an interpolation formula The discrete list of G aa is interpolated by a polynomial of degree 2n. Clearly, this is only reliable for small n. We have given typical results in [15, Fig. 3 ].
The implementation of the integral formula for L n,t starts with the formula (33) for the derivatives (log G 0b ) (ℓ) :
In Repeating these arguments for (40b) we find that (B.3) also holds for ℓ = 0.
