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A thought experiment is described involving a series of events triggered by a transmitter and
observed by a receiver experiencing a relativistic time dilation. This is seen as a communication
problem in which the events’ timings are selected by the transmitter, and the receiver is required
to recover them perfectly regardless of the relative speed of the two frames of reference. It is shown
that the largest proportion of the space of all allowed signals consisting of k events, that can possess
the property of any two signals being distinguishable, equals ζ(k)−1, where ζ is the Riemann zeta
function.
INTRODUCTION
Model description. Consider the following model
capturing information transmission in a relativistic set-
ting. The transmitter triggers k events which are then
observed by the receiver moving at a constant velocity
v with respect to the transmitter. The relative veloc-
ity v is not a priori known by either party. The events
are triggered at moments t˜1, t˜2, . . . , t˜k, selected from the
set of integers {1, 2, . . . , N} according to the transmit-
ter’s clock, i.e., t˜i ∈ {1, 2, . . . , N}, 1 6 t˜1 < t˜2 < · · · <
t˜k 6 N , and they are detected by the receiver at mo-
ments γt˜1, γt˜2, . . . , γt˜k according to its own clock, where
γ =
(
1 − v2/c2
)−1/2
∈ [1,∞) is the Lorentz factor [3, 4].
(The transmitter and the receiver are assumed to be syn-
chronized in the sense that they have agreed on the be-
ginning of time; this may be achieved by triggering an
additional event at time t˜ = 0 in the transmitter’s frame,
upon detecting of which the receiver will set its own clock
to t˜ = 0.)
The set of all signals, as specified above, may be de-
scribed by:
T˜N,k =
{(
t˜1, . . . , t˜k
)
∈ Nk : 1 6 t˜1 < t˜2 < · · · < t˜k 6 N
}
,
(1)
where N = {1, 2, . . .} denotes the set of positive integers.
Its cardinality is
∣∣T˜N,k∣∣ = (Nk ). For convenience, we shall
use an equivalent description where signals are described
by the intervals between events, rather than the time
elapsed from the moment t˜ = 0 to each of the events,
namely:
TN,k =
{
(t1, . . . , tk) ∈ N
k :
k∑
i=1
ti 6 N
}
. (2)
The mapping (t˜1, . . . , t˜k) 7→ (t1, . . . , tk) defined by ti =
t˜i − t˜i−1, for i = 1, . . . , k (where it is understood that
t˜0 = 0), is clearly a bijection between T˜N,k and TN,k.
In the case when the receiver knows the relative veloc-
ity v, i.e., the Lorentz factor γ, beforehand, it will easily
recover the “transmitted vector” t = (t1, t2, . . . , tk) from
the “received vector” γt. This way of communication
could then be used to transmit log2
(
N
k
)
bits of informa-
tion to the receiver in N time slots, since there are
(
N
k
)
ways in which the transmitter can select the vector t.
However, under our assumption that the velocity v is
not a priori known, not all choices of the vector t can be
used for reliable communication because some of them
are indistinguishable by the receiver. For example, for
k = 2, if the receiver were to detect the two events at the
moments (2.1, 4.2), it would be impossible for it to infer
with certainty whether t = (1, 2) or t = (2, 4). In this
case one needs to restrict the set of “allowed” vectors t to
a proper subset of TN,k, so that the receiver may always
infer the transmitted vector, regardless of v.
Thus the problem we address is this: how many bits of
information can be conveyed reliably to the receiver by
using the simple form of communication just described, in
the case when the relative velocity is not a priori known,
or equivalently, when the velocity needs to be deduced
from the signal as well?
Apart from the case when nothing is known about the
relative velocity v, we shall in fact consider a more gen-
eral model where it is known, prior to the beginning of
communication, that the value of the velocity belongs to
a specified interval, e.g., v ∈ [0, v].
For the purpose of generality, we shall consider all four
variants of intervals: γ ∈ [1, γ], γ ∈ [1, γ), γ ∈ (1, γ),
and γ ∈ (1, γ], for some constant γ. The seemingly more
general model when, e.g., γ ∈
[
γ, γ
]
, is equivalent to γ ∈[
1, γ/γ
]
from the communication viewpoint, and hence
the lower end of the interval may be taken to be 1 without
loss of generality. In fact, the three models γ ∈ [1, γ),
γ ∈ (1, γ), and γ ∈ (1, γ], are also equivalent as we shall
see.
Error-correcting codes. We say that two input sig-
nals are confusable in a given communication channel if
they can produce the same signal at the output of that
channel. In our model, two signals t′, t′′ ∈ TN,k are con-
fusable if there exist γ′, γ′′ (both from the allowed range
of values) such that γ′t′ = γ′′t′′. An error-correcting
code, or simply a code, is a subset of the set of all pos-
2sible input signals having the property that every two
elements of the subset are non-confusable.[? ] Elements
of a code are called codewords.
Hence, a code is a set of permissible signals that can
be unambiguously distinguished by the receiver. In other
words, based on the obtained signal at the channel out-
put, the receiver will be able to identify the unique code-
word which produced that output, and thereby recover
the transmitted information.
We are naturally interested in optimal codes, i.e., codes
having the largest possible cardinality for given parame-
ters N, k, γ, because the logarithm of this cardinality rep-
resents the maximum number of bits of information that
can be transmitted to the receiver in an error-free man-
ner. Hence, for a given code S ⊆ TN,k, we shall express
its “quality” in terms of its density in the ambient space,
namely |S|/|TN,k| = |S|/
(
N
k
)
. Since the maximum possi-
ble density is in general difficult to compute for arbitrary
N, k, one usually focuses on the asymptotic performance
of optimal codes instead. We thus define the maximum
achievable asymptotic density of codes in the space of all
signals consisting of k events:
δ[1,γ](k) = lim
N→∞
max
S⊆TN,k
|S|(
N
k
) , (3)
where the maximum is taken over all codes S ⊆ TN,k
for the model γ ∈ [1, γ]. The densities for the remain-
ing models described above, e.g., δ[1,γ)(k), are defined in
an analogous way by maximizing over all codes for those
models. The density for the model with unbounded in-
determinacy of relative velocity, i.e., for γ = ∞, will be
denoted by δ∞(k).
OPTIMAL CODES AND THEIR DENSITY
Before we describe the optimal solution, we should note
that one can trivially solve the problem of error-free com-
munication in the presence of time dilation by fixing one
of the events to the first time slot for example (t1 = 1)
– upon detecting the first event, the receiver will have
automatically determined the factor γ. In other words,
the set UN,k =
{
t ∈ TN,k : t1 = 1
}
is a code for all the
models described above. However, this code is strictly
suboptimal as its asymptotic density equals:
lim
N→∞
|UN,k|
|TN,k|
= lim
N→∞
(
N−1
k−1
)
(
N
k
) = lim
N→∞
k
N
= 0. (4)
Optimal codes for a model equivalent to ours (where,
instead of relativistic time dilation, the signal distortion
is caused by the so-called “clock drift”) have been deter-
mined in [9] for the cases γ ∈ [1, γ] and γ ∈ [1,∞). We
next describe these codes, as well as the optimal codes for
the remaining cases γ ∈ [1, γ), γ ∈ (1, γ), and γ ∈ (1, γ],
and sketch the main argument behind the proof of their
optimality.
Consider first the case of unbounded indeterminacy of
relative velocity, γ =∞. Time dilation distorts the signal
described by the point t ∈ T (N, k) by multiplying this
point by an unknown factor γ, or equivalently, by moving
the point t along its “line of sight” from the origin; see
Fig. 1. Therefore, any two points lying on the same line of
sight from the origin are confusable, and hence, no two
such points can belong to the same code. An optimal
code is therefore obtained by selecting exactly one point
on each line of sight, and the simplest choice is to select
the first point encountered on each line. The points t in
the grid Nk that are encountered first when going along
the straight lines from the origin are those that satisfy
the condition gcd(t) ≡ gcd(t1, . . . , tk) = 1. Hence, an
optimal code may be described as follows:
CN,k =
{
t ∈ TN,k : gcd(t) = 1
}
. (5)
Let us now consider the case γ ∈ [1, γ]. For a given
γ ∈ [1,∞), define the sequence (bn)
∞
n=1 by the following
recursion:
bn = ⌊γbn−1 + 1⌋, b1 = 1, (6)
where, for reasons of simplicity, we do not make the de-
pendence of bn on γ explicit in the notation. In particu-
lar, when γ ∈ N, we have:
bn = 1 + γ + γ
2 + · · ·+ γn−1 =
γn − 1
γ − 1
. (7)
Now define:
BN,k =
(
∞⋃
·
n=1
bnCN,k
)
∩ TN,k
=
∞⋃
·
n=1
{
t ∈ TN,k : gcd(t) = bn
}
,
(8)
where bnCN,k stands for
{
bnt : t ∈ CN,k
}
, and the no-
tation ∪· emphasizes that the union in question is a dis-
joint union. The proof that BN,k is an optimal code for
the model γ ∈ [1, γ] was given in [9], and is an appli-
cation of the method of Shannon based on the so-called
“adjacency-reducing mappings” [8, Thm 3]. The idea be-
hind the construction of this code is similar to the idea for
the case γ =∞, except that now not all points on a given
line through the origin are confusable. If the first point
on the line (the one satisfying gcd(t) = 1) is selected as a
codeword, this will not prevent all the other points on the
line to be codewords, but rather only the points that are
confusable with it, namely
{
γt : γ ∈ [1, γ]
}
∩ TN,k. The
next point encountered on the line, ⌊γ + 1⌋t = b2t, may
then be selected as the second codeword, provided it be-
longs to TN,k. This point in turn excludes all points from
3ሺͳǡͳሻ ሺ͹ǡͳሻ
ሺͶǡ͵ሻ
ሺ͹ǡͳͷሻ
ሺ͹ǡ͹ሻ ሺͳͷǡ͹ሻ
ሺͲǡͲሻ
ሺͳͶǡʹሻሺͷǡʹሻ
ሺͳͲǡͶሻ
ሺͶǡͳሻ ሺͺǡʹሻ
ሺͳʹǡ͵ሻ
ሺͺǡ͸ሻ
FIG. 1: The space T16,2 representing the signals consisting of k = 2 events, each occurring in one of N = 16 time
slots, and the code C16,2 consisting of all the points t = (t1, t2) ∈ T16,2 satisfying gcd(t1, t2) = 1. Codewords of C16,2
are represented as black dots. Several “lines of sight” from the origin are also illustrated; all the points lying on the
same line are confusable with one another when γ =∞.
the set
{
γ⌊γ + 1⌋t : γ ∈ [1, γ]
}
∩ TN,k, after which one
may select ⌊γ⌊γ + 1⌋+ 1⌋t = b3t as the third codeword,
provided it belongs to TN,k, etc. This greedy procedure
results precisely in the code BN,k.
Finally, consider the cases γ ∈ [1, γ), γ ∈ (1, γ), and
γ ∈ (1, γ]. For any fixed γ ∈ (1,∞), define the sequence
(dn)
∞
n=1 by the following recursion:
dn = ⌈γdn−1⌉, d1 = 1. (9)
In particular, when γ ∈ N, γ > 2, we have:
dn = γ
n−1. (10)
Now define:
DN,k =
(
∞⋃
·
n=1
dnCN,k
)
∩ TN,k
=
∞⋃
·
n=1
{
t ∈ TN,k : gcd(t) = dn
}
.
(11)
This set is obtained by employing a greedy procedure
similar to the one outlined above for the case γ ∈ [1, γ].
The proof that DN,k is an optimal code for the models
γ ∈ [1, γ), γ ∈ (1, γ), and γ ∈ (1, γ], is also completely
analogous to the proof for the case γ ∈ [1, γ] and is based
on [8, Thm 3].
Having described optimal codes for all the considered
cases, we now state our main result about their density.
4Recall the definition of the Riemann zeta function [2, 6]:
ζ(k) =
∞∑
n=1
n−k. (12)
Theorem 1. Fix k ∈ N, k ≥ 2, and γ ∈ (1,∞), and let
(bn)
∞
n=1 and (dn)
∞
n=1 be the sequences defined in (6) and
(9). Then,
δ[1,γ](k) = ζ(k)
−1 ·
∞∑
n=1
b−kn , (13)
δ[1,γ)(k) = δ(1,γ)(k) = δ(1,γ](k) = ζ(k)
−1 ·
∞∑
n=1
d−kn . (14)
Furthermore, for γ =∞, we have:
δ∞(k) = ζ(k)
−1. (15)
Proof. We first show that, for γ ∈ [1,∞),
δ[1,γ](k) = δ∞(k) ·
∞∑
n=1
b−kn , (16)
This follows from the optimal code construction in (8).
Namely, the subcodes
(
bnCN,k
)
∩ TN,k from (8) can be
written as:(
bnCN,k
)
∩ TN,k =
{
t ∈ TN,k : gcd(t) = bn
}
= bnC⌊N/bn⌋,k
(17)
and their asymptotic density therefore equals:
lim
N→∞
∣∣(bnCN,k) ∩ TN,k∣∣
|TN,k|
= lim
N→∞
∣∣C⌊N/bn⌋,k∣∣(
N
k
)
= lim
N ′→∞
∣∣CN ′,k∣∣(
bnN ′
k
)
= lim
N ′→∞
∣∣CN ′,k∣∣
bkn
(
N ′
k
)
= b−kn · δ∞(k),
(18)
where we have used the fact that the code CN,k from (5)
is optimal for the case γ =∞, and thus:
δ∞(k) = lim
N→∞
∣∣CN,k∣∣(
N
k
) . (19)
Now (8) and (18) give (16).
In order to establish (13), it is left to determine the
density δ∞(k). The relation (15) can be deduced from
(5), (19), and the fact that the probability of k random
positive integers being relatively prime equals ζ(k)−1 [5],
but we give here a direct proof as well. To this end,
note that δ1(k) = 1 for every k. This is because the
condition γ = 1 means that the time dilation factor is
known exactly at the receiver, and hence the optimal
code for this case is trivially the set of all possible input
signals, TN,k, which has density 1. We then get from (16)
and the fact that bn = n when γ = 1:
1 = δ∞(k) ·
∞∑
n=1
b−kn = δ∞(k) ·
∞∑
n=1
n−k = δ∞(k) · ζ(k).
(20)
The equalities in (14) are obtained in a similar way
from the construction (11) of optimal codes for these
models. 
When γ ∈ N, γ > 2, we can express the densities in
(14) explicitly (see (10)), namely:
δ[1,γ)(k) =
γk
ζ(k)
(
γk − 1
) . (21)
As we have seen, when nothing is known about the rel-
ative velocity, one obtains the relation (15) as an impor-
tant special case (or, rather, the limiting case as γ →∞)
of either (13) or (14). In particular, we have δ∞(2) =
6
pi2
and, more generally:
δ∞(2m) =
(−1)m+12(2m)!
(2pi)2mB2m
, (22)
where Bk are the Bernoulli numbers [2, Sec. 1.5].
Remark 2. Codes enabling perfect recovery of signals
were defined in the Introduction by the requirement that
every two codewords be non-confusable. We would like
to point out here that there is a slightly different defi-
nition of unambiguous recoverability that is just as rea-
sonable, and that may be preferable in some situations.
Suppose we model the unknown Lorentz factor as an
absolutely continuous random variable with probability
density function supported on the interval [1, γ]. A sensi-
ble definition of error-correcting codes in that case would
be the requirement that the probability of any two code-
words producing the same signal at the channel output
be equal to zero. Since a single point has measure zero,
it is easy to see that the four models γ ∈ [1, γ], γ ∈ [1, γ),
γ ∈ (1, γ), and γ ∈ (1, γ], are all equivalent in this set-
ting. Furthermore, it is not difficult to argue that an
optimal code for all of them, according to the definition
just given, is DN,k from (11), and that the optimal den-
sity is therefore given by the right-hand side of (14). N
CONCLUSION
Quantifying information content and investigating the
fundamental limits of information transmission are two
of the main directions of study in Shannon’s information
theory [1, 7]. The lines of research that explore such ques-
tions in various physical systems have a long history in
5science, most notably in quantum information theory. In
this letter, we have described a scenario where informa-
tion transfer is observed in the relativistic context, and
we have obtained a result that quantifies the limits of
communication in this scenario. While both the problem
statement and its solution are quite simple, they provide
an interesting link between information theory, special
relativity, and elementary number theory, and call for
further investigation of similar problems.
In closing, we note that problems related to the one
studied in this letter are also of interest in communica-
tion engineering, where they have been explored in the
context of synchronization errors such as the so-called
clock-drift; see, e.g., [9, 10].
∗ kmladen@uns.ac.rs
[1] I. Csisza´r and J. Ko¨rner, Information Theory (2nd ed.,
Cambridge University Press, 2011).
[2] H. M. Edwards, Riemann’s Zeta Function (Dover Publi-
cations, Inc. 2001).
[3] A. Einstein, Ann. Phys. 17, 891 (1905).
[4] N. D. Mermin, It’s About Time: Understanding Ein-
stein’s Relativity (Princeton University Press, 2005).
[5] J. E. Nymann, J. Number Theory 4, 469 (1972).
[6] B. Riemann, Monatsberichte der Berliner Akademie (1859).
[7] C. E. Shannon, Bell Syst. Tech. J. 27, 379 (1948).
[8] C. E. Shannon, IRE Trans. Inf. Theory 2, 8 (1956).
[9] D. Shaviv, A. O¨zgu¨r, and A. Arbabian,
IEEE Trans. Commun. 66, 4513 (2018).
[10] R. W. Yeung, N. Cai, S.-W. Ho, and A. B. Wagner,
IEEE Trans. Inf. Theory 55, 700 (2009).
