Capturing RGB images and estimating their corresponding depth data for training deep models is a challenging task. Several deep network models have been recently reported to formulate the depth estimation process as an image reconstruction problem, in order to overcome the difficulty of scarcity of ground truth depth. These deep network models have multiple design decisions and parameters that are selected empirically, failing to capture the varying nature of the input and hence the adaptability is limited. In this paper, we propose an automatically Gaussian weighted deep model to achieve improved solutions for the problem of monocular depth estimation. In comparison with the existing state of the arts, our proposed very deep model is supported by novel components, including a hybrid and integrated loss function and a fine training strategy. The hybrid and integrated loss function maintains the balance between appropriate assessments of perceptual similarity and modest resilience for both small and large scale errors, where different loss terms are automatically weighted and hence their integration is optimized via a Gaussian distribution based modelling. The fine training strategy is proposed to adaptively screen all the training images via an error clustering mechanism to sustain an effective and efficient training process. Extensive experiments are carried out and the results show that our proposed outperforms the compared seven benchmarks, representative of the existing state of the arts, across all the assessment metrics.
I. INTRODUCTION
Depth estimation is considered as an important step to understand geometric relations within the scene, enabling many further smart applications, such as robot vision, intelligent driver assistance systems, semantic segmentation and 3D scene reconstruction [1] , [2] . Depth estimation from images has been widely investigated and researched, which are either using pairs [3] - [5] or several overlapping images captured from different viewpoints [6] , temporal sequences [7] , or assuming a fixed camera for a static scene, and changing lightings [8] , [9] . Early methods usually employed hand-crafted features and probabilistic graphical models [10] , [11] . Non-parametric approaches [12] - [15] were also employed to estimate the depth of a query image The associate editor coordinating the review of this manuscript and approving it for publication was Huanqiang Zeng. by combining the depths of images with similar photometric content retrieved from a database.
Recently, deep learning based depth estimation approaches have made significant advances and improved results have been achieved and widely reported [11] , [16] - [22] . Depending on the level of supervision, deep learning based depth estimation approaches could be summarized into three major categories, supervised [23] - [25] , semi-supervised [21] and unsupervised [22] , [26] , [27] . Supervised depth estimation approaches used models that have been trained offline on large collections of images with ground truth depth data. While supervised approaches achieved great success for pixel wise depth estimation, such success is limited to those scenes, where large collections of ground truth images with pixel depths are available. The availability of this type of ground truth can be difficult to obtain for real world scenes. Therefore, these approaches typically use synthetic data for training. Although synthetic data could be a suitable alternative [28] , the limitation lies in the fact that they require manual creation of relevant content for every application targeted.
Semi-supervised approaches for monocular depth estimation performed dense depth prediction from a sparse set of depth measurements and a single RGB image to attain a higher level of robustness and accuracy [21] , [29] . It is reported that addition of spatially random depth samples can improve the performances over those cases that only RGB is used. Similar to supervised approaches, semi-supervised approaches depend on the availability of sparse depth ground truth for network learning. The main hurdle for both supervised, and semi-supervised approaches is the availability and creation of ground truth depth map which is always not available in reality. In order to overcome such shortfalls, unsupervised depth estimation approaches [22] , [26] , [27] , [30] that utilize the underlying theory of epipolar constraints are emerging to attract attentions over the recent years, which rely on binocular stereo images to avoid the needs for ground truth.
In general, there are three main design decisions that can greatly affect the performance of any deep network architecture, which are the network depth, the employed loss function, and the used images to train the network. While the images for training are normally picked up on a random basis, the other two provide important spaces for further research and investigations. In this paper, we propose a very deep network with an optimized loss function design and a fine training scheme based on error clustering to refine the learning process, and hence achieve significantly improved results, compared with the existing state of the arts.
By comparing the output with the ground truth and creating constrained gradients, loss functions play important roles in updating networking parameters and optimizing its learning processes. As reported in the literature, a range of different individual or multiple loss terms are employed for constructing loss functions. Eigen et al. [31] used a scaled version of the L2 norm to calculate the pixel-wise difference between the prediction and the ground truth in order to establish a scale-invariant loss function. Further, they improved the method by using a combination of the pixel difference squared and the image difference squared in their loss function [19] , where both the horizontal and vertical image gradients are adopted as a regularizing factor in the loss function, penalizing high image derivatives.
Zhao et al. [32] , studied the impact of the loss function for image denoising applications. Their loss function adopted both the Structural Similarity Index (SSIM) and the Multi-Scale SSIM (MS SSIM) to measure the similarity between two images. Both SSIM and MS-SSIM measure the perceived quality of digital images and videos. The SSIM index is a full reference metric, for which the measurement or prediction of image quality is based on an initial uncompressed or distortion-free image as the reference. MS-SSIM has been shown to perform equally well or better than SSIM on different subjective image and video databases.
It preserves the contrast in high-frequency regions better than the other loss functions evaluated. As L1 preserves colors and luminance better, an integrated loss function via combining both of them is put forward by the authors, in order to capture the best characteristics for both error functions. Similarly, the authors in [22] proposed a hybrid weighted loss function that combines both SSIM and L1 norm to measure the appearance loss. These two terms were weighted, and the value of the weight was empirically determined.
It is observed that, if a network failed to efficiently recognize an image that has already been used during the training, the network could under perform in learning well from this image, and thus excluding it from the training set should improve the network performances. The objective of this paper is to address the problem of unsupervised monocular depth estimation employing an optimized very deep network model. We investigated deeply the key design decisions that control our network performance and developed an efficiently optimized model in terms of loss terms, weights and refined images for training process. We highlight our contributions as follows:
• We propose an efficient and optimized hybrid loss function that maintains the balance between appropriate the assessment of perceptual similarity and the derivation of modest resilience for small scale and large scale errors. We also employed an efficient static dynamic joint image filtering for improved disparity smoothing.
• We introduce an automatically optimized weight allocation algorithm based on a Gaussian model to maximize the effectiveness of weighting for our proposed hybrid loss function.
• We present a fine training strategy to exclude the images that distort the learning process via clustering of training errors.
The rest of the paper is organized as follows. Section II surveys the related work to our pave the way for introducing our proposed research. Section III describes our work in details, including the very deep model. Section IV presents the experimental setup. Section V presents the extensive experiments and the results achieved, and Section VI draws conclusions.
II. RELATED WORK
Recently, photometric warp loss is suggested to replace the ground truth based loss design for achieving unsupervised depth estimation through learning the depth from stereo image pairs. All of the unsupervised depth estimation methods rely on photo-consistency assumption which is not always guaranteed in practice. Robust norms like L1 norm of the warp error could be added to increase the unsupervised learning capability [22] , [30] . On the other hand crafted features like SSIM [33] , SIFT [34] , or HOG [35] are all usable and can be explored under the unsupervised learning framework for robust warping loss. Good features can also be learned via deep learning networks, especially for matching tasks. Representative existing work reported in the literature VOLUME 7, 2019 includes LIFT [36] and MC-CNN [23] for learning a similarity measure on small image patches, and the universal correspondence network [37] for learning full convolutional features.
Garg et al. [30] proposed an unsupervised framework that used binocular stereo pairs, for which the inter-camera transformation was known. The network was trained to predict the depth that minimises the photometric difference between the ground truth right image and the synthesized one by warping the left image into the right view. Hybrid total loss function combining both reconstruction loss and smoothing loss was presented and L2 loss function was employed for both loss terms. However, this model was not fully differentiable, and thus they performed a Taylor approximation to linearize their loss, which resulted in an objective function that was more challenging to optimize.
Chen et al. [38] proposed a fully differentiable patch-based loss function using the Zero-Mean Normalized Cross Correlation (ZNCC) for monocular depth estimation.
A total loss function is designed by combining four loss terms: patch matching loss, view reconstruction loss, disparity smoothness loss and disparity consistency loss. These four terms are weighted in order to balance the back propagation effect of the gradients, the values of which are empirically determined.
Godard et al. [22] modified the supervised DispNet architecture of Mayer et al. [39] to perform unsupervised single image depth estimation. They exploited the epi-polar geometry constraints to generate disparity images by training their network with an image reconstruction loss. To improve the performances and the robustness in comparison with the existing approaches, the authors added a training loss to enforce the consistency between the disparities produced relative to both the left and the right images. The proposed total loss function consisted of three loss terms: appearance loss, disparity smoothing loss and left right consistency loss. For the appearance loss, the authors used a combination of L1 and SSIM to measure their photometric image reconstruction cost [32] . How to optimize the weighting among different attributes, however, was not addressed, and the specific values of those weights were empirically determined.
Similar to [22] , Zhou et al. [26] , presented an unsupervised learning framework for the task of monocular depth and camera motion estimation from unstructured video sequences. A weighted loss function is also used by combining regulation loss term, smoothing loss term and reconstruction loss term. Zhan et al. [27] proposed an unsupervised depth estimation architecture that employs stereo sequences to enable the use of both spatial and temporal photometric warp error, and constrains. They also reported a way to improve the standard photometric warp loss by considering a warp of deep features. In contrast to the combinational approaches, multiple loss terms, such as the loss of image reconstruction between the synthesized views and the real views or the feature reconstruction loss etc., can also be applied by using the L1 norm. While the existing approaches reported in [22] , [26] , [27] achieved improvements over the networking performances by employing multiple loss terms, they have two limitations, which can be summarized as follows.
• As their photometric loss (L1 norm) is constructed on a pixel-wise manner, the gradients produced in areas with fewer textures could be ambiguous, leading to the convergence of local minimums. Such ambiguous gradients could also occur in regions that contain mixtures of thin structures and texture-weak areas.
• The weighting mechanism is not optimized due to the fact that specific values of all the applied weights are basically empirically determined. To overcome these two limitations, propose an optimized weighting scheme by introducing a Gaussian model and quantifying the contributions made by each individual loss term to construct an optimized hybrid loss function.
III. PROPOSED WORK
Inspired by the supervised DispNet architecture of Mayer et al. [39] and work of Godard et al. [22] , we proposed a fully convolutional deep neural network with Resnet152 employed as an encoder and the decoder. By solving the monocular depth estimation as an image reconstruction problem, the network is able to solve for the disparity field without requiring any ground truth depth. Given a single image I , the goal of the network is to find a transformation function F that can predict per pixel depth D estimated = F(I ). Instead of trying to directly predict the depth, the network learns to find the dense correspondence field d r that, when applied to the left image I l , would reconstruct the right image I r . Spatial Transformer Network (STN) [40] that uses bilinear sampling is employed to sample one image from the corresponding opposite stereo image's pixels. Given that the images are rectified, using the obtained image disparity d, and the baseline distance between the cameras b and the camera focal length f , the network can calculate the estimated depth using the following equation.
Inspired by [20] , we propose an efficient network architecture with a hybrid and weighted loss function that compromises between the subjective and objective quality of the estimated depth. Firstly, we study the individual performance of different common loss terms to construct an efficiently weighted hybrid loss function that integrates seamlessly into our fully convolutional very deep architecture. We argue that using a weighted combination of SSIM, L1, and L2 loss terms will be sufficient to tolerate wide spectrum of errors and maintain good balance between the error tolerance and the perceptual quality of the estimated depths. Figures 1, 2 respectively illustrate our proposed hybrid loss function and the automated weight allocation algorithm that allocates the optimized weights for each individual loss term based on its individual performance.
To encourage disparities to be locally smooth, Godard et al. [22] employed static joint image filtering by using the RGB input image as the guidance signal. Such static guidance filtering modulates the input image with a weighting function, which is only dependent on the features of the guidance images. As a result, this approach assumes that the structure of the input and the guidance images are consistent with each other. As a matter of fact, such assumption does to stand in many cases as the data we are processing primarily come from different sensors, such as depth and colour images, and there exists a significant level of structural (or statistical) dependencies and inconsistencies between the input and the guidance images. On the other hand, dynamic guidance filtering uses weight functions that are repeatedly obtained from the filtered input images. It is assumed that the weight between neighbouring pixels can be determined more accurately from the filtered input image than from the initial one. This method is inherently iterative, and the dynamic guidance signal is updated at every step until the convergence is reached. Dynamic guidance filtering takes into account the properties of the input image, but ignores the additional information available in the static guidance image, which can be used to impose the image structures lost in the input data. To optimize the performance of our proposed model, we employed static dynamic joint filtering that compromise between the performance of both static and dynamic filtering.
The basic function of each individual image in the training set is to positively contribute to the learning process of our network model. Since training images usually picked up randomly from the used data set, we argue that not all training images contributes equally to the learning process and some times odd images can distort the whole learning process We tested the trained model using the same training set and suggested that the training image that positively contributed to learning process is expected to be recognized with high confident. On the other hand the images that can not be efficiently recognized by the model will be excluded as the model did not learn any feature of this image. We also found that excluding these odd images will improve the whole network performance.
A. PROPOSED HYBRID LOSS FUNCTION AND WEIGHTING OPTIMIZATION
While SSIM counts for the perceptual quality of the estimated depth image, L1 and L2 will tolerate different scale errors. As L2 norm squares the errors so its value will be increased upon large scale errors, penalizing L2 will lead the network model to adjust its parameters and minimize large errors. Meanwhile, L1 will handle small scale errors. To exploit the individual advantages, therefore, we propose to combine L2 norm with both L1 norm and SSIM to formulate a hybrid appearance loss function, details of which are described as follows:
where I i,j is the input image,Ĩ i,j is its reconstruction, N is the number of pixels, α, β, and γ are the weights to be automatically allocated and optimized via our proposed Gaussian-based modelling approach.
To automate the weighting process and optimize the specific weight value estimation, we propose to model the weighting variation by a Gaussian distribution, considering the fact that most statistics are characterized by such a model, especially when its setup involves a wide range of variations (deep learning). To further ensure that our assumed Gaussian modelling is close to the reality and provides effective mechanism for the overall weighting performance, we study the individual performance for each of the suggested terms inside our proposed appearance loss function and see which one performs best. In this way, we would be able to narrow the range of weight variation and test whether the Gaussian modelling provides an effective procedure for the automated weighting optimization.Our study reveals that SSIM is found to achieve the best individual performance.
Since the main task of our network is to estimate depth by inferring the disparities that warp the left image to match the right one, so the input to our network could be considered to be the left image and the output is right one from a rectified stereo pair. In order to automate and optimize our weight allocation algorithm, we used the statistical characteristics of SSIM since it achieves the best individual performance. We calculated SSIM values for a validation sample containing all Eigen split's validation stereo pairs mentioned in [22] . Obtained values for SSIM between each pair of these validation images are proven to follow normal distribution with mean value of µ SSIM and standard deviation value of σ SSIM as shown in Figure 2 . The mean and the standard deviation values were estimated for those validation images inside Eigen split, upon which the automated weight allocation and optimization can be implemented via Gaussian modelling as described in Figure 2 .
Driven by the established Gaussian model, we propose to introduce a significance test corresponding to the well-known zero hypothesis to determine the weight allocation. Inspired by most applications of significance test in statistics mathematics, we select the significance value to be: δ = 0.01 to cover two extreme ends and evaluate their effect upon the optimization process. As a result, the automated weight allocation can be summarized as follows:
where T is a threshold for the significance test, and P(.) is the probability based on the Gaussian distribution. In equation (6), we use T = 0.5 as a critical point to ensure the contribution of SSIM without limiting the potential for L1 and L2.
To allocate the value of β, we apply the same principle and the Gaussian modelling to ensure the contribution of the second best loss within the hybrid loss function, which is L2 in this case. Specific process is described in equation (7):
where γ is allocated using the condition that α + β + γ = 1.
We presented a fully differentiable training loss that combines three optimized loss terms that leads our model to achieve optimized performance. Each of the main terms consist of both left and right image variant, but only the left image is fed through the convolutional layers. Next, we present each component of our loss:
The optimum weighted combination of L1, L2 and single scale SSIM as in equation (2) was employed as the photometric depth image reconstruction cost C ap , which compares the predicted depth image with the ground truth.
Unlike Godard et al. [22] where the value of the weight α was chosen empirically, we employed our optimized weight allocation algorithm to allocate the optimum weights between employed loss terms. The effect of the allocated weights on the achieved performance is further investigated in ablation study reported results section.
2) LR CONSISTENCY LOSS TERM
To improve the accuracy of the estimated depth map, we train our network to predict both the left and the right image disparities, while only the left view is given to the network as the input. Unlike [22] that employed L1 left-right disparity consistency penalty as part of their model, we propose to use the same optimally weighted loss function given in (2) to construct the LR consistency loss function, and in this way, the loss can guide the left-view disparity map towards being consistent with the projected right-view disparity map both perceptually and statistically. This loss is formulated in equation (5):
where d l i,j and d r i,j+d l i,j are the left-view disparity map and the projected right view disparity map, respectively.
3) DISPARITY SMOOTHING LOSS TERM
Since, static and dynamic guidance complement each other, and exploiting only one of them is not sufficient to infer high-quality structural information from the input image. This problem becomes even worse when the input and the guidance images come from different data with different statistical characteristics. Inspired by [41] , we propose to use a joint image filtering to penalize the disparity smoothing and hence exploit the complementary features across both static and dynamic (SD) guidances. The SD joint filtering combines static guidance image weighting with a nonconvex penalty on the gradients of dynamic guidance, which makes joint image filtering robust to outliers. Compared with the existing static image filters [22] , the SD filtering has several advantages. Firstly, it effectively controls image structures at different scales, and can handle a variety of types of data from different sensors. Secondly, it provides better edge-preserving properties and robustness to artifacts, such as gradient reversal and global intensity shift. To this end, we expect that the SD filtering will achieve further improvement over the existing approach via considering the structures of both the inputs and the outputs of the deep network. Our proposed disparity smoothing loss can be formulated as follows:
where υ controls the smoothness bandwidth and is set to be 40 as in [41] , I i,j and D i,j are the input image and the obtained disparity maps respectively. Results showing the impact of the proposed static dynamic filtering for disparity smoothing are listed in Table 2 . Comparing the performance of our proposed with and without employing SD filtering proves that our contribution in disparity smoothing loss term improved the achieved performance in terms of all evaluation metrics specially the accuracy assessment metrics.
B. FINE TRAINING APPROACH
We propose a fine training approach, with which every time a randomly selected training subset of images are used to train the model, we assess the training effectiveness by applying the same subset again to the model and see if smaller errors can be achieved. Consequently, we propose a training and assessment mechanism to facilitate the fine training process. After the training is finished, specifically, all the Root Mean Square Error (RMSE) errors of these training images are clustered. By doing so, some training images with very larger errors can be revealed, which can then be served as an indication that these images failed to make proper contributions to the network training process, and their inclusion could be the main source that likely causes distortions to the learned parameters. By clustering all the RMSE errors and extracting the centroid out of each cluster to indicate whether the images included in the cluster are effective in contributing to the training or not, we are able to identify those images, corresponding to the largest centroid value, as ineffective and hence get them removed from the training set. Figure 3 illustrates the basic flowchart for the proposed fine training algorithm which could be summarized in Algorithm 1.
In order to facilitate and validate the proposed fine training and exclude those training images that did not contribute well to the learning process, we tested our network upon a KITTI split training subset, containing 29000 images, and clustered all the obtained RMSE errors into 12 groups. Figure 3 shows
Algorithm 1 Fine Training Algorithm
• Train the network from scratch for 50 epochs using the whole training subset (to get the model #A).
• Test model #A using the the training subset (Initial testing mode).
• Cluster all the achieved RMSE values into subgroups by K-means method.
• Exclude those training images with the largest RMSE errors to produce a refined training subset.
• Fine tune model #A using the refined training images subset for only 20 epochs to get the final fine trained model (model #B).
• Now our model is ready to be tested for improved depth estimation (Final testing mode).
the number of images (left axis) inside each cluster and the corresponding centroids or RMSE error values (right axis). The centroid value of a given cluster is the average value of the RMSE errors within that cluster (right axis).
As seen, clusters with high RMSE error values contain a small number of images.These small number of images with the largest errors not only fails to make effective contributions to the learning process, but also intervene other images for achieving effective training, providing a solid support for our proposed fine training strategy.
IV. EXPERIMENTAL SETUP A. IMPLEMENTATION DETAILS
The proposed model that contains 125 million trainable parameters is implemented in TensorFlow [42] . It takes on the order of 24 hours to train using a single Titan X GPU on a dataset of 23 thousand images for 50 epochs. Exponential linear units [43] is prefered over the commonly used Rectified liner units (ReLU) [44] as ReLUs seems to fix the predicted disparities at intermediate scales to a single value, making it difficult for further improvement, especially at latter stages. Resnet 152 was employed as an encoder since the concept of residual networks creates much deeper networks without facing the problem of degradation or vanishing gradients. Unlike VGG, these extremely deep architectures ensure large receptive fields enabling higher resolutions for input images. The proposed model is trained from scratch for 50 epochs, where the used batch size is 8 and an Adam optimizer [45] with β 1 = 0.9, β 2 = 0.999, and = 10 −8 is employed. Learning rate of λ = 10 −4 is kept constant for the first 30 epochs before halving it every 10 epochs until the end. The weights for SSIM, L2, and L1 are calculated using algorithm in Figure 2 to be 0.7088, 0.1785, and 0.1127 respectively, corresponding to the significance level of 0.01, µ SSIM = 0.150, σ SSIM = 0.055, µ L2 = 0.374, and σ L2 = 0.093.
B. KITTI DATASET
KITTI dataset [46] is used to evaluate the performance of our proposed model. In its raw form, the dataset contains VOLUME 7, 2019 42,382 rectified stereo pairs from 61 scenes, with image resolution of 1242 * 375 pixels. We compared our results to the recently published baselines using the two splits as reported in [22] :
• KITTI split is used for evaluation of our proposed model, using 200 high quality disparity images for testing which covers a total of 28 scenes. For both training and validation, we used the remaining 33 scenes containing 30159 images, among which 29,000 images are used for training and the rest for validation. The maximum depth present in the KITTI dataset is on the order of 80 meters, and we cap the maximum predictions of all networks to this value.
• Eigen Split [31] uses 697 images which cover a total of 29 scenes for testing. The remaining 32 scenes containing 23,488 images are employed for training and validation, among which we used 22,600 for training and the rest for validation [30] . To generate the ground truth depth images, the 3D points viewed from the velodyne laser are reprojected into the left input colour camera.
To ensure fairness among all the compared methods, we use the same crop as reported in [31] to carry out the evaluation experiments at the input image resolution.
C. CITYSCAPES DATASET
The Cityscapes dataset [47] contains 22,973 training stereo pairs captured in various cities across Germany. It is employed to improve the obtained results over that obtained using KITTI dataset only. Compared with KITTI, the images inside this dataset has higher resolutions, higher quality, and hence this dataset provides more varieties while similar setting is maintained. In our experiments, we only keep the top 80% of the images cropped, leaving the remain images unchanged.
D. EVALUATION METRICS
Results are measured using the depth metrics from [31] along with the D1-all disparity error from KITTI [46] . The metrics from [31] measure errors in both meters from the ground truth and the percentage of depths that are within some threshold from the correct value. The following evaluation metrics are used to quantitatively assess the performance of our depth prediction model, which can be highlighted as:
Squared Relative Difference: 
where N is the number of pixels and y i , y * i are the ground-truth depth and the estimated depth at pixel i respectively.
V. RESULTS
In this section, we present a series of experimental results to provide a comprehensive evaluation for our proposed and justify the algorithms and models we report in this paper. Firstly, we report the experimental results for evaluations of individual loss term and hence identify the best possible combination to determine the strategy of Gaussian-based optimization. To complete the comparative evaluation of our proposed framework against the existing state of the arts, we report experimental results against a number of benchmarks [22] , [27] , [38] .
A. PERFORMANCE OF INDIVIDUAL LOSS TERMS
To study the individual performance of those common loss terms and identify the best combination to be adopted in our proposed model, we carry out the first phase of experiments upon Eigen split to assess their individual contributions by considering the characteristics of different loss terms, and the experimental results are summarized in Table 1 . As seen, SSIM achieves the best performance among the tested individual loss items (L1, L2, Huber loss, MS-SSIM and SSIM). SSIM is a well-known full-reference metric that uses a sliding window to determine local quality/distortion measures between two images based on a combination of luminance, contrast, and structural measurements. It uses a window of arbitrary size and shape to compute the localized measurements. It is also seen from Table 1 that MS-SSIM achieves comparable performances with SSIM, however, it shares the same principle in measuring the perceptual quality but at different levels. Following SSIM and MS-SSIM, the L2 norm can be seen to perform the second best in Table 1 .
B. COMPARISON WITH RELATED METHODS
To evaluate our proposed model, we carry out two phases of experiments in comparison with the existing state of the arts, including the work reported by Godard et al. [22] , the latest developments reported in [27] , [38] , and a number of other representative techniques reported in [26] , [30] , [31] , [49] . In the first phase of the experiments, we focus on comparative evaluations of our proposed model against the two benchmarks [22] , [38] upon KITTI split, and the results are summarized in Table 2 . In the second phase of the experiments, we focus on the evaluations of our proposed against all reported benchmarks [22] , [26] , [27] , [30] , [31] , [38] , [49] , and the results are summarized in Table 3 .
As seen in both Tables 2, 3, our proposed model outperforms all the compared existing state of the arts. In Table 2 , following the KITTI split reported in [22] , our architecture using Resnet-152 with the optimum weighted loss function achieves the best results among all other techniques. The results also indicate that our proposed fine training strategy contribute positively towards the improvements. The results in Table 3 are particularly given for Eigen split, where the capturing distances are 80 meters and 50 meters, respectively. Unlike KITTI split which is not very common, this split is commonly shared by all the seven benchmarks. As seen, our proposed still achieves the best results across all evaluation VOLUME 7, 2019 metrics among all the benchmarks compared. The results listed in Table 3 also validate the improvements in error metrics by our proposed and the applied deeper architecture for different capturing distances, including both 80 meters and 50 meters.
C. VISUALIZATION Figure 4 shows a qualitative representation for results listed in Table 3 . This Figure illustrates ten test image samples and their corresponding depth estimated by using our proposed (the second row of depth) and the benchmark [22] (the first row of depth). It is apparent that our proposed not only performs results of disparity prediction, but also provides satisfying visual quality of estimated depth maps in terms of better object identification and lower noises, it is worth mentioning that we do not require any ground truths of KITTI dataset.
D. ABLATION STUDY
To verify the impact of each idea we proposed and each decision we made, we perform ablation studies and report the corresponding results in this sub-section. Concerning the impact of our proposed optimized weight allocation algorithm, we executed a set of experiments listed in Table 4 , we tried different weight combinations rather than our optimized weighted loss function based on the individual performance of each loss term. Through these experiments we tried to use either random weights or equal weights to activate different loss terms employed on our loss function, and all these experiments indicate that none of these alternatives could compete with our optimized weighting combinations.
Firstly, SD filtering achieved further improvement over the simple static approach as it considered the structures of both the inputs and the outputs of the deep network. It is clear that employing SD joint filtering improves the achieved performance in terms of all evaluation metrics especially the accuracy terms.
Secondly, we present the experimental results on assessing the role of network depth to quantify its contributions and hence justify our introduction of a very deep network architecture for the proposed framework. To assess the effectiveness and the role of the network depth, we tested the performance of Godard model using either shallow VGG encoder or much deeper residual encoders with the depth of up to 200 layers as listed in Table 5 . We used the same model reported in [22] but with different deeper encoders, including Resnet(101, 152, and 200) instead of VGG. As seen in Table 5 , the experimental results support our argument that deeper architectures can benefits from different features at different levels, achieving better performances. It is clear that resnet 101 achieved much better results than that achieved using VGG as an encoder. Yet such improved performances are achieved by only changing the encoder and keeping the rest of the model parameters the same as those by Godard et al. In addition, it can also be seen that, while increasing the depth beyond 152 layers still achieves further improvement, such improvements become marginal and come with the cost of increased training time due to the fact that the number of trainable parameters is also increased. The network becomes unstable when we tries to go deeper with 302 layers. To this end, we adopt Resnet-152 for our proposed deep framework in this paper.
Finally, we illustrate that the proposed fine training technique can be generalized to other datasets and doesn't leads our model to over fitting to any specific dataset We trained our model with additional training data from the Cityscapes dataset, containing 22, 973 training stereo pairs captured in various cities across Germany. Compared with KITTI, this dataset brings higher resolution images with more varieties and similar settings. As seen, the results given in both Table 2 and Table 3 illustrate that training on both KITTI and Cityscapes do produce further improvement against using KITTI alone. Again, our proposed achieves superior performances in comparison with all the benchmarks. It is worthy of mentioning that our model is only trained and fine tuned with KITTI alone yet achieves competitive results in comparison with the model by Godard et al. [22] that is trained on both KITTI and Cityscape datasets. Figure 5 illustrates the loss convergence curve for our network in both training phases (initial and fine training phases). It is noticeable that without fine training the network loss saturated for the last 20000 iteration steps and hence no improved performance can be further achieved in terms of learning error or network loss. As highlighted in Figure 5 , the value of training loss was 0.5264 after 131.3k training step, and the loss value becomes 0.5278 after finishing all training steps 181.2k. On the other hand our proposed fine training improved the convergence of the network, leading the model to lower training error (See the total loss curves given at the bottom of Figure 5 ). As highlighted in bottom curve of Figure 5 , the training loss was 0.5098 at the beginning of fine training phase and this value falls down to 0.3013 at the end of fine training phase. These curves support our argument that refining training images using our proposed approach improves the learning process and hence the network performance.
Also the results summarized in both Table 2 and Table 3 support that our proposed fine training does provide more effective training towards the improved performances. For KITTI split, only 28101 images are used for fine tuning our model with only 20 epochs. Without our fine training strategy, in contrast, the training will require 29000 images and 50 epochs. During the fine training process, 899 images with largest RMSE errors are excluded, leading to a further improvement of the training efficiency. For Eigen split, similarly, only 21319 images are used for fine tune of our previously trained model with 20 epochs, during which 1281 images are excluded to prevent from their possible distortion of the learning process.
VI. CONCLUSION
In this paper, we proposed a novel deep model for depth estimation inside monocular images. In comparison with the existing state of the arts, our proposed model is supported by three major components, which include: (i) Gaussian distribution based optimal weighting of loss terms towards an integrated loss function; (ii) an optimized hybrid weighted loss function with static dynamic joint image filtering; and (iii) a fine training strategy with adaptive screening of training images. Extensive experiments support that our proposed model achieves the best performances against all the seven benchmarks, representative of the existing state of the arts across relevant areas without any post processing steps. These results also illustrate that our proposed provides effective support for both learning and training towards the achieved improvements, including the fine training, the very deep architecture, and the Gaussian modelling based weighting and optimization. Experiments are also carried out to quantify the contributions of each individual components, presenting a clearer picture upon the individual roles, and hence enabling the consideration of the proposed model both globally and locally.
