I. INTRODUCTION

F
ORECASTING poor air quality events associated with high surface level ozone concentration has had generally low skills [4] . The motivation behind developing probabilistic forecast models is to provide reliable predictive distribution for these extreme events.
In [4] , the procedure is to use statistical-machine learning methods to forecast the daily maximum ozone concentration from local meteorological measurements of the same day plus the ozone concentration from the previous day. After the empirical model has been built, numerical weather prediction model output for the next day is used as input to the empirical model to issue operational ozone forecast for the next day.
In this paper, we will compare several probabilistic models on forecasting the daily maximum surface level ozone concentration for two stations (Chilliwack and Surrey) in the Lower Fraser Valley (LFV) of British Columbia, Canada.
Of particular interest are poor air quality events, defined as having daily maximum ozone concentration ≥ 82 ppb.
We will compare two main types of models capable of forecasting distributions: Conditional density models [1] , and Bayesian models [2] , [11] . The main difference between the two is that the former uses a single optimal function (based on maximum likelihood) to forecast while the latter gives all probable functions a non-zero probability and integrates over all of them to obtain the forecast. We will show that by including low probability functions, the Bayesian approach forecasts extreme events better. log-normal for these models. In Gaussian process (GP) regression [11] , an input-independent Gaussian noise and a Gaussian process prior are used. Being a kernel method, GP offers a choice of kernel or covariance functions. In this case, a commonly used Matern class kernel function [11] with parameter 5/2 is used. Bayesian neural network (BNN) [9] also uses an input-independent Gaussian noise and a Gaussian prior and is trained with a 1-hidden-layer MLP. Finally, Bayesian linear regression (GP-linear) is also used to check whether the underlying relations are linear or nonlinear. This is not a least-square linear regression, but a Bayesian version of linear regression, done by restricting the covariance function to a linear function in GP.
Our particular interest is on GP, a relatively new method, and one purpose of this paper is to compare it with neural networks. Using a Bayesian framework, GP has the all the advantages of Bayesian techniques in machine learning, such as naturally avoiding overfitting. Moreover, with the structure as specifed in our paper, GP is analytical tractable, so its accuracy is high relative to other Bayesian learning methods which need to make approximations when calculating the posterior distribution. Being a kernel method, GP can model a broad range of non-linear functions by using suitable kernels, hence it can capture complicated non-linear relationships just as neural networks. One criticism of GP is that it is computationally expensive. In practice, we found that the speed of GP and neural networks are comparablethe reason being that neural networks need to average over an ensemble of models to alleviate local minima in the cost function.
An 8-fold cross-validation scheme was used, i.e. with 8 years of data, 1 year was set aside for forecast verification, while the models were trained using data from the remaining 7 years, and the process was repeated until all 8 years have been used for forecast verification. For all the models using neural networks (CDN-Gaussian, CDN-Johnson and BNN), in each fold of cross-validation, the bootstrap procedure [6] was used to randomly select bootstrap samples from the training data. A model was trained for each bootstrap sample -the training data not selected by the particular bootstrap sample would be used later for testing the trained model. 
III. RESULTS
A. Deterministic Scores
The median of the predictive distribution can be used to give a deterministic forecast. The mean absolute error (MAE) and root mean square error (RMSE) at Chilliwack and Surrey are shown in Table I . The results show that for both stations and in terms of both MAE and RMSE, GP turned out to be the best model. But these results are not very meaningful for probabilistic forecasting models, since the decision probability threshold does not necessarily have to be the median, especially for extreme weather events.
B. Probabilistic Scores
The forecasted and observed ozone concentration at Chilliwack are plotted for 120 days during May-Sept., 1995 in Fig A good probabilistic forecast should have two attributes: reliability and sharpness [10] . Reliability means that the predictive probability of an event should be consistent with the historical observations, and sharpness means that the predictive probability should separate from the climatological probability forecast. Well-designed scores for evaluating probabilistic forecasts of continuous variables are the continuous ranked probability score (CRPS) and the ignorance score (IGN) [7] .
The continuous ranked probability score is defined as
where for the ith prediction, the cumulative probability F i (y) = p (Y ≤ y), and H (y − y i ) is the Heaviside function that takes the value 0 when y − y i < 0, and 1 otherwise.
The ignorance score is defined as
where p i is the predictive density and y i the corresponding observed value. IGN is simply the negative log predictive density, which is also the cost function used to train the CDN models.
Both scores are negatively oriented, i.e. the lower the better. If the predictive distribution is Gaussian (with mean μ and standard deviation σ), the analytical forms of the scores can be derived [7] . For a Gaussian distribution, the key difference between these two scores is that CRPS grows linearly with the normalized prediction error (y − μ) /σ, but IGN grows quadratically. Hence, the ignorance score assigns harsh penalties to particularly poor probabilistic forecasts, and can be exceedingly sensitive to outliers and extreme events [13] , [8] .
The CRPS and IGN averaged over all the test points are shown in Table II , the scores over the poor air quality events, in Table III , and the scores over the fair air quality events (i.e. 52 ppb ≤ ozone concentration < 82 ppb), in Table IV .
If we care only about the poor air quality and treat it as a binary event, then we can also calculate the Brier score (BS), Brier skill score (BSS) and the area under the Relative Operating Characteristic (ROC) curve [10] . However, there are only 9 poor events out of 947 points for Chilliwick and 5 out of 947 points for Surrey, so when calculating those scores, the calculation error may be larger than the differences between the scores of different models, which makes them unmeaningful. If we take 52 ppb as the threshold of the binary forecast (i.e. fair-poor air quality versus good air quality), the sample size should be enough to calculate reliable BS, BSS and area under the ROC curve. These scores are shown in Table V , with BS being negatively oriented, BSS and area under the ROC curve being positively oriented, and climatology used as the reference forecast in calculating BSS.
For the overall scores (averaged over all 947 test points), among the four top scores printed in bold in Table II, GP captured three of the four, while CDN-Johnson captured one.
Further behind are CDN-Gaussian, BNN and GP-linear. For the scores averaged over only the poor air quality events (Table III) For the scores over fair events (Table IV) , CDN-Johnson, BNN and GP are comparable for Chilliwack, while for Surrey, GP has the highest scores and CDN-Johnson second highest. Overall these differences between Baysian nonlinear models and conditional density models are small, i.e.
we can consider them comparable over fair events. These results agree with the BS, BSS and area under ROC curve for binary forecast with threshold at 52 ppb (Table V) . In the observed data, most of the test points have good similarities with the training data, so for these points, the uncertainty of the model weights (or uncertainty of the underlying function) is low. Using the weights found by maximizing likelihood, conditional density models tend to find a function which is quite close to the true underlying function. Consequently, it will give good prediction for these test points. On the other hand, Bayesian approaches give the most probable functions a very high probability, but it does not rule out other possibilities -instead, it gives the unlikely functions a very low but nonzero probability.
Therefore, for low uncertainty points, Bayesian models can have comparable (or slightly worse) performance relative to conditional density models. For the relatively few points which have little similarity with the training data, the uncertainty of the underlying function (hence the model weights) is high. Conditional density models just decide on one function and rule out other functions, while Bayesian models give all possible functions a non-zero probability, and integrate over all of them to obtain the forecast. Thus in general, the Bayesian models have better performance over the highly uncertain events. This is the reason why Bayesian models may have similar overall scores compared to conditional density models, but outperform them over the rare events.
The conditional density models can be tuned to achieve good performance on rare events: For the CDN models, we can increase the number of hidden neurons and do not use regularization (or decrease the number of hidden neurons if the rare events have low variance), thus forcing the model to fit the few rare events. Alternatively, when re-sampling, we can increase the number of repetitions for the rare events [4] , which is equivalent to converting the rare events to "normal" events. But applying these techniques will sacrifice the performance of the model on the majority of the data points and will yield worse overall scores, hence a trade-off.
Using a Bayesian approach, GP provides a moderate solution for this problem, i.e. it gives good overall scores and also good scores on rare events, making GP particularly valuable in extreme weather forecasting. The relatively mediocre performance of the BNN is not entirely clear.
It is probably because the BNN code (from Netlab 
