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Abstract
Video-based person re-identification (reID) aims at
matching the same person across video clips. It is a chal-
lenging task due to the existence of redundancy among
frames, newly revealed appearance, occlusion, and mo-
tion blurs. In this paper, we propose an attentive feature
aggregation module, namely Multi-Granularity Reference-
aided Attentive Feature Aggregation (MG-RAFA), to deli-
cately aggregate spatio-temporal features into a discrimi-
native video-level feature representation. In order to deter-
mine the contribution/importance of a spatial-temporal fea-
ture node, we propose to learn the attention from a global
view with convolutional operations. Specifically, we stack
its relations, i.e., pairwise correlations with respect to a rep-
resentative set of reference feature nodes (S-RFNs) that rep-
resents global video information, together with the feature
itself to infer the attention. Moreover, to exploit the seman-
tics of different levels, we propose to learn multi-granularity
attentions based on the relations captured at different gran-
ularities. Extensive ablation studies demonstrate the effec-
tiveness of our attentive feature aggregation module MG-
RAFA. Our framework achieves the state-of-the-art perfor-
mance on three benchmark datasets.
1. Introduction
Person re-identification (reID) aims at matching persons
in different positions, times, and camera views. Many re-
searches focus on image-based setting by comparing the
still images [42, 18, 12, 30, 16, 21]. With the prevalence
of video capturing systems, person reID based on video of-
fers larger capacity for achieving more robust performance.
As illustrated in Figure 1, for a video clip, the visible
contents of different frames differ but there are also over-
laps/redundancy. In general, the multiple frames of a video
clip/sequence can provide more comprehensive information
∗This work was done when Zhizheng Zhang was an intern at MSRA.
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Figure 1. Illustration of two video sequences 1 of different identi-
ties. We observe that: (a) videos have redundancy with repetitive
contents spanning over time; (b) there are some contents which oc-
casionally appear but are discriminative factors (such as red shoes
of person 1 in t = 2, 3). (c) discriminative factors/properties could
be captured at different granularities/scales (e.g., body shape can
be captured from a large region (coarse granularity) while hair
style is captured from small local region (fine granularity).
of a person for identification, but also raise more challenges,
such as the handling of the presence of abundant redun-
dancy, occlusion, motion blurs.
A typical video-based person reID pipeline [24, 20, 36,
6, 15, 5, 43, 22] extracts and aggregates spatial and tem-
poral features to obtain a single feature vector as the video
representation. To make the video-level feature representa-
tion precise, comprehensive and discriminative, we should
latch onto the informative features from a global view, and
meanwhile, remove the interference.
Attention, which aims at strengthening the important
features while suppressing the irrelevant ones, matches the
aforementioned goal well. Some works have studied spatio-
temporal attention [15, 5] or the attentive recurrent neural
networks [47, 21] to aggregate spatial and temporal fea-
tures. They learn the attention weights for spatial and tem-
poral dimensions separately or sequentially [47, 15]. How-
ever, due to the lack of a global view, they suffer from
1All faces in the images are masked for anonymization.
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the difficulty in precisely determining whether a feature
of some position is important and what the degree of re-
dundancy is within the entire video clip. A diversity reg-
ularization is adopted in [15, 5] to remedy this issue, but
only alleviates it to some extent. A powerful model is ex-
pected which jointly determines the importance levels of
each spatio-temporal feature from a global view. Besides, as
shown in Figure 1, discriminative factors/semantics could
be captured at different granularities (regions of different
sizes) by human. However, there is a lack of effective mech-
anisms to explore such hierarchical characteristics.
In this paper, we propose a Multi-Granularity Reference-
aided Attentive Feature Aggregation (MG-RAFA) scheme
for video-based person reID. For effective feature aggre-
gation of the spatial and temporal positions, we deter-
mine the importance of each feature position/node from
a global view, and consider the hierarchy of semantics
during this process. For each feature position, we use
its relations/affinities with respect to all reference feature
nodes, which represent the global structural information
(clustering-like patterns), together with the feature itself
(appearance information) to model and infer the atten-
tion weights for aggregation. This is in part inspired by
Relation-aware Global Attention (RGA) [41] designed for
effective image feature extraction. However, a 3D video is
rather different from a 2D image, where a video clip gen-
erally presents abundant redundancy along the time dimen-
sion, and the spatio-temporal structure patterns are compli-
cated due to the diversity of human poses.
Considering the characteristics of video, we propose to
construct a small but representative set of reference feature
nodes (S-RFNs) for globally modelling the pairwise rela-
tions, instead of using all the original feature nodes. S-
RFNs provides a simplified but representative reference for
modeling global relations, which not only eases the diffi-
culty of attention learning but also reduces the computa-
tional complexity. Moreover, we also take into account
that the semantics are diverse in their granularities as il-
lustrated in Figure 1. We propose to hierarchically model
relations for attentive feature aggregation, which allows at-
tention learning to be more precise and adaptive with low
computational complexity.
In summary, we have three main contributions:
• For video-based person reID, we propose a simple yet
effective Multi-Granularity Reference-Aided Attention
Feature Aggregation (MG-RAFA) module for the joint
spatial and temporal attentive feature aggregation.
• To better capture the discriminative semantics at different
granularities, we exploit the relations at multiple granu-
larities to infer attention for feature aggregation.
• We propose to build a small but representative reference
set for more effective relation modeling by compressing
the redundancy information of video data.
We conduct extensive experiments to evaluate our pro-
posed feature aggregation for video-based person reID and
demonstrate the effectiveness of each technical component.
The final system significantly outperforms the state-of-the-
art approaches on three benchmark datasets. Besides, the
proposed multi-granularity module MG-RAFA further re-
duces the computational complexity as compared to its
single-granularity version SG-RAFA via our innovative de-
sign. Our final scheme only slightly increases the computa-
tional complexity over the baseline (< 1%).
2. Related Work
In many practical scenarios, video is ready for access
and contains more comprehensive information than a sin-
gle image. Video-based person reID offers larger optimiza-
tion space for achieving high reID performance and attracts
more and more interests in recent years.
Video-based Person ReID. Some works simply formulate
the video-based person reID problem as an image-based
reID problem, which extracts the feature representation for
each frame and aggregates the representations of all the
frames using temporal average pooling [27, 6]. McLaughlin
et al. apply Recurrent Neural Network on the frame-wise
features extracted from CNN to allow information to flow
among different frames, and then temporally pool the out-
put features to obtain the final feature representation [24].
Similarly, Yan et al. leverage LSTM network to aggregate
the frame-wise features to obtain a sequence-level feature
representation [37]. Liu et al. propose a two-stream network
in which motion context together with appearance features
are accumulated by recurrent neural network [19]. Inspired
by the exploration of 3D Convolutional Neural Network for
learning the spatial-temporal representation in other video-
related tasks such as action recognition [11, 3], 3D convo-
lution networks are used to extract sequence-level feature
[17, 14]. These works treat the features with the same im-
portance even though the features for different spatial and
temporal positions have different contribution/importance
levels for video-based person reID.
Attention for Image-based Person ReID. For image-
based person reID, many attention mechanisms have been
designed to emphasize important features and suppress ir-
relevant ones for obtaining discriminative features. Some
works use the human part/pose/mask information to infer
the attention regions for extracting part/foreground features
[26, 12, 35, 26]. Some works learn the attention in terms
of spatial positions or channels in end-to-end frameworks
[18, 42, 16, 30, 38]. In [16], spatial attention and chan-
nel attention are adopted to modulate the features. In gen-
eral, convolutional layers with limited receptive fields are
used to learn the spatial attention. Zhang et al. propose a
relation-aware global attention to globally learn attention
by exploiting the pairwise relations [41] and achieve sig-
nificant improvement for image-based person reID. Despite
the wide exploration in image-based reID, attention designs
are under-explored for video-based reID, with much fewer
efforts on the globally derived attention.
In this paper, motivated in part by [41] which is designed
for effective feature learning of an image by exploring re-
lations, we design a multi-granularity reference-aided at-
tentive feature aggregation scheme for video-based person
reID. Particularly, to compute the relations, we build a small
set of reference nodes instead of using all the nodes for
robustness and computational efficiency. Moreover, multi-
granularity attention is designed to capture and explore the
semantics of different levels.
Attention for Video-based Person ReID. For video-based
person reID, some attention mechanisms have been de-
signed. One category of works considers the mutual in-
fluences between the pair of sequences to be matched
[36, 25, 4]. In [36], the temporal attention weights for
one sequence was guided by the information from distance
matching with the other sequence. However, given a se-
quence in the gallery set, it needs to prepare different fea-
tures corresponding to different query images, which is
complicated and less friendly in practical application.
Another category of works independently determines the
features of the sequence itself. To weaken the influence of
noisy frames, Liu et al. propose a quality aware network
(QAN), which estimates the quality score of each frame
for aggregating the temporal features as the final feature
[20]. Zhou et al. use learned temporal attention weights
to update the current frame features as input of RNN [47].
Zhao et al. disentangle the features of each frame to seman-
tic attribute related sub-features and re-weight them by the
confidence of attribute recognition for temporal aggregation
[43]. These works do not simultaneously generate spatial
and temporal attention from a global view for feature ag-
gregation. Recently, spatial-temporal map which is directly
calculated from the feature maps is used to aggregate the
frame-level feature maps, without using any additional pa-
rameters [5]. However, as attention is computed in a pre-
defined manner, the optimization space is limited.
Considering the lack of effective joint spatio-temporal
attention mechanisms for the feature aggregation in video-
based person reID, we intend to address this by proposing
a multi-granularity reference-aided global attention, which
jointly determines the spatial and temporal attention for fea-
ture aggregation.
3. Multi-Granularity Reference-aided Atten-
tive Feature Aggregation
We propose an effective attention module, namely
Multi-Granularity Reference-aided Global Attention (MG-
RAFA), for spatial-temporal feature aggregation to obtain
a video-level feature vector. In Section 3.1, we introduce
the preliminary. Then, we describe our proposed reference-
aided attentive feature aggregation under single-granularity
setting in Section 3.2 and elaborate the multi-granularity
(our final design of MG-RAFA) in Section 3.3. We finally
present the loss functions in Section 3.4.
3.1. Overview
For video-based person reID, we aim at designing an
attentive feature aggregation module that can comprehen-
sively capture discriminative information and exclude inter-
ference from a video which in general contains redundancy,
newly revealed contents, occlusion and blurring. To achieve
this goal, a joint determination of attention for the spatio-
temporal features from a global view is important for robust
performance.
We propose to learn the attention for each spatio-
temporal position/node by exploring the global relations
with respect to a set of reference feature nodes. Particularly,
for the global relations modeling of a target node, we build
a small set of representative feature nodes as reference, in-
stead of using all the feature nodes, to ease optimization dif-
ficulty and reduce the computational complexity. Moreover,
the discriminative information may physically spread over
different semantic levels as illustrated in Figure 1. We thus
introduce hierarchical (multi-granularity) relation modeling
to capture the semantics at different granularities.
Figure 2 gives an illustration of our overall frame-
work. For a video tracklet, we sample T frames as V =
{I1, I2, · · · , IT }. Through a single frame feature extrac-
tor (e.g., ResNet-50 backbone), we obtain a set of feature
maps Fall = {Ft|t = 1, 2, · · · , T}, where Ft ∈ RH×W×C
includes H × W feature nodes, (H , W , C represent the
height, width and number of channels, respectively). Based
on the proposed multi-granularity reference-aided attention,
all feature nodes in this set are weighted summed into a fea-
ture vector v as the final video-level feature representation
for matching by l2 distance. For clarity, we first present
our proposed reference-aided attentive feature aggregation
under the single-granularity setting in Subsection 3.2 and
introduce the multi-granularity version in Subsection 3.3.
3.2. Reference-aided Attentive Feature Aggregation
The extracted feature set Fall = {Ft|t = 1, 2, · · · , T}
consists of K = H ×W × T feature nodes, each of which
is a C-dimensional feature vector. To determine the impor-
tance level of a feature node, it would be helpful if all the
other feature nodes are also “seen”, since intuitively people
can determine the relative importance of something by com-
paring it with all others. For a feature node, to determine its
importance level, we prepare its relation/affinity with every
node as the ingredient to infer the attention. For any node i,
when stacking its relations with all nodes (e.g., in raster scan
order), the number of relation elements isD = H×W ×T .
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Figure 2. Our proposed Multi-Granularity Reference-aided Attentive Feature Aggregation scheme for video-based person reID. (a) illus-
trates the reID pipeline with reference-aided attentive feature aggregation. Here, we use four frames (T = 4) as an example. For clarity,
we only show the single-granularity setting in (a) and illustrate the procedure for deriving multiple-granularity reference-aided attention in
(b). We use three granularity (N=3) here for illustration.
Taking into account the existence of appearance varia-
tions (e.g., caused by pose, viewpoint variations) and large
redundancy among frames, the distribution space for re-
lation vectors is large and may cause difficulty in mining
the patterns for accurately determining the attention. Thus,
we propose to ease the difficulty by choosing a small set
of representative feature nodes, instead of all the nodes, as
the reference for modeling relations. As we know, for a
video tracklet, there is usually large redundancy across tem-
poral frames. For video action recognition, Bobick et al.
[2] propose to use a static vector-image where the vector
value at each point is a function of the motion properties
at the corresponding spatial location of a video sequence
to compactly represent the information of a video. Moti-
vated by this, we adopt average pooling along the temporal
frames to fuse Fall = {Ft|t = 1, · · · , T} into a feature
map FR ∈ RH×W×C . Different from action recognition
where the motion/temporal evolution is important, the tem-
poral motion and evolution in general has no discriminative
information for person ReID while the appearances are the
key. Thus we simply average the temporal frames to obtain
FR as the reference, i.e., the representative set of reference
feature nodes (S-RFNs), to model global relations, which
consists of D = H ×W feature nodes.
For a feature node xi ∈ RC in Fall, we calculate the
relations/affinities between it and all feature nodes in the
reference set FR to model its corresponding relations. A
pairwise relation is formulated as the correlation of the two
nodes in embedding spaces:
ri,j = r(x
i,yjr) = µ(x
i)T · ν(yjr), (1)
where yjr ∈ RC denotes a feature node in the reference
set FR, i (and j) identifies the node index. We define
µ(xi) = ReLU(Wµx
i) and ν(yjr) = ReLU(Wνy
j
r),
where Wµ ∈ R(C/s)×C and Wν ∈ R(C/s)×C are learned
weight matrices, where s is a positive integral which con-
trols the dimension reduction ratio. We implement it by
adopting a 1×1 convolutional filter followed by Batch Nor-
malization (BN) and ReLU activation, respectively. Note
that we omit BN operations to simplify the notation. By
stacking the pairwise relations of the feature node xi with
all the nodes (e.g., scanned in raster scan order) in the ref-
erence set FR, we have the relation vector as
ri = [ri,1, ri,2, · · · , ri,D] ∈ RD, (2)
which compactly reflects the global and clustering-like
structural information. In addition, since the relations are
stacked into a vector with a fixed scanning order with re-
spect to the reference nodes, the spatial geometric informa-
tion is also contained in the relation vector.
Intuitively, a person can have a sense of the impor-
tance levels of a node once he or she obtains the affin-
ity/correlation of this node with many other ones. Simi-
larly, the relation vector which describes the affinity/relation
with all reference nodes provides valuable structural infor-
mation. Particularly, the original feature xi represents local
appearance information while the relation feature ri mod-
els global relations. They complement and reinforce each
other but in different semantic spaces. We thereby com-
bine them together in their respective embedding space and
jointly learn, model, and inference the level of importance
(attention scores) of the feature node xi through a modeling
function as
ai = θ([φ(xi), ψ(ri)]), (3)
where φ(·) and ψ(·) are two embedding functions, [·, ·]
represents the concatenation operation, and θ(·) rep-
resents a modeling function to inference the attention
vector ai ∈ RC corresponding to xi. We define
φ(xi) = ReLU(Wφx
i), ψ(ri) = ReLU(Wψri), and
θ([φ(xi), ψ(ri)]) = ReLU(Wθ([φ(x
i), ψ(ri)]), where
Wφ ∈ R(C/s)×C , Wψ ∈ R(D/s)×D and Wθ ∈
RC×((C/s)+(D/s)) are learned weight matrices. We imple-
ment them by performing 1 × 1 convolutional filtering fol-
lowed by BN and ReLU. For each feature node xi in Fall
(nodes corresponding to all the spatial and temporal posi-
tions), we obtain an attention score vector ai. For all nodes
in Fall, we have A = [a1,a2, · · · ,aK ].
We normalize the learned attention scores via the Soft-
max function across different spatial and temporal posi-
tions (node indexes) and obtain the final attention aˆi, i =
1, 2, · · · ,K. Afterwards, we use the final attention as the
weights to aggregate all the feature nodes (from all spatial
and temporal positions) in Fall. Mathematically, we obtain
the final sequence-level feature representation v ∈ RC by
v =
K∑
k=1
aˆi  xi, aˆi = Softmax(ai), (4)
where symbol  represents element-wise multiplication.
3.3. Multi-Granularity Attention
Human can capture the different semantics (such as gen-
der, body shape, clothing details) of a person at different
granularity levels (e.g., in terms of viewing distance or im-
age resolution). Some types of semantics (e.g., whether the
person wears glasses or not) may be easier to capture at
fine granularity while some others (e.g., body shape) may
be easier to capture at coarse granularity by excluding the
distraction from fine details. Motivated by this, we pro-
pose the Multi-Granularity Reference-aided Attentive Fea-
ture Aggregation (MG-RAFA) which derives the attention
and introduces a hierarchical design, aiming at capturing
the discriminative spatial and temporal information at dif-
ferent semantic levels. Basically, we distinguish the differ-
ent granularities by modeling relations and deriving atten-
tion on feature maps of different resolutions.
Following the earlier notations, for both reference nodes
in FR and the nodes to be aggregated in Fall, we split them
along their channel dimensions into N splits/groups. Each
group corresponds to a granularity. In this way, we reduce
the computational complexity in comparison with the single
granularity case. For the mth granularity, we perform spa-
tial average pooling with a ratio factor m on both the mth
split features of FR and Ft, t = 1, 2, · · · , T . We obtain
the factorized reference feature FR,m ∈ RHm×Wm× CN of
Dm = Hm ×Wm nodes, where Hm = H2m−1 and Wm =
W
2m−1 . Similarly, we obtain the factorized feature map on
frame t as Ft,m ∈ RHm×Wm× CN and the spatial and tempo-
ral feature node set as Fall,m = {Ft,m|t = 1, 2, · · · , T}.
Then, we employ the reference-aided attentive feature
aggregation as described in Section 3.2 for each group sep-
arately. Thereby, the relation modeling in Eq. (1) and the
attention modeling function in Eq. (3) can be expanded into
their multi-granularity versions as
r(xim,y
j
m) = µm(x
i
m)
T · νm(yjm), (5)
aim = θm([φm(x
i
m), ψm(r
i
m)]), (6)
where subscript m identifies the index of granularity, xim
denotes the ith node in Fall,m and yjm denotes the j
th
nodes in the reference feature map FR,m. Similar to
the feature aggregation under single granularity in Section
3.2, we normalize the attention scores via Softmax func-
tion and weighted sum the feature nodes (across differ-
ent spatial-temporal positions). Finally, we concatenate
the fused feature of each split/group (denoted by vm) to
obtain the final sequence-level feature representation v =
[v1,v2, · · · ,vN ].
3.4. Loss Design
We add the retrieval-based loss, i.e., the triplet loss with
hard mining LTr, and the ID/classification loss (cross en-
tropy loss with label smoothing [29]) denoted by LID,
on the video feature vector v. Each classifier consists
of a Batch Normalization (BN) layer followed by a fully-
connected (FC) layer. Specially, to encourage the network
to aggregate discriminative features at each granularity, we
add the two loss functions on the aggregated feature of each
granularity vg, g = 1, · · · , N . The final loss is:
L=LID(v)+LTr(v)+
1
N
N∑
g=1
(LID(vg)+LTr(vg)) . (7)
4. Experiments
4.1. Datasets and Evaluation Metrics
Table 1. Three public datasets for video-based person reID.
Datasets MARS [44] iLIDS-VID [31] PRID2011 [9]
Identities 1261 300 200
Tracklets 20751 600 400
Distractors 3248 tracklets 0 0
Cameras 6 2 2
Resolution 128× 256 64× 128 64× 128
Box Type detected manual manual
Evaluation CMC & mAP CMC CMC
We evaluate our approach on three video-based person
reID datasets, including MARS [44], iLIDS-VID [31], and
Table 2. The ablation study for our proposed multi-granularity reference-aided global attention (MG-RAFA) module. Here,“SG” de-
notes “Single-Granularity” and “MG” denotes ”Multi-Granularity”. N denotes the number of granularities. S denotes the number of
splits(groups) along the channel dimension for masking attention on each split respectively. In a multi-granularity setting, the number
of splits is equal to the number of granularities (i.e., S = N ) since each split correponds to a granularity level. We use “MG-AFA” to
represent the attention module without relations, in which attention values are inferred from RGB information alone.
Models #GFLOPs
Mars iLIDS-VID PRID2011
mAP Rank-1 Rank-5 Rank-20 Rank-1 Rank-5 Rank-20 Rank-1 Rank-5 Rank-20
Baseline 32.694 82.1 85.9 95.1 97.3 86.5 96.6 98.9 92.5 98.5 99.6
MG-AFA (N=4) +0.095 82.5 86.6 96.1 97.8 86.7 96.6 98.7 92.6 98.1 99.6
SG-RAFA (S=1) +2.301 85.1 87.8 96.1 98.6 87.1 97.1 99.0 93.6 98.2 99.9
SG-RAFA (S=4) +0.615 84.9 88.4 96.6 98.5 86.7 96.6 98.7 94.2 98.6 99.6
MG-RAFA (N=2) +0.742 85.5 88.4 97.1 98.5 87.1 97.3 99.3 94.2 98.2 99.9
MG-RAFA (N=4) +0.212 85.9 88.8 97.0 98.5 88.6 98.0 99.7 95.9 99.7 100
PRID2011 [9]. Table 1 gives detailed information. Follow-
ing the common practices, we adopt the Cumulative Match-
ing Characteristic (CMC) at Rank-1 (R-1), to Rank-20 (R-
20), and the mean average precision (mAP) as the evalua-
tion metrics. For MARS, we use the train/test split protocol
defined in [44]. For iLIDS-VID and PRID2011, similar to
[19, 4, 15], we report the average CMC across 10 random
half-half train/test splits for stable comparison.
4.2. Implementation Details
Networks. Similar to [1, 23, 5], we take ResNet-50 [7]
as our backbone for per-frame feature extraction. Simi-
lar to [28, 39], we remove the last spatial down-sampling
operation in the conv5 x block for both the baseline and
our schemes. In our scheme, we apply our propose MG-
RAFA after the last residual block (conv5 x) for the atten-
tive feature aggregation to obtain the final feature vector v.
We build Baseline by taking the feature vector v obtained
through global spatial-temporal average pooling.
Experimental Settings. We uniformly split the entire video
into T=8 chunks and randomly sample one frame per chunk.
For the triplet loss with hard mining [8], in a mini-batch, we
sample P identities and each identity includes Z different
video tracklets. For MARS, we set P=16 and Z=4 so that
the mini-batch size is 64. For iLIDS-VID and PRID2011,
we set P=8 and Z=4. We use the commonly used data aug-
mentation strategies of random cropping [33], horizontal
flipping, and random erasing [46, 33, 30] (with a probabil-
ity of 0.5 at the sequence level for both the baselines and
our schemes. Sequence-level data augmentation is much
superior to frame-level one. This is closer to the realistic
data variation and will not break the inherent consistency
among frames. We set the input resolution of images to be
256×128with T=8 frames. Adam optimizer is used. Please
find more details in the supplementary.
4.3. Ablation Study
4.3.1 Effectiveness Analysis
We validate the effectiveness of our proposed multi-
granularity reference-aided attention (MG-RAFA) module
and show the comparisons in Table 2.
MG-RAFA vs. Baseline. Our final scheme MG-RAFA
(N = 4) outperforms Baseline by 2.9%, 2.1% and 3.4%
on Mars, iLIDS-VID, and PRID2011, respectively. This
demonstrates the effectiveness of our proposed attentive ag-
gregation approach.
Effectiveness of using the Global Relations. In Table 2,
MG-AFA (N=4) denotes the scheme when we use the visual
feature alone (without using relations) to learn the attention.
Our scheme MG-RAFA (N=4) which uses relations outper-
forms MG-AFA (N=4) by 2.2%, 1.9%, and 3.3% in Rank-1
on Mars, iLIDS-VID, and PRID2011, respectively, indicat-
ing the effectiveness of leveraging global relations for learn-
ing attention.
Single Granularity vs. Multiple Granularity. SG-
RAFA(S=1) also takes advantage of relations but ignores
the exploration of semantics at different granularities. In
comparison with SG-RAFA(S=1), our final scheme MG-
RAFA(N=4) that explores relations at multiple granularities
achieves 1.0%, 1.5%, 2.3% Rank-1 improvements on Mars,
iLIDS-VID, PRID2011, respectively. MG-RAFA is effec-
tive in capturing correlations of different granularity levels.
Moreover, we study the effects of different numbers
of granularities by comparing MG-RAFA(N=4) with MG-
RAFA(N=2). The results show that finer granularity deliv-
ers better performance. Note that the spatial resolution of
the frame features Ft is 16× 8. The spatial resolution ratio
between two adjacent granularity levels is set to 4, which
allows the maximum number of granularity levels N to be
4 (i.e., 16× 8, 8× 4, 4× 2, and 2× 1) in this work. In the
subsequent description, we use MG-RAFA to refer to MG-
RAFA(N=4) unless otherwise specified.
To further demonstrate that the improvements come
from the relation modeling at varying granularities instead
of multiple attention masks, we compare MG-RAFA(N=4)
with the single-granularity setting SG-RAFA(S=4). In this
setting, the features are divided into four splits(groups)
along channels with each split having an attention mask
rather than a shared one. Each attention mask is derived
from the same fine gruanularity. The results show that MG-
Table 3. Comparison of different strategies on selection of the ref-
erence feature nodes (S-RFNs). Different spatial(S) and temporal
(T) pooling strategies are compared. We denote the spatial and
temporal node dimension as (H × W × T ). For example, we
build the S-RFNs by adopting temporal average pooling, leading
to 16× 8× 1 nodes in S-RFNs.
S-RFNs #Nodes #GFLOPs
Mars
mAP R-1 R-5 R-10 R-20
Baseline 0 32.694 82.1 85.9 95.1 96.5 97.3
S-P (8×1×8) 64 +2.034 83.9 86.6 96.1 97.4 98.0
S-P (8×2×8) 128 +2.345 83.9 87.2 95.6 97.2 97.9
S-P (4×4×8) 128 +2.345 84.1 87.1 95.7 97.3 97.9
S-P (8×4×8) 256 +2.967 84.2 87.0 95.8 97.4 98.0
T-P (16×8×2) 256 +2.916 84.7 87.4 96.1 97.4 98.3
T-P (16×8×4) 512 +4.159 84.7 87.3 96.1 97.4 98.1
ST (16×8×8) 1024 +6.697 84.3 87.3 95.8 97.2 98.1
Ours (16×8×1) 128 +2.301 85.1 87.8 96.1 97.8 98.5
RAFA(N=4) is superior to SG-RAFA(S=4).
Complexity. Thanks to the channel splitting and spa-
tial pooling, the computational complexity (FLOPS) of our
multi-granularity module MG-RAFA(N=4) is only 9.2% of
that of the single granularity module SG-RAFA(S=1).
4.3.2 Selection of the Reference Feature Nodes
In our scheme, we take a set of feature nodes (S-RFNs) as
reference to model pairwise relations. Instead of taking all
feature nodes in the frame features as reference, consider-
ing the larger temporal redundancy, an average pooling op-
eration along the time dimension is performed to reduce the
number of nodes for easing optimization and reducing com-
putational complexity. For clarity, we investigate different
strategies for building the S-RFNs under single granularity
setting (i.e., SG-RAFA) and show the results in Table 3.
The spatial resolution of frame feature is H ×W , where
H=16, W=8 in this paper, resulting in 128 feature nodes for
each frame feature Ft. The number of temporal frames is
T=8. Ours: we obtain S-RFNs by fusing frame features
Ft, t = 1, · · · , T along the time dimension and obtain a
feature map with 16× 8 = 128 feature nodes. S-P: we fuse
feature nodes to obtain the reference set via average pooling
along spatial dimensions. T-P: we perform average pooling
along the temporal dimension with different ratios to obtain
different settings in Table 3. ST(16×8×8): we take all the
spatial and temporal nodes as the reference set.
We have the following observations. (1) Ours outper-
forms schemes S-P(8×1×8), S-P(8×2×8), S-P(4×4×8),
S-P(8 × 4 × 8) with spatial pooling by 1.2%, 1.2%, 1.0%
and 0.9% in mAP respectively, where spatial pooling may
remove too much useful information and result in inferior
S-RFNs. (2) Ours also outperforms those with partial tem-
poral pooling. The performance increases as the temporal
pooling degree increases. (3) Ours outperforms the scheme
ST(16× 8× 8) without any pooling by 0.8% in mAP. Using
all nodes as reference results in a larger optimization space
Table 4. Comparison with non-local related schemes.
Models
Mars
mAP R-1 R-5 R-10 R-20
NL(S) 83.2 86.6 95.9 97.1 97.9
NL(ST) 82.7 86.0 95.4 96.7 97.4
SG-RAFA 85.1 87.8 96.1 97.8 98.5
Table 5. Evaluation of the multi-granularity (MG) design when
other attention methods are used on the extracted feature maps
Ft, t = 1, · · · , T . Granularity is set to N = 4.
Models
Mars
mAP R-1 R-5 R-10 R-20
Baseline 82.1 85.9 95.1 96.5 97.3
RGA-SC 83.5 87.2 95.3 97.1 98.2
RGA-SC (MG) 85.0 88.1 96.9 97.7 98.5
SE 82.9 86.5 95.5 97.1 98.1
SE (MG) 84.3 87.6 95.4 97.1 98.1
CBAM 82.9 86.8 95.7 97.2 98.1
CBAM (MG) 84.6 88.0 95.7 97.2 97.9
MG-RAFA (Ours) 85.9 88.8 97.0 97.7 98.5
and the diversity of temporal patterns is complex which
makes it difficult to learn. In contrast, through temporal
average pooling, we reduce the pattern complexity and thus
ease the learning difficulty and computational complexity.
Complexity. Thanks to the selection of S-RFNs, in compar-
ison with ST(16×8×8) which uses all the feature nodes as
reference, the computational complexity in terms of FLOPs
for our aggregation module is reduced from 6.697G to
2.301G while the performance is 0.8% higher in mAP.
4.3.3 Comparison with Non-local
Non-local block [32] explores long-range context, which
weighted sums the features from all positions to refine the
current position feature. Both our approach and non-local
can explore the global context. However, non-local block
uses a deterministic way, i.e., weighted summation (without
parameters), to exploit the global information, which limits
its capability. In contrast, ours could mine the structural pat-
tern and semantics from the stacked relations by leveraging
a learned model/function to inference the importance of a
feature node as attention, being more flexible and having
large optimization space.
Table 4 shows the comparisons to non-local schemes.
We added a non-local module on the feature maps
Ft, t = 1, · · · , T for feature refinement followed by spatio-
temporal average pooling. NL(ST) denotes that non-local
is performed on all the spatio-temporal features and NL(S)
denotes that non-local is performed within each frame. Our
SG-RAFA outperforms NL(ST) and NL(S) significantly by
2.4% and 1.9% in mAP, respectively. NL(ST) is inferior to
NL(S) which may be caused by the optimization difficulty
when spatio-temporal dimensions are jointly considered.
Table 6. Performance (%) comparison of our scheme with the state-of-the-art methods on three benchmark datasets2.
Models
Mars iLIDS-VID PRID2011
mAP Rank-1 Rank-5 Rank-20 Rank-1 Rank-5 Rank-20 Rank-1 Rank-5 Rank-20
AMOC (TCSVT17)[19] 52.9 68.3 81.4 90.6 68.7 94.3 99.3 83.7 98.3 100
TriNet (ArXiv17)[8] 67.7 79.8 91.4 - - - - - - -
3D-Conv+NL (ACCV18)[17] 77.0 84.3 - - 81.3 - - 91.2 - -
Snippt (CVPR18)[4] 76.1 86.3 94.7 98.2 85.4 96.7 99.5 93.0 99.3 100
DRSA (CVPR18)[15] 65.8 82.3 - - 80.2 - - 93.2 - -
DuATM (CVPR18)[25] 62.3 78.7 - - - - - - - -
M3D (AAAI19)[14] 74.1 84.4 93.8 97.7 74.0 94.3 - 94.4 100 -
STA (AAAI19)[5] 80.8 86.3 95.7 - - - - - -
Attribute (CVPR19)[43] 78.2 87.0 95.4 98.7 86.3 97.4 99.7 93.9 99.5 100
GLTR (ICCV19)[13] 78.5 87.0 95.8 98.2 86.0 98.0 - 95.5 100 -
MG-RAFA (Ours) 85.9 88.8 97.0 98.5 88.6 98.0 99.7 95.9 99.7 100
4.3.4 Extension of MG Design to Other Attention
Different semantics could be suitably captured at differ-
ent granularities (as illustrated in Figure 1). Our proposed
multi-granularity design can also be applied to other at-
tention mechanisms. We conduct experiments by apply-
ing several different attention designs on the extracted fea-
ture maps Ft, t = 1, · · · , T and show the results in Ta-
ble 5. Compared with the single gruanularity versions,
multi-granularity design brings 1.5%, 1.4%, and 1.7% im-
provements in mAP respectively for RGA-SC [40], SE
[10], and CBAM [34], demonstrating the effectiveness of
the proposed multi-granularity design. In addition, our
proposed MG-RAFA outperforms RGA-SC(MG), SE(MG),
CBAM(MG) by 0.9%, 1.6%, and 1.3% in mAP respectively.
4.4. Comparison with State-of-the-arts
Table 6 shows that our MG-RAFA significantly outper-
forms the state-of-the-arts. On Mars, compared to STA
[5], our method achieves 5.1% improvements in mAP. On
iLIDS-VID and PRID2011, ours outperforms the second
best approach by 2.3% and 0.4% in Rank-1, respectively.
4.5. Visualization Analysis
We visualize the learned attention values at different
spatial-temporal positions at different granularities in Fig-
ure 3. We have two observations from (a). (1) The learned
attention tends to focus on different semantic regions from
different frames, which gets rid of a lot of repetitions (re-
dundancy). (2) Interestingly but not surprisingly, our atten-
tion is able to select the better represented areas and exclude
the inferences (e.g., see the 3rd and 4th columns of the right
sub-figures in (a) where there are occlusions). We believe
our attention modeling is an effective method to capture and
learn discriminative spatial and temporal representation. (b)
shows MG-RAFA captures different semantics at different
granularities, which tends to capture more details at finer
granularities and larger body parts at coarser granularities.
2We do not include results on DukeMTMC-VideoReID [45] since this
dataset is not publicly released anymore.
T T
(a) Visualization on different frames at the 2nd granularity.
original G-1st G-2nd G-3rd G-4st original G-1st G-2nd G-3rd G-4st
(b) Visualization of different granularities at a given time.
Figure 3. Visualization of our attention (a) across different frames,
and (b) at different granularities. “G-1st” to “G-4th” denote the
1st to the 4th granularities, with their corresponding spatial reso-
lutions of the attention masks for each frame as 16×8, 8×4, 4×2,
2×1, respectively. Here, we rescale the attention map of different
spatial resolutions to the same spatial resolution for visualization.
5. Conclusion
In this paper, we propose a Multi-Granularity Reference-
aided Attentive Feature Aggregation scheme (MG-RAFA)
for video-based person re-identification, which effectively
enhances discriminative features and suppresses identity-
irrelavant features on the spatial and temporal feature rep-
resentations. Particularly, to reduce the optimization diffi-
culty, we propose to use a representative set of reference
feature nodes (S-RFNs) for modeling the global relations.
Moreover, we propose multi-gruanularity attention by ex-
ploring the relations at different granularity levels to cap-
ture semantics at different levels. Our scheme achieves the
state-of-the-art performance on three benchmark datasets.
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