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MANTICORE II follows the Infrastructure as a Service (IaaS) paradigm to enable National 
Research and Education Networks (NRENs) and other e-infrastructure providers to enhance 
their service portfolio by building and piloting the deployment of tools to provide 
infrastructure resources and IP networks as a service to virtual research communities. 
 
IaaS consists on offering remote access and control of infrastructure elements to third party 
organizations through software services. By using IaaS services these organizations can control 
the remote infrastructures as if they owned it and be billed either per use or based on a 
monthly fee. The flexibility provided by IaaS comes at the cost of increased management 
complexity; therefore IaaS management solutions that keep track of permissions, 
infrastructure resource allocation, usage and monitoring are of key importance to fully exploit 
the IaaS advantages. Even though a few IaaS commercial solutions exist (Amazon EC2 and S3 
[1], BlueLock [2]), they mostly focus on providing virtual machines (computing) and storage on 
demand; thus MANTICORE II tools and services innovation is as important as complementary 
within the IaaS landscape. 
 
Typically, three user roles can be identified in the IaaS scenario: 
 
• Infrastructure Provider: The infrastructure owner. Assigns permissions to the 
infrastructure resources so that external users can control them. In MANTICORE II, 
infrastructure providers are NRENs (HEAnet, NORDUnet, RedIRIS) providing control 
over physical or virtual routers. 
• Virtual Operator:  The infrastructure aggregator. This user gains access to several 
infrastructure instances and aggregates them under his management domain. In 
MANTICORE II, an organization managing the resources of a virtual research 
community would take this role. For example, it could be the network administrator of 
an international research project that created a dedicate IP network using NREN 
infrastructure. 
• End user: Uses the services provided by the virtual operator. In MANTICORE II this user 
will be empowered to change some of the attributes of the IP Network Service through 
the use of a simple graphical interface. 
 
IP Network as a Service can be a key enabler of the flexible and stable e-Infrastructures of the 
future. Today some tool prototypes to provide point-to-point links to researchers have been 
developed (AutoBAHN [3], Harmony [4], G2MPLS [5], G-Lambda [6] and others). These tools, 
while providing high bandwidth pipes to researchers, only address one site of the problem. 
Researchers that want to create a virtual community to address scientific problems are still 
connected to each institution’s networks, and it is a major problem to directly connect them 
with high bandwidth pipes because it causes a number of issues such as security or routing 
integrity [7]. One of the ways of efficiently solving this problem is to create a logically 
separated IP network (on top of the high bandwidth pipes), or by using separate instances of 
virtualized routers, or a combination of both, and dedicating it to one virtual research 
community. In order to maximize the flexibility and convenience of the IP Network Service, the 
users of the virtual community should be able to modify the characteristics of their IP Network 
by themselves (such as addressing, dynamic routing protocols, routing policies, quality of 
service and so on). 
 
The MANTICORE II project is built upon the successful results achieved by its predecessor: the 
MANTICORE project [8]. MANTICORE delivered a proof of concept of a system to manage 
logical routers, physical routers and IP Networks based on Globus Toolkit 4 [9]. MANTICORE 
produced a successful working prototype suitable to proof the concepts and ideas behind 
MANTICORE, to make demonstrations to educate people and be used in research projects [10]. 
Being a prototype, however, it is not robust enough and does not implement enough features 
to be deployed in a full production environment. Therefore, the main goal of MANTICORE II is 
to provide an implementation that can be deployed in a production network and can be used 
in real life by real users. MANTICORE II is carrying out the following activities: 
 
• Robust and modular implementation of IaaS management tools to provide routers 
and IP networks as a service. This implementation is based on the IaaS Framework [11] 
technology. 
• Pilot software deployment and evaluation at HEAnet, NORDUnet and RedIRIS. 
MANTICORE II software tools will be deployed on a subset of the NRENs e-
infrastructure. A series of pilot activities evaluating the operation and the use of the IP 
Network Service will be carried out, identifying: i) operational procedures, ii) 
improvements in the software iii) added value of the service (in terms of improving the 
operational efficiency and enhancing the flexibility and satisfaction of customers). 
• Design and implement a simple yet powerful graphical interface for the IP Network 
Service that allows end users to change some of the service attributes: addressing, 
internal routing, peering, firewalls, and quality of service. 
• Integration with eduGAIN: Study and prototype the integration of MANTICORE II’s 
Authentication and Authorisation Infrastructure (AAI) with eduGAIN. 
• Study and simulate mechanisms to implement an infrastructure marketplace, where 
infrastructure providers can publish their infrastructure offerings with the usage 
conditions (Service Level Agreement, price) and virtual operators can use powerful 
query capabilities to automatically select the best resources to assemble their 
dedicated networks. 
• Study business models and use cases for commercial services based on MANTICORE 
II principles. Some of these use cases are: i) “open garden” networks that treat partner 
traffic with the same level of service as “walled garden” traffic, ii) Network as a Service 
(NaaS): private IP backbones for other service providers, and iii) network sharing: 
share infrastructure, maintenance, engineering and technology costs for networks. 
 
Moreover, the MANTICORE II project has recently expanded its activities by starting 
collaboration with the Canadian GreenStar Network (GSN) project [12]. GSN is a CANARIE 
funded initiative that will deploy a testbed and carry out studies on the feasibility of powering 
e-Infrastructures with unstable renewable energy sources, such as solar or wind. GSN will 
exploit IaaS and virtualisation to migrate virtual infrastructure resources from one site to 
another based on power availability, trying to minimise the impact on the services that these 
virtual infrastructures are supporting. MANTICORE II will collaborate with GSN providing the 
IaaS management tools that the project is developing, and extending the Canadian GSN 
testbed with European NREN resources. 
 
Currently, MANTICORE II is focusing its effort on the implementation of the improved IaaS 
tools: a first version of them will be available by the end of March 2010. Pilot tests are 
expected to start by the end of April 2010, and last for 2 months. The next stage will be to 
carry out pre-operational service deployments at each NREN, deeply involving selected 
research communities. On top of this, MANTICORE II tools would also be integrated with the 
IaaS Framework tools for layer 1 (Argia [13]) and layer 2 (Ether); thus providing a complete L1-
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