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LE DÉMONSTRATEUR CLEARPET développé à Lausanne fait partie d’une nouvelle géné-ration de tomographes TEP de haute résolution pour petits animaux. Un scanner TEP
de haute résolution tend à maximiser le rapport signal sur bruit mesurable dans des pixels
pour une durée d’acquisition donnée sans pour autant compromettre la résolution spa-
tiale. Pour atteindre ce but, les tomographes ClearPET se basent sur la technologie phoswich
dans laquelle deux cristaux scintillants de différente nature (du LSO et du LuYAP), placés
en colonne, sont lus par un même canal d’une matrice de photodétecteur. Un algorithme
d’analyse de forme est utilisé pour déterminer l’origine de chaque impulsion.
Parallèlement, pour affiner le design de ce prototype, un logiciel de simulation Monte
Carlo spécialement dédié à la tomographie d’émission – GATE – a vu le jour. La grande
nouveauté de ce dernier réside dans la gestion du temps. Celle-ci permet la modélisation
de la cinétique des processus de désintégration, des temps morts inhérents à l’électronique
de l’acquisition et des mouvements des détecteurs.
Ce travail présente dans un premier temps le démonstrateur construit à Lausanne, en
mettant principalement l’accent sur le système d’acquisition de données et les bibliothèques
permettant le traitement de celles-ci, et également le fonctionnement du logiciel GATE. Dans
un second temps, ce sont les performances mesurées et simulées qui sont mises en avant.
Les simulations permettent en outre d’extrapoler les performances à un système complet et
d’affiner le design de la tête de détection.
Tant les mesures que les simulations donnent une résolution spatiale de 1.3 mm sur
l’axe du scanner et de 2.5 mm à 4 cm de l’axe. Les résolutions temporelles pour deux mo-
dules ayant la même phase d’échantillonnage sont de 4.3 ns pour le LSO et de 4.9 ns pour
le LuYAP. Les résolutions typiques en énergie mesurées lors d’acquisitions avec le démons-
trateur valent 31 ± 4 % pour le LSO et 33 ± 8 % pour le LuYAP. Les positions moyennes
des pics à pleine énergie, avant calibration, sont de l’ordre de 480 ± 50 keV1 pour le LSO
et de 470 ± 40 keV1 pour le LuYAP. Ces variations couplées à l’électronique de déclenche-
ment sont une des causes principales des limitations des performances de sensibilité et de
taux de comptage. Une sensibilité de 4.37± 0.05+0.83−0.42 % peut être attendue pour un scanner
complet à quatre anneaux. La forte variabilité des erreurs systématiques reflète les varia-
tions précédemment citées. La version électronique de cette thèse est disponible à l’adresse
http://library.epfl.ch/theses/?nr=3826.
Mots-clés : TEP, ClearPET, profondeur d’interaction, Monte Carlo, GATE, imagerie du
petit animal.
1 L’unité keV est ici abusive, car les spectres n’étant pas calibrés, nous avons affaire à des numéros de canaux




THE LAUSANNE CLEARPET demonstrator is one of the new generation of high resolu-tion small animal PET scanners. A high resolution PET scanner aims to maximize the
signal-to-noise ratio measured in pixels for a given time without compromising spatial re-
solution. In order to achieve it, ClearPET scanners are based on phoswich technology : two
different crystals (LSO and LuYAP) are aligned one behind the other and coupled to the
same channel of a multichannel photo-detector. Depth-of-interaction is determined by a
pulse shape analysis.
To improve the prototype design, a Monte Carlo simulation toolkit dedicated to emis-
sion tomography – GATE – was created. The accurate description of time-dependent pheno-
mena such as source or detector movement and source decay kinetics represents the most
important feature of this software.
The first part of this work presents the demonstrator built in Lausanne, mainly the DAQ
process and the libraries for the data treatment, and the GATE functionality. In the second
part, the measurements obtained with the ClearPET demonstrator combined with simula-
tions are presented. The simulations allow estimation of the performance of a final scanner
and refinement of the detector head design.
Measurements as well as simulations give a spatial resolution of 1.3mm on the scanner
axis and 2.5mm at 4 cm from the axis. Temporal resolution for two modules with the same
sampling phase is about 4.3 ns for LSO and 4.9 ns for LuYAP. For a standard acquisition,
the energy resolution at 511 keV is about 31 ± 4 % for LSO and 33 ± 8 % for LuYAP. The
peaks at full energy before calibration are about 480 ± 50 keV2 for LSO and 470 ± 40 keV2
for LuYAP. These variations, coupled with hardware threshold, are one of the main reasons
for the sensitivity and count rate performance limitations. A sensitivity of 4.37±0.05+0.83−0.42 %
is estimated for a full ring design with four rings of detector modules. The large systematic
errors are induced by the variability previously mentioned.
The online version of this thesis is available on :
http://library.epfl.ch/theses/?nr=3826.
Keywords : PET, ClearPET, depth-of-interaction, Monte Carlo, GATE, small animal ima-
ging.
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Introduction
L’EXPÉRIMENTATION ANIMALE fait partie intégrante de la recherche biomédicale et phar-macologique [1]. Depuis longtemps déjà, des méthodes basées sur le traçage de molé-
cules marquées radioactivement en faible concentration, combinant la dissection des or-
ganes et le comptage dans les tissus, sont utilisées [2]. En parallèle, la cryosection du corps
entier suivie de l’autoradiographie numérique [3] fournit aussi des images anatomiques de
très haute résolution spatiale (de l’ordre de ∼ 50 µm), tout en les corrélant de façon quanti-
tative aux concentrations du traceur utilisé.
La principale limitation de ces méthodes réside dans le fait que l’analyse a lieu pour un
temps donné et ne peut donc pas tenir compte de l’évolution temporelle de processus chez
un individu. Il est alors impossible d’étudier le même animal avant, pendant et après une
intervention. Pour réaliser ce genre d’étude, il faut recourir à des méthodes non invasives,
comme la Tomographie par Émission de Positons (TEP3) ou la Tomographie par Émission
MonoPhotonique (TEMP4). Ces instruments étaient jusque dans les années 90 exclusive-
ment employés pour des applications cliniques et leur résolution spatiale ne permettait
pas leur utilisation dans le cadre de recherches sur les rongeurs ; le volume de la souris
– le mammifère le plus utilisé pour les manipulations génétiques et biologiques [4] – est
inférieur d’un facteur de l’ordre de 2’500 fois à celui d’un humain adulte. Il a donc fallu
construire des instruments spécifiques aux petits animaux.
La collaboration Crystal Clear5 est une collaboration internationale regroupant des ins-
tituts de recherche visant, dans un premier temps, à développer de nouveaux cristaux scin-
tillateurs pour la physique des hautes énergies (particulièrement pour le LHC – Large Ha-
dron Collider), puis, dans un second temps, à faire du transfert technologique appliqué aux
nouvelles générations de scanners TEP. Ses membres sont le Centre Européen en Recherche
Nucléaire (CERN), le centre de recherche de Jülich – ForschungsZentrums Jülich (FZJ) –, l’ins-
titut des problèmes nucléaires de Minsk, l’institut de recherche en physique de Ashtarak,
le laboratoire d’instrumentation et de physique expérimentale des particules de Lisbonne
(LIP), l’Université demédecine Sungkyunkwan de Séoul, le CERMEP& l’Université Claude
Bernard de Lyon (UCBL), l’Institut Inter-Universitaire pour les Hautes Énergies (IIHE) de
l’Université libre de Bruxelles – Vrije Universiteit Brussel (VUB) – et l’Institut de Physique
des Hautes Énergies (IPHE) de l’Université de Lausanne – devenu le Laboratoire de Phy-
3 TEP est l’acronyme de «Tomographie par Émission de Positons». En anglais, l’acronyme PET, pour Positron
Emission Tomography, est utilisé.
4 TEMP est l’acronyme de «Tomographie par Émission MonoPhotonique». En anglais SPECT, pour Single Pho-
ton Emission Computed Tomography, est usité.




sique des Hautes Énergies (LPHE) de l’EPFL. Les recherches de la collaboration ont amené
à la conception et à la fabrication de prototypes de scanners TEP pour petits animaux de
nouvelle génération. Quatre prototypes ont ainsi vu le jour à Jülich, Bruxelles, Séoul et Lau-
sanne. Ce scanner est maintenant commercialisé sous le nom de ClearPET par la compagnie
allemande raytest GmbH, qui a récemment reçu la médaille d’or avec les félicitations du
jury et le grand prix du ministère de la recherche français lors du 35e salon international
des inventions de Genève (2007).
Au fil du temps, les exigences concernant la qualité des images, la précision et la rapi-
dité des mesures sont devenues de plus en plus grandes. Avec l’apparition de nouveaux
moyens informatiques, principalement les «grappes de calcul» (clusters), les simulations
Monte Carlo sont devenues un outil essentiel pour le développement de la tomographie
d’émission. C’est dans cette perspective qu’est né l’outil de simulation GATE, spécialement
dédié à la tomographie d’émission et développé originellement pour l’étude du design du
tomographe ClearPET.
Structure de la thèse
Cette thèse est constituée de quatre chapitres. Le premier présente la TEP dans sa géné-
ralité ainsi que les spécificités relatives à la TEP petit animal. Le second décrit le démons-
trateur ClearPET de Lausanne ainsi que les programmes et les bibliothèques qui lui sont
associés. Le chapitre trois aborde la méthode Monte Carlo et les plateformes GEANT4 et
GATE. Finalement, le chapitre quatre présente les résultats obtenus sur le démonstrateur et
les simulations correspondantes ainsi que des propositions pour un scanner final étayées
par des simulations Monte Carlo.
Chapitre 1
La Tomographie par Émission de
Positons
Ce chapitre introduit des notions de tomographie par émission de positons. Il est principalement
inspiré de Nichols [5], de Dreuille et coll. [6], Schneider [7], Alessio et Kinahan [8], Defrise [9] et
Chatziioannou [10].
LA TOMOGRAPHIE PAR ÉMISSION DE POSITONS, comme son nom l’indique, fait partiedes techniques de tomographie. Elle permet, après annihilation de positons, de mesu-
rer l’émission photonique représentant la distribution spatiale du traceur radioactif intro-
duit dans l’objet en observation. Cela permet de visualiser les activités dumétabolisme, plus
précisément des tissus, dans le cas d’organismes vivants. Le terme imagerie fonctionnelle
est alors utilisé. Elle diffère des technologies conventionnelles aux rayons X (tomographie
TDM1 entre autres), des ultrasons et de l’imagerie par résonance magnétique (IRM2) qui
se limitent aux images de l’anatomie. Les changements physiologiques précèdent les chan-
gements anatomiques et, par conséquent, la tomographie par émission de positons permet
de déceler, à une phase plus précoce, les dommages métaboliques et aide ainsi à contrer
leur progression. Les images sont obtenues par injection dans l’organisme d’une molécule
radioactive marquée par des isotopes émetteurs de positons à courtes durées de vie comme
certains isotopes du carbone, du fluor ou de l’oxygène. Cette technique permet grâce à une
caméra spéciale, appelée caméra TEP, de localiser, en chaque point d’un organe, une sub-
stance marquée par un radioélément administrée à un sujet vivant, et de suivre dans le
temps l’évolution de cette substance. Elle fournit ainsi une image quantitative du fonction-
nement de l’organe étudié.
De la création de radioisotopes jusqu’à l’interprétation finale des données, de nom-
breuses disciplines scientifiques entrent en ligne de compte. La création de composés chi-
miques contenant des éléments radioactifs est réalisée par des radio-chimistes. Les moyens
de détecter les désintégrations de ces isotopes sont développés par des physiciens des
1 Tomodensitométrie, en anglais le terme générique Computed Tomography (CT) est utilisé.
2 Le cas est un peu particulier, il existe à présent des applications de IRM fonctionnelle. En anglais, le terme
devient magnetic resonance imaging (MRI).
3
4 CHAPITRE 1. LA TOMOGRAPHIE PAR ÉMISSION DE POSITONS
hautes énergies. La conversion des données brutes en images interprétables relève du do-
maine des mathématiques. Enfin l’interprétation de ces images est plutôt l’affaire du méde-
cin nucléaire ou du biologiste.
Pour bien comprendre la TEP, il faut donc avoir quelques notions dans tous les do-
maines cités ci-dessus. Ces différents aspects seront abordés de façon bien différenciée dans
les paragraphes suivants. Les spécificités des scanners TEP dédiés aux petits animaux se-
ront également présentées.
1.1 Des isotopes aux photons
L’obtention d’images biologiques TEP se fait à travers l’introduction de produits radio-
pharmaceutiques qui sont eux-mêmes radioactifs ou qui sont marqués par un élément ra-
dioactif.
1.1.1 Les isotopes émetteurs de positons
La nature chimique d’un atome est définie par le nombre de protons dans son noyau.
Par exemple, tous les atomes comprenant six protons sont des atomes de carbone, dont
le symbole chimique est la lettre C. La stabilité d’un noyau atomique dépend du nombre
de nucléons qui le composent ; les noyaux stables sont, en principe, composés d’autant de
neutrons que de protons. Un isotope, dont le nombre de neutrons est trop faible par rapport
à celui des protons, est instable. Pour retrouver un état stable, il subira une désintégration
β+ : un proton du noyau se changera en neutron en émettant un positon et un neutrino par
le biais de l’interaction faible (équations 1.1).
p→ n+ e+ + νe AZN →AZ−1N ′ + e+ + νe (1.1)
Le positon, également appelé positron, est un antiélectron, soit l’antiparticule de l’élec-
tron ; il a toutes les propriétés de l’électron à l’exception de sa charge qui, elle, est opposée.
Le neutrino, quant à lui, n’est pratiquement pas détectable et n’est pas utilisé en TEP.
Une fois émis, le positon parcourt une faible distance dans le milieu durant laquelle il
perd toute son énergie cinétique ; cette étape est appelée thermalisation. Son parcours peut
être assimilé à une marche aléatoire et la dispersion de la distance parcouru peut être re-
présentée par une courbe bi-exponentielle [11]. Quand le positon est au repos, il interagit
avec un électron du milieu suivant une réaction d’annihilation. Celle-ci peut se faire soit
directement, soit par une étape intermédiaire dans laquelle le positon et l’électron forment
un état lié métastable, appelé positronium (Ps) [12]. La probabilité que le résultat de l’an-
nihilation directe donne deux photons est supérieure d’environ trois ordres de grandeur à
celle donnant trois photons. Dans le cas de la formation d’un positronium, le nombre de
photons d’annihilation dépend de son état de spin. La proportion globale d’annihilation à
3 photons dans l’eau ne représente que 0.5 % ; les scanners actuels n’en tiennent donc pas
compte.
En accord avec les principes de conservation de l’énergie et de la quantité de mouve-
ment, cette annihilation produit deux photons colinéaires de sens opposés dont l’énergie
s’élève à 511 keV3 pour chacun d’entre eux dans le repère du centre de masse (équation 1.2).
3 Cette énergie correspond à l’énergie de masse au repos de l’électron ou du positon.



















FIG. 1.1 – Émission et annihilation du positon. 1. Émission d’un positon lors de la conversion d’un
proton en neutron dans une désintégration β+ dans le noyau d’un atome. 2. Thermali-
sation : diffusion du positon dans le milieu selon une marche aléatoire pendant sa courte
existence. 3. Annihilation du positon avec un électron du milieu ∼ 10−10 secondes plus
tard. 4. Une paire de photons de haute énergie est produite ; ces photons sont quasi coli-
néaires mais de sens opposés et émis dans une direction aléatoire de manière isotrope.
Ces photons sont appelés photons d’annihilation et sont créés simultanément et émis dans
une direction aléatoire de manière isotrope (figure 1.1). Dans le repère du laboratoire, ils ne
sont toutefois pas complètement colinéaires, du fait de la quantité de mouvement relative
de la paire électron - positon dû au mouvement orbital des électrons autour de l’atome [13].
La distribution de cette non-colinéarité est une gaussienne dont la largeur à mi-hauteur
(définition 1.1) est de l’ordre de 0.5˚ [14].
e+ + e− → γ + γ (1.2)
Les isotopes couramment utilisés en TEP sont des éléments qui composent les tissus
biologiques : le carbone à cinq neutrons (11C), l’azote à 6 neutrons (13N) et l’oxygène à 7 neu-
trons (15O). Compte tenu de leurs courtes demi-vies4, respectivement 20, 10 et 2 minutes,
la production des isotopes et la synthèse du traceur doivent être réalisées rapidement et à
proximité immédiate de l’endroit où aura lieu l’examen. Leur utilisation est donc limitée
aux centres multidisciplinaires équipés d’un cyclotron (accélérateur de particules circulaire
permettant la production de radioéléments).
Le fluor contenant 8 neutrons (18F), bien que peu présent dans les tissus, est un traceur
très utile. Sa demi-vie est plus longue : de l’ordre de 120 minutes. Les premières molécules
marquées au 18F ont été synthétisées à la fin des années 19705 [16]. La molécule marquée au
18F la plus largement utilisée est le fluorodésoxyglucose (18F-FDG). Ce traceur, analogue au
glucose, est utilisé pour la détection de cancers et apporte des réponses essentielles dans la
prise en charge et le suivi des patients atteints de maladies néoplasiques [17].
Les principales caractéristiques des isotopes précédemment cités sontmentionnées dans
le tableau 1.1, tiré de [10, 18]. Le parcours moyen – ou distance de vol – est la distribu-
4 La demi-vie d’un isotope est la durée au bout de laquelle, statistiquement, la moitié des atomes d’un échan-
tillon initial se seront désintégrés.
5 C’est un peu auparavant que les premiers tomographes TEP, utilisables dans un environnement clinique, ont
été construits [15].
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tion statistique de la distance que le positon va parcourir en ligne droite depuis son point
d’émission. Les distributions statistiques sont souvent caractérisées par leurs largeurs à mi-
hauteur (FWHM6) ou au dixième de la hauteur (FWTM7) ; ces grandeurs sont définies géné-
riquement en 1.1. La distance totale est la distance que va réellement parcourir le positon, en
tenant compte de tous les petits tronçons. Elle est donc toujours bien supérieure au parcours
moyen.
18F 11C 13N 15O
Demi-vie 109.7 min 20.3 min 9.97 min 2.1 min
Energie cinétique maximale 635 keV 970 keV 1.17 MeV 1.73 MeV
Distance totale maximale dans l’eau 2.4 mm 5.0 mm 5.4 mm 8.2 mm
Parcours moyen dans l’eau FWHM 0.6 mm 1.1 mm 1.4 mm 2.5 mm
Parcours moyen dans l’eau FWTM 1.8 mm 2.2 mm 2.8 mm 3.6 mm
TAB. 1.1 – Les propriétés fondamentales des principaux isotopes utilisés en TEP.
Définition 1.1 (FWCM ) Soit f une distribution continue comprenant un maximum local en x0 ;




∣∣x1 < x2, f(x1) = f(x2) = c · f(x0)} (1.3)
1.1.2 Le principe du traceur
De l’extérieur d’un organisme, nous sommes limités à observer les concentrations de
certains composants. Or le fait de connaître les concentrations d’une substance, même en
fonction du temps, n’est en général pas suffisant pour connaître un processus physiolo-
gique. Par exemple, le fait de connaître la concentration de l’eau dans le sang ne nous aide
pas à estimer la vitesse à laquelle le sang s’écoule. Par contre, si nous introduisons un élé-
ment radio-marqué au sein de l’objet et que l’on observe le profil spatio-temporel de la
radioactivité, nous pourrons apprendre quelque chose sur la dynamique du système.
Le profil temporel observé peut être modélisé en termes des paramètres physiologiques
qui nous intéressent, ce qui nous permet de les estimer. Notons cependant que pour un li-
gand (par exemple un neurotransmetteur) ou pour le FDG, il faut aussi que le traceur soit
effectivement sous forme de trace, c.-à-d. qu’il soit en-dessous du seuil d’efficacité pharma-
cologique.
1.2 Des photons aux projections
Une caméra TEP est constituée de détecteurs disposés en anneaux, sensibles aux pho-
tons γ créés lors de l’annihilation positon-électron. Généralement, ces détecteurs sont des
scintillateurs qui convertissent un rayon γ en une émission de photons lumineux. Ce flash
6 Full Width at Half Maximum.
7 Full Width at Tenth Maximum.
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lumineux est converti en une impulsion électrique par un tube photomultiplicateur (PMT)
ou, plus récemment, par des photodiodes à avalanche (APD). Le design complet du dé-
monstrateur ClearPET de Lausanne sera présenté dans le chapitre 2.
1.2.1 Les interactions photons – matière
Les particules que l’on cherche à détecter à l’aide d’un détecteur TEP sont des photons,
de l’ordre de l’énergie de masse de l’électron (c.-à-d. 511 keV). Les paragraphes suivants
introduisent donc les différentes interactions qui peuvent se produire entre les photons et
la matière.
Au contraire des particules chargées, qui subissent tout au long de leurs trajectoires des
collisions avec les atomes dumilieu et ralentissent progressivement, les photons parcourent
de grandes distances entre deux interactions. Ils peuvent, cependant, perdre en une seule
collision, une grande partie de leur énergie. D’un point de vue global, lorsqu’un faisceau
de photons traverse la matière, le nombre de photons initialement présents dans celui-ci
diminue : l’atténuation désigne la perte de ces photons, soit par absorption photoélectrique
soit par diffusion à un angle suffisamment large pour qu’ils ne puissent plus être détectés.
Le taux I de photons transmis après la traversée d’un milieu d’épaisseur x (en cm) est donc
donné par une loi d’atténuation exponentielle :
I = I0 e−µx (1.4)
Le coefficient d’atténuation linéique µ représente la probabilité d’interaction d’un pho-
ton par unité de longueur et s’exprime en cm-1. Ce coefficient d’atténuation linéique µ peut
alors être relié à la section efficace d’interaction. Cette dernière caractérise la probabilité
qu’une interaction ait lieu. La probabilité qu’une particule incidente sur la surface S su-




= nσ dx (1.5)
où n est la densité de noyaux (d’atomes) par unité de volume et σ la section efficace totale
dont l’unité couramment utilisée est le barn, qui vaut 10−24 cm2.
Définition 1.2 (Section efficace totale) La section efficace totale est la probabilité qu’une parti-
cule incidente subisse une interaction quelconque sur un écran contenant un noyau par unité de
surface.
Comme les sections efficaces varient avec l’énergie des projectiles, il est faux de les assimi-
ler strictement à la section droite réelle des noyaux. La relation qui lie alors le coefficient







où ρ représente la densité du milieu traversé (en g/cm3), NA le nombre d’Avogadro (en
atome/mol), A la masse atomique du milieu (en g/mol) et σ la section efficace totale (en
cm2/atome).
Ces définitions étant maintenant posées, nous pouvons revenir à l’interaction photons
matière. Dans notre cas, les photons proviennent de l’annihilation d’un positon avec un
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électron ou de désexcitations nucléaires (rayons γ). Les principaux processus d’interaction
des photons avec la matière sont l’effet photoélectrique, la diffusion Compton, la diffusion
Rayleigh et la création de paires dans un champ coulombien. Cependant, cette dernière
n’est pas concernée puisqu’elle nécessite une énergie seuil du photon incident Eγ de 1.022
MeV ( 2 x 0.511 MeV) pour créer les deux particules de la paire, ce qui est largement supé-
rieur aux énergies mises en jeu en imagerie médicale.
Le coefficient d’atténuation linéique totale µ sera donc la somme de tous les coefficients





(σphotoelec + σCompton + σRayleigh + [σpaires]) (1.7)
L’effet photoélectrique
L’effet photoélectrique est l’absorption d’un photon d’énergie Eγ = h ν par un électron
atomique, lequel acquiert une énergie cinétique Te suffisante pour être éjecté de son atome.
La relation établie par Einstein nous donne approximativement :
Te ∼= Eγ − Le = h ν − Le (1.8)
où Le est l’énergie de liaison de l’électron dans l’atome ; elle est comprise entre 0.01 et






FIG. 1.2 – Effet photoélectrique.
Lorsque l’énergie des photons incidents est faible, la section efficace partielle relative
à l’effet photoélectrique présente des pics prononcés caractéristiques : les fronts corres-
pondent aux énergies de séparation des divers niveaux atomiques. Au-delà du front corres-
pondant aux électrons de la couche K, la section efficace décroît avec l’énergie. La section















me =masse de l’électron
α = e
2
4piε0~c = constante de structure fine
∼= 1137
Z = numéro atomique du milieu
(1.9)
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La dépendance en Z5 et en E−7/2γ favorise donc l’effet photoélectrique à basse énergie et
dans les milieux lourds.
L’effet Compton
L’effet Compton correspond à la diffusion, avec perte d’énergie, d’un photon γ par un
électron du milieu, comme illustré à la figure 1.3. Le photon incident est diffusé d’un angle
θ par rapport à sa direction originelle et cède une partie de son énergie à l’électron qui
est, quant à lui, éjecté avec un angle φ. La relation entre la longueur d’onde λ0 du photon
incident et celle λ du photon diffusé est donnée par :
λ− λ0 = h
mec









FIG. 1.3 – Diffusion Compton : diffusion élastique du photon sur un électron précédemment lié à
l’atome.
En négligeant la liaison de l’électron dans l’atome et en utilisant la conservation de la
quantité de mouvement et de l’énergie, l’énergie cinétique de l’électron de recul vaut :




Eγ/c : impulsion du photon incident,
E/c : impulsion du photon diffusé et
ξ = Eγ
mec2
: rapport entre l’énergie du photon et celle de masse de l’électron ;
dans le cas d’un photon de 511 keV, ξ = 1.
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L’électrodynamique quantique permet de calculer la section efficace de la diffusion Comp-
ton entre un photon et un électron libre. Cette section efficace, établie par Klein et Ni-






1− 2 (ξ − 1)
ξ2
]










Pour un milieu de numéro atomique Z, nous pouvons admettre que chaque électron contri-
bue à la section efficace totale de la même manière ; la section efficace Compton par atome
devient donc :
σCompton = Z σc (1.14)
Cette fonction décroît avec l’énergie plus lentement que celle qui représente la section effi-
cace de l’effet photoélectrique. Elle est par ailleurs proportionnelle à Z/A et dépend donc
peu du milieu. Pour minimiser la diffusion Compton au profit de l’effet photoélectrique, il
convient donc d’utiliser préférentiellement un matériau à Z élevé.
La diffusion Rayleigh
La diffusion Rayleigh est aussi appelée diffusion cohérente car il s’agit d’un choc élas-
tique d’un photon avec un électron fortement lié à l’atome. Dans ce cas, l’électron reste lié à
l’atome puisque l’énergie de liaison de l’électron est élevée et c’est l’atome entier qui stocke
l’énergie de choc du photon. Ainsi, dans une diffusion Rayleigh, une importante quantité
de mouvement peut être échangée entre le photon incident et l’atome cible sans échanger
pratiquement aucune énergie. À la fin, le photon se trouve dévié de sa trajectoire initiale,
ce qui confère à l’effet Rayleigh son importance. Ce type d’interaction est fréquent pour
des milieux de numéro atomique élevé et pour des photons d’énergie faible. Cet effet est
souvent négligé en TEP ; par exemple, dans le NaI et pour une énergie de 140 keV, l’effet
Rayleigh représente seulement 6% des interactions dans le cristal, ce qui est négligeable face




FIG. 1.4 – Diffusion Rayleigh : diffusion élastique du photon sur un électron fortement lié de
l’atome.
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1.2.2 Le détecteur à scintillation
Un détecteur à scintillation (voir schéma figure 1.5) est constitué essentiellement de
deux éléments distincts :
– le scintillateur : bloc de matière luminescente qui, lorsqu’il est traversé par une parti-
cule chargée, émet une impulsion de lumière (scintillation). Les scintillateurs peuvent
être solides, liquides, ou gazeux.
– le photomultiplicateur : cellule photoélectrique de très grande sensibilité couplée à
un multiplicateur d’électrons. Le photomultiplicateur est capable en général de four-
nir une impulsion électrique pour chaque photon absorbé par effet photoélectrique
sur une surface photosensible. Il faut noter que les photomultiplicateurs n’ont plus
le monopole de la détection des photons émis par les scintillateurs. Les progrès des
photodiodes à semi-conducteurs font qu’une préférence leur est parfois accordée dans
certaines applications en raison de leur plus faible encombrement, de leur indifférence
à la présence d’un champ magnétique ou de leur prix.
Le tout est monté dans une enceinte étanche à la lumière ambiante. Lorsque la source radio-
active est à l’extérieur, une fenêtre, étanche à la lumière mais transparente au rayonnement













FIG. 1.5 – Détecteur à scintillation. Il est composé d’un scintillateur et d’un tube photomultiplica-
teur. Schématiquement, un photomultiplicateur est constitué d’une cathode, qui reçoit le
flux étudié, et d’une anode. Entre les deux, sont disposées des électrodes intermédiaires,
appelées dynodes, portées à des potentiels de plus en plus élevés. Le courant est ainsi
multiplié au passage de chaque dynode.
Caractéristiques des scintillateurs
Toute particule chargée traversant la matière y perd de l’énergie par collisions inélas-
tiques avec les atomes ou molécules du milieu. Lorsque l’énergie acquise par l’électron
dans une de ces collisions est supérieure à son énergie de liaison, il y a ionisation ; si elle lui
est inférieure, il y a excitation de l’atome dont fait partie l’électron. Le retour de l’électron à
son état fondamental peut dans ce cas s’effectuer soit directement, soit par l’intermédiaire
d’un niveau métastable, en donnant lieu à l’émission d’un photon de scintillation.
Le scintillateur idéal pour la TEP doit être caractérisé par [21] :
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– une densité ρ élevée, dans le but d’avoir une bonne efficacité de détection pour les
photons de 511 keV ;
– une efficacité de conversion ou rendement lumineux η important, représentant la frac-
tion de l’énergie perdue E par la particule chargée dans le scintillateur, émise sous
forme de lumière de scintillation. En théorie, plus les photons de scintillation sont
nombreux par rayonnement γ détecté, meilleure est la résolution en énergie du scin-
tillateur, permettant ainsi de limiter le taux de coïncidences diffusées ;
– une faible constante de décroissance, caractérisée par la durée de vie τ des niveaux
excités dont la désexcitation produit les photons de scintillation ; en d’autres termes,
l’émission d’un grand nombre de photons lumineux par unité de temps conditionne
une bonne résolution temporelle du système de détection et réduit par ce biais le
temps mort relatif à chaque mesure. En négligeant le temps de passage très bref de
la particule dans le scintillateur, nous pouvons admettre que l’émission de lumière
suit immédiatement l’excitation par la particule et que son intensité décroît de ma-
nière quasi exponentielle avec une constante de temps τ caractéristique du milieu
scintillant ;
– une bonne transparence par rapport aux photons de scintillation, afin que ceux-ci ne
soient pas atténués dans le milieu avant la surface d’entrée du PMT ;
– un spectre d’émission des photons de scintillation – l’émission lumineuse se fait sous
la forme d’un spectre de bandes – qui doit être compatible avec la réponse spectrale
de la photocathode du PMT. Nous prendrons alors comme grandeur caractéristique
la longueur d’onde λ de la bande la plus intense, généralement située entre 350 et
500 nm dans la plupart des scintillateurs usuels.
Si l’origine des temps est choisie à l’instant de passage de la particule chargée, l’intensité
lumineuse exprimée en nombre de photons de scintillation émis dans l’intervalle de temps
(t, t+ dt) vaudra [7] :
N(t)dt = N0 e−
t






ν étant la fréquence des photons de scintillation (1.16)
Le choix d’un scintillateur dépend surtout du type de rayonnement à détecter. Les par-
ticules non chargées peuvent être indirectement détectées par scintillation. La détection se
fait alors par l’intermédiaire de particules chargées, créées par interaction de la particule
neutre dans le scintillateur lui-même. Les photons X ou γ sont ainsi détectés par les élec-
trons qu’ils produisent par effet photoélectrique, Compton ou par création de paires dans
le scintillateur. Le tableau 1.2 présente des caractéristiques de scintillateurs utilisés en TEP.
Parmi ces différents scintillateurs, nous nous intéresserons plus particulièrement au LSO
et au Lu(Y)AP, car ils équipent le démonstrateur ClearPET. Ces scintillateurs sont dopés au
cérium dont le principe de fonctionnement est expliqué dans le paragraphe suivant.
Dans l’état fondamental, les électrons d’un cristal scintillateur dopé au Ce3+ sont dans
la bande de valence, la bande de conduction étant vide. Lorsqu’un photon arrive dans le
cristal, il est stoppé et absorbé par ce dernier. Ce phénomène engendre la création de paires
électrons-trous. Les électrons se promènent librement dans la bande de conduction jusqu’à
ce qu’ils passent à proximité d’une impureté (Ce3+) ; ils sont alors piégés. La recombinaison
des paires électrons-trous engendre une excitation 4f → 5d du Ce3+ [24]. En se désexcitant
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Densité (g/cm3) 3,67 7,13 4,9 6,71 7,35 8,34
Zeffg 50 73 58 65 65
µ à 511 keV 0,38 0,90 0,45 0,67 0,80 0,91





temps (ns) 230 300








a Iodure de sodium dopé au thallium.
b Germanate de bismuth.
c Fluorure de baryum.
d Oxyorthosilicate de gadolinium.
e Oxyorthosilicate de lutétium [22].
f Lutétium aluminium perovskite [23].
g Numéro atomique effectif.
TAB. 1.2 – Caractéristiques des principaux scintillateurs utilisés en tomographie par émission de
positons. Les paramètres d’atténuation à 511 keV conditionnent l’efficacité de détection :
Zeff tient compte de la densité électronique, µ est le coefficient d’atténuation du scintilla-
teur à 511 keV et la photofraction renseigne sur la proportion d’interactions photoélec-
triques. Les propriétés de l’émission lumineuse déterminent la résolution temporelle et la
résolution en énergie des appareils.
(5d→ 4f ), le Ce3+ produit la lumière de scintillation, celle-ci ne pouvant plus être absorbée
pour l’excitation d’un électron de la bande de valence à la bande de conduction.
Le photomultiplicateur
Le photomultiplicateur est un tube à vide possédant une face transparente (ampoule
de verre évacuée) sur laquelle vient s’appliquer directement le scintillateur ou un guide
de lumière permettant de le coupler au scintillateur. Sur la face interne de cette surface est
déposée une photocathode constituée d’un alliage métallique bi-alcalin.
Par effet photoélectrique, les photons de scintillation éjectent des électrons de cette pho-
tocathode. Le rendement quantique ε de la photocathode est la probabilité qu’un photon
produise un photoélectron.
Il est important de remarquer que la photocathode produit également une émission
spontanée d’électrons par effet thermoélectrique ; cette émission est à l’origine de la plus
grande partie du bruit de fond du PMT.
Entre la photocathode et le multiplicateur se trouve une optique formée d’un groupe
d’électrodes chargées de diriger les photoélectrons vers la première dynode. Le multiplica-
teur est formé de dynodes (10 à 15 suivant le PMT) portées à des potentiels électriques crois-
sants (schéma figure 1.5). Lorsqu’un électron frappe une dynode, il libère plusieurs élec-
trons par émission secondaire. Les électrons secondaires émis par cette première dynode
bombardent à leur tour, après avoir été accélérés, une seconde dynode qui émet d’autres
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électrons secondaires. Le processus se poursuit ainsi avec multiplication du courant sur
chaque dynode.
Le rapport du nombre d’électrons secondaires au nombre d’électrons incidents (pri-
maires) est appelé coefficient d’émission secondaire ; on le note d. Ce coefficient de mul-
tiplication dépend de l’alliage constituant la dynode. Dans des conditions normales d’utili-
sation, il vaut de 3 à 5, ce qui permet d’obtenir un gain total G du multiplicateur de 105 à
108. Idéalement, le gain G est relié au coefficient d’émission secondaire par :
G = dn (1.17)
où n est le nombre de dynodes. La structure en étages du photomultiplicateur implique que
le gain d’un des étages est approximativement proportionnel à la différence de potentiel qui
est appliquée. Cela engendre une très grande sensibilité du gain vis-à-vis de la tension d’ali-
mentation. Cette dépendance entre le gain totaleG et la tension d’alimentation V s’exprime
donc comme :






Résolution en énergie d’un détecteur à scintillation
La proportionnalité d’un détecteur à scintillation (q ∝ E) ne s’applique qu’aux valeurs
moyennes de q et de E. En effet, à une énergie fournie au scintillateur par la particule à
détecter, ne correspondra pas une charge récoltée sur l’anode strictement constante : cet effet
est dû à la nature statistique des phénomènes successifs dont le détecteur à scintillation est
le siège, et cela dès le moment où l’énergie a été cédée au scintillateur et jusqu’à la collection
de l’impulsion sur l’anode.
Ainsi, le spectre différentiel d’amplitude des impulsions – délivrées par un détecteur à
scintillation irradié par des particules chargées monoénergétiques s’arrêtant dans le scin-
tillateur – ne se présente pas sous la forme d’une raie, mais d’un pic que l’on caractérisera
par sa résolution RFWHM = ∆VFWHMV (figure 1.6(b)).
En première approximation, le nombre de photoélectrons émis pour une énergie défi-
nie E déposée dans le scintillateur est une variable aléatoire poissonnienne. Le phénomène
de multiplication est aussi de nature statistique ; cependant, le gain du multiplicateur n’est
pas une variable aléatoire poissonnienne. Si le nombre de photoélectrons émis par la pho-
tocathode est grand, nous pouvons admettre que la forme du pic résultant de l’irradiation
par des particules cédant toutes la même énergie E au scintillateur est assimilable à une
courbe de Gauss. Une telle courbe peut alors être utilisée pour déterminer la résolution en
énergie d’un détecteur à scintillation, la résolution d’une courbe de Gauss de moyenne m









Nous allons maintenant établir un modèle représentant la résolution en énergie d’un
détecteur à scintillation demanière plus élaborée. Pour ce faire, nous devons d’abord définir
la notion de variance relative :
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Définition 1.3 (Variance relative) La variance relative υ(N) d’une variable aléatoireN de moyenne





L’impulsion de sortie moyenne de Q0 électrons arrivant sur l’anode d’un PMT dans un
compteur à scintillation est égal à :
Q0 = NpεM où

N est le nombre moyen de photons créés dans le scintillateur après
l’absorption d’un photon γ ;
p est l’efficacité de transfert des photons, qui représente la
probabilité qu’un photon de scintillation arrive jusqu’au
photomultiplicateur (processus binomial) ;
ε est l’efficacité quantique du photomultiplicateur. Représente la
probabilité qu’un photon de scintillation produise un électron
à la première dynode (processus binomial) ;
M est le gain moyen du photomultiplicateur pour un électron
arrivant à la 1ère dynode.
(1.21)
Nous utilisons la relation qui relie la résolution en énergie ∆EE
∣∣
FWHM
et la variance relative









La variance relative de Q0 est donnée par :





















où υNph est la variance relative de l’émission des photons, υp la variance relative de trans-
fert et υM la variance relative du gain du photomultiplicateur. Ces différentes variances




























δ − 1 ≈ 0.1 Mesure expérimentale et calculée pour un PMT. (1.27)
avec δ1 le coefficient d’émission secondaire de la 1ère dynode et δ le coefficient d’émission
secondaire des dynodes 2 à n. En utilisant les relations précédentes, la variance relative
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υ(Q0) (equ. 1.23) peut se réécrire :



















































Mais cette résolution est inférieure à la résolution mesurée. Nous ajoutons alors un terme,
Ri, correspondant à la résolution intrinsèque du scintillateur et comportant une composante
proportionnelle et une non-proportionnelle [25]. Elle peut se justifier théoriquement du fait
que la scintillation ne reproduit pas exactement un processus poissonnien (inhomogénéités
notamment) et qu’il y a d’autres phénomènes de transport qui entrent en jeu sans avoir
pour autant été pris en compte lors des considérations précédentes. La résolution en énergie












Spectres différentiels d’amplitude des impulsions d’un détecteur à scintillation
Supposons que nous ayons un faisceau de photons γ monocinétiques, d’énergie Eγ ≈
mec
2 (me = 511 keV/c2 masse de l’électron). Les interactions possibles de ces photons γ
dans le scintillateur sont (voir section 1.2.1, page 7) :
– l’effet photoélectrique, donnant un électron d’énergie Te ∼= Eγ − Le (équation 1.8) ;
– l’effet Compton, qui donne un électron dont l’énergie varie en fonction de l’angle de
diffusion du photon incident et est comprise entre 0 et une valeur maximale Tmaxe ,
donnée par l’équation 1.12.
Comme le signal de détection d’anode du photomultiplicateur a une amplitude V propor-
tionnelle à l’énergie perdue par la (ou les) particule(s) chargée(s) dans le scintillateur, le
spectre donnant le nombre de photons γ détectés ayant produit une impulsion d’amplitude
comprise entre V et V + ∆V devrait avoir la forme représentée sur la figure 1.6(a). Les
phénomènes suivants vont modifier l’aspect du spectre :
1. Les diffusions multiples des photons γ : les photons γ diffusés par effet Compton
peuvent subir de nouvelles interactions dans le scintillateur.
1.2. DES PHOTONS AUX PROJECTIONS 17
2. La contribution parasite due aux photons diffusés dans le milieu entourant le scin-
tillateur (cet effet peut être diminué en utilisant une collimation appropriée).
3. Enfin, la résolution en énergie du détecteur à scintillation, présentée au paragraphe
précédent.
On obtiendra alors un spectre semblable à la forme tracée sur la figure 1.6(b).
































(b) Spectre d’un détecteur à scintillation réel.
FIG. 1.6 – Différences entre les spectres différentiels d’amplitude des impulsions d’un détecteur à
scintillation théorique et réel. Figure tirée de [26].
1.2.3 Les différents événements en TEP
Le temps que met un photon pour parcourir la distance séparant deux détecteurs oppo-
sés d’un scanner TEP pour petits animaux est légèrement inférieur à la nanoseconde, ce qui
constitue le temps maximal séparant l’arrivée des deux photons d’annihilation sur les dé-
tecteurs. Mais la chaîne de détection de ces photons ne permet pas, en général, d’atteindre
cette résolution temporelle. La fenêtre de coïncidence est définie comme la durée maxi-
male pendant laquelle deux événements détectés sont considérés en coïncidence. Elle est
typiquement de l’ordre de 5 à 10 ns. Un certain nombre de scanners proposent cependant
de meilleurs résolutions temporelles qui permettent d’utiliser le temps de vol des photons
pour améliorer la localisation du point d’interaction et ainsi, affiner la résolution spatiale
des images [27]8.
Cependant, deux événements en coïncidence ne proviennent pas forcément d’unemême
annihilation. Nous distinguons ainsi cinq types d’événements détectables par une caméra
TEP, illustrés à la figure 1.7 :
(a) Événement unique : un seul des deux photons provenant d’une annihilation a été
détecté.
(b) Coïncidence vraie : c’est ce que nous cherchons à mesurer ; les deux photons pro-
venant de la même annihilation ont tous les deux été détectés.
(c) Coïncidence fortuite : deux photons provenant de deux annihilations différentes ont
été détectés dans la fenêtre de coïncidence.
8 Ces scanner sont connus sous le nom de TOF-PET.
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(a) (b) (c) (d) (e)
FIG. 1.7 – Événements possibles en TEP. (a) un événement unique : un seul des deux photons prove-
nant d’une annihilation a été détecté. (b) une coïncidence vraie : c’est ce nous cherchons
à mesurer ; les deux photons provenant de la même annihilation ont tous les deux été
détectés. (c) une coïncidence fortuite : deux photons provenant de deux annihilations dif-
férentes ont été détectés dans la fenêtre de coïncidence. (d) une coïncidence diffusée : au
moins un des deux photons provenant de l’annihilation a subi une interaction Compton
avant qu’ils ne soient tous les deux détectés. (e) une coïncidence multiple : plus de deux
photons ont été détectés dans la fenêtre de coïncidence.
(d) Coïncidence diffusée : au moins un des deux photons provenant de l’annihilation a
subi une interaction Compton avant qu’ils ne soient tous les
deux détectés.
(e) Coïncidence multiple : plus de deux photons ont été détectés dans la fenêtre de coïnci-
dence.
L’ensemble des coïncidences vraies, fortuites et diffusées sont généralement appelées
les prompts. À priori, il n’est pas possible de déterminer de quel type est faite la coïncidence
détectée. Il faut alors trouver des moyens d’estimer les contributions des coïncidences diffu-
sées et fortuites afin de garder la plus grande proportion de bons événements uniquement.
Les coïncidences diffusées dépendent fortement de la constitution de la source et de la dis-
tribution du traceur. Il est donc difficile d’estimer leur contribution ; il existe cependant
différents protocoles qui permettent d’évaluer la fraction d’événements de ce type [28–30].
La fraction de coïncidences fortuites est plus facilement estimable. Pour ce faire, nous re-
tardons de façon différenciée les événements provenant des détecteurs ; toute corrélation
temporelle est alors perdue, ce qui permet d’estimer facilement le nombre de coïncidences
diffusées.
1.3. DES PROJECTIONS AUX IMAGES 19
1.3 Des projections aux images
1.3.1 La représentation des projections
Le résultat d’une acquisition se résume au nombre de coïncidencesmesurées par chaque
paire de détecteurs. Il peut être représenté comme un histogramme ou simplement comme
une matrice d’entiers non négatifs. Il existe une manière spécifique et fort utile d’organiser
les paires de détecteurs en un tableau à deux dimensions appelé sinogramme. Chaque ligne
de cettematrice correspond à la projectionmonodimensionnelleP (s, φ) ≡ Pφ(s) de la coupe
pour un angle φ particulier. Cette matrice a autant de lignes que d’angles de mesure, et
autant de colonnes que de cases de mesure pour une position angulaire.
Un point du sinogramme 1.8(b) correspond à une ligne de réponse (LOR9) entre deux












(b) Point correspondant à la LOR dans le si-
nogramme.
FIG. 1.8 – Correspondance reliant une ligne de réponse entre deux détecteurs d1 et d2 et un point
sur le sinogramme.
pixel 10 (s,φ) correspond à l’intégrale des émissions des photons de 511 keV émis suivant
cette incidence pour tous les points de l’objet situés sur la ligne de réponse. La ligne de
réponse est un tube de section rectangulaire dont les dimensions sont en relation avec la
taille des détecteurs élémentaires et leurs positions relatives dans l’anneau de détection.
Chaque événement accepté par le circuit de coïncidence incrémente d’une unité le pixel du
sinogramme correspondant à la ligne de réponse entre les deux détecteurs élémentaires.
L’étape de mesure en TEP consiste alors à remplir les différents pixels du sinogramme. En
résumé, un sinogramme est une façon de ranger les projections unidimensionnelles ; un
sinogramme unique contiendra donc toutes les données d’un anneau de détecteurs tandis
qu’une caméra à plusieurs rangées de détecteurs aura besoin d’un sinogramme multiple.
Le résumé des opérations reliant les projections aux sinogrammes est schématisé par la
9 Line of response.
10Un pixel est la contraction de picture element, l’unité de base d’une image en deux dimensions (2D). Dans le
cas d’une image en trois dimensions (3D), le terme voxel, contraction de volume element, est utilisé. Dans les
paragraphes qui vont suivre, le terme générique pixel sera utilisé indistinctement pour les images 2D ou 3D.
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figure 1.9 tirée de [8].
Intégration le long
de toutes les LOR











FIG. 1.9 – Les projections d’une image sont stockées dans un sinogramme. Sur la figure, la projec-
tion pour un angle φ fixé est représentée. Sur le sinogramme à droite de la figure, nous
pouvons voir cette projection (la ligne horizontale) ainsi que la représentation d’un point
de l’image. Celle-ci a bien la forme d’une sinusoïde, d’où le nom de sinogramme pour cette
représentation.
Sinogrammes en TEP 3D
En mode 2D, l’ensemble des données de projections d’un plan de coupe sont rangées
dans un sinogramme (s,φ). En mode 3D, il est nécessaire de tenir compte de l’angle d’in-
cidence θ des lignes de réponse détectées par rapport à l’axe du cylindre constitué par les
anneaux de détections. En plus des sinogrammes directs – ou droits – correspondant à des
événements mesurés dans le plan du détecteur (θ = 0˚), il est nécessaire d’enregistrer les
événements détectés entre des couronnes distinctes dans des sinogrammes caractérisés par
des angles θ différents de 0˚ (figure 1.10, tirée de [5]). Pour tenir compte de l’ensemble des
lignes de réponse, le nombre de sinogrammes d’un système équipé de n anneaux doit être
de n × n. En pratique, pour limiter le volume de données brutes, la plupart des systèmes
proposent un nombre limité d’angles θ ; les lignes de réponse mesurées sont rangées dans
le sinogramme ayant l’incidence la plus proche.
1.3.2 La reconstruction
L’acquisition des données résulte d’un comptage dont les fluctuations statistiques sont
régies par la loi de Poisson. La reconstruction tomographique consiste à calculer la distri-
bution de la radioactivité au sein du plan de coupe en utilisant l’ensemble des informations
rangées dans le sinogramme. Il y a deux approches qui permettent d’appréhender ce pro-
blème : l’une est linéaire et présuppose des données non-bruitées, l’autre est non-linéaire




FIG. 1.10 – Sinogrammes multiples.
et se base sur la nature stochastique des données. La première est connue sous le nom de
reconstruction analytique, la seconde comme reconstruction itérative ou discrète.
La reconstruction analytique
Le passage de l’image aux projections f(x, y) → p(s, φ) est appelé transformée aux
rayons X11. En deux dimensions, cette transformée est équivalente à la transformée de Ra-
don. La figure 1.11 [8] illustre le théorème de la coupe centrale, essentiel en reconstruction
analytique. Son énoncé est précisé en 1.1. F1 {p(s, φ)} représente la transformée de Fourier
unidimensionnelle de la projection, p(s, φ) et F2 {f(x, y)} la transformée de Fourier bidi-
mensionnelle de l’image f(x, y) et vx et vy les conjugués spatiaux de Fourier de x et y. En
tenant compte du théorème de la coupe centrale et en connaissant P (vs, φ) pour tous les
angles φ compris dans l’intervalle [0, pi[, les valeurs de F (vx, vy) peuvent être remplies. En
calculant la transformée de Fourier bidimensionnelle inverse, nous retrouvons alors f(x, y).
Théorème 1.1 La transformée de Fourier d’une projection d’angle φ correspond à une ligne de la
transformée de Fourier de l’image qui passe par l’origine et fait un angle φ avec l’axe des abscisses.
La rétroprojection12 est une opération essentielle en reconstruction d’image ; c’est l’opé-
ration conjuguée de l’opération de projection. La figure 1.12 [8] illustre la rétroprojection
ou l’épandage le long de toutes les projections d’angle φ fixé. De façon conceptuelle, nous
pouvons dire que l’opération de rétroprojection consiste à répartir la valeur de p(s, φ) dans
un tableau représentant l’image le long de la ligne de réponse correspondante. À priori,
nous ne savons pas comment la répartir, l’opération de projection perdant cette informa-
tion ; c’est pourquoi il est préférable de placer une valeur identique, représentant p(s, φ),
tout le long de la LOR.
11En anglais, la terminologie X-Ray Transform est utilisée.
12Le terme épandage est aussi utilisé.



















FIG. 1.11 – Illustration du théorème de la coupe centrale : la transformée de Fourier unidimension-
nelle de la projection p(s, φ), P (vs, φ), correspond à une ligne de la transformée de
Fourier bidimensionnelle de l’image f(x, y), F (vx, vy), qui passe par l’origine et fait un








de toutes les LOR
pour angle φ fixé
FIG. 1.12 – Rétroprojection b(x, y, φ) de toutes les projections p(s, φ) pour un angle φ fixé.
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En rétroprojetant simplement toutes les projections récoltées, nous n’obtenons pas l’image
de départ ; la faute au suréchantillonnage au centre de la transformée de Fourier. En d’autres
termes, chaque projection remplit une tranche de l’espace de Fourier, ce qui implique un
suréchantillonnage au centre, c.-à-d. à basses fréquences et un souséchantillonnage dans
les bords, c.-à-d. à hautes fréquences. Il faut donc pondérer (ou filtrer) ces données de façon
à égaliser la contribution tout le long du champ de vue fréquentiel.
La rétroprojection filtrée (FBP13) est la méthode analytique couramment utilisée. Si nous
possédons les projections continues et non-bruitées de tous les angles compris continue-
ment entre [0, pi[, nous pouvons construire l’objet de façon exacte. L’algorithme de rétropro-
jection FBP 2D est la version discrétisée de la transformée de Radon inverse. Ce résultat est
aussi à la base de la reconstruction TDM.
Cette méthode se compose essentiellement de deux étapes :
- premièrement, chaque profil de projection (ligne du sinogramme) est filtré au moyen
d’un filtre rampe, souvent combiné à un filtre passe-bas pour éviter l’amplification du
bruit ;
- deuxièmement, les projections filtrées sont rétroprojetées dans le plan pour les diffé-
rents angles mesurés.
Elle peut être représentée par l’équation 1.32 où la projection filtrée est donnée par 1.33, |νs|




pF (s, φ) dφ (1.32)
pF (s, φ) = F−11 {|νs| F1 {p(s, φ)}} (1.33)
En trois dimensions (3D), le processus de reconstruction se complique singulièrement
en raison de la variation spatiale de la réponse du scanner. De plus, certaines projections
à deux dimensions sont tronquées (angle θ > 0˚), comme illustré par la figure 1.13. Le cal-
cul précis de la transformée de Fourier en deux dimensions nécessaire pour la méthode
FBP n’est donc pas possible en utilisant de simple FFTs14. Afin de retrouver l’invariance
spatiale pour mesurer les projections tridimensionnelles, l’algorithme de reprojection tridi-
mensionnel (3DRP) [31] est communément utilisé. Cette méthode requiert des projections
2D complètes suivant toutes les incidences [32]. Pour remplir cette condition, les régions
non mesurées des projections sont estimées numériquement en reprojetant pour chaque
plan transverse l’image reconstruite obtenue en ne tenant compte que des plans directs (ces
derniers n’étant pas tronqués) par la méthode FBP 2D. Lorsque toutes les projections sont
complètes, nous procédons par deux étapes essentielles de façon similaire à la méthode en
deux dimensions :
- un filtrage de chaque projection 2D par un filtre 2D (filtre de Colsher) ayant le même
objectif que le filtre rampe [33] ;
- une rétroprojection dans le volume des projections filtrées selon les différents angles
de mesure.
13 Filtered back-projection.
14 Fast Fourier Transforms, Transformées de Fourier rapides.












FIG. 1.13 – Lignes de réponse en mode 3D et projections incomplètes.
(a) Lignes de réponse générant des sinogrammes directs correspondant à un angle
θ = 0˚, donc identiques au mode d’acquisition 2D.
(b) Lignes de réponse générant des sinogrammes correspondant à une différence de deux
couronnes de détecteurs (θ > 0˚) ; les lignes pointillées mettent en évidence les projec-
tions incomplètes dues au nombre limité de couronnes de détection.
(c) Plus l’angle θ devient important, plus les projections sont incomplètes.
Le réarrangement des données15 Les algorithmes de réarrangement ont été développés
dans les années nonante afin de bénéficier des avantages du mode de mesure 3D, tout en
s’affranchissant des algorithmes de reconstruction 3D, et de limiter l’encombrement des
disques par des volumes de données d’acquisition 3D très importants. L’objectif de ces tech-
niques est d’estimer les sinogrammes directs, c’est-à-dire correspondant à un angle d’incli-
naison θ = 0˚, à partir d’un ensemble de sinogrammes obliques (θ > 0˚). Les données réar-
rangées sont, dans un deuxième temps, reconstruites par des algorithmes de reconstruction
bidimensionnelle rapides et bienmaîtrisés. Différentes méthodes [34] ont été proposées suc-
cessivement pour effectuer le réarrangement des données : l’algorithme SSRB16 [35], l’algo-
rithme MSRB17 et l’algorithme de FORE18 [36].
L’algorithme SSRB consiste à déterminer la nouvelle position z′ à partir de la différence
des plans des deux détecteurs. Cette méthode, simple et rapide, entraîne des défauts de
réarrangement importants pour les tomographes caractérisés par un angle θ grand et pour
des sources excentrées. Par contre, pour une source proche du centre du tomographe (θ 6
10˚), les résultats obtenus avec la méthode SSRB sont tout à fait similaires à ceux obtenus
avec une rétroprojection filtré 3D. Contrairement à l’algorithme SSRB, le réarrangement
selon la méthode MSRB répartit la ligne de réponse sur les différents sinogrammes directs
situés entre les détecteurs ayant engendré cette ligne de réponse.
Le réarrangement dans le plan de Fourier (FORE) est actuellement la méthode la plus
largement utilisée du fait de son fonctionnement satisfaisant jusqu’à des incidences θ de
l’ordre de 15˚. Contrairement aux méthodes précédentes, le calcul du nouveau plan de
coupe z′ n’est pas effectué dans le domaine spatial. Pour y parvenir, il est nécessaire de
calculer les transformées de Fourier 2D de chacun des sinogrammes obliques et d’appli-
quer le principe fréquence-distance pour déterminer le niveau z′ du sinogramme direct
correspondant. La méthode FORE amplifie légèrement le bruit statistique et augmente la
durée de traitement des données par rapport à la méthode SSRB, mais les images produites
comprennent beaucoup moins de distorsions.
15Le terme anglais rebinning – «ré-échantillonnage» – est également utilisé.
16 Single slice rebinning.
17Multislice rebinning.
18 Fourier rebinning.
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La reconstruction itérative
La reconstruction itérative aborde le problème sous l’angle suivant : les données dis-
crètes ainsi que l’image discrète consistent en des matrices de pixels. C’est un problème in-
verse typique ; nous observons les projections de l’objet, qui suivent une loi de distribution
de Poisson, mais l’objet qui nous intéresse est celui, inconnu, qui génère ces projections.
L’algorithme est donc constitué d’un ensemble d’opérations de rétroprojection et de pro-
jections appelées itérations. Une reconstruction est l’opérateur qui permet d’obtenir une
coupe à partir d’un sinogramme. La projection est l’opération inverse, qui calcule le sino-
gramme pour une coupe donnée. En ne tenant pas compte des coïncidences fortuites et des
diffusées, chaque paire de détecteurs est sensible aux annihilations produites dans un tube
de l’espace ou ligne de réponse. Chaque LOR couvre donc un sous-ensemble des pixels de
l’image. À partir de la géométrie du système TEP, nous pouvons déterminer la probabilité
d’une annihilation produite dans un pixel donné, observée dans chaque paire de détecteurs.
La matriceH reliant l’image aux données récoltées est définie. Un élément de cette matrice
Hij représente la probabilité qu’une émission provenant d’un pixel j soit détectée dans la
projection i (figure 1.14). Nous pouvons donc relier la valeur moyenne de la ième projection




Hijfj ⇒ p = Hf (notation matricielle) (1.34)
activité fj présente





FIG. 1.14 – Élément de la modélisation du système.Hij est un élément de la matriceH caractérisant
le système. Cet élément représente la probabilité qu’une émission provenant d’un pixel
j soit détectée dans la projection i.
Il va donc falloir trouver une solution f qui minimise la distance entre les projections
mesurées p et celles estimées p = Hf . Pour ce faire, il faut choisir un modèle statistique
permettant de reproduire les fluctuations autour des valeurs moyennes des mesures des
projections. Ce modèle dérive de notre connaissance de notre système d’acquisition ; dans
la plupart des approches, un modèle poissonnien est utilisé, en raison de la nature poisson-
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nienne de la détection de photons. C’est le cas de la méthode statistiqueMLEM19 [37, 38] ou
simplement algorithme EM20 [39]. Les projections mesurées pi sont des variables aléatoires









En prenant le logarithme de cette vraisemblance et en utilisant l’équation 1.34, nous obte-
nons alors :











La solution f est trouvée en maximisant cette expression. L’algorithme MLEM d’itération

























i la projection de l’image
courante f (n) et f (0) l’estimation initiale de l’objet à reconstruire.
L’algorithme le plus utilisé en TEP dérive directement de cette méthode, mais est accé-
léré par le principe des sous-ensembles ordonnés OSEM [40].
1.4 Les performances d’une caméra TEP
Deux paramètres importants entrent en ligne de compte dans l’évaluation des perfor-
mances d’un scanner TEP de haute résolution : la sensibilité et la résolution spatiale. La
sensibilité est définie comme le rapport entre le nombre de coïncidences détectées et le
nombre de désintégrations. Un scanner TEP de haute résolution tend donc à maximiser le
rapport signal sur bruit mesurable dans des pixels pour une durée d’acquisition donnée.
Les scanners TEP cliniques ont une résolution spatiale de l’ordre de 4-6 mm FWHM
pour l’image reconstruite, ce qui est insuffisant pour observer les structures anatomiques
des petits animaux. En outre, une bonne sensibilité est nécessaire en raison de la faible
quantité de radiotraceur qui peut être injecté chez l’animal, et cela particulièrement chez la
souris, et de la nécessité d’effectuer des images dynamiques pour caractériser des processus
physiologiques parfois très rapides. Il faut donc construire des scanners TEP de haute réso-
lution qui leur sont spécifiquement dédiés, ce qui implique le développement de modules
de détection plus performants.
19Maximum Likelihood Expectation Maximization
20Expectation Maximization.
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1.4.1 La sensibilité
Un des critères de performance primordiaux d’un scanner est, sans conteste, son effica-
cité de détection. En d’autres termes, il s’agit de comptabiliser le rapport entre le nombre
de coups utiles pour la reconstruction et le total des désintégrations ayant eu lieu dans le
sujet. Ce rapport, pour une source ponctuelle au centre du champ de vue, est appelé sen-
sibilité absolue du scanner. Cette sensibilité dépend fortement de l’efficacité intrinsèque et
de l’acceptance géométrique du scanner. Pour la calculer, une source ponctuelle de faible
activité est utilisée, permettant de s’affranchir des contraintes dues aux temps morts de
l’électronique d’acquisition et de se restreindre aux seules coïncidences vraies. Cette sensi-
bilité évolue fortement lorsque que la source est déplacée axialement ou radialement. Nous
pouvons alors faire des profils de sensibilité, qui caractérisent mieux les performances du
scanner. Ces différences de sensibilités en fonction du lieu de l’annihilation peuvent provo-
quer des complications importantes lors de la reconstruction de la distribution du traceur
dans le sujet en observation.
Le rapport entre le signal utile et le bruit peut être estimé par le calcul d’un paramètre












T + S +R
(1.40)
T , R et S sont les taux de coïncidences vraies, fortuites et diffusées, f est la fraction de
la projection sous-tendue par le sujet imagé, c.-à-d. le rapport entre le diamètre actif du
sujet et celui du scanner. Cet index représente le taux de comptage équivalent d’un sys-
tème où les coïncidences fortuites et diffusées seraient complètement éliminées à l’acquisi-
tion. Il équivaut au rapport signal sur bruit défini au moment de l’acquisition des données,
mais n’intègre pas les amplifications de bruit dues à la reconstruction [42]. Le maximum
de cette courbe fournit le meilleur rapport entre les différents types d’événements mesurés
et permet de déterminer la plage d’activité optimale pour l’utilisation d’un TEP. Les per-
formances en taux de comptage d’un appareil résultent essentiellement de la conception
générale du détecteur et de son électronique. Les équations 1.39 et 1.40 définissent respecti-
vement les fractions de diffusées SF et de fortuites RF .
Les courbes NEC permettent de mettre clairement en évidence l’intérêt d’une acquisi-
tion 3D par rapport à une acquisition 2D en terme d’optimisation du rapport signal sur
bruit en fonction de la l’activité injectée. Ceci est bien illustré par Townsend et coll. [43] qui
comparent les courbes NEC 2D et 3D obtenues avec un scanner ECAT EXACT HR+ (CTI,
Knoxville, TN, U.S.A.).
21Dans la littérature, ce paramètre peut aussi apparaître sous l’acronyme NECR (Noise Equivalent Count Rate).
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1.4.2 La résolution spatiale
La résolution spatiale décrit la capacité du système à séparer deux sources distantes
l’une de l’autre sur une image reconstruite. Les processus qui dégradent ce paramètre sont
de différentes natures :
– En premier lieu, il y a la distance parcourue par le positon entre le lieu d’émission
et d’annihilation et l’accolinéarité des photons d’annihilation. Ces deux processus
forment ce que l’on appelle la résolution intrinsèque en TEP.
– Ensuite, les limitations propres au design de la caméra TEP entrent en ligne de compte,
à savoir le diamètre du scanner et la taille des éléments de détection élémentaires.
– L’échantillonnage des sinogrammes et des coupes reconstruites est également impor-
tant.
– Enfin, le choix de la méthode de reconstruction utilisée est prépondérant ; en particu-
lier les types de filtres choisis permettent de trouver un compromis entre la résolution
spatiale et le bruit.
Moses et Derenzo [44] ont proposé une formule empirique permettant de calculer la
résolution spatiale de l’image au centre du champ de vue :
Rs = a
√






où r représente le parcours moyen du positon,D le diamètre du scanner, d la taille d’un élé-
ment de détection élémentaire, b la précision sur le décodage de la position d’interaction à
l’intérieur d’un de ces éléments et a la dégradation qu’ajoute l’algorithme de reconstruction.
Les deux premiers termes de la somme modélisent la résolution intrinsèque : le par-
cours moyen du positon et l’accolinéarité. Pour rappel, la dispersion de la distribution an-
gulaire autour de 180˚ représentant l’accolinéarité est approximativement gaussienne (sec-
tion 1.1.1). Si∆θ représente sa largeur à mi-hauteur, alors l’erreur sur la position de la LOR,













En posant ∆θ ≈ 0.5˚, nous retombons sur l’expression 0.0022D.
Les deux termes suivants représentent l’influence de la géométrie du scanner sur la ré-
solution spatiale. Enfin le facteur a, tel que 1 < a < 1.3, représente la dégradation qu’ajoute
l’algorithme de reconstruction ; il vaut approximativement 1.2 lors de l’utilisation de l’algo-
rithme de rétroprojection filtrée 2D avec un filtre rampe.
Pour caractériser la résolution spatiale d’un scanner, l’image d’une source ponctuelle
positionnée à différents endroits du champ de vue est, dans un premier temps, reconstruite.
Ensuite, la coupe possédant la plus grande intensité est choisie afin d’ajuster les paramètres
d’une gaussienne sur les profils radiaux et tangentiels ; ceci nous permet d’avoir accès aux
largeurs à mi-hauteur des profils qui sont équivalentes aux résolutions radiales et tangen-
tielles. Nous pouvons alors construire des courbes de résolutions spatiales en fonction de
la position de la source. Les résolutions radiales, tangentielles et axiales sont illustrées à la
figure 1.15.























FIG. 1.15 – Résolutions spatiales d’une coupe de l’image reconstruite d’une source ponctuelle selon
les trois axes.
L’erreur de parallaxe
Comme cité précédemment, deux paramètres sont essentiels dans l’évaluation des ca-
pacités d’un tomographe TEP de haute résolution :
– une grande sensibilité ;
– une bonne résolution spatiale.
En raison du principe même du fonctionnement d’une caméra TEP, ces deux paramètres
semblent antinomiques. En effet, une caméra TEP utilise des cristaux scintillateurs pour
détecter les photons issus d’une annihilation positon-électron. Or, plus il y a de matière (la
plus dense possible), plus il y a de chances de détecter ces photons. Mais, avec un volume
de détection plus grand, l’incertitude sur la position sera plus grande, ce qui engendrera
















(b) Réduction de l’erreur de parallaxe.
FIG. 1.16 – Réduction de l’erreur de parallaxe à l’aide de la technologie phoswich.
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Ceci se vérifie concrètement pour des positions excentrées (erreur de parallaxe, voir
figure 1.16(a)). Pour réduire cette incertitude tout en augmentant le pouvoir d’absorption,
le projet ClearPET mise sur la technologie phoswich 22, où deux scintillateurs différents sont
placés en colonne l’un derrière l’autre [45, 46]. Cette technique a été pour la première fois
mise en œuvre par le scanner petit animal NIHATLAS23 qui utilise un phoswich composé de
LGSO et de GSO [47]. Nous pouvons voir que l’erreur sur la projection est moindre sur la
figure 1.16(b) que sur la 1.16(a), la configuration phoswich permettant de réduire l’incertitude
sur la profondeur d’interaction24 du photon d’annihilation.
La rotation du scanner
La figure 1.17(a) montre un sinogramme direct obtenu à partir de la simulation du Clear-
PET à un anneau immobile pour une source cylindrique de 20 mm de diamètre positionnée
à 10 mm du centre du scanner. Les discontinuités en forme de losange observées sur cette fi-
gure sont caractéristiques d’un sinogramme n’interceptant pas toutes les lignes de réponse.
Les détecteurs formés de cristaux individuels ne couvrent en effet pas toute la surface en-
tourant la source. Un moyen d’intercepter toutes ces lignes de réponse est de faire bouger
circulairement ces détecteurs. Nous obtenons alors un sinogramme du type de celui repré-
senté sur la figure 1.17(b) ; les géométries du scanner et de la source sont identiques, la seule











(a) Sinogramme direct d’un cylindre pour un
scanner fixe.









(b) Sinogramme direct d’un cylindre pour un
scanner en rotation.
FIG. 1.17 – Sinogrammes directs d’un cylindre de 20 mm de diamètre placé à 10 mm du centre.
22Contraction de phosphor sandwich.
23Le premier scanner humain basé sur la technologie phoswich est le scanner TEP ECAT HRRT (CTI, Knoxville,
TN, U.S.A.).
24En anglais, l’expression depth-of-interaction est utilisée ; par la suite nous utiliserons donc l’acronyme DOI
pour parler de la profondeur d’interaction.
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1.5 Les spécificités du TEP petit animal
La souris, le mammifère le plus utilisé en recherche génétique et biologique [4], est en-
viron 2500 fois plus petite qu’un humain adulte. Pour pouvoir obtenir des résultats simi-
laires à ceux observés chez l’humain, la résolution spatiale et la sensibilité doivent donc
être fortement améliorées. Pour ce faire, des appareils TEP spécifiques, parfois dénommés
µTEP, ont commencé à être développés dans les années 1990 dans différents laboratoires
de recherche [48–52]. Cette activité s’est bien propagée dans ces derniers en raison de leur
coût accessible comparativement à celui des scanners humains. Ces appareils, dès qu’ils
sont opérationnels, sont utilisés pour des travaux de recherche menés par des biologistes
et peuvent également servir de base de développement pour de futurs appareils destinés à
l’homme.
Le premier, dénommé RATPET et réalisé en 1995 [48], utilise des détecteurs de BGO
produits pour les scanners commerciaux. Il a permis de valider le concept de scanner pour
petits animaux. Il a été rapidement suivi par un autre prototype, développé à l’université de
Sherbrooke, utilisant pour la première fois des photodétecteurs à semi-conducteurs [49]. Le
scanner tierPET, basé sur des scintillateurs de perovskite d’yttrium (YAP), a été développé
au FZJ de Jülich ; celui-ci permet une variation de la largeur du champ de vue en fonction
de la taille de l’animal à imager. L’IIHE de Bruxelles a développé un scanner combinant
des cristaux de BaF2 et une chambre à fils photosensibles [51] ; ce scanner est relativement
bon marché mais ne permet pas de faire une discrimination en énergie et doit se contenter
d’une large fenêtre de coïncidence en raison de la faible vitesse de dérive des photoélec-
trons. Enfin, le projet microPET [52, 53] a permis la sortie de deux machines commerciales :
le microPET P4 [54] et le microPET R4 [55]. Ce projet s’est poursuivi par le biais du micro-
PET II [56, 57] qui a également engendré deux nouveaux scanners commerciaux, à savoir
le microPET-FOCUS 120 [58] et le microPET-FOCUS 220 [59], qui diffèrent seulement par
le diamètre de leur champ de vue. Selon Laforest et coll. [58], la sensibilité et la résolution
spatiale volumique au centre du champ de vue du FOCUS 120 se mesurent respectivement
à 7.1% et 5.34 mm3, ce qui en fait la machine commerciale la plus compétitive actuellement
sur le marché. L’entreprise Raytest a sorti une version commerciale du ClearPET qui atteint
∼ 4% de sensibilité et une résolution spatiale de 1.3mm au centre, mais pour un champ de
vue plus grand que celui proposé par le FOCUS (135mm de diamètre).
Le scanner commercial possédant la meilleure résolution spatiale intrinsèque – infé-
rieure aumm – est le quad-HIDAC [60] qui se base sur des chambres à avalanches de hautes
densités HIDAC [61]. Il permet en outre de connaître la profondeur d’interaction avec une
précision de 3 mm, ce qui garantit une bonne résolution également pour les régions excen-
trées. Par contre, cette technologie n’autorise pas la discrimination en énergie des photons
diffusés et nécessite une large fenêtre temporelle engendrant un fort taux de coïncidences
fortuites.
Afin d’amener une information anatomique de très haute résolution, des tomographes
TEP ont été couplés à des scanners aux rayons X (PET/CT) [62] ou à systèmes d’imagerie à
résonance magnétique nucléaire (PET/IRM) [63]. En «bonus», les images CT peuvent être
utilisées pour corriger l’atténuation [64].
Toujours dans l’optique d’avoir une résolution spatiale similaire à celle mesurée chez
l’humain, la dose injectée normalisée par le poids est typiquement multipliée par vingt
chez la souris par rapport à celui-ci. Pour pouvoir maintenir un niveau de bruit constant,
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améliorer la sensibilité d’un facteur α implique en effet l’accroissement de α4 du nombre
d’événements détectés [65]. Bien qu’une telle dose soit en-dessous des niveaux de masse
et ne viole pas le principe du traceur, il est important de tenir compte des considérations
dosimétriques [66]. Afin de prendre en compte cet aspect, il est très important d’augmenter
autant que possible la sensibilité des tomographes dédiés aux petits animaux.
Chapitre 2
Le démonstrateur ClearPET de
Lausanne
Ce chapitre présente le démonstrateur ClearPET de Lausanne. Il s’appuie principalement sur la
thèse de doctorat de Jean-Baptiste Mosset sur le module de détection [67, 68] et des notes internes du
groupe PET du LPHE de l’EPFL [69–76].
LE DÉMONSTRATEUR CLEARPET
TM [77, 78], construit à Lausanne, a été réalisé dans le
but de permettre l’évaluation du plus grand nombre de configurations possibles. Les
têtes de détection sont donc restées indépendantes, permettant ainsi une plus grande mo-
dularité dans leur positionnement. Le diamètre interne du scanner est fixé, dans la confi-
guration actuelle, à 14.1 cm. Ce diamètre correspond à la distance entre les faces avants des
cristaux extérieurs du phoswich de deux modules se faisant face. La figure 2.1 présente une
vue d’ensemble du prototype utilisé à Lausanne jusqu’au début 2006. La figure 2.2 montre
la disposition de six modules de détection d’un anneau, utilisée pour les mesures réali-
sées avec le prototype. Cette disposition permet d’imager complètement le champ de vue,
compte tenu de la rotation, en minimisant le nombre de détecteurs utilisés. Ce démonstra-
teur est à présent installé au Centre de Physique des Particules de Marseille (CPPM) de
l’Unité Mixte de Recherche (UMR) entre l’Université de la Méditerranée Aix-Marseille II et
l’Institut National de Physique Nucléaire et de Physique des Particules (IN2P3) du Centre
National de la Recherche Scientifique (CNRS), dans le but d’être couplé au scanner µCT
PIXSCAN.
L’électronique de lecture, commune à quelques variations près à l’ensemble des proto-
types issus de la collaboration CCC, a été développée au FZJ de Jülich. L’élaboration des
matrices de Tyvek et la sélection des cristaux qui les remplissent ont été effectuées à l’IIHE
de Bruxelles.
Le module de détection du ClearPET est constitué d’un phoswich, assemblage de cris-
taux de LSO [22] et de Lu(Y)AP. Pour les mesures réalisées à Lausanne, des cristaux de
LuYAP [79, 80] ont été utilisés ; ces derniers pourront être remplacés par la suite par des
cristaux de LuAP pur [23], plus denses, mais plus difficiles à développer. Le LSO provient
de CTI Molecular Imaging Inc. (Knoxville, USA) et les cristaux de LuYAP de l’usine tech-
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nochimique de Bogoroditsk, en Russie.
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FIG. 2.2 – Schéma du positionnement des secteurs – rangées de détecteurs – du démonstrateur
ClearPET. La répartition n’est pas symétrique ; quatre secteurs sont opposés à deux sec-
teurs, dont deux seulement sont positionnés exactement en face l’un de l’autre (les sec-
teurs 0 et 10). Cette disposition permet, compte tenu de la rotation, de couvrir un champ
de vue équivalent à celui d’un scanner complet.
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2.1 L’architecture du démonstrateur
2.1.1 Le module de détection
Les éléments principaux dumodule de détection sont, comme vu au chapitre précédent,
le photomultiplicateur et les cristaux scintillateurs. Le photomultiplicateur utilisé est un
PMTmultianode (MaPMT) fabriqué parHamamatsu Photonics, dont l’identifiant est R7600-
-00-M64 (figure 2.3). La fenêtre d’entrée de ce dernier est constituée de verre transparent
aux rayons ultraviolets, tandis que sa photocathode est dite de type bialkali1. Sa surface
sensible, qui mesure 18.1×18.1mm2, est lue par 8×8 anodes de multiplication comprenant
12 dynodes. La géométrie de ces dernières assure le confinement de la charge électronique
tout au long du processus de multiplication [81]. La taille des canaux – anodes – est de 2.0×
2.0mm2 avec un pas de 2.3mm les séparant. La figure 2.3(b) représente le dessin technique
de la disposition des anodes à la surface du MaPMT. Les points de guidage permettant de
positionner correctement le MaPMT sont également représentés sur cette figure.
(a) Photographie du MaPMT.












(b) Dessin technique de la face avant du MaPMT.
Les distances affichées sont en mm.
FIG. 2.3 – Photographie du MaPMT R7600-00-M64 et dessin technique de sa face avant qui
contient les anodes. La taille des canaux est de 2.0 × 2.0 mm2 avec un pas de 2.3 mm
les séparant. Quatre points de guidage permettant le bon positionnement du MaPMT
sont visibles.
Tous les cristaux utilisés sur le prototype de Lausanne mesurent 2.0 × 2.0 × 8.0 mm3,
indépendamment de leur nature, et ont été polis mécaniquement. Les canaux du MaPMT
sont couplés individuellement aux 64 cristaux de LuYAP qui composent la première couche
du phoswich. La seconde couche est composée de 64 cristaux de LSO alignés en colonnes sur
1 Le type bialkali peut être composé, soit d’Antimoine–Rubidium–Césium (Sb-Rb-Cs), soit d’Antimoine–
Potassium–Césium (Sb-K-Cs).
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les cristaux de LuYAP. Ces colonnes sont tenues mécaniquement par une matrice de Tyvek2
et respectent le pas de 2.3mm des canaux du MaPMT.
La rigidité toute relative de cette matrice ne permet pas d’assurer un positionnement
suffisamment précis des cristaux. Une grille de positionnement, dont les tolérances sont
au dixième de millimètre, contraint les extrémités des cristaux de LuYAP à respecter leur
position (figure 2.4(b)). La grille s’ajuste correctement en se référant aux points de guidage
présents à la surface du MaPMT. Les bases des cristaux de LuYAP sont collés en intercalant
un masque d’atténuation sur la surface de la photocathode du MaPMT. La colle3 choisie
permet un bon couplage optique entre les cristaux et la photocathode et empêche sa dif-
fusion, par capillarité, entre le Tyvek et les cristaux, en raison de sa viscosité élevée. Un
capot en stésalite, peint en noir afin d’assurer l’étanchéité lumineuse, recouvre la matrice
de cristaux. C’est le sommet de ce capot qui va constituer la position référence du module
sur le scanner. Il doit donc être correctement ajusté grâce à la grille de positionnement, afin
de connaître précisément la position des cristaux où auront lieu les interactions.
La figure 2.4(a) montre une photographie de quatre modules de détection à différents
stades de fabrication. La figure 2.4(c) montre huit modules de détection dans leur forme
finale, disposés de façon à reproduire le diamètre du scanner.
(a) Assemblage d’un module ClearPET. (b) Grille de posi-
tionnement.
(c) Modules ClearPET complets.
FIG. 2.4 – Modules de détection ClearPET :
(a) à différents stades de fabrication : MaPMT seul, masque d’atténuation collé sur le
MaPMT, matrice de Tyvek remplie de cristaux scintillants collés sur le MaPMT à travers
le masque et une grille de positionnement, et capot opaque enfermant les cristaux ;
(b) un détail de l’assemblage : la grille de positionnement ;
(c) complètement assemblés et disposés.
2 Le TyvekTMa des propriétés de réflection légèrement inférieures à celles des bandes de Teflon, mais est robuste
et plus facile à manier [82]. Il permet une excellente isolation optique entre les cristaux contigus.
3 Cette colle est fabriquée par Dow Corning au Michigan et son numéro de référence est 3145 RTV.
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Réalisation et remplissage des matrices de Tyvek
La fabrication des matrices de Tyvek a été développée et réalisée de façon standardisée
par le groupe de Bruxelles. Dans un premier temps, des bandes de Tyvek sont découpées
à l’aide d’une série de scies circulaires. Ces bandes sont ensuite positionnées sur une pièce
possédant les mêmes dimensions que l’assemblage des colonnes de cristaux. Finalement,
leur extrémités sont repliées et collées sur les bords de la matrice.
Lorsque ces matrices sont assemblées, leur remplissage peut commencer. En raison de la
forte variation du rendement lumineux4 des cristaux, il a fallu développer un système auto-
matisé de mesure dudit paramètre, afin de constituer des matrices possédant une réponse
lumineuse homogène. Cette variabilité, qui peut atteindre 30% pour les cristaux de LSO et
60 % pour ceux de LuYAP, est ainsi réduite à 10 % par type de cristal au sein d’une même
matrice. Tout comme la fabrication des matrices, cette procédure de sélection a également
été mise en place par le groupe de l’IIHE.
Le masque d’atténuation
La réponse des différents canaux duMaPMT n’est pas uniforme, elle est typiquement de
1:3 pour ce modèle. La raison principale de cet état de fait est la non-uniformité de l’effica-
cité quantique de la surface de la photocathode. Pour uniformiser cette réponse, un masque
d’atténuation de la lumière est collé sur la surface du MaPMT. Ce masque, spécifique à
chaque MaPMT, est constitué de trous dont la surface est inversement proportionnelle à la
sensibilité du canal qui lui correspond ; la surface maximale de 2.0 × 2.0 mm2 est évidem-
ment appliquée au canal ayant la plus faible sensibilité. La procédure de fabrication de ces
masques est réalisée à Jülich. Chaque MaPMT est illuminé avec une LED afin de connaître
la réponse des différents canaux. Le masque spécifique est créé à partir de cette mesure [83].
Finalement, le même test est effectué une seconde fois, mais avec l’ajout du masque pour
contrôler le bon déroulement de l’opération. La non-uniformité est ainsi réduite à un rap-
port de 1:1.2.
Uniformisation de la collection lumineuses du phoswich LSO-LuYAP
Les cristaux de LSO produisent beaucoup plus de lumière que ceux de Lu(Y)AP ; le
rapport de leur rendement lumineux est de l’ordre de 4. Il est donc naturel de coupler op-
tiquement le cristal de LuYAP directement à la photocathode. Pour maximiser la réflexion
interne du LuYAP, aucun couplage optique n’est par contre appliqué entre les cristaux du
phoswich. En outre, un papier noir est positionné au sommet des cristaux de LSO pour ab-
sorber une partie de leur lumière de scintillation. Mais malgré toutes ces astuces, le facteur
entre les quantités de lumière collectée reste important (∼ 2.5 à 3) et implique un seuil de
discrimination très bas sur les signaux de sortie du PMT afin de récolter ceux provenant des
interactions dans le LuYAP. Ce seuil va énormément favoriser les événements Compton de
faibles énergies et les déclenchements multiples amenés par la diaphonie optique et élec-
tronique des événements photoélectriques produits dans les cristaux de LSO, impliquant
d’une part un encombrement du système d’acquisition par des événements inutiles pour
la reconstruction et d’autre part par une suppression des bons événements LSO. Il a donc
fallu trouver un autre moyen pour uniformiser cette collecte lumineuse.
4 En anglais, le terme utilisé est light yield. Son abréviation, LY, sera employée par la suite.
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Des inserts de différents types ont été positionnés au milieu du phoswich dans le but
d’augmenter la collecte de lumière du LuYAP et de diminuer celle du LSO par réflexion [68,
70, 71]. Il en est ressorti qu’un insert de Mylar aluminisé permettait une augmentation de la
lumière collectée du LuYAP supérieure à 30 % et d’atteindre quasiment l’équilibrage de la
collecte lumineuse pour les deux éléments du phoswich ; par contre, le découpage de tels in-
serts s’est révélé être fastidieux et impraticable en production. Le procédé finalement choisi
consiste à déposer par évaporation une fine couche d’aluminium, de 20 à 35 nm, direc-
tement sur la face des cristaux LSO, en contact avec ceux de LuYAP [67, 68]. Pour chaque
matrice, l’épaisseur d’aluminium est déterminée à partir du ratio entre les rendements lumi-
neux des cristaux de LSO et de LuYAP. Tous les cristaux d’une même matrice sont produits
lors de la mêmemanipulation et possèdent donc une même épaisseur d’aluminium. La ma-
chine utilisée permet cependant une reproductibilité de l’ordre de 2 nm d’une évaporation
à l’autre.
Équilibrage fin par régulation en température
L’équilibrage fin de la collecte lumineuse est réalisée par une régulation de la tempé-
rature des cristaux. Ceci est possible grâce à la dépendance particulière des rendements
lumineux des cristaux utilisés en fonction de la température. Leurs coefficients de variation
sont en effet inversés [67, 84] : le LY du LSO diminue lorsque la température augmente, tan-
dis que celui du LuYAP augmente. Ces coefficients de variation relatifs sont respectivement
de −0.79% ˚C-1 et 0.27% ˚C-1 pour une température de consigne de 50 ˚C.
Il faut savoir que le gradient de température à l’intérieur d’une matrice de cristaux aug-
mente lorsque la différence entre la température de régulation et celle du laboratoire di-
verge. Pour un gradient de 4 ˚C à l’intérieur d’un cristal, ceci implique une dispersion du
LY de 3.2 % pour le LSO et de 1.1 % pour le LuYAP. La dégradation de la résolution liée
au gradient de température des cristaux est donc faible, compte tenu de la faible résolution
en énergie des modules (de l’ordre de 30 %). Si le gradient de température reste inférieur
à 2 ˚C, la dispersion du LY se limite à 1.6 % pour le LSO et de 0.5 % pour le LuYAP ; la
dispersion des réponses due aux différences de température à l’intérieur de la matrice est
donc négligeable, même à 50 ˚C.
Pour chauffer la matrice de cristaux, du courant est fourni à une couverture chauffante5
recouverte par un carré de mousse thermoconductrice6. Afin de répartir correctement la
chaleur à l’intérieur de la matrice de cristaux, deux feuilles d’aluminium de 150 µmd’épais-
seur, pliées en forme de U, enlacent cette dernière par l’intermédiaire d’une bande d’alu-
minium fermée avec un ruban adhésif aluminisé. Au sommet des faces de cristaux de LSO,
une pièce de Tyvek est placée pour augmenter encore la collecte lumineuse.
2.1.2 Le principe de l’électronique de lecture
L’électronique de lecture, développée au FZJ, fait la liaison entre le MaPMT et la carte
d’acquisition NI PXI-65337. Elle est constituée d’un décodeur de position et d’une carte
5 Modèle Kapton HK5578R35SA de Minco.
6 Modèle 5507 de 3M.
7 Cette carte sera souvent référencée par la suite sous le nom de NiDAQ. NI est l’acronyme de l’entreprise
National Instruments, PXI est l’acronyme de PCI eXtensions for Instrumentation.
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FIG. 2.5 – Schéma de l’électronique de lecture. La partie encadrée en traitillé correspond au bloc
décodeur. Ce dernier est encadré du MaPMT et de le carte FPGA. Une horloge cadencée
à 40 MHz est utilisée pour la détermination du temps et l’échantillonnage du signal de
dynode.
Les impulsions, issues du signal de la dernière dynode qui est commune aux 64 canaux
des MaPMT, sont échantillonnées en continu par des convertisseurs analogiques numé-
riques (ADC) à une fréquence de 40 MHz [85]. Avant d’être numérisées, ces impulsions
doivent être filtrées par un filtre passe-bas afin de satisfaire le théorème de Nyquist. En pri-
vilégiant l’échantillonnage du signal de dynode, un seul ADC est requis par MaPMT. Ces
échantillons sont stockés temporairement dans des registres à décalage. La détection d’une
impulsion se fait par l’intermédiaire de comparateurs de tension reliés individuellement
aux anodes du MaPMT. Si au moins un signal d’anode dépasse le seuil, identique pour
chaque comparateur, les échantillons sont transmis afin d’être analysés. Afin de limiter la
diaphonie, le signal de dynode est utilisé pour adapter les valeurs des seuils des compara-
teurs [86]. Concrètement, une fraction du signal de dynode (un bit) est ajoutée à la valeur
de seuil des comparateurs.
Chaque impulsion de scintillation transmise est représentée par 16 échantillons cou-
vrant une fenêtre temporelle de 400 ns. L’énergie, la profondeur d’interaction et l’affine-
ment du temps des événements seront déterminés numériquement à partir de ces derniers.
Les relations entre ces grandeurs et les valeurs d’échantillonnage seront explicités dans la
suite de ce chapitre (section 2.2.4, page 50). L’identification de la position spatiale des événe-
ments est donnée, quant à elle, par le ou les identifiant(s) des comparateurs qui ont dépassé
8 Field Programmable Gate Arrays – circuit intégré programmable.
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le seuil. Le temps de déclenchement, basé sur la même horloge à 40 MHz, est également
enregistré par le FPGA. Toutes ces informations sont transmises, par la suite, aux cartes
d’acquisition NiDAQ.
La chaîne d’acquisition de données


























FIG. 2.6 – Schéma représentant les éléments de la chaîne d’acquisition des données. Un module de
détection est constitué d’un MaPMT et d’un bloc décodeur. Un câble plat relie ce module
à une carte FPGA. Cette dernière peut recevoir les signaux de quatre modules différents.
Un boîtier FPGA contient deux cartes FPGA et un adaptateur de bus, dont le but est de
mettre en commun les signaux des deux cartes. Un câble de 68 broches relie l’adaptateur
de bus à une carte NiDAQ située dans le châssis PXI. Celui-ci, en outre d’être le lieu où
siège le contrôleur PXI, peut abriter jusqu’à trois cartes NiDAQ.
Le bloc décodeur Comme vu précédemment, le bloc décodeur comprend les 64 compa-
rateurs connectés aux anodes du MaPMT. Il possède également en son sein un décodeur
d’adresse et un pré-amplificateur.
Le décodeur d’adresse va réduire l’information de position fournie par les compara-
teurs. La taille de l’information initiale est équivalente au nombre de comparateurs, à sa-
voir 64 bits. Le décodeur ne va garder que les adresses extrêmes des canaux déclenchés et
les coder de cette façon sur 2× 6 bits. Si un seul signal d’anode a dépassé le seuil, ces deux
adresses seront donc identiques.
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La carte FPGA La carte FPGA est capable de recevoir les données de quatre MaPMT dif-
férents. Elle est composée d’une puce FPGA Xilinx (XCV300) et de quatre ADC de 12 bits9.
Les échantillons sont écrits continuellement sur un registre en anneau. Lorsque le FPGA
reçoit un signal sur la ligne de déclenchement, il enregistre les 16 échantillons d’une impul-
sion dans une mémoire FIFO10, également située sur la carte FPGA, et les transmet dans
un paquet de 40 octets vers la carte d’acquisition à une vitesse de 20 Mo/s. Ce paquet ne
comprend pas seulement les 16 valeurs d’échantillonnage, mais également les positions des
canaux touchés, le numéro du MaPMT et le temps de déclenchement encodé sur 48 bits. Le
temps mort de la carte FPGA s’élève à 700 ns [87].
Le PC d’acquisition embarqué Les données transitent par un adaptateur de bus avant
d’aboutir dans la carte d’acquisition NiDAQ NI PXI-6533. Cette carte d’acquisition est in-
sérée dans un châssis PXI (modèle NI PXI-1002). Ce châssis est un véritable PC embarqué,
dont le contrôleur est le modèle NI PXI-8187 possédant un processeur Pentium 4-M, ca-
dencé 2.5 GHz, et un disque dur avec Windows XP et LabVIEW11 7.1 installés. La figure 2.7







FIG. 2.7 – Le PC d’acquisition embarqué. Ce dernier est constitué d’un châssis NI PXI-1002 qui
contient le contrôleur NI PXI-8187. Des emplacements PXI peuvent contenir jusqu’à
trois cartes d’acquisition NI PXI-6533.
9 La référence du modèle des ADC utilisés est AD9224.
10Type de mémoire tampon qui permet de renvoyer dans l’ordre les premières données parvenues. FIFO est
l’acronyme de First In First Out.
11LabVIEW est l’acronyme de Laboratory Virtual Instrumentation Engineering Workbench.
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Une carte NiDAQ est une carte numérique 32 bits. Ces 32 bits sont regroupés en deux
fois 16 bits pour pouvoir connecter deux cartes FPGA. Les données sont transférées via
un câble de 68 broches selon un protocole de handshaking12 entre l’adaptateur de bus, qui
permet la réunion des signaux de deux cartes FPGA, et la carte NiDAQ. Ces données sont
stockées dans la mémoire de la carte et traitées par le programme d’acquisition pour être
finalement enregistrées dans un format compact sur le disque dur. La lecture des données
des cartes se fait par DMA13. Une donnée lue est aussitôt effacée de la mémoire de la carte.
La mémoire peut contenir 2× 100′000 événements et lorsqu’elle est pleine, le nouvel événe-
ment remplace le plus ancien.
2.1.3 Les mouvements
L’asservissement en position de la structure supportant les détecteurs est réalisée à tra-
vers une carte NI PCI-7344 située à l’intérieur du PC de contrôle. Cette carte est reliée aux
variateurs qui dictent le mouvement des moteurs [88, 89]. La régulation se fait en deux
temps. Il y a d’abord une boucle de contrôle de tension entre les variateurs et les moteurs
qui assure des mouvements harmonieux et ensuite une boucle de contrôle en vitesse et en
position réalisée par la carte NI à l’aide du programme utilisateur (cf. section 2.2.2).
La rotation
Les détecteurs, l’électronique de lecture, le système d’acquisition, les alimentations et le
système de chauffage sont positionnés sur le tambour du démonstrateur. Ce tambour peut
tourner indéfiniment. La force (courant triphasé) et les signaux logiques (câbles Ethernet
et coaxiaux 50 ohms) sont transmis sur le tambour via un système d’anneaux de bronze
en contact avec des ballais, en charbon, accrochés sur la structure fixe. Cet appareillage est
connu sous le nom d’ensembles collecteur-balais (slip-rings) et a été réalisé par MECANEX
SA. Une courroie de transmission relie le tambour à un moteur qui imprime le mouve-
ment. Un encodeur de position externe de 2600 lignes est accroché à la structure fixe, ce qui
permet de connaître très précisément la position en rotation du tambour et d’assurer ainsi
l’asservissement correct de la rotation.
La translation
Toute la structure, montée sur deux vis, peut être translatée. La translation est réalisé
par un second moteur. Des butées empêchent la structure de dépasser une limite dans un
sens et dans l’autre. Il n’y a pas d’encodeur de position externe pour la translation, c’est
l’encodeur du moteur qui est utilisé directement pour connaître la position et réguler le
déplacement (une révolution du moteur correspond à un déplacement de 5 mm).
12Lors d’un transfert respectant un protocole de handshaking, un échange de signaux a lieu entre les interve-
nants, pour indiquer le début et la synchronisation du transfert.
13DMA est l’acronyme deDirect Memory Access. C’est un mécanisme qui permet l’accès direct à la mémoire vive
sans passer par le processeur, permettant ainsi une accélération assez importante des performances pour les
bus d’entrées/sorties.
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2.2 Les applications régissant l’acquisition des données
Trois applications, utilisant le logiciel LabVIEWTM, régissent le déroulement complet
d’une acquisition. La première application est complètement indépendante et gère la partie
slow control de l’acquisition : la régulation en température des cristaux et celle des hautes
tensions des MaPMT. Une deuxième application gère l’asservissement des moteurs per-
mettant le déplacement en rotation et en translation de la structure soutenant le scanner, et
enregistre les positions de cette dernière en fonction d’une horloge de référence, lors d’une
acquisition. Enfin, l’application s’occupant réellement de l’enregistrement des données est
constituée d’un système client-serveur entre le PC de contrôle et le PXI14.
Le nom LabVIEW est né du concept d’instrument virtuel qui se manifeste par la per-
manence d’une interface graphique15 pour chaque module d’un programme ; tous ces mo-
dules – ou sous-programmes – sont d’ailleurs appelés génériquement VI16. Les contrôles et
les indicateurs de ce panneau avant constituent l’interface par laquelle le programme in-
teragit avec l’utilisateur. Les fonctions de contrôle-commande de cartes ou d’instruments
constituent l’interface par laquelle le programme interagit avec les systèmes physiques. Les
domaines d’application traditionnels de LabVIEW sont la commande et la mesure à partir
d’un PC ; nous citerons notamment l’acquisition de données et le contrôle-commande de
moteurs. Un programme LabVIEW permet donc d’automatiser un montage associant plu-
sieurs appareils programmables, et réunit l’accès aux fonctionnalités de ce montage dans
une interface utilisateur unique, véritable face avant d’un instrument virtuel. Il comprend
un grand nombre de bibliothèques de fonctions spécialisées et profite des particularités du
langage graphique, appelé langage G, sous-tendant.
Un programme en langage G réunit dans le plan d’une fenêtre différentes icônes reliées
par des fils de couleur. Ces fils représentent le flux des données circulant de la source vers
une cible. Cette représentation est visible dans les figures 2.11 et 2.15. Dans un diagramme
LabVIEW, la donnée ne transite dans le fil qu’au moment où elle est générée par son icône
source. L’icône cible ne commencera son exécution que lorsque toutes ses données d’entrée
seront disponibles. Ce modèle d’ordonnancement par flots de données détermine l’ordre
d’exécution des traitements du programme. Une conséquence importante de cette règle est
que les traitements qui n’échangent pas de données sont libres de s’exécuter en parallèle.
Cette particularité est notamment utilisée dans le cas de notre programme d’acquisition des
données dans lequel une boucle de contrôle fonctionne en parallèle de celle qui acquiert
réellement les données.
2.2.1 L’application régulant les tensions et les températures
Pour pouvoir réaliser des acquisitions stables, il est primordial de pouvoir bien réguler
les différents MaPMT en tension. De plus, comme vu précédemment, il est également es-
sentiel de bien contrôler la température des cristaux à l’intérieur d’une tête de détection (cf.
page 38). Pour ce faire, des cartes de régulation de tension et de température ont été déve-
loppées à Lausanne [90]. Ces cartes permettent de réguler séparément de façon matérielle
14Par abus de langage, le PC embarqué qui contient le contrôleur PXI est appelé PXI.
15Le terme GUI (Graphical User Interface) est généralement utilisé pour définir une interface utilisateur sous
forme graphique.
16VI pour virtual instrument – instrument virtuel.
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Nombre de cartes de régulation utilisées
Bouton principal











































FIG. 2.8 – Interface utilisateur du programme SlowControl. Tout en haut figure un contrôle
permettant de choisir le nombre de cartes de régulation qui seront utilisées (en rouge).
Toujours au sommet, le gros bouton central permet de commencer ou d’arrêter la régu-
lation. Suivent ensuite des indicateurs qui donnent les statuts des différents canaux. Au
centre, figurent les valeurs de consignes et les mesures des tensions et des températures.
Finalement, la dernière partie permet de paramétrer les valeurs des PID et des contraintes.
chaque MaPMT en tension et chaque tête en température. Pour les faire fonctionner, une
application développée avec LabVIEW a été développée [91]. L’interface utilisateur de cette
dernière est visible sur la figure 2.8.
Ce programme établit une communication entre le PC de contrôle et les cartes de ré-
gulation à travers un port série connecté à une interface RS-232C – I2C (Micro Computer
Control Corporation, Hopewell – New Jersey). La température est stabilisée par un régula-
teur à action proportionnelle intégrale dérivée (PID). Un régulateur PID permet trois actions
2.2. LES APPLICATIONS RÉGISSANT L’ACQUISITION DES DONNÉES 45
simultanées sur l’erreur entre la consigne et la mesure, à savoir :
– Une action proportionnelle : l’erreur est multipliée par un gainKc,
– une action intégrale : l’erreur est intégrée sur un intervalle de temps Ti
– et une action dérivée : l’erreur est dérivée suivant un temps Td.
La combinaison de ces trois paramètres étant déjà implémentée dans le logiciel LabVIEW,
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(a) Exemple théorique de régulation PID.
Puissance de chauffage [%]
Température [˚C]Consigne
temps
(b) Régulation en température d’un détecteur.
FIG. 2.9 – Régulation PID : réponses types de procédés stables. En (a), le temps de montée, le dépas-
sement, le temps d’établissement du régime stationnaire ainsi que l’erreur statique sont
illustrés (la consigne est fixée à 1). En (b), les évolutions de la puissance de chauffage,
en pourcentage, et de la température, en degré celsius, sont représentées pour une tête de
détection régulée par le programme SlowControl (la consigne est fixée à 50˚C).
Le réglage d’un PID consiste à trouver des valeurs pour les coefficients Kc, Ti et Td,
dans le but d’obtenir une réponse adéquate du procédé gérant la régulation (figure 2.9(a)).
L’objectif est d’être robuste, rapide, précis et de limiter les dépassements. Les paramètres
du PID influencent la réponse du système de la manière suivante :
– LorsqueKc augmente, le temps de montée est plus court, mais il y a un dépassement
plus important. Le temps d’établissement varie peu et l’erreur statique se trouve amé-
liorée.
– Lorsque Ti augmente, le temps de montée est plus court, mais il y a un dépassement
plus important. Le temps d’établissement au régime stationnaire s’allonge, mais dans
ce cas une erreur statique nulle est assurée.
– Lorsque Td augmente, le temps de montée change peu, mais le dépassement diminue.
Le temps d’établissement au régime stationnaire est meilleur, par contre il y a peu
d’influences sur l’erreur statique.
Les valeurs assignées aux différents paramètres PID sont visibles en bas de l’interface
utilisateur représenté à la figure 2.8. En plus de ces valeurs PID, figurent des contraintes sur
les puissances de chauffage minimale et maximale, ainsi que des tolérances sur les résultats
obtenus.
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2.2.2 L’application gérant l’asservissement des moteurs
L’application qui gère l’asservissement des moteurs, dont l’interface utilisateur est illus-
trée par la figure 2.10, a plusieurs modes de fonctionnement. La première chose à faire,
au début d’une série d’acquisitions, est de trouver les index de référence qui définissent,
en quelque sorte, la position initiale du système. Il existe deux index, l’un de translation
et l’autre de rotation, pour lesquels correspondent des modes propres de fonctionnement,
nommés respectivement find index translation et find index rotation. Lorsque ces index ont été
trouvés, la structure supportant le scanner peut alors être bougée, soit dans le but de faire
une acquisition (mode run), soit dans celui de se mettre à la position permettant l’enclen-






































































Bouton permettant de ré-
initialiser le fichier binaireChemin faisant référence au programme contrôlant la DAQ
FIG. 2.10 – Interface utilisateur du programme Motion.
Les commandes sont positionnées exclusivement dans la première moitié de la face
avant du programme du contrôle des moteurs. La seconde moitié fournit seulement des
informations sur l’état de certaines valeurs de contrôle. Tout en haut de ce panneau figure
le chemin du programme de commande de l’acquisition. Il est important que ce chemin cor-
responde bien à ce programme, car cela permet de savoir si nous sommes ou non en mode
d’acquisition des données ; un voyant sur la droite du panneau change de couleur lors-
qu’une acquisition est en cours. Le temps et les positions de la structure sont écrits dans un
fichier binaire si ce voyant est allumé. Un bouton de commande, en haut à droite, permet de
réinitialiser ce fichier binaire lorsque l’utilisateur souhaite procéder à une nouvelle acqui-
sition, sans pour autant réinitialiser complètement le programme de contrôle des moteurs.
Cette procédure évite de devoir exécuter une nouvelle recherche de la position initiale.
L’utilisateur peut choisir de libérer soit l’axe de rotation, soit celui de translation, soit les
deux en même temps. Ensuite, il choisit la vitesse ou la position de consigne pour ces axes
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et lance le mouvement. Il existe un mouvement particulier, appelé avant-arrière (back and
forth), qui permet de spécifier deux positions limites entre lesquelles le déplacement se fera
indéfiniment, à une vitesse donnée.
La figure 2.11 représente la boucle principale du programme d’asservissement des mo-
teurs (1). Dans ce diagramme, nous pouvons voir au centre un bout de la séquence dumode
run. Le bouton de contrôle permettant de changer le mode de fonctionnement est représenté
par le point 2. Enfin, l’icône 3 représente le module qui va aller lire le temps et les positions
(en rotation et translation) et les écrire dans un fichier binaire, pour autant que l’acquisition





3. Ecriture du fichier
binaire des positions
FIG. 2.11 – Boucle principale du programme d’asservissement des moteurs (1.). Nous remarquons
notamment le mode de fonctionnement choisi (2.) – dans ce cas, le mode run est sélec-
tionné – et le module (3.) qui va enregistrer les positions en fonction du temps dans un
fichier binaire.
2.2.3 Le programme d’acquisition des données
Comme précisé précédemment, le programme d’acquisition des données repose sur un
système client-serveur. Sur le PC de contrôle, une interface utilisateur va permettre de spé-
cifier les conditions d’acquisition et de lire, en retour, les compteurs correspondant aux
événements enregistrés sur le PC embarqué. La figure 2.12 représente la face avant de ce
programme.
L’opérateur peut directement définir la durée de la prochaine acquisition, ainsi que le
nom du fichier d’en-tête qui va être créé. Sur ce panneau avant figurent également l’adresse
IP du contrôleur PXI (128.178.89.15) et les ports (2055 et 2056) qui vont être utilisés pen-
dant le fonctionnement du programme, ainsi que le nom du VI exécuté sur le PC embarqué
(PXIServer). Pour pouvoir changer d’autres paramètres importants, il faut cliquer sur les
boutons change the acquisition params et/ou change the scanner geometry ; nous obtiendrons au
démarrage de l’application, deux nouvelles fenêtres nous permettant de modifier ces para-
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Permet de changer les paramètres
d’acquisition via le VI DAQ Setup
Ports de communication
Adresse IP du PXI et nom du VI
Nom du fichier LMF
Durée d’acquisition












FIG. 2.12 – Interface utilisateur du programme Master.
mètres. La première, illustrée par la figure 2.13, nous permet de changer des paramètres
qui sont en rapport avec l’acquisition des données, et la seconde de modifier des informa-
tions concernant la géométrie du scanner ; celles-ci seront inscrites dans le fichier d’en-tête.
Finalement, la partie inférieure représente les compteurs des événements incrémentés par
secteur. Nous pouvons y lire le nombre d’événements traités par le programme d’acqui-
sition, ceux répertoriés comme bons, avec ou sans voisins, ou comme mauvais, en raison
d’une erreur de position ou d’énergie (cf. page 50, section 2.2.4).
Les paramètres d’acquisition qui peuvent être modifiés par le VI DAQSetup (figure 2.13)
sont principalement :
1. le nombre de cartes NiDAQ utilisées ;
2. le nombre de secteurs pour une carte NiDAQ spécifique, à savoir un ou deux ;
3. le premier index d’un secteur pour une carte NiDAQ spécifique, c.-à-d. s’il y a deux
secteurs et que le premier est identifié par l’index i, le second recevra l’index i+ 1 ;
4. le seuil hardware qui sera appliqué séparément sur chaque décodeur ;
5. la valeur spécifique à chaque tête de détection permettant l’identification de la pro-
fondeur d’interaction, c.-à-d. la valeur permettant de différencier le cristal dans lequel
a eu lieu l’interaction.
Nous arrivons enfin à la description du programme PXIServer, présent sur le PXI, qui
acquiert et traite les données. Son interface utilisateur est représentée par la figure 2.14 ; elle
ne comporte pas beaucoup de paramètres d’entrée, tous étant acheminés du Master via






















































1. Nombre de cartes NiDAQ
FIG. 2.13 – Interface utilisateur du programme DAQSetup.
une connexion TCP/IP17. Nous retrouvons les numéros des ports déjà cités dans l’interface
du Master ; c’est en effet à travers ces derniers que les informations vont transiter. Le seul
autre paramètre présent est le nombre d’événements prélevés de la mémoire des cartes
d’acquisition, à chaque cycle de lecture. Ces événements seront analysés et compressés par
une bibliothèque du programme d’acquisition, avant d’être stockés sur le disque dur du
PXI.
Ce VI comporte plusieurs séquences importantes :
– au début, le programme est en attente de l’ouverture d’une connexion TCP/IP par le
VI Master. Quand celle-ci s’est déroulée avec succès, le programme peut réellement
débuter ;
– tous les paramètres importants, cités précédemment, sont ensuite transmis via cette
ligne TCP/IP ;
– les seuils matériels des cartes FPGA sont initialisés et lemode de transfert des données
est défini ;
– les cartes NiDAQ sont initialisées pour être prêtes à récolter les données transmises
par les cartes FPGA à travers un protocole de handshaking ;
– à chaque étape, les ordres et les résultats des différentes initialisations précédentes
sont transmis via la ligne TCP/IP ;
– des tables, utilisées ultérieurement dans l’analyse des données, sont également créées ;
17L’ensemble des protocoles utilisés par Internet est généralement appelé TCP/IP ; ce nom est issu de deux
d’entre eux : TCP (Transmission Control Protocol) et IP (Internet Protocol) qui ont été les premiers à être
définis.
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Nombre d’événements
à prendre par cycle de
lecture
FIG. 2.14 – Interface utilisateur du programme PXIServer.
– lorsque toutes ces étapes ont été réalisées avec succès, le Master peut lancer l’ordre
du début de l’acquisition des données ;
– deux processus concurrents sont donc lancés simultanément, à savoir l’acquisition
des données à proprement parler et l’envoi des compteurs issus de cette acquisition,
via la boucle TCP/IP de contrôle ;
– la ligne de contrôle permet également de provoquer la fin de l’acquisition ;
– finalement, lorsque l’ordre d’arrêt a été reçu, les cartes sont désinitialisées.
Revenons un peu plus précisément sur la partie prépondérante de l’acquisition. Elle est
réalisée par un VI appelé ReadAnalyseEvents, dont les boucles principales sont repré-
sentées à la figure 2.15. Une itération est effectuée sur le nombre de cartes NiDAQ et sur le
nombre de cartes FPGA. Dans ces boucles, les données vont être lues sur les cartes via le
VI DIO Read, puis seront transmises à une librairie (cf. 2.2.4) qui va les écrire sur le disque
dur du PXI.
2.2.4 La réduction des données
La réduction des données est faite par une bibliothèque, écrite en langage C, elle-même
encapsulée sous forme de DLL18 dans le programme d’acquisition.
Un événement qui sort du bloc FPGA est encodé sur 320 bits ; plus précisément, ces 320
bits contiennent les valeurs des 16 canaux ADC, le temps et la position de l’événement.
Chaque valeur d’un échantillon ADC est encodée sur 16 bits. Le temps est représenté par le
nombre de coups de l’horloge, cadencée à 40 MHz, qui ont été incrémentés depuis le début
de l’acquisition. Ce temps est encodé sur 32 bits. La position est composée de deux adresses,
chacune encodée sur 16 bits, permettant de signaler la présence ou non d’un voisin.
18Les DLL (Dynamic Link Library) sont des bibliothèques de liens dynamiques.
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3. lecture des événements
sur les cartes
1. boucle sur les cartes NiDAQ
2. boucle sur les secteurs
1ère séquence
FIG. 2.15 – Boucle principale de la lecture des cartes d’acquisition.
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d’échantillonnage

























FIG. 2.16 – Exemple de 10 des 16 échantillons ADC du signal de dynode. L’aire comprise entre
la courbe ADC et la ligne de base représente l’énergie de l’impulsion, à un facteur de
calibration près. Le temps de l’événement est affiné en extrapolant la montée maximale
sur la ligne de base, donnant τs ; le «vrai» temps est alors représenté par le temps t0 du
début de l’enregistrement ADC, additionné du temps τ = t+ τs.
Calcul de l’énergie
Pour la suite, nous appelleronsAi la ième valeur ADC, avec 0 ≤ i < 16. L’énergie de l’im-
pulsion Eimp correspond, à un facteur de calibration près, à l’aire comprise entre la courbe
des échantillons ADC et la ligne de base représentée par la première valeur d’échantillon-
nage A0 (cf. figure 2.16). Pour calculer cette intégrale, il suffit de se restreindre à la somme






où Fcal est un facteur de calibration spécifique au pixel touché. Celui-ci est déterminé en
ajustant en énergie un spectre d’une source connue, obtenu pour ce pixel spécifique.
Identification de la couche d’interaction
Pour identifier à l’intérieur du phoswich le cristal dans lequel a eu lieu l’interaction, une
analyse d’identification de forme des échantillons ADC est réalisée. En reprenant la nota-







c.-à-d. la ligne de base fournie par la première valeur d’échantillonnage A0 est soustraite
à la valeur Ai ; cette expression est alors normalisée par l’énergie de l’impulsion calculée
précédemment.
Nous pouvons également définir la ième dérivée d’impulsion comme suit :





















(a) Impulsions de sortie.

















(b) Dérivée des impulsions de sortie.
FIG. 2.17 – Comparaison des impulsions de sortie des modules de détection pour du LuAP, du LSO
et du LuYAP. Figure tirée de [68].
La figure 2.17 montre respectivement les impulsions ai (a) et les dérivées pi de ces der-
nières (b) pour un événement typique ayant eu lieu dans le LSO, le LuYAP et le LuAP. Ces
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deux graphes sont de très bon moyens pour déterminer, à l’œil, des critères de distinction
de couche.
Nous pouvons remarquer que la valeur a15 est clairement distincte pour les événements
LuYAP et LSO sur la figure 2.17(a). Cette distinction provient du fait que le LuYAP possède
une composante lente, a contrario du LSO et du LuAP pur. C’est donc un critère simple
permettant la distinction du scintillateur touché ; ce dernier est implémenté dans la biblio-
thèque d’analyse du système d’acquisition. Par contre, il ne permet pas de distinguer un
événement LSO d’un événement LuAP. Cependant, Mosset [68] et Wisniewski et coll. [92]
ont montré que cette distinction peut se faire à l’aide d’un réseau de neurones avec une très
bonne efficacité (comparable à l’efficacité de séparation entre LSO et LuYAP basée sur a15).







































FIG. 2.18 – Histogrammes avec régressions gaussiennes des impulsions a15 pour deux têtes de dé-
tection ayant une valeur de discrimination très différente.
La figure 2.18 représente les histogrammes des impulsions a15 pour deux têtes de dé-
tection différentes. Ces derniers présentent les mêmes caractéristiques, à savoir deux répar-
titions très distinctes, une contenant les événements LSO et l’autre les événements LuYAP.
Pour déterminer la valeur de coupure, une composition de deux gaussiennes a été ajustée
sur ces histogrammes (courbes bleues). Il est alors facile de trouver une valeur minimisant
la contamination de ces deux gaussiennes.
secteur anneau 0 anneau 1 anneau 2
0 −0.001 −0.008 −0.007
1 −0.007 +0.02 −0.008
7 −0.001 −0.007 −0.001
8 −0.005 −0.007 −0.005
9 −0.009 −0.005 −0.003
10 −0.007 −0.008 −0.006
TAB. 2.1 – Valeurs de coupure qui permettent d’identifier la couche d’interaction de 18 têtes de
détection. Les mesures pour établir cette table ont été prises le 4 janvier 2006.
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Dans les exemples spécifiques représentés à la figure 2.18, les valeurs de coupure, très
différentes, valent respectivement −0.008 et 0.020. Les valeurs de coupure de 18 têtes de
détection calibrées avant une mesure de taux de comptage sont représentées dans le ta-
bleau 2.1. Cette variabilité a entraîné l’établissement de cette table, utilisée lors d’acquisi-
tions, plutôt que l’usage d’une valeur identique pour toutes les têtes, approche qui avait été
appliquée dans un premier temps.
Le temps
Nous travaillons avec une horloge cadencée à 40 MHz. La période T séparant deux
marques temporelles est donc de 25 ns. Nous appelons t0 le temps de déclenchement de
l’échantillonnage du signal de dynode. Ce temps t0, qui correspond au nombre de marques
temporelles depuis le début de l’acquisition jusqu’au déclenchement, nous est donné par la
carte FPGA.
Le temps de l’événement est affiné en extrapolant le temps de montée maximal sur la
ligne de base, donnant ainsi le temps τs, forcément inférieur à la période T (toujours se
référer à la figure 2.16). Soit t le nombre de marques temporelles entre le déclenchement et
la marque inférieure à cette interpolation, le «vrai» temps de l’événement s’exprime alors
par l’addition des temps t0 et τ , τ étant l’addition de t et τs. Pour tenir compte de cette
extrapolation, la dynamique de l’encodage passe alors de 32 à 38 bits en multipliant le
résultat précédent par 64. Le pas de temps devient alors 390.625 ps, soit 25 ns divisé par 64.
L’interpolation du temps, basée sur le taux de montée maximal de l’impulsion, est li-
mitée par le nombre restreint d’échantillons. Il en résulte une erreur systématique tribu-
taire de la phase d’échantillonnage au moment du déclenchement de l’impulsion. Streun
et coll. [93] ont proposé une méthode qui permet de corriger cette erreur. Il peut s’avé-
rer important d’utiliser cette méthode. En effet, lorsque cette erreur est différente sur deux
canaux en coïncidence, le temps de vol enregistré peut varier fortement, entraînant alors
la dispersion d’une partie des coïncidences vraies, en dehors de la fenêtre de coïncidence.
Dans l’idéal, il faudrait créer une table permettant de corriger chacun des différents canaux
de coïncidence. Cela n’a toutefois pas été réalisé pour les résultats présentés au chapitre
suivant. En effet, le choix d’une fenêtre de coïncidence de 10 ns englobe tous les vrais évé-
nements en coïncidence, y compris ceux provenant de paires de modules ayant une erreur
systématique significative sur les temps de vol.
La position
Les derniers 16 bits des 320 bits, expédiés par les cartes FPGA, contiennent l’information
sur les canaux qui ont dépassé le seuil des comparateurs reliés aux anodes. Ces numéros
de canaux sont pris de façon ascendante et descendante, comme représenté à la figure 2.19.
Le cas où ces numéros sont différents sera expliqué au paragraphe suivant. Le numéro
du module – ou de l’anneau – est quant à lui encodé dans la première valeur ADC. Ce
nombre est compris entre 0 et 3, chaque carte FPGA pouvant recueillir au maximum quatre
décodeurs.
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Les voisins
En principe, lorsqu’un rayon γ dépose toute son énergie dans un cristal donné, seul le
canal correspondant devrait générer un déclenchement. En réalité, la conjugaison de la dia-
phonie, d’une part, et de la non-uniformité des réponses des anodes du MaPMT, d’autre
part, peut donner lieu à des déclenchements multiples sur des canaux non contigus. L’in-
certitude sur la position spatiale de ce type d’événements est élevée. Ils sont donc rejetés,
comme représenté sur la figure 2.19, par le software de traitement des données, pour éviter






(b) Cas d’un événement avec voisin.
FIG. 2.19 – Réjection des voisins au niveau d’un décodeur : si, en remontant les index, nous iden-
tifions le même index qu’en descendant (case gris foncé), nous avons affaire à un bon
événement ; si nous sommes sur une case gris clair, alors nous avons trouvé un événe-
ment avec un voisin ; dans tous les autres cas, l’événement est rejeté.
Si les index des canaux touchés ne sont pas identiques, cela signifie qu’il y a eu des
signaux d’anodes différentes qui ont dépassé les seuils des comparateurs. Si ces positions ne
sont pas voisines, l’événement est purement rejeté et le compteur des erreurs de position est
incrémenté. Par contre, si ce sont des index voisins, la position de l’événement est tirée de
façon aléatoire. Pour ce faire, le bit le plus faible du temps de l’événement est abusivement
considéré comme aléatoire et sert à choisir l’index du canal touché. La position du voisin
est donnée relativement à ce dernier.
2.3 Traitement des données
2.3.1 Les données brutes d’acquisition
Les données brutes d’acquisition, écrites directement sur le disque dur du PXI, sont des
données binaires où chaque événement est composé de 64 bits. Ces 64 bits sont répartis
comme suit :
– 38 bits pour le temps, c.-à-d. de 0 à 274’877’906’943. La dynamique maximale est d’en-
viron 107 s. avec le pas de temps de 390.625 ps ;
– 8 bits pour l’énergie, c.-à-d. de 0 à 255 ;
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– 6 bits pour le numéro du canal touché, c.-à-d. de 0 à 63 correspondant aux 64 canaux
du MaPMT ;
– 4 bits pour les voisins, c.-à-d. de 0 à 15 ;
– 1 bit pour la couche du phoswich touchée (LSO ou LuYAP) ;
– 2 bits pour le numéro du module, c.-à-d. de 0 à 3 correspondant au numéro du déco-
deur ;
– 5 bits pour le numéro du secteur, c.-à-d. de 0 à 31.
Ce format n’est qu’un format temporaire. Son avantage est qu’il est compact, ce qui
est primordial dans un système d’acquisition de données. Par contre, ne disposant pas de
toutes les informations, il ne permet pas l’association de coïncidences. Un format dédié,
plus souple, ainsi qu’une bibliothèque permettant de manipuler ce format ont donc été
créés ; ceux-ci sont présentés dans les paragraphes suivants.
2.3.2 La bibliothèque LMF
scan file name: exemple
acquisition duration: 60 s
scan date: Aug/23/2006
scan start time: 11:14:25
energy step: 5 keV
number of devices (NIDAQ 6533 card): 3
number of layers: 2
device 1 first sector index: 0
device 1 number of sectors: 2
device 2 first sector index: 7
device 2 number of sectors: 2
device 3 first sector index: 9
device 3 number of sectors: 2
geometrical design type: 1
ring diameter: 14.111 cm
rsector axial pitch: 0 mm
rsector azimuthal pitch: 18 degree
rsector tangential size: 2.1 cm
rsector axial size: 13.2 cm
module axial pitch: 3 cm
module tangential pitch: 0 cm
module tangential size: 2.02 cm
module axial size: 2.02 cm
submodule axial pitch: 0 cm
submodule tangential pitch: 0 cm
submodule tangential size: 2.02 cm
submodule axial size: 2.02 cm
crystal axial pitch: 2.3 mm
crystal tangential pitch: 2.3 mm
crystal tangential size: 2 mm
crystal axial size: 2 mm
crystal radial size: 16 mm
layer0 radial size: 8 mm
in layer0 interaction length: 4 mm
layer1 radial size: 8 mm
in layer1 interaction length: 4 mm
clock time step: 0.390625 ns
azimuthal step: -0.01 degree
axial step: 0.01 mm
FIG. 2.20 – Exemple de fichier d’en-tête LMF.
Pour stocker les données du ClearPET,
un format dédié, le LMF19, a été créé [74].
Ce format est dit «de mode liste», c.-à-d. il
permet de stocker les événements les uns
après les autres. Ce format est composé
d’un fichier ASCII, qui comprend toutes
sortes d’informations concernant le scan-
ner et l’examen, et d’un fichier binaire qui
contient les événements. Une bibliothèque
permettant la lecture, l’écriture et la mani-
pulation de données LMF a donc été déve-
loppée à Lausanne. Ses sources sont en libre
accès, sous licence GNU Lesser General Pu-
blic License (LGPL), sur le site de la collabo-
ration OpenGATE [94].
Le fichier ASCII d’en-tête
La taille du fichier ASCII d’en-tête n’est
pas fixe. Ce format permet d’ajouter un
nombre variable d’informations concernant
d’une part la géométrie du scanner, et
d’autre part l’examen proprement dit (men-
tionnons notamment la durée d’acquisition
et la date de l’examen). Son extension est
«.cch». Un exemple type de fichier d’en-tête
pour une acquisition avec le prototype de
Lausanne est donné à la figure 2.20.
19 List Mode Format – format événementiel.
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Le fichier binaire des enregistrements
Le fichier binaire contient les événements simples ou en coïncidence provenant d’une
acquisition ou d’une simulation. Son extension est «.ccs». Il commence par une en-tête bi-
naire de taille variable permettant de décoder les événements, suivis par les enregistrements
eux-mêmes, dont la taille est alors fixée. Ces enregistrements peuvent être de divers types,
à savoir des événements simples ou en coïncidence (event records), des taux de comptage
(count rate records), des informations spécifiques aux événements simulés par GATE (gate
digi record) ou tout autre enregistrement (qu’il faudra alors définir). Chaque enregistrement
commence toujours par une marque de 4 bits, facilement identifiable.
La géométrie du LMF
Le format LMF supporte des géométries de scanners cylindriques génériques. Le but est
de permettre l’encodage du plus grand nombre de systèmes de ce type. Dans cette optique,
nous utilisons un choix de structures imbriquées, dont la dénomination est la suivante :
1. rsector : c’est un nom hybride, contraction de ring pour anneau, et de sector pour sec-
teur. Nous aurons donc un nombre de rsector axiaux pouvant correspondre aux an-
neaux du scanner et un nombre de rsector tangentiels correspondant aux secteurs du
scanner.
2. module : chaque rsector compte un nombre de modules axiaux et tangentiels.
3. submodule : chaque module compte un nombre de sous-modules axiaux et tangentiels.
4. crystal : chaque sous-module compte un nombre de cristaux axiaux et tangentiels.
5. layer : chaque cristal compte un nombre de couches axiales et tangentielles.
Il faut donc appliquer cette structure relativement souple à une électronique/géométrie
spécifique. Dans le cas précis du ClearPET, les rsectors correspondent aux cartes FPGA, les
modules aux modules de détection – ou décodeurs –, les crystals aux canaux représentés par
les anodes desMaPMT et les layers aux cristaux LSO et LuYAP ; les submodules ne sont, quant
à eux, pas utilisés dans cette représentation. La topologie du ClearPET à quatre anneaux
complets correspondra donc à :
- rsector : 1× 20, c.-à-d. 20 secteurs, à savoir 20 rsector tangentiels.
- module : 4× 1, c.-à-d. 4 modules axiaux.
- submodule : 1× 1, structure non utilisée.
- crystal : 8× 8, c.-à-d. les 64 anodes des MaPMT sont réparties en 8 cristaux axiaux fois
8 cristaux tangentiels.
- layer : 1× 2, c.-à-d. les cristaux LSO et LuYAP sont en colonne l’un derrière l’autre de
façon tangentielle.
La gestion de la géométrie du scanner est expliquée en détail dans la note [76].
Traitement des données 64 bits à travers le LMF
Des données brutes aux données LMF La conversion des données brutes d’acquisition
dans le format LMF est réalisée par l’exécutable bin2lmf. Ce programme va demander,
dans un premier temps, les informations concernant la topologie du scanner, énumérées
au paragraphe précédent. Il va lire ensuite, individuellement, les événements des données
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brutes et les transformer en format LMF, afin de les stocker dans le fichier binaire LMF.
Ce fichier binaire va s’ajouter au fichier d’en-tête ASCII créé au début de l’acquisition. Cer-
taines données brutes vont subir une transformation avant d’être écrites en format LMF :
– le numéro du module m va être changé en 3 − m, afin de satisfaire la numérotation
LMF pour l’identifiant module axial ;
– le numéro du canal du MaPMT c va être transformé dans les composantes axiale cz et
tangentielle ct de l’identifiant crystal via les relations suivantes : cz = 7 − (c mod 8)
et ct = c÷ 8, toujours dans le but de respecter la numérotation LMF ;
– le temps sera contrôlé pour surveiller la remise à zéro du compteur et rajouter, le cas
échéant, la bonne incrémentation de la dynamique 38 bits, afin de ne pas perdre la
cohésion temporelle des événements.
Le tri en temps des événements Du fait de la lecture cyclique des événements sur les
cartes d’acquisition, ces derniers ne sont pas triés en temps. Ils apparaissent sous forme de
paquets d’événements d’un même secteur. Il faut donc les trier pour pouvoir retrouver les
corrélations temporelles entre les événements. Cela est réalisé par la fonction sortBlocks,



































Tri en temps au niveau de chaque
liste contenant des événements
d’un secteur donné
Lorsqu’au moins un événement se trouve
dans chaque liste, on prend celui dont
le nombre de coups d’horloge est le
plus petit pour l’écrire dans le nouveau
fichier binaire
FIG. 2.21 – Principe du tri en temps des événements provenant de la DAQ.
Une liste est créée pour chacun des secteurs et tout événement qui arrive est rangé chro-
nologiquement dans la liste à laquelle il appartient. La fonction attendra d’avoir au moins
un événement dans chacune des listes pour choisir celui dont le nombre d’incrémentations
de temps est le moins élevé et l’écrire dans un nouveau fichier.
L’association des positions de la Gantry Pour pouvoir reconstruire la position absolue
d’un événement, il ne suffit pas de posséder les identifiants du détecteur qui l’a enregistré,
mais il faut également connaître la position du support des détecteurs qui se déplace durant
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l’acquisition. La fonction setGantryPosition va donc associer à un événement LMF
la position de la Gantry écrite dans un autre fichier binaire, par recoupement temporel ;
cette opération permet ainsi une localisation absolue de l’événement dans le référentiel du
laboratoire.
La recherche des coïncidences Pour rechercher les coïncidences dans un fichier LMF, il
faut utiliser l’exécutable sort_coinci. Les arguments de ce dernier sont notamment le
nom du fichier d’entrée, le fenêtre de coïncidence, un paramètre qui gère la longueur de
la liste d’événements en traitement et la différence minimale entre secteurs permettant la
sélection de coïncidences. Typiquement, nous choisirons une fenêtre de 10 ns, une longueur
maximale de liste équivalente à 25 ms et une différence de secteurs supérieure à 2.
Cette fonction va garder toute la combinatoire des coïncidences multiples. Simon et
coll. [95] ont montré que cela était primordial dans le cas de l’estimation de la fraction de
coïncidences aléatoires.
La recherche des coïncidences fortuites Pour estimer les coïncidences fortuites lors d’une
acquisition, il suffit de perdre les corrélations temporelles entre les événements simples.
Pour ce faire, une fonction de la bibliothèque LMF, nommée DELAY, va ajouter un temps
constant, mais différent pour chaque secteur, aux événements simples. Par exemple, si notre
fichier de données comprend les événements de six secteurs différents et nous souhaitons
estimer les coïncidences fortuites pour une fenêtre de coïncidence de 10 ns, il suffit d’ap-
pliquer cette fonction avec une base de retard de 20 ns. Ainsi, le temps d’un événement du
second secteur sera «vieilli» de 20 ns, celui du troisième de 40 ns et ainsi de suite. Ce faisant,
toute paire d’événements qui se trouvait dans une fenêtre temporelle inférieure à 10 ns ne
le sera plus lors d’une nouvelle recherche de coïncidences. Les coïncidences alors trouvées
seront automatiquement des coïncidences fortuites. C’est la version software de la ligne de
retard présente sur plusieurs scanners, qui permet de déterminer le taux de coïncidences
fortuites lors d’une acquisition.
2.3.3 Les sinogrammes et la reconstruction via STIR
Le but de la bibliothèque logicielle open-source STIR20 [96, 97] est de fournir un outil
multi-plateforme orienté objet gérant toutes lesmanipulations de données tomographiques.
Elle intègre tous les opérateurs (projecteurs, rétroprojecteurs) nécessaires à lamise enœuvre
de méthodes de reconstruction volumique de type analytique ou statistique ainsi que les
principaux algorithmes analytiques (FBP, 3DRP) et itératifs (EM, OSEM). C’est le successeur
de la bibliothèque PARAPET21 issue d’une collaboration entre différents instituts et financée
par un fond de l’union européenne [97].
Des données LMF aux sinogrammes
À partir d’un fichier LMF de coïncidences, des sinogrammes enregistrés dans le format
Interfile vont être créés via la fonction LMF2projection. Cette fonction va calculer les
20 Software for Tomographic Image Reconstruction.
21PARAllel PETscan system.
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LOR de chaque paire d’événements en coïncidence et remplir des sinogrammes selon les
paramètres entrés par l’utilisateur. Parmi ces paramètres, citons notamment :
– le rayon du scanner,
– le nombre de positions azimutales,
– la taille d’un bin (en général, la moitié de la distance entre deux détecteurs contigus
est utilisée, à savoir 1.15 mm pour le ClearPET),
– le nombre de coupes reconstruites
– l’espace entre ces derniers (généralement égal à la distance séparant deux détecteurs
axialement),
– le nombre maximum d’angles copolaires θ,
– et le nombre de positions tangentielles.
Des sinogrammes aux images
La fonction FBP3DRP de la bibliothèque STIR est utilisée pour reconstruire l’image à
partir des données sinogrammes. Cette fonction, comme son nom l’indique, va recons-
truire l’image en utilisant la méthode analytique FBP reprojetée en trois dimensions (cf.
section 1.3.2). Pour réaliser ces reconstructions, on impose aux données un filtre passe-bas
à la fréquence de Nyquist et une fenêtre de Hanning dans le plan transverse.
Chapitre 3
L’outil de simulation Monte Carlo
Ce chapitre définit quelques notions essentielles en simulation Monte Carlo et introduit les outils de
simulation GEANT4 et GATE. Il s’appuie principalement sur Lazaro [98], Agostinelli et coll. [99]
et Jan et coll. [100].
LA SIMULATION NUMÉRIQUE - ou informatique - est l’un des outils qui permettent desimuler des phénomènes réels. Elle désigne un procédé selon lequel un programme
informatique est exécuté sur un ordinateur en vue de simuler, par exemple, un phénomène
physique complexe. Les simulations numériques scientifiques reposent sur l’application de
modèles théoriques. Elles sont donc une adaptation aux moyens numériques de la modéli-
sation mathématique, et servent à étudier le fonctionnement et les propriétés d’un système
modélisé et à prédire son évolution. Ces simulations informatiques – ou calculs numériques
– sont rapidement devenues incontournables dans des domaines divers.
La méthode de Monte Carlo est un type de simulation numérique qui se base sur la na-
ture stochastique des phénomènes physiques étudiés. Elle est donc particulièrement bien
adaptée à la modélisation de la physique nucléaire. La communauté GEANT, issue du
CERN, développe depuis plus de vingt ans des outils de simulation Monte Carlo pour
décrire des détecteurs et le cheminement des particules élémentaires dans la matière. Au
début, ces outils étaient utilisés exclusivement pour la recherche en physique des hautes
énergies. Progressivement, ils se sont ouverts à d’autres disciplines comme le spatial, la mé-
decine nucléaire ou la radioprotection. Plusieurs groupes de recherche, dont celui de l’Uni-
versité de Lausanne, ont émis l’idée de créer un outil adapté pour l’imagerie nucléaire, qui
tiendrait notamment compte de l’évolution temporelle. La plateforme de simulation GATE
est alors née à partir des bibliothèques et des tables de GEANT4.
3.1 Le principe de la méthode de Monte Carlo
Toute méthode visant à calculer une valeur numérique en utilisant des procédés aléa-
toires est appelée méthode de Monte Carlo. Le nom de ces méthodes fait allusion aux jeux
de hasard pratiqués à Monte Carlo. Leur véritable développement a commencé lors de la
Seconde Guerre mondiale et des recherches sur la fabrication de la bombe atomique (projet
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Manhattan), sous l’impulsion notamment de Von Neumann, Ulam et Fermi. Elles ont per-
mis de résoudre des équations aux dérivées partielles qui régissent la diffusion des neutrons
sur un matériau fissible. Depuis, elles continuent à évoluer de façon parallèle au dévelop-
pement de l’informatique.
Cette méthode est particulièrement bien adaptée à la physique nucléaire en raison de
la nature stochastique des processus d’émission, de transport et de détection. Elle profite
des différentes avancées des modèles théoriques en physique statistique et physique des
particules, et de l’offre toujours croissante de la puissance de calcul informatique.
La méthode de Monte Carlo se base sur l’échantillonnage de fonctions de probabilité
(FDP) à l’aide du tirage de nombres aléatoires. Leur génération et la façon dont ces FDP sont
échantillonnées constituent les parties fondamentales de cette méthode et seront présentés
dans les paragraphes suivants. Une simulation de Monte Carlo directe, ou analogique, uti-
lisant les fonctions de densité de probabilités vraies, demande un temps de calcul relati-
vement long afin de fournir des résultats statistiquement satisfaisants, en raison du faible
nombre d’événements générés compris dans l’acceptance géométrique des détecteurs. Des
techniques dites de réduction de variance [101] peuvent être utilisées afin d’améliorer l’ef-
ficacité de la simulation.
3.1.1 La génération de nombres aléatoires
Idéalement, pour reproduire un système réel selon la méthode de Monte Carlo, il fau-
drait disposer d’une série de nombres complètement aléatoires. Dans la pratique cependant,
la plupart des générateurs de nombres aléatoires sont basés sur des algorithmes mathéma-
tiques déterministes répétitifs, fournissant des séries de nombres dit «pseudo - aléatoires»,
la génération de vrais nombres aléatoires demandant des temps de calcul très importants.
Un générateur de nombres pseudo-aléatoires est un algorithme qui génère une séquence
de nombres présentant certaines propriétés du hasard. Les nombres sont supposés être ap-
proximativement indépendants les uns des autres, et donc ne pas présenter de corrélation.
Le générateur idéal ne devrait pas se répéter ; en pratique, la répétition doit avoir lieu seule-
ment après la génération d’une très grande série de nombres aléatoires. Cela doit être diffi-
cile de repérer des groupes de nombres qui suivent une certaine règle (comportements de
groupe) ; en d’autres termes, leur séquence doit être uniforme et non biaisée, quelle que soit
la sous-séquence observée. Cependant, les sorties de tels générateurs ne sont pas entière-
ment aléatoires ; elles s’approchent seulement des propriétés idéales des sources complète-
ment aléatoires. Les raisons pour lesquelles un rendu pseudo-aléatoire est suffisant sont :
d’une part, qu’il est difficile d’obtenir de «vrais» nombres aléatoires et que, dans certaines
situations, il est possible d’utiliser des nombres pseudo-aléatoires, en lieu et place de vrais
nombres aléatoires ; d’autre part, que ce sont des générateurs particulièrement adaptés à
une implémentation informatique, donc plus facilement et plus efficacement utilisables. En
outre, leur reproductibilité est essentielle lors de la validation de la méthode implémentée.
Une analyse mathématique rigoureuse est nécessaire pour déterminer le degré d’aléa
d’un générateur pseudo-aléatoire. La plupart des algorithmes pseudo-aléatoires essaient de
produire des nombres uniformément distribués. Une classe très répandue de générateurs
utilise la congruence linéaire [102]. D’autres s’inspirent de la suite de Fibonacci en addi-
tionnant deux valeurs précédentes ou font appel à des registres à décalage dans lesquels
le résultat précédent est injecté après une transformation intermédiaire [103]. Les nombres
3.1. LE PRINCIPE DE LA MÉTHODE DE MONTE CARLO 63
aléatoires générés ainsi sont utilisés pour l’échantillonnage des fonctions de densité de pro-
babilité. Les paragraphes suivants présentent deux méthodes d’échantillonnage : la mé-
thode directe et la méthode du rejet. Il existe une troisième méthode, la méthode mixte, qui
combine ces deux dernières lorsqu’elles ne sont pas applicables.
3.1.2 Les méthodes d’échantillonnage
Chaque processus d’une simulation Monte Carlo est exprimé en terme de fonctions de
densité de probabilité (FDP). Nous appelons x la variable aléatoire à échantillonner et f(x)
la FDP qui décrit la probabilité d’occurrence de la variable x. Si f(x) est définie sur l’in-
tervalle [xmin;xmax], nous pouvons définir la fonction de densité de probabilité cumulée de








Cette fonction est comprise dans l’intervalle [0; 1] et est telle que F (xmin) = 0 et F (xmax) = 1.
La variable stochastique x peut alors être échantillonnée en utilisant des nombres aléa-
toires distribués uniformément dans l’intervalle [0; 1]. Les deux méthodes principales qui
permettent de le faire sont présentées ci-dessous.
Méthode directe
Cette méthode est applicable à chaque fois que f(x) est intégrable et non négative, que
la fonction de répartition F est inversible et que son inverse, notée F−1, peut être calculée
facilement. Nous pouvons associer la variable stochastique x à un nombre aléatoire η de
l’intervalle [0; 1] par le biais de l’égalité η = F (x), en l’inversant. Nous obtenons alors l’éga-
lité x = F−1(η). C’est la méthode d’échantillonnage la plus simple à mettre en œuvre. Elle
peut être illustrée par le calcul de la distance entre deux vertex d’interaction (cf. section 3.1.4
pour le parcours du photon).
Méthode du rejet
Si f(x) n’est pas intégrable ou que l’obtention de l’inverse de F (x) est trop compliquée,
nous pouvons utiliser la seconde méthode, dite du rejet. Cette méthode est réalisable en
plusieurs étapes. Il faut commencer par définir la fonction g(x) qui correspond à f(x) nor-





Puis, deux nombres aléatoires uniformément distribués, η1 et η2, sont tirés dans l’intervalle
[0; 1]. La variable x est calculée selon la relation x = xmin + η1(xmax − xmin). Si η2 6 g(x), x
est acceptée comme valeur échantillonnée, sinon le couple (η1, η2) est rejeté et un nouveau
couple de nombres aléatoires est généré.
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Cette démarche permet d’établir un ensemble de valeurs de x qui suivent la fonction
f(x). Cette méthode d’échantillonnage est applicable dès lors que la FDP est bornée sur son
intervalle de définition. Elle est utilisée, par exemple, lors d’une diffusion Compton, afin de
déterminer la nouvelle énergie du photon et son angle de diffusion.
3.1.3 L’estimation de l’erreur
Pour estimer l’erreur d’une mesure résultant d’une simulation Monte Carlo, nous pren-
drons le cas oùN épreuves ont été réalisées. La valeur de la quantité calculée pendant cette
simulation est notée V . À chaque épreuve, un résultat v, appelé estimateur, est obtenu. La
quantité V est alors estimée en prenant la valeur moyenne de v, notée v¯. Nous associons à
cette valeur une erreur donnée par l’écart-type σv. Les équations suivantes donnent respec-












(vi − v¯)2 (3.4)
En tenant compte de la loi des grands nombres, v converge vers V si l’échantillonN tend
vers l’infini. Ainsi, plus le nombre d’épreuves est grand et plus l’estimation de la quantité
V calculée par simulation de Monte Carlo est juste.
3.1.4 Le transport et les interactions des photons
Les photons étant omniprésents dans l’imagerie TEP, la simulation de leur parcours
ainsi que le choix de l’interaction en jeu seront détaillés dans les paragraphes suivants.
Le parcours du photon
De façon général, le parcours d’un photon avant interaction dépend de son énergie et
de la densité du matériau dans lequel il se déplace, dont le coefficient d’atténuation est
nommé µ. Afin de déterminer son prochain point d’interaction, son trajet dans un matériau
doit être déterminé. Pour se faire, nous nous basons sur l’équation 1.4 qui exprime le taux
de photons transmis dans un milieu d’épaisseur x. La fonction densité de probabilité f(x),
donnée par l’équation 3.5, représente la probabilité qu’a le photon de subir une interaction
entre x et x+ dx. La probabilité que le photon ait une interaction en parcourant la distance
d est donc donnée par l’équation 3.6.














= 1− e−µd (3.6)
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Cette probabilité est modélisée par un nombre aléatoire η, tiré uniformément dans l’inter-
valle [0; 1]. Comme F est inversible, la distance d’interaction d peut être tirée de la relation
F (d) ≡ η :
d = − 1
µ
ln(1− η) = −λ ln(1− η) (3.7)
λ étant le libre parcours moyen du photon pour une énergie et un matériel donnés. Comme
η est équiprobable dans l’intervalle [0; 1], la longueur d’interaction d peut être tirée selon 3.8.
d = −λ ln(η) (3.8)
À chaque fois que le photon change de matériau, la distance d est recalculée afin de tenir
compte du coefficient d’atténuation des différents milieux.
Le choix du type d’interaction
Après avoir parcouru la distance d, le photon doit interagir selon un de ces quatre pro-
cessus d’interaction : l’effet photoélectrique, la diffusion Compton, la diffusion Rayleigh
ou la création de paires1. Ce sont les coefficients d’atténuation partielle appelés respecti-
vement µphotoelec, µCompton, µRayleigh et µpaires qui vont déterminer le choix du processus.
Ces valeurs, ou celles des sections efficaces partielles, sont répertoriées dans des tables en
fonction du matériau et de l’énergie du photon. Leur somme donne la probabilité par unité
de longueur µtot que le photon subisse l’une de ces quatre interactions :
µtot = µphotoelec + µCompton + µRayleigh + µpaires (3.9)
De nouveau, un nombre aléatoire η est tiré dans l’intervalle [0 ;1] afin de déterminer récur-
sivement le processus qui sera choisi, par exemple de la manière suivante :
- l’effet photoélectrique si η < µphotoelec/µtot,
- la diffusion Compton si η < (µphotoelec + µCompton)/µtot,
- la diffusion Rayleigh si η < (µphotoelec + µCompton + µRayleigh)/µtot,
- la création de paires sinon1.
3.1.5 Le transport et les interactions des électrons
Une simulation complète de la cascade électromagnétique implique la prise en compte
du transport et des interactions des électrons. Lorsque toutes les interactions physiques
sont prises en compte, la simulation est dite microscopique. Cette démarche est peu réaliste
en raison du très grand nombre d’interactions générées par les électrons durant leur ralen-
tissement. Des techniques dites macroscopiques ou histoires condensées ont été développées,
permettant le classement en groupes des interactions physiques des électrons, dans le but
de reproduire globalement les processus physiques. Berger [104] a divisé les algorithmes
macroscopiques de transport des électrons en deux classes principales. Celles-ci diffèrent
dans le traitement des interactions individuelles conduisant à des pertes d’énergie des élec-
trons primaires et de la production des photons de bremsstrahlung (rayonnement de frei-
nage) et/ou d’électrons de collision.
1 La création de paires n’intervient que lorsqu’un photon possède une énergie qui est au moins égale au double
de l’énergie de masse de l’électron (2 x 511 keV) ; ce processus n’intervient donc pas en imagerie TEP.
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3.2 GEANT4
La collaboration GEANT (GEometry ANd Tracking), issue du CERN, existe depuis plus
de 20 ans dans la communauté de physique des particules. Son but est de fournir des outils
qui permettent principalement de décrire des détecteurs et de simuler le cheminement de
particules élémentaires dans ces détecteurs. Deux codes sont encore utilisés :
– GEANT3, écrit en fortran 77, qui fonctionne depuis de nombreuses années, mais dont
le développement a été gelé en 1993 en raison de la structure du code qui rend difficile
l’ajout de nouveaux composants et qui ne répond plus aux besoins des nouvelles
expériences de physique des particules et de physique nucléaire ;
– GEANT4 [99, 105], écrit en C++, est toujours en développement, au rythme de deux
nouvelles versions par année.
Le développement de la boîte à outil2 de simulation GEANT4, orientée objet, a débuté
pour répondre aux exigences toujours plus importantes de la physique des particules dans
la modélisation de leurs nouveaux détecteurs ; ces demandes sont exercées notamment par
l’augmentation constante de la taille, de la complexité et de la sensibilité de tels détecteurs,
et en parallèle, par l’accroissement de la puissance de calcul et de la diminution des coûts
des parcs informatiques. Ces considérations sont valables pour tous les domaines dans les-
quels l’interaction des particules dans la matière joue un rôle, tels que le spatial ou la mé-
decine nucléaire. La programmation objet permet la modification de modules sans pour
autant toucher à l’architecture de base du code, impliquant ainsi une plus grande transpa-
rence et une maintenance plus aisée de ce dernier.
Le code source, disponible dans le domaine publique, ainsi que de la documentation et
des exemples sont en libre accès sur le site de la collaboration : http://cern.ch/geant4.
Tous les aspects d’une simulation complète sont déjà inclus dans cette boîte à outil. Ces do-
maines clés de la simulation du passage des particules dans la matière peuvent être résumés
par les points suivants :
– la géométrie et les matériaux ;
– les interactions des particules dans la matière ;
– la gestion du cheminement des particules ;
– la gestion des interactions dans des volumes sensibles et de la numérisation ;
– la visualisation ;
– l’interface utilisateur.
3.2.1 La structure globale
GEANT4 est constitué de quatre niveaux, englobés les uns dans les autres, qui regroupent
les outils permettant de réaliser une simulation complète.
1. Le niveau le plus profond – le socle – est constitué des outils qui gèrent :
– les paramètres globaux, c.-à-d. le système d’unité, les constantes et la manipulation
des nombres aléatoires ;
– les matériaux ;
– les particules ;
– les représentations graphiques ;
2 Traduction littérale du vocable anglais toolkit utilisé.
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– la géométrie qui inclut la description des volumes des détecteurs et la navigation à
travers cette dernière ;
– les intercoms qui fournissent un moyen d’interagir avec GEANT4 à travers l’inter-
face utilisateur et de mettre en relation différents modules ne dépendant pas direc-
tement les uns des autres.
2. Le niveau suivant permet de décrire le cheminement des particules et les interac-
tions qu’elles vont subir. Il est géré par l’outil tracking qui comprend non seulement le
transport des particules à travers les différents volumes, mais également les processus
physiques appelés à chaque pas de simulation.
3. Au-dessus, se trouvent les outils event, run et readout. Event gère un événement en
terme de son parcours. Run regroupe un nombre d’événements partageant un fais-
ceau et une implémentation des détecteurs commune. Readout permet l’empilement
d’événements.
4. Finalement, tout en haut, apparaissent les outils qui permettent de relier la boîte à ou-
til au monde extérieur, comme la visualisation, la persistance et l’interface utilisateur.
3.2.2 La représentation de la géométrie et des détecteurs
Le module gérant les géométries permet de décrire des structures, de propager facile-
ment les particules à travers ces dernières et d’interagir avec les systèmes de conception
assistée par ordinateur (CAO) via le standard ISO STEP [106].
Les volumes sont imbriqués les uns dans les autres en respectant une hiérarchie, et ne
doivent jamais se superposer. Le volume au sommet de la hiérarchie se nomme le «Monde»
(World) et est le père des autres volumes qui viennent s’y insérer ; ces derniers peuvent
à leur tour contenir des volumes fils. GEANT4 introduit les concepts de volume logique et
physique. Un volume logique représente un élément d’une certaine forme qui peut contenir
d’autres volumes en son sein ; il contient également des informations intrinsèques indépen-
dantes de sa position dans l’espace, comme le type de matériel dont il est constitué et son
comportement en tant que détecteur sensible. Un volume physique représente le position-
nement spatial d’un volume logique par rapport au volume père l’englobant.
Pour définir la forme d’un volume logique, une entité séparée, appelée «solide» (solid),
est utilisée. Ces solides peuvent être des formes simples, comme des boîtes, des trapèzes,
des cylindres, des sphères ou des formes plus complexes définies par les frontières de leurs
surfaces, qui peuvent être approximées par des plans, des surfaces de second ordre ou des
surfaces B-splines3 d’ordre supérieur. Un autre moyen d’obtenir des solides complexes est
d’utiliser des opérations booléennes (union, intersection et soustraction).
3.2.3 Les matériaux
Dans le but de définir des matériaux, GEANT4 fournit trois outils (l’élément simple, la
molécule ou le composé) qui permettent une plus ou moins grande complexité. Un élément
simple peut être défini en fournissant son nom, sa densité, sa masse molaire et son numéro
atomique. Une molécule est définie à partir des éléments qui la composent, en spécifiant
3 Les fonctions B-splines sont des splines non négatives à supports compacts minimaux, les splines étant une
généralisation des courbes de Bézier.
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leur type et leur nombre. Le dernier outil est un composé – ou mélange – qui est également
défini à partir des éléments qui le composent, en spécifiant cette fois leur fraction de masse.
3.2.4 Les particules
Les particules sont définies par une classe générale comprenant leurs propriétés de base,
comme lamasse, la charge, etc., ainsi que la liste des processus physiques pour lesquels elles
sont sensibles. Un jeu de classes virtuelles intermédiaires pour les leptons, les bosons, les
mésons, les baryons, etc. permet l’implémentation de classes concrètes comme celle décri-
vant l’électron ou le photon. Chaque classe concrète ne peut être initialisée qu’une seule
fois, afin de s’assurer que, lors d’une simulation complète, les mêmes processus physiques
soient utilisés pour un type de particule donné.
3.2.5 La génération des particules primaires
GEANT4 met à disposition une interface abstraite permettant la création de son propre
générateur de particules primaires. En parallèle, un certain nombre de générateurs de par-
ticules primaires sont déjà implémentés et peuvent être utilisés via la transmission de para-
mètres comme :
– le type de la particule émise : particule élémentaire (photon, électron, proton, . . . ), ions
ou noyau ;
– la position du vertex d’émission ;
– l’énergie ou l’impulsion de la particule émise ;
– l’angle solide d’émission ;
– . . .
3.2.6 Le cheminement des particules
Le cheminement ou suivi (tracking) d’une particule à travers les différentes régions dé-
finies par la géométrie ne dépend dans GEANT4, ni du type de particule, ni du processus
physique spécifique. Ce processus est traité très généralement en évoquant un transport de
la particule plutôt qu’un mouvement autonome. Chaque particule est donc déplacée pas
par pas, avec une certaine tolérance. Ce procédé permet une optimisation significative des
performances tout en préservant la précision requise sur le tracé. La grandeur primordiale
pour tous les processus physiques est donc le pas ; ce pas est traité comme un temps pour
une particule au repos et par une longueur dans les autres cas (une illustration de pas est
donnée à la figure 3.1). Le pas minimum est sélectionné parmi les possibilités suivantes :
– le pas maximum permis par l’utilisateur ;
– les pas associés aux processus physiques en compétition pour la particule donnée,
caractérisés par un comportement :
– de repos, pour les particules au repos (par exemple, la désintégration au repos) ;
– durant le pas4 qui implémente des processus tels la perte d’énergie ou la produc-
tion de particules secondaires de façon continue durant un pas (par exemple, l’effet
Cherenkov) ;
4 Seul le comportement durant le pas agit cumulativement, les deux autres agissent de manière exclusive.
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– après le pas qui est appelé à la fin du pas (par exemple, la production d’une particule
secondaire de désintégration ou d’interaction) ;
– le pas imposé par les limites géométriques définies par le processus de transport.
De façon générale, la probabilité d’avoir une interaction ou une désintégration, pour une
longueur de pas d, peut s’écrire en utilisant le libre parcours moyen λ (généralisation de
l’équation 3.6 de la page 64) :






Dans le cas d’une désintégration, λ = γντ , où ν est la vitesse, γ le facteur de Lorentz et
τ le temps de vie moyen de la particule. Pour une interaction dans un matériau donné, λ ne
dépend pas de la position. L’équation 3.10 devient donc :
P (d) = 1− e− dλ (3.11)
En tirant un nombre aléatoire η, nous retombons sur l’équation 3.8. Si le matériau a une den-
sité ρ et est composé d’isotopes i de masse mi et de section efficace σi, répartis en fraction









Si une interaction ou une désintégration a été choisie, la particule initiale est détruite et
des particules secondaires sont émises en fonction de la physique choisie par l’utilisateur.
Les particules secondaires sont alors suivies jusqu’à ce que toute leur énergie soit déposée.
L’utilisateur peut définir des coupures, décrites en terme de longueur (range cut) ou d’éner-
gie (energy cut), afin de limiter le parcours de ces dernières. Si, au contraire, il n’y a pas eu
d’interaction, la procédure recommence par la sélection d’un nouveau pas.
3.2.7 La physique
La physique est regroupée en trois types d’action : la désintégration de particules, les
processus électromagnétiques et les processus hadroniques. Seules les deux premières se-
ront présentées dans les paragraphes suivants, en raison du peu d’impact des processus
hadroniques sur la médecine nucléaire.
La désintégration
Comme vu précédemment, la longueur du pas est directement calculée à partir de la
durée de vie moyenne de la particule. La génération des produits de désintégration est,
quant à elle, plus difficile en raison du facteur d’embranchement. Dans le cas de plus de
deux produits de désintégration, des distributions issues de la théorie ou des données sont
utilisées.
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Les processus électromagnétiques.
GEANT4 gère les interactions électromagnétiques des photons, des leptons, des hadrons
et des ions. La partie électromagnétique est organisée en un jeu de paquets :
– standard : se charge des interactions des électrons, des positons, des photons et des
hadrons sur une gamme d’énergie allant de 10 keV à 100 GeV. Ce paquet gère entre
autres les processus suivants : l’effet photoélectrique, la diffusion Compton et la créa-
tion de paires pour le photon, le bremsstrahlung, l’ionisation, la production de raies
δ, la diffusion multiple, l’annihilation du positon et la radiation synchrotron pour les
électrons et les positons. Il moyenne par contre les effets de la structure de couches des
atomes et n’est donc pas apte à produire une simulation détaillée en dessous d’une
énergie seuil de 1 keV ;
– faible énergie : fournit des modèles alternatifs à ceux proposés par la catégorie standard
pour des énergies plus faibles. Ce paquet [107] permet des simulations précises des
interactions des photons et des électrons pour des énergies inférieures à 1 keV jusqu’à
une limite inférieure de 250 eV. De nouveaux processus régissant les interactions entre
photons, électrons et positons, issus des modèles utilisés dans le code de simulation
Monte Carlo Penelope [108], ont notamment été rajoutés ;
– muons : régit les interactions des muons ;
– rayons X : fournit un code spécifique pour la physique des rayons X ;
– photons optiques : fournit un code spécifique pour les photons optiques ;
– autres : comprend des utilitaires pour les autres catégories.
3.2.8 Les détecteurs sensibles
Pour garder les événements intéressants de notre simulation Monte Carlo, il va falloir
définir les régions qui correspondent à nos détecteurs. Pour ce faire, cette partie de géomé-
trie est déclarée comme «détecteurs sensibles» (SensitiveDetectors). Toutes les interactions
qui y auront lieu seront enregistrées ; ces enregistrements sont appelés les hits et pourraient
être traduits par «points d’interaction». Les informations contenues dans ces hits sont les
suivantes :
– la position et le temps du pas,
– l’évolution de la quantité de mouvement et de l’énergie de la trace,
– l’énergie déposée durant le pas,
– le type d’interaction
– et le nom du volume dans lequel l’interaction a eu lieu.
La figure 3.1 illustre ces hits dans un détecteur sensible constitué d’eau (intérieur du
cube délimité par les traits bleus). Le générateur primaire (sphère verte au centre) crée des
photons (traits verts) qui vont subir des interactions dans l’eau.
3.2.9 L’interactivité dans une simulation
Des paramètres d’une simulation GEANT4 peuvent être changés de deux façons, sans
devoir recompiler le programme :
– en utilisant des commandes scriptées directement dans l’interface du programme au














FIG. 3.1 – Illustration d’événements Monte Carlo dans un détecteur sensible. Une trace est compo-
sée de plusieurs hits (h1, h2, . . . ).
– en utilisant ces mêmes commandes scriptées, mais cette fois dans un fichier de confi-
guration qui sera appelé en même temps que le lancement de la simulation.
Ces actions sont possibles pour autant, bien évidemment, que des commandes scriptées
aient été prévues pour modifier les paramètres en question.
3.2.10 Les actions de l’utilisateur
GEANT4 fournit une interface abstraite pour huit classes qui vont définir les actions de
l’utilisateur, afin de personnaliser sa simulation. L’implémentation concrète et l’instantia-
tion sont obligatoires pour trois d’entre elles et facultatives pour les cinq autres.
Les trois classes purement virtuelles, à partir desquelles l’utilisateur va devoir construire
ses propres classes concrètes, sont :
– la classe G4VUserDetectorConstruction qui permet de définir la géométrie et
les matériaux du détecteur (la sensibilité des détecteurs ainsi que leurs attributs de
visualisation seront aussi définis dans cette classe) ;
– la classe G4VUserPhysicList qui permet de définir les particules, les processus
physiques et les coupures qui vont être utilisés ;
– la classe G4VUserPrimaryGeneratorAction qui va générer le premier événement
ou la première particule.
Les cinq classes facultatives permettent à l’utilisateur de modifier le comportement par
défaut de GEANT4. Parmi celles-ci, citons G4UserRunAction, G4UserEventAction et G4User-
SteppingAction qui autorisent respectivement la définition d’actions au début et à la fin de
chaque run, event et step. Cela permet notamment de récupérer des informations d’un en-
semble d’histoires, d’un événement particulier et du pas en cours.
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3.3 GATE
L’idée de la création d’un nouvel outil de simulationMonte Carlo en physique nucléaire
a germé lors d’un workshop réunissant différents groupes de recherche en juillet 2001, à Pa-
ris. Le cahier des charges de cet outil était de combler les lacunes des programmes existants
et de combiner leurs aspects positifs. La principale nouveauté était la gestion du temps, per-
mettant la modélisation de la cinétique des processus de désintégration, des temps morts
inhérents à l’électronique de l’acquisition et des mouvements des détecteurs. En outre, cette
plateforme devait bénéficier du support et de la richesse d’un outil de simulation utilisé et
maintenu. Le concept de programmation orientée objet a été choisi pour son haut niveau
de modularité et d’utilisation pour la TEP et TEMP. Le choix s’est naturellement porté sur
l’outil de simulation C++ GEANT4. Le début du développement de GATE (GEANT4 Appli-
cation for Tomographic Emission) a eu lieu à Lausanne, dans l’optique de l’aide au design du
prototype ClearPET développé par la collaboration Crystal Clear.
Les groupes de recherche de Lausanne, Clermont-Ferrand et Ghent décidèrent de fon-
der la collaboration OpenGATE lors de la première démonstration de GATE à Lausanne en
mai 2002. Cette collaboration avait comme objectifs initiaux d’améliorer, de valider, de do-
cumenter et de tester GATE, en vue de la première version publique du programme qui a été
délivrée en mai 2004. La version actuelle ainsi que toute la documentation du programme
GATE sont disponibles sur le site officiel de la collaboration, sous licence LGPL [94, 109, 110].
Aumoment dumeeting GATE d’octobre 2007 àMarseille, le nombre d’utilisateurs dépassait
les 600 inscrits, parmi lesquels Siemens, Philips et General Electric.
3.3.1 La structure
Comme GEANT4, GATE est organisé en couches imbriquées les unes dans les autres.
La plus profonde comprend le noyau GEANT4 et les mécanismes propres à GATE, à sa-
voir la gestion du temps, de la géométrie, des sources et le traitement des produits de la
simulation. C’est ici que sont gérés la décroissance radioactive de sources multiples ainsi
que la construction, le positionnement, la réplication et le mouvement des volumes de la
géométrie.
C’est dans la couche dumilieu que sont décrites les classes concrètes dérivant des classes
de base qui permettent, par exemple, de définir la forme de nouveaux volumes, des opéra-
tions sur ces volumes (comme la rotation) et la modélisation de la numérisation des événe-
ments de simulation (résolution en énergie, association de coïncidences, . . . ).
Finalement, dans la couche supérieure, se trouve le langage de script qui a été étendu
à toutes les opérations des couches inférieures, permettant ainsi de construire interactive-
ment sa simulation. L’utilisateur n’a donc pas besoin de coder directement dans GATE, il
peut utiliser exclusivement ce langage de façon interactive ou à travers l’exécution d’une
«macro»5.
5 Une macro est un fichier texte qui comprend toutes les commandes scriptées permettant de réaliser une
simulation complète.
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3.3.2 Le langage scripté
GATE utilise pleinement le langage scripté de GEANT4. Un «messager» (messenger) est
associé à chaque classe comportant des paramètresmodifiables par l’utilisateur. Par ce biais,
l’utilisateur peut modifier, interactivement ou à l’aide d’une «macro», ses paramètres de
simulation.
Par exemple, lorsqu’un nouveau volume est créé, une branche de commandes lui est
automatiquement associée, permettant ainsi de le modifier à son tour. Cette solution a été
étendue à tous les autres paramètres de la simulation (les sources, les processus physiques,
la réponse des détecteurs, les sorties des données . . . ).
3.3.3 La géométrie et les systèmes
Les géométries de scanners sont basées sur des modèles prédéfinis, décrits comme des
systèmes. Le choix du bon système est intimement lié à la géométrie du scanner et à la
structure de sa chaîne d’acquisition. Dans ce paragraphe, seul le système cylindricalPET sera
décrit6. Cette configuration correspond, en effet, à celle du scanner ClearPET 7. Comme son
nom l’indique, celui-ci est basé sur une géométrie cylindrique. À l’intérieur de ce cylindre
initial sont imbriquées, sur différents niveaux hiérarchiques, des boîtes pouvant être dupli-
quées. Il y a cinq niveaux hiérarchiques référencés à la table 3.1.
Niveaux Mots clés Types de volume Types de duplicateur
1 rsector boîte en anneau
2 module boîte cubiquea
3 submodule boîte cubiquea
4 crystal boîte cubiquea
5 layer[i], i ∈ {0, 1, 2, 3}b boîte –
a Avec, comme contrainte, pas de duplication en X.
b Au maximum quatre layers, nommés layer0, . . . , layer3, peuvent être attachés au cylindricalPET.
TAB. 3.1 – Les différents niveaux du système cylindricalPET.
En résumé, pour construire un scanner suivant le système cylindricalPET, il faudra com-
mencer par définir le World, puis le cylindricalPET, qui doit être un cylindre dont le rayon
interne est différent de zéro, et finalement les cinq niveaux hiérarchiques. Pour finir, il faut
attacher les volumes ainsi créés aux noms réservés pour chacun de ces niveaux. Les lignes
suivantes présentent les commandes scriptées permettant de créer la géométrie du Clear-
PET lausannois à trois anneaux complets représenté sur la figure 3.2.
1. Définissent leWorld, représenté par un cube d’air :
/gate/world/geometry/setXLength 40. cm
6 Pour la description d’autres systèmes, le lecteur se référera au manuel disponible sur le site de la collabora-
tion [94] et aux deux articles de référence [100, 111].
7 Ce système a même été développé spécialement pour ce scanner.




(a) ClearPET à trois anneaux complets. (b) Matrice.
FIG. 3.2 – Représentation dans GATE du ClearPET possédant trois anneaux de détection complets










3. Définissent le volume de base rsector :
/gate/cylindricalPET/daughters/name rsector
/gate/cylindricalPET/daughters/insert box











5. Pas de volume de base submodule utilisé












/gate/LSO/placement/setTranslation -4 0 0 mm
/gate/LSO/setMaterial LSO






/gate/LuYAP/placement/setTranslation 4 0 0 mm
/gate/LuYAP/setMaterial LuYAP-70




/gate/crystal/cubicArray/setRepeatVector 0. 2.3 2.3 mm
10. Dupliquent le volume module, afin de donner les trois anneaux :
/gate/module/repeaters/insert cubicArray
/gate/module/cubicArray/setRepeatNumberZ 3
/gate/module/cubicArray/setRepeatVector 0. 0. 30 mm
11. Dupliquent le volume rsector (20×), afin de remplir tous les secteurs des anneaux :
/gate/rsector/repeaters/insert ring
/gate/rsector/ring/setRepeatNumber 20
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13. Définissent les layers comme détecteurs sensibles :
/gate/LSO/attachCrystalSD
/gate/LuYAP/attachCrystalSD
14. Définissent une vitesse de rotation du scanner (un tour par minute) :
/gate/cylindricalPET/moves/insert rotation
/gate/cylindricalPET/rotation/setSpeed 6 deg/s
/gate/cylindricalPET/rotation/setAxis 0 0 1
Les fantômes
Des fantômes – représentant des objets à imager – peuvent également être construits.
Ces fantômes peuvent être décrits, soit par des volumes analytiques (comme le scanner dé-
crit plus haut), soit par des volumes voxelisés. Ils doivent, comme tout volume, être des
enfants duWorld. La figure 3.3 représente trois fantômes analytiques différents dans GATE.
Pour un fantôme voxelisé, chaque voxel d’un volume peut être constitué d’un matériau spé-
cifique. Des sources peuvent alors être définies à l’intérieur de ces fantômes. Pour connaître
les interactions qui ont eu lieu dans ces derniers, il faut les définir comme des volumes
sensibles particuliers (phantomSD), via la commande suivante :
/gate/phantom/attachPhantomSD
où phantom est le nom du volume donné à celui englobant le fantôme.
3.3.4 La gestion du temps et du mouvement
Comme dit précédemment, la gestion du temps et du mouvement est la caractéris-
tique principale qui différencie GATE des autres codes Monte Carlo pour la physique mé-
dicale [112, 113]. Ces aspects n’entrent pas en ligne de compte pour GEANT4, car les détec-
teurs et les sources ne bougent pas en physique des hautes énergies. Par contre, ce sont des
paramètres essentiels en imagerie médicale. En effet, outre les mouvements des détecteurs,
le sujet vivant bouge également (respiration, mouvements du cœur) et la distribution des
radiotraceurs évolue dans l’espace et le temps lors d’un examen.
Pour gérer et synchroniser les processus dépendant du temps, une horloge virtuelle a été
créée. Cette horloge incrémente le temps depuis le début de la simulation. Lorsqu’un run
est en cours, il n’est pas possible de modifier la géométrie. Cette contrainte, imposée par
GEANT4, est contournée en choisissant une base temporelle qui va fragmenter la durée de
la simulation en un certain nombre de runs. Au début de chaque nouveau run, la géométrie
est mise à jour et reste immobile durant son intégralité. Deux cas de figure se présentent :
– toute la géométrie est fixe (détecteurs et sources) : l’utilisateur ne spécifie que la durée
totale de la simulation en donnant les temps initial et final ;
– la géométrie doit évoluer au cours du temps : l’utilisateur doit spécifier, en plus, le
laps de temps entre chaque mise à jour de la géométrie.
3.3.5 La physique
Les sources radioactives
Une source dans GATE est définie par son type de particule, son emplacement, sa forme,
sa direction d’émission, son énergie et son activité. Le temps de vie de consigne de la source
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(a) Fantôme mini Derenzo. (b) Souris logo de GATE.
(c) Fantôme NEMA IEC 2001.
FIG. 3.3 – Représentation de fantômes analytiques dans GATE.
radioactive provient généralement de la base de données GEANT4, mais peut également
être défini par l’utilisateur, afin d’approximer au mieux la production de ces produits de
désintégration (comme les positons ou les photons).
L’activité détermine le nombre de désintégrations qui ont lieu durant un temps d’acqui-
sition simulé, pour une source donnée. Une version modifiée du Radioactive Decay Module
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(RDM) de GEANT4 permet au gestionnaire de sources de GATE de garder la mainmise sur
la définition du temps de désintégration et gère la désintégration des isotopes en produits
secondaires. L’écoulement continu du temps est garanti en utilisant l’horloge virtuelle qui
définit le temps absolu t. Ce dernier est employé pour initialiser le temps régissant le suivi
interne des événements par GEANT4. L’intervalle de temps δt entre deux événements suc-
cessifs, ayant lieu au temps t, est généré aléatoirement à partir de la distribution exponen-
tielle exprimée à l’équation 3.13.
p(δt) = A(t) e−A(t) δt (3.13)
A(t) = A0 e
t−t0
τ (3.14)
A(t) représente l’activité de la source au temps t, A0 l’activité de la source définie par l’uti-
lisateur au temps t0 et τ son temps de vie. Lorsque le temps généré pour un nouvel évé-
nement surpasse celui défini par le pas de temps de simulation, le run actuel se termine et
un nouveau run est initié, permettant ainsi la synchronisation des sources avec les mouve-
ments de la géométrie.
Plusieurs sources, possédant des caractéristiques différentes, peuvent être définies lors
d’une même simulation. Pour tout événement, un intervalle de temps spécifique à chaque
source est tiré selon l’équation 3.13. Le plus petit est alors choisi comme générateur pri-
maire. Pour garder la cohérence globale, l’importance relative de chaque source est pro-
portionnelle à son activité, tandis que l’échantillonnage du temps absolu est déterminé par
l’activité totale de l’ensemble des sources, et cela pour tout temps t. La figure 3.4 illustre la
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15O : Tmes.1/2 = 120.9 s. ; T
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FIG. 3.4 – Décroissance radioactive simulée pour divers isotopes. Tmes.1/2 est le temps de demi-vie ob-
tenu en ajustant les données par une exponentielle et Tcons.1/2 est le temps de demi-vie de
consigne donné par l’utilisateur.
Des fantômes voxelisés ou des données de patients peuvent également être utilisés
comme sources afin de reproduire des acquisitions plus réalistes. Les données d’émission
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sont converties en niveaux d’activité et GATE transforme des cartes voxelisées d’atténuation
en matériaux ayant des propriétés analogues.
Les modules spécifiques à la TEP
GATE possède deux modules spécialement dédiés à la TEP [114] gérant :
– la génération aléatoire de l’énergie du positon ;
– la non-colinéarité des deux photons d’annihilation.
Le premier utilise l’algorithme de vonNeumann [115] pour générer aléatoirement l’éner-
gie du positon, en accord avec les spectres β+ mesurés. Cette méthode diminue fortement
les temps de simulation, en évitant la méthode de désintégration des isotopes proposée
par GEANT4. Les spectres β+ de trois des isotopes couramment utilisés en TEP (11C,15O et
18F) ont été paramétrés dans GATE, en accord avec les tables de Landolt-Börnstein [116]. La
figure 3.5(a) présente le spectre en énergie β+ pour le 18F.
Le second module gère la non-colinéarité – ou acolinéarité – des photons d’annihila-
tion, qui n’est pas prise en compte par GEANT4. Cette non-colinéarité est modélisée dans
GATE par une distribution angulaire gaussienne de largeur à mi-hauteur égale à 0.58˚, qui


















(a) Spectre en énergie simulé du posi-
ton émis lors de désintégrations β+ d’iso-
topes 18F.
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Acol.FWHM de consigne : 0.58˚











(b) Non-colinearité simulée des photons d’annihi-
lation.
FIG. 3.5 – Les deux modules GATE spécifiques à la physique de la TEP.
3.3.6 La chaîne de numérisation
La numérisation est le processus qui modélise la réponse de l’électronique liée aux dé-
tecteurs du scanner. Cela implique la discrétisation de l’énergie déposée par les particules
chargées. Pour rappel, il faut déclarer les parties de la géométrie de notre scanner qui nous
intéressent comme «détecteurs sensibles», afin d’enregistrer toutes les interactions qui y
auront lieu. La chaîne de numérisation reproduit une détection réaliste en construisant les
observables physiques, à savoir le temps, l’énergie et la position de l’interaction, à partir
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de ces enregistrements. Le flux des données d’un événement Monte Carlo dans GATE peut
être résumé selon les points suivants :
1. Une particule est générée avec certains paramètres initiaux tels que son temps, sa
quantité de mouvement et son énergie.
2. Un pas8 élémentaire lui est appliqué (cf. 3.2.6). Durant ce pas, l’évolution de la quan-
tité de mouvement et de l’énergie de la particule est calculée.
3. Si le pas se déroule dans un volume sensible, les informations relatives aux interac-
tions sont stockées (cf. 3.2.8). Celles-ci peuvent être l’énergie déposée, les quantités de
mouvement précédant et suivant l’interaction, le nom du volume où a eu lieu l’inter-
action, etc. L’ensemble de ces enregistrements est appelé hit8.
4. Les étapes 2 et 3 sont répétées jusqu’à ce que l’énergie de la particule soit inférieure
à une limite fixée ou qu’elle ait quitté l’espace prédéfini. L’ensemble des pas de la
trajectoire simulée d’une particule est appelée trace ou track8.
5. Finalement, intervient la chaîne de numérisation qui va s’appliquer sur les hits. Elle va
effectuer des opérations successives sur ces derniers, afin d’obtenir des événements
semblables à ceux récoltés lors d’une acquisition TEP. Chaque module de cette chaîne
est appelé «numériseur» ou digitizer et les enregistrements entre ces modules sont
alors appelés impulsions ou pulses. Pour réaliser la numérisation, les différents pro-
cessus choisis par l’opérateur vont être appliqués successivement. Chaque impulsion
va donc passer à travers les différents modules et subir les transformations qu’ils en-
gendrent. Pour rendre opérant les différents modules, l’utilisateur utilise le langage
scripté (cf. 3.3.2). À la fin de cette chaîne, l’événement est appelé célibataire ou single,
en analogie avec les enregistrements simples d’une acquisition TEP, et est stocké dans
une liste.
Ces opérations sont répétées pour chaque événement, créant ainsi une liste de singles
pouvant être exportée et traitée par l’utilisateur. Cette liste peut également être manipulée,
dans le cas d’un système TEP, en cherchant les événements compris dans une même fenêtre
temporelle, dans le but d’obtenir une liste d’événements en coïncidence. Ces événements en
coïncidence peuvent, à leur tour, subir des manipulations avant d’être exportés. La finalité
du numériseur peut donc être résumée par la simulation de trois aspects prépondérants :
1. la réponse des détecteurs ;
2. la chaîne de lecture ;
3. et la logique de déclenchement.
Les modules utilisés dans la modélisation du ClearPET seront présentés dans les para-
graphes suivants.
La sommation des points d’interaction
Un photon peut subir plusieurs diffusions Compton et perdre finalement son éner-
gie restante, lors d’une interaction photoélectrique, dans un même volume sensible (cf. fi-
gure 3.1). Le module additionneur de hits ou Hit adder va alors créer une seule impulsion
pour toutes ces différentes interactions. La position de l’impulsion devient alors le centroïde
des différents hits, calculé en fonction du poids respectif de leur énergie déposée. Le temps
8 Il serait souhaitable de se référer à la figure 3.1 qui illustre bien ces différentes entités.
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est égal à celui de la première interaction qui a eu lieu dans le volume sensible. Si la trace de
notre particule est répartie entre différents volumes sensibles, une impulsion est alors créée
pour chaque volume touché. Il n’y a aucun paramètre modifiable pour ce module, il suffit
d’utiliser la commande suivante pour qu’il soit appliqué :
/gate/digitizer/Singles/insert adder
La diaphonie ou crosstalk
Un module permet de modéliser la diaphonie optique et/ou électronique. L’opérateur
choisit le niveau (crystal) où sera appliqué ce module ainsi que la fraction d’énergie qui






Ce module crée de nouvelles impulsions au centre des canaux voisins de celui où a eu
lieu l’interaction. Celles-ci récolteront la fraction d’énergie, déterminée par l’opérateur, de
l’interaction mère ; le canal où a eu lieu cette dernière ne garde, quant à lui, que la fraction
restante de l’énergie originelle. Dans l’exemple ci-dessus, chaque canal contigu reçoit 10 %
de l’énergie et chaque canal diagonal 5 % ; il reste donc 40 % de l’énergie dans le canal
initial.
Le module doit d’abord retrouver la place du canal dans la matrice, puis vérifier qu’un
canal voisin (contigu ou diagonal) existe. Si c’est le cas, il va finalement créer les nouvelles
impulsions avec la bonne énergie. Ce module fonctionne seulement si la matrice du niveau
choisi est un duplicateur cubique (ce qui est le cas pour le système cylindricalPET). Chaque
canal a un numéro du type : nc = i + j ·Nx + k ·Nx ·Ny, où (i, j, k) représente sa position
dans la matrice de taille Nx ·Ny ·Nz . Les données qui sont accessibles sont : le numéro du
canal nc et les nombres d’éléments de la matrice, appelés Nx, Ny et Nz selon les directions
respectives x, y et z. Pour retrouver la position des canaux, les formules suivantes sont
employées :
k = nc ÷ (Nx ·Ny) (3.15)
j = (nc mod (Nx ·Ny))÷Nx (3.16)
i = (nc mod (Nx ·Ny)) mod Nx (3.17)
Quand ces informations sont établies, il est alors aisé de voir si les canaux voisins existent
ou non et de créer les impulsions correspondantes.
La coupure en énergie à l’aide d’une fonction sigmoïde
Pour simuler la coupure imposée par l’électronique de déclenchement, une fonction sig-
moïde est employée (fonction comprise entre 0 et 1, et symétrique par rapport à la position







) σ(E0) = 12 (3.18)
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Pour réaliser cette coupure, la fonction σ est calculée au point E et un tirage aléatoire
uniforme η est réalisé entre 0 et 1. Si σ(E) est plus grand ou égal au tirage aléatoire, l’événe-
ment correspondant à l’énergie E est accepté ; dans les autres cas, il est rejeté (c.-à-d. l’évé-
nement est accepté lorsque σ(E) > η).
Pour activer cette logique de déclenchement, l’utilisateur doit spécifier les paramètres
E0 et α (paramètre sans unité) ainsi que le pourcentage d’acceptance de la coupure, via les





Dans cette exemple, le pourcentage d’acceptance est de 95 % et la coupure se fera à un seuil
de 250 keV, avec un paramètre α valant 60.
Le rendement lumineux
Ce module transforme l’énergie de l’impulsion en un nombre de photons de scintilla-
tion. L’utilisateur doit, en premier lieu, donner le nom de l’objet correspondant au type de
scintillateur. Ensuite, il peut entrer le nombre de photons de scintillation par unité d’énergie
β (en nombre de photons par MeV). Par exemple, pour que les impulsions dans le LSO et
dans le LuYAP aient des rendements lumineux respectifs de 27000 et de 8500 photons/MeV,







Ce module construit une table contenant l’efficacité de transfert moyenne des photons
de scintillation, p¯, pour chaque type de cristal. Il est à positionner, logiquement, après le
module qui transforme l’énergie de l’impulsion en un nombre de photons de scintillation.
L’utilisateur choisit simplement le facteur représentant l’efficacité de transfert spécifique à






Dans cet exemple, l’efficacité de transfert est de 28 % pour le LSO et de 24 % pour le LuYAP.
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L’efficacité quantique
Pour modéliser l’efficacité quantique moyenne, ε¯, de la photocathode des photodétec-
teurs, deux options sont possibles :
– une efficacité quantique unique pour tous les canaux des photodétecteurs ;
– des efficacités quantiques variables en fonction du canal et du photodétecteur qui sont
alors basées sur des tableaux de valeurs fournis par l’utilisateur.
À la sortie de ce module, l’information en notre possession est un nombre de photoélec-
trons.
La première chose que doit réaliser le module est de trouver le nombre de photodé-
tecteurs et le nombre de canaux par photodétecteur. Pour ce faire, le niveau correspon-
dant aux canaux des photodétecteurs doit lui être communiqué. Comme vu précédemment,
celui-ci correspond au niveau crystal du système cylindricalPET. Quand cette information est
connue, lemodule sait combien de tables – de grandeur à présent connue – il doit construire.
Celles-ci seront établies lors du passage de la première impulsion. Les commandes pour in-




Lorsque l’utilisateur choisit la seconde variante, le module va tirer aléatoirement des
tables parmi celles données par l’utilisateur et faire des variations aléatoires (comprises ar-
bitrairement entre −2.5% et 2.5%) sur leur valeurs. Naturellement, par la suite, les valeurs
des tables restent constantes pour toute la durée de la simulation.
Les résolutions en énergie
Des modules imposent une résolution en énergie RFWHM au détecteur. Deux approches
basées sur la section 1.2.2 ont été modélisées.
Modèle simple Cette résolution représente la résolution d’une expérience de comptage.
Comme nous l’avons vu, une expérience de comptage est un processus poissonnien et la
résolution d’un tel processus va en 1/
√
N , soit en 1/
√
E (l’énergie étant proportionnelle au
nombre de photons de scintillation). Un premier module permet d’appliquer une résolution
unique RFWHM (E) à toute la chaîne de détection, indépendamment de la présence d’un ou
de plusieurs types de cristaux scintillateurs. Ce module donne une énergie E′, issue d’un
tirage gaussien de moyenne µ et d’écart-type σ.
où
 µ = Eσ = R0√E0
2.35
√
E voir équ. 1.19, page 14
(3.20)
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Un module similaire permet de spécifier des résolutions différentes (toujours pour des
énergies données) en fonction du type de cristal. Une résolution R1(E) pourra donc être
spécifiée pour un certain type de cristal (par exemple du LSO) et une résolution différente
R2(E) pour un type différent (du LuYAP).
Modèle plus complexe Ce module engendre une résolution en énergie basée sur l’équa-
tion 1.30 de la page 16, résolution qui est spécifique au type de cristal. L’utilisateur doit à
nouveau donner le nom du scintillateur avant de spécifier la résolution intrinsèque R0i à
une énergie donnée E0 particulière au type de cristal.
Cemodule applique également un tirage gaussien demoyenne µ et de variance σ2. Pour
calculer µ et σ, il faut utiliser cette fois les équations suivantes :





















Au regard de ces équations, il apparaît que les valeurs de β, de p¯ et de ε¯ doivent être re-
cherchées dans les modules qui insèrent un rendement lumineux et une efficacité de trans-
fert aux cristaux, et une efficacité quantique à la photocathode du PMT. La valeur de la
variance relative du gain du photomultiplicateur υM est, quant à elle, fixée à 0.1, comme
décrit à la section 1.2.2.









La sélection lors d’événements multiples
Pour reproduire correctement la sélection des événements réalisée par les décodeurs et
les cartes FPGA du démonstrateur ClearPET, plusieurs modules doivent être mis en œuvre.
La première chose à faire est de sommer les énergies de toutes les impulsions provenant
d’un même événement dont les signaux sont issus d’un mêmeMaPMT. Par cette opération,
le signal de dynode (commun aux 64 anodes) est ainsi reproduit. La coupure sigmoïdale est
adaptée afin qu’elle s’applique sur les signaux des anodes (reproduisant ainsi les seuils des
comparateurs). Les numéros des canaux, qui ont passé les comparateurs, sont alors enre-
gistrés dans un vecteur commun à chaque impulsion. Si ces numéros extrêmes répondent
aux critères référencés à la section 2.2.4, un événement est gardé, sinon ils sont tous rejetés.
Enfin, l’énergie totale est attribuée à l’impulsion qui a passé la sélection. Cette procédure














La recalibration en énergie
Cemodule réalise une recalibration en énergie lorsque cette variable a été modifiée (pas-
sage à un nombre de photons ou de photoélectrons). Il détermine alors le cristal d’où pro-
vient l’impulsion et, en fonction de ce résultat, fait une calibration en énergie. Pour le faire
intervenir, il suffit d’insérer la commande :
/gate/digitizer/Singles/insert calibration
Il va alors rechercher les valeurs insérées par les modules précédents, afin d’effectuer
correctement la calibration. Il convient de l’utiliser dans le cas d’un détecteur phoswich,
après une coupure du signal de l’électronique de déclenchement.
Les temps morts
Des temps morts paralysants et non paralysants (cf. figure 3.6) peuvent être paramétrés
sur une base événementielle, en choisissant la hiérarchie qui les subit. Ce modèle reproduit
bien les temps de vie théoriques eSτ et (1 + Sτ)−1 de ces deux modes respectifs pour un
temps mort τ et un taux d’événements enregistrés S [95]. Pour paramétrer un temps mort
τ
(a) Temps mort non paralysant.
τ
(b) Temps mort paralysant.
FIG. 3.6 – Illustration de la différence entre temps morts non paralysant et paralysant. Pour six évé-
nements en entrée, trois sont rejetés dans le cas (a) et cinq dans le cas (b) (les événements
en traitillés sont ceux qui ont été rejetés par les différents temps morts).
non paralysant de 700 ns au niveau du rsector (qui correspond à la carte FPGA), il faut
introduire :






Ce module introduit un flou gaussien sur le temps des événements. Il agit exactement
de la même façon que pour le modèle simple de résolution en énergie. L’utilisateur choisit
simplement la résolution en temps d’un détecteur via les commandes suivantes (résolution
de 3 ns) :
/gate/digitizer/Singles/insert timeResolution
/gate/digitizer/Singles/timeResolution/setTimeResolution 3 ns
3.3.7 Les différentes sorties
Les formats des données créées par GATE peuvent être soit standards (ASCII, ROOT),
soit spécifiques au système (LMF, sinogram, ecat7 ou Interfile). Le format qui sera utilisé pour
le stockage de nos données est le LMF, décrit à la section 2.3.2. Précisons que la sortie ROOT
fournit un fichier composé d’un NTuple9 (Gate) qui contient les variables telles que l’acoli-
néarité, et de trois TTrees10 (Hits, Singles, Coincidences) qui contiennent les enregistrements
de ces trois listes. Cette sortie permet de représenter ces données facilement et de façon
graphique avec le programme root [117].
3.3.8 Les validations de GATE
Le tableau 3.2, tiré de [94, 113], montre les caméras commerciales TEP qui ont été va-
lidées – au moins du point de vue de certains aspects – avec la plateforme de simulation
GATE. Les communautés des développeurs et des utilisateurs de GATE étant très actives, le
nombre de scanners validés par ce logiciel devrait augmenter rapidement.
9 Un NTuple est une table relationnelle dont chaque ligne est composée d’enregistrements numériques.
10Un TTree – arbre – est une table semblable à un NTuple.
3.3. GATE 87
Scanner Aspects étudiés Accord Référence
ECAT EXACT HR+,
CPS
Résolution spatiale ∼ 3%
Jan et al. [118]
Sensibilité < 7%
Taux de comptage caa < 20 kBq/ml
Fraction de diffusés ∼ 3%
ECAT HRRT,
Siemens
Résolution spatiale < 0.2mm )
Bataille et al. [119]Taux de comptage ∼ 10%
Fraction de diffusés < 1%
Hi-Rez, Siemens
Taux de comptage caa < 40 kBq/ml
Michel et al. [120]Courbes NEC caa < 40 kBq/ml
Fraction de diffusés ∼ 1%
Allegro, Philips
Taux de comptage < 8%
Lamare et al. [121]
Fraction de diffusés 8 %
GE Advance, GEMS
Taux de comptage < 1%




Résolution spatiale ∼ 7%




Résolution spatiale ∼ 5%
Jan et al. [124]
Sensibilité ∼ 3%
Taux de comptage prompts < 5.5%
Fantôme souris retardées < 13%
Mosaic, Philips
Taux de comptage ∼ 5% Merheb et al. [125]
Fraction de diffusés 4-15 % Merheb et al. [126]
a Ce résultat est validé pour une certaine plage de concentration d’activité ; ca signifie «concentration d’acti-
vité».
TAB. 3.2 – Caméras commerciales TEP validées par GATE (avril 2007). L’évolution de ces
validations peut être consultée sur le site de la collaboration OpenGATE, à
la page http://opengatecollaboration.healthgrid.org/physics/
validation.html.
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Chapitre 4
Les résultats expérimentaux et la
validation du modèle
Ce chapitre présente les résultats obtenus avec le démonstrateur ClearPET de Lausanne ainsi que la
validation de GATE réalisée sur ces données. À la fin du chapitre, des extrapolations basées sur GATE
présentent les performances d’un scanner complet. Certains résultats ont déjà été publiés [127–131]
ou ont fait l’objet de rapports internes [132, 133].
LA MISE EN PLACE du démonstrateur ClearPET de Lausanne s’est déroulée en plusieursétapes. Il y a d’abord eu l’élaboration d’unmodule phoswich fonctionnel. Des détecteurs
ont été montés progressivement sur la structure. Dans un premier temps, seules deux têtes
se faisaient face. Celles-ci ont permis de vérifier la fonctionnalité des détecteurs, du slow-
control (régulation des hautes tensions et de la température) et de la première version du
programme d’acquisition.
Puis, des mesures de résolutions spatiales ont été réalisées avec un anneau partiel com-
prenant six secteurs montés de façon asymétrique (la disposition de ces secteurs est visible
sur le schéma de la figure 2.2). Cet anneau a d’abord été monté en introduisant un dé-
placement – ou shift – axial de 6.9 mm modulo 2 entre les secteurs. En d’autres termes,
l’alignement selon l’axe du scanner entre les secteurs pairs et impairs était décalé de trois
rangées de cristaux. Cette solution permet d’uniformiser la sensibilité axiale en comblant
les espaces non couverts par les détecteurs, engendrés par les volumes des capots des dé-
tecteurs et par les bases des MaPMT. Mais elle pose, par contre, de gros problèmes lors de
la reconstruction des images obtenues avec cette géométrie [134].
Pour la dernière étape, à savoir le montage de trois anneaux partiels, aucun déplace-
ment axial n’a donc été introduit. C’est dans cette configuration qu’a été prise une image
de cerveau de rat et que des mesures de taux de comptage ont été réalisées. La figure 4.1
montre une représentation dans GATE du scanner à un anneau complet avec (b) et sans (a)
déplacements axiaux des secteurs.
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(a) Sans déplacement axial des matrices. (b) Avec déplacement axial des matrices.
FIG. 4.1 – Représentation du ClearPET possédant un anneau de détection dans GATE.
4.1 La modélisation de la tête de détection
Les premières mesures avec un module phoswich assemblé ont été réalisées à Jülich. Le
module, en l’état, ne permettait pas d’observer les spectres obtenus par les deux types de
cristaux, lors d’une même mesure. Pour observer le pic à pleine énergie du LSO, il fallait
fixer un seuil matériel élevé sur les comparateurs, ce qui supprimait complètement les évé-
nements ayant eu lieu dans le LuYAP. Ce résultat est intuitif, compte tenu de la grande
différence de rendement lumineux entre le LSO et le LuYAP (cf. section 2.1.1). Plus surpre-
nant, lorsque le seuil matériel était suffisamment réduit, le pic à pleine énergie du LuYAP
était bien détecté, par contre celui du LSO disparaissait complètement. Ces observations se
vérifient sur les spectres de la figure 4.2.








FIG. 4.2 – Influence du seuil sur les spectres expérimentaux d’un phoswich non équilibré. Avec un
seuil bas, seul le pic photoélectrique du LuYAP est visible tandis qu’avec un seuil haut,
seul celui du LSO est visible.
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Ce phénomène provient principalement de la façon dont sont rejetés les événements
multiples qui ont eu lieu dans unmêmemodule de détection (cf. section 2.2.4). Pour rappel,
les deux index extrêmes des canaux à avoir dépassé les seuils doivent être au moins voisins
pour éviter de rejeter l’événement. Lorsqu’un photon a déposé toute son énergie dans un
cristal de LSO, les canaux voisins de celui correspondant au pixel touché dépassent égale-
ment le seuil bas, en raison d’une diaphonie importante. Dans ce cas-là, les index extrêmes
ne sont pas contigus et l’événement est donc rejeté. Cela signifie que tous les événements
qui déposent toute leur énergie dans des cristaux de LSO et qui normalement remplissent
le pic à pleine énergie ne sont jamais enregistrés. Cette hypothèse peut être vérifiée par le
Monte Carlo, en modélisant au mieux la sélection des événements multiples, comme cela
a été présenté à la section 3.3.6. Le résultat est assez probant qualitativement et peut être
visualisé à la figure 4.3. Pour obtenir ces spectres, une diaphonie compatible avec celle esti-




















FIG. 4.3 – Simulation de l’influence du seuil sur les spectres d’un phoswich non équilibré. Avec un
seuil bas, seul le pic photoélectrique du LuYAP est visible, tandis qu’avec un seuil haut,
seul celui du LSO est visible.
mée à 20 % entre canaux contigus a été ajoutée [86], en plus de la sélection particulière des
événements multiples.
Ces résultats ont été présentés en 2003, lors de la conférence internationaleAMI intitulée
«High Resolution Molecular Imaging : from Basic Science to Clinical Applications» [128].
Ce sont ces observations qui ont amené à équilibrer les réponses des événements issus des
deux couches du phoswich, avec l’aide notamment de la température et de l’ajout d’une
couche mince d’aluminium entre les cristaux (cf. section 2.1.1).
4.1.1 Les spectres en énergie
Les têtes de détection, montées comme présenté à la section 2.1.1, ne présentent plus de
différences notoires entre les réponses des événements du LSO et celles du LuYAP. L’équi-
librage fin se fait par la régulation en température des cristaux. À chaque tête montée cor-
respond donc une température de fonctionnement. En parallèle, il faut veiller à contrôler
les valeurs de discrimination de la couche d’interaction par la méthode présentée à la sec-
tion 2.2.4. Celles-ci évoluent également avec la température.
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Les positions moyennes et les résolutions en énergie des spectres
Quand les différentes têtes sont bien équilibrées, nous pouvons harmoniser la position
moyenne des pics à pleine énergie des différentes têtes de détection en variant les hautes
tensions des MaPMT. La figure 4.4 représente les spectres d’une tête de détection équilibrée
(ce module est référencé sous le nom de M9) avant calibration en énergie. Les spectres du
LSO sont dessinés en rouge, tandis que ceux du LuYAP sont en bleu. La figure 4.5 repré-
sente, quant à elle, la position moyenne des pics à pleine énergie des 18 têtes de détection
du démonstrateur.





























































































































































































































































































































































































































































































































FIG. 4.4 – Les spectres d’un module ClearPET équilibré avant calibration (cette tête de détection
est référencée sous le nom de M9). Les spectres du LSO sont représentés par des traits
continus rouges, ceux du LuYAP par des traits discontinus bleus.
Les variations de la position moyenne du pic à pleine énergie des spectres de l’ensemble
des modules de détection, pris lors de mesures de taux de comptage, étaient de 471 ± 621
1 Comme les spectres ne sont pas calibrés, aucune unité n’est mentionnée pour cette mesure.
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FIG. 4.5 – Positions moyennes des pics à pleine énergie pour les 18 têtes. Pour chaque tête, les gran-
deurs moyennes ainsi que les écarts-types sont représentés. Nous constatons que chaque
tête est équilibrée et que l’ensemble des détecteurs réagit de façon similaire.
pour le LSO et de 458±551 pour le LuYAP (si seuls les spectres de la têteM9 sont considérés,
ces variations sont de 467± 641 pour le LSO et de 449± 451 pour le LuYAP). Les résolutions
en énergie de ces mêmes spectres s’élevaient à 33 ± 5 % pour le LSO et à 34 ± 9 % pour le
LuYAP (pour la tête M9, 33± 4% pour le LSO et 33± 6% pour le LuYAP). Pour obtenir ces
différentes valeurs, des gaussiennes ont été ajustées sur les pics à pleine énergie.
Le seuil matériel
Pour estimer la position de la coupure matérielle sur les spectres obtenus, des sigmoïdes
ont été ajustées, comme illustré à la figure 4.6. Les sigmoïdes s’ajustent très bien sur ces
coupures, par contre, il subsiste une forte variabilité entre les positions de coupure des
différents canaux des têtes de détection. Cette forte dispersion a des conséquences directes
sur les performances de comptage du prototype, comme cela sera présenté plus loin.
4.1.2 La modélisation des spectres en énergie du phoswich
Pour des questions d’efficacité de traitement, une chaîne semblable au numériseur de
GATE a été développée pour la librairie LMF, cela en raison de la relative lenteur de GATE,
même en mode digigate2. La plupart des modules de numériseurs GATE figure dans cette
librairie et un certain nombre de nouveaux modules y ont été ajoutés.
Les modules qui permettent de reproduire des spectres de phoswich avant calibration en
énergie sont les suivants :
2 Le mode digigate de GATE permet d’éviter la partie simulation des événements. Les hits d’une précédente
simulation sont repris et la géométrie est régénérée avant d’être traités par une nouvelle chaîne de numéri-
seurs.
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FIG. 4.6 – Ajustement d’une sigmoide sur la coupure matérielle de spectres. Le paramètre α = 0.05
pour les deux spectres et la position médiane de la coupure est au canal 192 pour le LSO
et 198 pour le LuYAP (canal 12, tête M11).
– blurEnergy : produit un flou gaussien particulier à chaque type de cristal du phos-
wich ;
– dispersePeaks : provoque une dispersion des pics à pleine énergie particulière à
chaque type de cristal du phoswich ;
– sigmoidCut : génère une coupure sigmoïde pour reproduire l’électronique de dé-
clenchement.
En utilisant ces trois modules sur des événements simulés par GATE, nous arrivons à bien
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FIG. 4.7 – Comparaison des spectres d’un canal d’une acquisition avec ceux simulés (canal 36, tête
M03). De nouveau, comme ces spectres n’ont pas été calibrés en énergie, aucune unité
n’est mentionnée sur ce graphique. La source étant émettrice β+, les pics à pleine énergie
devraient donc se trouver à 511 keV.
Pour généraliser ce résultat à l’ensemble des spectres d’un module de détection ou d’un
scanner complet, il faut modifier ces modules. Au lieu de leur donner des paramètres fixes,
il faut introduire des grandeurs moyennesm et des écarts-types correspondants σ. Ces mo-
dules pourront donc construire des tables spécifiques à chaque canal, en procédant par
tirages gaussiens de moyenne m et de variance σ2. Par exemple, pour introduire les ré-
solutions en énergies spécifiées plus haut, l’utilisateur pourra utiliser le programme LMF
blurEnergy avec les arguments correspondants :
blurEnergy LMFfileName 0.33 0.05 0.34 0.09
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Si LMFfileName est le nom du fichier LMF d’entrée, le nom du fichier de sortie sera LMFfile-
Name_bis. Les deux premiers nombres correspondent respectivement à la valeur moyenne
et à l’écart-type de la résolution de la couche zéro du phoswich, qui est en fait le cristal LSO
dans la géométrie spécifiée à la section 3.3.3, et les nombres suivants sont pour la seconde
couche (le LuYAP). Nous obtenons alors un ensemble de spectres semblables à ceux repré-
sentés à la figure 4.4. Les spectres en énergie sont donc bien reproduits pour les modules
phoswich développés pour le scanner ClearPET.
4.2 Les performances
4.2.1 Les résolutions spatiales
Pour réaliser les mesures de résolution spatiale, une source ponctuelle de 22Na a été
employée. Cette source avait un rayon de 0.4 mm et possédait une activité de 3.2 MBq.
Elle a été déplacée radialement en partant du centre du scanner. Chaque mesure durait
60 s., c.-à-d. le temps que met le scanner partiel pour effectuer un tour complet et ainsi
échantillonner uniformément toute la circonférence. L’échantillon de positions était resserré
entre 0 et 5mm (unemesure chaquemillimètre), puis un peu plus lâche jusqu’à une distance
maximale de 40 mm (cette fois, tous les 5 mm).
En parallèle, des simulations GATE ont aussi été réalisées pour des positions identiques.
Une source émettrice de paires de photons colinéaires d’activité similaire et de rayon de
0.5 mm a été utilisée3. Le scanner simulé était constitué d’un anneau complet de détec-
teur et tournait également à une vitesse d’un tour par minute. La chaîne de numérisation
utilisée ne prend en compte qu’une résolution en énergie simple et une coupure simulant
l’électronique de déclenchement.
Les coïncidences, provenant de l’acquisition ou de la simulation, ont été rangées dans
des sinogrammes suréchantillonnés (quart du pas entre rangées de cristaux, soit 0.575 mm)
et les images ont été reconstruites analytiquement. Les profils radiaux et transversaux ont
alors été ajustés au moyen de courbes de Gauss, afin de déterminer les résolutions FWHM
radiales et tangentielles. La figure 4.8 montre une remarquable similitude entre les résolu-
tions mesurées et simulées.
La résolution radiale est de 1.3 mm au centre du scanner. Elle augmente rapidement à
2 mm pour une position située à 2 mm du centre4, avant de redescendre légèrement aux
alentours de 1.8 mm et de rester à peu près stable jusque pour une position éloignée du
centre de 15 mm. Ensuite, la résolution radiale augmente progressivement jusqu’à atteindre
2.6 mm à 4 cm du centre du scanner. Les résolutions tangentielles suivent à peu près la
même évolution, mis à part entre 2 et 5 mm du centre du scanner4.
Il est important de relever que la méthode de reconstruction, ici analytique, influence
fortement l’évolution des résolutions spatiales d’une image d’une source ponctuelle. La re-
construction itérative va réduire ces résolutions, et l’augmentation de la résolution tangen-
tielle pour des points de plus en plus éloignés du centre du champ de vue sera aussi beau-
coupmoins marquée. L’excellent accord entre les résolutions spatiales mesurées et simulées
3 Une mesure simulant une source émettrice β+ a également été testée, mais celle-ci ne présentait pas de résul-
tats significativement différents de la simulation de la source de photons.
4 Cette augmentation est due à un artefact sur les images reconstruites analytiquement. Il est bon de remarquer
qu’à l’inverse, la résolution tangentielle diminue pour ces distances.
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ClearPET : 1 anneau partiel
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ClearPET : 1 anneau partiel
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FIG. 4.8 – Comparaison entre les résolutions spatiales mesurées et simulées pour un anneau de dé-
tection. Les barres d’erreurs statistiques dues aux résultats des ajustements sur les profils
sont inférieures à la taille des points représentés sur le graphique.
met en avant la précision du positionnement des cristaux, notamment grâce à l’apport de
la grille de positionnement, et le bon fonctionnement de la détermination de la profondeur
d’interaction du phoswich.
4.2.2 La résolution temporelle
La figure 4.9(a) présente les temps de vol définis par la différence des temps des évé-
nements en coïncidence mesurés avec une source ponctuelle de 68Ge pour deux détecteurs
se faisant face. Afin de déterminer les valeurs de temps de vol spécifiques aux différentes
couches du phoswich, des régressions basées sur des gaussiennes sont utilisées pour chaque
histogramme. Dans ce cas précis, la résolution temporelle FWHM globale entre deux mo-
dules vaut 4.47 ± 0.02 ns. La résolution temporelle est un peu meilleure entre les impul-
sions provenant exclusivement des cristaux de LSO qu’entre celles des cristaux de LuYAP
(4.29 ± 0.02 ns contre 4.88 ± 0.04 ns). Pour connaître la résolution temporelle d’un seul
module, il faut déconvoluer deux gaussiennes identiques, comme cela est présenté dans
l’annexe A. La résolution temporelle FWHM globale d’un module vaut donc 3.16± 0.01 ns
(3.03 ± 0.01 ns pour le LSO et 3.45 ± 0.01 ns pour le LuYAP). Cependant, certains couples
de détecteurs présentent une résolution temporelle moins bonne, en raison de l’erreur sys-
tématique liée à la phase d’échantillonnage au moment du déclenchement de l’impulsion
(cf. section 2.2.4).
Un modèle gaussien a été développé pour modéliser la résolution temporelle des temps
de vol des photons entre les détecteurs (cf. section 3.3.6). La figure 4.9(b) représente les
temps de vol obtenus avec une source ponctuelle simulée de paires de photons. Ce module
reproduit bien la convolution des résolutions. Celles-ci sont quasiment identiques à celles
mesurées sur la figure 4.9(a). La différence entre les temps de vol mesurés et simulés se voit
plutôt au niveau des queues des distributions, celles-ci n’étant pas exactement gaussiennes.
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Global : 4.47± 0.02 ns
RFWHM
LSO : 4.29± 0.02 ns
LuYAP : 4.88± 0.04 ns
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(a) Mesure de temps de vol.
Global : 4.51± 0.02 ns
RFWHM
LSO : 4.33± 0.03 ns





0 -8 -6 -4 -2 0 2 4-10 6 8 10
10000
Temps de vol [ns]
(b) Simulation de temps de vol.
FIG. 4.9 – Comparaison entre les temps de vol mesurés et simulés entre deux modules, produits par
une source ponctuelle. Elle est constituée de 68Ge pour les vraies données (a) et de photons
γ colinéaires de 511 keV pour les données simulées (b).
4.2.3 La sensibilité
Les mesures de sensibilité ou toute autre mesure de comptage de coïncidences sont ex-
trêmement tributaires de la position de la source. Par exemple, la différence relative de
sensibilité en coïncidence estimée par Monte Carlo pour une source ponctuelle légèrement
excentrée du centre du champ de vue de (0.00, 1.15, 1.15) mm5 sera de (17±3) % pour deux
détecteurs en face l’un de l’autre. Par contre, ce facteur n’influence pas les taux d’événe-
ments simples. Dans les mêmes conditions, cette différence relative est, en effet, de (1±2) %
et donc compatible avec 0.
Signalons encore que le bruit de fond dû à la radioactivité du lutétium des cristaux est
de l’ordre de 0.4 ± 0.1 coïncidences par seconde pour deux détecteurs se faisant face et
une fenêtre en énergie de 250–750 keV, ce qui peut être considéré comme négligeable pour
la plupart des mesures de comptage. Par contre, il faudra en tenir compte pour les taux
de comptage d’événements simples, car dans ces même conditions ce bruit de fond est de
1092 ± 3 coups par seconde (cps) dont 740 ± 3 cps identifiés comme ayant eu lieu dans la
couche LSO du phoswich et 352± 2 cps dans la couche LuYAP.
Les mesures
Une mesure de sensibilité absolue avait été réalisée à Lausanne entre deux modules de
détection, dont seules cinq rangées de cristaux avaient été prises en compte, pour un temps
d’acquisition de dix minutes. Pour cette mesure, une source de 22Na d’activité corrigée
équivalente à 30.93 kBq6 a été utilisée et 12′600 ± 100 coïncidences ont été mesurées. La
sensibilité de cette mesure vaut donc (0.068± 0.001) %.
Une autre mesure a été réalisée récemment à Marseille, avec cette fois deux têtes de
5 Cette distance correspond à un déplacement axial et transverse de la moitié du pas séparant les cristaux.
6 Le facteur d’embranchement et la diminution d’activité due au temps écoulé depuis l’achat de la source (270.8
jours de demi-vie pour le 68Ge) ont été pris en compte pour l’évaluation de l’activité des positons, lors de la
mesure.
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détection complètes. De nouveau, c’est une source de 22Na qui a été utilisée pour réaliser
cette mesure. Cette fois-ci, l’activité corrigée des positons était de 1.70 MBq6. La sensibilité
de cette mesure, après coupure en énergie de 250–750 keV, était de (0.089± 0.001) %.
Une troisième mesure de sensibilité a été réalisée avec une source de 68Ge, toujours
avec deux têtes complètes. Ce germanium est une source ponctuelle d’activité corrigée de
1.53 MBq6 d’un demi millimètre de rayon ; elle est enfermée dans une tige en métal de
3.4 mm de diamètre. Pour cette source, nous avons mesuré après correction du bruit de
fond 0.0064± 0.0001 événements simples par désintégration dont 0.0045± 0.0001 identifiés
comme événements LSO et 0.0019 ± 0.0001 comme événements LuYAP. La sensibilité ab-
solue qui en a découlé vaut (0.071 ± 0.01) % dont (0.035 ± 0.01) % identifiés comme paires
LSO-LSO et (0.006 ± 0.01) % comme paires LuYAP-LuYAP. Le ratio entre le taux d’événe-
ments simples et celui en coïncidences est de l’ordre de neuf pour cette source mesurée par
deux détecteurs.
Les simulations
Comme le démonstrateur comporte deux types de cristaux de LuxY1-xAP, deux géomé-
tries différentes ont été simulées :
– l’une avec du Lu0.7Y0.3AP possédant une densité de 7.1 g/cm3, référencé sous le nom
de LuYAP à haute densité ou LuYAP HD ;
– l’autre avec du Lu0.45Y0.55AP de densité égale à 6.6 g/cm3, référencé sous le nom de
LuYAP à basse densité ou LuYAP BD.
La tige en métal a également été simulée pour modéliser la source de 68Ge.
Lemodèle Lemodèle de la chaîne de numérisation des données simulées, dont les valeurs
des paramètres sont basées sur les données prises à Marseille, est constitué de :
1. une résolution en énergie de 31± 4% pour le LSO et de 33± 8% pour le LuYAP, avec
l’aide de la fonction LMF blurEnergy ;
2. une dispersion des pics à pleine énergie de 480 ± 50 «keV» pour le LSO et de 470 ±
40 «keV» pour le LuYAP, avec l’aide de la fonction LMF dispersePeaks ;
3. une coupure sigmoïde avec comme paramètre α 0.05 et comme seuil 200± 40 «keV»,
par l’intermédiaire de la fonction LMF sigmoidCut ;
4. une résolution temporelle de 3.4 ns pour le LSO et de 3.75 ns pour le LuYAP, avec
l’aide de la fonction LMF blurTime ;
5. un temps mort non paralysant de 400 ns au niveau des modules (cartes décodeurs),
avec l’aide de la fonction LMF cdt ;
6. un temps mort non paralysant de 700 ns au niveau des secteurs (cartes FPGA), avec
l’aide de la fonction LMF cdt ;
7. un taux de rejet de 5%des événements, par l’intermédiaire de la fonction LMF reject-
RandomlyEvent.
Le module rejectRandomlyEvent rejette aléatoirement une fraction paramétrable d’évé-
nements de façon triviale. Ce rejet englobe les différentes erreurs d’acquisition (∼ 4 %) et
le fait que les capots des détecteurs ne sont pas présents dans la simulation (la présence
des capots contribue à supprimer ∼ 1 % des événements). Les erreurs d’acquisition sont,
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pour une part mineure, les erreurs de positions produites par des événements multiples
non contigus et les erreurs d’énergies (l’énergie dépassant un certain seuil), et pour une
part majeure, au rejet d’événements pour un décalage de bits7.
Comme pour les données récoltées, cette chaîne est naturellement suivie d’une cou-
pure en énergie de 250-750 keV, après calibration en énergie, réalisée par la fonction LMF
cutEnergy.
Le calcul de l’erreur systématique Pour calculer l’erreur systématique sur ces simula-
tions, les différents paramètres du modèle ont été évalués à ±σ. De façon assez intuitive,
les paramètres qui influencent franchement cette erreur sont les positions moyennes des
pics à pleine énergie et la coupure de déclenchement. Les résolutions en énergie, quant à
elles, ne contribuent pas significativement à cette erreur pour une large fenêtre en énergie
(250–750 keV).
Les résultats Le tableau 4.1 présente les résultats des simulations de la sensibilité de la
source de 22Na. La première colonne montre les valeurs obtenues pour deux modules se
faisant face, pour les deux géométries. Même en tenant compte des erreurs (statistiques
et systématiques), la valeur mesurée est inférieure (de l’odre de 10 %) à ces valeurs simu-
lées. La deuxième colonne présente les valeurs des sensibilités absolues simulées pour des
scanners complets à quatre anneaux sans déplacements axiaux.
deux détecteurs [%] quatre anneaux complets [%]
Lu0.7Y0.3AP 0.116± 0.003+0.019−0.013 4.37± 0.05+0.83−0.42
Lu0.45Y0.55AP 0.100± 0.002+0.018−0.008 3.80± 0.04+0.82−0.43
TAB. 4.1 – Valeurs de sensibilité absolue obtenues par simulation pour deux types de cristaux de
LuYAP. La première erreur (la symétrique) représente l’erreur statistique, la seconde
(l’asymétrique) l’erreur systématique.
Il en ressort que pour un scanner complet, équipé exclusivement de Lu0.7Y0.3AP et dont
tous les canaux ont été fortement optimisés, une sensibilité au centre du champ de vue
avoisinant les 5 % peut être attendue.
Pour expliquer cette différence de sensibilité, nous utilisons la mesure réalisée avec la
source ponctuelle de 68Ge, qui nous permet, en outre, de comparer les taux d’événements
simples. Le tableau 4.2 présente les sensibilités pour les événements simples et en coïn-
cidence des simulations de cette source. Les différences par rapport aux sensibilités du
tableau précédent proviennent de la présence du support métallique englobant le germa-
nium. Nous constatons que les sensibilités des événements simples encadrent bien celle
mesurée, et que, par contre, les sensibilités en coïncidence surestiment celle mesurée. Le
ratio pour ces simulations est plutôt de l’ordre de sept (à comparer avec le ratio de neuf des
mesures). Si nous prenons en compte seuls les événements identifiés comme ayant eu lieu
7 La lecture des bits des cartes NiDAQ se fait parfois de façon décalée. La bibliothèque d’analyse doit donc
vérifier si les données sont cohérentes et jeter l’événement si ce n’est pas le cas.
100 CHAPITRE 4. LES RÉSULTATS EXPÉRIMENTAUX ET LA VALIDATION DU MODÈLE
dans des cristaux de LSO (première couche du phoswich), nous observons une surestimation
supérieur à 10% pour les événements en coïncidence.
sensibilité simple [%] sensibilité en coïncidence [%]
Lu0.7Y0.3AP global
0.672± 0.007+0.078−0.064 0.099± 0.003+0.015−0.009
Lu0.45Y0.55AP 0.629± 0.006+0.080−0.062 0.084± 0.002+0.014−0.008
Lu0.7Y0.3AP couche lso
0.444± 0.005+0.057−0.046 0.040± 0.002+0.006−0.003
Lu0.45Y0.55AP 0.447± 0.005+0.058−0.047 0.041± 0.002+0.006−0.004
Lu0.7Y0.3AP couche luyap
0.228± 0.004+0.021−0.018 0.014± 0.001+0.002−0.001
Lu0.45Y0.55AP 0.182± 0.003+0.022−0.015 0.009± 0.001+0.002−0.001
TAB. 4.2 – Valeurs de sensibilité pour les événements simples et les événements en coïncidence ob-
tenues par simulation de la source de 68Ge pour deux types de cristaux de LuYAP. La
première erreur (la symétrique) représente l’erreur statistique, la seconde (l’asymétrique)
l’erreur systématique.
Pour expliquer ce fait troublant, nous avons fait varier la fenêtre de coïncidences de 10 ns
jusqu’à 20.01 µs, par pas de 500 ns. Nous représentons alors les sensibilités en fonction de
la largeur de la fenêtre de coïncidence (cf. figure 4.10).











Fenêtre de coïncidence [ns]
FIG. 4.10 – Sensibilités en fonction de la fenêtre de coïncidence. Lorsque cette fenêtre augmente, la
courbe de sensibilité mesurée rejoint celles simulées, ce qui tend à démontrer le marquage
temporel incorrect d’une partie des événements.
Nous constatons alors que la sensibilité mesurée rejoint les courbes de celles simulées.
Ce comportement tend à démontrer que lemarquage temporel d’une partie des événements
est incorrect, ce qui provoque la perte des coïncidences qui leur sont liées.
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L’évolution axiale des sensibilités
La figure 4.11 montre l’évolution de la sensibilité absolue simulée pour différentes géo-
métries d’un scanner ClearPET à quatre anneaux. Le modèle de numériseur utilisé com-
porte uniquement une résolution en énergie et une coupure en énergie de 250–750 keV,
et seule l’erreur statistique est représentée. Ces résultats sont donc surestimés par rapport
aux performances réelles du scanner, mais sont là pour illustrer l’apport des déplacements
axiaux des secteurs.
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FIG. 4.11 – Profils axiaux de sensibilités absolues simulées pour différentes géométries de détec-
teur d’un scanner ClearPET à quatre anneaux. Nous constatons de grandes différences
comportementales pour un scanner monté avec (courbes discontinues) ou sans (courbes
continues) déplacements axiaux.
Une source ponctuelle a a été déplacée axialement du centre (le centre correspond à
0 mm sur le graphique) jusqu’à une distance de 50 mm (quasiment en dehors du champ
de vue axial du scanner). Il est important de noter que toutes les coïncidences détectées, et
non uniquement celles servant réellement à la reconstruction, sont prises en compte pour
l’établissement de ces courbes. Nous constatons un comportement très différent suivant la
présence ou non de déplacements axiaux des secteurs (pour rappel, l’illustration d’un an-
neau avec ou sans déplacements axiaux est représentée à la figure 4.1). La présence des dé-
placements axiaux va lisser, en quelque sorte, la sensibilité axiale du scanner. Au contraire,
pour une configuration standard, nous observons des maxima et minima de sensibilité très
prononcés. Les maxima apparaissent soit lorsque la source est entre deux anneaux de dé-
tecteurs (à 0 et à 30 mm), soit lorsqu’elle est au milieu d’un anneau (à 15 et à 45 mm). C’est
la raison pour laquelle ces déplacements axiaux ont été introduits dans la première confi-
guration du démonstrateur et dans le modèle commercial du ClearPET.
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4.2.4 Les taux de comptage
Des courbes de taux de comptage ont été obtenues avec un fantôme cylindrique rempli
avec du 18F-FDG [130]. Le diamètre interne de ce cylindre vaut 7.5 cm et sa longueur 3.4 cm.
Chaque demi-heure, une acquisition d’une minute a été prise sur une durée totale d’envi-
rons 24 heures, soit plus de dix demi-vies du 18F. L’activité initiale a été établie à l’aide d’un
compteur puits. Le bruit provenant de la radioactivité du lutétium a été soustrait pour les
taux des événements simples.
Les événements sont calibrés en énergie et seuls ceux faisant partie de la fenêtre de 250–
750 keV sont gardés. Les coïncidences sont sélectionnées avec une fenêtre temporelle de
10 ns, en gardant les coïncidences multiples. Les coïncidences fortuites sont évaluées en se
basant sur les événements retardés.
Les simulations
Des simulations de cette géométrie ont été réalisées pour la même plage d’énergie, en
utilisant, à nouveau, les deux types de LuxY1-xAP présentés à la section 4.2.3.
Le modèle Le modèle de la chaîne de numérisation des données simulées est constitué
cette fois de :
1. une résolution en énergie de 33± 5% pour le LSO et de 34± 9% pour le LuYAP, avec
l’aide de la fonction LMF blurEnergy ;
2. une dispersion des pics à pleine énergie de 470 ± 60 «keV» pour le LSO et de 450 ±
50 «keV» pour le LuYAP, avec l’aide de la fonction LMF dispersePeaks ;
3. une coupure sigmoïde avec comme paramètre α 0.05 et comme seuil 200± 40 «keV»,
par l’intermédiaire de la fonction LMF sigmoidCut ;
4. une résolution temporelle de 3.4 ns pour le LSO et de 3.75 ns pour le LuYAP, avec
l’aide de la fonction LMF blurTime ;
5. un temps mort non paralysant de 400 ns au niveau des modules (cartes décodeurs),
avec l’aide de la fonction LMF cdt ;
6. un temps mort non paralysant de 700 ns au niveau des secteurs (cartes FPGA), avec
l’aide de la fonction LMF cdt ;
7. une lecture des cartes NiDAQ avec une fréquence de 490′000 Hz et un tampon de
1′000 événements par l’intermédiaire de la fonction LMF daq_buffer ;
8. un taux de rejet de 5% des événements LSO et LuYAP, avec l’aide de la fonction LMF
rejectRandomlyEvent ;
9. une erreur d’identification du DOI de 3 % [68], avec l’aide de la fonction LMF DOI-
misidentification.
Deux nouveaux numériseurs font leur apparition. Le premier, daq_buffer, simule la lec-
ture des événements sur les cartes NiDAQ. La lecture se fait de façon circulaire avec une
fréquence donnée, comme présenté à la section 2.1.2. Si un événement arrive sur une carte
NiDAQ et que sa mémoire tampon est pleine, il écrase le plus ancien. Le second module,
DOImisidentification, modélise l’erreur d’identification sur la couche du phoswich
touchée.
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Comme pour les données récoltées, cette chaîne est naturellement suivie d’une cou-
pure en énergie de 250-750 keV, après calibration en énergie, réalisée par la fonction LMF
cutEnergy.
Les résultats
Sans correction du bruit dû à l’activité intrinsèque du lutétium, les courbes de don-
nées mesurées s’écartent nettement des courbes simulées pour de faibles activités (cf. fi-
gure 4.12). Ce n’est plus le cas après la correction basée sur les taux de bruit mesurés men-


















FIG. 4.12 – Taux de comptage des événements simples sans correction du bruit. Les courbes en noir
représentent les taux mesurés, celles en rouge les taux simulés avec du LuYAP haute
densité et celles en bleu les taux simulés avec du LuYAP basse densité. Les erreurs
statistiques sont inférieures aux symboles et négligeables vis à vis des erreurs systéma-
tiques. À faible activité, les taux mesurés s’écartent nettement des taux simulés. Cela
est dû à la radioactivité intrinsèque du lutétium contenu dans les cristaux qui n’est pas
simulée.
La figure 4.13 montre l’évolution des taux de comptage des événements simples des
données mesurées et simulées avec des échelles linéaires (a) et logarithmiques (b). Les
mesures montrent une saturation pour une activité voisine des 25 MBq. À partir de cette
activité, les taux ont tendance à diminuer, ce qui implique un phénomène paralysant du
système d’acquisition des données qui n’est pas reproduit par le modèle (seule la satura-
tion est reproduite). Cette saturation, complètement prépondérante, va éliminer les erreurs
systématiques impliquées par la variation des paramètres du modèle.
À partir de 5 MBq, les courbes de données sont au-dessus des courbes simulées pour
les taux globaux et les taux identifiés comme ayant eu lieu dans des cristaux de LSO. Par
contre, les taux mesurés identifiés comme ayant eu lieu dans la seconde couche du phos-
wich sont encadrés par les simulations (dans la limite supérieure définie par la simulation
du phoswich contenant du LuYAP haute densité). En vue de ce résultat, la proportion de
mauvaise identification de couche est probablement légèrement sous-estimée et la fraction
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FIG. 4.13 – Comparaison entre les taux de comptage d’événements simples acquis et simulés. En
(a), les échelles sont linéaires tandis qu’en (b), elles sont logarithmiques. Les courbes
en noir représentent les taux mesurés, celles en rouge les taux simulés avec du LuYAP
haute densité et celles en bleu les taux simulés avec du LuYAP basse densité. Cette fois-
ci, les données ont été corrigées du bruit induit par l’activité intrinsèque du lutétium.
Les erreurs statistiques sont inférieures aux symboles et négligeables vis à vis des er-
reurs systématiques. De façon systématique, la courbe LSO mesurée est supérieure aux
courbes simulées. La courbe LuYAP mesurée se trouve quant à elle dans le haut de la
fourchette définie par les courbes simulées.
d’événements rejetés par le système d’acquisition n’est peut-être pas identique pour les
deux couches du phoswich. L’activité du cylindre est probablement sous-estimée, ce qui ex-
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pliquerait la surestimation des taux mesurés. Cette supposition est justifiable du fait de la
méthode utilisée pour mesurer cette activité. En effet, l’activité initiale a été estimée en me-
surant, dans un compteur puits, l’activité de la seringue contenant le FDG avant et après
injection dans le cylindre. L’activité initiale du cylindre est donc moins précise que celles
des sources ponctuelles étalonnées par le fabriquant.






































FIG. 4.14 – Comparaison entre les taux de comptage d’événements en coïncidence acquis et simulés.
En (a), les échelles sont linéaires tandis qu’en (b), elles sont logarithmiques. Les courbes
en noir représentent les taux mesurés, celles en rouge les taux simulés avec du LuYAP
haute densité et celles en bleu les taux simulés avec du LuYAP basse densité. Les erreurs
statistiques sont inférieures aux symboles et négligeables vis à vis des erreurs systéma-
tiques. Les courbes simulées encadrent bien les courbes mesurées jusqu’à la saturation
du système d’acquisition.
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La figure 4.14 montre l’évolution des taux de comptage en coïncidence pour des échelles
linéaires (a) et logarithmiques (b). Cette fois-ci, les courbes simulées encadrent les courbes
mesurées pour des activités inférieures à 25 MBq (inférieures à 20 MBq pour les coïnci-
dences LSO-LSO). Cependant comme cela était déjà le cas avec la source de 68Ge, le rapport
entre les taux d’événements en coïncidence et ceux d’événements simples reste moins im-
portant pour les données réelles que pour les données simulées. Cela est particulièrement
visible sur la figure 4.15 pour les rapports des taux LSO-LSO et les rapports des taux glo-
baux. Cette différence peut être expliquée par le mauvais marquage temporel de certains

















FIG. 4.15 – Rapport entre les taux de coïncidences et les taux d’événements simples. Les rapports
mesurés sont inférieurs à ceux simulés, particulièrement pour les événements identifiés
comme ayant eu lieu dans les cristaux de LSO.
4.3. LES IMAGES OBTENUES 107
4.3 Les images obtenues
Pour obtenir les images qui seront présentées dans les paragraphes suivants, les coïnci-
dences stockées en format LMF sont transformées en sinogrammes 3D. Les paramètres du
choix des sinogrammes sont les suivants :
– 80 angles azimutaux
– la longueur du pas de reconstruction (bin) est choisi comme la moitié du pas entre
deux cristaux, à savoir 1.15 mm
– la différence maximale permise entre les rangées axiales de cristaux est limitée à 7
(angles θ de la section 1.3.1).
Ensuite, les images sont reconstruites analytiquement , comme toujours, en utilisant l’algo-
rithme FBP3DRP.
4.3.1 La normalisation et le cylindre uniforme
Le jeu de sinogrammes permettant de normaliser correctement les sinogrammes obte-
nus avec le ClearPET, en tenant compte de la géométrie des détecteurs, est basé sur l’ac-
quisition de données provenant d’un cylindre uniforme, positionné au centre du champ de
vue. Cette normalisation est une sorte de carte de sensibilité du scanner. Un source située au
centre du scanner engendrera beaucoup plus de coïncidences que si elle était positionnée à
la limite du champ de vue.
Comme nous enregistrons les événements simples, nous pouvons les retarder par couple
de détecteurs autant de fois que souhaité. Cela permet d’avoir un jeu de coïncidences for-
tuites très grand, même avec une petite acquisition. Si notre cylindre d’activité uniforme est
parfaitement centré, chaque détecteur sera irradié de façon similaire. Ce jeu de coïncidences
fortuites, transformé en sinogrammes 3D, convient alors parfaitement pour reproduire un
bon jeu de données de normalisation 3D.
(a) (b) (c)
FIG. 4.16 – Illustration de l’utilité de la normalisation. En (a), une coupe transversale de l’image
reconstruite du jeu de données servant à la normalisation. En (b), une coupe transversale
de l’image reconstruite du cylindre uniforme obtenue à partir des sinogrammes non
normalisés. En (c), la même coupe transversale, mais cette fois obtenue à partir des
sinogrammes normalisés.
En raison de la rotation continue sur une révolution complète du scanner, la normali-
sation ne dépend pas de l’angle azimutal. Nous pouvons donc prendre le même facteur de
normalisation radial N(θ) pour chaque bin d’un même angle copolaire θ que pour l’angle
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opposé, c.-à-d. N(−θ) ≡ N(θ). La figure 4.16(a) représente la coupe centrale de l’image
reconstruite du jeu de sinogrammes 3D des facteurs utilisés pour la normalisation ; nous
remarquons la parfaite symétrie angulaire qui découle de nos assomptions.
La figure 4.16(b) montre l’image reconstruite de sinogrammes 3D non normalisés, obte-
nue avec le fantôme cylindrique uniformément rempli d’isotopes de 68Ge. La figure 4.16(c)
représente l’image reconstruite du même objet, mais cette fois après normalisation des don-
nées sinogrammes. Ces deux images montrent clairement le besoin d’une bonne normalisa-
tion. Cette étape n’est pas du tout triviale avec une géométrie qui n’est pas symétrique. C’est
pour cette raison que nous sommes revenus à des anneaux réguliers. La combinaison des
anneaux partiels et des déplacements axiaux des secteurs cassait la symétrie et empêchait
d’avoir un bon fichier de normalisation.
4.3.2 Le fantôme mini Derenzo
Pour illustrer visuellement les performances du démonstrateur en résolution spatiale,
un fantôme mini Derenzo – le modèleMini Deluxe Phantom de Data Spectrum – a été rempli
de 18F-FDG avec une activité de l’ordre de 10 MBq. La prise de donnée s’est déroulée sur
un total de 70 minutes, avec un seul anneau de détection composé uniquement de cinq
rangées de cristaux8. Une coupe de l’image reconstruite est visible sur la figure 4.17. Ce
fantôme, dont la géométrie a été modélisée dans GATE (cf. figure 3.3(a)), est constitué de
tiges de 4.8, 4.0, 3.2, 2.4, 1.6 et 1.2 mm de diamètre réparties en six secteurs. Pour obtenir
cette image, 2.5 millions de coïncidences ont été reconstruites après avoir été corrigées par
des coïncidences retardées, dans le but de soustraire les coïncidences fortuites.
(a) Avec prise en compte du DOI. (b) Sans prise en compte du DOI.
FIG. 4.17 – Illustration de l’effet de la profondeur d’interaction sur une coupe centrale d’une image
reconstruite d’un fantôme mini Derenzo. En (a), la profondeur d’interaction est prise en
compte, en (b) elle ne l’est pas.
Comme attendu, les tiges de 2.4 mm de diamètre sont discernables malgré la faible sta-
tistique des coïncidences ayant servi à la reconstruction de cette image. Par contre, la taille
8 Cette acquisition a été réalisée avec des déplacements axiaux des secteurs et les données ont été restreintes à
cinq rangées de cristaux pour pouvoir reconstruire correctement les images.
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des pas d’échantillonnage des sinogrammes, fixée à 1.15 mm, ne permet pas de discerner les
tiges de 1.6 mm de diamètre. Pour montrer la pertinence de l’utilisation du phoswich, cette
coupe a été reconstruite en tenant compte (figure 4.17(a)) ou non (figure 4.17(b)) de l’infor-
mation du cristal touché. La résolution spatiale est bel et bien améliorée par la connaissance
de la profondeur d’interaction loin du centre de l’image.
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(c) Profils.
FIG. 4.18 – Illustration de l’effet de la profondeur d’interaction sur une coupe centrale d’une image
reconstruite d’un fantôme mini Derenzo. En (a), la profondeur d’interaction est prise en
compte, en (b) elle ne l’est pas. En (c) sont représentés les profils de ces images passant
par les tiges de 2.4 mm de diamètre.
Ce fantôme a également été simulé au Centre de Calcul Recherche et Technologie (CCRT)
du Commissariat à l’Énergie Atomique (CEA) à Bruyères-le-Châtel (région parisienne) sur
50 processeurs de 1.8 GHz durant environs trois jours. Le scanner simulé correspond un
scanner ClearPET à trois anneaux complets et presque 122 millions de coïncidences ont
été détectées. La reconstruction a été réalisée suivant la même procédure que lors de l’ac-
quisition. La figure 4.18 présente la coupe transversale centrale de l’image reconstruite. De
nouveau, cette coupe a été reconstruite avec (a) et sans (b) l’information de la profondeur
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d’interaction. Les profils de ces coupes passant par les tiges de 2.4 mm de diamètre sont re-
présentés à la figure 4.18(c) afin de bien montrer l’effet de la profondeur d’interaction. Les
maxima sont bien plus marqués sur le profil de l’image qui distingue les interactions ayant
eu lieu dans des cristaux différents.
La principale différence entre l’image obtenue par simulation et celle par acquisition
réside dans la présence d’un bruit de fond plus important pour les images réelles. Ce bruit
de fond est principalement imputable à la faible statistique des données récoltées vis-à-vis
des données Monte Carlo. Par contre, qualitativement, nous retrouvons parfaitement les
mêmes comportements dans les deux cas.














































FIG. 4.19 – Coupe transversale de l’image reconstruite du fantôme de mini Derenzo.
La figure 4.19 illustre la même coupe transversale (a) que celle montrée précédemment
(figure 4.18(a)), mais cette fois également en suréchantillonnant les sinogrammes (b). Cette
seconde image est bien plus bruitée que la précédente, comporte un artefact au centre du
champ de vue et distord certains points, mais permet de discerner plus nettement les tiges
de 2.4 mm de diamètre. Cela illustre la limitation imposée par le choix du pas d’échantillon-
nage dû aux détecteurs pixellisés qui découle du théorème d’échantillonnage de Nyquist-
Shannon.
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4.3.3 Le cerveau de rat
L’examen d’un cerveau de rat
La figure 4.20 montre les coupes transversales d’une image reconstruite obtenue après
un examen 18F-FDG d’un cerveau de rat. L’examen a été réalisé 45 minutes après l’injec-
tion de 47.7 MBq de 18F dans un rat pesant 240 g. La prise de données s’est faite de façon
fragmentée sur un total de seize minutes.
FIG. 4.20 – Coupes transversales d’un examen 18F-FDG de cerveau de rat.
Cette qualité d’image est tout à fait comparable à celles obtenues à Jülich [131] (cf. fi-
gure 4.21) qui se basent, elles, sur une reconstruction itérative de sinogrammes normali-
sés selon la procédure décrite par Weber et coll. [134]. La grande différence réside dans le
champ de vue plus réduit à cause, notamment, des grands espaces entre les anneaux de dé-
tecteurs. Par contre, la qualité des images reste similaire, malgré l’utilisation d’une méthode







FIG. 4.21 – Coupes reconstruites d’un examen 18F-FDG de cerveau de rat obtenues avec le scanner
de Jülich.
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4.4 L’optimisation du prototype
4.4.1 La position du point d’interaction moyen dans un cristal
Pour calculer les projections des sinogrammes, il faut tenir compte de la positionmoyenne
d’interaction dans le cristal. Un champ de l’en-tête du LMF permet d’introduire cette dis-
tance. Dans un premier temps, cette position correspondait au milieu du cristal, soit à 4 mm
de la face orientée vers le centre du scanner. Nous pouvons toutefois affiner cette position,
en nous basant sur une simulation d’une source générant des photons d’annihilation sur
un phoswich, comme cela est illustré à la figure 4.22(a). La sortie ROOT de GATE permet de
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FIG. 4.22 – Position du point d’interaction moyen dans un cristal : en (a), une interaction d’un
photon dans un cristal de LSO, en (b), un ajustement d’exponentielles sur les positions
d’interaction dans les cristaux du phoswich.
Nous pouvons alors faire un ajustement de paramètres d’une fonction exponentielle
du type f(x) = ae−µx sur les histogrammes dénombrant les événements, en fonction de
leur position d’interaction. Les valeurs du paramètre µ des ajustements réalisés sur la fi-
gure 4.22(b) valent 0.077 ± 0.001 mm-1 pour le LSO et 0.075 ± 0.001 mm-1 pour le LuYAP.








e−µxmin(1 + µxmin)− e−µxmax(1 + µxmax)
µ (e−µxmin − e−µxmax) (4.1)
Les bornes d’intégration pour un cristal de 8mm valent respectivement xmin = 0 et xmax = 8.
En fixant la valeur du paramètre µ à 0.076 mm-1, la position moyenne d’interaction x vaut
3.6mm, soit un peu moins que le milieu du cristal.
Pour vérifier le bien fondé de cette démarche, une source ponctuelle a été déplacée ra-
dialement le long du champ de vue, exactement de la même façon que pour le calcul des ré-
solutions spatiales. Les sinogrammes ont été générés en prenant comme longueur moyenne
d’interaction 4 mm dans un cas et 3.6 mm dans l’autre. Des ajustements de gaussiennes
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ont été effectués sur les images reconstruites, ce qui a permis de reporter les positions des
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(b) Zoom sur l’extrémité du FOV.
FIG. 4.23 – Évolutions des positions pour deux points d’interaction moyens. Tout le champ de vue
radial est représenté en (b). Nous remarquons que lorsque nous nous éloignons du centre
du champ de vue (a), les positions reconstruites, qui prennent comme point d’interaction
moyen le milieu des cristaux (courbe rouge), s’éloignent des vraies valeurs, au contraire
de la courbe bleue qui tient compte, elle, de la longueur moyenne d’interaction simulée.
Les deux courbes sont quasiment confondues lorsque la source est proche du centre
du champ de vue. Par contre, vers les extrémités du champ de vue, elles se séparent et
la courbe représentant les positions moyennes d’interaction de 4 mm surévalue la posi-
tion de la source, au contraire de celle qui se base sur la longueur moyenne simulée (cf.
figure 4.23(b)).
4.4.2 La longueur des cristaux
Pour optimiser les performances du ClearPET, des simulations de sensibilité et de ré-
solutions spatiales ont été réalisées avec des tailles de cristaux différentes à l’intérieur du
phoswich (la taille totale du phoswich restant, quant à elle, fixée à 16 mm). Cette étude re-
prend, pour le démonstrateur ClearPET de Lausanne, les idées émises dans l’article [135].
Ces simulations sont basées sur des modules phoswich parfaitement équilibrés compo-
sés de LSO et de Lu0.7Y0.3AP de densité égale à 7.1 g/cm3. Les sensibilités sont présen-
tées relativement à la sensibilité du scanner possédant un phoswich de deux cristaux égaux
(configuration actuelle du ClearPET de Lausanne), dans le tableau 4.3. Les valeurs obtenues
reflètent simplement le fait que le LSO est plus dense (7.4 g/cm3) que le LuYAP choisi.
Les figures 4.24 présentent les résolutions spatiales obtenues par des simulations d’une
source ponctuelle positionnées à différents endroits. Les courbes représentant le phoswich
8–8 (courbes de référence) diffèrent légèrement de celles représentées sur la figure 4.8, car
cette fois la longueur d’interaction a été prise à 3.6 mm, et non plus à 4 mm9. La longueur
9 Cette façon de procéder améliore d’ailleurs légèrement la résolution spatiale loin du centre du champ de vue.
114 CHAPITRE 4. LES RÉSULTATS EXPÉRIMENTAUX ET LA VALIDATION DU MODÈLE
Longueur des cristaux Sensibilités relatives
LSO-LuYAP [mm] [%]
2 – 14 89± 4
4 – 12 91± 4
6 – 10 97± 4
8 – 8 100
10 – 6 104± 4
12 – 4 105± 4
14 – 2 108± 4
TAB. 4.3 – Sensibilités relatives de scanners ClearPET à un anneau avec différentes longueurs de
cristaux pour une source au centre, par rapport à un phoswich composé de cristaux de
mêmes longueurs (8mm).
d’interaction moyenne est calculée pour chaque configuration en fonction de l’équation 4.1,























































FIG. 4.24 – Évolutions des résolutions spatiales pour différentes tailles de cristaux.
Les géométries qui minimisent ces résolutions spatiales sont les configurations 8–8 et 6–
10 (à savoir un phoswich constitué de 6 mm de LSO et de 10 mm de LuYAP). Il est important
de mentionner que les positions reconstruites de ces deux configurations correspondent
bien aux positions réelles des sources. Dans le cas de la configuration 6–10, il faut s’attendre
à une perte de sensibilité de 3±4%. Par contre, les résultats des résolutions spatiales restent
vraies pour du LuAP pur (pour autant que la discrimination soit bien faite), ce qui laisse
augurer une augmentation de sensibilité également pour cette configuration (la densité du
LuAP pur étant de 8.34 g/cm3).
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4.4.3 Les types de cristaux
L’étape suivante est de remplacer les cristaux de LuYAP par des cristaux de LuAP pur
afin d’augmenter la sensibilité du scanner. Ces derniers sont plus denses (8.34 g/cm3, contre
7.1 g/cm3 pour le Lu0.7Y0.3AP) et possèdent une section efficace photoélectrique plus éle-
vée, par contre leur rendement lumineux est moindre.
La figure 4.25 montre les spectres en énergie simulés obtenus par les deux types de
LuxY1-xAP et par du LuAP pur pour une source identique de photons de 511 keV. Dans
le modèle de numériseur, seule une résolution en énergie de 30 % a été appliquée. Nous
observons bien un nombre plus important d’événements dans le pic photoélectrique dans
le cas du cristal de LuAP.














FIG. 4.25 – Comparaison des spectres en énergie simulées pour les deux types de LuYAP et du LuAP.
4.4.4 Le rapport signal sur bruit
En nous basant sur les résultats des taux de comptage pour trois anneaux partiels pré-
sentés à la section 4.2.4, nous pouvons extrapoler ceux-ci à un système complet à quatre
anneaux, grâce au Monte Carlo. Pour évaluer le rapport signal sur bruit d’un tel système,
nous utilisons le taux équivalent NEC décrit par l’équation 1.38 de la page 27. Le fantôme
qui a permis d’estimer ces taux est un cylindre de 51 mm de diamètre et de 108 mm de
longueur. Le modèle de numériseur est évidemment le même que celui présenté précédem-
ment avec les valeurs obtenues pour les taux de comptage (cf. section 4.2.4).
La figure 4.26 représente les taux NEC obtenus pour un scanner ClearPET complet à
quatre anneaux équipés exclusivement de phoswich LSO-Lu0.7Y0.3AP. La courbe rouge est
reproduite en utilisant les taux de coïncidences obtenus avec le modèle tel quel, tandis que
les courbes noires et bleues représentent les taux NEC issus des taux de coïncidences mo-
difiés par les erreurs systématiques du modèle. L’effet le plus marqué est le déplacement
de l’activité correspondant au maximumNEC. Cette activité se situe entre 15 et 25MBq. Ce
n’est pas la proportion de coïncidences fortuites qui fait déjà chuter les taux NEC, mais bien
les limitations du système de lecture des événements de l’acquisition. Les valeurs du taux
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FIG. 4.26 – Courbes caractérisant le rapport signal sur bruit (courbes NEC) pour un scanner Clear-
PET complet à quatre anneaux équipés de phoswich LSO-Lu0.7Y0.3AP. Le modèle de
numériseur est identique à celui utilisé pour les courbes de comptage de la section 4.2.4.
La courbe rouge est basée sur les taux résultant directement du modèle, la courbe noire
en tenant compte des taux obtenus en ajoutant l’erreur systématique haute et la courbe
bleue l’erreur systématique basse. L’erreur statistique est inférieure à la taille des sym-
boles.
de coïncidences effectif maximum, de l’activité, de la fraction de diffusées et de la fraction
de fortuites correspondantes sont représentées dans le tableau 4.4.
activité [MBq] NEC [kcps] SF [%] RF [%]
modèle 20 60.6± 0.3 25.1± 0.1 37.9± 0.2
erreurs syst. hautes 15 66.1± 0.3 30.6± 0.2 30.6± 0.2
erreurs syst. basses 24 66.1± 0.3 15.5± 0.1 42.1± 0.2
TAB. 4.4 – Performances de comptage pour un scanner complet LSO-Lu0.7Y0.3AP. Les valeurs re-
présentées sont l’activité correspondant au maximum, le taux de coïncidences effectif
(taux NEC), la fraction de diffusées (SF) et la fraction de fortuites (RF) pour cette acti-
vité. Ce tableau correspond aux maxima de la figure 4.26.
La figure 4.27 présente les taux NEC obtenus avec le même modèle pour un scanner
équipé de phoswich LSO-Lu0.7Y0.3AP (en rouge, cette courbe est l’identique de la courbe
rouge de la figure précédente), LSO-Lu0.45Y0.55AP (courbe bleue) et LSO-LuAP (courbe
noire). Cette dernière est purement indicative. En effet, les paramètres du numériseur sont
les mêmes que ceux obtenus par la mesure de taux de comptage avec le démonstrateur
ClearPET, ce qui a peu de chance d’être correct. Les courbes modifiées par les erreurs sys-
tématiques des taux de coïncidences ne sont pas représentées cette fois-ci.
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FIG. 4.27 – Courbes caractérisant le rapport signal sur bruit (courbes NEC) pour un scanner Clear-
PET complet à quatre anneaux. Le modèle de numériseur est identique à celui utilisé
pour les courbes de comptage de la section 4.2.4. L’erreur statistique est inférieure à la
taille des symboles.
Le maximum NEC a lieu pour la même activité dans les trois architectures, c.-à-d. à
20MBq. Pour cette activité, les valeurs du taux de coïncidences effectif, de la fraction de dif-
fusées et de la fraction de fortuites sont représentées dans le tableau 4.5. Nous remarquons
que les fractions de diffusées et de fortuites sont compatibles pour les trois architectures.
NEC [kcps] SF [%] RF [%]
Lu0.7Y0.3AP 60.6± 0.3 25.1± 0.1 37.9± 0.2
Lu0.45Y0.55AP 54.6± 0.3 25.2± 0.1 37.9± 0.2
LuAP 68.8± 0.3 24.5± 0.1 37.8± 0.2
TAB. 4.5 – Valeurs du taux de coïncidences effectif, de la fraction de diffusées et de la fraction de
fortuites pour un scanner complet à quatre anneaux au maximum du NEC (c.-à-d. pour
une activité de 20 MBq).
Ces performances du système d’acquisition remplissent quasiment le cahier des charges.
En effet lors d’examens cliniques, il est rare d’injecter une activité supérieure à 1 mCi10, c.-à-
d. 37MBq, à la souris. De plus, lorsque seul le cerveau est étudié, un blindage est positionné
autour du corps de l’animal, ce qui restreint sensiblement l’activité présente dans le champ
de vue du scanner. L’examen peut alors être réalisé dans la plage d’activité optimale du
fonctionnement du scanner.
10Un curie (Ci) vaut 37 milliards de Becquerels (Bq). C’est l’activité d’un gramme de radium. Les médecins et
biologistes l’utilisent plus souvent que les Becquerels.
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Conclusion
CETTE ÉTUDE met en avant les performances du démonstrateur ClearPET de Lausanneet les confronte à des simulations Monte Carlo réalisées avec la plateforme GATE. Ce
logiciel s’est révélé être un bon outil pour comprendre en détail le fonctionnement de l’in-
tégralité de l’électronique de la chaîne d’acquisition. Il permet de mettre en évidence les
points critiques et de donner des indications précieuses sur les performances d’un scanner
final.
Les résolutions spatiales montrent un remarquable accord entre les valeurs mesurées
et simulées, attestant ainsi de la précision du positionnement des cristaux scintillateurs et
du bon fonctionnement de la détermination de la profondeur d’interaction, à l’intérieur
du phoswich. La résolution spatiale au centre du champ de vue est de 1.3 mm et augmente
jusqu’à 2.5mm à 40mmde l’axe du scanner, en prenant pour la reconstruction une distance
d’interaction dans les cristaux de 3.6mm sur les 8mm de longueur effective.
Les résolutions temporelles pour deux modules ayant la même phase d’échantillonnage
sont de 4.3 ns pour le LSO et de 4.9 ns pour le LuYAP. Si la phase n’est pas la même pour
les deux têtes en coïncidence, le centre de la distribution de temps de vol est déplacé. Cela
n’importe toutefois pas, car la fenêtre de 10 ns utilisée englobe complètement cette distri-
bution.
Les résolutions en énergies typiques11 mesurées lors d’acquisitions avec le démonstra-
teur valent 31± 4% pour le LSO et 33± 8% pour le LuYAP. Malgré les efforts pour homo-
généiser les différents canaux des détecteurs, la variabilité pour une source à 511 keV des
positions moyennes des pics à pleine énergie est caractérisée par un écart-type de l’ordre11
de 50 keV, et cela quelle que soit la couche du phoswich. Quant au rapport entre la position
moyenne des pics provenant des cristaux de LSO et ceux de LuYAP, il est de l’ordre11 de
1.0± 0.1.
La sensibilité absolue d’un scanner complet à quatre anneaux de détection composé ex-
clusivement de Lu0.7Y0.3AP est estimée à 4.37±0.05+0.83−0.42. L’erreur systématique importante
découle directement de la forte variabilité des positions de pics à pleine énergie par rapport
à la coupure de l’électronique de déclenchement. Elle pourrait être réduite en développant
une électronique de déclenchement spécifique à chaque canal, ce qui amènerait à une sen-
sibilité absolue de l’ordre de 5%.
Les simulations Monte Carlo ont pu mettre en évidence un problème au niveau du mar-
quage temporel de l’électronique d’acquisition. Ceci implique une perte directe de la sensi-
bilité du scanner.
En se basant sur les courbes des taux de comptage mesurés, nous avons pu extrapoler le




rapport signal sur bruit NEC pour un scanner complet à quatre anneaux. Pour le moment, le
maximum NEC est obtenu pour une activité d’environ 20 MBq. Ce n’est pas la proportion
des coïncidences fortuites qui limite ce maximum, mais bien le système d’acquisition de
données (sans cette limitation, le maximum NEC serait atteint pour une activité de l’ordre
de 40MBq). Une solution pour augmenter les performances du système d’acquisition serait
de ne mettre qu’une seule carte FPGA par carte NiDAQ et d’augmenter la puissance du
processeur ou d’en augmenter le nombre.
Pour une prochaine version du scanner ClearPET, il faudrait vraiment mettre l’accent
sur le développement d’une nouvelle électronique de lecture. La version actuelle prétérite
les performances du démonstrateur, principalement en terme de sensibilité. L’association
de coïncidences devrait se faire également de façon matérielle, afin de réduire la quantité
énorme de données et le temps de traitement avant la reconstruction.
AnnexeA
La convolution de deux gaussiennes







La convolution de deux gaussiennes de ce type peut alors être calculée en utilisant soit la
définition d’une convolution, soit ses propriétés dans l’espace de Fourrier, afin d’obtenir
l’expression suivante :












La convolution de deux gaussiennes identiques donnent donc

















Ce qui correspond effectivement à une nouvelle gaussienne d’écart-type
√
2σ.
Dans le cas de la mesure du temps de vol, la mesure effective représente le temps de
vol convolué par la réponse des deux détecteurs qui ont détecté la coïncidence. Lorsqu’un
ajustement d’une courbe de Gauss est réalisé sur l’histogramme et que l’écart-type σ est
connu, la vraie résolution en temps d’un détecteur vaut donc :
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3DRP 3-D ReProjection algorithm – algorithme de reprojection tridimensionnel
ADC Analog-to-Digital Converter – convertisseur analogique numérique
AMI Academy of Molecular Imaging
APD Avalanche PhotoDiodes – photodiodes à avalanche
ASCII American Standard Code for Information
BaF2 Fluorure de baryum
BGO Germanate de bismuth (Bi4Ge3O12)
Bq Becquerel
C [˚C] Degré Celsius
ca Concentration d’activité
CCC Crystal Clear Collaboration – collaboration Crystal Clear
CCRT Centre de Calcul Recherche et Technologie
CEA Commissariat à l’Énergie Atomique
CERMEP Centre d’Exploration et de Recherche Médicales par Émission de Positons
CERN Centre Européen en Recherche Nucléaire
Ci Curie
CNRS Centre National de la Recherche Scientifique
CPPM Centre de Physique des Particules de Marseille
cps coups par seconde
CT Computed Tomography
DAQ Data Acquisition – acquisition de données
DAQ Data Acquisition – acquisition de données
DLL Dynamic Link Library – bibliothèque de liens dynamiques
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138 GLOSSAIRE
DMA Direct Memory Access – accès direct à la mémoire
DOI Depth-Of-Interaction – profondeur d’interaction
EM Expectation Maximization
EPFL École Polytechnique Fédérale de Lausanne
FBP Filtered Back-Projection – rétroprojection filtrée
FDG Fluorodésoxyglucose
FDP Fonction De Probabilité
FFT Fast Fourier Transform – Transformée de Fourier rapide
FIFO First In First Out
FORE FOurier ReBinning
FPGA Field Programmable Gate Arrays – circuit intégré programmable
FWCM Full Width at Cth Maximum – largeur au cième de la hauteur
FWHM Full Width at Half Maximum – largeur à mi-hauteur
FWTM Full Width at Tenth Maximum – largeur au dixième de la hauteur
FZJ ForschungsZentrums Jülich – centre de recherche de Jülich
GATE Geant4 Application for Tomographic Emission
GEANT GEometry ANd Tracking
GSO Oxyorthosilicate de gadolinium (Gd2SiO5)
GUI Graphical User Interface–interface utilisateur graphique
IIHE Interuniversity Institute for High Energies – Institut Inter-Universitaire pour les
Hautes Énergies
IN2P3 Institut National de Physique Nucléaire et de Physique des Particules
IPHE Institut de Physique des Hautes Énergies
IRM Imagerie par Résonance Magnétique
LabVIEW Laboratory Virtual Instrumentation Engineering Workbench
LED Light Emitting Diode – Diode électroluminescente
LGPL GNU Lesser General Public License
LGSO Oxyorthosilicate de lutétium et de gadolinium (Lu1.8Gd0.2SiO5)
LHC Large Hadron Collider
LIP Laboratório de Instrumentação e Física Experimental de Partículas – laboratoire d’ins-
trumentation et de physique expérimentale des particules
LMF List Mode Format – format événementiel
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LOR Line Of Response – ligne de réponse
LPHE Laboratoire de Physique des Hautes Énergies
LSO Oxyorthosilicate de lutétium (Lu2SiO5)
LuAP Lutétium aluminium perovskite (LuAlO3)
LuYAP Orthoaluminate de lutécium et d’yttrium (Lu1−xYxAlO3)
LY Light Yield – rendement lumineux
LYSO Oxyorthosilicate de lutécium et d’yttrium (Lu1−xYxSiO5)
MaPMT Multianode PhotoMultiplier Tube – tube photomultiplicateur multianode
MLEM Maximum Likelihood Expectation Maximization
Mo Mega octet
MRI Magnetic Resonance Imaging
MSRB MultiSlice ReBinning
NaI Iodure de sodium
NEC Noise Equivalent Count – taux de coïncidences effectif
NECR Noise Equivalent Count Rate – taux de coïncidences effectif
NI National Instruments
OSEM Ordered Subset Expectation Maximization
PARAPET PARAllel PETscan system
PET Positron Emission Tomography – tomographie par émission de positons
phoswich Contraction de phosphor sandwich
PID Proportional-Integral-Derivative controller – régulateur à action proportionnelle
intégrale dérivée
pixel Contraction de picture element – unité de base d’une image en deux dimensions
PMT PhotoMultiplier Tube – tube photomultiplicateur
RDM Radioactive Decay Module
RF Random Fraction – fraction de coïncidences fortuites
SF Scatter Fraction – fraction de coïncidences diffusées
SPECT Single Photon Emission Computed Tomography – tomographie par émission mono-
photonique
SSRB Single Slice ReBinning
STIR Software for Tomographic Image Reconstruction
TDM TomoDensitoMétrie
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TEMP Tomographie par Émission MonoPhotonique
TEP Tomographie par Émission de Positons
TOF Time-Of-Flight – temps de vol
UCBL Université Claude Bernard de Lyon
UMR Unité Mixte de Recherche
VI Virtual Instrument – instrument virtuel
voxel Contraction de volume element – unité de base d’une image en trois dimensions
VUB Vrije Universiteit Brussel
YAP Yyttrium aluminium perovskite
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