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I. INTRODUCTION
Large scale systems demonstrate a rich spectrum of complex behaviour. From a control systems perspective, spatially distributed systems offer a dif•cult control challenge because of their distributed nature, non-linearity, and high order. Furthermore, manipulation of the network states may require simultaneous control actions in different parts of the system and may need transients through several operating regimes to achieve the desired operation. In addition the lack of accurate and computationally ef•cient model-based techniques for large, spatially distributed systems results in complications in controlling the system,disturbance rejection or changing the operational regimes of the system. these facts brings the need to use reduced models of the system, in order to improve the numerical stability and reduce the computational efforts in the model predictive control applications. As chemical industries keep growing and competition becomes tougher, more challenging task have to be performed to rise and survive into the global market. Since the requirements and quality of products has to improve in chemical industries, optimal control strategies must be implemented, because is the rely option to operate a chemical plant within the optimal productivity point with minimization of material and energy costs. Anyway, the greater the chemical plant the harder is the control. So, the control in large scale and networked systems is very dif•cult to perform. Through the optimal multivariable control strategies that exist, the one that is well studied in literature is the Model Predictive Control (MPC), because is an optimal control strategy that can handle constrains into the control problem. MPC can also manage the strong interaction between the states in large scale and networked systems, a particular characteristic in multivariable control that is dif•cult to handle. Within MPC state of art, there is one of special interest, since the process could become unstable because of a feedforward control law, MPC can not assure stability, but when an in•nite horizon is use with the MPC formulation with a linear model, stability can be demonstrated [1] . Few formulations of MPC can assure stability ( [1] , [2] , [3] , [4] ), and most of them only can if the optimization problem is feasible. But the in•nite horizon MPC case, stability is assured if the linear model is stable. In this paper the linear model used for the chemical plant is too big to get a feasible solution for the control problem, so, in order to skip the numerical problem, a model reduction by means of Hankel norm is applied, obtaining a solution that can control the whole plant.
II. CHEMICAL PLANT
The complete chemical process is composed by three chemical reactors type CSTR (Continuous Stirred Tank Reactor) that are called R1, R2 and R3, three non reactive binary distillation columns called C1, C2 and C3 and two recycle streams called RC1 and RC3. Figure 1 gives a Process Flow Diagram (PFD) that helps to understand the following detailed description. It must be clear for the reader that this chemical plant case presents only dynamics related with the material balance, the energy and momentum dynamics are not considered as relevant issues here. A fresh stream of A and the recycle streams RC1 and RC3 are fed to R1 where the reaction represented by (1) with a kinetic constant k 1 is carried out. This step produces a main intermediate product D and a byproduct C. The ef uent from R1, assumed as an ideal mixture, is fed to C1 where it is separated in: top products rich in A and B called RC1, and bottom products rich in C and D. At this point the stream RC1 is fed again to R1 and the bottom stream is fed to C2. In C2, the byproduct C and the intermediate process D are separated. The top products with high concentration of C are byproducts that are removed from the process. The bottom products with high concentration of D are fed to R2. In R2 there is a fresh stream of E fed along with the bottom ef•uent from C2 and a new chemical reaction represented by (2) is carried out with a kinetic constant k 2 . The products and the material without reacting from R2 pass to R3 to reach a higher conversion. Although the reaction in R2 is the same of R3, in R3 the kinetic constant is k 3 that may be different of k 2 due to effects of temperature and agitation. Then the ef•uent from R3 is fed to C3. In C3 the ef•uent from R3 is separated in bottom products with high concentration of F which is the interesting product, and top products with high concentration of B. This high B concentration stream is called RC3 and is fed again to R1.
The process variables considered in this work will be discriminated in the following groups:
• Controlled Variables (CV):This process has 8 controlled variables depicted in Figure 1 .
This process has 9 manipulated variables depicted in Figure 1 .
A. Process Models
The proposed model for the chemical plant case is based on rst principles, the basic material balances lead the equations describing the dynamic behaviour. This model was proposed by Scattollini [5] .
1) Dynamic model of the reactors: Consider a chemical reactor and assume that:
• all the energy phenomena are negligible • the hydraulic phenomena are all at the steady state • there is perfect mixing inside the reactor; The mass balance of the i-th component inside the reactor is then given by (3) .
where q I j as the volumetric •ow rate of the j-th input, c I ji as the concentration of the i-th component in the j-th input •ow rate, V as the reactor volume, c i as the concentration inside the reactor of the i-th component, q O j as the volumetric •ow rate of the j-th output, c O ji as the concentration of the i-th component in the j-th output •ow rate, n i as the number of input components, n 0 as the number of output components, n r as the number of reacting components and k as the reaction constant.
Assuming that inside the reactor there are n components, the model will be described by a system of n differential equations besides one more equation describing the hydraulic equilibrium, that is shown by ( 4) .
Finally, note that the dynamic model previously derived can be expressed in terms of molar fractions x i , instead of concentrations c i by de ning(5).
Then, with an obvious meaning of symbols, the dynamic equations can be written as (6) shows.
and nally (7) shows the relation among molar fractions.
2) Dynamic model of the distillation columns: The simpli ed model of the tray distillation column here considered assumes that it is composed by ve sections: 
.,N );
• α ij relative volatility of the i-th component with respect to the j-th component (i; j = 1,...,N ). Straightforward computations allow to conclude that the relation among the liquid and the vapor molar fractions is given by the set of linear equations shown in (8) .
where,
The mathematical model of the column is derived under the fundamental assumption that the energetic phenomena are negligible, so that only mass balance equations are used. Moreover, the following simplifying hypothesis are introduced.
• The pressure inside the column is constant • The vapor ow rate V can be directly manipulated (the reboiler has no dynamics) • The liquid (R) and vapor (V ) ow rates are constant inside the column • The hydraulic dynamics is negligible with respect to the dynamics of the concentrations • The vapor hold-up on the trays is negligible with respect to the liquid hold-up; • The Murphee ef!ciency is constant for any (i-th) component and any (j-th) tray, as (9) and (10) show (the user can modify the ef!ciency in order to make more real the process).
The mass balance for any tray and for any i-th component is: 1) Static balance of the ow rates at the condenser:
2) Static balance of the ow rates at the reboiler:
3) Dynamic balance at the reboiler:
4) Dynamic balance in the stripping section:
5) Dynamic balance at the feed tray:
6) Dynamic balance in the enriching section:
7) Dynamic balance at the condenser:
where The complete model of a distillation column with N p trays is then described by (11) to (17) , written for any component, besides the additional (8), (9) and (10).
III. MODEL REDUCTION: HANKEL NORM
From a mathematical and system theoretical point of view, Hankel norm reductions are among the most fancy sort of model reduction procedures that exist today. It is one of the very few model approximation procedures that produce optimal approximate models according to some well-de•ned criterion that we will introduce below.
A. The Hankel norm
The Hankel norm of a system G = (A, B, C, D) ∈ H ∞ is de•ned by:
where
The Hankel norm tells how much energy can be transferred from past inputs into future outputs through the system G. The Hankel norm of a system is easily computed. In fact, it turns out to be equal to the maximal Hankel singular value which is de•ned as follows [6] :
where W and M is the reachability and observability gramian de•ned as,
The Hankel-norm model reduction problem is de•ned as:
Given an n-th order stable system G, nd a k-th order stable system G k so as to minimize the Hankel norm of the error G − G k H .
The algorithm to •nd the reduced order model by means of Hankel norm can be seen at [6] . For the chemical plant we achieve to reduce the original system from 203 to 20 states.
IV. MODEL PREDICTIVE CONTROL OF THE CHEMICAL

PLANT
Model Predictive Control (MPC) is a control strategy where a •nite or in•nite horizon open-loop optimal control problem is solved on-line at each sampling time using the current state of the plant as the initial state, in order to get a sequence of future control actions from which only the •rst one is applied to the plant. The fact of solving on-line an optimization problem where common plant constraints are included, makes MPC different from conventional optimal control which uses a precomputed control law [7] . MPC has been widely adopted by the industrial process control community and implemented successfully in many applications. First of all, the MPC algorithms can handle in a very natural way constraints on both process inputs (manipulated variables or control actions) and process outputs values (controlled variables), which often have a signi•cant impact on the quality, effectiveness and safety of the production. Additionally, the MPC controllers can take into account the internal interactions within the process, thanks to the multivariable models on which they are typically based. This makes the MPC algorithms a quite suitable option for multivariable process control.
A. In nite Horizon Model Predictive Control [8]
A modelling approach frequently adopted in model predictive controller (MPC) considers a discrete-time state-space model in incremental form [9] . The model in incremental form can be represented in the following way:
is the disturbance increment and V 1 , V 2 are transformation matrices. In the state equation de•ned in (22), the state component x s corresponds to the integrating poles produced by the incremental form of the model, and x d (k) = x(k) corresponds to the system modes. For stable systems, it is easy to show that when the system approaches steady state, component x d tends to zero. P is a diagonal matrix with components corresponding to the poles of the system. The cost of the in•nite horizon MPC considered here can be de•ned as follows:
where e(k + j) = y(k + j) − r(j); y(k + j) is the output prediction at time instant k +j made at time k, r is the desired output reference, p is the control horizon, Q ∈ ℜ ny×ny and R ∈ ℜ nu×nu are positive de•nite weighting matrices, δ k ∈ ℜ ny is a vector of slack variables and S ∈ ℜ ny×ny is assumed positive de•nite. Observe that each slack variable refers to a given controlled output. Weight matrix S should be selected such that the controller tends to zero the slacks or at least minimize them depending on the number of inputs, which are not constrained. The controller that is based on the minimization of the above cost function corresponds to the MPC [9] for the outputtracking case. Most of the in•nite horizon controllers reduce to •nite horizon controllers by de•ning a terminal state penalty Q. For the cost de•ned in (23) such a terminal penalty is computed by the following Lyapunov equation :
Since an in•nite horizon is used and the model de•ned in (22) has integrating modes, terminal constraints must be added to prevent the cost from becoming unbounded. Hence constraints can be written as follows:
T with the terminal penalty and the cost de•ned in (23) the control optimization problem of the extended in•nite horizon MPC can be formulated as:
V. SIMULATION RESULTS
The chemical plant main product is the condensed F, that is why the concentration has to be maintained high, but in certain cases the speci•cation of the product has to change. In order to prove the control strategy, a reference set point change is programmed. The experiment consists in a set point change for the condensed F concentration at 100 hr of simulation, the process time last 300 hr. A second experiment is presented; the distillated A concentration is changed, so the centralized control must maintained the other variables in the set point, 
VI. CONCLUSIONS
In this paper it is shown how model reduction by means of Hankel norm can be used for deriving reduced order model for the chemical plant composed by three chemical reactors type CSTR and three non reactive binary distillation columns and with this model a in•nite Horizon MPC controller has been designed. The control and optimization problem becomes very tractable if the model can be reduced a small number states. Finally in spite of the big number of states, the linearization and the dramatic reduction of the order by means of Hankel norm, the controller has an acceptable performance. However, if larger disturbances are applied to the chemical plant, the behaviour of the MPC controllers may not be as good as it has been thus far. This is due to the differences between the nonlinear model and linear model and consequently the reduced order model. 
