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ABSTRACT
The dynamics of many biological processes rely on an interplay between spatial
transport and chemical reactions. In particular, spatial dynamics can play a critical
role in the successful functioning of cellular signaling processes, where as basic a prop-
erty as cell shape can significantly influence the behavior of signaling pathways. The
inside of cells is a complex spatial environment, filled with organelles, filaments and
proteins. We investigate the question of how cell signaling pathways function robustly
in the presence of such spatial heterogeneity for the most basic of chemical signals.
Due to the noisy environment of a cell, particle-based stochastic reaction-diffusion
models are a widely used approach for studying such cellular processes, explicitly
modeling the diffusion of, and reactions between, individual molecules. However, the
computational expense of such methods can greatly limit the size of chemical systems
that can be studied. To overcome this challenge, we rigorously derive coarse-grained
deterministic partial integro-differential equation models that provide a mean field ap-
proximation to the particle-based stochastic reaction-diffusion model. Relationships
vi
between the mean field models and standard reaction-diffusion partial differential
equation models are further investigated for general biochemical reaction systems.
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1.1 Stochastic Reaction-Diffusion Problems
Spatial dynamics can play a critical role in the successful functioning of cellular
signaling processes, where as basic a property as cell shape can significantly influence
the behavior of signaling pathways (Neves et al., 2008a; Giese et al., 2018). Idealized
one-dimensional (Muñoz-Garćıa et al., 2009b), spherical (Giese et al., 2018; Hat et al.,
2011; Kazmierczak and Lipniacki, 2010) or planar (Siokis et al., 2018) geometries are
commonly used in mathematical models of the cell, with the cytosol represented as
an empty region of fluid (Neves et al., 2008a; Muñoz-Garćıa et al., 2009b; Giese et al.,
2018). Despite the simplicity of the representation of the plasma membrane and/or
cytosolic space, the study of spatial signaling dynamics within mathematical models
has provided key insights into the function of many biological pathways, including
cyclic AMP signaling in neurons (Neves et al., 2008a), T cell synapse formation
through T cell receptor signaling (Siokis et al., 2018), B cell activation through kinase-
receptor interactions (Hat et al., 2011), and general protein kinase signaling (Muñoz-
Garćıa et al., 2009b; Giese et al., 2018; Kazmierczak and Lipniacki, 2010). For
example, changes in idealized cell shapes can induce significant changes in the timing
of signal propagation and the size of concentration gradients across the cytosol (Giese
et al., 2018). How real cellular geometries can affect biological processes remains an
open problem. We begin to approach this problem from a simple model, one or
more signals’ propagation from cell membrane to nucleus with inactivation effects,
2
and study how the inactivation and cellular geometry can affect the signaling time
statistics.
Many biochemical systems, such as cellular signaling, gene expression, etc, are
more complicated and typically involve a large number of molecules and chemical
reaction channels. Both spatial heterogeneity and fluctuations need to be taken ac-
count. Particle-based stochastic reaction-diffusion (PBSRD) models are a widely used
approach for studying such processes, explicitly modeling the diffusion of, and reac-
tions between, individual molecules. It is common to use Monte Carlo simulations to
numerically solve PBSRD models due to their high dimensionality. However, those
methods become computationally expensive when the number of molecules in the
system is too large. One approach to overcoming this challenge is to use more coarse-
grained mathematical models that accurately capture the dynamics of the underlying
PBSRD model in appropriate physical regimes. Deterministic and stochastic partial
differential equation (PDE/SPDE) models are often postulated as coarse-grainings
of PBSRD models in certain large-population or thermodynamic limits where the
population size becomes unbounded but species concentrations are held fixed. How-
ever, for the PBSRD models commonly used in biological modeling, e.g. the volume
reactivity model and the contact reactivity model, there is limited rigorous work iden-
tifying and proving the existence of such deterministic coarse-grained limits (i.e. law
of large numbers). This motivates us to rigorously derive a mean field coarse-grained
model to approximate the PBSRD model as a large-population limit. Finally, we
investigate how the mean field model relates to or differs from existing deterministic
reaction-diffusion PDE models.
3
1.2 Geometry effects on signal propagation
To better understand the first problem, how real cellular geometries can affect bio-
logical processes, we consider the simplest possible model for signal propagation from
the cell membrane to the nucleus; the release of one or more activated proteins from
the inner cell membrane, and their diffusion throughout the cytosol until they first
reach the nuclear membrane. As the classical picture of signal propagation to the nu-
cleus typically involves large pathways of many chemically reacting molecules (such
as the MAPK pathway (Muñoz-Garćıa et al., 2009b)), this model may seem overly
simplified. However, a number of proteins are known to be activated at the cell mem-
brane and then directly translocate to the nucleus (Liu et al., 2018; Lim et al., 2014).
For example, in Notch signaling the extracellular domain of Notch receptor can in-
teract with ligands, leading to release of NICD (Notch intracellular domain) from the
plasma membrane into the cytosol. NICD then translocates to the nucleus where it
can regulate gene transcription (Liu et al., 2018; Lim et al., 2014). More generally,
studying signals that correspond to the diffusive propagation from cell membrane to
nucleus of individual proteins provides a first step towards understanding how cellular
substructure might influence the dynamics of more complicated signaling pathways.
Using segmented reconstructions of organelle geometry obtained by soft X-ray
tomography (SXT) imaging, we study how the presence of organelle barriers modifies
the time needed for diffusing molecules to reach the nucleus in comparison to the
time required within an empty cytosol. As signaling molecules diffusing through
the cytosol can not persist indefinitely, we next investigate how signal inactivation
might influence the search process. This creates a competition where the diffusing
signal may be inactivated or degraded prior to reaching the nuclear membrane. We
study how the strength of signal inactivation can modulate statistics of the first
passage time (FPT) for an individual molecule to reach the nucleus, conditional on
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it reaching the nucleus before inactivation. It is shown that if the total signal (i.e.
number of molecules) that ultimately reach the nucleus is held constant, increasing
the inactivation rate leads to signal sharpening. We also find that signal inactivation
can provide robustness to the presence of organelle barriers, significantly reducing
the difference between the average arrival time of molecules that successfully reach
the nucleus in geometries containing organelle barriers, from the time in geometries
containing an empty cytosol.
1.3 Particle-based stochastic reaction-diffusion models
In order to study more complicated biochemical systems inside a cell, we need math-
ematical models or numerical methods that are both accurate and efficient. PBSRD
models are appropriate for studying chemical systems in cells containing up to hun-
dreds of thousands to millions of molecules, over timescales of days. They are more
macroscopic descriptions than millisecond-timescale quantum mechanical or molec-
ular dynamics models of a few molecules (Shaw et al., 2009), but more microscopic
descriptions than deterministic 3D reaction-diffusion PDEs for the average concen-
tration of each species of molecule.
One PBSRD model that has been widely used to study biological processes is the
volume reactivity (VR) model of Doi (Teramoto and Shigesada, 1967; Doi, 1976a;
Doi, 1976b). In this model positions of individual molecules are typically represented
as points undergoing Brownian motion. Bimolecular reactions between two reactant
molecules occur with a probability per unit time based on their current positions (Doi,
1976a; Doi, 1976b). Unimolecular reactions are typically assumed to represent inter-
nal processes, and as such are modeled as occurring with exponentially distributed
times based on a specified reaction-rate constant.
Due to their mathematical complexity and high dimensionality, PBSRD models
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are almost entirely studied by Monte Carlo simulation approximating the underlying
stochastic process of molecules diffusing and reacting. This is often computationally
expensive, particularly in systems with large populations for which the dynamics are
well-approximated as deterministic. To solve this problem, we rigorously derive a
mean field model as a coarse-grained approximation to the PBSRD models in the
following.
1.3.1 Mean field model
Our work begins with formulating the dynamics of the diffusing and reacting molecules
as measure-valued stochastic processes (MVSPs). These processes describe the evo-
lution of the concentration fields of each chemical species as a sum of δ functions in
each molecule’s position. A weak formulation of the dynamics of these processes is
then derived, giving the action of the processes on an arbitrary test function. The
subsequent equations for the time-evolution of the pairing between a test function and
the MVSP then involve both continuous noise processes that account for the diffusion
of individual molecules, and state-dependent Poisson-random measures that encode
the timing and occurrence of chemical reactions between molecules. We establish in
a simplified, but representative, case that the MVSP is equivalent to the commonly
used Doi Fock Space representation for the forward equation of the VR model.
We then investigate the large population limit of the MVSP dynamics in which
the initial number of molecules of each chemical species becomes unbounded, but the
concentrations of each species are held fixed. The latter can be achieved by con-
sidering molar concentrations, and treating Avogadro’s number and/or the domain
volume as a large “system size” parameter. As we work in free space, here we consider
the limit where Avogadro’s number can be considered a large parameter. Such limits
are typically considered one of the primary physical regimes in which PDE or SPDE
models for biological systems arise as physical approximations to the underlying pro-
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cess of molecules diffusing and reacting (Arnold and Theodosopulu, 1980; Shean Lim
et al., 2019; Helfmann et al., 2019).
To rigorously determine the limit of the VR model, we will generalize the mar-
tingale problem approach for studying solutions to stochastic differential equations
developed by Stroock and Varadhan (Ethier and Kurtz, 2009; Stroock and Varad-
han, 2007) to our weak MVSP representation. Adaptations of this method have been
successfully used to study large-population limits in stochastic models for population
dynamics, evolutionary dynamics, interacting particle systems, and financial mod-
els (Giesecke et al., 2013; Giesecke et al., 2015; Dai Pra and den Hollander, 1996;
Dai Pra and Tolotti, 2009; Delarue et al., 2015; Inglis and Talay, 2015; Moynot and
Samuelides, 2002; Sompolinsky et al., 1988). We first identify a macroscopic system
of partial integro-differential equations (PIDEs) whose solution corresponds to the
large population limit of the MVSP, and then rigorously prove the convergence (in a
weak sense) of the MVSP to this solution.
To illustrate our result, consider the special case of the reversible reaction A +
B  C reaction. Let γ denote a system size parameter (i.e. Avogadro’s number,
or in bounded domains the product of Avogadro’s number and the domain volume).
We assume all molecules move by Brownian Motion in Rd, with species-dependent
diffusivities, DA, DB and DC respectively. Let Kγ1 (x, y) = K1(x, y)/γ denote the
probability per time an individual A molecule at x and B molecule at y can react,
with m1(z|x, y) giving the probability density that when the A and B molecules react
they produce a C molecule at z. We define Kγ2 (z) = K2(z) and m2(x, y|z) similarly
for the reverse reaction. Finally, denote by A(t) the stochastic process for the number
of species A molecules at time t, and label the position of ith molecule of species A
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at time t by the stochastic process Q
A(t)










corresponds to the stochastic process for the the molar concentration of species A at
x at time t. We can similarly define Bγ(x, t) and Cγ(x, t). In this work we study
the large population (thermodynamic) limit where γ → ∞ and Aγ(x, 0) converges
to a well defined limiting molar concentration field (with similar limits for the molar
concentrations of species B and C). We prove, in a weak sense, that as γ →∞,
(Aγ(x, t), Bγ(x, t), Cγ(x, t))→
(












K2(z)m2(x, y|z)C(z, t) dy dz.








K2(z)m2(x, y|z)C(z, t) dy dz.





K1(x, y)m1(z|x, y)Ā(x, t)B̄(y, t) dx dy. (1.3.1)
This mean field limit is a system of nonlocal reaction-diffusion partial-integro
differential equations (PIDEs), and we subsequently call these PIDEs the mean-field
model (MFM). Related nonlocal reaction-diffusion PIDE models to our MFM have
been introduced and studied for a variety of physical applications, including for models
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of population dynamics, evolutionary dynamics, and neuronal dynamics (Ninomiya
et al., 2017; Crevat et al., 2019; Segal et al., 2013; Furter and Grinfeld, 1989; Shi et al.,
2020; Pal et al., 2019; Gourley and Britton, 1996). Our result is new as a rigorous
derivation and also distinguished in the generality of the considered chemical reaction
systems, the range of spatial reaction rate kernels, and the variety of reaction product
placement measures that are allowed.
Our main result of Chapter 3, Theorem 3.4.3, establishes this rigorous limit for the
VR PBSRD model of general chemical reaction systems involving first and second or-
der reactions. To simplify the (already detailed) exposition, we impose one constraint,
assuming that the reaction network structure is such that the total concentration of
molecules in the system has a strict upper bound. Theorem 3.4.3 therefore does not
cover reaction systems containing reactions that can lead to unbounded population
growth, ruling out creation reactions like ∅ → A and A → 2A. We note, however,
that our basic approach should still be adaptable to such systems, but would require
the introduction of a stopping time for when the total population of molecules reaches
some threshold. This is similar to one approach used for proving the classical large-
population limit of non-spatial stochastic chemical kinetic systems (Anderson and
Kurtz, 2015a).
1.3.2 Relationships between the mean field models and standard reaction-
diffusion partial differential equation models.
Reaction-diffusion partial differential equations (PDEs) are often used to model the
average or large-population dynamics of systems of reacting and diffusing particles
at a macroscopic level. Standard mass-action-based reaction-diffusion PDE models
(subsequently SM for standard model) in the form of Eq. (4.1.2) in Section 3.1,
are extensively used in modeling studies, for example (Erban et al., 2007b; Muñoz-
Garćıa et al., 2009a; Neves et al., 2008b). They can be formally obtained from
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classical mass-action ODE models for chemical reactions (Gillespie, 2000) by adding
a diffusion operator (or more generally a second order elliptic operator) to model
spatial transport. However, such a formulation does not capture the detailed spatial
reaction mechanisms described in more microscopic PBSRD models (Teramoto and
Shigesada, 1967; Doi, 1976a; Doi, 1976b), which has a mean field limit as we just
derived to a MFM, with a general form of Eq. (4.1.1) in Section 3.1. In contrast to
the SM, the nonlocal MFM retains the detailed spatial reaction mechanisms of the
underlying PBSRD model.
We show that the SM can be interpreted as an asymptotic approximation to the
more general MFM when the underlying reactive interaction kernels are averaging
and short-range. In particular, we prove that the solution to the MFM converges
to the solution of the SM for such kernels as the kernel’s width approaches zero.
The convergence is proven to be second order in the approximation parameter that
captures the kernel width, see Theorem 4.2.1. We also demonstrate by numerical
simulations the convergence as the kernel width approaches zero of the MFM to the
SM, show how well the MFM and SM agree with the average concentration fields of
PBSRD models, and demonstrate that when the reactive interaction distance between
two particles is not sufficiently ”small” the SM may provide a poor approximation
to either the MFM or mean concentration fields of the PBSRD models.
To illustrate our result, again consider the special case of the multi-particle A +
B  C reaction. Denote by A(x, t), B(y, t), C(z, t) the molar concentration fields
for species A, B, C. The commonly used SM is a more formally derived system of
reaction-diffusion PDEs and for this reversible example is
∂tA(x, t) = D1∆xA(x, t)− κ1A(x, t)B(x, t) + κ2C(x, t),
∂tB(y, t) = D2∆yB(y, t)− κ1A(y, t)B(y, t) + κ2C(z, t),
∂tC(z, t) = D3∆zC(z, t)− κ2C(z, t) + κ1A(z, t)B(z, t). (1.3.2)
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The corresponding MFM in this example is Eq. (1.3.1) in a form of nonlocal
reaction-diffusion PIDEs. Let us rename
(
Ā(x, t), B̄(x, t), C̄(x, t)
)
= (Aε(x, t), Bε(x, t), Cε(x, t)) ,
to explicitly put the dependence of the reactive width parameter ε in the solutions of
MFM. Our result, Theorem 4.2.1, establishes that when the kernels and placement
measures have averaging forms,
(Aε(x, t), Bε(x, t), Cε(x, t)) = (A(x, t), B(x, y), C(x, t)) +O(ε
2), ε→ 0.
This demonstrates that we may interpret the SM as an approximation to the rigorous
MFM when reactive interactions are short-range.
To illustrate the applicability of our MFM, we also use it to study two biologically
interesting examples in Section 4.2.3. One is a pattern formation example, the Baras-
Pearson-Mansour (BPM) Model and we show that the MFM is able to approximate
the steady state statistics of PBSRD whereas the SM cannot. Another example
is to study how the diffusivity and molecular reach influence the T cell signaling
potency for different reactive kernels. The MFM is able to show the same steady
state qualitative switch-like behavior as the PBSRD.
1.4 Outline of this thesis
The thesis is organized as follows. In Chapter 2, we study how organelle barriers
influence the most basic of chemical signals; the diffusive propagation of an activated
protein from the cell membrane to nucleus. In particular, in Section 2.1, we introduce
the mathematical models to characterize the basic signaling process and calculate the
time (FPT) statistics at which the protein first reaches the nuclear membrane surface.
We implement numerical experiments in real B cell cellular domains to demonstrate
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our findings. In Section 2.2, we show that organelle barriers slow the propagation
of a signal from the cell membrane to nucleus, while increasing variability in arrival
time for signals initiated at different locations. In Sections 2.3 and 2.4, we find that
inactivation filters out molecules undergoing longer searches, reducing variability in
signal arrival time and can sharpen the signal reaching the nuclear membrane. Finally
in Section 2.5, we show that inactivation can provide robustness with respect to
cellular substructure in the time for a signal to reach the nucleus. Model applicability
and conjectures on how the geodesic distances relate to the FPT are discussed in
Section 2.6. Details of the numerical methods and B cell domain reconstruction from
soft X-ray tomographic imaging of cells is explained in Section 2.7. Supplemental
tables, figures and proofs of theorems are provided in Appendix A.
In Chapter 3, we rigorously derive the mean field limit of the particle-based
stochastic reaction diffusion models. In Section 3.1 we describe the problem in more
mathematical terms, introducing basic notation for specifying chemical reaction sys-
tems, for describing system state as a MVSP for the (number) density of particles in
the system, and for representing reactant (product) configuration spaces that encode
possible positions of individual reactant (product) particles involved in a reaction.
In Section 3.2 we define reaction kernels specifying the probability per time a reac-
tion involving specific reactants can occur. For each reaction type we also specify
placement measures. These give the probability density that product particles of a
reaction between one or more reactants are placed at specific positions. We then
introduce the stochastic equation describing the evolution of the empirical measure
(MVSP) of the chemical species in path space. In Section 3.3 we summarize the basic
assumptions we make about the form of the reaction rate functions and product place-
ment measures. In Section 3.4 we present our main result, Theorem 3.4.3, describing
for general reaction networks the evolution equation satisfied in the large-population
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limit by the empirical measures for the molar concentration of each species. We also
present a number of illustrative examples showing the derived large-population limit
for specific chemical systems. In Section 3.5 we prove that the MVSP formulation we
study is equivalent to the more commonly used Fock-space (i.e. Kolmogorov forward
equation) representation popularized by Doi (Doi, 1976a; Doi, 1976b), focusing on the
simplified case of the reversible A + B  C reaction. Finally, in Section 3.6 we give
the proof of Theorem 3.4.3. The appendix includes proofs of a number of technical
estimates as well as the existence, uniqueness and regularity statement for the for-
ward Kolmogorov equation of the A + B  C reaction system studied in Section 3.5.
Supplemental proofs of lemmas and theorems are provided in Appendix B.
In Chapter 4, we investigate the problem how reaction-diffusion PDEs approx-
imate the large-population limit of stochastic particle models. In Section 3.1 we
introduce the additional notations and assumptions. In Section 4.2 we present our
main result, Theorem 4.2.1, on the approximation of the MFM by the SM as the bi-
molecular reactive interaction distance ε→ 0. In addition, we also present a number
of numerical studies that demonstrate the (rate of) convergence of the MFM to the
SM as ε → 0 (when both exist), and illustrate how well the MFM and SM mod-
els agree with the underlying PBSRD model for varying values of ε. Our numerical
results first demonstrate in several simple systems the theoretical findings that the
SM is the short (bimolecular) interaction-range limit of the MFM, see Section 4.2.2.
We then explore several biologically-motivated examples, see Section 4.2.3, where the
MFM correctly captures essential behavior of the underlying particle-based stochas-
tic system, but the SM sometimes fails to do so (or it is not immediately clear how to
even define the SM). These illustrate the utility in using a rigorously derived-MFM
for both model formulation when the SM is not clear, and as a means of assessing
the accuracy of the SM. Section 4.3 proves local well-posedness of the MFM and
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the SM models. Section 4.4 discusses global well-posedness of the MFM for specific




Geometry Effects on Signaling
propogation
For a chemical signal to propagate across a cell, it must navigate a tortuous environ-
ment involving a variety of organelle barriers. In this chapter, we study mathematical
models for a basic chemical signal, the arrival times at the nuclear membrane of pro-
teins that are activated at the cell membrane and diffuse throughout the cytosol. We
demonstrate that signal inactivation, a fundamental component of all signaling path-
ways, can provide robustness in the signal arrival time in two ways. Increasing rates
of signal inactivation reduce variability in the arrival time, while also dramatically re-
ducing the degree to which organelle barriers increase the arrival time (in comparison
to a cell with an empty cytosol).
2.1 Mathematical Model
We consider the time required for a protein to diffuse from the cell membrane to the
nuclear membrane. Let N denote the nucleus of the cell, with ∂N denoting the nuclear
membrane. Similarly, we let C denote the cytosol of the cell, with ∂C denoting the cell
membrane. We assume the cytosol may be filled with a collection of closed subvolumes
corresponding to organelles, denoted by O, with boundary surfaces ∂O. Fig 2·1a
shows a slice plane through a 3D soft X-ray tomography (SXT) reconstruction of a
human B cell illustrating such geometries, with Fig. 2·1b showing a 3D reconstruction
identifying the nucleus, cytosolic organelles, and the cytosol.
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(a) (b) (c)
Figure 2·1: Soft X-ray tomography (SXT) imaging of human B cells. (a)
One 2D image plane within a 3D SXT reconstruction of a B cell. The corre-
sponding 3D reconstruction is subsequently labeled as Bcell1 in simulations.
Pixel intensity corresponds to linear absorption coefficient (LAC), a measure
of the local density of organic material (Larabell and Nugent, 2010; McDer-
mott et al., 2009). Larger LAC values are shown in lighter colors. The bright
white band corresponds to the glass capillary in which the cryo-preserved cell
was contained. (b) 3D SXT reconstruction of a human B cell with cutaway
to show segmented organelles: heterochromatin (blue), euchromatin (green),
mitochondria (beige), Golgi (purple) and endoplasmic reticulum (ER) (red).
Bulk cytosol is shown in gray, with the cell membrane given by the outer
boundary of the cytosol. In our mathematical model, the nucleus, N , is
given by the set of voxels with labels corresponding to components of the
nucleus (e.g. euchromatin and heterochromatin in this image). Cytosol, C,
is given by voxels rendered in gray, while all other (colored) voxels outside
the nucleus are labeled as organelles, O. (c) Organelle label field values for
voxels within the cell in the image plane shown in (a). Here free cytosolic
space corresponds to the regions in yellow, and voxels outside the cell are
not shown.
We assume a molecule is initially activated at the cell membrane, and diffuses
throughout the cytosolic space until it first reaches the nuclear membrane. Both the
cell membrane and organelle surfaces are assumed to be reflecting barriers to the
molecule’s diffusion. Denote by D = 10(µm)2s−1 the diffusivity of the molecule, and
by p(x, t) the probability density the molecule is located at position x within C at
time t. η(x) will denote the unit outward normal to a surface at x. p(x, t) then
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satisfies the diffusion equation
∂p
∂t
(x, t) = D∆p(x, t), x ∈ C,
p(x, t) = 0, x ∈ ∂N,
∇p(x, t) · η(x) = 0, x ∈ ∂O or ∂C,
p(x, 0) = g(x), x ∈ C ∪ ∂C.
(2.1.1)
Note, in the following we assume the initial position of the molecule is located on
the inner surface of the cell membrane, so that g(x) is zero away from ∂C. The
Dirichlet boundary condition on ∂N in (2.1.1) encodes that the protein is instantly
absorbed upon reaching the nuclear membrane, allowing us to study statistics of
diffusing protein’s arrival time at the nuclear membrane.
Let T denote the random time at which the protein first reaches the nuclear
membrane surface. The survival probability that the protein has not yet reached ∂N
at time t is then given by











∇p(x, t) · η(x)dA(x), (2.1.2)
where dA(x) denotes the surface area measure at x ∈ ∂N . Knowing f(t), we can






Our representations of cellular geometry are derived from 3D SXT reconstructions,
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see Materials and Methods, for which the label field identifying organelles is provided
as a Cartesian grid of cubes with mesh-width h, see Fig. 2·1. To simulate the time
required for the protein to traverse the cytosol we therefore discretize (2.1.1) onto this
grid, generating a system of ODEs we solve numerically. Let Ch denote the collection
of mesh voxels that are labeled as being cytosol, with Nh those that are labeled as
being within the nucleus, and Oh those within organelles. We label the individual
voxels within the cytosol by Ch = {Vi}Mi=1, and let N (Vi;Ch) denote the indices of
the subset of the six Cartesian grid nearest-neighbors of voxel Vi that are within the
cytosol. N (Vi;Nh) will similarly denote the indices of the subset of the six Cartesian
grid nearest-neighbors of Vi that are within the nucleus. For xi denoting the centroid




(xi, t) = D(∆hph)(xi, t), Vi ∈ Ch
ph(xi, 0) = gh(xi), Vi ∈ Ch,
(2.1.3)












and gh(xi) denotes the initial condition in the semi-discrete model.
This semi-discrete model corresponds to approximating the continuous Brownian
motion of the particle in C by a continuous-time random walk of the molecule hopping
between nearest-neighbor voxels of Ch.
If we denote by Th the corresponding random time for the protein to first reach a
voxel that is labeled as being within the nucleus, we have the corresponding survival
probability,





with analogous definitions for the pdf fh(t) and averages, 〈w(Th)〉, as above.
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Physiological No ER No Organelles
Bcell1 Mean 0.7070 0.2721 (2.6) 0.2499 (2.8)
Bcell1 Median 0.4054 0.1393 (2.9) 0.1335 (3.0)
Bcell1 STD 0.8472 0.3561 0.3173
Bcell1 CV 1.1983 1.3086 1.2695
Table 2.1: Statistics of Th, the random time to reach the nucleus in Bcell1.
The diffusing molecule is assumed to initially be randomly distributed on
the cell membrane, ∂Ch. Here STD denotes standard deviation and CV
denotes the coefficient of variation (the standard deviation divided by the
mean). Values in parenthesis denote the ratio of the physiological value to
the corresponding no ER or no organelle values. See Table A.1 for statistics
in Bcells 2 and 3.
In the remainder, unless stated otherwise time will be reported in units of seconds,
and distance in units of µm.
2.2 Organelle barriers slow the propagation of a signal from
the cell membrane to nucleus, while increasing variability
in arrival time for signals initiated at different locations
We begin by numerically solving (2.1.3) to investigate how the presence of organelles
as reflecting barriers influences statistics of the time required for the diffusing protein
to reach the nuclear membrane. Let ∂Ch denote the collection of voxels within the
free cytosol, Ch, that border the exterior of the cell, with |∂Ch| denoting the volume
of this set of voxels. Note, this collection of voxels corresponds to a thin region of
cytosol bordering the cell membrane. In the semi-discrete model, we will approximate
starting the protein uniformly distributed on the inner surface of the cell membrane





, Vi ∈ ∂Ch,
0, else.
(2.2.1)
In Fig. 2·2a we show the survival probability Sh(t) from Bcell1, the reconstruction
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shown in Fig. 2·1 (results from two additional cell reconstructions, labeled Bcell2 and
Bcell3, are shown in SI Figures A·1 and A·2). We consider three cases, the physiolog-
ical data where voxels corresponding to organelles within the cytosol are inaccessible
(labeled “physiological”), a modified geometry where voxels corresponding to the en-
doplasmic reticulum (ER) are added back into the collection of cytosolic voxels the
protein can diffuse through (labeled “no ER”), and a modified geometry where all
voxels within cytosolic organelles are added back into the collection of cytosolic vox-
els the protein can diffuse through (labeled “no organelles”). This latter geometry
corresponds to the cytosol filling all space between the cell membrane and the nuclear
membrane. In Fig. 2·2a we observe that the presence of organelle barriers dramatically
increases the time required for the protein to reach the nuclear membrane (shifting
the survival probability curve upwards), with the primary contribution to this shift
arising from the barrier provided by the ER. Table 2.1 shows that the corresponding
mean and median times to reach the cell membrane change similarly. For Bcell1, the
presence of the ER as a barrier accounts for most of the the time required to reach
the nucleus; removing the ER decreases the median of Th by almost a factor of three.
In Figs. 2·2b-e we examine how the time to reach the nucleus varies when the
diffusing molecule is started at different points on the cell membrane. Let u(x)
denote the mean first passage time (MFPT) to diffuse from x ∈ C to the nuclear
membrane. u(x) then satisfies (Gardiner, 1996)
∆u(x) = − 1
D
, x ∈ C
u(x) = 0, x ∈ ∂N
∇u(x) · η(x) = 0, x ∈ ∂O or ∂C.
In practice, we solve a discretized version of this PDE that gives the corresponding
MFPTs on our Cartesian grid arising from the imaging data. Let uh(xi) denote the
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MFPT to reach the nucleus from xi, which satisfies the linear system of equations
(∆huh)(xi) = − 1D , Vi ∈ Ch. (2.2.2)
Fig. 2·2b plots uh(xi) over the cytosolic voxels bordering the cell membrane (∂Ch)
in the physiological case, while Fig. 2·2c shows the case with no organelles (i.e. an
empty cytosol). We see that the presence of organelles significantly slows the MFPT
to the nucleus for most points bordering the cell membrane. Not surprisingly, loca-
tions closest to the nucleus (left side) generally have smaller MFPTs than locations
far from the nucleus (right side). Fig. 2·2e shows that the distribution of MFPTs,
{u(xi)}Vi∈∂Ch , across the cytosolic voxels bordering the cell membrane is much flat-
ter and broader when organelles are present as barriers (green, physiological case) in
comparison to an empty cytosol (purple, no organelles case). Moreover, examining
the ratio of these MFPTs in the physiological case to the no organelle case, Fig 2·2f,
we find that at almost all locations the presence of organelle barriers increases the
MFPT by a factor of two or more.
In conclusion, we observe that organelle barriers can substantially hinder the
diffusion of molecules across the cytosol, significantly increasing the time required to
reach the nuclear membrane, and increasing the variability of this time over cytosolic
voxels bordering the cell membrane when comparing signals initiated at different
points (Fig. 2·2f). While our discussion has focused on Bcell1, we observe similar
qualitative behavior in Bcell2 and Bcell3, see SI Figures A·1 and A·2.
2.3 Inactivation filters out molecules undergoing longer searches,
reducing variability in signal arrival time
Activated signaling molecules cannot diffuse throughout the cytosol of cells searching
for the nuclear membrane indefinitely. Whether by degradation mechanisms, or inac-
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tivation mechanisms (such as phosphorylation or dephosphorylation), cellular signals
will eventually be terminated. From the perspective of a diffusing signaling molecule
this creates a competition between the search for the nuclear membrane and the in-
activation process. We now examine how the interplay between these two processes
can modulate the timing at which activated signals reach the cell membrane.
We consider the simplest possible mechanism for modeling signal inactivation,
assuming the diffusing molecule can now also be inactivated with probability per
time λ. Let pλ(x, t) denote the probability density the diffusing molecule is still
activated and within the cytosol at time t. pλ then satisfies
∂pλ
∂t
(x, t) = D∆pλ(x, t)− λpλ(x, t), x ∈ C,
pλ(x, t) = 0, x ∈ ∂N,
∇pλ(x, t) · η(x) = 0, x ∈ ∂O or ∂C,
pλ(x, 0) = g(x), x ∈ C ∪ ∂C.
(2.3.1)
Note that pλ(x, t) = e
−λtp(x, t), so that p0(x, t) = p(x, t), the solution to the diffusion
equation (2.1.1).
We are interested in statistics of the exit time through the nuclear membrane, Tλ,
conditioned on the protein actually reaching the nuclear membrane before inactivation
(i.e. the event that Tλ < ∞). The probability per time that the diffusing molecule




∇pλ(x, t) · η(x) dA(x) = e−λtf(t) (2.3.2)
where f(t) = f0(t) denotes the probability per time to reach the nuclear membrane in
the absence of degradation, given by (2.1.2). With these definitions, the probability
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the molecule reaches the nuclear membrane before inactivation is







Denoting the conditional cumulative distribution function (CDF) of Tλ by







in SI Section A.1 we prove the following results
Theorem 2.3.1. For all fixed t > 0 and λ ≥ 0, Zλ(t) is a strictly decreasing function
of λ, and Fλ(t) is a strictly increasing function of λ.
This result gives several immediate corollaries, including that
Corollary 2.3.2. Both the conditional MFPT, 〈Tλ〉 := 〈Tλ | Tλ <∞〉, and the con-







, are strictly decreasing with
respect to λ.
That 〈Tλ〉 is decreasing in λ was also shown in (Choudhury and Whitt, 1997) for
probability density functions with the factored form e−λtg(t).
Theorem 2.3.1 and Corollary 2.3.2 together demonstrate that as the inactivation
rate λ is increased, the time for a molecule to reach the nucleus, conditioned on the
molecule actually reaching the nucleus, decreases. The probability any individual
molecule actually reaches the nucleus, Zλ, also decreases as λ increases. In this way
strong signal inactivation will filter out molecules undergoing longer diffusive searches.
To explore how increasing the inactivation rate λ influences statistics of the time
to reach the nucleus, we now study a semi-discrete model defined on the meshes repre-
senting the B cell geometries, and corresponding to a spatial discretization of (2.3.1).
Let pλ,h(xi, t) ≈ pλ(xi, t) denote the probability density that the diffusing molecule
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is located at xi at time t, then
dpλ,h
dt
(xi, t) = D(∆hpλ,h)(xi, t)− λpλ,h(xi, t), Vi ∈ Ch
pλ,h(xi, 0) = gh(xi), Vi ∈ Ch,
(2.3.4)
where pλ,h(xi, t) = e
−λtph(xi, t). Similarly, fλ,h(t) = e
−λtfh(t), so that the probability








For Tλ,h the random time at which the nucleus is reached, the conditional MFPT to
reach the nucleus is then













In Figure 2·3 we consider statistics of Tλ,h when the diffusing molecule is initially
placed randomly on the cell membrane (i.e. the uniform initial condition (2.2.1)).
Fig. 2·3a illustrates Corollary 2.3.2, showing that for each cell 〈Tλ,h〉 is strictly de-
creasing as λ is increased. Similarly, Fig. 2·3c illustrates Theorem 2.3.1, showing
that the probability the molecule reaches the nucleus, Zλ,h, is strictly decreasing as λ








In each B cell the conditional variance is strictly decreasing. In SI Figures A·5, A·6
and A·7 we show that similar results hold when the diffusing molecule’s initial position
is more localized. Here the molecule is initially placed randomly within small patches
of the cell membrane, see SI Section A.2 for details.
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2.4 Inactivation can sharpen the signal reaching the nuclear
membrane
To understand how inactivation can affect signal propagation, we investigate how
the signal reaching the nucleus changes as the inactivation rate λ is increased, but
the number of molecules reaching the nucleus is held fixed. By fixing the number of
molecules (i.e. total signal) that ultimately reach the nucleus, we can investigate how
inactivation influences signal timing without modulating the total signal strength.
Note, to fix the total signal reaching the nucleus requires that an increasing number
of signaling molecules be released from the cell membrane as λ increases.
Consider a deterministic version of (2.3.4). Assume N0 molecules are initially
uniformly distributed across the interior of the cell, and let uh(xi, t) denote the (de-
terministic) concentration of molecules located at xi at time t. We assume uh has
units of number per (µm)3. uh then also satisfies (2.3.4), but with the initial condition
uh(xi, 0) = N0gh(xi), Vi ∈ Ch,
so that uh(xi, t) = N0pλ,h(xi, t). The number of molecules per time that successfully
reach the nucleus is given by the total flux of uh into the nucleus, N0fλ,h(t). Similarly,




fλ,h(t) dt = N0Zλ,h.
We define the signal reaching the nucleus to be the number of molecules per
time that reach the nucleus, given that we assume N molecules overall arrive. N0 is






With this choice, the signal, i.e. number of molecules per time, reaching the nuclear
membrane is then Nfλ,h(t)Z
−1
λ,h.
In Fig. 2·4 we plot the signal reaching the nucleus in Bcell1 as the inactivation
rate is increased. SI Fig. A·8 shows the corresponding signals reaching the nucleus
in Bcell2 and Bcell3. We see a clear sharpening effect as λ increases, with molecules
arriving within an earlier and more localized time window. In this context we can
interpret increasing activation as speeding up the arrival of the signal at the nuclear
membrane.
While the deterministic model shows the window in which the molecules arrive
becomes smaller as inactivation increases, the single-particle stochastic model (2.3.4)
allows us to see how much variation one would have in the number of molecules
that successfully reach the nucleus. We again assume that N0 signaling molecules
are activated uniformly on the interior of the cell membrane, and that the molecules’
dynamics are completely independent. The number of molecules that reach the nucleus
would then be a binomial random variable, N ∼ B(N0, Zλ,h), in N0 with parameter
Zλ,h. The average number of molecules to reach the nucleus would be 〈N〉 = N0Zλ,h,








for λ large. Here we have used that the probability to reach the nucleus, Zλ,h ap-
proaches zero as λ → ∞, see the next section, and approximated the square root in
the numerator by the leading-order term of its Taylor series expansion about Zλ,h = 0.
Keeping N0Zλ,h fixed as the inactivation rate is increased then preserves the expected
number of molecules to reach the nucleus. Moreover, (2.4.1) demonstrates that the
relative variation in the number of molecules that reach the nucleus will be small if
the average number of molecules that reach the nucleus, 〈N〉, is sufficiently large.
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By modulating both the inactivation rate and the number of signaling molecules re-
leased at the cell membrane, a cell can then tune both how localized the signal is in
time, and the noisiness in the number of molecules that successfully reach the nuclear
membrane.
2.5 Inactivation can provide robustness with respect to cel-
lular substructure in the time for a signal to reach the
nucleus
In Fig. 2·5a we plot the ratio of 〈Tλ,h〉 in the physiological case to the no organelles
case. For very small values of the inactivation rate the figure demonstrates that the
presence of organelles can significantly increase the time required for one diffusing
molecule to reach the nucleus. In contrast, as λ increases, for each B cell we see that
the ratio decreases to a value close to one. That is, strong signal inactivation seems
to be able to buffer out the effect of cellular geometry. This comes at the cost of
a significantly decreased probability any individual signaling molecule will reach the
nucleus.
These simulations illustrate that the ratio of the MFPTs between the physiological
and no organelle cases is decreased for sufficiently strong signal inactivation. To
understand the limit to how much strong signal inactivation can buffer out the effect
of organelle barriers in our model, we now examine the large λ asymptotic expansion
of the conditional MFPT, 〈Tλ,h〉. Our goal is to derive an explicit formula for the
asymptotic limit of 〈Tλ,h〉 as λ → ∞ that illustrates the role of the geometry of
the cytosolic space. Our derivation demonstrates how the effect of geometry on the
limiting conditional MFPT arises. Readers interested solely in the derived formula
may skip ahead to (2.5.3).
By (2.3.6), knowing the asymptotic behavior of Zλ,h as λ → ∞ would allow us
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to calculate the behavior of 〈Tλ,h〉. In turn, the behavior of Zλ,h can be calculated
from the integral representation (2.3.5). This will be determined by the short-time
behavior of fh(t) due to the rapid decay of the exponential for large λ. We therefore
begin by examining the behavior of fh as t → 0. We can estimate this short-time
behavior by direct Taylor series expansion using a matrix exponential representation











































To simplify this expression we make use of the relationship between powers of the
discrete Laplacian and geodesic (nearest-neighbor) graph distances.
Recall our assumption that gh(xi) = 0 for all xi 6∈ ∂Ch, and denote by Gh ⊂ ∂Ch
the set of voxels in which gh(xi) 6= 0 (i.e. the support of gh). If the particle is started
randomly placed within the voxels bordering the cell membrane then Gh = ∂Ch,
whereas if the particle is initially started at a fixed point, xi, then Gh = {xi}. Given
a set of voxels V ⊂ Ch, we define d(V , Nh) to be the shortest (integer) graph distance
along a nearest-neighbor path from each voxel in V to first reach a voxel in Nh. Here
by nearest-neighbor we mean the six nearest-neighbors to a given voxel, two from
each of the x, y and z directions. For example, if no voxel in V is within Nh, but
some voxel in V has a nearest neighbor that is within Nh, then d(V , Nh) = 1.
It is from the powers of the discrete Laplacian in (2.5.1) that the role of cytosolic
geometry in the short-time behavior of fh(t) arises, ultimately dictating the large λ
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behavior of 〈Tλ,h〉. As shown in SI Lemma A.1.1, the {Vi ∈ Ch | (∆h)kgh(xi) 6= 0}
will contain no voxels bordering the nucleus until k = d(Gh, Nh)− 1. For any smaller
k, one additional application of the discrete Laplacian then simply moves probability
mass within the cytosol. As such, mass is conserved and we have the following result








for 1 ≤ k ≤ d(Gh, Nh)− 1.






















(xi), as t→ 0.






















In SI Theorem A.1.2 we prove this asymptotic formula holds. Taking logarithmic







, as λ→∞. (2.5.3)
In SI Figure A·4 we show the convergence of 〈Tλ,h〉 to this asymptotic formula as
λ→∞.
Let d(Gh, Nh)phys denote the distance from Gh to the nucleus in the physiological
case, with d(Gh, Nh)n.o. the distance in the no organelle case. Define 〈Tλ,h〉phys and
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, as λ→∞. (2.5.4)
That is, how much the effect of geometry on the search time can be buffered out by
strong inactivation in our model is essentially controlled by how the shortest path
(nearest-neighbor) graph distance from the initial set the particle can be placed in to
the nucleus changes between the physiological and no organelle cases. In particular,
since the voxels within the cytosol in the physiological case are always a strict subset
of those in the no organelles case, we see the ratio is always at least one (in the limit).
In Figure 2·5b we plot the difference between the ratio of the conditional MFPTs
and the derived asymptotic limit in (2.5.4). We see that for each cell the asymptotic
limit is approached as λ → ∞, but that the approach is not always monotonic. In
particular, the asymptotic limit (2.5.4) does not appear to be a rigorous lower bound
for how much the effect of geometry can be buffered out over all possible inactivation
rates.






the ratio of the shortest graph (nearest-neighbor) distances from xi to the nucleus in
the two cases. In particular, if the shortest path distance from xi to the nucleus is
the same in both cases, we find that the effect of organelle barriers on the conditional
MFPT is completely filtered out in the limit of strong signal inactivation.
In SI Section A.2, we show analogous results to Figure 2·5 when the diffusing
molecule is started randomly within small patches of the cell membrane. We see
similar qualitative behavior for statistics of Tλ,h, and for the ratio of 〈Tλ,h〉 in the
physiological to no organelles cases. Note, however, that we observe a variation in
30
how much the effect of geometry can be buffered out as the patch of cell membrane
where the signal is initiated moves about.
2.6 Discussion
Our results demonstrate that organelle barriers to the molecular diffusion of signaling
molecules can significantly slow the propagation of a signal from the cell membrane to
the nucleus. Such barriers also increase the variability in the distribution of times to
reach the nucleus for signals activated at different localized portions of the cell mem-
brane. Strong signal inactivation provides one potential mechanism to both buffer
out the effect of organelle barriers, and to reduce variability in the time at which
signals reach the nucleus. Mechanisms to reduce such variability may be needed to
ensure robust functioning of pathways that involve pulsatile responses. For example,
the relative expression of the pituitary hormones LH and FSH is controlled by the
pulse frequency of extracellular GnRH ligands (Thompson and Kaiser, 2014). Suffi-
cient variability in processing such signals might lead to improper expression levels
through misidentification of the pulse frequency.
As shown in Section 2.4, under the constraint that the expected number of molecules
to reach the nucleus should be fixed at N , the inactivation rate can be adjusted pro-
vided that the initial number of molecules activated at the inner surface of the cell
membrane are varied in a compensating manner. Under these assumptions, Fig. 2·4
demonstrates that the time for a signal to reach the nuclear membrane can be made
arbitrarily small by increasing the inactivation rate. This comes with a clear cost
though; increasing the rate of signal inactivation requires increasing numbers of sig-
naling molecules to be activated at the cell membrane to maintain a fixed number of
molecules that successfully reach the nucleus.
Our conclusions can be generalized in several ways. First, while we focused on
31
the propagation of a signal between the cell and nuclear membranes, our results
should hold more generally for a variety of signal sources and targets within cells.
In more general signaling pathways they should also apply to the most downstream
signaling component, presuming it is not activated right near the nuclear membrane.
Finally, we note that while signaling pathways can involve complicated reaction ki-
netics throughout the cytosol, it may be that in some cases their overall effect can
be approximated as a single signal that propagates throughout the cytosol and is
inactivated on some timescale.
Regime of Model Applicability: It is important to note that the large λ
asymptotic scaling in (2.5.3), and convergence to the ratio (2.5.4), may require rel-
atively large values of λ (on the order of λ between 104 s−1 and 106 s−1 for D =
10 (µm)2s−1, see Figure 2·5b and SI Figure A·4). Molecules that successfully reach
the nucleus would on average arrive on time scales of 10−4s−1 or less, see Figure A·4,
which would not necessarily be expected to be physically plausible in a typical mam-
malian cell. More generally, as λ → ∞ these results rely on the (increasingly)
short-time behavior of the continuous-time random walk model (2.3.4). However,
both the continuous diffusion model (2.3.1) and the continuous time random walk
model (2.3.4) become physically unrealistic as models for the very short-time motion
of a molecule within a cell. Moreover, the very short-time behavior of the semi-discrete
model (2.3.4) and the continuous diffusion model (2.3.1) would not be expected to
agree, since the former only approximates the latter on sufficiently large timescales.
The relative behavior of the two models is illustrated in Fig. A·9 and SI Sec-
tion A.3. There we compare the analytical PDE solution, when the nuclear membrane
and cell membrane are represented as concentric spheres, to the numerical solution of
the corresponding semi-discrete model on a Cartesian grid approximation of the cy-
tosolic region between the spheres. We find that for a mesh spacing of h = 0.0351µm,
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comparable to that of our B cell reconstructions, 〈Tλ〉 and 〈Tλ,h〉 agree exceptionally
well until the asymptotic λ−1 scaling takes over in the semi-discrete model. Then we
see a discrepancy due to the different short-time behavior of the semi-discrete model,
with the λ−1 scaling, and the exact solution to the continuous diffusion PDE, which
exhibits a λ−1/2 scaling, see (A.3.4).
For these reasons the usefulness of understanding the large λ asymptotic behavior
is not in the predicted scaling of 〈Tλ,h〉 (2.5.3), but in the decreasing asymptotic
behavior of the conditional MFPT ratio (2.5.4). This asymptotic limit provides insight
into why, on physiological timescales, we observe a decrease in the effect of organelle
barriers on signal propagation. Namely, signal inactivation filters out the molecules
that would have had to traverse longer paths to get to the nucleus. This reduces
differences between the lengths of paths which molecules that reach the nucleus must
take in the organelle filled, and organelle empty, cell.
Conjectures and Open Problems: For the continuous diffusion model (2.3.1),
let G denote the set on which g(x) 6= 0 (i.e. the support of g(x)). For example, if the
particle is started uniformly on the inner surface of the cell membrane than G = ∂C.






where d(G, ∂N) refers to the shortest path geodesic distance through the cytosol from
the signal initiation location, G, to the nuclear membrane ∂N . We have obtained
partial results to this effect when there are straight line paths from G to ∂N and
the principal curvatures of the nuclear membrane satisfy certain constraints, but the
general case remains an open problem.
The geodesic distance has recently been suggested to also arise in the context of
the first searcher problem. Here one is interested in the average time at which the
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first of N searchers reaches a target as the number of searchers, N , becomes large
(i.e. N → ∞). In (Lawley, 2019) it was suggested that, similar to our observations
for strong signal inactivation, this limit also filters out all but the shortest paths,
with the average time for the first searcher to reach a target scaling like the square
of the geodesic distance. An interesting future question would be to understand the
interplay of these two problems; i.e. the time required for the first of many searchers
to successfully reach a binding target in the presence of strong signal inactivation.
2.7 Materials and Methods
Reconstruction of Cellular Substructure
To reconstruct the locations of organelles and membrane surfaces, we made use of
soft X-ray tomographic (SXT) imaging of cells. For an overview of SXT imaging, we
refer the reader to (McDermott et al., 2009). In this work we used reconstructions
of three human B cells (GM12878 lymphoblastoids) from (Tjong et al., 2016). The
experimental protocol for obtaining these reconstructions was also described in (Tjong
et al., 2016). SXT is similar in concept to medical X-ray CT imaging, but uses soft
X-rays in the “water window,” which are absorbed by carbon and nitrogen dense
organic matter an order of magnitude more strongly than by water (McDermott
et al., 2009). As the absorption process satisfies the Beer–Lambert law, the measured
linear absorption coefficient (LAC) of one voxel of a 3D reconstruction is linearly
related to the density of organic material within that voxel (McDermott et al., 2009).
In practice, SXT reconstructions are able to achieve resolutions of 50 nm or less. For
all reconstructions used in this work, the underlying voxels were cubes with sides of
length 0.03515625µm. Another advantage of SXT is in the minimal preprocessing
of cells that is required before imaging. Cells are cryogenically preserved, but no
segmentation, dehydration, or chemical fixation is necessary. Figure 2·1a shows the
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reconstructed LAC values from one image plane within a 3D SXT reconstruction of
Bcell1.
As discussed in (Do et al., 2015), many organelles have different underlying den-
sities of organic material, and therefore attenuate soft X-rays differently. This is
reflected in their having different LAC values. Exploiting this property, 3D SXT
reconstructions were labeled and segmented in Amira (Stalling et al., 2005), using a
combination of Amira’s automated segmentation tools based on LAC values, followed
by hand segmentation to refine segmentation boundaries (Do et al., 2015). Each un-
derlying voxel within the 3D SXT reconstruction was labeled as belonging to one of
a variety of organelles (heterochromatin, euchromatin, endoplasmic reticulum, mito-
chondria, Golgi apparatus, bulk cytosol, etc.). Figure 2·1c shows one plane of the
resulting label field.
Numerical Solution of Semi-discrete Diffusion Equation (2.1.3)
The semi-discrete diffusion equation (2.1.3) was solved in PETSc 3.7.7 (Balay et al.,
2019; Balay et al., 1997) using the adaptive Runge-Kutta Chebyshev (RKC) method
of (Sommeijer et al., 1998) with both the absolute and relative errors set to 10−8. To
evaluate the solution, ph(x, t), at larger times, it was approximated by a truncated
eigenvector expansion using all terms with eigenvalues having a magnitude less than
one. The corresponding eigenvalues and eigenvectors of the discrete Laplacian (2.1.4)
were calculated in SLEPc 3.7.4 (Hernandez et al., 2005) using the Krylov-Schur solver
with default parameter values and tolerances. For all simulations the decision to
switch from the RKC solver to the eigenvector expansion was made by looking over
the interval 1 < t < 10 for where the two solutions first differed by an absolute error
of less than 10−5 and a relative error of less than .01.
To numerically evaluate the integrals defining statistics such as Zλ,h and 〈Tλ,h〉,
we split them into two pieces. The integral from zero to the time at which the PDE
35
solver switched from the RKC method to the truncated eigenvector expansion, and
the integral from this time to infinity. The first integral was evaluated using the
cumulative trapezoidal rule at the discretization times used in the RKC method. The
second integral was evaluated by analytically integrating the truncated eigenvector
expansion. Within these integrals the probability density function for the molecule









using the numerically computed solutions.
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Figure 2·2: The presence of organelles as diffusive barriers increases the
time required for a diffusing (signaling) molecule to traverse from the cell
membrane to the nuclear membrane. (a) Survival probability, Sh(t), when
the diffusing molecule is started uniformly distributed within a thin region,
∂Ch, of cytosol bordering the inner surface of the cell membrane (2.2.1).
(b) Mean first passage time (MFPT) u(xi) from each voxel within ∂Ch to
reach the nuclear membrane in the “physiological” case that organelles are
present as diffusive barriers. Colorbar gives the MFPT values in seconds,
spatial units are µm. (c) Corresponding MFPTs in the “no organelles” case
that the molecules can freely diffuse everywhere between the cell and nuclear
membranes. Color scale is the same as (b). (d) Volume rendering of the
organelles in Bcell1, with the cell in the same orientation as in (b) and (c)
(but zoomed in). Note, the ER rendering (green) is attenuated to make other
organelles more apparent, and the cell membrane is not shown. Nucleus is
in yellow, mitochondria in cyan, and the Golgi in purple. (e) Distributions
of mean first passage times (MFPTs), {uh(xi)}Vi∈∂Ch , starting from the
same thin region of cytosolic voxels bordering the cell membrane as in (b)
and (c). Note, here the distribution is over the voxels within the region,
illustrating how starting at different initial positions can lead to variation in
the MFPT. For the “No ER” case we use the analogous region when just
the ER is removed. See (2.2.2) for definition of the MFPTs uh(xi). Bin
width is .01 (seconds). (f) Distribution of the ratios of the corresponding
“Physiological” to “No Organelles” MFPTS from (e). This illustrates when
starting from each individual voxel bordering the cell membrane, how much
organelle barriers increase the MFPT to reach the nucleus from that voxel.
37





















































































Figure 2·3: Signal inactivation filters out molecules undergoing longer
diffusive searches, reducing both the average time and variance in the time
at which a molecule reaches nucleus, conditional on the molecule reach-
ing the nucleus before inactivation. The figures show statistics of the con-
ditional first passage time, Tλ,h, to reach the nucleus when the diffusing
molecule is started randomly on the cell membrane (i.e. uniformly dis-
tributed, see (2.2.1)), and the molecule can be inactivated with rate λ. (a)
The conditional mean first passage time (MFPT), 〈Tλ,h〉 (2.3.6). In all cases
we see that 〈Tλ,h〉 is strictly decreasing as λ increases, illustrating Corol-
lary 2.3.2. Fig. A·4 shows an expanded range of λ values, with a logarithmic
scale on the y-axis. (b) The conditional variance of Tλ,h, given by (2.3.7),
is decreasing as λ increases. (c) The probability that the diffusing molecule











Figure 2·4: The signal in Bcell1 that successfully reaches the nuclear
membrane is sharpened as the inactivation rate, λ, is increased. Here signal
denotes the expected rate of arrival of signaling molecules at the nuclear
membrane when the number of arriving molecules overall is N . The expected
rate of arrival is plotted as a function of the time that has elapsed since the
signaling molecules were released uniformly distributed across the interior
of the cell membrane. Note that the total number of arriving molecules
is being held constant in the results plotted here, and this requires that
more signaling molecules be released when λ is greater. This is achieved by
choosing the total number of molecules that are released initially as N0 =
NZ−1λ,h. As explained in Section 2.4, in a deterministic model with this initial
condition, the signal corresponds to the flux (number of molecules per time)
successfully reaching the nucleus (given by Nfλ,h(t)Z
−1
λ,h). For the single-
particle stochastic model (2.3.4), N0 = N = 1 and the signal corresponds
to the first passage time density to reach the nucleus, conditional on the
molecule arriving before inactivation (given by fλ,h(t)Z
−1
λ,h). A similar signal
sharpening effect is observed in Bcell2 and Bcell3, see SI Fig. A·8.
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Figure 2·5: Strong signal inactivation can buffer out the effects of cellular
substructure on the time to find the nucleus. (a) The ratio of the conditional
mean first passage time (MFPT) to reach the nucleus, 〈Tλ,h〉, in the phys-
iological case to the conditional MFPT in the no organelles case decreases
significantly from its initial value as λ increases. For each cell the ratio ap-
proaches a number close to one, indicating that strong signal inactivation
can completely buffer out the effect of cellular substructure on the time to
find the nucleus. (b) Difference of the ratio of 〈Tλ,h〉 shown in (a) from
its asymptotic limit (2.5.4). Note, (b) demonstrates that the slight increase
above one for the ratio (2.5.4) in Bcell1 is just the approach to its asymptotic




Mean Field Limits of Particle-Based
Stochastic Reaction-Diffusion Models
Particle-based stochastic reaction-diffusion (PBSRD) models are a popular approach
for studying biological systems involving both noise in the reaction process and diffu-
sive transport. In this chapter we derive coarse-grained deterministic partial integro-
differential equation (PIDE) models that provide a mean field approximation to the
volume reactivity PBSRD model, a model commonly used for studying cellular pro-
cesses. We formulate a weak measure-valued stochastic process (MVSP) represen-
tation for the volume reactivity PBSRD model, demonstrating for a simplified but
representative system that it is consistent with the commonly used Doi Fock Space
representation of the corresponding forward equation. We then prove the conver-
gence of the general volume reactivity model MVSP to the mean field PIDEs in the
large-population (i.e. thermodynamic) limit.
3.1 Notation and preliminary definitions
We consider a collection of particles with J possible different types. Note, in the
following we will interchangeably use particle or molecule and type or species. Let
S = {S1, · · · , SJ} denote the set of different possible particle types, with pi ∈ S the
value of the type of the i-th particle. In the remainder, we also assume an underlying
probability triple, (Ω,F,P), on which all random variables are defined.
The goal of this paper is to study the process that molecules diffuse in space
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Rd freely and undergo at most L possible different type of reactions, denoted as







where we assume the stoichiometric coefficients {α`j}Jj=1 and {β`j}Jj=1 are non-negative
integers. Let α(`) = (α`1, α`2, · · · , α`J) and β(`) = (β`1, β`2, · · · , β`J) be multi-index
vectors collecting the coefficients of the `th reaction. We denote the reactant and
product orders of the reaction by |α(`)| .=
∑J
i=1 α`i ≤ 2 and |β
(`)| .=
∑J
j=1 β`j ≤ 2,
assuming that at most two reactants and two products participate in any reaction.
We therefore implicitly assume all reactions are at most second order. For subsequent
notational purposes, we order the reactions such that the first L̃ reactions correspond




for ` ∈ {1, . . . , L̃}. We assume the remaining L − L̃ reactions have one or more
product particles.
Let Di label the diffusion coefficient for the ith molecule, taking values in
{D1, D2, . . . , DJ}, where Dj is the diffusion coefficient for species Sj, j = 1, · · · , J .
We denote by Qit ∈ Rd the position of the ith molecule, i ∈ N+, at time t. A particle’s
state can be represented as a vector in P̂ = Rd × S, the combined space encoding
particle position and type. This state vector is subsequently denoted by Q̂it
def
= (Qit, pi).
We now formulate our representation for the (number) concentration, equivalently
number density, fields of each species. Let E be a complete metric space and M(E)






We will frequently have E = Rd. In this case we omit the subscript E and simply
write 〈f, µ〉. For each t ≥ 0, we define the concentration of particles in the system at








where N(t) = 〈1, νt〉P̂ represents the stochastic process for the total number of par-
ticles at time t. To investigate the behavior of different type of particles, we denote
the marginal distribution on the jth type, i.e. the concentration field for species j,
by
νjt (·) = νt(· × {Sj}),




will similarly label the total number of particles
of type Sj at time t.
In addition to having notations for representing particle concentration fields, we





t , S1), · · · , (Q
σ1(N1(t))
t , S1), · · · · · · ,
(Q
σJ (1)
t , Sr), · · · , (Q
σJ (NJ (t))
t , SJ), 0, 0, · · ·
)
(3.1.1)
a state vector of the full particle system. Here, for each type j = 1, . . . , J , the particle
index maps {σj(k)}
Nj(t)
k=1 encode an ordering for particles of species j, Q
σj(1)  · · · 
Qσj(Nj(t)), arising from an (assumed) underlying ordering on Rd. H i(νt) ∈ P̂ will label







t , · · · , Q
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an analogous position-only state vector for type j particles, with H iQ(ν
j
t ) ∈ Rd labeling
the ith entry in HQ(ν
j
t ).
With the preceding definitions, we last introduce a system of notation to encode
reactant and particle positions and configurations that are needed to later specify
reaction processes.
Definition 3.1.1. For reaction R`, define the reactant index space
I(`) = {i = (i(1)1 , · · · , i(1)α`1 , · · · , i
(J)
1 , · · · , i(J)α`J ) | i
(j)
r ∈ N \ {0},
for all 1 ≤ j ≤ J, 1 ≤ r ≤ α`j} = (N \ {0})|α
(`)| .
In describing the dynamics of νt, we will sample vectors containing the indices of
the specific reactant particles participating in a single `-type reaction from I(`). For
i ∈ I(`) a particular sampled set of reactant indices, i(j)r ∈ i will label the rth sampled
index of species type j. Note that when α`j = 0 species j is not a reactant for the
`th reaction, and hence there will be no indices for particles of species j within any
i ∈ I(`).
Definition 3.1.2. For reaction R`, similar to our definition of I(`), we define the
reactant position space
X(`) = {x = (x(1)1 , · · · , x(1)α`1 , · · · , x
(J)
1 , · · · , x(J)α`J ) |x
(j)
r ∈ Rd,





For x ∈ X(`) a sampled reactant position configuration for one individual R` reaction,
x
(j)
r then labels the sampled position for the rth reactant particle of species j involved








be the corresponding volume form on
X(`), which also naturally defines an associated Lebesgue measure.
Definition 3.1.3. For reaction R` with L̃ + 1 ≤ ` ≤ L, i.e. having at least one
product particle, define the product position space
Y(`) = {y = (y(1)1 , · · · , y
(1)
β`1
, · · · , y(J)1 , · · · , y
(J)
β`J
) | y(j)r ∈ Rd,






Analogous to Definition 3.1.1, when β`j = 0 species j is not a product for the `th re-
action, and hence there will be no indices for particles of species j within the product
position space. For y ∈ Y(`) a sampled product position configuration for one indi-
vidual R` reaction, y
(j)
r then labels the sampled position for the rth product particle of









volume form on Y(`), which also naturally defines an associated Lebesgue measure.
Definition 3.1.4. For reaction R`, particle distribution ν =
∑J
j=1 ν
jδSj ∈ M(P̂ ),
corresponding marginal distribution νj ∈ M(Rd) for particles of type j, and i ∈ I(`),
define the `th projection mapping P(`) : M(P̂ )× I(`) → X(`) as

















When reactants with indices i in particle distribution ν are chosen to undergo a re-
action of type `, P(`)(ν, i) then gives the vector of the corresponding reactant parti-
cles’ positions. Note, for simplicity of notation, in the remainder we will sometimes
evaluate P(`) with inconsistent particle distributions and index vectors. In all such
expressions other terms will be zero so that this inconsistency does not matter.
Definition 3.1.5. For reaction R`, particle distribution ν =
∑J
j=1 ν
jδSj ∈M(P̂ ) and
i ∈ I(`), define the effective reactant index sampling space Ω(`)(ν) ⊂ I(`) as









, define the `th reactant measure mapping λ(`)[ · ] : M(P̂ ) → M(X(`)) evaluated at






Definition 3.1.7. For reaction R`, define a subspace X̃(`) ⊂ X(`) by removing all
particle reactant position vectors in X(`) for which two particles of the same species
have the same position. That is
X̃(`) = X(`) \ {x ∈ X(`) |x(j)r = x
(j)
k for some 1 ≤ j ≤ J, 1 ≤ k 6= r ≤ α`j}.
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3.2 Generator and process level description
Let us consider the time evolution of the process νζt =
∑Nζ(t)
i=1 δQ̂it which gives the






denotes the total number of particles at time t and ζ = ( 1
γ
, η) is a
two-vector consisting of a scaling parameter, γ, and a displacement range parameter,
η. In the large population limit we consider γ plays the role of a system size, and is
considered to be large (e.g. Avogadro’s number, or in bounded domains the product
of Avogadro’s number and the domain volume) (Anderson and Kurtz, 2015a). On
the other hand, η is a regularizing parameter allowing us to be able to consider
and rigorously handle delta-function placement measures for reaction products (a
common choice in many PBSRD simulation methods). We will further clarify these
parameters later on, focusing on the (large-population) limit that γ →∞ and η → 0
jointly, denoted as ζ → 0.
To formulate the process-level model, it is necessary to specify more concretely
the reaction process between individual particles. For reaction R`, denote by K
γ
` (x)
the rate (i.e. probability per time) that reactant particles with positions x ∈ X(`)
react. As described in the next section, we assume this rate function has a specific
scaling dependence on γ. Let mη` (y |x) be the placement measure when the reactants
at positions x ∈ X(`) react and generate products at positions y ∈ Y(`). We assume
this placement measure depends on the displacement range parameter η.
Stochastic particle dynamics involve both diffusive motion and chemical reactions.
In describing particle motion we will make use of {W nt }n∈N+ , a countable collection
of standard independent Brownian motions in Rd. To describe a reaction R` with no
products, i.e. 1 ≤ ` ≤ L̃, we associate with it a Poisson point measure dN`(s, i, θ) on
R+×I(`)×R+. Here i ∈ I(`) gives the sampled reactant configuration, with i(j)r labeling
the rth sampled index of species j. The corresponding intensity measure of dN` is
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dθ. Analogously, for each
reaction R` with products, i.e. L̃ + 1 ≤ ` ≤ L, we associate with it a Poisson point
measure dN`(s, i,y, θ1, θ2) on R+×I(`)×Y(`)×R+×R+. Here i ∈ I(`) gives the sampled
reactant configuration, with i
(j)
r labeling the rth sampled index of species j. y ∈ Y(`)
gives the sampled product configuration, with y
(j)
r labeling the sampled position for
the rth newly created particle of species j. The corresponding intensity measure is











The existence of the Poisson point measure follows as the intensity measure is
σ-finite (see Chapter I - Theorem 8.1 in (Ikeda and Watanabe, 2014) or Corollary
9.7 in (Kurtz, 2001)). Let dÑ`(s, i,y, θ1, θ2) = dN`(s, i,y, θ1, θ2) − dN̄`(s, i,y, θ1, θ2)
be the compensated Poisson measure, for L̃ + 1 ≤ ` ≤ L. For any measur-
able set A ∈ I(`) × Y(`) × R+ × R+, N`( · , A) is a Poisson process and Ñ`( · , A)
is a martingale (see Proposition 9.18 in (Kurtz, 2001)). Similarly, we can define
dÑ`(s, i, θ) = dN`(s, i, θ)−dN̄`(s, i, θ), for 1 ≤ ` ≤ L̃. In this case, given any measur-
able set A ∈ I(`) ×R+, we then have that N`( · , A) is a Poisson process and Ñ`( · , A)
is a martingale.
With the preceding definitions, we can formulate a weak representation for the
dynamics of νζt . We consider test functions denoted by f ∈ C2b (P̂ ), which we define












































































































× 1{i∈Ω(`)(νζs−)} × 1{θ1≤Kγ` (P(`)(νζs−,i))}
× 1{θ2≤mη` (y | P(`)(νζs−,i))}dN`(s, i,y, θ1, θ2) (3.2.1)









denotes the total number of molecules at time s) diffuses
with diffusion coefficient Di. When the `th reaction happens for ` = L̃ + 1, · · · , L
(and analogously for ` = 1, · · · , L̃), as directed by the kernel Kγ` , the system loses
reactants particles and gains product particles. The latter are placed according to the
placement measure mη`
(
y | P(`)(νζs−, i)
)
. As such, the particle labeled by i in (3.2.1)
will change dynamically as reactions occur. For this reason, particle positions are
accessed through the use of the state vectors, H i and H iQ, as is also done in structured
population models (Bansaye and Méléard, 2015). The Poisson measures N` are used
to sample the times at which reactions occur, which reactant particles react, and
where reaction products are placed.




is uniformly bounded in time in As-
sumption 3.4.1. The stochastic integral with respect to Brownian motion in (3.2.1)













































































































3.3 Assumptions on reaction functions and placement mea-
sures
In studying the large population limit that γ → ∞, we will constrain our choices of
reaction kernels and placement measures through the following assumptions. Special
cases of our choices include a variety of kernels and placement measures that are
commonly used in modeling and simulation (Doi, 1976b; Erban and Chapman, 2009;
Lipková et al., 2011; Isaacson, 2013; Isaacson and Zhang, 2018; Donev et al., 2018).
Assumption 3.3.1. We assume that for all 1 ≤ ` ≤ L, the reaction rate kernel K`(x)
is uniformly bounded for all x ∈ X(`). We denote generic constants that depend on
this bound by C(K).
Assumption 3.3.2. We assume that for any η ≥ 0, L̃ + 1 ≤ ` ≤ L, y ∈ Y(`)
and x ∈ X(`), the placement measure mη` (y |x) is a probability measure, i.e.∫
Y(`) m
η
` (y |x) dy = 1.
As previously mentioned, we want to allow for placement measures involving delta-
functions. To do so in a mathematically rigorous way we introduced the smoothing
parameter η, through which we can define a corresponding mollifier in a standard
way, as given by Definition (3.3.1):
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Definition 3.3.1. For x ∈ Rd, let G(x) denote a standard positive mollifier and
Gη(x) = η
−dG(x/η). That is, G(x) is a smooth function on Rd satisfying the following
four requirements
1. G(x) ≥ 0,
2. G(x) is compactly supported in B(0, 1), the unit ball in Rd,
3.
∫
Rd G(x) dx = 1,
4. limη→0Gη(x) = limη→0 η
−dG(x/η) = δ0(x), where δ0(x) is the Dirac delta func-
tion and the limit is taken in the space of Schwartz distributions.
The allowable forms of the placement measure for each possible reaction are given
by Assumptions 3.3.3-3.3.6:
Assumption 3.3.3. If R` is a first order reaction of the form Si → Sj, we assume
that the placement measure mη` (y |x) takes the mollified form of
mη` (y |x) = Gη(y − x),
with the distributional limit as η → 0 given by
m`(y |x) = δx(y).
This describes that the newly created Sj particle is placed at the position of the reactant
Si particle.
Assumption 3.3.4. If R` is a second order reaction of the form Si + Sk → Sj, we
assume that the binding placement measure m`(z |x, y) takes the mollified form of
mη` (z |x, y) =
I∑
i=1
pi ×Gη (z − (αix+ (1− αi)y)) ,
with the distributional limit as η → 0 given by
m`(z |x, y) =
I∑
i=1
pi × δ (z − (αix+ (1− αi)y)) ,
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where I is a fixed finite integer and
∑
i pi = 1. This describes that the creation
of particle Sj is always on the segment connecting the reactant Si and reactant Sk




, α1 = 0 and α2 = 1, which corresponds to placing the particle randomly at the
position of one of the two reactants. One common choice is taking I = 1, p1 = 1 and
choosing α1 to be the diffusion weighted center of mass (Isaacson and Zhang, 2018).
Assumption 3.3.5. If R` is a second order reaction of the form Si + Sk → Sj + Sr,
we assume that the placement measure m`(z, w |x, y) takes the mollified form of
mη` (z, w |x, y) = p×Gη (x− z)⊗Gη (y − w) + (1− p)×Gη (x− w)⊗Gη (y − z) ,
with the distributional limit as η → 0 given by
m`(z, w |x, y) = p× δ(x,y) ((z, w)) + (1− p)× δ(x,y) ((w, z)) .
This describes that newly created product Sj and Sr particles are always at the posi-
tions of the reactant Si and Sk particles. p is typically either 0 or 1, depending on
the underlying physics of the reaction.
Assumption 3.3.6. If R` is a first order reaction of the form Si → Sj + Sk, we
assume the unbinding displacement measure is in the mollified form of
mη` (x, y | z) = ρ(|x− y|)
I∑
i=1
pi ×Gη (z − (αix+ (1− αi)y)) ,
with the distributional limit as η → 0 given by
m`(x, y | z) = ρ(|x− y|)
I∑
i=1
pi × δ (z − (αix+ (1− αi)y)) ,
with
∑
i pi = 1. Here we assume the relative separation of the product Sj and Sk parti-
cles, |x− y|, is sampled from the probability density ρ(|x−y|). Their (weighted) center
of mass is sampled from the density encoded by the sum of δ functions. Such forms
are common for detailed balance preserving reversible bimolecular reactions (Isaacson
and Zhang, 2018).
We further assume some regularity of the separation placement density, ρ(r),
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introduced in Assumption 3.3.6:
Assumption 3.3.7. For Assumption 3.3.2 to be true, we’ll need∫
Rd
ρ(|w|) dw = 1.
Since ρ is a probability density and non-negative, this implies the tail estimate∫
r>R
rd−1ρ(r) dr ≤ ε,
which we will use in subsequent calculations.
Finally, to study the large-population limit of the population density measures, we
must specify how the reaction kernels depend on the scaling parameter (i.e. system
size parameter) γ. Motivated by the classical spatially homogeneous reaction network
large-population limit (Anderson and Kurtz, 2015a), we choose
Assumption 3.3.8. The reaction kernel is assumed to have the explicit γ dependence
that
Kγ` (x) = γ
1−|α(`)|K`(x)
for any x ∈ X(`), 1 ≤ ` ≤ L.
When interpreting the scaling parameter γ as Avogadro’s number, or in bounded
domains as the product of Avogadro’s number and the domain volume (Anderson
and Kurtz, 2015b), such scalings can be derived by requiring the formal well-mixed
(i.e. infinitely fast diffusion) limit of the volume reactivity PBSRD model to match
the corresponding classical spatially homogeneous stochastic chemical kinetics model.
See Appendix B.1 for an illustrative example of how the chosen scalings arise in this
case.
Recall that |α(`)| represents the number of reactant particles needed for the `-th
reaction. As we assume |α|` ≤ 2, we obtain three scalings for the three allowable
reaction orders:
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• |α(`)| = 0 corresponds to a pure birth reaction. By Assumption 3.3.8, the
scaling is γ; i.e. a larger system size implies more births. In a well-mixed model
this would imply that as γ and the initial number of molecules are increased, we
maintain a fixed rate with units of molar concentration per time for the birth
reaction to occur.
• |α(`)| = 1 corresponds to a unimolecular reaction. By Assumption 3.3.8, there’s
no rescaling as it’s linear. We assume the rates of first order reactions are
internal processes to particles, and as such independent of the system size.
• |α(`)| = 2 corresponds to a bimolecular reaction. By Assumption 3.3.8, the
scaling of reaction kernel is γ−1. As the system size increases it is harder for
two individual reactant particles to encounter each other.
3.4 Main result and examples













t δSj . µ
ζ,j
t physically
corresponds to the molar concentration field for species j at time t.
For a test function f ∈ C2b (Rd) and for each species j = 1, · · · , J , let us define the
generator
(Ljf)(x) = Dj∆xf(x).









We make two final assumptions before stating our main result. First, to simplify the
analysis we assume the total molar concentration is bounded as ζ → 0:
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≤ C(µ), i.e. is uniformly in time bounded by some constant
C(µ). In the remainder we abuse notation and also denote generic constants that
depend on this bound by C(µ).
Assumption 3.4.1 implies that our main result, Theorem 3.4.3, does not apply
to reaction networks including zero order birth reactions (i.e. reactions of the form
∅→ Si). Similarly, reactions of the form Si → Si + Sk would be excluded since they
also allow the possibility of unbounded population growth. One way to overcome this
limitation would be to introduce a stopping time for when the total molar population
concentration first exceeds C(µ). Convergence up to this stopping time follows by
essentially the same arguments.
Finally, we assume convergence of the initial molar concentrations of each type at
t = 0 as γ →∞:
Assumption 3.4.2. We assume that the initial distribution µζ,j0 → ξ
j
0 weakly as
ζ → 0, where ξj0 is a compactly supported measure, for all 1 ≤ j ≤ J .
We are now ready to state our main result. Let MF (Rd) be the space of finite
measures endowed with the weak topology and DMF (Rd)[0, T ] be the space of cadlag
paths with values in MF (Rd) endowed with Skorokhod topology.
Theorem 3.4.3. (Main result) Given Assumptions 3.3.1-3.3.7 for the reaction ker-
nels and placement measures, and scaling Assumptions 3.3.8, 3.4.1 and 3.4.2, the
sequence of measure-valued processes {(µζ,1t , · · · , µ
ζ,J
t )}t∈[0,T ] ∈ D⊗Jj=1MF (Rd)([0, T ]) is
relatively compact in D⊗Jj=1MF (Rd)([0, T ]) for each j = 1, 2, · · · , J . It converges in
distribution to {(ξ1t , · · · , ξJt )}t∈[0,T ] ∈ C⊗Jj=1MF (Rd)([0, T ]) as ζ → 0, respectively being




















































Remark 3.4.4. Given that weak convergence to a constant implies convergence in
probability, we get that Theorem 3.4.3 actually implies convergence in probability.












where d⊗Jj=1MF (Rd) is the metric for D⊗Jj=1MF (Rd)[0, T ], see for example Section 3.2 of
(Capponi et al., 2020) for an exposition in an analogous situation.
Proof of Theorem 3.4.3. Let πζ be the P−law of (µζ,1, · · · , µζ,J), i.e.
πζ(A) = P
[
(µζ,1, · · · , µζ,J) ∈ A
]
,
for all A ∈ B(D⊗Jj=1MF (Rd)([0, T ])). This means that for all ζ ∈ (0, 1)
2 we have that
πζ ∈M(D⊗Jj=1MF (Rd)([0, T ])).
By the relative compactness of Theorem 3.6.7 we get that every subsequence πζk
has a further sub-sequence πζkm which converges weakly. Lemma 3.6.1 says that any
limit point π of πζkm is such that π = δ(ξ1,··· ,ξJ ) where ξ
j satisfies the evolution equa-
tion (3.4.1). Lemma 3.6.10 proves uniqueness of solutions to Eq (3.4.1). Therefore,
by Prokhorov’s theorem πζ converges weakly to π, where π is the distribution of
(ξ1, · · · , ξJ), the unique solution to (3.4.1). That is to say that (µζ,1, · · · , µζ,J) con-
verges in distribution to (ξ1, · · · , ξJ). Lemma 3.6.6 proves that for each j = 1, · · · , J ,
{ξjt }t∈[0,T ] ∈ CMF (Rd)([0, T ]). This concludes the proof of the theorem.
Remark 3.4.5. If the limiting measures (ξ1t (dx), · · · , ξJt (dx)) have marginal densities
(i.e. molar concentrations) (ρ1(x, t), · · · , ρJ(x, t)), then the marginals must solve the




















































To illustrate our main result, we now present a few examples to illustrate the
limiting PIDEs for basic reaction types:
Example 3.4.6. A system with birth and death reactions for one species, A. Let R1
be the death reaction A→ ∅ with probability per time Kγ1 (x) to happen for a particle
at x. Since R1 involves only one reactant and one species, α11 = 1. As there are no
products, β11 = 0. Let R2 be the birth reaction ∅ → A with constant probability per
time Kγ2 to happen. When one birth event occurs, the position of the new A particle
is sampled from the placement measure m2(x). For R2 there are no reactants, so
α21 = 0. One product A particle is generated, so β21 = 1. There are two types of
reactions in total, L = 2, but reaction R1 has no products so L̃ = 1.
Let the spatial number distribution for particle A at time t be νζ,1t ∈ M(Rd),
with νζt = ν
ζ,1
t δS1 ∈ M(P̂ ). In this example, we would have λ(1)[ν
ζ
t ](dx) = ν
ζ,1
t (dx).


























































× 1{θ1≤Kγ2 } × 1{θ2≤mη2(x)}dN2(s, x, θ1, θ2). (3.4.3)
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If the limiting spatial distributed measure for species A has marginal density ρ(x, t),
by Remark 3.4.5 it must solve the following reaction-diffusion equation in a weak
sense:
∂tρ(x, t) = D1∆xρ(x, t)−K1(x)ρ(x, t) +K2m2(x). (3.4.4)
Remark 3.4.7. Note that Theorem 3.4.3 does not apply to reaction networks in-
cluding zero order birth reactions. However, the above convergence result holds by
the same arguments up to a stopping time under the scaling assumptions in Assump-
tion 3.3.8, the assumption that the placement measure for birth mη2(x) is in L
1(Rd),
and the assumption that mη2 does not depend on η, i.e. m
η
2(x) = m2(x). The product
particle is then most probably placed within a compact subset of Rd.
Example 3.4.8. A system with three species, A, B and C that can undergo the
reversible bimolecular reaction A+B  C. Let R1 be the reaction A+B → C, with
Kγ1 (x, y) the probability per time one A particle at position x and one B particle at
position y bind. Once reaction R1 fires, we generate a new particle C at position z
following the placement measure m1(z|x, y). For R1, the reactants are particle A and
B, so α11 = α12 = 1 and α13 = 0. The product is particle C, so that β11 = β12 = 0,
while β13 = 1.
Let R2 be the reaction C → A + B, with Kγ2 (z) the probability per time one C
particle at position z unbinds. Once reaction R2 fires, we generate a new A particle
at position x and B particle at position y following the placement measure m2(x, y|z).
For R2, the reactant is a C particle, so α21 = α22 = 0 and α23 = 1. The products are
A and B particles, so that β21 = β22 = 1, while β23 = 0.
Let the spatial number distribution for A particles at time t be νζ,1t ∈ M(Rd),
the spatial number distribution for B particles at time t be νζ,2t ∈ M(Rd) and the
spatial number distribution for C particles at time t be νζ,3t ∈ M(Rd). Then ν
ζ
t =
νζ,1t δS1 + ν
ζ,2
t δS2 + ν
ζ,3
t δS3 ∈M(P̂ ). We have that λ(1)[ν
ζ




























































f,−δ(HiQ(νζ,1s− ),S1) − δ(HjQ(νζ,2s− ),S2) + δ(z,S3)
〉
P̂
× 1{i≤〈1,νζ,1s− 〉} × 1{j≤〈1,νζ,2s− 〉} × 1{θ1≤Kγ1 (HiQ(νζ,1s− ),HjQ(νζ,2s− ))}

















× 1{θ1≤Kγ2 (HkQ(νζ,3s− ))} × 1{θ2≤×mη2(x,y|HkQ(νζ,3s− ))}dN2(s, k, x, y, θ1, θ2).
(3.4.5)
If the limiting spatially distributed measures for species A, B and C have marginal
densities (ρ1(x, t), ρ2(x, t), ρ3(x, t)) respectively, by Remark 3.4.5 they must solve the
following reaction-diffusion equations in a weak sense:
∂tρ1(x, t) = D1∆xρ1(x, t)−
∫
Rd









 ρ3(z, t) dz
∂tρ2(y, t) = D2∆yρ2(y, t)−
∫
Rd









 ρ3(z, t) dz
∂tρ3(z, t) = D3∆zρ3(z, t)−K2(z)ρ3(z, t) +
∫
R2d
K1(x, y)m1(z|x, y)ρ1(x, t)ρ2(y, t) dx dy.
(3.4.6)
Example 3.4.9. A system with two species, A and B, that can undergo the reversible
dimerization reaction A+A B. Let R1 be the reaction A+A→ B with Kγ1 (x, y)
the probability per time one A particle at position x and another A particle at position
y bind. Once reaction R1 fires, we generate a new B particle at position z by sampling
from the placement measure m1(z|x, y). For R1, the reactants are two A particles, so
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α11 = 2 and α12 = 0. The product is one B particle, so that β11 = 0 and β12 = 1.
Let R2 be the reaction B → A + A, with Kγ2 (z) the probability per time one B
particle at position z unbinds. Once reaction R2 fires, we generate two new A particles
at positions x and y by sampling from the placement measure m2(x, y|z). For R2, the
reactant is one B particle, so α21 = 0 and α22 = 1. The products are two A particles,
so that β21 = 2 and β22 = 0.
Let the spatial number distribution for A particles at time t be νζ,1t ∈ M(Rd) and





t δS2 ∈M(P̂ ). We have that λ(1)[ν
ζ



























































f,−δ(HiQ(νζ,1s− ),S1) − δ(HjQ(νζ,1s− ),S1) + δ(z,S2)
〉
P̂
× 1{i<j≤〈1,νζ,1s− 〉} × 1{θ1≤Kγ1 (HiQ(νζ,1s− ),HjQ(νζ,1s− ))}

















× 1{θ1≤Kγ2 (HkQ(νζ,2s− ))} × 1{θ2≤mη2(x,y|HkQ(νζ,2s− ))}dN2(s, k, x, y, θ1, θ2).
(3.4.7)
If the spatially distributed measures for species A and B have marginal densities
(ρ1(x, t), ρ2(z, t)) respectively, then from Remark 3.4.5 they must solve the following
reaction-diffusion equations in a weak sense:
∂tρ1(x, t) = D1∆xρ1(x, t)−
∫
Rd










 ρ2(z, t) dz






K1(x, y)m1(z|x, y)ρ1(x, t)ρ1(y, t) dx dy.
(3.4.8)
3.5 Equivalence between measure valued formulation and
forward Kolmogorov equation
In this section, we demonstrate equivalence of the measure-valued stochastic process
formulation (3.2.1) to the forward Kolmogorov equation representation of the volume-
reactivity model popularized by Doi (Doi, 1976a; Doi, 1976b). For ease of notation,
and brevity of presentation, we restrict attention to the special case of the reversible
A+B  C reaction, i.e. Example 3.4.8. Though we do not show here the general case,
we note that this reversible example includes the key complicating components; two-
body particle interactions and changing (total) numbers of particles. It is therefore
illustrative of other reactions that may only involve particle creation (e.g. ∅→ A), or
involve interactions but preserve particle numbers (e.g. A+B → C +D or A→ B).
Denote by Kγ1 (x, y) the probability per time a particle of type A at x and a particle
of type B at y react, and by Kγ2 (z) the probability per time a particle of type C at
z dissociates. We let mη1(z |x, y) be the corresponding placement measure for the
A + B → C reaction, producing a particle of type C at z, given a particle of type A
at x and a particle of type B at y. Similarly, mη2(x, y | z) is the placement measure for
the C → A + B reaction, producing a particle of type A at x and a particle of type
B at y given a particle of type C at z respectively.
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3.5.1 Weak MVSP Formulation for the A + B  C Reaction
The weak MVSP representation is given by (3.4.5).



















































































































(f(x, S1) + f(y, S2)− f(z, S3))×Kγ2 (z)





In Eq (3.5.1), we denote Lf(Q,Sj) = Dj∆Qf , for all j = 1, 2, 3. As we shall demon-
strate soon, this is consistent with what we expect from the forward equation (3.5.2).
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3.5.2 Doi Forward Kolmogorov Equation for the A + B  C Reaction
We use a notation consistent with that introduced by Doi (Doi, 1976a; Doi, 1976b).
Suppose A(t) is the stochastic process for the number of species A particles in the
system at time t, with B(t) and C(t) defined similarly. Values of A(t), B(t) and C(t)
will be given by a, b and c (i.e. A(t) = a). When A(t) = a, we will let Qal (t) ∈ Rd
label the stochastic process for the position of the lth molecule of species A. qal will
denote a possible value of Qal (t). The species A position vector when A(t) = a is then
given by
Qa(t) = (Qa1(t), . . . ,Q
a
a(t)) ∈ Rda.
Similarly, qa will denote a possible value of Qa(t),









b and qc will all be defined analogously. The






With this notation, denote by p(a,b,c)(qa, qb, qc, t) the probability density that
A(t) = a, B(t) = b and C(t) = c with Qa(t) = qa, Qb(t) = qb and Qc(t) = qc. We as-









































with similar relations holding for permutations of the molecule orderings within qb
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Here the bracketed term corresponds to the probability of having a given number of
each species, i.e.











qa, qb, qc, t
)
dqc dqb dqa.
Let P (t) = {p(a,b,t)(qa, qb, qc, t)}∞a,b,c=0 denote the vector of all the probabilities.
The forward equation (see (Isaacson and Zhang, 2018)) is given by the coupled system
of PIDEs that
∂tP (t) = (L+R+ +R−)P (t). (3.5.2)
Here the linear operators L, R+ and R− correspond to diffusion, the forward as-
sociation reaction and the reverse dissociation reaction respectively. The diffusion
operator in the (a, b, c) equation is given by














p(a,b,c)(qa, qb, qc, t), (3.5.3)
where ∆qal denotes the d-dimensional Laplacian acting on the q
a
l coordinate, and ∆qbm
and ∆qcn are defined similarly. (Recall D1, D2, D3 are the diffusivity of species A, B.
and C respectively.) To define the reaction operators, R+ and R−, we introduce
notations for adding or removing a particle from a given state, qa. Let
qa ∪ x = (qa1, . . . , qaa,x) , qa \ qal =
(









which correspond to adding a particle to species A at x, and removing the lth particle
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of species A respectively. With these definitions, the reaction operator for the A+B→
C association reaction in the (a, b, c) equation is
























(a+1,b+1,c−1)(qa ∪ x, qb ∪ y, qc \ qcn, t)dxdy
,
(3.5.4)
while the reaction operator for the dissociation reaction C → A + B in the (a, b, c)
equation is























(a−1,b−1,c+1) (qa \ qal , qb \ qbm, qc ∪ z, t) dz
 .
(3.5.5)
This representation is consistent with the classical second quantization representation
of Doi (Doi, 1976a; Doi, 1976b).
Suppose the initial condition P (0) = P 0 = {p(a,b,c)0 }∞a,b,c=0 is fixed, and we have
(a0, b0, c0) particles of A, B and C respectively at time zero. We consider the evolution







Remark 3.5.1. For the A + B  C reaction, the quantity A(t) + B(t) + 2C(t) =
a0 + b0 + 2c0 is always conserved. For our example, X is therefore a finite sum of
Euclidean spaces over a, b, c ∈ N+ such that a+ b+ 2c = a0 + b0 + 2c0.
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To simplify the calculation of regularity results for (3.5.2) for comparison to the
forward equation, in this section we make
Assumption 3.5.2. We assume the reaction kernel function K(x, y) for the A+B →
C reaction only depends on the separation of two reactant particles, |x− y|, denoted
as K(x, y) = K̃(|x− y|). Furthermore, we assume K̃(|w|) ∈ L2(Rd), w ∈ Rd.
Assumption 3.5.3. We assume the function ρ(|w|), w ∈ Rd, defined in Assump-
tion 3.3.6 for the C → A+B reaction, is in L2(Rd).
Under these two assumptions the following regularity theorem holds, for which
the proof is given in Appendix B.4.
Theorem 3.5.4. Given Assumptions 3.5.2 and 3.5.3, there exists a unique global
mild solution to (3.5.2), P (·) ∈ C([0,∞);H2(X)). That is, P (t) satisfies
P (t) = etLP 0 +
t∫
0
e(t−s)L(R+P (s) +R−P (s)) ds,
with the initial condition P (0) = P 0 ∈ H1(X). Further, if p(a,b,c)0 ≥ 0 for each













































Note, as a+ b+ 2c is conserved, see Remark 3.5.1, the above summation is only over
a finite set of indices.
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3.5.3 Equivalence of the two approaches
Now, we are in position to compare the two approaches as described in Sections 3.5.1
and 3.5.2. For this purpose we have Proposition 3.5.5 and Proposition 3.5.6 whose
proofs are deferred to Appendix B.3.
Proposition 3.5.5. For any M ∈ N, any function ϕ ∈ C∞(RM) and any

























are the same from the weak measure-
valued process representation and the forward Kolmogorov equation. This implies that
these two approaches produce the same statistics.
By Proposition 3.5.5 we know that the measure-valued formulation and the for-
ward Kolmogorov equation yield the same statistics, at least when the statistics in-
volve smooth test functions. We next derive equations for the mean particle spatial
field density of different species at time t in Proposition 3.5.6. Note, Proposition 3.5.6
can be viewed as a special case of the equations derived in Proposition 3.5.5 formally
(which can be made rigorous after introducing appropriate mollifiers) by choosing
M = 1, ϕ = 1 and f1 = δ(x,S1), f1 = δ(y,S2) or f1 = δ(z,S3) respectively for representing
the spatial field density for species A, B, and C. To be rigorous, the proof of Propo-
sition (3.5.6) derives these equations directly from the forward Kolmogorov equation
instead of by generalizing Proposition 3.5.5.
Proposition 3.5.6. Let A(x, t), B(y, t) and C(z, t) denote the spatial field number
density in the particle model at time t for species A at position x, B at position y and
C at position z respectively. Under the assumptions of Theorem 3.5.4, the evolution
equations for their expectations at time t satisfy
∂tE [A(x, t)] = D1∆xE [A(x, t)]−
∫
Rd







E [C(z, t)] dz,
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∂tE [B(y, t)] = D2∆yE [B(y, t)]−
∫
Rd







E [C(z, t)] dz,




m1 (z|x,y)Kγ1 (x,y)E [A(x, t)B(y, t)] dx dy.
(3.5.6)
3.6 Details of the Proof of Theorem 3.4.3
The purpose of this section is to prove the various lemmas and theorems cited in the
proof of our main result, Theorem 3.4.3. Without loss of generality we assume that
L̃ = 0 in this section. The case when L̃ > 0 follows by similar arguments as we now
give in the L̃ = 0 case.
To rigorously determine the large-population limit of the MVSP, we use the mar-
tingale problem approach for studying solutions to stochastic differential equations
developed by Stroock and Varadhan (Ethier and Kurtz, 2009; Stroock and Varadhan,
2007). The proof is organized as follows. In Subsection 3.6.1 we provide the path
level description of µζ,jt , analogous to (3.2.1) for ν
ζ
t , and in Subsection 3.6.2 we derive
equations for its expectation. Assuming that the large-population limit exists, its
identification is presented in Subsection 3.6.3. Then, in Subsection 3.6.4 we prove
that the limit exists by proving that the sequence of measures is appropriately tight.
We conclude in Subsection 3.6.5 by proving that the limit equation has a unique
solution. Collectively, these results imply Theorem 3.4.3.
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3.6.1 Path level description










(dx), j ∈ {1, . . . , J},






































































× 1{i∈Ω(`)(γµζs−)} × 1{θ1≤Kγ` (P(`)(γµζs−,i))} × 1{θ2≤mη` (y | P(`)(γµζs−,i))}
dN`(s, i,y, θ1, θ2), (3.6.1)
for j ∈ {1, . . . , J}.





assumption, which provides exchangeability of the sum and Lebesgue integral.
3.6.2 Taking expectations






















































































































































































































































































` (y|x) dy =









· · ·λ(`)[µζs−](dx) using the definition
of µζ,js (dx) and λ
(`)[ · ] (see Definition 3.1.6), and removing probability zero sets
where two particles with the same type are simultaneously located at the same spa-
tial location (see Definition 3.1.7). Note, by definition the effective reactant index
sampling space Ω(`) (see Definition 3.1.5) orders indices for particles of the same
species. In converting from integrals involving the positions of individual particles
(i.e. δP(`)(γµζs−,i)
(dx)) to integrals involving product measures (λ(`)[µζs−](dx)) we need
to remove the ”diagonal” indices by means of integrating on X̃(`) (see Definition 3.1.7)
and normalizing by the total number of index orderings, (α(`)!).
3.6.3 Identification of the Limit
Inspired by Eq (3.6.2), we expect that if the weak limit, as ζ goes to zero, of the




t · · · , µ
ζ,J
t ) exists and is unique, then it




t , · · · , ξJt ) to





be the corresponding limiting particle distribution on P̂ . Then for each 1 ≤ j ≤ J ,
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Existence of the limit is shown in the tightness Section 3.6.4, while uniqueness is
shown in Section 3.6.5.
Let S be the collection of elements Φ in B(⊗Jj=1MF (Rd)) of the form
Φ(µ) = ϕ (〈f1,µ〉 , 〈f2,µ〉 . . . 〈fM ,µ〉) (3.6.4)
for some M ∈ N, some ϕ ∈ C∞(RJ×M), 〈fm,µ〉 =
(






each {fj,m} ∈ C2b (Rd) for j = 1, · · · , J and m = 1, · · · ,M . Then S separates points
in ⊗Jj=1MF (Rd) (see Chapter 3.4 of (Ethier and Kurtz, 2009) and Proposition 3.3
of (Capponi et al., 2020)). As long as the limiting process exists and is unique, to
identify the limit, it thus suffices to show convergence of the martingale problem for
functions of the form (3.6.4).
For Φ ∈ S of the form (3.6.4), µ := (µ1, µ2 · · · , µJ) ∈ ⊗Jj=1MF (Rd) and µ =∑J
j=1 µ





































We claim that A, which is the generator of the system described by (3.6.3) for 1 ≤
j ≤ J , will be the generator of the limiting martingale problem.
Lemma 3.6.1 (Weak Convergence). For any Φ ∈ S and 0 ≤ r1 ≤ r2 · · · ≤ rW = s <














 = 0. (3.6.6)


























































































× 1{i∈Ω(`)(γµζs−)} × 1{θ1≤Kγ` (P(`)(γµζs−,i))} × 1{θ2≤mη` (y | P(`)(γµζs−,i))}
dÑ`(s, i,y, θ1, θ2), (3.6.8)

































































































































The quadratic variation is therefore uniformly bounded and goes to 0 as ζ → 0
(γ →∞) since f and its partial derivatives are uniformly bounded.































































× 1{i∈Ω(`)(γµζs−)} × 1{θ1≤Kγ` (P(`)(γµζs−,i))} × 1{θ2≤mη` (y | P(`)(γµζs−,i))}
dÑ`(s, i,y, θ1, θ2), (3.6.11)
is the martingale part coming from the stochastic integral with respect to the Poisson
point processes. Here, for simplicity of notation, we let
g`,f,µ
ζ,j
(s, i,y, θ1, θ2)
=















































× 1{i∈Ω(`)(γµζs−)} × 1{θ1≤Kγ` (P(`)(γµζs−,i))} × 1{θ2≤mη` (y | P(`)(γµζs−,i))}, (3.6.12)
which represents the jumps and is uniformly bounded by O( 1
γ
). With some abuse
of notation we shall write g`,f,µ
ζ
for the vector (g`,f,µ
ζ,1

















(s, i,y, θ1, θ2)dÑ`(s, i,y, θ1, θ2).
Now we apply Itô’s formula (See Theorem 5.1 in (Ikeda and Watanabe, 2014)) to









































































































































































































































We now use the Skorokhod representation theorem (Theorem 1.8 in (Ethier
and Kurtz, 2009)) which, for the purposes of identifying the limit and proving
(3.6.6), allows us to assume that the aforementioned claimed convergence of µζt =
(µζ,1t , µ
ζ,2
t · · · , µ
ζ,J
t ) holds with probability one in the topology of weak convergence of
measures. The Skorokhod representation theorem involves the introduction of another
probability space, but we ignore this distinction in the notation. To show (3.6.6), it is
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then sufficient to prove that the left hand side of (3.6.13) goes to zero in probability.
With this goal in mind we proceed with proving convergence in probability to zero
for Λζκ(t) for κ = 1, · · · , 5.






In addition, notice that Λζ1(t) and Λ
ζ
3(t) are square integrable martingales. In fact,























We then have that the left hand side of (3.6.13) goes to zero in probability, concluding
the proof of the lemma.
3.6.4 Tightness
Recall that MF (Rd) denotes the space of finite measures endowed with the weak
topology, and denote by M ′F (Rd) the space of finite measures endowed with the
vague topology. In this section, we prove tightness of the measure-valued processes
{µζ,jt }t∈[0,T ], j = 1, 2, · · · , J on DMF (Rd)[0, T ], the space of cadlag paths with values in
MF (Rd) endowed with Skorokhod topology. Towards this aim, we first show that the
processes {µζ,jt }t∈[0,T ], j = 1, · · · , J, are tight on DM ′F (Rd)[0, T ].
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Tightness in DM ′F (Rd)[0, T ]




}, j = 1, · · · , J , for any
test function f(x) ∈ C20(Rd), which is dense in C0(Rd), are tight in DR[0, T ], see
(Roelly-Coppoletta, 1986). In establishing this we use the Rebolledo Criterion (Joffe
and Métivier, 1986) (Lemma 3.6.4) and the Aldous Condition (Aldous et al., 1978)
(Lemma 3.6.3).
Lemma 3.6.2. For any T > 0 and δ > 0 , there exists constants C and C ′ such that













E[|Af,jτ − Af,jσ |2] ≤ C ′δ2,
for j = 1, · · · , J and Af,j , M f,j follow the definitions (3.6.7), (3.6.8) respectively.





































































From (3.6.7), we obtain
E
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Lemma 3.6.3 (Aldous condition). For any T > 0, ε1 > 0, ε2 > 0, j = 1, 2, · · · , J,
there exists δ > 0 and n0 such that for any sequence (σn, τn)n∈N of pairs of stopping











| ≥ ε2, τn ≤ σn + δ} ≤ ε1.

























+ |Af,jτn − A
f,j
σn |
2] (by Markov inequality)
≤ 2
ε22
(Cδ + C ′δ2) ≤ ε1 (by Lemma 3.6.2 and when δ sufficiently small)





}ζ∈(0,1)2 is tight in DR[0, T ] .




, j = 1, · · · , J are uniformly bounded.
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holds. Combined with the Aldous condition from Lemma 3.6.3, we obtain that, for





in DR[0, T ] by the Rebolledo Criterion (Joffe and Métivier, 1986).
Tightness in DMF (Rd)[0, T ]
By the next Lemma 3.6.5, we’re able to control the mass of measures outside of com-
pact sets so that we can go from tightness in DM ′F (Rd)[0, T ] to tightness in DMF (Rd)[0, T ].
Lemma 3.6.5. There exists a sequence of C2b (Rd) functions {fm(x)}m≥0, in particu-
lar, f0 ≡ 1, such that
fm(x) = 0 when ||x|| ≤ m− 1
fm(x) = 1 when ||x|| > m
0 ≤ fm(x) ≤ 1 when m− 1 < ||x|| ≤ m.
and furthermore, supm≥0 ||fm(x)||C2b (Rd) := supm≥0 supx∈Rd,|α|≤2 |D
αfm(x)| < ∞. For















for all j = 1, 2, · · · , J .
Proof. Following (Jourdain et al., 2012), consider the function ψ(s) = 6s5 − 15s4 +
10s3 ∈ C2([0, 1]). One can check that ψ(0) = 1 − ψ(1) = ψ′(0) = ψ′(1) = ψ′′(0) =
ψ′′(1) = 0. Now we define our functions {fm(x), x ∈ Rd, m ≥ 1} as fm(x) = ψ(0 ∨
(||x||−(m−1))∧1). The derivatives of f ′ms are uniformly controlled by the derivatives
of ψ, thus this choice satisfies our conditions. For any ε > 0, by Assumption 3.3.7,
there exists a large enough integer-valued radius R such that
∫
r>R
ρ(r)rd−1dr < ε. As
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mη` (y |x) dy
 λ(`)[µζs−](dx) ds.
(3.6.15)





























































































+ C2T (ε+ Cη),






























dt+ C2T (ε+ Cη),
(3.6.16)
where C = 2LC(K) (C(µ) ∨ 1), C1 = 2(C ∨ ||fm||C2b (Rd)) and C2 =
2LC(K)C(µ)||fm||C2b (Rd).








. By construction, we always have












), uniformly for each 1 ≤ j ≤ J and for all m based on Eq (3.6.9).
Without loss of generality, let’s consider the subsequence where m is divisible by
R + 1. Then Eq (3.6.16) gives
Y m,ζT













t dt+ C2T (ε+ Cη),
≤ Y m,ζ0 + 2 sup
1≤j≤J
√





t dt+ C2T (ε+ Cη)
( by Jensen’s inequality and Doob’s inequality )




































































































































































































































































































































































The exchange of limits and supremum is allowed as the supremum is taken over the
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finite set {1, · · · , J}. We can get the third line of Eq (3.6.19) from the second line
because of Assumption 3.4.2 that the initial distribution µζ,j0 converges weakly to ξ
j
0,
for all 1 ≤ j ≤ J . Finally, we obtain the limit as zero using Assumption 3.4.2 on
the ξj0’s, i.e. that they are compactly supported. For the second term, Ỹ
0
0 , the initial






is the remainder of exponential
function expansion, which will go to 0 as m → ∞. For the last term, as Ỹ 0T =






is bounded by C(µ), the whole third
term will vanish as m→∞.














is less than an arbitrary small number C2Te
C1T ε, i.e. the limit is zero, for all 1 ≤ j ≤
J .
Let (ξ1t , ξ
2




t , · · · , µ
ζ,J
t )




t , · · · , µ
ζ,J
t )
also denote the corresponding subsequence. Then
Lemma 3.6.6. {ξjt }t∈[0,T ] is continuous process from [0, T ] to both M ′F (Rd) and
MF (Rd) for each j = 1, 2, · · · , J .
Proof. By construction, see for example the proof of Lemma 3.6.1 and in particular















holds for some constant C independent of γ. In addition, by Proposition 5.3 in
Chapter 3 of (Ethier and Kurtz, 2009), the mapping ν 7→ supt∈[0,T ] | 〈f, νt〉− 〈f, νt−〉 |
is continuous on DM ′F (Rd)([0, T ]) for each f ∈ C
2
0(Rd). Then, by Theorem 10.2 in
Chapter 3 of (Ethier and Kurtz, 2009), we obtain as we take ζ → 0, that {ξjt }t∈[0,T ]
is continuous process from [0, T ] to M ′F (Rn). Next, we’ll show that {ξ
j
t }t∈[0,T ] ∈
DMF (Rd)([0, T ]), is a continuous process from [0, T ] to MF (Rd). To this end, we need to
be able to control what happens to the total mass of the measures (see also (Jourdain
et al., 2012)).
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Adapting the notations in Lemma 3.6.5, let’s define compactly supported functions


































by the continuity of the mapping ν 7→ supt∈[0,T ] 〈f, νt〉, giving the first equality, and
monotonicity of fm,r ≤ fm, providing the second inequality.


























































→ 0 almost surely, {ξjt }t≤T is a tight sequence almost surely and
{ξjt }t∈[0,T ] is in CM ′F (Rd)([0, T ]). Due to the latter fact and due to (3.6.22), {ξ
j
t }t∈[0,T ]
is in CMF (Rd)([0, T ]) as well.
Theorem 3.6.7 (Tightness). The measure-valued process {µζ,jt }t∈[0,T ] is tight in
DMF (Rd)[0, T ], for each j = 1, 2, · · · , J .
Proof. Referring to Meleard and Roelly (Méléard and Roelly, 1993), to prove tight-









DR([0, T ]), where note that ξjt is the limit point of µ
ζ,j
t in DM ′F (Rd)[0, T ], which also
lies in CMF (Rd)([0, T ]) by Lemma 3.6.6.
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where on the righthand side of Eq (3.6.23), the first and third term become 0 as a
result of Lemma 3.6.5, while the second term vanishes due to the continuity of the
mapping ν 7→ supt∈[0,T ] 〈1− fm, νt〉 by noting that 1−fm is compactly supported.
3.6.5 Uniqueness of Limiting Solution
We’ve established tightness of the measure-valued processes {µζ,jt }t∈[0,T ], for all 1 ≤
j ≤ J (See Theorem 3.6.7). We now show that the limiting measure is unique.
For a measurable complete metric space E, ν ∈MF (E), define the norm || · ||MF (E)
on MF (E) as
||ν||MF (E) = sup
f∈L∞(E),||f ||L∞≤1
| 〈f, ν〉E |,
which is the variation norm of finite measures. Using density argument, one can show
that this is equivalent to (See step 4 of Theorem 3.2. of (Jourdain et al., 2012))
||ν||MF (E) = sup
f∈C2b (E),||f ||L∞≤1
| 〈f, ν〉E |.
For our purpose, we’ll use test function f ∈ C2b (E). The following two results then
imply uniqueness:
Lemma 3.6.8. Let E = (Rd)n be a product space of Rd, n ≥ 1. Let µ1, · · · , µn ∈
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MF (Rd), ν1, · · · , νn ∈MF (Rd) and ⊗ni=1µi, ⊗ni=1νi be product measures on E. Then


























































The last inequality is due to the assumption that ||f ||L∞(E) ≤ 1 and using the defini-
tion of signed measure norms.
Since Eq (3.6.24) is true for all f ∈ L∞(E), ||f ||L∞ ≤ 1, Lemma 3.6.8 is proved.
Corollary 3.6.9. Let E = (Rd)n be a product space of Rd, n ≥ 1. Let µ1, · · · , µn ∈
MF (Rd), ν1, · · · , νn ∈MF (Rd) and ⊗ni=1µi, ⊗ni=1νi be product measures on E. If there
exists M > 0, such that | 〈1, µi〉 | ≤M and | 〈1, νi〉 | ≤M for all 1 ≤ i ≤ n, then
|| ⊗ni=1 µi −⊗ni=1νi||MF (E) ≤Mn−1
n∑
i=1
||µi − νi||MF (Rd).
Proof. This is a consequence of Lemma 3.6.8 using the fact that 〈1, µi〉 or 〈1, νi〉 are
uniform bounded by M .
Lemma 3.6.10 (Uniqueness). The solution to (3.4.1) is unique in CMF (Rd)([0, T ]).
Proof. Suppose we have two different set of solutions to (3.4.1), {(ξ1t , ξ2t , · · · , ξJt )}t∈[0,T ]
and {(ξ̄1t , ξ̄2t , · · · , ξ̄Jt )}t∈[0,T ], with the same initial condition (ξ10 , ξ20 , · · · , ξJ0 ) =
(ξ̄10 , ξ̄
2
0 , · · · , ξ̄J0 ). In Eq (3.4.1), if we use a test function of the form of ψt(x) ∈












































Let Pj,t, t ≥ 0, be the semigroup generated by Lj, j = 1, 2, · · · , J . Choose ψs(x) =




























×K` (x)λ(`)[ξs](dx) ds. (3.6.26)
From Eq (3.6.26), we obtain the following estimates for
〈





















































































α`i||ξis − ξ̄is||MF (Rd) ds, (3.6.27)





bounded by M for all 1 ≤ i ≤ J . In the second to the last equality of Eq (3.6.27), we























≤ α`j + β`j
α(`)!
C(K).
(here we use the fact that ||Ptf ||L∞ ≤ 1 and
∫
Y(`)
m` (y |x) dy = 1) (3.6.28)































||ξis − ξ̄is||MF (Rd) ds,






t ||MF (Rd) = 0 for all t ∈ [0, T ],
which proves the uniqueness of solution, concluding the proof of the lemma.
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Chapter 4
Relationships between the mean field
models and standard reaction-diffusion
partial differential equation models
Standard reaction-diffusion PDE models ignore the underlying stochasticity of spa-
tial transport and reactions, and are often described as appropriate in regimes where
there are large numbers of particles in a system. In the previous chapter, we proved
the rigorous large-population limit of PBSRD models, showing the resulting mean-
field models (MFM) correspond to non-local systems of partial-integro differential
equations. In this chapter we explore the rigorous relationship between standard
reaction-diffusion PDE models and the derived MFM. We prove that the former can
be interpreted as an asymptotic approximation to the later in the limit that bimolecu-
lar reaction kernels are short-range and averaging. As the reactive interaction length
scale approaches zero, we prove the MFMs converge at second order to standard
reaction-diffusion PDE models. In proving this result we also establish local well-
posedness of the MFM model in time for general systems, and global well-posedness
for specific reaction systems and kernels.
4.1 General Setup and Main Assumptions
In this chapter, we adapt all the notations and basic assumptions from Chapter 3. We
reformulate the dynamics of the MFM in terms of the time evolution of the spatial
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molar concentration field for species j at time t, denoted by ρj(x, t), j = 1, 2, · · · , J .
As summarized in the introduction, in Chapter 3 we proved the coarse-grained large-
population limit of the PBSRD model of particles diffusing and reacting is given by a
coarse-grained system of PIDEs corresponding to our MFM. In contrast to the SM,
the latter accounts for spatially distributed chemical interactions between particles in
a manner that is consistent with the PBSRD model. For a general system of reacting
and diffusing particles with the notation defined above, the derived coarse-grained
MFM is given by the coupled system of (non-local) reaction-diffusion PIDEs

















































where j = 1, . . . , J .
In contrast to the MFM, the standard reaction-diffusion PDE model (SM) used
for modeling the time evolution of chemical concentration fields extends spatially-
homogeneous law of mass action-based ODE models by adding Laplacians to model
molecular diffusion (Erban et al., 2007a; Muñoz-Garćıa et al., 2009b; Neves et al.,
2008a). The SM involves only local chemical interactions, a major simplification from
more-detailed PBSRD models, with reactions occurring based on a spatially uniform
reaction rate constant inherited from the underlying mass-action ODE model. For
reaction R` we denote this constant by κ`. The SM is then the coupled system of
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PDEs








, j = 1, . . . , J.
(4.1.2)
4.1.1 Additional assumptions for MFM
To discuss the connection between the MFM and SM models, we further introduce
a reactive interaction scale parameter ε in the following assumptions on the reaction
kernels and placement measures for the MFM. In the remainder, we will assume ε is a
small parameter compared to macroscopic length-scales over which we are interested
in the dynamics of the concentration fields.
Assumption 4.1.1. We assume that for bimolecular reactions the rate kernels
K`(x, y), x, y ∈ Rd depend only on the separation distance of the two particles.
In particular, we shall write K`(x, y) = K
ε
` (x, y) = K̂
ε
` (x − y) = K̂ε` (y − x),
where K̂ has domain Rd, to indicate this more explicitly, and to indicate the length
scale over which the reaction can occur. We also assume the ε-dependence has the






), with ||K̂1` (w)||L1 = k` and a finite second moment (i.e.




` (w)|w|2 dw =
O(ε2) for all ε. As ε→ 0, we assume that K̂ε` (w)→ k`δ(w) in distribution.
Remark 4.1.2. We previously showed how such ε-scalings arise naturally when cal-
ibrating parameters in the PBSRD model to recover known/measured well-mixed pa-
rameters in the fast diffusion limit (Isaacson et al., 2020). For example, with such





where |Bε(0)| is the volume of d-dimensional ball with radius ε. The scaling can also
be derived from more microscopic polymer models of tethered interactions between




)d e− |w|22ε2 ,
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see (Zhang et al., 2019) for details and references.






), with ||K̂1` (w)||L1 = k` and a finite second moment (i.e. ||K̂1` (w)|w|2||L1 <




` (w)|w|2 dw = O(ε2) as ε→ 0, and K̂ε` (w)→ k`δ(w) in
distribution as ε→ 0, motivating our choices in Assumption 4.1.1.
Assumption 4.1.3. We assume that the unimolecular reaction rate function K`(x),
x ∈ Rd, is a constant i.e. K`(x) = k`. We note that there is no ε dependence in this
case.
Assumption 4.1.4. We assume that for any 1 ≤ ` ≤ L, y ∈ Y(`) and x ∈ X(`),
the placement measure m`(y |x) is a probability measure, i.e.
∫
Y(`) m`(y |x) dy = 1.
Notice that in the case of a reaction with no products, Y(`) = ∅, without loss of
generality, let us assume that
∫
Y(`) m`(y |x) dy = 1 still holds.
If R` is a zeroth order reaction (birth reaction) of the form ∅ → Si, the reaction
rate function is typically assumed to be a constant, K` = k`. In the previous chapter,
we explained how the mean-field large-population limit holds if we assume that the
placement measure m(y), y ∈ Rd for such a birth reaction has compact support. In
biological applications such reactions typically occur within a compact region of R3,
for example the interior of a cell, and as such K` and the placement measure should
be zero outside of the region of interest. To avoid having a spatially varying birth
rate, in the remainder we exclude zero’th order birth processes. We note, however,
that this choice is made to simplify notation and subsequent calculations; nothing in
our analysis fundamentally precludes the incorporation of zeroth order reactions.
Assumption 4.1.5. If R` is a first order reaction of the form Si → Sj + Sk, we
assume the placement measure depends on the separation scale parameter ε and is in
the form
mε`(x, y | z) = ρε(|x− y|)
I∑
i=1
pi × δ (z − (αix+ (1− αi)y)) ,
with
∑
i pi = 1. Here we assume the relative separation of the product Sj and Sk parti-
cles, |x−y|, is sampled from the probability density ρε(|x−y|). Their (weighted) center
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of mass is sampled from the density encoded by the sum of δ functions. Such forms
are common for detailed balance preserving reversible bimolecular reactions (Isaacson
and Zhang, 2018), from which ρε obtains the explicit ε dependence.
We further assume some regularity of the separation placement density, ρε(|w|),
w ∈ Rd, introduced in Assumption 4.1.5:
Assumption 4.1.6. For Assumption 4.1.4 to be true, we require ||ρε||L1(Rd) = 1 for
all ε. When ρε(|w|) comes from a reversible bimolecular reaction that satisfies detailed-
balance, it will have a similar functional form to the bimolecular reaction kernel Kε` (w)




ε(|w|)|w|2 dw = O(ε2).
Note, with the preceding assumptions the placement measure only depends on ε
for dissociation reactions of the form Si → Sj + Sk.
In what follows we rewrite the MFM to make explicit the ε-dependence giving
∂tρ
ε



























































for j = 1, . . . , J .
4.2 Main Results
With the preceding assumptions, we now prove the rigorous relationship between the
MFM and SM models as the reactive interaction scale ε→ 0. Our main theoretical
result is given by Theorem 4.2.1 on the approximation of the MFM, Eq. (4.1.3), by
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the SM, Eq. (4.1.2) as ε → 0. In addition, we present a series of numerical studies
in one and two dimensions to demonstrate the relationship between the two models
and the underlying PBSRD model.
Before proceeding with Theorem 4.2.1, let us briefly discuss the issue of well-
posedness of models Eq. (4.1.1) (equivalently Eq. (4.1.3)) and Eq. (4.1.2). The mild
solution to both models is of the form
ρ(t) = S(t)ρ(0) +
t∫
0
S(t− s)N [ρ](s) ds, (4.2.1)
where ρ(t) = (ρ1(·, t), ρ2(·, t), · · · , ρJ(·, t))T , S(t) is the semigroup generated
by the linear diffusion operator Diag(D1∆x, D2∆x, · · · , DJ∆x), and N [ρ] =
((N [ρ])1 , (N [ρ])2 , · · · , (N [ρ])J)
T represents the nonlinear reaction term. Depending
on the properties of the nonlinear reaction term N [ρ] one obtains local in time well-
posedness, i.e. in some interval [0, T0], or one obtains global in time well-posedness.
In Section 4.3 we discuss local in time well posedness and regularity for both equa-
tions Eq. (4.1.1) and Eq. (4.1.2). In Section 4.4, we discuss under which additional
assumptions on N [ρ] one has global well-posedness. As illustrative examples, in Sec-
tion 4.4 we prove that reaction systems with reactions of the type A + B  C + D
and A + B  C both satisfy the requirements for global well-posedness (the latter
under specific choices for the placement measure).
4.2.1 Approximation theorem
Let Cb,unif (Rd) denote the space of bounded and uniformly continuous functions on
Rd, and denote by C`b(Rd) the space of functions with continuous and uniformly
bounded derivatives on Rd through order `. Our main result is the following theorem
on the convergence of the MFM to the SM as ε→ 0.
Theorem 4.2.1. Let T0 be a time such that the solutions to the SM and MFM
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are uniformly bounded for (x, t) ∈ Rd × [0, T0] and ε. Let ρj(x, 0) = ρεj(x, 0) ∈






Under the assumptions in Section 4.1.1 we have that the solution to Eq. (4.1.3) con-






||ρj(x, t)− ρεj(x, t)||L∞ = O(ε2).
Remark 4.2.2. One can find such a T0 in Theorem 4.2.1 by a contraction mapping
approach as in Section 4.3, or choose any T0 <∞ for particular reaction systems for
which global well-posedness holds with appropriate uniform estimates. Systems of the
form A + B  C + D or A + B  C are shown to have such global well-posedness
estimates in Section 4.4. More generally, whether T0 can be chosen arbitrarily large
will depend on the global well-posedness of the MFM and the SM for a particular
reaction network. As we describe in Section 4.4, the construction of such a global
well-posedness theory for general reaction systems is a still an open problem.
Proof. By taking the difference of the mild solution to Eq. (4.1.3) and Eq. (4.1.2) for
any species j, 1 ≤ j ≤ J , we have that
ρj(x, t)− ρεj(x, t)
= etDj∆x
(

























































`(y | x̃) dy




Using that ||etDj∆xf ||L∞ ≤ ||f ||L∞ for all t ≥ 0 and f ∈ L∞(Rd), we have that































− κ` × ΠJk=1Π
α`k

















`(y | x̃) dy
(ΠJk=1Πα`ks=1ρεk(x̃(k)s , τ)) dx̃







From now on, and also in Lemma C.1.3 and Lemma C.1.4, we will use the follow-
ing notations for generic constants. Using the assumed uniform boundedness of the













||ρεj(x, τ)||L∞ ∨ sup
τ∈[0,T0]
||ρj(x, τ)||L∞} <∞.







||ρεj(x, τ)||C1b (Rd) ∨ sup
τ∈[0,T0]
||ρj(x, τ)||C1b (Rd)} ≤ C1, (4.2.6)
for some constant C1 depending only on C, supj=1,··· ,J ||ρj(x, 0)||C1b (Rd) and T0. Simi-



















for any fixed τ ∈ (0, T0] and some (other) constants C2 and C3 only depending on C,
supj=1,··· ,J ||ρj(x, 0)||C1b (Rd) and T0.
Using the estimates from Lemma C.1.3 and Lemma C.1.4, Eq. (4.2.3) becomes
||ρj(x, t)− ρεj(x, t)||L∞
































||ρj(x, τ)− ρεj(x, τ)||L∞
)
dτ. (4.2.9)
Applying Gronwall’s Lemma we have
max
j=1,··· ,J


























4.2.2 Numerical Comparison for Reversible A+B  C Reaction
In order to illustrate Theorem 4.2.1 and further investigate the connections between
the SM and the MFM, we numerically solved the reversible A + B  C reaction
using each of the PBSRD model, the SM, and the MFM. The PDEs and PIDEs
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for the SM and MFM were solved in MATLAB with periodic boundary conditions
on both the interval [0, L], and the square [0, L] × [0, L]. The stochastic process
associated with the PBSRD model was numerically solved by discretization to a jump
process via the Convergent Reaction Diffusion Master Equation (CRDME) (Isaacson,
2013; Isaacson and Zhang, 2018), which was then sampled using the Gibson-Bruck
stochastic simulation algorithm (Gibson and Bruck, 2000). Due to the computational
expense of the PBSRD model in the large-population limit, we only solved it for the
one-dimensional problem with periodic boundary conditions on [0, L].
Let us denote by A(x, t), B(y, t), C(z, t) the concentration fields for species A, B, C
respectively in the SM, Eq. (1.3.2). Similarly, we denote by Aε(x, t), Bε(y, t), Cε(z, t)
the concentration fields for species A, B, C respectively in the MFM Eq. (4.1.3),
with separation scale parameter ε. The latter then satisfy ??.
In the following we fixed L = 2π, the diffusivity D1 = 1, D2 = 0.5, D3 = 0.1, and
assumed a detailed balanced condition on the reversible reactions, i.e.
KdK̂
ε
1(x− y)m1(z|x, y) = K2(z)mε2(x, y|z), (4.2.10)
where Kd = k2/k1 is the equilibrium dissociation constant of the reaction, see (Isaac-
son and Zhang, 2018). We set κ1 = k1 = ||K̂ε1 ||L1(Rd) = 1 and κ2 = k2 = K2(z) = 0.05










)d e− |w|22ε2 ,
for any w ∈ Rd.
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PBSRB Model  = 2-7
MFM  = 2-7
SM
(a)















PBSRB Model  = 2-3L
MFM  = 2-3L
SM
(b)
Figure 4·1: Evolution of the Molar Mass in one dimension estimated
by 100 simulations with γ = 104 and (a) reaction radius ε = 2−7 , (b)
reaction radius ε = 2−4 ∗ L.
The PDEs and PIDEs were solved using a Fourier collocation method (Hes-




0, · · · , N − 1 in 1d and (xi, yj) = ( iLN ,
jL
N
), i, j = 0, · · · , N − 1 in 2d. We chose N = 29
for 1d and N = 28 for 2d. We approximated integral terms in the MFM using the
midpoint quadrature rule centered at collocation points. For the reaction-diffusion
equations the diffusion terms were stiff whereas the reaction terms were non-stiff.
We therefore used the Crank-Nicolson Adams-Bashforth (CNAB) implicit-explicit
method (IMEX) to discretize in time the spatially discretized system, with a time
step of ∆t = 1e−3 (for stability and accuracy reasons). As CNAB is a two-step mul-
tistep method, to obtain the numerical solution at time ∆t we applied the one-step
IMEX Forward-Backward Euler method with a time step of (∆t)2 until time ∆t.
One Dimensional Results
In the one dimensional periodic domain [0, L], we set the initial conditions for both
models to be A(x, 0) = e−10(x−1)
2
, B(y, 0) = e−10(y−2)
2
and C(z, 0) = 0.
We first examine the relationship between the PBSRD model, the MFM and the
SM as shown in Figs. 4·1 and 4·2. It is clear that the molar concentration fields and
molar masses in the MFM are a good approximation of the PBSRD model for γ,
100




































Figure 4·2: Spatial Molar Concentration at Time 1 in one dimension
estimated by 100 simulations (a) with reaction radius ε = 2−7 , (b)























m(x, y | z) = (z=.5x+.5y)
Gaussian Kernel with
m(x, y | z) = .5 (z=x) + .5 (z=y)
Doi Kernel with

























m(x, y | z) = (z=.5x+.5y)
Gaussian Kernel with
m(x, y | z) = .5 (z=x) + .5 (z=y)
Doi Kernel with
m(x, y | z) = .5 (z=x) + .5 (z=y)
2nd Order Convergence
(b)
Figure 4·3: One Dimensional Uniform Convergence of the spatial
density in the time interval [0, 1] (a) for species A , (b) for species C.
the large-population limit scaling parameter in the PBSRD model (Isaacson et al.,
2020), sufficiently large. For ε sufficiently small both the SM and MFM are good
approximations, while for ε sufficiently large, only the MFM is a good approximation
to the PBSRD model.
We next compared the SM to the MFM with various combinations of reaction
kernels and displacement measures. In particular, we investigated the MFM with (1)
Gaussian kernel and placement measure m1(z|x, y) = δ(z− (.5x+ .5y)), (2) Gaussian
kernel and placement measure m1(z|x, y) = .5δ(z − x) + .5δ(z − y), (3) Doi kernel








t  [0, 1]
||A(x, t) - A (x, t)||
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||B(x, t) - B (x, t)||
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PIDE  = 2-3*L
PIDE  = 2-7*L
(c)
Figure 4·4: Two Dimensional Reversible Reactions. (a) Convergence
of the spatial density uniformly in space and time interval [0, 1] for
species A, B, and C. (b) The error between the PDE solution and the
PIDE solution versus time for species C. (c) Convergence to the same
constant equilibrium denoted as Ceq for the PDE and MFM.
the reaction kernel and placement measure, the MFM PIDE solution converges to
the SM PDE solution at second order in ε as shown in Fig. 4·3. This illustrates our
rigorous results on the convergence proven in Theorem 4.2.1.
Two Dimensional Results
We further tested the convergence over a two dimensional periodic domain, comparing
the SM PDE solution to the MFM PIDE solution for a representative Gaussian
reaction kernel and placement measure m1(x, y|z) = .5δ(z− x) + .5δ(z− y). Here we
fix the initial solutions for both models to be A(x, 0) = e−12(x1−1)
2−8(x2−2)2 , B(x, 0) =
e−10(x1−1)
2−5(x2−2)2 and C(x, 0) = 0, where x = (x1, x2) ∈ R2.
Uniform second order convergence in space and time is again verified as shown in
Fig. 4·4a. The error between the two models versus time is illustrated in Fig. 4·4b. We
see that the maximum error over space increases to a maximum and then decreases
as t increases for each value of ε. The smaller ε is, the smaller the error between the
solutions of the SM and the MFM. The error decreases for large times because both
models converge to the same spatially uniform equilibrium solution (exponentially






ε = 2−3 ∗ L at
Time 0.1
(c) MFM with






ε = 2−3 ∗ L at
Time 1
(f) MFM with
ε = 2−7 ∗ L at
Time 1
Figure 4·5: Two dimensional spatial profile for species C.
be calculated from the corresponding mass action ODE model for the reaction using
conservation laws for the reversible reaction. Let Aeq, Beq, Ceq denote the equilibrium
concentration for species A, B and C respectively in the ODE model. They satisfy
KdCeq = AeqBeq. Let A0, B0, C0 denote the averaged spatial density at t = 0 in
the MFM and SM, and assume these are the initial conditions used in the ODE
model. In the ODE model we have that Aeq + Beq + 2Ceq = A0 + B0 + 2C0 := sum
and Beq − Aeq = B0 − A0 := diff . Solving these three equations we obtain the





(sum+Kd)2 − (sum2 − diff 2)).
We remark that even though the dynamics of the SM and MFM are different,
as long as we choose ε sufficiently small, in particular ε = 2−7L ≈ .8%L, there is no
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apparent visual difference between the two models, as illustrated in Fig. 4·5.
4.2.3 Examples of disagreement between the PBSRD, MFM and SM
models.
Our previous examples illustrated our main result, exploring regimes where the MFM
converges to the SM as ε→ 0. This may suggest that one can always use the SM in
applications where a deterministic model is sufficient. We now illustrate two contexts
where the SM is problematic as an approximation to average concentration fields
in the PBSRD model, while the MFM captures key aspects of their behavior. In
Section 4.2.3 we consider a pattern formation example, the Baras-Pearson-Mansour
(BPM) Model, and show the MFM is able to approximate the steady state statistics
of CRDME simulations of the volume-reactivity PBSRD model. In contrast, the SM
appears to converge to different steady-state statistics. In Section 4.2.3, we study
a simplified version of a model for regulation of T cell signaling from (Zhang et al.,
2019). We demonstrate that the MFM is able to show the same qualitative switch-
like behavior at steady state as CRDME simulations of the volume-reactivity PBSRD
model in (Zhang et al., 2019), whereas it is not immediately clear what an appropriate
SM to use for this problem would be.
Baras-Pearson-Mansour (BPM) Model
We consider a reaction diffusion system with three species, U, V and W undergo-
ing the following reactions Eq. (4.2.13) called the Baras-Pearson-Mansour (BPM)
Model (Baras et al., 1996; Baras et al., 1990),
U +W













We use the parameters provided in (Kim et al., 2017) for a reaction-limited sys-
tem, and fix the spatial domain as a 32µm × 32µm square with periodic boundary
104
conditions. The diffusivities are DV = DW = DU/10 = 0.01µm
2/sec with rate
constants η1 = η2 = 2 × 10−4µm2/sec, η3 = 1.0sec−1, η4 = 3.33 × 10−3sec−1,
η5 = 16.7µm
−2sec−1, η6 = 3.67 × 10−2sec−1 and η7 = 4.44µm−2sec−1. For
the CRDME and MFM, we consider two bimolecular interaction length scales,
ε = 0.05µm and ε = 0.025µm (kept the same in the two bimolecular reactions of
the system). The corresponding particle-level Gaussian kernels’ rates ki (i = 1, 2),








κ+(x,y) dx dy, (4.2.12)
where Ω denotes the spatial domain. This corresponds to matching the well-mixed
reaction-rate constant in the (formal) infinite diffusivity limit. The product placement
rule for the U+W → V +W reaction is to place V at the position of U. The placement
rule for the 2V → W reaction is to place W with equal probability at the position of
the first V or the second V. For the reverse W → 2V reaction one V is placed at the
position of W, while the position of the other is determined so as to ensure detailed
balance of the reversible reaction, see (Isaacson and Zhang, 2018).
We denote the spatial-average of the average number density fields for species U,
V, W at time t as nU(t), nV (t), nW (t) respectively. We initiate the system randomly
around a point on the limit cycle, (nU(0), nV (0), nW (0)) = (1686, 534, 56). More
precisely, we generate the spatially inhomogenous initial particle number for species
s in voxel Vi from a Poisson distribution with mean ns(0)×|Vi| following (Kim et al.,
2017) and use the same initial number density for all the models considered. We
use the same Fourier collocation method as in Section 4.2.2 to solve for the SM and
MFM, choosing a time step of dt = 0.1 and using N = 100 points per coordinate
axis. The CRDME is used for simulation of the underlying particle model, using the
same underlying mesh.
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MFM:  = 0.025
MFM:  = 0.05
CRDME:  = 0.05
CRDME:  = 0.025
(a)
































MFM:  = 0.025
MFM:  = 0.05
CRDME:  = 0.05
CRDME:  = 0.025
(b)
Figure 4·6: Spatially-averaged average number density of species U
versus time (sec) from SM model, MFM model and CRDME model
up to time 20000 sec. The results of the CRDME are averaged ovder 10
simulations. (b) is a zoomed in version of (a) focusing on the long-time
behavior.
Fig. 4·6 demonstrates that for all the models with ε sufficiently small, the short-
time spatially-averaged average number densities for species U agree as we proved
in Theorem 4.2.1. At intermediate times, the stochastic reaction mechanism in the
particle model facilitates faster relaxation, with smaller reactive length scales giving
faster relaxation for both the CRDME and MFM. This is consistent with the obser-
vations in Figure 5 of (Donev et al., 2018). Neither the MFM or the SM give good
approximations to the relaxation timescales in the CRDME simulations, though the
disagreement of the SM appears less than the MFM for the two values of ε shown in
the figure. In contrast, for very long times the MFM demonstrates better agreement
with the limiting steady state value from the CRDME simulations for each value of
ε, while the SM shows a clear discrepancy (see the right panel of Fig. 4·6).
Tethered Surface Receptor Interactions in T Cell Signaling
We now consider a simplified model for a tethered surface receptor interactions that
occur in T cell signaling (T cells play a key role in the adaptive immune response).
The example illustrates a case where the MFM is well-defined, and captures key
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qualitative behavior of the underlying particle model, but it is not immediately clear
how to formulate an appropriate SM (the assumptions of Theorem 4.2.1 are violated).
This demonstrates that while in many contexts the SM and MFM agree well for
physically-appropriate parameters, there are cases where the MFM itself serves as a
useful model for biological systems.
Surface receptors within the cell membrane often have cytosolic tails that con-
tain docking cites for cytosolic enzymes (i.e. enzymes diffusing within the cell), and
regulatory sites that can be modulated by such enzymes. The length and stiffness
properties of these tails then define an effective interaction distance for bimolecular
reactions involving such receptors, called the molecular reach of the reaction (Zhang
et al., 2019). Enzymes attached to binding sites on tails interact with regulatory
sites on nearby tails within the three-dimensional volume proximal to the cell mem-
brane. In contrast, the receptors to which the tails are attached diffuse within the
two-dimensional membrane surface. We therefore obtain a reaction-diffusion process
of particles (receptors) moving in a two-dimensional domain but reacting through
three-dimensional reaction kernels.
In (Zhang et al., 2019), we investigated a tethered signaling reaction in which
surface membrane PD-1 proteins could inhibit activated CD-28 surface receptors, a
key component in sustaining T cell signaling responses. We explored how the size
of the molecular reach (i.e. bimolecular interaction distance) and diffusivity of the
receptors could influence the efficacy of CD-28 inhibition by PD-1. Letting CD28
denote the inactivated (i.e. unphosphorylated) state, and CD28* the activated (i.e.
phosphorylated) state, our model had the basic reactions that
CD28
λ−→ CD28*, CD28* + PD-1
K̂ε2.5D(·) or K̂
ε
2D(·)−−−−−−−−−−−→ CD28 + PD-1. (4.2.13)
Here CD28 activation (phosphorylation) follows a first order reaction with rate λ.
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Inactivation (dephosphorylation) of CD28* is controlled by PD-1, and modeled by
a second order tethered reaction with bimolecular reaction kernel Eq. (4.2.14). It
depends on the molecular reach ε derived from a polymer model for the cytoplasmic
tail of the protein (Zhang et al., 2019). The bimolecular reaction kernel is given by












Notice that Eq. (4.2.14) is a 3D Gaussian kernel, but the molecules will be restricted
to diffuse within the two-dimensional membrane surface. We therefore label it the
2.5D reactive kernel. To understand how having a three-dimensional interaction for
particles moving in two-dimensions changes the reaction efficiacy, in (Zhang et al.,
2019) we compared it with a purely 2D bimolecular reaction kernel. The latter is
given by the 2D Gaussian kernel












We now use our MFM to study the influence of the molecular reach ε and diffusiv-
ity, denoted by D, on CD28 phosphorylation in a simplified version of the preceding
model. Let us denote A(x, t) as the number density of CD28 at position x at time t,
and B(x, t) as the number density of CD28* at position x at time t. For illustrative
purposes, we use simplified parameters, and assume there is only one (stationary)
PD-1 protein in the system. Assume the spatial domain is a [0, 50] × [0, 50] square
patch of membrane, with periodic boundary conditions. The one PD-1 molecule is
placed at the center of the domain, (25, 25), so that the number density of the PD-1
molecule is given by the constant field δ(25,25)(x). The MFM for this system is then
∂
∂t
A(x, t) = D∆xA(x, t)− λA(x, t) + K̂ε(x− (25, 25))B(x, t),
∂
∂t
B(x, t) = D∆xB(x, t) + λA(x, t)− K̂ε(x− (25, 25))B(x, t),
(4.2.16)
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where K̂ε is K̂ε2.5D in the physiological case and K̂
ε
2D in the idealized case of purely
two-dimensional bimolecular interactions.
1 2 3 4 5 6



















D = 1e+5, 2.5D Kernel
D = 1e+5, 2D Kernel
D = 1e-5, 2.5D Kernel
D = 1e-5, 2D Kernel
Figure 4·7: Steady-state fraction of CD28 that is inactivated versus
molecular reach ε for different choices of bimolecular reaction kernel
and diffusivity. Different diffusivities are labeled by different line styles:
D = 105 is a solid line and D = 10−5 is a dotted line. Different reactive
kernels are labeled by different markers: the 2D kernel is labeled by
star markers and the 2.5D kernel is labeled by circle markers.
In the following numerical experiments we fix λ = 1, k2.5D = k2D = 2500 and the
initial density as constant, A(x, 0) = 10−4, B(x, 0) = 0. We use the same numerical
methods as Section 4.2.2 for solving the MFM, choosing a time step of dt = 0.001
and the number of spatial points per axis to be N = 100. We study the influence
of molecular reach ε on the steady-state fraction of CD28 in the inactivated state,
illustrating the potency of PD-1. In Fig. 4·7 we show how this fraction is modulated
for each reaction kernel in both the reaction-limited case (i.e. fast diffusion D = 105,
solid curve) and the diffusion-limited case (i.e. slow diffusion D = 10−5, dotted
line). We see that in the case of the (unphysical) 2D kernel (star markers), in both
the diffusion-limited and reaction-limited regimes the inactivated fraction is non-
decreasing with respect to the reach ε. In contrast, for the physiological 2.5D kernel
(circle markers), the inactivated fraction decreases in the reaction-limited regime, but
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increases in the diffusion-limited regime, as the reach ε is increased. This behavior
qualitatively reproduces what we observed for a CRDME-based particle model where
both CD28 and PD-1 could diffuse in (Zhang et al., 2019), illustrating how the reach
and diffusivity of a receptor can combine to modulate its regulatory efficacy.
While the MFM for the physiological 2.5D model follows from the underlying
particle model of (Zhang et al., 2019), it is not immediately clear what a corresponding
SM should be. One could try to just write down such a model, but it would need
to capture the qualitative dependency illustrated in Fig. 4·7, which arises from the
explicit length scale over which spatial interactions can occur in the particle model. If
one instead tries to derive the SM as the ε→ 0 limit of the MFM, it is also unclear
what this limit should be in the 2.5D case, where the bimolecular reaction kernel does
not satisfy the assumptions of Theorem 4.2.1. In particular, the kernel approaches
a three-dimensional delta function, but is being used as a coefficient within a two-
dimensional model. In contrast, the MFM is relatively immediate to write down,
and as we have demonstrated reproduces the qualitative dependence of the fraction
of inactivated receptor on the molecular reach ε.
4.3 Local Well-posedness and Regularity Analysis
Local existence and uniqueness can be derived from the classical contraction map-
ping argument, see for example (Schneider and Uecker, 2017). For completeness, we
present the details for the Mean Field Model (MFM) in this section. We define
X = [Cb,unif (Rd)]J to be the J-vector space of uniformly bounded and uniformly






where ρ = (ρ1, ρ2, · · · , ρJ)T and each ρj ∈ Cb,unif (Rd), j = 1, · · · , J .
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Applying the variation of constants formula to the MFM Eq. (4.1.1) we have
ρ(t) = S(t)ρ(0) +
t∫
0
S(t− s)N2[ρ](s) ds, (4.3.1)
where ρ(t) = (ρ1(·, t), ρ2(·, t), · · · , ρJ(·, t))T , S(t) is the heat semigroup gener-
ated by the linear diffusion operator Diag(D1∆x, D2∆x, · · · , DJ∆x), and N2[ρ] =
((N2[ρ])1, (N2[ρ])2, · · · , (N2[ρ])J)T represents the nonlinear reaction term with
















































for any j = 1, · · · , J .
Remark 4.3.1. S(t) is a C0-semigroup on X and ||S(t)ρ||X ≤ ||ρ||X for all t ≥ 0
and ρ ∈ X . Furthermore, if all the diffusion coefficients are strictly positive, as we
will subsequently assume, then S(t) is an analytic semigroup on X.
Fix C1 > 0, T0 sufficiently small, and define the Banach space Y = C([0, T0],X)





M = {ρ ∈ Y : ||ρ(·)− S(·)ρ0||Y ≤ C1}, (4.3.3)
adapted with the same norm
||ρ||M = ||ρ||Y.
Note that by the contraction property of heat semigroup, we would have C2 :=
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supρ∈M ||ρ||M ≤ C1 + C0, where C0 := ‖ρ0‖M .
We first show N2[ρ] is a smooth and locally Lipschitz function w.r.t. ρ.
Lemma 4.3.2. Assume the reaction kernels and placement measures are of the form
given in Section 4.1.1, with the assumed allowable types of first and second order

















where the constants k` are defined in Assumption 4.1.1 and Assumption 4.1.3.
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s , t)| ≤ (2||ρ||M ∨ 1) ||ρ− ρ̃||M .
























































































1 )m`(y | x̃) dy
 dx̃
∣∣∣∣∣∣∣
≤ 2k` (2C2 ∨ 1) ||ρ− ρ̃||M .






(2C2 ∨ 1) ||ρ− ρ̃||M .
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Making use of the boundedness and locally Lipschitz properties of N2[ · ] from
Lemma 4.3.2, we obtain
Theorem 4.3.3. Assume the conditions of Lemma 4.3.2. For all C0 > 0, there exists
a T0 > 0 such that for ρ0 ∈ X, with ||ρ0||X ≤ C0, there exists a unique mild solution
ρ ∈ C([0, T0],X) to Eq. (4.1.1) with ρ(0) = ρ0.
Proof. Let F [ρ] be the righthand side of the variation of constant formula Eq. (4.2.1).
We’ll show in the following that F maps M to M and is a contraction mapping in M
using the contraction property of heat semigroup and the properties of the reaction
operator in Lemma 4.3.2.

































2. F is a contraction mapping in M follows from
||F [ρ]− F [ρ̃]||M
= sup
t∈[0,T0]




























as long as T0 ≤ 16(2C2∨1)(∑L`=1 κ`) .
Therefore, by the contraction mapping theorem there exists a unique mild solution
ρ ∈ C([0, T0],X) to Eq. (4.1.1) satisfying Eq. (4.2.1).
Theorem 4.3.4. Under the conditions of Theorem 4.3.3, the mild solution ρj(x, t) ∈
C([0, T0], Cb,unif (Rd)) ∩ C1((0, T0], C2(Rd)) is a classical solution to Eq. (4.1.1). Fur-
thermore, if ρj(x, 0) ∈ C1b (Rd), for all j = 1, · · · , J , then ρj(x, t) ∈ C2b (Rd) for any
t ∈ (0, T0].
Proof. Since ρ ∈ C([0, T0],X) as we showed in Theorem 4.3.3, classical results for
nonhomogenous Cauchy problems give that ρj(x, t) ∈ C1((0, T0], C2(Rd)) (see Chap-
ter 2.3 Theorem 7 in (Evans, 1998)). ρ is hence a classical solution. We’ll next show
that under the condition ρj(x, 0) ∈ C1b (Rd) then ρj(x, t) ∈ C2b (Rd) for t ∈ (0, T0], i.e.
all the first and second partial derivatives in x are bounded for 0 < t ≤ T0.
Let us denote Φ(x, t) as the fundamental solution of d-dimensional heat equation.
Note that for any x ∈ Rd ∫
Rd





We establish two estimates for the first and second partial derivatives for ρj(x, t),
t ∈ (0, T0]. We claim































|∂xiΦ(x− y, t− s)| dy ds



















where in the last inequality, we use the estimates for ||N2[ρ]||M in Lemma 4.3.2 and
recall that we denote C2 := supρ∈M ||ρ||M .
For the second derivatives, we claim













for any 0 < t ≤ T0, any i, k = 1, · · · , d, and j = 1, · · · , J , where we have









||∂xiρj(x, t)||Cb(Rd) ≤ C4 from (Inequality 1) we have























































× k` (2C2 ∨ 1) sup
k=1,··· ,J
||∂xmρk(x, t)||Cb(Rd)
( by Lemma C.2.1-Lemma C.2.2 )






















|∂xiΦ(x− y, t)||∂xkρj(y, 0)| dy + sup
t∈(0,T0]






|∂xkΦ(x− y, t− s)| dy ds
































Thus we conclude ρj(x, t) ∈ C2b (Rd) for any t ∈ (0, T0] as claimed and the theorem
has been proven.
For the Standard Model (SM), let N1[ρ] = ((N1[ρ])1 , (N1[ρ])2 , · · · , (N1[ρ])J)
T










for 1 ≤ j ≤ J . It is standard to show that N1[ρ] is a smooth and locally Lipschitz
function w.r.t. ρ. Analogously to the previous calculations for the MFM, we can
obtain
Theorem 4.3.5. For all C0 > 0, there exists a T0 > 0 such that for ρ0 ∈ X, with
||ρ0||X ≤ C0, there exists a unique mild solution ρ ∈ C([0, T0],X) to Eq. (4.1.2) with
ρ(0) = ρ0.
Theorem 4.3.6. Under the condition of Theorem 4.3.5, then the mild solu-
tion ρj(x, t) ∈ C([0, T0], Cb,unif (Rd)) ∩ C1((0, T0], C2(Rd)) is a classical solution to
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Eq. (4.1.2). Furthermore when assuming ρj(x, 0) ∈ C1b (Rd), for all j = 1, · · · , J ,
indeed ρj(x, t) ∈ C2b (Rd) for any t ∈ (0, T0].
4.4 On Global Well-posedness
Global existence in time of the classical solution to the SM Eq. (4.1.2) for general
reaction systems is a difficult open problem. We refer the interested reader to the
recent review article (Pierre, 2010) for survey of the current state of the art. The
recent papers by (Fellner et al., 2020; Caputo et al., 2019; Souplet, 2018) also deal
with global well-posedness of reaction-diffusion systems under various combinations
of growth and mass control assumptions.
For two main reasons, the setup of this paper is only partially covered by the
existing literature. First, we are dealing with non-local systems of equations (the
MFM) while the vast majority of the literature has concentrated on local systems
of equations (such as the SM). Second, since our main interest in this paper is to
examine conditions under which the SM is a special case of the MFM, we need
to be able to assume that the reaction kernels converge to delta Dirac masses, see
Assumption 4.1.1, which would then require uniform bounds with respect to this
approximation (see Theorem 4.2.1). The latter precludes us from being able to work
with global boundedness assumptions on the reaction kernels (see also Remark 4.4.2
for a more detailed explanation of this).
In this section we demonstrate that global well-posedness can be proven to hold
for our non-local MFM Eq. (4.1.1) in, at least, the cases of A + B  C + D and
A + B  C (the latter under specific choices for the placement measures). The
case of A + B  C + D can be addressed using the results of (Fellner et al., 2020),
using the mass conservation property of the non-local system, see Lemma 4.4.1. This
approach, however, fails for the non-local A + B  C reaction. We address the
non-local A+B  C reaction in Lemma 4.4.3 by modifying an argument of (Pierre,
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2010) to deal with the non-local nature of the equations, which uses in an essential
way that two of the equations have only linear growth. We stress here that the two
methods are different in nature; the first is based on mass conservation properties,
while the second is based on finding a linear combination of the equations with linear
growth.
It is an interesting open problem to address global well-posedness in a more unify-
ing way generally for the MFM Eq. (4.1.1). However, this is outside the scope of this
paper, whose primary focus is elucidating how the commonly used SM approximates
the rigorous large population limit of PBSRD systems given by the MFM.
We begin in Lemma 4.4.1 by addressing the A + B  C + D reaction network.
In Remark 4.4.2 we make a number of comments on alternative approaches in the
literature that might be used to establish global existence.
Lemma 4.4.1. For the A + B  C + D reaction, both the SM and the MFM are
globally well posed, i.e. Theorem 4.3.6 and Theorem 4.3.4 hold for all T0 <∞.
Proof. By the results of (Fellner et al., 2020), global well-posedness will follow if the
following additional conditions hold
(A1) Local Lipschitz and Preservation of Positivity For all j = 1, · · · , J ,
(N [ρ])j is locally Lipschitz and (N [ρ])j ≥ 0 for all ρ ≥ 0 with ρj = 0,
(A2) Mass Control
∑J
j=1wj × (N [ρ])j ≤ C0 + C1
∑J
j=1 ρj, for ρ ≥ 0, some con-
stants C0 and C1, and some set of {wj}j=1,··· ,J with wj > 0,
(A3) (Super)-Quadratic Growth | (N [ρ])j | ≤ C(1 + ||ρ||2+ε), for ρ ≥ 0, some
constant C, ε > 0 and all j,
where N [ρ] represents the nonlinear reaction term of a general reaction-diffusion
equation, including our SM and MFM. Here, in condition (A3), || · || represents the
uniform norm in space, i.e. ||ρ|| = supj=1,··· ,J supx∈Rd |ρj(x)|. This is slightly different
from what is assumed in (Fellner et al., 2020), but an examination of the proofs in
(Fellner et al., 2020) shows that the argument goes through in this norm.
Let us denote by ρ1(x, t), · · · , ρ4(x, t) the concentration at position x and time
t for species A, B, C, D respectively. Let ρ = (ρ1, ρ2, ρ3, ρ4)
T . Without loss of
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generality, we may assume that once the forward reaction happens, A becomes C
and B becomes D, whereas once the backward reaction happens, C becomes A and
D becomes B. Then the reaction term N [ρ] = ((N [ρ])1 , (N [ρ])2 , (N [ρ])3 , (N [ρ])4)
T
for the MFM Model is








































Preservation of positivity is satisfied by the non-negativity of the reaction kernel
K1(x, y) and K2(z, w). A local Lipschitz condition is shown in Lemma 4.3.2, while∑4
j=1 (N [ρ])j = 0 gives (A2). By symmetry, it is sufficient to show (A3) when j = 1.





K1(x, y)ρ2(y, t) dy




















Thus, conditions (A1)-(A3) are satisfied for the MFM Model. Note, all the
constants involved do not depend on ε. The same argument works for the SM model
by choosing the reaction kernels to be delta functions.
Remark 4.4.2. For completeness we mention here that apart from (Fellner et al.,
2020), (Caputo et al., 2019) and (Souplet, 2018) have also addressed the global well-
posedness question of general reaction-diffusion systems with condition (A1), (A2),
and (A3) with C1 = 0 plus an additional entropy condition.
In addition, in principle, one could also use the regularized effects of the bimolec-
ular reaction kernel in order to prove well-posedness of the A+ B  C +D system,
as in Section 7 in (Shean Lim et al., 2019). However, this method of proof requires
boundedness of the reaction kernel whereas for the SM, the reaction kernel term is
essentially a Dirac delta function, which is rather singular. The idea of the method of
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proof in (Shean Lim et al., 2019) is that under the conditions (A1), (A2) and (A3),
||ρj(x, t)||L1(Rd) is bounded for any time t ∈ [0,∞) for all j = 1, · · · , J . Then the
main argument of (Shean Lim et al., 2019) is that by the prior L1 bound on the solu-
tions and the L∞ bound on the reaction kernels, the regularized (convoluted) quadratic
growth term can be bounded by linear growth of the solutions, and thereby admits global
existence. However, as ε → 0, the L∞ bound of the reaction kernel unfortunately is
not uniform in the approximation parameter ε. Therefore, given that our aim is to
compare the two models, this method of proof is not immediately applicable to our
case.
As such, we found that for our problem of interest using (Fellner et al., 2020) was
more straight-forward for the non-local A+B  C +D system.
We now address global existence for the A+B  C reaction network.
Lemma 4.4.3. For the case of the A + B  C reaction, by choosing the binding
placement measure m1(z |x, y) = pδ(z − x) + (1− p)δ(z − y), for some p ∈ [0, 1] and
assuming the detailed balance condition Eq. (4.2.10) in the MFM, solutions to both
the SM and the MFM exist globally, i.e. Theorem 4.3.6 and Theorem 4.3.4 hold for
all T0 <∞.
Proof. We only address the MFM model as the situation for the local model SM is
immediately covered by the results of both (Pierre, 2010) and (Fellner et al., 2020).
Let us denote by ρ1(x, t), · · · , ρ3(x, t) the concentration at position x and time t for
species A, B, C respectively. Let T be the maximal existence time for L∞ solutions.
The MFM Model is













 ρ3(z, t) dz













 ρ3(z, t) dz
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∂tρ3(z, t) = D
C∆ρ3(z, t)−K2(z)ρ3(z, t) +
∫
R2d
K1(x, y)m1(z|x, y)ρ1(x, t)ρ2(y, t) dx dy.
(4.4.2)
Recall that the detailed balance condition gives
K̂1(x− y)m1(z|x, y)×Kd = K2(z)m2(x, y|z),
where Kd = k2/k1 is the equilibrium dissociation constant of the reaction and
K2(z) = k2 is a constant function. Let us denote (f ∗ g)(x) =
∫
Rd f(x − y)g(y) dy
as the convolution. Utilizing the detailed balance condition and the explicit form
m1(z |x, y) = αδ(z − x) + (1− α)δ(z − y), Eq. (4.4.2) can be further simplified to
∂tρ1 = D
A∆ρ1 − (K̂1 ∗ ρ2)ρ1 + αK2 × ρ3 + (1− α)Kd × (K̂1 ∗ ρ3), (4.4.3)
∂tρ2 = D
B∆ρ2 − (K̂1 ∗ ρ1)ρ2 + αKd × (K̂1 ∗ ρ3) + (1− α)K2 × ρ3, (4.4.4)
∂tρ3 = D
C∆ρ3 −K2ρ3 + α(K̂1 ∗ ρ2)ρ1 + (1− α)(K̂1 ∗ ρ1)ρ2. (4.4.5)










+ α2K2 × ρ3 + (1− α)2K2 × ρ3 + 2α(1− α)Kd × (K̂1 ∗ ρ3)−K2ρ3. (4.4.6)
Let C and C1 be a generic constant that only depends on
p, α,Kd, ||K̂1||L1 , K2, DA, DB, DC, ρ1(x, 0), ρ2(x, 0), ρ3(x, 0). We’ll always assume
that for all i = 1, 2, 3, ||ρi(x, 0)||Lp < ∞ for all 1 ≤ p ≤ ∞ and ρi(x, 0) ≥ 0, for all
x ∈ Rd. By the positivity preserving property of Eq. (4.4.2), we actually know that
ρi(x, t) ≥ 0, for all t ∈ [0, T ]. Then Eq. (4.4.3) gives
∂tρ1 −DA∆ρ1 ≤ αK2 × ρ3 + (1− α)Kd × (K̂1 ∗ ρ3),
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from which we obtain that for all p ∈ (1,∞),
||ρ1(t)||Lp ≤ ||ρ1(0)||Lp + C
t∫
0
[||ρ3(s)||Lp + ||K̂1 ∗ ρ3(s)||Lp ] ds.
Using Young’s inequality, ||K̂1 ∗ ρ3||Lp ≤ ||K̂1||L1||ρ3||Lp , it further simplifies to




Similarly, Eq. (4.4.4) gives



























Therefore, Eqs. (4.4.7) and (4.4.8) can be combined to give
||ρ1(t)||pLp + ||ρ2(t)||
p












By Gronwall’s inequality, we know that ρ1, ρ2 ∈ Lp(QT ), and furthermore
ρ3 ∈ Lp(QT ) by Eq. (4.4.9), for all p ∈ (1,∞). Notice that since the reaction
123
terms in Eqs. (4.4.3) to (4.4.5) are all polynomial (with a convolution that does
not effect the Lp bound by Young’s inequality), they are bounded in Lp(QT ) for all
p ∈ (1,∞). Morrey’s inequality in Rd+1 together with the Lp-regularity theory for
parabolic operators (see Chapter IV Section 3 in (Ladyzhenskaia et al., 1968)) implies
that ρ1, ρ2, ρ3 ∈ L∞(QT ) , and therefore T = ∞ (See Lemma 1.1 in (Pierre, 2010)
).
Lemma 4.4.4. For ρ1, ρ2, ρ3 as used in Lemma 4.4.3 satisfying










on QT := Rd × [0, T ] for some θ1 ∈ R and θ2 < 0, it holds that
||ρ3||Lp(Qt) ≤ C
(
1 + ||ρ1||Lp(Qt) + ||ρ2||Lp(Qt)
)
,
for all t ∈ (0, T ] and p ∈ (1,∞).
Proof. For any t ∈ (0, T ], let φ be the solution of the following dual problem
−[∂tφ+DC∆φ] + θ1φ+ θ2(K̂1 ∗ φ) = Θ, (4.4.11)
with φ(t) = 0, where Θ ≥ 0 and Θ ∈ C∞0 (Qt). Let q = p/(p − 1) be the conjugate
index of p. Then the solution to Eq. (4.4.11) φ is smooth, satisfies φ ≥ 0 and for all





||K̂1∗φ(s)||Lq ≤ C||Θ||Lq(Qt). (4.4.12)
One can show that φ ∈ Lq(Qt) by a fixed point argument, φ ≥ 0 by comparison
principle and further get the estimates Eq. (4.4.12) by investigating the mild solu-
tion form via Young’s convolution inequality and Lq estimates of heat potential (see
Chapter IV Section 3 in (Ladyzhenskaia et al., 1968)).





























Multipling Eq. (4.4.10) by φ and integrating by parts over Qt in a similar manner as
Eq. (4.4.13), we find∫
Qt






















Θ + (DC −DB)∆φ− θ1φ− θ2(K̂1 ∗ φ)
)
ρ2 dt dx. (4.4.14)
Notice that ρ1, ρ2, ρ3, φ ≥ 0, then Eq. (4.4.14) combined with Eq. (4.4.12) gives∫
Qt
Θ× ρ3 ≤ C||Θ||Lq(Qt)
(
1 + ||ρ1||Lp(Qt) + ||ρ2||Lp(Qt)
)
dt dx.
Since the choices of Θ are arbitrary, by duality argument, we have
||ρ3||Lp(Qt) ≤ C
(







In Chapter 2, we studied mathematical models for a basic chemical signal, the arrival
times at the nuclear membrane of proteins that are activated at the cell membrane
and diffuse throughout the cytosol. Organelle surfaces within human B cells are re-
constructed from soft X-ray tomographic images, and modeled as reflecting barriers
to the molecules’ diffusion. We showed that signal inactivation sharpens signals, re-
ducing variability in the arrival time at the nuclear membrane. Inactivation can also
compensate for an observed slowdown in signal propagation induced by the pres-
ence of organelle barriers, leading to arrival times at the nuclear membrane that are
comparable to models in which the cytosol is treated as an open, empty region. In
the limit of strong signal inactivation this is achieved by filtering out molecules that
traverse non-geodesic paths.
To investigate more general signaling pathways, or in general nonlinear reaction-
diffusion systems, particle-based stochastic reaction-diffusion (PBSRD) models are a
popular approach for studying biological systems involving both noise in the reaction
process and diffusive transport. However, PBSRD models suffer from computational
limitations when the number of molecules in the system grows. Thus, we derived
coarse-grained mean field models (MFM), non-local systems of partial-integro dif-
ferential equations (PIDEs), by rigorously proving the large-population limit of the
PBSRD models in Chapter 3. We formulated a weak measure-valued stochastic pro-
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cess (MVSP) representation for the volume reactivity PBSRD model, and used a
martingale approach (Ethier and Kurtz, 2009; Stroock and Varadhan, 2007) to show
the convergence in a weak sense of the MVSP to the MFM. The main benefit of the
MFM is to reduce the computational costs significantly compared to the PBSRD
models while more accurately capturing the dynamics of the system than standard
reaction-diffusion PDE models.
In contrast to the MFM, the standard reaction-diffusion PDE model (SM) used
for modeling the time evolution of chemical concentration fields extends spatially-
homogeneous law of mass action-based ODE models by adding Laplacians to model
molecular diffusion (Erban et al., 2007a; Muñoz-Garćıa et al., 2009b; Neves et al.,
2008a). The SM involves only local chemical interactions, while both PBSRD models
and MFM models are able to capture the nonlocal reactive interactions between
molecules. In Chapter 4, we showed that when the bimolecular reaction kernels are
short-ranged, the SM can serve as an approximation to both the PBSRD models and
the MFM models. In particular, we rigorously proved that the MFMs converge to
the SMs at a second order, as the reactive width goes to zero. We also demonstrated
the applicability of the MFMs compared with SM by numerical investigations of
one nonlinear reaction system and one T cell signaling example in Section 4.2.3.
5.2 Future extensions
There are a number of future research problems we are currently working on. Firstly,
it is an open question to understand whether spatial signaling pathways (Muñoz-
Garćıa et al., 2009b; Kholodenko et al., 2010; Takahashi et al., 2010) involve more
general mechanisms for filtering out the effect of spatial heterogeneity within the cy-
tosolic environment. It would be particularly interesting to investigate such questions
while also studying the role of two effects that we have not explicitly resolved; crowd-
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ing between molecules within the cytosol and active transport of signaling molecules
to the nuclear membrane. For many signaling pathways, including BCR signaling in B
cells and general protein kinase signaling, inactivation is more appropriately modeled
as occurring through a nonlinear interaction with a phosphatase (Hat et al., 2011;
Kazmierczak and Lipniacki, 2010). Such pathways also commonly involve cascades
of interactions (Muñoz-Garćıa et al., 2009b), which could conceivably have additional
mechanisms that buffer out the influence of cellular substructure on signal timing.
We derived a deterministic coarse-grained model (MFM) for the PBSRD mod-
els. However, such models ignore the fluctuations in the concentration field for each
chemical species. For systems that are not very large, numerical simulation of PBSRD
models are a necessary and popular approach. It is still an active research area to
develop more accurate and efficient numerical methods to solve the PBSRD models.
An unstructured convergent reaction-diffusion master equation (CRDME) (Isaacson
and Zhang, 2018) was recently developed from a hybrid discretization approach, pro-
viding a second order in space approximation to the volume reactivity PBSRD model.
In our ongoing work, we further generalize the CRDME to a compact surface domain,
motivated by the needs and popularity of biochemical modeling on cell surfaces. Com-
bining the surface CRDME and unstructured CRDME (in volume), an efficient hybrid
method describing the surface and volume reaction-diffusion systems is the ultimate
goal to provide a complete picture of the whole cellular signaling processes.
For stochastic systems that are large but in which fluctuations are important,
we need a more accurate stochastic approximation to the PBSRD models that can
approximate the spatial fluctuations. A fluctuation analysis of the PBSRD empirical
distribution around its mean field limit is conducted via a central limit theorem ap-
proach. In our next work, a stochastic partial integro-differential equations (SPIDE)
model is being proposed using the fluctuation corrections. It is also very interesting to
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Appendix of Chapter 2
A.1 Proofs of Main Theorems in Chapter 2
In this section we give proofs of the results in Sections 2.3 and 2.5. We begin with The-
orem 2.3.1 and Corollary 2.3.2 from Section 2.3. In our proofs, we do not show here,
but make use of, the following basic results on properties of the solutions to (2.1.1)
and (2.3.1)
1. The probability per time the diffusing molecule reaches the nucleus in the model
without degradation, f(t), is positive for t > 0.
2. The conditional survival probability Sλ(t) = 1−Fλ(t) approaches zero as t→∞
sufficiently fast that tSλ(t)→ 0 and Sλ(t) is integrable.
Theorem 2.3.1. For all fixed t > 0 and λ ≥ 0, Zλ(t) is a strictly decreasing function
of λ, and Fλ(t) is a strictly increasing function of λ.
Proof. Let λ2 > λ1 ≥ 0, it is immediate that Zλ1 > Zλ2 . Showing Fλ2(t) > Fλ1(t) for







fλ1(s) ds > 0
for t > 0. Note H(0) = 0 and limt→∞H(t) = 0. We then have that











As the left side is greater than one, there is exactly one point, t∗, where equality can
hold for 0 < t < ∞. For 0 < t < t∗, H ′(t) > 0, while for t > t∗, H ′(t) < 0. As such,
we conclude that H(t) increases from H(0) = 0 to a global max, and then decreases
to zero as t→∞, implying that H(t) > 0 for 0 < t <∞.
Corollary 2.3.2. Both the conditional MFPT, 〈Tλ〉 := 〈Tλ | Tλ <∞〉, and the con-























where the conditional CDF, Fλ(t), is given by (2.3.3). Note that Fλ(t) ∈ [0, 1], Fλ(0) =
0 and limt→∞ Fλ(t) = 1. Using the assumed integrability of tSλ(t) = t(1−Fλ(t)), and








As Fλ(t) is strictly increasing with respect to λ for t > 0 and Fλ(t) > 0 for t > 0, this
implies that 〈Tλ〉 is strictly decreasing in λ.




= Fλ2(M(λ2)) > Fλ1(M(λ2))
by the monotonicity of Fλ(t) with respect to λ. Since the CDF Fλ(t) is non-decreasing
and continuous in t, we conclude that M(λ1) > M(λ2).
We now prove Theorem 2.5.1 from Section 2.5. Let supp{wh} denote the set of
voxels in Ch where a lattice function wh(xi) is non-zero. We first prove the following
lemma, which shows that supp{(∆h)kgh} will contain no voxels bordering the nucleus
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until k = d(Gh, Nh)− 1. For any smaller k, one additional application of the discrete
Laplacian then simply moves probability mass within the cytosol. As such, mass is
conserved and we have the following result





= d(gh, Nh)− k.
Proof. The case d(supp{gh}, Nh) = 1 is immediate. Assume d(supp{gh}, Nh) ≥ 2.
Let k ≤ d(supp{gh}, Nh) − 2, and assume Σk = supp{(∆h)kgh} is the set of nearest
neighbor shortest paths of length k from supp{gh}. By definition of the discrete
Laplacian, Σk+1 then contains Σk, and all nearest-neighbors of Σk within Ch. This
corresponds to all nearest-neighbor shortest paths from the voxels within supp{gh}
of integer length ≤ k + 1, so that d(Σk, Nh) = d(Σk+1, Nh) + 1. Since d(Σ0, Nh) =
d(supp{gh}, Nh) by definition, the theorem then holds by induction.
The lemma implies that supp{(∆h)kgh} will contain no voxels bordering the nu-
cleus until k = d(supp{gh}, Nh)− 1. For any smaller k, one additional application of
the discrete Laplacian simply moves probability mass within the cytosol, but outside








for 1 ≤ k ≤ d(Gh, Nh)− 1.










where g̃h = ∆
(k−1)
h gh. By Lemma A.1.1 g̃h(xi) = 0 for all xi that are nearest-neighbors

















where |N (Vi;Ch)| denotes the number of neighbors of voxel Vi within Ch. Reordering











(∆hg̃h) (xi) = 0.






















































































where |Ch| denotes the volume of the cytosol and ‖ · ‖`2 denotes the discrete `2 norm





























Assuming we take λ > σmaxD large enough the last series is convergent and we have














A.2 Statistics of the time to reach the nucleus with localized
initial conditions
To understand how localization of the initiation of signals might influence the time
for a signal to reach the nucleus, we also conducted simulations using localized patch
initial conditions. This corresponded to the initial condition
ph(xi, 0) = gh(xi) =

1




where Ph denotes the set of voxels within a given patch of the cell membrane and A
the area of the patch.
100 patches were determined for each cell by selecting 100 seed points on the cell
membrane of the “physiological” geometries (i.e. cells with all internal organelles
present). A 100-bin, equally-spaced histogram for the distribution of MFPTs across
the cell membrane was generated from the values of uh(xi), see (2.2.2). From each
bin one seed location was then randomly sampled from the collection of voxels with
MFPTs within that bin. About each seed point a patch was constructed by adding all
nearest-neighbor voxels of the seed point that were also within the membrane. The
procedure was then repeated, adding all nearest-neighbors to previously calculated
neighbors. This procedure was then repeated recursively for the newly added voxels
until at least 100 voxels were obtained. The final patch then formed a connected
graph within the cell membrane containing all k nearest neighbors of the seed voxel
for some value k. In Figure A·3 we show the distribution of patch diameters for the
100 patches sampled for each B cell. Typical final patch sizes were between .3 and .5
µm in diameter.
In Figures A·5, A·6, and A·7 we show statistics of the conditional MFPT to reach
the nucleus, Tλ,h, for Bcell1, Bcell2 and Bcell3 respectively. In each case we see
similar qualitative behavior in the statistics to what we observed for the uniform
initial condition used in the main text, see Figures 2·3 and 2·5.
A.3 Comparison of Semi-Discrete Model to Continuous PDE
Model: Spherically Symmetrical Case
We now investigate the accuracy in approximating, and differences between, our
semi-discrete model and the continuous diffusion equation model. As our cellular
reconstructions are given as labeled Cartesian meshes, we do not have an underlying
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spatially-continuous domain representation with corresponding analytic solution to
which we can compare. We therefore instead consider a simpler problem, the spher-
ically symmetrical case. We model the cell as a 3D ball with radius R centered at
the origin, and model the nucleus as a 3D concentric ball of smaller radius r. While
this problem is idealized, we will solve it using comparable mesh sizes to the B cell
reconstructions, allowing us to characterize how well we resolve the continuous Brow-
nian Motion of molecules when using this resolution in spherical geometries. In the
case of continuous Brownian Motion between a spherical nucleus and cell we pro-
vide a standard, but self-contained, derivation for Zλ and 〈Tλ〉. We note that in the
pure-diffusive case such results are well-known (Szabo et al., 2008).
We first consider an initial condition starting from a point y on the cell membrane.






−δ(y − x) = D∆Kλ,s(x)− (λ+ s)Kλ,s(x), r < |x| < R,
Kλ,s(x) = 0, |x| = r,
∇Kλ,s(x) · η(x) = 0, |x| = R.
(A.3.1)
Let Fλ,s(y) = −D
∫
∂N
∇Kλ,s(x, t) · η(x) dA(x). Fλ,s(y) can be solved from the fol-
lowing PDE:
Lemma A.3.1. Fλ,s(x) is a solution to the following boundary value problem:
D∆Fλ,s(x) = (λ+ s)Fλ,s(x), r < |x| < R,
Fλ,s(x) = 1, |x| = r,
∇Fλ,s(x) · η(x) = 0, |x| = R,
(A.3.2)
where η(x) denotes the unit outward normal to the sphere ∂B(0, R) = {|x| = R}.
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Fλ,s(x)∇Kλ,s(x) · η(x) dA(x).




∇Kλ,s(x, t) · η(x) dA(x).


















The probability that starting from a point y, the molecule reaches the nuclear






∇pλ(x, t) · η(x) dA(x)
 dt = Fλ,0(y).
From (A.3.3), this probability only depends on the length of the initial position,
|y|. Therefore, the same exit time statistics hold for a uniformly distributed initial


































As we mention in the main text Discussion, this result is reflective of the short-time
behavior of the signaling molecule’s continuous Brownian motion. Since random walks
do not approximate Brownian motions on sufficiently short time scales, as expected
the λ−1/2 scaling we obtain is different than the λ−1 scaling we proved for the semi-
discrete model.
For numerical comparison, we generated a cell-centered 3D Cartesian mesh to
approximate the spherically symmetrical geometry, where if the center of a voxel is
within the ball of radius r = 3µm we identified it as being in the nucleus. Likewise,
if the center of a voxel is within the ball radius of R = 5µm but outside the nucleus,
we identified it being in the cytosol. Voxels cut by the sphere of radius R = 5µm
were identified as belonging to the cell membrane. The mesh width in our simulations
was h = 0.0351µm, which is comparable to the mesh size for each of the B cells we
studied. The numerical solution method described in the Methods section was used
for solving the corresponding semi-discrete model with one alteration. We used a
slightly coarser absolute error tolerance of 1e-4 and relative error tolerance of .01 for
determining the time at which to switch from the Runge-Kutta-Chebyshev method
to the truncated eigenvector expansion.
In Figure A·9 we compare the analytical 〈Tλ〉 given by the logarithmic derivative
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of Fλ,0(R) to the numerical solution of the semi-discrete model. We see that the
two solutions agree exceptionally well until the large λ asymptotic behavior takes
over. Both solutions still continue to decrease as λ is further increased, but with the
different asymptotic scalings discussed above. We also include a second semi-discrete
solution, for a smaller mesh width of h = 0.0175µm, which used only the RKC method
for solving in time. (We found it challenging to calculate the needed eigenvectors on
the finer mesh, and examination of the semi-discrete solution in the coarser mesh
case showed that the contribution of the eigenvector expansion at longer times to
Figure A·9 was minimal. This makes intuitive sense since the short-time behavior
dominates in calculating 〈Tλ,h〉.) We see that the finer mesh results in a larger range
of λ over which 〈Tλ,h〉 approximates 〈Tλ〉 well before the asymptotic behavior takes
over.
A.4 Supplemental Figures and Tables for Chapter 2
Physiological No ER No Organelles
Bcell1 Mean 0.7070 0.2721 0.2499
Bcell2 Mean 0.9540 0.6041 0.5311
Bcell3 Mean 1.6360 0.6841 0.5861
Bcell1 Median 0.4054 0.1393 0.1335
Bcell2 Median 0.5964 0.3358 0.2941
Bcell3 Median 0.8842 0.3087 0.2706
Bcell1 Variance 0.7178 0.1268 0.1007
Bcell2 Variance 1.0850 0.5390 0.4210
Bcell3 Variance 4.3352 0.9015 0.6337
Bcell1 CV 1.1983 1.3086 1.2695
Bcell2 CV 1.0919 1.2154 1.2218
Bcell3 CV 1.2726 1.3880 1.3582
Table A.1: Statistics of Th, the random time to reach the nucleus in the
absence of signal degradation in Bcell1, Bcell2 and Bcell3. The diffusing
molecule is assumed to initially be randomly distributed on the cell mem-
brane, ∂Ch. Here STD denotes standard deviation and CV denotes the
coefficient of variation (the standard deviation divided by the mean).
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Figure A·1: Statistics of MFPT in the absence of signal degradation for
Bcell2. See Figure 2·2 for subfigure information.
140



















1 10 20 30 40 50
















Mean First Passage Time Distribution

















Figure A·2: Statistics of MFPT in the absence of signal degradation for
Bcell3. See Figure 2·2 for subfigure information.







BCELL3 Patch Diameter Distribution ( m)







BCELL2 Patch Diameter Distribution ( m)







BCELL1 Patch Diameter Distribution ( m)
Figure A·3: Distribution of patch diameters for the 100 patches in Bcell1,
Bcell2 and Bcell3. Here diameter corresponds to the largest Euclidean dis-
tance between the center of two voxels within the patch.
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Figure A·4: Convergence of 〈Tλ,h〉 to the asymptotic limit (2.5.3) as λ→
∞ when the molecule is started uniformly on the surface of the cell. In Bcell1,
the geodesic distance from the cell membrane to the nucleus is different in
the “physiological” and “no organelles” cases, while in Bcell2 and Bcell3 the
distance is the same (and so only one asymptotic line is shown).
(a) (b) (c)
(d) (e) (f)
Figure A·5: Statistics of the conditional MFPT, Tλ,h, for Bcell1 for 100
different patch initial conditions (see Section A.2). (a) through (d) show
statistics for the physiological case. (e) shows the ratio of the physiological
to no organelle conditional MFPTs, while (f) shows the difference between




Figure A·6: Statistics of the conditional MFPT, Tλ,h, for Bcell2 for 100
different patch initial conditions (see Section A.2). (a) through (d) show
statistics for the physiological case. (e) shows the ratio of the physiological
to no organelle conditional MFPTs, while (f) shows the difference between




Figure A·7: Statistics of the conditional MFPT, Tλ,h, for Bcell3 for 100
different patch initial conditions (see Section A.2). (a) through (d) show
statistics for the physiological case. (e) shows the ratio of the physiological
to no organelle conditional MFPTs, while (f) shows the difference between

















Figure A·8: Signal successfully reaching the nucleus in Bcell2 and Bcell3.
See Fig. 2·4 in the main text for details.
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Discrete Model (h = 0.0175)
Discrete Model Asymptotics
Discrete Model (h = 0.0351)
Discrete Model Asymptotics
Exact PDE Solution
Figure A·9: Conditional mean first passage time to reach the nucleus,
〈Tλ〉 = 〈Tλ|Tλ <∞〉, when the nucleus is a sphere of radius 3µm, the cell
membrane is a sphere of radius 5µm, and the cytosolic space between them
is open (no organelle barriers). The figure shows the exact solution 〈Tλ〉
from the corresponding diffusion equation PDE (blue spheres), obtained by
taking the logarithmic derivative of Fλ,0(R), see Section A.3. The solid red
line gives the numerical solution 〈Tλ,h〉 to the corresponding semi-discrete
model using a Cartesian grid approximation to the cytosol with mesh spacing
h = 0.0351 (comparable to the resolution of our B cell reconstructions). The
green line gives the corresponding curve when the mesh spacing is reduced to
h = .0175. Dashed lines give the asymptotic formula for the large λ behavior
of 〈Tλ,h〉 (2.5.3). We see the continuous and discrete models agree very
well until the asymptotic behavior takes over, demonstrating the different
short time behavior of the underlying diffusion equation and semi-discrete
diffusion equation solutions. As the mesh is refined, we also see that the
semi-discrete model approximates the analytical value well to a larger value
in λ, reflecting that the short-time breakdown of the approximation of the
PDE by the semi-discrete model occurs on a shorter time-scale as the mesh is




Appendix of Chapter 3
B.1 γ dependency of reaction kernels
In this section we demonstrate one way in which the claimed γ scaling given in
Assumption 3.3.8 arises for bimolecular reactions. We ignore the zeroth order case as
our main result, Theorem 3.4.3, does not allow for such reactions. In the first order
case the reaction rate kernel, Kγ(x), is usually interpreted as an internal property of
molecules, giving the probability per time an individual reactant particle can undergo
the reaction. As such, it would not be expected to depend on γ. In contrast, the
reaction rate kernel for a bimolecular reaction is often calibrated to agree with a
known well-mixed reaction rate constant in the limit that the system is forced to be
well-mixed (i.e. the limit that particle diffusivities are taken to be infinite), which
ultimately gives rise to the γ dependence.
Consider an isolated system containing only two particles that can undergo a
bimolecular annihilation reaction of the form A+B→ ∅. Assume we are considering
the reaction within a bounded domain Ω ⊂ Rd with hypervolume |Ω|. In modeling
chemical reaction systems, one is often given a spatially-homogeneous, well-mixed,
macroscopic reaction rate, Kwm, with units of (molar concentration)
1−α(time)−1 for a
reaction of order α. The corresponding reaction rate used in a spatially-homogeneous
well-mixed stochastic chemical kinetics model is then K̄ = (γ |Ω|)1−αKwm, with units
of (time)−1. For our second order reaction K̄ gives the probability per time for the
pair of A and B molecules to react and annihilate in the well-mixed stochastic model.
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Consider the PBSRD model’s dynamics until the two reactants annihilate. Let
p(x,y, t) denote the probability density the particle positions are x and y respectively
at time t, and no reaction has yet occurred. Then
∂p
∂t
(x,y, t) = (DA∆x +D
B∆y)p(x,y, t)−Kγ(x,y)p(x,y, t), x ∈ Ω, y ∈ Ω, t > 0,
with reflecting no-flux boundary conditions for x or y in ∂Ω. In the formal well-
mixed limit that the particle diffusivities are taken to be infinite, we expect that
p(x,y, t) = p(t). Letting P (t) = p(t) |Ω|2 denote the probability the reaction has not



















If we assume that Kγ(x,y) = γβK(x,y), then we immediately obtain the scaling
given in Assumption 3.3.8, i.e. β = −1.
More concretely, consider the widely used Doi interaction Kγ(x,y) =
λ1[0,ε](|x− y|) (Doi, 1976a; Doi, 1976b). We find that
λ =
Kwm |Ω|
γ |R ∩ Ω2|
,




where |Bε| denotes the hypervolume of the ball of radius ε. This demonstrates that
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the scaling of Assumption 3.3.8 persists in freespace.
B.2 Mass Control Lemmas for Different Cases of Reactions
The goal of this section is to prove the following key estimate.
Lemma B.2.1. For the `-th reaction, 1 ≤ ` ≤ L, let η small enough, ε > 0 and



















mη` (y |x) dy
 λ(`)[µζs−](dx) ds















+ 2C(K)C(µ)||fm||C2b (Rd)T (Cη + ε) .
To do so we first prove some intermediate results and the proof of Lemma B.2.1
will then follow at the end of this section.
Lemma B.2.2. For any η ≥ 0 small enough, L̃+ 1 ≤ ` ≤ L, y ∈ Y(`), x ∈ X(`), and




f(y) (mη` (y |x)−m`(y |x)) dy| ≤ ||f ||C2b (Y(`))Cη,
and this constant Cη → 0 as η → 0 by Definition 3.3.1 on the choice of positive
mollifier and placement measures based on Assumptions 3.3.3 - 3.3.7.
Proof. This is essentially a result from the definition of mollifiers. We’ll discuss this
estimate for each of the following different cases of reactions. The upper bound is
always some constant of the order of η times ||f ||C1b (Y(`)).
Case 1 Reaction of the form Si → Sj.
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f(y) (mη` (y |x)−m`(y |x)) dy| = |
∫
Rd












||f ||C1b (Rd)η ×Gη(y − x) dy|
≤ ||f ||C1b (Rd)η.
Case 2 Reaction of the form Si → Sj + Sk.
















f(y1, y2)ρ(|y1 − y2|)δ (x− (αiy1 + (1− αi)y2)) dy1 dy2
 |






















(f(w + y2, y2)− f(w + x− αiw, x− αiw))
149










|f(w + y2, y2)− f(w + x− αiw, x− αiw)|










||f ||C1(R2d)η ×Gη (x− αiw − y2) dy2
 dw

≤ ||f ||C1(R2d)η ( by noting that
∫
Rd
ρ(|w|) dw = 1 in Assumption 3.3.7 .
Case 3 Reaction of the form Si + Sk → Sj.



























|f(y)− f(αix1 + (1− αi)x2)|







||f ||C1b (Rd)η ×Gη (y − (αix1 + (1− αi)x2)) dy|
≤ ||f ||C1b (Rd)η
Case 4 Reaction of the form Si + Sk → Sj + Sr.










































||f ||C1b (R2d) ×
√






||f ||C1b (R2d) ×
√































Proof. By plugging in the specific form of the reaction rate and placement measure












































Lemma B.2.4. If the `-th reaction is a reaction of the form Si → Sj + Sk, where i
and k could be j, then for the choice of ε ≥ 0 and R ∈ N in Assumption 3.3.7, we


























Proof. Let ε ≥ 0 and R ∈ N be such that Assumption 3.3.7 is satisfied. By plugging








































































































































































Proof. By plugging in the specific form of the reaction rate and placement measure








































































Lemma B.2.6. If the `-th reaction is a reaction of the form Si+Sk → Sj +Sr, where

































Proof. By plugging in the specific form of the reaction rate and placement measure









































































Now we are in position to give the proof of Lemma B.2.1.
















































































m` (y |x) dy
 λ(`)[µζs−](dx) ds

+ 2C(K)C(µ)||fm||C2b (Rd)CηT (by Lemma B.2.2)














+ 2C(K)||fm||C2b (Rd)C(µ)Tε+ 2C(K)C(µ)||fm||C2b (Rd)CηT
(by Lemma B.2.3 - B.2.6)














+ 2C(K)C(µ)||fm||C2b (Rd)T (Cη + ε) ,
concluding the proof of the lemma.
B.3 Proofs of Propositions 3.5.5 and 3.5.6.
Let us recall the forward equation (3.5.2). For both proofs of Propositions 3.5.5
and 3.5.6 we need to define an appropriate L2 space. In particular, define an
appropriate L2 (Fock) space, F , with inner product for two functions, G1 =
{g(a,b,c)1 (qa, qb, qc)}∞a,b,c=0 and G2 = {g
(a,b,c)
2 (q


















a, qb, qc) dqa dqb dqc,
(B.3.1)
we can interpret T ∗ = L+R+ +R− as the adjoint of the generator, T , for the process










































(a+1,b+1,c−1)(qa ∪ x, qb ∪ y, qc \ qcn, t)dxdy
− Kγ2 (qcn)g(a,b,c)(qa, qb, qc)
)
(B.3.2)
Note that here L∗ = L.
Next we present the proofs of the two propositions.
Proof of Proposition 3.5.5. For simplicity of notation, without loss of gener-


































. By the definition of νζt and adopt-


















































× p(a,b,c)(qa, qb, qc, t) dqa dqb dqc,
= (G, P (t))F , (B.3.3)
where we define
















































































































































































































































































= (G, P (t))F = (G, P (0))F +
t∫
0
























































































































− f(QA(s)l (s), S1)− f(Q
B(s)















































From the measure-valued formulation in Eq (3.4.5), we obtain the following inte-
























































































s− ), S2) + f(z, S3)
)


























































































































































































is the same when
derived from the forward equation (B.3.5) and from the measure-valued formulation
(B.3.6).
Proof of Proposition 3.5.6. We use the forward Kolmogorov equation to prove the
proposition. We are interested in finding an equation for the average concentration
field for A, B and C molecules, i.e. E [A(x, t)], E [B(y, t)] and E [C(z, t)] from forward


































(a− 1)! b! c!
∫
R(a−1+b+c)d
p(a,b,c)(qa−1 ∪ x, qb, qc, t) dqa−1 dqb dqc.
Similarly, for molecule B and C, we have








a! (b− 1)! c!
∫
R(a+b−1+c)d
p(a,b,c)(qa, qb−1 ∪ y, qc, t) dqa dqb−1 dqc.








a! b! (c− 1)!
∫
R(a+b+c−1)d
p(a,b,c)(qa, qb, qc−1 ∪ z, t) dqa dqb dqc−1.
In deriving this equation we will need to use the correlation in the A and B fields,
given by









































(a− 1)! (b− 1)!c!
∫
R(a+b+c−2)d
p(a,b,c)(qa−1 ∪ x, qb−1 ∪ y, qc, t)
dqa−1 dqb−1 dqc.


















(qa−1 ∪ x, qb, qc, t)
dqa−1 dqb dqc.







































p(a,b,c)(qa−1 ∪ x, qb, qc, t) +D1∆xp(a,b,c)(qa−1 ∪ x, qb, qc, t)
]
dqa−1 dqb dqc
= D1∆xE [A(x, t)]
where on the second to last line, the first term becomes zero due to integration by parts
and the fact that probability density vanishes at infinity (recall that by Theorem 3.5.4
























































































(a,b,c)(qa−1 ∪ x, qb−1 ∪ y, qc, t) dy
































































































Kγ1 (x,y)E [A(x, t)B(y, t)] dy.


























(a,b,c)(qa−1 ∪ x, qb−1 ∪ y, qc, t) dy dqb−1
(Here we replace qbm by y and q
b \ qbm by qb−1,





(a,b,c)(qa−1 ∪ x, qb−1 ∪ y, qc, t) dy dqb−1.
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Similar ideas also apply to the third term and to deriving (III). In the second to last
equality of (II), we used that
∫
Rdm1(z|x,y)dz = 1 and the second and third term
















































qa−1 \ qa−1l ∪ x, q




















qa−1 \ qa−1l ∪ x, q



























































































































E [C(z, t)] dz.
In (III), we used that
∫
R2dm2(x,y|z)dx dy = 1. In the second to last line, the first
and third term cancel by shifting indexes.
In summary, the average concentration of species A satisfies
∂tE [A(x, t)] = D1∆xE [A(x, t)]−
∫
Rd







E [C(z, t)] dz.
Following similar arguments, one can derive equations for the average concentration
of each species, given by (3.5.6) as claimed.
This concludes the proof of the Proposition.
B.4 Proof of Theorem 3.5.4
Proof of Theorem 3.5.4. Due to the linearity of the equation, the proof of existence
and uniqueness is standard here, so we only present a sketch of the argument for
completeness.
Notice that the operator L defined in (3.5.3) generates a contractive analytic semi-
group on F , denoted by {etL}t≥0. Now, since by Lemma B.4.1, R+,R− are Lipschitz
continuous, existence of a unique local mild solution to (3.5.2), P ∈ C([0, t0);F ) fol-
lows by the standard Picard-Lindelöf theorem for equations with values in Banach
spaces if the initial condition satisfies P 0 ∈ F .
Next we establish global existence of a unique mild solution. The boundedness of
the linear operators R+,R− by Lemma B.4.1, together with the contraction property
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of the semigroup t 7→ etL, implies that
‖P (t)‖F ≤ ‖P 0‖F + C
t∫
0
‖P (s)‖F ds (B.4.1)
and a subsequent Gronwall lemma yields the bound ‖P (t)‖F ≤ ‖P 0‖F eCt. This
bound allows us, by choosing t0 small enough, to extend the solution from the interval
[0, t0) to the interval [0,∞). Hence, a unique global mild solution P ∈ C([0,∞);F )
exists.
We actually have stronger regularity for the solution, P (t). This is a direct con-
sequence of the contraction and regularization properties of the semigroup {etL}t≥0.
Indeed, since P (t) is in L2(X), Lemma B.4.1 gives that R+(P ) and R−(P ) are both
in L2(X). If, in addition, the initial condition P 0 ∈ H1(X), then the mild form of
the solution together with standard parabolic estimates (see estimates 3.1 in Chapter
I.V, Section 3 of (Ladyzhenskaia et al., 1968)), gives that P ∈ C([0,∞);H2(X)).
Note, P (t) can be viewed as a probability density. Indeed, we have that if P 0 ≥ 0,













































by Lemma B.4.2. This concludes the proof of the theorem.
Lemma B.4.1. We have that the operators R+ and R− are bounded linear, Lipschitz
continuous operators on F . Namely, for G = {g(a,b,c)(qa, qb, qc)}∞a,b,c=0 ∈ F ,
‖R+(G)‖F ≤ C‖G‖F ,
‖R−(G)‖F ≤ C‖G‖F ,
‖R+(G1)−R+(G2)‖F ≤ C‖G1 −G2‖F ,
‖R−(G1)−R−(G2)‖F ≤ C‖G1 −G2‖F . (B.4.2)
167
Proof. We’ll only show the first two estimates hold. The Lipschitz conditions on R+
and R− follow directly from R+ and R− being bounded and linear. Assume that the
initial number of particles are a0, b0 and c0 for species A, B and C respectively. We
then have that the following upper bounds hold for all times 0 ≤ a ≤ a0 + c0 := amax,
0 ≤ b ≤ b0 + c0 := bmax and 0 ≤ c ≤ a0 ∧ b0 + c0 := cmax.






























































































× g(a+1,b+1,c−1)(qa ∪ x, qb ∪ y, qc \ qcn, t)dxdy
])2
dqa dqb dqc. (B.4.3)
Without loss of generality, let us assume 0 < αi ≤ 1 in Assumption 3.3.4. Now
denote C1 = (amaxbmaxC(K))






pi × δ (qcn − (αix+ (1− αi)y))
into (B.4.3). We obtain












































(qcn − (1− αi)y) ,y
)
× g(a+1,b+1,c−1)(qa ∪ 1
αi





























(qcn − (1− αi)y) ,y
)
× g(a+1,b+1,c−1)(qa ∪ 1
αi








































































































∣∣∣∣g(a+1,b+1,c−1)(qa ∪ 1αi (qcn − (1− αi)y) , qb ∪ y, qc \ qcn, t
)∣∣∣∣2 dqcn































∣∣g(a+1,b+1,c−1) (qa ∪ x, qb ∪ y, qc \ qcn, t)∣∣2 dx



















(∣∣g(a+1,b+1,c−1) (qa+1, qb+1, qc−1, t)∣∣2) dqa+1 dqb+1 dqc−1.
≤ C1‖G‖2F + C2‖G‖2F = (C1 + C2)‖G‖2F ,
(B.4.4)







<∞ by Assumption 3.5.2.










































































































dqa dqb dqc. (B.4.5)
Now denote C3 = (cmaxC(K))












z − (αiqai + (1− αi)qbm)
)
,





















































































pi × ρ(|qal − qbm|)δ
(



























p2i × ρ(|qal − qbm|)2
×























∣∣g(a−1,b−1,c+1) (qa−1, qb−1, qc ∪ (αix+ (1− αi)y), t)∣∣2)






































∣∣g(a−1,b−1,c+1) (qa−1, qb−1, qc ∪ z, t)∣∣2
 dz dqa−1 dqb−1 dqc.
(where z = αiw + y)
≤ C3‖G‖2F + C4‖G‖2F = (C3 + C4)‖G‖2F ,
(B.4.6)





< ∞ by Assumption
3.5.3.
Lemma B.4.2. Assume that the solution P ∈ C([0,∞);H2(X)) to (3.5.2) exists and








































qa, qb, qc, t
)
dqc dqb dqa
 = 1. (B.4.7)
Proof. By assumption, we have that the normalization condition holds for the initial
172




















































































































Note, in the last equality the first term is zero using the divergence theorem and that



































































































































































































×p(a+1,b+1,c−1)(qa+1, qb+1, qc−1, t) dqc−1 dqb+1, dqa+1
]
= 0,
by using the symmetry of p(a,b,c) with respect to permutations of the ordering of
particle positions for particles of the same type. A similar calculation shows that the
third term is zero. Thus, the time derivative of the left-hand-side (B.4.7) is always
zero. Combining with the normalization condition for the initial condition, we have
that (B.4.7) is true for all t ≥ 0.
Lemma B.4.3. Assuming there exists a unique solution P ∈ C([0,∞);H2(X)) and
P 0 ≥ 0, the solution components p(a,b,c)
(
qa, qb, qc, t
)
are always non-negative for all
t ≥ 0.
Proof. First, we consider g(a,b,c)
(
qa, qb, qc, t
)
satisfying the following decoupled linear
PDEs with initial condition g(a,b,c)
(











g(a,b,c)(qa, qb, qc, t) = (L+R+1 +R−1 )g(a,b,c)(qa, qb, qc.t), (B.4.8)
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where we define












g(a,b,c)(qa, qb, qc, t)
and








g(a,b,c)(qa, qb, qc, t).
Since 0 ≤ Kγ1 ≤ C(K) and 0 ≤ K
γ
2 ≤ C(K), we can then obtain via a comparison ar-
gument for semilinear equations that the solution to Eq (B.4.8), g(a,b,c)
(




Let us further define











(a+1,b+1,c−1)(qa ∪ x, qb ∪ y, qc \ qcn, t)dxdy
,
and















(a−1,b−1,c+1) (qa \ qal , qb \ qbm, qc ∪ z, t) dz
 .
We then set R+ = R+1 +R+2 and R− = R−1 +R−2 . Due to the positive mapping prop-
erty of the operators R+2 and R−2 , we shall have for the function g(a,b,c)
(





g(a,b,c)(qa, qb, qc, t) ≤ (L+R+ +R−)g(a,b,c)(qa, qb, qc.t).
Hence, again utilizing the comparison principle for semilinear PDEs, we obtain that
0 ≤ g(a,b,c)(qa, qb, qc, t) ≤ p(a,b,c)(qa, qb, qc, t),
i.e. the non-negativity of our solution, concluding the proof.
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Appendix C
Appendix of Chapter 4
C.1 Lemmas for Estimating Differences Between Two Mod-
els
First, we start with a key estimate presented in Lemma C.1.1.
Lemma C.1.1. For any non-negative kernel K̂ε(w) ≥ 0 with w ∈ Rd, ε sufficiently
small, of the type
(A) radially symmetric K̂ε(w) only depends on |w|,




ε(w)|w|2 dw = O(ε2),




K̂ε(x− y)f(x+ α(y − x))g(y) dy − f(x)g(x)‖L∞ = ||f × g||C2b (Rd)O(ε
2), (C.1.1)
where O(ε2) depends on α.





K̂ε(x− y)f(x+ α(y − x)) dy − f(x)‖L∞ = ||f ||C2b (Rd)O(ε
2). (C.1.2)
Proof of Lemma C.1.1. Assume that α 6= 0. The case when α = 0 can be adapted
from the following proof.
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Notice that for any f ∈ C2b (Rd), any x, y ∈ Rd, we can apply Taylor’s theorem to
obtain
f(y) = f(x) + 〈∇f(x), y − x〉+
〈
y − x,D2f(ξ)(y − x)
〉
, (C.1.3)
where 〈·, ·〉 is the inner product on Rd, D2f(ξ) is the Hessen matrix at x and ξ ∈
B|y−x|(x). Since f ∈ C2b (Rd), we can alternatively rewrite Eq. (C.1.3) as
|f(y)− f(x)− 〈∇f(x), y − x〉 | ≤ ||f ||C2b (Rd) × |y − x|
2. (C.1.4)
Applying Taylor’s theorem to f(x+ α(y − x))× g(y), we find
























K̂ε(x− y) [f(x+ α(y − x))g(y)− f(x)g(x)
















||f × g||C2b (Rd) × |y − x|
2 dy









( by property (C) of the reaction kernel )
≤ ||f × g||C2b (Rd)O(ε
2),
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where C,C2, C3 is defined in the proof of Theorem 4.2.1 and independent of ε.
Proof. We’ll discuss this case by case. When α`j = 0, Λ
`,j(τ) = 0, and Eq. (C.1.5) is
trivially true. When α`j = 1, note that α
(`)! = 1 for the allowable types of reactions.
If R` is a first order reaction, based on Assumption 4.1.3, K
ε
` (x) = k`, x ∈ Rd, is a
constant rate function. As long as we choose k` = κ`,
Λ`,j(τ) ≤ k` max
j=1,··· ,J
||ρj(x, τ)− ρεj(x, τ)||L∞ .




K̂ε` (x− y) ρεi (y, τ) dy




K̂ε` (x− y) ρεi (y, τ) dy − κ`ρεi (x, τ)
 ρεj(x, τ)‖L∞
+ ||ρεj(x, τ) (ρεi (x, τ)− ρi(x, τ)) ||L∞ + ||ρi(x, τ)
(
ρεj(x, τ)− ρj(x, τ)
)
||L∞
≤ ||ρεi (x, τ)||C2b (Rd)O(ε
2)× ||ρεj(x, τ)||L∞ + ||ρεj(x, τ)||L∞||ρεi (x, τ)− ρi(x, τ)||L∞
+ ||ρi(x, τ)||L∞||ρεj(x, τ)− ρj(x, τ)||L∞
≤ C
(
||ρεi (x, τ)||C2b (Rd)O(ε
2) + 2 max
j=1,··· ,J
||ρεj(x, τ)− ρj(x, τ)||L∞
)
, (C.1.6)
by choosing k` = κ` and applying Lemma C.1.1 and the regularity results of the solu-
tions in Theorem 4.3.6 and Theorem 4.3.4. Here in the last step, recall that C =
(max`=1,··· ,L k`) maxj=1,··· ,J{supε>0 supτ∈[0,T0] ||ρ
ε
j(x, τ)||L∞ ∨ supτ∈[0,T0] ||ρj(x, τ)||L∞}
was assumed independent of ε.




K̂ε` (x− y) ρεj(y, τ) dy
 ρεj(x, τ)− 2κ`ρj(x, τ)2‖L∞ .
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where C,C2, C3 is defined in the proof of Theorem 4.2.1 and independent of ε.
Proof. We’ll again discuss this case by case. When β`j = 0 then Θ
`,j(τ) = 0, and
Eq. (C.1.7) is trivially true.
1. When R` is of the type Si → Sj, i 6= j, by plugging in Assumption 3.3.3 and
Assumption 4.1.3, we obtain
Θ`,j(τ) = ‖k`ρεi (x, τ)− κ`ρi(x, τ)||L∞ ≤ k`||ρεi (x, τ)− ρi(x, τ)‖L∞ . (C.1.8)
2. When R` is of the type Si + Sk → Sj, i 6= k, by plugging in Assumption 3.3.4





K̂ε` (x1 − x2)mε`(x |x1, x2)ρεi (x1, τ)ρεk(x2, τ) dx1 dx2




K̂ε` (x1 − x2)mε`(x |x1, x2)ρεi (x1, τ)ρεk(x2, τ) dx1 dx2
− κ`ρεi (x, τ)ρεk(x, τ)‖L∞
+ κ`||ρεi (x, τ)||L∞||ρk(x, τ)− ρεk(x, τ)||L∞
+ κ`||ρεi (x, τ)− ρi(x, τ)||L∞||ρk(x, τ)||L∞ . (C.1.9)
Without loss of generality, we assume that αi > 0 for all 1 ≤ i ≤ I in the
following, then by choosing k` = κ`, we have that∣∣∣∣ ∫
R2d






K̂ε` (x1 − x2)
I∑
i=1
piδ (x− (αix1 + (1− αi)x2)) ρεi (x1, τ)ρεk(x2, τ) dx1 dx2
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(x− (1− αi)x2) , τ
)
ρεk(x2, τ) dx2
























−κ`ρεi (x, τ)ρεk(x, τ)|
= ||ρεi (x, τ)ρεk(x, τ)||C2b (Rd)O(ε
2),
based on Lemma C.1.1 and the regularity results in Theorem 4.3.6 and Theo-
rem 4.3.4. Substituting this back into Eq. (C.1.9), we obtain
Θ`,j(τ) ≤ k`||ρεi (x, τ)||L∞||ρk(x, τ)− ρεk(x, τ)||L∞
+ k`||ρεi (x, τ)− ρi(x, τ)||L∞||ρk(x, τ)||L∞










where C = (max`=1,··· ,L k`) maxj=1,··· ,J{supε>0 supτ∈[0,T0] ||ρ
ε
j(x, τ)||L∞ ∨
supτ∈[0,T0] ||ρj(x, τ)||L∞} is independent of ε.
3. When R` is of the type Si + Si → Sj, by plugging in Assumption 3.3.4 and






K̂ε` (x1 − x2)mε`(x |x1, x2)ρεi (x1, τ)ρεi (x2, τ) dx1 dx2
− κ`ρi(x, τ)ρi(x, τ)‖L∞ .











4. When R` is of the type Si → Sj + Sk, by plugging in Assumption 4.1.5 and








mε`(x, y| z) dy










qj × δ (z − (βjx+ (1− βj)y)) dy
























ρε(|x− y|)ρi(βjx+ (1− βj)y, τ) dy − ρi(x, τ)‖L∞
≤ β`jκ`
(




where the last term here again uses Lemma C.1.1 and the regularity of solutions
in Theorem 4.3.6 and Theorem 4.3.4.
5. When R` is of the type Si+Sk → Sj+Sr, i 6= k, by plugging in Assumption 3.3.5








mε`(x, y|z, w) dy
 ρεi (z, τ)ρεk(w, τ) dz dw

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||ρεi (x, τ)||C2b (Rd)O(ε
2) + max
j=1,··· ,J




where the last inequality comes from Eq. (C.1.6).
6. When R` is of the type Si + Si → Sj + Sr, by choosing k` = 2κ` instead, we
obtain the same estimates as Eq. (C.1.12).
This concludes the proof of the lemma.
C.2 Lemmas for Estimating Derivatives of the Nonlinear
Term of MFM















≤ k` (2C2 ∨ 1) sup
k=1,··· ,J
||∂xiρk(x, t)||Cb(Rd).





























































1 )m`(y | x̃) dy
(ΠJk=1Πα`ks=1ρk(x̃(k)s , t)) dx̃|
≤ k` (2C2 ∨ 1) sup
k=1,··· ,J
||∂xmρk(x, t)||Cb(Rd).
Proof. We discuss this case by case for the different types of reactions.









1 )m`(y | x̃) dy
(ΠJk=1Πα`ks=1ρk(x̃(k)s , t)) dx̃|
= k`|∂xmρk(x, t)| ≤ k` sup
k=1,··· ,J
||∂xmρk(x, t)||Cb(Rd).
2. When R` is of the type Sk + Sr → Sj, without loss of generality, let us assume









1 )m`(y | x̃) dy







































K̂`(w)∂xm (ρk (x+ (1− αi)w, t) ρr(x− αiw, t)) dw|
≤ k` × 2 sup
k=1,··· ,J
||∂xmρk(x, t)||Cb(Rd)||ρ||M ≤ 2k`C2 sup
k=1,··· ,J
||∂xmρk(x, t)||Cb(Rd).









1 )m`(y | x̃) dy







m`(x, y | z, w) dy




K̂`(x− y)ρk(x, t)ρr(y, t) dy|
+ (1− p)× |∂xm
∫
Rd




K̂`(y)∂xm (ρk(x, t)ρr(x− y, t)) dy|
+ (1− p)× |
∫
Rd
K̂`(−y)∂xm (ρk(x− y, t)ρr(x, t)) dy|
≤ k` × 2 sup
k=1,··· ,J
||∂xmρk(x, t)||Cb(Rd)||ρ||M ≤ 2k`C2 sup
k=1,··· ,J
||∂xmρk(x, t)||Cb(Rd).
4. When R` is of the type Sk → Sj + Sr, without loss of generality, let us assume









1 )m`(y | x̃) dy








m`(x, y | z) dy










pi × δ (z − (αix+ (1− αi)y)) dy



















This concludes the proof of the lemma.
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cessus à valeurs mesures. Comptes rendus de l’Académie des sciences. Série 1,
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Muñoz-Garćıa, J., Neufeld, Z., and Kholodenko, B. N. (2009a). Positional infor-
mation generated by spatially distributed signaling cascades. PLoS Comput Biol,
5(3):e1000330.
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