ABSTRACT
Introduction
High-content/high-throughput screening (HCS/HTS) technologies provide powerful imaging instruments for the study of biological processes [1] . These instruments combine sophisticated optics with automation techniques for imaging large populations of cells under different experimental perturbations. Such studies produce enormous amount of imaging data, including 2D images, 3D confocal data sets, time-lapse images, and multispectral images [2] . Manual analysis of such data is extremely time consuming, and intelligent image interpretation tools have only recently started to emerge for certain applications [3] . Even though extensive work has been done on segmentation and tracking in cellular images [4] , there is not much work on extracting high-level semantic information arising from spatiotemporal changes and interactions of cells with each other and their external environment [5] . There is a need for powerful automated image understanding and spatiotemporal knowledge extraction tools for extraction of useful information from biological imaging experiments [6] . Such tools will enable fast, objective, and quantitative analysis of biological systems, reinforce the knowledge extraction process, and make efficient storage and conceptual queries about scientific experiments possible, which are the key requirements for many applications in drug discovery [7] .
Spatio-temporal events define the behavior of cells. Many features of biological cells vary in response to different experimental perturbations. Quantification of such changes provides insights into the working of biological cells. Modern cell-screening techniques require analyzing large numbers of cells under different experimental conditions. At high resolution, a single experiment may generate hundreds of images. In order to understand the underlying biological processes, extraction of quantitative spatial and temporal information about the imaged samples is required. Monitoring of cancer cell growth, cell division, chemotaxis, phagocytosis, and apoptosis are some of the examples. Analyzing large populations of cells on a per-cell basis can yield useful information about biological phenomena. In this paper we present an FSM-based model for representation and recognition of spatio-temporal events in a large number of cells. This model is general and is not specific to a particular application. It provides a flexible and powerful means for representation of spatio-temporal knowledge for automated analysis of biological images. Figure 1 shows the overall architecture of the system for spatio-temporal analysis of HCS data sets. A modular approach is used that describes objects in terms of their attributes, and spatial and temporal events based on the changes in attributes of the objects that constitute those events. Event recognition is separated from event representation. Event information is represented as XML schemas that are used by event recognition logic [8] . The FSM-based model presented in this paper is used for event recognition. Either objects and events can either be described using the XML editor or example images can be provided to the feature extractor that extracts the relevant information from the images and generates corresponding XML schemas. The objects and events repository contains XML specifications of different types of objects and events and is used by the event recognition engine for identifying specific events in the multidimensional images. The extracted spatio-temporal knowledge is converted into XML documents by the XML writer module, and stored in the XML knowledge base on which further analysis is done using the data mining engine. Analysis results with different levels of detail can then be embedded into the image data using the XML embedding module. 
Architecture

FSM-based model
In the proposed approach, cells are modeled as objects with specific attributes like color, size, shape, etc., and events are modeled in terms of the specific values of attributes of participating objects along with the spatial relationships between these objects. For spatial analysis, different spatial representations of objects can be used [5] . A bounding box is a simple spatial representation. More accurate spatial representations like convex hull or exact outline can also be used, depending upon the speed and accuracy requirements of the application [9] . For the case of the bounding box, inter-object spatial analysis can be done using projections on coordinate axes. An extension of temporal logic [10] to two and three dimensions is then used to describe the inter-object relationships, as described in [11] . For the case of convex hull and exact outline, polygon intersection tests can be used for spatial analysis. Although bounding box is not as accurate as the other spatial representations, its speed and simplicity make it an attractive choice for situations where high level of accuracy is not required, for example samples containing low density and non-touching cells. Spatial analysis of biological objects mainly aims at establishing whether two objects are disjoint, have a partial overlap, or contain one inside the other. We have defined predicates for these cases using different spatial representations [9] . The proposed model consists of three main components, namely, event detection finite state machine (EDFSM), event representation graph (ERG), and FSM transition function. Cells are segmented and tracked and this information is provided to the system. EDFSM models the spatio-temporal knowledge that constitutes the event in terms of different states and transitions between them. ERG stores the extracted knowledge about events, and FSM transition function uses the EDFSM model and the results of segmentation and tracking to extract the spatio-temporal knowledge from images and stores it in the form of an ERG. Different events can be defined in terms of their EDFSM representations and these representations can then be run against image sets to identify particular events.
EDFSM
Biological events involve complex interactions among objects and also evolution of objects over time. In order to capture the inter-object spatial relationships as well as the changes in the attributes of objects with the passage of time, we introduce the concept of an EDFSM. Formally, an EDFSM is a seven-tuple,
, where Σ is a set of states, is a set of transitions, is a set of types of objects that make up an event, is a set of conditions on the attributes of objects that make up an event, is a set of conditions on the spatial projections of objects that make up the event, is the set of initial states, and is a set of final states. EDFSM can be represented graphically or using a state transition table. Figure 2 shows different components of an EDFSM. The states can be represented in terms of ranges of different parameters or a classifier can be used to define the states as shown in Figure 3 . The classifier is first trained by providing labeled images for different states. Different features such as size, shape, and texture are extracted using feature extraction algorithms. A set of the most appropriate features is then selected for classification and the classifier learns different states of interest. In the testing phase, the classifier classifies the objects found in the images as belonging to one of the classes previously learned and the temporal analysis is then performed using the FSM approach. Figure 3 . The states of the FSM can be learned from example images using a classifier.
Event representation graph
Detected events are represented using an ERG. Formally an ERG is G = (V,E) where V is the set of vertices and E is the set of edges. Each vertex is a three-tuple
where is the start frame, is the duration, and Ο is the set of objects that constitute the event. Each edge represents a temporal relationship between events, where μ η Τ ∈ Τ {before, meets, overlaps, during, starts, equals, finishes} as defined in [10] . Table 1 shows two functions used for maintenance of ERG. Figure 4 describes the FSM transition function. The current state and the action are determined by the previous state and the input. State transition and action constraints are defined by means of the state transition table. FSM logic tries to identify if the event specified by EDFSM occurs in the time-lapse images. If any such event is identified, an ERG representation for that event is generated.
FSM transition function
Time-lapse apoptosis screening example
In this section we demonstrate the expressive power of our model by encoding different events in an apoptosis screen. Apoptosis is defined as programmed cell death [12] . Every living cell spends its life cycle according to a set of instructions and at the end it initiates the process of apoptosis. Study of apoptosis is important for cancer cell research. Cancerous cells often avoid apoptosis and instead undergo uncontrolled division. Many drugs are aimed at inducing apoptosis in cancer cells. Apoptosis can be detected by using a specific surface marker, for example Annexin V-fluorescein isothiocyanate (FITC), and other markers for staining the nucleus and cytoplasm. Another stain called propidium iodide (PI) is used to verify cell viability. This marker cannot penetrate the cell membrane of living cells so it is not found in the nuclei of living cells. As the cell undergoes apoptosis, its cell membrane becomes more permeable and the dye stains the nucleus of the cell as well. Table 2 shows different states of cells during apoptosis along with their spatial constraints. Figure 5 shows the EDFSM encoding to identify all live cells that go through early and late apoptotic states. The corresponding state transition table is shown in Table 3 . Figure 3 . Actions cr and inc correspond to the create and increment functions as defined in Table  1 . Spatial relations refer to the ones defined in Figure 6 . Segmented nuclei
Experiments and discussion
In this section we demonstrate how the extra information provided by per-cell analysis can be used to compensate for experimental discrepancies. Human cervical cancer cells (HeLa) were treated with an apoptosis-inducing drug (camptothecin). Cells were imaged using an imaging cytometer (iCys research imaging cytometer, CompuCyte Corporation, Cambridge, MA) every thirty minutes for four and a half hours. A total of 45 sets of 9 images each were collected. Acquired images were preprocessed to correct image registration problems and were then segmented using a manually defined threshold. A representative image is shown in Figure 6 . As the cells had limited movement, tracking was done by finding for each cell corresponding cells in other frames whose bounding boxes overlap with it. Cells that did not have a corresponding cell in any one of the images were not used for analysis. Figure 7 shows the analysis pipeline. The numbers of live, early apoptotic, and late apoptotic cells were found for every frame of the image sequence using the spatial relations defined in Table 2 . The results are shown in Figure 8 . The cells were then analyzed on a per-cell basis using the FSM model. Time profiles of two different cells are shown below.
Clearly, the transitions from L→E and L→V are not possible as cells can not move from late apoptotic to early apoptotic state or from late apoptotic to live state. The only allowed transitions are V→E and E→L. Many factors may contribute to this inaccuracy, including photobleaching of dyes, inconsistent illumination, and faulty auto-focus module. Using FSM-based per-cell analysis, it is possible to correct these problems. Rules can be defined that check for inconsistent state transitions and remove the discrepancy. We use a rule that checks the previous state to correct the current state. Figure 9 shows the result of applying this rule to the apoptosis screening data of Figure 8 . The corrected results for the time profiles given above are as follows:
V→V→E→E→L→L→L→L→L V→V→V→E→E→L→L→L→L
The ERG representation for these two cases is given in Figure 10 . 
Validation
As HCS technologies generate large volume of data, it is not feasible to manually validate analysis algorithms [13] . In our case, the data set contains 363 cells. This means visual validation will require inspecting 363 x 9 x 3 = 9801 objects, which is time consuming and subject to human error. Validation, therefore, requires modeling the data generation process. We model the data generation process for the apoptosis screen as a Markov chain with state space S, initial distribution Π , and transition matrix P. As most cells in the beginning are in the live state, it is given a high probability in . We also assume that the probability of a cell's moving to the immediate next state is equal to its maintaining its current state while in states V or E. The transition V→L is given half the probability compared to that for V→E, as cells in state V are more likely to move to the immediate next state (E) than to move directly to L. The state L is an absorbing state as cells in the late apoptotic state can not move to early apoptotic or live states.
Next we model system error as a process that changes a particular state to an earlier state with probability p, which is the parameter of our system. With this model for data generation we report the performance of our error correction rule in Table 4 for 1000 cells imaged at 9 time points. As can be seen, a significant number of artifacts is removed. The model presented in this paper is general and can be used for identifying a variety of spatio-temporal events. For example, phagocytosis involves the engulfment and internalization of a particle by a cell. It can be modeled as an event involving two objects whose spatial relation varies over time. Initially the two objects are disjoint, later they have an overlap, and finally one is fully contained inside the other. Similarly, changes in phenotype can be modeled as variations in the attributes (size, color, shape, texture) of an object over time. Once the spatio-temporal behavior of a large number of cells is recorded, questions like the following can be answered: Answering such questions in a quantitative fashion can significantly help in understanding biological processes.
Conclusion
We have presented an FSM-based model for representing spatio-temporal knowledge and for recognizing spatiotemporal events in large populations of cells. An example of an apoptosis screen is presented and it is demonstrated that extra information provided by this model can be used to remove experimental artifacts that introduce inaccuracies in population counts. Extraction of spatio-temporal knowledge from biological images can significantly help in understanding biological processes and can facilitate the process of drug discovery. In the future we plan to develop a database for semantic and conceptual querying of the spatio-temporal knowledge extracted from HCS image sets. We also plan to apply our tools to more biological applications.
