We establish a general bootstrap procedure combined with a modified Anderson-Darling statistic. This procedure is proved to be valid for heavy tailed generalized Pareto distributions that are commonly used to model excesses over a high threshold in extreme value theory. Then, the method is applied to daily precipitation excesses simulated over the Euro-Mediterranean region in autumn by four regional climate models from the EURO-CORDEX initiative.
Introduction
In many fields, e.g. climate sciences, there is an increasing need of modeling extreme values. The natural statistical framework to perform such task is the extreme value theory-EVT (de Haan and Ferreira, 2006; Reiss and Thomas, 2007) that is mainly based on the Fisher-Tippett theorem. Under some regularity conditions, this theorem states that the distribution of the maximum of m i.i.d. random variables converges to a distribution belonging to a specific parametric family: the generalized extreme value (GEV). Based on this result, a similar limiting theorem for excesses over a high threshold holds. In this case, under general regularity conditions, Balkema, de Haan and Pickands (Balkema and de Haan, 1974; Pickands, 1975) established that the limiting distribution belongs to the generalized Pareto (hereafter GP) family composed of three sub-families of distributions: Pareto, Exponential, Beta. A generic distribution belonging to the GP family, can be written as:
for σ > 0 and for x > 0 when ξ ≥ 0 and x ≤ − σ ξ when ξ < 0. Several methods have been developed and proposed to estimate the two parameters controlling the GP distribution, e.g.: maximum likelihood (Smith, 1985) , generalized probability weighted moments (Diebolt et al., 2007) . Nevertheless, the inference with small samples (especially of ξ ) remains difficult as well as testing the convergence condition on which the model relies. Thus, assessing the goodness-of-fit of such a model in applications to real data can be important. To address this issue, Choulakian and Stephens (2001) proposed tests based on the Cramér-von Mises and the Anderson-Darling statistics both for known and unknown parameters of the GP distribution. However, the former gives equal weight to all observations while the latter gives more weight to both tails.
Therefore, when the interest is on heavy tailed distributions (i.e., GP with ξ > 0), a modification is needed. With this respect, a modified Anderson-Darling statistic (hereafter MADA) was proposed by Ahmad et al. (1988) :
where n denotes the sample size, F is the theoretical distribution and E n is the empirical distribution function. However, when the parameters of F are not known and estimated, the asymptotic distribution of A n (and the critical values for the goodness-of-fit test) is unknown too. In this paper, we establish a valid general bootstrap procedure for goodness of fit for modified Anderson-Darling statistic under some general conditions on hazard function. The method is also valid for the heavy tailed GP family, as applied in previous studies (Toreti et al., 2013) . Then, we apply the test to characterize daily precipitation extremes in autumn over the Euro-Mediterranean region simulated by a set of (recently released) regional climate models in the frame of the EURO-CORDEX initiative (Jacob et al., 2014) . The achievement of a better understanding and characterization of precipitation extremes is very important due to the high impacts of these events on human and natural systems (IPCC, 2012) , and this is especially true in a climate change context. Furthermore, a potential increase of vulnerability and exposure to climate extremes further enhances this importance. Concerning the Euro-Mediterranean region, its complexity in terms of topography, atmospheric processes, etc. is well reflected in the estimated and observed climate extremes over the region Toreti et al., 2010) .
In the following section we establish a valid bootstrap procedure for goodness of fit for modified Anderson-Darling statistic under some general conditions on hazard function. The third section is focused on a simulation study, while the fourth one is devoted to the climate analysis and the last one on conclusions.
. To achieve this objective we need some technical results and the assumptions listed in the Appendix. Given θ 0 ∈ Θ and Λ ⊂ Θ the closure of a given neighborhood of θ 0 , suppose {θ n } is a sequence in Λ converging to θ 0 as n → ∞. Let X 1,n , . . . , X n,n be i.i.d. random variables from the distribution F (·; θ n ). Let P θ n denote the probability measure induced by X 1,n , . . . , X n,n and let E n denote the empirical distribution of these random variables. Supposeθ n is an estimator of θ n , we can just start by stating the following theorem of Babu and Rao (2004) . See Appendix for assumptions.
Theorem 2.1 (Theorem 4.1, in Babu and Rao, 2004) . Suppose θ n → θ 0 , assumption (A1) holds, and
for a score function ℓ satisfying the assumptions (A2)-(A5), where
From this theorem and assuming conditions (E) and (P) of Appendix to be valid, it follows that for almost all sample sequences the processes Y (·,θ * n ) and Y (·,θ n ) converge weakly to the same limiting centered Gaussian process Y . Now, let λ(·; θ ) denote the hazard function of F (·; θ ) i.e.,
where f (·; θ ) denotes the density function of F (·; θ ).
We need the following lemmas, whose proofs are given in the Appendix.
Lemma 2.1. Suppose
holds uniformly for all θ in its domain and for θ ′ such that ∥θ − θ 
We can finally state the theorem with the main result: 
Proof. It follows directly by applying Theorem 2.1, Lemmas 2.1, 2.2 and noticing that
by (E) and (P) of Appendix.
This result together with Lemma 2.3 implies that the bootstrap approach can be applied with MADA for GP distributions with positive shape parameter.
Simulation
In order to provide an assessment of the proposed approach, a set of simulations is performed by using different distributions (i.e., Gamma, lognormal) and mixtures of GP distributions. 10 4 samples with size equal to 150 are simulated for each case study. As shown in Table 1 , MADA performs very well when the gamma and the lognormal are used to generate the samples. While, the performance decreases when GP-mixtures are used, especially for values of the shape parameter close to zero (see Table 1 ). This intrinsic difficulty of distinguishing extreme value distributions when the shape gets closer to zero has been also noticed and pointed out by Toreti and Naveau (2015) and Naveau et al. (2013) . Although this simulation study is far from being complete, it provides a good overview of the power of MADA.
Precipitation extremes
The previously described approach is here applied to investigate precipitation extremes simulated by recently released regional climate models' runs. Daily precipitation values have been retrieved from four ERA-Interim (Dee et al., 2011) driven Haylock et al., 2008) are affected by several issues with respect to precipitation extremes, especially in areas with a not too high station density. Daily precipitation extremes are investigated for autumn (September to November). Excesses over a high threshold (here, 90th percentile) are extracted. In EVT, the choice of the threshold represents a trade-off between the need of data for the inference and the need of being in the domain of attraction of an extreme distribution (de Haan and Ferreira, 2006) . Few objective approaches have been proposed (Süveges and Davison, 2010; Toreti et al., 2010) ; however, in most of the studies a priori choices, e.g. the 90th percentile, are taken.
In this exercise, the proposed approach (with a 5% test on each grid point) is applied to the aforementioned excesses in combination with a generalized probability weighted moments estimator (Diebolt et al., 2007) to infer the parameters of the GP distribution, see eq. (1). This estimator is based on the moments η ω = E  X ω(1 − G σ ,ξ (X))  , with ω being a continuous function null and with right derivative at 0, and the associated estimatorη ω,n = 
where n is the number of excesses and W is the primitive of ω. Here, ω(x) = x r with r = 1, 1.5 is chosen, as two moments are needed to estimate the two GP-parameters. As soon as an estimation of the two GP-parameters is available, return levels can be derived as well:
where u is the threshold, R the return period (here, 5 years) and ζ u is the Poisson process for the occurrence of an event above the threshold. Here, the inference is applied to each grid point independently, while advantages could be taken by modeling the spatial (and spatio-temporal) dependence (e.g. Blanchet and Davison, 2011; Davison et al., 2012) . However, as reported by Davison et al. (2012) the extension of the available spatial methods to threshold excesses has been only recently explored (Turkman et al., 2010; Huser and Davison, 2014; Thibaud et al., 2013) and the application to large spatial domain (such as the EuroMediterranean region) is still challenging.
Figs. 1-3 show, respectively, the estimated parameters (ξ andσ ) and the associated 5-year return levelsẑ 5 . All four models are characterized by heavy tailed distributions in the majority of grid points, although some limited areas having bounded tails (i.e., ξ < 0) can be identified in Fig. 1 . Furthermore, all four models generally agree on heavier tails in the southern part of the domain, although there are remarkable spatial differences. For instance, KNMI shows heavier tails over northern Africa (e.g., over the Atlas mountains); while for the CLM run, the Mediterranean basin shows heavier tails and a more spatial homogeneous behavior. Concerning the application of MADA, the run of the DMI model is the only one having a large area, in the southern part of the domain, where the goodness-of-fit test is not passed. As shown in Fig. 4 , p-values lower than 0.01 are associated with the test applied to grid points in the southern part of the region. In terms ofσ , overall the investigated models' run show a good spatial agreement and some evident differences over the mountain areas, e.g. the Alps and the Pyrenees. Concerning the estimatedẑ 5 , values range from less than 10 mm to more than 60 mm. All four models agree on having the highest values over the Alps, the Gulf of Lion and the Balkans, but the spatial extension of these hot-spots is not the same. Some interesting differences can be also observed over the Mediterranean coast of Turkey, where the KNMI model run shows higher return levels.
Conclusions
Classical models developed in the extreme value theory can be successfully applied to characterize extremes. However, a measure of reliability is often needed. Here, a general approach based on the combination of a modified Anderson-Darling statistic with a bootstrap procedure has been proved to work. This result could be extended to the broad family of φ-divergences (Jager and Wellner, 2007) , although more efforts are surely needed as such extension does not appear to be straightforward.
The analysis of the simulated precipitation extremes over the Euro-Mediterranean area (in the period 1989-2009) done in the framework of the EURO-CORDEX initiative highlights the applicability and the potentialities of the procedure that can also be used in combination with other estimators. Although the four runs agree on the main spatial pattern, remarkable inter-model spatial differences are evident. Only one model shows a rejection of the goodness-of-fit over a large area, i.e., the southern part of the domain.
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Appendix
Let Λ ⊂ Θ be the closure of a given neighborhood of a point θ 0 ∈ Θ. We use some of the assumptions of Babu and Rao (2004) listed below on the estimatorsθ n andθ * n , where ℓ(.; θ ), θ ∈ Λ is a measurable p-dimensional row vector valued function:
(E) For some ϵ n = ϵ n (X 1 , . . . , X n ) → 0 in probability,
(P) For some ϵ * n → 0 in probability under the bootstrap measure,
We now list an additional set of assumptions on ℓ and F used in the main results. (A1) The row vector g(x; θ ) = ∇ θ F (x; θ ) is uniformly continuous in x and θ ∈ Λ.
is a finite non-negative definite matrix. (A4) As γ → ∞,
(A5) For all x, the function h(x; .) defined by
is continuous at θ 0 . Proof of Lemma 2.1. By the mean value theorem,
f (x; θ n ) dx for some β lying on the line joining θ n andθ n . (5) gives the result for I n (A). The same holds forÎ n (A) by just noticing that (4) impliesÎ n (A) = O(I n (A)).
Proof of Lemma 2.2. Let U n (t) be the empirical process defined by U n (t) = n −1/2  n i=1
, where I denotes the indicator function.
Let 0 < γ < 1/4. Since ∥U n (t)∥ is bounded in probability by the Dvoretzky-Kiefer-Wolfowitz inequality (Shorack and Wellner, 1986) λ(x,θ n ) λ(x, θ n ) = σ n + ξ n x σ n +ξ n x → 1 uniformly in (0, ∞).
To prove (5), we note that θ = (σ , ξ ), g = (g 1 , g 2 ) = (∂F /∂σ , ∂F /∂ξ ) and g 1 (x, σ , ξ ) = −f (x; θ ) 
