Abstract-The novel ideas for lossless audio coding analyzed in the paper are linked with forward predictor adaptation, and concern optimization of predictors on the basis of zero-order entropy and MMAE criterions, and context sound coding. Direct use of the former criterion is linked with exponential growth of optimization procedure, hence, a suboptimal algorithm having polynomial complexity is proposed. It is shown that on average the new types of predictors are better than those obtained by MMSE technique. Then, a two-context only system is on average better than a single predictor one. It also appears that 7-bit precision of PARCOR coefficients in the MPEG-4 ALS standard is insufficient for some recordings and predictor length, and that for very long frames coding results improve with the predictor rank practically in unlimited way.
I. INTRODUCTION
Lossless audio coding is used in such applications as archiving of recordings, distribution of highest quality music on disks, or by Internet. It is also useful when recording sound material intended for post-production (advertisements, radio or TV programs, videography, etc), namely, numerous lossy decompression-compression cycles gradually deteriorate it. The most intensive period of research in this domain was linked with call for proposals for MPEG-4 Audio Lossless Coding (ALS) standard in years [2002] [2003] [2004] [2005] [2006] [1] . They are also interesting alternative lossless coding systems from that time e.g. OptimFrog [2] , and Monkey's Audio [3] .
Entropy coder in lossless audio coding algorithms is usually preceded by data modeling stage using predictors [4, 5, 6] , but there exist systems based on DCT (MPEG-4 SLS [7] ), or wavelet transforms. Prediction methods can be divided into those with forward and backward predictor adaptation. Good results are obtained when cascading stages of prediction: two stage forward adaptation technique can be found in [8] , in [1] a five stage backward adaptation one is described. Further improvement of sound coding can be obtained by exploiting multichannel dependencies. The coding gain of stereo systems depends on sound characteristics and varies from 0.5% up to 5% [9] .
In the paper fundamental properties of forward adaptation prediction systems are analyzed. In section III performance of non-MMSE optimized predictors is tested. In section IV context coding is introduced. Devoted to theoretical background section II contains analyses of impact of predictor length, and its coefficient precision on system performance. The conclusion is that indeed, there is still a lot of room for improvement of sound lossless coding systems.
II. THEORETICAL BACKGROUND
In modern lossless coding techniques multimedia signal processing begins with data modeling intended for minimization of mutual information between signal samples. If the mutual information is completely removed, then the bit rate at the output of entropy coders may reach the entropy limit [10] . Data modeling algorithms are usually based on predictors. A linear predictor of rank r estimates x n sample:
x(j) are previous sample values, b j are prediction coefficients [10] . The estimate is used to calculate the prediction error (rounded up in lossless coding):
Prediction coefficients can be fixed, but much better results are obtained when predictors are optimized for estimation of particular signal. They are two major classes of optimization procedures, named forward and backward adaptation. In forward adaptation approach predictor coefficients are optimized for a given frame of samples, other optimized parameters are frame length, and possibly, number of bits used for coding of coefficients. The approach is asymmetric from the complexity point of view, decoding is much simpler. The term backward adaptation is used for denoting adaptive predictors (RLS, LMS). The latter techniques are symmetric (similar complexities of coder and decoder), on the other hand they do not require side information accompanying coded data (mainly coefficient values). Both approaches lead to powerful algorithms, currently backward adaptation methods seem to be somewhat more efficient [1] .
In forward adaptation predictor coefficients are usually optimized using minimum mean-square error criterion (MMSE), some alternative approaches will be presented in the next section. The formulae used for calculating vector B of predictor coefficients are:
where R is the "experimental" signal autocorrelation matrix:
vector P is:
samples x are taken from a frame of size N. In practice the Levinson-Durbin algorithm is used, which results in lattice implementation of the predictor defined by reflection, or PARCOR coefficients [10] . Its main advantage is reduced computational complexity (no matrix inversion needed).
Another convenient feature of the approach is the fact, that absolute value of correctly computed reflection coefficients never exceeds 1, and hence, can be easily coded using restricted number of bits, e.g. 7 bits in MPEG-4 ALS.
Occasional instability of Levinson-Durbin algorithm prompted us to analyze the problem of sufficient number of bits for coding of reflection coefficients, signal processing results were compared to those for double precision calculations. Experiments were done on 15 recordings from the base [11] (LifeShatters was excluded, results for it were clearly outliers), very long frames were used (in fact, whole sequences from [11]). Rationale for this is that the longer the frame the smaller contribution of side information to coded data, and more room for long predictors. A hint why it is important is shown in the next paragraph. It appeared that 7-bit coding was sufficient for 13 from 15 recordings for predictor rank r=10, for 7 recordings when the rank was r=30, and only for 2 for r=100. The problem was solved when numbers of bits were increased to 9, 11, or 15, respectively. Additionally, in the case of instability results preceding instable iteration by 3 steps were taken into consideration. Longer representations of coefficients means greater side information, nevertheless, the findings suggest that results of MPEG-4 ALS can be improved by optimization of coefficients representation, especially for long frames.
Another question that has been investigated was if there exists the optimal predictor length. Experiments have been done on very long (same as above) signal frames. The answer was negative, at least for predictors of rank up to r=600, see Fig.1 . Side information has been added to the number of bits generated by the coder, 32-bit representation of coefficients was assumed. Nevertheless, manifestation of the rule of diminishing returns is clearly visible, linear decrease of bit rate is obtained for exponential increase of predictor length. A better solution than that is to implement shorter predictors matched to local properties of a signal, several predictors optimized for collections of samples having very similar properties can be used. This can be done by defining clusters of frames [12] , or by implementing context coding, example of which can be found in section IV.
III. NON-MMSE OPTIMIZED PREDICTORS
The MMSE optimization (3) leads to linear predictors. A linear predictor de-correlates a signal to which it is matched, autocorrelation function of prediction error is the same as that of white noise, and white noise is a perfect example of memory-less data source. The idea works, but only partially. Namely, the consecutive samples of prediction error can be statistically independent only if a signal is fully described by second-order statistics. This is often not true. In this section we are addressing this problem by introducing a suboptimal technique based on direct minimization of bit rate generated by the coder. We will also provide some results for Minimum Mean Absolute Error (MMAE) criterion. In theory, the search for the optimal predictor should be done on the basis of zero-order entropy of the predictor error. Namely, this is the lower bound for bit rate generated by an entropy coder processing the error [10] . Unfortunately, such optimization can be done only by exhaustive search, and its complexity grows exponentially with the predictor rank and number of bits used for coefficients representation. We propose to drastically reduce the search space by implementing the Iterative Selective Search algorithm, which gave surprisingly good results for lossless image coding in [13] . We start with coefficient vector 1,0, … ,0 , and test optimality of its sum with each vector ∆ ∆ , ∆ , … , ∆ , where only two ∆ are non-zero integers having opposite values: -1, and 1, r is the predictor rank. Note that they are only r(r-1) such vectors, which implies polynomial complexity of the method. The process is repeated few times (in our experiments: 9). Then, in the next iteration ∆ values in ΔB are divided by 2, added to optimal B from the previous iteration and the sum tested for optimality. In the following iterations ∆ are multiplied by 2 for i = 0, 1, 2, ..., m -3, where m is the number of bits used for coefficient representation, m = 12 is usually sufficient (repetitions of iterations increase the maximum value of coefficients, here by two bits).
The averaged difference in bit rate between the iterative selective search and MMSE-optimized predictors is shown in Fig.2 for predictors ranks up to 30. The results have been obtained for sequences from the base [11] treated as simple frames. It can be seen that the difference is positive, i.e. on the average the new method is better than the traditional approach. In Fig.3 the actual bit rates for the methods are presented, additionally, results for MMAE-optimized predictors are shown. Results for the last approach lay between those for the preceding ones, similarly, its computational complexity is smaller than for iterative selective search, but greater than for MMSE. This means that MMAE criterion is worth considering when iterative selective search is too complex for an application. Table I shows that in fact iterative selective search (ISS) is not always the best choice for coding of recordings from [11] (numbers in bold point out better results from the two approaches). Then, optimum is reached for a hybrid approach, when data are coded using both methods, and only the results for the better one are considered. 
IV. CONTEXT CODING OF SOUND
Context coding is widely used in image processing [13] . It consists in implementing several independent predictors, the predictor used for estimating current signal sample is chosen on the basis of context, i.e. a parameter describing properties of the sample neighborhood. It appears that when they are "missing data" in sample sequences used for calculating (4) and (5) due to context switching, the Levinson-Durbin algorithm tends to be unstable, hence, predictors need to be computed directly from formula (3). Precision of predictor coefficients has not be optimized, 32 bits have been used for their representation
In the experiments only two contexts have been defined. Firstly, averaged differences of samples were computed:
The context was computed from the parameter: max | 1 | for j = 1, 2, ..., 9; (7) to which threshold · was applied, α = 2.5. Indeed, the approach resulted in improvement of bit rate: for MMSE optimized single predictor of rank r = 20 and very long frames (whole sequences from [11]) the average bit rate was 10.82387, while for two context predictors of rank r = 10 (requiring the same amount of side information) it reduced to 10.56121. Even better results were obtained when the best from a set of thresholds was applied: α i = {0.5, 1, 1.5, 2, 2.5, 3, 3.5, 4}, when average bit rate reduced to 10.52956.
Context approach can be combined with iterative selective search, which results even in slight reduction of the method complexity, the number of vectors ΔB is r·h·(r-1), only (and not r·h·(r·h-1) ), where h is the number of contexts. Table II summarizes results obtained for context technique and both coefficient optimization algorithms for predictor ranks r = 4, 10, 30. On the average results for MMSE criterion are inferior to those for the iterative selective search (ISS), however, this need not to be true for some particular recordings (better results are in bold). Then, the table contains also bit rates for the hybrid approach, in which results are taken always for the better of the two methods.
V. CONCLUSIONS
It has been shown in the paper that a revision of basic techniques used in lossless sound coding leads to improvements. Firstly, it is shown that MMSE criterion need not lead to the best predictors, better ones can be obtained on the basis of MMAE, or suboptimal implementation of coder zero-order entropy minimization. Secondly, it appears that the widely used in image coding context approach works also in the audio coding domain. Finally it is suggested to optimize predictor coefficient precision, as their 7-bit representation in MPEG-4 ALS may be too short. An interesting observation is also the fact that for very long frames coder bit rate decreases with increase of predictor rank even for its extremely large values. 
