We present first-principles calculations of formation energies of various charge states of V C , V Si , and V C + C Si defects in 3C and 6H silicon carbide to predict if they can be detected by positron annihilation spectroscopy (PAS). We use the two-component density functional theory to compute positron lifetimes in both polytypes, taking into account atomic relaxation due to both the defect and the positron. Three different calculation schemes are used. We find longer lifetimes than the ones obtained in previous theoretical studies in which relaxation was not taken into account or was only estimated. For the neutral carbon vacancy, we find lifetimes from 173 ps in 6H -SiC to 195 ps in 3C-SiC, while for the silicon vacancy, we obtain lifetimes from 222 to 227 ps in both polytypes, depending on the charge state. Based on these results, we propose that some experimental positron lifetimes assigned to V Si could in fact be related to defects containing V C . In consequence, the experimental data interpretation and defect identification should be probably reconsidered.
I. INTRODUCTION
Silicon carbide is a ceramic with a high melting point, a good chemical stability, and a low neutron absorption. These properties make it a possible cladding material in high temperature fission reactors 1 and fusion reactors. 2 Moreover, as a wide band gap semiconductor, it is envisaged as an alternative for silicon in microelectronic devices. 3 Silicon carbide exists in different polytypes, among which the 3C, 4H , and 6H are the most common and the most studied.
Defects in SiC can be studied by positron annihilation spectroscopy (PAS). PAS is a powerful nondestructive technique, allowing one to probe open volume defects. As a positron gets trapped in a vacancy-type defect, its average lifetime increases and this can be measured. To identify the type of defects corresponding to a specific lifetime comparison with other characterization methods or calculated lifetimes is required. Results of PAS experiments on SiC have been already published. [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] However, as Lam et al. showed in Table I of Ref. 10 , there is a high discrepancy of the experimental lifetimes attributed to monovacancies in SiC.
The interpretation of the PAS experimental results is usually based on theoretical lifetime calculations. Positron lifetimes of defects in SiC were calculated, for example, by Brauer et al., 15, 16 Kawasuso et al., 9 and Staab et al. 17 However, at the time when these studies were performed, limited computational resources did not allow one to perform fully self-consistent positron lifetime calculations nor to take into account the full relaxation of defects. The positron lifetime is highly sensitive to the defect volume, and in semiconductors the volumes of relaxed and ideal vacancies differ strongly. Several authors have shown that in the case of a monovacancy in bulk Si, the atomic relaxation due to the positron should not be neglected in lifetime calculations. [18] [19] [20] The case of SiC should be similar. Up to now, the effect of the atomic relaxation on positron lifetime was only estimated for silicon carbide. 9, 17 Several positron lifetime calculations schemes exist. In our study, we consider three of them. The first one is a non-selfconsistent conventional scheme, which is mostly accurate for perfect crystals. Two self-consistent schemes, GGGC 21 and PSN, 22 based on the two-component density functional theory, have also been developed. These two calculation methods allow one to fully take into account the relaxation caused by both the defect creation and the presence of the positron.
Our objective was to revisit the PAS identification of monovacancies in SiC thanks to the more sophisticated methods available nowadays. We wanted to calculate positron lifetimes for two monovacancies, V C and V Si , as well as the V C + C Si complex, which has been shown to be more stable than V Si in certain conditions. 23 , 24 We performed our calculations for two polytypes of silicon carbide: 3C-SiC and 6H -SiC. Additionally, we investigated the formation energies of different charge states of the defects. It allowed us to predict if they are stable and if they can be detected by PAS. This paper is organized as follows. In Sec. II, we present the methods used for formation energy calculations and the three positron lifetime calculation schemes. In Sec. III, we describe the computational details, as well as the results of the preliminary studies that allowed us to choose the parameters used in the calculations. In Sec. IV, we present our results of formation energies and positron lifetimes of neutral and charged defects in both 3C-SiC and 6H -SiC. Finally, in Sec. V, we compare the positron lifetimes yielded by our calculations with the experimental lifetimes from the literature.
II. METHOD

A. Defects charge states and formation energies
The charge of a defect determines if it can be detected by PAS. Positive vacancies should not be observed as they create a long-range repulsive Coulomb potential, which results in a small trapping coefficient. Negative and neutral vacancies, on the contrary, can be observed and distinguished as the trapping coefficient of the negative vacancies decreases with temperature while it is constant for the neutral ones. 25 It is therefore important to consider the various possible charge states of each defect. Our formation energy calculations were performed for charge states varying from −2 to + 2. This was done to predict if the given monovacancy can be detected by PAS and to know which charge state can be expected in the examined samples. To calculate the formation energy of charged defects, we used a formula based on a standard formalism proposed by Zhang and Northrup for GaAs 26 and adapted by Zywietz, Furthmüller, and Bechstedt 27 for SiC. The basic equation describing the defect formation energy E f reads (1) where E tot (V X ,q) is the total energy of the supercell, n C and n Si are the numbers of carbon and silicon atoms in the cell, μ C and μ Si are the chemical potentials of the carbon and the silicon atom in SiC, q is the charge of the defect, and μ e is the electron chemical potential, which varies from the bottom to the top of the band gap. However, we cannot directly use Eq. (1). Approximations have to be used to determine the formation energy. Firstly, because the chemical potentials of carbon and silicon atoms in SiC are not known. Secondly, the classical supercell approach fails in providing accurate formation energies for charged supercells. Even if a large number of atoms is used in calculations, the defects cannot be considered as isolated because of the long-range electrostatic interactions. Various schemes of energy correction were proposed. [28] [29] [30] To minimize the numerical errors and to approximate the values of μ C and μ Si , we chose to use the following formula to calculate the formation energy:
where E tot is the energy of the supercell with a defect, μ bulk SiC is the energy per SiC pair in a perfect material, and μ bulk Si is an energy per atom in bulk silicon. H f is the formation enthalpy, calculated as
with μ bulk C , an energy per carbon atom in diamond structure. E VBM is the energy of the valence-band maximum in the perfect cell. E el is known as the Madelung correction, which was proposed by Leslie and Gillan. 28 It is a simple electrostatic correction, introducing a monopole term E el ,
where α is the Madelung lattice constant, is the static dielectric constant and L is the length of the supercell edge.
E el tends to overestimate the correction, as it takes into account only the monopole term of the electrostatic interaction. Therefore we used an improved scheme proposed by Lany and Zunger, 29 which contains only 2/3 of the Madelung term, along with a potential alignment V . To calculate the V , the method proposed by Taylor and Bruneval 30 taking The formation energies of charged defects change with the electron chemical potential μ e , but DFT is known to fail in predicting its range. For example, we find gaps of 1.35 eV for 3C-SiC and of 2.01 eV for 6H -SiC, while the experimental gaps are equal to 2.36 eV and 3.0 eV, 31 respectively. Some authors vary μ e up to the experimental conduction-band minimum. We chose to plot our results only up to the theoretical band gap edge to be consistent with the method used. Our μ e cannot hence be directly compared with the experimental one. It is rather an indication of the position of the chemical potential in the band gap and cannot be used as a quantitative estimation of the ionization levels of the vacancies. Also, the band gap error can affect the positions of the charge transition levels. 33 Additionally, it has to be noted that no perfect way to correct the effects of finite cell sizes nor of the too small gap calculated in DFT is known. It was also proposed that none of the corrections is accurate when dealing with defect states that are hybridized with band edges. 32 Thus the formation energies and ionization levels presented here should be used with caution, even though corrections were used.
B. Positron lifetime calculations
To calculate the lifetime of a positron, it is necessary to know how its density is distributed in the system and at which points of space there is a probability of annihilation with an electron. The positron lifetime τ depends hence on both the positron ground-state density n + (r) and the electron groundstate density n(r) and can be calculated as an inverse of a trapping rate λ:
where c is the speed of light and r 0 is the classical radius of an electron. The g(n + ,n) term is an enhancement factor taking into account an increase in the electron density at the positron site caused by the screening of this particle by electrons.
To find the positron lifetime, one needs to know both electron and positron densities. Their distributions can be calculated using various approximations, which leads to several calculation schemes. In our study, we considered three methods, the simplest conventional scheme (CONV), the method proposed by Giglien, Galli, Gygi, and Car (GGGC) 21 and the scheme based on Boroński and Nieminen 34 calculation method, with a parametrization by Puska, Seitsonen, and Nieminen (PSN). 22 The three methods are described in Ref. 22 and we will give here only their main features.
The CONV scheme is based on the normal one-component density functional theory. Two steps of computations are done in this method (presented in the left column of Fig. 1) . First, the ground-state electronic density is calculated. Then, the positron density is determined, taking into account the electron distribution. After these two steps, the positron lifetime is calculated. For the electron-positron correlation functional, the LDA zero-positron-density limit parametrized by Arponen and Pajanne 35 and provided by Boroński and Nieminen 34 is In the CONV scheme, only two steps are performed: the first one to find the electron density and the second one to obtain the positron density. Then, the lifetime is calculated. In the GGGC and PSN schemes, the steps are repeated until convergence is reached.
used. For the enhancement factor g, the form depending only on the electron density, modeled by Boroński and Nieminen, was taken. 34 This method is accurate for the perfect lattice as in this case the positron is delocalized and therefore does not affect the electron density. In the case of defects, however, the positron can localize and its influence on electrons cannot be neglected any longer. This can be taken into account in the GGGC and PSN schemes.
GGGC and PSN schemes are based on the two-component density functional theory (TCDFT). 25, 34, 36 In these methods, several self-consistent computation steps are performed, as presented in the right column of Fig. 1 . First, the electron density is calculated, then the density of a positron interacting with the electrons. Later, the electron density affected by the positron is recalculated and then steps are repeated until convergence is reached.
The two self-consistent schemes use different approximations and parametrizations. The GGGC scheme uses the same parametrization as the conventional scheme, i.e., an LDA zero-positron-density limit for the electron-positron correlation functional and an enhancement factor that depends on the electron density only. In the PSN scheme, a full LDA electron-positron correlation functional provided by Puska, Seitsonen, and Nieminen 22 is used. The enhancement factor in this scheme depends on both the electron and the positron densities.
The positron lifetime is most sensitive to the available volume. In semiconductors, when a defect is created, the surrounding atoms can move relatively far away from their perfect positions. Additionally, a positron that is localized in the vacancy can repel the neighboring positive ions. In the calculations of positron lifetime of defects in SiC published so far, 9,15-17 this effect was not fully taken into account. Changes in defect volumes lead to highly different positron lifetimes. Some authors tried to estimate the relaxation effect by performing calculations in geometries already relaxed without a positron. 9, 17 Our calculations were started with the perfect positions of the atoms. Then, calculations using the GGGC and PSN schemes were performed. After reaching the convergence for electron and positron densities, forces acting on ions were calculated using the Hellman-Feynman theorem. Ions were moved according to those forces and the procedure was repeated until all the forces could be neglected.
C. Enhancement factor in semiconductors
The enhancement factor g mentioned in the previous section describes the increase in the electron density at a positron site due to the screening of the positron by electrons. The forms of this factor were initially parametrized for metallic materials, in which the screening is perfect. In semiconductors and insulators, however, this effect is reduced, because of the gap in the electron energy levels. As our study is dedicated to silicon carbide, this imperfection of screening had to be taken into account.
There are two ways of correcting the enhancement factor in semiconductors. A semiconductor correction (SC) can be implemented in the enhancement factor as proposed by Puska. 37 Alternatively, a gradient correction (GC) proposed by Barbiellini et al. 38 can be implemented in both the enhancement factor and the electron-positron correlation energy. We decided to use the first method since the gradient correction has not yet been implemented for the PSN scheme and we wanted to be able to make the most meaningful comparison between the three schemes.
The semiconductor correction had already been introduced in the form of enhancement factor used in the CONV and GGGC schemes. 37 It was done by including a term (1 − 1/ ∞ ) in the enhancement factor, where ∞ is the high frequency dielectric constant of the material. However, this modification has not yet been done for the enhancement factor used in the PSN scheme. We, therefore, modified the form given by Puska, Seitsonen, and Nieminen 22 in a similar way to what was done for CONV and GCCC. The formulation of the two enhancement factors containing semiconductor corrections is shown in Appendix.
III. COMPUTATIONAL DETAILS
A. DFT parameters of charge states calculations
All calculations presented here were performed in the ABINIT 39, 40 code, which uses plane-wave or wavelet basis for wave-function representation. We used the projector augmented wave 41 (PAW) method implemented in the code. The PAW data sets were generated by the atompaw code. 42 In the carbon PAW data set we treated 2s and 2p levels as valence states (level 1s included in the frozen core region), while for silicon, we considered 3s and 3p valence states (levels 1s, 2s, and 2p included in the frozen core region), which corresponds to four valence electrons for both elements. For the electron-electron exchange correlation, the GGA functional as parametrized by Perdew, Burke, and Ernzerhof (PBE) 43 was used. We considered the spin polarization and allowed a full relaxation of the defects, at constant volume (the theoretical equilibrium volume), without symmetry conservation. The parameters used in calculations are presented in Table I . This set of parameters ensured the cell parameters and total energy convergence of less than 10 −3Å and 2 meV/atom, respectively. Table I also lists the parameters needed for the electrostatic correction in Equation (4) . For the relaxation of the defects we used the Broyden-Fletcher-Goldfarb-Shanno minimization (BFGS). [44] [45] [46] [47] Relaxation was stopped when all the forces acting on atoms were smaller than 0.005 eV/Å.
B. Test of ABINIT implementation
Positron lifetime calculation in the PAW method was recently implemented in the ABINIT code. 40 Therefore we firstly tested this development by comparing our results with the ones obtained by Takenaka et al., 49 using the all-electron fullpotential linearized augmented plane-wave method (FLAPW), the most accurate implementation of DFT available up to now. As Takenaka et al. did not study silicon carbide, we performed calculations for perfect silicon in similar conditions. We set 1/ ∞ = 0 and used the experimental volume. We used the same parametrization as in Ref. 49 , which is equivalent to our CONV scheme. In this case, we considered a PAW data set for silicon with 2s, 2p, 3s, and 3p valence states, hence with 12 valence electrons and we obtained a lifetime of 209 ps, which is close to Takenaka et al. result of 211 ps. In addition, to test the case of a trapped state, we performed calculations for V Si in bulk Si. Using the CONV scheme we obtained 217 ps for the silicon vacancy relaxed without the positron (8.3% inward relaxation in D 2d geometry) and 241 ps for the unrelaxed vacancy. Then we fully relaxed the defect in the GGGC scheme and found a lifetime of 271 ps. These results are consistent with those of Makkonen et al. 19, 20 (215 ps and 272 ps for the vacancy relaxed without and with the positron, respectively). The small differences between our results and those from the reference studies indicate that the positron lifetime calculation implementation in ABINIT is reliable.
C. Basis completeness for positron wave-function description
In our calculations the same basis is used for the description of both electron and positron wave functions. However, since the natures of the electron-ion and positron-ion interactions are different, the shapes of the corresponding wave functions are not the same. As a result, in some cases, the basis used for the electron wave-function representation can be inappropriate for the positron distribution description. For example, the silicon PAW data set with 3s and 3p valence states only can 
D. Positron lifetime calculations parameters
The effect of the frozen core approximation had to be studied as well in the case of SiC. For that purpose we compared results obtained using 4 and 12 valence electrons for silicon. We also studied the effect of the approximation taken for the electron-electron interaction. For GGA calculation, we used the same parameters as for the formation energy calculations (see Sec. III A). In LDA calculations we used the theoretical lattice parameter of 4.33Å for 3C-SiC and a = b = 3.06Å and c = 15.03Å for 6H -SiC. In our calculations, we used 6.52 for the high-frequency dielectric constant ∞ , which is the experimental value for 3C-SiC. 48 Results of this preliminary study are presented in Table II .
In the case of SiC, the differences caused the number of electrons included in the frozen core are smaller than for Si. The lattice positron lifetimes is only 5 ps smaller for 12 than for four valence electrons. The difference is slightly larger for the carbon vacancy than in the case of lattice (7 ps), however the ratio between vacancy and lattice lifetimes is the same for the two PAW data sets. It means that for calculations in SiC the use of four valence electrons for silicon is satisfactory. However, in the PSN calculations the use of four valence electrons in the Si PAW data set does not allow the calculation convergence. A more complete basis had to be used in that case.
We also compared the results obtained by other authors for SiC lattice lifetimes using one of the two possible corrections taking into account the imperfect screening in semiconductors and without any correction. These results and the methods used are summarized in Table III .
It can be noticed in Table III that the calculations using no correction give lifetimes much shorter than the experimental ones of 3C-SiC and 6H -SiC of around 140 ps. 6, 51 When the SC or GC corrections are applied, results in better agreement with experimental values are obtained, especially when the pseudopotentials method is used. It seems that both ways of taking into account the reduced screening can be used in SiC.
We also studied the effect of the approximation used for the electron-electron exchange-correlation interaction on the obtained lifetimes. We performed calculations using LDA and GGA for monovacancies. Results can be seen in Table IV . Each time the equilibrium volume found with the corresponding given method is used. The lifetimes obtained in LDA are only slightly shorter than in GGA as the corresponding lattice parameter is smaller. The type of the electron-electron interaction functional and of the size of the PAW dataset used in calculations affects all the obtained lifetimes. As we showed before in the case of different numbers of valence electrons, these differences have only a slight effect on the ratio between the lifetimes of defects and that of the lattice. Therefore, to be able to correctly compare the results obtained using the various methods, we present not only the absolute lifetimes, but also relative lifetimes τ rel , calculated according to
where τ lattice is the lattice lifetime obtained using the same method and parametrization as for the considered defect. The GGA approximation of the exchange-correlation interaction between electrons yields better estimations for energies than LDA. 55 The best scenario would be to use GGA in both the GGGC and PSN calculations. However, since in the PSN scheme 12 valence electrons have to be considered in the Si PAW data set, using GGA approximation leads to a very high computation cost. As seen in Table IV , the differences in relative positron lifetimes obtained in PSN + GGA and PSN + LDA are smaller than 1%. The absolute lifetimes calculated in PSN + LDA are shorter mainly due to a smaller lattice parameter used. Based on that, we decided to perform PSN calculations in LDA. For the GGGC scheme GGA is used as the computation cost remains reasonable in this case.
Additionally, in the case of the carbon vacancy, we have studied the effect of the initial geometry on the positron localization. In some theoretical studies, it was found that this defect is not a positron trap, 9, 52 which is still controversial. To be sure that our result is not a consequence of the starting point, we performed two calculations. In the first one, we started with perfect atomic positions, while in the second one, we began with a vacancy that was already relaxed without a positron. The carbon vacancy itself relaxes inwards in a D 2d symmetry, 27 due to formation of dimerlike bonds between silicon atoms surrounding the defect. A smaller volume of V C could prevent the positron localization. However, both calculations eventually yield an outward relaxation, in similar T d geometries. It probably means that a positron can break the bonds between silicon atoms. A similar effect was found for a silicon vacancy in Si. [18] [19] [20] 
IV. RESULTS AND DISCUSSION
A. Charge states of the monovacancies
3C-SiC
Firstly, we studied the formation energies of the V C , V Si , and V C + C Si defects with various charge states from −2 to + 2 in 3C-SiC. The results for the considered defects are presented in Fig. 2 . We see that the carbon vacancy is positive for almost all the values of the electron chemical potential. It means that in the 3C polytype the V C defect should be visible in PAS only in strongly n-doped samples in which the Fermi level lays close to the conduction-band minimum. The V C + C Si complex should not be observed at all in 3C-SiC using PAS. According to our calculations the silicon vacancy should be detected for almost all types of doping if it is present. However, its formation energy is higher than the one of the V C + C Si complex for all the electron chemical potentials laying in the gap. V Si is thus metastable in 3C-SiC and should not be seen, as was already predicted in previous studies. 
6H-SiC
We also calculated the formation energies for various charge states of various configurations of the three defects in 6H -SiC. In this polytype three nonequivalent atomic sites exist, one hexagonal h and two quasicubic, k 1 and k 2 , as shown in Fig. 3 .
We firstly performed calculations for the three possible carbon monovacancies. Results are presented in Fig. 4 . The formation energies for the three sites differ only very slightly. For example, for the neutral defects, we found the formation energy of 4.23 eV at the h site, 4.15 eV at the k 1 site, and 4.10 eV at the k 2 site. Moreover, the general forms of the charge state predominance as a function of μ e are very similar. In Fig. 4 we compare the results obtained in 6H -SiC with the results obtained for 3C-SiC, this time plotted up to the edge of the theoretical conduction-band minimum of the 6H structure [see Fig. 4(d) ]. We see that the results obtained for 6H -SiC are very close to the extrapolated results obtained in 3C-SiC, especially in the case of the two quasicubic sites. It would be very convenient to be able to predict charge states of the defects in the hexagonal polytype based on the ones obtained in the cubic structure, as the calculations in the latter case are less time consuming.
We compare the charge states of the V Si and V C + C Si defects in the 6H structure with the extrapolated results obtained in 3C-SiC. This time we consider only the defects at the hexagonal sites, since it was observed for the carbon vacancy that this case was the most different from the extrapolated results obtained in 3C-SiC. Results are presented in Figs. 5 and 6. In the case of the silicon vacancy, we can observe the largest differences. However, as we are mostly interested in the charge state prediction for PAS experiments interpretation, we can consider that the extrapolation of the results obtained in 3C-SiC is good enough for our purpose.
As for the defects detectability, the case of 6H -SiC is different from the one of 3C-SiC. Due to a larger energy gap and higher electron chemical potentials that can be reached, defects can get more negative. In this polytype, the carbon vacancy should be visible in the n-type samples. For the V C + C Si complex, there is a small region where it should be neutral, hence visible. However, unlike in the case of 3C-SiC, the complex is not always stable in 6H -SiC compared to V Si . We show in Fig. 7 the areas of stability of V Si and V C + C Si . When the V C + C Si complex is stable, it is positive and cannot therefore be detected by PAS. In n-doped materials, the silicon vacancy is stable, with at least a double negative charge state. The −3 and −4 charge states of this defect were not considered in our calculations but their existence is highly probable in strongly doped n-type 6H -SiC samples.
B. Positron lifetimes
3C-SiC neutral defects
The three calculations schemes, CONV, GGGC, and PSN, are compared for three neutral monovacancies in 3C-SiC. Results are presented in Table V and compared with the lifetimes obtained by Brauer et al. 15 Their calculations were done in the conventional scheme including a semiconductor correction. They used the atomic superimposition method in a supercell at the experimental volume, containing 64 atoms and they did not take into account the relaxation effect. Our results show that the lattice lifetime calculated in the PSN scheme is in a better agreement with the experimental one of 140 ps 51 measured for 3C-SiC than the one calculated in GGGC. Moreover, we see that in our study, all the defects relax strongly outwards. This leads to much longer lifetimes than the ones predicted by Brauer et al. This shows clearly that the effect of the positron on the relaxation cannot be neglected. It can also be observed that the GGGC scheme leads to larger relaxations than PSN. We studied the effect of the localized positron on the Jahn-Teller distortion. We forced the distortion at the beginning of the calculations for the carbon and silicon vacancies and we observed that it was practically canceled at the end (distortion of less than 1% left in both GGGC and PSN) and the lifetimes were the same as in the perfect T d geometry, with an accuracy of 1 ps. Binding energies (E b ) between the positron and the defect, i.e., the differences between the positron energies in the lattice and in the defect, were also calculated in the three schemes. They are presented in Table VI . A positive value of E b means that the positron is trapped in the defect. It can be seen that the conventional scheme does not predict the positron trapping in the carbon vacancy, which is found using the GGGC and PSN schemes. Moreover, we found that GGGC yields much larger binding energies than the two other schemes. This is consistent with the overestimation of the positron localization in this scheme, that was already reported by Car et al. 21 Because of this effect, the relaxation predicted in GGGC can be incorrect. Therefore we decided to use the PSN method, which contains more accurate approximations, in further studies.
3C-SiC charged defects
Our study of the various charge states of the defects in silicon carbide showed that the neutral defects should not be the only ones to be observed in the PAS experiments. We thus performed calculations for the negatively charged defects as well. We did not consider positive defects as they should not be observed by this experimental technique. Results are presented in Table VII . The positron lifetimes of the negative vacancies are slightly shorter than for the neutral ones. Firstly, it is because the additional negative charges increase the annihilation rate. Secondly, the additional electrons take part in the bonding and reduce the outwards relaxation. However, the differences between the lifetimes of neutral and negative defects are relatively small (around 5 ps). We also studied the effect of the positron on the Jahn-Teller distortion in the case of charged defects. As in to the case of neutral vacancies, we found that for all charges, even when the distortion was forced at the beginning of the calculations, it was almost completely canceled out at the end (distortion of less than 1 % left) for all the charge states.
6H-SiC neutral defects
It has been shown in the literature 15, 16 that the positron lifetimes of various defects are similar in different polytypes. However, the defect relaxation was not taken into account in the earlier calculations. We performed PSN calculations for selected configurations of the three defects in the hexagonal polytype to verify if the defects free volumes evolve in the same way in 3C-SiC and 6H -SiC. Results are presented in Table VIII . The lattice lifetime obtained for the hexagonal polytype is very close to the one of the cubic structure and in a good agreement with the experimental lifetime of 140 ps 6 obtained for this polytype. We can see from the comparison between Tables V and VIII that the lifetimes of defects at hexagonal sites in 6H -SiC are also very similar to those in 3C-SiC. Additionally, for the silicon vacancy there are only small differences between the three possible sites and relaxations are also similar. For V C and V C + C Si , however, we find significantly shorter lifetimes when the defect is located at one of the quasicubic sites, which is related to the large differences in the relaxations of k 1 -k 1 and k 2 -k 2 configurations of V C + C Si . The relaxation induced by the positron makes the first neighbors of the vacancy move relatively far from their perfect positions. However, this outward movement is limited by the second neighbors or even the third neighbors, whose configuration is not the same for each site. The reorganization is different for the two sublattices and this effect is smaller for V Si . This probably explains the differences in lifetimes and relaxations for defects at different sites and the differences with the 3C-SiC case. In the case of the carbon vacancy, as the positron lifetimes of the various configurations are not the same, and all of them can be present in the material and the PAS signals will be mixed. 
6H-SiC charged defects
We also performed positron lifetime calculations for negative monovacancies in 6H -SiC. We considered carbon and silicon vacancies with a −2 charge state as these were the only negative defects that should be detected by PAS in this polytype according to our formation energies study. Results are presented in Table IX . Positron lifetimes of all V Si configurations and for the two quasicubic types of V C are only slightly shorter than for the neutral defects. It is similar to the case of 3C-SiC. The lifetime of the negative hexagonal carbon vacancy is 13 ps shorter than for the neutral one (shown in Table VIII), which is caused by a much smaller outward relaxation of this particular defect.
V. COMPARISON WITH EXPERIMENTS
Finally, we compare our results with the experimental data available in literature. In n-doped, irradiated 3C-SiC a signal varying with temperature from 210 ps up to 220 ps was detected by Kerbiriou et al. 56 The authors concluded that the lifetimes were coming from at least two vacancy-type defects: V Si and V C + V Si . This identification, however, was based on the calculation results by Brauer et al., 15, 16 which did not take into account the effect of the defect relaxation or its charge state. The variation of the lifetime with temperature implies the presence of a defect that changes its charge state, or at least two defects, among which one is negative or changes its charge state. Kerbiriou et al. also examined the sample using electron paramagnetic resonance (EPR) and identified the T1 signal, attributed to V Si . This lifetime is longer than the one of 210 ps observed by Kerbiriou et al. at low temperatures. Additionally, the change of the charge state of the silicon vacancy would result in a change in the EPR signal, while it was found to be the same at all the measurement temperatures. We propose, hence, a second interpretation: the positron lifetime observed by Kerbiriou et al. comes from both the neutral carbon monovacancy and the negative silicon vacancy. V C could not be detected by EPR, as it is nonparamagnetic. As temperature increases, the electron chemical potential of the n-type material decreases and the carbon vacancies become positive and cannot be detected by PAS any longer. This induces an increase in the lifetime, which becomes closer to the 225 ps (218 ps when scaled to τ exp. 
we calculated for the carbon vacancy, but we cannot explain the simultaneous existence of these PAS and EPR signals.
The study of Kawasuso et al. was performed only at room temperature, hence the charge state of the observed defect is not known and it is not certain whether the signal comes from one or several defect types. Additionally, the experiment of Kawasuso et al. was carried out on a 30 μm 3C-SiC sample supported on unirradiated 6H -SiC. It is hence possible that even though the silicon vacancies were created in the 3C-SiC layer, the positron lifetime observed was also affected by the supporting material. In any case, since not many experimental data have been published for 3C-SiC it is rather difficult to draw definitive conclusions on the defects present based on the positron lifetimes alone. Moreover, we found that there is only a small region close to the conduction band where the carbon vacancy should be neutral and detected by PAS. The electron chemical potential changes with temperature and irradiation and is difficult to determine precisely. Thus, it is complicated to predict whether the carbon vacancies should be detected in a given 3C-SiC sample, therefore to interpret the PAS results in this polytype. Concerning 6H -SiC, no defects are observed by PAS in p-type samples in the majority of studies. 5, 6, 12 As for the ntype 6H -SiC, several group of lifetimes are observed, two of which are in the range of our calculated lifetimes. Shorter experimental positron lifetimes, of 176, 13 , 183, 12 174, and 176 ps 14 were observed and assigned to the silicon vacancy using the calculations of Brauer et al. These lifetimes are, however, much smaller than the lifetimes we calculated for both V lattice ). The second group of experimental lifetimes observed in n-type 6H -SiC contains lifetimes of 210, 13 202, 6 210, and 220 ps. 5 These signals are between the values we calculated for V C and V Si . Since for vacancy complexes longer lifetimes are expected, we assume that these can be mixed signals of the carbon and silicon monovacancies.
The positron lifetimes that we obtained for the fully relaxed monovacancies in SiC differ strongly than those calculated previously for the perfect defects. These results can therefore affect the PAS experiments interpretations, which should be reconsidered. Consistency of our results with complementary defect characterization methods should be evaluated. However, as the monovacancies are not the only defects which can be formed by irradiation in SiC, calculations should be also done for vacancy complexes. In addition, in some cases the theoretical positron lifetimes alone do not seem to permit the interpretation of the experimental data. The calculations of momentum distribution of annihilating electron-positron pairs (Doppler broadening) for relaxed defects in SiC could then be of interest.
VI. CONCLUSIONS
We investigated the positron lifetimes of V C , V Si , and V C + C Si in 3C-SiC and 6H -SiC using three calculations schemes, CONV, GGGC, and PSN and taking into account the atomic relaxation. We showed that the most accurate PSN scheme should be used to describe correctly the positron annihilation characteristics in SiC. We also performed formation energy calculations for the three monovacancies for various charge states from −2 to + 2.
We found that in the 3C polytype none of these defects should be seen in PAS, except the carbon vacancy in strongly n-doped samples. In 6H -SiC, neutral or negative V C and a negative V Si , with at least a −2 charge, should be observed. These defects, however, should be observed only in n-type samples. For lower electron chemical potentials, the carbon vacancy is positive and the silicon vacancy is metastable. The complex that V Si transforms into-V C + C Si -is always positive according to our calculations. Thus it should not be observed by PAS.
We show also that the charge state predominance of the defects in the 6H polytype can be predicted through the extrapolation of the results obtained for 3C. It is very convenient as the calculations are easier and less time-consuming in the cubic structure. Our charge state calculations are in a good agreement with the experimental results, as in the majority of PAS studies on SiC, no defects are seen in p-type samples.
The positron lifetimes obtained in the present study differ strongly from the calculated lifetimes reported before. They are much longer, mainly due to a significant increase of the defect volumes caused by the atomic relaxation. The changes in atomic positions cannot therefore be neglected in positronic calculations for silicon carbide. As the previous calculations, using less accurate approximations, were often used for the interpretation of PAS experimental results, we suggest that defect identifications should be reconsidered.
