Abstract. Flow driven by pumping without valves is examined, motivated by biomedical applications: cardiopulmonary resuscitation (CPR) and the human fetus before the development of the heart valves. The direction of flow inside a loop of tubing which consists of (almost) rigid and flexible parts is investigated when the boundary of one end of the flexible segment is forced periodically in time. Despite the absence of valves, net flow around the loop may appear in these simulations. The magnitude and even the direction of this flow depend on the driving frequency of the periodic forcing.
Introduction.
Pumping blood in one direction is the main function of the heart, which is equipped with valves that ensure unidirectional flow. Is it possible, though, to pump blood without valves? This paper is intended to show by numerical simulation the possibility of a net flow which is generated by a valveless mechanism in a circulatory system. Simulations of valveless pumping are motivated by physical experiments of Kilner [12] , which had been developed from experiments by Liebau [13, 14, 15] . Kilner observed net flow in one direction which depends on the location of periodic forcing in his experiments. We have examined flows driven by pumping without valves in Liebau's model, a loop of tubing of which part is almost rigid and the other part is flexible. In agreement with Kilner, we find that net flow can indeed be driven around such a loop by periodic forcing at one location, but we also find something new: the direction of the flow depends on the driving frequency of the periodic forcing.
As reviewed by Moser et al. [18] , there have been several earlier investigations of valveless pumping. Harvey (1628), Weber (1834), Donders (1856), and Thomann [26] suggest theories of valveless pumping, and Ozanam (1881) and Liebau [13, 14, 15] make the various types of physical experiments to explain the mechanism of valveless pumping. Moser et al. [18] try to identify the responsible mechanism and conditions under which this mechanism operates. Their proposed mechanism involves a difference in impedance of two pathways between compliant reservoirs.
One of the applications of valveless pumping may turn out to be cardiopulmonary resuscitation (CPR). The blood flow during CPR has been explained by two theories: the thoracic pump and cardiac compression mechanisms. In support of the thoracic pump model, it has been reported that the heart is "a passive conduit for blood flow" during chest compression [1, 3, 10] , with an open mitral valve throughout the cardiac cycle and anterograde (forward) transmitral blood flow even during chest compression. Werner et al. [27] also report that the mitral valve remains open throughout the entire compression-release cycle of CPR while the aortic valve opens during the compression phase of CPR and closes during the release phase. Thus, the left side of the heart appears to act as a conduit for passage of blood, and mitral valve closure is not necessary for forward blood flow during CPR. Despite the observed lack of valve function, some patients with cardiac arrest are successfully resuscitated by external chest-compression CPR [25] . These findings are controversial, however. Other researchers such as Feneley et al. [4] report results that are inconsistent with the thoracic pump theory and support direct cardiac compression as the primary mechanism of blood flow with the high-impulse manual CPR technique. These investigators favor the cardiac compression theory, in which the heart acts as a pump and its valves function normally. It is possible, of course, that both theories are correct, each in a different set of circumstances. Our computational model of valveless pumping might be applicable to the thoracic pump model and help to understand the thoracic pump mechanism. If the magnitude and even the direction of flow in valveless pumping are indeed frequency dependent, as our results seem to indicate, it is of obvious importance to know what frequency of chest compression will produce the most effective CPR.
Another biological example of valveless pumping may occur in the human embryo at the end of the third week of gestation. At this stage of development, the valves of the heart have not yet formed. Nevertheless, there is a net flow in the circulatory system that is somehow generated by the beating of the heart.
An industrial application of valveless pumping is in microelectromechanical system (MEMS) devices [17] , where there is a need to produce fluid motion without moving anything inside the fluid. MEMS devices could be built that incorporate flexible flow channels. In that case, our findings might be applicable to the design of valveless pumps for MEMS devices.
We do not attempt to construct a theory of valveless pumping in this report. Instead, we use numerical simulation as an "experimental" tool to study this mysterious phenomenon.
The rest of the paper is organized as follows. In section 2 the immersed boundary method will be introduced. Section 3 is devoted to the description of the twodimensional valveless pumping model. The results will be discussed in section 4. In section 5 several special cases will be observed. Finally, some conclusions will be drawn in section 6.
The immersed boundary method.

Mathematical formulation.
The immersed boundary method is applicable to problems involving an elastic structure interacting with a viscous incompressible fluid. It has been applied to a variety of problems, particularly in biophysics, including two-dimensional and three-dimensional simulations of blood flow in the heart [19, 20, 9, 21, 22] , the design of prosthetic cardiac valves [16] , platelet aggregation during blood clotting [7] , wave propagation in the cochlea [2] , the flow of suspensions [8] , peristaltic pumping of solid particles [6] , and aquatic animal locomotion [5] . The version of the immersed boundary method used in this work is that of [23] , except that here we are in two space dimensions. The philosophy of the immersed boundary method is that the elastic material is treated as a part of the fluid in which singular forces are applied. The fluid and the elastic immersed boundary constitute a coupled mechanical system: The motion of the fluid is influenced by the force generated by the immersed boundary on the fluid, but at the same time the immersed boundary moves at the local fluid velocity and exerts singular forces locally on the fluid. The strength of this method is that it can handle the complicated and time dependent geometry of the elastic immersed boundary which interacts with the fluid, and that it does so while using a fixed regular lattice for the fluid computation.
Consider a viscous incompressible fluid which fills a periodic rectangular box Ω and an immersed boundary S b in the shape of a racetrack which is contained in the box, where b = 1 (inner immersed boundary) or b = 2 (outer immersed boundary). Figure 1 displays the two-dimensional model in which we shall simulate valveless pumping.
We shall now consider the mathematical formulation of the equations of motion for the fluid-immersed boundary system. Let ρ be the constant fluid density and µ be the constant viscosity. The equations of motion are then as follows:
Equations (2.1) and (2.2) are the fluid (Navier-Stokes) equations in Eulerian form. The fluid velocity u(x, t), fluid pressure p(x, t), and singular force density F (x, t) are unknown functions of (x, t), where x = (x, y) are fixed Cartesian coordinates and t is the time. Equations (2.5) and (2.6) are the immersed boundary equations in Lagrangian form. The configurations of the immersed boundaries are described by the unknown functions X b (s, t), where b = 1 (inner immersed boundary) or 2 (outer immersed boundary), and 0 ≤ s ≤ L 1 for the inner immersed boundary and 0 ≤ s ≤ L 2 for the outer immersed boundary. L 1 and L 2 are the unstressed lengths of the inner and outer boundaries, respectively. The boundary force densities f b (s, t) and the boundary velocities U b (s, t), for the inner and outer boundaries b = 1 and b = 2, are also unknown functions of s and t. A fixed value of the Lagrangian parameter s marks a material point of the immersed boundary.
In (2.6) the boundary force is computed as a sum of two terms. In the first term, the given function Z b (s, t) is called the target position of the immersed boundary. This first term provides a restoring force that keeps the boundary points near their target positions. Target positions are used for two purposes in this work: first to maintain the shape of the flow loop, and second, by allowing Z b (s, t) to change with time, to apply periodic forcing to the immersed boundaries. The curvature term in (2.6) models an elastic membrane under tension. Together, the two terms model the boundaries as tethered elastic membranes.
Note that the curvature term actually is the response to stretching of the membrane; it is not a response to curvature per se. It can be derived from an energy function which is just the sum of the squares of the lengths of the individual segments. Also, the curvature term has little effect on the parts of the racetrack that are stiffly pinned to target points, since those forces dominate there. It is important only on the straight flexible segment.
Equations (2.4) and (2.5) are, in effect, the no-slip condition, since they state that the immersed boundary moves at the local fluid velocity. Equations (2.3) and (2.4) are the interaction equations in mixed Eulerian and Lagrangian form. The core of the immersed boundary method is the delta function, which describes the interaction between the fluid and the immersed boundary. Both of the interaction equations are in integral form with kernel δ 2 (x − X b (s, t)). The integral in (2.4) is taken over the two-dimensional space occupied by the fluid. However, in (2.3), the integral is taken over a one-dimensional space, the immersed boundary, but the delta function is a product of two one-dimensional delta functions: δ 2 (x) = δ(x)δ(y). Therefore, F (x, t) is a singular force density. The total force is finite despite the singularity in the force density F (x, t).
Numerical method.
In this section, we present the summary of the immersed boundary method to find a numerical solution to the system of equations (2.1)-(2.6). For details of this numerical method, see [11, 23] . Let superscripts and subscripts denote the time step index and the spatial discretization, respectively. Let the time proceed in steps of duration ∆t, let ∆x and ∆y be the fluid-lattice spacing, and let ∆s b be the unstressed distance between material points of the immersed boundary. The fluid equations (2.1) and (2.2) in Eulerian form are discretized on a fixed rectangular lattice at time t = n∆t: x 
where Z n b is a target position at t = n∆t, ∆s b is an arc length, κ t is a stiffness constant, and κ c is another stiffness constant for the curvature force term.
Note that the subscript arithmetic on l in (2.7) has to be interpreted in a periodic sense, since the boundary is closed:
The target positions Z n b are calculated by the given boundary configuration X n b . The formulations of the target positions will be given in the following section.
Step 2. Spread the boundary force into the nearby lattice points of the fluid using the δ function.
where x jk = (jh, kh) and δ 2 h is a smoothed approximation to the two-dimensional Dirac delta function:
The motivation for this particular choice of φ(r) is given in [22] .
Step 3. Solve the Navier-Stokes equations on the rectangular lattice to get the update u n+1 and p n+1 from u n and F n . The periodic boundary conditions for the computational domain are imposed. These equations are solved by the following implicit first order scheme in time and space:
The difference operators in these equations are constructed as follows. . This is used in the discrete divergence and gradient. Next, the discrete Laplacian for the viscous term is defined by
This difference scheme is stable (provided that 2 α=1 |u α |∆t < h) because of the choice of the upwind scheme for the convection terms and the backward Euler differencing used for the Stokes system.
Because of the periodic boundary conditions of the computational domain, it is natural to use the fast fourier transform (FFT) algorithm to solve (2.9) and (2.10) for the unknowns (u n+1 , p n+1 ). To get the update u n+1 and p n+1 , first take the discrete Fourier transformation of (2.9) and (2.10). Then, the system can be solved for u lm , v lm , and p lm for each l and m, 0 ≤ l, m ≤ N − 1. Finally, evaluate u n+1 and p n+1 by applying the inverse FFT algorithm to p n+1 and u n+1 .
Step 4. Once the updated fluid velocity, u n+1 , has been determined, we can find the velocity, U , of the immersed boundary points. This is done using a discretization of (2.4) and (2.5).
The difference approximations to the interpolation equation and no-slip condition are expressed as follows:
For l = 1, . . . , M b , and b = 1 (inner boundary) or 2 (outer boundary),
Note that we use the same delta function in (2.11) as the one in the interaction equation for the force term, (2.8) .
This completes the description of the process (Steps 1-4, above) by which the quantities u and X are updated.
Two-dimensional model of valveless pumping.
In this section, we shall introduce a two-dimensional computational model of valveless pumping. The initial configuration of our model is presented first. Then we present the motions of target positions to investigate fluid motions around the flow loop. In particular, we explain how the time dependent target positions are used to provide the periodic forcing which is applied on the one end of the immersed boundary. Finally, we display the physical and computational parameters which are used in our numerical experiments.
Initial position.
Consider an incompressible viscous fluid with a constant density ρ and viscosity µ in a periodic rectangular box which contains an immersed elastic boundary. Figure 1 shows the initial configuration of the immersed boundary of two-dimensional valveless pumping in our numerical experiments. In this twodimensional model, the immersed boundary consists of two closed curves, each in the form of a racetrack. The part of each curve shown with thick lines in Figure 1 is almost rigid and the other part with thin lines is flexible. The fluid fills the entire box. Fluid markers, however, are only shown inside the flow loop, since that is the region of interest. Throughout this paper, we assume that the motions are driven by periodic vertical oscillations of the left 1/3 of the flexible tube boundary. Details of how these oscillations are applied will be described next. Let
, where s is restricted to the range of values that defines the left 1/3 of the flexible segment of tubing. This may be a different range of s values in the case b = 1 (inner boundary) than in the case b = 2 (outer boundary). Note that the x component of the target position Z b (s, t) is independent of t, whereas the y component varies with time in the manner that we prescribe. Define
where A 0 is the amplitude of the target position motion, T is its period, and X scale is the length of the computational domain (i.e., its size in the x direction). The flexible segment begins at x = 0.25X scale and ends at x = 0.75X scale . Thus, the whole flexible segment has length 0.5X scale , and the part of it in which we allow the target position to move has length 1 3 0.5X scale . With A(s, t) defined as above, let Z by (s, t) be defined as follows:
where d is the resting diameter of the tube, Y scale is the width of the computational domain (i.e., its size in the y direction), and s is again restricted to the range of values that defines the left 1/3 of the flexible segment of tubing. The flows that we have investigated are all driven by these periodic motions of the time dependent target positions in the left 1/3 of the flexible segment of tubing.
Note that the target tube, taken as a whole, has nonconstant volume. This is reasonable, since the physical tube is only connected to the target tube by springs and does not follow the target motion in detail; see Figures 10, 11, and 12. In fact, the volume conservation of the physical tube is valid (see Figures 4 and 5 ) and does not reflect the periodic volume changes imposed on the target tube.
In this work, we use CGS units, but to give a sense of the dimensionless character of the flow, we sometimes report results in terms of a Reynolds number, which is defined by Re = ρU d µ = ρΦ µ , where U is a time-averaged velocity, d is a diameter of the tube, ρ is a constant density, µ is viscosity, and Φ is a time-averaged flux. Note that this Reynolds number refers to the time-averaged velocity and flux, so any nonzero value indicates that valveless pumping has occurred. The Reynolds number, so defined, has varied in our computations between 0 and about 160. Tables 1 and 2 display the physical and computational parameters, respectively. As indicated in Table 1 , the two physical parameters that we systematically vary in this work are the period and amplitude of the prescribed motion of the target positions. The resulting flows are definitely dependent on these two parameters. In particular, they determine not only the amount of net flow that develops but even the direction of the net flow around the loop.
Results and discussion.
The two main results of this paper are as follows: First, a net flow around the loop is produced by the periodic forcing on one end of the flexible boundary, despite the absence of valves. Previous investigators have observed this phenomenon in physical experiments [12] , and a theoretical explanation based on a lumped parameter (ODE) model has been proposed [18] , but this is the first time, to our knowledge, that valveless pumping has been demonstrated by a computer simulation based on the Navier-Stokes equations. Second, we find that the direction of flow around the loop is determined not only by the position of the periodic compression (as in [12] ) but also by the amplitude and frequency of the driving force. This is a new, unexpected phenomenon, not previously reported, and the most important prediction of our model.
Preliminary physical experiments performed in the Courant Institute WetLab confirm that the flow can be driven in either direction from the same location depending on the details of the forcing. Experiments will be described in a future publication with Jun Zhang.
In this section, we first justify our numerical method and then show that the amplitude and the frequency are the crucial parameters to determine the direction of a net flow around the loop. Some special cases of valveless pumping are then discussed.
Checks on the numerical method.
We report two checks on the validity of the numerical method. One check on the computation is to show that our numerical scheme has first order accuracy in time and space. Another check is to see whether the volume of the closed flow loop is conserved.
Numerical convergence. To test accuracy of our numerical scheme, we perform the same computation on the successive lattice refinements and compare the results in the L 2 norm. The physical parameters of this computation are as follows: period = 1.55 s, amplitude of the target position = 0.6 cm, and number of cycles = 96. The other physical parameters are the same as ones in Table 1 . We consider the three successive mesh sizes within a fixed size physical domain: N x ×N y = 128×64, 256×128, and 512×256. The ratio of the time step duration to the meshwidth is kept fixed throughout this study: ∆t/∆x = 0.0312 s/cm. As N x and N y vary, the number of points on the immersed boundary changes in proportion to N x or N y , which, of course, are changing in proportion to each other. Specifically, we choose an initial distance between immersed boundary points which is equal to ∆x/4. Table 3 shows the results of the numerical convergence. The ratio of the L 2 norms on the difference of velocities, u = (u, v), at the successive lattice refinements are compared in Table 3 . Since the asymptotic ratio is almost 2, our numerical method has almost first order accuracy. Presumably, the numbers in the table are converging to 2, but it would take computations on finer grids to show this.
Conservation of volume (area).
The volume (area) should be conserved in time, since the fluid is incompressible. The conservation of volume (area) is checked in the following two ways: First, the time-averaged flux on two different cross sections of flow loop are compared. Second, the area inside the flow loop is computed as a function of time to see how much it varies. The time-averaged flux is defined by the mean flux computed on a cross section through the middle of the curved (or straight) segment of tubing on the racetrack over the simulated time. shown in Tables 1 and 2 . Figure 4 shows the difference between the time-averaged area inside the flow loop and the initial area inside the flow loop plotted as a function of the period of the driving oscillation. Each data point summarizes a different numerical experiment of 150 s duration (simulated time). The parameters are also given in Tables 1 and 2 except the amplitude of the driving oscillation, which is 0.6 cm. The initial area of the flow loop is 34.2796 cm 2 . The maximum difference between the time-averaged area and the initial area occurs at period 0.2 s, and it is only 0.4196 cm 2 , which is 1.22% of the initial area inside the flow loop.
As a further check on the volume (area) conservation, we plot the area within the flow loop as a function of time. This is done for only one case, the driving period of 0.2 s, at which the maximum difference between the time-averaged area and the initial area occurs. Even in this worst case, the area as a function of time is nearly constant; see Figure 5 , and note the expanded scale of the plot.
The volume errors we observed in this subsection are judged to be acceptable, but it could be further reduced if desired by using the method of Peskin and Printz [24] .
The time-averaged flow around the loop as a function of the amplitude of the driving oscillation.
In this section, we investigate the influence of the amplitude of the driving oscillation (i.e., the amplitude of the prescribed target position motion) on the magnitude and direction of the net flow around the loop of simulated tubing. Four different periods of the driving oscillation are considered: T = 0.3 s, 0.375 s, 0.525 s, and 1.7 s. Figure 6 displays the time-averaged flux as a function of the amplitude of the driving oscillation at these four chosen periods. Other parameters besides amplitude and period are given in Tables 1 and 2 The results plotted in Figure 6 show the following features:
• At low amplitude of the driving oscillation, net flow is always in the counterclockwise direction. Its magnitude at any given amplitude depends on the period of the driving oscillation. Of the four examples given in the figure, the periods T = 0.375 s and T = 1.7 s result in only weak counterclockwise flow, whereas T = 0.3 s and T = 0.525 s result in much stronger counterclockwise flow.
• As the amplitude increases a qualitative distinction between the different cases appears. For T = 0.525 s and T = 1.7 s, the counterclockwise flow simply gets stronger monotonically as the amplitude of the driving oscillation increases. But for T = 0.3 s and for T = 0.375 s, the flow changes direction at some critical amplitude and becomes clockwise at high amplitude. Note that one cannot predict from the strength of the counterclockwise flow at low amplitude which of the cases will have clockwise flow at high amplitude: Of the two cases that have clockwise flow at high amplitude, one had a strong counterclockwise flow and the other had a weak counterclockwise flow at low amplitude. Overall, there seems to be a preference for counterclockwise flow in these results. All periods generate counterclockwise flow at low amplitude, and only some periods generate flows that reverse and become clockwise at high amplitude. We can speculate on the reason for this, as follows. Recall that the driving oscillation is imposed at the left end of the flexible segment of tubing, which forms the lower straight segment of the racetrack; see Figure 2 . If waves propagate from this source to the right along the flexible segment, these would tend to generate counterclockwise flow by a peristaltic mechanism. This argument leaves open the question of why the flows reverse and become clockwise, for some periods of the driving oscillation, when the amplitude of the driving oscillation becomes sufficiently large.
The time-averaged flow around a loop as a function of frequency.
In this subsection, we present a new, unexpected phenomenon which is the most important prediction of our model: the driving frequency (1/period) is a crucial parameter to determine the magnitude and even the direction of a net flow generated by valveless pumping.
The time-averaged flow around a loop as a function of the period of the driving oscillation is investigated for two different amplitudes of the driving oscillation, A 0 = 0.4 cm and A 0 = 0.6 cm. In Figure 3 , we plot the time-averaged flux versus period for these two cases. Each data point is the result of a separate numerical experiment, and the parameters are the same as in Tables 1 and 2 . As before, positive flow is clockwise, and negative flow is counterclockwise.
The result that is obvious from a glance at Figure 3 is that valveless pumping has a strong dependence on the frequency of the driving oscillation. Indeed, there appear to be resonances at rather specific frequencies, which are most effective in driving the flow in one direction or the other. At the lower amplitude, the net flow is almost always counterclockwise, so these peaks are in the negative direction. As we shift to the higher amplitude, the negative peaks seem to be preserved, but now positive peaks emerge as well. Another indication of the dynamic character of valveless pumping is that it seems to disappear at the extremes of frequency. In the high-frequency (lowperiod) limit, it is clear from Figure 3 that the net flow approaches zero. This also seems to be true in the low-frequency (high-period) limit, although for the higher amplitude data one cannot be sure whether the net flux is approaching zero or some negative value. In any case, strong valveless pumping happens at specific frequencies that are neither too large nor too small.
Since the driving frequency is an important parameter of valveless pumping, it may be of interest to interpret our results in terms of the Womersley number W o = d ω/ν, where d is the tube diameter (0.6 cm), ν is the kinematic viscosity (ν = µ/ρ = 0.01 cm 2 /s), and ω is the driving frequency in radians/s (ω = 2π/T ). For example, the maximum average clockwise flow occurs at a period of T = 0.325 s, which is a Womersley number of W o = 26, and the maximum average counterclockwise flow occurs at a period of T = 0.21 s, corresponding to a Womersley number of W o = 33. In both cases, the Womersley number is substantially larger than 1, which means that the velocity profile is far from parabolic.
Case studies.
In this section, several special cases of valveless pumping are studied. Recall Figure 3 in the previous section. We chose the special cases based on the results from that figure. The amplitude of the driving oscillation, A 0 = 0.6 cm, is chosen, since a qualitative distinction between the different cases appears as the amplitude increases, and A 0 = 0.6 cm is large enough to show that distinction. The following three cases are considered:
• Maximum average clockwise flow (T = 0.325 s).
• Almost zero flow (T = 1.34 s).
• Maximum average counterclockwise flow (T = 0.21 s). As before, the fluid motions are driven by the oscillations in target positions which are imposed along the 1/3 left end of the flexible segment of tubing, which forms the lower straight segment of the racetrack. The parameters are as given in Table 1 and 2.
These three cases have been investigated and compared qualitatively in the following ways.
• Since there are some vortices inside the flexible segment, some fluid markers get trapped and take time to escape the segment. Once fluid markers do escape, however, they move much faster along the rigid part of the racetrack. Examples are the sixth fluid marker in the leftmost frame, the second one in the middle frame, and the third one at the rightmost frame. Some other fluid markers stick to the immersed boundary. Ignoring these details and looking at the general trend, we can see that there is net clockwise motion of the markers in the leftmost frame, no net motion in the middle frame, and net counterclockwise motion in the rightmost frame of Figure 7 .
Flowmeter. Figure 8 displays flowmeter results, which are the fluxes computed on the vertical cross section through the middle of the straight segment of tubing at the top of the racetrack. These results are plotted as functions of time over the last 5 cycles in each case. The positive values denote clockwise flow and the negative denote counterclockwise flow. In all three cases the flow is oscillatory, and the oscillation has settled down to a periodic steady state. The flow changes direction with a positive phase and a negative phase during each cycle. In two of the three cases (top and bottom in Figure 8 ) there is a nonzero mean flow superimposed upon the oscillatory motion. This nonzero mean flow is the phenomenon of valveless pumping.
The motions of wave along the flexible segment. We observe another interesting phenomenon of valveless pumping by investigating the wave motions along the flexible boundary. Figure 9 displays the motions of wave along the top of the flexible segment. Sixteen equal-time snapshots of the wave motions along the top of flexible segment over one cycle of the periodic steady-state are plotted for the three cases. In the top frame, there is a standing wave pattern with two nodes (at about 6.3 cm and 9.8 cm). For reasons that we do not understand, this standing wave pattern is associated with maximum clockwise flow. In the middle frame, there again seems to be a standing wave pattern with just one node (at about 6.7 cm). Note, however, that the location of this node coincides with the edge of the driven part of the flexible boundary, i.e., the part where an oscillation of the target positions is imposed. Thus, it seems that the driven part of the flexible boundary is oscillating in one phase, and that the rest of the flexible boundary is oscillating in antiphase with flexible part. This wave pattern seems to be associated with the absence of valveless pumping, i.e., with zero net flow. In the bottom frame we see traveling waves (note the absence of nodes) propagating to the right, away from the driven part of the flexible boundary. Such traveling waves might be expected to pump fluid in the direction of propagation by a peristaltic mechanism, and indeed what we see in this case is maximum counterclockwise flow. Comparison of the motions of the target positions and the real physical boundary. Here we compare the motions of the target positions and the physical boundary for the three cases. This is done in Figure 10 for the case of maximum average clockwise flow, in Figure 11 for the case of almost zero net flow, and in Figure  12 for the case of maximum average counterclockwise flow. The target positions (dark) are the same in all three figures, since the target motion is specified in advance and differs in three cases only with respect to time scale. Note also that the target positions are time dependent only in the left 1/3 of the flexible segment, which form the bottom of the racetrack.
Only in the case of zero net flow (Figure 11 ) does the physical boundary motion track the target position motion. This is probably because the frequency is too low for inertia to introduce any phase lags. In the other two cases, there are substantial phase differences (presumably consequences of fluid inertia) between the target position and the physical boundary position.
The velocity vector fields and pressure contours. Figures 13 and 14 Note that it is true that the positions of the immersed boundary are influenced not only by the fluid inside of the loop but also by the fluid outside of the loop. However, motions of the fluid inside the loop seem to be dominant, since that is where the larger velocities and pressure gradients are typically seen in Figures 13-20. 
Further case studies.
Flow which is changing the direction by changing the period during a computer experiment (periods, T = 0.325 s and T = 0.21 s). In this section, we present two more interesting cases. In Figure  21 , we show that the result does not depend on initial conditions. One might worry that once the flow starts going one way it will keep going that way, but this case shows this is not true. In order to show that the crucial parameter to decide the direction of a net flow is frequency, we have examined the situation in which the period of the driving oscillation is 0.325 s for the first half of the simulated experiment, and then changes to 0.21 s for the balance of the simulated experiment. Note that these are the periods which generated maximum net flow in the clockwise and counterclockwise direction, respectively. All other parameters except the period are fixed during the simulation. Figure 21 displays the changing of the positions of two arbitrary fluid markers inside the flow loop by measuring the angles from the center, (x, y) = (8 cm, 4 cm), to the current positions of the markers. We plot angles as functions of time at every 10 time steps up to t = 20 s for each fluid marker. The curves in Figure 21 are changing from increasing (clockwise direction) to decreasing (counterclockwise direction) around 10 s.
Zero net flux for the symmetric driving force. Is there still a net flow if the system of valveless pumping would be symmetric? We consider the following special case to show that there is almost zero net flow when the periodic driving forcing is imposed on the center of the flexible segments. All other parameters are chosen for the case of the maximum counterclockwise flow, T = 0.21 s. This experiment is run until the periodic steady-state t = 150 s. The time-averaged flux for this case is −0.023625 cm 2 /s. This shows that there is almost zero net flow when the system is symmetric.
From this case and the previous one, we see that valveless pumping does not represent an instability of a symmetric situation. On the contrary, the direction of the mean flow is determined by the asymmetry of the problem but in a frequency and amplitude dependent manner.
Conclusions.
We have presented numerical experiments concerning "valveless pumping" in the two-dimensional case using the immersed boundary method. As in the earlier papers and physical experiments of valveless pumping, we have also observed the existence of a net flow. Furthermore, we have presented the new, unexpected result that the direction of the flow around the loop of tubing is decided not only by the position of the driving oscillations but also by the frequency and the amplitude of the driving oscillations. Since CPR may involve valveless pumping, it is of obvious importance to know what frequency and amplitude of chest compression will produce the most effective CPR. Of course we cannot hope to answer this question quantitatively with such an idealized model, but perhaps we have shown qualitatively what phenomena may be expected as the frequency and amplitude of the driving oscillation are varied. We have put special emphasis on the conditions that generate maximum net flow, since that is the goal of CPR.
In studying these cases, we have found an interesting phenomenon: the clockwise net flow seems to be associated with a standing wave in the flexible segment of tubing, whereas the counterclockwise net flow seems to be associated with a traveling wave. In the clockwise case (standing wave) the flow in the flexible segment of tubing is going toward the site at which the periodic forcing is applied, but in the counterclockwise case (traveling wave) it is going away from that site and in the same direction as the traveling wave. Therefore, we believe that the counterclockwise flow is driven by the traveling wave via a peristaltic mechanism, but we have no explanation for the clockwise flow in the standing-wave case.
The immersed boundary methodology used here may also be applicable to other biological instances of valveless pumping, such as the blood circulation within the human embryo at the end of the third week of gestation, and to engineering applications such as the design of MEMS.
We are confident that numerical experiments such as those begun in this paper will help answer many questions about the mechanism of valveless pumping. Even though the results demonstrate success in modeling valveless pumping, there is still much future work that remains to be done, such as giving a theoretical explanation for this mysterious phenomenon, and extending this model to the three-dimensional case in order to make it more realistic and more applicable to real-world biomedical problems, like CPR.
A physical experiment of valveless pumping is being constructed at the Courant Institute WetLab. An important part of the future work will be the comparison of computed and experimental results.
