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least resistance problem for convex bodies
Alexander Plakhov∗
March 17, 2020
Abstract
We consider Newton’s problem inf{∫∫Ω(1 + |u(x, y)|2)−1dxdy :
the function u : Ω→ R is concave and 0 ≤ u(x, y) ≤M for all (x, y) ∈
Ω = {(x, y) : x2+y2 ≤ 1} } and its generalizations. In the paper[3] it is
proved that if a solution u is C2 in an open set U ⊂ Ω then detD2u = 0
in U . It follows that graph(u)⌋U does not contain extreme points of
the subgraph of u.
In this paper we prove a somewhat stronger result. Namely, there
exists a solution u possessing the following property. If U ⊂ Ω is
open and all points of the surface graph(u⌋U ) are regular, then this
surface does not contain extreme points of the convex body Cu =
{(x, y, z) : (x, y) ∈ Ω, 0 ≤ z ≤ u(x, y)}. As a consequence, we have
Cu = Conv(SingCu), where SingCu denotes the set of singular points
of ∂Cu. We prove a similar result for a generalized Newton’s problem.
Mathematics subject classifications: 52A15, 52A40, 49Q10
Key words and phrases: Convex bodies, Newton’s problem of min-
imal resistance, the method of nose stretching.
1 Introduction and statement of the results
Introduce some notation. A convex body C is a compact convex set with
nonempty interior. A point ξ ∈ ∂C is called singular if there is more than
∗Center for R&D in Mathematics and Applications, Department of Mathematics, Uni-
versity of Aveiro, Portugal and Institute for Information Transmission Problems, Moscow,
Russia.
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one plane of support to C at ξ, and regular otherwise. The set of singular
points of C is denoted by SingC. It is known that almost all points of ∂C are
regular. The outward unit normal to C at a regular point ξ ∈ ∂C is denoted
by nξ. If a plane of support at ξ is unique (and therefore ξ is regular), it is
called the tangent plane at ξ.
A point x ∈ C is an extreme point of C, if it cannot be represented as
a convex combination x = λa + (1 − λ)b, a, b ∈ C, 0 < λ < 1. The set
of extreme points of C is denoted as ExtC. The convex hull of a set A is
denoted as ConvA. A plane of support to a convex body is always assumed
to be oriented by the outward normal vector.
Let f : S2 → R be a continuous function and let D ⊂ ∂C be a Borel
subset of a convex body C ⊂ R3. We define the functional
F (D) =
∫
D
f(nξ) dH2(ξ),
where H2 denotes the 2-dimensional Hausdorff measure. Obviously, if D is
not a subset of a plane, the value F (D) does not depend on the choice of
the convex body C whose boundary contains D. If D is planar, this value
depends on the choice of the normal (n or −n); in what follows it will always
be clear, which normal should be chosen.
Let two convex sets C1 ⊂ C2 ⊂ R3 be fixed. We consider the problem:
Minimize F (∂C) in the class of convex bodies C1 ⊂ C ⊂ C2. (1)
Example 1. Let C2 be the cylinder C2 = Ω × [0, M ] and C1 be its bottom
C1 = Ω × {0}, where Ω ∈ R2 is a convex body and M > 0. Then each
body C from the class is bounded by C1 and the graph of a concave function
u : Ω→ R satisfying 0 ≤ u ≤M , that is,
C = Cu = {(x, y, z) : (x, y) ∈ Ω, 0 ≤ z ≤ u(x, y)}.
The body’s boundary ∂C is the union of the bottom of the cylinder C1 =
Ω × {0}, a part of its lateral boundary ∂Ω × [0, M ], and the graph of u.
In this case problem (1) is equivalent to the problem of minimization of the
functional
F [u] =
∫∫
Ω
g(∇u(x1, x2)) dx1dx2
in the class of concave functions u : Ω → R satisfying 0 ≤ u(x1, x2) ≤ M ,
where
g(υ1, υ2) =
√
1 + υ21 + υ
2
2 f
( 1√
1 + υ21 + υ
2
2
(−υ1,−υ2, 1)
)
.
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Example 2. Newton’s problem corresponds to the case when f(n1, n2, n3) =
(n3)
3
+, C2 is the cylinder C2 = Ω× [0, M ] and C1 is its bottom C1 = Ω×{0}.
Here Ω is the unit circle, z+ = max{0, z} means the positive part of z, and
M > 0 is the parameter of the problem.
The equivalent (and earlier) formulation of Newton’s problem is as fol-
lows.
Find the minimum of the functional
F [u] =
∫∫
Ω
1
1 + |∇u(x1, x2)|2 dx1 dx2 (2)
in the class of concave functions u : Ω → R satisfying 0 ≤ u(x1, x2) ≤ M ,
where Ω = {x = (x1, x2) : |x| = 1} is the unit circle in R2.
It is known that for any continuous functions f and each pair of convex
sets C1 ⊂ C2, problem (1) has at least one solution; see the paper [4].
Remark 1. In general the solution may not be unique. For example, suppose
that C1 = Ω × {0}, C2 = Ω × [0, 1], f > 0 in a small neighborhood of
(0, 0, 1), and f = 0 outside this neighborhood. Then the minimal value of the
functional is 0 and it is attained at a family of bodies of the form Conv(C1 ∪
{(a, b, c)}), with (a, b) ∈ Ω and 0 < c ≤ 1, c being sufficiently close to 1.
Note that this family of bodies is connected in the Hausdorff metric.
Remark 2. In Newton’s problem (2), the numerical study [6, 8] seems to
indicate that there exists a sequence of values +∞ = M1 > M2 > M3 > . . .
converging to zero such that forMk < M < Mk−1, k = 2, 3, . . . the solution is
unique (up to a rotation about the z-axis) and the top level set {u(x, y) =M}
is a regular k-gon, and for each valueM =Mk there are two distinct solutions
with the top level sets being a regular k-gon and a regular (k + 1)-gon.
Let g : R2 → R be a continuous function, Ω ⊂ R2 be a convex body, and
M be a positive value. Consider the following problem:
Minimize the functional F [u] =
∫∫
Ω
g(∇u(x1, x2)) dx1dx2 (3)
in the class of concave functions u : Ω → R satisfying the condition 0 ≤
u(x) ≤ M for all x = (x1, x2) ∈ Ω. Denote by D2u(x) the matrix of second
derivatives,
D2u(x) =
[
u′′x1x1(x) u
′′
x1x2
(x)
u′′x2x1(x) u
′′
x2x2
(x)
]
.
The following statement holds true.
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Theorem 1. Let g be of class C2 and the matrix D2g have at least one
negative eigenvalue for all values of the argument. Assume that u is a solution
of problem (3) and there is an open set U ⊂ Ω such that
(a) u ∈ C2(U),
(b) 0 < u(x) < M for all x ∈ U .
Then detD2u(x) = 0 for all x ∈ U .
This theorem was proved in [3] (Theorem 2.1 and Remark 3.4) in the
particular case when g(υ) = 1/(1 + |υ|2). In the general case the proof is
basically the same. For the reader’s convenience, it is provided in Section 2.
The statement of Theorem 1 implies that the gaussian curvature at each
point of the surface {(x, u(x)) : x ∈ U} equals zero, and therefore, the surface
is developable. It follows that no point of the surface is an extreme point of
the body
Cu = {(x, y, z) : (x, y) ∈ Ω, 0 ≤ z ≤ u(x, y)}.
In other words, we have the following
Corollary 1. Under the assumptions of Theorem 1, we have
ExtCu ∩ {(x, u(x)) : x ∈ U} = ∅.
The following question still remains. Suppose that an open subset of the
boundary of an optimal body does not contain singular points. Is it true that
it does not contain extreme points?
Note that in this question only C1 (rather than C2) smoothness of the
surface is a priori assumed.
We shall prove that the answer to this question is positive, even in the
case of more general problem (1), for at least one solution of the problem,
provided that the set does not contain points of ∂C1 and ∂C2. Namely, the
following theorem holds.
Theorem 2. There is at least one solution C to problem (1) that possesses
the following property. If
(a) a set U ⊂ ∂C is open in the relative topology of ∂C;
(b) all points of U are regular;
(c) U ∩ (∂C1 ∪ ∂C2) = ∅,
then U does not contain extreme points of C.
This theorem will be proved in Section 3.
Remark 3. As will be seen in the proof, the statement of the theorem can be
strengthened: each connected component (in the metric of Hausdorff) of the
set of solutions contains an element C that possesses the above property.
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The following corollaries can easily be deduced from Theorem 2.
Corollary 2. There is at least one solution C to problem (1) such that all
extreme points of C lie in the union ∂C1 ∪ ∂C2 ∪ SingC, that is,
ExtC ⊂ ∂C1 ∪ ∂C2 ∪ SingC.
Due to the Krein-Milman theorem, this implies that C is the convex hull of
the union SingC ∪ (∂C ∩ ∂C1) ∪ (∂C ∩ ∂C2), that is,
C = Conv
(
SingC ∪ (∂C ∩ ∂C1) ∪ (∂C ∩ ∂C2)
)
.
Note that in Newton’s problem (2), the circumference ∂Ω × {0} and the
boundary of the top level set ∂{(x, y) : u(x, y) = M} are singular points of
Cu. Thus, we obtain the following corollaries.
Corollary 3. There exists a solution u to Newton’s problem (2) possessing
the following property. If for an open set U ⊂ Ω, all points of the surface
graph(u⌋U) are regular, then this surface does not contain extreme points of
the body Cu = {(x, y, z) : (x, y) ∈ Ω, 0 ≤ z ≤ u(x, y)}.
Corollary 4. In Newton’s problem (2), there is a solution u such that
Cu = Conv(SingCu). (4)
Remark 4. If the statement in Remark 2 is true, and thus, there are only
one or two distinct (up to a rotation) solutions to the classical problem, then
each solution u satisfies (4).
Indeed, numerical study seems to indicate that the optimal body is the
convex hull of the union of several singular curves: the circumference ∂Ω ×
{0}, the boundary of a regular polygon in the horizontal plane {z =M}, and
several convex curves joining each vertex of the polygon with a point of the
circumference.
2 Proof of Theorem 1
Assume the contrary, that is, there is a point x0 ∈ U such that D2u(x0) > 0.
Changing if necessary the orthogonal system of coordinates, one can assume
that x0 = (0, 0). For δ > 0 and c > 0 sufficiently small one has D
2u(x) ≥ c
and u′′x1x1(x) ≤ −c when |x| ≤ δ, and additionally, the circle |x| ≤ δ is
contained in U .
Take a C2 function h : R2 → R equal to zero outside the circle |x| ≤ δ.
For |t| sufficiently small, D2(u(x) + th(x)) > 0 and u′′x1x1(x) + th′′x1x1(x) < 0,
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and hence, the function u + th is concave. Besides, taking |t| sufficiently
small, one can ensure that 0 < u(x) + th(x) < M for all x.
Since u minimizes the functional F , we have
d2
dt2
⌋
t=0
F [u+ th] = 1
2
∫∫
R2
∇h(x)TD2g(∇u(x))∇h(x) dx1dx2 ≥ 0.
Now taking h(x) = φ(x/ε), where 0 < ε < 1 and φ is a C2 function
vanishing outside the circle |x| ≤ δ, and making the change of variables
x = εy, one obtains∫∫
R2
∇φ(y)D2g(∇u(εy))∇φ(y)Tdy1dy2 ≥ 0
(we represent a gradient as a row vector, ∇φ = (φx, φy)).
Passing to the limit ε→ 0 one gets∫∫
R2
∇φ(y)D2g(∇u(0))∇φ(y)Tdy1dy2 ≥ 0.
Take one more change of variables y = Λχ, where Λ is an orthogonal
matrix with det Λ = 1 diagonalizing the matrix D2g(∇u(0)), that is,
ΛTD2g(∇u(0))Λ =
[
a 0
0 −b
]
with b > 0.
Denoting ψ(χ) = φ(Λχ) and taking into account that ∇ψ(χ) = ∇φ(Λχ)Λ,
one comes to the inequality∫∫
R2
∇ψ(χ)
[
a 0
0 −b
]
∇ψ(χ)Tdχ1dχ2
= a
∫∫
R2
(ψ′χ1(χ))
2 dχ1dχ2 − b
∫∫
R2
(ψ′χ2(χ))
2 dχ1dχ2 ≥ 0. (5)
Now let ψ(χ) = ψ(χ, τ) = γ(χ1)γ(χ2) sin(χ2/τ), where γ : R → R is a
smooth function vanishing outside a small neighborhood of 0 and τ 6= 0. One
easily checks that the former integral is bounded for all τ ,∫∫
R2
(ψ′χ1(χ))
2 dχ1dχ2 ≤
∫
γ′2(χ1) dχ1
∫
γ2(χ2) dχ2,
whereas the latter one goes to infinity as τ → 0,∫∫
R2
(ψ′χ2(χ))
2 dχ1dχ2 =
1
τ 2
∫
γ2(χ1) dχ1
∫
γ2(χ2) cos
2(χ2/τ) dχ2 +O(1/τ)
→ +∞ as τ → 0.
It follows that the left hand side in (5) is negative for |τ | sufficiently small.
The contradiction finishes the proof.
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3 Proof of Theorem 2
Let Br(a) denote the open ball with radius r and with the center at a.
The proof of the theorem is based on the following lemma.
Lemma 1. Let C be a solution to problem (1) and let
ξ ∈ ExtC \ (∂C1 ∪ ∂C2 ∪ SingC).
Then for any ε > 0 there exists a point O outside C such that
(a) the body C˜ = Conv(C ∪ {O}) is also a solution to problem (1);
(b) if a closed line segment with an endpoint in SingC lies in ∂C then it
also lies in ∂C˜;
(c) the distance between ξ and O is smaller than ε.
The method used in the proof can be called stretching the nose.
Proof. The convex hull Conv(C \ Bε(ξ)) does not contain ξ. Without loss
of generality assume that (∂C ∩ ∂C1) ∪ (∂C ∩ ∂C2) ∪ SingC is contained in
Conv(C \Bε(ξ)) and Bε(ξ) is contained in C2.
Take a plane Π that separates the point ξ and the set Conv(C \ Bε(ξ)).
Let this plane be given by 〈x, n〉 = c, with ξ being contained in the half-space
〈x, n〉 > c, and (∂C ∩∂C1)∪ (∂C ∩∂C2)∪SingC, in the complementary half-
space 〈x, n〉 < c. Here and in what follows, 〈· , ·〉 means the scalar product.
See Fig. 1.
b
b
O
ξ
Π
Π1
ξ1
C
SingC ∪
(∂C ∩ ∂C1) ∪ (∂C ∩ ∂C2)
Figure 1: The plane Π separates ξ and (∂C ∩ ∂C1) ∪ (∂C ∩ ∂C2) ∪ SingC.
The set K is bounded above by Π and below by the dashed line. The part
of C below Π is contained in the ε-neighborhood of ξ.
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Draw the tangent planes to C through all points of ∂C∩Π; the intersection
of the half-space 〈x, n〉 ≥ c and all closed half-spaces bounded by these planes
and containing C is a convex set containing ξ. Let it be denoted by K.
Let us show that K \C is not empty. If K is unbounded, this is obvious.
If K is bounded, draw the plane of support to K with the outward normal
n and denote it by Π1. Thus, K is contained between the planes Π and Π1;
see Fig. 1.
Take a point ξ1 in the intersection Π1 ∩ ∂K. There is at least one more
plane of support to K through a point of ∂C ∩Π that contains ξ1. It follows
that ξ1 is a singular point of ∂K. Hence it does not belong to ∂C, since
otherwise it is also a singular point of ∂C. Thus, ξ1 ∈ K \ C.
Take a point ξ′ ∈ K \C (if K is bounded, one can take ξ′ = ξ1). Draw the
line segment [ξ, ξ′] and find a point O on it that lies outside C and belongs
to Bε(ξ), and therefore, to C2. Thus, claim (c) is proved, due to the choice
of O.
Take a segment [PQ] contained in ∂C with the endpoint P in SingC. We
are going to prove that Q belongs to ∂C˜ . To do this, it suffices to show that
either the line OQ is tangent to C, or the semiopen segment [OQ) intersects
C.
Recall that O belongs to the half-space 〈x, n〉 > c. If Q belongs to the
half-space 〈x, n〉 < c then the segment [OQ) intersects the plane Π, and
therefore, contains a point of C. If, otherwise, Q belongs to the half-space
〈x, n〉 ≥ c then the segment PQ is entirely contained in the tangent plane
to C through a point of ∂C ∩ Π. The part of the ray OQ behind the point
Q lies in the closed half-space bounded by this plane that does not contain
C. If the semiopen segment [OQ) does not intersect C then the line OQ is
tangent to C.
This argument shows that all points of the segment PQ also belong to
∂C˜ . Claim (b) is proved.
Draw all the rays with vertex at O that intersect C. The union of these
rays is a closed convex cone. Denote by A and A′ the initial (closer to O)
and the final points of intersection of a generic ray with C. If the ray is
tangent then its intersection with C is the line segment [A,A′] (which may
degenerate to a point if A = A′). Otherwise the intersection is the 2-point
set {A, A′}.
Denote by C− the union of the segments OA′ of all rays, and by ∂+C the
union of the corresponding points A′ and the segments [A,A′] contained in
the tangent rays. Denote by V the surface composed of the segments [O,A]
contained in the tangent rays. The boundary of C− is the union ∂+C ∪ V .
For each ray OA, denote by AA′ the ray contained in OA with the vertex
at A. Denote by C+ the union of the rays AA
′, and by ∂−C the union of
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points A corresponding to all rays. The boundary of C+ is the union of ∂−C
and the rays AA′ contained in tangent lines.
O
A1 = A
′
1
A2
A′2
∂+C
∂−C V
(a)
b
b
b
C
O
∂+C b
b
C−
A
A′
(b)
O
A1 A2
A′2
∂−C
b
b
b
C+
(c)
Figure 2: The upper curve A1A
′
2A2 is ∂+C, and the lower curve A1A2 is ∂−C.
We have C = C− ∩ C+; see Fig. 2.
Denote by tC the dilation of C with the center at O and the ratio t. For
s ≥ −1 define
C(s) =
{
C− ∩
√
1 + sC+, if s > −1
C−, if s = −1.
Note that C− = C˜ = Conv(C ∪ {O}). Since O ∈ C2 and C1 ⊂ C, we have
C1 ⊂ C˜ ⊂ C2; in other words, C˜ belongs to the class of admissible bodies.
O
∂+C
(a)
C(s),
−1 < s < 0
∂−C b
√ 1 +
s V
z
yx O
∂+C
∂−C
B
B′
(b)
b
b
b
bC(s),
s > 0
√ 1 +
s V
\ V
Figure 3: The set C(s) (a) for −1 < s < 0 and (b) for s > 0. The surface√
1 + s ∂−C is shown as dashed line.
For −1 ≤ s ≤ 0 the composite function F (∂C(s)) is linear. Indeed,
F (∂C(s)) = F (∂+C) + (1 + s)F (∂−C)− sF (V ).
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Let us now show that the derivative d
ds
⌋
s=0
F (∂C(s)) exists.
The calculation of the left derivative is straightforward,
d
ds
⌋
s=0−
F (∂C(s)) = lim
s→0−
F (∂C(s))− F (∂C)
s
= F (∂−C)− F (V ).
For s > 0, the boundary of the convex body C(s) is composed of parts of
the surfaces ∂+C and
√
1 + s ∂−C. Namely,
∂C(s) = (∂+C ∩
√
1 + sC+) ∪ (
√
1 + s ∂−C ∩ C−),
and the complementary parts of these surfaces, ∂+C\
√
1 + sC+ and
√
1 + s ∂−C\
C−, do not take part of the boundary. Therefore we have
F (∂C(s)) = F (∂+C)+(1+s)F (∂−C)−
[
F (∂+C\
√
1 + sC+)+F (
√
1 + s ∂−C\C−)
]
= F (∂+C) + (1 + s)F (∂−C)− sF (V )
+
[
sF (V )− F (∂+C \
√
1 + sC+)− F (
√
1 + s ∂−C \ C−)
]
.
Therefore, the right derivative (if exists) equals
d
ds
⌋
s=0+
F (∂C(s)) = lim
s→0+
F (∂C(s))− F (∂C)
s
= F (∂−C)−F (V )+ lim
s→0+
R(s)
s
,
where
R(s) = sF (V )− F (∂+C \
√
1 + sC+)− F (
√
1 + s ∂−C \ C−)
= F (
√
1 + s V \ V )− F (∂+C \
√
1 + sC+)− F (
√
1 + s ∂−C \ C−).
Let us prove that R(s) = o(s) as s→ 0+; it will follow that the derivative
d
ds
⌋
s=0
F (∂C(s)) really exists and is equal to F (∂−C)− F (V ).
Draw a straight line through O intersecting the interior of C. Let B and
B′ be the points of intersection of this line with ∂C, so as the open segment
OB is outside C.
Introduce an ortogonal coordinate system with the coordinates x, y, z
so as the origin is at O and the z-axis coincides with the axis OB. Let Ds,
D+s , D
−
s be the orthogonal projections of
√
1 + s V \ V , ∂+C \
√
1 + sC+,√
1 + s ∂−C \C−, respectively, on the xy-plane. It is not difficult to see that
the area of Ds equals ks, where k is the area of the corresponding projection
of V . The domains D+s and D
−
s have disjoint interiors and D
+
s ∪D−s = Ds,
hence
Area(D+s ) + Area(D
−
s ) = Area(Ds) = ks.
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Denote by n(x, y) = (n1(x, y), n2(x, y), n3(x, y)) the outward normal to√
1 + s V \V at the pre-image of (x, y) ∈ Ds under the projection. Similarly,
let n+(x, y) = (n+1 (x, y), n
+
2 (x, y), n
+
3 (x, y)) and n
−(x, y) = (n−1 (x, y), n
−
2 (x, y), n
−
3 (x, y))
be the outward normals to ∂+C \
√
1 + sC+ and
√
1 + s ∂−C \ C−, re-
spectively. The third components of these vectors, n3(x, y)), n
+
3 (x, y)), and
n−3 (x, y)), are negative for s sufficiently small.
The function n(x, y) is continuous in Ds and is constant in the radial
direction. The function n+(x, y) coincides with n(x, y) on the inner boundary
of Ds; in other words, for any (x, y) there exists c ≤ 1 such that (cx, cy) ∈ Ds
and n(x, y) = n(cx, cy) = n+(cx, cy). The function n+(x, y) is continuous
(and therefore uniformly continuous) in Ds for s sufficiently small, hence
for any ε > 0 there exists δ > 0 such that for all 0 < s < δ, for (x, y) ∈
∂+C \
√
1 + sC+, and for a suitable c = c(x, y) ≤ 1 we have (cx, cy) ∈
∂+C \
√
1 + sC+ and |n+(x, y) − n+(cx, cy)| < ε; it follows that for any
(x, y) ∈ ∂+C \
√
1 + sC+, |n+(x, y)− n(x, y)| < ε.
A similar reasoning holds for the function n−(x, y), (x, y) ∈ D−s . As a
result we have
sup
(x,y)∈D+s
|n+(x, y)− n(x, y)|+ sup
(x,y)∈D−s
|n−(x, y)− n(x, y)| → 0 as s→ 0+.
For s sufficiently small the function (x, y) 7→ f(n(x,y))|n3(x,y)| is well defined, and
therefore is uniformly continuous, on the closure of the set {n(x, y) : (x, y) ∈
Ds} ∪ {n+(x, y) : (x, y) ∈ D+s } ∪ {n−(x, y) : (x, y) ∈ D−s }, hence
sup
(x,y)∈D+s
∣∣∣∣f(n(x, y))|n3(x, y)| −
f(n+(x, y))
|n+3 (x, y)|
∣∣∣∣+ sup
(x,y)∈D−s
∣∣∣∣f(n(x, y))|n3(x, y)| −
f(n−(x, y))
|n−3 (x, y)|
∣∣∣∣ = α(s)→ 0 as s→ 0+.
We have
R(s) = F (
√
1 + s V− \ V+)− F (∂+C \
√
1 + sC+)− F (
√
1 + s ∂−C \ C−)
=
∫
Ds
f(n(x, y))
dx dy
|n3(x, y)|−
∫
D+s
f(n+(x, y))
dx dy
|n+3 (x, y)|
−
∫
D−s
f(n−(x, y))
dx dy
|n−3 (x, y)|
=
∫
D+s
(
f(n(x, y))
|n3(x, y)| −
f(n+(x, y))
|n+3 (x, y)|
)
dx dy +
∫
D−s
(
f(n(x, y))
|n3(x, y)| −
f(n−(x, y))
|n−3 (x, y)|
)
dx dy,
and therefore,
|F (√1 + s V−\V+)−F (∂+C\
√
1 + sC+)−F (
√
1 + s ∂−C\C−)| ≤ α(s) ks = o(s) as s→ 0+.
We have proved that R(s) = o(s) as s → 0+, and therefore, there exists
the derivative
d
ds
⌋
s=0
F (∂C(s)) = F (∂−C)− F (V ).
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Since F (∂C(s)) takes the minimal value at s = 0, we have d
ds
⌋
s=0
F (∂C(s)) =
0; it follows that F (∂C(−1)) = F (∂C(0)). Since C(0) = C and C(−1) = C˜,
we get F (∂C) = F (∂C˜); that is, C˜ is also a minimizer of problem (1). Claim
(a) is proved.
Let us finish the proof of the theorem.
Assuming that the set ExtC \ (∂C1 ∪ ∂C2 ∪ SingC) is not empty, take a
sequence ξ1, ξ2, . . . of points of this set dense in it. Moreover, the sequence
should be chosen so as each point in the sequence is repeated infinitely many
times.
Apply Lemma 1 to the convex body C = C(0) and the point ξ = ξ1; as
a result we obtain the convex body C˜ = C(1) solving problem (1) and the
point O = O1. We have
ExtC(1) ⊂ ExtC(0) ∪ {O} and SingC(1) = SingC(0) ∪ {O}.
Consider the subsequence of points (ξk) contained in the set
ExtC(1) \ (∂C1 ∪ ∂C2 ∪ SingC(1)) ⊂ ExtC(0) \ (∂C1 ∪ ∂C2 ∪ SingC(0)).
If this subsequence is not empty, apply Lemma 1 to C(1) and to the first
element of the remaining subsequence (ξk); as a result we obtain the convex
body C(2) and the point O2.
Continuing this process, we obtain the (finite or countable) sequence of
nested convex bodies C(0) ⊂ C(1) ⊂ C(2) ⊂ . . ., which are solutions to prob-
lem (1), and the following inclusions are satisfied
ExtC(k) ⊂ ExtC ∪ {O1, . . . , Ok},
SingC(k) = SingC ∪ {O1, . . . , Ok}.
Take the body Cˆ = ∪kC(k). It follows from claim (a) of Lemma 1 that Cˆ
is a solution to problem (1), and additionally,
SingCˆ = SingC ∪ {O1, O2, . . .}.
We have
ExtCˆ ⊂ ExtC ∪ {Ok, k = 1, 2, . . .}.
It follows from claim (b) of Lemma 1 that
SingCˆ = SingC ∪ {Ok, k = 1, 2, . . .}.
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It follows from claim (c) of Lemma 1 that each point from ExtCˆ \(∂C1∪∂C2)
is a limiting point of the sequence (Ok), hence
ExtCˆ ⊂ ∂C1 ∪ ∂C2 ∪ SingCˆ. (6)
If U satisfy the hypotheses of Theorem 2 then U ⊂ ∂C\(C1∪∂C2∪SingCˆ);
therefore, according to (6), all points of U are regular. Theorem 2 is proved.
Consider a connected component (in the sense of Hausdorff) of the set
of solutions to problem (1). Let a convex body C be an element of this set.
Consider the convex body Cˆ obtained from C by the procedure described
above. This body is another solution to problem (1) and it satisfies the
property indicated in Theorem 2. It can be defined as follows,
Cˆ = Conv(C ∪ {O1, . . . , Ok, . . .}),
where each segment OkOl intersect C.
For −1 ≤ s ≤ 0 define the sets
C
[s]
k = ∪√1+s≤λ≤1
(
(1− λ)Ok + λC
)
(s-stretching of the kth nose) and
C [s] = ∪kC [s]k .
The sets C [s], −1 ≤ s ≤ 0 form a continuous family of convex bodies joining
C and Cˆ. All the bodies of the family are solutions of problem (1), and
therefore, Cˆ lies in the above indicated connected component of the set of
solutions. Thus, the statement formulated in Remark 3 is proved.
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