■ We hypothesized that the ventromedial pFC (vmPFC) is critical for making transitive inferences (e.g., the logical operation that if A > B and B > C, then A > C). To test this, participants with focal vmPFC damage, brain-damaged comparison participants, and neurologically normal participants completed a transitive inference task consisting an ordered set of arbitrary patterns. Participants first learned through trial-and-error
INTRODUCTION
The ability of the brain to extract as much meaningful information from incoming and internal stimuli as is necessary for an organismʼs survival in their adaptive niche is one of its most important functions. The brain embodies the capacity to not only sense information from the external world and internal milieu but also to process this information to extract relationships and infer values that are not explicitly present in the incoming data. For example, at a simple level, relationships between things can be determined, for example, A > B. In a slightly more complicated fashion, relationships can be inferred beyond given information. For example, if A > B and B > C, then it can be inferred that the transitive relationship between A and C is such that A > C. This logic is known as transitive inference.
The ability to use transitive inference cuts across many levels of the animal kingdom. It has been demonstrated in nonhuman primates (MacLean, Merritt, & Brannon, 2008; Treichler & Van Tilburg, 1996; Boysen, Berntson, Shreyer, & Quigley, 1993; McGonigle & Chalmers, 1992; Gillan, 1981) , rodents (DeVito, Kanter, & Eichenbaum, 2010; Roberts & Phelps, 1994; Davis, 1992) , birds (Weiss, Kehmeier, & Schloegl, 2010; Lazareva et al., 2004; Paz-yMiño, Bond, Kamil, & Balda, 2004; Bond, Kamil, & Balda, 2003; Steirn, Weaver, & Zentall, 1995; von Fersen, Wynne, Delius, & Staddon, 1991) , and fish (Grosenick, Clement, & Fernald, 2007) . In humans, children as young as 4 years old have been shown to possess the ability to make transitive inferences (Markovits, Dumas, & Malfait, 1995; Adams, 1978; Bryant & Trabasso, 1971) , as have individuals with mental handicaps (Lutkus & Trabasso, 1974) . Moreover, in older adults, transitive inference has been shown to remain intact as long as the ability to learn the premise relationships is preserved (Ryan, Moses, & Villate, 2009) .
In summary, the ability to infer transitivity is observed across diverse vertebrate species and throughout almost the entire human life span, even when general cognitive aptitude is relatively modest. Thus, disruption of this basic ability could be predicted to lead to profound disturbances in everyday functioning. Indeed, deficits in transitive inference have been observed in persons with schizophrenia (Titone, Ditman, Holzman, Eichenbaum, & Levy, 2004) , Alzheimerʼs disease (Waltz et al., 2004) , Parkinsonʼs disease (Frank, Seeberger, & OʼReilly, 2004) , and frontal variant frontotemporal dementia (Waltz et al., 1999) . In everyday life, information is seldom presented in isolation or in totality. Thus, deficits in integrating information and extrapolating useful information via inference could result in maladaptive decision-making and poor adjustment to environmental demands. Ultimately, a deficit in transitive inference could explain a good deal of the impaired everyday functioning in individuals with the types of neurological and psychiatric conditions cited above.
Patients with frontal variant frontotemporal dementia, wherein hypometabolism in pFC is a defining feature, have been shown to have a specific deficit in transitive inference as opposed to a memory impairment; by contrast, patients with the temporal variant of frontotemporal dementia display the opposite pattern, that is, impaired memory but normal transitive inference (Waltz et al., 1999) . Functional imaging studies point to specific regions within pFC playing a prominent role in transitive inference, including dorsolateral regions (Acuna, Eliassen, Donoghue, & Sanes, 2002) and rostrolateral regions (Wendelken & Bunge, 2010) . Another key region in pFC, not highlighted so far by functional imaging but potentially of considerable importance, is the ventromedial pFC (vmPFC), and that is the region targeted by the current investigation.
We have proposed that an important driving force in the evolution of the human brain was a shift from a reliance on perceptual processing, particularly chemosensation, to cognitive computation for conspecific evaluation, which we have termed the inferential brain hypothesis (Koscik & Tranel, in press ). Whereas in most mammals the chemical senses are the important carriers of social information, humans rely very little on the interpersonal transfer of chemicals. Instead, social value must be inferred from indirect sources that can be difficult to detect or interpret and are potentially prone to deception and dissimulation. Mammals evolved the use of chemical communication in support of reproduction. In nonhuman primates, however, these cues are shifted from the chemical sense to other sensory modalities, particularly vision. This is particularly obvious in the visual signals of reproductive susceptibility (Gilad, Wiebe, Przeworski, Lancet, & Pääbo, 2004) and visual cues of social status (Kuze, Malim, & Kohshima, 2005) . In humans, we predict that these cues have been further removed from obvious chemical or visual cues and must be inferred instead. We propose that the brain regions that support social evaluation through chemical communication in mammals have been exapted in primates and humans to provide essentially the same type of information necessary for evolutionary success albeit using different types of sensory information and incorporating different cognitive algorithms.
A particularly important domain of social evaluation for all animals including humans involves understanding the relationships between individuals. Many species exhibit some sort of dominance hierarchy when in social groups, and these hierarchies often confer benefits to the individuals on top, for example, increased reproductive opportunity (e.g., Ellis, 1995; Dewsbury, 1982) and better health (e.g., Adler, Epel, Castellazzo, & Ickovics, 2000; Wilkinson, 1999) . Moreover, understanding oneʼs position in a social hierarchy can benefit many individuals-although not all individuals reap certain benefits from being on top of the heap, individuals can avoid unnecessary risk and maximize potential by asserting themselves when appropriate and adaptive. Transitivity is particularly relevant when inferring social positions within a group by allowing an individual to infer relationships without having to explicitly sample all possible permutations between other individuals. The ability to infer relationships provides benefits by saving time and resources by not having to observe all possibilities directly, which is particularly relevant under circumstances when determining relationships incurs personal risk (e.g., male-male aggression to allocate reproductive opportunities).
We predict that cortical regions important for conspecific chemical evaluation in mammals retain their role in social evaluation in humans. However, instead of relying on perceptual processes, these brain regions will implement cognitive processes necessary to infer social value, such as transitive inference. Where neuroimaging work has pointed to dorsolateral and rostrolateral prefrontal involvement in transitive inference, which makes sense given the roles of these structures in relational processing, we predict that the vmPFC is an additional neural structure necessary for drawing transitive inferences. Regions within the vmPFC are necessary for evaluating odors, and orbito-frontal portions of this region comprise secondary olfactory cortex (Gottfried & Zald, 2005; Anderson et al., 2003) . In addition, the vmPFC is critical for normal social conduct, as indicated by studies showing that damage to the vmPFC often leads to profound social and emotional dysfunction (Noonan, Sallet, Rudebeck, Buckley, & Rushworth, 2010; Shamay-Tsoory, AharonPeretz, & Perry, 2009; Anderson, Barrash, Bechara, & Tranel, 2006; Shamay-Tsoory, Tomer, Goldsher, Berger, & Aharon-Peretz, 2004; Damasio, 1994) . Given these dual roles of the vmPFC for social cognition and olfactory evaluation, we predict that the vmPFC will be a neural substrate that has been exapted from its role in perceptual processing (chemosensation in particular) to implement inferential processes and will thus be necessary for drawing transitive inferences. Thus, the main objective of this study was to examine the role of the vmPFC as a critical neural structure for transitive inference.
In addition to the body of empirical work examining pFC, the hippocampus (HPC) has been shown to be involved in transitive inference in studies using fMRI (Zalesak & Heckers, 2009; Greene, Gross, Elsinger, & Rao, 2006; Heckers, Zalesak, Weiss, Ditman, & Titone, 2004) , PET (Nagode & Pardo, 2002) , and neurological patients with hippocampal amnesia (Smith & Squire, 2005) . However, contradictory findings have been reported. Specifically, pharmacological inactivation of the HPC has been shown to not only cause profound deficits in explicit memory but also to improve performance in making inferences (Frank, OʼReilly, & Curran, 2006) ; moreover, conscious awareness of the relationships between items may be a critical factor in the HPC involvement in transitive inference (e.g., Smith & Squire, 2005) . Given these discrepant findings regarding the role of the HPC in transitive inference and given our ready access to patients with unilateral, focal damage to the medial-temporal lobe (MTL; including the HPC), we opted to include in the current study a group of HPC patients (in addition to the vmPFC patients), on the premise that we could shed some additional light on the role of the HPC in transitive inference. Under the framework of relational memory theory (Eichenbaum & Cohen, 2004; Cohen & Eichenbaum, 1995) , the HPC supports memory for all types of relationships (Konkel, Warren, Duff, Tranel, & Cohen, 2008) , which is necessary for and would include transitive relationships. Given that some functional imaging studies have indicated differential contributions of left and right HPC to transitive inference (e.g., Zalesak & Heckers, 2009) , the question arises as to whether or not unilateral HPC damage is sufficient to disrupt normal transitive inference. Thus, a secondary objective of the current study was to leverage our sample characteristics to examine whether or not unilateral HPC damage is sufficient to impair transitive inference. Because our study was not explicitly designed to tackle the issues of HPC involvement in transitive inference per se, our sample of convenience does not allow us to test whether or not the HPC is necessary for transitive inference or whether bilateral damage would impair performance on this task, but only whether or not unilateral HPC damage is sufficient to cause a deficit.
METHODS Participants
Participants consisted of three groups of men and women: (1) a vmPFC group: 15 participants with focal damage to the vmPFC either bilateral (n = 8; 4 women, 4 men) or confined to the left (n = 3; 1 woman, 2 men) or right (n = 4; 1 woman, 3 men) hemisphere; (2) a brain-damaged comparison (BDC) group: 36 participants (19 women, 17 men) with focal brain damage that did not involve the vmPFC (2 bilateral cases, 19 left hemisphere cases, 15 right hemisphere cases); and (3) a group of neurologically normal adults (NC group; n = 44, 23 women, 21 men; see Table 1 ). The vmPFC and BDC groups did not differ in lesion chronicity (i.e., time since lesion onset; equal variances not assumed, t(17.978) = 1.138, p = .270). Neuroanatomical, neuropsychological, and experimental data were collected from brain-damaged participants approximately contemporaneously-specifically, during the chronic epoch of recovery (more than 3 months post onset), where the neuroanatomical and neuropsychological profiles were stable.
All participant groups were predominantly right-handed and comparable in age, although there was a weak trend for the BDC group to be younger (F(2, 94) = 2.361, p = .100). Education was also broadly comparable across groups-the vmPFC group had statistically fewer years of education (F(2, 94) = 3.597, p = .031), but post hoc tests revealed that this difference is only significant between the vmPFC and NC groups ( p = .036), and the mean difference was less than 2 years (1.98 years).
Brain-damaged participants have, for the most part, intact psychometric intelligence, memory, executive functions, and verbal abilities (see Table 1 ). Five participants (4 BDC and 1 vmPFC, not included in the participant counts reported above) were excluded from all analyses, as they reported elevated scores on measures of depression and/or anxiety. All lesions were stable and were clearly identifiable on either MRI or CT images. All brain-damaged participants had the onset of their brain lesion in adulthood, after age of 18 years. Damage to the vmPFC was mainly caused by benign tumor resection (n = 9) or cerebrovascular accident (typically aneurysm related; n = 6).
The regions of brain damage in the BDC group allowed us to identify two distinct subgroups: one with MTL damage, which includes the HPC, and another group whose damage excluded both vmPFC and MTL. These BDC subgroups allowed us to test our secondary objective regarding whether unilateral HPC damage would impair transitive inference: an MTL group (n = 17; 12 women, 5 men; 8 right and 9 left hemisphere cases) and a group whose damage excluded the MTL (BDC*; n = 19; 7 women, 12 men; 2 bilateral, 7 right, and 10 left hemisphere cases). Damage in the MTL was primarily caused by surgical resection for pharmaco-resistant epilepsy (n = 15); the remaining two cases in the MTL group were due to an ischemic stroke and aneurysm rupture. Brain damage in the BDC* group tended to be due to cerebral vascular accident (typically stroke or hemorrhage, n = 14) or benign tumor resection (n = 5). We did not expect that lesion etiology would affect performance on our tasks over and above lesion locus. Indeed, there was no significant effect of lesion etiology on any of the neuropsychological variables or on the dependent measures (all ps > .1). All participants with focal brain damage were recruited from the patient registry of the Division of Behavioral Neurology and Cognitive Neuroscience in the Department of Neurology at the University of Iowa. All participants were free of dementia, psychiatric disorder, substance abuse, and significant intellectual impairments. Normal comparison participants were recruited from the Iowa City area through advertisement and were compensated for their participation. All participants provided informed consent before participation in accordance with the institutional review board of the University of Iowa.
Lesion Analysis
Neuroanatomical analysis was based on MRI or CT images obtained in the chronic epoch of recovery. Each brain lesion was reconstructed in three dimensions using Brainvox (Frank, Damasio, & Grabowski, 1997; Damasio & Frank, 1992) and was manually warped to a normal template brain using the MAP-3 technique (Damasio, Tranel, Grabowski, Adolphs, & Damasio, 2004) . After the manual transfer to the normal template space, the template brain was warped to the MNI152 standard 1 mm T1-weighted atlas (Mazziotta et al., 2001; Collins, Neelin, Peters, & Evans, 1994; Evans, Dai, Collins, Neelin, & Marrett, 1991) to provide a more direct comparison with a large portion of the literature that also uses this standard space. This warping was accomplished using BRAINSDemonWarp (Johnson & Zhao, 2009) , which is a high-dimension image registration algorithm that generates displacement vectors for each voxel to define the transform from the moving to fixed image (Thirion, 1998) . This transform, from the lesion template to the MNI152 template, was then applied to each of the lesion maps. Lesion maps were then processed with Matlab (r2007b, The Mathworks, Natick, MA) to create overlap maps of appropriate participants.
Naturally occurring brain lesions do not respect functional or anatomically boundaries; thus, an all-or-none approach to classifying lesions is inappropriate. Likewise, anatomical parcellation schemes give a false impression of distinct, abrupt boundaries between regions; thus, lesions that have their focus in an adjacent, nontarget region may spill over in the periphery of the ROI but not affect the core of this region to a significant extent. Our solution to this classification problem was twofold. First our recruitment procedures targeted participants with known damage to the vmPFC, our ROI. Second, to exclude participants with damage limited to the periphery of our ROI, we set a lower limit on the proportion of damaged voxels for inclusion at 5%. In our sample, of the lesions confined entirely to the vmPFC, the smallest proportion of the vmPFC that is covered is ∼15% (a unilateral lesion taken as proportion of bilateral vmPFC volume); four participants with foci of damage in regions adjacent to the vmPFC have some spill-over (with an average of 1.3% coverage of bilateral vmPFC and a maximum of 2.6%). These data were then visualized using MRIcron (Rorden, 2011; see Figure 1 ).
Transitive Inference Task
To investigate the ability to use transitive inference, we designed a task similar to that used by Acuna and colleagues (2002) . Participants viewed black and white patterns and were asked to make button presses in response to what they saw. They were presented with two objects at a time, otherwise they were asked to maintain fixation on a centrally located cross. Participants had two response buttons, one that corresponded to the pattern to the left of fixation and the other that corresponded to the pattern to the right of fixation. The task was divided into four blocks. The first two blocks were training blocks and consisted 48 trials each. The final two blocks were test blocks and consisted 42 trials each.
Participants were given the following instructions:
In this task you will see a series of black and white patterns. These patterns are arranged in an order of how correct they are. Your task is to figure out the order of the patterns. You will see two of these patterns at a time and your job is to determine which of the patterns is correct. If you think the pattern on the left is correct, press the button on the left. If you think the pattern on the right is correct, press the button on the right. You will play through four sets of items. On the first two sets you will be told if your answer is correct or incorrect. On the last two sets of stimuli you will not be told if you are correct or incorrect though you should still try to answer them correctly.
During the training blocks, each trial began with a black fixation cross on a white background for 1 sec. Then, a pair of black and white patterns was presented equidistant to the left and right of fixation and remained on the screen until the participant made a response. Once the participant made his or her response, he or she was given feedback. If the participant answered correctly, a green square surrounded the pattern he or she selected and "Correct" appeared beneath it. If the participant answered incorrectly, a red square surrounded the pattern he or she selected and "Incorrect" appeared beneath it. This feedback remained visible for 1 sec, after which the trials were repeated. In between blocks, participants were given a short break. Testing blocks were identical to training blocks, except that feedback was absent (see Figure 2 ). There were no predetermined criteria, in terms of number of items answered correctly in the training blocks, before continuing on to the test blocks.
The patterns used in the task were designed to be memorable but not recognizable as ordinary objects. The seven patterns we used were arranged in an arbitrary, linear sequence of "correctness" (see ; indeed, we have classified "nontransitive" items this way because they can be solved by applying a simpler rule rather than transitive per se although the relationships are also transitive in a strict sense. On the transitive items, to solve the problem accurately, participants would have to recall the correct pairings of items (this recall need not be explicit and could occur outside of awareness) and Figure 2 . Transitive inference task trials. This figure depicts the sequence of events for each trial during the training phase. A fixation cross was presented for 1 sec, followed by the stimulus, which remained on the screen until the person made a response. During training blocks, participants received feedback, either correct or incorrect, which remained on the screen for 1 sec. No feedback was given during test blocks. extrapolate from these relationships using transitivity the correct responses.
Statistical Analyses
For the primary analysis to test our main objective, we compared vmPFC, BDC, and NC groups using one-way ANOVA procedures for performance on learned, transitive, and nontransitive items. We planned to use Tukeyʼs post hoc test to pinpoint any significant group differences in all analyses. Given that we did observe small but statistically significant differences in education between groups, we explored the possibility that this difference affected our results by first examining any potential correlations with education and our dependent measures both in our sample as a whole and within each group. Second, we utilized an ANCOVA with education as a covariate to rule out the possibility that education was driving any observed effects.
To examine our secondary objective, we compared the MTL, BDC*, and NC groups using an identical statistical approach to our procedure for examining the vmPFC group, that is, using separate ANOVAs for learned, transitive, and nontransitive items. If education was found to significantly impact the results in our primary analysis, we utilized an ANCOVA with education as a covariate instead.
Next, we planned three follow-up analyses to eliminate alternative explanations for any potential deficits in transitive inference. It is possible that there are group differences in the acquisition of relationships during the training phase of this study. We thus planned a factorial repeatedmeasures ANOVA for learning effects during the training phase if we observed group differences in our main outcome variables above. We planned to use an 8 (Phases of Learning) × 3 (Groups) design. The eight phases of learning represent percentage of items answered correctly during sequential quartiles of trials (i.e., Trials 1-12, Trials 13-24, Trials 25-36, and Trials 37-48) for both blocks. We performed an identical repeated measures ANOVA to examine changes in RT as a function of learning, because a decrease in RT will reflect familiarity and learning of the relationships. In addition, we examined possible correlations between learning performance (performance on the second training block and previously learned items from the test blocks) and performance on transitive and nontransitive items to see if differential learning affected performance. E requires three steps), we planned a factorial repeated measures ANOVA to examine whether there were differences in performance based on difficulty or "transitive distance" between groups. For simplicity, we will refer to transitive distance defined as the number of relationships needed to make the inference. In our study, this required between transitive distances of 2, 3, and 4, thus resulting in a 3 (Transitive Distance) × 3 (Group) design. Lastly, we sought to ensure that the groups did not differ in terms of differential reinforcement of particular items over others, which may create conditions where simple conditioned learning could better explain our results. We planned a 5 (Reinforcement/Punishment Ratios for Patterns B-F) × 3 (Group) repeated-measures ANOVA, and predicted that there should be no differences between groups or between patterns. If we did observe differences between the patterns, we planned to compare performance between patterns for transitive items using a 5 (Percent Correct on Patterns B-F) × 3 (Group) factorial repeated measures ANOVA. Essentially, this follow-up analysis will examine whether the various patterns were reinforced differentially over the course of the experiment, and if so, whether there were differences in performance for particular patterns as a result of differential reinforcement. If group differences in performance on transitive items are indeed due to a deficit in transitive inference and not in response to conditioning, then there should be no differences in performance by pattern and the group effect should remain.
Given that sex and affected hemisphere are potential mediators of outcome following damage to limbic-related brain regions (Koscik, Bechara, & Tranel, 2010; Tranel, Damasio, Denburg, & Bechara, 2005) , it was important to ascertain whether these factors played a role in the results. Hence, we examined potential effects of sex and hemisphere of lesion. To examine sex, we planned a 3 (vmPFC, BDC, and NC groups) × 2 (Sex) ANOVA. To examine hemisphere of damage, we planned to use a 2 (vmPFC and BDC groups) × 3 (Bilateral, left and right hemispheres) ANOVA. Likewise, we planned similar analyses of sex and laterality effects in our secondary analysis of the MTL and BDC* groups. The only difference in the models is a 2 (MTL and BDC* groups) × 2 (Left or Right Hemisphere) ANOVA, because there were no bilateral cases of MTL damage in our sample.
RESULTS vmPFC
Our primary analysis comparing participants with vmPFC damage to the BDC and NC groups revealed significant group differences in the percentage of transitive items answered correctly (F(2, 94) = 4.520, p = .013); vmPFC group (M = 0.36, SD = 0.18), BDC group (M = 0.52, SD = 0.21), and NC group (M = 0.54, SD = 0.21; see Figure 5 ). Tukeyʼs post hoc test revealed that the vmPFC group answered significantly fewer transitive items correctly than the BDC group (mean difference = −0.16, p = .034) and the NC group (mean difference = −0.18, p = .011). These group differences were specific to transitive items. There were no differences between the vmPFC group (M = 0.53, SD = 0.12), the BDC group (M = 0.57, SD = 0.14), and the NC (M = 0.59, SD = 0.15) group for previously learned items (F(2, 94) = 0.911, p = .406). Likewise, there were no significant differences between the vmPFC group (M = 0.63, SD = 0.19), the BDC group (M = 0.69, SD = 0.20), and the NC group (M = 0.71, SD = 0.20) for performance on nontransitive items (F(2, 94) = 0.839, p = .436). If we exclude all participants whose performance on the last training block did not exceed chance performance, our results are unchanged but are weakened to trend-level significance ( p = .061) for transitive items, which is to be expected given the smaller n when excluding participants.
Education
When examining the possible effects of education on our dependent measures, there were small and nonsignificant correlations between years of education and performance on learned items (r = 0.169, p = .101), transitive items (r = 0.060, p = .562), or nontransitive items (r = 0.054, p = .604). Within groups, there was a significant correlation between years of education and learned items within the NC group (r = 0.313, p = .038); all other correlations were nonsignificant (all ps > .400). When including education as a covariate in an ANCOVA, the results were unchanged. For previously learned items, we did not observe significant effects of education (F(1, 91) = 1.795, p = . 184) or group (F(2, 91) = 0.462, p = .632). Similarly for nontransitive items, we did not observe significant effects of education (F(1, 91) = 0.042, p = .838) or group (F(2, 91) = 0.716, p = .491). For transitive items, we did not observe a significant effect of education (F(1, 91) = 0.008, p = .929), and our group effect was essentially unchanged (F(2, 91) = 4.294, p = .017).
Learning
In our follow-up analyses, we compared vmPFC, BDC, and NC groups on learning, transitive distance, and reinforcement. In our analysis of learning during the training phase, we observed a significant effect of learning over trials (F(7, 644) = 7.568, p < .0005; see Figure 6 ). However, there were no significant group differences in Learning, that is, all groups were able to learn the relationships between items (F(2, 92) = 1.927, p = .151), nor was there a significant Block × Group interaction (F(14, 644) = 0.821, p = .646). Given that we did not have established performance criteria for continuing to test portions of the procedure, it was important to demonstrate that groups did not differ in how well they learned the items as above. Moreover, all groups displayed a similar decrease in RT as a function of learning across training blocks, where there is a significant decrease in RT over trials (F(7, 644) = 7.568, p < .0005), but no group difference (F(2, 92) = 1.927, p = .151) nor a Learning × Group interaction (F(14, 644) = 0.821, p = .646). Additionally, our correlation analysis reveals positive relationships between Learning (both performance in later Training Trials and in previously learned items) with performance on learned items. However, the relationship between Learning and Performance on Transitive Items is inconsistent and, if present, much weaker (see Table 2 ).
In fact, the relationship between Learning and Transitive Items is not present in the vmPFC and NC groups and only in the BDC (and BDC*) groups.
Transitive Distance
In our analysis of transitive distance, we found no effect of Distance (Greenhouse-Geisser F(1.543, 141.979) = 1.086, p = .327) nor a Distance × Group interaction (GreenhouseGeisser F(3.087, 141.979) = 0.303, p = .828). There was a main effect of Group, whereby the vmPFC group answered fewer items correctly (F(2, 92) = 3.336, p = .040; see Figure 7 ).
Reinforcement
In our analysis of reinforcement/punishment ratios for each pattern, we did not observe any group differences (F(2, 82) = 0.479, p = .621) nor a Group × Reinforcement interaction (Greenhouse-Geisser F(4.607, 188.906) = 1.262, p = .284). We did observe significant differences between patterns (Greenhouse-Geisser F(2.304, 188.906) = 11.401, p < .0005; see Figure 8 ). The reinforcement/ punishment ratio for Pattern B was higher than for the other patterns (B − C = 1.351, p < .0005; B − D = 0.813, p = .013; B − E = 1.132, p < .0005; B − F = 1.061, p < .0005). The reinforcement/punishment ratio for Pattern C was significantly higher than for Pattern B (C − B = 0.538, p = .002). All other differences between reinforcement/ punishment ratios were nonsignificant at p < .05 (see Figure 8 ). Because there were some differences between the patterns in terms of their reinforcement/punishment ratios, we conducted a final analysis to examine whether or not performance differed on transitive items as a function of the presence or absence of a particular pattern. If performance on transitive items is a product of conditioning, then we expected that items containing more highly rewarded patterns would be answered correctly more often. Our analysis revealed no differences in Percentage of Transitive Items answered correctly between patterns (Greenhouse-Geisser F(2.393, 220.134) = 1.828, p = .155) nor a Pattern × Group interaction (GreenhouseGeisser F(4.786, 220.134) = 0.982, p = .428; see Figure 9 ). Our effect of group remains (F(2, 92) = 4.916, p = .009), wherein the vmPFC group answered fewer transitive items correctly compared with BDCs (mean difference = −0.166, p = .008) and NCs (mean difference = −0.182, p = .003).
Taken together, our follow-up analyses rule out alternative explanations for the observed deficit in transitive inference. Our data suggest that the deficit in transitive inference observed in the vmPFC group was not due to deficits in learning the relationships between patterns, was not influenced by the difficulty of the inferences, and was not due to differential reinforcement of patterns between groups.
Sex and Laterality
When comparing vmPFC, BDC, and NC groups, we observed no effect of Sex or Group × Sex interaction for learned items (Sex: F(1, 89) = 0.284, p = .596; Group × Sex: F(2, 89) = 0.421, p = .658), nontransitive items (Sex: F(1, 89) = 0.405, p = .526; Group × Sex: F(2, 89) = 0.047, p = .954), or transitive items (Sex: F(1, 89) = 0.349, p = .556; Group × Sex: F(2, 89) = 0.375, p = .688). Likewise, we observed no effect of hemisphere of damage or Group × Hemisphere interaction when comparing vmPFC and BDC groups for learned items (hemisphere: F(2, 89) = 1.150, p = .326; Group × Hemisphere: F(2, 89) = 0.534, p = .590), nontransitive items (Hemisphere: F(2, 89) = 0.655, p = .524; Group × Hemisphere: F(2, 89) = 0.418, Both measures of learning (% correct during the last training block and % correct of learned items during the testing phase) are highly correlated with performance on nontransitive items, although this relationship is weak in the vmPFC group. Learning is not consistently related to performance on transitive items, except in BDC groups. This might suggest that performance on transitive items does not normally depend on learning per se and may indeed reflect inferential processing. Transitive distance provides a measure of transitive relationships, that is, it represents the number of direct relationships that need to be utilized to draw the inference. We observed no effect of transitive distance overall or within each group. The vmPFC group was significantly worse for all transitive items regardless of distance. p = .661), or transitive items (Hemisphere: F(2, 89) = 0.195, p = .824; Group × Hemisphere: F(2, 89) = 1.090, p = .345).
MTL Results
Our secondary analysis revealed no significant differences between MTL, BDC*, and NC groups for learned (F(2, 79) = 0.934, p = .397), transitive (F(2, 79) = 0.124, p = .884), and nontransitive items (F(2, 79) = 0.671, p = .514; see Figure 10 ). In our analysis of learning during the training phase, we observed a significant effect of Learning over trials (F(7, 539) = 9.386, p < .0005). However, there were no significant differences between MTL, BDC*, and NC groups in learning the relationships between items (F(2, 77) = 1.202, p = .306) nor was there a significant Block × Group interaction (F(14, 539) = 0.364, p = .984).
Finally, in our analyses of Sex and Laterality in our secondary groupings of MTL and BDC* groups, we observed no effect of Sex or Group × Sex interaction for learned items (Sex: F(1, 74) = 0.432, p = .513; Group × Sex: F(2, 74) = 0.143, p = .867), transitive items (Sex: F(1, 74) = 0.536, p = .466; Group × Sex: F(2, 74) = 0.285, p = .753), or nontransitive items (Sex: F(1, 74) = 1.076, p = .303; Group × Sex: F(2, 74) = 0.009, p = .991). In our analysis of laterality, we observed significant effect of side damage on transitive items (F(1, 30) = 5.324, p = .028), where right hemisphere damage (M = 0.43, SD = 0.16) resulted in poorer performance than left hemisphere damage (M = 0.59, SD = 0.21). Although there was no effect of Group (F(1, 30) > 0.0005, p = .987) or Group × Side interaction (F(1, 30) = 0.055, p = .816). Figure 9 . Reinforcement/ punishment ratio. Bars represent the ratio of reinforcement to punishment for each group for each pattern. Indicative of learning, participants receive more reinforcement for Pattern B, the "most correct" pattern in this group. Patterns A and G are excluded, as Pattern A is always correct and Pattern G is always incorrect. We observed no group differences in reinforcement. Figure 8 . Transitive inference by pattern. Bars represent the proportion of transitive items answered correctly for each pattern. We found no effect of individual pattern, that is, the vmPFC group performed poorly for all transitive items irrespective of pattern; therefore, differences in reinforcement between patterns did not affect transitive inference performance.
For learned and nontransitive items, we found no effects of Group, Side, or Group × Side interactions (all ps > .168).
DISCUSSION
In support of our main prediction, we found that damage to the vmPFC resulted in a deficit in the ability to use transitive inference. Unilateral damage to the MTL (including HPC) did not result in such a deficit. The deficit we found in the vmPFC patients cannot be attributed to brain damage per se, as patients with damage throughout other various parts of the telencephalon (as represented in the BDC group) performed no differently from neurologically normal individuals on the transitive inference task. However, other than the MTL, brain regions covered in the BDC group are not sufficiently sampled to draw strong conclusions concerning noninvolvement of these regions on a case-by-case basis. The deficit observed in relation to vmPFC damage is not due to deficient learning of relationships between items, as the patients in the vmPFC group performed no differently than comparison groups for previously learned items and displayed normal acquisition of these relationships during the training phase. In addition, learning is not correlated with transitive inference performance in the vmPFC and NC groups (although there is a positive relationship in the BDC groups), which suggests that learning per se is not responsible for transitive inference, instead these data are consistent with a view that inferential processes are at least somewhat distinct from learning processes. The deficit is not attributable to extrapolating to novel pairings in general, as the vmPFC group performed normally for nontransitive pairings. Furthermore, the deficit is not attributable to differences in reinforcement and punishment conditions during the training phase.
A recent study suggested that vmPFC damage does not affect performance on the Matrix Reasoning Test from the WAIS battery (Tranel, Manzel, & Anderson, 2008) . This task requires the participant to draw inferences, as missing patterns need to be inferred from the stimuli that are given. However, the inferences required by Matrix Reasoning are not transitive per se (Lezak, Howieson, Bigler, & Tranel, 2011) , so it is possible that vmPFC damage does not impair an individualʼs ability to draw inferences in generalrather, our evidence suggests that their deficit may be limited to transitive inference in particular.
Inferential abilities have been studied with other tasks, as well, and there are important differences among tasks that might account for some differences in findings across various studies. For example, the task utilized by Wendelken and Bunge (2010) is similar to the Matrix Reasoning Test, in that both involve reasoning or manipulation of information that is maintained in full view. In essence, these tasks require deliberate reasoning to draw explicit inferences, possibly through the application of a logical rule to single items. Ours and similar tasks (e.g., Acuna et al., 2002) , by contrast, do not involve on-line reasoning from visible stimuli. Instead, they require drawing inferences by applying previously acquired knowledge, and this process could happen implicitly and without explicit knowledge of having drawn the inference. This is somewhat similar to procedural forms of memory, wherein knowledge is acquired over time and across multiple learning epochs, and is deployed implicitly and without deliberate (or conscious) guidance. Another way of thinking about this distinction is that some reasoning tasks involve application of the transitivity rule to solve a problem, whereas ours and similar tasks require extrapolating transitive relationships from multiple, asynchronous encounters with stimuli. It is reasonable to predict that explicit versus implicit applications of transitive inference may rely on at least partially distinct neural networks. It may be that the deficit observed in participants with vmPFC damage occurs when drawing implicit inferences from relationships, perhaps stored in memory, but Figure 10 . MTL performance. Dark gray bars indicate the percentage of items of each type answered correctly on average for participants with MTL damage, light gray represents the BDC* group, and white represents the NC group. There are no group differences for any measure.
not when performing explicit reasoning, which may be related to more dorsolateral pFC regions. This remains an open question that can be tested in future research.
An interesting corollary can be drawn with the observation that the profound social deficits observed in the realworld social behavior of individuals with vmPFC damage occur in the face of intact social knowledge per se (Saver & Damasio, 1991) . The deficits observed following vmPFC damage may not be in recalling previously acquired knowledge (either social knowledge or the relationships between patterns in the task used here), and as explained above, the deficits do not appear to be due to reasoning about information that remains on-line (such as in Matrix Reasoning). Instead, it appears that the deficits observed following vmPFC damage become manifest when there is a requirement for integrating multiple elements of previously acquired knowledge in novel situations. This is particularly relevant in the social domain, where comprehending relationships between individuals is paramount, but where the social value of individuals must be extracted over time and flexibly applied in subsequent novel situations.
We did not observe an effect of transitive distance, either a main effect or interaction with group. We had initially speculated that the greater number of relationships that needed to be recalled to make an inference, the more difficult the inference would be (as reflected, for example, in lower performance for items with greater distance). However, this is not apparently the case, at least for the types of stimuli and distances used in our study. It may be that increased transitive distance actually makes the inference easier as items with greater separation in the learned hierarchy may be considered more obviously different, which might thereby facilitate the comparison. However, the data do not directly match this prediction either as one would expect performance to improve with distance. It may actually be some combination of these two factors-both recall of individual relationships as well as some sort of storage of the hierarchy in its totalitythat ultimately determines (along with other factors) the difficulty of transitive inference. Dissociating these possibilities would make an interesting target of future investigations.
A limitation of our study is that we are unable to pinpoint involvement of specific prefrontal regions beyond the classifications of dorsolateral pFC and vmPFC. We are confident that vmPFC lesions disrupt normal use of transitive inference. Our findings thus extend the results of neuroimaging work, which has pointed to a role for dorsolateral regions in transitive inference. Our BDC sample included four patients with lesions that covered large portions of dorsolateral and dorsomedial pFC. We observed no deficits in transitive inference in these four individuals. Indeed these cases of dorsolateral pFC damage averaged 50% correct for transitive items, which is 14% higher than the average for participants with vmPFC damage. Nonetheless, the limited sampling of the dorsolateral pFC in our study, as well as the different forms of transitive inference tasks employed across different studies, precludes any strong conclusions of dorsolateral pFC involvement based on our lesion work. It could be the case that different prefrontal regions are involved with different aspects of inference, and further research is needed to address this possibility.
Another potential limitation of our study concerns the effects of motivation and response to feedback. It is possible that our vmPFC participants were simultaneously less motivated to complete our task successfully and were less responsive to the reward and punishment feedback that they received. Taken together, these factors could yield a pattern of performance similar to what we observed. We find this very unlikely, though, for a number of reasons. First, vmPFC participants display similar levels of effort and cooperation on tasks in our laboratory, compared with the other participants, both anecdotally and as exemplified by normal performance on effortful tasks such as the intelligence testing. In addition, the vmPFC participants exhibited normal learning of items and normal performance for nontransitive items, demonstrating that they were sufficiently responsive to feedback to learn the relationships. It seems unlikely that lack of effort would pertain only to transitive items. Moreover, we have evidence from other paradigms (e.g., the Iowa Gambling Task; see Bechara, Damasio, Tranel, & Anderson, 1998) that vmPFC patients have normal psychophysiological responses to reward and punishment.
Turning to the secondary objective of our study, the data suggest that unilateral MTL damage is insufficient to cause a deficit in transitive inference. Our findings are consistent with the idea that one intact side of the MTL system is sufficient for normal function. It is possible that unilateral MTL damage may produce more subtle deficits beyond the fidelity of the current study, for example, increased RTs. Neuroimaging work has observed unilateral activity in association with transitive inference-for example, Zalesak and Heckers (2009) observed left hippocampal activation during a transitive inference task, but the authors did not offer an interpretation of the left-sided lateralization of the finding. One possibility explanation involves stimulus content, where verbal versions of inference tasks might rely on the left HPC and the visual versions on the right. For example, hippocampal activity during a TP task (where A > B, B > C, and C > A, which is not transitive) shows the left HPC is more activate for a verbal version and the right for a visual version (Hanlon et al., 2011) . Given that the task we used is a visual task, these data would suggest that damage to the right HPC would result in poorer performance than damage to the left. We did observe poorer performance in individuals with right hemisphere damage however this was not specific to the HPC. Our data suggest several possibilities: (1) unilateral hippocampal involvement (as suggested by functional imaging approaches) is an artifact of the particular paradigm, sample, or experimental design; (2) the unilateral lesions in our sample did not damage the HPC sufficiently to disrupt its function entirely; (3) postlesion plasticity might allow lateralized functions to be assumed by the intact homologous structure in the opposite hemisphere; or (4) both HPCs are involved in transitive inference in the neurologically normal brain, but one is sufficient for the function, that is, there is some plasticity and duplication of function.
It is interesting that our secondary analysis of laterality of brain damage revealed a significant effect whereby right-sided brain damage was more likely to be associated with poor performance on transitive items only. A parsimonious account of this finding is that right hemisphere lesions are more likely to interfere with difficult nonverbal cognitive operations. If the task were to be constructed to be language based, we would predict accordingly that left hemisphere lesions would produce a larger deficit. These ideas remain empirical questions. Our main analysis of laterality, which included all brain-damaged participants, revealed no effect of laterality; however, this included patients with bilateral damage as well as strictly unilateral damage, making the test less sensitive to differences.
In conclusion, our findings support the idea that the vmPFC is necessary for normal use of transitive inference. The deficits in transitive inference observed following vmPFC damage could potentially underlie some of the social deficits observed in these patients, given that transitive relationships are particularly relevant among social agents. Our data are consistent with the predictions of the inferential brain hypothesis. As an interesting future direction, we intend to explore how these deficits in transitive inference observed following vmPFC damage might interfere with inferring relationships in social hierarchies.
