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Abstract
For a fixed initial reference measure, we study the dependence of the escape rate on
the hole for a smooth or piecewise smooth hyperbolic map. First, we prove the existence
and Ho¨lder continuity of the escape rate for systems with small holes admitting Young
towers. Then we consider general holes for Anosov diffeomorphisms, without size or
Markovian restrictions. We prove bounds on the upper and lower escape rates using
the notion of pressure on the survivor set and show that a variational principle holds
under generic conditions. However, we also show that the escape rate function forms a
devil’s staircase with jumps along sequences of regular holes and present examples to
elucidate some of the difficulties involved in formulating a general theory.
Consider a map f : M 	 of a measure space M in which a set H ⊂ M is identified as
a hole. We keep track of a point’s orbit until it enters H ; once this happens, it disappears
and is not allowed to return.
One of the first quantities of interest for such open systems is the rate of escape of mass
from the system after it is initially distributed according to a fixed reference measure, such
as Lebesgue measure. More precisely, given a measure µ on M , the (exponential) escape rate
of µ is −ρ, where
ρ = ρ(H, µ) = lim
n→∞
1
n
log µ(∩ni=0f−i(M\H)), (1)
if this limit exists. We write ρ and ρ for the lim inf and lim sup of the right hand side of (1),
respectively, so that −ρ is the upper escape rate, and −ρ is the lower escape rate.
Note that ρ ≤ 0, so that the escape rate is non-negative. Also, although we usually
suppress the parameters, ρ depends on both the hole, H , and on the measure, µ. In the
present work, µ will always be either Lebesgue measure or the Sinai, Ruelle, Bowen (SRB)
measure for f , and we study the behavior of the escape rate as a function of the hole.
Many works on systems with holes have focused on the existence of quasi-invariant mea-
sures with physical properties by assuming either the existence of a finite Markov partition
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[PY, Ce, CMS1, CM1] or that the holes are quite small [CMT1, LiM, CV, BDM, DWY1].
The derivative of the escape rate in the zero-hole limit has also received attention recently
[BY, KL2, FP].
In this paper we consider both small and large holes and make no Markovian assumptions
on the dynamics of the open systems. Let Ht be a 1-parameter family of holes varying
continuously with t. Let ρ(t) = ρ(Ht, µ), when defined. In this context, we focus on two
related questions.
1. Is t 7→ ρ(t) continuous? If so, does it possess a higher degree of regularity?1
2. What is the overall structure of the escape rate function? Are there qualitative
differences in the escape rate function as we move out of the small hole regime?
The current understanding of the large hole regime is poor compared to the understanding
of the small hole regime. This is because, for small holes, we may consider the open system
as a perturbation of the closed system, where no mass escapes. In particular, perturbative
spectral arguments have proven useful in studying this regime for certain systems, see for
example [LiM, DL, KL1, DWY1]. In this paper, we extend such developments to prove the
existence and Ho¨lder continuity of the escape rate for systems with small holes admitting
Young towers. Young towers are often used to study hyperbolic systems where a clear spectral
picture is unavailable for the original map but is available for a tower extension. In order to
prove our results, we construct a perturbative framework in the tower setting and then show
that the results proved for the tower map can be pushed back to the original system. For
this, we use the norms for the hyperbolic transfer operator on the tower introduced in [D2].
A second motivation of the present work is to make further headway in the study of the
large hole regime, without making overly restrictive assumptions on the hole, such as that
it be an element of a finite Markov partition for f . In order to do this, we obtain bounds on
the escape rate using a variational principle. Such an approach for studying escape rates in
uniformly hyperbolic systems was first introduced by Bowen [Bo2] and Young [Y1] and was
recently developed for systems lacking uniform hyperbolicity [DWY2].
Since the general situation for systems with larger holes is unclear, we restrict our at-
tention here to Anosov diffeomorphisms. We prove general bounds on the upper and lower
escape rates using the notion of pressure on the survivor set and show that a variational
principle holds under generic conditions; however, we also show that the escape rate func-
tion can form a devil’s staircase, with jump discontinuities, for sequences of regular holes
and present examples to elucidate some of the difficulties involved in formulating a general
theory.
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1If the escape rate is not defined on an open interval of t, we can ask about the continuity of ρ and ρ.
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1 Statement of Results
All of the results in this work concern a map f : M 	, a C2 or piecewise C2 map of a
Riemannian manifold. Throughout, µ denotes Lebesgue measure on M , which we assume is
finite2.
We consider holes H ⊂ M that are open. The set of all such holes in M is denoted by
H. With H ∈ H fixed, we define Mn = ∩ni=0f−i(M\H) and f˚n = fn|Mn, for n ≥ 1, to
represent the dynamics of f restricted to the set of points that have not escaped by time n.
Note that once H is introduced, its boundary ∂H must give rise to singularities for f˚ , even
if f is smooth. To this end, if S denotes the singularity set for f (which could be empty),
we consider the enlarged singularity set given by SH = S ∪ ∂H .
A. Systems Admitting Young Towers
Our first result addresses the regularity of the escape rate for small holes when the system
admits a Young tower as introduced in [Y2]. We define these towers in detail in Section 3,
but we will introduce them now, as certain technical aspects of these towers are necessary
for precisely stating our result.
In brief, the tower map F : ∆ 	 is a type of countable Markov extension of f : M 	
built from a return time function R defined on a hyperbolic set Λ ⊂ M . Returns are only
defined when the returning set has a hyperbolic Markov structure.
The decay rate of the quantity µ(x ∈ Λ : R(x) > n) is crucial to determining the
statistical properties of f . All of the towers we consider have exponential tails, i.e. there
exist constants C > 0, θ < 1 such that µ(R > n) ≤ Cθn for all n ≥ 0. In this case,
under certain mixing assumptions on f , it may be possible to construct the tower so that a
spectral gap exists for the transfer operator LF associated with F acting on a certain space
of distributions. By this, we mean that 1 is a simple eigenvalue for LF , and the rest of the
spectrum is contained in a disk of radius r < 1. In this situation, an SRB measure νSRB for f
can be constructed on M and many strong statistical properties for (f, νSRB) can be derived
(see [Y2, D2]).
Let π : ∆→ M denote the canonical projection satisfying f ◦ π = π ◦F . We say a tower
(F,∆) respects the hole H if the following conditions are satisfied:
(H.1) π−1H is the union of countably many elements in the Markov partition for F .
(H.2) The set Λ from which the base of the tower is constructed consists of points x ∈M \H
that approach SH slower than a fixed exponential rate, i.e. there are constants δ > 0,
ξ1 > 1, such that for all n ≥ 0 and all x ∈ Λ, d(fnx,SH) ≥ δξ−n1 .
The notion of a tower respecting a hole has been used in a variety of settings starting with
[D1]; for hyperbolic systems, the condition (H.2) was introduced in [DWY1]. In applications,
(H.1) is ensured in part by adjoining the boundary of the hole to the singularity set, resulting
in SH . Because this enlarged singularity set can cause unbounded changes in the return
times to Λ, towers that respect holes must be constructed separately, even when towers have
previously been constructed for the system without consideration of the hole.
2When f is only piecewise C2, it is sometimes convenient to consider M to be a countable union of
disjoint components, and so our assumptions do not exclude this possibility.
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Once the hole has been introduced, we can ask if the spectral gap of LF persists for the
transfer operator LF˚ corresponding to the tower map with hole, F˚ . By the persistence of
the spectral gap for LF˚ , we mean that LF˚ has a simple real eigenvalue r ≤ 1, and the rest
of the spectrum of LF˚ is still contained in a disk of radius r, with r < r.
The existence of such a spectral gap implies that the escape rate equals − log r for a
large class of initial measures on M . In addition, there is a unique physical quasi-invariant
probability measure µH that is the analog of the physical SRB measure for the system f
without holes. This quasi-invariant measure satisfies f˚∗µH = rµH , and there is a large class of
initial measures on M that limit on µH if they are pushed forward under the action of f˚ and
then renormalized back into probability measures (see [DY] for a survey of these techniques).
We call H0 an infinitesimal hole if µ(H0) = 0 and H0 can be realized as a limit of holes
H ∈ H in the topology induced by the Hausdorff metric.
Let {Ht}t∈I ⊂ H, where I is some interval, be a family of holes. We call the family
well-parametrized if
(i) 0 ∈ I and H0 is an infinitesimal hole;
(ii) dist(∂Ht, ∂Ht′) ≤ |t− t′|, where distance is measured in the Hausdorff metric.
Suppose that f has a unique invariant SRB measure νSRB. In Section 3.5 we prove the
following theorem.
Theorem 1. (Continuity of the Escape Rate for Small Holes) Let {Ht}t∈I be a
well-parametrized sequence of holes in H. Suppose that for each t ∈ I, (f,M) admits a
tower respecting Ht. If for some ε > 0, the towers satisfy the uniformity conditions (U)
of Section 3.5 for all t ∈ [0, ε], then there exists 0 < δ ≤ ε such that ρ(t) = ρ(Ht, νSRB)
exists for each t ∈ [0, δ], and t 7→ ρ(t) is a Ho¨lder continuous function. In addition, for
t ∈ [0, δ] a unique physical quasi-invariant measure µHt exists, and these measures vary
Ho¨lder continuously with t.
The measures varying Ho¨lder continuously means that there exist C, α > 0 such that,
|µHt(ϕ)− µHt′ (ϕ)| ≤ C|t− t′|α|ϕ|C0(M) for all ϕ ∈ C0(M).
The basic idea of our proof is as follows: Given Ht and Ht′ with |t−t′| small, we construct
a tower over f : M 	 that respects both Ht and Ht′ . On the tower, the lifted holes π
−1Ht
and π−1Ht′ are close together, and so the spectral picture changes little when we consider
one open transfer operator versus the other. To make this precise, we use the perturbative
framework of [KL1] and the hyperbolic norms introduced in [D2]. Our use of these hyperbolic
norms on ∆ simplifies the argument greatly and allows us to avoid working with a second
induced object, the quotient tower ∆ (see Remark 3.2).
The analogue of Theorem 1 has been shown to hold in [DL] for Anosov diffeomorphisms
and some piecewise hyperbolic systems with bounded derivative in two dimensions using a
different approach.
An application to the 2D periodic Lorentz gas. Let f : M 	 be the billiard map
associated with a two-dimensional periodic Lorentz gas with finite horizon whose scatterers
are bounded by C3 curves with strictly positive curvature. In [DWY1], holes are introduced
into M that are derived from two types of holes in the billiard table X : An open segment on
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the boundary of one of the scatterers or an open convex set in X whose closure is disjoint
from any of the scatterers. If σ ⊂ X is one such hole, it induces a hole Hσ ⊂ M which
is labeled as a hole of Type I or Type II respectively. For a detailed description of the
geometry of these holes in M , see [DWY1, Section 3.1]. The Young towers for this class of
maps constructed in [DWY1] satisfy the assumptions of Theorem 1, yielding the following
corollary.
Corollary 1.1. Suppose f is the billiard map described above and let {Ht}t∈I be a well-
parametrized sequence of holes of Type I or Type II. For t sufficiently small, both the escape
rate ρ(t) and the physical quasi-invariant measures µHt vary Ho¨lder continuously with t.
B. Large and Small Holes for Anosov Diffeomorphisms
Our next result concerns the general behavior of the escape rate as a function of both small
and large holes. Because the general picture for large holes is unclear, we limit our attention
to Anosov diffeomorphisms. Since we cannot rely on perturbative spectral arguments, we
use a variational principle to obtain bounds on the escape rate. Such an approach for
investigating escape rates was first used in [Bo2]; see [DWY2] for a summary of further
developments in this direction.
Let M be a compact Riemannian manifold and let f : M 	 be a C1+ǫ Anosov dif-
feomorphism. Note that, unlike in Section A above, for any H ∈ H, SH = ∂H is now
automatically compact, since M is. As before, µ denotes Lebesgue measure on M . The
survivor set, Ω = Ω(H) = ∩n∈Zfn(M \H), is the set of points whose forward and backward
orbits never enter H . We do not place any a priori assumptions on the mixing properties of
f .
Given an f -invariant measure on M , we define
Pν = hν(f)−
ˆ
χ+ dν,
where hν(f) is the metric entropy of ν, and χ
+ is the sum of positive Lyapunov exponents
of f , counted with multiplicity. In [CM1, CM2], the authors prove that for holes that
are elements of a finite Markov partition, an escape rate formula holds, i.e. there exists an
ergodic, f -invariant measure ν such that ρ(µ) = Pν . These results were extended to small,
non-Markov holes by approximation in [CMT2].
Note that any f˚ -invariant measure must have its support contained inside Ω, and so we
define I(Ω) to be the set of ergodic, f -invariant measures whose support is contained in Ω.
Given a class of f -invariant measures C on Ω, we define the pressure on Ω to be PC =
supν∈C Pν . We say that f satisfies a full variational principle if ρ(µ) = PC , for an appropriate
class of measures C. Ideally, the class should be as large as possible. Let Nε(A) denote the
ε-neighborhood of a set A. Following [DWY2, Section 2.I], we define
G(Ω) = {ν ∈ I(Ω) : The following holds for ν-a.e. x: given γ > 0, ∃r = r(x, γ) > 0
such that Nre−γi(f
ix) ⊂ M \H for all i ≥ 0}.
A standard Borel-Cantelli argument shows that if ν ∈ I(Ω) has the property that for some
C, α > 0, ν(Nε(∂H)) ≤ Cεα for all ε > 0, then ν ∈ G(Ω).
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A full variational principle and an escape rate formula are proved for hyperbolic systems
admitting Young towers respecting small holes in [DWY2], with G(Ω) as the class of measures
over which the supremum is taken. In this section, we take a more general approach and
study the relationship between escape rate and pressure without placing restrictions on the
size or placement of the hole. All results stated in this section are proved in Section 2.
Theorem 2. Let f : M 	 be a C1+ε Anosov diffeomorphism with hole H ∈ H. Then
PG ≤ ρ(H, µ) ≤ ρ(H, µ) ≤ PI .
If in addition ∂H ∩ Ω(H) = ∅, then ρ(H, µ) is well-defined and equals PG = PI .
Note that since Ω(H) and ∂H are both compact, the condition ∂H ∩ Ω(H) = ∅ is
equivalent to d(∂H,Ω(H)) > 0, where d is distance in the Hausdorff metric. Hence, in this
case, G = I.
In what follows, we consider holes in H that have a finite number of connected compo-
nents. Let Hfin denote this collection; Hfin inherits the topology induced by the Hausdorff
metric. In the two-dimensional case, we call a hole H ∈ Hfin regular if its boundary is
comprised of a finite number of local stable and unstable manifolds.
Theorem 2 points to the existence of invariant measures for f˚ that give too much weight
to small neighborhoods of ∂H as a source of potential problems. Our next set of results
illustrates two points. (1) The condition ∂H ∩ Ω(H) = ∅ is quite general: It holds for an
open (and in dimension two, dense) set of holes and for a full measure set of parameters
along sequences of regular holes; (2) exceptional situations do occur. Indeed, these excep-
tions cause the escape rate to vary - otherwise, it remains locally constant. Proposition 1.7
presents situations where the inequalities in Theorem 2 are strict. Although the examples
are contrived, they need to be taken into account in the formulation of general results.
Proposition 1.2. Let f : M 	 be as in Theorem 2. Then
(a) the set of H ∈ Hfin that satisfy ∂H ∩ Ω(H) = ∅ is open in Hfin;
(b) if dim(M) = 2 and f is topologically transitive, then the set of H ∈ Hfin that satisfy
∂H ∩ Ω(H) = ∅ is dense in Hfin.
Remark 1.3. In the setting of Proposition 1.2(b), for each H ∈ Hfin and ε > 0, in fact
there exists a regular hole Hε such that d(H,Hε) < ε and d(∂Hε,Ω(Hε)) > 0. This is shown
in our proof.
Proposition 1.4. Let dim(M) = 2, f be topologically transitive and suppose {Ht}t∈I ⊂ Hfin
is a sequence of regular holes with a fixed number of connected components satisfying:
(i) the number of smooth components of ∂Ht is uniformly bounded on I;
(ii) t 7→ ∂Ht is continuous;
(iii) For any subinterval J ⊆ I and any curve γ locally transverse to {∂Ht}t∈J , if E ⊂ J
has positive Lebesgue measure in I, then {γ ∩ ∂Ht}t∈E has positive Lebesgue measure
on γ.
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Then Ω(Ht) ∩ ∂Ht = ∅ for an open and dense set of t ∈ I and the exceptional set has zero
Lebesgue measure in I.
Note that the sequence {Ht}t∈I is neither assumed to converge to a point nor to be monotonic.
Corollary 1.5. Let f : M 	 and {Ht}t∈I be as in Proposition 1.4 and let −ρ(t) and −ρ(t)
denote the upper and lower escape rates from M \Ht with respect to Lebesgue. Then
(a) ρ(t) exists and is locally constant on an open and full measure set of t.
Now assume that {Ht}t∈I is monotonically increasing. Then
(b) the functions t 7→ ρ(t) and ρ(t) are monotonically decreasing and each forms a devil’s
staircase, possibly with jumps;
(c) ρ(·) and ρ(·) are in general neither upper nor lower semi-continuous once they are out
of the small hole regime;
(d) if ρ(·) is lower semi-continuous at t, then ρ(t) exists;
(e) if ρ(·) is upper semi-continuous at t, then ρ(t) exists.
Taken together, statements (d) and(e) above imply that ρ(t) typically exists even when
∂Ht ∩ Ω(Ht) 6= ∅. The only values of t at which ρ(t) may not exist are those at which ρ(t)
and ρ(t) jump and fail to be lower and upper semi-continuous, respectively. This can occur
at most countably many times along the sequence.
Remark 1.6. If one considers the recent results in [BY, KL2, FP] regarding the existence of
the derivative of ρ(t) in the zero hole limit in a number of hyperbolic settings, the picture of
ρ(t) that emerges from Corollary 1.5 is rather surprising. It indicates that along sequences
of regular holes, ρ(t) cannot be smooth on any interval containing 0: Indeed ρ(t) cannot even
be absolutely continuous on any interval on which it is not constant.
Proposition 1.7. There are examples of Anosov diffeomorphisms with regular holes where
(a) PG < ρ(µ) = PI; (b) PG = ρ(µ) < PI ; and (c) PG < ρ(µ) ≤ ρ(µ) < PI.
Remark 1.8. We conclude with an observation on large versus small holes in hyperbolic
systems. Evidently, no invariant measure with pressure close enough to 0 can be too con-
centrated near ∂H for a large class of small holes since t 7→ ρ(t) is Ho¨lder continuous in
the setting of Theorem 1. On the other hand, for larger holes invariant measures which
maximize pressure can live on ∂H and create jumps in the escape rate as demonstrated by
Corollary 1.5 and Proposition 1.7.
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2 Proofs of Anosov Results
2.1 Proof of Theorem 2
Recall that the conditions ∂H ∩ Ω(H) = ∅ and d(∂H,Ω(H)) > 0 are equivalent since both
sets are compact. In this case G = I so that PG = ρ(H, µ) = PI once the inequalities in the
statement of Theorem 1 are proved. That PG ≤ ρ(H, µ) follows from [DWY2, Theorem A].
To finish the proof, it suffices to show that ρ(H, µ) ≤ PI . To this end, approximate H
by a sequence of increasing holes Hn ⊂ H , Hn ∈ H, such that each Hn is a union of finitely
many elements of a Markov partition for f . Since f admits finite Markov partitions with
arbitrarily small diameter, we can choose the sequence so that ∪∞n=1Hn = H .
We set M˚n = M \Hn and in general denote by the subscript n objects associated with
Hn. Note that M˚n is a decreasing sequence of closed sets converging to M˚ = M \H . The
same is true of Ωn and Ω. Since Hn is a Markov hole, the escape rate ρn = ρ(Hn, µ) is
well-defined and there exists νn ∈ I(Ωn) such that ρn = Pνn [CM2].
Let ν be a limit point of the νn. Then ν is an f -invariant measure whose support is
contained in Ω, but ν need not be ergodic. (Even if it were, it would not necessarally
be an element of G.) Since x 7→ log |det(Df |Eu)(x)| is a continuous function, we have
limn→∞
´
χ+dνn =
´
χ+dν.
In addition, hν(f) ≥ lim supn→∞ hνn(f) due to the expansiveness of f . We include the
brief proof here for convenience. Since f is expansive, there exists ε > 0 such that if ξ is a
finite measurable partition of M with diam(ξ) < ε, then hη(f, ξ) = hη(f) for any invariant
Borel measure η [Bo1]. Fix such a partition ξ with ν(∂ξ) = 0. Let Hη(ξk) denote the entropy
of the partition
∨k
i=−k f
iξ with respect to a measure η, and for δ > 0 choose k such that
1
k
Hν(ξk) ≤ hν(f) + δ. Then since 1kHη(ξk) is a decreasing function of k for any η, we have
lim sup
n→∞
hνn(f) = lim sup
n→∞
hνn(f, ξ) ≤ lim sup
n→∞
1
k
Hνn(ξk) = lim
n→∞
1
k
Hν(ξk) ≤ hν(f) + δ,
which proves the claim, since δ > 0 is arbitrary.
We have shown that
Pν ≥ lim sup
n→∞
Pνn = lim sup
n→∞
ρn ≥ ρ,
where the last inequality is true by monotonicity: M˚n ⊃ M˚ for each n. By the ergodic
decomposition, there exists a measure πν on I(Ω) such that ν =
´
I
η dπν(η). In fact, since f
and log | det(Df |Eu)| are continuous, we have hν(f)−
´
χ+dν =
´
I
(hη(f)−
´
χ+dη) dπν(η)
(see for example [W, Theorem 8.4]), so there must exist an ergodic measure η ∈ I(Ω) such
that Pη ≥ ρ. This finishes the proof of Theorem 2
2.2 Proof of Proposition 1.2
Throughout this section we assume that H ∈ Hfin has only one connected component. The
case of multiple connected components is handled similarly, one component at a time.
As a reminder, because Ω and ∂H are compact, the condition that ∂H ∩ Ω(H) = ∅ is
equivalent to d(∂H,Ω(H)) > 0.
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To prove statement (a), choose H ∈ Hfin such that d(∂H,Ω(H)) > 0. Let B(x, ε)
denote the ball of radius ε centered at x. For each x ∈ ∂H , let ε(x) and n(x) be such
that fn(x)(B(x, ε(x))) ⊂ H . Since ∂H is compact, we may choose x1, . . . , xk so that U0 :=
∪ki=1B(xi, 12ε(xi)) ⊃ ∂H . Notice that V = ∪ki=1f (n(xi))(B(xi, 12ε(xi))) ⊂ H is a positive
distance from ∂H . Let U1 ⊆ U0 be a neighborhood of ∂H that is a positive distance from
V ∪ Ω.
Now consider a hole H ′ ∈ Hfin with survivor set Ω′ such that d(H,H ′) < δ for some
δ > 0. By taking δ sufficiently small, we can ensure that [(H ′ \ H) ∪ (H \ H ′)] ⊂ U1. If
x 6∈ Ω′, then f jx ∈ H ′ for some j. Either f jx ∈ H or f jx ∈ U0, and in the latter case a
further iterate of x eventually lies in V ⊂ H∩H ′. In both cases, x 6∈ Ω, so Ω ⊂ Ω′. Similarly,
Ω′ ⊂ Ω. To conclude, because ∂H ′ ⊂ U1 and U1 is a positive distance from Ω = Ω′, we have
∂H ′ ∩ Ω′ = ∅.
To prove statement (b), fix H ∈ Hfin and ε > 0 sufficiently small that H contains a
ball of diameter at least 5ε. We approximate ∂H by a union of finitely many stable and
unstable manifolds Γ′ = (∪iγsi ) ∪ (∪iγui ) such that d(Γ′, ∂H) < ε/2 where γs(u)i denotes the
ith (un)stable manifold. Let Bε ⊂ H be an open convex set such that d(Bε, H) > 2ε.
Now fix γsi and let Nε(γ
s
i ) denote the ε neighborhood of γ
s
i in M . By transitivity of f ,
µ-almost every x ∈ Nε/2(γsi ) has a dense orbit. Choose such an x and let γsx be the local
stable manifold through x of length at least 2|γsi |. There exists an integer nx and an open
set Ux ⊃ γsx such that fnx(Ux) ⊂ Bε.
Now we modify Γ′ by replacing γsi with γ
s
x and possibly lengthening or shortening the
γuj adjacent to γ
s
i so that the ends of γ
u
j which formerly ended on γ
s
i now end on γ
s
x. We
trim the ends of γsx as necessary. We continue this process with each γ
s
i in forward time
and each γui in backward time. In this way, we construct Γ, a simple closed curve made
up of finitely many stable and unstable manifolds γk, which enjoys the following properties:
(i) d(Γ, ∂H) < ε; (ii) for each γk there exists an open set Uk ⊃ γk and nk ∈ Z such that
fnk(Uk) ⊂ Bε. Thus letting HΓ denote the hole with boundary Γ and noting that Bε ⊂ HΓ
by construction, we have d(∂HΓ,Ω(HΓ) > 0 as required.
2.3 Proof of Proposition 1.4
Let {Ht}t∈I be a sequence of holes as described in the statement of Proposition 1.4. That
the condition Ω(Ht) ∩ ∂Ht = ∅ holds on an open set in I follows from Proposition 1.2 since
by assumption (ii) on the sequence, Ht varies continuously with t in the Hausdorff metric.
Thus it suffices to show that the exceptional set has Lebesgue measure 0 in I, for then
an open set of full Lebesgue measure is necessarily dense. We do this by contradiction. Let
E = {t ∈ I : Ω(Ht) ∩ ∂Ht 6= ∅} and suppose ℓ(E) > 0, where ℓ denotes Lebesgue measure
on I.
We partition {∂Ht}t∈I into finitely many boxes Bi sufficiently small that all the elements
of {∂Ht∩Bi}t∈I are roughly parallel. This is possible due to assumption (i) and the fact that
the stable and unstable foliations are Ho¨lder continuous. Let Ei = {t ∈ I : Ω(Ht)∩∂Ht∩Bi 6=
∅}. At least one of these sets must satisfy ℓ(Ei) > 0. Fix one such index and call it k. We
suppose without loss of generality that the curves ∂Ht in Bk are all local stable manifolds.
Draw a curve γ in Bk that is uniformly transverse to each curve ∂Ht lying in Bk. We
choose one point xt ∈ Ωt ∩ ∂Ht ∩ Bk for each t ∈ Ek. Due to property (iii) of {∂Ht}, we
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have µγ(γ ∩W sloc(xt) : t ∈ Ek) > 0, where µγ denotes arclength on γ.
Note that if the forward orbit of x is dense, then the entire stable manifold of x eventually
falls into any open hole. Since xt ∈ Ω(Ht), the curve W sloc(xt) cannot contain any forward
dense points, for then xt would fall into Ht under forward iteration as observed above.
Integrating these curves over t ∈ Ek, we see that a positive µ-measure set of points in Bk
do not have a dense forward orbit. This contradicts the fact that points with dense forward
orbits have full measure in M . Thus ℓ(E) = 0 as required.
The case in which the curves ∂Ht in Bk are local unstable manifolds is handled similarly
using the fact that points with dense backward orbits have full measure as well.
2.4 Proof of Proposition 1.7
(a) Let dim(M) = 2 and let p be a fixed point for f with expanding eigenvalue λ > 1, i.e., f
is orientation preserving. Let W sloc(p) denote the local stable manifold through p. Let U be
a neighborhood of p, divided into two halves by W sloc(p): the left half is in H and the right
one not, so that W sloc(p) ⊂ ∂H . From this alone, we see that ρ ≥ − log λ. We now construct
f and H with two additional features: (i) Except for W sloc(p), all points in the right half of
U eventually fall into the hole; this can be arranged by having W u(p) run into H . (ii) By
taking λ close enough to 1 and H large enough, we can arrange for PIp < − log λ where
Ip ⊂ I is the set of ergodic invariant measures supported on Ω \ {p}. Thus PI = − log λ
and as noted earlier ρ ≥ − log λ. But ρ ≤ PI by Theorem 2 so that ρ is well-defined and
ρ = PI = − log λ. Also, since G ⊂ Ip, we have PG < ρ.
(b) We use the same setup as in (a), but now λ < −1, i.e., f is orientation reversing. Now
p ∈ Ω as before, but both halves of U on either side of W sloc(p) fall into H in finitely many
steps so that the escape rate is unrelated to the eigenvalue at p. We choose λ close enough
to −1 that ρ < PI = − log |λ|. We further require that: (i) H is a union of elements of a
Markov partition for f ; (ii) (∂H \W sloc(p)) ∩ Ω = ∅. By (i) and the results of [CM2], ρ(µ)
is well-defined and there exists an ergodic invariant measure ν supported on Ω such that
Pν = ρ. By (ii), ν ∈ G so that by Theorem 2, PG = ρ.
(c) We combine the two behaviors described in parts (a) and (b). Assume f is orientation
preserving. Let p be a fixed point for f and let q, q′ be an orbit of period two. Let µp denote
the point mass at p and let νq denote the invariant measure supported on {q, q′}. Let Vq
denote a neighborhood of q divided into two halves by W sloc(q). Orienting stable manifolds
in an approximately vertical direction, we label these two halves as V ℓq and V
r
q for left and
right. We define analogous objects for q′.
We choose a regular hole H with the following properties: (i) W sloc(p) ⊂ ∂H and the
neighborhood U of p is as described in (a); (ii) W sloc(q) ∪ W sloc(q′) ⊂ ∂H , V rq ⊂ H and
V ℓq′ ⊂ H . Letting λp denote the expanding eigenvalue at p and using the same reasoning as
in (a), we see from (i) that ρ ≥ − log λp. We let I ′ = I \{µp, νq} and choose λp close enough
to 1 such that PI′ < − log λp so that PG ≤ PI′ < ρ.
Since f is orientation preserving, f(V ℓq ) ⊂ H and f(V rq′) ⊂ H so that the full measure of
Vq∪Vq′ has escaped after one step. Thus ρ is independent of log λq, the expanding Lyapunov
exponent on the orbit q, q′. Taking λq close enough to 1, we can force ρ < − log λq ≤ PI .
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2.5 Proof of Corollary 1.5
Proof of (a). It follows from Theorem 2 and Proposition 1.4 that ρ(t) is locally constant
on an open and full measure set of t since ρ(t) exists and is locally constant around any t
satisfying d(∂Ht,Ω(Ht)) > 0.
Proof of (b). Monotonicity of {Ht} clearly implies monotonicity of both ρt amd ρt and their
characterization as a devil’s staircase follows since the derivative of each function exists and
equals zero on an open subset of I of full measure by part (a).
We assume for the remainder of the proof that {Ht}t∈I forms an increasing sequence of
holes so that ρ(t) and ρ(t) are (nonstrictly) decreasing functions of t. We prove (d) and (e)
first and leave statement (c) for last.
Proof of (d). Assume ρ is lower semi-continuous at t0. By part (b), there exists a sequence
tn ↓ t0 such that ρ(tn) ↑ ρ(t0), and by part (a), the tn can be chosen so that ρ(tn) exists for
each n, i.e. ρ(tn) = ρ(tn). Thus
ρ(t0) = lim
n→∞
ρ(tn) = lim
n→∞
ρ(tn) ≤ ρ(t0)
where in the last inequality we have used monotonicity of ρ since tn > t0 implies Htn ⊃ Ht0
for each n. Since ρ(t0) ≤ ρ(t0) by definition, we have ρ(t0) = ρ(t0) so that ρ(t0) exists.
Proof of (e). This is similar to part (d) except that we choose a sequence tk ↑ t0 such that
ρ(tk) ↓ ρ(t0) at a point where ρ is upper semi-continuous.
Proof of (c). Finally, we show that ρ(t) and ρ(t) can in fact have jumps at particular values
of t. We refer to the examples constructed in the proof of Proposition 1.7. All notation is
as in that proof.
Violation of lower semicontinuity. Let Ht0 be a hole satisfying the requirements of case (a)
in the proof of Proposition 1.7. For t < t0, take Ht to have the same boundary as Ht0
except for W sloc(p). Here, we make the boundary of Ht be a local stable manifold running
parallel to W sloc(p) lying inside U ∩ Ht0 and varying continuously with t. Notice that since
ρ(t0) = − log λ in this example, shrinking Ht in this way does not change the escape rate
for t close to t0. Also, Ω(Ht) = Ω(Ht0) since U ∩ Ω(Ht) = ∅. Thus ρ(t) = − log λ for all
t ∈ (t0 − ε, t0] for ε sufficiently small.
On the other hand, for t > t0, we replace W
s
loc(p) by a local stable manifold running
parallel to W sloc(p) lying in U \Ht0 so that p is no longer in Ω(Ht). Then I(Ht) = Ip(Ht0)
so that for some δ > 0 and all t > t0, PI(Ht) < − log λ− δ = ρ(t0)− δ by construction of p.
By Theorem 2, we have ρ(t) ≤ ρ(t) ≤ PI(Ht) < ρ(t0)− δ for all t > t0.
Violation of upper semicontinuity. Let Ht be the same as described in the previous step,
except thatHt0 is a hole satisfying the requirements of case (b) in the proof of Proposition 1.7,
i.e., the case when f is orientation reversing. Now the holes for t > t0 satisfy ρ(t) = ρ(t0) since
the full measure of U disappears in one step for all the Ht. For t < t0, now a neighborhood
of p survives for arbitrarily many steps so that λ dominates the escape, i.e., we choose λ so
that ρ(t) ≥ ρ(t) ≥ − log |λ| > ρ(t0) + δ for some δ > 0.
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3 Proof of Theorem 1
We begin by reviewing some facts about Young towers from [Y2, D2]. We then use these
facts to prove new results on the tower that we use to prove Theorem 1 in Section 3.5.
3.1 Generalized horseshoe respecting H
We recall the notion of a generalized horseshoe with infinitely many branches and variable
return times. The existence of such a horseshoe leads immediately to the definition of a
Young tower. We summarize here only the most important properties and refer the reader
to [Y2, Section 1.1] for full details.
Following the notation in Section 1.1 of [Y2], we consider a smooth or piecewise smooth
map f : M → M , and let µ and µγ denote respectively the Riemannian measure on M and
on γ where γ ⊂ M is a submanifold. We say the pair (Λ, R) defines a generalized horseshoe
if (P1)–(P5) below hold (see [Y2] for precise formulation):
(P1) Λ is a compact subset ofM with a hyperbolic product structure, i.e., Λ = (∪Γu)∩(∪Γs)
where Γs and Γu are continuous families of local stable and unstable manifolds, and
µγ{γ ∩ Λ} > 0 for every γ ∈ Γu.
A set A is an s-subset (resp. u-subset) of Λ if γ ∩ A 6= ∅ implies γ ⊆ A for any γ ∈ Γs(u).
(P2) R : Λ → Z+ is a return time function to Λ. Modulo a set of µ-measure zero, Λ is
the disjoint union of s-subsets Λj, j = 1, 2, · · · , with the property that for each j,
R|Λj = Rj ∈ Z+ and fRj (Λj) is a u-subset of Λ. Moreover, for each n, the number of
j such that Rj = n is finite.
We refer to elements of Γu(s) by γu(s) and | detDfu| denotes the unstable Jacobian of f
with respect to µγu . Denote by γ
s(x) and γu(x) the stable and unstable leaves through x,
respectively. For x, y ∈ Λ, there exists a separation time s0(x, y), depending only on the
unstable coordinate, and numbers C0 ≥ 1, α < 1 independent of x, y, such that the following
hold.
(P3) For y ∈ γs(x), d(fnx, fny) ≤ C0αnd(x, y) for all n ≥ 0.3
(P4) For y ∈ γu(x) and 0 ≤ k ≤ n < s0(x, y),
(a) d(fnx, fny) ≤ C0αs0(x,y)−n;
(b) log Πni=k
detDfu(f ix)
detDfu(f iy)
≤ C0αs0(x,y)−n.
(P5) (a) For y ∈ γs(x), log Π∞i=n detDf
u(f ix)
detDfu(f iy)
≤ C0αn for all n ≥ 0.
(b) For γ, γ′ ∈ Γu, if Θ : γ ∩ Λ → γ′ ∩ Λ is defined by Θ(x) = γs(x) ∩ γ′, then Θ is
absolutely continuous and
d(Θ−1∗ µγ′ )
dµγ
(x) = Π∞i=0
detDfu(f ix)
detDfu(f iΘx)
.
3As an abstract requirement, (P3) is slightly stronger than the inequality d(fnx, fny) ≤ C0αn stated
in [Y2]. In practice, however, the stronger version holds for all systems for which Young towers have been
constructed to date.
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The meanings of the last three conditions are as follows: Orbits that have not “separated”
are related by local hyperbolic estimates; they also have comparable derivatives. Specifically,
(P3) and (P4)(a) are (nonuniform) hyperbolic conditions on orbits starting from Λ. (P4)(b)
and (P5) treat more refined properties such as distortion and absolute continuity of Γs,
conditions that are known to hold for C1+ε hyperbolic systems.
We say the generalized horseshoe (Λ, R) has exponential return times if there exist C > 0
and θ > 0 such that for all γ ∈ Γu, µγ{R > n} ≤ Cθn for all n ≥ 0.
The setting described above is that of [Y2]; it does not involve holes. In this setting, we
now identify a set H ⊂ M (to be regarded later as the hole) and introduce a few relevant
terminologies. Let (Λ, R) be a generalized horseshoe for f with Λ ⊂ (M \H).
Recall that (Λ, R) respects H if it satisfies conditions (H.1) and (H.2) of Section 1.A.
In particular, (H.1) says that for every i and every ℓ with 0 ≤ ℓ ≤ Ri, f ℓ(Λi) either does
not intersect H or is completely contained in H .
When constructing the horseshoe which respects the hole in the sense of (H.1), we
still keep track of orbits that pass through H , i.e. we construct a horseshoe for the closed
dynamical system (f,M) including ∂H as part of the singularity set, but we do not allow
any escape at this stage. We do this to facilitate comparison between the dynamics of the
open system and those of the closed system.
We say the horseshoe (Λ, R) is mixing if g.c.d.{R} = 1. If (Λ, R) respects H , let RH
denote the restriction of R to those Λi which return to Λ before entering H . Then when we
treat H as a hole, we say the surviving dynamics are mixing if in addition g.c.d.{RH} = 1.
3.2 From generalized horseshoes to Young towers
It is shown in [Y2] that given a map f : M → M with a generalized horseshoe (Λ, R), one
can associate a Markov extension F : ∆ → ∆ which focuses on the return dynamics to Λ
(and suppresses details between returns) . We first recall some facts about this very general
construction, taking the opportunity to introduce some notation.
Let
∆ = {(x, n) ∈ Λ× N : n < R(x)},
and define F : ∆ → ∆ as follows: For ℓ < R(x) − 1, we let F (x, ℓ) = (x, ℓ + 1), and define
F (x,R(x) − 1) = (fR(x)(x), 0). Equivalently, one can view ∆ as the disjoint union ∪ℓ≥0∆ℓ
where ∆ℓ, the ℓ
th level of the tower, is a copy of {x ∈ Λ : R(x) > ℓ}. This is the representation
we will use. There is a natural projection π : ∆ → M such that π ◦ F = f ◦ π. In general,
π is not one-to-one, but for each ℓ ≥ 0, it maps ∆ℓ bijectively onto f ℓ(Λ ∩ {R ≥ ℓ}) if f is
invertible. We say (F,∆) is mixing if (Λ, R) is mixing.
In the construction of (Λ, R), one usually introduces an increasing sequence of partitions
of Λ into s-subsets representing distinguishable itineraries in the first n steps. These par-
titions induce a partition {∆ℓ,j} of ∆ which is finite on each level ℓ and is a (countable)
Markov partition for F . We define a separation time s(x, y) ≤ s0(x, y) by inf{n > 0 :
F nx, F ny lie in different ∆ℓ,j}.
We borrow the following language from (Λ, R) for use on ∆: For each ℓ, j, recall that
Γs(π(∆ℓ,j)) and Γ
u(π(∆ℓ,j)) are the stable and unstable families defining the hyperbolic
product set π(∆ℓ,j). We will say γ˜ ⊂ ∆ℓ,j is an unstable leaf of ∆ℓ,j if π(γ˜) = γ ∩ π(∆ℓ,j)
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for some γ ∈ Γu(π(∆ℓ,j)), and use Γu(∆ℓ,j) to denote the set of all such γ˜. Let Γu(∆) =
∪ℓ,jΓu(∆ℓ,j) be the set of all unstable leaves of ∆. Stable leaves of ∆ℓ,j and the families
Γs(∆ℓ,j) and Γ
s(∆) are defined similarly.
The measures µγ, γ ∈ Γu(∆0) are extended to ∆ℓ, ℓ > 0, by defining µγ(A) = µγ(F−ℓA)
for all measurable A ⊂ ∆ℓ. Thus JµγF , the Jacobian of F with respect to µγ, satisfies
JµγF ≡ 1 except at return times. Let Juπ denote the Jacobian of π with respect to the
measures µγ on ∆ and M respectively. Then F enjoys properties (P3)-(P5) at return times
due to the identity Juπ(F )JµγF = | detDfu(π)|Juπ and the fact that Juπ ≡ 1 on ∆0.
3.2.1 A reference measure on ∆
In each ∆ℓ,j we choose a representative leaf γˆ ∈ Γu(∆ℓ,j). For any γ ∈ Γu(∆ℓ,j), let Θγ,γˆ :
γ → γˆ denote the holonomy map along Γs-leaves, i.e. Θγ,γˆ(x) = γs(x) ∩ γˆ. It will be
convenient to define a new reference measure along unstable leaves, mγ , by dmγ = φdµγ
where φ(x) =
∏∞
i=0
JµγF (F
ix)
JµγF (F
i(Θγ,γˆx))
. Given γ′ ∈ Γu(∆0), if γ ∈ Γu(∆ℓ,j) satisfies F (γ ∩S) = γ′
for some s-subset S, then for x ∈ γ ∩ S, define JγF (x) = d(mγ′◦F )dmγ . Elsewhere on ∆,
JγF ≡ 1. Similarly, one defines JγFR(x) whenever FR(γ ∩ S) = γ′ for some s-subset S. For
convenience, we restate Lemma 1 from [Y2], which summarizes the important properties of
mγ .
Lemma 3.1. [Y2] Let γ, γ′ ∈ Γu(∆ℓ,j).
(1) Let Θγ,γ′ : γ → γ′ be the holonomy map along Γs-leaves as above. Then Θ∗mγ = mγ′.
(2) JγF (x) = Jγ′F (y), ∀x ∈ γ, y ∈ γs(x) ∩ γ′.
(3) ∃C1 > 0 such that ∀x, y ∈ γ with s0(x, y) ≥ R(x),
∣∣∣JγF
R(x)
JγFR(y)
− 1
∣∣∣ ≤ C1αs(FRx,FRy)/2 .
Moreover by (P5)(a), e−C0 ≤ φ ≤ eC0 .
On ∆0, we choose a transverse measurem
s on Γu(∆0) normalized so thatm
s(Γu(∆0)) = 1.
Using the fact that F : ∆ℓ → ∆ℓ+1 is simply rigid translation, we extend ms to each Γu(∆ℓ,j).
We define m to be the measure with factor measure ms and measures mγ on unstable leaves.
Notice that in any ∆ℓ,j, Lemma 3.1(1) implies that mγ(S) = m(S) for any s-subset S ⊆ ∆ℓ,j
and γ ∈ Γu(∆ℓ,j). This feature ofmγ implies thatm is a product measure on each ∆ℓ,j . When
disintegrating m on a particular ∆ℓ,j, we maintain the convention that m
s is normalized, but
mγ is not.
Remark 3.2. At this point in the application of Young towers, it is usual to define the
quotient tower ∆ = ∆/∼ where x ∼ y if y ∈ γs(x). The resulting quotient system (F ,∆)
is expanding, allowing one to bring to bear the usual analysis of the transfer operator for
expanding systems. However, since this requires the extra step of lifting our results from ∆
to ∆ before projecting down to M , we find it simpler to work with the hyperbolic transfer
operator on ∆ directly, which we do below. Our approach also yields stronger results regarding
the Ho¨lder continuity of the quasi-invariant measures.
14
3.2.2 Transfer operator
We define a metric along stable leaves which makes the distance between unstable leaves
uniform. Fix x ∈ ∆0 and let y ∈ γs(x). Let Θ : γu(x) → γu(y) be the sliding map along
stable leaves as above. Define ds(x, y) := supz∈γu(x) d(z,Θz). We extend this metric to ∆ℓ,
ℓ > 1, by setting ds(F
ℓx, F ℓy) = αℓds(x, y) for all ℓ < R(x) and y ∈ γs(x). By (P3),
ds(F
nx, F ny) ≤ C0αnds(x, y) for all n ≥ 0 whenever y ∈ γs(x). (2)
The class of test functions we use are required to be smooth along stable leaves only. Let
Fb denote the set of bounded measurable functions on ∆. For ϕ ∈ Fb and 0 < r ≤ 1, define
Krs (ϕ) = sup
γs∈Γs(∆)
Kr(ϕ|γs) where Kr(ϕ|γs) = sup
x,y∈γs
|ϕ(x)− ϕ(y)| ds(x, y)−r.
If A is an s-subset of ∆, we define |ϕ|Crs(A) = supγs⊂A |ϕ|C0(γs) + Kr(ϕ|γs) and let Crs (A) =
{ϕ ∈ Fb : |ϕ|Crs (A) <∞}.
For h ∈ (Crs (∆))′ an element of the dual of Crs (∆), the transfer operator L : (Crs (∆))′ →
(Crs (∆))′ is defined by
Lh(ϕ) = h(ϕ ◦ F ) for each ϕ ∈ Crs (∆).
When h is a measure absolutely continuous with respect to the reference measure m, we
shall call its L1(m) density h as well. Hence h(ϕ) =
´
∆
ϕh dm. With this convention,
L1(m) ⊂ (Crs (∆))′ and one can restrict L to L1(m). In this case,
Lnh(x) =
∑
y∈F−nx
h(y)(JmF
n(y))−1
for each n ≥ 0 where JmF n is the Jacobian of F n with respect to m.
Along unstable leaves, we define the metric du(x, y) = β
s(x,y)
0 for y ∈ γu(x) and some
β0 < 1 to be chosen later. Let Lip
u(ϕ|γ) denote the Lipschitz constant of a function ϕ
along γ ∈ Γu with respect to du(·, ·) and define Lipu(ϕ) = supγ∈Γu(∆) Lipu(ϕ|γ). We define
Lipu(∆) = {ϕ ∈ Fb : Lipu(ϕ) <∞}.
3.3 Definition of norms
We recall norms constructed in [D2] on which the transfer operator L has a spectral gap.
We will show here that this spectrum is robust under perturbations in the form of small
holes in ∆. We assume throughout that (F,∆) has exponential return times, i.e. there exist
constants C > 0, θ < 1 such that m(∆ℓ) ≤ Cθℓ.
Let P = {∆ℓ,j} denote the Markov partition for F . For each k ≥ 0, define Pk =∨k
i=0 F
−iP and let Pkℓ,j = Pk|∆ℓ,j. The elements E ∈ Pkℓ,j are k-cylinders which are s-
subsets of ∆ℓ,j. For ψ ∈ L1(m) and E ∈ Pk, define
 
E
ψ dm =
1
m(E)
ˆ
E
ψ dm.
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Now choose 0 < q < p ≤ 1 and fix 1 > β0 > max{θ,
√
α} where α is from (P3). Next,
choose 1 > β ≥ max{β(p−q)/p0 , αq}.
For h ∈ Lipu(∆), define the weak norm of h by |h|w = supℓ,j,k |h|w(Pk
ℓ,j
) where
|h|w(Pk
ℓ,j
) = β
ℓ
0 sup
E∈Pk
ℓ,j
sup
|ϕ|
C
p
s (E)
≤1
 
E
hϕ dm. (3)
Define the strong stable norm of h by ‖h‖s = supℓ,j,k ‖h‖s(Pk
ℓ,j
) where
‖h‖s(Pk
ℓ,j
) = β
ℓ sup
E∈Pk
ℓ,j
sup
|ϕ|
C
q
s(E)
≤1
 
E
hϕ dm. (4)
For ϕ ∈ Cps (∆), define ϕE on E ∈ Pkℓ,j by ϕE(x) = m(E)−1
´
γu(x)∩E
ϕdmγ, for x ∈ E. Let
ϕ˜E(x) = ϕE(γ
u(x)) for x ∈ ∆ℓ,j be the extension of ϕE to ∆ℓ,j. Note that ϕ˜E is well-defined
since ϕE is constant on unstable leaves. In what follows, let Ek ∈ Pkℓ,j, Er ∈ Prℓ,j for r ≥ k.
We define the strong unstable norm of h by ‖h‖u = supℓ,j,k ‖h‖u(Pk
ℓ,j
) where
‖h‖u(Pk
ℓ,j
) = sup
Ek∈P
k
ℓ,j
sup
Er⊂Ek
sup
|ϕ|
C
p
s (Er)
≤1
βℓ−k
∣∣∣∣
 
Er
hϕ dm−
 
Ek
h ϕ˜Er dm
∣∣∣∣ . (5)
The strong norm of h is defined as ‖h‖ = ‖h‖s+ b‖h‖u, for some b > 0 to be chosen later.
We denote by B the completion of Lipu(∆) in the ‖ · ‖-norm and by Bw the completion
of Lipu(∆) in the | · |w norm.
3.4 Known spectral picture for L : B 	
The following proposition is [D2, Proposition 1.3]
Proposition 3.3. [D2] Suppose (F,∆) satisfies properties (P1)-(P5) and has exponential
return times. Then there exists C¯ > 0 such that for each h ∈ B and n ≥ 0,
|Lnh|w ≤ C¯|h|w (6)
‖Lnh‖s ≤ C¯βn‖h‖s + C¯|h|w (7)
‖Lnh‖u ≤ C¯βn‖h‖u + C¯‖h‖s (8)
For any 1 > τ > β, there exists N ≥ 0 such that 2C¯βN < τN . Choose b = βN . Then,
‖LNh‖ = ‖LNh‖s + b‖LNh‖u ≤ C¯βN(‖h‖s + b‖h‖u) + bC¯‖h‖s + C¯|h|w ≤ τN‖h‖+ C¯|h|w.
The above represents the traditional Lasota-Yorke inequality. By [D2, Lemma 2.6], the unit
ball of B is relatively compact in Bw, so it follows from standard arguments that the essential
spectral radius of L on B is bounded by β (see e.g. [B, HH]).
Theorem 3.4. [D2, Theorems 1, 2] The operator L : B 	 is quasi-compact with essential
spectral radius bounded by β. If F is mixing, then L has a spectral gap and there is a unique
invariant probability measure ν˜SRB ∈ B with Lipschitz densities on γ ∈ Γu(∆). In addition,
ν˜SRB projects to the SRB measure for f , i.e. π∗ν˜SRB = νSRB.
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3.5 Proof of Theorem 1
Our strategy is to prove that the spectral gap for the transfer operator persists after the
introduction of a small hole. We adopt the perturbative approach presented in [KL1].
Recall the definition of a Young tower respecting a holeH from Section 1.A (i.e. conditions
(H.1) and (H.2)). Define µu(Λ) := infγ∈Γu µγ(Λ ∩ γ). For a generalized horseshoe (Λ, R)
respecting a hole H or a pair of holes H1, H2, we define
n(Λ, R;H) = sup{n ∈ Z+ : no point in Λ falls into H in the first n iterates} and
n(Λ, R;H1, H2) = sup{n ∈ Z+ : no point in Λ falls into H1△H2 in the first n iterates}
where H1△H2 represents the symmetric difference between H1 and H2.
Let {Ht}t∈I be a well-parameterized sequence of holes as defined in Section 1.A. For
ε > 0, we define Hε = {Ht : t ≤ ε}. The following uniform constants property is assumed
for the tower construction.
(U) Uniform Constants. Let {Ht}t∈I be as above. There exist constants C2, κ > 0 and
θ ∈ (0, 1) such that for all small enough ε > 0, we have the following:
(a) For each pair σ = (H1, H2) ∈ Hε ×Hε,
(i) f admits a generalized horseshoe (Λ(σ), R(σ)) respecting both H1 and H2, i.e., the
combined boundaries ∂H1 ∪ ∂H2;
(ii) (Λ(σ), R(σ)) is mixing.
(b) Each generalized horseshoe (Λ(σ), R(σ)) from above can be constructed to have the fol-
lowing uniform properties:
(i) Λ(σ1) ≈ Λ(σ2),4 for all σ1, σ2 ∈ Hε ×Hε
(ii) µu(Λ(σ)) ≥ κ and µγ{R(σ) > n} < C2θn for all n ≥ 0;
(iii) (P3)–(P5) hold with the constants C0 and α.
Remark 3.5. The uniformity condition (U) has been proved for the billiard map associated
with the periodic Lorentz Gas with small holes (see [DWY1, Proposition 2.2 and Section
3.1]). For the purposes of verifying the uniformity condition, an essential feature of the
sequences of holes considered there is that the boundaries of the holes are transverse to the
stable and unstable manifolds. Although it may at first seem a strong requirement, checking
the items listed in (U) requires only a small modification of the tower construction necessary
to build a tower for a single hole.
For the remainder of the proof, we fix ε > 0 and assume that Hε satisfies the uniformity
conditions (U). Given H1, H2 ∈ Hε, (U)(a)(i) immediately yields a tower (F,∆) in which
H˜1 = π
−1H1 and H˜2 = π
−1H2 are both countable unions of Markov partition elements ∆ℓ,j.
There are 3 towers we wish to compare: (F,∆) which has cuts respecting both H˜1 and H˜2,
but no holes have been removed; (F˚1,∆(H˜1)), the open system corresponding to the removal
4By Λ(σ1) ≈ Λ(σ2), we only wish to convey that both horseshoes are located in roughly the same region
of the manifold M and not anything technical in the sense of convergence.
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of H˜1 from ∆; and (F˚2,∆(H˜2)), the open system corresponding to H˜2. Note that F˚1 and F˚2
are both restrictions of the same map F .
We denote the transfer operators associated with these systems by L, L1 and L2 respec-
tively. Since ∆(H˜1),∆(H˜2) ⊂ ∆, we may consider all three operators acting on a single
Banach space (B, ‖ · ‖) as defined in Section 3.3.
We let ∆n(H˜i) denote the set of points in ∆ which have not escaped from the tower with
hole H˜i by time n. Notice that for h ∈ Lipu(∆),
Lih = 1∆\H˜iL(1∆\H˜ih) = L(1∆1(H˜i)h) for i = 1, 2. (9)
Since 1H˜i ∈ B, it follows that L1 and L2 satisfy the inequalities (6)-(8) from Proposition 3.3
with uniform constants C¯ > 0, β < 1.
In order to carry out the perturbation argument in [KL1], we introduce the following
norm for operators K : B → Bw:
|||K||| = sup{|Kh|w : ‖h‖ ≤ 1}.
Lemma 3.6. There exists C > 0 such that for any H1, H2 ∈ Hε,
|||L − Li||| ≤ C(β−1β0)n(Λ,R;Hi) for i = 1, 2, and (10)
|||L1 − L2||| ≤ C(β−1β0)n(Λ,R;H1,H2). (11)
Proof. By the density of Lipu(∆) in B and Bw, it suffices to derive these inequalities for
h ∈ Lipu(∆). Now let h ∈ Lipu(∆), ‖h‖ ≤ 1. Fix E ∈ Pkℓ,j and take ϕ ∈ Cps (E) with
|ϕ|Cps (E) ≤ 1.
We first consider the case when ℓ = 0 and E ∈ Pk0,j. Note that F−1E is comprised of a
countable union of (k+1)-cylinders, F−1E = ∪E ′, E ′ ∈ Pk+1ℓ′,j′ . On level ℓ′ ≤ n(Λ, R; H˜1), we
have 1∆1(H˜1) = 1. Also, since ∆
1(H˜1) is a union of 1-cylinders, we have either 1∆1(H˜1)|E′ ≡ 0
or 1∆1(H˜1)|E′ ≡ 1 for each E ′ ⊂ F−1E when ℓ′ > n(Λ, R; H˜1). Thus by (9),ˆ
E
(L−L1)hϕ dm =
∑
E′
ˆ
E′
(1− 1∆1(H˜1))hϕ ◦ T dm ≤
∑
ℓ′≥n(Λ,R;H1)
β−ℓ
′
m(E ′)‖h‖s|ϕ ◦ F n|Cqs (E′)
(12)
where E ′ ⊆ ∆ℓ′,j′. To estimate |ϕ ◦ F n|Cqs (E′), take x, y ∈ γs ⊂ E ′ and write
|ϕ ◦ F n(x)− ϕ ◦ F n(y)| ≤ Kqs (ϕ)ds(F nx, F ny)q ≤ Kqs (ϕ)C0αqnds(x, y)q
by (2) since q < p. This together with |ϕ ◦ F n|∞ = |ϕ|∞ implies |ϕ ◦ F n|Cqs (E′) ≤ C0|ϕ|Cqs(E).
Due to bounded distortion given by Property (P4)(b) and Lemma 3.1, we have m(E
′)
m(E)
≤
C1
m(E′1)
m(∆0)
where E ′1 is the 1-cylinder containing E
′. Thus by (U)(b)(ii), there exists C > 0
such that,
m(E ′) ≤ Cm(E ′1)m(E). (13)
Now (12) becomes,
ˆ
E
(L − L1)hϕ dm ≤ CC0
∑
ℓ′≥n(Λ,R;H1)
β−ℓ
′
m(E ′1)m(E)‖h‖ ≤ C ′(β−1θ)n(Λ,R;H1)m(E)‖h‖
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since θ < β. Dividing by m(E) and taking the supremum over ϕ ∈ Cps (E) and E ∈ Pk0,j , we
have
|(L − L1)h|w(Pk0,j) ≤ C
′(β−1θ)n(Λ,R;H1)‖h‖. (14)
Next consider 1 ≤ ℓ ≤ n(Λ, R;H1). Then (9) implies that (Lh)|∆ℓ = (L1h)|∆ℓ , soˆ
E
(L − L1)hϕ dm = 0.
Finally, we consider the case ℓ > n(Λ, R;H1), then
ˆ
E
(L − L1)hϕ dm =
ˆ
F−1E
(1− 1∆1(H˜1))hϕ ◦ T dm ≤ ‖h‖sβ−ℓ+1m(E)|ϕ|Cqs (E),
since m(F−1E) = m(E). Taking the appropriate suprema in the definition of the weak norm,
we obtain for ℓ ≥ 1,
|(L − L1)h|w(Pk
ℓ,j
) ≤ (β−1β0)n(Λ,R;H1)‖h‖. (15)
Combining (14) and (15) proves (10) for i = 1 since θ < β0 < β. The proof for i = 2 is
identical.
To prove (11), replace L by L2 and the analogous estimates follow using the fact that
1∆1(H˜1) = 1∆1(H˜2) on all levels ℓ ≤ n(Λ, R;H1, H2).
Let H1 = Ht1 , H2 = Ht2 ∈ Hε (we allow the possibility that one of the holes is the
infinitesimal hole H0).
By definition, dist(H1, H2) ≤ |t1 − t2|. By condition (H.2), d(f ℓΛ,SH1 ∪ SH2) ≥ δξ−ℓ1 so
that n(Λ, R;H1, H2) ≥ − log(|t1 − t2|/δ)/ log ξ1 for |t1 − t2| < δ. Lemma 3.6 implies that
|||L − Li||| ≤ Cδ−1|ti|log(β−10 β)/ log ξ1 for i = 1, 2, and
|||L1 −L2||| ≤ Cδ−1|t1 − t2|log(β−10 β)/ log ξ1 .
Now the results of [KL1] imply that both the spectra and spectral projectors outside any
disk of radius greater than β vary Ho¨lder continuously in the size of the perturbation. Since
the original dynamics are mixing by (U)(a)(ii), L has a spectral gap by Theorem 3.4. Thus
there exists δ > 0 such that the spectral gap for L is preserved for Li for ti ≤ δ.
Let µ˜i denote the physical quasi-invariant measure in B corresponding to the leading
eigenvalue ri of Li, i = 1, 2. Then [DWY1, Theorem 4.4] implies that the escape rate from
∆(H˜i) with respect to µ˜i, −ρ(µ˜i), exists and equals − log ri. By [DWY1, Theorem 2], the
escape rate −ρi(νSRB) from M\Hi with respect to νSRB equals − log ri as well.
In particular, we have |r1 − r2| ≤ C ′|t1 − t2|α¯ for any α¯ < log(β−10 β)/ log ξ1. This implies
that t 7→ ρ(t) is a Ho¨lder continuous function for t ≤ δ. In addition, [KL1] also implies
that the spectral projectors vary Ho¨lder continuously so that the quasi-invariant measures
µ˜t vary Ho¨lder continuously in the weak norm | · |w for t ≤ δ. Projecting these quasi-invariant
measures to M , we obtain measures µt = π∗µ˜t, which are quasi-invariant with respect to
f |M\Ht . It follows from [D2, Lemmas 2.2 and 4.1] that the weak norm dominates the integral,
i.e.,
|µ˜t(ϕ)| ≤ C|µ˜t|w|ϕ|L∞
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for all ϕ ∈ Fb which are continuous on each element ∆ℓ,j. Since a bounded continuous
function ϕ on M lifts to a bounded function ϕ ◦ π on ∆ that is continuous on each ∆ℓ,j,
the projected measures µt also vary Ho¨lder continuously with t: Given ϕ ∈ C0(M), we have
|µt1(ϕ)− µt2(ϕ)| ≤ C ′′|t1 − t2|α¯|ϕ|C0(M) for t1, t2 ≤ δ.
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