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THE FOURIER TRANSFORM ON 2-STEP LIE GROUPS.
GUILLAUME LE´VY1
Abstract. In this paper, we investigate the behavior of the Fourier transform on finite dimen-
sional 2-step Lie groups and develop a general theory akin to that of the whole space or the
torus. We provide a familiar framework in which computations are made sensibly easier than
with the usual representation-theoretic Fourier transform. In addition, we study the ’singular
frequencies’ of the group, at which the canonical bilinear antisymmetric form degenerates. We
also exhibit a specific example for which partial degeneracy of the canonical form occurs, as
opposed to the full degeneracy at the origin. We thus extend the results from [1].
1. Introduction
1.1. Definition of 2-steps Lie groups. Let G be a real, simply connected nilpotent Lie group.
Denote by g its Lie algebra. It is well-known (see [10]) that for such groups, the exponential
map
exp : g → G
is a global diffeomorphism from g onto G. This map becomes a Lie isomorphism once one
endows the Lie algebra g with the group law given by the Baker-Campbell-Hausdorff formula,
which terminates after a finite number of terms since G is nilpotent. In order to lighten the
notation, we will henceforth assume that G is the set Rn endowed with some group law.
In the sequel, we will restrict our attention to nilpotent groups of step 2, for which all
commutators are central. That is, we assume that for any x, y, z ∈ Rn, we have [x, [y, z]] = 0.
Let us denote by p the dimension of the center of the group. Then, there exists an integer m,
a decomposition Rn = Rm ⊕ Rp and a bilinear, antisymmetric map
σ : Rm × Rm → Rp
such that, for Z,Z ′ ∈ Rm and s, s′ ∈ Rp,
(1) (Z, s) · (Z ′, s′) = (Z + Z ′, s+ s′ + 1
2
σ(Z,Z ′)).
The map σ and the integers m, p are determined by the group law and dimension. Conversely,
for any integers m, p and any bilinear, antisymmetric map σ : Rm×Rm → Rp, one may define a
Lie group of step 2 by the formula (1). Now, given λ ∈ Rp, we define the matrix U (λ) ∈ Mm(R)
as follows. For any Z,Z ′ ∈ Rm, there holds
〈λ, σ(Z,Z ′)〉 = 〈Z,U (λ) · Z ′〉.
If (s1, . . . , sp) denotes an orthonormal basis of R
p, we also define Uk ∈ Mm(R) by
〈sk, σ(Z,Z ′)〉 = 〈Z,Uk · Z ′〉.
Conversely, the map σ may be defined from (Uk)1≤k≤p thanks to the equality
σ(Z,Z ′) =
(〈Z,Uk · Z ′〉)1≤k≤p .
Notice that the map λ 7→ U (λ) is linear, with its image spanned by (Uk)1≤k≤p. As U (λ) is an
antisymmetric matrix, its rank is an even number. We define the integer d by
2d := max
λ∈Rp
rank U (λ).
The set Λ˜ := {λ ∈ Rp | rank U (λ) = 2d} is then a non empty Zariski-open subset of Rp - in
particular, it is open and dense in Rp for the Euclidean topology. Since the map λ 7→ U (λ) is
1
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continuous, there exist d continuous functions
ηj : R
p → R+, 1 ≤ j ≤ d,
such that, in a suitable basis (see for instance [17]), U (λ) reduces to the form 0 η(λ) 0−η(λ) 0 0
0 0 0
 ∈ Mm(R),
where
η(λ) := diag (η1(λ), . . . , ηd(λ)) ∈Md(R).
We loosely denote by (x1(λ), . . . , xd(λ), y1(λ), . . . , yd(λ), r1(λ), . . . , rt(λ)) such a basis. For read-
ability purposes, we will often shorten the notation to (x1, . . . , xd, y1, . . . , yd, r1, . . . , rt).
1.2. A few examples. A prime example of a 2-step Lie group is given for d ≥ 1 by the
Heisenberg group Hd, which is the set R2d × R endowed with the group law
(Z, s) · (Z ′, s′) = (Z + Z ′, s+ s′ + 1
2
σc(Z,Z
′)),
where σc is the canonical symplectic form on R
d × Rd. For x, y, x′, y′ ∈ Rd,
σc((x, y), (x
′, y′)) = 〈y, x′〉 − 〈y′, x〉,
where 〈·, ·〉 denotes the usual scalar product on Rd. We present here another example. Given
the matrices
J =
[
0 1
−1 0
]
, S =
[
0 1
1 0
]
∈ M2(R),
we define, for λ = (λ1, λ2) ∈ R2, the matrix
U (λ) =
[
λ1J λ2S
−λ2S −λ1J
]
∈ M4(R).
On R4 ×R2, we consider the group law generated by the matrices U (λ). That is, for Z,Z ′ ∈ R4
and s = (s1, s2), s
′ = (s′1, s
′
2) ∈ R2, we have
(Z, s) · (Z ′, s′) :=
(
Z + Z ′, s1 + s′1 +
1
2
〈
Z,
[
J 0
0 −J
]
Z ′
〉
, s2 + s
′
2 +
1
2
〈
Z,
[
0 S
−S 0
]
Z ′
〉)
.
The positive eigenvalues of U (λ) are η±(λ) = ||λ1| ± |λ2||. In particular, η−(λ) vanishes on the
straight lines {λ ∈ R2 s.t. |λ1| = |λ2|}, whereas η+(λ) > 0 for any λ in R2 \ {0}.
1.3. Definition of the Fourier transform. We now turn to the practical aspects of the
theory we aim at. Given (v1, . . . , vm) any basis of R
m and (s1, . . . , sp) any basis of R
p, a basis
of g is given by {Vi, 1 ≤ i ≤ m} ∪ {Sk, 1 ≤ k ≤ p}, with
Vi := ∂i − 1
2
m∑
k=1
(Uk · Z)i∂sk = ∂i −
1
2
m∑
k,j=1
(Uk)ijZj∂sk ,
Sk = ∂sk .
Choosing for (v1, . . . , vm) a basis (x1, . . . , xd, y1, . . . , yd, r1, . . . , rt), the family (Vi)1≤i≤m decom-
poses as
Xj = ∂xj +
1
2
ηj(∇s)yj for 1 ≤ j ≤ d,
Yj = ∂yj −
1
2
ηj(∇s)xj for 1 ≤ j ≤ d,
Rl = ∂rl for 1 ≤ l ≤ t,
where the operator ηj(∇s) satisfies
ηj(∇s)
(
ei〈λ,·〉
)
(s) = iηj(λ)e
i〈λ,s〉.
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We define similarly the right-invariant vector fields V˜i for 1 ≤ i ≤ m by
V˜i := ∂i +
1
2
m∑
k=1
(Uk · Z)i∂sk .
In the basis (x1, . . . , xd, y1, . . . , yd, r1, . . . , rt) defined above, the family (V˜i)1≤i≤m decomposes as
X˜j = ∂xj −
1
2
ηj(∇s)yj for 1 ≤ j ≤ d,
Y˜j = ∂yj +
1
2
ηj(∇s)xj for 1 ≤ j ≤ d,
R˜l = Rl for 1 ≤ l ≤ t.
For (λ, ν, w) in Λ˜×Rt×Rn with w = (x, y, r, s), we define the irreducible unitary reprentations
of Rn on L2(Rd) (
uλ,νw φ
)
(ξ) := e−i〈ν,r〉e−i〈λ,s+[ξ+
x
2
,y]〉φ(ξ + x).
With these notations, the Fourier transform of the function f ∈ L1(Rn) at the point
(λ, ν) ∈ Λ˜× Rt
is a unitary operator acting on L2(Rn) with
Fg(f)(λ, ν) :=
∫
Rn
f(w)uλ,νw dw.
Thinking of this operator as an infinite matrix, we look at its coefficients in a suitable basis.
For n,m ∈ Nd and (λ, ν) ∈ Λ˜×Rt, we let
F˜g(f)(n,m, λ, ν) :=
(Fg(f)(λ, ν)Hm,η(λ) | Hn,η(λ))L2(Rd) .
Expanding out the scalar product, we notice the operator equality
F˜g(f)(n,m, λ, ν) = FRt (Fg(f)(n,m, λ)) (ν) = Fg(FRt(f)(ν))(n,m, λ),
where FRt denotes the standard Fourier transform on the commutative group (Rt,+) and
Fg(f)(n,m, λ) :=
∫
(Rd)3×Rp
f(x, y, s)e−i〈λ,s〉e−i〈η(λ)·(ξ+
x
2
),y〉Hm,η(λ)(ξ + x)Hn,η(λ)(ξ)dξdxdyds.
The action of the Fourier transform FRt is already well-known and commutes with that of Fg.
Henceforth, we will assume that t = 0 and will not mention ν anymore.
We will focus solely on the properties of Fg. Performing an obvious change of variable inside
the integral leads to the more symmetric form
Fg(f)(n,m, λ) =
∫
Rd×Rn
f(w)e−i〈λ,s〉e−i〈η(λ)·ξ,y〉Hm,η(λ)
(
ξ +
x
2
)
Hn,η(λ)
(
ξ − x
2
)
dξdw.
Denoting wˆ = (n,m, λ) and letting
W(wˆ, x, y) :=
∫
Rd
e−i〈η(λ)·ξ,y〉Hm,η(λ)
(
ξ +
x
2
)
Hn,η(λ)
(
ξ − x
2
)
dξ,
we see that
Fg(f)(n,m, λ) =
∫
Rn
ei〈λ,s〉W(wˆ, x, y)f(w)dw.
If one thinks of the family of functions (W(wˆ, ·, ·))
wˆ∈N2d×Λ˜ as a non commutative replacement
of the characters on Rm, then the latter formula is very similar to that of the usual Fourier
transform on Rn.
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1.4. The frequency space. Let us now describe what should be gˆ, the frequency space of g.
Since we have defined Fg(f)(n,m, λ) for f ∈ L1(Rn), n,m ∈ Nd and λ ∈ Λ˜, the set
g˜E := N
d ×Nd × Λ˜
is a natural choice. Endowing g˜E with the distance
ρE((n,m, λ), (n
′,m′, λ′))2 := |η(λ) · (n+m)−η(λ′) · (n′+m′)|2+ |(n−m)− (n′−m′)|2+ |λ−λ′|2
allows to account for the different types of decay (see Section 4 for more details). Hence, the
metric space (g˜E , ρE) seems to be a reasonable candidate for the Fourier space of g. However,
it fails to be complete : for instance, denoting
Λ0 := R
p \ Λ˜,
points of the type (0, 0, λ0) ∈ N2d×Λ0 belong to the completion of (g˜E , ρE). While it is possible
to directly describe the completion of (g˜E , ρE), writing exactly how we extend both g˜E and ρE
is tedious. It is comparatively easier to look first at Euclidean isometric embedding of (g˜E , ρE).
The set underlying the metric space, denoted by g˜, will be an embedding of g˜E into, say, R
n.
The distance, however, will simply be a restriction of a standard Euclidean distance | · | on g˜.
The main idea is that we reduce to a well-known distance, at the cost of a more intricate Fourier
space.
We now make precise the ideas above. For λ ∈ Λ˜ and 1 ≤ j ≤ d, define
gj(λ) = ((ηj(λ) · N)× Z)+ :=
{
(aj , bj) ∈ R+ × Z | aj ± ηj(λ)bj
2
∈ ηj(λ) · N
}
and
g(λ) :=
{
(a, b) ∈ (R+)d × Zd | a± η(λ) · b
2
∈ η(λ) · Nd
}
=
d∏
j=1
gj(λ).
A way to think about the set gj(λ) is the following. For any bj ∈ Z and λ ∈ Λ˜, we have
{aj ∈ R+ | (aj, bj) ∈ gj(λ)} = {(2n + |bj |)ηj(λ) | n ∈ N}.
Otherwise said, given bj and λ, the admissible aj’s form a half-infinite comb of width 2ηj(λ)
starting at ηj(λ)|bj |. The set g˜ is now defined by
g˜ :=
⊔
λ∈Λ˜
g(λ)× {λ}.
As previously explained, we endow g˜ with the distance inherited from the Euclidean distance
on Rd × Zd × Rp. The isometry between g˜E and g˜ is given by
iE :
{
g˜E −→ g˜
(n,m, λ) 7−→ (η(λ) · (n+m), n−m,λ).
Of course, as g˜E was not complete, g˜ is not either. We finally describe the completion of (g˜, | · |).
Consider a sequence (λp)p ⊂ Λ˜ converging to λ0 ∈ Λ0 for which ηj(λ0) = 0. At least formally,
we expect the constraint defining gj(·) to become vacuous and hence, it seems natural to let
gj(λ0) = ((0 · N)× Z)+ := R+ × Z.
We then define as before, for λ ∈ Rp,
g(λ) :=
d∏
j=1
gj(λ).
With this convention, we expect the completion of g˜ for | · | to be
gˆ :=
⊔
λ∈Rp
g(λ) × {λ}.
This is indeed true, as shown by Proposition 1.
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2. Description of the results
The main goal of this paper is to establish a familiar Fourier theory on stratified nilpotent
Lie groups of step 2. We begin from the well-known representation-theoretic Fourier transform,
whose main properties are recalled in Appendix B. In particular, this Fourier transofmr is
an intertwining operator for the subelliptic laplacian, acting on functions on g and a rescaled
version of the quantum harmonic oscillator, acting on functions on Rd. Since rescaled Hermite
functions form an eigenbasis of L2(Rd) for the quantum harmonic oscillator, it is natural to
expand the representation-theoretic Fourier transform on a rescaled Hermite basis. This idea,
borrowed from [1], leads to the definition of a frequency space g˜. This frequency space being
noncomplete, we describe its completion gˆ and prove some of its properties in Section 3.
In Section 4, we prove that the so-called ’Fourier kernel’ W does possess a continuous exten-
sion from g˜ to gˆ. Moreover, we give an explicit expression of the kernel at the boundary points
of gˆ as a power series involving some combinatorial quantities Fℓ1,ℓ2(bj). These quantities are
known in the literature as the alternate Vandermonde convolution (see [reference ?] for more
detials).
In Section 5, we prove a lemma on functions approximating a Dirac mass in their last variable.
As a consequence, we are able to define the Fourier transform of functions independant of the
central variable, much as we may define the Fourier transform of functions on Rn independant
of one variable.
In Section 6, we give an integral representation formula for the Fourier kernel as the boundary,
which may be of independant interest. Finding this formula relies on several space-frequency
properties of the original Fourier kernelW akin to the familiar derivation-multiplication duality
in the torus or the whole space for the usual, commutative Fourier transform.
The interested reader will find in Appendix A some standard computations and definitions
involving the Hermite functions.
3. Topology and measure theory on gˆ
3.1. The completion of the frequency space. We begin by giving some foundation to the
theory, by proving that the completion of the natural frequency space g˜ for the distance | · | is
indeed what it ought to be.
Proposition 1. The closure of g˜ in (R+)
d × Zd × Rp for the distance | · | is equal to gˆ.
Proof. Let (a(q), b(q), λ(q))q∈N be a Cauchy sequence in g˜. Since g˜ is a subset of (R+)d×Zd×Rp,
which is complete for the distance | · |, there exists (a, b, λ) ∈ (R+)d × Zd × Rp such that
(a(q), b(q), λ(q)) −→ (a, b, λ) ∈ (R+)d × Zd × Rp as q →∞.
To simplify the exposition of the proof, we look separately at each component gj(λ) for 1 ≤ j ≤ d
and distinguish between two cases.
• Assume that ηj(λ) 6= 0. Then, there exists c > 0 such that for all q ∈ N,
ηj(λ(q)) ≥ c.
Hence, the two sequences of integers(
ηj(λ(q))
−1aj(q)± bj(q)
2
)
q∈N
are also Cauchy sequences. Passing to the limit in the equations above give
ηj(λ)
−1aj ± bj
2
∈ N,
which exactly says that (aj , bj) ∈ gj(λ).
• Assume now that ηj(λ) = 0. Since (bj(q))q∈N is a Cauchy sequence of integers, we
immediately get b ∈ Z. On the other hand, as (a(q))q∈N is a Cauchy sequence in R+,
we have a ∈ R+. Thus, we again have (a, b) ∈ gj(λ), this time in the extended sense.
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Up to now, we have shown that gˆ contains the closure of g˜ for the Euclidean distance. Conversely,
let (a, b, λ0) ∈ gˆ \ g˜ (in particular, λ0 ∈ Λ0). Denote
J(λ0) := {1 ≤ j ≤ d | ηj(λ0) = 0}.
Since Λ˜ is dense in Rp, there exists a sequence (λ(q))q∈N ⊂ Λ˜ with
λ(q)→ λ0 as q →∞.
Regarding b, we simply let b(q) = b for all q ∈ N. We again distinguish between two cases to
define the sequence (aj(q))q∈N.
• If j 6∈ J(λ0), there exists h−j ∈ N such that
aj − ηj(λ0)bj
2
= h−j ηj(λ0).
Defining for q ∈ N
aj(q) := ηj(λ(q))(2h
−
j + bj),
we see that, for any q ∈ N,
aj(q)− ηj(λ(q))bj
2
∈ ηj(λ(q)) · N.
Hence, for any q ∈ N, we have (aj(q), bj , λ(q)) ∈ gj(λ(q)) and moreover, as q →∞,
aj(q)→ ηj(λ0)(2h− + b) = aj.
• If j ∈ J(λ0), we use a similar strategy. Let (h−j (q))q∈N be a sequence of integers tending
to infinity such that 2h−j (q)ηj(λ(q)) → aj as q → ∞. Similarly to the first case, we
define, for q ∈ N,
aj(q) := ηj(λ(q))(2h
−
j (q) + bj).
In the particular case where aj = 0, we do not want to let h
−
j (q) ≡ 0 for all q ∈ N, so as
to ensure that 2h−j (q) + bj ≥ 0 for q big enough. Of course, we have
(aj(q), bj) ∈ gj(λ(q))
for q big enough and
aj(q)→ aj as q →∞.
Gathering what we did for each coordinate, we have found a sequence (a(q), b, λ(q))q∈N ⊂ g˜
converging to (a, b, λ) for | · |. This closes the proof. 
As a consequence of Proposition 1, gˆ is a closed subset of (R+)
d × Zd × Rp for the standard
Euclidean distance. Hence, it is trivially locally compact.
3.2. A measure on gˆ. Owing to the fibered-looking structure of gˆ, it seems reasonable to
define a measure on it through its disintegration on each g(λ) for λ ∈ Rp. In turn, defining a
measure on each gj(λ) for 1 ≤ j ≤ d immediately gives rise to a measure on g(λ), simply by
taking the tensor product. Finally, denoting
gj,bj(λ) := {aj ∈ R+ | (aj , bj) ∈ gj(λ)},
we have the decomposition
gj(λ) :=
⊔
bj∈Z
gj,bj(λ)× {bj}.
We now construct a measure dwˆ on gˆ following a bottom-up procedure, starting from the gj,bj(λ)
and ending with gˆ. Let 1 ≤ j ≤ d and λ ∈ Rp be such that ηj(λ) 6= 0. Given bj ∈ Z and
θ ∈ Cc(gj,bj(λ)),
the measure dµλj,bj on gj,bj (λ) is defined by the equality∫
gj,bj (λ)
θ(aj)dµ
λ
j,bj
(aj) := 2ηj(λ)
∑
aj∈gj,bj (λ)
θ(aj).
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That is, in this case, dµλj,bj is simply a rescaled version of the counting measure on the discrete
set gj,bj(λ). If ηj(λ) = 0, we simply let dµ
λ
j,bj
be the Lebesgue measure on gj,bj(λ), which is none
other that R+. Now, the measure dµ
λ
j is defined as the integration of the family (dµ
λ
j,bj
)bj∈Z
with respect to the counting measure on Z. That is, given θ ∈ Cc(gj(λ)), we have∫
gj(λ)
θ(aj, bj)dµ
λ
j (aj , bj) :=
∑
bj∈Z
∫
gj,bj (λ)
θ(aj , bj)dµ
λ
j,bj
(aj).
On g(λ), we define the measure dµλ as the tensor product of the dµλj , that is
dµλ :=
d⊗
j=1
dµλj .
Then, the measure dwˆ on gˆ is the integration of the family (dµλ)λ∈Rp with respect to the
Lebesgue measure on Rp. That is, for θ ∈ Cc(gˆ), we have∫
gˆ
θ(wˆ)dwˆ :=
∫
Rp
(∫
g(λ)
θ(a, b, λ)dµλ(a, b)
)
dλ.
The relevance of these successive definitions is summarized by the following proposition.
Proposition 2. The measure field λ 7→ dµλ is weak-∗ continuous on Rp.
The proof of this proposition is immediate once we have the next lemma at hand; for this
reason, we will only prove the lemma.
Lemma 1. Let λ0 ∈ Λ0 with, for instance, ηj(λ0) = 0. Let bj ∈ Z. Then, if λ→ λ0, we have
dµλj,bj ⇀
∗ dµλ0j,bj
in the weak sense of measures.
Proof. Let θ ∈ Cc(R+). By definition of dµλj,bj , we have∫
R+
θ(aj)dµ
λ
j,bj
(aj) = 2ηj(λ)
∑
n∈N
θ(ηj(λ)(2n + |bj |)).
Thanks to the continuity of θ and the obvious fact that ηj(λ)|bj | → 0 as λ→ λ0, we have∫
R+
θ(aj)dµ
λ
j,bj
(aj) = 2ηj(λ)
∑
n∈N
θ(2ηj(λ)n) + o(1).
Since θ is continuous and compactly supported, the above sum is nothing else than a Riemann
sum. Hence, as λ→ λ0,
2ηj(λ)
∑
n∈N
θ(2ηj(λ)n) −→
∫
R+
θ(aj)daj = 〈dµλ0j,bj , θ〉.

4. A study of the Fourier kernel.
Let
Θ : (wˆ, w) 7→ ei〈λ,s〉W(wˆ, x, y).
In this section we study closely the properties of the Fourier kernel Θ. We begin by proving
some identities linking its regularity in the spatial variables with its decay in the Fourier vari-
ables. These identities are the justification of the ’regularity implies decay’ motto, common
in (commutative) Fourier analysis. Since the computations performed in this section rely on
properties of the (rescaled) Hermite functions, we temporarily parametrize g˜ by g˜E . Explicitly,
we let, for (a, b, λ) ∈ g˜,
n :=
η(λ) · a− b
2
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and
m :=
η(λ) · a+ b
2
.
4.1. Regularity and decay of Θ. Applying the vector fields Xj and Yj to Θ, we get
Xj(Θ)(wˆ, w) = e
i〈λ,s〉
(
∂xjW +
1
2
iηj(λ)yjW
)
(wˆ, x, y)
and
Yj(Θ)(wˆ, w) = e
i〈λ,s〉
(
∂yjW −
1
2
iηj(λ)xjW
)
(wˆ, x, y).
After some computations, we find that(
∂xjW +
1
2
iηj(λ)yjW
)
(wˆ, x, y) = −
∫
Rd
ei〈η(λ)·ξ,y〉Hm,η(λ)
(
ξ +
x
2
)
∂ξj
(
Hn,η(λ)
(
ξ − x
2
))
dξ.
Similarly,(
∂yjW −
1
2
iηj(λ)xjW
)
(wˆ, x, y)
= iηj(λ)
∫
Rd
ei〈η(λ)·ξ,y〉Hm,η(λ)
(
ξ +
x
2
)(
ξj − 1
2
xj
)(
Hn,η(λ)
(
ξ − x
2
))
dξ.
In particular, owing to Equation (14), we have
(2) (X2j + Y
2
j )(Θ)(wˆ, w) = (−2nj + 1)ηj(λ)Θ(wˆ, w).
Arguing similarly for the right-invariant vector fields, we readily get
(X˜2j + Y˜
2
j )(Θ)(wˆ, w) = (−2mj + 1)ηj(λ)Θ(wˆ, w).
Subtracting the two lines gives
(X2j + Y
2
j − X˜2j − Y˜ 2j )(Θ)(wˆ, w) = 2ηj(λ)(mj − nj)Θ(wˆ, w).
On the other hand, direct computations give
X2j − X˜2j = −2
∑
k
(Uk · Z)j∂xj∂sk ,
whence
(X2j − X˜2j )(Θ)(wˆ, w) = −2i(U (λ) · Z)j∂xjΘ(wˆ, w) = −2iηj(λ)yj∂xjΘ(wˆ, w).
Similarly,
(Y 2j − Y˜ 2j )(Θ)(wˆ, w) = 2iηj(λ)xj∂yjΘ(wˆ, w).
Denoting Tj := xj∂yj − yj∂xj , we have shown the equality
2ηj(λ)(mj − nj)Θ(wˆ, w) = 2iηj(λ)Tj(Θ)(wˆ, w),
which becomes
(3) (mj − nj)W(wˆ, w) = iTj(W)(wˆ, w).
Finally, it is clear that
(4) ∇s(Θ)(wˆ, w) = iλΘ(wˆ, w).
Equations (2), (3) and (4) justify the choice of the distance ρE on g˜E . Together, they account
for all decay aspects of Θ in the variable wˆ.
THE FOURIER TRANSFORM ON 2-STEP LIE GROUPS. 9
4.2. Continuous extension of W to gˆ. To study the continuity of W, first write
W(wˆ, x, y) = e i2 〈η(λ)·x,y〉W˜(wˆ, x, y).
The new function W˜ is a tensor product, as W was. Denoting
W˜j(aj , bj , λ, xj , yj) :=
∫
R
eiηj(λ)ξjyjHmj ,ηj(λ)(ξj + xj)Hnj ,ηj(λ)(ξj)dξj .
we only have to exhibit a continuous extension of W˜j to (bounded sets of) gˆ. Let us begin with
a series expansions for W˜j.
Proposition 3. For any λ ∈ Rp, (aj , bj) ∈ gj(λ) and xj, yj ∈ R, we have
W˜j(aj , bj , λ, xj , yj) =
∞∑
ℓ1,ℓ2=0
ηj(λ)
ℓ1+ℓ2
2
(iyj)
ℓ1xℓ2j
ℓ1!ℓ2!
(
M ℓ1j Hmj | H(ℓ2)nj
)
L2(R)
.
Since we are interested in bounded subsets of g˜, let us define, for r > 0,
Bj(r) := {(aj , bj , λ, xj , yj) ∈ gj(λ)× {λ} × R2 s.t. |aj |+ |bj |2 + |λ|2 + |xj |2 + |yj |2 ≤ r2}.
We will, in addition, need to bound locally the function ηj . Define
Cηj := sup
|λ|=1
ηj(λ),
which is finite thanks to the continuity of ηj. The homogeneity of ηj entails for all λ ∈ Rp the
bound
ηj(λ) ≤ Cηj |λ|.
The proof of Proposition 3 requires the following lemma.
Lemma 2. For any r > 0, the function
(aj , bj , λ, xj , yj) 7→
∞∑
ℓ1,ℓ2=0
ηj(λ)
ℓ1+ℓ2
2 |yj |ℓ1 |xj|ℓ2
ℓ1!ℓ2!
‖H(ℓ2)mj ‖L2(R)‖M ℓ1j Hnj‖L2(R)
is well-defined and the underlying series converges normally, as a function of (aj , bj , λ, xj , yj),
on Bj(r).
Proof. Arguing by induction (see the details in the Appendix, Lemma 8), we get the bounds
‖M ℓ1j Hnj‖L2(R) ≤ (2nj + 2ℓ1)
ℓ1
2
and
‖H(ℓ2)mj ‖L2(R) ≤ (2mj + 2ℓ2)
ℓ2
2 .
Thus,
ηj(λ)
ℓ1
2 |yj |ℓ1
ℓ1!
‖M ℓ1j Hnj‖L2(R) ≤
rℓ1
ℓ1!
(2r + 2Cηjrℓ1)
ℓ1
2 ≤ (2Cηj r
3
2 )ℓ1
ℓ1!
(1 + ℓ1)
ℓ1
2 .
Similarly,
ηj(λ)
ℓ2
2 |xj |ℓ2
ℓ2!
‖H(ℓ2)mj ‖L2(R) ≤
rℓ2
ℓ2!
(2r + 2Cηjrℓ2)
ℓ2
2 ≤ (2Cηj r
3
2 )ℓ2
ℓ2!
(1 + ℓ2)
ℓ2
2 .
Owing to the Stirling equivalent, we have
∞∑
ℓ1,ℓ2=0
(2Cηj r
3
2 )ℓ1+ℓ2
ℓ1!ℓ2!
(1 + ℓ1)
ℓ1
2 (1 + ℓ2)
ℓ2
2 <∞,
thereby proving the desired convergence. 
We now return to the proof of Proposition 3.
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Proof of Proposition 3. We begin by expanding the exponential in its power series. We have
W˜j(aj , bj , λ, xj , yj) =
∫
R
∞∑
ℓ1=0
(iηj(λ)ξjyj)
ℓ1
ℓ1!
Hmj ,ηj(λ)(ξj + xj)Hnj ,ηj(λ)(ξj)dξj .
Since Hmj is an entire function, we may expand it as
Hmj ,ηj(λ)(ξj + xj) =
∞∑
ℓ2=0
(ηj(λ)
1
2xj)
ℓ2
ℓ2!
(
H(ℓ2)mj
)
ηj(λ)
(ξj)
and get
W˜j(aj , bj , λ, xj , yj) =
∫
R
∞∑
ℓ1=0
∞∑
ℓ2=0
ηj(λ)
ℓ1+ℓ2
2 (iyj)
ℓ1xℓ2j
ℓ1!ℓ2!
(
H(ℓ2)mj
)
ηj(λ)
(ξj)(M
ℓ1
j Hnj ,ηj(λ))(ξj)dξj .
Rescaling the integration variable, we also have
W˜j(aj , bj , λ, xj , yj) =
∫
R
∞∑
ℓ1=0
∞∑
ℓ2=0
ηj(λ)
ℓ1+ℓ2
2 (iyj)
ℓ1xℓ2j
ℓ1!ℓ2!
H(ℓ2)mj (ξj)(M
ℓ1
j Hnj)(ξj)dξj .
Thanks to the lemma, Fubini’s theorem applies and allows us to exchange the integrals with
the sums. The series expansion of W˜j is now justified. 
For (ℓ1, ℓ2) ∈ N2 and 1 ≤ j ≤ d, let
Hℓ1,ℓ2,j :=
{ ⊔
λ∈Λ˜ gj(λ)× {λ} −→ R
(aj , bj , λ) 7−→ ηj(λ)
ℓ1+ℓ2
2
(
M ℓ1Hmj | H(ℓ2)nj
)
L2(R)
.
With the above series expansion for W˜j at hand, we study the (Hℓ1,ℓ2,j)ℓ1,ℓ2∈N. Defining for
kinZ
Fℓ1,ℓ2(k) :=
ℓ1∑
ℓ′1=0
ℓ2∑
ℓ′2=0
(−1)ℓ2−ℓ′2
(
ℓ1
ℓ′1
)(
ℓ2
ℓ′2
)
1{2(ℓ′1+ℓ′2)=k+ℓ1+ℓ2},
we prove the following.
Proposition 4. For any ℓ1, ℓ2 ∈ N, the function Hℓ1,ℓ2,j is continuous on
⊔
λ∈Λ˜ gj(λ) × {λ}.
Moreover, given λ0 ∈ η−1j ({0}), if
(aj , bj , λ)→ (aj , bj , λ0) ∈ R+ × Z× η−1j ({0}),
then
Hℓ1,ℓ2,j(aj , bj , λ) −→
(aj
4
) ℓ1+ℓ2
2
Fℓ1,ℓ2(bj).
In order to handle points close to the zero set of ηj, we will need the following lemma. We
refer the reader to Appendix A for the definition of the creation and annihilation operators Aj
and Cj.
Lemma 3. Given ℓ ∈ N, assume that ηj(λ)→ 0 and ηj(λ)nj → aj2 ∈ R+. Then∥∥∥∥∥ηj(λ) ℓ2
(
Aj ±Cj
2
)ℓ
Hnj −
(aj
4
) ℓ
2
ℓ∑
ℓ′=0
(±1)ℓ′
(
ℓ
ℓ′
)
Hnj+2ℓ′−ℓ
∥∥∥∥∥
L2(R)
−→ 0.
Proof. Let us define
R±ℓ,nj,1 := ηj(λ)
ℓ
2 (Aj ± Cj)ℓHnj ,
R±ℓ,nj ,2 := a
ℓ
2
j
ℓ∑
ℓ′=0
(±1)ℓ′
(
ℓ
ℓ′
)
Hnj+2ℓ′−ℓ.
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We obviously have R±0,nj ,1 = R±0,nj ,2 = Hnj and thus, ‖R±0,nj ,1−R±0,nj ,2‖L2(R) = 0. By definition,
we also have √
ηj(λ)(A± C)R±ℓ,nj ,1 = R
±
ℓ+1,nj ,1
.
It remains to study the effect of
√
ηj(λ)(Aj ± Cj) on R±ℓ,nj ,2 to conclude. Recalling Equations
(10) and (11) in the Appendix along with our assumptions on ηj(λ) and nj, we have√
ηj(λ)AjHnj+2ℓ′−ℓ =
√
ηj(λ)
(√
2(nj + 2ℓ′ − ℓ)Hnj+2ℓ′−ℓ−1
)
= (
√
aj + o(1))Hnj+2ℓ′−ℓ−1
and√
ηj(λ)CjHnj+2ℓ′−ℓ =
√
ηj(λ)
(√
2(nj + 2ℓ′ − ℓ+ 1)Hnj+2ℓ′−ℓ+1
)
= (
√
aj + o(1))Hnj+2ℓ′−ℓ+1.
In particular, we have
(5)
∥∥∥∥√ηj(λ)(Aj ± Cj)(R±ℓ,nj ,1 −R±ℓ,nj ,2)
∥∥∥∥
L2(R)
≤ (√aj + o(1))
(
‖R±ℓ,nj−1,1 −R
±
ℓ,nj−1,2‖L2(R) + ‖R
±
ℓ,nj+1,1
−R±ℓ,nj+1,2‖L2(R)
)
.
Hence,√
ηj(λ)(Aj ± Cj)R±ℓ,2 = a
ℓ+1
2
j
ℓ∑
ℓ′=0
(±1)ℓ′
(
ℓ
ℓ′
)
(Hnj+2ℓ′−ℓ−1 ±Hnj+2ℓ′−ℓ+1) + o(1)L(R).
Shifting the index of summation in the second sum and using Pascal’s rule gives
ℓ∑
ℓ′=0
(±1)ℓ′
(
ℓ
ℓ′
)
(Hnj+2ℓ′−ℓ−1 ±Hnj+2ℓ′−ℓ+1) =
ℓ+1∑
ℓ′=0
(±1)ℓ′
(
ℓ+ 1
ℓ′
)
Hnj+2ℓ′−ℓ−1,
showing, as desired, that√
ηj(λ)(Aj ± Cj)R±ℓ,nj ,2 = R
±
ℓ+1,nj ,2
+ o(1)L2(R).
Arguing by induction on ℓ and using (5), the lemma is proved. 
Proof of Proposition 4. The continuity of Hℓ1,ℓ2,j on
⊔
λ∈Λ˜ gj(λ) × {λ} is easily established.
Indeed, if (a′j , b
′
j , λ
′) is sufficiently close to (aj , bj , λ) (depending on the values of aj, bj , ηj(λ)),
the fact that aj and bj are integers entails b
′
j = bj and a
′
j = aj. The continuity of Hℓ1,ℓ2,j at the
point (aj , bj , λ) follows from that of ηj on Λ˜. We now turn to points belonging to the boundary
of
⊔
λ∈Λ˜ gj(λ)×{λ}. As a corollary of Lemma 3, for any 1 ≤ j ≤ d and (ℓ1, ℓ2, bj) ∈ N2×Z, we
have
Hℓ1,ℓ2,j(aj , bj , λ) =
(aj
4
) ℓ1+ℓ2
2 ×
ℓ1∑
ℓ′1=0
ℓ2∑
ℓ′2=0
(−1)ℓ′2
(
ℓ1
ℓ′1
)(
ℓ2
ℓ′2
)(
Hnj+ℓ1−2ℓ′1 | Hnj+bj+ℓ2−2ℓ′2
)
L2(R)
+ o(1)
as ηj(λ) → 0 with ηj(λ)nj → aj2 ∈ R+. Performing the change of index ℓ′2 ← ℓ2 − ℓ′2 and
recalling that the Hermite functions form an orthonormal family of L2(R), we get
Hℓ1,ℓ2,j(aj , bj , λ) −→
(aj
4
) ℓ1+ℓ2
2
Fℓ1,ℓ2(bj)
as ηj(λ)→ 0 with ηj(λ)nj → aj2 ∈ R+. 
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An immediate corollary of Proposition 4 and Lemma 2 is that, as
(aj , bj , λ)→ (aj , bj , λ0) ∈ gj(λ)× η−1j ({0}),
we have
W˜j(aj , bj , λ, xj , yj) −→
∞∑
ℓ1,ℓ2=0
(aj
4
) ℓ1+ℓ2
2
Fℓ1,ℓ2(bj)
(iyj)
ℓ1xℓ2j
ℓ1!ℓ2!
.
5. The case of functions independant of the central variable.
The goal of this section is to define properly what the Fourier transform of a function in-
dependant of the central variable should be. We begin by a convergence lemma for functions
integrated against approximate Dirac masses around some boundary point λ ∈ Λ0.
Lemma 4. Let χ : Rp → Rp be compactly supported and integrable, with∫
Rp
χ(λ)dλ = 1.
Let λ0 ∈ Rp. Let θ be in Cc(gˆ). Then, as ε→ 0,
Iε :=
∫
Rn
1
εp
χ
(
λ− λ0
ε
)
θ(wˆ)dwˆ −→ 〈dµλ0 , θ(·, ·, λ0)〉.
Proof. With an obvious change of variable, we have
Iε =
∫
Rp
χ(λ)
(∫
g(λ0+ελ)
θ(a, b, λ0 + ελ)dµ
λ0+ελ(a, b)
)
dλ.
Since θ is continuous and compactly supported (hence, uniformly continuous), we have
‖θ(·, ·, λ0 + ε·)− θ(·, ·, λ0)‖L∞(gˆ) −→ 0
as ε → 0. Therefore, from the weak-∗ continuity of the map λ 7→ dµλ, for any λ ∈ Rp there
holds ∫
g(λ0+ελ)
θ(a, b, λ0 + ελ)dµ
λ0+ελ(a, b) −→
∫
g(λ0)
θ(a, b, λ0)dµ
λ0(a, b)
as ε → 0. Thanks to the compactness of the supports of both θ and χ, we may apply the
dominated convergence theorem to get that, as ε→ 0,
Iε −→
∫
Rp
χ(λ)
(∫
g(λ0)
θ(a, b, λ0)dµ
λ0(a, b)
)
dλ =
∫
g(λ0)
θ(a, b, λ0)dµ
λ0(a, b).

Remark. The conclusion of the above theorem remains true if one replaces the compactness of
the support of θ by the assumptions
sup
λ∈Rp
∫
g(λ)
|θ(a, b, λ)|dµλ(a, b) <∞
and
lim sup
R→∞
sup
λ∈Rp
∫
g(λ)
|θ(a, b, λ)|1{|a|2+|b|2≥R2}dµλ(a, b) = 0.
An example of admissible function is given for α > d by
θα : (a, b, λ) 7→ (1 + |a|2 + |b|2)−α.
For f ∈ L1(R2d) and (a, b, λ) ∈ gˆ, we define
Gλg (f)(a, b) =
∫
R2d
W(a, b, λ, Z)f(Z)dZ.
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Theorem 1. Let λ0 ∈ Λ0. Let χ ∈ S(Rp) be such that χ(0) = 1 and FRp(χ) is compactly
supported. Then, for any f ∈ L1(R2d), we have
(6) Fg(f ⊗ ei〈λ0,·〉χ(ε·)) ⇀∗ (2π)pGλ0g (f)dµλ0
as ε→ 0, in the weak sense of measures.
Proof. Let θ ∈ Cc(gˆ). By definition of the Fourier transform, we have∫
gˆ
Fg(f ⊗ ei〈λ0,·〉χ(ε·))(wˆ)θ(wˆ)dwˆ =
∫
Rp
ε−pχˆ(ε−1(λ− λ0))
(∫
g(λ)
(Gθ)(a, b, λ)dµλ(a, b)
)
dλ,
where we abbreviated FRp(χ) into χˆ for the sake of readability and defined the function G by
G(a, b, λ) :=
∫
Rn
f(Z)W(a, b, λ, Z)dZ.
The assumptions on χ entail in particular that∫
Rp
χˆ(λ)dλ = (2π)p.
Since f belongs to L1(R2d), G is continuous and hence, the product function Gθ lies in Cc(gˆ).
Applying Lemma 4 to Gθ yields, as ε→ 0,∫
gˆ
Fg(f ⊗ ei〈λ0,·〉χ(ε·))(wˆ)θ(wˆ)dwˆ −→ (2π)p
∫
g(λ0)
G(a, b, λ0)θ(a, b, λ0)dµ
λ0(a, b),
It only remains to notice that, by definition,
G(a, b, λ0) = Gλ0g (f)(a, b).

6. Computing the kernel at the boundary.
6.1. Preliminary identities. Given (aj , xj , yj, bj) ∈ R+ × R2 × Z, we let
K(aj , xj , yj , bj) :=
∞∑
ℓ1,ℓ2=0
(aj
4
) ℓ1+ℓ2
2
Fℓ1,ℓ2(bj)
(iyj)
ℓ1xℓ2j
ℓ1!ℓ2!
.
Our aim is to find a closed form for the above sum. To this aim, we list a few identities satisfied
by this function, which will eventually help us in computing an integral form for K.
Proposition 5. For aj ∈ R+, xj, yj, x′j , y′j ,∈ R and bj ∈ Z, there holds
(1) K(0, xj , yj , bj) = δ0,bj ,
(2) K(aj , xj ,−yj, bj) = K(aj , xj , yj , bj),
(3) K(aj ,−xj , yj,−bj) = K(aj , xj , yj, bj),
(4) K(aj , xj ,−yj,−bj) = (−1)bjK(aj , xj , yj, bj),
(5) −∆xj,yjK(aj , xj , yj , bj) = ajK(aj , xj , yj, bj),
(6) bjK(aj , xj , yj, bj) = i(xj∂yj − yj∂xj)K(aj , xj , yj , bj),
(7)
K(aj , xj + x′j, yj + y′j, bj) =
∑
b′j∈Z
K(aj , xj , yj , bj − b′j)K(aj , x′j , y′j , b′j).
(8)
(|xj |2+ |yj|2)K(aj , xj , yj, bj)+aj∂ajajK(aj , xj , yj, bj)+2∂ajK(aj , xj , yj, bj) =
b2j
aj
K(aj , xj , yj, bj).
We begin by proving the easiest ones and postpone the last two.
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Proof of Identities (1)− (4). Identity (1) stems from
F0,0(bj) = δ0,bj ,
which is obvious. Identity (2) follows directly from the definition. Thanks to the relation
Fℓ1,ℓ2(−bj) = (−1)ℓ2Fℓ1,ℓ2(bj),
Identity (3) ensues. Finally, since Fℓ1,ℓ2(bj) = 0 for bj + ℓ1 + ℓ2 odd, we also have
Fℓ1,ℓ2(−bj) = (−1)bj+ℓ1Fℓ1,ℓ2(bj),
which in turn implies Identity (4). 
Proof of Identities (5) and (6). To prove Identity (5), notice that as a consequence of Equation
(2), for (wˆ, w) ∈ g˜ × Rn,
(−2nj + 1)ηj(λ)Θ(wˆ, w) = ei〈λ,s〉
((
∂xj +
1
2
ηj(λ)yj
)2
+
(
∂yj −
1
2
ηj(λ)xj
)2)
W(wˆ, x, y).
Hence, simplifying the complex exponentials gives
(−2nj + 1)ηj(λ)W(wˆ, x, y) =
((
∂xj +
1
2
ηj(λ)yj
)2
+
(
∂yj −
1
2
ηj(λ)xj
)2)
W(wˆ, x, y).
Using the fact that W is a tensor product to look only at W˜j , we get Identity (5) in the limit
(aj , bj , λ)→ (aj , bj , λ0) ∈ R+ × Z× η−1j ({0}).
Finally, passing to the limit in Equation (3) yields
(7) bjK(aj , xj, yj , bj) = i(xj∂yj − yj∂xj)K(aj , xj , yj , bj),
which is exactly Identity (6). 
Before proving Identity (7), we state and prove an analogue lemma for the function W.
Lemma 5. For any Z,Z ′ ∈ R2d, λ ∈ Λ˜, (a, b) ∈ g(λ), the following convolution property holds.
e−
i
2
〈λ,σ(Z,Z′)〉W(a, b, λ, Z +Z ′) =
∑
b′∈Zd
W(a− η(λ) · b′, b− b′, λ, Z)W(a+ η(λ) · (b− b′), b′, λ, Z ′).
Proof. Let f1, f2 be in S(R2d), let α be in S(Rp). For (Z, s) ∈ Rn, the definition of the
convolution product gives
((f1 ⊗ α) ⋆ (f2 ⊗ α))(Z, s) =
∫
Rn
f1(Z − Z ′)f2(Z ′)α
(
s− s′ − 1
2
σ(Z ′, Z)
)
α(s′)dZ ′ds′.
Taking the usual Fourier transform with respect to the central variable s gives
FRp((f1 ⊗ α) ⋆ (f2 ⊗ α))(Z, λ) = αˆ(λ)2
∫
R2d
e
i
2
〈λ,σ(Z,Z′)〉f1(Z − Z ′)f2(Z ′)dZ ′.
Now, integrating against the function W(wˆ, ·), we get
Fg((f1 ⊗ α) ⋆ (f2 ⊗ α))(wˆ) = αˆ(λ)2
∫
R2d×R2d
e
i
2
〈λ,σ(Z,Z′)〉W(wˆ, Z)f1(Z − Z ′)f2(Z ′)dZ ′dZ.
Since σ is antisymmetric, a simple change of variable gives
(8) Fg((f1 ⊗ α) ⋆ (f2 ⊗ α))(wˆ) = αˆ(λ)2
∫
R2d×R2d
e
i
2
〈λ,σ(Z,Z′)〉W(wˆ, Z + Z ′)f1(Z)f2(Z ′)dZ ′dZ.
Let us now compute the Fourier transform in a different way. Applying formula (15) in the
Appendix, we have
Fg((f1 ⊗ α) ⋆ (f2 ⊗ α))(wˆ) = (Fg(f1 ⊗ α) · Fg(f2 ⊗ α))(wˆ).
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Expanding out the operator product and parametrizing it by g˜E , we get, for (n,m, λ) ∈ N2d×Λ˜,
(Fg(f1 ⊗ α) · Fg(f2 ⊗ α))(n,m, λ) =
∑
ℓ∈Nd
Fg(f1 ⊗ α)(n, ℓ, λ)Fg(f2 ⊗ α)(ℓ,m, λ).
Extending the definition of the Fourier transform by setting
Fg(f1 ⊗ α)(n, ℓ, λ) = Fg(f2 ⊗ α)(ℓ,m, λ) = 0
whenever a component of ℓ is strictly negative, we also have
(Fg(f1 ⊗ α) · Fg(f2 ⊗ α))(n,m, λ) =
∑
ℓ∈Zd
Fg(f1 ⊗ α)(n, ℓ, λ)Fg(f2 ⊗ α)(ℓ,m, λ).
Reverting to a parametrization by g˜, we get, for (a, b, λ) ∈ g˜,
(Fg(f1 ⊗ α) · Fg(f2 ⊗ α))(a, b, λ) =∑
b′∈Zd
Fg(f1 ⊗ α)(a− η(λ) · b′, b− b′, λ)Fg(f2 ⊗ α)(a+ η(λ) · (b− b′), b′, λ).
Now, by definition of the Fourier transform Fg, the general term of the above sum equals
αˆ(λ)2
∫
R2d×R2d
W(a− η(λ) · b′, b− b′, λ, Z)W(a+ η(λ) · (b− b′), b′, λ, Z ′)f1(Z)f2(Z ′)dZdZ ′.
Furthermore, since g1 and g2 lie in S(R2d), we may exchange the integral on R2d×R2d with the
sum on Zd to get
(9) (Fg(f1 ⊗ α) · Fg(f2 ⊗ α))(a, b, λ) =
αˆ(λ)2
∫
R2d×R2d
∑
ℓ∈Zd
W(a−η(λ) · b′, b− b′, λ, Z)W(a+η(λ) · (b− b′), b′, λ, Z ′)f1(Z)f2(Z ′)dZdZ ′.
Having equality between the right-hand sides of (8) and (9) for any f1, f2, α in their respective
Schwartz classes, the lemma follows, up to a complex conjugation on both sides. 
We may now prove Identity (7).
Proof of Identity (7). Since W writes as a tensor product in the basis (x1, . . . , xd, y1, . . . , yd),
Lemma 5 gives, looking at the variables (aj , bj , xj , yj) ∈ R+ × Z× R2,
e−
i
2
ηj(λ)xjy′jWj(aj , bj , λ, xj + x′j, yj + y′j) =∑
b′j∈Z
Wj(aj − ηj(λ)b′j , bj − b′j, λ, xj , yj)Wj(aj + ηj(λ)(bj − b′j), b′j , λ, x′j , y′j).
Then, if λ→ λ0 ∈ η−1j ({0}), we obtain as desired
K(aj , xj + x′j, yj + y′j, bj) =
∑
b′j∈Z
K(aj , xj , yj , bj − b′j)K(aj , x′j , y′j , b′j).

Identity (8) is much more intricate to prove and requires several intermediate steps. We begin
with a lemma describing the effect of a multiplication operator on the kernel W. To this end,
define the operator ∆ˆj as follows. For θ ∈ C(g˜) and wˆj = (aj , bj , λ) ∈ gj(λ)× Λ˜,
(−∆ˆjθ)(wˆj) := ηj(λ)−2 (2 (aj + ηj(λ)) θ(wˆj)
−
(√
a2j − ηj(λ)2b2j
)
θ(wˆ−j )−
(√
(aj + 2ηj(λ))2 − ηj(λ)2b2j
)
θ(wˆ+j )),
where
wˆ±j := (aj ± 2ηj(λ), bj , λ).
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Lemma 6. For wˆj = (aj , bj , λ) ∈ gj(λ)× Λ˜ and Zj = (xj, yj) ∈ R2, we have
|Zj |2Wj(wˆj , Zj) = (−∆ˆjWj)(wˆj , Zj).
Proof. We temporarily parametrize the space g˜ by g˜E . Let us denote
nj :=
ηj(λ)
−1aj − bj
2
,
mj :=
ηj(λ)
−1aj + bj
2
.
From the obvious identity
y2j e
iηj (λ)ξjyj = −ηj(λ)−2
(
eiηj(λ)yj ·
)′′
(ξj)
and integration by parts, we first have
|Zj |2Wj(wˆj , Zj) =
ηj(λ)
−2
∫
R
eiηj(λ)ξjyj
(
− d
2
dξ2j
+ ηj(λ)
2x2j
)(
Hmj ,ηj(λ)
(
ξj +
xj
2
)
Hnj ,ηj(λ)
(
ξj − xj
2
))
dξj.
Writing
x2j =
(
ξj +
xj
2
)2
+
(
ξj − xj
2
)2
− 2
(
ξj +
xj
2
)(
ξj +
xj
2
)
,
we get, thanks to Equation (14),(
− d
2
dξ2j
+ ηj(λ)
2x2j
)(
Hmj ,ηj(λ)
(
ξj +
xj
2
)
Hnj,ηj(λ)
(
ξj − xj
2
))
= 2ηj(λ)(nj +mj + 1)Hmj ,ηj(λ)
(
ξj +
xj
2
)
Hnj ,ηj(λ)
(
ξj − xj
2
)
− 2
(
MjHmj ,ηj(λ)
)(
ξj +
xj
2
)(
MjHnj ,ηj(λ)
)(
ξj − xj
2
)
− 2
(
Hmj ,ηj(λ)
)′ (
ξj +
xj
2
)(
Hnj ,ηj(λ)
)′ (
ξj − xj
2
)
.
Using Equations (12) and (13) yields
ηj(λ)
−1
(
− d
2
dξ2j
+ ηj(λ)
2x2j
)(
Hmj ,ηj(λ)
(
ξj +
xj
2
)
Hnj ,ηj(λ)
(
ξj − xj
2
))
= 2(nj +mj + 1)Hmj ,ηj(λ)
(
ξj +
xj
2
)
Hnj ,ηj(λ)
(
ξj − xj
2
)
− 2√njmjHmj−1,ηj(λ)
(
ξj +
xj
2
)
Hnj−1,ηj(λ)
(
ξj − xj
2
)
− 2
√
(nj + 1)(mj + 1)Hmj+1,ηj(λ)
(
ξj +
xj
2
)
Hnj+1,ηj(λ)
(
ξj − xj
2
)
.
The result follows by reverting to the variables (aj , bj , λ). 
The next lemma describes the behaviour of the operator −∆ˆ as ηj(λ)→ 0.
Lemma 7. Let θ : R∗+ × Z → R be a C2 function of its first argument. Then, as λ→ λ0 ∈ Λ0
with ηj(λ0) = 0, we have, for (aj , bj) ∈ R∗+ × Z,
(−∆ˆjθ)(aj , bj) −→ (−∆ˆ0jθ)(aj , bj) := −4aj∂2ajajθ(aj, bj)− 4∂ajθ(aj, bj) +
b2j
aj
θ(aj, bj).
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Proof. Since −∆ˆj looks like a finite difference operator, it seems only natural to perform Taylor
expansions for θ around wˆj when ηj(λ) is small. At second order in the parameter ηj(λ), we
have
θ(aj + 2ηj(λ), bj) = θ(aj, bj) + 2ηj(λ)∂ajθ(aj, bj) +
1
2
(2ηj(λ))
2∂2ajajθ(aj , bj) + o(ηj(λ)
2),
θ(aj − 2ηj(λ), bj) = θ(aj, bj)− 2ηj(λ)∂ajθ(aj, bj) +
1
2
(2ηj(λ))
2∂2ajajθ(aj , bj) + o(ηj(λ)
2),
√
a2j − ηj(λ)2b2j = aj −
1
2
ηj(λ)
2b2j
aj
+ o(ηj(λ)
2),
√
(aj + 2ηj(λ))2 − ηj(λ)2b2j = aj + 2ηj(λ)−
1
2
ηj(λ)
2b2j
aj
+ o(ηj(λ)
2).
Plugging these equalities in the definition of −∆ˆj gives the result. 
We now have the required tools to prove the last Identity of Proposition 5.
Proof of Identity (8). To circumvent the difficulty of a discrete-to-continuous limit, we argue by
duality. Let λ0 ∈ Λ0 with ηj(λ0) = 0. Let ψ : R∗+ → R be smooth and compactly supported.
For bj ∈ Z, λ ∈ Λ˜ and Zj ∈ R2, let
Aj(bj , λ, Zj) :=
∫
R+
Wj(aj , bj , λ, Zj)ψ(aj)dµλj,bj (aj).
Thanks to Lemma 6, we have
|Zj |2Aj(bj , λ, Zj) =
∫
R+
(−∆ˆjWj)(aj , bj , λ, Zj)ψ(aj)dµλj,bj (aj).
Denoting by t∆ˆj and
t∆ˆ0j the adjoints of ∆ˆj and ∆ˆ
0
j respectively for the L
2 inner product, we
get
|Zj |2Aj(bj , λ, Zj) =
∫
R+
Wj(aj , bj , λ, Zj)(−t∆ˆjψ)(aj)dµλj,bj(aj).
As an immediate corollary of Lemma 7, for smooth θ : R∗+ → R with compact support, we have
the convergence
t∆ˆjθ → t∆ˆ0jθ in C0(R∗+,R)
as λ→ λ0. Hence, applying this convergence to ψ gives, as λ→ λ0,∫
R+
Wj(aj , bj , λ, Zj)(−t∆ˆjψ)(aj)dµλj,bj(aj) −→
∫
R+
Wj(aj , bj , λ0, Zj)(−t∆ˆ0jψ)(aj)daj .
By definition of −t∆ˆ0j , we get, as λ→ λ0,
|Zj |2Aj(bj , λ, Zj) −→
∫
R+
(−∆ˆ0jK)(aj , bj , λ0, Zj)ψ(aj)daj .
On the other hand, recalling the definition of Aj yields
|Zj |2Aj(bj, λ, Zj) −→
∫
R+
|Zj|2K(aj , bj , λ0, Zj)ψ(aj)daj .
Since the reasoning above applies to all smooth and compactly supported ψ : R∗+ → R, the last
Identity is proved. 
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6.2. Another expression for K. The form of Identity (7), of convolution type, motivates us
to look at the Fourier synthesis of K in its last variable. For (a, x, y, z) ∈ R+ × R3, let
K˜(a, x, y, z) :=
∑
bj∈Z
K(a, x, y, bj)eibjz.
The function K˜ is well defined, since for any (a, x, y) in a bounded set B and any N ∈ N, we
have
sup
bj∈Z
sup
(a,x,y)∈B
(1 + |bj |N )|K(a, x, y, bj)| <∞.
Applying Identity (7) to K˜ gives, for (a, x, y, z) ∈ R+ × R3,
K˜(a, x+ x′, y + y′, z) = K˜(a, x, y, z)K˜(a, x′, y′, z).
From the definition of K˜ and Identity (1), we infer
K˜(a, 0, z) =
∑
bj∈Z
δ0,bje
ibjz ≡ 1.
Hence, for each (a, z) ∈ R+ × R, the function (x, y) 7→ K˜(a, x, y, z) is a non trivial, continuous
group morphism from R2 to R. From the equality
K˜(a,−x,−y, z) = K˜(a, x, y, z),
which stems from Identities (2)− (4), this function is also a character of R2. Thus, there exists
a function Φ : R+ × R→ R2 such that, for any (a, x, y, z) ∈ R+ × R3, we have
K˜(a, x, y, z) = ei〈(x,y),Φ(a,z)〉.
Since K is smooth in all variables and rapidly decaying in bj, the equality
Φ(a, z) = K˜(a, x, y, z)∇x,yK˜(a, x, y, z)
entails the smoothness of Φ in (a, z). Thus, Identity (6) applied to K˜ implies, viewing R2 as C,
∂zΦ(a, z) = iΦ(a, z).
Solving this differential equation leads to
Φ(a, z) = eizΦ(a, 0).
Thanks to Identity (5), we get
|Φ(a, z)| = √a.
Hence, there exists a map φ : R+ → T such that, for any (a, z) in R+ × R,
Φ(a, z) =
√
aeizφ(a).
We now transfer the information given by Identity (8) on K˜ to find an equation on φ. For
(a, x, y, z) ∈ R+ × R3, we have
(|x|2 + |y|2)K˜(a, x, y, z) + 4a∂aaK˜(a, x, y, z) + 4∂aK˜(a, x, y, z) + 1
a
∂2zzK˜(a, x, y, z) = 0.
To keep as few terms as possible, we divide the above equation by K˜ and look at the imaginary
part. We have
ℑ
(
4∂aK˜(a, x, y, z)
K˜(a, x, y, z)
)
= 4
(〈(x, y), eizφ(a)〉
2
√
a
+
√
a〈(x, y), eizφ′(a)〉
)
,
ℑ
(
4a∂aaK˜(a, x, y, z)
K˜(a, x, y, z)
)
= 4a
(
−〈(x, y), e
izφ(a)〉
4a
3
2
+ 2
〈(x, y), eizφ′(a)〉
2
√
a
+
√
a〈(x, y), eizφ′′(a)〉
)
,
ℑ
(
∂zzK˜(a, x, y, z)
aK˜(a, x, y, z)
)
= − 1√
a
〈(x, y), eizφ(a)〉.
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Gathering and simplifying these equalities yields
aφ′′(a) + 2φ′(a) = 0.
Hence, there exist two constants C1, C2 ∈ C such that, for all a > 0,
φ(a) = C1 ln a+ C2.
As φ takes its values in unit circle, it is in particular bounded, which forces C1 to vanish. Hence,
φ is actually constant and there exists z0 ∈ R such that φ(a) ≡ eiz0 for all a ∈ R+. To compute
the value of z0, we recall that Identity (2) implies that for all (a, x, y, z) ∈ R+ × R3,
K˜(a, x,−y, z) = K˜(a, x, y,−z).
Hence, for all (a, x, y, z) ∈ R+ × R3,
e
√
ai(x cos(z+z0)−y sin(z+z0)) = e−
√
ai(x cos(−z+z0)+y sin(−z+z0)) = e−
√
ai(x cos(z−z0)−y sin(z−z0)).
This is only possible if
z0 ≡ π
2
[π].
Thus, there exists δ ∈ {±1} such that for all (a, x, y, z) ∈ R+ × R3,
K˜(a, x, y, z) = eδ
√
ai(x sin z−y cos z).
Finally, using the definition of K˜ for small y > 0 and z = x = 0 gives
K˜(a, 0, y, 0) =
∑
bj∈Z
K(a, 0, y, bj) =
∑
bj∈Z
∑
ℓ1∈N
(a
4
) ℓ1
2
Fℓ1,0(bj)
(iy)ℓ1
ℓ1!
= 1 +
√
aiy +O(y2).
On the other hand, the form of K˜ entails, again for y > 0 small,
K˜(a, 0, y, 0) = e−δ
√
aiy = 1− δ√aiy +O(y2)
and δ = −1. Owing to Fourier inversion for periodic functions on the real line, we have, for all
(a, x, y, bj) ∈ R+ × R2 × Z,
K(a, x, y, bj) = 1
2π
∫ π
−π
e−
√
ai(x sin z−y cos z)eibjzdz.
Appendix A. Standard computations on the Hermite functions.
In this appendix, we recall the definition of the Hermite functions along with their most
useful properties. The computations may be found e.g. in [12]. For x ∈ Rd, the first Hermite
function H0 is defined by
H0(x) := π
− d
4 e−
|x|2
2 .
Let Mj be the multiplication operator with respect to the j-th variable, defined for f : R → R
and x ∈ Rd by
(Mjf)(x) := xjf(x).
Defining the creation operator Cj by
Cj := −∂j +Mj,
the Hermite functions family is defined, for n = (n1, . . . , nd) ∈ Ndn by
Hn :=
1√
2|n|n!
CnH0,
where, as usual,
Cn :=
d∏
j=1
C
nj
j
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and
|n| :=
d∑
j=1
nj , n! :=
d∏
j=1
nj !.
We also define the annihilation operator Aj by
Aj := ∂j +Mj
and notice that Aj is the (formal) adjoint of Cj for the usual inner product on L
2(Rd). It is
a standard fact that the family (Hn)n∈Nd is an orthonormal basis of L2(Rd) and in particular
that for any (n,m) ∈ N2d,
(Hn|Hm)L2(Rd) :=
∫
Rd
Hn(x)Hm(x)dx =
{
1 if n = m,
0 otherwise.
Furthermore, the very definition of the Hermite functions entails that for any n ∈ Nd and
1 ≤ j ≤ d, there holds
(10) CjHn =
√
2(nj + 1)Hn+δj
and by duality, we get
(11) AjHn =
√
2njHn−δj ,
where n± δj := (n1, . . . , nj ± 1, . . . , nd). Adding and subtracting these two equalities gives, for
n ∈ Nd and 1 ≤ j ≤ d,
(12) MjHn =
√
2
2
(
√
njHn−δj +
√
nj + 1Hn−δj )
(13) AjHn =
√
2
2
(
√
njHn−δj −
√
nj + 1Hn−δj).
Also, combining the action of Cj and Aj gives, for n ∈ Nd and 1 ≤ j ≤ d,
−∆osc,jHn := (−∂2j +M2j )Hn = (CjAj + Id)Hn = (2nj + 1)Hn.
Now, if η = (η1, . . . , ηd) ∈ (R∗+)d and n ∈ Nd, we define the rescaled Hermite function Hn,η by
Hn,η := |η|
d
4Hn(|η|
d
4 ·).
These functions satisfy identities similar to those of the usual Hermite functions. In particular,
they also form an orthonormal basis of L2(Rd) and for n ∈ Nd, η = (η1, . . . , ηd) ∈ (R∗+)d, we
have
(14) (−∂2j + η2jM2j )Hn,η = ηj(2nj + 1)Hn,η.
We also state and prove here a technical lemma on the growth of the L2 norms of Hermite
functions to which multiple derivatives or multiplication operators are applied.
Lemma 8. For n, ℓ ∈ N, we have
‖H(ℓ)n ‖L2(R) ≤ (2n+ 2ℓ)
ℓ
2
and
‖M ℓHn‖L2(R) ≤ (2n+ 2ℓ)
ℓ
2 .
Proof. The proof is a simple induction on ℓ ∈ N. For ℓ = 0 both inequalities are obvious, for the
Hermite functions are an orthonormal family of L2(R). Given ℓ ∈ N, assume the inequalities to
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be true for ℓ and all n ∈ N. Owing to Equation (12) and the induction assumption, we have,
for n ∈ N,
‖M ℓ+1Hn‖L2(R) ≤
1√
2
(√
n‖M ℓHn−1‖L2(R) +
√
n+ 1‖M ℓHn+1‖L2(R)
)
≤ 1√
2
(√
n(2n+ 2ℓ− 2) ℓ2 +√n+ 1(2n + 2ℓ+ 2) ℓ2
)
≤ 1√
2
(√
n+ ℓ+ 1(2n + 2ℓ+ 2)
ℓ
2 +
√
n+ ℓ+ 1(2n+ 2ℓ+ 2)
ℓ
2
)
= (2n + 2(ℓ+ 1))
ℓ+1
2 .
Thr proof for multiple applications of the derivative is similar.

Appendix B. The representation-theoretic Fourier transform.
We collect here some standard results about the Fourier transform as defined through unitary
irreducible reprentations. We refer the reader to [2], [3], [4], [5], [6], [7], [8], [9], [11], [13], [14],
[15] and [16] for further details. We begin with a familiar continuity statement on L1(Rd).
Theorem 2. The Fourier transformation is continuous in all its variables, in the following
sense.
• For any λ ∈ Λ˜ and ν ∈ Rt, the map
Fg(·)(λ, ν) : L1(Rd) −→ L(L2(Rd))
is linear and continuous, with norm bounded by 1.
• For any u ∈ L2(Rd) and f ∈ L1(Rd), the map
Fg(f)(·, ·)(u) : Λ˜× Rt −→ L2(Rd)
is continuous.
We continue with the analogues of the Plancherel and inversion formula in L2(Rd). Let
‖ · ‖HS(L2(Rd))
be the usual Hilbert-Schmidt norm on operators acting on L2(Rd) and
Pf(λ) :=
d∏
j=1
ηj(λ)
be the (absolute value of the) pfaffian of the matrix U (λ). With these notations, the Fourier
transform Fg(·) extends, up to a multiplicative constant, to an isometry from L2(Rd) to the
two-parameter families
(A(λ, ν))
(λ,ν)∈Λ˜×Rt
of Hilbert-Schmidt operators, endowed with the norm
‖A‖ :=
(∫
Λ˜×Rt
‖A(λ, ν)‖2
HS(L2(Rd))Pf(λ)dλdν
) 1
2
.
More precisely, we have the following theorem.
Theorem 3. There exists some constant κ > 0 depending only on the choice of the group such
that, for any f ∈ L2(Rd), there holds∫
Rn
|f(w)|2dw = κ
∫
Λ˜×Rt
‖Fg(f)(λ, ν)‖2HS(L2(Rd))Pf(λ)dλdν.
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On the Heisenberg group Hd, the pfaffian is simply Pf(λ) = |λ|d and the value of κ is known,
namely
κ(Hd) =
2d−1
πd+1
.
In this context, the inversion formula reads, for f ∈ L1(Rd) and almost every w ∈ Rn,
f(w) = κ
∫
Λ˜×Rp
tr((uλ,νw )
∗Fg(f)(λ, ν))Pf(λ)dλdν,
with the same constant κ > 0. Finally, the Fourier transform exchanges as usual convolution
and product, in the following sense. The convolution operator ∗ : L1(Rd) × L1(Rd) → L1(Rd)
is defined as follows. For any f1, f2 ∈ L1(Rd) and (Z, s) ∈ Rn,
(f1 ∗ f2)(Z, s) :=
∫
Rn
f1((Z, s) · (−Z ′,−s′))f2(Z ′, s′)dZ ′ds′.
The convolution-product intertwining through the Fourier transform may now be stated.
Theorem 4. For any f1, f2 ∈ L1(Rd) and (λ, ν) ∈ Λ˜×Rt, we have, denoting by · the operator
composition on L(L2(Rd)),
(15) Fg(f1 ∗ f2)(λ, ν) = Fg(f1)(λ, ν) · Fg(f2)(λ, ν).
Finally, as in the classical commutative theory, the Fourier transform allows us to diagonalize
the action of the subelliptic laplacian on g, whose definition we recall. If V := (V1, . . . , Vm) is
an orthonormal family such that V ∪ {∂sk , 1 ≤ k ≤ p} is a basis of g, the subelliptic laplacian
with respect to the family V is, by definition,
∆g :=
m∑
j=1
V 2j .
One may prove that this definition is independant of V provided it satisfies the two stated
conditions. For λ ∈ Λ˜, f ∈ C∞(Rd) and x ∈ Rd, define also the rescaled harmonic oscillator
(−∆osc,η(λ)f)(x) := (−∆+ |η(λ) · x|2)f(x).
Above, ∆ is the standard laplacian acting on smooth functions on Rd. We may know state how
the Fourier transform diagonalizes the action of the laplacian.
Theorem 5. Let f ∈ C∞c (Rn). Let (λ, ν) ∈ Λ˜× Rt. Then, for u ∈ C∞c (Rd), there holds
Fg(−∆gf)(λ, ν)(u) = Fg(f)(λ, ν)
(−∆
osc,η(λ)u+ |ν|2u
)
.
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