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Abstract
Functional bases of second-order differential invariants of the Euclid, Poincare´, Galilei, con-
formal, and projective algebras are constructed. The results obtained allow us to describe
new classes of nonlinear many-dimensional invariant equations.
Introduction
The concept of the invariant is widely used in various domains of mathematics. In this
paper, we investigate the differential invariants within the framework of symmetry analysis of
differential equations.
Differential invariants and construction of invariant equations were considered by S. Lie [1]
and his followers [2, 3]. Tresse [2] had proved the theorem on the existence and finiteness of a
functional basis of differential invariants. However, there exist quite a few papers devoted to the
construction in explicit form of differential invariants for specific groups involved in mechanics
and mathematical physics.
Knowledge of differential invariants of a certain algebra or group facilitates classification of
equations invariant with respect to this algebra or group. There are also some general meth-
ods for the investigation of differential equations which need tide explicit form of differential
invariants for these equations’ symmetry groups (see e.g. [3, 4]).
A brief review of our investigation of second-order differential invariants for the Poincare´
and Galilei groups is given in [5, 6]. Our results on functional bases of differential invariants
are founded on the Lemma about functionally independent warrants for the proper orthogonal
group and two n-dimensional symmetric tensors of the order 2.
We should like to stress that we consider functionally independent invariants of but not
irreducible ones, as in the classical theory of invariants.
Bases of irreducible invariants for the group O(3) and three-dimensional symmetric tensors
and vectors are adduced in [7].
The definitions of differential invariants differ in various domains of mathematics, e.g. in
differential geometry and symmetry analysis of differential equations. Thus, we believe that
some preliminary notes are necessary, though these formulae and definitions can be found in [8,
9, 10].
We deal with Lie algebras consisting of the infinitesimal operators
X = ξi(x, u)∂xi + η
r(x, u)∂ur . (0.1)
Here x = (x1, x2, . . . , xn), u = (u1, . . . , um). We usually mean the summation over the
repeating indices.
Definition 1. The function
F = F (x, u, u
1
, . . . , u
l
),
1Acta Appl. Math., 1992, 28, 69–92; some misprints were corrected.
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where u
k
is the set of all kth-order partial derivatives of the function u is called a differential
invariant for the Lie algebra L with basis elements Xi of the form (0.1) (L = 〈Xi〉) if it is an
invariant of the l-th prolongation of this algebra:
l
XsF (x, u, u
1
, . . . , u
l
) = λs(x, u, u
1
, . . . , u
l
)F, (0.2)
where the λs are some functions; when λi = 0, F is called an absolute invariant; when λi 6= 0,
it is a relative invariant.
Further, we deal mostly with absolute differential invariants and when writing ‘differential
invariant’ we mean ‘absolute differential invariant’.
Definition 2. A maximal set of functionally independent invariants of order r ≤ l of the Lie
algebra L is called a functional basis of the lth-order differential invariants for the algebra L.
We consider invariants of order 1 and 2 and need the first and second prolongations of the
operator X (0.1) (see, e.g., [8–11])
1
X = X + ηri ∂uri ,
2
X =
1
X +ηrij∂urij
the coefficients ηri and η
r
ij taking the form
ηri = (∂xi + u
s
i∂us)η
r − urk(∂xi + u
s
i∂us)ξ
k,
ηrij = (∂xi + u
s
j∂us + u
s
jk∂usk)η
r
i − u
r
ik(∂xj + u
s
j∂us)ξ
k.
While writing out lists of invariants, we shall use the following designations
ua ≡
∂u
∂xa
, uab ≡
∂2u
∂xa∂xb
,
Sk(uab) ≡ ua1a2ua2a3 · · · uak−1akuaka1 ,
Sjk(uab, vab) ≡ ua1a2 · · · uaj−1ajvajaj+1 · · · vaka1 ,
Rk(ua, uab) ≡ ua1uakua1a2ua2a3 · · · uak−1akuaka1 .
(0.3)
Here and further we mean summation over the repeated indices from 1 to n. In all the lists
of invariants, k takes on the values from 1 to n and j takes the values from 0 to k. We shall not
discern the upper and lower indices with respect to summation: for all Latin indices
xaxa ≡ xax
a ≡ xaxa = x
2
1 + x
2
2 + · · · + x
2
n.
1. Differential invariants for the Euclid algebra
The Euclid algebra AE(n) is defined by basis operators
∂a ≡
∂
∂xa
, Jab = xa∂b − xb∂a. (1.1)
Here and further, the letters a, b, c, d, when used as indices, take on the values from 1 to n,
n being the number of space variables (n ≥ 3).
The algebra AE(n) is an invariance algebra for a wide class of many-dimensional scalar
equations involved in mathematical physics — the Schro¨dinger, heat, d’Alembert equations,
etc.
2
In this section, we shall explain in detail how to construct a functional basis of the second-
order differential invariants for the algebra AE(n). This basis will be further used to find
invariant bases for various algebras containing the Euclid algebra as a subalgebra— the Poincare´,
Galilei, conformal, projective algebras, etc.
1.1. The main results. Let us first formulate the main results of the section in the form
of theorems.
Theorem 1. There is a functional basis of second-order differential invariants for the Euclid
algebra AE(n) with the basis operators (1.1) for the scalar function u = u(x1, . . . , xn) consisting
of these 2n+ 1 invariants
u, Sk(uab), Rk(ua, uab). (1.2)
Theorem 2. The second-order differential invariants of the algebra AE(n) (1.1) for the set of
scalar functions ur, r = 1, . . . ,m, can be represented as functions of the following expressions:
ur, Sjk(u
1
ab, u
r
ab), Rk(u
r
a, u
1
ab). (1.3)
1.2. Proofs of the theorems. Absolute differential invariants are obtained as solutions of
a linear system of first-order partial differential equations (PDE). Thus, the number of elements
of a functional basis is equal to the number of independent integrals of this system. This number
is equal to the difference between the number of variables on which the functions being sought
depend, and the rank of the corresponding system of PDE (in our case, this rank is equal to the
generic rank of the prolonged operator algebra [8, 9].
To prove the fact that N invariants which have been found, F i = F i(x, u, u
1
, . . . , u
l
), form a
functional basis, it is necessary and sufficient to prove the following statements:
(1) the F i are invariants;
(2) the F i are functionally independent;
(3) the set of invariants F i is complete or N is equal to the difference of the number of variables
(x, u, u
1
, . . . , u
l
) and the rank of the system of defining operators.
We seek second-order differential invariants in the form
F = F (x, u, u
1
, u
2
).
It follows from the condition of invariance with respect to translation operators ∂a that F
does not depend on xa; evidently, u is an invariant of the operators (1.1). Thus, it is sufficient
to seek invariants depending on u
1
and u
2
only. The criterion of the absolute invariance (0.1) in
this case has the form
JˆabF (u
1
, u
2
) = 0, (1.4)
where
Jˆab = u
r
a∂urb − u
r
b∂ura + 2(u
r
ac∂urbc − u
r
bc∂urac), (1.5)
the summation over r from 1 to m being implied.
In that way, the problem of finding the second-order differential invariants of the algebra
AE(n) is reduced to the construction of a functional basis for the rotational algebra AO(n) with
the basis operators (1.5) for m vectors and m symmetric tensors of order 2.
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Lemma 1. The rank of the algebra AO(n) is equal to (n(n− 1))/2.
Proof. It is sufficient to prove the lemma for m = 1. The basis of the algebra (1.5) consists
of (n(n − l))/2 operators. According to definition [8], its rank is equal to the generic rank of
the coefficient matrix of these operators. Let us put uab = 0 when a 6= b and write down the
coefficient columns by ∂uab of the operators (1.5):


u11 − u22 0 · · · 0
0 u11 − u33 · · · 0
· · · · · · · · · · · ·
0 0 · · · un−1,n−1 − unn

 . (1.6)
When uaa 6= ubb for a 6= b and all uaa 6= 0, the determinant of the matrix (1.6) does not
vanish, therefore its generic rank (that is, the generic rank the algebra being considered) cannot
be less than (n(n− 1))/2. The lemma is proved.
Lemma 2. The expressions
Sk(uab), Rk(ua, uab) (1.7)
are functionally independent.
Proof. To establish independence of expressions (1.7), it is sufficient to consider the case when
uab = 0 if a 6= b and uaa 6= 0. Let us write down the Jacobian of the invariants
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 · · · 1
2u11 · · · 2unn 0
· · · · · · · · ·
nun−111 · · · nu
n−1
rr
2u1 · · · 2un
· · · · · · · · · · · ·
2u1u
n−1
11 · · · 2unu
n−1
nn
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(1.8)
The Jacobian (1.8) is equal up to a coefficient to the product of two Vandermonde deter-
minants and is not equal to zero if uaa 6= ubb whenever a 6= b. Thus, the expressions (1.7) are
functionally independent.
Proof of Theorem 1. The fact that expressions (1.2) are invariants of AO(n) can be easily
proved by direct substitution of these expressions into the invariance conditions. Nevertheless,
it is useful to note that Sk(uab) are traces of the symmetric matrix (uab) = U and its powers,
Rk(ua, uab) are the scalar products of the vector (ua) = (u1, . . . , un), the matrix U
k−1 and the
vector (ua)
T .
The invariants for the vector (ua) and the symmetric tensor (uab) depend on their (n(n+3))/2
elements. Thus, it follows from Lemma 1 that a functional basis of the algebra AO(n) for (ua)
and (uab) must consist of
n(n+ 3)
2
−
n(n− 1)
2
= 2n
invariants.
Therefore the set (1.7) is a complete set of functionally independent invariants of the form
F = F (u
1
, u
2
) and (1.2) represents a functional basis of the second-order invariants for the algebra
AE(n). The theorem is proved.
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Let us consider the case of two vectors (ua), (va) and two symmetric tensors of the second
order (uab), (vab). The operators of the rotation algebra have the form (1.5), u ≡ u
1, v ≡ u2.
In this case, a functional basis of invariants contains
2
(
n(n− 1)
2
+ 2n
)
−
n(n− 1)
2
=
n(n+ 7)
2
elements for which we take the following expressions
Rk(ua, uab), Rk(va, uab), Sjk(uab, vab). (1.9)
The invariance of expressions (1.9) with respect to the operators (1.5) can be easily proved
by their direct substitution to (1.4). To establish their functional independence, we shall use
the following lemma.
Lemma 3. Let
U = (uab)a,b=1,...,n, V = (vab)a,b=1,...,n
be symmetric matrices. Then the expressions
Sjk(uab, vab) = trU
jV k−j, j = 0, . . . , k; k = 1, . . . , n, (1.10)
are functionally independent.
Proof. To prove Lemma 3, it is sufficient to show that the generic rank of the Jacobi matrix
of expressions (1.10) is equal to (n(n + 3))/2 that is the difference between the number of
independent elements of U and V and the rank of the operators (1.5). We shall limit ourselves
to the case when uab = 0 if a 6= b. Then equations (1.10) depend on (n(n+ 3))/2 variables and
their independence is equivalent to the nonvanishing of the Jacobian.
Let us write down the elements of the Jacobian which are needed for further reasoning
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 · · · 1
2u11 · · · 2un 0
· · · · · · · · ·
nun−111 · · · nu
n−1
nn
1 0 · · · 0 1 · · · 1
· · · 2v11 4v12 · · · 4v1n 2v22 · · · 2vnn
· · ·
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
. (1.11)
Since in the first n rows all the elements besides the first n columns are equal to j zero, the
Jacobian (1.11) is equal to the product of the Jacobian of the elements trUk, k = 1, . . . , n, and
the Jacobian of all other elements. According to Lemma 2, the expressions trUk, k = 1, . . . , n,
are independent and their Jacobian is not equal to zero; thus, it remains to show the nonvanishing
of the Jacobian and the functional independence only for the elements
trU jV k−j, j = 0, . . . , k − 1; k = 1, . . . , n.
It follows from (1.11) that it is sufficient to show the nonvanishing of this Jacobian without
the (n+1)th rows and columns. Thus, to prove the lemma it is enough to show that the following
expressions are independent
trU jV k−jV, j = 0, . . . , k; k = 1, . . . , n − 1. (1.12)
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The above reasoning allows us to make use of the principle of mathematical induction.
When n = 1, u11 and v11 are independent and the lemma is true. Let us suppose that it is
true for n− 1 and then prove from this that it is valid for n. Let the expressions
trU jV k−j, j = 0, . . . , k; k = 1, . . . , n − 1, (1.13)
where U , V are symmetric (n−1)× (n−1) matrices and are independent. Then, we shall prove
the independence of (1.12) for the same matrices. The sets (1.12) and (1.13) coincide with the
exception of the following subsets
trU jV n−j, j = 0, . . . , n− 1 (1.14)
belong only to (1.12) and
trU j , j = 1, . . . , n− 1 (1.15)
belong only to (1.13).
The assumption of validity of the lemma for n − 1 means that for two symmetric tensors
of order 2, the set (1.13) is a functional basis of invariants of the rotation algebra. Thus, all
the invariants of this algebra can be represented as functions of (1.13). To prove the functional
independence of (1.12), it is sufficient to prove the nondegeneracy of the Jacobi matrix of the
functions expressing the invariants (1.12) with (1.13). This matrix has the form

1 0
1 · · ·
. . .
0 1
W
0
∂(trUjV n−j)
∂(trUj)


, (1.16)
W being the derivative by tr V of the expression
trV n = F (trV k, k = 1, . . . , n − 1).
(We know that from the Hamilton–Cayley theorem); W 6= 0.
We have only to prove the nonvanishing of the Jacobian of the expressions
tr (U jV n−j) = F (trUk, k = 1, . . . , n− 1, . . .). (1.17)
When V = E, the corresponding quadrant of the matrix (1.16) is the unit matrix and its
determinant does not vanish identically. This fact proves the nondegeneracy of the matrix
(1.16). The expressions (1.17) can be obtained from the Hamilton–Cayley theorem. They are
polynomials and, thus, continuous functions of their arguments.
Functional independence of the expressions (1.12) for (n− 1)× (n− 1) matrices implies their
independence for n × n matrices. From the above, it follows that the expressions (1.10) are
independent, thus Lemma 3 is proved.
Proof of Theorem 2. It is easy to see from the structure of the set (1.3) that the invariants
involving (u1a), . . . , (u
m
a ), (u
2
ab), . . . , (u
m
ab) depend on the components of (u
1
ab) and of the corre-
sponding vector or tensor, thus it is sufficient to prove the functions independence of each of the
following sets:
Rk(u
r
a, u
1
ab) for every r = 1, . . . ,m;
Sjk(u
1
ab, u
r
ab) for every r = 2, . . . ,m;
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Functional independence of each set of Rk(u
r
a, u
1
ab) can be proved similarly to the proof of
Lemma 2. The functional independence of the set Sjk(u
1
ab, u
r
ab) easily follows from Lemma 3, u
r
are evidently independent of other elements of (1.3).
To make sure that expressions (1.3) are invariants of AO(n), it is sufficient to substitute them
into the condition (1.4).
The set (1.3) consists of
2mn+m+ (m− 1)
n(n − 1)
2
= m
(
n(n+ 1)
2
+ n+ 1
)
−
n(n− 1)
2
elements and, thus, it is complete.
So we have proved that this set forms a basis of invariants for the algebra AE(n) (1.1).
1.3. Bases of invariants for the extended Euclid algebra and for the conformal
algebra. The extended Euclid algebra AE1(n) for one scalar function is defined by the basis
operators ∂a, Jab (1.1) and D depending on a parameter λ:
D = xa∂a + λu∂u (∂u = ∂/∂u). (1.18)
The basis of the conformal algebra AC(n) consists of the operators ∂a, Jab (1.1) and D (1.18)
and
Ka = 2xaD − xaxb∂a. (1.19)
Theorem 3. There is a functional basis for the extended Euclid algebra that has the following
form
(1) when λ 6= 0:
Rk(ua, uab)
uk(1−2/λ)+1
,
Sk(uab)
uk(1−2/λ)
; (1.20)
(2) when λ = 0:
u,
Rk(ua, uab)
(uaa)k
,
Sk(uab)
(uaa)k
(k 6= 1); (1.21)
a functional basis for the conformal algebra has the following form:
(1) when λ 6= 0:
Sk(θab)u
k(2/λ−1); (1.22)
(2) when λ = 0:
u, Sk(wab)(uaua)
−2k (k 6= n), (1.23)
where
θab = λuab + (1− λ)
uaub
u − δab
ucuc
2u ,
wab = ucuc
(
uab +
δab
2−nudd
)
− uc(uaubc + ubuac),
(1.24)
δab being the Kronecker symbol.
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Proof. To find absolute differential invariants of the algebra AE1(n), it is necessary to add to
(1.4) the following condition
2
DF ≡ xaFxa + λuFu + (λ− 1)uaFua + (λ− 2)uabFuab = 0. (1.25)
Solving equation (1.25) for
F = F (u,Rk(ua, uab), Sk(uab)),
we obtain functional bases (1.20), (1.21) for the extended Euclid algebra.
The second-order differential invariants of the algebra AC(n) are defined by the conditions
(1.4), (1.25) and
ka
2
KaF = 0, (1.26)
where ka are arbitrary real numbers,
2
Ka are the second prolongations of the operators Ka (1.19):
2
Ka = 2xa
2
D + xb
2
Jab + 2λ[u∂ua + 2ub∂uab ] + 2ua∂ucc − 4ub∂uab .
Solving this system for an arbitrary n requires a lot of cumbersome computations. It is simpler
to construct conformally covariant tensors from u, ua, uab and then to construct invariants of
the rotation algebra.
Definition 3. Tensors θa and θab of order 1 and 2 are called covariant with respect to some
algebra L = 〈Jab,Xi〉 if
Xiθa = σ
i
abθb + σ
iθa,
Xiθab = ρ
i
abθcb + ρ
i
bcθac + ρ
iθab,
(1.27)
Xi are operators of the form (0.1), ρ
i, σi are some functions, σiab, ρ
i
ab are some skew-symmetric
tensors.
It is easy to show that the expressions Sk(θab), Rk(θa, θab), where θa, θab are tensors covariant
with respect to the algebra L are relative invariants of this algebra.
The fact that θab and wab (1.24) are covariant with respect to the conformal algebra AC(n)
can be verified by direct substitution of these tensors into the conditions (1.27) for the operators
2
D and
2
Ka.
The rank of the second prolongation of the algebra AC(n) is equal to the number of its
operators
n(n− 1)
2
+ n+ n+ 1 =
n(n+ 3)
2
+ 1
and, therefore, a functional basis of second-order differential invariants must contain n invariants.
Functional independence of the expressions (1.22) follows from Lemma 2 if we notice that
the transformation uab → θab is nondegenerated. The same is true for the set (1.23).
The expressions (1.22) and (1.23) satisfy (1.25) and (1.26) for the corresponding λ and they
are invariants of the conformal algebra.
All that is stated above leads to the conclusion that (1.22) and (1.23) form functional bases
for the conformal algebra AC(n) with λ 6= 0 and λ = 0, respectively.
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Note 1. Using condition (1.26), it is easy to show that when λ 6= 0 covariant tensors exist for
AC(n) of order 2 only; when λ = 0, the tensors wab (l.24) and ua are conformally covariant but
Sk(wab) and Rk(ua, wab) are dependent.
Theorem 4. The second-order differential invariants for a vector function u = (u1, . . . , um)
and for the algebra AE1(n) = 〈∂a, Jab,D〉, the operator D having the form
D = xa∂a + λu
r∂ur (1.28)
with a summation over r from 1 to m, can be represented as the functions of the following
expressions:
(1) when λ 6= 0:
ur
u1
(r = 2, . . . ,m),
Sjk(u
1
ab, u
r
ab)
(u1)k(1−2/λ)
,
Rk(u
r
a, u
1
ab)
(u1)k(1−2/λ)+1
;
(2) when λ = 0:
ur, Rk(u
r
a, u
1
ab)(u
1
aa)
−k, Sjk(u
1
ab, u
r
ab)(u
1
aa)
−k
(when r = 1 then k 6= 1);
the corresponding basis for the conformal algebra AC(n) = 〈∂a, Jab,D,Ka〉 (Ka = 2xaD −
xbxb∂a) has the following form:
(1) when λ 6= 0:
Sjk(θ
r
ab, θ
1
ab)(u
1)k(2/λ−1), u
r
u1 ,
Rk(θ
r
a, θ
1
ab)
k(2/λ−1)−1 (r = 2, . . . ,m);
(1.29a)
(2) when λ = 0:
ur (r = 1, . . . ,m), (u1du
1
d)
−2kSjk(w
1
ab, w
r
ab),
(u1du
1
d)
1−2kRk(u
r
a, w
1
ab) (r = 2, . . . ,m)
(1.29b)
(for the set of invariants (u1du
1
d)
−2kSk(wab), k does not take the value n); the tensors θ
r
ab, w
r
ab
are constructed similarly to (1.24) and
θra =
ura
ur
−
u1a
u1
.
Theorem 4 is proved similarly to Theorem 3.
Functional independence of the sets of invariants follows from Lemma 2 and 3 taking into
account the fact that transformations urab → θ
r
ab, u
r
ab → w
r
ab (r = 1, . . . ,m) and u
r
a → θ
r
a
(r = 2, . . . ,m) are nondegenerate.
1.4. Differential invariants of the rotation algebra. The rotation algebra is defined by
the basis operators Jab (1.1).
The second-order invariants of this algebra for m scalar functions ur are constructed with xa,
ur, ura, w
r
ab similarly to invariants of the Euclid algebra.
Theorem 5. There is a functional basis of the second-order differential invariants for the
algebra AO(n) that has the form
ur, Sjk(u
1
ab, u
r
ab), Rk(u
r
a, u
1
ab), Rk(xa, u
1
ab), r = 1, . . . ,m;
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the corresponding basis of invariants for the algebra 〈Jab,D〉, where D is defined by (1.28),
consists of the expressions
ur
u1 (r = 2, . . . ,m),
Sjk(u
1
ab,u
r
ab)
(u1)k(1−2/λ)
, Rk(u
r
a, u
1
ab)(u
1)2k/λ−1−k,
Rk(xa, u
1
ab)(u
1)2/λ(k−2)−k+1, when λ 6= 0;
ur, Rk(u
r
a, u
1
ab)(u
1
aa)
−k, Sjk(u
1
ab, u
r
ab)(u
1
aa)
−k (k 6= 1 when r = 1),
Rk(xa, u
1
ab)(u
1
aa)
2−k when λ = 0.
A basis of invariants for the algebra 〈Jab,D,Ka〉 when λ 6= 0, consists of the expressions (1.29a)
and
Rk(xa, θ
1
ab)
x2(u1)(k−1)(1−2/λ)
, k = 2, . . . , n+ 1;
when λ = 0 it consists of the expressions (1.29b) and
Rk(xa, w
1
ab)
x2(w1aa)
k−1
(x2 = xaxa).
The proof of this theorem is similar to the proofs of Theorems 2 and 3; notice that (xa) is a
covariant tensor with respect to the conformal operators.
2. Differential invariants of the Poincare´ and conformal algebra
In this section, we consider differential invariants of the second order for a set of m scalar
functions
ur = ur(x0, x1, . . . , xn), n ≥ 3.
The Poincare´ algebra AP (1, n) is defined by the basis operators
pµ = igµν
∂
∂xµ
, Jµν = xµpν − xνpµ, (2.1)
where µ, ν take the values 0, 1, . . . , n; the summation is implied over the repeated indices (if
they are small Greek letters) in the following way:
xνx
ν ≡ xνx
ν ≡ xνxν = x
2
0 − x
2
1 − · · · − x
2
n, gµν = diag (1,−1, . . . ,−1). (2.2)
We consider xν and x
ν equal with respect to summation, not to mix signs of derivatives and
numbers of functions.
The quasilinear second-order invariants of the Poincare´ algebra were described in [12].
Theorem 6. There is a functional basis of the second-order differential invariants of the
Poincare´ algebra AP (l, n) for a set of m scalar functions ur consisting of
m(2n + 3) + (m− 1)
n(n+ 1)
2
invariants
ur, Rk(u
r
µ, u
1
µν), Sjk(u
r
µν , u
1
µν).
In this section, everywhere k = 1, . . . , n+ 1; j = 0, . . . , k; r = 1, . . . ,m.
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For the extended Poincare´ algebra AP˜ (l, n) = 〈pµ, Jµν ,D〉, where
D = xµpµ + λu
rpur (2.3)
(pur = i(∂/∂u
r), the summation over r from 1 to m is implied) the corresponding basis has the
following form:
(1) when λ = 0:
ur, Sjk(u
r
µν , u
1
µν)(u
1
αα)
−k, Rk(u
r
µ, u
1
µν)(u
1
αα)
−k;
(2) when λ 6= 0:
ur
u1
, Sjk(u
r
µν , u
1
µν)(u
1)k(2/λ−1), Rk(u
r
µ, u
1
µν)(u
1)2k/λ−k−1,
where Sjk, Rk are defined similarly to (0.3) and the summation over small Greek indices is of
the type (2.2).
For the conformal algebra AC(1, n) = 〈pµ, Jµν ,D,Kµ〉, where
Kµ = 2xµD − xνxνpµ
(D being the dilation operator (2.3)), the corresponding basis consists of the expressions
Sjk(θ
r
µν , θ
1
µν)(u
1)k(2/λ−1),
ur
u1
, Rk(θ
r
µ, θ
1
µν)(u
1)k(2/λ−1)−1;
when λ 6= 0; r = 2, . . . ,m, there is no summation over r; the conformally covariant tensors have
the form
θrµ =
urµ
ur
−
u1µ
u1
, θrµν = λu
r
µν + (1− λ)
urµu
r
ν
ur
− gµν
urβu
r
β
2ur
.
When λ = 0, the corresponding basis of invariants for the conformal algebra has the form
ur, Sjk(wµν , w
1
µν)(u
1
αu
1
α)
−2k, Rk(u
r
µ, w
1
µν)(u
1
αu
1
α)
1−2k, r = 2, . . . ,m;
the tensors (wrµν),
wrµν = u
r
αu
r
α
(
urµν −
gµν
1− n
urββ
)
− urβ(u
r
µu
r
βν + u
r
νu
r
βµ)
are conformally invariant (there is no summation over r).
The proof of Theorem 6 follows from those of Theorems 2, 3 for x = (x1, . . . , xn+1) if we
substitute ix0 instead of xn+1.
Similarly to the results of Paragraph 1.4, it is possible to construct the invariants of the
algebras 〈Jµν〉, 〈Jµν ,D〉, 〈Jµν ,D,Kµ〉.
The obtained results allow us to construct new nonlinear many-dimensional equations, e.g.
the equation
uαuα
1− n
uνν − uµuνuµν = (uνuν)
2F (u),
where F is an arbitrary function, is invariant under the algebra AC(1, n), λ = 0. The left-hand
part of the above equation is equal to wµµ.
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There is another quasi-linear relativistic equation with rich symmetry properties
(1− uαuα)uµµ − uαuµuαµ = 0,
that is, the Born–Infeld equation. The symmetry and solutions of this equation were investigated
in [10, 13]. This equation is invariant under the algebra AP (1, n + 1) with the basis operators
JAB = xApB − xBpA,
A,B = 1, . . . , n + 1, xn+1 ≡ u.
Let us consider the class of equations
uµνuµν = F (uµµ, uµuνuµν , uµuµ, u).
It is evident that they are invariant with respect to the Poincare´ algebra AP (1, n) out the
straightforward search the conformally invariant equations from this class with the standard Lie
technique requires a lot of cumbersome calculations. The use of differential invariants turns this
problem into one of elementary algebra, e.g. if λ 6= 0
F − uµνuµν = −
1
λ
S2(θµν) + u
2(1−2/λ)φ(S1(θµν)u
2/λ−1),
where θµν is of the form (1.24) and φ is an arbitrary function. Whence
F = u2(1−2/λ)φ
(
u2/λ−1
(
uµµ −
λ+n
λ
uαuα
u
))
−
− 1
λ2u2
(λ2 + n2)(uαuα)
2 − 2(1−λ)λu uµuνuµν +
2uµµuαuα
λu .
It is useful to note that besides the traces of matrix powers (0.3), one can utilize all possible
invariants of covariant tensors θrµν , w
r
µν to construct conformally invariant equations.
3. Differential invariants of an infinite-dimensional algebra
It is well-known that the simplest first-order relativistic equation — the eikonal or Hamilton
equation
uαuα ≡ u
2
0 − u
2
1 − · · · − u
2
n = 0 (3.1)
is invariant under the infinite-dimensional algebra AP∞(1, n) generated by the operators [10,
14]
X = (bµνxν + a
µ)∂µ + η(u)∂u, (3.2)
−bµν = bνµ, aµ, η being arbitrary differentiate functions on u. Equation (3.1) is widely used in
geometrical optics.
In this section, we describe a class of second-order equations invariant under the algebra
(3.2).
It is easy to show that the tensor of the rank 2
θµν = uµuλνuλ + uνuλµuλ − uµuνuλλ − uλuλuµν (3.3)
is covariant under the algebra AP∞(1, n) (3.2).
Theorem 7. The equations of the form
Sk(θµν) = 0, k = 1, 2, . . . , (3.4)
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Sk being defined as (0.3), are invariant with respect to the algebra AP
∞(1, n) (3.2).
The problem of the description of all such equations is more difficult and we do not consider
it here.
Let us investigate in more detail the quasi-linear second-order equation of the form
uµuµνuν − uµuµuαα = 0. (3.5)
Theorem 8. When n ≥ 2, equation (3.5) is invariant with respect to the algebra AP˜∞(1, n)
with generators of the form
X + d(u)xµ∂µ,
X is of the form (3.2), d(u) is an arbitrary function on u.
The proofs of Theorems 7 and 8 can be easily obtained with the Lie technique using the
criterion of invariance
2
X Sk(θµν)
∣∣∣
Sk(θµν)=0
= 0,
where
2
X is the second prolongation of the operator X [8–10].
4. Differential invariants of the Galilei algebra
4.1. It is well-known that the heat equation
2µut +∆u = 0, ∆u ≡ uaa,
u = u(t,x), x = (x1, . . . ,xn), n ≥ 3
(4.1)
is invariant under the generalized Galilei algebra AGI2(1, n) with the basis operators
∂t =
∂
∂t , ∂a =
∂
∂xa
, Jab = xa∂b − xb∂a,
Ga = t∂a + µxau∂u
(
∂u =
∂
∂u
)
, u∂u, D = 2t∂t + xa∂a + λu∂u,
A = tD − t2∂t +
µ∂x2
2 u∂u
(
λ = −n2
)
.
(4.2)
The Schro¨dinger equation
2imψt + ψaa = 0, (4.3)
ψ = ψ(t,x) being a complex-valued function, is also invariant [16] under the generalized Galilei
algebra with the basis operators
p0 = i
∂
∂t , pa = −i
∂
∂xa
, Jab = xapb − xbpa, J = i(ψ∂ψ − ψ
∗∂ψ∗),
Ga = tpa −mxaJ, D = 2tp0 − xapa + λI (I = ψ∂ψ + ψ
∗∂ψ∗),
A = t2p0 − txapa + λtI +
m bfx2
2 J
(
λ = −n2
)
.
(4.4)
The asterisk means the complex conjugation.
We shall designate the algebra (4.4) with the symbol AGII2 (1, n). Besides,
AGI(1, n) = 〈∂t, ∂a, u∂u, Ga, Jab〉,
the operators being of the form (4.2). A basis of the algebra AGI1(1, n) consists of the basis
operators or AGI(1, n) and of the operator D. Furthermore AGII(1, n) = 〈p0, pa, J, Jab, Ga〉
(4.4). A basis of the algebra AGII1 (1, n) consists of the previous operators and also D (4.4).
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To simplify the form of invariants, we introduce the following change of dependent variables:
u = expϕ, ψ = expφ
(
Imφ = arctan
Imψ
Reψ
)
. (4.5)
All the indices k in the expressions of the type (0.3) here will take on values from 1 to n, the
indices j will take on values from 0 to k.
We seek invariants of the algebra AGI2(1, n) in the form
F = F (ϕt, ϕa, ϕtt, ϕat, ϕab). (4.6)
Obviously, they do not include ϕ, xa, and t because the basis (4.2) contains operators ∂ϕ, ∂a,
∂t.
Using the definition of an absolute differential invariant (0.2) we get the following conditions
on the function F (4.6):
2
JabF = ϕaFϕb − ϕbFϕa + Fϕbtϕat − ϕbtFϕat + 2ϕacFϕbc − 2ϕbcFϕac = 0, (4.7)
2
GaF = −ϕaFϕt + µFϕa − 2ϕatFϕtt − ϕabFϕbt = 0, (4.8)
2
DF = −2ϕtFϕt − ϕaFϕa − 4ϕttFϕtt − 3ϕatFϕat − 2ϕabFϕab = 0, (4.9)
2
AF = t
2
DF + xa
2
GaF − λFϕt − 2ϕtFϕtt − ϕaFϕat + µδabFϕab = 0. (4.10)
From equations (4.8), we can see that the tensors
θa = µϕat + ϕbϕab, ϕab (4.11)
are covariant with respect to the algebra AGI(1, n) (µ 6= 0).
Theorem 9. There is a functional basis of absolute differential invariants for the algebra
AGI(1, n), when µ 6= 0, consisting of these 2n+ 2 invariants:
M1 = 2µϕt + ϕaϕa, M2 = µ
2ϕtt + 2µϕaϕat + ϕaϕbϕab,
Rk = Rk(θa, θab), Sk = Sk(ϕab).
(4.12)
For the algebra AGI1(1, n) (µ 6= 0) such a basis has the form
M2
M21
,
Rk
M2+k1
,
Sk
Mk1
. (4.13)
For the algebra AGI2(1, n) (µ 6= 0), there is a basis of the form
N2
N21
,
Rˆk
N2+k1
,
Sˆk
Nk1
(k = 2, . . . , n), (4.14)
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where
N1 = 2µϕt + ϕaϕa + ϕaa,
N2 = µ
2ϕtt + 2µ
(
1
nϕtϕaa + ϕaϕat
)
+ ϕaϕbϕab +
1
nϕaϕaϕbb +
1
nϕ
2
bb,
Rˆk =
∑k
l=0Rl(ϕaa)
k−1 (−n)
lk!
l!(k−l)! ,
Sˆk =
∑k
l=0
(−n)l(k−1)!(k+1)
(l+1)!(k−l)! Sl(ϕaa)
k−l,
(4.15)
Sk, Rk are defined by (4.12) and θa has the form (4.11).
The proof of this theorem is similar to the proof of Theorems 2 and 3. We shall present here
only some hints to the proof.
It is evident that the function F must depend on the invariants of the Euclid algebra
F = F (ϕt, ϕtt, Rk(ϕa, ϕab), Rk(ϕat, ϕab), Sk(ϕab)).
First we construct two invariants of AGI(1, n) M1 and M2 (4.12) which depend on ϕt and ϕtt
respectively. The other invariants of the adduced basis (4.12) do not depend on ϕt or ϕtt and
the sets {M1,M2} and {Rk, Sk} are independent. The invariants Rk, Sk are constructed with
the covariant tensors θa, ϕab (4.11) similarly to invariants of the conformal algebra investigated
above, and it is easy to see that they are independent.
The generic ranks of the prolonged algebras AGI(1, n), AGI1(1, n), AG
I
2(1, n) are equal to the
numbers of their operators and from this fact we can compute the number of elements in the
bases for these algebras.
Adding to (4.7) and (4.8) the condition (4.9), we obtain from the invariants (4.12) the basis
(4.13) for the algebra AGI1(1, n).
Relative invariants Rˆk, Sˆk (4.15) of the algebra AG
I
2(1, n) were found from the equation
λFϕt − 2ϕtFϕtt − ϕaFϕat + µδabFϕab = 0,
F = F (Rk, Sk), and then we constructed absolute invariants using (4.9). Besides, it is possible
to construct analogues to Rˆk, Sˆk with AG
I
2(1, n)-covariant tensors θa (4.11) and
θab = ϕab −
2δab
n
(ϕcϕc + µϕt).
Considering (ϕat), (ϕa), (ϕab) as independent vectors and tensors and putting ϕab = 0 when-
ever a 6= b, ϕa = 0, we see from Lemma 2 that the adduced sets of invariants are independent.
Note 2. A basis of invariants for the Galilei algebra without translations contains expressions
(4.12) and
Rk(ha, φab),
1
2
µx2 − ϕt,
the Galilei-covariant vector ha having the form
ha = µxa − tϕa.
Let us also adduce an A-covariant tensor
hˆa =
µxa
t
− ϕa
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depending on xa, and a relative invariant of the operators A and D (4.2)
exp
{
ϕ−
µx2
2t
}
with which it is possible to construct a basis of invariants for the algebra 〈Ga, Jab,D, A〉.
We have presented a method to find the bases of invariants for Lie algebras for which Jab
(1.1) are basis operators. Further, we shall adduce functional bases for the algebras AGI2(1, n)
where µ = 0 and AGII2 (1, n) where µ = 0 or µ 6= 0. We omit proofs because they are similar to
proofs of the previous theorems.
It is evident from the conditions (4.7)–(4.10) that the case µ = 0 for the algebra AGI2(1, n)
has to be specially considered. The tensors (ϕa) and (ϕab) are covariant with respect to this
algebra; the tensor (θa) involved in invariants is defined by an implicit correlation
ϕbt = θaϕab. (4.16)
Theorem 10. There is a functional basis of the second-order differential invariants for the
algebra AGI(1, n), where µ = 0, that has the form
M1 = ϕt − ϕaθa, M2 = ϕtt − ϕatθa,
Rk = Rk(ϕa, ϕab), Sk = Sk(ϕab).
(4.17)
The corresponding basis for the algebra AGI1(1, n), where µ = 0 has the form
M21
M2
,
Rk
Mk1
,
Sk
Mk1
;
for the algebra AGI2(1, n), when µ = 0, it has the form
Rk
M1/2k
,
Sk
M1/2k
,
where Rk, Sk are defined by (4.17) and
M = (ϕt − θaϕa)
2 + (ϕtt − ϕatθa)(λ+ ϕaϕbrab).
Here, the matrix {rab} = {ϕab}
−1; θa = rabϕbt are the same as in (4.16).
Note 3. It is possible to use, instead of M1, M2, the invariants
Mˆ1 =
∣∣∣∣∣∣∣∣
ϕt ϕ1 · · · ϕn
ϕ1t ϕ11 · · · ϕ1n
· · · · · · · · · · · ·
ϕnt ϕn1 · · · ϕnn
∣∣∣∣∣∣∣∣
, Mˆ2 =
∣∣∣∣∣∣∣∣
ϕtt ϕ1t · · · ϕnt
ϕ1t ϕ11 · · · ϕ1n
· · · · · · · · · · · ·
ϕnt ϕn1 · · · ϕnn
∣∣∣∣∣∣∣∣
,
which have been found in [17] as the solution of the problem of finding the equations invariant
under the Galilei algebra when µ = 0.
Note 4. The invariants for the algebra 〈Jab, Ga, J,D,A〉 (4.2), where µ = 0, which depend on
xa, t, can be constructed with ϕa, ϕab and the following covariant vector
hˆa =
ha
t
+
2
n
tϕaϕt +
4
n
xbϕbϕa
t
,
where ha = xbϕab + tϕat is covariant with respect to the operators Ga when µ = 0.
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4.2. Let us proceed to describe the basis of the invariants for the algebra AGII2 (1, n).
Theorem 11. Any absolute differential invariant of order ≤ 2 for the algebras listed below is a
function of the following expressions:
(1) AGII(1, n), m 6= 0:
φ+ φ∗, M1 = 2imφt + φaφa, M
∗
1 ,
M2 = −m
2φtt + 2imφaφat + φaφbφab, M
∗
2 ,
Sjk = Sjk(φab, φ
∗
ab), R
1
k = Rk(θa, φab),
R2k = Rk(θ
∗
a, φab), R
3
k = Rk(φa + φ
∗
a, φab),
the covariant tensors being θa = −imφat + φbφab;
(2) AGII1 (1, n), m 6= 0:
M∗1
M1
,
M2
M21
,
M∗2
M21
,
Rlk
M2+k1
(l = 1, 2),
R3k
Mk1
,
Sjk
Mk1
,
φ+ φ∗ when λ = 0, M1e
(2/λ)(φ+φ∗) when λ 6= 0.
(3) AGII2 (1, n), m 6= 0, λ = −
n
2 :
N1e
(−4/n)(φ+φ∗),
N1
N∗1
,
N2
N21
,
N∗2
N21
,
Rˆlk
N2+k1
(l = 1, 2),
Rˆ3k
Nk1
,
Sˆjk
Nk1
,
where
N1 = 2imφt + φaa + φaφa,
N2 = −m
2φtt + 2im
(
φaφat +
1
nφtφaa
)
+ φaφbφab +
1
nφaφaφbb +
1
nφ
2
aa,
Sˆjk =
∑k
l=0
∑j
r=0 Srl(−n)
lCrjC
l+1−r
k (φaa)
j−r(φ∗aa)
k−l−j+r + k(φaa)
j(φ∗aa)
k−j−1,
Rˆlk =
∑k
j=0R
l
j(φaa)
k−j (−n)
jk!
j!(k−j)! (l = 1, 2, 3).
The invariants for the algebras AGII(1, n), AGII1 (1, n) (m = 0) can be constructed similarly
to the case of real function. Let us adduce a functional basis for the algebra AGII2 (1, n).
(1) when λ = 0, then there is a basis consisting of the following expressions:
φ+ φ∗,
N21
N22
,
N∗21
N2
,
(Sjk)
2
Nk1
, (Rlk)
2N−k−11 (l = 1, 2, 4);
(2) λ 6= 0:
N1e
(4/λ)(φ+φ∗),
N∗1
N1
, N3e
(3/λ)(φ+φ∗),
(Rlk)
2
Nk1
(l = 1, 2, 3),
(Sjk)
2
Nk1
,
where
N1 = (φt − θaφa)
2 + (φtt − θaφat)(λ+ φaφabrab)
(with {rab} = {φab}
−1 and θa = rabφbt),
N2 = (φt − φcθc)φ
∗
aφ
∗
br
∗
ab − (φ
∗
t − φ
∗
cθ
∗
c )φaφbrab,
N3 = (φt − φ
∗
t )− τa(φa − φ
∗
a) (τa(λφab + φaφb) = φbφt + λφbt),
R1k = Rk(φa, φab), R
2
k = Rk(φ
∗
a, φab), R
3
k = Rk(θa − θ
∗
a, φab),
R4k = Rk(ρa, φab) (ρa = (φt − θbφb)(φ
∗
crac − φcr
∗
ac)− φbφdrbd(θa − θ
∗
a)).
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The proof of this theorem will be easier if we notice that by putting µ = im in (4.4), we
obtain operators similar to the operators (4.2).
The change of variables (4.5) in the adduced invariants allows us to obtain bases for the alge-
bras AGI2 and AG
II
2 in the representations (4.2) and (4.4). These results can also be generalized
for the case of several scalar functions.
4.3. Let us present some examples of new invariant equations
φtt +
1
µ2
{
2µ
(
1
nφtφaa + φaφt
)
+ φaφbφab +
1
nφaφaφbb +
1
nφ
2
bb
}
=
= (2µφt + φaφa + φaa)
2F,
(4.18)
−m2φtt + 2im
(
φaφat +
1
nφtφaa
)
+ φaφbφab +
1
nφaφaφbb +
1
nφ
2
aa =
= (2imφt + φaφa + φaa)
2F.
(4.19)
Equations (4.18) and (4.19) are invariant, respectively, under the algebras
AGI2(1, n), µ 6= 0 (4.2), and AG
II
2 (1, n), m 6= 0 (4.4). The F ’s are arbitrary functions of
the invariants for corresponding algebras.
Evidently, wide classes of invariant equations can be constructed with the adduced invariants.
5. Conclusion
It is well-known that a mathematical model of physical or some other phenomena must obey
one of the relativity principles of Galilei or Poincare´. Speaking the language of mathematics, it
means that the equations of the model must be invariant under the Galilei or the Poincare´ groups.
Having bases of differential invariants for these groups (or for the corresponding algebras), we
can describe all the invariant scalar equations, or sort the invariant ones out of a set of equations.
The construction of differential invariants for vector and spinor fields presents more com-
plicated problems. The first-order invariants for a four-dimensional vector potential had been
found in [18]. The cases of spinor and many-dimensional vector Poincare´-invariant equations
and corresponding bases of invariants are still to be investigated.
Note 5. After having prepared the present paper, we became acquainted with the article [19]
where realizations of the Poincare´ group P (1, 1) and the corresponding conformal group were
investigated, and all second-order scalar differential equations invariant under these groups were
obtained. Reference [19] contains bases of absolute differential invariants of the order 2 for the
Poincare´, the similitude, and the conformal groups in (1 + 1)-dimensional Minkowski space for
various realizations of the corresponding Lie algebras.
Note 6. It was noticed by the referee that an essential misunderstanding arose in the calculation
of second prolongations for differential operators, e.g. in formulae (1.5) and (1.25).
When we calculate such prolongations with the usual Lie technique (see, e.g., [8]), we imply
that action of an operator of the form Xab∂uab , where X
ab are some functions, is as follows
Xab∂uab(ucducd) = 2X
abuab, ∂uabucd = δacδbd.
With this assumption, ∂uabuba = 0, a 6= b.
Otherwise, the second prolongation of the operator Jab (1.1) will be of the form
2
Jab = Jab + Jˆab,
Jˆab = ua∂ub − ub∂ua + uac∂ubc − ubc∂uac + uab(∂ubb − ∂uaa).
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Note 7. The equations which are conditionally invariant with respect to the Poincare´ and
Galilei algebras were investigated in [20, 21].
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