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In this paper, a Langevin equation for predator population with multiplicative corre-
lated noise is analyzed. The noise source, which is a nonnegative random pulse noise
with regulated periodicity, corresponds to the prey population cycling. The increase of
periodicity of noise aﬀects the average predator density at the stationary state.
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1. Introduction
In the last few decades, stochastic diﬀerential equations are being widely used in
the description of population dynamics.1,2 The white noise as a stochastic compo-
nent is well-investigated,3,4 but to model real processes using noises with diﬀerent
statistical properties can be more appropriate.
The predator–prey model is a standard way to describe the dynamics in species
population.5 This approach works well when we analyze closed populations of preda-
tors and prey, but the analytical description becomes quite complex, especially if
we include parameters concerning the large ﬂuctuations of prey. Moreover, correct
parameters of the model can be found only by experimental results, which provides
few information when analysis is performed over short time intervals.
In this work, we suggest a way to describe the time evolution of predator pop-
ulation, whose diet is mainly but not totally based on a species whose number is
characterized by quasi-periodic changes in time. More speciﬁcally, we describe the
population of Arctic fox, whose main prey are lemmings.6 They are small rodents
basically dwelling in Arctic areas. Lemmings are known for the wide ﬂuctuations
in the number of individuals. In particular, the time interval between two succes-
sive abundance peaks ranges from three to ﬁve years. The causes of population
ﬂuctuations are unclear, although some combination of predation, food quantity
and quality, and climatic conditions is probably involved. In our model, we neglect
the inﬂuence of Arctic fox abundance on lemming population, since many other
predators also hunt lemmings.
Lemming number can be described from the mathematical point of view as a
pulse sequence.7 Pulses occur only at years of anomalous increase in population. The
periodicity of the process can be regulated from quasi-periodic process to random
pulse process.8 Speciﬁcally, experimental data of lemming populations shows fairly
high periodicity with cycles,9 absence of regularity with random pulses,10,11 and
something intermediate between these extreme cases (see Fig. 2 of Ref. 8).12,13
The main purpose of this work is to describe how the mean population density
of predators at the saturation level depends on the periodicity of lemming cycles.
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To describe the changes in predator population we use a Langevin equation with
multiplicative noise.
2. Dynamics of the Predator Population
In population dynamics, random ﬂuctuations are always modeled as a multiplicative
noise source, because the dynamics of the population density is driven by state-
dependent ﬂuctuation amplitude,4,14–27 which allows to reproduce experimental
data. This means that, the eﬀects of ﬂuctuations have to be proportional to the
activity density, which is the predator density in our system.
Sometimes ﬂuctuations are considered as an additive noise source.28,29 But in
these cases, some constraints are included in the dynamical model in order to avoid
the negative initial random ﬂuctuations or negative large ﬂuctuations during the
time evolution of the population.
In our study, we describe the predator population density as a stochastic process
N(t). We assume that the eﬀect of ﬂuctuations in the prey density scales as a power
of the predator population density, which is less than 1. We consider the case of
the square root of N(t), due to the fact that lemmings are not the only food for
Arctic foxes. To describe the predator population we suggest the following form of
Langevin equation:
N˙(t) = −bNβ(t) +
√
N(t)ξ(t) , (1)
which we interpret in the Stratonovich sense.5 Here, N(t) is the predator population
density, β > 1/2, and ξ(t) is the nonnegative pulse noise, which mimics the random
variations in the density of lemming population.30 The ﬁrst term on the right-hand
side of Eq. (1) determines all processes responsible for the change of population
density, except the inﬂuence of changes in lemming population. The main of these
processes is intraspeciﬁc competition, therefore the ﬁrst term is negative and the
higher is the number of individuals, the faster the decrease of predators occurs.
We use noise ξ(t), which is named dead-time-distorted Poisson (DTDP) process
and represents an example of renewal pulse process. In particular, this noise is
characterized by the presence, after each pulse, of a delay during which the next
anomalous increase of population is forbidden, for example, because of the lack
of resources such as food or favorable environmental conditions. After this delay,
there is some constant probability that a new peak occurs. As a result, cycles with
random period take place. Detailed description of the properties of this process is
given in Sec. 2.2. Figure 1 shows two sets of experimental data30 for the lemming
population and an approximation of these data by a DTDP process.
We recall that the dynamics of a system governed by a stochastic diﬀerential
equation with correlated noise31 can be described in stationary state by a source of
white noise, provided that corresponding values of the parameters are used.32
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Fig. 1. (Color online) Two diﬀerent experimental datasets (grid H and grid M) for the lemming
population (see Ref. 30) and as an approximated reproduction (vertical bars) of these data by a
dead-time-distorted Poisson process.
2.1. Analytical consideration
Let us rewrite Eq. (1), extracting the nonzero mean a = 〈ξ(t)〉 from the noise term.
Then, we get
N˙(t) = a
√
N(t)− bNβ(t) +
√
N(t)η(t) . (2)
Here, we assume that η(t) is a stationary Gaussian white noise with 〈η(t)〉 = 0
and 〈η(t)η(t + τ)〉 = 2Dδ(τ).
The corresponding Fokker–Planck equation for the probability density function
(PDF) w(N, t) has the following form:
∂w(N, t)
∂t
= − ∂
∂N
[(
a
√
N − bNβ + D
2
)
w(N, t)
]
+D
∂2
∂N2
[Nw(N, t)] , (3)
with reﬂecting boundary at N = 0 (the probability ﬂux through the boundary is
zero).
It is easy to obtain the stationary solution of Eq. (3) as
w(N) =
N√
N
exp
(
2a
D
√
N − b
βD
Nβ
)
, (4)
where N is the normalization constant. Using Ref. 33, we obtain the probability
density function for β = 1
w(N) =
√
b
πDN
e−
b
D (
√
N− ab )
2
erfc
(
− a√
bD
) , (5)
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and the moments of N
μn =
√
2
π
e−
a2
2bD
erfc
(
− a√
bD
) (D
2b
)n
(2n)!D−2n−1
(
−
√
2a2
bD
)
, (6)
where erfc(z) is the complementary error function and Dν(z) is the parabolic cylin-
der function.
2.2. Spectral density of lemming population
The idea, presented in Ref. 34, is that the correlation properties of the noise can be
taken into consideration by a simple method. The equation is diﬀerential and its
solution is an integral. Therefore, the moments are deﬁned not by the noise itself
but by its integral.
We introduce a new random process z(t) deﬁned as
z(t) =
∫ t
0
(ξ(τ) − 〈ξ〉)dτ . (7)
If we consider the process at large times, because of integration procedure, the
diﬀerence between white and correlated noise is not a qualitative diﬀerence but
only quantitative, in accordance with the central limit theorem. The variance of
this Gaussian distribution is deﬁned by the correlation function of z(t) and can be
presented through the correlation function of the noise ξ(t)
σ2z(t) ≈ 2t
∫ ∞
0
Kξ−〈ξ〉(τ)dτ = Sξ−〈ξ〉(0)t . (8)
In the case of white noise, σ2z(t) = 4Dt. We propose the hypothesis that the asymp-
totic dynamics of the moments in the presence of colored noise is the same as it is
for white noise with coeﬃcient
D = Sξ−〈ξ〉(0)/4 . (9)
Numerical simulations provide support for this hypothesis.
Let us consider a stochastic process ξ(t) consisting of delta pulses with positive
magnitudes fi
ξ(t) =
∑
i
fiδ(t− ti) . (10)
We denote the random distance between adjacent pulses as ζi = ti − ti−1 and
assume that the mean distance is 〈ζ〉 = T . Also, we assume that fi is uniformly
distributed with the variance σ2f . This means that 〈ξ(t)〉 = 〈f〉/T .
The DTDP process35 is a renewal pulse process with delay ζ0 after each pulse.
During this dead-time period it is forbidden for a new pulse to appear. After this
period, the probability per unit time to have the next pulse p is constant. This
process is suitable to obtain noise sources with varying degree of randomness.7,32
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Fig. 2. Realizations of the DTDP process (constant magnitude f = 1 and T = 0.001). Left panel:
totally random process ( = 0). Right panel: quasi-periodic process ( = 0.9).
The probability distribution of random time distances ζ between adjacent pulses
is32
w(ζ) = H(ζ − ζ0)pe−p(ζ−ζ0) , (11)
where H(x) is the Heaviside step function. The mean value and the variance of ζ
are respectively 〈ζ〉 = ζ0 + 1/p = T and σ2ζ = (T − ζ0)2.
In the limit ζ0 → T the probability p → ∞, and we have a deterministic
periodical process. In this case the time intervals between pulses are given by the
probability distribution w(ζ) = δ(ζ − ζ0). Conversely for ζ0 = 0, the stochastic
process ξ(t) coincides with the white Poisson noise. The degree of periodicity, which
depends on the memory and average period of the pulse noise, is quantitatively given
by  = ζ0/T and ranges from 0 to 1. Figure 2 shows two realizations of the DTDP
process obtained with diﬀerent values of the periodicity parameter .
In accordance with Ref. 32, the spectral density for the pulse process under
consideration at ω = 0 is
Sξ−〈ξ〉(0) =
2〈f〉2σ2ζ
T 3
+
2σ2f
T
. (12)
3. Numerical Simulation
Here, we present results obtained by numerical integration of Eq. (1) where the
noise source is the DTDP process of Eq. (10). We perform numerical simulations by
using the Mersenne twister36 as pseudo-random number generator. The averaging
is performed over 106 numerical realizations.
In Fig. 3, we show the dynamics of the average predator population density
for β = 1, obtained by numerically solving Eq. (1) for two diﬀerent values of the
periodicity parameter, i.e.,  = 0 and 0.9. We use b = 10, constant magnitude
f = 0.1, T = 0.002, and the delta function initial distribution with N(0) = 5.
In the inset of Fig. 3, we show enlarged fragment of the plot (ﬂuctuating lines)
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Fig. 3. (Color online) Plot of the average predator population density 〈N〉 versus time for two
diﬀerent values of . The values of the parameters and the initial condition for N are β = 1, b = 10,
constant magnitude f = 0.1, T = 0.002 and N(0) = 5. Red line: Quasi-periodic DTDP noise
( = 0.9). Black line: Totally random pulse noise ( = 0). Inset: Analytical results derived from
Eqs. (6) and (9) (solid horizontal lines), for the same values of periodicity parameter, i.e.,  = 0
and 0.9, together with the corresponding numerical simulations (ﬂuctuating lines).
together with the corresponding results of analytical calculations using expressions
(6) and (9) (solid horizontal lines). We see that the numerical results are in a good
agreement with the analytical ones. Speciﬁcally for quasi-periodical noise ( = 0.9),
the numerical results almost coincide with the analytical ones.
Less regular cycles of lemmings cause higher saturation values and large ﬂuctu-
ations in the predator population density, whose dynamics therefore becomes more
diﬃcult to predict.
Figure 4 presents the results of simulations for a quadratic dependency of preda-
tor’s decrease rate (β = 2), and for the same values of  of Fig. 3. The other pa-
rameter values are: b = 1, constant magnitude f = 0.1, T = 0.01, and Rayleigh
initial distribution of N with σ = 4. In the inset of Fig. 4, we show both analytical
and numerical results as in Fig. 3.
The case of variable magnitude of the noise pulses is shown in Fig. 5. Here,
the parameter values are β = 5/2, b = 0.1, T = 0.01, and the delta function initial
distribution corresponds to N(0) = 2. The magnitude distribution is uniform in the
interval [0, 0.2]. It is easy to see that the numerical solution for the quasi-periodic
case ( = 0.9) is more “noisy” in comparison with those shown in Figs. 3 and 4,
because σ2f = 0 in Eq. (12). For linear extinction term (β = 1), a high periodicity in
the noise term causes a decrease in the stationary value of the predator population
(see Fig. 3). For nonlinear extinction terms (β ≥ 2), vice versa, a high periodicity in
the ﬂuctuations of the prey population causes an increase in the stationary value of
the predators (see Figs. 4 and 5). In other words, the increasing nonlinearity of the
extinction term of the predator population gives rise to a nonmonotonic dependence
of stationary values of the predator population on the periodicity of noise.
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Fig. 4. (Color online) Plot of the average population density 〈N〉 versus time for two diﬀerent
values of . The values of the parameters are β = 2, b = 1, constant magnitude f = 0.1 and
T = 0.01. The initial distribution of N is Rayleigh distribution with σ = 4. Red line: Quasi-
periodic DTDP noise ( = 0.9). Black line: Totally random pulse noise ( = 0). Inset: Analytical
results derived from Eqs. (4) and (9) (solid horizontal lines), for the same values of periodicity
parameter , together with the corresponding numerical simulations (ﬂuctuating lines).
Fig. 5. (Color online) Plot of the average predator population density 〈N〉 versus time for two
diﬀerent values of . The values of the parameters and the initial condition are β = 5/2, b = 0.1,
uniform distribution of f in [0, 0.2], T = 0.01 and N(0) = 2. Red line: Quasi-periodic DTDP noise
( = 0.9). Black line: Totally random pulse noise ( = 0). Inset: Analytical results derived from
Eqs. (4) and (9) (solid horizontal lines), for the same values of periodicity parameter , together
with the corresponding numerical simulations (ﬂuctuating lines).
In Figure 6 we compare the analytical result of the stationary PDF calculated
from Eq. (4), with the PDF calculated at t = 20, and obtained by numerically
solving Eq. (1) for purely random noise ( = 0). The parameters are the same as
in Fig. 4. The agreement between analytical and numerical PDF is quite good.
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Fig. 6. (Color online) Probability density function of N at t = 20 for  = 0, calculated by
numerically solving Eq. (1) (histogram). Analytical stationary PDF, calculated from Eq. (4) (solid
line). The values of the parameters are β = 2, b = 1, constant magnitude f = 0.1, T = 0.01.
4. Summary
In this work, we considered an ecosystem consisting of two species, i.e., a preda-
tor population and a prey population. This topic is of paramount importance for
ecosystems in which a prey population shows the dynamics characterized by large
ﬂuctuations. Here we took them into account by inserting a term of multiplicative
noise in the equation for the predator dynamics.
The decrease of predators is caused by intraspeciﬁc competition, whose eﬀect is
represented in our model by a negative term. This term causes the appearance of
a stationary state with a saturation value which depends on the noise properties.
We have demonstrated that the contribution to the mean value of population
density changes as the periodicity of the noise varies.
For animals in north regions some periodicity or cycling in population density
is well-known. Here, we have presented the approach to calculate the inﬂuence
of the prey cycles modeled as a pulse noise, whose periodicity can be regulated
as a function of a delay. In particular, we have showed that a greater periodicity
in the prey population gives rise to smaller ﬂuctuations in the predator density.
Moreover, the inﬂuence of the periodicity depends on the degree of nonlinearity of
the extinction term in Eq. (1). If β = 1, the increase of the periodicity causes a
decrease in the stationary value of the predator density.
In the case of a stronger dependence (β ≥ 2) of the intraspeciﬁc competition
on the population density N , the stationary value of predator population itself
decreases with the randomness of food availability. More regularity is therefore
more advantageous for the predator population.
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