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Foreword
Introduction
Many groups around the world conduct research on formal methods for software development,
and in most of these groups, some of the effort goes into the problem of reasoning about loops. There
is of course a well-known classic way of dealing with loops, namely by having the software developer
provide an invariant, which can be shown to be preserved by the loop. However, experience shows
that writing these invariants can be difficult in some cases, trivial but tedious in others, unnecessary
in still others. The hope of obviating the need for hand-written invariants, or at least simplifying their
production, is what keeps the research on loops alive.
Research results tend to be presented at general conferences on formal methods, logic, or mathe-
matics, usually depending on their scope and the methods employed, but this means that researchers
using different approaches often do not know about each others’ work. To improve this situation, we
decided in 2007 to organize a Workshop on Invariant Generation with the goal of bringing together
people interested particularly in reasoning about loops. The WING 2007 event was a satellite work-
shop of the Calculemus conference held in Hagenberg, Austria.
On the basis of the success of the kick-off WING workshop in 2007, follow-up workshops have
been initiated and organized. WING 2009 was held as part of the ETAPS 2009 conference in York, UK.
This year, WING 2010 is affiliated with the IJCAR 2010 conference, and will take place as a satellite
workshop of the FLoC 2010 conference in Edinburgh, UK.
Initially,we feared that calling for papers about loop reasoning in generalmight attract submissions
about any work having to do with program verification, on the grounds that reasoning about loops is
the theoreticallymost challenging aspect of deductive program verification. Should the call for papers
be restricted to invariant generation techniques, or even to algebraic techniques? It turned out that
keeping the call for papers open was the right thing to do, since it attracted an interesting variety of
papers, almost all of them quite specific to the challenges of reasoning about loops.
Following the WING 2007 and 2009 workshops, we issued a call for contributions to the present
special issue.We have received a great number of highly original contributions. The selection process,
based on peer-reviewing, was very competitive, and resulted in the acceptance of seven research pa-
pers targeting various aspects of loop reasoning. We believe that with this special issue of the Journal
of Symbolic Computation, we have made a step toward a common forum for an interdisciplinary field
bringing together researchers from formal methods, computer algebra, computational intelligence,
software engineering, etc.
Finally, we wish to thank the Editor-in-Chief, Prof. Hoon Hong, for agreeing to publish this issue as
a special issue of the Journal of Symbolic Computation.
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A short overview of advanced methods for reasoning about loops
The techniques for reasoning about loops presented in the submissions to the WING workshops
and this special issue are quite diverse. We start by pointing out a few principal differences between
methods that may be used as a basis for a classification.
One distinction that can be made is that some methods are geared towards particular data types,
i.e. usually numbers, while others use more general techniques that can be applied to arbitrary data
types, in combination with theory reasoning.
Another observation is that some techniques try to derive automatically a complete functional
specification of a program, i.e. an invariant that computes the value of each variable after completion
of the loop, and maybe after each iteration, while other approaches are heuristics that discover some
of the more obvious invariants, but which can be enough to prove the absence of null pointer errors,
overflows, type errors, etc.
Finally, while some methods target very general forms of loops, like general while-loops, other
methods identify particular shapes of loops, e.g. certain typical kinds of for-loops, and perform
reasoning only for those.
If a loop works only on numerical variables, methods from computer algebra can be applied. In
this category we find for instance the work of Letichevsky and Lvov (1993) or Lvov (2007) which goes
back to the work of various researchers at the Institute of Cybernetics at the National Academy of
Sciences of Ukraine in the late 1970’s. The essential idea is to restrict oneself to numerical variables
and field operations, which give polynomial relationships between variable values. Techniques from
computational algebra, like the Gröbner bases approach, are then used to derive invariants. Other
work in a similar vein includes that of Müller-Olm and Seidl (2004), that of Sankaranarayanan et al.
(2004), and that of Rodríguez-Carbonell and Kapur (2004, 2007). A slightly different approach is taken
in the work of Kovács (2008), which builds on various existing methods for solving sets of recurrence
relations.
Olsson and Wallenburg (2005) also concentrate on numerical variables, but they analyse loop
code to derive a custom induction rule for cases where induction over the standard ordering is not
appropriate.
A method aiming at general data structures implemented using pointers has been proposed by
Ireland (2007). It makes use of the rippling technique (see Bundy et al., 2005) which was originally
developed to search for inductive proofs about inductive data types.
Another approach, which has been proposed by Leino and Logozzo (2005, 2007), consists in refin-
ing loop invariants by analysing failures to prove loop correctness. The method assumes that an SMT
(satisfiability modulo theories) prover with a certain structure is used, and uses this knowledge about
the prover’s inner workings to analyse proof failures and to derive possible invariant strengthenings.
A technique used in the extended static checker ESC/Java (see Kiniry and Cok, 2005) to generate
comparatively weak invariants from assertions has been described by Janota (2007). Here, assertions
guaranteeing the absence of null pointer exceptions or array index range exceptions are propagated
from the critical statements to the rest of the program.
Various research has gone into the treatment of certain common patterns. For instance, Gedell and
Hähnle (2006b,a) have investigated the verification of parallelizable for-loops, i.e. loops where the
iterations are independent of each other.
Another approach to the verification of for-loops is found in the work of Kauer andWinkler pub-
lished in this special issue. This work is based on an analysis of the loop’s precondition and postcon-
dition (which need to be provided), by using heuristics like replacing a constant in the postcondition
by one of the loop variables. The method turns out to be effective for a large part of the for-loops
occurring in practical programs.
The work of Mili et al. which is also published in this special issue starts from a new fundamental
idea in that it considers the relation between two states that are separated by an arbitrary number of
loop iterations. Instead of investigating loop invariants, which are predicates on program states, these
‘‘reflexive, transitive invariant relations’’ are considered. After a general analysis of the properties
of these objects, Mili et al. give a number of program patterns which again may be used to derive
descriptions of invariant relations for commonly occurring cases.
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The utility of invariant generation techniques is not limited to sequential programs. The article of
Konnov and Zakharov in this issue considers the problem of verifying properties of systems of parallel
processes, where properties are required to hold for systems of arbitrarily many copies of the same
process. Such a proof can make use of an invariant argument, and Konnov and Zakharov discuss ways
of generating invariants for this task.
The method of Luo, Craciun, Qin and He included in this special issue is demonstrated on recursive
rather than loop-based code, but essentially the same challenges of generating loop invariants
are present. Their work focuses on the automatic generation of program specifications within the
context ofHoare-style partial correctness specifications. They specifically target shape propertieswith
respect to heap-based data structure, building upon separation logic and a bottom style of abductive
reasoning. While shape is quite specific, it also allows important properties to be specified, such as
the absence of memory leaks.
A complementary paper by Moy and Marche, published in this special issue, investigates an
integrated approach to specification generation which combines both forward and backward styles
of analysis. Like the work of Luo, Craciun, Qin and He, this paper promotes a modular approach to
verification. Their work is applicable to reasoning about arrays, and pointer-based programs with
aliasing, although they do not consider shape properties.
Recent methods for software verification use interpolation (Craig, 1957) as a ‘‘cheaper" approach
to predicate refinement and loop invariant generation. For example, employing resolution proof in
quantifier-free theories, Henzinger et al. (2004) and Jhala and McMillan (2006) extract interpolants
as quantifier-free loop invariants. Further, using automated first-order theorem provers, in McMillan
(2008) quantified invariants as interpolants are generated by extending first-order theory reasoning
with additional heuristics, whereas in Kovacs and Voronkov (2009a,b) quantified interpolants and
invariants are inferred using both first-order superposition and theory reasoning. Quantified inter-
polants are also generated in Christ and Hoenicke (in press) — the approach relies on instantiation-
based SMT solvers to map quantified formulas into decidable ground theories. All of these works are
proof-based, and crucially depend on the strength of state-of-the-art theorem provers. This is not the
case in thework of Rybalchenko and Sofronie-Stokkermans presented in this special issue. Based upon
constraint solving, their interpolation algorithm focuses on the combined theory of linear arithmetic
and uninterpreted function symbols. Targeting safety properties, their empirical results are drawn
from device driver and train control applications.
In comparison to most of the papers in this special issue, which all involve a degree of empirical
analysis, the contribution by Xia and Zhang is of a more theoretical nature. Specifically, they consider
the problem of termination within the context of loop-based programs where the loop conditions are
polynomial and the loop body is linear with respect to updates. While termination of such programs
over the reals and integers is undecidable, they identify and prove that termination over the reals is
decidable if further restrictions are placed on the loop.
To conclude, reasoning about loops remains a very challenging, stimulating and diverse research
topic, as reflected in the diversity of techniques that this special issue has attracted. By providing a
focal point for this diversity, we hope that this special issue, and the ongoing WING workshop series,
will play a part in strengthening interactions between the formal methods, computational logic, and
computer algebra communities.
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