In speech communication emotions play a great role in expressing information. These emotions are partly given as reactions to our environment, to our partners during a conversation. Understanding these reactions and recognizing them automatically is highly important. Through them, we can get a clearer picture of the response of our partner in a conversation. In Cognitive InfoCommunication this kind of information helps us to develop robots, devices that are more aware of the need of the user, making the device easy and enjoyable to use. In our laboratory we conducted automatic emotion classification and speech segmentation experiments. In order to develop an automatic emotion recognition system on the basis of speech, an automatic speech segmenter is also needed to separate the speech segments needed for the emotion analysis. In our former research we found that the intonational phrase can be a proper unit of emotion analysis. In this paper speech detection and segmentation methods are developed. For speech detection, Hidden Markov Models are used with various noise and speech acoustic models. The results show that the procedure is able to detect speech in the sound signal with more than 91% accuracy and segment it into intonational phrases.
Introduction
In voice communication, speech information is processed in two different ways. One way is to perceive the grammatical content of the message (verbal channel); the other way is to recognize pieces of non-verbal content conveying information about the general state of emotion, health, speaking style, body condition and feelings of the speaker [1] . Enormous efforts have been made in the past decades to understand both channels. However, the role of the non-verbal channel has been less well understood until now. Thus the nonverbal content of speech cannot be used with high efficiency in cognitive infocommunication systems.
Human speech can carry rich information content. People show their emotions in many ways, by changing their speaking style, tone of voice, and intonation. All of these are commonly used to express personal feelings and emotions, often simultaneously with imparting linguistic information. In the earlier years well-articulated or read speech was used in the examination of speech content. However, in some applications, these databases are not sufficient for speech processing purposes. Materials that are adapted to the circumstances of use must be involved. In spontaneous continuous dialogs there are many nonsemantic units that help the speakers to better understand each other. Affection, emotion, acceptance all serve the goal of informing our partner even without using words. In order to understand spontaneous conversation in terms of signal processing, these non-verbal units must be analysed and recognized in spontaneous speech in general.
In this paper we concentrate on automatic continuous emotion recognition and speech segmentation on the basis of acoustic cues of spontaneous speech without considering the semantic content. Emotion information can show wide variety. Besides basic emotion categories (that occur in all cultures, like sadness, excitement, anger, joy), we can express mixed emotions. The analysis of emotional content is a very complex problem. The ways to express an emotion can vary across different cultures, different regions or can even vary in the case of a single person [30] . The task of automatic recognition of emotions consists not only of the classification of the speech unit according to different emotion dimensions or categories but it includes the determination of the proper unit size of the analysis, too. Therefore not only a classification method is needed but also a procedure of speech detection and segmentation must take place before the classification, and it must be done with high precision; otherwise its potential poor performance will affect the total result of the system. The paper is structured as follows: in Section 2 the problems and results of emotion recognition and classification are discussed. After this, a conception of real-time automatic emotion recognition is drafted. In Sections 3and 4 our proposed automatic speech detection and segmentation procedure is described.
Emotion classification

Difficulties related to emotion analysis
There are numerous difficulties related to the examination of emotions in human speech. The most important ones are described in this Section.
Speech material
It is quite difficult to collect a spontaneous human speech material in which a sufficient amount of emotion is expressed. Most results in the literature about emotion characterization in speech and emotion recognition are obtained from clear, well-articulated speech [2, 3, 4, 5] .
Most of these studies used simulated emotional speech, often that produced by artists [6] . But real data differ from those of acted speech and, in speech technology applications, the processing of real-life data is necessary. However, in the past few years some works were published on the examination and recognition of emotion in spontaneous everyday conversations [19, 20] and the recognition of its information content [7] .
Emotion categories
Another problem of emotion analysis is the proper categorization of emotions. A common way is to divide emotions into exact categories used in psychology, linguistics, and speech technology, and also described in the MPEG-4 standard [17] : happiness, sadness, anger, surprise, and scorn/disgust. The categories of emotions in the MPEG-4 standard were originally created to describe facial animation parameters (FAPs) of virtual characters. Experts of speech technology used these categories for the examination of the emotional content of speech. Comparing it with the real situation, however, we can see that emotional categories are more diversified in spontaneous speech and they can vary according to the actual discourse topic, too. Different emotions can also be combined and occur simultaneously; it is important to take this into account in the case of automatic speech recognition [8] . The emotional categories most frequently appearing in spontaneous speech were collected from the PHYSTA 2001 database for research purposes [9] . This database contains a collection of spontaneous conversations, television talk shows, and various religious television programs (it consists of 298 units, and each unit is 10-60 s long). The most frequent emotions and their prevalence can be seen in Table 1 . Another way to categorize emotions is to represent them in a 2-D space according to their valence and activation levels ( Fig. 1 ). This enables researchers to depict an emotional state without using exact categories and therefore to describe the degree of an emotion [30] . 
Linguistic content
A further problem in the examination of emotions expressed in speech is that the semantic content (verbal channel) and the reflection of feelings and general emotional state of the speaker (non-verbal channel) are realized in the same speech process, and the semantic content contributes to the recognition of the emotional content of speech, too. The separation of the emotional content from the linguistic one is a very problematic process. The human ability of emotion recognition without the semantic content was examined in a listening test, where sentences with the same linguistic content and with 8 emotions were told by artists. The sentences were listened to by 20 persons for judging them according to emotion content. The results show that the emotion recognition by humans is not better than 70%.
Feature vectors
The set of characteristic parameters (feature vectors) that can describe the emotional content of human speech adequately is also crucial [21, 22] . It is well known that speech is extremely variable, even when expressing neutral feelings. Additionally, physical parameters also depend on the mental and physical state of the speaker (cold, stress, tiredness, and throat diseases). In addition, the speaker him/herself changes the tone of a sentence according to his/her intention or emotional state. All of these factors increase the variation of physical parameters of voice in the case of the same semantic content. All this makes the automatic recognition of emotion difficult, because for successful resolution we must be able to determine what kind of changes play an important role in the expression of emotions, and which ones do not. One of the main questions of the related literature is the set of features that have to be collected for the automatic recognition of emotions [38] .
Analysis unit size
The next problem is to find the appropriate unit of analysis for emotion recognition. In the case of acted speech, researchers generally use isolated word or sentence units [1, 5] ; but in continuous speech, the choice of optimal unit for emotion recognition is an open question. Some researchers argue in favor of the word as a basic unit [11] , but they emphasize that more realistic database processing is necessary for deciding on the most promising unit. In our earlier work we found that intonational phrases could be the optimal unit in continuous spontaneous speech [33] . 
Interfering channels
To make the situation with emotion recognition even more difficult, emotions can arrive to the partner through several channels during a conversation -the most significant of these channels are the voice itself and changes in facial expression, but body talk, blush of skin, and other factors can also play a role in expressing emotions. Our brain makes decisions with the help of all the information of these channels [5] . For example, in similar cases it can happen to be difficult to choose between two emotions if we are only listening to the speaker; but the sight of the speaker's facial expression can help and make the decision easier. Furthermore, people's ability of emotion recognition on the basis of the facial expression of the speaker is surprisingly good. Whether it is vocal information or facial expression that gives more information for the recognition of emotion mostly depends on whether there is linguistic content in the vocal information. If the vocal information has linguistic content, recognition is significantly better on the basis of vocal information [16] , but if the vocal information has no linguistic content, for example, in the case of a foreign language, recognition will be better on the basis of facial expression [12] . The quality of automatic recognition improves most significantly by combining vocal and visual information -researchers have been able to obtain about 80% successful automatic recognition so far by using combined information [2, 4] . The issues mentioned could explain why researchers obtained at most 60% successful automatic recognition exclusively on the basis of voice so far, even in the best cases [1, 10, 3, 5].
Cultural dependency
The expression of emotions can differ across cultures and languages. Scherer et al. examined
intercultural effects on emotion perception [31] . A database of German emotional speech was used. People of numerous languages had to select the emotions they perceived in a listening test. It was found that the overall recognition result decreased in parallel with decreasing similarity of the languages. In [30] automatic emotion categorization was done in three languages of different cultures. Emotion recognition performance was better in the case of a single language than when they used a set of mixed languages.
Automatic emotion recognition system -In general
The recognition of emotions is a complex task.
Beside the categorization of a given speech segment, we have to detect speech in the signal and segment it into our chosen analysis units. The application of the proper analysis unit size is one of the most critical questions of a well designed automatic emotion recognition system as we have mentioned in the former Section. We can decrease or improve on the emotion classification results to a large extent, depending on the unit chosen. Before the decision about the unit, we must keep in mind that in a real time recognition system those units must be segmented automatically with reasonable accuracy before emotion classification starts. Moreover, another critical point in an automatic emotion recognition system can be the accurate detection of the beginning and end of speech (Voice Activity Detection), especially in noisy circumstances. In the Laboratory of Speech Acoustics a real time emotion recognition system has been developed, with a special Voice Activity Detection component and with automatic segmentation into intonational phrases (proper size prosodic units). 
Emotion Classification
Based on our former research [39] , an emotion classification engine was developed. The speech database we used consisted of spontaneous and quasi-spontaneous conversations from TV reality shows and programmes. The voice of 43 people was gathered altogether in more than 1000 utterances of emotional speech units. The recordings were annotated on an intonational phrase basis. Listening tests were made in order to adequately label each emotional segment. Those samples were selected where the human decisions agreed in more than 70%.
The classification was done using Support Vector Machines. The following acoustic features were examined:
 average, maximum, range and standard deviation of fundamental frequency (F0)  average, maximum, range and standard deviation of derivative of fundamental frequency (F0)  average, maximum, range and standard deviation of intensity (EN)  average, maximum, range and standard deviation of derivative of intensity (EN)
 average, maximum, range and standard deviation of 12 mel-frequency cepstral coefficients (MFCCi)  average, maximum, range and standard deviation of harmonicity values (HARM) Figure 3 shows the classification results of different feature groupings. It is not surprising that the best result was obtained by using all features. This implies that beyond basic prosodic parameters, the mel-frequency cepstrum parameters and harmonicity values have an important role in automatic recognition. Therefore spectral features also have an important role in emotion recognition. 
Proper Analysis Unit Size of Emotion Recognition
In our earlier study [33] we examined the effect of the length of the analysis unit to the emotion classification performance. The initial database was the same as in the previous Section. Three types of analysis units were examined: sentence, intonational phrase and word level. Our hypothesis was that although sentences are sufficiently long in order to recognize emotions from them, they can contain more than one utterance of emotion. Therefore it is possible to have two different emotional contents in one sentence. An intonational phrase, by definition [36, 37] , is a complete unit constituting a complete prosodic entity and is hence supposed to be stationary regarding the emotion it reflects.
The intonation phrase is a prosodic unit composed by one or more words, and is a basic unit of communication corresponding to clouds in read speech. It is best defined by its fundamental frequency contour. An example of representing fundamental frequency contours in intonation phrase units is presented in Fig.4 . A complete sentence is divided into three intonational phrases, according to the boundaries of fundamental frequency contours. An intonational phrase usually contains a single emotional utterance. Word-sized units are too small: it is questionable if they even make us able to perceive emotions. An evaluation test was made using Support Vector Machine classification. It was found that intonational phrases outperformed the other units in classification. This is consistent with the results of Thurid Vogt and Elisabeth André [32] . From their broad evaluation experiments of emotional units they concluded to the following tendency: the longer the unit is, the higher accuracy emotion recognition has in it. This is obviously true only until a certain threshold is reached.
This threshold can be the intonational phrase. This implies that in order to recognize emotions from speech not only a good classification is needed, but a proper automatic segmentation is also necessary.
Speech detection using noise models
There are many speech detection methods. The HMM based algorithms are widely used in speech technology applications. They are common in ASR systems. Classical 3-state Markov Models are used to model phonemes in ASR systems, as well as speech/non-speech frames is Voice Activity Detection procedures. Because a speech unit (word, phrase, sentence) is time varying, a possible segmentation method can be achieved using HMM-s.
A good example is shown in [23] , where two models are trained, one for speech, and one for silence. Noise adapted and non-adapted methods are described, both outperforming the reference differential cepstral detector. In [24] a novel modified MAP criterion is proposed for VAD based on the two-state hidden Markov model which models the inter-frame correlation of the observations. The VAD system is very important in telecommunication devices, such as in the case of phones. The time that speech occupies is almost 60% of a regular conversation. Detecting only speech parts of the signal enables the device to reallocate system resources. A well-developed HMM VAD can be found in [25] , using a signal preprocessing standard used in telecommunication.
Although all of these works perform speech detection from noisy sound signals they do not take advantage on the HMM's ability to build numerous models for different noises, increasing the efficiency. Another field of application of HMMs is acoustic event detection, that is, recognizing exact acoustic occurrences (such as music [27] , car noise, speech, door slam, knocking, applause, laughter, and cough) and environments (such as bus station, airport, street, workplace, and silent room). In [26] and [29] HMM models were built for specific events with separable acoustic properties. More than ten categories (more than 20 in [29] ) were used to identify specific environments in the audio signal. Even though these methods are successful in the task of event detection, their speech recognition rates are very poor compared to VAD systems. In [28] a different categorization was made. The audio content was separated according to various feature properties, such as short-time energy, average zero-crossing rate, fundamental frequency, and spectral peak. Using these parameters the audio signal was annotated according to different acoustic types (harmonic, non-harmonic, purespeech, music) instead of exact event categories. This approach performed better in detecting speech.
The non-speech segments of a signal can have a large variety of spectral components; therefore, using several different noise types may improve the overall detection of the speech segments. In the next Sections we present a speech detection method based on Hidden Markov Models, which uses models built from information of different noise categories in order to enhance the performance of the speech detector.
Database for speech detection
The tests were done on speech through a phone line. During the calls many types of phone devices were used to balance the quality of the distortion due to different microphones. The recordings were made using 8 kHz sample frequency and 16 bit quantization. They can be divided into three parts according to three noise levels: low, medium and high. The recordings contain continuous speech as well as isolated sentences. The segmentation of the sound material was done with Praat [35] . Different noise categories were marked along with intonational phrase-sized speech units. The categories of the annotation are displayed in Table 3 . 
Hidden Markov Acoustic Event Models
For automatic speech detection the HTK toolkit [34] was used to build Hidden Markov Models and to run recognition tests. Table 5 shows the acoustic features and the window length used for calculation. The optimal calculation window sizes were selected in a preliminary examination. Preprocessing was done with 10 ms timesteps. The computed features were mean and median filtered. The resulting values were used in the feature vectors in the training and recognition phases. Different acoustic events have different length; therefore, various sized Markov Models were needed. For the longer acoustic events we used longer Markov chains (Table 4) . Speech was annotated in intonational phrase sized units; therefore, the speech and noisy speech categories had the same length. The background noise was variable in length, but it was always longer than the acoustic events of the noises.
In the case of the noise categories the Markov Models have different lengths that depend on the length properties of the given noise. Hitting, cracking noises are shorter and need fewer states than car and wind sounds that are longer and can change in time.
For training and testing, 70% and 30% of the database was selected, respectively. Both parts contained balanced numbers of samples of different noise levels and speech types (continuous, isolated). 
Evaluation
The evaluation of the system was done on the speech segments. Although different noise models were used, the task was to identify speech segments; therefore, only speech/nonspeech decisions were calculated and were taken into consideration in the final measurement of performance. The effect of the use of noise models to the detection performance was observed through four test phases:
I. Speech, noisy speech, silence and all noise categories were used to build Markov Models.
II.
The categories speech, noisy speech, and silence were used to build three Markov Models and all noise categories to build another Markov Model. III.
The categories speech and silence were used to build two Markov Models and all noise categories to build another Markov Model. IV.
The categories speech and silence were used to build two Markov Models and noisy speech along with all noise categories to build one Markov Model.
The recognition results were compared to the original hand-made annotation by 10 ms time steps. Overall accuracy was calculated according to the following equation:
= # # Figure 5 shows the performance of the speech detector according to the different model groupings. The best result was obtained when using all of the noise categories as separate models to model the non-speech parts of the signal. 
Recognition accuracy
In the case of automatic speech segmentation two questions arise.
(1) Spectral parameters are needed in order to detect speech in the signal. In the case of intonation phrase segmentation an intonation phrase unit HMM model was prepared by the training. The separation of chosen segments (intonational phrase) in time, however, mainly depends on prosodic acoustic features (fundamental frequency and intensity movement); therefore, a wide range of spectral information is not needed. (2) The Hidden Markov solution has the ability to solve the speech detection and segmentation task simultaneously by building speech models of the desired length (one-step method, Fig. 6 ). Because spectral information may add noise to the segmentation part, it must be clarified that these steps can be separately implemented (twostep method, Fig. 7 ) with distinct feature vectors, or can be combined, using the same type of acoustic features. 
Training and testing
Evaluation
The evaluation of the recognition results was done using the original annotation. The main task was to measure the correctness of the automatic recognition of the borders of the intonational phrases. A 200 ms error range was allowed at the comparison of the automatic segmentation with the manual one. If the borders of the speech parts were closer to each other than this value, it was not counted as a mistake. Overall accuracy was calculated according to the following equation: Fig. 9 shows the accuracy of the segmentation. The two-step method outperformed the other one. Thus the hypothesis that the unnecessary spectral features bring noise into the recognition is confirmed. Using this two-step method and the former speech detection with various separate noise models, an automatic speech segmenter can be built prior to an emotional recognition system.
Conclusion
In this paper we briefly described some of the main aspects and problems of automatic emotion recognition. The factors mentioned must be taken into consideration when a database of emotional speech is collected, listening tests are made, or an automatic emotional classifier is developed.
A speech detection method was proposed using various noise types as acoustic models. Thus a wide range of acoustic variety of non-speech segments of an audio signal can be modelled. The results showed that by using many kinds of different noise categories as separate acoustic models more accurate speech detection can be achieved than by using a simple two class decision (speech/non-speech) or an aggregated noise model method. A new automatic intonational phrase segmentation method was introduced on the basis of preparing acoustic models of intonation phrase sized speech segments. The Hidden Markov solution has the ability to construct the various noise type models and the intonation phrase model in the course of one training process, thus in the recognition procedure both tasks of automatic speech detection and segmentation can be done simultaneously. But the experiments clarified that a separate speech event detection and segmentation phase can locate the boundaries of intonational phrases better, because different input vectors are optimal for the speech event detector and for the segmenter.
With the help of procedures involved in the work presented here, an automatic spontaneous speech emotion recognition system can be built exclusively on the basis of acoustic parameters, without any linguistic content processing.
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