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ASYMPTOTICS IN RANDOMIZED URN MODELS
By Zhi-Dong Bai1 and Feifang Hu2
Northeast Normal University and National University of Singapore, and
University of Virginia
This paper studies a very general urn model stimulated by designs
in clinical trials, where the number of balls of different types added
to the urn at trial n depends on a random outcome directed by the
composition at trials 1,2, . . . , n− 1. Patient treatments are allocated
according to types of balls. We establish the strong consistency and
asymptotic normality for both the urn composition and the patient
allocation under general assumptions on random generating matrices
which determine how balls are added to the urn. Also we obtain
explicit forms of the asymptotic variance–covariance matrices of both
the urn composition and the patient allocation. The conditions on the
nonhomogeneity of generating matrices are mild and widely satisfied
in applications. Several applications are also discussed.
1. Introduction. In designing a clinical trial, the limiting behavior of
the patient allocation to several treatments during the process is of primary
consideration. Suppose patients arrive sequentially from a population. Adap-
tive designs in clinical trials are inclining to assign more patients to better
treatments, while seeking to maintain randomness as a basis for statistical
inference. Thus the cumulative information of the responses of treatments
on previous patients will be used to adjust treatment assignment to coming
patients. For this purpose, various urn models [Johnson and Kotz (1977)]
have been proposed and used extensively in adaptive designs [for more ref-
erences, see Zelen (1969), Wei (1979), Flournoy and Rosenberger (1995) and
Rosenberger (1996)].
One large family of randomized adaptive designs is based on the gen-
eralized Friedman’s urn (GFU) model [Athreya and Karlin (1967, 1968),
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also called the generalized Po´lya urn (GPU) in the literature]. The model
can be described as follows. Consider an urn containing balls of K types,
respectively, representing K “treatments” in a clinical trial. These treat-
ments are to be assigned sequentially in n stages. At the beginning, the urn
contains Y0 = (Y01, . . . , Y0K) balls, where Y0k denotes the number of balls
of type k, k = 1, . . . ,K. At stage i, i = 1, . . . , n, a ball is randomly drawn
from the urn and then replaced. If the ball is of type q, then the treatment
q is assigned to the ith patient, q = 1, . . . ,K, i = 1, . . . , n. We then wait
until we observe a random variable ξ(i), which may include the response
and/or other covariates of patient i. After that, an additional Dqk(i) balls
of type k, k = 1, . . . ,K, are added to the urn, where Dqk(i) is some func-
tion of ξ(i). This procedure is repeated throughout the n stages. After n
splits and generations, the urn composition is denoted by the row vector
Yn = (Yn1, . . . , YnK), where Ynk represents the number of balls of type k in
the urn after the nth split. This relation can be written as the following
recursive formula:
Yn =Yn−1 +XnDn,
where Xn is the result of the nth draw, distributed according to the urn
composition at the previous stage; that is, if the nth draw is a type-k ball,
then the kth component ofXn is 1 and other components are 0. Furthermore,
write Nn = (Nn1, . . . ,NnK), where Nnk is the number of times a type-k ball
was drawn in the first n stages, or equivalently, the number of patients who
receive the treatment k in the first n patients.
For notation, let Di = 〈〈Dqk(i), q, k = 1, . . . ,K〉〉 and let Fi be the se-
quence of increasing σ-fields generated by {Yj}ij=0, {Xj}ij=1 and {Dj}ij=1.
Define Hi = 〈〈E(Dqk(i)|Fi−1), q, k = 1, . . . ,K〉〉, i = 1, . . . , n. The matrices
Di are called addition rules and Hi generating matrices. In practice, the
addition rule Di often depends only on the treatment on the ith patient
and its outcome. In these cases, the addition rules Di are i.i.d. (independent
and identically distributed) and the generating matrices Hi =H=EDi are
identical and nonrandom. But in some applications, the addition rule Di
depends on the total history of previous trials [see Andersen, Faries and
Tamura (1994) and Bai, Hu and Shen (2002)]; then the general generat-
ing matrix Hi is the conditional expectation of Di given Fi−1. Therefore,
the general generating matrices {Hi} are usually random. In this paper, we
consider this general case. Examples are considered in Section 5.
A GFU model is said to be homogeneous if Hi =H for all i= 1,2,3, . . . .
In the literature, research is focused on asymptotic properties of Yn for ho-
mogeneous GFU. First-order asymptotics for homogeneous GFU models are
determined by the generating matrices H. In most cases, H is an irreducible
nonnegative matrix, for which the maximum eigenvalue is unique and posi-
tive (called the maximal eigenvalue in the literature) and its corresponding
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left eigenvector has positive components. In some cases, the entries ofH may
not be all nonnegative (e.g., when there is no replacement after the draw),
and we may assume that the matrix H has a unique maximal eigenvalue λ
with associated left eigenvector v = (v1, . . . , vK) with
∑
vi = 1. Under the
following assumptions:
(i) Pr{Dqk = 0, k = 1, . . . ,K}= 0 for every q = 1, . . . ,K,
(ii) Dqk ≥ 0 for all q, k = 1, . . . ,K,
(iii) H is irreducible,
Athreya and Karlin (1967, 1968) prove that
Nnk
n
→ vk and Ynk∑K
q=1 Ynq
→ vk(1.1)
almost surely as n→∞.
Let λ1 be the eigenvalue with a second largest real part, associated with
a right eigenvector ξ. If λ > 2Re(λ1), Athreya and Karlin (1968) show that
n−1/2Ynξ
′→N(0, c)(1.2)
in distribution, where c is a constant. When λ= 2Re(λ1) and λ1 is simple,
then (1.2) holds when n−1/2 is replaced by 1/
√
n ln(n). Asymptotic results
under various addition schemes are considered in Freedman (1965), Mah-
moud and Smythe (1991), Holst (1979) and Gouet (1993).
Homogeneity of the generating matrix is often not the case in clinical
trials, where patients may exhibit a drift in characteristics over time. Ex-
amples are given in Altman and Royston (1988), Coad (1991) and Hu and
Rosenberger (2000). Bai and Hu (1999) establish the weak consistency and
the asymptotic normality of Yn under GFU models with nonhomogeneous
generating matrices Hi. [In that paper, it is assumed that Hi =EDi, so Hi
are fixed (not random) matrices.] They consider the following GFU model
(GFU1):
∑K
k=1Dqk(i) = c1 > 0, for all q = 1, . . . ,K and i= 1, . . . , n, the to-
tal number of balls added at each stage is a positive constant. They assume
there is a nonnegative matrix H such that
∞∑
i=1
αi
i
<∞,(1.3)
where αi = ‖Hi −H‖∞.
In clinical trials, Nnk represents the number of patients assigned to the
treatment k in the first n trials. Doubtless, the asymptotic distribution and
asymptotic variance of Nn = (Nn1, . . . ,NnK) is of more practical interest
than the urn compositions to sequential design researchers. As Athreya
and Karlin [(1967), page 275] said, “It is suggestive to conjecture that
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(Nn1, . . . ,NnK) properly normalized is asymptotically normal. This prob-
lem is open.” The problem has stayed open for decades due to mathematical
complexity. One of our main goals of this paper is to present a solution to
this problem.
Smythe (1996) defined the extended Po´lya urn (EPU) (homogeneous)
models, satisfying
∑K
k=1E(Dqk) = c1 > 0, q = 1, . . . ,K; that is, the expected
total number of balls added to the urn at each stage is a positive constant.
For EPU models, Smythe (1996) established the weak consistency and the
asymptotic normality of Yn and Nn under the assumptions that the eigen-
values of the generating matrix H are simple. The asymptotic variance of
Nn is a more important and difficult proposition [Rosenberger (2002)]. Re-
cently, Hu and Rosenberger (2003) obtained an explicit relationship between
the power and the variance of Nn in an adaptive design. To compare the ran-
domized urn models with other adaptive designs, one just has to calculate
and compare their variances. Matthews and Rosenberger (1997) obtained
the formula for asymptotic variance for the randomized play-the-winner rule
(K = 2) which was initially proposed by Wei and Durham (1978). A general
formula for asymptotic variance of Nn was still an open problem [Rosen-
berger (2002)].
In this paper, we
(i) show the asymptotic normality of Nn for general H;
(ii) obtain a general and explicit formula for the asymptotic variance of
Nn;
(iii) show the strong consistency of both Yn and Nn; and
(iv) extend these results to nonhomogeneous urn model with random
generating matrices Hi.
The paper is organized as follows. The strong consistency of Yn and Nn
is proved in Section 2 for both homogeneous and nonhomogeneous EPU
models. Note that the GFU1 is a special case of EPU. The asymptotic nor-
mality of Yn for homogeneous and nonhomogeneous EPU models is shown
in Section 3 under the assumption (1.3). We consider cases where the gen-
erating matrix H has a general Jordan form. In Section 4, we consider the
asymptotic normality of Nn = (Nn1, . . . ,NnK) for both homogeneous and
nonhomogeneous EPU models. Further, we obtain a general and explicit
formula for the asymptotic variance of Nn.
The condition (1.3) in a nonhomogeneous urn model is widely satisfied in
applications. In some applications [e.g., Bai, Hu and Shen (2002)], the gen-
erating matrix Hi may be estimates of some unknown parameters updated
at each stage, for example, Hˆi at ith stage. In these cases, we usually have
αi =O(i
−1/2) in probability or O(i−1/4) almost surely, so the condition (1.3)
is satisfied. Also (1.3) is satisfied for the case of Hu and Rosenberger (2000).
Some other applications are considered in Section 5.
ASYMPTOTICS OF URN MODELS 5
2. Strong consistency of Yn and Nn. Using the notation defined in the
Introduction, Yn is a sequence of random K-vectors of nonnegative elements
which are adaptive with respect to {Fn}, satisfying
E(Yi|Fi−1) =Yi−1Mi,(2.1)
where Mi = I+ a
−1
i−1Hi, Hi = E(Di|Fi−1) and ai =
∑K
j=1Yij . Without loss
of generality, we assume a0 = 1 in the following study.
In the sequel, we need the following assumptions.
Assumption 2.1. The generating matrix Hi satisfies
Hqk(i)≥ 0 for all k, q and
K∑
k=1
Hqk(i) = c1 for all q = 1, . . . ,K,
(2.2)
almost surely, where Hqk(i) is the (q, k)-entry of the matrix Hi and c1 is a
positive constant. Without loss of generality, we assume c1 = 1 throughout
this work.
Assumption 2.2. The addition rule Di is conditionally independent of
the drawing procedure Xi given Fi−1 and satisfies
E(D2+δqk (i)|Fi−1)≤C <∞ for all q, k = 1, . . . ,K and some δ > 0.(2.3)
Also we assume that
cov[(Dqk(i),Dql(i))|Fi−1]→ dqkl for all q, k, l= 1, . . . ,K,(2.4)
where dq = (dqkl)
K
k,l=1, q = 1, . . . ,K, are some K ×K positive definite ma-
trices.
Remark 2.1. Assumption 2.1 defines the EPU model [Smythe (1996)];
it ensures that the number of expected balls added at each stage is a positive
constant. So after n stages, the total number of balls, an, in the urn should
be very close to n (an/n converges to 1).
The elements of the addition rule are allowed to take negative values in
the literature, which corresponds to the situation of withdrawing balls from
the urn. But, to avoid the dilemma that there are no balls to withdraw,
only diagonal elements of Di are allowed to take negative values, which
corresponds to the case of drawing without replacement.
To investigate the limiting properties of Yn, we first derive a decomposi-
tion. From (2.1), it is easy to see that
Yn = (Yn −E(Yn|Fn−1)) +Yn−1Mn
=Qn +Yn−1Gn +Yn−1(Mn −Gn)
=Y0G1G2 · · ·Gn +
n∑
i=1
QiBn,i+
n∑
i=1
Yi−1(Mi −Gi)Bn,i
= S1 + S2 +S3,
(2.5)
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where Qi =Yi − E(Yi|Fi−1), Gi = I+ i−1H and Bn,i =Gi+1 · · ·Gn with
the convention that Bn,n = I and F0 denotes the trivial σ-field.
We further decompose S3 as follows:
S3 =
n∑
i=1
Yi−1(a
−1
i−1Hi− i−1H)Bn,i
=
n∑
i=1
a−1i−1Yi−1(Hi −H)Bn,i +
n∑
i=1
Yi−1
ai−1
i− ai−1
i
HBn,i
= S31 +S32.
(2.6)
To estimate the above terms in the expansion, we need some preliminary
results. First, we evaluate the convergence rate of an. To this end, we have
the following theorem.
Theorem 2.1. Under Assumptions 2.1 and 2.2, (a) an/n→ 1 a.s. as
n→∞, and (b) n−κ(an − n)→ 0 a.s. for any κ > 1/2.
Proof. Let ei = ai− ai−1 for i≥ 1. By definition, we have ei =XiDi1,
where Xi is the result of the ith draw, multinomially distributed according
to the urn composition at the previous stages; that is, the conditional prob-
ability that the ith draw is a ball of type k (the kth component of Xi is 1
and other components are 0) given previous status is Yi−1,k/ai−1.
From Assumptions 2.1 and 2.2, we have
E(ei|Fi−1) = 1(2.7)
and
E(e2i ) = E[E(e
2
i |Fi−1)] =E[E(1′D′iX′iXiDi1|Fi−1)]
= 1′E[E(D′iX
′
iXiDi|Fi−1)]1
= 1′E[E(D′i diag(a
−1
i−1Yi−1)Di|Fi−1)]1
=
K∑
q=1
K∑
k=1
K∑
l=1
E[(a−1i−1Yi−1,q)E(Dqk(i)Dql(i)|Fi−1)]
≤ CK2,
(2.8)
so that
an − n= a0 +
n∑
i=1
(ei − 1) = 1+
n∑
i=1
(ei −E(ei|Fi−1))(2.9)
forms a martingale sequence.
From Assumption 2.2 and κ > 1/2, we have
∞∑
i=1
E
((
ei − 1
iκ
)2∣∣∣Fi−1)<∞.
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By three series theorem for martingales, this implies that the series
∞∑
i=1
ei − 1
iκ
converges almost surely. Then, by Kronecker’s lemma,
1
nκ
n∑
i=1
(ei − 1)→ 0
almost surely. This completes the proof for conclusion (b) of the theorem.
The conclusion (a) is a consequence of conclusion (b). The proof of The-
orem 2.1 is then complete. 
Assumption 2.3. Assume that (1.3) holds almost surely. Suppose that
the limit generating matrix H, K ×K, is irreducible.
This assumption guarantees that H has the Jordan form decomposition
T−1HT= J=

1 0 · · · 0
0 J1 · · · 0
· · · · · · · · · · · ·
0 0 · · · Js
 with Jt =

λt 1 0 · · · 0
0 λt 1 · · · 0
... · · · . . . . . . ...
0 0 · · · λt 1
0 0 0 · · · λt
 ,
where 1 is the unique maximal eigenvalue of the matrix H. Denote the order
of Jt by νt and τ =max{Re(λ1), . . . ,Re(λs)}. We define ν =max{νt :Re(λt) =
τ}.
Moreover, the irreducibility of H also guarantees that the elements of
the left eigenvector v= (v1, . . . , vp) associated with the positive maximal
eigenvalue 1 are positive. Thus, we may normalize this vector to satisfy∑p
i=1 vi = 1.
Remark 2.2. Condition (1.3) in Assumption 2.3 is very mild, just slightly
stronger than αi → 0, for example, if the nonhomogeneous generating ma-
trix Hi converges to a generating matrix H with a rate of log
−1−c i for some
c > 0.
What we consider here is the general case where the Jordan form of the
generating matrixH is arbitrary, relaxing the constraint of a diagonal Jordan
form as usually assumed in the literature [see Smythe (1996)].
In some conclusions, we need the convergence rate of Hi as described in
the following assumption.
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Assumption 2.4.
‖Hi −EHi‖=
{
O(i−1/2), if τ 6= 12 ,
O(i−1/2 log−1/2(i+ 1)), if τ = 12 ,
(2.10)
where ‖(aij)‖=
√∑
ij Ea
2
ij , for any random matrix (aij).
A slightly stronger condition is
‖Hi −EHi‖= o(i−1/2).(2.11)
Remark 2.3. This assumption is trivially true if Hi is nonrandom. It is
also true when Hi is a continuously differentiable matrix function of status
at stage i, such as Yi, Ni or the relative frequencies of the success, and so
on. These are true in almost all practical situations.
For further studies, we define
Vn =

√
n, if τ < 1/2,√
n logν−1/2 n, if τ = 1/2,
nτ logν−1 n, if τ > 1/2.
Theorem 2.2. Under Assumptions 2.1–2.3, for some constant M ,
E‖Yn −EYn‖2 ≤MV 2n .(2.12)
From this, for any κ > τ ∨ 12 , we immediately obtain n−κ(Yn − EYn)→
0, a.s., where a ∨ b = max(a, b). Also, if κ = 1 or the condition (1.3) is
strengthened to
∞∑
i=1
αi√
i
<∞,(2.13)
then EYn in the above conclusions can be replaced by nv. This implies that
n−1Yn almost surely converges to v, the same limit of n
−1EYn, as n→∞.
Proof. Without loss of generality, we assume a0 = 1 in the follow-
ing study. For any random vector, write ‖Y‖ := √EYY′. Define yn =
(yn,1, . . . , yn,K) =YnT. Then, (2.12) reduces to
‖yn −Eyn‖ ≤MVn.(2.14)
In Theorem 2.1, we have proved that ‖an−n‖2 ≤CK2n [see (2.9) and (2.8)].
Noticing that Ean = n + 1, the proof of (2.12) further reduces to showing
that, for any j = 2, . . . ,K,
‖yn,j −Eyn,j‖ ≤MVn.(2.15)
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We shall prove (2.15) by induction.
Suppose n0 is an integer and M a constant such that
∞∑
i=n0
αi
i
< ε,
∞∑
i=n0
logν i
i5/4
< ε,
M =
C1 +C2 +C3 +C4 +C5 + (C3 +2C5)M0
1− 3ε ,
(2.16)
where ε < 1/4 is a prechosen small positive number, M0 =maxn≤n0{‖yn,j −
Eyn,j‖/Vn} and the constants C’s are absolute constants specified later.
We shall complete the proof by induction. Consider m> n0 and assume
that ‖y˜−Ey˜n‖ ≤MVn for all n0 ≤ n<m.
By (2.5) and (2.6), we have
ym,j = y0B˜m,0,j +
m∑
i=1
Q˜iB˜m,i,j +
m∑
i=1
yi−1
i
WiB˜m,i,j
+
m∑
i=1
(
i− ai−1
i
)
yi−1
ai−1
JB˜m,i,j +
m∑
i=1
(
i− ai−1
i
)
yi−1
ai−1
WiB˜m,i,j ,
(2.17)
where Q˜i =QiT, Wi =T
−1(Hi −H)T and
B˜n,i =T
−1Bn,iT= (I+ (i+1)
−1J) · · · (I+ n−1J)
=

n∏
j=i+1
(
1 +
1
j
)
0 · · · 0
0
n∏
j=i+1
(I+ j−1J1) · · · 0
· · · · · · · · · · · ·
0 0 · · ·
n∏
j=i+1
(I+ j−1Js)

,
(2.18)
and B˜m,i,j is the jth column of the matrix B˜m,i.
In the remainder of the proof of the theorem, we shall frequently use the
elementary fact that
n∏
j=i+1
(
1 +
λ
j
)
=
(
n
i
)λ
ψ(n, i, λ),(2.19)
where ψ(n, i, λ) is uniformly bounded (say ≤ ψ) and tends to 1 as i→∞.
In the sequel, we use ψ(n, i, λ) as a generic symbol, that is, it may take
different values at different appearances and is uniformly bounded (by ψ,
say) and tends to 1 as i→∞. Based on this estimation, one finds that the
(h,h + ℓ)-element of the block matrix
∏n
i=j+2(I + i
−1Jt) is asymptotically
equivalent to
1
ℓ!
(
j
n
)−λt
logℓ
(
n
j
)
ψ(n, j, λt),(2.20)
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where λt is the eigenvalue of Jt.
By (2.17) and triangular inequality, we have
‖ym,j −Eym,j‖
≤ ‖y0B˜m,0,j‖+
∥∥∥∥∥
m∑
i=1
Q˜iB˜m,i,j
∥∥∥∥∥
+
∥∥∥∥∥
m∑
i=1
(
i− ai−1
i
)
yi−1
ai−1
JB˜m,i,j
∥∥∥∥∥+
m∑
i=1
∥∥∥∥∥
(
i− ai−1
i
)
yi−1
ai−1
WiB˜m,i,j
∥∥∥∥∥
+
m∑
i=1
∥∥∥∥yi−1Wi −Eyi−1Wii B˜m,i,j
∥∥∥∥.
(2.21)
Consider the case where 1 + ν1 + · · ·+ νt−1 < j ≤ 1 + ν1 + · · ·+ νt. Then,
by (2.20) we have
‖y0B˜m,0,j‖ ≤C1|mλt | logνt−1m≤C1Vm.(2.22)
Since the elements of E(Q˜∗i Q˜i) are bounded, we have∥∥∥∥∥
m∑
i=1
Q˜iB˜m,i,j
∥∥∥∥∥=
{
m∑
i=1
B˜∗m,i,jE(Q˜
∗
i Q˜i)B˜m,i,j
}1/2
≤C2
{
m∑
i=1
(m/i)2Re(λt) log2νt−2(m/i)
}1/2
≤C2Vm,
(2.23)
for all m and some constant C2.
Noticing that a−1i−1‖yi−1‖ is bounded, for τ 6= 12 , we have∥∥∥∥∥
m∑
i=1
(
i− ai−1
i
)
yi−1
ai−1
JB˜m,i,j
∥∥∥∥∥
≤
m∑
i=1
∥∥∥∥∥
(
i− ai−1
i
)
yi−1
ai−1
JB˜m,i,j
∥∥∥∥∥
≤
m∑
i=1
C3i
−1/2(|λt|+ 1)
(
m
i
)Re(λt)
logνt−1
(
m
i
)
≤ C3√
m
m∑
i=1
(
m
i
)τ+1/2
logνt−1
(
m
i
)
≤C3Vm,
for all m and some constant C3.
Now we estimate this term for the case τ = 12 . We have∥∥∥∥∥
m∑
i=1
(
i− ai−1
i
)
yi−1
ai−1
JB˜m,i,j
∥∥∥∥∥
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≤
∥∥∥∥∥
m∑
i=1
(
i− ai−1
i
)
E
yi−1
ai−1
JB˜m,i,j
∥∥∥∥∥
+
m∑
i=1
∥∥∥∥( i− ai−1i
)[
yi−1
ai−1
−Eyi−1
ai−1
]
JB˜m,i,j
∥∥∥∥.
First, we have∥∥∥∥∥
m∑
i=1
(
i− ai−1
i
)
E
yi−1
ai−1
JB˜m,i,j
∥∥∥∥∥
2
=
∑
ik
(
E(i− ai−1)(k − ak−1)
ik
)
E
yi−1
ai−1
JB˜m,i,jE
yk−1
ak−1
JB˜m,k,j
≤C23
∑
i≤k≤m
‖i− ai−1‖2
ik
(
m
i
)1/2
logνt−1
(
m
i
)(
m
k
)1/2
logνt−1
(
m
k
)
≤C23m log2νt−2m
∑
i≤k≤m
1
k
√
ik
≤C23m log2νt−1m.
Here we point out a fact that for any µ > 1, there is a constant Cµ > 0
such that
E|an − n|µ ≤Cµnµ/2.
This inequality is an easy consequence of the Burkholder inequality. [The
Burkholder inequality states that if X1, . . . ,Xn is a sequence of martin-
gale differences, then for any p > 1, there is a constant C =C(p) such that
E|∑mi=1Xi|p ≤CpE(∑ni=1E(|X2i ||Fi−1)p/2.]
By using 1ai−1 =
1
i +
i−ai−1
iai−1
and the above inequality, we have
m∑
i=1
∥∥∥∥( i− ai−1i
)[
yi−1
ai−1
−Eyi−1
ai−1
]
JB˜m,i,j
∥∥∥∥
≤
m∑
i=1
∥∥∥∥( i− ai−1i
)[
yi−1 −Eyi−1
i
]
JB˜m,i,j
∥∥∥∥+ m∑
i=1
‖(i− ai−1)2‖
i2
‖JB˜m,i,j‖
≤C3
m∑
i=1
[‖yi−1 −Eyi−1‖
i5/4
+ P (|ai−1 − i| ≥ i3/4) + 1
i
]
‖JB˜m,i,j‖
≤C3M0
n0∑
i=1
Vi
i5/4
(
m
i
)1/2
logνt−1
(
m
i
)
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+C3M
m∑
i=n0+1
Vi
i5/4
(
m
i
)1/2
logνt−1
(
m
i
)
+C3
m∑
i=1
i−1
(
m
i
)1/2
logνt−1
(
m
i
)
≤ (C3M0 +C3 + εM)
√
m logν−1m.
Combining the above four inequalities, we have proved∥∥∥∥∥
m∑
i=1
(
i− ai−1
i
)
yi−1
ai−1
JB˜m,i,j
∥∥∥∥∥≤ (C3M0 +C3 + εM)Vm.(2.24)
By (1.3) and the fact that a−1i−1‖yi−1‖ is bounded, we have
m∑
i=1
∥∥∥∥( i− ai−1i
)
yi−1
ai−1
WiB˜m,i,j
∥∥∥∥
≤
m∑
i=1
C4i
−1/2αi
(
m
i
)Re(λt)
logνt−1
(
m
i
)
≤C4
√
m
m∑
i=1
αi
i
(
m
i
)τ−1/2
logνt−1
(
m
i
)
≤C4Vm.
(2.25)
Next, we show that
m∑
i=1
∥∥∥∥yi−1Wi −Eyi−1Wii B˜m,i,j
∥∥∥∥
≤
m∑
i=1
∥∥∥∥yi−1 −Eyi−1i WiB˜m,i,j
∥∥∥∥
+
m∑
i=1
∥∥∥∥E(yi−1 −Eyi−1)Wii B˜m,i,j
∥∥∥∥
+
m∑
i=1
∥∥∥∥Eyi−1i (Wi −EWi)B˜m,i,j
∥∥∥∥
≤ (2εM +C5(2M0 +1))Vm.
(2.26)
By (1.3) and the induction assumption that ‖yi−1 −Eyi−1‖ ≤M
√
i,
m∑
i=1
∥∥∥∥yi−1 −Eyi−1i WiB˜m,i,j
∥∥∥∥
≤
n0∑
i=1
M0Vii
−1αi
(
m
i
)Re(λt)
logνt−1
(
m
i
)
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+
m∑
i=n0+1
MVii
−1αi
(
m
i
)Re(λt)
logνt−1
(
m
i
)
≤ (C5M0 + εM)Vm.
By Jensen’s inequality, we have
m∑
i=1
∥∥∥∥Eyi−1 −Eyi−1i WiB˜m,i,j
∥∥∥∥≤ m∑
i=1
∥∥∥∥yi−1 −Eyi−1i WiB˜m,i,j
∥∥∥∥
≤ (C5M0 + εM)Vm.
The estimate of the third term is given by
m∑
i=1
∥∥∥∥Eyi−1i (Wi −EWi)B˜m,i,j
∥∥∥∥
≤C5
m∑
i=1
‖Wi −EWi‖
(
m
i
)Re(λt)
logνt−1
(
m
i
)
≤

C5
m∑
i=1
i−1/2
(
m
i
)Re(λt)
logνt−1
(
m
i
)
, if τ 6= 1
2
,
C5
m∑
i=1
i−1/2 log−1/2(i+1)
(
m
i
)Re(λt)
logνt−1
(
m
i
)
, if τ =
1
2
,
≤C5Vm.
(2.27)
The above three estimates prove the assertion (2.26).
Substituting (2.22)–(2.26) into (2.21), we obtain
‖yn,j−Eyn,j‖ ≤ (3εM +C1+C2+C3+C4+C5+(C3+2C5)M0)Vm ≤MVm.
We complete the proof of (2.15) and thus of (2.12).
Since κ > τ ∨1/2, we may choose κ1 such that κ > κ1 > τ ∨1/2. By (2.12),
we have
‖Yn −EYn‖2 ≤Mn2κ1 .
From this and the standard procedure of subsequence method, one can show
that
n−κ(Yn −EYn)→ 0 a.s.
To complete the proof of the theorem, it remains to show the replacement
of EYn by nv, that is, to show that ‖yn,j‖ ≤MVn if (2.13) holds and that
‖yn,j‖= o(n) under (1.3). Here the latter is for the convergence with κ= 1.
Following the lines of the proof for the first conclusion, we need only to
change Eym,j on the left-hand side of (2.21) and replace Eyi−1Wi on the
right-hand side of (2.21) by 0. Checking the proofs of (2.22)–(2.26), we find
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that the proofs of (2.22)–(2.26) remain true. Therefore, we need only show
that
m∑
i=1
∥∥∥∥Eyi−1Wii B˜m,i,j
∥∥∥∥
≤
m∑
i=1
αi
(
m
i
)Re(λt)
logνt−1
(
m
i
)
=

√
m
m∑
i=1
αi√
i
(
m
i
)τ−1/2
logνt−1
(
m
i
)
≤O(Vm), if (2.13) holds,
m
m∑
i=1
αi
i
(
m
i
)τ−1
logνt−1
(
m
i
)
≤ εm, if (1.3) holds.
(2.28)
This completes the proof of this theorem. 
Recall the proof of Theorem 2.2 and note that ε can be arbitrarily small;
with a slight modification to the proof of Theorem 2.2, we have in fact the
following corollary.
Corollary 2.1. In addition to the conditions of Theorem 2.2, assume
(2.11) is true. Then, we have
yn,−−Eyn,− =
n∑
i=1
Q˜iB˜n,i,−+ op(Vn),(2.29)
where yn,− = (yn,2, . . . , yn,K) and B˜n,i,− = (B˜n,i,2, . . . , B˜n,i,K).
Furthermore, if (2.13) is true, Eyn,− in (2.29) can be replaced by 0.
Proof. Checking the proof of Theorem 2.2, one finds that the term
estimated in (2.22) is not necessary to appear on the right-hand side of
(2.21). Thus, to prove (2.29), it suffices to improve the right-hand sides of
(2.24)–(2.26) as to εVm. The modification for (2.24) and (2.25) can be done
without any further conditions, provided one notices that the vector yi−1 in
these inequalities can be replaced by (0,yi−1,−). The details are omitted. To
modify (2.26), we first note that (2.27) can be trivially modified to εVm if
the condition (2.10) is strengthened to (2.11). The other two estimates for
proving (2.26) can be modified easily without any further assumptions. 
Note that
Nn =
n∑
i=1
Xi =
n∑
i=1
(Xi −E(Xi|Fi−1)) +
n∑
i=1
Yi−1
ai−1
.
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Since (Xi − E(Xi|Fi−1)) is a bounded martingale difference sequence, we
have
n−κ
n∑
i=1
(Xi −E(Xi|Fi−1))→ 0 a.s.
for any κ > 1/2. Also,
n−κ
∥∥∥∥∥
n∑
i=1
Yi−1|i−1 − a−1i−1|
∥∥∥∥∥≤ n−κ
n∑
i=1
i−1+κ1
|ai−1 − i|
iκ1
→ 0 a.s.
In view of these relations and Theorem 2.2, we have established the fol-
lowing theorem for the strong consistency of Nn.
Theorem 2.3. Under the assumptions of Theorem 2.2, n−κ(Nn −ENn)→ 0,
a.s. for any κ > τ ∨1/2. Also, in the above limit, ENn can be replaced by nv
if κ= 1 or (2.13) is true. This implies that n−1Nn almost surely converges
to v, the same limit of n−1ENn, as n→∞.
3. Asymptotic normality of Yn. In the investigation of the asymptotic
normality of the urn composition, we first consider that of an, the total
number of balls in the urn after n stages.
Theorem 3.1. Under Assumptions 2.1–2.3, n−1/2(an−n) is asymptoti-
cally normal with mean 0 and variance σ11, where σ11 =
∑K
q=1
∑K
k=1
∑K
l=1 vqdqkl.
Proof. From Theorems 2.1 and 2.2, we have that Yn/an→ v a.s. Sim-
ilar to (2.8), we have
n−1
n∑
i=1
var(ei|Fi−1)→
K∑
q=1
K∑
k=1
K∑
l=1
vqdqkl a.s.
Assumption 2.2 implies that {ei −E(ei|Fi−1)} satisfies the Lyapunov con-
dition. From the martingale CLT [see Hall and Heyde (1980)], Assumptions
2.1–2.3 and the fact that
an − n= 1+
n∑
i=1
(ei −E(ei|Fi−1)),
the theorem follows. 
Theorem 3.2. Under the assumptions of Theorem 2.2, V −1n (Yn−EYn)
is asymptotically normal with mean vector 0 and variance–covariance ma-
trix T−1∗ΣT−1, where Σ is specified later, V 2n = n if τ < 1/2 and V
2
n =
n log2ν−1 n if τ = 1/2. Here τ is defined in Assumption 2.3.
Also, if (2.13) holds, then EYn can be replaced by nv.
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Proof. To show the asymptotic normality of Yn−EYn, we only need
to show that of (Yn −EYn)T= yn −Eyn.
From the proof of Theorem 3.1, we have
yn,1 −Eyn,1 = an − n− 1 =
n∑
i=1
(ei −E(ei|Fi−1)).
From Corollary 2.1, we have
yn,−−Eyn,− =
n∑
i=1
Q˜iB˜n,i,−+ op(Vn).
Combining the above estimates, we get
yn −Eyn =

n∑
i=1
(ei −E(e2|Fi−1))
n−1∑
i=1
Q˜iB˜n,i,2
· · · · · · · · ·
n−1∑
i=1
Q˜iB˜n,i,K

+ o(Vn).(3.1)
Again, Assumption 2.2 implies the Lyapunov condition. Using the CLT
for martingale sequence, as was done in the proof of Theorem 2.3 of Bai and
Hu (1999), from (3.1), one can easily show that V −1n (yn −Eyn) tends to a
K-variate normal distribution with mean 0 and variance–covariance matrix(σ11 Σ12
Σ′12 Σ22
)
. The variance–covariance matrix Σ22 of the second to the Kth
elements of V −1n (yn −Eyn) can be found in (2.17) of Bai and Hu (1999).
By Theorem 3.1, for the case τ = 1/2, Vn =
√
n logν−1/2 n, σ11 = 0 and
Σ12 = 0. When τ < 1/2, Vn =
√
n, σ11 =
∑K
q=1
∑K
k=1
∑K
l=1 vqdqkl. Now, let
us find Σ12. Write T = (1
′,T1, . . . ,Ts) = (1
′,T−), Tj = (t
′
j1, . . . , t
′
jνj
) and
B˜n,i,− = T
−1Bn,iT− = (B˜n,i,2, . . . , B˜n,i,K), where 1 = (1, . . . ,1) throughout
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this paper. Then the vector Σ12 is the limit of
n−1
n∑
i=1
cov[(ei,Qi)|Fi−1]TB˜n,i,−
= n−1
n∑
i=1
1 cov[(D′iX
′
i,XiDi)|Fi−1]TB˜n,i,−
= n−1
n∑
i=1
1
(
K∑
q=1
vqdq +H
∗(diag(v)− v∗v)H
)
TB˜n,i,−+ op(1)
= 1
(
K∑
q=1
vqdq +H
∗(diag(v)− v∗v)H
)
Tn−1
n∑
i=1
B˜n,i,−+ op(1)
= 1
(
K∑
q=1
vqdq
)
Tn−1
n∑
i=1
B˜n,i,−+ op(1),
(3.2)
where the matrices dq are defined in (2.4). Here we have used the fact that
1H∗(diag(v)− v∗v) = 1(diag(v)− v∗v) = 0.
By elementary calculation and the definition of B˜n,i,−, we get
n−1
n∑
i=1
B˜∗n,i,−
=

0 · · · 0
n−1
n∑
i=1
n∏
j=i+1
(I+ j−1J1) · · · 0
... · · · ...
0 · · · n−1
n∑
i=1
n∏
j=i+1
(I+ j−1Js)

.
(3.3)
In the hth block of the quasi-diagonal matrix
n−1
n∑
i=1
n∏
j=i+1
(I+ j−1Jh),
the (g, g + ℓ)-element (0≤ ℓ≤ νh − 1) has the approximation
n−1
n∑
i=1
1
ℓ!
(
n
i
)λh
logℓ
(
n
i
)
(1 + o(1))→
(
1
1− λh
)ℓ+1
.(3.4)
Combining (3.2)–(3.4), we get an expression of Σ12.
Therefore, n−1/2(yn −Eyn) has an asymptotically joint normal distribu-
tion with mean 0 and variance–covariance matrix Σ. Thus, we have shown
that
n−1/2(Yn −EYn)→N(0, (T−1)∗ΣT−1)
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in distribution.
When (2.13) holds, yn − ne1 has the same approximation of the right-
hand side of (3.1). Therefore, in the CLT, EYn can be replaced by nv. Then,
we complete the proof of the theorem. 
Example 3.1. Consider the most important case in application, where
H has a diagonal Jordan form and τ < 1/2. We have
T−1HT= J=

1 0 · · · 0
0 λ1 · · · 0
· · · · · · · · · · · ·
0 0 · · · λK−1
 ,
where T= (1′, t′1, . . . , t
′
K−1). Now let
R=
K∑
j=1
vjdj +H
∗(diag(v)− v∗v)H.
The variance–covariance matrix Σ = (σij)
K
i,j=1 has the following simple form:
σ11 = 1R1
′ =
∑K
q=1
∑K
k=1
∑K
l=1 vqdqkl, σ1j = (1−λj−1)−11Rt′j−1 = (1−λj−1)−1
∑K
k=1 vk1dkt
′
j−1,
j = 2, . . . ,K, and
σij = (1− λi−1 − λ¯j−1)−1(t∗i−1)′Rt′j−1.
4. Asymptotic normality of Nn. Now, Nn = (Nn1, . . . ,NnK), where Nnk
is the number of times a type-k ball is drawn in the first n draws:
Nn = (Nn1, . . . ,NnK) =Nn−1 +Xn =
n∑
i=1
Xi,
where the vectors Xi are defined as follows: If a type-k ball is drawn in
the ith stage, then define the draw outcome Xi as the vector whose kth
component is 1 and all others are 0. Therefore 1X′i = 1 and 1N
′
n = n. We
shall consider the limiting property of Nn.
Theorem 4.1 (for the EPU urn). Under the assumptions of Corol-
lary 2.1, V −1n (Nn−ENn) is asymptotically normal with mean vector 0 and
variance–covariance matrix T−1∗Σ˜T−1, where Σ˜ is specified later, V 2n = n
if τ < 1/2 and V 2n = n log
2ν−1 n if τ = 1/2. Here τ is defined in Assumption
2.3.
Furthermore, if (2.13) holds, then ENn can be replaced by nv.
Proof. At first we have
Nn =
n∑
i=1
(Xi −E(Xi|Fi−1)) +
n∑
i=1
E(Xi|Fi−1)
=
n∑
i=1
(Xi −Yi−1/ai−1) +
n−1∑
i=0
Yi/ai.
(4.1)
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For simplicity, we consider the asymptotic distribution of NnT. Since the
first component of NnT is a nonrandom constant n, we only need consider
the other K − 1 components. From (2.29) and (4.1), we get
NnT− =
n∑
i=1
(Xi −Yi−1/ai−1)T− +
n−1∑
i=0
yi,−/ai
=
n∑
i=1
(Xi −Yi−1/ai−1)T−
+
n−1∑
i=0
yi,−/(i+1) +
n−1∑
i=0
yi,−
ai
(
i+1− ai
i+1
)
=
n∑
i=1
(Xi −Yi−1/ai−1)T− +
n−1∑
i=0
yi,−
ai
(
i+1− ai
i+1
)
+ y0,−
+
n−1∑
i=1
1
i+1
[
i∑
j=1
Q˜jB˜i,j,−+Eyi,− + op(Vi)
]
=
n∑
i=1
(Xi −Yi−1/ai−1)T−
+
n−1∑
j=1
Q˜j
(
n−1∑
i=j
1
i+ 1
B˜i,j,−
)
+
n−1∑
i=1
Eyi,−
i+1
+ o(Vn)
=
n∑
i=1
(Xi −Yi−1/ai−1)T+
n−1∑
j=1
Q˜jB̂n,j,−+
n−1∑
i=1
Eyi,−
i+ 1
+ op(Vn),
(4.2)
where B˜i,j = T
−1Gj+1 · · ·GiT, B̂n,j =
∑n−1
i=j
1
i+1B˜i,j , the matrices with a
minus sign in subscript denote the submatrices of the last K − 1 columns of
their corresponding mother matrices. Here, in the fourth equality, we have
used the fact that
∑n−1
i=0
yi,−
ai
( i+1−aii+1 ) = op(
√
n ) which can be proven by the
same approach as showing (2.24) and (2.28).
In view of (4.2), we only have to consider the asymptotic distribution of
the martingale
U=
n∑
i=1
(Xi −Yi−1/ai−1)T−+
n−1∑
j=1
Q˜jB̂n,j,−.
We now estimate the asymptotic variance–covariance matrix of V −1n U.
For this end, we need only consider the limit of
Σ˜n = V
−2
n
[
n∑
j=1
E(q∗jqj|Fj−1) +
n−1∑
j=1
E(q∗jQ˜jB̂n,j,−|Fj−1)
+
n−1∑
j=1
E(B̂∗n,j,−Q˜
∗
jqj|Fj−1) +
n−1∑
j=1
E(B̂∗n,j,−R˜jB̂n,j,−|Fj−1)
]
,
(4.3)
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where qj = (Xj −Yj−1/aj−1)T− and R˜j =E(Q˜∗jQ˜j|Fj−1) =T∗RjT.
From Theorem 3.1, we know that
E(q∗jqj|Fj−1)→T∗−(diag(v)− v∗v)T− =T∗− diag(v)T− as j→∞,
since vT− = 0. This estimate implies that
V −2n
n∑
j=1
E(q∗jqj |Fj−1)
→ Σ˜1 =
{
T∗− diag(v)T−, if τ < 1/2,
0, if τ = 1/2,
as j→∞.
(4.4)
Because Q˜j = [XjDj − (Yj−1/aj−1)Hj ]T,
V −2n
n−1∑
j=1
E(q∗j Q˜jB̂n,j,−|Fj−1)
= V −2n
n−1∑
j=1
T∗−E(Xj −Yj−1/aj−1)∗
× [XjDj − (Yj−1/aj−1)Hj |Fj−1]TB̂n,j,−
=T∗− diag(v)HT
(
V −2n
n−1∑
j=1
B̂n,j,−
)
+ o(1).
(4.5)
From (2.18), we have
n−1
n−1∑
j=1
B̂n,j = n
−1
n−1∑
j=1
n−1∑
i=j
1
i+1
(I+ (j +1)−1J) · · · (I+ i−1J).(4.6)
Based on (2.18)–(2.20), we have that the (h,h+ ℓ)-element of the block
matrix
n−1
n∑
j=1
n−1∑
i=j
1
i+1
(I+ (j + 1)−1Jt) · · · (I+ i−1Jt)
has a limit obtained by
n−1
n∑
j=1
n−1∑
i=j
1
i+ 1
1
ℓ!
(
j
i
)−λt
logℓ
(
i
j
)
(1 + o(1))
→ 1
ℓ!
∫ 1
0
∫ u
0
u−1
(
v
u
)−λt
logℓ
(
u
v
)
dudv
=
(
1
1− λt
)ℓ+1
.
(4.7)
Substituting this into (4.6) and then (4.5), when V 2n = n, we obtain that
V −2n
n−1∑
j=1
E(q∗jQ˜jB̂n,j,−|Fj−1)→ Σ˜2 =T∗− diag(v)HTJ˜,
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where J˜ is a K × (K − 1) matrix whose first row is 0 and the rest is a
block diagonal matrix, the t-block is νt × νt and its (h,h + ℓ)-element is
given by the right-hand side of (4.7). The matrix Σ˜2 is obviously 0 when
V 2n = n log
2ν−1 n.
Note that the third term in (4.3) is the complex conjugate transpose of
the second term; thus we have also got the limit of the third term, that is,
Σ˜∗2.
Now, we compute the limit Σ˜3 of the fourth term in (4.3). By Assump-
tion 2.2, the matrices Rj in (4.3) converge to R. Then, the fourth term in
(4.3) can be approximated by
[
V −2n
n∑
j=1
n−1∑
i=j+1
1
i
i∏
r=j+1
(I+ r−1J∗g)T
∗
gRTh
×
n−1∑
i=j+1
1
i
n∏
r=j+1
(I+ r−1Jh)
]s
g,h=1
.
(4.8)
Similar to (4.7), we can show that the (w, t)-element of the (g,h)-block of
the matrix in (4.8) is approximately
V −2n
w−1∑
w′=0
t−1∑
t′=0
n−1∑
j=1
n−1∑
i=j
n−1∑
m=j
(i/j)λ¯g (m/j)λh logw
′
(i/j) logt
′
(m/j)
(i+1)(m+1)(w′)!(t′)!
× [T∗gRTh](w−w′,t−t′),
(4.9)
where [T∗gRTh](w′,t′) is the (w
′, t′)-element of the matrix [T∗gRTh]. Here,
strictly speaking, in the numerator of (4.9), there should be factors ψ(i, j,w′)
and ψ(m,j, t′). Since for any j0, the total contributions of terms with j ≤ j0
is o(1) and the ψ’s tend to 1 as j→∞, we may replace the ψ’s by 1.
For fixed w,w′, t and t′, if λg 6= λh or Re(λg)< 1/2, we have
1
n
n−1∑
j=1
n−1∑
i=j
n−1∑
m=j
(i/j)λ¯g (m/j)λh logw
′
(i/j) logt
′
(m/j)
(i+1)(m+1)(w′)!(t′)!
→
w′∑
ℓ=0
(t′ + ℓ)!
ℓ!(t′)!
(1− λ¯g)−(w′−ℓ+1)(1− λ¯g − λh)−(t′+ℓ+1)
+
t′∑
ℓ=0
(w′ + ℓ)!
ℓ!(w′)!
(1− λh)−(t′−ℓ+1)(1− λ¯g − λh)−(w′+ℓ+1).
(4.10)
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Thus, when τ < 1/2, if we split Σ˜3 into blocks, then the (w, t)-element of
the (g,h)-block Σg,h (νg × νh) of Σ˜3 is given by
w−1∑
w′=0
t−1∑
t′=0
[
w′∑
ℓ=0
(t′ + ℓ)!
ℓ!(t′)!
(1− λ¯g)−(w′−ℓ+1)(1− λ¯g − λh)−(t′+ℓ+1)
+
t′∑
ℓ=0
(w′ + ℓ)!
ℓ!(w′)!
(1− λh)−(t′−ℓ+1)(1− λ¯g − λh)−(w′+ℓ+1)
]
× [T∗gRTh](w−w′,t−t′).
(4.11)
When τ = 1/2, Σg,h = 0 if λg 6= λh or if Re(λg)< 1/2. Now, we consider
Σg,h with λg = λh and Re(λg) = 1/2. If w
′ + t′ < 2ν − 2, then
n−1∑
j=1
n−1∑
i=j
n−1∑
ℓ=j
(i/j)λ¯g (ℓ/j)λg logw
′
(i/j) logt
′
(ℓ/j)
(i+ 1)(ℓ+ 1)(w′)!(t′)!
≤
n−1∑
j=1
n−1∑
i=j
n−1∑
ℓ=j
logw
′+t′ n
j
√
iℓ(w′)!(t′)!
≤ n logw′+t′+1 n= o(V 2n ).
When w′ = t′ = ν − 1 which implies w = t = ν = νg = νh, by Abelian sum-
mation, we have
V −2n
n−1∑
j=1
n−1∑
i=j
n−1∑
ℓ=j
(i/j)λ¯g (ℓ/j)λg logν−1(i/j) logν−1(ℓ/j)
(i+1)(ℓ+1)[(ν − 1)!]2
→ |λg|−2[(ν − 1)!]−2(2ν − 1)−1.
(4.12)
Hence, for this case, Σg,h has only one nonzero element which is the one
on the right-lower corner of Σg,h and given by
|λg|−2[(ν − 1)!]−2(2ν − 1)−1[T∗gRTh](1,1).(4.13)
Combining (4.3), (4.4), (4.7), (4.11) and (4.12), we obtain an expression of
Σ˜.

Now we consider one of the most important special cases, where the matrix
H has a diagonal Jordan form and τ < 1/2.
Corollary 4.1. Suppose the assumptions of Corollary 2.1 hold with
τ < 1/2 and
T−1HT= J=

1 0 · · · 0
0 λ1 · · · 0
· · · · · · · · · · · ·
0 0 · · · λK−1
 ,
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where T= (1′, t′1, . . . , t
′
K−1). Now let
aij = (t
∗
i−1)
′(diag(v)− v∗v)t′j−1,
bij = λj−1(1− λj−1)−1(t∗i−1)′(diag(v)− v∗v)t′j−1
and
cij = [(1− λ¯i−1)−1 + (1− λj−1)−1](1− λ¯i−1 − λj−1)−1(t∗i−1)′Rt′j−1,
for i, j = 2, . . . ,K. Then n−1/2(Nn − ENn) is asymptotically normal with
mean vector 0 and variance–covariance matrix (T−1)∗Σ˜T−1, where Σ˜ =
(σ˜ij)
K
i,j=1 has the following simple form:
σ˜11 = σ˜1j = σ˜i1 = 0 and σ˜ij = aij + bij + b¯ji+ cij
for i, j = 2, . . . ,K.
5. Applications.
5.1. Adaptive allocation rules associated with covariates. In clinical tri-
als, it is usual that the probability of success (here we assume that the
subject response is dichotomous) may depend upon some observable covari-
ates on the patients, that is, pik = pk(ξi), where ξi are covariates observed
on the patient i and the result of the treatment at the ith stage. Here
pik = P (Ti = 1|Xi = k, ξi), for i= 1, . . . , n and k = 1, . . . ,K, where Xi = k in-
dicates that a type-k ball is drawn at the ith stage and Ti = 1 if the response
of the subject i is a success and 0 otherwise. Thus, for a given ξi, the addition
rule could be D(ξi) and the generating matrices Hi =H(ξi) =ED(ξi).
Assume that ξ1, . . . , ξn are i.i.d. random vectors and let H = EH(ξ1).
The asymptotic properties of the urn composition Yn are considered by Bai
and Hu (1999). Based on the results in Sections 2 and 4, we can get the
corresponding asymptotic results of the allocation number of patients Nn.
Here we illustrate the results by considering the case K = 2.
Consider the generalized play-the-winner rule [Bai and Hu (1999)] and let
E(pk(ξi)) = pk, k = 1,2. Then the addition rule matrices are denoted by
D(ξi) =
(
d1(ξi) 1− d1(ξi)
1− d2(ξi) d2(ξi)
)
and H=
(
p1 q1
q2 p2
)
,
where 0≤ dk(ξi)≤ 1 and qk = 1− pk for k = 1,2.
It is easy to see that λ = 1, λ1 = p1 + p2 − 1, τ = max(0, λ1) and v =
(q2/(q1 + q2), q1/(q1 + q2)). Further, we have
R=
(a1q2 + a2q1)(q1 + q2) + q1q2(p1 − q2)2
(q1 + q2)2
(
1 −1
−1 1
)
,
T=
(
1 q1
1 −q2
)
and T−1 =
1
q1 + q2
(
q2 q1
1 −1
)
,
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where ak =Var(dk(ξ1)). For the case τ < 1/2, we have that Vn = n and the
values corresponding to Corollary 4.1 are
a22 = q1q2, b22 =
(1− q1− q2)q1q2
q1 + q2
,
c22 =
2[(a1q2 + a2q1)(q1 + q2) + q1q2(p1 − q2)2]
(q1 + q2)(1− 2(p1 + p2 − 1)) .
So
σ˜22 = q1q2+
2(1− q1 − q2)q1q2
q1+ q2
+
2[(a1q2 + a2q1)(q1 + q2) + q1q2(p1 − q2)2]
(q1 + q2)(1− 2(p1 + p2 − 1)) .
From Theorem 2.3 and Corollary 4.1, we have
nδ
(
Nn
n
−v
)
→ 0 a.s. for any δ < 1/2 and n1/2
(
Nn
n
−v
)
→N(0,Σ1)
in distribution, where
Σ1 = (T
−1)∗
(
0 0
0 σ˜22
)
T−1 =
σ˜22
(q1 + q2)2
(
1 −1
−1 1
)
.
For the randomized play-the-winner rule [Wei and Durham (1978)], we
have ak = pkqk, k = 1,2. Then we have
σ˜22 =
(5− 2(q1 + q2))q1q2
2(q1 + q2)− 1 .
This result agrees with that of Matthews and Rosenberger (1997).
For the case τ = 1/2, Vn = n logn and the value corresponding to (4.11)
is
σ˜22 = 4[(a1q2 + a2q1)(q1 + q2) + q1q2(p1 − q2)2].
We have
(n logn)−1/2(Nn − nv)→N(0,Σ2)
in distribution, where
Σ2 =
4[(a1q2 + a2q1)(q1 + q2) + q1q2(p1 − q2)2]
(q1 + q2)2
(
1 −1
−1 1
)
.
For the case of the randomized play-the-winner rule, we have
Σ2 =
4q1q2
(q1 + q2)2
(
1 −1
−1 1
)
.
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5.2. Clinical trials with time trend in adaptive designs. Time trends are
present in many sequential experiments. Hu and Rosenberger (2000) have
studied time trend in adaptive designs and applied to a neurophysiology ex-
periment. It is important to know the asymptotic behavior of the allocation
number of patients in these cases.
In Section 5.1, pik = P (Ti = 1|Xi = k), where Xi = k if the kth element
of Xi is 1. There may be a drift in patient characteristics over time, for
example, limi→∞ pik = pk [Hu and Rosenberger (2000)]. Then the results
in Sections 2, 3 and 4 are applicable here. For the case K = 2, we can get
similar results as in Section 5.1.
The results in this paper may also apply for GFU model with homoge-
neous generating matrix with a general Jordan form as well as τ = 1/2. In
these cases, the results of Smythe (1996) are not applicable.
5.3. Urn models for multi-arm clinical trials. For multi-arm clinical tri-
als, Wei (1979) proposed the following urn model (as an extension of the
randomized play-the-winner rule of two treatments): Starting from Y0 =
(Y01, . . . , Y0K), when a type k splits (randomly from the urn), we assign the
patient to the treatment k and observe the patient’s response. A success on
treatment k adds a ball of type k to the urn and a failure on treatment
k adds 1/(K − 1) ball for each of the other K − 1 types. Let pk be the
probability of success of treatment k, k = 1,2, . . . ,K, and qk = 1− pk. The
generating matrix for this urn model is
H=

p1 (K − 1)−1q1 · · · (K − 1)−1q1
(K − 1)−1q2 p2 · · · (K − 1)−1q2
· · · · · · · · · · · ·
(K − 1)−1qK (K − 1)−1qK · · · pK
 .
The asymptotic properties of Yn can be obtained from Athreya and Karlin
(1968) and Bai and Hu (1999). From Theorem 4.1 in Section 4, we obtain
the asymptotic normality of Nn and its asymptotic variance.
Recently, Bai, Hu and Shen (2002) proposed an urn model which adds
balls depending on the success probabilities of each treatment. Write Nn =
(Nn1, . . . ,NnK) and Sn = (Sn1, . . . , SnK), where Nnk denotes the number of
times that the kth treatment is selected in the first n stages, and Snk denotes
the number of successes of the kth treatment in the Nnk trials, k = 1, . . . ,K.
Define Rn = (Rn1, . . . ,RnK) and Mn =
∑K
k=1Rnk, where Rn,k =
Snk+1
Nnk+1
, k =
1, . . . ,K. The generating matrices are
Hi+1 =

p1
Ri2
Mi −Ri1 q1 · · ·
RiK
Mi −Ri1 q1
Ri1
Mi −Ri2 q2 p2 · · ·
RiK
Mi −Ri2 q2· · · · · · · · · · · ·
Ri1
Mi −RiK qK
Ri2
Mi −RiK qK · · · pK

.
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In this case, Hi are random matrices and converge to
H=

p1
p2
M − p1 q1 · · ·
pK
M − p1 q1
p1
M − p2 q2 p2 · · ·
pK
M − p2 q2· · · · · · · · · · · ·
p1
M − pK qK
p2
M − pK qK · · · pK

almost surely, where M = p1 + · · ·+ pK .
Bai, Hu and Shen (2002) considered the convergences of Yn/n and Nn/n.
The asymptotic distributions of Yn and Nn can be obtained from Theorems
3.2 and 4.1 in this paper. From Lemma 3 of Bai, Hu and Shen (2002) we
have αi = o(i
−1/4) almost surely, so the condition (1.3) is satisfied.
Acknowledgments. Special thanks go to anonymous referees for the con-
structive comments, which led to a much improved version of the paper.
We would also like to thank Professor W. F. Rosenberger for his valuable
discussions which led to the problem of this paper.
REFERENCES
Altman, D. G. and Royston, J. P. (1988). The hidden effect of time. Statist. Med. 7
629–637.
Andersen, J., Faries, D. and Tamura, R. N. (1994). Randomized play-the-winner
design for multi-arm clinical trials. Comm. Statist. Theory Methods 23 309–323.
Athreya, K. B. and Karlin, S. (1967). Limit theorems for the split times of branching
processes. Journal of Mathematics and Mechanics 17 257–277. MR216592
Athreya, K. B. and Karlin, S. (1968). Embedding of urn schemes into continuous time
branching processes and related limit theorems. Ann. Math. Statist. 39 1801–1817.
MR232455
Bai, Z. D. and Hu, F. (1999). Asymptotic theorem for urn models with nonhomogeneous
generating matrices. Stochastic Process. Appl. 80 87–101. MR1670107
Bai, Z. D., Hu, F. and Shen, L. (2002). An adaptive design for multi-arm clinical trials.
J. Multivariate Anal. 81 1–18. MR1901202
Coad, D. S. (1991). Sequential tests for an unstable response variable. Biometrika 78
113–121. MR1118236
Flournoy, N. and Rosenberger, W. F., eds. (1995). Adaptive Designs. IMS, Hayward,
CA. MR1477667
Freedman, D. (1965). Bernard Friedman’s urn. Ann. Math. Statist. 36 956–970.
MR177432
Gouet, R. (1993). Martingale functional central limit theorems for a generalized Po´lya
urn. Ann. Probab. 21 1624–1639. MR1235432
Hall, P. and Heyde, C. C. (1980). Martingale Limit Theory and Its Application. Aca-
demic Press, London. MR624435
Holst, L. (1979). A unified approach to limit theorems for urn models. J. Appl. Probab.
16 154–162. MR520945
Hu, F. and Rosenberger, W. F. (2000). Analysis of time trends in adaptive designs
with application to a neurophysiology experiment. Statist. Med. 19 2067–2075.
ASYMPTOTICS OF URN MODELS 27
Hu, F. and Rosenberger, W. F. (2003). Optimality, variability, power: Evaluating
response-adaptive randomization procedures for treatment comparisons. J. Amer.
Statist. Assoc. 98 671–678. MR2011680
Johnson, N. L. and Kotz, S. (1977). Urn Models and Their Applications. Wiley, New
York. MR488211
Mahmoud, H. M. and Smythe, R. T. (1991). On the distribution of leaves in rooted
subtree of recursive trees. Ann. Appl. Probab. 1 406–418. MR1111525
Matthews, P. C. and Rosenberger, W. F. (1997). Variance in randomized play-the-
winner clinical trials. Statist. Probab. Lett. 35 193–207.
Rosenberger, W. F. (1996). New directions in adaptive designs. Statist. Sci. 11 137–149.
Rosenberger, W. F. (2002). Randomized urn models and sequential design (with dis-
cussion). Sequential Anal. 21 1–21. MR1903097
Smythe, R. T. (1996). Central limit theorems for urn models. Stochastic Process. Appl.
65 115–137. MR1422883
Wei, L. J. (1979). The generalized Po´lya’s urn design for sequential medical trials. Ann.
Statist. 7 291–296.
Wei, L. J. and Durham, S. (1978). The randomized play-the-winner rule in medical
trials. J. Amer. Statist. Assoc. 73 840–843. MR514157
Zelen, M. (1969). Play the winner rule and the controlled clinical trial. J. Amer. Statist.
Assoc. 64 131–146. MR240938
College of Mathematics and Statistics
Northeast Normal University
Changchun
China
and
Department of Statistics
and Applied Probability
National University of Singapore
Singapore
Department of Statistics
Halsey Hall
University of Virginia
Charlottesville, Virginia 22904-4135
USA
e-mail: fh6e@virginia.edu
