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I. INTRODUCTION
The linear matrix equations arise in a wide variety of many applications in engineering, communications and scientific computations such as system theory, control theory, stability theory, descriptor systems, signal processing, image filtering and restoration, decoupling techniques for ordinary and partial differential equations, block diagonalization of matrices, and model reduction methods [1] - [10] . For instance, the Lyapunov matrix equation
where A, B ∈ R n×n are given matrices and X ∈ R n×n needs to be determined, is closely related to stability analysis [11] , boundedness analysis, filters design, transient behavior estimates, optimal and robust controllers [12] , and model reduction [13] .
Consider the continuous-time linear systeṁ
where x ∈ R n is the model state, u ∈ R m is the input, y ∈ R p is the output, and the matrices A ∈ R n×n , B 1 ∈ R n×m , and B 2 ∈ R p×n are time-invariant. Assuming A is stable, then the solutions P ∈ R n×n and Q ∈ R n×n to the Lyapunov matrix equations
are called the controllability and observability Gramians, respectively, which are useful to measure the energy transfers in the system and to reduce the system into a much smaller dimension while keeping the main dynamical properties [14] , [10] .
Consider the linear time-invariant second-order system
Mq(t) + Dq(t) + Kq(t) = B 2 u(t), C 2q (t) + C 1 q(t) = y(t),
where q(t) ∈ R n is the displacement and u(t) ∈ R m , y(t) ∈ R p are the control input and output, respectively. By defining the matrices
and C = C 1 , C 2 , the above system can be expressed as a first-order linear system
Eẋ(t) = Ax(t) + Bu(t), y(t) = Cx(t),
where x(t) = [q(t);q(t)], whose stability analysis is associated to the generalized Lyapunov matrix equation [10] 
The solution of the Sylvester matrix equation in the form
where A ∈ R m×m , B ∈ R n×n , and C ∈ R m×n are known matrices and X ∈ R m×n is a matrix to be determined, plays a fundamental role in a variety of applications, such as image restoration [15] , signal processing [1] , model matching problems [16] , robust pole assignment [17] , observer design, power systems [18] , and numerical methods for solving ordinary differential equations [19] . Consider the continuous-time linear systeṁ
where x ∈ R n is the model state, u ∈ R m is the input, y ∈ R p is the output, and the matrices A ∈ R n×n , B 1 ∈ R n×m , and B 2 ∈ R p×n are time-invariant. If B 1 and B 2 have the same number of columns, the cross-Gramian W ∈ R n×n can be obtained by solving the Sylvester matrix equation
which provides information about the controllability and the observability of the system [20] . Moreover, Sylvester matrix equations arise in the problem of restoration of images that affected by noise [15] . The degraded image can be expressed as g := f + η, where η is the Gaussian noise vector. A linear filter L can be applied to g to obtain an estimatef := Lg of the original image f . Let L be the Wiener filter L = f ( f + η ) −1 , where η is the covariance matrix of the noise and f = y ⊗ x is the covariance of f . Therefore, the minimum mean square error estimatef of f can be obtained by solving the linear system (I + η −1 f )f = g. Assume that the covariance matrix f is separable and that the noise η is white and Gaussian with variance σ 2 . Then, the system can be written as (I + σ 2 η −1 y ⊗ −1 x )f = g, which is the Kronecker formulation of a Sylvester matrix equation [10] .
The Stein matrix equation
where A ∈ R m×m , B ∈ R n×n , and C ∈ R m×n are known matrices and X ∈ R m×n is a matrix to be determined, has several applications in the stability analysis of continuoustime and discrete-time linear systems [11] and the design of control systems [21] . Other relevant applications include, for instance, statistics [22] , [23] , probability [24] , and spectral analysis [25] . Also, the discrete-time periodic matrix equations as a special case have wide applications in analysis and design of many engineering, and mechanical problems [3] , [26] - [28] . For example, the periodic discrete-time Lyapunov matrix equations have several important analysis of cyclostationary and stochastic processes [27] . The periodic discrete-time Lyapunov matrix equations where A k ∈ R n×n and B k ∈ R n×m are periodic matrices, X k ∈ R n×n and Q k ∈ R n×n are periodic positive definite, and x(k) ∈ R n and u(k) ∈ R m are, respectively, the state vector and the input vector [29] . Moreover, the generalized periodic discrete-time Lyapunov matrix equations
, for k = 1, 2, . . . , n, efficient methods to solve the generalized Lyapunov matrix equations by extending the Bartels-Stewart method and the Hammarlings method. Hu and Cheng [37] introduced a polynomial matrix method to solve the Sylvester matrix equation. Duan and Zhou [38] obtained an explicit solution for the second-order generalized Sylvester matrix equation MVF 2 + DVF + KV = BW by deriving right coprime polynomial matrices where M , D, K ∈ R n×n and B ∈ R n×r are the coefficient matrices, F ∈ R p×p is an arbitrary matrix, while V ∈ R n×p and W ∈ R r×p are the matrices to be determined. Also, Zhou and Duan [39] , [40] presented the solutions of the generalized Sylvester matrix equation AV − EVF = BW , where A, E ∈ R n×n and B ∈ R n×r are given matrices, F ∈ R p×p is an arbitrary matrix, while V ∈ R n×p and W ∈ R r×p are the unknown matrices. Recently, Ramadan et al. [41] developed the Hessenberg method to solve the Sylvester matrix equation by reducing only one coefficient matrix into upper (lower) Hessenberg form.
Although explicit solutions are theoretically appealing and highly considered in some applications, they may suffer computing problems in practice as it may cost excessively high flops and if the coefficient matrices of the matrix equations have uncertainties, it is generally impossible to obtain the solutions. Alternatively, the iterative methods are considered one of the most attractive techniques to solve the matrix equations. As an example, the gradient-based iterative (GI) algorithm is a common approach for solving the linear matrix equations that include a wide class of iterative algorithms. This type of iterative algorithms was first proposed by Ding and Chen [42] via applying hierarchical identification principle for solving AX + XB = C and AXB + X = C, where A ∈ R m×m , B ∈ R n×n , and C ∈ R m×n are given matrices and X ∈ R m×n is the unknown matrix to be solved. Also, Ding and Chen introduced hierarchical least squares iterative (HLSI) [43] and hierarchical gradientbased iterative (HGI) [44] algorithms to solve the generalized coupled Sylvester matrix equations and the general coupled matrix equations. In addition, Ding et al. [45] obtained the iterative solutions of the matrix equation AXB = F, where A ∈ R p×m , B ∈ R n×q , and F ∈ R p×q are the given constant matrices and X ∈ R m×n is the unknown matrix to be solved, and the generalized Sylvester matrix equation AXB + CXD = F, where A, C ∈ R m×m , B, D ∈ R n×n , and F ∈ R m×n are the given constant matrices and X ∈ R m×n is the unknown matrix to be solved, based on (HGI). It is shown that this iterative method outperforms some other existing methods. However, matrix inversion is required in each iteration, which may be numerically expensive [42] . Although this restriction is eliminated in [44] , two special matrix products, Hadamard product and star product, are required to construct the iterative algorithms, which may not be very convenient to use in practice.
Also, Zhou et al. [46] presented gradient-based iterative algorithms for the solutions and the weighted least squares solutions of the general coupled Sylvester equations. Wu et al. [47] obtained iterative solutions by applying hierarchical identification principle for the coupled Sylvesterconjugate matrix equations
. . , p, j = 1, 2, . . . , q are the given known matrices, X j ∈ C r j ×s j , j = 1, 2, . . . , q are the matrices to be determined, andX j is used to denote the conjugate of X j .
Moreover, Song et al. [48] concerned with the coupled Sylvester-transpose matrix equations
where
. . , q are the given known matrices, X j ∈ R l j ×n j , j = 1, 2, . . . , q are the matrices to be determined, and X T j is used to denote the transpose of X j .
Furthermore, the GI method has been extended to obtain symmetric, generalized reflexive and anti-reflexive, generalized bisymmetric and skew-symmetric, and generalized centro-symmetric solutions for some matrix equations. For instance, Hajarian [49] presented GI algorithm to obtain the generalized centro-symmetric solutions of the generalized coupled Sylvester matrix equations are used to denote the set of order n real symmetric orthogonal matrices and the set of order n real centro-symmetric matrices with respect to P, respectively.
Also, Dehghan and Hajarian [50] considered the generalized bisymmetric solution X ∈ BSR n×n (P) and the skewsymmetric solution X ∈ SSR n×n of the generalized Sylvester matrix equation
where A i ∈ R l×n , B i ∈ R n×k , C ∈ R l×k , and P ∈ SOR n×n for i = 1, 2, . . . , p, BSR n×n (P) denotes the set of order n real bisymmetric matrices with respect to P, and SSR n×n denotes the set of order n real skew-symmetric matrices.
Additionally, Beik et al. [51] introduced GI algorithm for the generalized reflexive (anti-reflexive) solutions of the generalized coupled Sylvester-transpose and conjugate VOLUME 6, 2018 matrix equations
s j ×s j are given matrices and the reflexive (antireflexive) matrix group (X 1 , X 2 , . . . , X q ) needs to be determined such that X j ∈ C s j ×s j r
n×n denotes the set of order n complex symmetric orthogonal matrices, and C m×n r (P, Q) C m×n a (P, Q) denotes the set of all m × n complex reflexive (anti-reflexive) matrices with respect to P and Q.
In the recent few years and still growing, many authors have extended many iterative methods that were originally obtained to solve the linear systems to deal with different types of linear matrix equations. For example, the idea of the conjugate gradient (CG) method has been extended to establish iterative algorithms for solving different types of linear matrix equations over common, symmetric, skew-symmetric, reflexive and anti-reflexive, generalized bisymmetric, generalized centro-symmetric, and central anti-symmetric solutions.
The extended CG method was first proposed by Peng et al. to construct an iterative method for the symmetric solution X ∈ SR n×n of the matrix equation AXB = C, where A ∈ R m×n , B ∈ R n×p , and C ∈ R m×p are given matrices [52] and the system of matrix equations 2 , and C 2 ∈ R m 2 ×p 2 are given matrices [53] . The notation SR n×n is used to denote the set of order n real symmetric matrices. Then, Peng and Peng [54] developed the CG method for solving the matrix equation
, and E ∈ R p×q are given matrices, while X ∈ R n 1 ×n 2 and Y ∈ R m 1 ×m 2 are the unknown matrices to be found. Also, Peng et al. [55] proposed an iterative method based on the CG method for bisymmetric solution and optimal approximation solution of AXB = C, where A ∈ R m×n , B ∈ R n×p , C ∈ R m×p , and P ∈ SOR n×n are given matrices and X ∈ BSR n×n (P) needs to be determined. Then some authors developed the CG method to solve further linear matrix equations such as, Wang et al. [56] who introduced an iterative algorithm for solving the matrix equation AXB + CX T D = E, where A ∈ R m×l , B ∈ R n×p , C ∈ R m×n , D ∈ R l×p , and E ∈ R m×p are given matrices and X ∈ R l×n is unknown matrix to be found. Also, Huang et al. [57] proposed an iterative method for the skew-symmetric solution X ∈ SSR n×n of the matrix equation AXB = C, where A ∈ R m×n , B ∈ R n×p , and C ∈ R m×p are given matrices. In addition, Li et al. obtained the generalized anti-reflexive solutions for the class of matrix equations BX = C, XD = E, where B ∈ C h×n , C ∈ C h×m , D ∈ C m×l , and E ∈ C n×l are given matrices and X ∈ C n×m a (P, Q) is unknown matrix to be found [58] and the mirror-symmetric solution of the matrix equation AXB + CYD = E, where A ∈ R s×(2r+p) , B ∈ R (2r+p)×t , C ∈ R s×(2h+q) , D ∈ R (2h+q)×t , and E ∈ R s×t are given matrices, while X ∈ MS (r,p) and Y ∈ MS (h,q) are the matrices to be determined, where MS (r,p) denotes the set of all (r, p)-mirror-symmetric matrices [59] . Wu et al. [60] established an iterative algorithm for the solutions of the coupled Sylvester-conjugate matrix equations
where A ij , C ij ∈ C m i ×r j , B ij , D ij ∈ C s j ×n i , and F i ∈ C m i ×n i are the given known matrices for i = 1, 2, . . . , p, j = 1, 2, . . . , q and X j ∈ C r j ×s j are the matrices to be determined for j = 1, 2, . . . , q.
Moreover, Dehghan and Hajarian presented some iterative methods based on the CG method for finding the generalized reflexive solutions Y ∈ R n×n r (P), Z ∈ R n×n r (Q) and the generalized anti-reflexive solutions Y ∈ R n×n a (P), Z ∈ R n×n a (Q) of the generalized coupled Sylvester matrix equations AY − ZB = E, CY − ZD = F, where A, B, C, D, E, F ∈ R n×n are given known matrices and P, Q ∈ SOR n×n are generalized reflection matrices [61] , the generalized bisymmetric solutions X ∈ BSR n×n (P), Y ∈ BSR m×m (Q) of the generalized coupled Sylvester matrix equations
and N ∈ R s×t are known matrices and P ∈ SOR n×n , Q ∈ SOR m×m are generalized reflection matrices [62] , and the generalized reflexive solution X ∈ C n×n r (P) and the generalized anti-reflexive solution X ∈ C n×n a (P) of the matrix pair AXB = C and DXE = F, where
and F ∈ C s×t are known and P ∈ SOC n×n is a generalized reflection matrix [63] .
Furthermore, Wang and Wu [64] presented the generalized reflexive solutions (X 1 , X 2 , . . . , X q ) with X j ∈ R n×m r (P, Q) of the general coupled matrix equations
where A ij ∈ R p×n , B ij ∈ R m×q , and C i ∈ R p×q are given matrices, while P ∈ R n×n and Q ∈ R m×m are generalized reflection matrices, i, j = 1, 2, . . . , q.
Also, Dehghan and Hajarian [65] introduced the generalized centro-symmetric solutions (X 1 , X 2 , . . . , X q ) with X j ∈ CSR n j ×n j P j ,Q j and the central anti-symmetric solutions 68652 VOLUME 6, 2018
where A ij ∈ R s i ×n j , B ij ∈ R n j ×t i , C i ∈ R s i ×t i , and P j , Q j ∈ SOR n j ×n j , i, j = 1, 2, . . . , q. The notations CSR n×n P,Q and CASR n×n P,Q are used to denote the set of order n centrosymmetric matrices with respect to P and Q and the set of order n central anti-symmetric matrices with respect to P and Q, respectively.
More recently, some authors developed some other iterative methods that were initially proposed for solving the linear systems to solve many kinds of linear matrix equations. For instance, AE-solution sets for the first time were presented by Shary [66] , [67] for interval linear systems. Hashemi and Dehghan [68] introduced the generalized AE-solution set and its characterizations to the interval linear matrix equation AX = B, where A ∈ R m×m and B ∈ R m×n are known interval matrices, while X ∈ R m×n is the unknown matrix, which was developed by DehghaniMadiseh and Dehghan [69] for the interval generalized Sylvester matrix equation
where A i ∈ R m×m , B j ∈ R n×n , and C ∈ R m×n are known interval matrices and X i , Y j ∈ R m×n are the unknown matrices for i = 1, . . . , p, j = 1, . . . , q. Also, Dehghani-Madiseh and Dehghan [70] introduced the parametric AE-solution sets and its characterizations to the parametric matrix equation A(p)X = B(p), where A(p) ∈ R m×m and B(p) ∈ R n×n are known matrices whose elements are linear functions of uncertain parameters varying within intervals and X ∈ R m×n is the matrix needs to be determined.
Hajarian extended the conjugate direction (CD) method for obtaining the solutions of the generalized nonhomogeneous Yakubovich-transpose matrix equation [71] 
and R ∈ R p×q are given matrices and X , Y ∈ R m×n are the matrices to be determined. Hajarian generalized the bi-conjugate gradient stabilized (Bi-CGSTAB) [72] , the conjugate gradients squared (CGS) [72] , the quasi-minimal residual variant of the Bi-CGSTAB (QMRCGSTAB) [73] and the generalized product bi-conjugate gradient (GPBiCG) [74] methods for solving the Sylvester transpose matrix equation
. . , p and X ∈ R m×m is the matrix to be determined. Also, Hajarian [75] established the biconjugate residual (BCR) algorithm for the reflexive solution X ∈ R m×n r (P, Q) and the anti-reflexive solution Y ∈ R m×n a (P, Q) of the generalized Sylvester matrix equation
where A i , C j ∈ R l×m , B i , D j ∈ R n×k , and E ∈ R l×k are given matrices for i = 1, 2, . . . , p, j = 1, 2, . . . , q, while P ∈ SOR m×m and Q ∈ SOR n×n are generalized reflection matrices.
Li and Huang [76] proposed a matrix form of the leastsquares QR-factorization (LSQR) method for obtaining the solutions of the coupled Sylvester matrix equations
are constant matrices and X , Y ∈ R n×n are the unknown constrained matrices to be solved.
Xie and Ma [77] developed the GPBiCG method for solving the generalized Sylvester-conjugate matrix equations
2) ∈ C n×n are given matrices and X , Y ∈ C n×n are the matrices to be determined.
Moreover, Hajarian generalized the biconjugate A-orthogonal residual (BiCOR) and the conjugate A-orthogonal residual squared (CORS) [78] methods to obtain matrix iterative methods for solving the coupled Sylvester-transpose matrix equations
are known matrices and X , Y ∈ R m×m are the matrices to be determined
Hajarian extended the CGS method [79] and Toutounian et al. developed the idea of the LSMR method for some constrained solutions, such as symmetric, bisymmetric, and (R, S)-symmetric matrix groups [80] for the general coupled matrix equations
where A ij , B ij , C i ∈ R m×m , i = 1, 2, . . . , p, j = 1, 2, . . . , q are constant given matrices and X j ∈ R m×m , j = 1, 2, . . . , q are unknown matrices to be solved.
Additionally, Hajarian extended the quasi-minimal residual variant of the Bi-CGSTAB (QMRCGSTAB) [81] and the GPBiCG [82] methods to obtain matrix iterative methods for solving the general coupled matrix equations
where A i,j,k , B i,j,k , C i ∈ R n×n are constant given matrices and X j ∈ R n×n are unknown matrices to be determined, for i, j, k = 1, 2, . . . , q.
For the discrete-time periodic matrix equations, Cai and Hu [83] developed the CG method for solving the discrete-time periodic Lyapunov matrix equations
where the given matrices A k , Q k ∈ R n×n and the solutions X k ∈ R n×n are periodic for k = 1, 2, . . ..
Hajarian extended the Bi-CGSTAB and the CGS [72] , and the BCR [84] methods for solving the discrete-time periodic Sylvester matrix equations
where the coefficient matrices
The matrices discussed in [72] are square).
Also, the CGLS method was constructed in [85] for obtaining the least squares solutions of the general discrete-time periodic matrix equations
and the solutions X i,j ∈ R n j ×m j are periodic for j = 1, 2, . . . , q and i = 1, 2, . . ..
In [86] , GI method was proposed to find the solutions of the general Sylvester discrete-time periodic matrix equations
Additionally, iterative algorithms based on the conjugate gradient method on the normal equations (CGNE) [87] and the BCR method [88] were proposed to solve the periodic discrete-time generalized coupled Sylvester matrix equations
where the coefficient matrices
Furthermore, Hajarian developed the QMRCGSTAB [81] , the Bi-COR and the CORS [78] methods to obtain the solutions of the discrete-time periodic coupled matrix equations
The above approach for solving matrix equations depends on exploiting the Krylov subspace iterative methods that were originally used for solving the linear systems by transforming the matrix equation into a vector form by means of the Kronecker product then using the vectorization operator to rewrite the matrix-vector multiplications into matrix-matrix operations, so the extended iterative methods can take full advantage of the structure of the Krylov subspace iterative methods. Therefore, it can be concluded that the main differences between the extended CG and the extended CR families are still the same. However, those extended methods may suffer from the disadvantages of the Krylov subspace iterative methods such as the possibility of breakdown and stagnation.
Recently, the generalized product-type solvers based on BiCOR (GPBiCOR) method for solving the linear system Ax = b with non-symmetric coefficient matrix has been proposed by Zhao et al. [89] as a hybridized iterative algorithm of the CORS and the BiCORSTAB, in a unified generalized framework. The numerical results showed that the accuracy and the effectiveness of the GPBiCOR method are better in comparison with the BiCOR, CORS, BiCORSTAB and GPBiCG methods.
The main aim of this paper is to extend the GPBiCOR method to solve linear matrix equations by means of Kronecker product and vectorization operator. First, we discuss the iterative solutions of the general matrix equation
are given matrices in which A ij and B ij are sparse matrices and the matrices X i ∈ R m i ×n i , i = 1, 2, . . . , p, need to be determined. Second, we consider the iterative solutions of the general discrete-time periodic matrix equations
. . , p, and agree with the relation
matrices. A λ-cyclic matrix is characterized by repeating itself in a sequence of matrices every λ th time, e.g.,
It is worth noting that these types of matrix equations include many linear matrix equations in literature, some of which were mentioned above. The rest of this paper is organized as follows. In Sect. 2, we provide a brief review of the GPBiCOR method. Then, we extend the GPBiCOR method to obtain an iterative algorithm for solving the general matrix equation in Sect. 3. Furthermore, a matrix form of the GPBiCOR algorithm to compute the solutions of the general discrete-time periodic matrix equations is presented in Sect. 4 . In order to illustrate the accuracy and the efficiency of the proposed algorithms compared with other existing algorithms in the literature, we present some numerical examples in Sect. 5. Finally, the paper ends with a brief conclusion in Sect. 6 .
Throughout this paper, we use the following notations. Let R m×n denotes the set of all m×n real matrices. 
II. THE GPBICOR METHOD FOR SOLVING LINEAR SYSTEMS
In this section, we review the GPBiCOR method which is an efficient iterative method to obtain the solution x of the linear systems
where the coefficient matrix A ∈ R n×n , the right side vector b ∈ R n and the unknown vector x ∈ R n . Recently, Jing et al. [90] and Carpentieri et al. [91] presented a new class of non-optimal iterative methods to solve non-Hermitian linear systems (4), called BiCOR family. The main goal behind these solvers is to obtain smoother and faster convergence behavior as compared to the complexbiconjugate gradient (CBiCG) method by Jacobs [92] and its two variants the CGS method by Sonneveld [93] and the BiCGSTAB method by van der Vorst [94] , for large complex nonsymmetric linear systems.
The BiCOR family of solvers was developed from the biconjugate A-orthonormalization procedure which is an explicit version of the A-biorthogonalization process described in [95] . This procedure is based on the two-sided Lanczos method [96] and can be considered as a PetrovGalerkin projection technique [97] The first variant of these solvers, called the BiCOR method [90] , [91] , follows the similar ways for the derivations of the CG method [98] . And for reducing the number of matrixvector multiplications, it depends on the reformulation of the bi-conjugate residual (BiCR) method [95] with generalized constraints subspaces but with different deriving ways particularly, the initial shadow residuals. Since the BiCOR method is eventually mathematically equivalent to the BiCR method except for a different initial shadow residual, the memory space and the computational cost regarding operations per iteration step for the BiCOR method are roughly the same as the BiCR method but with little more smooth convergence behavior. The BiCOR method is presented in Algorithm 1, where the preconditioner M is assumed to be the identity matrix in the algorithm of [90] and [91] . 
While the second variant, called the CORS method [90] , [91] , has been established as a transpose-free variant of the BiCOR method via exploiting ideas similar to the derivation of the CGS method and using auxiliary vector recurrences with appropriate changes of variables that adopted for the conjugate residual squared (CRS) method [95] to VOLUME 6, 2018 reduce the number of matrix-vector multiplications. Whereas the CORS method is faster and smoother than the BiCOR method, the CORS method is based on squaring the residual polynomial which may lead to jagged convergence when the BiCOR method has an irregular convergence curve.
In order to overcome this issue, the biconjugate A-orthogonal residual stabilized (BiCORSTAB) method [90] as a polynomial product variant of the BiCOR method has been developed by exploiting the main idea of the BiCGSTAB method. Also, the strategy of reducing the operations in the above two methods is still used in the BiCORSTAB method. Although the BiCORSTAB method works well compared to the BiCGSTAB method, it does not improve the iteration process with regard to efficiency and may have irregular convergence in some difficult problems.
Before the statement of GPBiCOR, we should refer to the GPBiCG method proposed by Zhao [99] as a diverse collection of generalized product-type methods based on Bi-CG that includes the well-known CGS, Bi-CGSTAB, and Bi-CGSTAB2, without the disadvantage of storing extra iterates like that in GMRES and GCR methods. Recently, Dehghan et al. [100] developed the GPBiCG method for solving the shifted linear systems. 
Compute f n = Ap n and then α n = r * 0 ,ř n r * 0 , f n 7:
t n = r n − α npn 8:
s n =ř n − α n f n s n At n 10:
ζ n = y n , y n s n , t n − y n , t n s n , y n s n , s n y n , y n − y n , s n s n , y n 11: η n = s n , s n y n , t n − y n , s n s n , t n s n , s n y n , y n − y n , s n s n , y n 12:
if n = 0 then 13:
end if 15 :
z n = ζ n r n + η n z n−1 − α n u n 18:
r n+1 = t n − η n y n − ζ n s n 20:
Computeř n+1 = Ar n+1 21:
22: end for
To benefit from the advantages of the above methods and reduce the impact of their disadvantages, Zhao et al. [89] have developed an iterative Krylov method based on BiCOR, denoted by GPBiCOR, as a hybridized variant of the CORS and the BiCORSTAB methods, in a unified generalized framework. The GPBiCOR method is presented in Algorithm 2. The GPBiCOR as a product-type method, the residual was expressed as a form of a product of a residual polynomial and an auxiliary polynomial. By focusing on the residual polynomial, the form of the recurrence relation of the residual polynomials R i (λ) in relation to the parameters α i and β i was obtained. Also, by exploiting the idea of CORS, the recurrence relation of the auxiliary polynomials M i (λ) in relation to the parameters η i and ζ i was obtained. Then, the formulas for α i and β i were derived under determined orthogonal conditions. The relationship between the residual r i and the auxiliary polynomial M i (A) in the GPBiCG method [99] was utilized, that is to express r i through η i and ζ i which gave the forms of η i and ζ i and the approximate solution x i . To decrease the computational time, some other variables were introduced to replace some matrixvector multiplications, by following the same way applied by Jing et al. [90] . The numerical experiments indicated that GPBiCOR converged smoothly within fewer iterations and cheaper CPU time than the GPBiCG. Also, GPBiCOR performed smooth and faster than BiCOR, CORS, and BiCORSTAB, while the CPU time was cheaper in some cases and slightly more expensive in other cases but was acceptable.
Recently, Gu et al. [101] have proposed an iterative algorithm, including its preconditioned version, which is a hybridized variant of the BiCORSTAB method and the GPBiCOR method, named as GPBiCOR(m, l), for solving non-Hermitian linear systems. In the GPBiCOR(m, l) method, the parameters computed by the BiCORSTAB method were chosen at successive m iteration steps and afterward, the parameters of the GPBiCOR method were utilized in the subsequent.
It is worth mentioning that the use of preconditioners is widely used in the iterative solution of the linear systems to improve the spectral properties of the coefficient matrix. Generally speaking, a clustered spectrum (away from 0) often leads to rapid convergence, especially when the preconditioned matrix is close to normal.
Based on the satisfactory results of GPBiCOR method, we shall develop this method for solving general matrix equations in the next two sections.
III. MATRIX FORM OF THE GPBICOR METHOD FOR SOLVING THE GENERAL MATRIX EQUATION
In this section, we establish a matrix iterative method based on the GPBiCOR method to solve the general matrix equation (1) which can be rewritten in the form
It is obvious that we can not directly apply the GPBiCOR method to obtain the solutions of the general matrix equation (5), we must convert it into a linear system. By applying vectorization operator and Kronecker product, the general matrix equation (5) can be transformed into the following linear system Ax = b
It is obvious that the dimension of the coefficient matrices of the above system is large. Therefore, solving this system directly using Algorithm 2 of the GPBiCOR method will consume more CPU time and memory space. To avoid this issue, we use the vectorization operator to express the vectors r n , r * 0 , p n ,p n , f n , t n , y n , s n , u n ,ǔ n , z n ,ř n , x n and w n of Algorithm 2 as follows:
Now, by considering the linear system (7) and the definitions (8)- (17), we rewrite the vectors r 0 , r * 0 , f n , s n , andř n+1 of Algorithm 2 as follows
For Algorithm 2, the parameters ζ n and η n can be written as, (23) and (24), as shown at the top of the next page.
While α n and β n take the forms
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ζ n = y n , y n s n , t n − y n , t n s n , y n s n , s n y n , y n − y n , s n s n ,
η n = s n , s n y n , t n − y n , s n s n , t n s n , s n y n , y n − y n , s n s n , y n =
Therefore, by considering the definitions of the vectors (8)- (17), Eqs. (18)- (26) and Algorithm 2, we present Algorithm 3 as a matrix form of the GPBiCOR method for finding the solutions of (1).
IV. MATRIX FORM OF THE GPBICOR METHOD FOR SOLVING THE GENERAL DISCRETE-TIME PERIODIC MATRIX EQUATIONS
In this section, we extend the GPBiCOR method to solve the general discrete-time periodic matrix equations (2) . First, we show how to transform Eq. (2) to the form of Eq. (1) and consequently, we can apply Algorithm 3 to solve it. Second, we develop Algorithm 2 directly to solve Eq. (2).
We can rewrite Eq. (2) in the form
By defining the block matrices, Eq. (27) can equivalently be transformed to the following general matrix equation
Here, we can apply the Kronecker product and the vectorization operator to transform Eq. (29) into the nonsymmetric linear system
with
and
Consequently, we can apply Algorithm 2 for the system (30) .
Also, we can feasibly express Eq. (29) in the following block matrix form
Algorithm 3 Algorithm of Matrix Form of the GPBiCOR Method for Solving the General Matrix Equation
1: Select initial guess X i,0 ∈ R m i ×n i , for i = 1, 2, . . . , p and compute
Set T i,−1 = W i,−1 = 0, for i = 1, 2, . . . , p and β −1 = 0. 3: for n = 0, 1, . . . , until convergence do 4: P i,n = R i,n + β n−1 (P i,n−1 − U i,n−1 ), for i = 1, 2, . . . , p 5:P i,n =Ř i,n + β n−1 (P i,n−1 −Ǔ i,n−1 ), for i = 1, 2, . . . , p 6:
T i,n = R i,n − α nPi,n , for i = 1, 2, . . . , p 8:
A ij T i,n B ij
10:
11:
21:
which is reduced to the form of Eq.
(1) and then we can apply Algorithm 3. In both ways Eqs. (18)- (22) can be derived as follows
Although we can obtain the solutions of the general discrete-time periodic matrix equations (2) by solving the linear system (30) using Algorithm 2 or solving Eq. (33) using Algorithm 3, the large size of the coefficient matrices may lead to some computational difficulties, such as excessive CPU time and memory space.
To avoid these issues, we follow the next approach to develop Algorithm 2 of the GPBiCOR method to solve Eq. (2).
The vectorization operator and the Kronecker product can be applied to directly transform Eq. (27) into the nonsymmetric linear system
with a coefficient matrix A of the form, as shown at the top of this page, and
. . .
vec(X 2,λ )
As seen, the size of the linear system (39) is still large. To overcome this issue, we use the vectorization operator to define the vectors r n , r * 0 , p n ,p n , f n , t n , y n , s n , u n ,ǔ n , z n ,ř n and w n of Algorithm 2 as follows:
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vec(P 2,λ,n )
vec(T 2,λ,n )
Accordingly, by considering the linear system (39) and the above definitions in Eqs. (40)- (48), we can rewrite the vectors r 0 , r * 0 , f n , s n , andř n+1 of Algorithm 2 in the following forms VOLUME 6, 2018 ζ n = y n , y n s n , t n − y n , t n s n , y n s n , s n y n , y n − y n , s n s n , y n
η n = s n , s n y n , t n − y n , s n s n , t n s n , s n y n , y n − y n , s n s n , y n
Consequently, the parameter α n and β n take the forms
Similarly, for the parameters ζ n , η n , we have (57) and (58), as shown at the top of this page.
Considering Eqs. (41)- (56), Algorithm 2 can be developed to obtain the matrix form of the GPBiCOR method for finding the solutions of Eq. (2) as shown in Algorithm 4.
V. NUMERICAL RESULTS
In this section, some numerical examples are presented to investigate the performance of the extended GPBiCOR method (GPBiCOR_M) when applied to solve different types of matrix equations arising from several application areas. For the sake of comparison, we are concerned with the extended GPBiCG method (GPBiCG_M), the extended BiCGSTAB method (BiCGSTAB_M), the extended CGS method (CGS_M), the extended CORS method (CORS_M), and the extended BiCOR method (BiCOR_M). The experiments aim to show that the proposed method can be competitive with other extended approaches for solving matrix equations.
The experiments have been performed with MATLAB 2017b with a Windows (64 bit) on PC-Intel(R) Core(TM) i7-3612QM CPU 2. For all the experiments, the algorithms are implemented for one hundred times then the time average is used as the CPU time, initial guess is chosen as zero, and the stopping criterion is either the relative residual Frobenius norm is smaller than a given tolerance (denoted by TOL), which is set as TOL = 10 −10 , or the number of iterations exceeds
: Select initial guess X i,k,0 ∈ R m i ×n i and set X i,λ+1,0 = X i,1,0 , for i = 1, 2, . . . , p, and k = 1, . . . , λ.
and set R i,λ+1,0 = R i,1,0 , for i = 1, 2, . . . , p.
and set T i,k,−1 = W i,k,−1 = 0, β −1 = 0, for i = 1, 2, . . . , p, and k = 1, . . . , λ 3: for n = 0, 1, . . . , until convergence do 4:
) and setP i,λ+1,n =P i,1,n , for i = 1, 2, . . . , p, and k = 1, . . . , λ 6:
and then
: 
. . , p, and k = 1, . . . , λ 9:
end if 15 : Table 1 . The symbol † refers to that the method has no convergence. VOLUME 6, 2018 Example 1: First, we consider the following two cases for the Sylvester matrix equation AX + XB = C. Case 1.1: Refer to reference [82] with some changes in the following parameters A = triu(rand(n), 1) + diag(pi + diag(rand(n))), B = tril(rand(n), 1) + diag(2 + diag(rand(n))), and C = rand(n), when n = 500. By applying the mentioned iterative algorithms, we obtain the numerical results reported in Table 1 . One can notice that the BiCOR_M method is more expensive concerning both the number of Iters and the CPU time and the GPBiCG_M method is more expensive in the CPU time regarding the same tolerance. Moreover, the accuracy of all approximated solutions (in terms of TRR) is roughly equal to the tolerance value as a stopping criterion. For simplicity, Fig. 1 indicates the convergence behavior of the iterative solvers; one can recognize the irregular (oscillating) convergence curve of the CORS_M and the BiCOR_M methods, while the GPBiCOR_M and the GPBiCG_M methods show a much smoother decreasing residual. The convergence behavior of the remaining methods shows acceptable smooth performance. VOLUME 6, 2018 
Case 1.2:
Please refer to reference [102] with a slight change in parameters for n = 500 and r = 1.5. By using the mentioned iterative methods, we get the computational results that are listed in Table 1 . It is noticed that both the BiCOR_M and the BiCGSTAB_M methods exhibit a high cost in CPU time and a high number of Iters. Whereas the accuracy of the obtained solutions using most of those iterative solvers (in terms of TRR) is quite identical to the tolerance value that is stated as a stopping criterion, the CGS_M solver shows a low accuracy followed by the CORS_M solver. Moreover, the convergence histories of the iterative methods are also displayed in Fig. 2 ; the GPBiCOR_M and the GPBiCG_M methods have smooth performance. The BiCGSTAB_M solver shows somewhat acceptable smooth behavior while the remaining iterative solvers have irregular (oscillating) convergence curves. We can also see that the relative residual norms of the GPBiCOR_M and the GPBiCG_M methods are sharply decreased in the last phases. Example 2: After considering some minor modifications to the parameters in [78] , the matrix equation AXB = C is also studied with
when n = 500. The computational results of different iterative solvers are stated in Table 1 . It is apparent that the BiCOR_M method still needs more Iters and CPU time than the other methods followed by the CGS_M and the BiCGSTAB_M methods. The accuracy of the obtained approximations by applying those iterative solvers (regarding TRR) is roughly identical to the tolerance value that is mentioned as a stopping criterion except the BiCOR_M solver which decreases to half of the TOL. In Fig. 3 for n = 500 and r = 1.5. The numerical results are shown in Table 1 , which indicates that the BiCGSTAB_M method has a slow convergence rate in terms of the high number of Iters and the CPU time followed by the BiCOR_M method. The accuracy of the computed approximations by using the mentioned iterative solvers regarding TRR is fairly equal to the tolerance value that is set as a stopping criterion except for the CGS_M solver which reduces to two-thirds of the TOL. The results obtained with the initial matrices X = 0 are displayed in Fig. 4 , where the GPBiCOR_M and the GPBiCG_M methods still have fairly smooth convergence behaviors. It is obvious that the BiCGSTAB_M and the BiCOR_M methods have somewhat acceptable convergence behaviors while the remaining methods exhibit typically erratic convergence behaviors especially the CGS_M method.
Case 3.2: Here, another case is also studied with some changes to the parameters mentioned in [103] A = triu(rand(n), 1) + diag(8 + diag(rand(n))),
for n = 500. The numerical results of different iterative methods are reported in Table 1 . As seen, the CGS_M method needs a high number of Iters and a high cost of CPU time followed by the CORS_M method. Although the number of Iters of the GPBiCG_M method is relatively close to the number of Iters of the GPBiCOR_M method, it consumes more CPU time. It should be noticed that the BiCGSTAB_M and the BiCOR_M methods fail to converge. The accuracy of the computed approximations regarding TRR by applying the remaining iterative methods is slightly less than the tolerance value that is specified as a stopping criterion, but is still acceptable. For simplicity, Fig. 5 illustrates plots of the convergence behaviors of the mentioned iterative methods; we can see that the GPBiCOR_M and the GPBiCG_M methods have preferable convergence behaviors compared to the other methods which are typically erratic convergence behaviors.
Example 4: Consider the discrete-time periodic Sylvester matrix equations
for n = 300. We also apply the stated methods with the initial matrices X i = 0, i = 1, 2, 3 to obtain the approximations. The computational results are listed in Table 1 . As seen, the GPBiCG_M method is more expensive regarding the number of Iters and the CPU time followed by the CGS_M and the BiCOR_M methods. It is also noticed that the accuracy of the calculated approximations by applying those iterative methods in terms of TRR is appropriately equivalent to the tolerance value that is specified as a stopping criterion except the BiCOR_M method which decreases to half of the TOL. Moreover, the convergence histories are plotted in Fig. 6 , where the GPBiCOR_M method and the GPBiCG_M method still have reasonably smooth convergence behaviors. While the BiCGSTAB_M solver shows somewhat acceptable convergence behavior, all the remaining solvers exhibit erratic convergence behaviors, especially the CGS_M and the CORS_M solvers.
Example 5: Here we choose another discrete-time periodic Sylvester matrix equations [72] , where some adjustments were made to the parameters
for n = 200. Through implementing the above methods for acquiring the approximations with the initial matrices X i = 0, i = 1, 2, 3, we have got the numerical results that are provided in Table 1 . It can be noticed that the BiCGSTAB_M and the CGS_M solvers need more Iters and CPU time. It is additionally remarked that the accuracy of the approximations calculated concerning the TRR values by using the GPBiCOR_M and the GPBiCG_M methods is slightly less than the tolerance value outlined as a stopping criterion, but is still acceptable. The CORS_M and the CGS_M methods' accuracy is diminished to three-quarters of the TOL, while fells to half of the TOL in case of the BiCOR_M method. The convergence histories are also displayed in Fig. 7 , where the GPBiCOR_M and the GPBiCG_M methods still have smoother convergence behaviors. Additionally, the BiCGSTAB_M solver shows somewhat acceptable convergence behavior while the rest of the solvers exhibit irregular convergence behaviors.
Example 6: In this example, we solve the discrete-time periodic Sylvester matrix equations A k X k B k + C k X k+1 D k = E k , k = 1, 2, for which the coefficient matrices were taken from [84] after some changes to have the forms
for n = 300. The numerical outputs of different iterative methods with the initial matrices X i = 0, i = 1, 2, 3 are detailed in Table 1 . As seen from the results, the CGS_M solver is more expensive regarding the number of Iters and the CPU time followed by the BiCOR_M solver. It is observed that the accuracy of the approximations, regarding the TRR values by using the GPBiCOR_M and the BiCGSTAB_M solvers, is nearly equal to the tolerance value taken as a stopping criterion and declines to less than half of the TOL in case of the CGS_M and the BiCOR_M solvers and three-quarters of the TOL in case of the GPBiCG_M solver. The obtained results are also depicted in Fig. 8 , where the GPBiCOR_M, the GPBiCG_M and the BiCGSTAB_M methods show fairly attractive convergence behaviors compared to the other methods. In addition, the rest of the solvers exhibit irregular convergence behaviors, particularly the CGS_M and the CORS_M methods.
Example 7: Finally, we test the mentioned iterative methods on the discrete-time periodic Sylvester matrix equations A k X k + X k+1 B k = E k , k = 1, 2, 3, considered in [81] , where the coefficient matrices have been modified to be in the forms A1 = triu(rand(n), 1) + diag(3 + diag(rand(n))), A2 = triu(rand(n), 1) + diag(3 + diag(rand(n))), A3 = triu(rand(n), 1) + diag(3 + diag(rand(n))), B1 = −tril(rand(n), 1) + diag(1 + diag(rand(n))), B2 = −tril(rand(n), 1) + diag(1 + diag(rand(n))), B3 = tril(rand(n), 1) + diag(1 + diag(rand(n))), E1 = rand(n), E2 = rand(n), E3 = rand(n), for n = 300. We summarize in Table 1 the characteristics of the numerical results for the stated iterative methods. One can see that the BiCOR_M method is more expensive than the other iterative solvers in terms of the high number of Iters and the CPU time. It is remarked that the BiCGSTAB_M method has no convergence. The results show that the accuracy of the approximations, regarding the TRR values of the GPBi-COR_M and the GPBiCG_M methods, is roughly amounting to the tolerance value that is assumed as a stopping criterion. On the other hand, the accuracy is slightly less than the TOL in case of the CORS_M method but is still reasonable and it decreases around two-thirds of the TOL in case of the CGS_M and the BiCOR_M methods. Fig. 9 presents the convergence histories of the stated solvers where the GPBiCOR_M, the GPBiCG_M and the BiCOR_M methods show smoother convergence behaviors compared to the other solvers. One can also notice the erratic convergence behavior of the CGS_M and the CORS_M methods.
The above examples confirm that the proposed GPBiCOR_M method has faster convergence rate and higher accuracy than the other mentioned methods. The obtained numerical results demonstrate that Algorithm 3 and Algorithm 4 are efficient.
VI. CONCLUSIONS
This paper has been devoted to finding the solutions of the general matrix equation (1) and the general discrete-time periodic matrix equations (2), which include a wide variety of matrix equations arising in many applications. To this end, using the Kronecker product and the vectorization operator as tools, we have extended a matrix form of the GPBiCOR method which was originally constructed for solving the nonsymmetric linear system problems.
In order to illustrate the feasibility and the effectiveness of the proposed algorithms compared with some existing methods, a series of numerical experiments have been given. It was noticed that the extended GPBiCOR method has the following advantages; lower computational costs with a fair degree of accuracy, considerably fewer iteration numbers, and significantly smoother convergence behaviors. The numerical results of the proposed algorithms of the generalized GPBiCOR are according with the original GPBiCOR method by Zhao et al. in [89] for solving linear systems. Further research will be focused on the generalization of other linear system solvers to more matrix equations. 
