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Abstract 
A study of microbial diversity using comparative genomics and comparative 
metagenomics methods 
Yemin Lan 
Gail Rosen. Supervisor, Ph.D. 
 
 
 
 
Development of sequencing technologies makes it possible to access the 
microbial diversity on the molecular level. Through sequencing of microbial 
genomes and metagenomes, insights are gained into the metabolic roles played by 
the microbes and the formation of complex microbial communities. In order to 
obtain comprehensive understanding of the microbial diversity, it is essential to 
know what makes the microbes different from each other, what shapes the 
microbes and microbiomes to adapt to diverse environments, and how to access 
the microbial world where a majority of the microbes are yet novel. Despite of 
successes in literature that identified structural or metabolic differences between 
various microbes and microbiomes, the description and interpretation of microbial 
diversity is yet controversial and often dependent on the level of detail one may 
want to conclude. For example, microbiome structures can be resolved on various 
taxonomic levels, and microbiome dynamics can be explained with biological 
processes, pathways or various molecular functions. Consequently, thorough 
study of microbial diversity is essential and the methods used are supposed to be 
adaptable to varying demands.  
This dissertation aims to improve our current understanding towards microbial 
diversity in varying microbes and microbiomes, by methods that are generally 
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adaptable in comparative genomics and comparative metagenomics. As the 
fundamental prerequisite for studying microbial diversity, genomic comparisons 
are performed. Methods are developed to predict novel 16S rRNA genes and to 
benchmark alternative marker genes for enhanced inference of phylogenetic 
relationship between microbes. A genomic comparison database is also 
constructed to provide public access to comparing all prokaryotic complete 
genomes. Furthermore, feature selection methods are introduced to identify 
microbial signatures that are responsible for varying environmental factors in 
comparative genomics or metagenomics studies. By implementing feature 
selection, this dissertation proves the possibility to identify protein signatures in 
human gut microbiomes that are relevant to age, and to identify pathway 
signatures differentially expressed in a fungal organism that help explain how the 
organism reacts to alternative nutrient. As a method adaptable for various data 
types, feature selection can be widely used to explain the microbial diversity in 
microbes or microbiomes under varying circumstances. Finally, the dissertation 
aims to provide access to the novel members of microbiome, which represent a 
more diverse microbial world than in our current knowledgebase. Using a pipeline 
with comparative genomics and metagenomic approaches combined, a novel 
microbial genome enriched in a soil microbiome is found and putatively 
recovered in comparison with its close relatives. With developed understanding of 
microbial genomes, microbial signatures shaping the environment and access to 
the novel microbes in microbiomes, the interpretation of microbial diversity is 
greatly improved.  
!!
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Chapter 1: Introduction 
 
Microbial organisms account for most of the diversity of life on our planet. While 
the first complete prokaryotic genome (Haemophilus influenzae) was sequenced 
only two decades ago [1], there are now more than 13,000 complete or draft 
genomes of prokaryote recorded in the NCBI Genome database, and the total 
number of prokaryotic species is estimated to be at the magnitude of 105 to 108 [2-
4]. These microbes form communities in diverse ecosystems, including in the soil, 
air, in and on our bodies and in extreme environments like hot springs [5]. 
However, from one ecosystem to another, the composition and activity of 
microbial communities differ remarkably, suggesting a strong relationship 
between the microbial diversity and the changing environment [4, 6-7].  
In order to obtain comprehensive understanding of the microbial diversity, it is 
essential to know what makes the microbes different from each other, what shapes 
the microbes and microbiomes to adapt to diverse environments, and how to 
access the microbial world where a majority of the microbes are yet novel. 
Despite of successes in literature that identified structural or metabolic differences 
between various microbes and microbiomes, the description and interpretation of 
microbial diversity is yet controversial and often dependent on the level of detail 
one may want to conclude. For example, microbiome structures can be resolved 
on various taxonomic levels, and microbiome dynamics can be explained with 
biological processes, pathways or various molecular functions. Consequently, 
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thorough study of microbial diversity is essential and the methods used are 
supposed to be adaptable to varying demands.  
This dissertation aims to improve our current understanding towards microbial 
diversity in varying microbes and microbiomes, by methods that are generally 
adaptable in comparative genomics and comparative metagenomics. In the 
following chapters, microbial diversity will be accessed in three aspects: (a) to 
understand the diversity between microbes; (b) to explain microbial diversity 
induced by varying environmental factors; and (c) to study the novel microbes in 
microbiomes.   
 
1.1 Next-generation sequencing (NGS)  
Study of microbial organisms dates back to the mid 1600s when microscope was 
invented, and the pathogenic microbes were the primarily studied subjects [8]. 
Researchers categorized microbes by their physical forms, food they ate and 
products they made. However, many microbes look similar under a microscope, 
and many will not grow outside of their natural environments. Therefore, 
microscopy and culture techniques provide a limited view of the microbial 
world until in the 1990s when DNA sequencing of complete genomes 
became mature [1, 9]. 
Starting from year 2000, the next-generation sequencing (NGS) technology has 
revolutionized the way we study microbes [10-13]. Millions or billions of DNA 
strands can be sequenced in parallel yielding substantially more throughput. It can 
be performed on isolated microbes as well as microbial communities taken 
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directly from their natural habitat, so studies are no longer limited to the small 
fraction of microbes that are cultivable in the laboratories.  
Several NGS approaches were developed and applied in the past decade, such as 
the most widely used 454 pyrosequencing [12] and Illumina sequencing [14], Ion 
Torrent sequencing [15], SOLiD sequencing [16], the recently developed SMRT 
sequencing [17], RNA-Seq for transcriptomes [18] and ChIP-Seq for detecting 
DNA-protein interactions [19]. While these approaches vary in many different 
aspects, they all share the trait of being high-throughput, and generate millions or 
billions of relatively short reads per run. Consequently, the analysis of NGS data 
is accompanied by many computational challenges, such as quality control, 
alignment and assembly of massive reads, high dimensionality of genetic 
information, and data storage and release issues.  
 
1.2 The 16S rRNA gene and whole genome shotgun (WGS) sequencing 
The development of NGS technology makes it possible to profile entire microbial 
communities from complex environments, therefore revolutionized the study of 
metagenomics. Analysis of these NGS data sets opened a window into the 
enormous taxonomic and metabolic diversity of microbial communities across 
varying environments. 
To assess the taxonomic diversity of microbial communities, the 16S rRNA gene 
is most often sequenced [20]. It is a section of prokaryotic DNA found in all 
bacteria and archaea, which codes for an rRNA that makes up the small subunit of 
the ribosome. Over millions of years as microbes evolved, the rRNA genes have 
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changed little, and the slight changes that occurred turn out to be clues for 
inferring how closely related the microbes are [21]. At the same time, because the 
16S rRNA gene is very short (approximately 1,500 nucleotide bases), it can be 
quickly and cheaply amplified and sequenced.  
Although the 16S rRNA gene sequencing is still widely used in microbiome 
studies up to date, is increasingly complemented or replaced by WGS sequencing, 
which obtains the information from the entire microbial genomes [22-24]. The 
employment of WGS sequencing avoids the amplification bias and the copy 
number bias of the 16S rRNA gene. More importantly, it allows the exploration of 
metabolic and functional capacity in addition to the taxonomic diversity of 
microbial communities.  
More recently, studies of the gene expression and protein production of microbial 
communities have emerged to complement DNA-based metagenomic analyses 
[4]. By sequencing metatranscriptomes, we are now able to assess the metabolism 
dynamics of microbial communities. At the same time, the sequencing and 
characterization of metaproteomes makes it possible to assess the immediate 
catalytic potential of a microbial community. In combination with the 16S rRNA 
gene and WGS sequencing based metagenomic analysis, these two approaches 
offer significant promise to advance the measurement and prediction of the in situ 
responses, activities, and productivity of microbial communities. 
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1.3 Comparative genomics and comparative metagenomics 
Comparative genomics is a field of biological research in which different 
organisms are studied for their genetic similarities and differences as well as 
evolutionary relationships between them. It is an inevitable requirement to assess 
genomes in the context of other known microbes when reporting the discovery of 
new genomes [25]. Genomic comparison makes it possible to categorize all 
organisms into various taxa, reconstruct their phylogenic relationships and study 
the history of evolution. However, the myth is far from solved: it is agreed by 
many that the definition of “taxa” is arbitrary and inconsistent [26-28]; evolution 
rate changes even in different regions of the same genome and hence makes it 
difficult to infer phylogenetic relationship of organisms [29-30]; and countless 
numbers of horizontal gene transfer (HGT) have further blurred the 
distinguishability between microbial organisms [31-33]. As a result, finding 
reliable measurements to identify microbes or study their phylogenic relationships 
remains a challenging task. 
Comparative metagenomics is very similar to comparative genomics, except that 
the entire microbial communities instead of single microbial genomes are 
compared [4, 6]. In addition to the question of “who are the microbes” 
constituting different metagenomes, another often asked question is “what are 
they doing”, aiming to understand how microbes and their functions differ 
between environments and whether such differences are responsible for 
conferring specific environmental variations [4, 7, 34]. With the extensive 
application of next-generation sequencing techniques, comparative metagenomics 
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has been revolutionizing the field of microbiology, and has excited researchers in 
many disciplines that could benefit from the study of environmental microbes. In 
this dissertation, successful showcases of comparative metagenomics study will 
be introduced along with the tools or pipelines used in these showcases, which 
will benefit other comparative metagenomics studies. 
 
1.4 Specific aims and chapter layout 
The diverse physiological and biological nature of microbes is driven by the 
genomes that encode various genes. Consequently, studying the similarities and 
dissimilarities of the microbial genomes is fundamental for understanding the 
microbial diversity. To understand the diversity between microbes, the first aim of 
this dissertation is to use marker genes to improve the analysis of phylogenetic 
relationship between microbes (Chapter 2). Such comparisons improve our 
understanding towards the relationship of microbes, and hence will be beneficial 
to the phylogenetic analysis of microbial communities. 
Besides the challenge in acquiring the diversity information of microbiomes, 
another difficulty is to understand the driven forces behind the dynamics of the 
microbial diversity. Because the microbial taxa and metabolic roles in 
microbiomes are usually quite diverse, it is especially difficult to predict whether 
or not they will respond to a particular environmental factor. To explain microbial 
diversity induced by varying environmental factors, the second aim of this 
dissertation is to use feature selection to identify signatures relevant to varying 
environments of microbes or microbiomes (Chapter 3). Two showcases will be 
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presented to show that the approach can be applied for both DNA sequencing and 
RNA sequencing data sets, and in study of metagenomes or laboratory culture of a 
single genome.  
Despite the success in exploring the microbial diversity in this dissertation as well 
as in many previous literatures, our understanding of microbiome is still sketchy. 
The microbial diversity is way more than what has been known: many organisms 
in microbiomes are yet novel to existing knowledgebase and their metabolic roles 
are largely unknown. To study the novel microbes in microbiomes representing a 
more diverse microbial world, the third aim of this dissertation is to use the 
combination of comparative metagenomics and genomics methods to study a 
novel microbe in a soil microbiome (Chapter 4). 
Finally, all work included in this dissertation will be summarized and future 
perspective will be discussed in Chapter 5.  
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Chapter 2: Marker Genes In Comparative Genomics 
 
To understand microbial diversity, it is first necessary to learn about the 
similarities and differences between varying microbes, and how their 
phylogenetic relationships. Sequencing of the 16S rRNA gene has long been used 
for the identification and classification of prokaryotes [35]. To improve the 
analysis of phylogenetic relationship between microbes, this chapter will start 
with a study that improves phylogenetic classifiers based on 16S rRNA gene, by 
predicting novel 16S rRNA sequences not learned by these classifiers. In addition, 
the chapter will discuss alternative marker genes that may be used as complement 
or replacement to the 16S rRNA gene, in cases where the latter lacks 
distinguishing capability for closely related lineages. The comparison between 
genomes and marker genes will be collected and provided to the public via the 
POGO database, as a final deliverable of this chapter’s work.  
 
2.1 Introduction 
The 16S rRNA gene is an exceptionally good marker for phylogenetic 
reconstruction [20, 21]. As is mentioned above, this gene has the incomparable 
merit of being highly conserved across all prokaryotes, and is rarely affected by 
HGT. In most microbiome studies up to date, the 16S rRNA gene is amplified 
directly from the environment and used to estimate the microbial diversity, and a 
lot of databases and tools were developed for 16S rRNA gene classification [36-
39].  
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Despite of the proven success of 16S rRNA classifiers being used in comparative 
studies, one drawback shared by many classifiers, however, is the lack of 
capability to accurately identify sequences that are not seen by the databases. 
Most often, novel sequences will be assigned to the wrong taxa, resulting in 
incorrect interpretation of the microbial compositions being studied. Therefore, 
developing a method to screen out novel 16S rRNA sequences in environmental 
samples is constructive. 
While the 16S rRNA gene is used in almost all metagenome studies to resolve the 
phylogenetic composition of microbial communities, it is often noted that the 
gene is too conserved to resolve the phylogeny at finer taxonomic levels. On the 
other hand, WGS sequencing has become probably the most popular strategy in 
microbiome studies [22-24]. In comparison with the sequencing of a single 
marker gene (e.g. the most widely used 16S ribosomal RNA gene), WGS 
sequencing uncovers both the microbial composition and functional composition 
of the microbiomes of interest. Hence, various tools are developed over the past 
few years to facilitate phylogenetic analysis of WGS data, such as WGSQuikr 
[40] and MetaPhlAn [41]. Despite the success of these tools in revealing the 
microbiome structure to a fine taxonomic level, a question remains unanswered: 
can we accurately place the identified organisms into the tree of life? This is a 
worthy question because, even though the said tools are targeting for phylogenetic 
inference up to the species level, they usually do not predict for novel organisms 
in the microbiomes nor determine the interspecies relationships for these novel 
organisms. To resolve the identity of novel organisms, some approaches resort to 
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a small subset of widely conserved marker genes mined from WGS data, such as 
PhyloSift [42], AMPHORA2 [43], MetaPhyler [41], EMIRGE [44] and PhylOTU 
[45]. Consequently, in various scenarios, many widely conserved genes other than 
the 16S rRNA gene have proven valuable towards better assessment of 
interspecies relationships [41, 46-50].  
 
2.2 Predicting novel 16S rRNA sequences 
2.2.1 Background 
The naïve Bayesian classifier provided by the Ribosomal Database Project (RDP) 
is the most widely used 16S rRNA classifier [51-54]. It is able to quickly and 
accurately assign sequenced reads to microbes known by the database. However, 
microbes contained in most environmental samples may not have been sequenced 
and learned by the database. For these microbes, their 16S rRNA sequences will 
be novel to the classifier and are very often assigned erroneously. Therefore, it is 
necessary for 16S rRNA classifiers to first screen for sequences that belong to 
novel microbial taxa.  
One advantage of the RDP classifier is that, in addition to the best matching taxa 
it assigns sequences to, the classifier also generates a bootstrap confidence score 
that evaluates the level of confidence for the assignment. When a 16S rRNA 
sequence is novel, it will most likely be poorly assigned with a low bootstrap 
score. Because of this, the bootstrap scores reported by RDP classifier can readily 
be used to predict novel sequences in environmental samples. Similarly, several 
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other classifiers can be used for predicting novel sequences, such as the Naïve 
Bayes Classifier (NBC) [55], Phymm/PhymmBL [56], and PhylOTU [45]. 
Here, these classifiers are benchmarked for their usage in predicting novel 16S 
rRNA sequences, and the RDP classifier is also used to verify how sequence 
length and data diversity will affect the prediction performance. 
2.2.2 Methods 
16S rRNA sequences. A total of 8,422 full-length 16S rRNA sequences were 
acquired from the RDP database, representing 1,712 genera, 311 families, 112 
orders, 79 classes and 39 phyla.  
Five-fold cross-validation. The 16S rRNA sequences were equally split into a 
training set and a testing set. A threshold score was determined by running 
classifier using the training data and was thereafter evaluated using the testing 
data. The training process used five-fold cross-validation, by training the classifier 
with one-fifth of the training set and testing the classifier with the entire training 
set so that four-fifths of the testing sequences were considered novel. This was 
opposite from the common understanding of five-fold cross-validation where a 
model is trained with four-fifths and tested with one-fifth of the data, in order to 
better simulate real environmental samples where a majority of the microbes were 
novel to the current knowledgebase. 
Evaluating the threshold score. To separate novel sequences from the known, a 
threshold score was determined in the training process, based on the confidence 
scores reported by RDP classifier, NBC, Phymm/PhymmBL or PhylOTU. 
Sequence that received a score below the threshold was considered as novel. For 
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each cross-validation run, a receiver-operating characteristic (ROC) curve was 
created and the f-measure (harmonic mean of the sensitivity and specificity) was 
calculated to evaluate the threshold. Finally, a best operating threshold was 
determined that maximized the f-measure. The classifiers will be compared 
subsequently using their best operating thresholds and the testing set.  
RDP bootstrap score. RDP classifier is based on a naïve Bayes model that 
assigns each sequence to the closest match using a posterior score. During the 
process, a random one-eighth of the sequence is classified. The random sampling 
is repeated a hundred times and the proportion of sub-sequences matching the 
assigned taxon is obtained as the bootstrap score. This is a way to gauge how 
susceptible the classification is to error and incomplete data, etc.  
NBC and RDP likelihood. Both NBC and RDP classifiers compute the posterior 
probability from conditional and prior probabilities [38, 57, 58]. The likelihood 
probability of a sequence belonging to each genome in the database is computed, 
and the genome corresponding to the maximum probability is the maximum 
likelihood solution. 
Phymm/PhymmBL confidence score. Phymm is a classifier based on 
interpolated Markov models (IMMs), and PhymmBL further enhanced it by 
integrating the IMM probability with BLAST scores. As recommended by 
PhymmBL, sequences below a certain score (between 80% and 85%) should be 
considered as novel. 
PhylOTU clustering. PhylOTU aligns query reads with a database of SSU-
rRNA's and then develops a hierarchical clustering with FastTree [59]. In order to 
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benchmark PhylOTU performance for known/novel discrimination, a PhylOTU 
cluster is classified as known if it contains sequence from the database. On the 
contrary, if the cluster contains no sequence represented by the training set, it is 
considered novel. 
Genus diversity. Intra-genus similarity is used to assess the effects of class 
similarity to novelty detection performance. CD-HIT [60] is used with a similarity 
threshold of 95% to identify genera that may be too diverse. Using this measure, 
76% of the genera contained one cluster, while 92% of the genera contained three 
or fewer clusters.  
2.2.3 Results 
2.2.3.1 Predicting novel sequences using different classifier scores 
Threshold for novel sequence detection was determined with five-fold cross-
validation using the training data set, and was later evaluated using the testing 
data set (Figure 1).  
 
 
 
Figure 1. Workflow of novel sequence prediction. Threshold for novel sequence 
detection was determined with five-fold cross-validation using the training data 
set, and was later evaluated using the testing data set. 
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ROC curve was plotted for novel sequence detection on the genus level using 
reads of different lengths (Figure 2), with the determined threshold marked by a 
blue dot. The area under ROC curve (AUC) was similar for RDP and NBC, which 
outperformed that produced by Phymm and PhymmBL. For shorter reads (100bp 
and 250bp), RDP maintained its good performance while NBC did not. At the 
optimal threshold, both RDP and NBC sacrificed some sensitivity to achieve 
higher specificity but less so for RDP. With Phymm/PhymmBL, the opposite was 
true with these methods sacrificing specificity to obtain better sensitivity. For all 
four methods, this implies that the training data was not sufficiently diverse to 
determine an appropriate generalized threshold. Due to limitations in the training 
data, both naïve Bayesian methods obtained low sensitivity/high specificity on the 
training data while the Phymm/PhymmBL methods obtained high sensitivity/very 
low specificity. However, the AUC demonstrates that the naïve Bayesian methods 
have a greater potential on the test dataset, and thus have greater potential as more 
representatives of rare taxa become available, or when the training data becomes 
more balanced.  
In addition to AUCs, f-measure was computed for the genus-level novel sequence 
detection using different classifiers and scoring methods (Figure 3). The RDP 
classifier, in combination with its bootstrap scores provided the best novel 
detection performance. 
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Figure 2. ROC curve for novel sequence detection performance using four 
classifiers. Sequences of (a) 500bp, (b) 250bp and (c) 100bp were compared to 
show similar patterns regardless of read length. 
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Figure 3. The sensitivity, specificity, and f-measure for novel sequence detection 
performance using different classifiers and scoring methods. Sequences of (a) 
500bp, (b) 250bp and (c) 100bp were compared to show that the RDP classifier in 
combination with its bootstrap scores provided the best overall performance 
regardless of read length. 
 
 
 
2.2.3.2 Predicting novel sequences with different read lengths and taxonomic 
levels 
Novel prediction based on the RDP bootstrap was benchmarked by read length 
and taxonomic level. The sensitivity, specificity, f-measure and AUCs for 
different read lengths and taxonomic levels (where each level is trained 
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separately) are listed in Table 1. For all read lengths, the detection performed best 
on the phylum level (AUC ranging from 0.93 to 0.99), whereas did not perform 
worst on the genus-level. This is probably because some taxa were unlabeled at 
intermediate taxonomic levels, or because taxa at these intermediate levels were 
overall less phylogenetically coherent than the genus level. While the sensitivity 
is low, especially for 100bp reads, the specificity is relatively high. This means 
that at this threshold the detector incorrectly identifies about 50% of the known 
organisms as novel while correctly identifying all truly novel organisms. In the 
testing set, 85% of the sequences came from known organisms – the method was 
able to identify almost all of the 15% of novel reads plus filter out over 50% of 
the known reads, resulting in an approximate reduction of 45% from the 
potentially novel set. A user can use this as a first step to reduce the search space 
for novel organisms. For 500bp reads on order-and-above taxonomic levels, the f-
measure was above 80%, demonstrating that it could identify known from novel 
reads reasonably well. 
2.2.3.3 Improve prediction with well-represented and highly-similar genera 
The training set used above was greatly unbalanced, with about 50% of genera 
being represented by only one sequence. It is hypothesized as a great source of 
poor performance. In addition, it is hypothesized that minimizing intra-genus 
sequence dissimilarities could improve performance. Hence, a “well-represented” 
or “tightly clustered” training set was constructed and tested separately. As is 
shown in Figure 4, in the case of well-represented genera, sensitivity increased by 
15% and f-measure increased by 10%. This is due to the fact that new sequences 
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were more confidently assigned which increased the number of true positives. In 
the case of tightly clustered genera (where sequences in a genus were exclusively 
clustered with CD-HIT at 95% or higher similarity), performance slightly 
decreased. While it was hypothesized the classifier would be better trained with 
tight clusters, such genera mostly contained only one sequence. Therefore, 
improving the representatives of a genus in the training set is more important than 
the intra-genus similarity. 
 
 
Table 1. The sensitivity, specificity, f-measure and AUC for different read lengths 
and taxonomic levels.  
 
Read 
(bp) Sensitivity Specificity F-measure AUC 
Bootstrap 
threshold 
Genus 
100 48.5% ± 0.6% 86.0% ± 0.8% 62.0% ± 0.5% 75.0% ± 0.6% 0.754 
250 55.4% ± 1.2% 93.3% ± 0.7% 69.5% ± 1.1% 84.5% ± 0.8% 0.964 
500 64.2% ± 1.7% 92.9% ± 1.5% 75.9% ± 1.2% 87.1% ± 0.6% 0.996 
Family 
100 27.6% ± 0.7% 96.7% ± 0.4% 42.9% ± 0.7% 75.8% ± 0.7% 0.846 
250 47.6% ± 1.1% 95.2% ± 0.7% 63.5% ± 1.2% 82.9% ± 0.9% 0.980 
500 67.8% ± 1.1% 87.7% ± 1.3% 76.5% ± 1.3% 84.2% ± 1.2% 1.000 
Order 
100 29.7% ± 0.4% 99.4% ± 0.3% 45.7% ± 0.4% 78.9% ± 0.4% 0.902 
250 49.8% ± 1.3% 99.3% ± 0.4% 66.3% ± 1.3% 83.2% ± 0.5% 0.998 
500 69.4% ± 0.9% 94.4% ± 1.1% 80.0% ± 0.8% 85.0% ± 1.8% 1.000 
Class 
100 40.0% ± 1.1% 99.5% ± 0.3% 57.0% ± 1.1% 87.5% ± 0.4% 0.924 
250 63.3% ± 1.0% 99.8% ± 0.1% 77.5% ± 0.9% 92.1% ± 0.4% 0.996 
500 80.4% ± 0.6% 98.6% ± 0.2% 88.6% ± 0.4% 94.5% ± 0.5% 0.996 
Phylum 
100 51.9% ± 0.5% 100.0% ± 0% 68.4% ± 0.5% 93.5% ± 1.8% 0.930 
250 66.0% ± 0.6% 100.0% ± 0% 79.5% ± 0.5% 97.9% ± 0.4% 0.992 
500 84.4% ± 0.8% 100.0% ± 0% 91.5% ± 0.5% 99.0% ± 0.4% 0.998 
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Figure 4. The sensitivity, specificity, and f-measure for novel sequence detection 
using well-represented or tightly clustered genera in comparison to using all 
genera. Sequences of 500bp were used. 
 
 
 
2.2.3.4 Computational cost for novel sequence prediction 
Novel sequence prediction ran on a machine with 2 Intel®Core™CPU @ 1.86 
GHz Speed and 2 GB of memory. RDP was 20 to 30 times faster than most 
methods in the training process, and was 60 to 140 times faster in the testing 
process (Table 2). While RDP's computational time increased as a function of the 
read length, NBC/PhymmBL/PhylOTU's computational time decreased because 
the number of testing sequences was less for longer reads.  
 
 
Table 2. Computational time for different classifiers and read lengths (in 
minutes).  
 Training 100bp Testing 250bp Testing 500bp Testing 
RDP 0.22 1.57 1.67 1.69 
NBC 0.35 132.21 112.10 100.91 
PhymmBL 4.73 165.33 147.30 138.51 
PhylOTU 6.18 N/A 239.51 139.70 
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2.2.4 Conclusions 
Through rigorous benchmarking, it is found that developing a threshold based on 
the RDP bootstrap resulted in the best novel sequence detection performance 
among all classifiers and scoring methods tested. For 500bp reads, f-measure of 
75% and higher was reported. The novel sequence detection approach was very 
conservative, with high sensitivity but lower specificity. If a person wishes to 
reduce the search space of novel taxa in a dataset, this approach would be an easy 
and fast first filtering step. In less complex environments such as the oral cavity 
[61] where most taxa are well known, this could constitute useful method to 
identify reads that originate from novel organisms. For complex samples, such as 
soil, this method can act as a filter to identify a smaller set of reads that may come 
from novel taxa, thus reducing the time it may take to run binning algorithms on 
these sequences.  
While detecting whether a read comes from novel taxa is a challenging task with 
the limited knowledgebase, it is shown that classification methods can 
discriminate between reads originating from known and novel organisms. By 
carefully selecting a threshold using the current database, the RDP bootstrap 
offers a conservative novel detection better than most methods. It is a quick 
method that does not rely upon alignment or BLAST, therefore it is recommend 
that the RDP bootstrap be used as a first step to isolate reads from novel genera 
and can reduce the search space significantly if the sample contains many reads 
from known taxa. The next step after this would be to perform alignment to 
determine a sequence's phylogenetic assignment, such as the SOPPI protocol [62] 
!!
21!
or to group the “novel” reads to determine which belong to the same taxonomic 
groups. Programs such as PhylOTU can be used for this purpose, and it is 
recommended to use the RDP bootstrap score for novel sequence detection to 
enhance the PhylOTU's tendency to discard reads and to add confidence to 
clustering of reads. 
 
2.3 Marker genes for predicting phylogenetic relationships 
2.3.1 Background 
Genes alternative to the 16S rRNA have been suggested in many recent studies. 
The most important rational behind using various conserved genes is that, while 
these genes are conserved in prokaryotes, they are usually faster-evolving than the 
16S rRNA gene and therefore have more distinguishing power between closely 
related organisms. In addition, these genes were usually chosen so that they only 
have one copy in each organism, and therefore will not introduce copy number 
bias as the 16S rRNA gene does when computing the relative abundance of 
microbes [63-65].  
Several recent studies have started looking into using markers other than the 16S 
rRNA gene to infer phylogeny within metagenomes, such as rpoB, amoA, pmoA, 
nirS, nirK, nosZ and pufM [46, 50, 66]. Housekeeping genes have been suggested 
to be useful for discriminating lineages, as they are a major component of the core 
genes for a lineage [67] and are thought to have less environmental pressure than 
other genes [68]. Wu et al. identified 31 housekeeping genes from 100 genomes 
to be used to reconstruct phylogeny [69], which has also been used to speed up 
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the taxonomic classification [70]. Despite of the well-understood benefits for 
phylogenetic inference, however, the usage of various marker genes was limited. 
One of the biggest challenges is, which conserved gene should be used for various 
circumstances. Therefore, a systematic analysis of the utility of different marker 
genes in phylogenetic inference and the development of criteria for choosing the 
correct marker genes should yet prove beneficial.  
In this dissertation, 74 widely conserved genes (including the 16S rRNA gene and 
73 single-copy genes) are compared for their capability to resolve phylogenic 
relationship of closely related organisms. It is demonstrate with three microbial 
lineage examples that, conserved genes with faster evolution rate can better 
capture the evolution of the entire gene, and therefore proven better phylogenetic 
marker for the studied lineages. The results indicate that it should be possible to 
place certain novel microbes in the tree of life with more accuracy by studying 
faster-evolving yet conserved genes in lineage-specific studies.  
2.3.2 Methods 
Complete genomes and 16S rRNA genes. Complete genome of 2,013 
prokaryotes were downloaded from the NCBI Genome database (by July, 2012). 
Genes annotated as “16S ribosomal RNA” were extracted from all genomes, of 
which 1,897 genomes were retained with 16S rRNA genes of legitimate length 
from 1,000bp to 1,800bp nucleotides [71].  
Single-copy marker genes. Genes that are single-copy and conserved among all 
genomes in the COG database [72] were considered as our candidate marker 
genes. Copies of these candidate genes in each NCBI genome were recognized 
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from BLAST reciprocal best hits, using these genes in Escherichia coli K12 
W3110 (uid161931) as reference. Among these candidate genes, 73 genes were 
present in more than 90% of the prokaryotic genomes, and were retained for 
analysis. A total of 1,204 genomes harbor all 73 marker genes. 
Marker gene percent identity. For each pair of genomes, all 16S rRNA gene 
copies were compared to each other using the pairwise Needleman-Wunsch 
alignment algorithm [73]. The maximal 16S rRNA identity was recorded for each 
genome pair. Likewise, the percent identity for each marker gene between a pair 
of genomes was obtained by aligning the nucleotide sequences using the pairwise 
Needleman-Wunsch alignment algorithm. 
Average amino acid percent identity (AAI). The average AAI of all 
orthologous proteins between pairs of genomes was computed for all genome 
pairs for which the maximal 16S rRNA gene identity was at least 80%. Towards 
this end, all coding sequences (CDS) were extracted from each genome in the 
GenBank whole genomes database [74]. Orthologs between a pair of genomes 
were identified by reciprocal BLAST comparisons [75] and re-aligned using the 
Smith-Waterman algorithm [76]. To be defined as orthologs, proteins had to be 
aligned over at least 70% of the shorter sequence and the amino acid identity had 
to be above 30% [77]. The average amino acid percent identity (AAI) was 
computed using all identified orthologs between two genomes, if they had at least 
200 orthologs (genome pairs with fewer than 200 orthologs were discarded).  
Average ranking of marker genes. Focusing only on genomes that contain all 
74 marker genes (including the 16S rRNA gene), the relative rank of each marker 
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gene by their percent identities is calculated for each genome pair within that 
lineage. Marker genes that were less similar between the two genomes (i.e. lower 
percent identities) received higher ranks, than marker genes that were more 
similar (i.e. had higher percent identities). The average ranking of a gene within a 
certain lineage was then calculated based on the rankings of each pair of genomes 
from that lineage. At the end of this process, a gene that evolves relatively slowly 
to other genes received a lower average ranking, than a gene that evolved faster. 
Phylogenetic tree construction. Phylogenetic trees were generated for the three 
examined lineages using the UPGMA (Unweighted Pair Group Method with 
Arithmetic Mean) algorithm, where the pairwise distance matrix values were one 
minus the AAIs or one minus the percent identities of a specific marker gene. 
Split distance (equivalent to the Robinson-Foulds distance) between trees was 
calculated using the TOPD/FMTS software [78]. 
Database construction. The database website was written using PHP, JavaScript 
and HTML5. The use of these platforms allows for an interactive user experience 
with dynamic graphs, tables and charts. When the user queries the database, the 
Apache web stack communicates with our MySQL database to efficiently search 
for the requested genomic comparisons. 
2.3.3 Results 
2.3.3.1 Ambiguity of 16S rRNA gene in predicting genome similarity 
While the 16S rRNA gene is the most widely used phylogenetic marker gene up 
to date, it has been discussed in many literatures that this gene is ineffective at 
finer phylogenetic levels [63, 64]. To address this ambiguity of the 16S rRNA 
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gene as well as other conserved marker genes, the relationship between the 
percent identity of 16S rRNA gene and the average AAI was examined (Figure 5). 
The average AAI is likely a more accurate to estimate the evolutionary distance 
between two genomes based on all orthologs, rather than based on a single locus 
such as the 16S rRNA gene. Every two genomes with a 16S identity higher than 
80% were compared, and a total of 717,861 pairs of genomes were analyzed. In 
general, as expected, the percent identity of the 16S rRNA gene correlates well 
with the average AAI (rho = 0.7487 and p-value <<0.0001, according to a 
Spearman test). However, as the 16S rRNA genes get more similar, the range of 
the average AAI becomes broader. In other words, the percent identity of the 16S 
rRNA gene becomes more ambiguous at predicting AAI when genomes are more 
closely related.  
 
Figure 5. The 16S rRNA percent identity compared with the average AAI for all 
pairs of genomes. While there is a general trend that higher 16S rRNA similarity 
indicates higher AAI, the range of AAI becomes broader for microbes with more 
similar 16S rRNA sequences. 
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2.3.3.2 Marker genes in predicting genome similarity 
Despite various extent of ambiguity of a single gene in predicting genome 
similarity, it is necessary to assess their correlation with the average AAI between 
genomes, in order to answer the question of which marker genes are relatively 
better for phylogenetic inference. Figure 6 shows the Spearman’s correlation 
between each marker gene and the average AAI, for distantly related microbes 
(whose AAIs are smaller than 95%) and closely related microbes (whose AAIs 
are greater than 95%). The percent identity of the 16S rRNA gene correlates very 
well with the average AAI for genomes that are distantly related. In fact, there is 
only one other marker gene (rplP) that shows a slightly better correlation than 
16S rRNA. However, when it comes to closely related genomes, most markers 
outperform the 16S rRNA.  
 
 
 
Figure 6. Spearman’s correlation between the percent identity of each marker 
gene and the average AAI, for distantly related genomes and closely related 
genomes separately. 
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The better correlation with AAI observed for various marker genes suggests that 
some of them should outperform the 16S rRNA gene in phylogenetic inference 
for closely related lineages. To further demonstrate this, phylogeny of three 
bacterial lineages (Streptococcus, Bacillus and Escherichia/Shigella) were 
reconstructed using AAI, the 16S rRNA gene, or each of the remaining 73 marker 
genes. The three lineages were selected because they each contained a large 
number of fully sequenced genomes. Again, since it relies on all available loci, it 
is assumed that AAI constructs the most reliable phylogeny.  
Manual examination of the AAI generated trees, and of trees generated using 16S 
rRNA result in a number of examples in which the 16S rRNA gene fails to 
reconstitute phylogenetic relationships. For example, the Escherichia/Shigella 
tree generated from AAI (Figure 7a) well separates the Escherichia coli O157:H7 
strains and Escherichia coli O55:H7 strains, which were mixed in the tree 
generated from 16S rRNA identities (Figure 7b). In addition, the 16S tree failed to 
show an immediate common ancestor for Shigella dysenteriae and Escherichia 
coli O157:H7 [79], while this is clearly seen in the AAI tree. In contrast, the trees 
generated based on several marker genes were able to capture these separations. 
Similar results can also be seen for the Streptococcus and Bacillus lineages.  
Split distance between trees was used to quantify the phylogenetic inference 
capability of the marker genes (Table 3). For each lineage, most marker genes 
outperformed the 16S rRNA, which ranked only as the 48th, 64th and 31st best-
performing gene in reconstructing the AAI tree of Escherichia/Shigella, Bacillus 
and Streptococcus respectively. Genes that performed better at phylogenetic 
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inference vary between lineages, suggesting that marker genes need to be 
individually selected for each specific lineage of interest. 
 
 
 
Figure 7. Phylogenetic trees of the Escherichia/Shigella lineage generated using 
(a) the average AAI and (b) the 16S rRNA percent identity. The latter fails to 
separate some major divisions of this lineage and poorly reconstitutes the 
phylogenetic relationship. 
 
 
A"
B"
0.01
Escherichia blattae DSM 4481 uid165043
Escherichia coli O55 H7 CB9615 uid46655
Escherichia coli O55 H7 RM12579 uid162153
Escherichia coli O157 H7 EC4115 uid59091
Escherichia coli O157 H7 TW14359 uid59235
Escherichia coli O157 H7 EDL933 uid57831
Escherichia coli O157 H7 Sakai uid57781
Escherichia coli Xuzhou21 uid163995
Shigella dysenteriae Sd197 uid58213
Shigella flexneri 5 8401 uid58583
Shigella flexneri 2002017 uid159233
Shigella flexneri 2a 2457T uid57991
Shigella flexneri 2a 301 uid62907
Shigella boydii CDC 3083 94 uid58415
Shigella boydii Sb227 uid58215
Shigella sonnei 53G uid84383
Shigella sonnei Ss046 uid58217
Escherichia coli O111 H  11128 uid41023
Escherichia coli O103 H2 12009 uid41013
Escherichia coli O26 H11 11368 uid41021
Escherichia coli UMNK88 uid161991
Escherichia coli ATCC 8739 uid58783
Escherichia coli HS uid58393
Escherichia coli ETEC H10407 uid161993
Escherichia coli B REL606 uid58803
Escherichia coli  BL21 Gold DE3 pLysS AG  uid59245
Escherichia coli BL21 DE3  uid161947
Escherichia coli BL21 DE3  uid161949
Escherichia coli P12b uid162061
Escherichia coli K 12 substr  DH10B uid58979
Escherichia coli K 12 substr  W3110 uid161931
Escherichia coli DH1 uid161951
Escherichia coli DH1 uid162051
Escherichia coli SE11 uid59425
Escherichia coli E24377A uid58395
Escherichia coli W uid162101
Escherichia coli KO11FL uid162099
Escherichia coli KO11FL uid52593
Escherichia coli O127 H6 E2348 69 uid59343
Escherichia coli NA114 uid162139
Escherichia coli SE15 uid161939
Escherichia coli APEC O1 uid58623
Escherichia coli IHE3034 uid162007
Escherichia coli UM146 uid162043
Escherichia coli UTI89 uid58541
Escherichia coli ABU 83972 uid161975
Escherichia coli CFT073 uid57915
Escherichia coli  clone D i14  uid162049
Escherichia coli  clone D i2  uid162047
Escherichia coli 536 uid58531
Escherichia coli LF82 uid161965
Escherichia coli O83 H1 NRG 857C uid161987
Escherichia coli 042 uid161985
Escherichia coli O7 K1 CE10 uid162115
Escherichia coli SMS 3 5 uid58919
0.001
Escherichia blattae DSM 4481 uid165043
Shigella dysenteriae Sd197 uid58213
Shigella flexneri 5 8401 uid58583
Shigella boydii CDC 3083 94 uid58415
Shigella flexneri 2002017 uid159233
Shigella flexneri 2a 2457T uid57991
Shigella boydii Sb227 uid58215
Shigella flexneri 2a 301 uid62907
Escherichia coli 536 uid58531
Escherichia coli APEC O1 uid58623
Escherichia coli CFT073 uid57915
Escherichia coli ABU 83972 uid161975
Escherichia coli O83 H1 NRG 857C uid161987
Escherichia coli  clone D i14  uid162049
Escherichia coli  clone D i2  uid162047
Escherichia coli IHE3034 uid162007
Escherichia coli LF82 uid161965
Escherichia coli NA114 uid162139
Escherichia coli O127 H6 E2348 69 uid59343
Escherichia coli SE15 uid161939
Escherichia coli UM146 uid162043
Escherichia coli UTI89 uid58541
Escherichia coli K 12 substr  W3110 uid161931
Escherichia coli K 12 substr  DH10B uid58979
Escherichia coli KO11FL uid52593
Escherichia coli KO11FL uid162099
Escherichia coli ETEC H10407 uid161993
Escherichia coli DH1 uid162051
Escherichia coli DH1 uid161951
Escherichia coli W uid162101
Escherichia coli O157 H7 EDL933 uid57831
Escherichia coli O55 H7 CB9615 uid46655
Escherichia coli O157 H7 TW14359 uid59235
Escherichia coli O157 H7 Sakai uid57781
Escherichia coli O55 H7 RM12579 uid162153
Escherichia coli O157 H7 EC4115 uid59091
Escherichia coli SMS 3 5 uid58919
Escherichia coli Xuzhou21 uid163995
Escherichia coli HS uid58393
Escherichia coli O26 H11 11368 uid41021
Escherichia coli E24377A uid58395
Escherichia coli O111 H  11128 uid41023
Escherichia coli ATCC 8739 uid58783
Escherichia coli 042 uid161985
Escherichia coli O7 K1 CE10 uid162115
Escherichia coli O103 H2 12009 uid41013
Escherichia coli SE11 uid59425
Escherichia coli B REL606 uid58803
Escherichia coli BL21 DE3  uid161949
Escherichia coli BL21 DE3  uid161947
Escherichia coli UMNK88 uid161991
Escherichia coli  BL21 Gold DE3 pLysS AG  uid59245
Escherichia coli P12b uid162061
Shigella sonnei 53G uid84383
Shigella sonnei Ss046 uid58217
b)
a) a)
b)
A"
B"
0.01
Escherichia blattae DSM 4481 uid165043
Escherichia coli O55 H7 CB9615 uid46655
Escherichia coli O55 H7 RM12579 uid162153
Escherichia coli O157 H7 EC4115 uid59091
Escherichia coli O157 H7 TW14359 uid59235
Escherichia coli O157 H7 EDL933 uid57831
Escherichia coli O157 H7 Sakai uid57781
Escherichia coli Xuzhou21 uid163995
Shigella dysenteriae Sd197 uid58213
Shigella flexneri 5 8401 uid58583
Shigella flexneri 2002017 uid159233
Shigella flexneri 2a 2457T uid57991
Shigella flexneri 2a 301 uid62907
Shigella boydii CDC 3083 94 uid58415
Shigella boydii Sb227 uid58215
Shigella sonnei 53G uid84383
Shigella sonnei Ss046 uid58217
Escherichia coli O111 H  11128 uid41023
Escherichia coli O103 H2 12009 uid41013
Escherichia coli O26 H11 11368 uid41021
Escherichia coli UMNK88 uid161991
Escherichia coli ATCC 8739 uid58783
Escherichia coli HS uid58393
Escherichia coli ETEC H10407 uid161993
Escherichia coli B REL606 uid58803
Escherichia coli  BL21 Gold DE3 pLysS AG  uid59245
Escherichia coli BL21 DE3  uid161947
Escherichia coli BL21 DE3  uid161949
Escherichia coli P12b uid162061
Escherichia coli K 12 substr  DH10B uid58979
Escherichia coli K 12 substr  W3110 uid161931
Escherichia coli DH1 uid161951
Escherichia coli DH1 uid162051
Escherichia coli SE11 uid59425
Escherichia coli E24377A uid58395
Escherichia coli W uid162101
Escherichia coli KO11FL uid162099
Escherichia coli KO11FL uid52593
Escherichia coli O127 H6 E2348 69 uid59343
Escherichia coli NA114 uid162139
Escherichia coli SE15 uid161939
Escherichia coli APEC O1 uid58623
Escherichia coli IHE3034 uid162007
Escherichia coli UM146 uid162043
Escherichia coli UTI89 uid58541
Escherichia coli ABU 83972 uid161975
Escherichia coli CFT073 uid57915
Escherichia coli  clone D i14  uid162049
Escherichia coli  clone D i2  uid162047
Escherichia coli 536 uid58531
Escherichia coli LF82 uid161965
Escherichia coli O83 H1 NRG 857C uid161987
Escherichia coli 042 uid161985
Escherichia coli O7 K1 CE10 uid162115
Escherichia coli SMS 3 5 uid58919
0.001
Escherichia blattae DSM 4481 uid165043
Shigella dysenteriae Sd197 uid58213
Shigella flexneri 5 8401 uid58583
Shigella boydii CDC 3083 94 uid58415
Shigella flexneri 2002017 uid159233
Shigella flexneri 2a 2457T uid57991
Shigella boydii Sb227 uid58215
Shigella flexneri 2a 301 uid62907
Escherichia coli 536 uid58531
Escherichia coli APEC O1 uid58623
Escherichia coli CFT073 uid57915
Escherichia coli ABU 83972 uid161975
Escherichia coli O83 H1 NRG 857C uid161987
Escherichia coli  clone D i14  uid162049
Escherichia coli  clone D i2  uid162047
Escherichia coli IHE3034 uid162007
Escherichia coli LF82 uid161965
Escherichia coli NA114 uid162139
Escherichia coli O127 H6 E2348 69 uid59343
Escherichia coli SE15 uid161939
Escherichia coli UM146 uid162043
Escherichia coli UTI89 uid58541
Escherichia coli K 12 substr  W3110 uid161931
Escherichia coli K 12 substr  DH10B uid58979
Escherichia coli KO11FL uid52593
Escherichia coli KO11FL uid162099
Escherichia coli ETEC H10407 uid161993
Escherichia coli DH1 uid162051
Escherichia coli DH1 uid161951
Escherichia coli W uid162101
Escherichia coli O157 H7 EDL933 uid57831
Escherichia coli O55 H7 CB9615 uid46655
Escherichia coli O157 H7 TW14359 uid59235
Escherichia coli O157 H7 Sakai uid57781
Escherichia coli O55 H7 RM12579 uid162153
Escherichia coli O157 H7 EC4115 uid59091
Escherichia coli SMS 3 5 uid58919
Escherichia coli Xuzhou21 uid163995
Escherichia coli HS uid58393
Escherichia coli O26 H11 11368 uid41021
Escherichia coli E24377A uid58395
Escherichia coli O111 H  11128 uid41023
Escherichia coli ATCC 8739 uid58783
Escherichia coli 042 uid161985
Escherichia coli O7 K1 CE10 uid162115
Escherichia coli O103 H2 12009 uid41013
Escherichia coli SE11 uid59425
Escherichia coli B REL606 uid58803
Escherichia coli BL21 DE3  uid161949
Escherichia coli BL21 DE3  uid161947
Escherichia coli UMNK88 uid161991
Escherichia coli  BL21 Gold DE3 pLysS AG  uid59245
Escherichia coli P12b uid162061
Shigella sonnei 53G uid84383
Shigella sonnei Ss046 uid58217
b)
a)
!!
29!
Table 3. The split distance between marker gene trees and the average AAI tree. 
Marker genes Escherichia/Shigella Streptococcus Baciilus 
pyrG 0.69 0.52 0.34 
pheT 0.67 0.58 0.30 
leuS 0.67 0.62 0.30 
trxB 0.69 0.58 0.40 
thrS 0.67 0.58 0.51 
exo 0.85 0.56 0.45 
infB 0.60 0.61 0.32 
hisS 0.71 0.61 0.30 
rpoB 0.67 0.61 0.45 
proS 0.64 0.52 0.34 
ksgA 0.75 0.56 0.32 
serS 0.79 0.49 0.45 
ftsY 0.75 0.54 0.45 
metG 0.73 0.54 0.45 
topA 0.62 0.54 0.32 
glyA 0.65 0.58 0.30 
map 0.75 0.59 0.47 
nrdA 0.65 0.48 0.57 
trpS 0.77 0.62 0.40 
ileS 0.58 0.63 0.36 
recA 0.65 0.54 0.45 
tyrS 0.77 0.52 0.43 
tmk 0.64 0.56 0.30 
fusA 0.62 0.52 0.51 
dnaN 0.75 0.51 0.34 
pheS 0.73 0.54 0.32 
secY 0.83 0.54 0.57 
truB 0.77 0.56 0.43 
argS 0.56 0.62 0.49 
ffh 0.64 0.55 0.36 
cdsA 0.73 0.62 0.30 
rpoC 0.65 0.56 0.40 
coaE 0.73 0.61 0.34 
efp 0.79 0.61 0.40 
valS 0.58 0.62 0.32 
nusG 0.85 0.58 0.34 
glnS 0.58 0.54 0.77 
groL 0.77 0.55 0.51 
rplA 0.79 0.63 0.55 
pepP 0.71 0.54 0.53 
cpsG 0.67 0.52 0.38 
tufB 0.87 0.66 0.49 
rplC 0.92 0.63 0.51 
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Table 3 (continued). 
rplX 0.90 0.62 0.49 
rpsE 0.79 0.66 0.49 
rplP 0.94 0.68 0.57 
trxA 0.94 0.62 0.55 
rplB 0.92 0.62 0.45 
rpsB 0.87 0.61 0.45 
rplD 0.92 0.66 0.66 
rplF 0.92 0.55 0.55 
rpsK 0.90 0.65 0.51 
rplK 0.89 0.63 0.72 
rpsI 0.94 0.62 0.62 
16S rRNA 0.92 0.59 0.64 
rpsO 0.94 0.65 0.57 
rpsL 0.92 0.62 0.60 
rpsD 0.96 0.59 0.49 
rpsC 0.96 0.69 0.53 
rpsQ 0.94 0.72 0.53 
rplE 0.94 0.61 0.53 
rpsM 0.96 0.63 0.72 
rpsJ 0.96 0.62 0.68 
rplJ 0.92 0.68 0.66 
rplV 0.96 0.61 0.57 
rplM 0.92 0.65 0.66 
rpsG 0.98 0.61 0.53 
rpoA 0.94 0.54 0.51 
rpsH 0.98 0.63 0.68 
rpsS 0.96 0.68 0.55 
rplN 0.96 0.78 0.53 
rplR 0.98 0.78 0.55 
rpsN 0.98 0.65 0.64 
infA 0.98 0.73 0.68 
 
 
2.3.3.3 Fast-evolving marker genes provide better phylogenetic inference 
The above finding that different marker genes seem to best reconstruct the 
phylogenies of different bacterial lineages raises the question of how to choose 
the correct marker genes for examining a lineage of interest. To address this 
question, marker genes were ranked by their rates of evolution within the three 
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examined lineages. Genes with lower ranks are more slowly evolving (most 
conserved), while genes with higher ranks are faster evolving (less conserved). 
Interestingly, a clear correlation (p-values << 0.001 for Spearman’s correlation) 
was noted between how well a marker performs phylogenetic inference for 
closely related lineages and its rank (Figure 8). This means that marker genes that 
evolve faster within each lineage can better reconstruct the AAI phylogenic tree 
for the given lineage. This makes sense since fast-evolving markers provide more 
information, having acquired more substitutions in the short time that separates 
bacteria within closely related lineages. The 16S rRNA gene in contrast tends to 
be much more slowly evolving therefore providing very poor distinction within 
lineages. Fast-evolving markers provide better inference of phylogeny in all three 
considered lineages. This suggests that the relative rate of evolution of marker 
genes provides a useful metric for the selection of the best markers to use to infer 
phylogeny within specific lineages of interest. 
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Figure 8. Negative correlation between the evolution rate of marker gene and its 
performance in phylogenetic tree reconstruction. Trees generated using faster 
evolving marker genes better reconstitute the phylogenetic tree generated using 
AAI, for three lineages: (a) Escherichia/Shigella, (b) Streptococcus and (c) 
Bacillus. The percent identity rank of each gene represents its relative 
evolutionary rate within the lineage. The split distance represents the resemblance 
between phylogenetic tree generated using each marker gene and phylogenetic 
tree generated using AAI. Spearman correlation coefficients and p-values are 
shown and a linear trend line is drawn that minimizes the squared error. 
 
 
 
 
A"
B"
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An example of this trend can be seen when considering the fastest evolving 
marker gene for the Bacillus lineage, coaE. The correlation observed between 
AAI and the percent identity of coaE is much better than that observed between 
AAI and the percent identity of 16S rRNA (Figure 9a). Furthermore, coaE 
reconstructs a phylogeny that is much more similar to the one obtained using AAI 
(Figure 9b). Specifically, when we used 16S rRNA to reconstruct Bacillus 
phylogeny, we could not distinguish between closely related genomes. However, 
when we used coaE, such closely related genomes could be clustered as they were 
in the AAI-derived phylogeny (Figure 9b).  
 
 
 
Figure 9. Comparison of the 16S rRNA gene and the coaE gene within the 
Bacillus lineage, for (a) the gene identity of 16S rRNA or coaE vs. the average 
AAI and (b) phylogeny reconstructed from 16S rRNA or coaE gene in 
comparison with the phylogeny reconstructed from AAI. As the fastest evolving 
marker gene within the Bacillus lineage, coaE correlates well with the AAI in 
percent identities and is able to reconstruct the phylogeny resembling that 
reconstructed from AAI. 
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2.3.4 The POGO database 
To make better use of the comparison results, the database of pairwise-
comparisons of genomes and conserved orthologous genes (POGO-DB) is 
constructed. It provides the genomic comparison results to the public, including 
overall protein sequence identity, genome fluidity (a measure of dissimilarity in 
gene content) and number of shared orthologs. POGO also allows for the 
download of raw BLAST results, saving users the need to re-perform these 
comparisons using their own resources. Users can select any group or groups of 
genomes they want to compare and conduct both inter-group and intra-group 
comparisons. POGO should therefore prove useful for anyone interested in 
comparing microbial genomes and/or studying genome evolution. 
People may have different needs than what a web interface can satisfy, therefore, 
POGO-DB provides API service for users that feed their data through a pipeline, 
download large sets of data or manipulate them in other ways. The API query 
returns a JavaScript Object Notation (JSON) or comma-separated value file. For 
example, users can query all genomes whose 16S rRNA genes are more than 99% 
similar while whose valS genes are less than 20% similar at the same time, or 
query comparisons containing the genus Bacillus with more than 800 orthologs. 
More information about how to use the API can be found on the website 
(http://pogo.ece.drexel.edu/api_doc.php). 
It should be noted that there are some limitations to the database. Although such 
limitations should be considered, they are minor in respect to the power of the 
database. For example, the database relies on the NCBI taxonomy where some 
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taxa are un-annotated or in-transition on genus and species levels. Second, 
pairwise BLAST comparisons were only conducted for genomes that had at least 
80% maximum 16S rRNA identity. Finally, it is important to note that POGO-DB 
relies on NCBI gene calling, which may affect the computation of gene fluidity 
and number of orthologs. 
 
2.3.5 Conclusions 
In many 16S rRNA based microbiome studies, the fluctuation of microbial 
compositions has been highly correlated to environmental traits or host 
physiologies, such as obesity [80, 81], caries and periodontal disease [82, 83], 
gastrointestinal disease [84, 85] and urinary tract infections [86]. At the same 
time, as is shown here and in previous literatures, 16S rRNA performs poorly in 
inferring phylogeny at a very fine scale. Understanding whether and how 
fluctuations in specific species abundances contribute to the observed correlations 
may require phylogenetic inference at higher resolution than possible using 16S 
rRNA.  
Through a systematic quantification of the ambiguity of the 16S rRNA gene and 
73 other conserved marker genes in predicting the phylogenetic relationships 
between both closely and distantly related prokaryotes, it is found that 16S rRNA 
is one of the best marker genes at inferring phylogeny (as estimated using AAI) 
for distantly related genomes. At the same time, many single-copy marker genes 
outperform 16S rRNA, when it comes to closely related prokaryotes or a 
particular microbial lineage. Finally, by correlating the phylogenetic inference 
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capability of the marker genes with their rates of evolution within lineages of 
interest, it is concluded that fast-evolving marker genes provide finer phylogeny 
for closely related lineages.  
To make the genomic comparison results available to the public, POGO database 
was constructed. It helps researchers navigate the ill-defined world of taxonomy 
and allow users to interactively explore microbial evolution. More importantly, 
POGO-DB allows users to easily find marker genes that best correlate with the 
average AAI of particular lineages, and therefore allows them to identify the 
genes that best reconstruct phylogeny for the lineages. The ability to choose 
appropriate lineage-specific marker genes will have a wide impact on fields of 
microbial source tracking [87, 88], investigating molecular mechanisms and its 
impact on microbial evolution [89], and accurate phylogenetic reconstruction of 
the microbial diversity in genomic or metagenomic studies [90]. 
 
2.4 Discussions 
This chapter aims to improve the current understanding of phylogenetic inference 
that is mainly based on the 16S rRNA gene. To facilitate more accurate inference 
of microbial taxonomy, the dissertation assessed the capability of existing 
classifiers for screening out novel 16S rRNA sequences from those that were well 
represented in current knowledgebase. It was shown that prediction of novel 
sequences could be fulfilled with satisfactory sensitivity and specificity by simply 
using a score threshold determined from five-fold cross-validation method. The 
prediction was both simple and at low computational cost. 
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In addition, this chapter also surveyed alternative genes that could potentially 
replace or add to the 16S rRNA gene for phylogenetic inference. By comparing 
the marker genes for their prediction capability of the genome relationships (as 
measured by the average AAI between genomes), this dissertation suggested that 
the faster evolving genes within a lineage generally recovered better phylogenetic 
relationships than the slower evolving genes, such as the 16S rRNA gene. This 
method not only provided an unprecedented systematic comparison of more than 
2,000 prokaryotic complete genomes, but also provided a rule of thumb for 
choosing appropriate marker genes to use in lineage-specific genomic 
comparisons, which could be easily accessed from the POGO database. 
Whether it is the 16S rRNA gene or alternative marker genes that are used, the 
question of “what microbes are constituting the microbiomes” can now be better 
answered. 
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Chapter 3: Feature Selection In Comparative Genomics and Comparative 
Metagenomics 
 
The study of marker genes and genome similarities has refreshed our 
understanding about the diversity of microbial organisms. When these organisms 
form microbial communities, the community structure varies from site to site and 
is influenced by all kinds of environmental factors. However, it is difficult to 
study the responses of each microbe to a specific environmental factor. This is not 
only because a microbiome can often be assigned with hundreds or thousands of 
species or metabolic features, but also because these species or metabolic features 
are inherently correlated. Therefore, identifying the signature microbial species or 
metabolic features responsible for a specific environmental factor is challenging.  
To explain microbial diversity induced by varying environmental factors, the 
second aim of this dissertation is to use feature selection to identify signatures 
relevant to varying environments of microbes or microbiomes. Two showcases 
will be presented to demonstrate how feature selection can be applied in a 
comparative metagenomics study and a comparative genomics study, separately. 
 
3.1 Introduction 
Feature selection is often used in machine learning and statistics, as a way of 
variable dimension reduction or model simplification. The central premise when 
using feature selection is that the data contains many features that are either 
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redundant or irrelevant, and can thus be removed without incurring much loss of 
information [91].  
When it comes to comparative genomics and comparative metagenomics, the 
premise holds true. For example, it is estimated that a genome of free-living 
bacteria can encode 1500-7500 genes [92]. These genes play various metabolic 
roles for the organism to survive under different environments, and respond 
accordingly to different environmental stimuli. Another example is the human 
microbiome, where the total size of microbial genomes is 100 times the size of the 
human genome [2]. These diverse microbes participate in metabolic activities that 
interact with their habitat via processes such as nitrogen fixation, photosynthesis, 
biodegradation, nutrient production and activation of host immune systems [93]. 
However, extracting the exact microbial species or metabolic features 
corresponding to a particular environmental factor remains challenging. Hence, 
feature selection is a promising method to be used in comparative genomics or 
comparative metagenomics studies, to identify the microbial features of interest.  
 
3.2 Identifying age relevant functions in human gut microbiomes 
The human gut microbiome study is a great showcase for demonstrating how 
feature selection helps in comparative metagenomics. In this section, it will be 
shown that feature selection extracts microbial features that are biologically 
meaningful when used in conjunction with classification, and makes age 
classification of human gut microbiomes feasible.  
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3.2.1 Background 
In the past few years, many research papers have been published about the 
correlation between human gut microbiomes and host physiologies, such as the 
host nationality [94, 95], diet [96, 97], obesity status [80, 81] or whether the host 
had inflammatory bowel disease (IBD) [80, 84, 85, 98, 99]. The host age was also 
an interesting physiology to be studied, and differences of gut microbiomes have 
reported between children under 3-years-old and adults [6, 94] or between adults 
and the elderly [100, 101]. However, the effect of aging on the gut microbiome 
over the course of an entire lifetime is still an unsolved problem [84, 94, 102-
105]. This is not surprising because people age at very different rates [106, 107], 
which makes age a fuzzy variable compared with more precise quantifications 
like disease or diet. In addition, the human gut microbiome is always under 
conjoint influences of various environmental factors, which makes it even harder 
to extract the microbial features truly relevant to the process of aging [108, 109]. 
Despite the challenges, feature selection is applicable in this case. It attempts to 
identify microbial features most relevant to host age, and overlooks other host 
physiologies.  
3.2.2 Materials and methods 
The Qin et al.’s human gut microbiome dataset. Human gut microbiomes were 
sequenced by Qin et al. [85], which contained metagenomic samples from 124 
subjects. The subjects varied by nationality, gender, weight, age and whether or 
not they had IBD. Non-redundant protein sequences for each sample were 
acquired from the dataset. Among the subjects, 25 were IBD patients and 42 were 
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obese (defined as a body mass index greater than 30, and three of the obese 
subjects had IBD). A majority of the subjects were 40-60 years old: six were 
younger than 30, eight were in their 30s, 39 were in their 40s, 43 were in their 50s 
and the remaining 28 were in their 60s. 
Age-balanced dataset. In Qin et al.’s dataset, over 85% of the subjects were 
older than 40 years old. To avoid the skewness in age distribution, an age-
balanced dataset was constructed by combining 52 human gut microbiome 
samples from multiple studies, including seven Japanese samples [6], two 
American samples [104], three French samples and six Italian samples [84], as 
well as 20 samples from Qin et al.’s dataset. The age of these samples ranged 
from 22 to 87 years old, with six people in their 20s, ten people in their 30s, 40s, 
50s and 60s respectively, and three people in their 70s and 80s separately. 
Annotation of proteins. Protein sequences from each sample were annotated 
with Pfam [110] using HMMER 3.0 package [111]. The KEGG pathways and 
KEGG Ontology annotations were acquired directly from the Qin et al. dataset. 
For the age-balanced dataset, protein sequences were also annotated with the 
Gene Ontology (GO) [112] terms by running BLAST tool [113] against the 
UniProt databases [114].  
Feature selection methods. Three feature selection methods were utilized. Term 
frequency-inverse document frequency (TF-iDF) is a probability-based weighting 
method often used in determining the importance of features in information 
retrieval and text mining [115]. It ranks the influence of features by measuring its 
occurrence in individual samples as well as in the entire dataset, and tends to 
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select samples while rarely occur in others. Minimum-redundancy maximum-
relevancy (mRMR) is a mutual information based feature selection method that 
selects a subset of features that correlates strongest to the classification categories 
with the least redundancy [116]. Linear discriminant analysis effect size (LEfSe) 
is a recently published algorithm for high-dimensional biomarker discovery that 
identifies genomic features (genes, pathways, taxa) characterizing the differences 
between two or more biological conditions [117]. This method was benchmarked 
to see how well it predicted the age groups for new metagenomes using the same 
training and testing framework. 
Number of features for selection. Both TF-iDF and mRMR rank features with a 
probabilistic score, and select the top N features, where N is free variable 
determined by a predefined need for a certain number of features [118]. To 
examine the most probabilistically relevant features, an arbitrary value of 10 was 
chosen for both methods. 
Cutoffs for age classification. Unlike physiologies that can be easily identified as 
a finite set of states, such as nationality, gender or health status, age is a 
continuous variable and the separation between young and old is ambiguous. To 
discretize the samples for classification, a series of cutoffs between young and old 
were examined, with an interval of one year. 
Evaluation of selected features. Leave-one-out cross-validation was used to 
evaluate how well the selected features could predict young vs. old microbiomes. 
In each leave-one-out iteration, feature selection was conducted using all samples 
but one. Selected features were used to train a linear-kernel support vector 
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machine (SVM), which was then tested on the left-out sample to predict whether 
it belonged to the young or the old group. Prediction accuracy and the area under 
ROC curve (AUC) were measured. This process was repeated on different sub-
datasets to show the mean and confidence interval of these measurements. 
3.2.3 Results 
3.2.3.1 Functional annotation 
The percentage of non-redundant protein sequences being annotated using 
different methods is shown in Table 4, as well as the number of species estimated 
for Qin et al.’s dataset in [85]. Compared to taxonomic annotation, functional 
annotation methods annotated fewer sequences but much more unique features, 
demonstrating that the resolving power of taxonomy was limited. One exception 
was the KEGG pathway that was able to annotate only 18.7% of the sequences 
and yielded 238 different pathways. Loss of information due to the number of 
sequences that cannot be functionally annotated and large number of various 
functional descriptions have made it very difficult to identify the functions that 
are driving the differentiation between samples. 
 
 
Table 4. Annotation summary of two datasets. 
Dataset Percent of sequences annotated Annotation method 
Number of 
unique features 
Qin et al.'s 
dataset 
50.20% Pfam 6343 
18.70% KEGG Pathway 238 
47.00% KEEG Ontology 6015 
77.10% Species ~ 1150 
Age-balanced 
dataset 
52.00% Pfam 5809 
47.50% Gene Ontology 7079 
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3.2.3.2 Age classification using Qin et al.’s dataset 
Two feature selection methods, TF-iDF and mRMR, were used in combination 
with SVM to identify age-relevant features in Qin et al.’s dataset and to classify 
novel microbiomes as young or old. For each of twenty leave-one-out cross-
validation runs, 110 random samples were used instead of all 124 in order to get 
an estimation of variations induced by dataset differences. Figure 10 shows the 
classification performance based on selected features, where the y-axis indicates 
the average AUC and the error bar indicates the 95% confidence interval of 
AUCs.  
For Pfams selected by both TF-iDF and mRMR, the best classification occurred at 
age 42 to 43 (Figure 10a). TF-iDF selected Pfams generated an average AUC of 
around 65% (with the highest AUC 67.04 ± 2.35% occurring at age 43) and 
mRMR selected Pfams generated an average AUC greater than 60% (with the 
highest AUC 67.78 ± 2.17% occurring at age 43). Both feature selection methods 
were able to separate young and old populations better than random chances (50% 
AUC). 
In addition to Pfams, age classification using the KEGG Pathway and KEGG 
Ontology features was assessed. For KEGG Pathway (Figure 10b), while mRMR 
did not outperform random chances, classification based on TF-iDF selected 
pathways gradually increased before age 42 (with AUC of 62.22 ± 2.07%) and 
decreased thereafter. For KEGG Ontologies (Figure 10c), mRMR merely 
outperformed random chances, while TF-iDF generated AUCs around 60% from 
age 25 to 45 and decreasing thereafter with the error bars more narrow around the 
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mid-ages. For the mid-ages, there is approximately 60% AUC even when taking 
into account the confidence interval, indicating that the occurrences of the few 
selected KEGG pathways have similarly good age prediction potential as the few 
selected Pfams described above.  
For microbiome age classification using selected Pfams, KEGG pathways or 
ontologies, the age of early 40s constantly outperformed other age cutoffs. This 
suggested that the most obvious alternation of human gut microbial functions 
might have occurred around this age. Yet of course, due to the ambiguity of age 
and varied rates of aging between people, this age cutoff is only statistically 
meaningful and cannot be used to draw conclusions about any individual 
microbiome alone.  
 
 
 
Figure 10. Age classification on Qin et al.’s dataset using TF-iDF and mRMR 
selected (a) Pfams, (b) KEGG Pathways and (c) KEGG Ontology terms. 
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3.2.3.3 Age classification using age-balanced dataset 
Qin et al.’s dataset contains mostly microbiomes of subjects from 40 to 60 years 
old. To prevent the skewness of the age distribution from biasing classification 
performance, an age-balanced dataset was constructed so that each age decade 
was equally represented. Similar leave-one-out cross-validation was performed 
with 20 runs and 40 random samples per run. The classification performance of 
selected features is shown in Figure 11. 
Using Pfams selected by TF-iDF, the age classification again achieved a highest 
average AUC at age 41 (Figure 11a). The error bars were wider than when using 
Qin et al.’s dataset, which is most likely because this dataset contained subjects 
coming from more diverse nationalities. On the contrary, Pfams selected by 
mRMR performed generally 10% lower in AUCs than TF-iDF until an age cutoff 
of 55 was tested. For Gene Ontology features (Figure 11b), both feature selection 
methods showed gradual increase from younger cutoffs to the mid-age cutoffs, 
with considerably good performance at 45 years old (AUC of 60.20 ± 3.34% for 
TF-iDF and 64.74 ± 4.32% for mRMR). 
To verify that the Pfams selected by both feature selection methods improved age 
classification, a recently published feature identification algorithm called linear 
discriminant analysis effect size (LEfSe) was benchmarked (Figure 11c). The 
same leave-one-out cross-validation experiment was conducted on the age-
balanced dataset. The prediction performance revealed similar patterns to that of 
TF-iDF and mRMR, with 5% increase of average AUCs around the mid-ages 
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compared to younger age cutoffs. In addition, LEfSe selected Pfams resulted in 
approximately 65% AUC for the 65-year-old cutoff. 
 
 
 
Figure 11. Age classification on age-balanced dataset using (a) TF-iDF and 
mRMR selected Pfams, (b) TF-iDF and mRMR selected KEGG Pathways and (c) 
LEfSe selected Pfams. 
 
 
 
3.2.3.4 Ordination of samples in different age groups 
Transformation-based principal component analysis (tbPCA) [119] was applied to 
generate ordination figures for the age-balanced dataset on the age cutoff of 40, 
using all Pfams (Figure 12a-c), TF-iDF selected Pfams (Figure 12d-f) and mRMR 
selected Pfams (Figure 12g-i). Each color represents one age decade, with an 
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exception of samples aged from 70 to 90 that were combined. Interestingly, 
without feature selection, the oldest samples (six samples marked in red) were 
more tightly clustered compared to other age groups. This is most likely because 
these samples are all from Italy while the other age groups are mixtures of 
multiple countries, showing nationality as a source of variation between gut 
metagenomes [95].  
However, aging trends can still be observed. In comparison to all Pfams, TF-iDF 
selected Pfams better separated the younger age groups and the older age groups.  
The younger and older groups were more linearly separable in the hyperspace 
regardless of the variation in each age decade, especially subjects in their 20s 
compared with subjects in their 60s. The ordination corresponding to TF-iDF 
selected Pfams presented a gradual shift from the right to left as the subject age 
increased. Similarly, Biagi et al. have shown how centenarians are differentiable 
from younger adults (25 to 40 years old) while the elderly (63 to 76 years old) 
overlapped with both young and centenarians, in their 16 rRNA gene based study 
[100]. This is similar to what is observed here that gut microbiomes were better 
separated around mid-ages. On the contrary, mRMR selected Pfams have made 
the age groups cluster more tightly and it was almost impossible to draw a straight 
line to distinguish between the young and old subjects.  
3.2.4 Conclusions 
By training and testing the SVM classifier on Pfams selected by feature selection 
methods, it is shown that the age of a novel human gut microbiome could be 
better inferred than random chances. In particular, an age cutoff at the early 40s 
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provided the highest classification AUCs when different functional annotation 
methods were assessed, and the AUCs were 10 to 15% higher than chance with 
stable confidence intervals, as tested with both Qin et al.’s dataset and an age-
balanced dataset. Specifically, classification was based on only a few features 
selected by TF-iDF and mRMR, indicating that even abundances of very limited 
number of functional features were indicative of host physiologies. It was 
observed that TF-iDF slightly outperformed mRMR in most cases. 
 
 
 
Figure 12. Transformation-based PCA of age-balanced dataset using (a-c) all 
Pfams, (d-f) TF-iDF selected Pfams and (g-i) mRMR selected Pfams. Each color 
marks one age decade, except for the red that corresponds to samples of age 70 to 
90. 
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In combination with the ordination results, it is most likely that TF-iDF selects for 
a better linear separation of young vs. old microbiomes, while mRMR selects for 
tighter clusters within young and old microbiomes separately but not for better 
separations. In addition, by benchmarking LEfSe using the same experiment 
design, it is shown that LEfSe provided better classification at age 65.  
While the age-balanced dataset turned out to be more complicated for mRMR, it 
has shown the effectiveness of feature selection on age-relevant features similar to 
that of TF-iDF on Qin et al.’s dataset. One Pfam that is consistently selected by 
mRMR when using the Qin et al.’s dataset is involved in the biosynthesis of 
vitamin B12 (PF02553). In Qin et al.’s dataset, this Pfam existed in 55% of the 
young (using an age cutoff of 43 that provided the highest average AUC) and only 
11% of the old, which was consistent with the observation that vitamin B12 
deficiency was often reported in the elderly [120]. Notably, some of the top Pfams 
selected by mRMR were domains of unknown functions, indicating that finer 
interpretation of sequence functions is required to gain more insights into what 
roles they may serve in the process of aging. 
TF-iDF is a method that tends to pick functional features that are present in a 
small group of subjects as opposed to the entire population. Despite the 
differences between Qin et al.’s dataset and age-balanced dataset, TF-iDF 
assigned highest credits to some similar Pfams on both datasets, indicating a 
consistent differentiating power of these Pfams in characterizing microbiome 
ages. One top Pfam selected by TF-iDF for both datasets, for example, is the 
hemolysin-type calcium-binding repeat (PF00353) that plays a role in the lytic 
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activity of exotoxins such as hemolysin, cyclolysin and leukotoxin [121]. In Qin 
et al.’s dataset, it is recognized more in the older samples (47%) than in the 
younger samples (30%), implying a higher possibility of microbial toxin secretion 
in the old.  
In comparison, LEfSe selected Pfams that are more likely microbial changes that 
occurs at an higher age cutoff. At the best age cutoff of 65 for LEfSe, the top 
selected Pfams are involved in DNA damage (PF00533) [122], bacterial DNA 
replication (PF00521) [123] and ribosomal proteins (PF00542).  
In conclusion, feature selection has been shown effective in finding age-relevant 
functions, and the use of these selected functions has improved the classification 
of novel microbiomes into young or old groups. While some of the selected 
functions were strongly associated with age based on current knowledge, it is still 
challenging to interpret the metabolic change of microbiomes in the process of 
aging, especially due to a mixed impact of multiple host physiologies. 
 
3.3 Identifying transcripts responding to treatment in a fungal genome 
From the human gut microbiome study, it is shown that feature selection has the 
type of dataset minimally limits the use of feature selection. Hence, besides its use 
in comparative metagenomics, feature selection can be easily used in comparative 
genomics study, with different sequencing type, and for a variety of purposes. As 
a showcase, this section will present an example of feature selection being used 
on gene expression data of a fungus culture, and how the selected features help 
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understand the metabolic changes occurred in the fungus under nutrition 
treatment. 
3.3.1 Background 
Talaromyces stipitatus is a non-pathogenic fungus commonly found in soil, dung, 
and decaying plant material [124]. It degrades polysaccharides present in plant 
cell walls into monosaccharides, by excreting certain extracellular enzymes. 
However, production of extracellular enzymes is an energy-intensive process. 
Thus, enzyme production will be stringently regulated by the availability of 
different monosaccharides [125]. This regulation has been poorly characterized, 
but could allow for a variety of ecological strategies that could alter the efficiency 
with which a microbial community decomposes plant material. Based on previous 
success of identifying age-relevant features from human gut microbiomes, feature 
selection can be useful to identify relevant genes or transcripts, if the 
hypothesized regulation exists.  
3.3.2 Materials and methods 
Cultures and treatments. Talaromyces stipitatus NRRL 1006 was grown in 
microcosms on cellulose for nine days before experiment started. As 
monosaccharide treatment, 500 ul xylose of four different concentrations (0.77 
mM, 2.3 mM, 4.6 mM and 9.2 mM) was added, and 500 ul water was added in 
control samples. Each treatment was conducted on three replicate samples. 
RNA-Seq and expression data. RNA was isolated by MoBio Soil RNA kit, 
treated with DNase and mRNA was sequenced using Illumina RNA-seq at The 
Yale Center for Genome Analysis (West Haven, CT). All samples were 
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successfully sequenced except for one replicate treated with 4.6 mM xylose, 
which was discarded due to low DNA concentration. Sequences were mapped to 
reference genome using Tophat [126], and gene expression level was determined 
using Cufflinks [127]. Gene expression level was reported as fragments per 
kilobase of exon per million fragments mapped (FPKM). The expression level of 
each enzyme was acquired by summing the total expression level of genes 
annotated as the enzyme by the KEGG database [128].  
Feature selection. Mutual information maximization (MIM) method was used for 
feature selection [129]. This method was used instead of TF-iDF and mRMR 
because the purpose of feature selection in this case is to identify all relevant 
enzymes if possible, with no concern about selecting enzymes of redundant 
information. The number of features to select was initially set to be 50. For 
feature selection to be used, the FPKMs for each sample were scaled to sum to 
one. A wrapper of the feature selection method called NPFS was used, which 
efficiently determines the number of features to be truly relevant across 100 
bootstraps. The samples were separated into the control set (samples with nothing 
added and samples with water added) and the treatment set (samples with xylose 
added) for classification purpose. 
3.3.3 Results 
Feature selection returned 29 up-regulated enzymes and 25 down-regulated 
enzymes in the xylose treatment set. Pathways that the selected enzymes 
participated in were found by searching the MetaCyc database (Table 5).  
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Table 5. Pathways that selected enzymes participated in.  
Pathway name Pathway type 
Reaction 
in 
pathway 
Up-
regulated 
reaction 
in 
pathway 
Down-
regulated 
reaction 
in 
pathway 
xylose degradation I Xylose-Degradation 2 1 - 
D-arabitol degradation SUGAR-ALCOHOLS-DEG 2 1 - 
xylitol degradation SUGAR-ALCOHOLS-DEG 2 1 - 
pentose phosphate pathway 
(oxidative branch) I Pentose-Phosphate-Cycle 4 2 - 
pentose phosphate pathway 
(oxidative branch) II Pentose-Phosphate-Cycle 3 2 - 
4-aminobutyrate degradation 4-Aminobutyraye-Degradation 2 1 - 
4-aminobutyrate degradation II 4-Aminobutyraye-Degradation 2 1 - 
4-aminobutyrate degradation III 4-Aminobutyraye-Degradation 2 1 - 
aspartate biosynthesis ASPARTATE-SYN 1 1 - 
glutamate degradation II ASPARTATE-SYN 2 1 - 
aspartate degradation I ASPARTATE-DEG 1 1 - 
aspartate degradation II ASPARTATE-DEG 2 1 - 
acetyl-CoA biosynthesis III (from 
citrate) Acetyl-CoA-Biosynthesis 1 1 - 
beta-alanine degradation I Beta-Alanine-Degradation 2 1 - 
S-adenosyl-L-methionine cycle II S-adenosyl-L-methionine-cycle 4 2 - 
glutathione redox reactions II Reductants 2 1 - 
cellulose degradation II (fungi) Cellulose-Degradation 3 - 3 
glycogen degradation III Glycogen-Degradation 2 - 1 
mannitol degradation I SUGAR-ALCOHOLS-DEG 1 - 1 
purine ribonucleosides 
degradation Purine-Degradation 6 - 4 
purine deoxyribonucleosides 
degradation Purine-Degradation 3 - 2 
purine deoxyribonucleosides 
degradation I Purine-Degradation 4 - 3 
xanthine and xanthosine salvage Purine-Nucleotides-Salvage 2 - 1 
adenine and adenosine salvage I Adenine-Adenosine-Salvage 2 - 1 
adenine and adenosine salvage III Adenine-Adenosine-Salvage 4 - 2 
guanine and guanosine salvage Guanine-Guanosine-Salvage 2 - 1 
linamarin degradation CYANOGENIC-GLUCOSIDE-DEG 2 - 1 
lotaustralin degradation CYANOGENIC-GLUCOSIDE-DEG 2 - 1 
taxiphyllin bioactivation CYANOGENIC-GLUCOSIDE-DEG 1 - 1 
linustatin bioactivation CYANOGENIC-GLUCOSIDE-DEG 4 - 2 
neolinustatin bioactivation CYANOGENIC-GLUCOSIDE-DEG 3 - 2 
methanol oxidation to 
formaldehyde IV Methanol-Oxidation 2 - 1 
glycerol degradation I GLYCEROL-DEG 2 - 1 
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Several pathways containing up-regulated enzymes were relevant to xylose 
degradation, via three enzymes (Figure 13). As is shown in Figure 13b, three 
enzymes had increased expression under xylose treatment, especially when 
treated with higher xylose concentrations. 
On the contrary, several pathways containing lower-expression enzymes were 
relevant to cellulose degradation (Figure 14). Again, the concentration of xylose 
used to treat the samples was shown to be impacting the enzyme expressions. The 
higher xylose concentration was, the lower expressed these enzymes were. In 
combination with the up-regulated enzymes, this suggests that Talaromyces 
stipitatus may only respond to xylose treatment when the concentration of this 
monosaccharide reached a required level.  
3.3.4 Conclusions 
Feature selection could be applied on gene expression data for a single genome of 
Talaromyces stipitatus. By assessing the pathways where the selected enzymes 
participated in, it was found that xylose metabolism was enriched and at the same 
time cellulose metabolism was suppressed in xylose treated samples. This 
suggests that Talaromyces stipitatus may have converted from cellulose to xylose 
as its carbon source when the latter is present, for it took less energy to consume. 
When xylose concentration increased, the differential expression became more 
obvious, suggesting that the carbon source conversion may require a certain 
amount of xylose to be available, for Talaromyces stipitatus to be responsive. 
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Figure 13. Selected enzymes that were up-regulated in xylose treatment and 
participated in xylose relevant pathways. (a) shows the diagram of how these 
pathways were related to xylose metabolism, and (b) shows the expression level 
of three enzymes, as highlighted in red in (a), that were up-regulated in xylose 
treatment. In particular, it is obvious that the xylose concentration was impacting 
the expression of the enzymes. 
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Figure 14. Selected enzymes that were down-regulated in xylose treatment and 
participated in cellulose relevant pathways. (a) Diagram of how these pathways 
related to cellulose metabolism. (b) Expression level of six enzymes that were 
highlighted in red in (a) and were down-regulated in xylose treatment. Again, it is 
obvious that the xylose concentration was impacting the expression of the 
enzymes. 
 
 
 
3.4 Discussions 
Feature selection is a useful method to extract meaningful features among high 
dimensional data. This is especially helpful in comparative genomics and 
comparative metagenomics, where the sequencing data usually present in large-
scale and the number of microbial features often reaches a magnitude of hundreds 
or thousands [130, 131]. To demonstrate how feature selection can benefit 
bioinformatic studies, this chapter described two examples that used feature 
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selection to identify age relevant features from human gut microbiomes, and to 
identify relevant metabolisms from xylose treated Talaromyces stipitatus gene 
expressions. Both examples have shown that feature selection was able to detect 
signatures relevant to the question of interest.  
In conclusion, feature selection is helpful in identifying signatures that 
characterize different genomes or metagenomes. More importantly, some feature 
selection methods may reveal accessory signatures that were of low abundance in 
the samples yet could distinct them very well. However, some feature selection 
methods are not appropriate when the sample size is too small, since the selected 
features will be over fitting for the separation of only a few samples [132, 133]. 
For such cases, it is essential to consider feature selection methods that work on 
small datasets such as the LASSO method [132]. Nevertheless, feature selection 
methods are usually not limited by the type of dataset and therefore can be a 
useful approach adaptable to almost any comparative genomics or comparative 
metagenomics study at low costs. 
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Chapter 4: Recover A Putative Genome in Microbiomes 
 
Genomic comparisons and feature selection have revealed the diversity of 
microbial genomes and the diversity of microbiomes shaped by various microbial 
features. Nevertheless, the microbial diversity is way more than what has been 
known, as many organisms in microbiomes are yet novel to existing 
knowledgebase and their metabolic roles are largely unknown. To study the novel 
microbes in microbiomes, the third aim of this dissertation is to use the 
combination of comparative metagenomics and genomics methods to study a 
novel microbe in a soil microbiome 
This chapter will introduce a soil microbiome undergoing remediation after a long 
period of TNT contamination. After comparative metagenomics study of this 
microbiome and nearby soil microbiomes, a microorganism was observed to 
dominate this remediating soil microbiome but not the other microbiomes. 
Consequently, genome recovery was attempted to study this unknown 
microorganism, followed by comparative genomics analysis to understand why 
this microorganism was enriched during remediation.  
 
4.1 Introduction 
2,4,6-Trinitrotoluene (TNT) is an explosive synthesized by the successive 
nitration of toluene. Historically, the most widely used explosive for mining, 
quarrying and military activities. TNT manufacturing was carried out in the US 
since the late 1800’s, and was halted in the mid-1980s for economic and 
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environmental reasons [134]. The Barksdale plant site in Wisconsin is a typical 
example of these former munitions manufacturing facilities. At this site, TNT 
concentration in the soil is 3-4% by weight and remains largely undegraded for 
decades. Many remediation approaches of TNT contaminated site have been 
studied with varying degrees of success, such as using granular activated carbon 
for TNT in water [135], using advanced oxidation processes for TNT in 
laboratory-scale soil slurries [136, 137], and incineration for TNT in soil [138]. 
However, these physico-chemical treatments are usually of high cost and generate 
hazardous waste that prevent their application in large-scale. Hence, an alternative 
and more promising way to treat TNT contamination is in situ bioremediation 
[136].  
Unlike dinitrotoluene (DNT) that is known to be degradable by some microbial 
oxygenases [139], oxidative degradation for TNT is hard to found [140]. 
Nevertheless, a recent field study at the Barksdale plant site found that, TNT 
concentration dropped significantly when mechanical tillage was performed on 
the soil, and isoform tracking was performed in laboratory to show that TNT was 
degraded by the microbiome as the carbon source [141]. Despite the interesting 
finding that aerobatic degradation of TNT existed, few were known about the soil 
microbiome’s structure or function that allowed so. 
This chapter will start with a 16S rRNA gene based metagenomic study that 
compares the microbiome in remediating soil with other microbiomes, followed 
by a WGS based metagenomic study to recover the dominant microorganism in 
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the soil. Finally, the recovered microorganism will be compared with its close 
relatives.  
 
4.2 Methods  
Mechanical tillage. Soil samples were collected from the Barksdale plant site, 
which was contaminated with TNT for over 60 years. Mechanical tillage of soil 
was conducted on an average of four times per year during the summer since 
2008, after clearance of vegetation and debris. Surface water and rainwater were 
managed to avoid saturation of the soil. Tiller blades could reach a depth of 22 
inches below ground surface.  
Sampling the soil. Samples were collected in 2012 from the top six inches of soil, 
after five years of mechanical tillage. For both 16S rRNA gene and WGS 
sequencing, three soil samples were collected from the TNT remediating soil 
underwent tillage (“Tilled w/ TNT”). For sequencing of the 16S rRNA gene, soil 
samples were also collected from nearby soil that did not contain TNT 
(“Pristine”) and soil that contained TNT but was not tilled (“Untilled w/ TNT”), 
each with three samples.  
DNA extraction and sequencing. Samples were shipped overnight on ice and 
stored at -20ºC until processing. DNA was isolated using the MoBio® PowerMax 
Soil DNA Isolation kit. For the 16S rRNA gene, triplicate PCR amplification of 
the V4 region was performed, whose products was purified with 1.5% agarose gel 
electrophoresis. DNA was recovered using the Ultra-Clean® GelSpin® DNA 
Extraction Kit. Individual PCR products with unique barcodes were mixed and 
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sent to the California Institute for Quantitative Biosciences for Illumina® HiSeq 
2000 sequencing. 
Processing 16S rRNA sequences. Pair-end reads were merged using FLASH 
(version 1.2.6) [142] and demultiplexed using QIIME (version 1.7.0) [143]. 
QIIME was also used for phylogenetic annotation against the Greengenes 
database (version 13_5) [144]. Operational taxonomic unit (OTU) was defined as 
16S rRNA sequences with 97% pairwise similarity.  
Comparative metagenomics. Alpha diversity of each sample was calculated 
using the Simpson index [145]. Beta diversity was assessed in principal 
coordinate analysis (PCoA) using weighted UniFrac distance between samples 
[146]. Phylogenetic tree for the family Alcaligenaceae was trimmed from the 
Greengenes reference tree. Two-tailed T-test (unequal variance) was implemented 
for statistical analysis followed by the FDR correction [147]. Statistical 
significance was defined as tests with a p-value and q-value both lower than 0.05.  
Processing WGS sequences. Pair-end reads were trimmed by FASTX Toolkit for 
quality control [148]. Microbiome structure was estimated using MetaPhlAn2 
using the raw reads [149]. IDBA-UD was used for de novo assembly [150]. The 
resulting contigs were binned by MaxBin to form putative genomes [151], which 
were inserted to phylogenetic tree using PhyloPhlAn [152]. 
Comparative genomics. Putative genomes inserted to the Achromobacter and 
Bordetella branch were retained. In addition, complete or draft genomes of 
Achromobacter Achromobacter and Bordetella in the NCBI Genome database 
were downloaded. Protein coding regions were determined by RAST [153], and 
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clustered by CD-HIT at 90% identity [60]. KEGG annotation for unique proteins 
was performed using the KAAS online service [154], and Pfam annotation was 
implemented by HMMER3.0 [111].  
 
4.3 Results  
4.3.1 TNT removal and biodiversity  
TNT removal in the “Tilled w/ TNT” samples was obvious. Prior to the first 
mechanical tillage event in 2008, the concentration of TNT in the soil was 4,228 
mg/kg. Yet by the time soil microbiome was sequenced in 2012, TNT 
concentration had dropped down to 2,595 mg/kg. More recently in 2013, TNT 
concentration has further dropped to 1,147 mg/kg. The drop of TNT concentration 
was considerable, because TNT concentration had retained high in the soil for 
over 60 years. In comparison, TNT concentration was high in the “Untilled w/ 
TNT” samples, and was undetectable in the “Pristine” samples. Noteworthy, the 
concentrations of DNT in both “Tilled w/ TNT” and “Untilled w/ TNT” samples 
were equally low in comparison to that of TNT.  
The 16S rRNA sequences were mapped to Greengenes OTUs at 97% identity, and 
biodiversity was measured by the Simpson’s biodiversity index (Table 6). As is 
observed in many bioremediation studies, the presence of contaminants is often 
associated with a decrease of biodiversity, and microbes that can potentially 
tolerate or take advantage of the selective pressure imposed by the contaminant 
are enriched [155-158]. PCoA plot using weighted UniFrac distances shown clear 
separation between the three soil types, indicating that the microbiomes were 
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noticeably different despite of similar biodiversity indexes for “Tilled w/ TNT” 
and “Untilled w/ TNT” samples (Figure 15). 
 
 
Table 6. Biodiversity for each soil sample measured by the Simpson’s 
biodiversity index.  
Soil type Sample name Simpson’s biodiversity index 
Pristine 
P1 0.99 
P2 0.99 
P3 0.99 
Tilled w/ TNT 
T1 0.89 
T2 0.89 
T3 0.75 
Untilled w/ TNT 
U1 0.90 
U2 0.85 
U3 0.87 
 
 
 
Figure 15. Principle coordinate analysis using weighted UniFrac distances. 
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4.3.2 Microbiome structure  
Figure 16 shows the relative abundances of microbial families in all samples. In 
comparison to the TNT contaminated microbiomes, the “Pristine” microbiome 
was more even with no dominant family, whereas the “Tilled w/ TNT” was 
dominated by Alcaligenaceae (54.7 ± 9.8%) and the “Untilled w/ TNT” was 
dominated by Burkholderiaceae (79.7 ± 3.0%). Further study revealed that most 
of the Burkholderiaceae in the “Untilled w/ TNT” samples belonged to the genus 
Burkholderia (78.7 ± 2.8% of the entire samples). This is consistent with previous 
findings that some Burkholderia strains are chemo-attracted to TNT [159]. 
However, genera of Alcaligenaceae in the “Tilled w/ TNT” samples were mostly 
unknown (40.1 ± 9.7% of the entire samples) except for some Achromobacter 
(14.5 ± 3.4% of the entire samples). More interestingly, most of the unknown 
Alcaligenaceae genus formed a 97% OTU (Greengenes OUT 565246), which 
composed 35.3 ± 11.6% of the “Tilled w/ TNT” samples. This is also the most 
abundant OTU of all observed in this study. The OTU was also found in the 
“Pristine” and “Untilled w/ TNT” samples at very low abundances, suggesting 
that this OTU was present in the studied site and proliferated during mechanical 
tillage. On the Greengenes phylogenetic tree (Figure 17), this OTU was most 
closely related to Achromobacter than other known genera, therefore was inferred 
as an Achromobacter-like strain.  
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Figure 16. Microbiome structure on the family level. 
 
 
 
Figure 17. Greengenes phylogenetic tree and the negatively logged relative 
abundance of Alcaligenaceae OTUs observed in the soil samples. Negative log of 
relative abundance ranged from zero (green) to infinity (white). The dominant 
OTU in “Tilled w/ TNT” samples was highlighted in yellow. 
 
 
 
-log10(relative abundance 
averaged over 3 samples) 
Phylogenetic tree of 
Alcaligenaceae 97% OTUs 
Pris%ne( Tilled(w/(TNT( Un%lled(w/(TNT(
UniqueID/Family/Genus/Species 
Inf$ Inf$ 4.875$
Inf$ 5.641$ Inf$
4.474$ 5.720$ 4.760$
Inf$ 3.733$ Inf$
4.310$ 1.557$ 4.785$
Inf$ 5.942$ Inf$
Inf$ 4.658$ Inf$
5.202$ 5.942$ 6.181$
Inf$ 3.095$ 5.880$
Inf$ 4.929$ Inf$
Inf$ 6.243$ Inf$
Inf$ Inf$ 6.181$
Inf$ 3.580$ 6.181$
4.794$ 3.815$ 4.701$
Inf$ Inf$ 6.181$
Inf$ 5.626$ Inf$
Inf$ 5.305$ 4.785$
Inf$ 5.626$ Inf$
Inf$ 5.063$ Inf$
Inf$ 3.773$ Inf$
Inf$ 6.243$ Inf$
Inf$ 4.590$ Inf$
4.322$ 2.252$ 4.689$
Inf$ 5.766$ Inf$
4.651$ 2.174$ 5.370$
Inf$ Inf$ 5.752$
Inf$ 4.783$ Inf$
Inf$ 3.313$ 6.054$
Inf$ 4.771$ Inf$
Inf$ 5.305$ Inf$
Inf$ 4.552$ Inf$
Inf$ 2.762$ 5.812$
Inf$ 6.243$ Inf$
Inf$ 3.993$ 5.704$
Inf$ 3.746$ Inf$
Inf$ 5.766$ Inf$
Inf$ 3.488$ 5.812$
Inf$ 3.743$ Inf$
2.698$ 0.453$ 4.002$
Inf$ 3.112$ 5.752$
Inf$ 3.971$ 5.704$
Inf$ 3.049$ 5.880$
4.336$ 2.610$ 4.665$
Inf$ 5.322$ 6.181$
Inf$ 4.713$ 6.181$
3.665$ 1.237$ 4.410$
Inf$ 4.358$ Inf$
Inf$ 4.266$ Inf$
Inf$ 4.655$ Inf$
4.279$ 1.805$ 5.112$
3.890$ 1.874$ 4.825$
Inf$ 3.482$ 6.054$
Inf$ 2.791$ 5.657$
4.757$ 2.326$ 5.511$
Inf$ 5.720$ Inf$
Inf$ 4.063$ Inf$
4.058$ 1.455$ 4.251$
4.221$ 1.779$ 4.504$
0.001
788519/NA/NA/NA
4367588/Alcaligenaceae/NA/NA
758418/Alcaligenaceae/NA/NA
670777/Alcaligenaceae/NA/NA
4440096/Alcaligenaceae/NA/NA
1811594/Alcaligenaceae/NA/NA
839270/Alcaligenaceae/NA/NA
25051/Alcaligenaceae/NA/NA
727056/Alcaligenaceae/NA/NA
619799/Alcaligenaceae/NA/NA
692158/Alcaligenaceae/NA/NA
309648/Alcaligenaceae/NA/NA
4415319/Alcaligenaceae/NA/NA
95941/Alcaligenaceae/NA/NA
149330/Alcaligenaceae/Pigmentiphaga/NA
108905/Alcaligenaceae/Pigmentiphaga/NA
725402/Alcaligenaceae/Pigmentiphaga/NA
820379/Alcaligenaceae/NA/NA
268968/Alcaligenaceae/Achromobacter/NA
423327/Alcaligenaceae/Achromobacter/NA
234044/Alcaligenaceae/Achromobacter/NA
234866/Alcaligenaceae/Achromobacter/NA
228065/Alcaligenaceae/Achromobacter/NA
1060234/Alcaligenaceae/Achromobacter/NA
332634/Alcaligenaceae/Achromobacter/NA
68622/Alcaligenaceae/Achromobacter/NA
135965/Alcaligenaceae/Achromobacter/NA
4451045/Alcaligenaceae/Achromobacter/NA
142658/Alcaligenaceae/Achromobacter/NA
382348/Alcaligenaceae/Achromobacter/NA
68617/Alcaligenaceae/Achromobacter/NA
565246/Alcaligenaceae/NA/NA
1147718/Alcaligenaceae/NA/NA
2796295/Alcaligenaceae/NA/NA
1126544/Alcaligenaceae/NA/NA
346019/Alcaligenaceae/NA/NA
4483058/Alcaligenaceae/NA/NA
37958/Alcaligenaceae/NA/NA
673343/Alcaligenaceae/NA/NA
334110/Alcaligenaceae/NA/NA
624474/Alcaligenaceae/NA/NA
765433/Alcaligenaceae/NA/NA
266661/Alcaligenaceae/NA/NA
840949/Alcaligenaceae/NA/NA
4295902/Alcaligenaceae/NA/NA
818002/Alcaligenaceae/Denitrobacter/NA
509480/Alcaligenaceae/NA/NA
842765/Alcaligenaceae/NA/NA
562181/Alcaligenaceae/NA/NA
512238/Alcaligenaceae/NA/NA
157497/Alcaligenaceae/Tetrathiobacter/kashmirensis
4298637/Alcaligenaceae/NA/NA
6825/Alcaligenaceae/NA/NA
4418106/Alcaligenaceae/NA/NA
112764/Alcaligenaceae/NA/NA
850190/Alcaligenaceae/NA/NA
26755/Alcaligenaceae/NA/NA
4427534/Alcaligenaceae/NA/NA
0.001
78 519/NA/NA/NA
4367588/Alcaligenaceae/NA/NA
758418/Alcaligenaceae/NA/NA
670777/Alcaligenaceae/NA/NA
44 0096/Alcaligenaceae/NA/NA
1811594/Alcaligenaceae/NA/NA
839270/Alcaligenaceae/NA/NA
25051/Alcaligenaceae/NA/NA
727056/Alcaligenaceae/NA/NA
6197 9/Alcaligenaceae/NA/NA
692158/Alcaligenaceae/NA/NA
309648/Alcaligenaceae/NA/NA
4415319/Alcaligenaceae/NA/NA
95941/Alcaligenaceae/NA/NA
149330/Alcaligenaceae/Pigmentiphaga/NA
108905/Alcaligenaceae/Pigmentiphaga/NA
725402/Alcaligenaceae/Pigmentiphaga/NA
820379/Alcaligenaceae/NA/NA
268968/Alcaligenaceae/Achromobacter/NA
423327/Alcaligenaceae/Achromobacter/NA
2340 4/Alcaligenaceae/Achromobacter/NA
234866/Alcaligenaceae/Achromobacter/NA
228065/Alcaligenaceae/Achromobacter/NA
1060234/Alcaligenaceae/A hromobact r/NA
332634/Alcaligenaceae/Achromobacter/NA
68622/Alcaligenaceae/Achromobacter/NA
135965/Alcaligenaceae/Achromobacter/NA
4451045/Alcaligenaceae/A hromobact r/NA
142658/Alcaligenaceae/Achromobacter/NA
382348/Alcaligenaceae/Achromobacter/NA
68617/Alcaligenaceae/Achromobacter/NA
565246/Alcaligenaceae/NA/NA
1147718/Alcaligenaceae/NA/NA
2796295/Alcaligenaceae/NA/NA
1126544/Alcaligenaceae/NA/NA
346019/Alcaligenaceae/NA/NA
4483058/Alcaligenaceae/NA/NA
37958/Alcaligenaceae/NA/NA
673343/Alcaligenaceae/NA/NA
334110/Alcaligenaceae/NA/NA
624474/Alcaligenaceae/NA/NA
765433/Alcaligenaceae/NA/NA
26 6 1/Alcaligenaceae/NA/NA
840949/Alcaligenaceae/NA/NA
4295 02/Alcaligenaceae/NA/NA
818002/Alcaligenaceae/Denitrobact r/NA
509480/Alcaligenaceae/NA/NA
842765/Alcaligenaceae/NA/NA
562181/Alcaligenaceae/NA/NA
512238/Alcaligenaceae/NA/NA
157497/Alcaligenaceae/Tetrath obacter/kashmir nsis
4298637/Alcaligenaceae/NA/NA
6825/Alcaligenaceae/NA/NA
4418 06/Alcaligenaceae/NA/NA
112764/Alcaligenaceae/NA/NA
850190/Alcaligenaceae/NA/NA
26755/Alcaligenaceae/NA/NA
4427534/Alcaligenaceae/NA/NA
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4.3.3 Genome recovery of the putative Achromobacter 
To learn more about the Achromobacter-like strain in the “Tilled w/ TNT” soil, 
WGS sequencing was conducted. Unlike the 16S rRNA study, Alcaligenaceae 
was now the second most abundant family (17.5 ± 1.0%) and Pseudomonadaceae 
became the most abundant (21.8 ± 1.9%), as annotated by MetaPhlAn2. The 
difference may original from the fact that Pseudomonadaceae genomes are 
usually larger than Alcaligenaceae genomes (estimated by the genomes in the 
POGO-DB), and Pseudomonadaceae genomes were better represented in the 
database than Alcaligenaceae genomes and were more likely to be assigned. 
Despite the differences, WGS sequencing provided considerable Alcaligenaceae 
sequences for studying the unknown strain observed in the 16S rRNA analysis. 
As described in the Methods section, microbial contigs were assembled and 
grouped into 79 bins that could be regarded as putative genomes. By inserting 
these bins to the tree of life using PhyloPhlAn, three bins were placed in the 
Alcaligenaceae clade (Figure 18). Noteworthy, the three bins each came from a 
different replicate sample, and were placed deeply into the Achromobacter and 
Bordetella mixed clade. The bins were more closely clustered with each other 
than with other Alcaligenaceae genomes, indicating that they may represent a 
novel Alcaligenaceae strain different from existing Achromobacter and 
Bordetella, which was present in all three replicate samples. 
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Figure 18. PhyloPhlAn phylogenetic tree of the Alcaligenaceae branch with three 
WGS bins inserted. 
 
 
 
4.3.4 Comparative genomics 
The three putative genomes were compared with eight Achromobacter and sixteen 
Bordetella genomes (Table 7). Despite comparable genome sizes and numbers of 
CDS, clustering of these CDS revealed distinct grouping of the putative genome 
from either Achromobacter or Bordetella (Figure 19), again suggesting this was a 
similar yet novel genus in the Alcaligenaceae family. Four Gene Ontology 
molecular functions were enriched in the putative genomes in comparison to the 
published genomes (“GO:0016614 oxidoreductase activity, acting on CH-OH 
group of donors”, “GO:0030528 transcription regulator activity”, “GO:0016616 
oxidoreductase activity, acting on the CH-OH group of donors, NAD or NADP as 
acceptor” and “GO:0003700 transcription factor activity”), suggesting that this 
strain might have proliferated in the remediating process for its oxidoreductase 
activity and relevant gene regulatory activity.  
!!
69!
 
Table 7. Comparison of putative genomes with Achromobacter and Bordetella 
genomes in NCBI Genome database.  
Genome Size (Mbp) CDS 
Unique 
CDS 
sample1.013 7.02 4,517 4,403 
sample2.012 9.66 6,480 6,243 
sample3.009 7.04 5,474 5,264 
Achromobacter_piechaudii_ATCC_43553_uid47029 6.15 5,513 5,502 
Achromobacter_piechaudii_HLE_uid180864 6.89 6,254 6,228 
Achromobacter_SY8_uid78829 6.16 5,654 5,621 
Achromobacter_xylosoxidans_A8_uid59899 7.36 6,767 6,742 
Achromobacter_xylosoxidans_AXX_A_uid181575 6.86 6,142 6,123 
Achromobacter_xylosoxidans_C54_uid181399 6.51 5,689 5,651 
Achromobacter_xylosoxidans_NBRC_15126_uid232243 6.68 6,082 6,061 
Achromobacter_xylosoxidans_uid205255 6.92 6,396 6,335 
Bordetella_avium_197N_uid61563 3.73 3,492 3,465 
Bordetella_bronchiseptica_1289_uid182956 5.21 4,943 4,904 
Bordetella_bronchiseptica_253_uid178913 5.26 5,027 4,908 
Bordetella_bronchiseptica_Bbr77_uid182958 5.12 4,744 4,706 
Bordetella_bronchiseptica_D445_uid182957 5.24 4,852 4,778 
Bordetella_bronchiseptica_MO149_uid177517 5.09 4,803 4,756 
Bordetella_bronchiseptica_RB50_uid57613 5.34 5,091 5,017 
Bordetella_holmesii_44057_uid199876 3.43 3,734 3,560 
Bordetella_holmesii_F627_uid190096 3.69 3,763 3,479 
Bordetella_holmesii_H558_uid190098 3.68 3,705 3,422 
Bordetella_parapertussis_12822_uid57615 4.77 4,613 4,478 
Bordetella_parapertussis_18323_uid175569 4.04 3,999 3,644 
Bordetella_parapertussis_Bpp5_uid177516 4.90 4,800 4,657 
Bordetella_pertussis_CS_uid158859 4.12 4,138 3,775 
Bordetella_pertussis_Tohama_I_uid57617 4.09 4,097 3,740 
Bordetella_petrii_uid61631 5.29 5,125 4,960 
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Figure 19. Presence and absence of unique CDS. Each row represented a genome 
and each column represented a unique CDS. It was shown that the putative 
genomes formed a cluster of CDS not present in either Achromobacter or 
Bordetella genomes. 
 
 
 
 
4.4 Discussions  
The microbial diversity is way more than what has been known: many organisms 
in microbiomes are yet novel to existing knowledgebase and their metabolic roles 
are largely unknown. Therefore, it is essential to study the novel microbes in 
microbiomes. As an example, this chapter studied a novel microbial genome in 
the TNT-remediating soil microbiome, using a combination of comparative 
metagenomics and genomics methods. It was found that the recovered microbe 
belonged to the Alcaligeneceae lineage, and encoded more proteins for 
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oxidoreductase activities and gene regulatory activities. Noteworthy, this is not a 
pipeline suitable for most circumstances, as the microbe is extremely enriched in 
the TNT-remediating microbiome. Nevertheless, the combination of comparative 
genomics and metagenomics approaches has shown its potential for accessing the 
more diverse, and yet mostly unknown microbial lives.  
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Chapter 5: Conclusions 
 
The primary scope of this thesis was to use comparative genomics and 
comparative metagenomics methods that are capable of expanding our currently 
knowledge about microbial diversity. There were three aspects of microbial 
diversity that were addressed, namely: to understand the diversity between 
microbes, to explain the diversity between microbiomes and to study the novel 
microbes in the microbiomes. 
 
5.1 Contributions of this work  
In this dissertation, improvements of comparative genomics or metagenomics 
methods were made to achieve better understanding of the microbial diversity. It 
is the first benchmark study to evaluate novel 16S rRNA genes identification 
based on existing classifiers, and to evaluate different marker genes for 
phylogenetic inference. It is also one of the first few studies to use feature 
selection in microbial studies, which is proven to be effective for identifying 
microbial features of interest and is widely applicable in different comparative 
studies. Finally, through a case study of soil microbiomes using both comparative 
genomics and comparative metagenomics methods, the dissertation introduces a 
new possibility to further study the yet novel microbes enriched in the 
microbiomes.  
Prediction of novel microbes using the 16S rRNA gene is achieved by setting 
appropriate classification confidence thresholds for existing 16S rRNA gene 
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classifiers. By defining a classification score threshold, this dissertation is able to 
predict and screen out novel 16S rRNA genes in phylogenetic classification. This 
is important for reducing the false classification of microbes in many 16S rRNA 
gene based microbiome studies. 
Phylogenetic reconstruction using marker genes is systematically assessed and 
methods to choose appropriate marker genes for specific lineage is provided. 
Despite of the widely usage of the 16S rRNA gene, the gene lacks distinguishing 
power to reveal close phylogeny relationships. As a complement to the 16S rRNA 
gene, this dissertation compares many universal genes through intensive 
computation, and finds that genes that evolve faster in a lineage generally 
construct better phylogeny for the lineage. This is a useful rule of the thumb in 
lineage specific studies where the 16S rRNA based phylogeny is not satisfactory, 
and is useful in 16S rRNA based microbiome studies to decide whether the 
reconstructed phylogeny is reliable at a finer level. As a final deliverable, the 
genomic comparison results are collected in the POGO database, providing 
convenient query of microbial genome and marker gene similarities for all 
researchers in the field of comparative genomics and comparative metagenomics.  
Methods to identify signatures differentiating microbiomes or microbes were 
developed by combining feature selection with supervised classification. 
Microbiomes are often composed of hundreds or thousands of varying microbial 
organisms or metabolic features, yet each of them contributes very differently to 
the environment it lives in. Due to the complexity of microbiomes, it is difficult to 
learn what microbial features are relevant to or predictable of a particular 
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environmental factor. In this work, feature selection is used for solving the 
problem. By applying feature selection in a comparative metagenomics study, 
several microbial functions are found to be relevant to age of gut microbiome 
host. This dissertation also applies feature selection in a comparative genomics 
study, and reveals pathways that help explain the energy saving strategy used by a 
fungus when given varying carbon sources. Through the examples, the 
dissertation concludes that feature selection is a useful approach to identify 
microbial features of interest in comparative genomics and comparative 
metagenomics studies. 
A pipeline to study the novel microbes in microbiomes was implemented. 
Using comparative metagenomics methods, it is found that the soil microbiome 
under TNT remediation is significantly enriched with a novel Alcaligeneceae 
strain. A pipeline is introduced to reconstruct the genome of this novel strain from 
WGS sequences. The reconstructed putative genome is compared with existing 
similar genomes, and it is found that the novel genome actually contains genes 
with enriched oxidoreductase activity and some gene regulatory activities. 
Through a combination of comparative metagenomics and comparative genomics 
methods in one study, this dissertation is able to provide further information about 
the characteristic strain in the TNT remediation microbiome, and moves one step 
closer to fully understand the complex biodiversity of microbiomes. 
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5.2 Broader impacts  
The primary application area of this thesis was to study the complex variations 
between diverse microbes or microbial communities, and understand how they 
differ under various environmental conditions. Approaches used throughout this 
dissertation can be readily extended to other comparative genomics and 
metagenomics studies, such as identifying novel microbes in the community, 
selecting better marker genes for phylogenic inference, running feature selection 
for identifying characteristic features in dataset, and using the new pipeline 
developed for recovering enriched, novel genome in microbiomes.  
 
5.3 Recommendations for future work 
While this work provided some successful demonstrations of the developed 
approaches being used in varying scenarios, there is still work that needs to be 
explored. In particular, the limitations and tradeoffs of these methods should be 
carefully considered and addressed in the future work. For example, marker genes 
that best reconstruct phylogeny varies from lineage to lineage, it is therefore 
beneficial to address if there is a gene that is optimal in general for each specific 
microbial branches (such as each phylum). It will be even more beneficial to 
develop methods that can combine multiple marker genes for reconstructing the 
phylogeny. Other examples of improvement include comparing different feature 
selection methods, or development a method for suggesting appropriate feature 
selection algorithms for various datasets being studied.   
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reconstruction for closely related microbial lineages,” 2015, in preparation. 
• G. Ditzler, J. C. Morrison, Y. Lan, and G. Rosen, “Fizzy: feature selection for metagenomics,” 
submitted to Oxford Bioinformatics, 2015. 
Journals 
• Y. Lan, J. C. Morrison, R. Hershberg, and G. L. Rosen, “POGO-DB—a database of pairwise-
comparisons of genomes and conserved orthologous genes,” Nucleic Acids Research, 2014, 42(D1), 
D625-D632. 
• Y. Lan, A. Kriete, and G. L. Rosen, “Selecting age-related functional characteristics in the human gut 
microbiome,” Microbiome, 2013, 1(1), 1-12. 
• Y. Lan, Q. Wang, J. R. Cole, and G. L. Rosen, “Using the RDP classifier to predict taxonomic novelty 
and reduce the search space for finding novel organisms,” PLOS ONE, 2012, 7(3), e32491. 
Book Chapters 
• G. Ditzler, Y. Lan, J.-L. Bouchot, and G. L. Rosen, “Feature selection for metagenomic data analysis,” 
Encyclopedia of Metagenomics, 2014, Ed: K. E. Nelson, Springer, ISBN: 978-1-4614-6418-1. 
• J.-L. Bouchot, W. Trimble, G. Ditzler, Y. Lan, S. Essinger, and G. L. Rosen, “Advances in machine 
learning for processing and comparison of metagenomic data,” Computational Systems Biology: From 
Molecular Mechanisms to Disease, 2013, Ed: A. Kriete and E. Roland, Academic press, ISBN: 978-0-
1240-5938-2. 
Invited Talks 
• Y. Lan, J. C. Morrison, R. Hershberg, and G. L. Rosen, “POGO-DB: a database of pairwise-
comparisons of genomes and conserved orthologous genes,” in 15th International Symposium on 
Microbial Ecology, Seoul, Korea, 2014. 
• Y. Lan, A. Kriete, and G. L. Rosen, “Selecting age-related functional characteristics in the human gut 
microbiome,” in 4th IHMC conference, Hangzhou, China, 2013. 
Posters and Abstracts 
• Y. Lan, B. Stenuit, G. L. Rosen, J. B. Hughes, L. Alvarez-Cohen, and C.M. Sales, “Effects of historical 
2,4,6-trinitrotoluene (TNT) contamination and periodic mechanical tillage on soil microbial consortia 
and remediation activity,” in 15th International Symposium on Microbial Ecology, Seoul, Korea, 2014. 
• Y. Lan, and G.L. Rosen, “Potential microbial interaction inferred from complementary and augmented 
metabolites,” in 15th International Symposium on Microbial Ecology, Seoul, Korea, 2014. 
• N. Clark, Y. Lan, G. L. Rosen, and C. B. Blackwood, “Relating microbial physiological performance to 
genome content,” in 98th ESA Annual Convention, 2013. 
• G. Ditzler, Y. Lan, and G. L. Rosen, “Functional feature selection over varying phenotypes: Integration 
of feature selection methods into KBase,” in Genomic Science Annual Contractor-Grantee Meeting, 
2013. 
• Y. Hu, P. Lukasik, Y. Lan, C. S. Moreau, G. L. Rosen, and J. A. Russell, “Variation of symbiotic gut 
communities across diets and colonies of the ant Cephalotes varians,” in Entomological Society of 
America Annual Meeting, 2012. 
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