Modeling workflow performance is crucial for finding optimal configuration parameters and optimizing execution times. We apply the method of surrogate-based modeling to performance tuning of MapReduce jobs. We build a surrogate model defined by a multivariate polynomial containing a variable for each parameter to be tuned. For illustrative purposes, we focus on just two parameters: the number of parallel mappers and the number of parallel reducers. We demonstrate that an accurate performance model can be built sampling a small set of the parameter space. We compare the accuracy and cost of building the model when using different sampling methods as well as when using different modeling approaches. We conclude that the surrogate-based approach we describe is both less expensive in terms of sampling time and more accurate than other well-known tuning methods.
Introduction
This paper presents a general method to tune the parameters in MapReduce (MR) frameworks. The method we propose is based on surrogate modeling and we demonstrate how it can be employed to pursue efficient data analytics across applications and their datasets at runtime. MR is a popular programming model, proposed by Google [1] , to process large datasets in parallel. The model has become a dominant methodology for processing large (distributed) datasets for a variety of reasons including: simplicity of programming, automatic load balancing, automatic failure recovery, and ease of scaling. Another feature of MR is its ability to work locally on a dataset by sending map (and reduce) tasks to the data instead of sending data to the tasks. This can substantially reduce the amount of data that must be broadcast across a network. A MapReduce job consists of three stages: map, shuffle (or sort), and finally reduce. A MapReduce job processes a dataset in the following way. First, each element of data begins as a Key-Value (KV) pair. The user defined map function is applied to each KV pair exactly once. The map function produces a list of new KV pairs. The shuffling/sorting task (not implemented by the user) assigns keys (output by the map tasks) to reduce tasks and routes all KV pairs to their assigned reduce task. The user defined reduce function accumulates and combines all the KV pairs into a final value or list of values.
There are several frameworks that implement the MR model, for example MapReduce-MPI [2] , Hadoop, and Spark. Every framework includes a number of configuration parameters which individual users may modify in an attempt to maximize performance. Examples of these parameters include the number of parallel map tasks, number of parallel reduce tasks, or the amount of memory given to each map/reduce task (and many others). Every framework also includes default parameter configurations. Default configurations are rarely, if ever, optimal. If a MR job is to be run only a single time then the user may choose to apply any number of rules of thumb defined by experts to optimize performance. For example, experts at IBM suggest that each map/reduce task should be allocated at least 2GB of memory and the total number of parallel map/reduce tasks should be at most the number of CPUs. Experts at AMD suggest that each map/reduce task should be allocated at least 1GB of memory and the total number of parallel map/reduce tasks should be at most three times the number of CPUs. These rules do not define a single set of parameters and we observe that the rules do not always find optimal configurations even across a simple benchmark. Figure 1 shows performance of two Hadoop benchmarks: Wordcount (a single MR job) and PageRank (a chain of MR jobs). The figure illustrates the complexity of finding an optimal set of parameters as well as the significant impact that the parameters may have on performance. Note that in this case, set 1 is optimal for Wordcount but performs the worst for PageRank. If a user has a job to run multiple times over similar datasets (or datasets that evolve over time) then s/he can greatly improve performance by discarding the rules of thumb and employing a parameter tuning method. Users may employ their observations of performance to make better informed choices regarding these settings. Several tuning algorithms have been proposed and used including a brute force search (over a subset of parameters) [3] , an approach using the Grid Hill algorithm on a pruned search space [4] , and an application of simulated annealing [5] . All these methods require the user to make many observations or samples of the parameter space. Sampling points is expensive since each sample requires users to run a job as similar to their production job as possible. They are also limited in the sense that they never predict that an optimal setting may be a previously unobserved one.
In this paper, we approach the problem by applying surrogate-based modeling. Surrogate based modeling was originally introduced to reduce the cost of computation in aerodynamic design problems [6] and recently used to model I/O performance [7] . The surrogate-based model that we build models the performance of the entire parameter space by sampling a relatively small portion of it. The more points we sample, the more accurate the model can be. However, the additional accuracy comes with additional sampling time. The goal is to build as accurate a model as possible sampling as few points as possible. We demonstrate that an accurate model can be built using significantly fewer suboptimal observations than previous methods. In addition, we show that the sampling method can also have a significant impact on the cost of building an accurate model.
Process to Build a Model
The key steps in building a surrogate model are: sampling a portion of the parameter space, choosing a function to fit the data, and locating an optimal point on the model surface. In the process of building the model, both cost and accuracy should be assessed.
Sampling the Parameter Space
To build an accurate performance model of a parameter space, a meaningful sample of the space needs to be obtained [8] . We collect multiple performance samples of the parameter space by varying the considered parameters and observing the resulting performance. We consider three different sampling methods incrementally increasing the randomness of the sampled points: an exhaustive sampling applicable only at a small parameter scale and used exclusively for validation purposes in this paper, a grid based sampling, and a random sampling. Exhaustive sampling requires us to sample every configuration in the parameter space. The model we can build from this information is the most accurate based on the observations collected but, at the same time, it is also the most expensive. At the large scale, when the number of parameters and their range of values are very large, exhaustive sampling is not feasible. Grid based sampling chooses points which lie in a grid. The goal of grid-based sampling is to ensure that points are sampled relatively uniformly from all over the parameter space avoiding any local concentration of samples. To effectuate the sampling, we begin by choosing a corner sample (x 0 , y 0 ) and a step size ∆. We sample all points (in a bounded region containing feasible parameters) of the form (x 0 + a∆, y 0 + b∆) where a and b are non-negative integers. The step size and starting point determine the number of rows and columns of the grid. Random sampling is an alternative approach to the highly structured approach of grid based sampling. This sampling method selects n points from the parameter space at random (without replacement). With this method there is no guarantee that all areas of the parameter space are evenly sampled and there may be occasional clusters of samples. Contrary to what we expected, the unstructured nature of random sampling is actually an advantage.
Building a Model Surface
When building a surrogate model we must decide what type of function we want to apply to fit the data. We chose to fit our data to a polynomial surface built using least squares regression. Polynomial models are advantageous because they are simple to describe and can describe very complex surfaces (especially as the degree of the polynomial increases). Here we present the general process of building the model and the specific adaptations to fit a polynomial surface.
A surrogate model can be built to fit any m-dimensional space of parameters. The vector x = (x 1 , x 2 , ..., x m ) denotes a specific configuration in this space and n will always represent the number of points we have sampled from the space. Assume, for the moment, that we have collected n samples and decided on what function to employ to fit the data. The general surface we build has the form: 
We let x i represent the configurations for the i'th observation, and z i is the observed runtime with that configuration. The sum-of-squares error (SSE) is defined as
2 . Independent of both the number of parameters m, and the number of observations n, the values of β i are chosen in such a way to minimize the SSE. Equation 2 defines the matrices used to determine the coefficients β.
We compute the coefficient matrix β by using β = (X T X) −1 X T Z. Both accuracy and cost of our surrogate model depend on the number of samples n and the polynomial degree. The minimum number of samples needed to build a surrogate model is the number of functions used in the fitting, D. Equation 1 gives this minimum number for our polynomial surface. Note, however, that merely sampling the minimum number of samples may not be sufficient to actually build the model. Specifically, if X T X is not invertible, then there is not a unique best fit surface. For X T X to be invertible, X must contain D linearly independent columns. If X has full column rank then n ≥ D. In addition, we need to sample a diverse enough set of points so that there are not any hidden dependencies among the samples. In general it is hard to say exactly when one has sampled a diverse enough set of points. For the case study in Section 3 of a polynomial with two variables (x and y), we can give a few examples of what is sufficient, and what is not. First, if there exists a set of d lines which contain all of the sampled data points, then the matrix X corresponding to a degree d polynomial will not have full column rank. If no set of d + 1 lines contains all the data points, then the matrix X will have full column rank. The latter condition is sufficient, but not necessary, to guarantee full column rank. Second, if, from among our sampled points, we can choose d + 1 unique x-values, {x 0 , x 1 , ..., x d } and d + 1 distinct y-values, {y 0 , y 1 , ..., y d } with the property that we sampled at least D = (d + 1)(d + 2)/2 points from the grid {x 0 , x 1 , ..., x d } × {y 0 , y 1 , ..., y d } then the matrix X will have full column rank. When sampling points we keep in mind that we must sample at least D points (with enough diversity) and the more points we sample the more accurate our model should become.
Determining the optimal degree of the polynomial surface is critical because if the degree is too low, the polynomial surface may not have enough freedom to reflect what the space actually looks like. Polynomials of larger degree give more flexibility to the model and provide for the opportunity for greater accuracy but if the degree is too large, we are in serious danger of over fitting the data. To search for the polynomial order that is optimal given the observations we have made, we apply k-fold cross validation on surfaces with increasing polynomial orders. The cross validation process proceeds as follows:
Step 1: The data points are partitioned randomly into k equally sized sets; in the event that k does not evenly divide the number of data points we have, we make the sets as evenly sized as possible.
Step 2: We select one set of data points to be the testing set; the remaining k −1 sets comprise the learning set.
Step 3: Using the learning set, we construct a best fit polynomial surface of degree d for each reasonable value of d, i.e. d ∈ {1, 2, ..., M } where M is small enough that the matrix X T X is invertible.
Step 4: We use the polynomial surface to predict the runtimes of points in the testing set and compute the SSE of the testing set.
Step 5: We repeat the process from Step 2 until every set has been the testing set exactly one time. We record the average SSE from this partition of the dataset on a plot.
Step 6: We repeat the process from Step 1 several times. In our case, we run this process a total of 10 times. In general, this process is repeated until the user is confident of a representative mean SSE.
The k-fold cross validation process yields an average SSE for each polynomial degree considered. The degree with the least average SSE is the ideal polynomial degree. Keep in mind that as the number of samples we have collected grows, the ideal polynomial degree may change.
Locating a Minimal Point
Having built the model, we search for the minimal point on the surface. Some areas on the surface are very uncertain because we have not sampled nearby. To strengthen our model, and avoid predictions that are highly uncertain, we apply a 99% confidence interval to the model. At each point z in the model, we can with 99% accuracy say that the expected runtime is in z ± z . We replace each z on the surface with z + z . Areas that we've sampled more thoroughly will have a much smaller z . To locate a minimum value on the model we apply a limited memory quasi-Newton [9] optimization algorithm. The location of the minimum corresponds to a predicted set of optimal parameters and their expected walltime. The optimal point on the surface may or may not have been sampled directly.
Validating the Model
There are two components to validating a model that need to be assessed: the accuracy of the predicted walltime and the additional cost associated to running the MR jobs with parameter values that are suboptimal. The goal of any model is to obtain sufficient accuracy while minimizing the additional cost.
To assess the accuracy we use A( x) to denote the actual walltime of the MR jobs with parameter settings x. An optimal set of parameters is denoted by x 0 . M ( x) denotes modeled walltime using parameters x and x 1 minimizes M . In order to validate the model on our small sample space, we first performed an exhaustive sampling. With these measurements in hand, we define the error of the model M to be |A( x 1 ) − A( x 0 )| and report this value as a percentage of A( x 0 ). This represents how close (in runtime) our predicted configuration is to the optimal one. This method of measuring error requires us to know the optimal running time. In practice researchers do not know this ahead of time. In that case, they may prefer to compare A( x 1 ) to a runtime with a default parameter setting and measure the speed-up they obtain. When building a model there is a cost for each sample. If we sample several points in the space, inevitably many of them will be suboptimal and we incur additional cost for which we pay the price. However, after we have made our samples, if our performance is significantly improved we can recoup the cost with future savings. In other words, we amortize the cost of building the model with future performance gains. We refer to the total number of samples needed to recoup the entire additional cost of sampling as a break even point. Note that a break even point is never reached if the end result one uses is worse than the default setting.
From Theory to Practice: The PageRank Case Study
As a case study, we show how to apply the surrogate-based approach for tuning the number of parallel map and reduce tasks in a workflow consisting of PageRank computations. We chose to use the Hadoop framework and PageRank from the HiBench benchmark suite. Hadoop is an open source, Java-based framework sponsored by Apache, and is used for processing large scale datasets in a distributed computing environment. We chose to use Hadoop because it has been widely used and is easy to configure. Hadoop is flexible and can run on a small cluster containing only a few individual machines or in a large cluster containing thousands of nodes. The HiBench benchmarking suite is a comprehensive suite of MapReduce applications stemming from multiple application domains. PageRank is an ideal choice because it is the type of job that is run repeatedly on an evolving dataset. In our study, we chose a representative data size of 5M pages (i.e., 1GB) because it is sufficiently large that varying the parameters will yield discernable results and is sufficiently small that we are able to make an exhaustive search for validating our models. We performed all of our testing on the Stampede supercomputer housed at the Texas Advanced Computing Center (TACC). We use a single large memory compute node containing 32 cores.
Predictions with Exhaustive Sampling
The two parameters we tune are the number of parallel map tasks (number of mappers, x) and the number of parallel reduce tasks (number of reducers, y). In order to be able to validate the models we build, we begin by exhaustively sampling the parameter space considering all integer points with 2 ≤ x, y ≤ 32, a total of 961 points. We apply a k-fold fitting to the complete data set and determine that a degree 9 polynomial is the most appropriate, see Figure 2 (a). We use this surface as the benchmark for accuracy when building models from much smaller data set; borrowing notation from Section 2.4 we refer to this model as A(x, y).
Building an Accurate Model from a Sparse Sampling
Exhaustive sampling and a relatively high polynomial degree generate the most accurate surrogate model, this model also comes with a higher cost. While the small parameter space in our case study allows us to build this model, this is not the case for larger parameter space. Sur- rogate based modeling produces similar results even though we only sample a limited number of points and use a lower polynomial degree. As described in Section 2.2, to build a surrogate model we require a certain number of points depending on the number of parameters and the polynomial degree. In our case study we consider two variables (the number of map and reduce tasks) and thus to build a degree d surface we must sample at least d+2 2 points. We refer to this number as M IN d and recall that simply sampling this many points does not guarantee that X T X is invertible, and if it is invertible, does not guarantee that our model is accurate. In our experiments, we start out by sampling M IN d points and build the degree d model with d ranging from 2 to 9. In an effort to emulate the generation of the model in a real scenario, we add sample points to our set of previously sampled points and rebuild the model after each additional sampling. Note that when building the model the expensive operation is sampling a new point, rebuilding the surface is significantly cheaper. At each step we record the accuracy of the model by comparing to A(x, y). For each polynomial degree, we build 100 different surfaces, starting from 100 different sets of M IN d points and stop when the individual datasets have size M IN d + 150 points. Figure 3 shows the average accuracy of these models for both random sampling, Figure 3 (a), and grid-based sampling, Figure 3 (b), for polynomial degrees equal to 2 and 9 (the reasonable extremes observed in Figure 2(a) ). We observe in Figure 3 (a) that by sampling M IN d + 50 points randomly the degree d models appear to have converged. While additional sampling yields severely diminishing returns in terms of improved accuracy, the standard deviation of the error does decrease. One might achieve better accuracy by using the larger collection of samples to build a higher degree surface, but this is not necessarily the case. Contrary to what we expected, the grid based sampling method exhibits several undesirable traits. First, particularly in the degree 2 model, we observe that sampling more points does not give us, on average, a more accurate model. For example we see local minima near 16 samples and 64 samples. This behavior is particularly disturbing for the reason that one is led to believe that the model is mistakenly accurate when relatively few samples are taken. Second, the degree 9 model converges to zero as expected, but requires at least 50 more samples to achieve comparable accuracy with the random method and exhibits a higher degree of variation. Finally, grid sampling poses a problem for actually fitting a surface. Specifically, all the data can be covered by relatively few lines, limiting the degree of the surface one can build without sampling many points. We conclude that the random sampling method outperforms the grid sampling method and focus our attention on the former for the remainder of this paper. From Figure 3 we select three sample sizes, 10, 60, and 120, to analyze in detail. Key statistics from these points are recorded in Table 1 . We record the average error of a surface built from 10, 60, or 120 points, the standard deviation of the error, and the number of jobs required to amortize the cost of building the model. The number of samples required to break even is calculated assuming a fixed sampling strategy (or default) with 16 Mappers and 16 Reducers. This is a reasonable first approximation with 15% error. Observe that, simply having enough points to build a model does not guarantee that the higher degree model will be more accurate than a lower degree model. In particular, building a degree 2 model from 60 points has an average error of only 3.35% with a standard deviation of 1.13; whereas a degree 9 model on the same number of points has an average error over 14% and a standard deviation of more than 17. The average error represents a typical error one might expect. The standard deviation, in a sense, measures how far off one's expectations might be. Specifically, we can be certain that 80% of the surfaces we build will have error at most the average plus two standard deviations, 90% of them have error less than the average plus three standard deviations. As we sample more and more points, the standard deviation of the error tends to decrease, however, it typically does not decrease fast enough to yield a smaller break even point. Figure 4 depicts several representative surfaces built in our computations for Figure 3(a) and Table 1 . While the degree 2 surfaces do not look like the real surface in Figure 2 (b) they do predict parameters with near optimal runtime. Note that the first degree 9 surface, Figure 4 (c), is erratic. This is largely due to the fact that we have barely sampled enough points to even build the surface. Once we have sampled more points, Figure 4(d) , the model no longer contains significant differences from the full model, Figure 2 illustration, we have shown the sampled points and shaded the regions corresponding to < 3.5% error (darker shade) and error ≤ 7% (lighter shade).
Comparison to Grid Hill Search
Grid Hill searching is a commonly used optimization method and has been employed for parameter tuning [4] . The method works by partitioning the search space into a grid, the fineness of the grid is chosen by the user. A random starting point is chosen in each grid; each of these becomes a current point. Neighboring points are sampled around each current point. As neighbors with better runtimes are found, the current position of each point is updated to the better configuration. The process of sampling neighbors continues until each current point is a local minimum. Among all the local minima found the one with shortest runtime is selected-predicted to be the optimal.
We experiment with grid hill searching and compare the results with those of our surrogatebased modeling. The results are recorded in Table 2 . For each grid size, we ran the grid hill algorithm 100 times. One challenge with grid hill sampling is that the user has little control over how long the process takes to converge. We record the average number of samples required to converge (along with the standard deviation). Note that the simplest case, a single grid, requires on average 25 iterations (samples) to converge, but (because the standard deviation is almost 16) it is not uncommon to require 41 or more samples to converge. If the user interrupts the sampling, the may finish with a significantly higher degree of error. We also note that the average error and standard deviation from grid hill is higher than that of the surrogate modeling. Because we don't have control over precisely how many grid hill samples we take it is hard to make a one-to-one comparison. But, note that sampling 90 times (grid hill) yields an average error of 3.17% with standard deviation 2.18, whereas sampling 2/3 that many points, building a degree 2 surface, gives us a comparable (3.35%) error rate with a lower standard deviation. Keep in mind that the grid hill method it is not uncommon to sample 112 points still with about 3% error. One other major drawback with grid hill is that it will not suggest a parameter set that has not been sampled; the surrogate model will make such a prediction. 
Conclusion
We proposed a surrogate based model to accurately predict optimal MR configurations. We demonstrated that such a model can be easily built sampling a relatively small portion of the parameter space. Specifically, we achieved an average error rate of 3.35% by building a degree 2 surface from 60 sample points (selected at random from a space of 961). Building a model in this way is particularly useful when running the same job (i.e., PageRank) on similar or evolving datasets. The strength of the modeling is that we can build an accurate model from only a few samples whose cost can be quickly amortized-with as little as 38 total jobs. One major question we will address in future work is to determine the number of samples needed (beyond M IN d ) to build an accurate model. We observed that 50 points was sufficient in our case study. However, it is unclear how that number scales. Is it a constant 50? Probably not. Is it bounded by a constant multiple of M IN d , e.g. ≤ 10M IN d ? Perhaps. Or, is 5% of the total space? Possible. If we could bound this number by cM IN d (for some constant c) then the method would decisively dominate other methods (including grid hill searching) in terms of scalability. Finally, we plan to explore hybrid sampling methods. For example, begin by sampling a sparse grid in such a way to guarantee that X T X is invertible, then attempt to improve accuracy by sampling randomly.
