Abstract-In this paper, we address the problem of adapting video files to meet terminal file size and resolution constraints while maximizing visual quality. First, two new quality estimation models are proposed, which predict quality as function of resolution, quantization step size, and frame rate parameters. The first model is generic and the second takes video motion into account. Then, we propose a video file size estimation model. Simulation results show a Pearson correlation coefficient (PCC) of 0.956 between the mean opinion score and our generic quality model (0.959 for the motion-conscious model). We obtain a PCC of 0.98 between actual and estimated file sizes. Using these models, we estimate the combination of parameters that yields the best video quality while meeting the target terminal's constraints. We obtain an average quality difference of 4.39% (generic model) and of 3.22% (motion-conscious model) when compared with the best theoretical transcoding possible. The proposed models can be applied to video transcoding for the Multimedia Messaging Service and for video on demand services such as YouTube and Netflix.
INTRODUCTION
The Multimedia Messaging Service (MMS) allows users with heterogeneous terminals to exchange structured messages composed of text, audio, images, and video [1] , and represents a great source of revenue for mobile operators. According to Portio Research, 207 billion MMS messages were sent in 2011, and this number is expected to rise to 276.8 billion by 2016. Informa sees even higher MMS volumes by 2016, predicting that 387.5 billion MMS messages will be sent, representing 10.6% of global messaging revenues, valued at US $20.7 billion [2] . But the rapid development of mobile technologies is contributing to the rapid proliferation of mobile terminal types [3] . This situation creates interoperability problems, and the need to adapt images and videos to meet the target terminal's maximum resolution and file size constraints while maximizing visual quality [4] [5] [6] [7] [8] . Similar problems arise in video on demand services such as YouTube and Netflix where numerous versions of the same content need to be generated to satisfy the various devices' resolutions and their network bit rates.
Multimedia content adaptation (or transcoding) to meet terminal constraints is quite common in many applications. For visual content, previous works have considered professional applications using PowerPoint [5] , as well as images for which a quality estimator [6] , a file size estimator [7] , and a complete algorithm using both estimators [8] have been proposed. For video, several studies have been conducted and numerous quality models proposed. In [9] , a quality model function of the average PSNR and the frame rate is proposed for low bit rate QCIF videos. In [10] , the model is extended to take motion information into account. In [11] [12] , the impact of frame rate on quality is studied, but the model parameters need to be adapted for each video sequence. In ITU-T G.1070 [13] , a model is proposed which takes several parameters into account, including frame rate and quantization, not, however, changes in resolution. In [14] , the authors propose an improved model, based on their study of the impact of resolution and display size in the context of G.1070. In [15] , the authors claim that G.1070 cannot model perceptual video quality properly, especially at low bit rates, and therefore propose improvements to the model to take into account video motion. One drawback of these methods is that numerous model parameters need to be determined for every situation (e.g. a set of parameters for every resolution).
In [16] [17] , the authors propose the following complete quality model, which takes into account quantization, resolution, and frame rate:
where , , , , , and represent the quantization step size, spatial resolution, frame rate, minimum quantization step size, maximum resolution, and maximum frame rate respectively. , , and are model parameters that need to be computed for every video sequence. Although the model is very accurate, tuning the parameters for every video is not practical for most applications.
With respect to video file size estimation, numerous papers have addressed rate models and rate control. They typically use intrinsic video characteristics, such as the distribution of transformed coefficients [18] [19] or the percentage of zero quantized transformed coefficients (ρ-domain) [20] . Wang et al. [21] recently proposed a simple model based on frame rate and quantization. However, we are not aware of a simple yet accurate model that is a function of the three parameters of interest ( , , ).
In this paper, we address the problem of adapting video content under file size and resolution constraints, while conserving optimum visual quality. The challenge is to find the best compromise between resolution, quantization, and frame rate under a file size constraint. Although we could transcode a video using all possible combinations of parameter values ( , , ) to find the best solution, this would require far too much computation to be useful in practice. To solve the problem, we have developed models that can predict the visual quality and file size of videos for various values of these parameters. Based on these predictions, we select the set of parameters that provides the best visual quality while meeting the constraints. We show that such an approach yields near optimal quality in a single transcoding operation.
Unlike previous work, this paper addresses the whole problem of video file adaptation, and proposes novel quality and file size models that are simple, yet accurate. Our paper is also unlike previous work in that the model's parameters do not need to be adapted for each video and take into account resolution, quantization, and frame rate (or a subset of these parameters). Another attractive feature of the proposed approach is that it is computationally light, which makes it appealing for large scale video adaptation systems. This paper is organized as follows. Section II describes the proposed quality estimation models. Section III presents the proposed file size model. In Section IV, we apply the models to the problem of MMS video adaptation. In Section V, we describe how to apply the models to the problem of video on demand. In Section VI, we discuss the applicability of the proposed models in the context of other compression standards and applications. Section VII concludes the work.
II. PROPOSED QUALITY ESTIMATION MODELS

A. Methodology and Assumptions
We first propose a model to estimate perceived visual quality as a function of resolution, quantization, and frame rate. To develop this model, we need to select an appropriate video dataset. Several video databases exist, such as the LIVE Video Database [22] . This database contains the mean opinion scores (MOS) of several videos compressed with the H.264 compression standard at different bit rates, however it doesn't contain MOS for various resolutions and frame rates. [23] .
First, because we want simple models, we assume that resolution, quantization, and frame rate affect quality independently and are non compensatory parameters. The first assumption means that the impact of modifying a parameter has the same effect on quality, regardless of the values of the other parameters. That is, the following three equations hold:
where represents the visual quality (MOS), the resolution in pixels, the quantization step size (we convert the QP to quantization step size), the frame rate the maximum resolution (4CIF in this database), the smallest quantization step size (28 in this database), the maximum frame rate (30 fps in this database), and , , are generic functions to be determined by regression. The first equation shows that if we change the resolution , the ratio of the resulting visual quality and the best visual quality obtained with becomes a function of . We make similar assumptions for the other parameters (with for frame rate and for quantization).
In the marketing field [24] , compensatory models are considered when consumers evaluate their perception of the value of a product by performing a weighted sum of several attributes. In performing a cost/benefit analysis, attributes like good quality or great appearance can compensate for a poor attribute (e.g. high price). However, non compensatory models are considered when consumers immediately eliminate products they regard as inadequate (e.g. too expensive or ugly). In fact, with non compensatory models, consumers often use an elimination process to discard products that do not meet their minimal expectations for any attribute. In our case, we are clearly faced with non compensatory attributes, since a poor parameter can't be redeemed by selecting favorable attributes among the other parameters. For instance, high resolution or high frame rate can't compensate for coarse quantization, as the resulting quality will remain poor. Therefore, we propose a quality model comprising the product of the functions of each of the three parameters ( and ) normalized with the extreme values that lead to the best quality ( and respectively). The visual quality model we propose is defined as follows: where is the normalized visual quality (we normalize the MOS values of the database to between 0 and 1) , , and are the normalized visual quality functions for resolution, quantization and frame rate respectively. Each function takes a value between 0 and 1 and represents the impact of each of the three parameters on global quality.
B. Visual Quality Estimation Function for Resolution
We first develop the normalized visual quality function for resolution, denoted , to measure the impact of resolution on quality. In order to create a simple model, we choose to focus our research on functions with two parameters. After experimenting with several types of functions on a subset of the training set, we obtained the best fit with nonlinear regression using a logistic function:
The best results were obtained with and
Unlike previously proposed models, where parameters such as and must be adapted for each video [16] [17], the proposed model can operate with the same values for any video with good prediction accuracy. Table I shows the Pearson Correlation Coefficient (PCC), and the mean absolute error (MAE) between the actual MOS and the predicted value using for the selected subset of the training set when varying the resolution. The PCC measures the linear relationship between two variables (the closer to 1, the stronger the linear relationship). We can observe that the proposed model is quite accurate.
C. Visual Quality Estimation Function for the Quantization
Step Size We now develop the normalized visual quality function for the quantization step size, denoted . After experimenting with several types of functions on another subset of the training set, we obtained the best fit with nonlinear regression, again using a logistic function:
The best results were obtained with and which are used for all the videos. Table II shows PCC and MAE for the proposed function. Again, we can observe that the proposed model is quite accurate. Note that the training subsets in Tables I and II are not exactly the same. The reason is that we wanted to build the visual quality estimation models for resolution and quantization step size using independent subsets (or as independent as possible) and later see if, once combined, the models were still accurate on the complete training set (as will be shown). The goal is not to evaluate the performance of each individual model but the performance of the global model including resolution, quantization step size and frame rate. 
D. Visual Quality Estimation Function for Frame Rate
Finally, we develop the normalized visual quality function for the frame rate, denoted . After experimenting with several types of functions on the training set, we obtained the best fit using a natural logarithmic function:
The best results were obtained with which is used for all the videos. Table III shows the PCC and MAE for the proposed function. Again, we can observe that the proposed model is quite accurate. Like in the case of the resolution, we tested other functions, keeping in mind the necessity of having a simple model with at most two parameters (e.g. parameters a and b and models of the form:
, , , and ).
E. Proposed Visual Quality Estimation Model combining Resolution, Quantization and Frame Rate
The proposed normalized visual quality estimation model taking into account resolution, quantization and frame rate is obtained by replacing the terms in (1) with their equivalents from (2), (3), and (4):
with the parameter values as presented previously. Table IV shows PCC and the Spearman Rank-Order Correlation Coefficient (SRCC) between the actual MOS and the predicted values using for all the videos in the training set when varying all the parameters. The SRCC measures the correlation between the rankings of two datasets (the closer to 1, the closer the rankings). We can observe that the proposed model is very accurate for sequences with low levels of movement, and less so for sequences with significant motion, such as Football and Foreman. This motivates us to improve the model further, to take into account motion information.
F. Improving the Visual Quality Estimation Model to account for motion
The generic model performs well, but can be improved. In fact, the frame rate will not have the same impact on quality if we have a sequence with slow movements, such as Akiyo, or a sequence with fast and complex movements, such as Football, which would require a higher frame rate to maintain visual quality. Consequently, we wish to refine the proposed model to account for motion.
We modify the parameters of our generic model, in order to obtain different variations, each taking into account different motion amplitudes. As we want to keep the model as simple as possible, we decided to create three classes of motion, the first for a low level of motion, the second for a moderate level of motion, and the third for a high level of motion. We calculate three motion characteristics for every video to cluster (group) the videos into the three classes. The motion vectors are determined using the three-step search [25] with a block size of 8 8. First, we determine the mean motion vector for the entire video. Then, we calculate the standard deviation. Finally, we determine the mean value of the largest 25% of the motion vectors. Using these three features and the features in Table IV (PCC, SRCC) , we group the sequences into three clusters using the k-means clustering algorithm [26] , where each feature is normalized. We then optimize the model parameters for the three classes of videos on the training set. In the low motion class are Akiyo, City, and Ice. In the moderate motion class are Crew and Foreman. In the high motion class are Football and Soccer.
The optimized parameters, using regression, for both the generic and the motion-conscious models are presented in Table V . Bold values indicate that, for the motion-conscious model, the same values were optimal as for the generic model. Table VI shows PCC and SRCC for the motion-conscious model. 
G. Visual Quality Estimation Model performance on the video test set
We tested the performance of the proposed quality models on the test set (generic and motion-conscious), and present the results in Table VII . Overall, we can observe that both models are very accurate, although the motion-conscious model performs noticeably better than the generic one. Note that Harbor is a sequence with slow motion, Waterfall a sequence with moderate motion, and Flower Garden a sequence with high/complex motion.
III. PROPOSED FILE SIZE ESTIMATION MODEL
We now develop a file size model that predicts the file size of a video clip as a function of resolution, quantization step size, and frame rate, and the file size of the original video clip. To develop the file size estimation model, we select 5 videos from the training set and encode them with a fixed QP using JM 18.4 Baseline [13] (an I frame followed by P frames). The changes in parameters are the same as those used for the quality estimation model, and so each video is encoded 48 times (3 resolutions 4 QPs 4 frame rates). Using a similar approach and similar assumptions as for the visual quality model, we have, for the generic file size estimation model: (6) where , and have been defined before, and is the function that returns the actual file size of the video as a function of . The largest file size is obtained for . As before, the values for parameters , , , and were obtained through regression (i.e. comparing the size obtained using the model with the sizes obtained from actual transcodings using various parameter values of ). They are presented in Table VIII.  The term represents video headers which size remains constant regardless of the parameters. The performance results for the proposed file size estimation model on the test set are presented in Table IX . Contrary to what we did in the quality model, we only compute the PCC here, because we only wish to estimate the file size as closely as possible (we are not interested in the ranking, i.e. the Rank Order Correlation Coefficient (ROCC)).
For file size estimation, we do not take motion into account. However, we studied the effect of motion on our model and concluded that it did not improve its precision significantly. This is not to say that motion has no impact on file size, because obviously it does. But this impact is already embedded in the term which multiplies the other terms in (6) (i.e. higher motion will lead to larger values of which in turn will lead to larger estimated size values). Therefore, although not explicitly considered, motion is implicitly considered. Our findings for the images in [4] were similar. 
A. The importance of video adaptation for MMS
To accommodate the various types of terminals and support their technological evolution, the Open Mobile Alliance has defined several MMS content classes [1] . For instance, the Video Basic class can support videos with a maximum file size of 100 kB, while this limit is 300 kB for the Video Rich class and 600 kB for the Content Rich class. Therefore, to ensure interoperability and continued MMS profitability, video adaptation for MMS is required [4] . Since in MMS, the maximum file size supported by the destination terminal is known, the challenge is to find the combination of resolution, quantization step size, and frame rate leading to the best visual quality within exceeding the maximum file size constraint. The proposed visual quality estimation and file size estimation models are key to solve this problem. Indeed, although it is clear that lower resolution, larger quantization step size and lower frame rate all contribute to reducing the file size, it is unclear in what amount they need to be modified to lead to the best visual quality. The optimal combination will depend on the amount of motion in the video as well as how aggressively the file size needs to be reduced.
B. The video transcoding system
To solve the video adaptation problem, we use the architecture presented in Fig. 1 . We first extract the features of the original video, denoted i, that we want to transcode ( , and optionally motion information if we use the motion-conscious model). Using the proposed models to estimate visual quality and file size, we determine the combination of parameters that lead to the best estimated quality under the constraints of file size and resolution. This estimated optimal combination of parameters is then used to transcode the final video, denoted f. 
C. Experimental results
We now validate the performance of the proposed video adaptation approach based on the novel video quality and file size prediction models. The proposed validation architecture is presented in Fig. 2 . We first extract the original test video's features and apply the file size estimation model (see the left part of the system). We keep only the candidate parameter combinations that meet the maximum resolution and file size constraints. Then, we apply the visual quality estimation model on the candidate combinations retained, and select the combination associated with the best quality (estimated optimal combination of parameters ). We finally transcode the original video using this estimated optimal combination. To validate the performance, we undertake similar steps (see the right part of the system), but using oracular information (ground truth). This means that, instead of estimating file size and visual quality, we perform an extensive number of transcodings with all the possible combinations of parameters to compute the actual file size and visual quality for each combination. We keep the candidate parameters that meet the resolution and file size constraints, and from them we select the combination yielding the best visual quality ( ). Finally, we compute the difference in quality of the video clips obtained using the oracle and the proposed method. We do not compute their relative file size differences, since we are interested in the resulting video quality, not the actual file size. However, we did validate the results, in terms of meeting the file size constraints.
In the experiments, we varied the values of the maximum resolution between QCIF, CIF, and 4CIF, and the maximum file size over an extensive number of values from 10 kB to the maximum video size (several Mbytes). The range of variation of these parameters was chosen to correspond to realistic MMS problems. As mentioned, the candidate resolution values include: QCIF, CIF, and 4CIF. The candidate QP values include: 28, 36, 40, and 44. The candidate frame rate values are: 3.75, 7.5, 15, and 30 fps.
The mean quality errors, defined as the average differences between the optimal quality and the one obtained with the proposed system, for the test videos are presented in Table X for the generic and motion-conscious models (see the Full model, with and without motion). We observe a relative quality error (with respect to the optimal value) of 4.4% for the generic model and of 3.2% for the motion-conscious model. We can conclude that the system provides quality close to that obtained by the oracle with a single transcoding operation, while the oracle obtained the optimal solution at the cost of performing 48 transcoding operations (all the combinations of parameters). The proposed adaptation solution requires few computational resources to achieve good quality, which makes it appealing for MMS video adaptation. In cases where a strict maximum video file size must be met, such as in MMS, the system can dynamically adjust the quantization or frame rate while performing transcoding to satisfy such size limit (since the resolution can't change). The models help deciding which adjustments yield the best quality. In Table X , we can also observe the impact of our file size model on estimation. We performed another series of tests where we assumed that the file size was known (we still estimate the quality, but use the file size from the oracle). This is indicated as the Known size model in Table X . The results show a significant reduction in error. We conclude that our file size estimation model is responsible for more than half the errors. In a real system, this error could be reduced by adjusting the QP from frame to frame. Nevertheless, it is crucial to achieve the best compromise between resolution, quantization, and frame rate initially, since resolution and frame rate are typically not changed once they are set.
V. APPLICATION TO VIDEO ON DEMAND
The proposed models and methods can be applied to transcoding for video on demand services such as YouTube and Netflix. For instance, Netflix is preparing 120 different versions of each movie to deal with the various devices' requirements [27] . Selecting the version with the best visual quality satisfying a device's constraints is very challenging. The difference between this problem and the one of MMS is that instead of dealing with video clips, we deal with video segments with specific duration (e.g. several groups of pictures). Since most decoders will not support changing the resolution dynamically, frame rate and quantization step size can be modified for each segment to maximize the visual quality while satisfying a desired bit rate. We first convert the file size estimation model (see Eq. (6)) to a constant bit rate estimation model as follows: (7) where is the estimated video bit rate and is the function that returns the bitrate of the video segment as a function of . Eq. (7) results of the fact that for constant bit rate, In a video transcoding context, only the original video properties are known and therefore only is known, which represents the largest bit rate. The bitrate estimation model parameters are the same as in Eq. (6).
To achieve our goal, we first need to find the best initial resolution, frame rate and quantization step size parameters using the proposed approach, then keep the resolution constant and use the visual quality and bit rate estimation models to find the best adjustments of frame rate and quantization for each video segment to meet the bitrate constraint while maximizing the visual quality. The parameters may change for each video segment as in the case of real-time video streams transmitted over the Internet or over mobile network where the bitrate constraints might change with time. When some parameters are modified dynamically and a motion-conscious model is considered, the motion features (mean motion vector, standard deviation, mean value of the largest 25% of the motion vectors, etc.) can be determined over a window of several frames.
VI. APPLICABILITY OF THE MODELS
Although the proposed models have been developed for H.264 compression, they can be applied, at least in part, in the context of other compression standards such as MPEG-2, H.263 and HEVC (after possibly modifying some parameters of Table V) . For instance, the visual quality models do not depend on the compression standard for resolution and frame rate (but they may to some extent for quantization step size). The models will also need to be readjusted and validated if larger resolutions than 4CIF are considered. The file size model needs to be validated and adapted as required for other compression standards. Finally, the proposed models may be applied to other applications where video clips or video streams are transcoded.
It is important not to confuse the proposed visual quality estimation models with the visual quality assessment (VQA) methods (that are abundant in the literature). The notion of visual quality estimation is used in the literature in the context of no reference VQA where no information related to the original content is known and therefore the visual fidelity needs to be estimated. But our goal is not to assess the quality of videos after they have been transcoded using various resolution, frame rate and quantization step size parameters. We rather want to estimate the visual quality without having to perform any transcoding operation. This allows us to determine, with very light computations, the best combination of parameters to use for the actual transcoding operation that we will then perform. Therefore our estimation is different from the one used in the context of no reference VQA. Actually, we can't compare our models with the abundant work on VQA presented in the literature. We could have only compared our models with the ones presented in the introduction. But since they are incomplete or have to be tuned for every video, we do not believe that the comparison would have been fair.
Finally, further validation of the models is required in future work. Indeed, the New York University's Polytechnic Institute video database [16] [17] that contained MOS scores for the various video modifications we needed (resolution, quantization step size, and frame rate) only contained 10 videos clips that had to be used for both training and validation. A richer database will need to be developed.
VII. CONCLUSION
In this paper, we have proposed two new visual quality models for video that take into account resolution, quantization, and frame rate. The first is generic and the second takes into account video motion information. Not only are the proposed models accurate, but the parameters are fixed and do not need to be adapted to the characteristics of the videos. We have also proposed a new video file size prediction model. With these models, we present a complete video adaptation system that estimates the optimal combination of the three parameters, and we have shown that they yield quality close to that of the oracle in a single transcoding operation. The proposed method, with its near optimality and very light computations, is promising for use for MMS and video on demand transcoding.
