Self-organized and distributed control methods are increasingly important as they allow multi-agent systems to scale more readily than centralized control techniques. Furthermore, these methods increase system robustness and flexibility. In the online multi-object k-coverage domain studied here, a collective of autonomous agents must dynamically form sub-teams to accomplish two concurrent tasks: target discovery and coverage. Once a target is discovered, the collective of agents must create a sub-team of k-agents to cover the target. The work presented here introduces a novel, entropy-based task selection technique that incorporates signal suppression behaviors found in bee colonies. We test the technique in the online multi-object k-coverage domain while exploring three team properties: heterogeneity, team size, and sensor ranges, and their impact on multi-task accomplishment. Results show that signal suppression helps avoid over-provisioning of team resources to individual targets, dynamically creating sub-teams that simultaneously accomplish target discovery and coverage tasks.
Introduction
Computational systems composed of several independent subsystems often rely on central coordination to achieve shared goals. However, as the size of the system increases, centralized controllers become overwhelmed by increasing complexity, resulting in the need for decentralized control approaches. This becomes even more challenging when different tasks need to be tackled concurrently to achieve an overall goal. In order to meet this challenge, this work presents a novel self-organizing approach using an entropy-maximization task selection technique that incorporates signal suppression behaviors found in bee colonies. The technique enables autonomous agents to dynamically select and form teams to tackle different but complementary tasks. These teams are formed exploiting local knowledge gained from on-board sensors and information shared among nearby agents. At the same time, the suppression signal limits information sharing to a specific number of agent required to accomplish the task.
The authors test the technique in a version of the online multi-object k-coverage problem (Esterle and Lewis, 2017) .
In this domain, all agents can sense targets within their respective sensing range. If an agent has a target within its sensing range, it may elect to follow it, once followed, the target is considered covered. Together, the collective of agents aims to maximize the number of targets covered by k agents.
The chosen domain presents several challenges. One, the set of targets is not fixed and may change over time. This means targets can arise or disappear at any moment, creating the need for agent robustness and flexibility. Two, agents do not know the number or locations of targets within the global environment, constraining agent knowledge. Three, both targets and agents are not static, moving freely through the environment, challenging the agent collective to continuously find and cover targets.
This problem gives rise to an interesting agent dilemma: should an agent follow a target in order to maximize the number of agents covering it or continue to search through the space in order to increase the probability of detecting new targets. We aim to overcome this dilemma by introducing multiple teams for different purposes. First, we divide the agents into two teams where the first team's emphasis is on target discovery while the second team focuses on coverage of those targets. Second, the covering agents dynamically team up to ensure each target is provisioned with k agents. The relation between the team sizes and the amount of targets and its effect on the overall team performance is previously unexplored. Therefore, this work also studies the impact of three team and agent properties: heterogeneity, team size, and sensor ranges, on team performance in accomplishing target detection and coverage goals.
Specifically we are interested in the following three research questions:
1. Can an entropy-maximization technique, aided by bee colony based signal suppression, be used to inform a collective autonomous decision making process, where agents decide whether to cover a target or continue searching for other targets? Furthermore, what is the effect of such an approach on dynamic team formation and selection?
2. Is a homogeneous team of tracking agents, employed with target detection and coverage, more effective than heterogeneous teams composed of tracking and observer agents each tasked with different goals, i.e. detection and coverage of targets over time?
3. What is the impact of the communication and sensing ranges of individual robots on the achieved rates of detection and k-n coverage when employing homogeneous and heterogeneous teams?
The remainder of this paper is structured as follows. First we give an overview of related work and the state-of-theart. Afterwards, we discuss the problem in detail and our methodology. Thereafter, we present and discuss the results and outcomes of our experiments. We finish the paper with a summary and an outlook on future work.
Related Work
This work investigates the potential benefits of team work through the lens of heterogeneous and homogeneous teams engaged in a two-dimensional, k-n coverage domain. The methodology presented here tests three team properties: an entropy-based agent decision function, group size, and sensor ranges, and their impact on goal accomplishment.
The k-coverage problem combines the Cooperative Multirobot Observation of Multiple Moving Targets (CMOMMT) problem introduced by Parker and Emmons (1997) and the k-coverage problem associated with sensor networks proposed by Huang and Tseng (2005) . The problem's main premise is for a population of agents to discover random targets in space and assign k agents to them, where k is a predetermined number of agents. Researchers have used various methods to try and solve the k-coverage problem. For example, Werger and Matarić (2001) assigned weights to each target based on the number of robots and targets in the environment, and agents would broadcast their eligibility to engage the target to allow for team coordination. However, these assignments occurred with a priori knowledge which is not realistic in real-world environments.
To overcome this limitation, Jung and Sukhatme (2006) proposed enabling robots to calculate target weights at runtime which allowed robots, who shared this information with the collective, to distribute themselves accordingly through the search space. Kolling and Carpin (2007) allowed agents to request help from others to create longer loiter times for agents over assigned targets. They also added a signaling feature where agents could request help in covering targets as they appeared.
In a similar manner, bee colonies use direct signaling to marshal help from other bees. As foragers return to the colony, they recruit other bees to help collect resources via vigorous waggle dances (Rajasekhar et al., 2017) . In engineered systems, Tolba et al. (2016) 's agents used signaling to gather underwater search vessels towards a discov-ered sunken target, while agents in Beard et al. (2002) used signaling to coordinate flight plans and rendezvous points. Similarly, in a search and rescue domain, robots in Jennings et al.'s (1997) experiments used signaling to ask others for help in accomplishing their tasks. Signaling in both natural and engineered systems serves as a coordination medium over which information, such as target locations and agent capabilities, are shared. In this work, agent signaling is used to inform, i.e. share target locations, as well as to influence other agent behaviors, akin to bees suppressing the waggle dances of other bees (Lakhtakia and Martín-Palma (2013) ). Theraulaz et al. (1998) suggested that individual agents should both be able to autonomously select teams, as well as switch teams when necessary. Lewis et al. (2015) showed that team performance can be increased if individual agents change behaviors based on the current system state. Although Groß et al. (2008) argued against agent specialization, and showed that teams could accomplish goals without it, many natural systems do evolve specialized agents. Wilson (1979) theorized that environmental pressures created the conditions for the emergence of specialized castes in ant colonies. It is logical to assume that such specialization serves the needs of the ant colony in a manner that is worth the energy required to create different types of ants in the same colony. This work tests the effectiveness of heterogeneous teams, i.e. teams with specialized agents, and homogeneous teams, i.e. teams without specialized agents. Agent behaviors rely on both agent suppression signals as well as an entropy-based decision process.
Using entropy to guide agent decisions is a relatively recent approach in multi-agent systems. Agents in Parunak and Brueckner (2001) , Wissner-Gross and Freer (2013), and Mann and Garnett (2017) , used entropy calculations to guide immediate agent decisions. Each showed that some measure of system entropy could enable dynamic agent coordination and team building. King and Peterson (2018) used entropy maximization to guide target selection in an Unmanned Aerial Vehicle (UAV) search domain. Similar to this work, simulated UAVs searched a 2D space for moving targets. UAVs would swarm to detected targets within sensor range; however, the UAVs were not held to specific k-n coverage demands. Instead, agents evenly divided themselves among available targets by polling local neighbors and selecting the target that resulted in the highest increase in local entropy. As even task coverage is inadequate for the k-n coverage problem in this work, a suppression signal -a behavior inspired by bee colonies -was incorporated into the agent decision process.
The suppression behavior creates a dynamic decentralized-control mechanism to prevent overprovisioning. Unlike previous works, such as Hefeeda and Bagheri (2007) , Fusco and Gupta (2009) , and Liu et al. (2013) , both agents and targets move through the space. As targets randomly appear, and disappear, a priori based approaches, e.g. Elhoseny et al. (2018) , cannot be used, as agent teams must adapt at run-time to detected targets. The environmental dynamics requires teams to self-organize into sub-teams to be able to meet both goals of k-n coverage and target detection. Dynamic team self-organization can be accomplished by specialized agents, or encoded behavior responses to local phenomena.
The methodology presented here extends previous work by incorporating entropy-maximization and agent signaling suppression techniques to create a decentralized-control mechanism. This mechanism allows dynamic team, and sub-team, formation in response to current environmental conditions. Additionally, it explores the potential benefits of specialized teams in a dynamic, k-coverage domain.
Problem Statement
At its core, this is a k-assignment problem coupled with resource constraints. Agents must position themselves in the environment to effectively detect a large number of targets whose appearance, time and position, are unknown a priori. Furthermore, once agents detect targets, they must meet agent-target distribution (i.e. k-n coverage) requirements while still positioning themselves to find, and cover, any additional targets that may appear.
Formally, given a set of targets, O t = {o 1 , o 2 , ..., o n }, at time t and a set of agents embodied in mobile robots, R = {r 1 , r 2 , ..., r m }, agents must discover and provide a k-n coverage of targets who appear with a probability of ρ = 0.60 and duration of λ = [500, IN F ). The point, l i (t) = (x i , y i ), represents an agent's or target's location in 2D space at time t. All agents and targets move through the 2D space at a set velocity, v i (t), and heading, ω i (t) with all agents being assigned a random initial heading at t 0 . Agents have a sensing range σ and may communicate within a set range χ.
Two types of target discovery and tracking agents exist: trackers and observers. Tracker agents can discover and track, i.e. cover, detected targets within sensor range, or those shared by observer agents. Observer agents can only discover targets. Once a target is discovered, Observer agents broadcast the location of the target to all agents within range. Tracker agents add the target to their target lists, and then decide whether to cover the target or not. Tracker agents never broadcast the location of any discovered targets to their neighbors.
We consider that an agent detects targets when they are within the sensing range of the robot, i.e. for a distance d ij between a target i and an agent j and d ij < σ j . Further,
indicates that a target i has been detected by at least one robot. Agents are unaware of the total number of targets in the environment. They are only aware of targets within their sensor range, or those shared by observer agents. The first goal of the set of agents is to maximize the number of detected targets in the environment:
The second goal of our agents is to maximize the number of targets being covered by k agents:
We consider a target i covered cov ij = 1 by a robot j if the agent decides to follow the target and kcov i = 1 if m j=1 cov ij = k or 0, otherwise.
Entropy-based Team Self-organization
Our proposed approach aims to enable agents to achieve two goals: detect targets as they appear and provide k-n coverage of detected targets. Agents create k-n coverage of targets through entropy-maximization and signaling. When a target is detected, agents poll all agents within their communication range to create an agent-centric distribution of agents to targets. Using Shannon's entropy equation (Equation 3) (Shannon, 1948) , agents select the target that creates the highest entropy value for their neighborhood.
Specifically, in Equation 3, p i is calculated by dividing the number of known agents currently assigned to target i by the total number of agents within sensor range. Each agent adds itself to the number of agents assigned to both the target and population for each known target, resulting in a local entropy score for that target. The agent then selects the target that produces the highest resultant entropy score, i.e. maximizes its local entropy score.
The shortfall with this method is agents will create a uniform distribution across known targets which, for k-n coverage problems, is insufficient. To overcome this, agents already engaged in a target with maximized coverage send suppression signals to other agents within their communication range. When an agent receives a suppression signal, it drops that target from its detected list, allowing it to either engage other known targets, or continue to search for undiscovered ones.
Tracker, observer and target agents possess different update rules that follow Reynold's flocking method (Reynolds (1987) ) with respect to separation and goal seeking behaviors. Tracker agents update their position by moving towards any detected targets, g i (t), while avoiding other tracking and observer agents, sep i (t) (4). Observer and target agents update their positions similarly, only adding the separation vector, sep i (t), to their update rule (5). Resultant vectors were capped by a max movement value of 0.688 pixels per time step. The behavior of an agent a i at time t i can be described as:
Each agent autonomously updates their internal heading vector, ω i (t), with respect to its desired heading, α i (t), capped by a max steering force of 0.05 at each time-step.
Experiment
Experiments ran a mixed number of trackers, , and observers, [0-15], through 1,000 simulations of 5,000 time steps a piece. Teams without observers, i.e. observers = 0, were considered homogeneous. Heterogeneous teams were composed of any number of tracker and observer agents where the number of observers was greater than zero. Both tracker and observer agents were allowed to move freely about a 1,000 by 1,000 pixel grid. Tracker sensor and communication ranges were initialized at 50 pixel intervals [100, 200] with observer sensor ranges spanning 50 pixel intervals . Up to two targets from a ten target pool were randomly selected and placed into the environment every 500 time steps. Targets freely floated through the grid guided solely by one avoidance rule: keep a 25 pixel distance between it and any other object. All agents and targets were bounded by the grid. Initial positions for all agents and targets were randomly assigned. We uploaded a video, showing a single experimental run 1 . See Table 1 for control and independent variables. 
Results
Figures 1 and 2 show the average detection and coverage rates achieved by n tracker and m observer teams across all sensor ranges. Results indicate that the entropy maximization with signal suppression method creates dynamic teams capable of high target detection and coverage rates. Specifically, the method leads to dynamic, self-organization of sub-teams capable of providing the desired k-n coverage rates (i.e. k = 3 in this case). Furthermore, it becomes clear that the suppression signal used in our approach, prevents over-provisioning targets with more than k agents. However, distinct differences in team behaviors appear as the number of observers increases across all sensor ranges. Results show a positive correlation between heterogeneous teams, i.e. those composed of specialized observer and tracker agents, and k-n coverage rates. However, as the number of observer agents increase in these teams, the detection rate immediately decreases. As more observer agents are added, a slow, positive increase in detection occurs, but never reaches the success of homogeneous teams in the space.
Although this result may be surprising, a closer inspection of heterogeneous team behavior explains the disparity. As observer agents locate targets and propagate target locations to tracker agents within sensor range, tracker agents begin clumping together. Information sharing ends up creating dense pockets of tracker agents pursuing targets in the same vicinity. The tracker agent sensor and communication range limitations cause a delay in suppression behaviors. The delay ends up altering the course of multiple tracker agents, resulting in multi-agent sensor overlap, decreasing the sensor range of the entire population. However, these pockets do result in higher coverage rates as more agents reside in an area to cover discovered targets. Homogeneous teams, not sharing new target information, spread out across the grid, increasing the rate of task detection. Furthermore, signal suppression occurs immediately as sensor and communication ranges are equal for all agents, which avoids agent clumping. Homogeneous teams, however, do have the lowest coverage (i.e. saturation) rates, which makes sense given their population density is lower across the entire domain. The authors conclude that these behaviors create a trade-off between homogeneous and heterogeneous teams in the k-n domain.
From Figure 1 , it is clear that heterogeneous teams do not approach the detection rates of homogeneous teams even when outnumbering homogeneous teams by a margin of 5:1. Coverage rates are a little more difficult to generalize as some heterogeneous teams peak with teams that contain 10 observers, while others, require less (e.g. teams with 15 tracking agents), or more (e.g. teams with 10 tracking agents). However, all experience a positive increase in coverage rates as the population size of observers increases. Notably, target coverage rates do approach the desired k = 3 rate. Theoretically, a pure 3:1 rate would require 30 tracker agents to cover 10 tasks; however, the results indicate that the desired 3:1 rate can be accomplished with fewer tracker agents. This shows that both the introduction of observer agents and entropy-based, dynamic team formation can reduce the number of tracker agents required to cover certain regions. Table 2 presents the top three performing teams for detection and coverage tasks across all sensor ranges. Overall, homogeneous teams make up 47% of the highest performing detection teams with a 74.47% average detection rate compared to heterogeneous teams that achieved a 72.16% detection rate. This result again highlights the difficulty het- erogeneous teams have in balancing detection rates with required coverage costs. For coverage rates, heterogeneous teams comprise 94% of the top performing teams with an average 3.00 saturation rate, with teams of 25 tracking agents, with 10 to 15 observer agents, making up the majority of the top performers. These results further solidify the argument that heterogeneous teams, i.e. teams with specialized agents, can create a benefit to the entire population with respect to task completion. In our next set of results, we used Boneabau's Fixed Threshold Model (FTM) (Bonabeau et al., 1999 ) (Equation 7) to create a correlation coefficient for detection and saturation rates. 
Normally, agents use the FTM to decide which task to engage. It is used here for its mathematical properties to yield a correlation value along the interval, (0,1]. The stimulus parameter, s i , represents the team detection rate with parameter, θ i , representing the normalized team k-n coverage Sensor Range
( 2 0 0 , 2 0 0 ) ( 2 0 0 , 2 5 0 ) ( 2 0 0 , 3 0 0 ) ( 2 0 0 , 3 5 0 ) ( 1 5 0 , 3 5 0 ) Figure 3 , a heterogeneous team of 5 tracking agents and 5 observer agents with sensor ranges set to 150 and 200 pixels respectively provides an almost perfect balance (correlation = 0.500) of detection and coverage. These plots also provide insight on teams that excel at either target detection or coverage. Again from Figure 3 , a team of 5 tracking agents and 20 observer agents with sensor ranges of 100 and 300 provides the best coverage rate, while a homogeneous team of 5 tracking agents with a sensor range of 150 provides the best detection rate.
A closer inspection of these correlation plots yields some interesting behaviors with respect to the difference in sensor ranges in heterogeneous teams. As far as detection rates, there is a general increase in detection rates as the difference between tracker and observer sensor ranges grows. Although this increased detection rate never exceeded the detection rates of the homogeneous teams, one could hypothesize that the detection rates of heterogeneous teams would eventually match, and possibly exceed, the homogeneous teams. Coverage rate results were more difficult to decipher.
In the 5 and 10 tracker team scenarios (Figure 3 and 4) , correlation measures do not show any sensor range patterns other than a chaotic, oscillatory nature. However, starting at 15 tracker teams ( Figure 5 ), a couple of heterogeneous ( 1 0 0 , 2 0 0 ) ( 1 0 0 , 2 5 0 ) ( 1 0 0 , 3 0 0 ) ( 1 0 0 , 3 5 0 ) ( 1 5 0 , 2 0 0 ) ( 1 5 0 , 2 5 0 ) ( 1 5 0 , 3 0 0 ) ( 2 0 0 , 2 0 0 ) ( 2 0 0 , 2 5 0 ) ( 2 0 0 , 3 0 0 ) ( 2 0 0 , 3 5 0 ) ( 1 5 0 , 3 5 0 ) teams begin showing more stable behavior. In the 15 tracker team scenario, both the homogeneous 15 tracker team and the heterogeneous 15 tracker, 5 observer agent team exhibit small oscillatory behaviors but the highs and lows remain numerically close, i.e. fairly stable. Similarly, in the the 20 and 25 tracker team scenarios ( Figures 6 and 7) both 20:5, 25:5, 20:15, and 25:15 heterogeneous teams exhibit the same, mostly stable, behavior across all sensor ranges. It is possible that larger teams are less affected by the differences in sensor ranges between tracker and observation agents, yielding more stable dynamics and behaviors, lending further validity to the conclusion that specialized teams are better than non-specialized ones in multi-task domains. 
Discussion
The experimental results showed that homogeneous and heterogeneous teams excel in different tasks. Homogeneous teams were able to discover more targets on average than heterogeneous teams. In fact, almost all homogeneous teams experienced a decline in detection rates when observer agents were added to the team. Heterogeneous teams dominated the coverage task. The majority of top performing teams with the coverage task goal (k = 3) were heterogeneous with a mix of 25 tracking agents and 10 to 15 observer agents. These results indicate a trade-off between target discovery and coverage for heterogeneous teams.
As discussed earlier, heterogeneous teams create dense pockets of tracking agents, reducing the effective sensor range of the team in 2D space. However, these pockets lead to better saturation rates over time as more tracking agents are able to move towards a newly discovered target. Additionally, as the agents are in closer proximity to one another, suppression signals keep coverage teams to the desired kn ratios, in turn minimizing the wast of resources per target. As no clear team compositions dominated any others, we cannot conclusively state which teams would fare better in certain sensor range combinations, although we can conclude that heterogeneous robot teams outperform homogeneous teams in target coverage.
Results clearly show that agents using a local entropy maximization technique, coupled with a signal suppression strategy, produces robotic teams capable of high target detection and k-n coverage rates. Entropy-maximization based techniques lead to even agent distributions, showing that the signal suppression strategy is pivotal for the technique to reach the desired k-n coverage ratios. Other techniques, such as agent auctioning, would have to be tested against the entropy-maximization technique before one can draw any clear conclusions on effectiveness. Additionally, these future tests would need to track and compare the number of messages passed between agents to establish whether the technique is more efficient.
The impact of communication and sensing ranges of individual robots on the achieved detection and saturation rates appears mixed. All of the heterogeneous teams exhibited oscillatory behaviors with no apparent correlation to sensor range differences between tracker and observation agents. Although, at larger team populations, some heterogeneous teams showed less variability in their correlation values, meaning the amplitude of their oscillations were smaller. The authors can only conclude that sensor ranges increases are positively correlated to the accomplishment of both target detection and coverage. However, no correlations were found in the differences between tracker and observer agent sensor ranges.
Conclusion
The methodology presented here showed that agent specialization provided benefits only in the accomplishment of desired k-n coverage tasks. Homogeneous teams were able to outperform heterogeneous teams in detecting more targets. However, as the number of agents in the heterogeneous team grew, they closed the detection rate gap. These results indicate that a possible ratio of tracker to observer agents could exist in which heterogeneous teams are able to exceed homogeneous team accomplishment scores in both tasks.
Furthermore, experiments showed the validity of entropybased agent decision functions. Entropy-maximization coupled with suppression signals created the conditions for the emergence of tracker agent sub-teams capable of both detecting targets and providing k-n coverage. Interestingly, teams using the entropy technique were able to meet the desired k-n coverage percentage (i.e. k = 3) without requiring the theoretical population to achieve the 3:1, agent to task ratio, showing a possible resource efficiency. Future work could start by comparing different selforganization algorithms and techniques with respect to not only task detection and coverage, but also the number of communication messages required for coordination. Other work could compare and contrast centralized versus decentralized techniques in a similar manner. Finally, alternative autonomous agent decision functions could be created and tested.
