Abstract-This paper is concerned with the distributed control and stabilization problems for linear discrete-time large scale systems with imposed constraints. The main contributions of this paper are: Firstly, by using the maximum principle (necessary condition) for the finite horizon optimal control developed in this paper, the optimal distributed controller is thus derived, which can be easily calculated; Secondly, by defining the Lyapunov function with the optimal cost function, we show that the systems with imposed constraints can be stabilized by the optimal distributed controller for the infinite horizon case. The main techniques adopted in this paper are the maximum principle and the solution to the forward and backward difference equations (FBDE), which are the basis in solving distributed control and stabilization problems for linear systems with constraints.
I. INTRODUCTION
With the rapid development of science and technology, large scale systems can be used to describe many kinds of physical systems, such as power networks, economic systems, urban traffic systems, and sensor networks [1] - [3] . The study of the large scale systems is challenging on the controller design and system analysis. For large scale systems, the traditional centralized control strategy is not applicable, which is due to the lack of centralized information, on the other hand, the computational burden grows higher with the increase of the system dimensionality [4] - [7] . Instead, distributed control strategy is an attractive technology in handing the control problems for large scale systems, [8] - [11] . Distributed control strategy can decompose large-scale systems to local subsystems for which the local controller are designed to regulate the systems.
The study on distributed control problems have attracted many researchers' interest since the last century. There are many techniques to design a distributed control, such as modified LQR control, distributed optimal control and market-based control, see [2] , [12] - [15] . While for large-scale systems, the information exchange between the subsystems and the the controller is usually described as various constraints. Particularly, sparsity constraints and delay constraints between subsystems are most considered, [1] , [5] , [16] - [18] . The complexity of such problems have been illustrated in previous literatures. In some special cases, such as the systems has a compatible sparsity pattern [5] , or the constraints are imposed on the closed-loop behavior [12] . However, for the cases mentioned above, it has been shown that most of these types of distributed controllers are qualitatively different from the corresponding centralized controllers, and have been proved to be NP-hard problems [6] , [11] .
Recently, a control structure is put forward, motivated by the coordinated control of networks of wind turbines [8] , [9] . The authors studied a homogeneous group of autonomous agents with a global linear constraint on their average behavior. The constraints are imposed on an virtual 'average' agent, and such kind of formulation is motivated by certain control tasks arising in wind power plants, which has great practical significance [8] . Both [8] and [9] investigated the continuous-time case. It should be pointed out that the formulation investigated in this paper can be viewed as the discrete version of low-rank coordination problem. However, this paper differs from [8] , [9] in the following aspects: 1) The stabilization and optimal distributed control of the infinite horizon will be investigated in this paper, and the necessary and sufficient stabilization conditions will be explored; 2) In this paper, we will study the discrete-time case; 3) The adopted methods in this paper are maximum principle and the solution to the FBDE, which are different from [8] , [9] and are more intuitive; 4) Our methods have high scalability, and can be easily extended to systems with time delay and random disturbances.
As far as we know, the distributed control and stabilization problems for large scale systems with constraints have not been fully solved yet, especially the optimal distributed controller design and the stability conditions haven't been developed [8] , [9] . However, we overcome the obstacle for the considered problem in this paper. This paper provides a thorough solution to the discrete-time distributed control and stabilization problems with low-rank coordination. First, the maximum principle (necessary condition) of the optimal controller will be developed for the first time, and the system of the FBDE will be obtained. The maximum principle will serve as the basis in solving the distributed control and stabilization problems under consideration. Next by decoupling the FBDE, the optimal distributed controller for the finite horizon case will be derived and the relationship between the costate and the state (solution to the FBDE) will be obtained. Finally, under mild conditions, we will investigate the control and stabilization problems for the infinite horizon case, and the necessary and sufficient stabilization conditions will be developed. We will show the stabilizing controller also minimizes the associated infinite horizon cost function.
Our presentation is organized as follows. In section II, we give the problem formulation and the finite horizon distributed control problem will be solved. In section III, we present and discuss the optimal control of infinite horizon case, and the necessary and sufficient stabilizing conditions will be explored. A numerical example is given in Section IV to show the effectiveness of the main results; Finally, this paper is concluded in Section V.
The following notations will be used throughout this paper: Notations: R n×m means the set of n × m real matrices, R n indicates the n-dimensional Euclidean space, superscript ′ denotes the transpose of a matrix; Real matrix A > 0(≥ 0) means A is positive definite (positive semi-definite); T r(Y ) significants the trace of matrix Y , and I n means the n × n identity matrix.
II. OPTIMAL CONTROL OF FINITE HORIZON CASE

A. Problem Formulation
Consider the following discrete-time system:
where x i k ∈ R n is the state of the i-th subsystem, u i k ∈ R m is the corresponding control input, and A ∈ R n×n , B ∈ R n×m are the given system matrices. Denote the 'average' state and 'average' control as follows,
where µ i ∈ R represents the weighting factor for the i-th system. It can be easily derived from (1) that
Associated with the i-th subsystem (1), the cost function J i N is introduced as:
where Q ∈ R n×n and R ∈ R m×m are symmetric weighting matrices.
In this section, we consider the following imposed constraint on the 'average' state:ū
whereF k are given gain matrix for k = 0, · · · , N .
The main problem to be solved in this section can be formulated as:
subject to: [8] , [9] , we will develop the maximum principle for Problem 1 and solve the associated FBDE.
B. Solution to Problem 1
To develop the maximum principle (necessary condition) of minimizing J N in (6), we define the Hamiltonian function as below:
where p i k denotes the costate for i = 1, · · · , v + 1. Then the following lemma (maximum principle) is introduced, which serves as the basic tool in this paper. 
The costate p i k obeys the following iteration (adjoint equation):
The proof can be found in [19] , which is omitted here. (10) is backward, (1) and (10) are called the system of FBDE. In the following, by decoupling the system of FBDE and using (9) , the optimal distributed control will be obtained.
Remark 2. The system dynamics (1) is forward, and the adjoint equation
To guarantee the significance of Problem 1, we make the following standard assumption throughout this paper, see [20] .
The main results of this section can be concluded in the following theorem. 
where the gain matrices K k andK k satisfy
and P k obeys the following Riccati difference equations:
with final condition P N +1 = 0. In this case, the relationship between the costate p i k and x i k+1 ,x k+1 (solution to the FBDE) can be described as:
whereP k satisfies the following relationship:
with final conditionP N +1 = 0.
The optimal cost function is calculated as:
where P 0 ,P 0 can be derived from (14) and (17) .
Proof. We will show this theorem by using the induction methods. Firstly, with k = N , by taking the weighting sum on both sides of (9), we have
Noting the constraintū N =F NxN and p
Since P N +1 =P N +1 = 0, then (20) indicates (16) 
i.e., (11) has been obtained for k = N . Then following from (10) with k = N , there holds
where P N +1 =P N +1 = 0 has been used above, and P N ,P N obey (14) , (17), respectively. Therefore, (11)- (17) are verified for k = N .
To complete the induction, we assume (11)- (17) are true for k = l + 1, · · · , N . i.e., for k = l + 1, · · · , N , we assume
• The optimal distributed control u i k satisfies (11) (14) and (17) hold. Next we will show they are also true for k = l. In fact, from (10), p i l can be calculated as:
where (11), (14) and (17) have been used for k = l + 1. Taking the weighted summation on (9) for k = l, there holds
The constraint (5) reads thatū l =F lxl , then (24) indicates that
Thus (23) and (25) yield that (15)- (16) are true for k = l. In what follows, from (9), by using (23) and (25) we have
where K l ,K l are given by (12) and (13) . Then (11) is verified for k = l. Therefore, (11)- (17) are true for k = l, this completes the induction methods, and (11)- (17) can be developed for any
Finally, we will calculate the optimal cost function. For simplicity, we denote
It can be verified from (27) that
Noting the fact that
Then, combining (27)-(29) yields that
where K k ,K k are as in (12), (13) . Taking summation on both sides of (30) from 0 to N and noting P N +1 =P N +1 = 0, we have
On the other hand, from (14) we know
where K k satisfies (12) . Again by using the induction method, (32) implies that P k ≥ 0 for k ≥ 0, then R + B ′ P k+1 B > 0 can be easily obtained.
Next, there holds from (32) that
Therefore, the optimal cost function can be given from (31) as (33), and the optimal controller is as (11) . This ends the proof.
Corollary 1. If the distributed controller is chosen to be
where P 0 +P 0 can be obtained from the following Lyapunov equation:
and P k ,P k obey (14) , (17), respectively.
Proof. The results can be easily verified, and thus the proof is omitted here.
Remark 3. For the i-th individual system (1), the optimal controller u
where K k satisfies (12) , and the minimizing cost function J i, * N is presented as
and P 0 can be derived from Riccati equation (14) . This is actually the discrete-time standard LQ control problem, see [19] , [20] . 
Remark 4. It is noted from (34) and (37) that for any initial state
x i 0 , there must hold (x 0 i ) ′ P 0 x 0 i = J i, * N ≤J i N = (x i 0 ) ′ (P 0 +P 0 )x i 0 , ⇒ P 0 ≤ P 0 +P 0 ,(38)
III. STABILIZATION AND CONTROL OF INFINITE HORIZON CASE
A. Problem Formulation
Associated with system (1), the corresponding cost function of the infinite horizon is introduced as:
For the given matrixF , the constraint on the 'average' statē x k for the infinite horizon case can be described as
In this section, we will consider the stabilization and control problems for system (1) and (39). The problem under consideration in this section can be described as follows. Moreover, to handle the stabilization problem, the standard assumption is made in this section:
Before we present the main conclusion, we will develop some useful lemmas as below.
Lemma 2. Under Assumptions 1 and 2, there exists
Proof. As stated in Remark 4, P 0 (N ) +P 0 (N ) ≥ P 0 (N ) for any N , then we only need to show there exists N 0 such that
Otherwise, for arbitrary N , there always exists nonzero x ∈ R n such that x ′ P 0 (N )x = 0. From Remark 3, by letting the initial state be x defined above, we can obtain
By using Assumption 1 we know Q ≥ 0 and R > 0, then (41) indicates that u i k = 0, and Cx
Next by using the observable of (A, C) as in Assumption 2, we can conclude that x 0 = x = 0, which contradicts with the nonzero of x defined above. This completes the proof.
Lemma 3. Under Assumptions 1 and 2, suppose the system (1) is stabilizable, then the following coupled AREs have solution P,P satisfying P +P ≥ P > 0:
Proof. Firstly, the monotonically increasing of P 0 (N ) and P 0 (N ) +P 0 (N ) with respect to N will be shown as below. In fact, recall from Remark 3 and Corollary 1, the following two situations are considered:
1) From Remark 3 we know that the minimizing J i, * N can be presented as:
k and using Corollary 1, it can be obtained,
It can be implied from (46) that
Next we will prove the boundedness of P 0 (N ) and P 0 (N )+ P 0 (N ).
In fact, since system (1) is stabilizable for i = 1, · · · , v, from Definition 2 we know that there exists constant matrix L such that u Furthermore, by using (2), (40) and the results of references [21] , [22] , we can conclude
For constant matrices L,L, there exists constant λ satisfying:
Thus, by using Schwarz inequality, from (47) we know the following relationship holds
From (32) and Remark 4, we have P 0 (N ) ≥ 0,P 0 (N ) ≥ 0, then P 0 (N ) and P 0 (N ) +P 0 (N ) are bounded.
Recall that both P 0 (N ) and P 0 (N ) +P 0 (N ) are increasing with N , thus P 0 (N ) and P 0 (N ) +P 0 (N ) are convergent with N , i.e., there exists P andP satisfying
Finally, by using Lemma 2 and relationship (49), the positive definiteness of P and P +P can be obtained immediately. This completes the proof.
B. Solution to Problem 2
In the following theorem, we will explore the necessary and sufficient stabilization conditions for system (1).
Theorem 2. Suppose Assumptions 1 and 2 hold, then the following assertions are equivalent:
1) The system (1) is stabilizable; 2) A + BF is stable;
3) The coupled AREs (43)-(44) have unique positive definite solution (P +P ≥ P > 0).
In this case, the stabilizing controller is given by
where K,K are as:
Moreover, the stabilizing controller (50) also minimizes the cost function (39), and the minimizing J * can be presented as:
Proof. Firstly, we will show the equivalence of 1) and 2). Actually, if the system (1) is stabilizable, i.e., lim k→∞ x (2), we know the stabilization of x i k is equivalent to the stabilization ofx k .
On the other hand, combining (2) with (40) yieldsx k+1 = (A + BF )x k , which indicates that the stabilization ofx k is equivalent to the stable of A+BF . Therefore, the equivalence of 1) and 2) has been shown.
Next, we will prove "1) ⇔ 3)". '3) ⇒ 1)': Under Assumptions 1-2, suppose the AREs (43)-(44) admit unique positive definite solution with P +P ≥ P > 0, we will show that system (1) can be stabilized with controller (50).
Firstly, we define the following Lyapunov function as follows,
Similar to the derivation of (28)-(30), we can obtain
On the other hand, since P > 0 andP ≥ 0, we know that
Since the coefficient matrices A, B are time-invariant, then via a time-shift of m and taking summation on both sides of (54), there holds
where the convergence of V (k, x k ) has been inserted. Furthermore, from Theorem 1 we know that
SinceP 0 (N ) ≥ 0, then (56) indicates that
By using Lemma 2 the stabilization of system (1) can be derived, i.e., lim m→+∞ x i m = 0. Finally, we will show the stabilizing controller (50) minimizes the cost function (39).
In fact, taking summation on both sides of (54) from 0 to N , and taking limitation of N → +∞, we have
where lim N →+∞ V (N, x N ) = 0 has been inserted. Thus (39) yields
Since R > 0 in Assumption 1 and P > 0 (i.e., R+B ′ P B > 0), thus obviously from (58) we know that the stabilizing controller (50) minimizes the cost function (39), and the minimizing cost function is given by (52).
'1) ⇒ 3)': Under Assumptions 1-2, if system (1) is stabilizable, we will show the coupled AREs (43)-(44) have unique positive definite solution P,P satisfying P +P ≥ P > 0.
From Lemma 3, we know that AREs (43)-(44) have positive definite solution such that P +P ≥ P > 0, what remains to show is the uniqueness of P andP .
In fact, if there exist another S,S (S+S ≥ S > 0) satisfying
1) Similar to Remark 3, for any x i 0 , we know that the minimizing J i, * can be presented as:
Thus P = S can be derived from (61).
2) On the other hand, similar to Corollary 1, with u 
Therefore, we can conclude P +P = S +S. The uniqueness of P,P has been proven. The proof is complete. [8] , [9] . IV. NUMERICAL EXAMPLES In this section, the numerical example will be provided to illustrate the correctness of the main results in this paper.
We consider 5 subsystems (i.e., v = 5), and the stabilizaiton property will be studied as below.
For system (1) , (3) Since the condition P +P ≥ P > 0 is satisfied, from Theorem 2 we know the system (1) can be stabilized with the distributed controller (50). Then the gain matrices K,K in (51) can be calculated as: 
Moreover, we denote the initial state for the subsystems as: As expected, the state of subsystems converges to 0 with the designed stabilizing controller (63).
V. CONCLUSIONS In this paper, we have studied the discrete-time distributed control and stabilization problems for large scale systems with constraints. By developing the maximum principle and decoupling the associated system of the FBDE, we have obtained the optimal distributed controller, and the computation of the distributed controller is independent of the numbers of the subsystems. For infinite horizon case, we have derived the necessary and sufficient stabilization conditions for the first time. For future research, we will extend our work to stochastic systems and systems with delay constraints.
