This article describes the design and evaluation of AIBOStory -a novel, remote interactive story telling system that allows users to create and share common stories through an integrated, autonomous robot companion acting as a social mediator between two remotely located people. The behaviour of the robot was inspired by dog behaviour, including a simple computational memory model. AIBOStory has been designed to work alongside online video communication software and aims to enrich remote communication experiences over the internet. An initial pilot study evaluated the proposed system' s use and acceptance by the users. Five pairs of participants were exposed to the system, with the robot acting as a social mediator, and the results suggested an overall positive acceptance response. The main study involved long-term interactions of 20 participants using AIBOStory in order to study their preferences between two modes: using the game enhanced with an autonomous robot and a non-robot mode which did not use the robot. Instruments used in this study include multiple questionnaires from different communication sessions, demographic forms and logged data from the robots and the system. The data was analysed using quantitative and qualitative techniques to measure user preference and human-robot interaction. The statistical analysis suggests user preferences towards the robot mode.
Introduction
Nowadays, researchers are investigating robots for home use, carrying out different types of tasks such as helping the users with physical tasks or offering interactive entertaining services. As technology improves, robots will advance, making them able to communicate with the users in a more social manner and perform even more complicated tasks. In the European LIREC project 1 (Living with Robots and Interactive Companions) a collaboration of 10 EU partners aims to develop a new generation of interactive and emotionally intelligent companions able to establish and maintain long-term relationships with humans. The project takes a multi-disciplinary approach towards investigating methods to allow robotic companions to perceive, remember and react to people in order to enhance the companion' s awareness of sociability in domestic environments. At the University of Hertfordshire we are mainly involved in the human-robot interaction aspects of the project. Our research group investigates the role of robots in everyday tasks in domestic environments. Here, the robots function as a cognitive prosthetic (i.e. reminds a user and provide useful information) or they provide physical assistance (e.g. carry heavy objects). A third key scenario study in LIREC aims at developing autonomous robots as social mediators. This scenario involves a remote communication situation between two distant users who wish to utilise their robot companions to enhance their communication and interaction experience with each other over the internet. This scenario was derived from the need of 1 www.lirec.eu communication between people who are separated from their relatives and friends due to work commitments or other personal obligations. Even for people that live close by, communication mediated by modern technologies has become widespread. However, even with the use of video communication, they are still missing an important medium of interaction that has received much less attention over the past years, which is touch [1] . Increasingly, researchers have been studying how touch could be transferred over digital communication channels to enhance the users' experience and provide a more enjoyable interaction. The sense of touch directly relates to the skin which plays a major role in early human development since it is the first sensory organ to be developed [2] . Domestic robots, such as the SONY AIBO 2 entertainment robot can be utilised as social mediators in distant communication, especially in scenarios that involve collaborative tasks [3] . Additionally, the presence of intelligent and interactive domestic robots in humanhuman remote communication can enhance the user experience during remote interaction [4] . In the context of remote communication and especially in our research, we define enhancement of user experience as the increase of social cues, tactile interactions and enjoyable communication exhibited by the users. However, although these previous studies have shown positive results in regards to communication enhancement, we also identified that task-oriented and competitive tasks are more difficult to achieve with robots and sometimes can cause frustration to the users. For that reason, we developed a novel computer application based on a distributed storytelling construction software program named "AIBOStory" to support human-human remote communication in less competitive and more socially oriented contexts, and to provide the technical framework to facilitate this particular use of robots. This work is based on our previous experiments conducted with AIBO robots and computer games with the goal of socially 'connecting' the distant users using the robots as social mediators [3, 4] . Unlike our previous work with the AIBOcom system, which focussed on collaborative but competitive game scenarios, AIBOStory aims to provide a more socially engaging and less competitive context in the shape of a collaborative story-creation system, augmented by two AIBO ERS7 robots from SONY. This specific robot choice was made because of their compact design, small pet-like appearance and positive acceptability by users [5] . The AIBOStory communication platform offers a dynamic graphical interface that allows users to share a story by selecting different story elements to construct a story. At the same time, an autonomous AIBO robot companion reacts according to the context of the story dynamically and autonomously. The user interface, which is embedded in a tablet PC, is designed to offer a variety of sound and visual effects according to the current active context of the story. The AIBO robots (one with each user) are integrated with the system and execute dog-like behaviours (cf. [6, 7] ) based on the selected story elements. These dog-like behaviours have been chosen carefully to avoid possible negative effects towards attitude and trust [8] , and moreover to obtain positive results from the physical contact between the robots and the users [9] . Vitally, each robot is an autonomous system with its own set of behaviours, sensing abilities and internal variables ("needs", cf. [10, 11] ) and the user is expected to interact with the AIBO like a real pet in order to regulate these dynamic changes. Moreover, the interaction with the AIBOs can trigger a variety of autonomous behaviours that will affect and contribute to the story. The human-robot interaction was implemented bearing in mind both robot and human perspectives for robot "sociability" (cf. [12, 13] ). We hypothesise that the AIBO robot will help to maintain and enrich users' distant relationships [14] . Initially, we conducted a pilot study, consisting of five pairs of participants in order to evaluate users' acceptance of the proposed system and its use prior to the main, long-term study. The main long-term study was conducted with 20 participants to analyse their preferences in both the robot mode and the non-robot mode. During the experiments we collected data including multiple questionnaires from different sessions, demographic forms and logged data from the robots and the system. The paper is organised as follows. Related research studies that focus on Human-Robot Interaction (HRI) and human-robot engagement are discussed in section 2. Section 3 presents the key research questions and expectations. Section 4 introduces the AIBOStory system and section 5 describes the experimental setup. Section 6 presents experimental and statistical results. Section 7 discusses and analyses the results. Lastly this paper ends with the Conclusion which includes an analysis of the results of the experiment and ideas for future research and development of AIBOStory.
Related Research
There are multiple research areas that AIBOStory draws from, such as human-robot interaction, touch-based interfaces and narrative systems. This section presents related research from the perspectives of the aforementioned areas. Mediating communication by utilising research prototypes of specifically developed hardware is an important topic in telepresence research as touch and teleoperated gestures can enhance interaction between humans and robots, even when robots are located away from their operators. "MeBot" is a small wheeled telepresence robot that consists of moveable hands controlled by a remote operator, capable of performing gestures and movements. Expression of human non-verbal behaviours was evaluated using the MeBot which was able to remotely convey face-to-face interactions [15] . MeBot is also equipped with a small-sized screen replacing the robot' s head which is used to display the remote user' s face. A comparative study has shown that users preferred the MeBot communication over a static robot as it lacks movement and the ability to express behaviour. Results also suggested that the MeBot embodiment was more enjoyable and engaging to the users than the static version and concluded that the option of remote expressiveness contributed to a noticeably better communication between the users. "GestureMan" uses the same principle as MeBot but with less complicated hardware [16] . GestureMan is based on a Pioneer robot and was mainly developed to perform the remote operator' s instructions with the help of a camera on top of the robot' s base. The head is equipped with tilt abilities and a laser pointer to express and capture human behaviour. The remote operator used a joystick and a video camera to control the robot from a distance. This study has shown that a remotely controlled robot similar to GestureMan' s design has the ability to perform the actions of the remote instructor.
Another project that focuses on enhancing parent-to-child communication is the "Huggable" [17] from MIT. The Huggable consists of a semi-autonomous robot and a special web interface that remotely controls the robot. As the robot runs in a semi-autonomous mode, it is capable of reacting to external stimuli caused by the users. A possible usage for such a system could be cases where a parent is away and he or she could use the web interface to connect to the robot bear and use it to read a story to their child. Moreover, researchers developed a small pet-like robot that mimics human-animal interaction through touch in order to evaluate the importance of touch in humanrobot communication [18] . The robot is comprised of a purring mechanism, a warming element, a breathing mechanism and a main body. It interacts with the environment mainly through touch and its emotional state is solely based on this interaction. Although this research does not transfer touch to remote locations, the proposed system emphasises the importance of touch in human-robot interaction.
However, little has been done on utilising autonomous robots which are commercially available (e.g. Sony AIBO, NAO 3 , PLEO 4 ) in order to provide the same effect to the users, which is the key approach of this article. Additionally, AIBOStory focuses on distributed story writing between the users, which is based on the concept of emergent narrative (unscripted narrative [19] ). Narrative is a presentation of a story where the story remains the same but the presentation might vary each time the story is told [20] . Emergent narrative has much potential to enhance the distant communication, entertainment games and role-play and also to impact on the design of these systems [21] . Furthermore, emergent narrative can help with the story construction in order to make it more enjoyable and understandable to the users as it can contribute to events based on what the story needs. An example of an algorithm that supports the emergent narrative approach is the late commitment process [22] that allows virtual characters to choose the story material intelligently based on the development of the story and giving them more flexibility in their reasoning processes [23] .
In addition to narrative projects and architectures, role playing-based games allow distant users to collaborate in order to achieve a common task in accordance to the game rules. Tychsen, Hitchens, Brolund and Kavakli proposed the concept of Game Master (GM) which is a set of functions for these games [24] . It consists of several functions like the narrative flow within the game which provide dynamic feedback to the players and keep the narrative flowing. Also, it is responsible for enforcing the game rules and ensuring that all the players are aware of them. In addition, GM should keep the players engaged in the game by introducing multiple challenges for them and also facilitate the communication among the players. Lastly, it is responsible for creating the virtual world and filling it with virtual elements required for the game. GM encourages the players to form storytelling in games more dynamically and enjoyable as the provided environment is more tailored and reactive to the specific players. Further to the remote communication enhancement projects, researchers have also developed systems to improve child engagement in long distance communication with the help of their grandparents. "Family Story Play" allows the grandparents to read books with their grandchildren over the internet [25] . The system consists of a paper book, a video conferencing device, a sensor-enhanced frame and a video with the character called Elmo from the "Sesame Street Muppet" TV series. The results of their study indicated an increase in the quality of interaction between the children and their grandparents along with improved child engagement in long-distance communication. Similarly, researchers proposed a novel concept for child-to-child communication with the use of toys to control the user interface instead of a direct control from the children [26] . The system consists of an enhanced dolls' house on each child' s side along with a user interface and manipulable toys. Children use their imagination and play with the system' s components and share their experiences over play. The results of this study indicate that the manipulable and toy-perspective elements can help the remote interaction and enhance games between the children. The above mentioned research motivated our research to develop a system for enhancing remote human-human collaborative story-telling using an autonomous robot as a social mediator.
Research Questions
Since our main goal was to conduct a long term study and identify implications of participants' exposure to the robot and the system, initially we performed a pilot study in order to evaluate and receive feedback on the system' s design and interface with a small number of users (10 participants) and used a questionnaire based on the Unified Theory of Acceptance and Use of Technology (UTAUT) [27] . Our main research question for the pilot study was: Will users accept remote, narrative and robot-supported communication in the proposed system? Besides the acceptance of technology question, we also wanted to identify whether the participants found the system, including the tablet computers, comfortable to use. We expected participants to be very comfortable during their communication with the tablet computers because they could focus better on their objective (communication and robot interaction) without handling separate input/output devices used for desktop computers. In the main, long-term study we wanted to address the following research questions: 1) Would users overall enjoy the AIBO robot in repeated communication over several sessions using AIBOStory? 2) Would users enjoy the robot' s behaviours integrated into the AIBOStory system compared with not using any robot? We anticipated that participants would find the robot mode more enjoyable than the non-robot mode and thus would prefer it for their communication. An interactive medium such as the AIBO could offer a new experience to the participants and allow them to explore the robot it collaboratively with the help of the proposed system. Finally, we anticipated that participants would enjoy the human-robot interaction that the AIBO robot offers as part of their communication. Moreover, since the AIBO was directly linked with the story elements, it was important to us that participants would enjoy the system integrated with the AIBO as an entity rather than AIBO as a separate autonomous device detached from the system. AIBOStory ( Figure 1 ) is a graphical remote communication system that allows two or more users to collaboratively create and share stories from a distance ( Figure 2 ) along with traditional video conferencing software (e.g. Skype 5 ) which handles the voice and video communication. It consists of a GUI (graphical user interface), a local server ( Figure 3 ) and a connection library that handles the synchronisation with the robot. With this software, users are able to share stories and interact with each other with the help of their robots. The GUI supports both desktop computers and tablet PCs and it adjusts the interface to the provided resolution. Users share a common user interface and contribute to a story by taking turns. The interface offers a fixed amount of pre-written elements (bottom of Figure 2 ) that are grouped into 3 categories: 'AIBO related', 'Scene related' and 'Location related'. Apart from the fixed elements, the users can also type in their own sentences and use them in the story (custom story elements). Every chosen element is automatically placed in a row on the screen, which creates a sequence for the story. Additionally, after each user selection, the system provides a list of linking words to select a matching sentence for the forthcoming element of remote user.
System description
AIBOStory is a very expandable platform as it supports multiple story schemes that could be easily imported using a folder that contains various background images and ambient sounds, sound effects and other elements.
The server application runs on every machine and connects with the rest of the available servers and creates a Peer-to-Peer network. It also handles the communication between the interfaces and stores various information such as log files and memory data. The server also han- Non-robot mode: In this mode users interact only with the computer devices and they neither see nor use the AIBO robots. The starting sentence of the story 'One day me and my dog...' instructed the participants to compose a real or a fictional story related that the main character of the story -a real or imaginary dog. Depending on the group from which users select the elements (AIBO, Scene or Location related), each category is assigned a different function (Figure 2 -Bottom). Some of the AIBO elements are linked with sounds that both local and remote users can hear immediately after the selection, e.g. barking sounds. Additionally, users can select the customised story element where they can write their own sentence and publish it in the story ( Figure 2 -Bottom left -Purple element). Similarly to the AIBO elements, a linked sound effect might play back depending on the keywords the user types in. The scene related elements produce sounds related to the environment such as wind or sea. Finally, the location related elements allow the users to select a new location for their story such as forest, beach etc. which changes the background image of the story. Every location is linked with a unique background picture and ambient sounds. Furthermore, every location lists and offers different elements to the users that are directly related to the location such as 'swimming element' in the 'Scene related' group when beach location is selected (see Table 1 for element functionalities). Next to the category buttons, a label informs the users about their current chosen location while on the right side another label reminds them about their turn. Interface features that are specific to the robot' s behaviour (e.g. the energy and mood progression bars and the balloon type list of suggestions) are not visible in the non-robot communication mode. Robot mode: This mode is similar to the non-robot mode but with the addition of an AIBO robot given to both users who remotely communicate via AIBOStory. The AIBOs are placed next to the users while they are sitting comfortably on short 'bean bag' type chairs in order to be closer to the floor where the AIBOs move freely. We programmed each AIBO to run in a 'pet-like' autonomous mode and over time they got 'bored' or 'tired' in order to mimic real dog behaviour which is familiar to most people. It is due to the fact that each AIBO has two internal variables named 'boredom' and 'tiredness' which get affected by time and the user' s touch, trying to mimic the behaviour of a typical pet. These variables are shown to the user within the interface by utilizing two progression bars that change colour according to the state of the variable (e.g. red when close to 0 and blue when in the medium range). Each AIBO has three pressure sensors on its body; one on the back, one on the head and a simple on/off sensor on each paw. During the communication, both users have to interact with their AIBO by petting it on the sensors which in turn, influences the internal variables. When the internal variables reach a certain threshold, both AIBOs execute a predefined behaviour and at the same time they select a related AIBO element which is linked with the actively triggered behaviour. The 'automatic' element selection prevents the user from selecting their preferred element in which case they would lose their turn. Therefore, users are encouraged to provide attention to their AIBO in order to keep its internal variables balanced and prevent it from unwanted frequent and unexpected contributions to the story which might cause frustration to the user. In this mode, every time a user selects an AIBO element from the list, both local and remote AIBOs execute the particular behaviour and, depending on the duration and the type of the behaviour, the internal variables are being affected accordingly (Table 2) . In this table, each behaviour is assigned different energy and mood values that affect the AIBOs' internal states accordingly. A behaviour lasts for a specific amount of time (Duration field in Table 2 ) and every two seconds the Energy and Mood internal states increase or decrease according to the predefined values. The overall Energy and Mood effect is shown in the last two fields of the table (Total Energy and Total Mood) and is computed using the equation of seconds * Energy OR Mood divided by 2. Additionally, several of the 'Scene related' elements are linked with AIBO behaviours and they are called as soon as they are placed into the story (e.g. "It was getting colder" -AIBO executes the sadness behaviour). In the robot mode, the software captures the user' s choices and stores them into a memory file (unique for each user) using an activation-based selection algorithm based on the recency and repetition of events [28, 29] . The algorithm is based on the activation history of the previous sessions and the activation value is calculated based on a variant of the base-level activation model [30] .
In this formula, the letter n defines the number of memory activations, t j is the time since the j th activation and finally, d is used to define a custom decay parameter for the formula. For our experiment we used a d value of 80 as it produced the most usable memory results in our pilot trials. In every session, the server uses the memory file, based on the user ID, in order to utilise it and update it with new user choices (frequency, timestamps and location of each story element). From the user' s perspective, the robot' s memory is represented in the GUI as a suggestion list accompanied with a visual representation of AIBO ( Figure 2 ) -offering the user story elements which had been selected previously in the current location. The user can either select one of the suggested elements or ignore them and select something new. We implemented this memory feature in order to make the robot a more active participant in the game -in this case it can help the user to choose appropriate story elements based on the user' s interaction history with the system. The memory features also adds a life-like behaviour to the robot since its appearance and behaviour are chosen as dog-like, so it can be reasonably assumed that participants expect the robot to have some memory capabilities rather than being purely reactive. The memory feature along with the AIBO avatar is only available in the robot mode where the suggestions are being made.
Evaluation
In this section we describe the experiment setup along with the methods used to record and investigate participants' preference for the AIBO robot companion, interaction mode and their general experience with the proposed system. The study included a pilot study with 10 different participants in order to test and evaluate AIBOStory prior to the main, long term study involving 20 participants. 
Participants
For the pilot study we recruited 10 participants mainly from the University aged between 21 and 34 (mean 27.5) while for the main, long term study we recruited 20 participants aged between 21 and 42 (mean 26.15) from different disciplines. We grouped the participants randomly and the pairings remained constant throughout the 10 sessions. All of the participants were completely unfamiliar and unaware of the research and they were briefed about the research before the demo session.
Procedure and experiment setup

Pilot study
We performed a pilot study prior to the main study. We randomly selected 10 participants (different from the participants recruited for the main study) from the University and explained how the system works and demonstrated a simple communication test. Before the experiment participants completed demographic forms and they were given a short instructional printed manual for the system. The testing environment was exactly the same as in the main study along with the hardware and software setup. We allowed the participants to interact with each other using AIBOStory for approximately 12 -13 minutes each pair and immediately after the interaction we provided them with a short questionnaire. The questionnaire included open ended questions for general feedback and comments for improvements along with ratings regarding their experience with the system, the interface, their interaction with the robot, the tablet computers and their intentions for future use. 
Main study
For the main study, we grouped the participants (two groups of five pairs) equally for both the robot and non-robot modes in order to balance the transitional effect from one mode to another. Each pair participated in 10 sessions, each session on a different day to maximise the effect of the long-term interaction. The first of the two groups started the experiment with the non-AIBO mode and moved on to the AIBO mode experiment, each mode consisting of 5 sessions. The second group started the experiment with the AIBO mode and concluded with the no-AIBO mode. Participants' relationship statuses varied, some of the participants knew each other while others were complete strangers. Each participant completed a consent and demographic form prior to the experiment and was given a small presentation of the system and how it works. Although we instructed the participants to compose a story related to an imaginary dog, they had the freedom to explore the communication system and its functionalities and share their experiences with each other. The default first part of the story motivated and encouraged the participants to compose a story related to an imaginary dog by using the default elements in a different sequence or composed of their customised elements. In each session, participants sat comfortably on bean bags and in different rooms, each holding a tablet PC installed with AIBOStory and the necessary application for video communication ( Figure 4) . During the interactions, participants were using Skype in order to communicate, co-operate for the story composition and share their emotional state via the tablet' s camera e.g. smiles, enjoyment, frustration etc. We chose to use bean bags in order to make the participants feel more relaxed and furthermore to bring them closer to the floor level where AIBOs can operate and move safely without the risk of falling from a desk. Each session had a fixed duration of approximately 13 minutes. Participants were asked to complete a questionnaire after the 1 st and 5 th session of each mode. The questionnaires were the same for all sessions and interaction modes. At the end of the 10 th session, participants were asked to complete a final short questionnaire regarding their experience with the AIBO robot. During the sessions a video camera recorded the participants' behaviour and facial expressions along with their interaction with the AIBO. Additionally, AIBOStory captured and saved participants' stories and choices as log files on the tablet computers, for later analysis.
Methods
The AIBOStory main study collected a large amount of participants' input using different measures, including several questionnaires, logged files from the server and GUI, video data, demographic forms and robot logged data. Our previous AIBOcom study [31] extensively analysed human-robot and human-human log files and data and successfully identified suitable methods for extracting and analysing significant information relevant to the study. Therefore, we utilised these methods to identify significant differences between the two proposed modes by analysing participants' preferences from the sessions in one mode with the sessions in the other. In order to analyse the overall user preference we summed up the values from sessions 1 and 5 from both modes and compared these values together using parametric tests since we treated the values as intervals [32] . We treat the data as intervals because each question was accompanied by a visual analogue scale where the categories are equally spaced thus making the argument of treating the data as intervals even stronger. Furthermore, combining two Likert scales give us the advantage of having more scale values, which improves the reliability and the score distribution and enriches our concept of measuring the overall (from session 1 to session 5) preference between the two modes [33] . Apart from comparing the two modes, we also used the questionnaire data to analyse the human-robot experience during the interactions and the robot' s behaviours. Additionally, we investigated participants' preferences for the robot' s embedded 'memory/suggestions feature' that AIBOStory offered by comparing the differences between the first and the last sessions. Furthermore, we used the logged data from the AIBOs and the AIBOStory system to analyse the usage of the suggestions feature and to count the number of human to robot pettings that occurred during the AIBO mode. For this study, we did not analyse the verbal communication between the participants or the effect of the robots' presence in this channel however, this information was recorded via the camcorders and may be analysed in future. As part of the logged data, we also analysed the length of the written stories. In addition, the first author also read all the stories and kept notes of the extent to which they made 'sense' based on predefined rules that we decided to use for the story analysis. Disengagement of users from the game could create stories that did not make sense, i.e. stories where story elements might have been aligned randomly. The outcome for a 'meaningful' story was derived from the right usage of elements (no unexplained repetitions) and a logical continuation of a story. Narrative in communication can engage and enhance the interaction between two distant users if the story follows certain rules such as flow and logical sequence (order of events).
Results
In this section, we present questionnaire results and logged data derived from the story writing which reflect the usability of the system and participants' preferences regarding human-robot interaction, story content and length. Additionally, we present the demographic data from the pilot and main studies such as their age, gender, experience in computer games and robots and finally their average video communication usage. Section 6.1 presents results from the pilot study regarding the overall preference and system acceptance. Sections 6.2 -6.5 list results derived from our main long-term study along with the corresponding statistical analysis. The questionnaire results are based on Likert scales therefore values from 1 to 5 are used where 3 means neutral rating, 1 = negative and 5 positive. . It shows that generally participants liked the system and its features. They also felt comfortable with the tablet computers and found the system easy to use and interact with. Additionally, the pilot study informed us about the system design and possible flaws that we addressed later. Participants' comments revealed the necessity of bigger story element buttons and labels as well as the need of using various sound effects after each selected action. After the pilot study, we addressed these comments to improve usability and system performance. Figure 6 . Custom story elements usage over the total 10 sessions. One group of users started with the no-AIBO mode (S1-S5) and progressed to AIBO mode (S6-S10) after the 5th session while the other group started with the AIBO mode (S1-S5) and progressed to no-AIBO mode (S6-S10) after the 5th session. No-AIBO->AIBO group indicates the transition from the conventional mode to the robot mode while AIBO->no-AIBO reflects the opposite. Figure 6 displays the correlation between the two participant groups from session 1 to session 10 in regards to the usage of custom story elements. The first group utilised the AIBO first and then moved to the no-AIBO mode from sessions 6 to 10. The second group started without the AIBO and then moved to the AIBO mode. The values on the vertical axis correspond to the number of times a custom story element was used and a statistically significant correlation was found using the Pearson' s correlation with a value of 0.918 and a significance value of 0.0001. Figure 7 shows the participants' ratings regarding the difficulty of the system for both modes in sessions 1 and 5. Higher values indicate easier control and usage of the system. Statistical tests found no significant results between the two modes and sessions however, both ratings are above 4 on the Likert scale which indicates the system is easy to use and learn. Figure 8 represents the length of the written stories in bytes during the sessions on both modes. Generally, participants wrote longer stories in the AIBO mode than in the no-AIBO mode. Figure 9 shows the percentage of stories that made sense for both modes (percentage values derived from the calculation of the total number of stories for each session divided by the number of stories that made sense). A story makes sense when participants use related elements in a logical sequence and with a rational continuation in time. F-Test did not show any significant differences. Figure 11 shows the difference between the two modes for the participants' overall communication experience with clearly higher ratings for the AIBO mode than the no-AIBO mode. A statistical test supports this difference with a Cronbach' s Alpha value of 0.860 and a significance value of 0.002 from an F-Test. Figure 12 displays the participants' ratings in regards with their experience with the AIBO robots during sessions 1 and 5. Overall, the values are above 4 which indicate positive ratings. Similarly, Figure 13 shows the participants' judgement for AIBO collaboration in the system during Figure 14 shows a number of bars that correspond to the participants' ratings for the various behaviours that the AIBO robot executed during the communication. Generally, participants enjoyed the AIBO behaviours and ranked them with an average value of 4 compared to the negative ratings which scored 2 overall. The difference between the negative and positive ratings is significant with the following values: Figure 15 shows values derived from participant' s petting using the AIBO' s tactile sensors during the 5 sessions. Generally, participants kept petting (interacting with) the AIBO with similar frequency over the sessions but with a small fluctuation in the second session.
Pilot study
Acceptance questionnaire results
Main study
General story telling statistics
Interaction modes analysis
Human-robot interaction experience
Memory statistics
In Figure 16 sessions 1 and 5 display the 'suggestions feature/memory' ratings of the participants. The memory feature is an integral part of the AIBO' s behaviour. The first bar shows how easy to view and use was the suggestion and presents a significant increase from session 1 to 5 (Wilcoxon Result Z= −2.36, Sig. =0.018). The second bar shows a slight increase from session 1 to 5 with no significant differences and the third bar remains the same throughout the sessions. Figure 17 represents the participants' ratings for the 'suggestion feature' usefulness throughout the sessions. 25% of the participants found the feature useful in long term communication in the first session while a significantly higher percentage of 55% was found on the 5 th session (Wilcoxon Result Z= −2.236, Sig.=0.025). Figure 18 shows the number of times participants selected the suggested elements from the suggestion feature list during the communication for both participant groups. Generally, there is an increase over the sessions where both modes have been combined. 
Discussion
Pilot study
Acceptance Questionnaire analysis
The pilot study included a questionnaire at the end of each session which was based on the UTAUT model. Overall, participants rated the system above the Neutral point for all questions apart for the effectiveness on the communication. We did not expect our system to improve the effectiveness of the communication since our goal was to make it more enjoyable to the participants by adding more features which subsequently increases the complexity of the system. As expected, participants found the system enjoyable, easy to use and learn, they were comfortable using the tablet computers, enjoyed the sound effects, AIBO' s behaviours and the background pictures, and they found the system flexible during the interaction since they had the option to choose the robots for their communication. Moreover, participants agreed that they would use the system in the near future if it were available on the market at an affordable price. They commented that the system offered an enjoyable interactive medium for communication and the use of tablet computers was a good choice, however, sometimes they complained about the touch screen control responsiveness and effectiveness during the communication. Figure 6 shows the average values of custom story elements usage from the participants over the 5 sessions for both AIBO and no-AIBO modes. It is evident that both groups follow the same trend over the 5 sessions. The variation in average overall values between the two groups potentially derives from the different cultural and educational background between the participants. A Pearson' s correlation shows the significant relation among the groups as presented in Figure 6 . The more they exploit and familiarise themselves with the system, the more they tend to choose alternative story elements. Consequently, when the participants change their interaction mode on the 6 th session they lose their familiarity with the system and they focus more on exploring the new features rather than composing custom story elements. An example of a written story in the robot mode can be seen below: 
Main study
General statistics
"
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Another interesting observation concerns the number of custom elements used in the sessions as one group of users constantly selected more elements than the other mainly due to their familiarisation with the system or with each other. This correlation has to be examined further in future work as significant correlations based on demographic data require a large number of participants and a variety of relationship statuses. Figure 7 reflects the participants' ratings regarding how difficult the system was in both modes. No significant difference was found between the two modes. The bars in Figure 6 show that participants found it easier to control the system on the last session for both modes as they progressively became more familiar with AIBOStory. Figure 8 shows the length of the written stories, measured by using the size of each logged file in bytes. In AIBO mode, participants were introduced to AIBO robots which made them share more information by utilizing the story elements more frequently. Furthermore, since the AIBO was executing most of the elements, participants were urged to explore the robot' s behaviours by selecting and trying various elements. Participants' desire to explore robots' functionalities is supported from the results in Figure 9 where the written stories in AIBO mode in session 1 did not form a logical representation. However, as participants proceeded through the sessions and got more familiar with the robot, they started to use AIBOStory and AIBO in a more communicative way which made the stories more meaningful. On the other hand, even though participants became familiar with the robots after the first two sessions, still the average number of meaningful stories in no-AIBO mode was higher than in AIBO mode. This may have been caused by the robot' s autonomous behaviours which were executed automatically as a result to affect the story, but they may have also distracted the participants from the tablet computers. However, although autonomous behaviours affected the story' s meaningfulness, it should be noted that overall, participants enjoyed the robot' s autonomy and its interventions as they rated this mode higher than the non-robot mode in terms of communication experience. Figure 10 represents the median values for the communication and interaction preference between the two modes. The results indicate a small difference in the preference towards AIBO mode which is supported from a Cronbach' s Alpha test with a value of 0.780; however, an F-Test did not show a significant difference. This result contradicts our expectations regarding users' preference between the modes as we believe that the robot' s novelty and its automatically generated behaviours affected the traditional means of communication that the users are already familiar with. However, Figure 11 shows the difference between the two modes for the participants' overall communication experience with clearly higher ratings for AIBO mode than the no-AIBO mode. The 'overall communication experience' question relates to all the features that AIBOStory had, including the AIBO robots with their embedded 'suggestions feature', in contrast with the 'communication and interaction preference' question. A statistical test supports this difference with a Cronbach' s Alpha value of 0.860 and a significance value of 0.002 from an F-Test. We suggest that participants preferred the AIBO mode because the AIBO robots made the communication more enjoyable, as commented in the questionnaire' s 'open text' sections. Participants wrote 38 times that the AIBO was 'fun', 23 times that it was 'enjoyable', and 17 times that it was 'interesting'. This study included a limited number of participants (10 pairs); therefore, correlations within a pair of people who interacted with each other were nonsignificant and will be explored in future studies with a larger sample size. Additionally, verbal communication between the participants has not been evaluated at this stage. Figure 12 shows the median values of participants' ratings regarding their experience with the robots for session 1 and 5. Participants rated the interaction with 4 which indicates they enjoyed the AIBO' s behaviours during the communication. In the 5th session, participants rated the interaction higher than in the 1st session mainly because they learnt how to interpret and use the AIBO behaviours along with AIBOStory. Similarly, participants positively rated the system for the AIBO collaboration with the game (Figure 13 ). From session 1 until session 5 the ratings remained unchanged with small insignificant fluctuations. The results above suggest a positive human-robot interaction during the communication through the modes. Moreover, participants ranked the AIBO' s behaviours positively throughout the sessions whilst ranking negatively the opposite questionnaire items. In the questionnaire, we gave participants two opposite categories ( Figure 14 ) and let them choose a level of satisfaction or dissatisfaction. Results from the AIBO logged data regarding the participant petting also suggest that participants kept interacting with the robots during the sessions with a similar rate.
Analysis of interaction modes
Human-Robot interaction experience
Analysis of memory suggestion feature
The AIBO robots participated in the story-creation process via an integrated memory-based 'suggestion feature'. This feature can help participants creating a story by offering a short list of previously chosen elements. The 'suggestions feature' will present a list to the user which reminds the participant of his previous choices based on the current AIBOStory location. The 'suggestions feature' thus reflects the user' s interaction history with AIBOStory. The user will either choose one of the items on the list or choose a new element that is not on the list. Figure 16 shows the participants' ratings regarding the suggestion feature which is grouped into 3 categories: Easy to view and use, Good reminder for story and Amount of information (quantity). Since the suggestion feature is based on the number of interactions, after every session the list gets longer. Comparing results for significant differences from the 1st session with the 5th session shows that participants found the feature quite easy and useful in the 1st session (mean 3.75) however, in the 5th session they rated it with a mean value of 4.5 which shows a significance increase (Sig.=0.018). Initially, participants found this feature complicated to use because of the small screen and resolution of the tablet computer which affected the visibility of the feature. Nevertheless, as participants proceeded through the sessions, they learned how to take advantage of the suggestions more easily and utilised this feature increasingly as seen in Figure 18 . The questionnaire result is supported from the AIBOStory log files that captured the number of times of custom story elements' usage as shown in Figure 4 . Moreover, 25% of the participants found the 'suggestions feature' useful for long term communication and interaction in the 1st session and significantly more participants (55%) found it useful in the 5th session (Figure 17) . Overall, based on the significant results taken from the questionnaire data as shown above regarding the interaction mode preference, participants overall preferred the AIBO mode in the long term use of the AIBOStory system. Furthermore, positive results from the logged data and the questionnaires regarding system adaptation to the user (i.e. AIBO memory and 'suggestion feature') suggest that in the long term communication participants found the 'suggestions feature' increasingly useful over the sessions in their interactions. However, the memory feature requires long-term interactions and a large pool of participants which was not covered in this study; therefore, results are not supported by significance tests to the degree we anticipated. On the other hand, these observations highlight the importance of memory in long-term human-robot interaction. Such features should thus be carefully considered and designed accordingly in future implementations.
Conclusions
The main goal of this study was to analyse two interaction modes during a remote human-human communication experiment between two users while they were constructing a shared story through a computer device. Due to the novelty of the system, the purpose of the study was to collect baseline data on how people use the system and to identify how the robot could potentially add to the interaction experience. The proposed system included a mode with an AIBO robot mediating communication and story construction (AIBO mode) and a mode without a robot (no-AIBO mode). In the robot mode users had to interact with the AIBOs in order to 'satisfy' the robots' internal states and at the same time, the robots physically expressed the content of the story with dog-like behaviour during the communication and story development. Moreover, in this particular mode, the exploratory AIBO 'suggestions feature' was exposed to the users in order to facilitate them with the choice of subsequent story elements and allow us to explore the importance of basic robot memory on human-robot and human-human interaction. We performed a pilot study in order to evaluate the acceptance of our system and some general feedback was received for further improvements. After the pilot study, we conducted the main, long term study with 20 participants who used the system for 10 consecutive sessions. Two groups of participants experienced both AIBO and no-AIBO modes in a counter-balanced experimental design. Participants completed various questionnaires in order to evaluate the human-robot interaction and the features of the system and analyse the two interaction modes. In general, participants preferred the AIBO mode over the no-AIBO mode and showed a positive attitude towards the robots' expressive behaviours. Additionally, although the memorybased 'suggestion feature' was not used or preferred as much as we had anticipated, results show an increasing usage rate over the sessions and we believe that users require time to familiarise themselves with such a feature. Based on our findings, AIBOStory could be improved for future use when utilising the robots as social mediators. We found that participants preferred the customised story elements after a prolonged use of our system which indicates the importance of additional elements or even an option to offer customised elements by combining multiple sub-elements together graphically. Additionally, participants expressed their preference towards the changes of environmental cues for different locations, highlighting the importance of different scenery. Our comparative study has indicated that participants enjoyed the communication with AIBO as a social mediator that autonomously contributed to the story, interaction and communication. Robots' behaviours enhanced the participants' perception of the story as AIBOs autonomously executed various behaviours in line with the story told. Furthermore, this study includes additional information from the video data such as verbal communication between the participants which needs to be explored and evaluated. Analysing verbal communication within a pair of users could identify their enjoyment state during the interaction and the effect of an autonomous robot' s presence in the scenario. Additionally, participants physically interacted with the AIBOs during the communication as was shown in the results from the petting analysis. Tangible interaction is an enhancing factor in the communication channel that increases users' interaction experience and perception. Furthermore, long-term interactive communication, especially with autonomous robots as social mediators, requires a form of adaptation in order to avoid user frustration and boredom with the platform. The memory feature of the communication platform helped the participants to construct their stories more efficiently during their interactions with each other and with the robots. However, although the memory feature had an increasing rate of usage over the sessions, we recognise that a more advanced and complicated implementation of such feature could have offered a better experience to the users and achieved a more efficient utilisation. Overall, questionnaire results before and after the study revealed the same preference and enjoyment rate towards robots during the communication. This finding from the long-term study reveals the importance of fully customisable graphical user interfaces and furthermore highlights the competency of the robot to adapt to the users' input.
The results of this study signify the role of a robot in remote communication for long-term interaction. Participants in our study generally reacted very positively to the novel system that they used to collaboratively create stories with another person. Further improvements may be achieved by using longer term human-robot interaction in order to familiarise users better with the system and the additional features that the robot adds to the existing audio-video communication channel. Ultimately, we hope the findings from this study will inform other researchers who aim to develop robots as social mediators, whether in a remote communication context, as addressed in this paper, or in other contexts such as therapy, rehabilitation or remote collaboration, or other contexts and application areas where robots may benefit people in discovering how they relate to each other and to technological artefacts.
