Span program is a linear-algebraic model of computation originally proposed for studying the complexity theory. Recently, it has become a useful tool for designing quantum algorithms. In this paper, we present a time-efficient span-program-based quantum algorithm for the following problem. Let T be an arbitrary tree. Given query access to the adjacency matrix of a graph G with n vertices, we need to determine whether G contains T as a subgraph, or G does not contain T as a minor, under the promise that one of these cases holds. We call this problem the subgraph/not-a-minor problem for T . We show that this problem can be solved by a bounded-error quantum algorithm with O(n) query complexity andÕ(n) time complexity. The query complexity is optimal, and the time complexity is tight up to polylog factors.
Introduction
Given two graphs G and P, it is natural to ask whether G contains P as a subgraph. This problem, known as the subgraph isomorphism problem, has numerous applications in cheminformatics [3] , circuit design [19] and software engineering [11] . If G and P are both given as input, this problem is NP-complete, and hence it is unlikely to be solvable in polynomial time. However, if P is fixed and only G is given as input, then this problem, usually called the P-containment problem, can be solved efficiently. Specifically, if P contains k vertices, then the P-containment problem can be solved in O n k classical time, where n is the number of vertices in G. In fact, by exploiting P's structure cleverly, we can usually do much better. For example, if P is a tree, then the P-containment problem can be solved in O(n 2 ) classical time [1] (assuming G is given by the n × n adjacency matrix).
Recently, there has been rising interest in developing fast quantum algorithms for the subgraph containment problem. In particular, the problem of triangle finding has received the most attention, perhaps due to its simplicity and its application to boolean matrix multiplication. Magniez, Santha and Szegedy [17] first gave two quantum algorithms for this problem, one based on Grover's search and the other based on quantum walks [2] . They achievedÕ n 13/10 quantum query complexity for this problem. Then, Belovs [5] used learning graphs to show that this problem has O n 35/27 quantum query complexity. Subsequently, this result was improved to O n 9/7 , first by Lee, Magniez and Santha [16] who used learning graphs, second by Jeffery, Kothari and Magniez who used nested quantum walks [12] .
There has also been work on quantum algorithms for detecting other patterns. Childs and Kothari [9] studied the quantum query complexity of detecting paths, claws, cycles and bipartite patterns, etc. Later, Belovs and Reichardt [8] showed that detecting paths and subdivided stars can be done in O(n) queries andÕ (n) time. Finally, there were also upper bounds on the quantum query complexity of detecting arbitrary patterns [15, 26, 12] . It is worth mentioning that most of the above algorithms are query-efficient but not time-efficient.
In this paper, we present a time-efficient quantum algorithm for the following variant of tree containment problem. Let T = (V T , E T ) be an arbitrary tree. Given query access to the adjacency matrix of a graph G with n vertices, we need to determine whether G contains T as a subgraph, or G does not contain T as a minor, under the promise that one of these cases holds. We call this problem the subgraph/not-a-minor problem for T . We show that this problem can be solved by a bounded-error quantum algorithm with O (n) query complexity andÕ (n) time complexity 1 . Formally, Theorem 1. Let T = (V T , E T ) be an arbitrary tree. Then the subgraph/not-a-minor problem for T can be solved by a bounded-error quantum algorithm with O(n) query complexity andÕ(n) time complexity.
Note that by a reduction from the unstructured search, one can show that the subgraph/not-aminor problem for any T has Ω (n) quantum query complexity (see Proposition 4 of [8] ). Thus, the query complexity of our algorithm is optimal, and its time complexity is tight up to polylog factors.
Our algorithm is developed based on span programs. Span program [14] is a linear-algebraic model of computation originally proposed for the study of complexity theory. Informally speaking, a span program is composed of a target vector and a collection of input vectors from an innerproduct space. It accepts an input if and only if the target vector lies in the span of the available input vectors on this input. Its complexity is captured by a measure called witness size. In a recent breakthrough, Reichardt [20, 21] proved that for any (partial) boolean function, the optimal witness size of span programs for this function is within a constant factor of the bounded-error quantum query complexity for the same function. His result leads to a novel approach to develop quantum algorithms based on span programs. To date, several quantum algorithms [4, 8, 10, 22, 24, 23] have been designed in this way. In fact, learning graphs are a special class of span programs, and hence the learning-graph-based algorithms [7, 6, 5, 16, 15, 26] can be also viewed as span-program-based. Nevertheless, most of these algorithms are only query-efficient but not time-efficient. The efficient evaluation of span programs and learning graphs can be challenging.
Our work is closely related to the span program for undirected st-connectivity [8] , which works as follows. In order to test whether s and t are connected in an undirected graph G = (V, E), we build a span program with target vector |s − |t and input vectors |u − |v for any u, v ∈ V . The input vector |u − |v is available if and only if (u, v) ∈ E. Then it is obvious that the target vector lies in the span of the available input vectors if and only if there is a path connecting s and t in G. In other words, the idea of this span program is that we try to run a single flow from s to t in G.
We utilize the span program for undirected st-connectivity in the task of tree detection as follows. Suppose T has root r and leaves f 1 , f 2 , . . . , f k . Then, in order to test whether G contains T as a subgraph, we verify that G contains k paths such that: (1) the j-th path resembles the path from r to f j in T ; (2) these k paths overlap in certain way so that their union looks like T . To accomplish this, we use a technique called "parallel flows". Namely, we run k flows in parallel such that the j-th flow corresponds to the path from r to f j , and we let these flows interfere somehow to ensure that they respect the correlations among the k paths. Algebraically, our span program is the "direct sum" of k span programs for undirected st-connectivity, but these k span-programs are also correlated somehow so that their solutions (i.e. the st-paths) overlap in certain way. This parallel-flow technique might be useful somewhere else (see Section 5) .
For analyzing the witness size of our span program, we prove a theorem (i.e. Claim 2) about the structure of graphs that do not contain a given tree as a minor, which might be of independent interest.
Preliminaries

Notation
Let [n] = {1, 2, . . . , n}. For any matrix A, let C (A) be the column space of A, and let Ref A be the reflection about C (A). Furthermore, let Ker (A) be the kernel of A.
For any tree T = (V T , E T ), let V T,i and V T,l be the set of internal nodes and leaves of T respectively. Also, let r be denote the root of T . For any x ∈ V T , let C(x) be the set of x's children, and let T x be the subtree of T rooted at x, and let V x T be the set of nodes in T x , and let V x T,i , V x T,l be the set of internal and leaf nodes in T x respectively. Furthermore, we will add two special nodes s and t, and set V s T,l = V t T,l = V T,l . Then, for any x, y ∈ V T ∪ {s,t}, let S x,y = V x T,l ∩ V y T,l . We say x, y ∈ V T ∪ {s,t} are adjacent (denoted by x ∼ y) if (x, y) ∈ E T or {x, y} = {s,t} or {x, y} = {s, r} or {x, y} = {t, f } for some f ∈ V T,l . Then for any x ∈ V T ∪ {s,t} and f ∈ V x T,l , let M(x, f ) = {y ∈ V T : x ∼ y, f ∈ S x,y }. It is easy to check that |M(x, f )| = 2.
For any graph G = (V G , E G ) and U ⊆ V G , let G| U (U, E G| U ) be the induced subgraph of G on the vertex set U. Namely, for any u, v ∈ U, (u, v) ∈ E G| U if and only if (u, v) ∈ E G .
Graph theory
For any two graphs G = (V G , E G ) and H = (V H , E H ), we say that H is a minor of G if H can be obtained from G by deleting and contracting edges of G, and removing isolated vertices. Here, contracting an edge (u, v) means replacing u and v by a new vertex and connecting this vertex to the original neighbors of u and v.
Suppose E is an arbitrary subset of E G . Then we use E(G) to denote the graph obtained by contracting the edges in E. Note that E(G) is well-defined, because the final graph is independent of the order of the edge contractions. Moreover, if the vertices v 1 , . . . , v k ∈ V G are combined together in E(G) (and no other vertex is combined with them), then we denote this new vertex as w {v 1 , . . . , v k } and we say that w contains v 1 , . . . , v k . Finally, for any u ∈ V G we say that u is involved in
Span program and quantum query complexity
Span program is a linear-algebraic model of computation defined as follows:
. |τ is called is the target vector, and each v j is called an input vector. For any j ∈ I f ree , we say that v j is a free input vector; for any j ∈ I i,b for some i ∈ [n] and b ∈ {0, 1}, we say that v j is labeled by (i, b).
To P corresponds a boolean function f P : {0, 1} n → {0, 1} defined as follows: for x = x 1 . . . x n ∈ {0, 1} n ,
Namely, on input x, only the v j 's with j ∈ I f ree ∪ (∪ n i=1 I i,x i ) are available, and f P (x) = 1 if and only if the target vector lies in the span of the available input vectors.
For convenience, we say that P accepts or rejects x if f P (x) = 1 or 0, respectively.
The complexity of a span program is measured by its witness size defined as follows:
Definition 2 (Witness size [20] ). Let 
The witness size of P on x, denoted by wsize(P , x), is defined as follows:
• If f P (x) = 1, then |τ ∈ C (A(Π(x))), so there exists |w ∈ R m satisfying AΠ(x) |w = |τ . Any such |w is a (positive) witness for x, and its size is defined as Π (x) |w 2 . Then wsize(P, x) is defined as the minimal size among all such witnesses.
• If f P (x) = 0, then |τ ∈ C (A(Π(x))), so there exists |w ∈ R d satisfying τ|w = 1 and Π(x)A † |w = 0. Any such |w is a (negative) witness for x, and its size is defined as A † |w 2 . Then wsize(P, x) is defined as the minimal size among all such witnesses.
For any D ⊆ {0, 1} n and b ∈ {0, 1}, let
Then the witness size of P over domain D is defined as
Surprisingly, for any (partial) boolean function, the optimal witness size of span programs for this function is within a constant factor of the bounded-error quantum query complexity for the same function: 
where the infimum is over span programs P that compute a function agreeing with f on D. Moreover, this infimum is achieved.
In particular, a span program with small witness size can be converted into a quantum algorithm with small query complexity: 
Span program for tree detection
In this section, we build a span program for the subgraph/not-a-minor problem for any tree. This span program has witness size O (n). Then it follows from Corollary 1 that this problem has O (n) quantum query complexity. Proof. Let G = (V G , E G ) be a graph with n vertices. We need to decide whether G contains T as a subgraph or G does not contain T as a minor, under the promise that one of the cases holds.
Color coding. We use the color coding technique from [1] . Namely, we map each vertex u ∈ V G to a uniformly random node c(u) ∈ V T , and the vertices of G are colored independently. Then, we discard all the "badly" colored edges, i.e. we remove any edge (u, v) ∈ E G such that (c(u), c(v)) ∈ E T . Let c : V G → V T be a random coloring, and let G c = (V G , E G c ) be the colored graph corresponding to c 2 .
We say that G c contains a correctly colored T -subgraph if if there is an injection ι : V T → V G such that: (1) c • ι is the identity, i.e. c(ι(a)) = a for any a ∈ V T ; (2) for any
We will construct a span program that accepts if G c contains a correctly colored T -subgraph, and rejects if G c does not contain T as a minor. Note that if G contains T as a subgraph, then this subgraph is colored correctly with probability at least |V T | −|V T | = Ω(1). So G c contains T as a subgraph with constant probability. On the other hand, if G does not contain T as a minor, then G c does not contain T as a minor either. Thus, evaluating our span program for a constant number of independent colorings would suffice to detect T with probability at least 2/3.
where u|v = δ u,v , for any u, v ∈ {s,t} ∪V G , and f |g = δ f ,g , for any f , g ∈ V T,l .
The target vector of P is
The input vectors of P include the following ones:
• For any u ∈ c −1 (r), there is a free input vector
• For any f ∈ V T,l and u ∈ c −1 ( f ), there is a free input vector
• For any x ∈ V T,i , y ∈ C(x), u ∈ c −1 (x) and v ∈ c −1 (y), there is an input vector
and this input vector is available if and only if (u, v) ∈ E G c . 2 Note that we can determine whether an edge is present in G c or not by querying the presence of this edge in G and using the information about c.
Here is a more compact way to describe these input vectors. We add two special vertices s and t to G c , and color s, t as themselves, i.e. c(s) = s and c(t) = t. Furthermore, we connect s to the vertices in c −1 (r), and connect t to the vertices in c −1 ( f ) for any f ∈ V T,l . Let G c be this modified graph. For any x ∈ V T ∪ {s,t}, we call c −1 (x) a block. Then G c contains only edges between adjacent blocks. Namely, c −1 (x) and c −1 (y) are adjacent if and only if x and y are adjacent, i.e. x ∼ y. Then, for any u, v in adjacent blocks, we have an input vector
and this input vector is available if and only if the edge (u, v) is present in G c .
An example. Let T be the complete 2-level binary tree, and let G be a 12-vertex graph shown in Fig.1 
Then, after removing the badly colored edges (such as (u 2 , u 8 )), the colored graph G c is shown in Fig.1 (c). Then the span program P is defined as follows:
• Free input vectors:
• Other input vectors:
-
-(|u i − u j ) ⊗ | f 2 for i ∈ {3, 4} and j ∈ {8, 9};
-(|u i − u j ) ⊗ | f 3 for i ∈ {5, 6} and j ∈ {10, 11};
Witness size. Next, we will show that our span program P indeed solves the subgraph/not-a-minor problem for T , and along the way we also obtain upper bounds on the positive and negative witness sizes of P . We will consider the positive and negative cases separately.
Positive case. Let us first consider the positive case, i.e. G c contains T as a subgraph.
Lemma 1.
Suppose G c contains T as a subgraph. Then P accepts G c . Moreover, the witness size of P on G c is O (1).
Proof. Suppose G c contains T as a subgraph. Then there exists an injection ι : V T → V G such that, for any a ∈ V T,i and b ∈ C(a), (ι(a), ι(b)) ∈ E G c and hence the input vector |(ι(a), ι(b)) is available. Thus, the target vector |τ can be written as
So P accepts G c . Furthermore, the witness size of P on G c is |E
For example, consider the T and G c in Fig.1 . G c contains T as a subgraph, and P accepts G c .
The solution is
This solution can be graphically represented by four "parallel" flows from s to t shown in For each edge used by the flows, the coefficient for the corresponding input vector is +1. The coefficient for any other input vectors is 0.
Negative case. Now let us consider the negative case, i.e. G c does not contain T as a minor. But first, let us explain why we do not just consider the case G c does not contain T as a subgraph.
The problem is that the span program P fails to solve this problem in general. Namely, Claim 1. There exists some G c which does not contain T as a subgraph but P accepts it.
Proof. For example, consider the T and G c in Fig.3 . Here T is the complete 2-level binary tree, and G c is a 12-vertex graph shown in Fig.3 . G c does not contain T as a subgraph, but P accepts G c . The
This solution can be graphically represented as four flows from s to t shown in Fig.3 . Notice that these flows move back and forth between adjacent "layers", where each layer is colored by the nodes at the same depth of T . Also, note that if we contract the edges (u 1 , u 6 ), (u 2 , u 6 ), (u 2 , u 7 ) and (u 3 , u 7 ) of G c , we would get a new graph isomorphic to T . In other words, G c contains T as a minor.
(a) (b) (c) Figure 3 : An example showing that the span program P does not solve the tree containment problem in general. Here G c does not contain T as a subgraph, but P accepts it. The solution is graphically illustrated by Fig.3 . For each edge used by the flows, the coefficient for the corresponding input vector is +1 or −1, depending on whether the flow moves towards t or s, respectively. The coefficient for any other input vector is 0.
We can directly prove that if P accepts G c , then G c must contain T as a minor. But here we prefer to use a different approach. We will assume that G c does not contain T as a minor. Then, we will show that P must reject G c by explicitly giving a negative witness for G c . The advantage of this approach is that we not only get to know that P accepts only certain graphs that contain T as a minor, but also obtain an upper bound on the negative witness size of P . Now let us return to the negative case, i.e. G c does not contain T as a minor. For convenience, we introduce the following notation. For any (a, b) ∈ E T and u ∈ c −1 (a), let N a→b (u) = {v ∈ c −1 (b) :
. We claim that G c must satisfy the following property:
Proof. See Appendix A.
Intuitively, the V a 's contain the "bad" vertices that are responsible for the fact that G c does not contain T as a minor. For any vertex u ∈ V a , there is no subgraph of G a c that can be contracted into a tree rooted at u and isomorphic to T a . In particular, since G c does not contain T as a minor, for any vertex u ∈ c −1 (r), there is no subgraph of G c that can be contracted into a tree rooted at u and isomorphic to T , and hence V r = c −1 (r). Furthermore, if u ∈ V a,b ⊆ V a for some b ∈ C(a), then u is "bad" because its "children" in c −1 (b) are "bad". Namely, if we attempt to use u as the root of T a , then we will fail because we will not be able to get a complete T b (which is a subtree of T a ). In the degenerate case, b is a leaf, and u ∈ V a,b if and only if it has no neighbor in c −1 (b). Condition 3 tells us that these "bad" vertices form a "connected component" in some sense, and it is crucial for bounding the witness size. Fig.4 demonstrates an example of such V a 's and V a,b 's. Figure 4 : In this example, T is the full 3-level binary tree, and G c does not contain T as a minor.
We have
Lemma 2. Suppose G c does not contain T as a minor. Then P rejects it. Moreover, the witness size of
Proof. Using Claim 2, we build a negative witness for G c as follows. Let
where
Now we prove that |w is a valid negative witness. First,
Next, we show that |w is orthogonal to all available input vectors on G c . We deal with four kinds of available input vectors separately: • u ∈ V a,b , v ∈ V b : In this case, we simply have
Hence, w|(u, v) = 0.
For any available input vector
The availability of this input vector implies (u, v) ∈ E G c . Then, by condition 4 of Claim 1, we must have u ∈ V a, f . It follows that w s |(u, v) = w a ,b |(u, v) = 0 for any (a , b ), and hence w|(u, v) = 0. Now, note that |w can be written as
where |µ u, f | ≤ 1 for any (u, f ). Meanwhile, every input vector of P is the sum of a constant number of some ± |u ⊗ | f 's. Thus, the inner product between |w and any input vector has norm O(1).
Since there are O(n 2 ) input vectors in P , the negative witness size of P on G c is at most O(n 2 ).
Combining Lemma 1 and Lemma 2 together, we know that P solves the subgraph/not-a-minor problem for T , and it has witness size O(n). Then, by Corollary 1, this problem can be solved by a bounded-error quantum algorithm with O(n) query complexity.
Time-efficient implementation
Theorem 3 implies the existence of a query-efficient quantum algorithm for the subgroup/not-aminor problem for any tree. However, this algorithm is not necessarily time-efficient. Indeed, any span program can be evaluated by running phase estimation [13, 18] on some quantum walk operator associated with this span program [21, 8] . But this approach does not always yield timeefficient quantum algorithms, because this quantum walk operator can be difficult to implement in general. Using some ideas from [8] , we nevertheless manage to implement this operator for our span program P quickly and hence give a time-efficient implementation of the algorithm from Theorem 3.
Theorem 4. The algorithm from Theorem 3 can be implemented inÕ (n) quantum time.
Proof. We use the approach of [21, 8] for evaluating span programs. This approach relies on an "effective" spectral gap of a quantum walk operator associated with the span program. Specifically, suppose Q is an arbitrary span program with input vectors |v 1 , . . . , |v k ∈ R d and target vector |τ ∈ R d . Let D ⊆ {0, 1} n , and let
be the positive, negative and overall witness size of Q over domain D, respectively. We assume that
Let R Λ = 2Λ − I, where Λ is the projection onto Ker (V ). Moreover, for any x ∈ D, let R x = 2Π(x) − I, where Π(x) ∑ j∈{0}∪I(x) | j j|, where I(x) is the index set of available input vectors on input x.
The algorithm for evaluating Q work in the Hilbert space H span ({|0 , |1 , . . . , |k }). On input x, it starts in |0 and runs phase estimation on U R Λ R x with precision 1/(10CW ) and error rate 1/10, and it accepts if and only if the measured phase is 0. This algorithm uses O(W ) controlled applications of U, and it correctly evaluates Q on x with probability at least 2/3. The key component of this algorithm is the implementation of R Λ and R x . Usually R x can be implemented with few input queries and polylog (n) local gates. But R Λ can be much harder to implement. Let T 0 and T 1 be the time required to implement R x and R Λ respectively. Then the time complexity of this algorithm is O (W (T 0 + T 1 )).
Now we apply this general approach to our span program P for tree detection. To efficiently implement the reflection R Λ , we invoke the following lemma:
Lemma 3 (Spectral lemma [25] 
3. The other eigenvalues of U(A, B) are e 2iθ 1 , e −2iθ 1 , e 2iθ 2 , e −2iθ 2 , . . . , e 2iθ l , e −2iθ l counted with multiplicity.
Following the idea of [8] , we will find two matrices A and B such that: (1) they have the same number of rows; (2) each of them has orthonormal columns; (3)
Note that C (A) ⊥ ∩ C (B) = B(Ker (V )) = B(Ker (V )), and C (A) ∩ C (B) ⊥ is orthogonal to C (B). Thus, to "effectively" implement R Λ , we embed H into B(H ) and treat the −1 eigenspace of U(A, B) as Ker (V ). That is, we simulate the behavior of R Λ on any |φ ∈ H by the behavior of R −1 on B(|φ ) ∈ B(H ), where R −1 is the reflection about the −1 eigenspace of U (A, B) . This simulation is valid because B is an isometry. Now, R −1 can be (approximately) implemented by running phase estimation on U(A, B) and multiplying the phase by −1 if the measured eigenvalue is very close to −1. The precision of this phase estimation depends on the eigenvalue gap around −1 of U(A, B). Let T A and T B be the time required to implement R A and R B respectively, and let δ A,B is the eigenvalue gap around −1 of U(A, B). Then R Λ can be implemented in timeÕ ((T A + T B )/δ A,B ).
Next, we will describe how to factorize V into A and B. But before doing that, we need to modify our span program P to make it possess a more uniform structure. Specifically, we modify G c and P as follows:
1. We add dummy vertices to each block of G c , so that each block contains exactly n vertices. Then we fill in the graph with never-available edges between adjacent blocks, so that there is a complete bipartite graph between any two adjacent blocks.
2. We normalize each input vector to unit length. Specifically, for an input vector |(u, v) , we scale it by a factor of 1/ 2|S(c(u), c(v))|.
3. We scale the target vector |τ by a factor of 1/ |V T,l | so that it has length √ 2.
4. We pick a constant C > max 10,
We add a never-available input vector
It is easy to check that this modified span program still computes the same function, and its positive and negative witness size remain O (1) and O n 2 respectively. Now, since each block of G c contains n vertices, we represent the vertices and edges of G c as follows. We denote the k-th vertex in the block c −1 (x) as (x, k). In particular, we denote the original s as (s, 1) and denote the original t as (t, 1). Then, for the edge between the vertices (x 1 , k 1 ) and (x 2 , k 2 ), we denote it as (x 1 , k 1 , x 2 , k 2 ). But this leads to a problem. Namely, this edge also has another representation -(x 2 , k 2 , x 1 , k 1 ). This could make the implementation of Ref A and Ref B a little harder. We solve this problem by making two copies of each input vector (except |γ ), so that one copy corresponds to the representation (x 1 , k 1 , x 2 , k 2 ) and the other corresponds to the respresentation (x 2 , k 2 , x 1 , k 1 ). Furthermore, we make |τ and |γ correspond to (s, 1,t, 1) and (t, 1, s, 1) respectively.
Now define
and
Then for our span program P , we have
Now we are ready to give the factorization of V into A and B. We will find unit vectors {|a i : i ∈ I} and { b j : j ∈ J} such that
Then we define
It follows immediately that
as desired. The |a i 's are defined as follows:
, where x ∈ {s,t} or k = 1, let
Note that since |M(x, f )| = 2, |a i is indeed a unit vector.
• For i = (s, 1, f ), let
• For i = (t, 1, f ), let
The b j 's are defined as follows:
It is easy to check that these |a i 's and b j 's are indeed unit vectors and they satisfy Eq. (26), as promised.
Now we describe the implementation of R x and R Λ . We embed the space H = span ({| j : j ∈ J})
To implement R x , we detect j in the second register and multiply the phase by −1 if v j is an unavailable input vector on x (this can be tested by querying the edge labelled by j). To implement R Λ , we run phase estimation on the quantum walk operator 
Lemma 4. The eigenvalue gap δ
Proof. By Lemma 3, it is sufficient to show that the singular value gap around 0 of V = A † B is Ω (1).
To prove this, it is sufficient to show that the smallest non-zero eigenvalue of
is Ω(1). Let F = {(x, y) : x, y ∈ V T ∪ {s,t}, x ∼ y}, and let F(x, y) = {(x, k, y, k ) : k, k ∈ [n]} for any (x, y) ∈ F. Then we can write ∆ as
Now, for any j = (x, k, y, k ), where (x, y) ∈ {(s,t), (t, s)}, we have
Taking the sum of Eq.(36) over k, k ∈ [n] yields
where I n = ∑ k∈[n] |k k| and E n = ∑ k,k ∈[n] |k k |, and A x,y and B x,y are some matrices independent of n (here we have switched the order of k-register and f -register). This holds for any (x, y) ∈ {(s,t), (t, s)}.
On the other hand, we also have
whereĀ andB are some matrices independent of n. This can be derived from the fact that for any j = (s, k,t, k ) or (t, k , s, k), where (k, k ) = (1, 1),
and the fact that
Now by Eqs. (37) and (38) we obtain
where A and B are some matrices independent of n. Then, some simple linear algebra shows that the spectrum of ∆ (i.e. the set of eigenvalues sans multiplicity) does not depend on n. In particular, the smallest non-zero eigenvalue of ∆ is Ω (1), as desired.
Proof. Since Ref A is the reflection about the span of |i ⊗ |a i 's, we can implement it as U A O A U † A , where U A is any unitary operation that transforms |i ⊗ 0 to |i ⊗ |a i , and O A is the reflection about 0 on the second subsystem. Obviously, O A can be implemented in polylog (n) time. So it remains to show that U A can be implemented in polylog (n) time.
Observe that |a i can be written as:
where Q is a unitary operation acting on the span of |x, k, y, k 's such that
So we can generate |i ⊗ |a i from |i ⊗ 0 as follows:
|x, k, y, k
• The first step is accomplished by performing a unitary operation U A,1 that transforms |x, k, 0, 0 to |x, k, x, k on the first, second, fourth and fifth registers;
• The second step is accomplished by performing a unitary operation U A,2 that transforms |0 to
|k on the last register;
• The third step is accomplished by performing a unitary operation U A,3 that transforms |x, f ⊗ |0
∑ y∈M(x, f ) |y on the first, third and sixth registers;
• The fourth step is accomplished by performing a unitary operation U A,4 that transforms |x,
(|x, k, y, k + |y, k , x, k ) on all but the third registers,
• The last step is accomplished by performing Q on the last four registers. We generate b j ⊗ | j from 0 ⊗ | j as follows:
• The first step is accomplished by performing a unitary operation U B,1 that transforms |0 ⊗
on the third, fourth and sixth registers.
• The second step is accomplished by performing a unitary operation U B,2 that transforms
, k 2 on the first two and last four registers.
Formally, let U B = U B,2 U B,1 . Clearly, both U B,1 and U B,2 can be implemented in polylog (n) time, and hence so is U B .
Combining Lemma 4, Lemma 5 and Lemma 6, we know that R Λ can be implemented in polylog (n) time. Since R x can be also implemented in polylog (n) time, U = R Λ R x can be implemented in polylog (n) time. Then, since P has witness size O (n), the time complexity of our algorithm isÕ (n), as claimed.
Conclusion and open problems
To summarize, we have presented a time-efficient span-program-based quantum algorithm for the subgraph/not-a-minor problem for any tree. This algorithm has O (n) query complexity, which is optimal, andÕ (n) time complexity, which is tight up to polylog factors.
Our work raises many interesting questions:
• As mentioned in Section 3, our span program P accepts some graphs that contain T as a minor but not as a subgraph. Thus, it fails to solve the T -containment problem. However, it is not true that P accepts every graph containing T as a minor. One can see that a graph must possess certain structure in order to be accepted by P . But this structure is not easy to characterize. It would be interesting to know exactly what kind of graphs are accepted by P . If we have a better understanding of this matter, we might be able to modify P to make it reject any graph that does not contain T as a subgraph, thus solving the T -containment problem.
• In this paper, we have focused on the detection of trees. It is worth studying the detection of more complicated patterns, such as cycles and cliques. In particular, can we design timeefficient span-program-based quantum algorithms for those problems as well?
• Perhaps the most interesting direction is to investigate the potential of our "parallel-flow" technique for designing span programs. In particular, can we use this technique to improve learning graphs [5] ? The basic idea of learning graph is to run a single flow from a vertex (i.e. the empty set) to some vertices (i.e. those contain a 1-certificate) on an exponentially large graph, and its efficiency is determined by the energy of this flow. We observe that many decision problems can be decomposed into several correlated subproblems, so that an input is a positive instance of the original problem if and only if it is a positive instance of all the subproblems simultaneously. Perhaps we can enhance the efficiency of learning graphs by dividing the original flow into several parallel flows, so that each flow corresponds to one subproblem. We might also need to make these flows interfere somehow in order to respect the correlations among these subproblems. It is possible that the total energy of these flows might be smaller than that of the original flow. Can we formalize this idea and use it to improve previous learning-graph-based quantum algorithms?
• Since the V a,l 's and V a,b,l 's satisfy conditions 1, 3 and 4 of Claim 3, and the V a 's or V a,b 's are simply the union of the V a,l 's or V a,b,l 's respectively, it is obvious that the V a 's and V a,b 's satisfy conditions 1, 3 and 4 of Claim 2;
• Since G c does not contain T as a minor, by condition 4 of Claim 3, we must have W = ∅. Then, by condition 2 of Claim 3 and V r = ∪ l∈[L] V r,l , we have V r = c −1 (r). So condition 2 of Claim 2 is also fulfilled.
Now it remains to prove Claim 3.
Proof of Claim 3.
Proof by induction on the depth of T .
1. Basis: Suppose T has depth 0. Namely, T contains only a root node r. Then we simply let W = c −1 (r) = V G and L = 0 (or let V r,l = ∅ for any l). Then all the conditions of Claim 3 are trivially satisfied.
Suppose T has depth 1. Namely, T contains a root node r and its children f 1 , f 2 , . . . , f k (which are the leaves of T ). We build the desired W , V a,l 's and V a,b,l 's as follows:
• Initially, set W ← ∅ and L ← 0.
• For each vertex u ∈ c −1 (r), do:
Now we show that the W , V a,l 's and V a,b,l 's obtained by this algorithm satisfy all the conditions of Claim 3:
• By the construction, it is obvious that V r,l is the disjoint union of V r, f j ,l 's for j ∈ [k], for any l. So condition 1 is fulfilled;
• Since each vertex in c −1 (r) is put into either W or some V r,l , we know that c −1 (r) is the disjoint union of W and the V r,l 's. So condition 2 is also fulfilled;
• Since there is only one internal node r and all of its children are leaves, the situation described by condition 3 does not exist and hence condition 3 is automatically satisfied;
• By the definition of V r,l 's and V r, f j ,l 's, we have N r→ f j (V r, f j ,l ) = ∅. So condition 4 is also satisfied;
• Since each U l contains only one vertex, G c | U is simply a collection of isolated vertices, and hence U 1 ,U 2 , . . . ,U L are the vertex sets of the connected components of G c | U . Therefore, condition 5 is fulfilled;
• For any w ∈ W , it has a neighbor in each of c −1 ( f 1 ), c −1 ( f 2 ), . . . , c −1 ( f k ), and hence G c | Z contains a tree that is isomorphic to T and its root is w. So (G c | Z , w) is good with respect to T . Thus, condition 6 is fulfilled.
2. Inductive step: Suppose that Claim 3 holds for any graph G and coloring c with respect to any tree T of depth at most d. d 1 , d 2 , d 3 . For the given G c , we have W 1 = {u 4 , u 5 }, U 1 = {u 6 }, W 2 = {u 7 }, U 2 = {u 8 }, W 3 = {u 11 }, U 3 = {u 9 , u 10 , u 19 }, A 1 = {u 1 , u 2 , u 3 , u 6 , u 9 , u 10 , u 19 } and A 2 = {u 8 }. Note that N r→d 1 (A 1 ∩ c −1 (r)) ∩W 1 = {u 4 }, N r→d 2 (A 1 ∩ c −1 (r)) ∩W 2 = {u 7 } and N r→d 3 (A 1 ∩ c −1 (r)) ∩W 3 = {u 11 }. By contracting the edges (u 1 , u 6 ), (u 2 , u 6 ), (u 2 , u 9 ), (u 9 , u 19 ), (u 10 , u 19 ), (u 3 , u 10 ), all the vertices in A 1 are combined together. We also contract the edges (u 4 , u 13 ) and (u 5 , u 13 ) to obtain a tree isomorphic to T d 1 in the subgraph G c | Z 1 . Let E be the set of the aforementioned edges. Then, the resulting graph E(G c ) contains a tree isomorphic to T . Hence, W = {u 1 , u 2 , u 3 }.
