ABSTRACT Serviceability is the ability of a network to serve user equipments (UEs) within desired requirements (e.g., throughput, delay, and packet loss). High serviceability is considered as one of the key foundational criteria toward a successful fog radio access infrastructure satisfying the Internet of Things paradigm in the 5G era. In this paper, we propose an adaptive resource balancing (ARB) scheme for serviceability maximization in fog radio access networks wherein the resource block (RB) utilization among remote radio heads (RRHs) are balanced using the backpressure algorithm with respect to a time-varying network topology issued by potential RRH mobilities. The optimal UE selection for service migration from a high-RB-utilization RRH to its neighboring low-RB-utilization RRHs is determined by the Hungarian method to minimize RB occupation after moving the service. Analytical results reveal that the proposed ARB scheme provides substantial gains compared with the standalone capacity-aware, max-rate, and cacheaware UE association approaches in terms of serviceability, availability, and throughput.
I. INTRODUCTION
The harmonization between centralized cloud computing and distributed fog radio access networks (F-RANs) is considered a promising paradigm for fifth generation (5G) mobile systems [1] . Centralized cloud computing processes heavy operations in the base band unit (BBU) pool to provide high performance, while F-RANs, which geographically distribute multiple remote radio heads (RRHs), have been proposed to achieve high throughput, spectral efficiency, energy efficiency, as well as low latency maintenance [2] , [3] . In F-RANs, high power nodes (HPNs) are deployed for wide-area coverage and perform control operations. On the upper side, the HPNs connect to the BBU pool via the backhaul links. On the peer side, HPNs are coordinated via standardized S1/X2 interfaces under the supervision of fog orchestrators. On the lower side, there are RRHs that are light-weight units which consists of multiple antennas and possible cache support (a.k.a, eRRH), and the fog orchestrator located at the HPNs manages the communication and radio resource allocation of the RRHs. The RRHs operate in the user plane and harmonize data traffic delivery for user equipments (UEs) with the BBU over the fronthaul links. In the F-RAN model, an UE can transmit/receive data to/from multiple RRHs simultaneously [4] ; see Fig. 1 . In order to evaluate a successful fog radio access infrastructure, serviceability is considered as one of the key foundational criteria. The serviceability in a mobile network is defined as the ability of the network to serve UEs within the desired requirements (e.g., throughput, delay, and packet loss), referring to the concept of serviceability for cloudlets in [5] . To be more specific, the serviceability is the percentage of UEs that are served within the desired requirements by the network per the cumulative arrival of UEs during a specific time interval under pre-determined mean UE arrival and departure rates.
Although F-RANs can bring impressive performance in terms of their high data rate and low latency due to short-range dense deployment and pre-fetched cache of the fog-computing enabled RRHs [6] - [8] , ability to support a superhigh connection density (up to 1,000,000 devices per square kilometer) following the international mobile telecommunications-2020 (IMT-2020) standard requirements specified for 5G mobile systems issued by the international telecommunication union (ITU) [9] remains an open challenge. Moreover, since the max-rate algorithms and cache-aware algorithms are mostly preferred for the user association of RRHs [10] , [11] , the interesting RRHs (in the UE association criteria point-of-view), which have a high signal-to-interference-plus-noise ratio (SINR) and/or relevant cached contents, might consistently suffer from overcapacity problem. These circumstances lead to an unfair situation wherein new incoming UEs will have only a small possibility to be served by these RRHs. In the worst case, a group of these closely related RRHs may virtually form a black hole area that attracts new incoming UEs according to signal strength and favorite contents, but that cannot provide services due to overcapacity. To cope with this scenario, the capacity-aware approach focuses on directing the incoming UE associations using a greedy strategy with respect to the available capacity of the RRHs. Although the capacityaware approach achieves better resource balance and fairness among the RRHs, the spectral efficiency is unconsidered. Therefore, an efficient resource balancing scheduler is needed to alleviate the burden of the interesting RRHs as well as to support the spectral efficiency, resulting in better serviceability.
To overcome this challenge, we propose an adaptive resource balancing (ARB) scheme for serviceability maximization in F-RANs wherein the resource block (RB) utilization among RRHs is balanced using the backpressure algorithm with respect to a time-varying network topology. Moreover, RRH mobility is considered by the proposed scheme to better adapt to scenarios where mobile RRHs are implemented to alleviate the user serving burden of the interesting RRHs. The optimal UE selection for service movement from a high-RB-utilization RRH to its neighboring low-RB-utilization RRHs is determined by the Hungarian method [12] to minimize RB occupation after moving the service. Thereafter, user associations are coordinated among the neighboring RRHs to share the burden of serving UEs. Therefore, the overcapacity black hole problem and the unfairness of association possibility are both addressed, resulting in a significant improvement of the serviceability in F-RANs. The main contributions of this paper are three-fold:
• We have anatomized the F-RAN system model and formulated the characteristics that affect the serviceability. The problem statement representing our target of serviceability maximization is identified along with the constraints.
• We have proposed the ARB scheme for RRHs which uses the backpressure algorithm to distribute UE association and service to address the black hole of overcapacity problem and unfairness of user associations. The optimal UE selection for service movement is determined by the Hungarian method to achieve the minimum RB occupation after moving the service.
• Evaluations have been performed to verify the superior performance of our proposed scheme over the capacityaware, max-rate, and cache-aware algorithms in terms of the serviceability, availability, and throughput. The remainder of this paper is organized as follows. Section II describes a literature review of the state-of-the-art approaches. Section III presents the system model and problem statement wherein the related characteristics of F-RANs are identified and the constraints are formulated. Section IV introduces our approach based on the backpressure algorithm and Hungarian method. Performance evaluations and analysis in Section V show our proposed scheme's effectiveness over the capacity-aware, max-rate, and cache-aware approaches. Finally, Section VI concludes the paper.
II. LITERATURE REVIEW
As aforementioned in Section I, cell association in F-RANs is mostly driven by two descending priorities: RRHs which have interesting cached contents (i.e., cache-aware approaches) and RRHs which have high SINR (i.e., maxrate approaches). The cache-aware approaches drive user associations according to the relevant cached contents that user devices are interested in [13] and [14] . In conjunction with the content pre-fetching algorithms [4] , [15] , cacheaware approaches aim at providing low end-to-end latency as well as service stability for better user experience. There are a variety of studies that have been proposed based on these approaches recently, particularly in 5G systems [16] . Since the cache-aware approaches prioritize content delivery, they have disadvantage in spectral efficiency, thus leading to low serviceability for a massive user devices.
In max-rate approaches, spectral efficiency is preferred for user associations in order to achieve the maximum data rate. Since the spectral efficiency is well known typical metric for network evaluation, several researchers have VOLUME 5, 2017 focused on improving this feature by using optimization techniques [17] , [18] , game theoretical models [19] , interference managements [20] , etc., as indicated by the intensive survey in [21] . Although the max-rate approaches provide better spectral utilization and throughput, they cannot address the issues of unfairness and unbalancing among cells [22] which negative impact to the network serviceability.
To balance the load among cells in term of user serving, the capacity-aware approaches are introduced in the literature. In the capacity-aware approaches, user devices consider the serving capacities of cells for association [23] , [24] . In spite that the existing capacity-aware approaches can resolve the unbalance among cells, the mobility of the cells as well as the ability of user devices to simultaneously associate with multiple cells (as featured in F-RAN) have not been considered.
Comprehensive analysis and evaluation are performed by Yan et al. [22] to illustrate the impact of cell association with respect to edge-computing node locations, cache sizes, and user access modes. The numerical results of the ergodic rate reveal proportional trends between the number of connecting devices per RRH and the number of edge-computing nodes, edge-computing node density, and cache size. In other words, this phenomenon illustrates the problem with overcapacity in the interesting RRHs. Fortunately, D2D communications may alleviate the burden of RRHs since UEs prefer to associate in peer edge-computing devices due to various advantages (e.g., low latency, energy efficiency, and interference mitigation) thanks to the evolutionary game-based approach [11] . In spite of this, D2D communication should only be considered as an additional utilization in terms of serviceability improvement due to the small cache size in edgecomputing devices. Meanwhile, needy efficient resource balancing remains its key responsibility.
III. PROBLEM STATEMENT
Considering the F-RAN system model illustrated in Fig. 1 , the RRHs are dynamically deployed depending on the local traffic interests, resulting in geography-varying RRH densities. In addition, mobile RRHs could be used in order to alleviate the rush-hour traffic and the temple burst data transmissions. Without loss of generality, the arrival rate and departure rate of UEs to/from the network are assumed to follow a Poisson process with mean value λ and an exponential process with mean value µ, respectively. Meanwhile, since the locations of UEs are driven by local traffic interests, the number of UEs associated in an RRH can be modeled by using the Zipf distribution [25] . The notation used in this paper is summarized in Table 1 .
Given the desired data rate v j of the j-th UE for service satisfaction, the number of resource blocks (RBs) r ij that the i-th RRH must assign to the j-th UE according to the data rate v j [26] is determined by where r ij ∈ N, f is the bandwidth that 1 RB utilizes during 1 ms (i.e., 180 KHz [27] ), and SINR ij is the signalto-interference-plus-noise ratio on the data channel between the i-th RRH and the j-th UE. Following [25] , the interest of a UE to associate with an RRH depends on the popularity of the cached data contents in the RRH as long as the signal quality is above an acceptable threshold. In other words, the probability p i that a UE intends to associate in the i-th RRH is given by
where is the number of content topics, ξ i is the popularity rank of the cached data contents in i-th RRH, and the Zipf exponent σ (σ > 0) controls the relative popularity of the data [11] . Since the mean arrival rate λ and mean departure rate µ of the UEs to/from the network are the same for the whole network, the number of UEs arriving at an RRH heavily depends on its popularity with respect to the interesting cached contents. Let U * i (t) be a set of UEs that intend to associate with the i-th RRH at time slot t. Hence, the expected number of such UEs can be obtained as
Because the mean departure rate µ is constant, the number |U i (t)| of UEs being served by the i-th RRH at time slot t proportionally increases with |U * i (t)|. On the other hand, the current occupied capacity Q i (t) of the i-th RRH assigned to its UEs is given as
In other words, the current occupied capacity of the i-th RRH Q i (t) ∝ {λ, ξ i }. According to the serviceability definition mentioned in Section I, the serviceability of the i-th RRH at time slot t (i.e., during [0, t] duration) is derived as
Therefore, the serviceability of the network is obtained by
where N is the number of RRHs in the network. It is observed that acceleration of the current occupied capacity directly affects the serviceability of an RRH. When the occupied capacity exceeds maximum capacity, the serviceability constraint is violated. Assuming that same conditions are applied to every UE, since the UE arrival rates and departure rates are objective, the effects of the popularity rank of the cached data contents in an RRH (refer to Equation 2) should be relaxed by emigrating user services to neighboring RRHs, which are assumed to have similar conditions.
As aforementioned, the network serviceability can be improved by emigrating user services to appropriate neighboring RRHs. To achieve this, we propose the ARB scheme wherein RB utilization among neighboring RRHs are balanced using the backpressure algorithm with respect to a time-varying network topology that is affected by RRH mobilities. A distance threshold ψ is introduced in order to define a bounded radius for determining the neighboring relations between two RRHs. Suppose that the coverage area of every RRH is disc-like with a radius of R. Given the fact that a UE can only move services between two RRHs if the UE is located in the overlapped area of these two RRHs, the maximum value of ψ is obtained by doubling R, resulting in ψ = αR, where 0 ≤ α ≤ 2. According to the distance threshold ψ, each i-th RRH has a set of possible neighboring RRHs at time slot t considering RRH mobility.
For each relation between the i-th RRH and its k-th possible neighboring RRH, a feasible service movement indicator δ ik (t) is defined to ensure that the current occupied capacity (in percent) of RRH i is greater than the current occupied capacity of RRH k following the proposed scheme rationale of moving services from high-RB-utilization RRH to low-RB-utilization RRH,
The combination of the distance threshold ψ and feasible service movement indicators determines the corresponding neighboring RRH set i (t) of the i-th RRH. The neighboring RRH sets help form time-varying RRH relation matrices. The RRH relation matrix is then transformed into a directed graph model wherein RRHs and RRH relations are considered as nodes and directed edges, respectively.
The backpressure algorithm is applied in the directed graph model of RRHs for the movement of user services from higher-occupied-capacity RRHs to lower-occupied-capacity RRHs in order to achieve approximate balance statuses among the RRHs. The optimal UE selection for service movement in each edge is determined by the Hungarian method to minimize RB occupation to improve the spectral efficiency.
IV. ADAPTIVE RESOURCE BALANCING A. THE BACKPRESSURE ALGORITHM
The backpressure algorithm is a method for routing and scheduling commodities (e.g., data packets and radio resources) around a queuing system. Since the original backpressure algorithm was introduced by Tassiulas and Ephremides [28] , a variety of studies have shown that backpressure-based systems for wireless multihop architectures achieve good performance in terms of network throughput optimality, adaptive resource allocation, traffic load balancing, and simple implementation [29] . The rationale of the backpressure algorithm is a large-queue-backlog node (i.e., meaning high pressure) should deliver its commodities to neighboring small-queue-backlog nodes (i.e., meaning low pressure) in order to push commodities travelling around the system. The backpressure algorithm is mathematically constructed and verified using Lyapunov drift [30] . Assume that there is a graph model wherein each node owns a separate queuing buffer, then the algorithm includes two iterative main steps in every time slot t as follows:
Step 1 (Optimal commodity determination): On each link (i,k), an optimal commodity is selected that satisfies the targeted functions (e.g., throughput maximization, load balancing, and resource allocation).
Step 2 (Delivery amount calculation): The optimal active link matrix is obtained by arg max
, where W ik (t) represents the backlog differential of the optimal commodity between node i and node k, and r ik (t) is the data rate of link (i,k) at time slot t. Optimal commodities are delivered on the active links within the amount of max[min(W ik (t), r ik (t)), 0].
B. OPTIMAL UE SELECTION FOR SERVICE MOVEMENT
Suppose that the i-th RRH has a neighboring RRH set i (t) derived from the bounded distance threshold ψ of αR and the feasible service movement indicator δ ik (t) at time slot t. Moreover, the RRH reaches a current occupied capacity of Q i (t) since it is serving the UE set U i (t) at this time. As aforementioned in Section III, the i-th RRH should move UE services to its neighboring RRHs whenever its occupied capacity is greater than those of the neighboring RRHs. The optimal UE selection for service movement between two RRHs is determined via the Hungarian method to achieve the minimum RB occupation after moving the service. In order to consider the RB occupation after moving the service, the weight of service movement is proposed. The weight W (j) ik (t) of service movement of the j-th UE from the i-th RRH to the k-th neighboring RRH in i (t) is defined by the ratio of RB utilization for the j-th UE between two such RRHs as follows:
where
The optimal UE selection problem can be described by minimize :
s.t. x jk ∈ {0, 1},
where the indicator x jk is given by x jk (t) 1 if service of j-th UE is moved to k-th RRH 0 otherwise.
Constraints 11 and 12 ensure that a potential UE in U i (t) could only match with at most one selective RRH in i (t) and vice versa. Constraint 13 to ensure that maximum matchings are established between U i (t) and i (t). In order to address this problem, we apply the Hungarian method on the bipartite graph from UE set U i (t) and the neighboring RRH set i (t) of the i-th RRH; see Fig. 2 . The Hungarian method is performed as follows [12] :
Step 1 : Augment the weight matrix of W Step 2 : In the square weight matrix [W 
Algorithm 1 Optimal UE Selection
Input:
x = min{w jk |k = 1, 2, · · · , n} 9: for k = 1, k ≤ n, k + + do 10: w jk = w jk − x 11: for k = 1, k ≤ n, k + + do 12: x = min{w jk |j = 1, 2, · · · , n} 13: for j = 1, j ≤ n, j + + do 14: w jk = w jk − x 15: S = optimal 0-covered set 16: if |S| == n then 17: for ∀w jk ∈ 0-summed matching set do 18: u * ik (t) = j return 19: else 20 :
for ∀w jk from rows / ∈ S do 22: w jk = w jk − z 23: for ∀w jk from columns ∈ S do 24: w jk = w jk + z 25: jump to Line 15 26 : end Finally, a set {u * ik (t)|k = 1, 2, · · · , | i (t)|} of optimal UEs for each service movement from the i-th RRH to its k-th neighboring RRH in i (t) is achieved.
As an example, suppose that the i-th RRH is serving a set of UE U i (t) = {UE #1, UE #2, UE #3, UE #4} and has a set of neighboring RRHs i (t) = {RRH #1, RRH #2, RRH #3} at time slot t; referred to Fig. 2 →) subtract the entries in each column by the smallest column entry (i.e., 1, 1, 1, and 0 -marked by underlined entries). Note that a combination of row #1, row #4, and column #4 covers all 0 entries (marked by bold entries). The number of marked rows and columns is equal to 3 less than the total number of matrix rows (or columns), i.e., 4. Therefore, (
→) the smallest entry among the unmarked entries (i.e., 1 -marked by the underlined entry) is subtracted from each uncovered row, and then ( (e) →) adds this smallest entry to each covered column. Now, the combination of row #1, row #2, row #3, and column #1 covers all 0 entries and the number of such rows and columns is 4, which is equal to the total number of matrix rows (or columns). Therefore, the solution is found wherein the 0-summed matching set is {w 13 , w 24 , w 32 , w 41 } (marked by bold entries). In other words, UE #1, UE #3, and UE #4 are the optimal UEs for moving service from the i-th RRH to RRH #3, RRH #2, and RRH #1 in i (t), respectively.
C. ADAPTIVE RESOURCE BALANCING
We consider an F-RAN wherein N RRHs are deployed. At time slot t, the neighboring RRH set i (t) of every i-th RRH is determined by the distance threshold ψ of αR and the feasible service movement indicator δ ik (t). A directed graph model G (V , E) 
Set a directed edge from x i to x k 8:
Find {u * ik (t)|k = 1, 2, · · · , | i (t)|} by Algorithm 1 11: for ∀u * ik (t) ∈ {u * ik (t)} do 12: Find r_out (i→k)j and r_in (i→k)j 13:
15: end
According to the backpressure scheme, optimal UE selection for service movement should be determined for each direct edge (i, k) from the i-th RRH to its k-th neighboring RRH in i (t), which we can obtain via the Hungarian method described in Section IV-B. Assume that the current amount of RBs that the i-th RRH assigns to the j-th UE is r ij (t). For RB-utilization balancing purposes between the two vertices of edge (i, k), the maximum amount of RBs serving the optimal UE u * ik (t) that the i-th RRH can release (r_out * (i→k)j ) so they can be re-assigned by the k-th RRH afterward (r_in * (i→k)j ) is calculated as follows:
where 0 < β ≤ 1 is a balance factor. Since the number of needy assigned RBs satisfying a given UE data rate depends on the SINR between the RRH and UE (refer to Equation 1), the amount of RBs serving the optimal UE u * ik (t) that the i-th RRH should release (r_out (i→k)j ) according to the corresponding amount of RBs supported by k-th RRH (r_in (i→k)j ) cannot exceed the maximum values. Moreover, the ratio of r_out (i→k)j to r_in (i→k)j must equal the weight of service movement W (j) ik (t) to support the same UE data rate. Therefore, we obtain
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where r_arr ij and r_dep ij are the numbers of RBs assigned to the new incoming UEs and the UEs released during time schedule [t, t + 1) at the i-th RRH, respectively. Accordingly, the serviceability S i (t + 1) of the i-th RRH and S(t + 1) of the network updated in Equation 5 and 6, respectively. Fig. 3 illustrates an example of the ARB scheme for resource balancing among neighboring RRHs. At time slot t, RRH #1, RRH #2, RRH #3, and RRH #4 have occupied capacities of 99%, 73%, 52%, and 24%, respectively. Due to the bounded distance threshold and feasible service movement indicator, a directed graph model (G (V , E) ) of the network can be derived in the form of a relation matrix as follows:
where rows and columns represent vertices, and an entry value of 1 indicates there is a relation between the two corresponding RRHs, and vice versa. Following our proposed scheme in Algorithm 1, optimal UEs are determined and the service movement is performed on the edges of (RRH #1 → RRH #2), (RRH #1 → RRH #3), (RRH #2 → RRH #4), and (RRH #3 → RRH #4). Suppose that during time schedule [t, t + 1), a new UE arrives at RRH #2. Finally, the occupied capacities of RRH #1, RRH #2, RRH #3, and RRH #4 are updated by 65%, 78%, 54%, and 58%, respectively, at time slot t + 1. As a result, the directions on the edges of (RRH #1 → RRH #2), (RRH #3 → RRH #4) are reversed (indicated with red lines). The relation matrix is given by 
V. PERFORMANCE EVALUATION
In this section, we evaluate the performance of our proposed ARB scheme through a series of simulation studies. A network scenario has been developed including 30 RRHs (wherein 5 RRHs are mobile) randomly deployed over an area of 500×500 square meters. Fig. 4 depicts an example of a simulation scenario where the coverage areas are formed according to the distance threshold (circles centered at a triangle) and Voronoi tessellation (dotted lines). Detailed simulation parameters are summarized in Table 2 . Since our proposed scheme executes independently of the UE association process, we performed simulations for six different UE association strategies, including (a) capacity-aware, (b) capacity-aware + ARB, (c) max-rate, (d) max-rate + ARB, (e) cache-aware, and (f) cache-aware + ARB. In this way, we aim to identify the effects of the ARB scheme on individual UE association approaches in terms of serviceability, availability, and throughput. The availability is defined by the percentage of UEs that are served within the minimum requirements (e.g., throughput, delay, and packet loss) by the network per the cumulative arrival of UEs during a specific time interval under pre-determined UE arrival and departure rates [31] . In the scope of this paper, we consider the minimum requirement as a minimum throughput (v) that is common among all UEs. As aforementioned in Section III, the balance factors α and β are utilized to control the strength of the bounded distance threshold defining the neighboring RRH relations and the amount of service movements between two neighboring RRHs, respectively. Fig. 5 illustrates the performances of the ARB scheme depending on the factor α. It is observed that the ARB scheme provides better network serviceability and throughput when α > 1. Although a small difference exists, performances of the ARB scheme are approximately within the α values of 1.5 and 2. Since a higher α results in more complicated neighboring relations (i.e., larger number of neighboring RRHs), which in turn increases the computational cost of the ARB scheme, 1.5 is preferred for the value of α configuration. It is worth noting that the optimal value of α varies in a range of (1, 2) based on the network conditions. Similarly, better performance is achieved with higher values of β. Since higher β value leads to larger amounts of service movement, 0.75 is recommended for β configuration instead of 1 even though these two values contribute approximately the same effect; see Fig. 6.   FIGURE 6 . Performances of the ARB scheme depending on the balance factor β.
FIGURE 7.
Network serviceability satisfying various desired UE data rates (v j ) of 1 -2 Mbps. Fig. 7 shows the network serviceability satisfying desired UE data rate (v) randomized in range of 1 -2 Mbps. During the early time slots (less than 50), almost all RRHs have enough capacity to serve the incoming UEs, representing 100% serviceability. However, since the number of simultaneous UE associations increases significantly with time (λ > µ), some interesting RRHs reach overcapacity, resulting in a decrease of the network serviceability. The capacity-aware, max-rate, and cache-aware schemes suffer from decreasing serviceability after time slot 50. Among these approaches, the capacity-aware scheme obtains the best performance due to the consideration of available RRH capacities. On top of these UE associations, we also apply the ARB scheme in order to balance RB utilization among the RRHs. The simulation results show that the ARB scheme improves network serviceability by up to 25.18% and 29.47% compared to the standalone capacity-aware and max-rate approaches, respectively. For the cache-aware approach, the VOLUME 5, 2017 FIGURE 8. Network availability satisfying the minimum UE data rate (v ) 512 Kbps. ARB scheme only has a small advantage (4.07% increase) due to the consideration of cached content.
Similar to the network serviceability, the network availability is improved when applying the ARB scheme (Fig. 8) by 11.83%, 17.78%, and 4.11% compared to the standalone capacity-aware, max-rate, and cache-aware approaches, respectively. The network availabilities provided by capacityaware + ARB and max-rate + ARB are close in value since the ARB scheme moves UE services with respect to optimal RB utilization (see Section IV-B, optimal UE selection criterion).
Regarding the total network throughput, Fig. 9 represents a comparison of the evaluated schemes. During the first 50 time slots, there is little difference in network throughput since almost all RRHs possess enough capacity to satisfy the desired UE data rates. Afterward, some RRHs reach overcapacity, resulting in UE dropped behavior. In the capacityaware and cache-aware approaches, UE association prefers the RRHs that have a high available capacity and a large amount of cached contents, respectively. These approaches cannot achieve the best throughput performance due to the unfocused RB utilization. On the other hand, although the max-rate approach considers the highest SINR as the main criterion for UE association, its greedy behavior might be FIGURE 10. Jain's fairness index among RRHs in term of current occupied capacity (%). Plot starts from t = 1 since all nodes occupy no capacity at t = 0.
non-optimal for later incoming UEs, which must associate with lower-SINR RRHs since the best one will soon reach overcapacity. Fortunately, the ARB scheme can address the shortcomings of these UE association approaches by moving UE services between neighboring RRHs with respect to RB utilization. The simulation results reveal that applying the ARB scheme improves the total network throughput by up to 43.93%, 48.05%, and 5.63% compared to the standalone capacity-aware, max-rate, and cache-aware approaches, respectively. Table 3 summarizes the numerical results of the simulation using popular communication indexes including: number of cumulative served UEs, number of cumulative dropped UEs, unserviceable start point (time slot), maximum throughput (Mbps), and average RB utilization (bit/RB). It is worth noting that the average RB utilization is significantly improved by up to 41.49%, 60.04%, and 1.78% when applying the ARB scheme over the capacity-aware, max-rate, and cache-aware approaches, respectively.
In order to evaluate the resource balancing effects when using the ARB scheme, we compared the Jain's fairness index [32] for each scheme. The Jain's fairness index determines the fairness of the occupied capacity as a ratio by
It is observed that 0 < J (·) ≤ 1 and a higher index represents better fairness among the competitors. In Fig. 10 , the improved effects of the ARB scheme over existing UE association approaches is well illustrated during the first 50 time slots. Afterward, even though the Jain indexes of the standalone capacity-aware and max-rate approaches significantly increase, this actually has a negative effect since almost all RRHs reach overcapacity. On the contrary, applying the ARB scheme provides a high fairness index with an effective performance. The cache-aware algorithm obtains the worst fairness index since it is driven by interesting contents instead of communication-related parameters. FIGURE 11. Distribution of current occupied capacity (%) in RRHs for capacity-aware, max-rate, and cache-aware UE association approaches with and without our proposed ARB scheme.
Variation in the occupied capacity of RRHs is visualized using a box-and-whisker diagram [33] , shown in Fig. 11 . According to sub-figures 11(a), 11(c), and 11(e), it is recognized that the occupied capacity of RRHs resulting from the capacity-aware approach are much more balanced than the others (represented by the small height of the box and the close whiskers), due to the available capacity consideration. On the contrary, the cache-aware approach leads to random dispersion among the occupied capacity of the RRHs (represented by the large height of the box and the far whiskers); this is because it focuses on cached contents. These three approaches are supplemented by the ARB scheme leading to the results shown in sub-figures 11(b), 11(d), and 11(e), respectively. The advantages that the ARB scheme provides can be described as two-fold:
• Decrease the diversity of the occupied capacity among the RRHs. Comparing each pair of sub-figures 11(a)-(b), 11(c)-(d), and 11(e)-(f), the shortened height of the box and whiskers represents the positive effects of the ARB scheme over the corresponding UE associations in terms of capacity utilization balancing.
• Reduce the probability of, and delay the time until reaching overcapacity. It is observed that almost all RRHs reach overcapacity around time slots 150 to 200 when using the existing UE association approaches. When applying the ARB scheme, this time till overcapacity is postponed to around time slots 250 to 300. Although the diversities of the occupied capacities among RRHs between the capacity-aware and max-rate approaches are different, applying the ARB scheme results in approximately the same performance (sub-figures 11(b) and 11(d)). Moreover, the outliers help indicate the RRHs that have small neighboring relations. If the outliers exist above the whisker, VOLUME 5, 2017 i.e., the occupied capacities are much higher than the average threshold, then we should locate mobile RRHs close to these RRHs to alleviate the burden. In contrast, if the outliers are below the whisker, i.e., the occupied capacities are much lower than the average threshold, then we should turn off some of the transceivers to reduce the power consumption. In the worst case scenario where the number of outliers is large, re-planning the radio resources among RRHs is needed to achieve a better spectrum efficiency.
VI. CONCLUDING REMARKS
In this paper, adaptive resource balancing (ARB) scheme has been proposed for serviceability maximization in Fog radio access networks (F-RANs). The backpressure algorithm is applied to the network model for service migration from higher-capacity-occupied RRHs to neighboring lower-capacity-occupied RRHs with respect to the spectral efficiency. The optimal UE selection for service migration between every two neighboring RRHs is determined by the Hungarian method to achieve the minimum resource blocks utilization. Simulation results show that the proposed ARB scheme provides significant improvement over the capacityaware, max-rate, and cache-aware approaches in terms of serviceability, availability, and throughput. For future studies, the optimal balance factors will be used to determine the neighboring relations, and the amount of service migration should be identified according to the varying network environment conditions. Moreover, a relaxing schedule will be studied to reduce the complexity of the ARB in time and space domains while maintaining sufficient performance.
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