A relation between O(n) models and Ising models has been recently conjectured [L. Casetti, C. Nardini, and R. Nerattini, Phys. Rev. Lett. 106, 057208 (2011)]. Such a relation, inspired by an energy landscape analysis, implies that the microcanonical density of states of an O(n) spin model on a lattice can be effectively approximated in terms of the density of states of an Ising model defined on the same lattice and with the same interactions. Were this relation exact, it would imply that the critical energy densities of all the O(n) models (i.e., the average values per spin of the O(n) Hamiltonians at their respective critical temperatures) should be equal to that of the corresponding Ising model; it is therefore worth investigating how different the critical energies are and how this difference depends on n.
I. INTRODUCTION
Simple models are important tools in theoretical physics, and especially in statistical mechanics, where O(n) Hamiltonians are often used to describe in highly simplified, yet significant models realistic interactions between particles or spins. Finding links or relations between different simple and paradigmatic models often results in a deeper understanding of the model themselves and of the physics they describe: from this point of view it is highly desirable to individuate and characterize exact (or even approximate) properties and quantities shared by them.
In [1] a relation between the microcanonical densities of states of continuous and discrete spin models was conjectured, and further discussed in [2, 3] . It was suggested that the density of states of an O(n) classical spin model on a given lattice can be approximated in terms of the density of states of the corresponding Ising model. By "corresponding" Ising model we mean an Ising model defined on the same lattice and with the same interactions. Such a relation was inspired by an energy landscape approach [4] to the microcanonical thermodynamics of these models, the key observation being that all the configurations of an Ising model on a lattice are stationary points of an O(n) model Hamiltonian defined on the same lattice with the same interactions, for any n. The relation between the densities of states can be written as
where ε is the energy density of the system, i.e., ε = E/N with E and N denoting the total energy and the number of spins, respectively; furthermore ω (n) is the density of states of the O(n) model, ω (1) the density of states of the corresponding Ising model and g (n) is a function representing the volume of a neighborhood of the Ising configuration in the phase space of the O(n) model. The function g (n) is typically unknown. However, since it comes from local integrals over a neighborhood of the phase space, one expects it is regular. Eq. (1) is an approximate one and the approximations involved are not easily controlled in general [5] . However, as discussed in [1] , were it exact there would be a very interesting consequence: the critical energy densities ε (n) c of the phase transitions of all the O(n) models on a given lattice would be the same and equal to ε (1) c , that is to the critical energy density of the corresponding Ising model.
Rather surprisingly, according to available analytical and numerical calculations the critical energy densities are indeed very close to each other whenever a phase transition is known to take place, at least for ferromagnetic models on d-dimensional hypercubic lattices. More precisely, the critical energy densities are the same and equal to the Ising one for all the O(n) models with long-range mean-field interactions as shown by the exact solution [6] , and the same happens for all the O(n) models on a one-dimensional lattice with nearest-neighbor interactions. Making use of the microcanonical solutions of the models, an expression analogous to (1) can be exactly computed for the mean-field and for the one-dimensional nearest-neighbors XY models (n = 2) [2] : such expression implies the equality of the critical energies in the limit ε → ε (n) c . Hence the equality of the critical energies is rooted in the expression (1) for the density of states.
In d = 2 the critical energies of the ferromagnetic transition of the Ising model and of the Berežinskii-KosterlitzThouless (BKT) transition of the XY model are only slightly different, the difference being about 2% (see Ref. [1] and references therein). The thermodynamics of the two-dimensional XY model has been analytically studied in [3] assuming Eq. (1) as an ansatz on the form of its density of states and then computing g (2) with suitable approximations. The results were compared with numerical simulations and a very good agreement was found in almost all the energy density range. This confirms the soundness of the hypotheses behind Eq. (1) also in the two-dimensional case. It is also worth noticing that despite the difference in the nature of the Ising and of the BKT transitions in d = 2, the two-dimensional Ising and XY models share a "weak universality": indeed, the critical exponent ratio β/ν and the exponent δ are equal in the two cases [7] . It is tempting to think that energy landscape arguments like those discussed above may explain such a relation between the features of phase transitions so different from each other.
The very different nature, due to the Mermin-Wagner theorem, of the Ising and BKT phase transitions in two dimensions together with the fact that the comparison is between an exact result for ε c (for the XY model) prevents the two-dimensional case from being a good test case to quantify the accuracy of the prediction on the equality of critical energy densities. From this point of view the O(n) model in three dimensions (d = 3) provides a very promising and clear-cut case study to test the equality of the critical energy densities since a phase transition occurs for all n and in all cases a local order parameter becomes non-vanishing at a finite critical temperature. For nearest-neighbor interacting O(n) models in d = 3 the comparison has to be based on the outcomes of numerical simulations or on approximate methods, since no exact solution (in particular for the critical energy) exists even for the Ising case. Although typically overlooked, results reported in the literature clearly show that the critical energies measured for three-dimensional O(n) spin systems with n = 1, 2 and 3 are almost consistent: see [1] for a discussion on this point and [8] [9] [10] for the critical values of the energy densities for n = 1, n = 2 and n = 3, respectively.
Inspired by these results, the aim of this paper is to quantify the difference between the critical energy densities of nearest-neighbor O(n) models defined on regular cubic lattices in d = 3 and to study the dependence on n of the O(n) critical energy densities. This study also entails an assessment of the accuracy of the prediction of equal critical energy densities following from Eq. (1) .
As shown in the following Sections, the already existing numerical estimates of the critical energy densities for three-dimensional O(n) models with n = 2 and 3 will be improved; in the case n = 4 we obtain a result having the same accuracy of, and in good agreement with, a very recent one given in [11] . Using these results together with the exact result for the critical energy density of the n = ∞ model (i.e., the spherical model [12] ) and with the first term of the 1/n expansion [13] , an interpolation formula for the critical energy densities ε (n) c will be derived, valid in the whole range n = 1, 2, . . . , ∞. It will turn out that the difference between the critical energy densities of the O(n) models and that of the corresponding Ising model is smaller than 1% for O(n) models with n < 8 and never exceeds 3%.
The paper is organized as follows: In Sec. II the definition of O(n) models is recalled and the notation used in the next Section introduced. Assuming the critical energy density of the Ising model in three dimensions known with enough accuracy [14] , in Sec. III A we estimate the critical energy densities of the O(2), O(3) and O(4) models in d = 3 via a finite-size scaling (FSS) analysis whose basic relations are presented in Sec. III A. In Sec. III F the spherical model in d = 3 is discussed since its thermodynamics is equivalent to the one of an O(n) model in the n → ∞ limit. The spherical model can be solved analytically in any spatial dimension d and, in particular, in d = 3: hence it provides the value of ε (∞) c . In Sec. IV a careful comparison between the critical values of the energy densities of the above mentioned models is performed and an interpolation formula for ε (n) c defined. Some conclusions are drawn in Sec. V.
II. O(n) SPIN MODELS
In the following we are going to consider classical O(n) spin models defined on a regular cubic lattice in d = 3 and with periodic boundary conditions. To each lattice site i an n-component classical spin vector S i = (S 1 i , . . . , S n i ) of unit length is assigned. The energy of the model is given by the Hamiltonian
where the angular brackets denote a sum over all distinct pairs of nearest-neighbor lattice sites. The exchange coupling J will be assumed positive, resulting in ferromagnetic interactions. The Hamiltonian (2) is globally invariant under the O(n) group. In the special cases n = 1, n = 2, and n = 3, one obtains the Ising, XY , and Heisenberg models, respectively. The case n = 1 is even more special because O(1) ≡ Z 2 is a discrete symmetry group. In this special case the Hamiltonian (2) becomes the Ising Hamiltonian
where σ i = ±1 ∀i. In all the other cases n ≥ 2 the O(n) group is continuous. Without loss of generality we shall set J = 1 in the following (and k B = 1). The energy density ε = H c , to a ferromagnetic phase, for ε < ε (n) c , with a spontaneous breaking of the O(n) symmetry. The models are not exactly solvable and estimates of critical temperatures, critical exponents and other quantities at criticality have been mainly derived by means of numerical simulations, see e.g. [8] [9] [10] .
III. DETERMINATION OF THE CRITICAL ENERGY DENSITIES
The aim of this work is to answer the following question: what is the difference between the critical value ε Some preliminary observations are necessary. As mentioned in the Introduction, three-dimensional O(n) models are not exactly solvable [15] and the value of thermodynamic functions at criticality is typically estimated numerically.
Most numerical simulations have been limited so far mostly to small n: see e.g. [8] [9] [10] [11] for n = 1, 2, 3 and 4, respectively. This is clearly understandable since these are the most relevant cases for physical applications [13] . On the other hand, different approaches like 1/n and strong-coupling expansions have been used for large n, see Ref. [13] . The common feature of these studies is that they have been performed in the canonical ensemble. Hence, especially before the suggestion that critical energy densities might be very close or even equal [1] , an accurate evaluation of the critical energy densities ε
± denoting again the energy density values at T (n)
± are computed with a fit of the energy density dataε
± (L) are computed in part with a first order Taylor expansion of the numerical data for ε
and in part -namely for L = 32, 64 and 128-numerically by performing Monte Carlo simulations of the systems at T ± (L) in excellent agreement). In the end, the fitting procedure is applied according to the relation [22]
with D n given in Eq. (5).
At the end of the analysis, ∆ε (n),syst c and ∆ε
will be compared and one of them will be chosen as final estimate of ∆ε
The derivation of the critical energy density ε (1) c for the three-dimensional Ising model can be found in Ref. [14] : the authors performed a FSS analysis of data computed with canonical Monte Carlo simulations of the system, considering lattices up to 112 3 spins. The critical coupling β
reported in [14, 23] is β 
The above result has been computed considering system sizes close to the maximum achievable with our tools and represents one of the most accurate estimation of ε
available in the literature (see, e.g., [8] for a comparison). Moreover, the uncertainty ∆ε (1) c in Eq. (13) has been computed combining the statistical and the systematic error as we have discussed in the previous Section. These facts led us not to repeat the analysis on the Ising model and to consider Eq. (13) as the best final estimation of ε Table I : in parentheses are the statistical errors.
We fitted the energy density data reported in Table I according to the relation (4) considering different choices for the critical exponents. In particular we chose: (i) the experimental values ν 2 = 0.6705(6) and α 2 = −0.0115(18) as reported in [25] ; (ii) ν 2 = 0.662(7) obtained in [9] at the same critical value of the temperature as in our case and α 2 = −0.014(21) as derived from the scaling relation α 2 = 2 − dν 2 with d = 3; (iii) ν 2 = 0.6723(3) obtained in [26] with a high statistics simulation performed at a slightly different value of the temperature and α 2 = −0.017(3) as derived from the scaling relation α = 2 − dν with d = 3; (iv ) α 2 /ν 2 = −0.0258(75) and 1/ν 2 = 1.487(81) as obtained in [20] with a similar analysis. The results of the fits for ε (2) c and for the fitting parameter ε 2 are reported in Table II . We also performed a four-parameters fit considering α 2 , ν 2 , ε (2) c and ε 2 as free parameters. However, no meaningful and ε2 entering expression (4).
Fitting parameters ν2 and α2
results could be extracted from the fit, the relative error on the parameters being larger than 100% on the critical exponents (data not shown).
All the results reported in Table II is rather insensitive to the choice of the critical exponents ν 2 and α 2 (and so to the values of the critical temperatures at which they have been computed). Anyway, as best estimate of the fitting parameters we chose:
reported in the second row of Table II . These values correspond to a choice of the critical exponents given by ν 2 = 0.662 and α 2 = −0.014 as derived in [9] (second raw of Table II) (14) is shown in Fig. 1 together with the simulation data. ε (2) c and ε 2 in Eq. (14) are consistent with the values reported in [20] ; therein, authors found ε (2) c = −0.9890(4) and ε 2 = −1.81 (38) . It is worth noticing that our result ε (14) has one digit of precision more than previous results obtained with analogous techniques, see e.g. [20] .
We fitted data of c (2) c (L) reported in Table I according to the scaling relation given in Eq. (6) and keeping the value of the ratio α 2 /ν 2 constant and equal to α 2 /ν 2 = −0.02, as given in [9] . The result of the fit is reported in the first row of Table III . To check the dependence of the specific heat on the value of the ratio α 2 /ν 2 , we also performed the same fit for different values of the critical exponents: (i) α 2 /ν 2 = −0.0285 as reported in [20] ; (ii) α 2 /ν 2 = −0.025 as obtained from data in [26] ; (iii) α 2 /ν 2 = −0.0172 as obtained from the experimental values of the critical exponents reported in [25] . The results of the fits for c (2) c and c 2 with these choices of the critical exponents are reported in the second, third and fourth row of Table III, respectively. Although the values of c
reported in Table III are not all consistent with each other, the results in the first three rows are comparable. Moreover, our results assuming α 2 /ν 2 = −0.0285 are in agreement with the results computed in [20] with the same choice of the ratio of the critical exponents. Indeed, authors found c determined critical exponents ν 2 = 0.6705 and α 2 = −0.0115 [25] are considered, see the last row of Table III . This fact was already pointed out in [20] where the authors found c c strongly depends on the value of the ratio α 2 /ν 2 . In [20] the authors considered lattice sizes up to L = 80 and suggested that a wider range of lattice sizes should be necessary to determine the asymptotic value of c (2) c . In our analysis we considered lattice sizes up to L = 128, giving N almost 4 times bigger than in [20] , but the discrepancy is still visible. Lattice sizes bigger than 128 3 spins may be needed to improve the estimate of c
c . For our purposes, we can consider
as best final estimates of the fitting parameters. These quantities, in fact, derive from the fit with α 2 /ν 2 = −0.02 as obtained in [9] assuming the same value of the critical temperature T (2) c = 2.201673 as in our case. We refer the reader to [20] for a more detailed discussion of this problem. The curve c and c 2 as in Eq. (15) is plotted in Fig. 2 together with the simulation data.
In order to evaluate the systematic contribution to the uncertainty, ∆ε (2) ,syst c , we applied the two methods presented in Sec. III A.
• Method 1. From Eq. (9), we computedε 
• Method 2. We computedε
± with a fit of the energy density dataε ± (128) in the fitting procedure for the derivation ofε (2) ± . The data used in the analysis are given in Table IV in which data derived from Monte Carlo simulations are in bold and data derived with the Taylor expansion (11) are in plain text. The result of the fits are reported in Table V ; we get
In Sec. IV we are going to compare the critical values of the energy density of different O(n) models both in the limit of small n and in the limit n → ∞; we should then consider ∆ε is an order of magnitude larger than the statistical error: this feature will be in common with all the other models considered. (2) given in [10] . The values for ε We fitted data reported in Table VI according to relation (4) with n = 3 and considering ε (3) c and ε 3 as fitting parameters. For the values of the critical exponents, we considered different choices: (i) the best theoretical estimates ν 3 = 0.705(3) and α 3 = −0.115(9) coming from a re-summed perturbation series analysis [27] ; (ii) we used α 3 − 1)/ν 3 = −1.586 (19) as obtained in [28] from a similar analysis performed using a slightly different value of the critical temperature, namely T c = 1.4430; (iii) we considered (α 3 − 1)/ν 3 = −1.5974 as derived in [10] from a similar analysis performed using t he same value of T Table  VII .
We also performed a fit of all the parameters ε Table VII and with the results reported in literature, see e.g. [10, 28] . However, as they come from a three-parameters fit of a relatively small set of data, we chose to neglect them and to consider only results reported in Table VII in our study. The values of the parameters reported in the second row of Table VII are consistent with the corresponding quantities reported in [28] . Therein, the authors obtain ε (19) . These values come from a three parameter fit of the scaling relation ε
c . Beside supporting our results, this fact seems to suggest that ε For what concerns the third row of Table VII , the results of the fit have to be compared with the results computed in [10] at the same value of T (3) c as in our case. Therein, the authors find
the relative precision of the data fit being of 0.001% or better. Also in this case our results, obtained for D 3 = −1.5974, are perfectly consistent. The values of the parameter ε
reported in Table VII are consistent with each other. The results reported in the third row of Table VII have been determined considering a combination of the critical exponents D 3 as derived in [10] at the same value of the critical temperature as in our case. Since the numerical value of α 3 /ν 3 is needed in the following to determine c 
as best estimate of the critical energy density value of ε
c . The curve ε (20) is shown in Fig. 3 together with the simulation data. It is worth noticing that the value of ε (20) is given with one digit of precision more than previous results in the literature and obtained with similar techniques [10, 28] .
We fitted data of c
c (L) reported in Table VI according to the scaling relation given in Eq. (6) with α 3 /ν 3 = −0.1991 as in [10] . The results of the fit are reported in the first row of Table VIII from the ratio α 3 /ν 3 we performed the same fit for two different choices of α 3 /ν 3 : (i) α 3 /ν 3 = −0.1631 as derived in [27] and (ii) α 3 /ν 3 = −0.166 as derived in [28] . The results of these fits are reported in the second and third rows of Table VIII, respectively. We chose 
as the best choice of the fitting parameters, being associated to a choice of the critical exponents as in [10] at the same value of T In order to evaluate ∆ε
, we applied the two methods presented in Sec. III A specialized to n = 3:
• Method 1. From Eq. (9) we computed the values ofε 
± with a fit of the energy density data forε 
as best estimate of the critical energy density of the three dimensional Heisenberg model, in the thermodynamic limit. (13) given in [29] ; therefore, simulations were performed at T = 1.06835. Table XI shows the values for ε We fitted data reported in Table XI We also performed a four-parameter fit with α 4 , ν 4 , ε (4) c and ε 4 as free parameters. However, as in the n = 2 case, no meaningful results can be extracted from the fit, the relative error on the critical exponents being larger then 100%. The results of the fit are not shown here and will be neglected in the following.
The results for the critical energy density ε
shown in Table XII are consistent with each other. As anticipated, they are also in good agreement with the known results, see e.g. [11] , where the authors find ε (25) as best estimate of the critical energy density ε (4) c and of the fitting parameter ε 4 , as reported in the first row of Table  XII . Indeed, these results come from a choice of the critical exponents as in [29] where the same value of the critical temperature as in our case was used. The curve ε (4) c (L) given by Eq. (4) for n = 3 and for ε (4) c and ε 4 as in Eq. (25) , is shown in Fig. 5 together with the simulation data used in the analysis.
We fitted data of c Taylor-expanded data are considered. The Monte Carlo data involved in the analysis are given in Table XIV ; the statistical errors are reported in parentheses. The results of the fit, shown in Table XV , are such that 
as the final value of the critical energy density of the three dimensional O(4) model in the thermodynamic limit. As for the O(2) and the O(3) models, the uncertainty on ε The spherical model has been introduced by Berlin and Kac [30] as an exactly solvable model of a ferromagnet: its Hamiltonian reads
where the sum is intended over all the distinct pairs of distinct nearest neighbors on a regular d−dimensional hypercubic lattice. At variance with the O(n) models, the "spin variables" T i are real numbers and their modulus is not fixed to unity: instead, the spherical constraint
is imposed, allowing for a fluctuation of the modulus of the spin variables. The spherical model is exactly solvable in any spatial dimension d in the thermodynamic limit, both in the canonical and in the microcanonical ensembles: for the canonical solution see e.g. [31] and references therein, for the microcanonical solution see [32] . Despite the long-range nature of the constraint in Eq. (31) the canonical and the microcanonical descriptions are equivalent and the model shows a continuous phase transition from a low-energy (temperature) ferromagnetic phase to a high-energy (temperature) paramagnetic phase for all d ≥ 3 [33] .
As pointed out in 1968 by H. E. Stanley, the free energy of a class of models described by the Hamiltonian ) and |T i | 2 = n ∀i = 1, . . . , N ) approaches the free energy of the spherical model (30) in the n → ∞ limit [12] . Moreover some "critical properties" of H (n) , like the value of the critical temperature T (n) c or the value of some critical exponents [34] , appear to be monotonic functions of n [35] .
The class of models described by the Hamiltonian in Eq. (32) can be mapped onto classical O(n) models defined by Eq. (2), once the norm of the spins is properly scaled:
so that 
