This paper addresses the problem of finding cutting planes for multi-stage stochastic integer programs. We give a general method for generating cutting planes for multi-stage stochastic integer programs based on combining inequalities that are valid for the individual scenarios. We apply the method to generate cuts for a stochastic version of a dynamic knapsack problem and to stochastic lot sizing problems. We give computational results which show that these new inequalities are very effective in a branch-and-cut algorithm.
Introduction
This paper deals with polyhedral aspects of multi-stage stochastic integer programs. Our basic idea is to extend known results concerning cutting planes for a deterministic model of the problem to a stochastic model. In other words, suppose we know valid inequalities that make it possible to solve efficiently the deterministic model by linear programming or branch-and-cut. In this paper we show how to use this knowledge to get valid inequalities for a stochastic scenario-tree based model of the problem so that it too can be solved by a branch-and-cut algorithm. Multi-period production planning problems are a typical example where there is considerable knowledge of the convex hull of feasible solutions for various deterministic problems. In [9] we showed how to apply this idea for uncapacitated lot-sizing problems by generalizing the well-known ( , S) inequalities [2] to a stochastic setting. Here we generalize the basic ideas of [9] so that the results can be applied to general multi-stage stochastic integer programs involving a scenario tree model of the uncertain parameters. The key idea of our approach is to combine deterministic valid inequalities corresponding to different scenarios to obtain valid inequalities for the whole scenario tree. The general framework is studied in detail in the context of stochastic dynamic knapsack problems and stochastic lot-sizing problems. For these special cases, we provide facet and convex hull defining conditions, and discuss separation procedures. We also present computational results which show that the approach is computationally feasible for stochastic lot-sizing problems.
The remainder of the paper is organized as follows. In the next section we present notation and terminology used throughout the paper, and also discuss the underlying combination principle in our approach. A general framework for obtaining valid inequalities for stochastic scenario-tree integer programs is given in Section 3. Applications to stochastic dynamic knapsack problems and stochastic lot-sizing problems are presented in Sections 4 and 5, respectively. Section 6 presents computational results, and Section 7 gives conclusions and directions for future research.
Notation and Preliminaries

Multi-stage stochastic integer programs
Consider the deterministic T -period mixed integer program min T t=1 (α t x t + β t y t ) s.t. (G tτ x τ + A tτ y τ ) ≥ b t t = 1, . . . , T x t ∈ R p + , y t ∈ Z n + t = 1, . . . , T.
(1)
In (1), A tτ and G tτ are matrices, and α t , β t and b t are vectors, respectively, of appropriate dimensions. We assume, without loss of generality, that the decision vectors in each of the time period t = 1, . . . , T are of identical dimension. Now consider the extension of (1) to a stochastic setting. We assume that the problem parameters (α, β, G, A, b) evolve as a discrete time stochastic process with a finite probability space. This information structure can be interpreted as a scenario tree T = (V, E) with T levels (or stages) where a node i ∈ V in stage t of the tree gives the state of the system that can be distinguished by information available up to time stage t. The probability associated with the state represented by node i is p i . The set of nodes on the path from the root node (indexed as i = 0) to a node i is denoted by P(i). The decisions (x i , y i ) corresponding to a node i are assumed to be made after observing the realizations (α i , β i , {G ij } j∈P(i) , {A ij } j∈P(i) , b i ) but are non-anticipative with respect to future realizations. The goal is to minimize expected total costs. The multi-stage stochastic integer programming extension of (1) 
(2) Formulation (2) is completely general. Any multi-stage stochastic integer program defined over a scenario tree can be modelled according to this formulation (cf. [16, 17] ). Specific examples of such problems include stochastic lot-sizing problems [9, 12] (see also Section 5), stochastic capacity planning models [1, 18] , and the stochastic unit commitment problem [15, 19] .
Path and Tree sets
We denote the set of feasible solutions of the multi-stage stochastic integer program (2) by X T , and refer to this set as the tree set. In this paper, we develop valid inequalities for the tree set X T by combining given valid inequalities for path sets of the form
for some nodes i ∈ V. Note that the path set X i includes only those constraints of X T that correspond to the nodes on the path P(i) from the root node 0 to node i, and hence is a relaxation of the tree set X T . Moreover, the path set X i is essentially the feasible region of the deterministic multi-period problem (1) with t(i) periods, where t(i) is the stage number of node i in the scenario tree T . Consequently, known valid inequalities for the deterministic model (1) are valid for the path set X i and also for the tree set X T . The (deterministic) valid inequalities corresponding to different path sets, called path inequalities, can be combined to obtain a new valid inequality, called a tree inequality, for the tree set. This idea has been previously explored in [9] where valid inequalities for deterministic uncapacitated lot-sizing were combined to derive valid inequalities for stochastic lot-sizing, and in [8] where valid inequalities for general deterministic two-stage integer programs were combined to obtain inequalities for two-stage stochastic integer programs. The underlying combination scheme in these papers, as well as in our approach, is a simple operation known as pairing [8] which is described next.
Pairing
Throughout this paper we adopt the following convention. Given two vectors a 1 and a 2 of the same dimension, the operations min(a 1 , a 2 ) and max(a 1 , a 2 ) are understood to be carried out component-wise. Given a vector a and a scalar b, we define a + b = a + b and min{a, b} = min{a, b }, where is a vector of ones of the same dimension as a. Also, since all variables are non-negative, we say that an inequality a 1 x ≥ b 1 dominates another inequality a 2 x ≥ b 2 if a 1 ≤ a 2 and b 1 ≥ b 2 . where ϕ = max{g 1 , g 2 } and φ = min{a 1 + (b 2 − b 1 ), max{a 1 , a 2 }}, is valid for X.
The pairing inequality is a split cut that can be derived as in [4] or via the mixed-integer rounding procedure [13, 14] and, in the special case where all coefficients are nonnegative, via mixing [10] .
Given a set of valid inequalities, the pairing operation can be carried out repeatedly to generate new valid inequalities. The order in which the inequalities are paired differentiates the inequalities. A natural order is sequential pairing. Given K valid inequalities
sequential pairing inequality is obtained by pairing the inequality for i = 1 with that for i = 2, and then pairing the resulting inequality with that for i = 3 and so on in the sequence i = 1, . . . , K. In [8] , problem structures where sequential pairing dominates any other pairing order has been studied. One such structure is that of two-stage stochastic integer programs.
From Paths to Trees
In this section, we derive a family of valid inequalities for the tree set X T from a given set of path inequalities. We assume that the coefficients of the path inequalities are non-negative. This assumption can be enforced by weakening any coefficient a j by max{0, a j } (since all variables are assumed to be non-negative). We need the following additional notation regarding scenario trees. Each node i of the scenario tree T , except the root node (indexed as i = 0), has a unique parent, and each non-terminal node i is the root of a subtree T (i) = (V(i), E(i)), which contains all descendants of node i. Thus T = T (0) and V = V(0). The time period (level) corresponding to a node i will be denoted by t(i). Given a subset of nodes R ⊆ V, let V R = ∪ i∈R P(i), and R(j) = R ∩ V(j) for each j ∈ V R .
The Tree inequalities
Theorem 2 Given a subset of nodes R = {i 1 , . . . , i K } ⊆ V, suppose that the inequalities
are valid for the path sets X i for all i ∈ R, and are such that
is valid for the tree set X T , where
Proof: We show, by induction, that the tree inequality (4) corresponding to R k = {i 1 , . . . , i k } is valid for X T for all k ∈ {1, . . . , K}.
For the base case (k = 1), note that, after coefficient tightening, the path inequality for X i1 is
Inequality (5) is precisely the tree inequality (4) with R = {i 1 } (in this case, V(R) = P(i 1 ) and R(j) = i 1 for all j ∈ V(R)). Moreover any path inequality is valid for X T . Assume now that the inequality
is valid for X T for some k ∈ {1, . . . , K}. The path inequality for X i k+1 is
Next we pair the inequalities (6) and (7) using Theorem 1. Note that the pairing inequality has a right-handside equal to b i k+1 and includes variables from all the nodes in V R k+1 = V R k ∪ P(i k+1 ). We next show that the coefficients in the inequality obtained by pairing (6) and (7) are less than or equal to those of the tree inequality (4) corresponding to R k+1 . If a ij = a j in each of the path inequalities (3), then the coefficients in the inequality obtained by pairing (6) and (7) are equal to that of the tree inequality (4). We partition V R k+1 into three sets (i)
where the second equality follows from the fact that g ij = 0 for all i ∈ R k for any j ∈ P(i k+1 ) \ V R k . Also
where the second equation follows from the fact that a ij = 0 for all i ∈ R k for any j ∈ P(i k+1 ) \ V R k , and the third equation follows from the fact that R k+1 (j) = {k + 1} for any j ∈ P(i k+1 ) \ V R k .
(ii) For each j ∈ V R k \ P(i k+1 ), we have
= max i∈R k+1
where the first equation follows from the fact that φ j (R k ) ≥ 0, and the last equation follows from the fact that a i k+1 j = 0 and
where
Consider the following two cases.
, and from (8)
It then follows that the tree inequality (4) corresponding to R k+1 is dominated by an inequality obtained by pairing the valid inequalities (6) and (7), and is therefore valid for X T . 2
Example 1 Consider a tree set corresponding to the scenario tree depicted in Figure 1 . Assume the three valid path inequalities corresponding to nodes 2, 3 and 4 are, respectively,
3x 1 + 4y 1 + 3x 3 + 4y 3 ≥ 17, and (10) Then, according to Theorem 2, the two tree inequalities (4) corresponding to R = {2, 3} and R = {2, 4}, 3x 1 + 2x 2 + 3x 3 + 5y 1 + 5y 2 + 2y 3 ≥ 17 and
are valid. 2
Strengthened Tree inequalities
If the coefficients of the path inequalities are such that, for any j, g ij = g j and a ij = a j for all i, then the tree inequality can be strengthened.
Theorem 3 Suppose that the inequalities
with g j ∈ R p + and a j ∈ R n + are valid for the path sets X i for all i ∈ V, and (without loss of generality)
and Ω R (j) = Ω R ∪ V(j) for any j. Then the tree inequality (4) corresponding to Ω R dominates the tree inequality corresponding to R.
Proof:
The tree inequality corresponding to the set R is
From the definition of Ω R , it follows that V ΩR = V R , and since b j ≤ b i for all j ∈ P(i), we also have max i∈ΩR {b i } = b iK . So the tree inequality corresponding to Ω R is
Thus (15) dominates (14) . 2 Example 1 (contd.) By relaxing the inequalities (9) and (10) to 3x 1 + 6y 1 + 2x 2 + 5y 2 ≥ 15 and (16)
the path inequalities (16), (17) and (11) corresponding to nodes 2, 3 and 4 satisfy the requirements of Theorem 3. Recall that the tree inequality corresponding to R = {2, 4} is (12) . The extension of R according to Theorem 3 is Ω R = {2, 3, 4}. The tree inequality corresponding to Ω R is
and it dominates (12), the tree inequality for R. 2
The stochastic dynamic knapsack problem
The deterministic dynamic knapsack set
where a t ∈ R + and b t ∈ R + , has been studied in [11] . Assuming that the parameters a t and b t are stochastic and evolve according to the scenario tree T = (V, E), and using the notation already described, the stochastic dynamic knapsack set is
where a i ∈ R + and b i ∈ R + for all i ∈ V. Without loss of generality, we assume
The stochastic dynamic knapsack set X SDK is a simple special case of the tree set X T , involving a single binary variable and a single constraint corresponding to each node of the scenario tree, and an additional continuous variable x corresponding to the root node. Considering the original node-specific constraints as the base path inequalities, we can apply Theorem 2 to obtain the valid tree inequality
Moreover, since X SDK satisfies the assumptions of Theorem 3, the tree inequality (20) can be strengthened by replacing R with Ω R , where Ω R is defined as in Theorem 3. From (20), we obtain the valid inequalities
x + 20y 1 + 10y 2 + 5y 3 + 5y 4 ≥ 20, orresponding to R = {1, 2, 4}, and (22) x + 40y 1 + 10y 2 + 25y 3 + 5y 4 + 20y 5 ≥ 40, corresponding to R = {1, 2, 4, 5}.
(23)
The inequality (22) corresponding to R = {1, 2, 4} is dominated by the inequality We now present some sufficient conditions under which the tree inequality (20) is facet-defining. We only consider inequalities corresponding to subsets R ⊆ V such that Ω R = R. We denote such subsets as Ω = {b i1 , . . . , b iK }, and so the corresponding tree inequality is
Theorem 4 The tree inequality (26) is facet-defining for X SDK if
(1) for each j ∈ V Ω , a j ≥ max{b i , i ∈ Ω(j)}, and (2) for each pair j ∈ Ω and r ∈ V(j), b j + k∈P(r)\P(j) a k ≥ b r , and (3) for each j ∈ V \ V Ω , there exists a node s(j) ∈ P(j) ∩ V Ω such that a s(j) + k∈P(r)\VΩ a k ≥ b r for each r ∈ P(j) \ {V Ω ∪ j} and a s(j) + k∈P(r)\{VΩ∪j} a k ≥ b r for each r ∈ V(j).
Proof: See [6] . 2
Example 2 (contd.) The inequalities (21) and (24) are facet-defining since they satisfy all three sufficient conditions. However, Theorem 4 does not specify whether inequality (25) is facet-defining since a 3 = 20 < max{b i , i ∈ Ω(3)} = b 5 = 40, so the sufficient condition (1) is not satisfied. 2
In general, Theorem 4 does not imply that the tree inequalities (26) are sufficient to describe the convex hull of X SDK . Moreover, there are exponentially many tree inequalities, and we do not have an efficient separation scheme for the general case. However when the coefficients a j are large relative to the right-handside coefficients we can obtain stronger results.
Special case: Large coefficients
We consider instances of X SDK with large coefficients, in particular a j ≥ max{b k , k ∈ V(j)} for all j ∈ V. In this case
Theorem 5 If a j ≥ max{b k , k ∈ V(j)} for all j ∈ V, then the family of inequalities (26) corresponding to all Ω ⊆ V, along with 0 ≤ y j ≤ 1 for all j ∈ V describe the convex hull of X SDK .
Proof: See [6] .
2
Theorem 5 generalizes the convex hull results for the deterministic case, i.e., |Ω| = 1, in [2] , and the case where there are only two stages, i.e., t(j) ≤ 2 for each j ∈ V, in [10] .
Example 2 (contd.) If we modify the coefficients to a 1 = a 2 = a 3 = a 4 = a 5 = 40, then inequalities (26) corresponding to Ω = {1}, {1, 2}, {1, 3}, {1, 3, 4}, {1, 3, 5}, {1, 2, 3}, {1, 2, 3, 4}, {1, 2, 3, 5}, {1, 3, 4, 5}, {1, 2, 3, 4, 5} together with 0 ≤ x ≤ 40 and 0 ≤ y 1 , . . . , y 5 ≤ 1 describe the convex hull of all feasible solutions. 2
Separation
For the case of large coefficients, separation of the tree inequalities can be carried out by solving shortest path problems on a directed graph G with nodes V and arcs (i, j) for all i with b j > b i . Given a point (x * , y * ), the separation problem of determining whether there exists a violated tree inequality can be reduced to finding a shortest path from node 0 to node k for each k ∈ V where the length of arc (i, j) is given by
r . This is true because a path P = (0, i 1 , i 2 , . . . , i k ) in G corresponds to a valid tree inequality of the form (20) with R = {0, i 1 , i 2 , . . . , i k } since the length of the path plus x * is equal to the left-hand side of the inequality. Therefore, there is a violated inequality with right-hand side b i k if and only if the length of a shortest path from 0 to k is less than b i k − x * . Using Dijkstra's algorithm the separation problem can be solved in O(|V| 2 ) time and we can find as many as |V| − 1 violated inequalities from the shortest paths from 0 to k for each k ∈ V.
Theorem 6 If a j ≥ max{b k , k ∈ V(j)} for all j ∈ V, then there exists a polynomial-time separation algorithm for the tree inequalities (26).
When the condition that a j ≥ max{b k , k ∈ V(j)} does not hold, the above algorithm may be used as a separation heuristic by first finding a tree inequality assuming a j ≥ max{b k , k ∈ V(j)} for all j and then tightening the coefficients of the y j variables to min{a j , φ j (R)}.
Dominance of sequential pairing
Theorem 7 A valid inequality generated by an arbitrary sequence of pairing operations on a subset of the original inequalities of X SDK is dominated by a convex combination of the tree inequalities (26) for all Ω ⊆ V.
Proof: First consider the case a j ≥ max{b k , k ∈ V(j)} for all j. In this case, the claim is certainly true since, by Theorem 5, the tree inequalities suffice to describe the convex hull of X SDK . Thus, if a j ≥ max{b k , k ∈ V(j)} for all j, a valid inequality
where b(R) = max j∈R {b j }, obtained by an arbitrary sequence of pairing operations of the original inequalities for a subset R ⊆ V, is dominated by a convex combination of tree inequalities (26)
corresponding to subsets of nodes Ω 1 , . . . , Ω K . That is, there exists a set of weights λ 1 , . . . , λ K with λ k ≥ 0 and
Now, consider the case of general coefficients a j . Observe that a valid inequality obtained by an arbitrary sequence of pairing operations on the original constraints of X SDK corresponding to a subset of nodes R ⊆ V is of the form
where θ j (R) is the coefficient if a j ≥ max{b k , k ∈ V(j)} for all j. Similarly, a tree inequality corresponding to Ω k ⊆ V is of the form
with λ k ≥ 0 and
where the first inequality follows from (27). On the other hand, if a j ≤ θ j (R) then 
Stochastic lot-sizing
A multi-stage stochastic integer programming formulation of the single-item stochastic lot-sizing problem defined over a scenario tree T = (V, E) is (cf. [9] )
where s, x and y denotes the inventory, production, and set-up variables, and the parameters α, β, γ, and a denotes holding costs, productions costs, set-up costs, and production capacities, respectively. Eliminating the inventory variables s i for i ∈ V and using s to denote the initial inventory variable s a(0) , the feasible region of the stochastic lot-sizing problem is
where d 0i = j∈P(i) d j , i.e., the cumulative demand up to node i. Replacing x i with a i y i , we have the relaxation of X SLP
where b i = max j∈P(i) {d 0j }. Note that X RSLP is precisely the stochastic dynamic knapsack set X SDK . Hence, the valid inequalities developed in Section 4 are also valid for X SLP . The following lemma allows us to include the x j variables in the valid tree inequalities for X RSLP .
Lemma 1
If s + j∈VR π j y j ≥ π 0 is a valid inequality for X SLP for some R ⊆ V, and S R ⊆ V R , then
where S R = V R \ S R , is a valid inequality for X SLP .
Proof: Consider a point (s * , x * , y * ) ∈ X SLS . Now construct a point ( s, x, y) such that x j = x * j and y j = y * j for each j ∈ V \ S R , x j = y j = 0 for each j ∈ S R , and s = s * + j∈SR x * j . Then for each i ∈ V, s + j∈P(i)
Thus (s, x, y) ∈ X SLP . Then
Therefore, inequality (30) is valid for X SLS . 2
and a subset S R ⊆ V R , the inequality
is valid for X SLP , where
Proof: The result follows immediately by applying Lemma 1 to inequality (20) for the stochastic dynamic knapsack relaxation X RSLP . 2
Next, we consider the tree inequalities (31) for the special case where the production quantities are uncapacitated. For the case with constant production capacities, valid inequalities derived from a mixing set relaxation of X SLP are presented in [5] .
The uncapacitated case
Here we assume that a j ≥ max{b k , k ∈ V(j)} for all j ∈ V. Guan et al. [9] proposed the following class of (Q, S Q ) inequalities for this case.
Consider a set of nodes Q = {i 1 , i 2 , . . . , i K } ⊂ V, and let Q(j) = Q ∩ V(j) for all j ∈ Vs, such that
(ii) if, for any node j, i m , i n ∈ Q(j), then {i m+1 , i m+2 , . . . , i n−1 } ∈ Q(j).
M Q (i) = max{d ij : j ∈ Q(i)}, and
Then, given S Q ⊆ V Q and S Q = V Q \ S Q , the (Q, S Q ) inequality
is valid for X SLP . Guan et al. [9] provide sufficient conditions under which the (Q, S Q ) inequalities are facet-defining for the uncapacitated lot-sizing problem. For two-stage problems, these inequalities suffice to describe the convex hull [7] .
Theorem 9
The (Q, S Q ) inequality (32) is a tree inequality of the form (31) corresponding to R = Q.
Proof:
The result follows from the definition of the set Q and noting that, in this case, for any j ∈ V Q , δ Q (j) = φ j (Q).
As observed in [5, 6] , tree inequalities beyond the (Q, S Q ) inequalities may be needed. The following example illustrates this fact.
Example 3 Consider a stochastic uncapacitated lot-sizing problem for the scenario tree structure shown in This inequality is facet-defining. However, it is not a (Q, S Q ) inequality since the set {1, 3, 2, 4} does not satisfy the necessary requirements on Q. 2
Separation
Consider the uncapacitated case first. Separation of the tree inequalities (31) corresponds to finding a subset of nodes R and a partition of V R into S R and S R . Unfortunately this does not appear to be easy, so we use a heuristic approach. Recall that if we fix S R = ∅ then the lot-sizing tree inequalities (31) are the dynamic knapsack tree inequalities (26) and hence can be separated exactly in polynomial time by a shortest path scheme as in Section 4.2. Once we have identified the most violated dynamic knapsack tree inequality (26), i.e., a subset of nodes R, we can then set S R = {j ∈ V R : x * j < φ j (R)y * j }, where (x * , y * ) is the current fractional solution, to find a tree inequality (31). This heuristic can be further enhanced by setting S R as above for each of the dynamic knapsack tree inequalities identified in the course of the separation algorithm of Section 4.2 and obtaining a resulting lot-sizing tree inequality, and then choosing the most violated lot-sizing tree inequality from among these.
For the capacitated case, we first use the above scheme to find tree inequalities assuming a j ≥ max{b k , k ∈ V(j)} and then tighten the coefficients of the y j variables to min{a j , φ j (R)}.
Computational Experiments
In this section, we present computational results with a branch and cut algorithm to demonstrate the computational effectiveness of the inequalities generated by our pairing scheme on randomly generated instances of single-item uncapacitated and capacitated stochastic lot-sizing problems. All computations have been carried out on a Linux workstation with dual 2.4 GHz Intel Xeon processors and 2 GB RAM.
Instance generation
Instances were generated based on different structures of the underlying scenario trees, different ratios of the production cost to the inventory holding cost, and different ratios of the setup cost to the inventory holding cost. We assumed that the underlying scenario tree is balanced with T stages and K branches per stage. For the uncapacitated instances we used stage-branch combinations (T, K) = (9, 2), (10, 2), (6, 3) and (7, 3); production to holding cost ratios β/h = 2 and 4; and setup to holding cost ratios γ/h = 200 and 400.
Corresponding to each of the 16 combinations of K, T , γ/h and β/h three random instances were generated. In these instances, corresponding to each node i of the tree, the holding cost h i is a random number uniformly distributed in the interval [0, 10]; the production cost β i is uniformly distributed in the interval [0.8(α/h)h, 1.2(α/h)h] whereh is the average holding cost; the setup cost γ i is uniformly distributed in the interval [0.8(β/h)h, 1.2(β/h)h]; and demand d i is uniformly distributed in the interval [0, 100]. Finally, all K children of a node occur with equal probability 1/K.
For the capacitated instances, we used (T, K) = (9, 2) and (6, 3) . Two sizes of productions capacities a i were used, a large capacity that is uniformly distributed in the interval [40T, 60T ] and a small capacity that is uniformly distributed in the interval [20T, 40T ]. All other parameters were generated in the same way as in the uncapacitated case.
Results
We used CPLEX 8.1 in the default mode as a control and compared its performance to our customized algorithm which augments default CPLEX by repeatedly solving the linear programming relaxation and adding the most violated cut found by the separation heuristics until no more cuts can be found, at each node of the branch-and-cut tree. To get a better understanding of the value of our cuts, we also evaluated how much they improved the LP at the root node.
Computational results for the stochastic uncapacitated case are shown in Tables 1 and 2 . Table 1 gives the effectiveness of the tree inequalities in tightening the LP relaxation gap at the root node. The LP relaxation gap of the original formulation without adding any cuts is shown in the column labelled "LP Gap %." It is calculated with respect to the best feasible solution found by our branch-and-cut algorithm. The column labelled "Path" corresponds to the results from adding all violated path inequalities (i.e., |R| = 1); the column labelled "(Q, S Q )" corresponds to the results after adding (Q, S Q ) inequalities developed; the column labelled "Tree" corresponds to the results after adding violated tree inequalities (31) by the heuristic separation algorithm.
For each combination of K, T , γ/h and β/h, there are two rows corresponding to the columns labelled "Path," "(Q, S Q )" and "Tree." The first row gives the LP relaxation gap after adding inequalities, and the second row gives the number of inequalities added. Note that all reported numbers are averages over three instances. Significant tightening of the LP relaxation is achieved via our approach. In most cases, the LP relaxation gap is reduced from over 20% to less than 1%. Furthermore, in most cases, we observe significant improvement by adding tree inequalities to the path inequalities. The tree inequalities also give better performance than the (Q, S Q ) inequalities, and many fewer tree inequalities are needed to get this improved performance.
The final column labelled "|R|" records the minimum, average and maximum number of elements in R corresponding to each tree inequality which gives an indication of how much of the scenario tree is used by each inequality. We observed that |R| ranges from 2 to 40 with an average around 10. We also noticed that the average number of elements in R for the cases with K = 2 is less than those with K = 3. Table 2 presents our branch-and-cut results. We compared the number of cuts added by default CPLEX and by our branch-and-cut scheme respectively, the relative optimality gap upon termination, the number of nodes explored (apart from the root node), and the total CPU time. For the two rows corresponding to each combination of K, T , γ/h and β/h in the table, the first one gives the performance of default CPLEX and the second one gives the performance of our branch-and-cut scheme. The reported data is averaged over three instances. In the column labelled "optimality gap," the numbers in square brackets indicate the number of instances not solved to default CPLEX optimality tolerance within the allotted time limit of one hour. The default CPLEX MIP solver added several types of cuts including cover cuts, flow cuts, Gomory fractional cuts and mixed integer rounding cuts. Our branch-and-cut algorithm added up to 500 tree inequalities as cuts at each node after the CPLEX default cuts have been added. For the total CPU time, as shown in the column labelled "CPU secs," we report the average CPU time for instances that are solved to default CPLEX optimality tolerance within the allotted time limit of one hour. Label " * * * " represents the case that no instance is solved to default CPLEX optimality tolerance within the allotted time.
Our branch-and-cut algorithm performs much better than default CPLEX. Our algorithm solves to optimality half of the instances for K = 2 case and 10 out of 24 instances for K = 3 case, while the default CPLEX can not solve any of the instances to optimality. For those instances unsolved by both algorithms, our algorithm yielded much smaller optimality gaps. Moreover, our cuts dramatically reduced the number of nodes in the branch and bound tree and, although we added many more cuts, the running times were smaller as well. Furthermore by limiting the number of cuts added as a function of tree depth, we were able to decrease the running times a bit more than those shown in Table 2 . Tables 3 and 4 present results for the capacitated case. We also tested three instances for each combination. Table 3 shows the optimality gap reduction after adding path inequalities and the substantially bigger reductions after adding tree inequalities at the root node. For the branch-and-cut algorithm, as shown in Table 4 , default CPLEX cannot solve any of the instances to optimality while our algorithm solves 16 out of 24 instances to optimality, including all two branch instances. For those unsolved instances, our algorithm obtains smaller optimality gaps and all final gaps are smaller than 0.5%. For the small capacitated case, 21 out of the 24 instances are solved to optimality by our algorithm while default CPLEX can only solve 4 out of the 24 instances to optimality. The final optimality gaps by our approach are within 0.15%.
Conclusions and future research
We have presented a general method for generating valid inequalities for multi-stage stochastic integer programs based on combining inequalities that are valid for the individual scenarios. We have applied the method to a stochastic version of a dynamic knapsack problem and to stochastic lot sizing problems. Our computational results show that these new inequalities are very effective in a branch-and-cut algorithm and give much better results than default CPLEX. Since multi-stage stochastic integer programs are very difficult to solve, and arise in many domains, including network reliability, routing, capacity planning and scheduling, we are now investigating the application of our method to different structural models. Decomposition methods involving Lagrangian relaxation [3, 15] and column generation [12, 17, 18] have been very effective in solving various classes of multi-stage stochastic integer programs. Integration of the proposed cut generation scheme within such decomposition frameworks is an important unresolved issue. 
for each pair j ∈ Ω and r ∈ V(j),
for each j ∈ V \ V Ω , there exists a s(j) ∈ P(j) ∩ V Ω such that a s(j) + k∈P(r)\VΩ a k ≥ b r for each r ∈ P(j) \ {V Ω ∪ j} and a s(j) + k∈P(r)\{VΩ∪j} a k ≥ b r for each r ∈ V(j).
Proof: We construct dim(X) = n+1 linearly independent vectors belonging to X that satisfy (26) at equality.
We construct a vector corresponding to each of the n+1 variables. Let e x and e yj be unit vectors in R (i) Vector u 0 corresponds to variable x and is given by
(ii) For each y j where j ∈ V Ω , the corresponding vector u j is given by
(iii) For each y j where j ∈ V \ V Ω , the corresponding vector u j is given by
Feasibility: We need to show that {u j } n j=0 satisfies (19) for each i ∈ V. (i) The vector u 0 clearly satisfies (19) corresponding to each i ∈ V Ω since the left-hand-side of (19) is b Q ≥ b i for each i ∈ V Ω . Corresponding to each i ∈ V \ V Ω , let ξ(i) = argmax{b k : k ∈ P(i) ∩ Ω} and the left-hand-side of (19) is
where the first inequality follows from the fact that b Q ≥ b ξ(i) since ξ(i) ∈ Ω and the second inequality follows from condition (2).
(ii) It is easy to verify that the vector u j corresponding to each j ∈ V Ω satisfies (19) for each i ∈ Ψ(j). The reason is that the left-hand-side value is greater than or equal to b ρ(j)−1 ≥ b i for each i ∈ Ψ(j).
For each i ∈ V Ω \ Ψ(j), let λ(i) = {k : k ∈ P(i) ∩ Λ(j)}. Then, the left-hand-side of (19) is
where the inequality follows from condition (1).
For each i ∈ V \ V Ω , the left-hand-side of (19) for the case that λ(i) exists is
where the second inequality follows from condition (1) and the last inequality follows from condition (2) . Note here we can also provide a similar argument if λ(i) does not exist.
(iii) The vector u j corresponding to each j ∈ V \ V Ω satisfies (19) for each i ∈ V Ω . It follows from the fact that s(j) ∈ V Ω and j ∈ V \ V Ω . Condition (3) shows that u j satisfies (19) for each i ∈ V \ V Ω .
Tightness: We need to show that {u j } n j=0 satisfies (26) at equality. (i) It is easy to verify that the vector u 0 satisfies (26) at equality.
(ii) The vector u j for each j ∈ V Ω satisfies (26) at equality since the left-hand-side of (26) is
where the second equation follows from the fact that a r ≥ i∈Ω(r) (b i − b i−1 ) for each r ∈ Λ(j). This is because that r ∈ Λ(j) ⊆ V Q and based on condition (i), we have a r ≥ max{b i , i ∈ Ω(r)} ≥ i∈Ω(r) (b i − b i−1 ). The last equation follows from the fact that Ω(r 1 ) ∩ Ω(r 2 ) = ∅ if r 1 , r 2 ∈ Λ(j) and
(iii) The vector u j for each j ∈ V \ V Ω satisfies (26) at equality since u s(j) satisfies (26) at equality based on (ii) and
Linear independence: To verify the linear independence of the n + 1 vectors {u j } n j=0 , observe that we can first obtain |V \ V Ω | unit vectors by getting e yj = u j − u s(j) corresponding to each j ∈ V \ V Ω . Besides this, for each j ∈ V Ω ∪ {0}, let
We can form a matrix where the |V Ω | vectors form the rows of the matrix and the vector corresponding to i will be placed above the vector corresponding to j if max{b k :
From the definition of Λ(j) and the construction process of each u j , we can easily observe that these vectors form a lower triangle matrix. Therefore, all these n + 1 vectors are linearly independent.
2 Theorem 5 If a j ≥ max{b k , k ∈ V(j)} for each j ∈ V, then the family of inequalities (26) for all Ω ⊆ V, together with 0 ≤ x ≤ b V and 0 ≤ y j ≤ 1 for each j ∈ V describe the convex hull of X SDK .
Proof: We notice that if a j ≥ max{b k , k ∈ V(j)}, then all inequalities (26) are valid and facet-defining based on Theorem 4 and φ j (Ω) = i∈Ω(j) (b i − b i−1 ) for each j ∈ V Ω . We also notice that inequalities (19) are dominated by inequalities (26). We only need to show no fractional extreme points exist after adding inequalities (26) to X SDK . In the following, we prove this by contradiction and assume u 0 = {x 0 , y 0 1 , . . . , y 0 n } is an extreme point that contains fractional elements.
First, assume there is no inequality in (26) such that u 0 satisfies it at equality. Without loss of generality, assume the jth element of u 0 is fractional. Then there exists two points u 1 = u 0 + e yj and u 2 = u 0 − e yj feasible for X SDK . It contradicts with the assumption that u 0 is an extreme point since u
If there are some inequalities in (26) such that u 0 satisfies them at equality, we define the set of nodes corresponding to the right-hand-side of each inequality as Φ. That is,
Let α * = argmin{b j : j ∈ Φ} and Ω j be any set corresponding to each j ∈ Φ such that
In the following, we complete the proof in several steps.
Claim 1: α * ∈ Ω j for each j ∈ Φ Proof: If not, there exists a node β * ∈ Φ such that Ω β * ∩ Φ = β * and j / ∈ Φ for each j ∈ P(β * ) \ β * . Without loss of generality, let Ω α * = (α 1 , α 2 , . . . , α k1 , α * ) and Ω β * = (β 1 , β 2 , . . . , β k2 , β * ). We have
and
That is,
where the first equation follows from (34) and the inequality follows from (33). Thus, we have
Now consider the inequality corresponding to set Θ = {α 1 , α 2 , . . . , α k1 , α * , β * } and we have
where the inequality follows from (35). It contradicts with the fact that x 0 + k∈VΘ φ k (Θ)y 0 k ≥ b β * is a valid inequality. Therefore, the conclusion holds.
Note here, According to the definition of α * , we have
which will be used later.
2
Claim 2:
for each j ∈ Φ \ {α * }. Proof: Note here, for each j ∈ V such that b j ≥ b α * , since α * ∈ Φ and the inequality corresponding to the set Ω j = Ω α * ∪ {j} is
Then, we have
We also notice that for each j ∈ Φ and assuming Ω j = {α 1 , . . . , α r , j}, we have Claim 3: If there is a j ∈ Φ such that α * ∈ P(j), then r ∈ Φ for each r ∈ P(j) \ P(α * ). Proof: Since j ∈ Φ, then according to (37), we have k∈P(j) y 0 k = 1. For each r ∈ P(j) \ P(α * ), assuming Ω r = Ω α * ∪ {r}, we have where the inequality follows from the fact that r ∈ P(j) and the last equality follows the fact that k∈P(j) y 0 k = 1. The above inequality shows that k∈P(r) y 0 k = k∈P(j) y 0 k = 1 for each r ∈ P(j) \ P(α * ). Therefore, r ∈ Φ for each r ∈ P(j) \ P(α * ). Then, we have P(j) ∩ C(α * ) ∈ Φ. Since j ∈ Φ, following from (37), we have y 0 k = 0 for each k ∈ P(j) \ (P(α * ) ∪ C(α * )).
Similarly, for any pair (i, j) ∈ Φ such that i ∈ P(j) and i = α * , we have k∈P(i) y 0 k = 1 and k∈P(j) y 0 k = 1 follows from (37) and then y 0 k = 0 for each k ∈ P(j) \ P(i).
Based on the results obtained from above Step 1 and Step 2. In the following step, we show that no fractional solution points exist. 2
Now we show that no fractional solution exists. At first, let V Φ = ∪ j∈Φ P(j). If there exists a k ∈ V \ V Φ such that y 0 k is fractional, there are two points u 1 = u 0 + e y k and u 2 = u 0 − e y k feasible for X SDK . It contradicts with the assumption that u 0 is an extreme point since u 0 = (u 1 + u 2 )/2. Now we only need to prove that y 0 k is not fractional for each k ∈ V Φ . Based on (36) and (39), we have y 0 k < 1 for each k ∈ P(α * ) \ {α * } and y 0 k ≤ 1 for each k ∈ V Φ \ P(α * ).
We prove the claim based on the analysis of three cases. Case 3: x 0 = 0 and α * = 1. Let Φ 1 be the set of nodes in Φ \ {α * } such that no nodes in V Φ1 \ {Φ 1 ∪ {α * }} belong to set Φ. That is, V Φ1 ∩ Φ = Φ 1 ∪ {α * }. Similarly, let Φ 2 be the set of nodes in Φ such that ∪ j∈Φ2 V(j) ∩ Φ = Φ 2 . Based on (41), we have y 0 k = 0 for each k ∈ V Φ2 \ V Φ1 . Let Φ 1 = {j ∈ Φ 1 : there exists a node k ∈ P(j) such that 0 < y 0 k < 1}. Note here we have k∈P(j) y 0 k = 1 for each j ∈ Φ 1 according to (37). Then, there exists at least one pair (k 1 , k 2 ) ∈ P(j) for each j ∈ Φ 1 such that 0 < y 0 k1 , y 0 k2 < 1. Now, we initialize two sets Π 1 = ∅, Π 2 = ∅ and label each node j ∈ Φ 1 be zero (i.e., (j) = 0 for each j ∈ Φ 1 ). Then, for each element j ∈ Φ 1 according to the nondecreasing sequence of b j , we do the following steps.
(1) Let s(j) = argmin{k ∈ P(j) \ Π 1 : 0 < y 0 k < 1}. (2) If (j) = 0, let Π 1 = Π 1 ∪ {s(j)}, update (j) = 1 and (r) = 1 for each r ∈ V(j) ∩ Φ 1 . Go back to (1).
(3) Else If (j) = 1, let Π 2 = Π 2 ∪ {s(j)}, update (j) = 2 and (r) = 2 for each r ∈ V(j) ∩ Φ 1 . Stop.
We can easily observe there exists two points 
