Abstract-An achievable region for the -channel multiple description coding problem is presented. This region generalizes twochannel results of El Gamal and Cover and of Zhang and Berger. It further generalizes three-channel results of Gray and Wyner and of Zhang and Berger. A source that is successively refinable on chains is shown to be successively refinable on trees. A new outer bound on the rate-distortion (RD) region for memoryless Gaussian sources with mean squared error distortion is also derived. The achievable region meets this outer bound for certain symmetric cases.
I. INTRODUCTION
M ULTIPLE description (MD) coding arose in connection with communicating speech over the telephone network. The idea was to split the information from a call into two parts that are sent on two separate links or paths. Normally both parts are received and are combined to achieve the usual voice quality. However, an outage of one link or the other can now be accommodated by reducing the voice quality. This idea of channel splitting inspired the following question: Given an information source and a number of channels that can fail, what are the concurrent limitations on the data rates and transmission qualities?
This question was formalized by A. D. Wyner in 1979 and became known as the multiple description problem. The twochannel problem is as follows. An encoder is given a sequence and maps it into two descriptions and having and bits, respectively. and are sent over the respective first and second channel, and each description either arrives error free at the receiver or is lost. The receiver uses one of three decoders. The central decoder is used if both and are received and it produces an estimate of . One of two side decoders is used if one of or is received and it produces the estimate or . The rates of the descriptions are denoted bits per source symbol, and the distortions attained by these reproductions are denoted , . Of course, if neither description is received the receiver can only guess at what the source sequence is.
A. Two Examples
The two most commonly studied MD problems are the binary-symmetric source (BSS) with Hamming distortion and the Gaussian source with squared-error distortion. Consider first the BSS, for which the are independent and identically distributed (i.i.d.) binary random variables taking on the values and with probability . The average Hamming distortion between a source sequence and its reproduction is where if and if . Suppose that we require as i.e., the central decoder should reproduce with vanishingly small error probability for large . The channel splitting approach is to transmit the even-numbered bits across the first channel and the odd-numbered bits across the second channel. Thus, the rates are bits per symbol and the average distortions are , , and . The last two distortions are achieved by simply guessing at those bits which one does not know. However, one can do better than channel splitting-more sophisticated codes can achieve Next, the Gaussian source has the as i. 
B. Historical Summary
Perhaps the earliest information-theoretic treatment of an MD problem can be found in [3] , [4] . The first general result was El Gamal and Cover's achievable region for two channels [5] . Ozarow proved this region to be optimal for the Gaussian source and mean squared error distortion [6] . This result was extended to create high-rate bounds for other memoryless sources in [7] and for stationary Gaussian processes in [8] . Various bounds for 0018-9448/03$17.00 © 2003 IEEE the BSS with Hamming distortion were developed in [9] - [11] . An achievable region for the BSS with many channels was derived in [12] . Some specialized but final results for the BSS can be found in [13] - [15] . The important two-channel problem with "no excess rate" was solved in [16] . Our main results first appeared in [17] .
A special case of the MD problem is where one considers only the distortions and ; this is known as the successiverefinement problem. This problem was solved for two channels by Gray [3] . Further results can be found in [18] - [25] . Another special case of the MD problem is the symmetric case where all the rates are equal and the distortion depends on the number of descriptions received but not on which particular descriptions are received. An achievable rate region for this problem has been recently determined by Pradhan, Puri, and Ramchandran [26] , [27] .
Motivated largely by the analogy between uses of a channel and sending a packet on a data network that loses packets but makes no errors within received packets, the construction of practical MD codes has been an active research area. Widespread interest followed the publication of [28] , though techniques had been developed at Bell Labs in the late 1970s and early 1980s. For more on the history of MD coding and a survey of practical techniques and applications, see [29] . This paper is organized as follows. Section II presents our main results, which are an achievable rate region for the -channel MD problem (Theorem 1) and an outer bound for the Gaussian source with mean squared error distortion (Theorem 2). Several prior results are shown to be subsumed by our results in Section III. In Section IV, we introduce and solve a successive-refinement problem for tree structures. In Section V, we show that the inner bound given by Theorem 1 meets the outer bound given by Theorem 2 for a restricted class of MD problems. Finally, Section VI concludes the paper.
II. PROBLEM AND MAIN RESULTS
The -channel MD problem is depicted in Fig. 1 
A. An Achievable Region for Discrete Sources
Our first result is an inner bound to the RD region. Let be the power set of , i.e., the collection of all subsets of . The set difference between collections of sets and is denoted as
. We write as a shorthand for and for . We interpret as a constant and as the cardinality of . Finally, for random variables , , and we use the common notation , , , and for entropies and mutual informations [30, Ch. 2] . 
Remark 1:
The usual time-sharing arguments can be applied to Theorem 1, e.g., the convex hull of the region defined by (2) and (3) is also in the RD region. Remark 6: Theorem 1 holds more generally for well-behaved continuous sources and distortion functions if the entropies are replaced by differential entropies . We will simply assume that Theorem 1 is valid and apply it to the Gaussian source with mean squared error distortion. A formal proof justifying this step might proceed along the lines of [31] that generalizes the results of [32] from discrete to nondiscrete sources. We expect that such a proof will lean heavily on the proof in Appendix A, just as the proof in [31] is based on the proof in [32] .
B. An Achievable Region for the Gaussian Source
Consider the Gaussian source with mean squared error distortion. We apply Theorem 1 and Remark 6 with the following choice of (see also [5, Sec . IV] and [6, Sec. III]). Let be zero-mean, Gaussian random variables independent of and having covariance matrix , i.e., the entry of is . Let and . We use results from least squares estimation [33, p. 237 ] to obtain (4) where is the column vector of the , , denotes transposition, is an all-ones column vector, is an all-ones matrix, and is the covariance matrix for the , . We also set . Suppose we insert (4) into (3). We then run into the difficulty that is a function of the , , so that for One can remedy this by canceling such entropies on the right-hand side of (3) before evaluating them. The result is that (3) becomes
Evaluating both (2) and (5) using (4), we have
where denotes the determinant of . We use these bounds in Section V to determine certain boundary points of the RD region. Of course, distributions other than (4) might yield larger achievable regions than (6) and (7) .
Finally, we give an alternate bound on the rates achieved by the above distribution by using (6) in (7) (8) Observe that Shannon's RD theorem would permit . Thus, the fraction to the right of in (8) (which is no larger than unity by Hadamard's inequality [34, Theorem 7.8.1]) limits how close one gets to Shannon's RD function by using Theorem 1 with (4).
C. An Outer Bound for the Gaussian Source
We give an outer bound on the RD region for the Gaussian source that generalizes a result of Ozarow [6] . We call a collection of disjoint sets a partition of the set if .
Theorem 2:
The achievable rates , , and distortions , , satisfy
where the minimization is over all partitions of . Proof: See Appendix B, where we derive a somewhat stronger bound than (9).
Remark 7:
For , Theorem 2 gives Shannon's RD bound.
Remark 8: For
, Theorem 2 gives a result of Ozarow [6] . To see this, insert [6, eqn. (11) ] into [6, eq. (7)] to obtain (10) where and We can rewrite (10) as (11) which is the same as (9) with , , and .
Remark 9:
For , Theorem 2 is used in Section V to determine certain boundary points of the RD region. 
III. EXISTING RESULTS AS SPECIAL CASES

A. Existing Two-Channel Regions
Thus, is included in Theorem 1. As we have done in (14), we will often simplify notation by dropping the braces when no confusion arises, e.g., we write and for the respective and .
Remark 10:
is the RD region for the Gaussian source and mean squared error distortion [6] .
Remark 11:
is the RD region for any source and distortion measure if there is no excess sum-rate, i.e., where is Shannon's RD function [16] .
Consider next Zhang and Berger's [15, Theorem 1] . This theorem states that an inner bound to the RD region is the set of satisfying
where , , and . The functions , , and are mappings to the respective reproduction alphabets , , and . We can bound the informations in (16) as (18) where the equality follows because is a function of and . Similarly, we bound the right-hand side of (17) as (19) In other words, one cannot shrink by replacing the with and adding to the last term in (17) . But the resulting region is just Theorem 1 with and . Thus, the region obtained with Theorem 1 contains all points in . 
C. Successive Refinement
Suppose the alphabets are the same for all , and that the functions are the same for all . Consider a source sequence encoded at rate to produce a distortion of per symbol, and such that an additional bits of rate produces a lower distortion . If and are simultaneously achievable, where is the distortion-rate function, the source is said to be successively refinable [21] - [23] . In general, we say that a source is successively refinable on a chain or in stages if the RD region is given by (32) The -stage successive refinement problem is a special case of the MD problem where only the distortions are considered. Suppose we choose all to be constant except for . Applying Theorem 1, we have (33) (34) where . In fact, the bounds (33) and (34) . One can show that the Gaussian source is successively refinable on a chain and its RD region is given by (32) where .
IV. SUCCESSIVE REFINEMENT ON TREES
We now discuss a generalization of the successive refinement problem that we call successive refinement on trees. We begin with a definition.
Definition 1:
A finite collection of sets of positive integers is said to be a tree structure if a) for any nonempty , there is a unique called the parent node of , such that and , and b) for distinct , where .
Clearly, for any tree structure. For instance, Fig. 3 depicts the tree structure (35) The quantity is labeled on the branch from to . Without loss of generality, we assume that . We will say that a source is successively refinable on trees if for any tree structure , the RD region is given by (36) where is the distortion-rate function. We prove the following result.
Theorem 3:
is a successively refinable on a chain if and only if it is successively refinable on trees.
Proof: Clearly, is successively refinable on a chain if it is successively refinable on trees. We prove the converse by transforming the refinement problem on a tree into one on a chain by appropriately decomposing the descriptions and their rates. Observe that (36) Proof: Suppose first that , which means that there is no side distortion constraint and we can achieve . This is obviously the best distortion, and (43) gives the same result with . So suppose from here on that . Theorem 2 implies that the right-hand side of (43) is a lower bound on . We prove achievability using the distribution used in Section II-B with
where we require to satisfy to ensure that is positive semidefinite. We will, in fact, need to consider only nonpositive . One can show that (45) (46) Inserting these identities into (6) and (7), we obtain the achievable region (47) (48) Consider first the bounds (47). We choose so that . Then (47) holds with equality for each with . For with , the bounds are automatically satisfied because the right-hand side of (47) is at most . For , we make (47) an equality to obtain the smallest given . We also introduce the variable which means that
We insert (49) into (47) with and choose the smallest to obtain (50) which has the same form as (9) with the partition for . Note that we can choose (which gives ) because satisfies Shannon's RD bound. As we increase , we find that both and the right-hand side of (52) decrease. We must, therefore, stop increasing when either (52) holds with equality or when . However, the latter condition implies which means that we can achieve equality in (52). The result is the same as (9) with . Finally, we rewrite (9) to obtain (43).
As an example, consider . Fig. 4 shows how the best central distortion behaves with for various . For instance, for , the best central distortion is simply the RD function . Consider next for which we require . Now the best is larger than . In fact, as we decrease , the best moves further away from the curve.
Remark 13: Theorem 4 includes both the high-distortion and low-distortion cases [6] . 
VI. CONCLUDING REMARKS
We have presented a general achievable region (inner bound) for the -channel multiple description problem. This region generalizes a result of El Gamal and Cover for the two-description problem and results of Zhang and Berger. We have given an outer bound to the RD region for the Gaussian source with mean squared error distortion. We showed that the outer bound meets our achievable region when only the central decoder and the single-description decoders (with equal distortions) are of interest. However, the RD region for the Gaussian case with all decoders present is still unknown.
APPENDIX A PROOF OF THEOREM 1
Consider first the case ; we will later consider general . Suppose we are given distortions for which there exists a so that (2) where is a positive integer independent of and (64) We have chosen the natural logarithm to compute the entropies. Consider next . We have
The probability in (65) depends on whether for some , so define as the set of subscripts for which . This, of course, means that . Also, because of the conditional independence in (55), all the other choices of codewords in and will be independent given . Again, using typicality arguments, we can upper-bound the probability in (65) by (66) where we have chosen the in (63) to be large enough so that (66) is valid. For , however, we replace (66) with . Next, the number of ways in which and can be chosen so that they overlap in is
Inserting the bounds of (66) and (67) Recall that we can choose to be any positive number. Thus, as long as for all nonempty , there is a code that satisfies the distortion requirements with probability as close to one as desired. This proves Theorem 1 with . We use an approach similar to [15] to include . Suppose we add to each description extra nats that represent a sequence . Equivalently, we have an -channel problem for which the th channel carries the information representing . We use the achievable region derived above and set for . After simplifying, we have the following rate bounds:
where is any subset of (note that in (71)). However, by including in channels we are actually transmitting at rates . The bounds (71) can thus be rewritten as (72)
We now choose to be as small as possible, i.e., for small positive . We further replace by and by to obtain the bounds (3). This proves Theorem 1. The bounds (73) and (75) give (76) which is the analog of [6, eq. (7)].
We continue to follow [6] This is basically the same as [6, eq. (9) ]. Similarly, we use the same steps as in [6] This bound strengthens (9) because . However, we use only the weakened form (9) for our computations.
