Abstract. We present a comparative study of soil CO 2 flux (F CO2 ) measured by five groups (Groups 1-5) at the IAVCEI-CCVG Eighth Workshop on Volcanic Gases on Masaya volcano, Nicaragua. Groups 1-5 measured F CO2 using the accumulation chamber method at 5-m spacing within a 900 m 2 grid during a morning (AM) period.
Introduction
Measurement of soil CO 2 flux (F CO2 ) and its natural spatial and temporal variability in volcanic, geothermal, and metamorphic (VGM) environments has important implications for volcano monitoring, geothermal exploration, delineation of fault and fracture zones, and estimation of the contribution of CO 2 from VGM sources to the global carbon cycle. Numerous studies have been conducted during the past decade to measure F CO2 , map its areal distribution, and estimate total CO 2 emission rates from VGM areas of interest [e.g., Farrar et al., 1995; Giammanco et al., 1997; Chiodini et al., 1998; Werner et al., 2000; Gerlach et al., 2001; Bergfeld et al., 2001; Gerlach et al., 2001; Salazar et al., 2001; Rogie et al., 2001; Chiodini et al., 2001; Lewicki et al., 2003a; Cardellini et al., 2003] . However, these investigations have applied a wide range of measurement and statistical methodologies to accomplish these goals. Importantly, the choice of these methodologies may largely affect individual F CO2 measurements and characterization of their natural spatial and temporal variability, the total CO 2 emission rate estimated for a given area, and the ability to assess the uncertainty associated with this estimate.
The primary sources of variability of individual F CO2 measurements in VGM systems are measurement methodology and the natural spatial and temporal variability of subsurface and surface parameters that influence gas flow. Natural changes in the system may include spatial and temporal variations in the physical properties of the medium (e.g., porosity, permeability), biogenic respiration, meteorological parameters (e.g., atmospheric pressure, temperature, and wind speed and direction), and the deep CO 2 source.
Most investigations of VGM F CO2 use accumulation chamber methods for F CO2 measurement. While the use of an accumulation chamber with an infrared gas analyzer provides a simple and rapid measurement, placement of the chamber on the soil can alter the F CO2 from its natural undisturbed rate. For example, chambers can disturb the F CO2 by altering the air pressure within the chamber, changing the CO 2 concentration gradient across the soil-air interface, diverting gas flow around the chamber, and causing a build-up of water vapor within the chamber [e.g., Welles et al., 2001; Evans et al., 2001 ]. In addition, to ensure a seal between the chamber and the soil surface that minimizes inflow of atmospheric air during the measurement, it may be necessary to disturb the soil, either by direct placement of the chamber on the soil or by insertion of a "collar" into the soil on which the chamber rests. This alteration of soil physical properties also has the potential to change the natural F CO2 [e.g., Gerlach et al., 2001] . While techniques were developed to reduce the effects of the chamber presence on the natural F CO2 , these effects may be difficult to prevent entirely and should be considered in the interpretation of measured F CO2 . Together, natural and measurement related effects will lead to variability of measured values within a given data set and between different researchers data sets. While the researcher is generally interested to characterize the natural variability of F CO2 , it can be difficult to separate this from the variability introduced by the F CO2 measurement technique. Although laboratory tests on imposed CO 2 fluxes using multiple measurement techniques have been described [Evans et al., 2001] , comparative measurements of F CO2 in VGM environments have not yet been presented in the literature.
Maps of F CO2 may be produced using a variety of methods. If F CO2 measurements are made at both evenly and tightly spaced intervals along a grid, an uninterpolated map can be constructed representing the spatial distribution of F CO2 . However, it is often the case that F CO2 measurements are made at widely and/or unevenly spaced intervals within an area. In this case, statistical methods must be employed to interpolate F CO2 values at unsampled locations. This has been accomplished most commonly by kriging methods [e.g., Salazar et al., 2001; Rogie et al., 2001; Gerlach et al., 2001] and, more recently, by a sequential Gaussian simulation technique [Cardellini et al., 2003 ].
The primary techniques used to estimate the total CO 2 emission rate from a given area are (1) multiplying the arithmetic mean of measured F CO2 values by the surveyed area, (2) multiplying the mean of F CO2 values estimated by minimum variance unbiased estimators [Finney, 1941; Sichel , 1952] by the surveyed area, (3) applying volume and area integration algorithms to an interpolated F CO2 grid, (4) applying a graphical statistical approach (GSA) described by Chiodini et al. [1998] , or (5) applying sequential Gaussian simulations [Deutsch and Journel , 1998; Cardellini et al., 2003] . While the choice of these methods has the potential to significantly affect the resulting F CO2 map and the estimated CO 2 emission rate, to date, the range of methods have not been applied to a single VGM F CO2 data set for comparison. [Wardell et al., 2003] provided the unique opportunity for multiple groups of researchers to make comparative F CO2 measurements in an area of elevated diffuse degassing on the flanks of Masaya volcano, Nicaragua (Figure 1) . Here, we compare Figure 1 .
the measured F CO2 data sets, present a range of interpolation and estimation methods applied previously in VGM studies, and apply these methods to map F CO2 and estimate total CO 2 emissions from the study area. Furthermore, we discuss the potential sources of discrepancies between the different F CO2 measurements and estimated CO 2 emission rates and implications for future F CO2 studies in VGM areas.
Study Area
The study area is located adjacent to Comalito cinder cone on the northeast flanks of Masaya volcano, Nicaragua (Figure 1 ). Masaya is a basaltic shield volcano that has displayed cycles of voluminous degassing, the most recent of which began in 1993 and continues from the active Santiago crater [e.g., Delmelle et al., 1999] . Numerous plume degassing studies have been conducted at Masaya [e.g., Stoiber et al., 1986; Horrocks et al., 1999; Burton et al., 2000; Delmelle et al., 2002; Duffell et al., 2001] ; however, relatively little attention has been focused on characterization of diffuse degassing from the flanks of Masaya, which, in the case of CO 2 , may be a significant contribution to total volcano emissions [St-Amand , 1998; Pérez et al., 2000; Lewicki et al., 2003a] .
The study area adjacent to Comalito is characterized by steam emissions through porous and highly fractured lavas and scoria. [Lewicki et al., 2003a] . Spatial trends in, and correlation between soil gas flux and temperature are consistent with advective transport of heat and CO 2 with steam along a highly permeable fault and/or fault-related fractures [Lewicki et al., 2003a] . A map of F CO2 measured by Group 5 (see Methods section) from 27 to 28
March, 2003 in the area surrounding the study site shows elevated F CO2 on the crater rim of Comalito, along a northwest-trending zone in the immediate vicinity of the study site, and southwest of the study site. (Figure 2 ). The total CO 2 emission rate from this Figure 2 .
area (38,097 m 2 ) was estimated to be 20.2±2.16 metric tons per day (hereafter referred to as t d −1 ).
Methods

Field Measurements
Soil CO 2 flux measurements were made by five groups (Groups 1-5) using the accumulation chamber (AC) method whereby an open-bottomed AC was placed directly on the soil surface, the contained air was circulated through the AC and an infrared gas analyzer (IRGA), and CO 2 concentration ([CO 2 ]) was recorded. Water was removed from the air with Mg(ClO 4 ) 2 or molecular sieve desiccant before the air entered the IRGA. Groups 1-4 calculated F CO2 according to
where ρ is the molar density of air, V is the system volume, A is the AC footprint area, This value was higher than the cf determined theoretically (0.1188 m) for the flux instrumentation used [Chiodini et al., 1998 ], indicating that the real measurement deviates in some way from the theoretical one. This discrepancy may in part explain the systematic underestimation of F CO2 by the AC method reported by Evans et al. [2001] .
The IRGA model and measurement range, A, and V varied between Groups 1-5 (Table 1) . Also, Groups 1-4 used WEST Systems Fluxmeters 
Data Analysis
To compare the mean F CO2 and total CO 2 emission rate associated with each of the F CO2 data sets measured by Groups 1-5, we chose to apply a single simple statistical method (see Arithmetic Mean section below) to all of the data sets. In addition, to compare the different geostatistical estimation methods, we applied a range of these methods to a single F CO2 data set (the Group 1 AM data set).
Arithmetic Mean
The arithmetic mean is the preferred method to estimate the mean of a normally distributed population and has the advantage that it is easy to calculate. However, the arithmetic mean can be sensitive to high data values and does not have the smallest variance when the underlying distribution is lognormal [e.g., Gilbert, 1987] . The arithmetic mean and standard deviation were calculated for the F CO2 data sets measured by Groups 1-5. Also, the standard error of the mean was calculated for each data set by dividing the standard deviation by the square root of the sample number. To estimate the total CO 2 emission rate from the study area for each data set, the arithmetic mean F CO2 was multiplied by the grid area (900 m 2 ).
Minimum Variance Unbiased Estimators The W test of Shapiro and Wilk
[1965] was used to determine the underlying distribution of the Group 1 AM data set and results show within a 95% confidence interval that the data are lognormally distributed. Therefore, minimum variance unbiased (MVU) estimators [e.g., Finney, 1941; Sichel , 1952; Gilbert, 1987] were used to estimate the mean and variance of the Group 1 AM log-transformed F CO2 data set (Appendix A1). The advantages of using MVU estimators on positively skewed data are that they yield both a statistically unbiased estimate of the mean F CO2 and the smallest variance of unbiased estimators of Gilbert, 1987] . This approach is therefore generally preferred over calculation of the arithmetic mean when the data are positively skewed. To estimate the total CO 2 emission rate from the study area based on the Group 1 AM data set, the MVU mean F CO2 was multiplied by the grid area.
Multiquadric Radial Basis Function In many cases (e.g., when sampled data are unevenly or widely spaced), it is desirable to estimate the value of a variable at unsampled locations within an area of interest. The multiquadric radial basis function method (RB) of interpolation [e.g., Hardy, 1971; Watson, 1992] produces a surface that is a combination of a set of circular hyperboloids, each of which is centered on a sampled point (see Appendix A2 for equations). RB tends to interpret small data sets (<250 observations) well and produces a smooth surface that remains faithful to the original sample data. One disadvantage of RB is that boundary effects can produce errors at the edge of the interpolated surface [Fornberg et al., 2002] . RB was used to interpolate F CO2
values at one-m spacing in the study area based on the Group 1 AM data set and these values were plotted as an image map using Surfer [Golden Software, Golden, Colorado].
The arithmetic mean and standard deviation of the F CO2 estimates were calculated.
The total CO 2 emission rate was estimated by multiplying each F CO2 value by 1 m 2 and summing these products.
Kriging Ordinary kriging (OK) allows F CO2 values to be estimated at unsampled locations as a weighted linear combination of neighboring observations (see Appendix A3 for equations). OK is an unbiased estimator and aims to minimize the estimation variance. OK was used to interpolate F CO2 values at one-m spacing in the study area based on the Group 1 AM data set using Surfer. For consistency between the following geostatistical methods (OK, multi-Gaussian kriging, and sequential Gaussian simulation), the program GSLIB [Deutsch and Journel , 1998 ] was used to calculate all experimental semivariograms for the Group 1 AM data set and model them. For OK, the experimental semivariogram was calculated using the measured F CO2 values and a spherical model (Appendix A3) was fit to the data ( Figure 3a ). F CO2 values were then Figure 3 .
estimated at unsampled locations using OK and the modelled semivariogram values and plotted as an image map using Surfer. The arithmetic mean and standard deviation of the F CO2 estimates were calculated. The total CO 2 emission rate was calculated by multiplying each F CO2 value by 1 m 2 and summing these products.
Prediction performances of OK may be better when the sample histogram is normally distributed [e.g., Saito and Goovaerts, 2000] . Multi-Gaussian kriging (MGK)
was therefore applied to the Group 1 AM data set to interpolate F CO2 values at one-m spacing over the study area. The F CO2 distribution was normalized by performing a normal-score transform using GSLIB. An experimental semivariogram was calculated based on the F CO2 normal scores and a spherical model was fit to the data using GSLIB (Figure 3b ). The normal-score F CO2 values were estimated at unsampled locations by OK using Surfer. The normal-score F CO2 estimates were then back-transformed into F CO2 estimates by applying the inverse of the normal-score transform using GSLIB and were plotted as an image map. The arithmetic mean and standard deviation of the F CO2 estimates were calculated. The total CO 2 emission rate was calculated by multiplying each F CO2 value by 1 m 2 and summing these products.
Sequential Gaussian Simulation A stochastic simulation procedure based on a sequential Gaussian simulation algorithm (sGs) from GSLIB [Deutsch and Journel , 1998 ] was used to map F CO2 and to estimate the total CO 2 emission rate from the study area for the Group 1 AM F CO2 data set, following the approach described by Cardellini et al. [2003] . The stochastic simulation generates a set of equiprobable representations (realizations) of the spatial distribution of an attribute (e.g., F CO2 ) that reasonably reproduces the global statistic and spatial features of the data samples (i.e., the sample histogram and semivariogram model). This technique thus differs from methods (e.g., kriging) which produce a single representation of the attribute's spatial distribution and yield the minimum error variance at each location [Deutsch and Journel , 1998 ]. Moreover, differences among many realizations can be used as a measure of the uncertainty of the attribute estimation [Goovaerts, 2001; Cardellini et al., 2003] .
SGs operates by considering F CO2 as the realization of a stationary multivariate Gaussian random function. F CO2 is simulated at locations defined by a grid covering the area of interest. The simulation is conditional and sequential (i.e., F CO2 is simulated at each unsampled location by random sampling of a Gaussian conditional cumulative distribution function defined on the basis of the original data and previously simulated data within its neighborhood, as the computation proceeds). Because the sGs procedure requires a multi-Gaussian distribution, a non-normally distributed F CO2 data set is transformed into a normal distribution by a normal-score transform [Deutsch and Journel , 1998 ]. The transformed data are then used in the simulation procedure. Based on the semivariogram model of normal scores, simple kriging is used to estimate F CO2 and the associated variance at each location. The estimate and variance are then used to define a Gaussian conditional cumulative distribution function at each location. A random value is drawn from the conditional cumulative distribution as one "reasonable" simulated value for that location. This value is then added to the data set and can be used together with the original data to estimate the variable at the next location within the grid. The simulation proceeds to the next grid location and loops until all nodes are simulated. The simulated normal scores are then back-transformed by applying the inverse of the normal-score transform [Deutsch and Journel , 1998 ]. N alternative simulations are performed and N equiprobable realizations are drawn by changing the starting location of the simulation procedure and thus changing the random path of grid nodes visited. Each of these realizations honors the sampled data at their locations and reproduces the univariate statistics and bivariate properties of the data, within reasonable ergodic fluctuations [Deutsch and Journel , 1998; Cardellini et al., 2003] .
Based on the Group 1 AM data set, one-hundred simulations were conducted.
The total CO 2 emission rate from the study area was calculated for each realization by multiplying the simulated F CO2 value for each grid cell by 1 m 2 and summing these products. The mean and standard deviation of the total CO 2 emission rates simulated for N realizations are assumed to be the characteristic CO 2 emission rate for the study area and its uncertainty, respectively. The set of realizations is also used to produce a map of the F CO2 values "expected" at the grid cells (E-type estimates) using a point-wise linear average of all of the realizations.
Results
Comparison of Soil CO 2 Flux Data Sets (Table 2) . Based on the W test [Shapiro and Wilk , 1965] , the data are Table 2 .
lognormally distributed within a 95% confidence interval. Skewed distributions are also observed on a histogram of F CO2 measured by Groups 1-5 during AM time (Figure 4) . from ±5 to 167%. To compare the F CO2 data sets measured by Groups 1-5, the mean and variability of each data set was estimated by calculation of the arithmetic mean and standard deviation ( Figures 6a-c show that there is a near one-to-one relationship between F CO2 Figure 6 . -f) , and the lower left-hand area shows increasing F CO2 from the Group 1 AM to the Group 1 PM measurement times (Figures 7a-d) , then F CO2 decreases from the Group 1 to Group 3 PM measurement times (Figures 7d-f) .
Comparison of Geostatistical Methods
The means determined using arithmetic and MVU estimators on the raw Group 1 AM data set and the arithmetic means of data sets interpolated/simulated using RB, OK, and sGs are similar (Table 3) . To gain an understanding of how the estimated Table 3 .
F CO2 means and associated total CO 2 emission rates vary between these methods, we calculated the arithmetic mean and standard deviation of the means (or emission rates).
The estimated means and associated total CO 2 emission rates vary between the methods by only ±1.1%. The arithmetic mean of the data set interpolated by MGK is relatively low (Table 3) , and when MGK is considered, the estimated means and associated total CO 2 emission rates vary between all methods by ±8.0%. 
Discussion and Conclusions
Sources of Variability of F CO2 Measurements
The arithmetic mean F CO2 and associated total CO 2 emission rate varies by ±22%
between Groups 1-5 AM measurements. This variability may be due to measurement error and/or natural change in CO 2 emissions from the study area over time. In addition, the variability of F CO2 measurements made by Groups 1-5 at each grid point ranges from ±5 to 167%. The trend of increasing variability of measured F CO2 values as the mean F CO2 increases may be due to greater measurement error and/or natural temporal variability of gas flow through the system at relatively high F CO2 . While it is difficult to separate these effects in a field environment where true F CO2 is unknown and varies with time, measurements made by Groups 1-3 during AM and PM times can be compared to look for consistency within each group's, and between different group's data sets to better understand whether high measurement variability is due in greater part to measurement error or to natural temporal variability of the system.
The slopes of the lines fit to PM versus AM measurements for Groups 1-3 consistently suggest an increase in F CO2 over this time (Figures 6a-c (Figures 7a-f) . Therefore, based on the 1) consistent increase in average F CO2 measured by Groups 1-3 from AM to PM times, 2) the consistent locations and times of high F CO2 measured by Groups 1-3, 3) the good correlation of measurement made between the different groups, and 4) the spatially consistent changes in F CO2 maps observed over time, we suggest that the high variability of F CO2 observed at relatively high F CO2 is due in large part (although likely not entirely) to natural temporal changes in gas flow through the system, rather than measurement error. It is also likely that the increase in average F CO2 measured by Groups 1-3 from AM to PM time reflects a true increase in F CO2 from the study area over this time period.
Overall, our results highlight the sensitivity of high F CO2 values to large temporal fluctuations over short time scales. The time series of F CO2 maps we present for Groups 1-3 (Figure 7 ) capture changes in F CO2 over very short time scales (minutes to hours).
To the best of our knowledge, these are the shortest time scales captured to date in repeat measurements of F CO2 grids. These fluctuations are likely due in large part to effects of meteorological parameters on advective gas flow through highly permeable pathways (e.g., fractured lavas and scoria). Wind speed and direction can display large fluctuations over relatively short time scales (i.e., seconds to minutes), where as atmospheric pressure and temperature typically display large fluctuations over longer time scales. Also, wind speed and F CO2 have been observed to be correlated at short time lag between measurements of these parameters, suggesting that F CO2 may respond rapidly to changes in wind speed [e.g., Lewicki et al., 2003b] . The influence of rapidly fluctuating wind speed and direction on soil gas flow may therefore account for the large variations observed in F CO2 within the study area over relatively short time periods.
Interestingly, 3 from AM to PM times. While it is impossible to entirely avoid disturbance of the soil when using the AC technique, precautions should be taken to minimize this disturbance.
For example, researchers should wait for an appropriate amount of time following disturbance of the soil until F CO2 measurements are made. Furthermore, the influence of soil disturbance on F CO2 measurements should be considered in interpretations of these measurements.
Sources of variability of F CO2 estimates and maps
The means of the Group 1 AM F CO2 data set and associated total CO 2 emission rates estimated by the different geostatistical methods we present compare well (i.e., vary by only ±1.1%), with the exception of those estimated by MGK, which are lower.
Gerlach et al. [2001] found that kriging models are not seriously distorted by the lack of normal F CO2 distributions. Our results show that the arithmetic mean of the OK interpolated data set compares well to the means of the data sets interpolated using the RB and sGs methods and to the arithmetic mean and MVU estimated mean of the raw uninterpolated data set. These results suggest that OK has performed well as an estimator when applied to a lognormal distribution. However, the relatively low arithmetic mean of the data set interpolated by MGK suggests that MGK as implemented here does not perform well as an estimator of a lognormal distribution (i.e., has produced underestimates of F CO2 ). This is likely due to our application of the inverse of the normal-score transform following kriging of the normal-scored data set, which can lead to a biased estimate of F CO2 [e.g., Deutsch and Journel , 1998; Saito and Goovaerts, 2000] .
Since the variability of the means and total CO 2 emission rates of a single F CO2 data set estimated using a range of geostatistical methods (±1.1%) is much less than the variability of the arithmetic means of the Groups 1-5 AM data sets (±22%), it may be more important to assess the influences of natural fluctuations of gas flow and/or measurement error on these estimates than it is to assess discrepancies introduced by geostatistical methods. It should be noted, however, that while the mean F CO2 and associated emission rate estimated using the different geostatistical methods compare well, these methods were applied to data collected along a regularly spaced grid. The effects of spatial clustering of measurements on estimates made by different geostatistical methods were therefore not tested in this study and should be considered in future comparative investigations. Also, while sGs yields a total CO 2 emission rate estimate similar to other techniques, it provides the benefit of a measure of the uncertainty associated with this estimate, whereas the other methods considered here do not. This is an important benefit if diffuse CO 2 emissions are to be used to monitor volcanic activity.
While the differences between the total CO 2 emission rates estimated by the range of geostatistical methods we consider are relatively small, there are important distinctions between the F CO2 maps produced by these methods. For comparison, we present an uninterpolated map of the Group 1 AM F CO2 (Figure 8a ). Although it is valuable to first visualize a raw data set without geostatistical interpolation, it is unlikely that a single "point" F CO2 measurement is representative of an entire 25 m 2 area. In other words, we expect a higher degree of spatial heterogeneity of F CO2 within this area due to the heterogeneous nature of the medium. For example, Lewicki et al. [2003a] presented F CO2 measured along profile lines at one-m spacing near our study area and showed a high degree of variability of F CO2 on this small spatial scale (Figure 9 ). Figure 9 .
As a result, it is necessary to interpolate F CO2 at smaller spatial intervals than at which our measurements were made. The F CO2 map produced by OK is locally accurate and smooth and is therefore appropriate for visualizing general spatial trends in the data. However, OK is likely inappropriate for gas flow modelling where extreme F CO2 values and spatial heterogeneity of F CO2 are important to consider. In our example, RB preserves the extreme measured F CO2 values, but it also yields a F CO2 surface that is smooth and continuous and likely not representative of gas flow through the heterogeneous medium at our study site [Lewicki et al., 2003a] . Relative to OK and RB, sGs produces a spatially heterogeneous distribution of F CO2 . SGs honors the sample histogram and the spatial variability of the data and in this way, it produces the most realistic representation of the spatial distribution of F CO2 .
Appendix A: Data Analyses
A1. MVU Estimators
The mean of the lognormal distribution was estimated using the MVU estimatorμ according toμ
whereȳ is the arithmetic mean of the n log-transformed values y i , calculated according
and s 2 y is the variance of the n transformed values, calculated according to
[e.g., Gilbert, 1987] . The variance of the lognormal distribution was estimated using the MVU estimatorσ according toσ =μ 2 exp s 
where n is the number of sampled points in the data set,
is a basis function of the distance on the x-y plane between u and u i modified by the arbitrary nonnegative constant e, and w i is the weight assigned to each basis function [e.g., Watson, 1992] . The weights are found through the solution of a system of linear equations:
where µ is the Lagrange parameter to satisfy the condition that the weights sum to zero (Equation A8).
A3. OK
OK estimates the valueẑ(u) at unsampled location u (a vector of spatial coordinates) as a weighted linear combination of surrounding observations:
where n is the number of sampled points in the data set, z(u i ) is the value of the sampled point, and w i is the weight assigned to each sampled point [e.g., Isaaks and Srivastava, 1989] . The weights are found through the solution of a system of linear equations: 
where s, a, and n are the sill, range, and nugget effect, respectively, each determined from the statistical properties of the sampled data [e.g., Isaaks and Srivastava, 1989] . showing one-to-one correlation, the best-fit line (dashed) to data determined by linear regression, the equation for this line, and the correlation coefficient (C) for the data. Tables   Table 1. IRGA, A, and V of AC measurement systems used by Groups 1-5. The mean F CO2 reported for sGs is the mean of the 100 simulations. showing one-to-one correlation, the best-fit line (dashed) to data determined by linear regression, the equation for this line, and the correlation coefficient (C) for the data. 
