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The classical Kramers problem of the kinetic theory is analytically solved.
The Kramers problem about isothermal sliding for quantum Fermi gases is
considered. Quantum gases with the velocity–dependent collision frequency are
considered. Diffusive boundary conditions are applied. Dependence of isothermal
sliding on the resulted chemical potential is found out.
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1 Введение
Динамика разреженного газа, большинство ранних исследований ко-
торой в начале прошлого века касались, в основном, либо течений
с очень малой скоростью [48], либо различного рода "внутренних"
течений (в трубах, соплах, насадках и т.д.), связанных с проблемами
получения глубокого вакуума, претерпела в середине прошлого сто-
летия свое второе рождение, что обусловлено было в первую очередь
развитием сверхзвуковой высотной авиацией, созданием ракетно–
космической техники, разработкой новых химических технологий.
Этим объясняется и то пристальное внимание, которое привлекает
к себе в настоящее время классическая кинетическая теория, со-
зданная в XIX веке выдающимся австрийским физиком Людвигом
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Больцманом [1] и [2].
Но исторической датой возникновения кинетической теории газов
следует считать 1859 год, когда Максвелл на заседании Британской
ассоциации содействия развитию науки прочитал свой доклад, в ко-
тором был впервые использован статистический подход к проблеме.
В 1860 году в серии из двух работ [78] Максвелл опубликовал ре-
зультаты исследований, в которых установил закон распределения
скоростей молекул в смеси газов (так называемое максвелловское
распределение по скоростям) и закон равнораспределения средней
энергии молекул в смеси газов. Эти результаты были впоследствии
(в 1867 г.) уточнены и улучшены Максвеллом в работе [77], посвя-
щенной кинетической теории неоднородных газов. В ней Максвелл
вывел уравнения переноса, определяющие полную скорость измене-
ния любой средней величины, характеризующей то или иное моле-
кулярное свойство.
В 1875 году Кундт и Варбург экспериментально доказали, что в
достаточно разреженном газе молекулы "скользят" вдоль стенок.
Скорость скольжения пропорциональна градиенту массовой скоро-
сти вне слоя Кнудсена. Коэффициент пропорциональности при этом
называется коэффициентом изотермического скольжения. Кундт и
Варбург нашли, что коэффициент изотермического скольжения ока-
зался порядка длины свободного пробега молекул и обратно пропор-
ционален давлению. Анализ, проведенный Максвеллом, основывал-
ся на предположении, что распределение падающих молекул вблизи
стенки не отличается от распределения в прилегающем объеме газа.
В действительности же молекулы газа перед тем, как удариться о
поверхность, испытывают в среднем не менее одного соударения с
молекулами, покидающими поверхность и имеющими (при полной
аккомодации) нормальное максвелловское распределение скоростей,
в отличие от того модифицированного распределения скоростей, ко-
торое характерно для объема газа при наличии градиента темпера-
туры.
Кинетическое уравнение, выведенное в 1872 году [2] австрийским
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физиком Людвигом Больцманом и носящее его имя, обладает гро-
мадным физическим содержанием. Для решения кинетического урав-
нения Больцмана в первой половине прошлого века было предложе-
но несколько различных методов и большое число их различных
вариаций.
В 1912 году Гильберт предложил метод последовательных при-
ближений (обычный метод малого параметра), который позволил
свести решение кинетического уравнения к решению рекуррентной
системы линейных неоднородных интегральных уравнений. Он по-
казал, что уравнение Больцмана эквивалентно интегральному урав-
нению Фредгольма второго рода, для которого оказалось возмож-
ным построить строгую математическую теорию. Таким образом,
Гильберт смог доказать существование и единственность решения и
установить некоторые из его свойств.
Затем в 1917 году Энског в своей докторской диссертации [68]
независимо от него Чепмен в работе [65] предложили другой метод
решения уравнения Больцмана, который является некоторой моди-
фикацией метода Гильберта и который позволяет вывести как урав-
нение Эйлера, так и уравнение Навье-Стокса. В методе Чепмена —
Энского [49], малый параметр по которому ведется разложение, вхо-
дит в решение более сложным, вообще говоря, не аналитическим об-
разом, поэтому при одинаковом числе членов разложения, входит в
решение, полученное по методу Чепмена — Энского [49] может ока-
заться более точным, чем то, что было получено с использованием
метода Гильберта. Хотя имеются примеры и того [49], что уравне-
ния, полученные по методу Чепмена — Энского, могут не иметь ре-
шения, в то время как метод Гильберта позволяет построить реше-
ние в любом приближении. Следует отметить [48], что метод, пред-
ложенный Чепменом и Энскогом, не только позволил обоснованно
вывести уравнение Эйлера и Навье — Стокса и их аналогов для
релаксирующих сред, но и дал возможность установить область их
применимости, снабдив их правильными начальными и граничными
условиями и коэффициентами переноса.
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Основная трудность, возникающая при решении задач аэродина-
мики разреженных газов с использованием кинетического уравне-
ния Больцмана, заключается в сложности самого этого уравнения,
в особенности интеграла столкновений, стоящего в его правой части.
Поэтому [50], начиная с 60-х годов XX века стал развиваться но-
вый подход к исследованию уравнения Больцмана, суть которого со-
стоит в следующем: используя определенные закономерности столк-
новений молекул, проводят упрощение правой, интегральной части
уравнения Больцмана, а полученное таким образом уравнение рас-
сматривается как его "модель" , которая, сохраняя основные каче-
ственные особенности исходного уравнения, является в тоже время
значительно более простым выражением.
Первая из статистических моделей уравнения Больцмана была
предложена независимо друг от друга в работах [56], [84]. Сообра-
жения, которые привели к этой модели весьма просты [53].
А именно, поскольку больцмановский оператор столкновений пред-
ставляет собой скорость стремления функции распределения к рав-
новесной максвелловской, то можно попытаться в общих чертах пред-
ставить эту скорость в виде отношения разности действительной
функции и равновесной к некоторому характерному времени зату-
хания начальных возмущений в однородном газе. В результате по-
лучается следующее модельное кинетическое уравнение:
∂f
∂t
+ (v∇)f = feq − f
τ
,
где feq - локально равновесная максвелловская функция распределе-
ния. В литературе его называют моделью БГК (Бхатнагар, Гросс,
Крук), БГК – уравнением или просто релаксационным кинетиче-
ским уравнением.
История точных решений модельных кинетических уравнений
начинается с 1960 года, когда Кейз в работе [57] ввел в рассмот-
рение метод решения уравнений переноса, состоящий в разложении
решения по дискретным и сингулярным обобщенным собственным
функциям соответствующего оператора переноса и нахождении ко-
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эффициентов этого разложения с помощью техники сингулярных
интегральных уравнений. Этот метод стал источником точных ре-
шений, получаемых аналитически в замкнутой форме.
В 1962 году Черчиньяни в работе [59] разработал метод Кейза
применительно к задачам кинетической теории, в частности, к за-
даче о сдвиговом течении разреженного газа при постоянной тем-
пературе (задача Крамерса). При этом, на основе аналитического
решения уравнения Больцмана с оператором столкновений в форме
БГК модели, была получена точная формула для вычисления коэф-
фициента изотермического скольжения газа вдоль плоской твердой
поверхности.
В работе [59] Черчиньяни решил задачу Крамерса с учетом акко-
модации молекул, в [61] рассмотрел нестационарный случай и в [60]
выяснил зависимость коэффициента скольжения от частоты столк-
новений.
В работе [17] был предложен принципиально новый математи-
ческий подход, который позволяет получить точные решения ли-
неаризованных уравнений Больцмана с оператором столкновений
БГК– или эллипсоидально–статистической модели путем сведения
их к интегро–дифференциальным уравнениям типа свертки. Полу-
ченные таким образом уравнения преобразованием Фурье сводятся
к краевым задачам Римана — Гильберта и решаются затем метода-
ми теории функций комплексного переменного ([5],[6], [47]).
В работе А.В. Латышева и А.А. Юшканова [72] впервые был
применен метод разложения решения по сингулярным собственным
функциям для решения системы двух интегро–дифференциальных
уравнений переноса. Значительное число аналитических решений
граничных задач для различных модельных кинетических уравне-
ний было получено в работах ([18]-[45]). Квантовые ферми–газы изу-
чались, главным образом, в рамках рассмотрения кинетики элек-
тронов в полупроводниках и металлах (см., например, [15]). Кван-
товые бозе–газы рассматривались при исследовании кинетики фоно-
нов, магнонов и экситонов в конденсированных средах [15]. Однако
НЕЛИНЕЙНОЕ КИНЕТИЧЕСКОЕ УРАВНЕНИЕ ДЛЯ ФЕРМИ–ГАЗОВ 7
и электроны в твердых телах, и фононы относятся к квазичасти-
цам, чье поведение отличается от поведения свободных частиц, а
электроны, кроме того, обладают зарядом, так что в этом случае
мы имеем дело с кинетикой плазмы.
В настоящей работе на основе нелинейного релаксационного ки-
нетического уравнения для квантовых ферми–газов с переменной
частотой столкновений выводится с использованием закона сохра-
нения импульса линеаризованное уравнение для задач скольжения
газа вдоль плоской твердой поверхности. Проводится постановка по-
лупространственной задачи Крамерса о нахождении скорости изо-
термического скольжения газа вдоль плоской поверхности. Затем
развивается математический аппарат, необходимый для решения за-
дачи. Аналитическое решение задачи строится с использованием
техники сингулярных интегральных уравнений с ядром Коши и кра-
евых задач теории функций комплексного переменного. В конце ра-
боты строится профиль массовой скорости газа в полупространстве.
2 Нелинейное уравнение для квантовых
ферми–газов
Приведем вывод кинетического уравнения для задач скольжения
квантовых ферми–газов с переменной частотой столкновений.
Рассмотрим τ–модельное уравнение Больцмана для случая, ко-
гда частота столкновений молекул газа пропорциональна модулю
скорости молекул:
∂f
∂t
+ (v∇)f = ν(v)(f ∗M − f). (2.1)
Здесь f = f(r,v, t) – функция распределения газовых молекул,
ν(v) – частота столкновений, зависящая от модуля относительной
скорости молекул,
ν(v) =
|v − u|
l
,
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u = u(r, t) – массовая скорость газа, определяемая соотношением
u =
1
n(r, t)
∫
vf(r,v, t)dΩM , dΩM = d
3v, (2.2)
n(r, t) =
∫
f(r,v, t)dΩM,
n(r, t) – числовая плотность (концентрация) молекул газа, |v−u(r, t)|
– модуль скорости молекулы в системе отсчета, относительно кото-
рой газ в данной точке r покоится, т. е. имеет массовую скорость,
равную нулю, v – молекулярная скорость газа в лабораторной си-
стеме отсчета, u(r, t) – массовая скорость газа в точке r в лаборатор-
ной системе отсчета, l – средняя длина свободного пробега молекул,
l = τvT , τ – время релаксации, т. е. время между двумя последо-
вательными столкновениями молекул газа, vT = 1/
√
β – тепловая
скорость газа, β =
√
m/2kT .
Функция f ∗M – аналог максвелловской функции распределения,
который имеет следующий вид
f ∗M(r, t) = n
(β
pi
)3/2
exp
[
− β(v − u∗(r, t))2
]
, (2.3)
где u∗(r, t) – параметр модели, определяемый из требования выпол-
нения закона сохранения импульса:∫
ν(v)vf(r,v, t)dΩM =
∫
ν(v)vf ∗MdΩM . (2.4)
Отметим, что локально равновесная максвелловская функция рас-
пределения имеет следующий вид:
fM(r, t) = n
(β
pi
)3/2
exp
[
− β(v − u(r, t))2
]
.
Массовая скорость газа u(r, t) из fM вычисляется согласно (2.2).
Рассмотрим обобщение уравнения (2.1) на случай квантовых ферми–
газов. Это обобщение состоит в том, что аналог максвелловской
функции распределения f ∗M заменяетcя на аналог функции распре-
деления Ферми — Дирака f ∗F . При этом для ферми–газов получаем
уравнение вида (2.1):
∂f
∂t
+ (v∇)f = ν(v)(f ∗F − f), (2.5)
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в котором
f ∗F = f
∗
F (r,v, t) =
1
1 + exp
[
β(v − u∗(r, t))2 − µ/kT
] . (2.6)
Здесь в уравнении (2.6) величина µ (химический потенциал мо-
лекул) и температура T считаются постоянными. В уравнении (2.6)
параметр модели u∗(r, t) определяется законом сохранения импуль-
са: ∫
ν(v)vf(r,v, t)dΩ =
∫
ν(v)vf ∗FdΩ. (2.7)
Здесь
dΩ =
2s+ 1
(2pi~)3
d3p,
s – спин частицы, p = mv – её импульс, ~ – постоянная Планка.
Кроме того, в выражении (2.6) химический потенциал µ изменя-
ется в пределах от −∞ до +∞ как числовой параметр.
Будем считать, что массовая скорость газа u мала по сравнению
со звуковой:
|u(r, t)|
vT
≪ 1.
3 Линеаризованное уравнение для квантовых
ферми–газов
Сначала проведем линеаризацию кинетического уравнения (2.5) для
квантовых ферми–газов. Линеаризацию аналога функции распреде-
ления Ферми — Дирака проведем по параметру u∗.
Ввёдем обозначение:E∗ = β(v−u∗)2−µ/kT . Линеаризация f ∗F по
величине u∗ приводит к следующему выражению:
f ∗F = f
∗
F
∣∣∣
u∗=0
+
∂f ∗F
∂u∗
∣∣∣
u∗=0
u∗,
или в явном виде,
f ∗F = fF (v) + 2g(v)βvu∗. (3.1)
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Здесь fF (v) – абсолютное распределение Ферми — Дирака,
fF (v) =
1
1 + exp(βv2 − µ/kT ) , g(v) =
exp(βv2 − µ/kT )(
1 + exp(βv2 − µ/kT )
)2 .
Связь между двумя последними функциями выражается равен-
ством: g(v) = −∂fF (E)
∂E
, где E = βv2 − µ/kT .
Равенство (3.1) означает, что функцию распределения следует ис-
кать в следующем линеаризованном относительно абсолютного рас-
пределения Ферми — Дирака виде:
f(r,v, t) = fF (v + g(v)ϕ(r,v, t). (3.2)
Найдем разность выражений (3.1) и (3.2). Имеем:
f ∗F − f = g(v)
[
2βvu∗ − ϕ(r,v, t)
]
. (3.3)
В линейном приближении зависимость частоты столкновений мо-
лекул от модуля скорости молекул линейная:
ν(v) =
v
l
, v =
√
v2x + v
2
y + v
2
z .
Подставляя разность (3.3) в кинетическое уравнение (2.5), полу-
чаем следующее уравнение:
∂ϕ
∂t
+ (v∇)ϕ(r,v, t) = v
l
[
2βvu∗(r, t)− ϕ(r,v, t)
]
. (3.4)
Перейдём в уравнении (3.4) к безразмерной скорости молекул:
C =
√
βv = v/vT . Введём безразмерную (массовую) скорость газа
U(r, t) =
√
βu∗(r, t).
Тогда уравнение(3.4) записывается в следующем виде:
∂ϕ
∂t
+ v
∂ϕ
∂r
=
v
l
[
2CU(r, t)− ϕ(r,v, t)
]
.
Введём новые безразмерные переменные:
t1 =
t
τ
= ν0t, , ν0 =
1
τ
, r1 =
r
l
= ν0
√
βr.
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Тогда предыдущее уравнение в безразмерных переменных запи-
сывается в виде:
∂ϕ
∂t1
+C
∂ϕ
∂r1
+ Cϕ(r1,C, t1) = 2CCU(r1, t1). (3.5)
Теперь воспользуемся законом сохранения импульса. В линейном
приближении этот закон принимает следующий вид:∫
vv(f − f ∗F )dΩ = 0,
или, в безразмерных переменных,∫
CCg(C)(2CU∗(r1, t1)− ϕ)d3C = 0.
Это векторное равенство эквивалентно трем скалярным, из кото-
рых последовательно получаем:
2U ∗x =
∫
CCxϕ(r1,C, t1)g(C)d
3C∫
CC2xg(C)d
3C
, 2U ∗y =
∫
CCyϕ(r1,C, t1)g(C)d
3C∫
CC2yg(C)d
3C
,
2U ∗z =
∫
CCzϕ(r1,C, t1)g(C)d
3C∫
CC2zg(C)d
3C
.
Заметим, что в силу симметрии знаменатели всех этих трех выра-
жений равны друг другу. Вычислим их, перейдя к полярным коор-
динатам: Cx = Cµ, Cy = C sin θ cosχ, Cz = C sin θ sinχ. Имеем:
∫
CC2yg(C)d
3C =
1∫
−1
∞∫
0
2pi∫
0
CC2(1− µ2) cos2 χg(C)C2dµdCdχ =
=
4pi
3
∞∫
0
C5g(C)dC =
4pi
3
g5(α),
где
gn(α) =
∞∫
0
exp(C2 − α)C5dC
(1 + exp(C2 − α))2 , n = 0, 1, 2, · · · .
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Вычисляя по частям дважды интеграл из g5(α), находим, что
g5(α) = 2
∞∫
0
C3dC
1 + exp(C2 − α) = 2
∞∫
0
C ln(1 + exp(α− C2))dC.
Таким образов, мы нашли, что
2U∗(r1, t1) =
3
4pig5(α)
∫
CCϕ(r1,C, t1)g(C)d
3C.
Итак, уравнение (3.5) записывается в следующем виде:
∂ϕ
∂t1
+C
∂ϕ
∂r1
+ Cϕ(r1,C, t1) =
=
3CC
4pig5(α)
∫
C ′C′ϕ(r1,C′, t1)g(C ′)d3C ′.
В стационарных задачах предыдущее уравнение упрощается:
C
∂ϕ
∂r1
+ Cϕ(r1,C) =
3CC
4pig5(α)
∫
C ′C′ϕ(r1,C′, )g(C ′)d3C ′. (3.6)
Рассмотрим частный случай уравнения (3.6) для задач скольже-
ния квантового газа. Пусть газ заполняет полупространство {x, y, z :
x > 0} и движется вдоль плоской поверхности в направлении оси y.
Тогда, согласно Черчиньяни [59], функцию распределения будем
искать в виде:
ϕ(r1,C) = Cyh(x1, µ, C).
При этом мы предполагаем, что функция h(x1, µ, C) не зависит от
азимутального угла в плоскости (y, z), а зависит только от µ, C и x1
(x1 = r1x), где µ =
Cx
C
. Учитывая, что в сферических координатах
CC′ = CxC ′x + CyC ′y + CzC ′z =
= CµC ′µ′ + CC ′
√
1− µ2
√
1− µ′2
(
cosχ cosχ′ + sinχ sinχ′
)
,
на основании (3.6) получаем следующее уравнение:
µ
∂h
∂x1
+ h(x1, µ, C) =
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=
3
4pig5(α)
∫
C ′C ′y
2
h(x1, µ
′, C ′)g(C ′)d3dC ′. (3.7)
Упростим интегральное слагаемое из правой части уравнения (3.7),
переходя к сферическим координатам. Получаем, что∫
C ′C ′y
2
h(x1, µ
′, C ′)g(C ′)d3dC ′ =
=
1∫
−1
∞∫
0
2pi∫
0
C ′5(1− µ′2) cos2 χh(x1, µ′, C ′)g(C ′)dµ′dC ′dχ′ =
= pi
1∫
−1
∞∫
0
(1− µ′2)C ′5h(x1, µ′, C ′)g(C ′)dµ′dC ′.
Таким образом, уравнение (3.7) упрощается и имеет следующий
вид:
µ
∂h
∂x1
+ h(x1, µ, C) =
=
3
4
+1∫
−1
(1− µ′2)dµ′
+∞∫
0
exp(−C ′2)C ′5h(x1, µ′, C ′)dC ′.
(3.8)
Из постановки задачи Крамерса будет видно, что граничные усло-
вия в этой задаче не зависят от модуля молекулярной скорости, т.е.
h(x1, µ, C) ≡ h(x1, µ). Тогда уравнение (3.8) упрощается и имеет
следующий вид
µ
∂h
∂x1
+ h(x1, µ) =
3
4
1∫
−1
(1− µ′2)h(x1, µ)dµ. (3.9)
4 Постановка задачи Крамерса с диффузными
граничными условиями
Задание градиента массовой скорости gv означает, что вдали от
стенки распределение массовой скорости в полупространстве имеет
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линейный рост
uy(x) = usl + gvx, x→ +∞,
где usl – неизвестная скорость скольжения.
Умножая это равенство на
√
β и учитывая связь размерного gv и
безразмерного Gv градиентов gv = νGv, для безразмерной массовой
скорости Uy =
√
βuy получаем
Uy(x1) = Usl +Gvx1, x1 → +∞. (4.1)
В соотношении (4.1) Usl =
√
βusl – безразмерная скорость сколь-
жения, x1 = ν
√
βx = x/l – безразмерная координата.
Диффузное отражение ферми–частиц от поверхности означает,
что последние отражаются от стенки, имея фермиевское распреде-
ление, т.е.
f(x = 0,v) = fF (v), vx > 0. (4.2)
Учитывая, что функцию распределения для ферми–газов мы ищем
в виде
f = fF + g(C)Cyh(x1, µ),
из условия (4.2) получаем граничное условие на стенке на функцию
h(x1, µ):
h(0, µ) = 0, µ > 0. (4.3)
Вторым граничным условием является граничное условие "вдали
от стенки" . Этим условием является соотношение (4.1). Преобразу-
ем это условие на функцию h(x1, µ). Условие (4.1) означает, что вда-
ли от стенки массовая скорость переходит в свое асимптотическое
распределение
Uasy (x1) = Usl +Gvx1.
Выражение для массовой скорости (2.1) означает, что вдали от стен-
ки функция h(x1, µ) переходит в свое асимптотическое распределе-
ние
has(x1, µ) = 2Usl(α) + 2Gv(x1 − µ),
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называемое распределением Чепмена — Энскога (см., например, [48]–
[52]).
Таким образом, вторым граничным условием является условие:
h(x1, µ) = 2Usl(α) + 2Gv(x1 − µ), x→ +∞. (4.4)
Теперь задача Крамерса при условии диффузного отражения фер-
ми–частиц от стенки сформулирована полностью и состоит в реше-
нии уравнения (3.9) с граничными условиями (4.3) и (4.4). При этом
требуется определить безразмерную скорость скольжения Usl(α), ве-
личина градиента Gv считается заданной. Кроме того, требуется по-
строить функцию распределения в полупространстве x1 > 0, требу-
ется построить профиль массовой скорости uy(x1) и найти значение
массовой скорости газов непосрественно у стенки uy(0).
Из предыдущих рассуждений по линеаризации уравнения (2.5)
вытекает, что U ∗x(x1) = U
∗
z (x1) = 0, а правая часть уравнения (3.9)
равна:
2U ∗y (x1) =
3
4
1∫
−1
(1− µ′2)h(x1, µ′)dµ′. (4.5)
Возьмем теперь выражение для y–компоненты массовой скорости
газа
uy(x1) =
∫
vyfdΩ
[ ∫
fdΩ
]−1
. (4.6)
После подстановки в (4.6) выражения f = fF + Cyg(C)h(x1, µ)
для ферми–газов и последующей линеаризации получаем для без-
размерной массовой скорости следующее выражение:
Uy(x1) =
∫
C2yg(C, α)h(x1, µ)d
3C
[ ∫
fFd
3C
]−1
. (4.7)
Здесь ∫
fFd
3C = 4pi
∞∫
0
C2dC
1 + exp(C2 − α) = 2pil0(α),
где
l0(α) =
∞∫
0
ln(1 + exp(α− C2))dC.
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Далее, замечая, что
∫
C2yg(C, α)h(x1, µ)d
3C = pig4(α)
1∫
−1
(1− µ2)h(x1, µ)dµ,
заключаем, что безразмерная массовая скорость равна:
Uy(x1) =
g4(α)
2l0(α)
1∫
−1
(1−µ2)h(x1, µ)dµ = 3
8
1∫
−1
(1−µ2)h(x1, µ)dµ. (4.8)
Теперь из (4.8) и (4.7) получаем, что Uy и U
∗
y совпадают:
Uy(x1) = U
∗
y (x1). (4.9)
5 Собственные решения и дисперсионная
функция задачи
5.1 Разделение переменных
Разделение переменных в уравнении (3.9) осуществляется анза-
цем Кейза
hη(x, µ) = exp(−x
η
)ϕ(η, µ), η ∈ C, (5.1)
где η – спектральный параметр, или параметр разделения, вообще
говоря, комплексный; C – расширенная комплексная плоскость.
Если подставить выражение (5.1) в исходное уравнение (3.9), то
мы сразу получаем соответствующее характеристическое уравнение
(η − µ)ϕ(η, µ) = 3
4
1∫
−1
(1− µ′2)ϕ(η, µ′) dµ′. (5.2)
Если ввести обозначение
n(η) =
1∫
−1
(1− µ′2)ϕ(η, µ′) dµ′, (5.3)
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то характеристическое уравнение (5.2) можно переписать с помо-
щью (5.3) в виде
(η − µ)ϕ(η, µ) = 3
4
ηn(η), η ∈ C. (5.4)
Условие (5.3) называется нормировочным условием, нормировоч-
ным интегралом, или просто нормировкой.
В силу однородности исходного уравнения (3.9) можно считать,
что
n(η) ≡
1∫
−1
(1− µ′2)ϕ(η, µ′) dµ′ ≡ 1, (5.5)
т. е. считать, что нормировочный интеграл собственной функции
тождественно равен единице.
5.2 Собственные функции и собственные значения
Будем искать решение уравнений (5.4) и (5.5) в классе обобщен-
ных функций D′(∆), ∆ = (−1, 1).
Общее решение этих уравнений в классе D′(∆) дается (см., на-
пример, [4]) формулой
ϕ(η, µ) =
3
4
ηP
1
η − µ + g(η)δ(η − µ), (5.6)
когда η, µ ∈ ∆.
Здесь g(η) – произвольная непрерывная функция, определяемая
ниже из условия нормировки (5.5), символ Px−1 означает распре-
деление (обобщенную функцию) – главное значение интеграла по
Коши при интегрировании выражения x−1, т. е. Px−1 означает ли-
нейный функционал, действующий по формуле
(
P
1
x
, ϕ
)
= Vp
1∫
−1
ϕ(x)
x
= lim
ε→0

 −ε∫
−1
+
+1∫
ε

 ϕ(x)
x
dx,
где ϕ ∈ D(∆).
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Обобщенная функция Px−1 совпадает с обычной функцией x−1
при x ∈ ∆ \ {0}. Она называется главным значением интеграла от
x−1, δ(x) есть дельта–функция Дирака.
Подставляя (5.6) в (5.5), получаем
g(η)(1− η2) = λ(η), (5.7)
где
λ(z) = 1 + z
3
4
+1∫
−1
(1− u2) du
u− z (5.8)
есть дисперсионная функция Вильямса [31], [32], [34], [35].
Подставляя g(η) из выражения (5.7) в (5.6), находим:
ϕ(η, µ) =
3
4
ηP
1
η − µ +
λ(η)
1− η2δ(η − µ), (5.9)
если η, µ ∈ ∆.
Выражение (5.9) представляет собой собственнуюфункцию непре-
рывного спектра (η ∈ ∆), отвечающую единичной нормировке (5.5).
Ясно, что непрерывный спектр характеристического уравнения
заполняет сплошным образом всю действительную ось, ибо при из-
менении µ непрерывным образом от −1 до +1 нуль разности η − µ
пробегает непрерывным образом также всю действительную ось η,
т. е. η ∈ (−1,+1) = ∆.
Дискретным спектром характеристического уравнения называют
(см., например, [8], [52]) множество нулей дисперсионного уравнения
λ(z) = 0. (5.10)
Уравнение (5.10) λ(z) имеет единственный нуль – двойной нуль в
точке η0 =∞. Этому нулю, как кратной точке дискретного спектра,
отвечает два собственных решения уравнения (3.9).
Одно из двух решений исходного уравнения (3.9) в силу его од-
нородности является произвольной постоянной. Второе собственное
решение уравнения (3.9) есть разность x− µ:
h1(x, µ) = 1 и h2(x, µ) = x− µ.
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Эти решения будем называть решениями, отвечающими дискретно-
му спектру, или дискретными решениями уравнения (3.9). Эти реше-
ния являются частными решениями уравнения (3.9). Следователь-
но, в силу линейности уравнения (3.9) асимптотическая функция
распределения Чепмена — Энскога has(x, µ) является его решением.
Подставляя собственную функцию (5.9) в анзац Кейза, получаем
собственное решение исходного уравнения (3.9), отвечающие непре-
рывному спектру
hη(x, µ) = exp(−x
η
)
[
3
4
ηP
1
η − µ +
λ(η)
1− η2δ(η − µ)
]
. (5.11)
Ниже будем говорить не об одной собственной функции (5.9) (ха-
рактеристического уравнения) непрерывного спектра, а о системе
собственных функций непрерывного спектра, имея ввиду то обсто-
ятельство, что каждому значению η ∈ ∆ отвечает конкретная соб-
ственная функция. Следовательно, мы имеем континуальное мно-
жество собственных функций (5.9) характеристического уравнения
и соответствующее семейство (5.11) собственных решений кинетиче-
ского уравнения (3.9).
5.3 Дисперсионная функция и ее свойства
Будем изучать основные свойства дисперсионной функции Ви-
льямса (5.8). Нетрудно вычислить, что
λ(z) = −1
2
+
3
2
(1− z2)λc(z),
где λc(z)– дисперсионная функция Кейза [8],
λc(z) = 1 +
1
2
z
1∫
−1
dτ
τ − z . (5.12)
Дисперсионная функция Вильямса λ(z) аналитична во всей ком-
плексной плоскости за исключением точек разреза ∆¯ = [−1,+1].
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Рис. 1. Действительная часть дисперсионной функция Вильямса на
действительной оси.
Для граничных значений дисперсионной функции Вильямса сверху
и снизу на разрезе ∆ = (−1, 1) справедливы формулы Сохоцкого
λ±(µ) = λ(µ)± i3
4
piµ(1− µ2),
где
λ(µ) = −1
2
+
3
2
(1− µ2)λc(µ),
причем интеграл в выражении для λc(µ) понимается как особый в
смысле главного значения по Коши.
Из формул (5.8) получаем
λ+(µ)− λ−(µ) = ipi3
2
µ(1− µ2), µ ∈ ∆,
1
2
[λ+(µ) + λ−(µ)] = λ(µ), µ ∈ ∆.
Здесь λ(µ) на действительной оси выражается равенством
λ(µ) = 1 + µ
3
4
1∫
−1
1− τ 2
τ − µ dτ = −
1
2
+
3
2
(1− µ2)
(
1 +
µ
2
ln
1− µ
1 + µ
)
.
Разложим функцию λ(z) в ряд Лорана. Воспользуемся формулой
(5.12). Сначала разложим в ряд Лорана дисперсионную функцию
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Рис. 2. Мнимая часть дисперсионной функции Вильямса на отрезке [−1, 1]
действительной оси.
Кейза при |z| > 1:
λc(z) = − 1
3z2
− 1
5z4
− 1
7z6
− · · · − 1
(2n+ 1)z2n
− · · · . (5.13)
Подставляя разложение (5.13) в (5.12), находим разложение для
дисперсионной функции Вильямса при |z| > 1:
λ(z) = − 1
5z2
− 3
35z4
− 1
21z6
−· · ·− 3
(2n+ 1)(2n+ 3)z2n
−· · · . (5.14)
Из разложения (5.14) видно, что точка z = ∞ является двойным
нулем функции λ(z). Этому нулю, как двойной точке дискретного
спектра, отвечают два собственных решения уравнения (3.9) h1(x, µ)
и h2(x, µ).
Из равенств (5.8), (5.12) и формул Сохоцкого для λ(z) видно, что
Re λ±(µ) = λ(µ), µ ∈ ∆,
Im λ±(µ) = ±pi 3
4
µ(1− µ2), µ ∈ ∆.
Приведем графики функций y = λ(µ), µ ∈ ∆ и y = pi 3
4
µ(1 −
µ2), µ ∈ ∆ (см. рис. 1 и рис. 2). Построим на комплексной плоскости
(см. рис. 3) кривые Γ± : z = λ±(µ), µ ∈ ∆, которые определяются
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Рис. 3. Кривая Γ : z = λ+(µ), −1 < µ < 1, определяет замкнутую кривую на
комплексной плоскости.
следующими параметрическими уравнениями:
Γ± :
{
x = Re λ(µ),
y = ± Im λ(µ), µ ∈ ∆.
Эти кривые представляют собой одно и то же геометрическое
место точек Γ (см. рис. 3), причем кривая Γ+ ориентирована поло-
жительно, а Γ− – отрицательно.
Введем угол θ(µ) = arg λ+(µ) – главное значение аргумента функ-
ции λ+(µ), фиксированное в нуле условием θ(0) = 0. Из рис. 3 вид-
но, что приращение этого угла на отрезке [0, 1] равно pi, а на отрезке
[−1, 1] равно 2pi. Угол θ(µ) вычисляется по формуле:
θ(µ) = arcctg
4λ(µ)
3piµ(1− µ2) .
Введем еще один угол ζ(µ) = θ(µ) − pi (см. рис. 4), который по-
надобится ниже. Его удобно вычислять по формуле:
ζ(µ) = arcctg
4λ(µ)
3piµ(1− µ2) − pi = −
pi
2
− arctg 4λ(µ)
3piµ(1− µ2).
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Рис. 4. Кривая ζ = ζ(µ), 0 < µ < 1.
Из формул Сохоцкого для λ(z) следует также, что
|λ±(µ)|2 = λ2(µ) +
(
pi
3
4
µ(1− µ2)
)2
= λ+(µ)λ−(µ), µ ∈ ∆.
Функции λ+(µ) и λ−(µ) являются комплексно–сопряженными,
т. e. λ+(µ) = λ−(µ), λ−(µ) = λ+(µ), поэтому
λ+(µ) = |λ+(µ)| exp(θ(µ)), λ−(µ) = |λ+(µ)| exp(−θ(µ)),
|λ+(µ)| = |λ−(µ)|, µ ∈ ∆.
Отсюда следует, что
G(µ) ≡ λ
+(µ)
λ−(µ)
= exp(2θ(µ)), |G(µ)| ≡ 1, µ ∈ ∆.
Это значит, что кривая γ : z = G(µ), µ ∈ ∆ = (−1,+1), лежит на
окружности единичного радиуса и дважды обходит эту окружность
в положительном направлении; если же µ ∈ ∆+ = (0, 1), то эта
кривая один раз обходит единичную окружность в положительном
направлении, это значит, что ее индекс равен единице.
Введем еще одну кривую γ+ : z = λ+(µ), µ ∈ ∆+. Эта кривая
совпадает (см. рис. 3) с частью кривой Γ+, лежащей в верхней по-
луплоскости.
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Рис. 5. Кривая Y = λ+(µ)λ−(µ), −1 < µ < 1.
Покажем, что λ(z) не имеет конечных комплексных нулей в об-
ласти D = C \ [−1,+1]. Возьмем контур γε, охватывающий отрезок
[−1,+1] и отстоящий от него на расстоянии ε, ε > 0. Согласно прин-
ципу аргумента [7], [8], [50] разность между числом нулей и полюсов
в области D равна индексу кривой Γ, т. е. индексу коэффициента
G(µ):
N − P = 1
2pii
∫
γε
d lnλ(z) =
1
2pi
∫
γε
d arg λ(z),
причем каждый нуль или полюс считаются столько раз, какова их
кратность.
Переходя к пределу при ε→ 0 в этом равенстве, получаем:
N − P = 1
2pi
1∫
−1
d arg
λ+(µ)
λ−(µ)
=
1
2pi
1∫
−1
d argG(µ) =
=
1
pi
1∫
−1
d θ(µ) =
θ(1)− θ(−1)
pi
=
pi − (−pi)
pi
= 2.
Отсюда следует, что N = 2, ибо P = 0 (полюсы у λ(z) отсутствуют).
Значит, других нулей, кроме двойного нуля z =∞, у функции λ(z)
в области D нет.
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6 Однородная краевая задача Римана
6.1 Факторизующая функция X(z)
В основе аналитического решения граничных задач кинетической
теории лежит решение однородной краевой задачи Римана с коэф-
фициентом G(µ) = λ+(µ)/λ−(µ):
X+(µ)
X−(µ)
=
λ+(µ)
λ−(µ)
, 0 < µ < 1. (6.1)
Задача факторизации (6.1) для коэффициента задачи Римана на-
зывается также ( см. [7], [8]) однородной краевой задачей Римана.
Учитывая свойства функций λ±(µ), перепишем краевое условие
(6.1) в виде
X+(µ)
X−(µ)
= exp[2i(θ(µ) + pik)], k = 0,±1,±2, · · · , 0 < µ < 1.
Логарифмируя это краевое условие, получаем
lnX+(µ)− lnX−(µ) = 2i(θ(µ) + pik), k = 0,±1,±2, · · · , 0 < µ < 1.
Решение этой задачи, как задачи определения аналитической функ-
ции по скачку, имеет вид
lnX(z) =
1
pi
1∫
0
θ(µ) + pik
µ− z dµ, k = 0,±1,±2, · · · . (6.2)
Обозначим
V (z) =
1
pi
1∫
0
θ(u)− pi
u− z du. (6.3)
Тогда из равенства (6.2) имеем:
X(z) = expV (z). (6.4)
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Рис. 6. Функция V = V (x) на действительной оси.
Выясним поведение функции X(z) в начале координат. При z →
0 из формулы (6.3) имеем:
V (z) = −θ(0)− pi
pi
ln z + O1(z) (z → 0),
где θ(0) = 0, а O1(z) – ограниченная функция в начале координат.
Теперь видно, что функция X(z) = z expO1(z) является исчеза-
ющей в начале координат.
Чтобы сделать решение задачи (6.1) неисчезающим в нуле, пере-
определим решение (6.4) следующим образом:
X(z) =
1
z
expV (z). (6.5)
Эту функцию далее будем называть факторизующей, ибо она осу-
ществляет факторизацию коэффициента задачи G(µ).
Учитывая, что ζ(τ) = θ(τ) − pi, решению (6.5) можно придать
следующую форму:
X(z) =
1
z − 1 expV
◦(z), (6.6)
где
V ◦(z) =
1
pi
1∫
0
θ(τ) dτ
τ − z .
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Рис. 7. Функция X = X(x) на действительной оси.
В окрестности начала координат имеем:
X(z) =
1
z − 1 exp
[
−θ(0)
pi
ln z +O1(z)
]
=
1
z − 1 expO1(z)
– ограниченная функция, в окрестности точки z = 1 имеем:
X(z) =
1
z − 1 exp
[
θ(1)
pi
ln(z − 1) + O2(z)
]
= expO2(z)
– ограниченная функция, ибо O2(z) – ограниченная в окрестности
точки z = 1 функция.
Итак, решение (6.6) задачи (6.1) есть функция, ограниченная в
окрестности концевых точек отрезка интегрирования.
6.2 Интегральные представления функций X(z) и X−1(z)
Возьмем замкнутый контур, состоящий из окружности ΓR ради-
уса R = 1/ε и контура γε, охватывающего разрез ∆¯
+ = [0, 1] по
часовой стрелке и отстоящего от разреза на расстоянии ε. Радиус
малых полуокружностей, входящих в γε, равен r = ε. Пусть DR –
Двухсвязная область с границей ∂DR = ΓR ∪ γε.
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Возьмем произвольную точку z ∈ C\[0, 1]. Число ε выберем столь
малым, чтобы z ∈ DR. Согласно интегральной формуле Коши для
многосвязных областей
X(z) =
1
2pii

∫
ΓR
+
∫
γε

 X(z′) dz′
z′ − z .
Переходя к пределу при ε → 0 в последнем равенстве, получаем
следующее интегральное представление
X(z) =
1
2pii
1∫
0
X+(τ)−X−(τ)
τ − z dτ, z ∈ C \ [0, 1]. (6.7)
Интегральное представление (6.7) выражает значение функции
X(z) в каждой точке z ∈ C \ [0, 1] через разность граничных значе-
ний этой функции сверху и снизу на разрезе [0, 1].
Используя задачу Римана (6.1) плотность интегрального пред-
ставления (6.7) можно представить в двух эквивалентных выраже-
ниях:
X+(τ)−X−(τ) = X+(τ)− λ
−(τ)
λ+(τ)
X+(τ) =
=
3pii
2
τ(1− τ 2)X
+(τ)
λ+(τ)
,
X+(τ)−X−(τ) = 2i sin ζ(τ), τ ∈ (0, 1). (6.8)
Следовательно, на основании (6.7) получаются следующие два ин-
тегральных представления:
X(z) =
3
4
1∫
0
X+(τ)
λ+(τ)
τ(1− τ 2)
τ − z dτ, z ∈ C \ [0, 1], (6.9)
X(z) =
1
pi
1∫
0
X(τ)
sin ζ(τ) dτ
τ − z , z ∈ C \ [0, 1]. (6.10)
Интегральное представление (6.9) выражает значение функции
X(z) в каждой точке z ∈ C\[0, 1] через свои же значения на разрезе,
взятые "сверху".
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Интегральное представление (6.10) выражает значение функции
X(z) в каждой точке z ∈ C \ [0, 1] через свои значения на разрезе.
Аналогично интегральному представлению (6.7) для функции
X−1(z) можно вывести следующее интегральное представление
1
X(z)
− z + V1 = 1
2pii
1∫
0
[
1
X+(τ)
− 1
X−(τ)
]
dτ
τ − z ,
z ∈ C \ [0, 1], (6.11)
Интегральное представление (6.11) восстанавливает значение функ-
ции X−1(z) в точке z ∈ C \ [0, 1] через разность своих граничных
значений на разрезе. Здесь
V1 = −1
pi
1∫
0
ζ(τ) dτ.
Замечая, что согласно (6.1), (6.3) и (6.5)
1
X+(τ)
− 1
X−(τ)
= −3
2
pii
τ(1− τ 2)
X+(τ)λ−(τ)
,
1
X+(τ)
− 1
X−(τ)
= −2isin ζ(τ)
X(τ)
, (6.12)
получаем следующее интегральное представление:
1
X(z)
= z − V1 − 1
pi
1∫
0
sin ζ(τ)
X(τ)
dτ
τ − z , z ∈ C \ [0, 1]. (6.13)
Выведем интегральные представления функций X(z) и X−1(z)
для точек разреза, т. е. когда z = µ ∈ (0, 1).
Для точек µ ∈ (0, 1) согласно формуле Сохоцкого на основании
(6.7) имеем
X+(µ) =
1
2
[X+(µ)−X−(µ)] + 1
2pii
1∫
0
X+(τ)−X−(τ)
τ − µ dτ,
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откуда
X+(µ) +X−(µ)
2
=
1
2pii
1∫
0
X+(τ)−X−(τ)
τ − µ dτ, µ ∈ (0, 1).
Таким образом, сумма граничных значений функцииX(z) на раз-
резе выражается через разность своих граничных значений на этом
разрезе.
Аналогично можно получить, что при µ ∈ (0, 1)
1
2
[
1
X+(µ)
+
1
X−(µ)
]
= µ− V1 + 1
2pii
1∫
0
[
1
X+(τ)
− 1
X−(τ)
]
dτ
τ − µ.
Теперь учитывая, что
X+(µ) +X−(µ)
2
= X(µ) cos ζ(µ),
1
2
[
1
X+(µ)
+
1
X−(µ)
]
=
cos ζ(µ)
X(µ)
,
получаем следующие два интегральных представления
X(µ) cos ζ(µ) =
1
2pii
1∫
0
X+(τ)−X−(τ)
τ − µ dτ, µ ∈ (0, 1),
cos ζ(µ)
X(µ)
= µ− V1 + 1
2pii
1∫
0
[
1
X+(τ)
− 1
X−(τ)
]
dτ
τ − µ, µ ∈ (0, 1),
или, учитывая равенства (6.8) и (6.12), отсюда получаем:
X(µ) cos ζ(µ) =
1
pi
1∫
0
X(τ)
sin ζ(τ)
τ − µ dτ, µ ∈ (0, 1),
cos ζ(µ)
X(µ)
= µ− V1 − 1
pi
1∫
0
sin ζ(τ)
X(τ)
dτ
τ − µ, µ ∈ (0, 1).
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Последние четыре интегральных представления можно распро-
странить с разреза на всю комплексную плоскость. Для этого за-
менить угол ζ(µ) в левых частях интегральных представлений на
угол
ζ+(µ) =
{
ζ(µ), 0 ≤ µ < 1,
0, µ /∈ [0, 1].
В частности, для точек разреза дисперсионной функции (−1, 1)
имеем:
X(µ) cos ζ+(µ) =
1
pi
1∫
0
X(τ)
sin ζ(τ)
τ − µ dτ, µ ∈ (−1, 1),
cos ζ+(µ)
X(µ)
= µ− V1 − 1
pi
1∫
0
sin ζ(τ)
X(τ)
dτ
τ − µ, µ ∈ (−1, 1).
Здесь
X(µ) =
1
µ
expV (µ), V (µ) =
1
pi
1∫
0
ζ(τ)dτ
τ − µ ,
ζ+(µ) =
{
ζ(µ), 0 ≤ µ < 1,
0, −1 < µ < 0,
}
= ζ(µ)H+(µ).
Последние два интегральных представления будут использованы
ниже при построении функции распределения для µ ∈ (−1, 1).
6.3 Факторизация дисперсионной функции
Покажем, что для дисперсионной функции λ(z) везде в комплекс-
ной плоскости, за исключением точек разреза [0, 1], справедлива
формула
λ(z) =
1
5
X(z)X(−z), z ∈ C \ [−1, 1]. (6.14)
Из формулы (6.14) вытекает, что для граничных значений дис-
персионной функции на разрезе справедливы соотношения:
λ±(µ) =
1
5
X±(µ)X(−µ), 0 ≤ µ < 1,
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λ±(µ) =
1
5
X(µ)X∓(−µ), −1 < µ < 0.
Для доказательства формулы (6.14) введем вспомогательнуюфунк-
цию
R(z) =
5λ(z)
X(z)X(−z) .
Эта функция аналитична везде в комплексной плоскости, кроме то-
чек разреза [−1, 1]. Каждая точка этого разреза является устрани-
мой. В самом деле, пусть 0 ≤ µ ≤ 1. На основании краевого условия
(6.1) имеем:
λ+(µ)
X+(µ)X(−µ) =
λ−(µ)
X−(µ)X(−µ),
откуда R+(µ) = R−(µ), 0 ≤ µ ≤ 1.
Пусть теперь −1 ≤ µ < 0. Заменим µ на −µ в равенстве (6.1):
X+(−µ)
X−(−µ) =
λ+(−µ)
λ−(−µ) .
Не трудно видеть, что λ+(−µ) = λ−(µ), λ−(−µ) = λ+(µ). Поэтому,
предыдущее равенство можно переписать в виде
X+(−µ)
X−(−µ) =
λ−(µ)
λ+(µ)
,
отсюда
λ+(µ)
X(µ)X−(−µ) =
λ−(µ)
X(µ)X+(−µ).
Следовательно, при −1 ≤ µ < 0 R+(µ) = R−(µ). Таким образом,
функцию R(z) можно считать аналитической функцией везде в ком-
плексной плоскости, в том числе и в точках разреза, доопределив ее
на разрезе по непрерывности. Осталось заметить, что функция R(z)
аналитична и в бесконечно удаленной точке, причем R(∞) = 1. По
теореме Лиувилля эта функция является тождественно постоянной:
R(z) ≡ 1, откуда и вытекает формула (6.14).
Из формулы (6.14) видно, что X2(0) = 5, откуда получаем:
X(−0) = −
√
5, X(+0) =
√
5.
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6.4 Вычисление коэффициентов разложений функций
V (z), X(z) и X−1(z)
В отличие от соответствующих разложений в случае постоянной
частоты столкновений молекул здесь все рассматриваемые ряды яв-
ляются сходящимися степенными рядами, а не асимптотическими,
как это было в случае постоянной частоты столкновений молекул.
Представим функцию V (z) в окрестности точки z = ∞ сходя-
щимся рядом Лорана
V (z) =
V1
z
+
V2
z2
+
V3
z3
+ · · · , |z| > 1. (6.15)
Здесь
Vn = −1
pi
1∫
0
ζ(τ)τn−1 dτ, n = 1, 2, 3, · · · .
Выпишем численные значения нескольких первых коэффициен-
тов разложения (6.15):
V1 = 0.582, V2 = 0.214, V3 = 0.115,
V4 = 0.073, V5 = 0.051, V6 = 0.038, · · · .
Можно показать, что четные коэффициенты находятся без квад-
ратур
V2 =
3
14
= 0.214 · · · , V4 = 1
8
(
20
21
− 12
7
V2
)
=
43
588
= 0.073 · · · ,
V6 =
1
6
(
5
11
− 10
21
V2 − 12
7
V4
)
=
857
22638
= 0.038 · · · ,
Найдем коэффициенты разложения функции X(z) в окрестности
точки z =∞. Пусть
X(z) =
1
z
exp(V (z) =
1
z
+
X2
z2
+
X3
z3
+ . . . , z →∞. (6.16)
Отсюда
exp(V (z)) = 1 +
X2
z
+
X3
z2
+
X4
z3
+ . . . , z →∞.
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Логарифмируя это равенство и подставляя вместо функции V (z) ее
разложение (6.15), получаем:
V1
z
+
V2
z2
+ · · · = ln
(
1 +
X2
z
+
X3
z2
+
X4
z3
+ . . .
)
.
Дифференцируя это равенство, получаем:(V1
z2
+
2V2
z3
+
3V3
z4
+ . . .
)(
1+
X2
z
+
X3
z2
+ . . .
)
=
X2
z2
+
2X3
z3
+
3X4
z4
+ . . . .
Приравнивая коэффициенты при одинаковых степенях z, находим,
что коэффициенты разложения (6.16) вычисляются согласно равен-
ствам
X2 = V1 = 0.582, X3 = V2 +
1
2
V 21 = 0.384, · · · .
Для коэффициентов разложения функции
1
X(z)
= z − V1 + X
∗
1
z
+
X∗2
z2
+
X∗3
z3
+ · · · , z →∞, (6.17)
точно так же получаем:
exp(−V (z)) = 1− V1
z
+
X∗1
z2
+
X∗2
z3
+ . . . , z →∞.
Отсюда имеем:
V1
z
+
V2
z2
+
V3
z3
+ · · · = − ln
(
1− V1
z
+
X∗1
z2
+
X∗2
z3
+ . . .
)
.
После дифференцирования отсюда получаем:(
V1
z2
+
2V2
z3
+
3V3
z4
+ . . .
)(
1− V1
z
+
X∗1
z2
+
X∗2
z3
+ . . .
)
=
=
V1
z2
− 2X
∗
1
z3
− 3X
∗
3
z4
− 4X
∗
3
z5
− . . . .
Приравнивая коэффициенты при одинаковых степенях слева и
справа, получаем, что коэффициенты разложения (6.17) вычисля-
ются согласно равенствам
X∗1 = −V2 +
1
2
V 21 = −0.045,
X∗2 = −V3 + V1V2 −
1
6
V 31 = −0.023,
X∗3 = −V4 + V3V1 +
1
2
V 22 −
1
2
V2V
2
1 +
1
24
V 41 = −0.015, · · ·
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Используя интегральные представления (6.10) и (6.13) для вы-
числения коэффициентов разложений (6.16) и (6.17) можно исполь-
зовать следующие формулы:
Xn = −1
pi
1∫
0
X(τ) sin ζ(τ)τn−1 dτ, n = 1, 2, 3, . . . ,
причем X1 = 1, и
X∗n =
1
pi
1∫
0
sin ζ(τ)
X(τ)
τn−1 dτ, n = 1, 2, 3, . . . .
7 Разложение решения по собственным
функциям характеристического уравнения
Докажем, что наша граничная задача имеет единственное реше-
ние, представимое в виде разложения по собственным функциям
характеристического уравнения:
h(x, µ) = has(x, µ) +
1∫
0
exp(−x
η
)ϕ(η, µ)a(η)dη, (7.1)
или:
h(x, µ) = has(x, µ) +
3
4
1∫
0
exp(−x
η
)
ηa(η)dη
η − µ +
+exp(−x
µ
)
λ(µ)a(µ)
1− µ2 H+(µ). (7.2)
В разложении (7.2) функция Θ+(µ) есть функция Хэвисайда,
Θ+(µ) =
{
1, µ > 0,
0, µ < 0.
Неизвестным в разложении является функция a(η), называемая
коэффициентом непрерывного спектра. Разложение автоматически
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удовлетворяет граничным условиям. Подставим x = 0 в (7.2) и ле-
вую часть заменим согласно граничному условию (5.8) приходим к
сингулярному интегральному уравнению с ядром Коши.
2Usl − 2Gvµ+ 3
4
1∫
0
ηa(η)dη
η − µ +
λ(µ)a(µ)
1− µ2 = 0 0 < µ < 1.
Введём вспомогательную функцию
N(z) =
3
4
1∫
0
ηa(η)
η − z dη. (7.3)
аналитичную в комплексной плоскости с разрезом вдоль отрезка
[0,1] действительной оси. Ее граничные значения сверху N+(µ) и
снизу N−(µ) в интервале (0,1) связаны формулами Сохоцкого
N+(µ)−N−(µ) = i3
2
piµa(µ),
1
2
[N+(µ)−N−(µ)] = N(µ), (7.4)
где
N(µ) =
3
4
1∫
0
ηa(η)
η − µdη, µ ∈ (0, 1),
N(µ) - сингулярный интергал.
С помощью граничных значений функций N(z) и λ(z) сведем
уравнение (7.4) к неоднородной краевой задаче Римана:
λ+(µ)[N+(µ)+2Usl−2Gvµ] = λ−(µ)[N−(µ)+2Usl−2Gvµ], 0 < µ < 1.
(7.5)
Рассмотрим соответствующую однородную краевую задачу Ри-
мана:
X+(µ)
X−(µ)
=
λ+(µ)
λ−(µ)
, 0 < µ < 1. (7.6)
В качестве решения задачи (7.6) возьмем ограниченное в конце-
вых точках промежутка интегрирования (разреза) решение
X(z) =
1
z
exp(V (z)), V (z) =
1
z
1∫
0
ζ(τ)dτ
τ − z ,
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где
ζ(τ) = θ(τ)− pi, θ(τ) = arg λ+(z),
причём
θ(0) = 0, ζ(τ) =
pi
2
− arctg 4λ(τ)
3piτ(1− τ 2).
Неоднородную краевую задачу (7.5) с помощью однородной (7.6)
преобразуем к задаче определения аналитической функции по ее
нулевому скачку в интервале (0,1):
X+(µ)[N+(µ) + 2Usl − 2Gvµ] = X−(µ)[N−(µ) + 2Usl − 2Gvµ]. (7.7)
Учитывая поведение всех функций, входящих в краевое условие
(7.7), получим его общее решение:
N(z) = −2Usl + 2Gvz + c0
X(z)
, (7.8)
где c0 - произвольная постоянная. Разложим эту функцию в ряд
N(z) = −2Usl + 2Gvz + c0z(1− V1
z
+ ...), (7.9)
или, приводя подобные члены,
N(z) =
(
− 2Usl − V1c0
)
+ z
(
2Gv + c0
)
..., (7.10)
Решение (7.8) имеет простой полюс в точке z = ∞, в то время как
функция N(z), определенная равенством (7.3), исчезает в бесконеч-
ности как 1/z. Поэтому, чтобы функцию N(z), определенную равен-
ством (7.8) можно было принять в качестве функции N(z), опреде-
ленной равенством (7.3), устраним у решения (7.8) полюс в точке
z =∞ равенством lim
z→∞
N(z)
z
= 0. Потребуем, чтобы функция исче-
зала в бесконечности, т.е. N(∞) = 0.
На этом пути получаем, что c0 = −2Gv.
После подстановки в (7.10) получаем следующее выражение для
безразмерной массовой скорости газа:
Usl = V1Gv. (7.11)
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Неизвестный коэффициент непрерывного спектра найдём, если
подставим решение (7.8) в формулу Сохоцкого (7.4). На этом пути
получаем:
a(η) = − 4Gv
3piηi
[ 1
X+(η)
− 1
X−(η)
]
=
8Gv sin ζ(η)
3piηX(η)
. (7.12)
Вычислим коэффициент вязкости η квантового ферми–газа. Ис-
ходя из определения вязкости, имеем:
η = − Pxy(
dUy
dx
)
∞
= −
m
∫
fVxVydΩ
Gv
, (7.13)
где gv - градиент размерной скорости, определяемый следующим
соотношением gv = ν0Gv.
В результате получаем следующее выражение:
η =
2pi(2s+ 1)m48l1(α)
2pi~v0(
√
β)515
, (7.14)
где
l1(α) =
∞∫
0
C ln(1 + exp(α− C2))dC.
Исходя из определений числовой плотностиN ,N =
∫
fdΩ, нетрудно
найти, что
N =
2pi(2s+ 1)m3l0(α)
(2pi~)3(
√
β)3
,
где
l0(α) =
∞∫
0
ln(1 + exp(α− C2))dC. (7.15)
Подставляя (7.15) в (7.14), получаем коэффициент вязкости:
η =
8ρl1(α)
15ν0βl0(α)
, (7.16)
где ρ = Nm .
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8 Профиль массовой скорости и функция
распределения в полупространстве
Профиль безразмерной массовой скорости строится согласно (8.9)
Uy(x1) = U
∗
y (x1) =
3
8
1∫
−1
(1− µ2)h(x, µ) dµ.
Согласно (8.5) получаем следующее распределение массовой скоро-
сти классического газа в полупространстве:
U ∗y (x) = Usl +Gvx+
3
8
1∫
0
exp(−x
η
) a(η) dη, (8.1)
При выводе было учтено, что
1∫
−1
(1− µ′2)ϕ(η, µ′) dµ′ ≡ 1.
В распределении (8.1) функция a(η) определяется равенством (7.12).
В результате для профиля массовой скорости классического газа
получаем:
U ∗y (x)
Gv
= V1 + x− 1
2pii
1∫
0
exp(−x
η
)
[
1
X+(η)
− 1
X−(η)
]
dη
η
, (8.2)
или
U ∗y (x)
Gv
= V1 + x+
1
pi
1∫
0
exp(−x
η
)
sin ζ(η)
ηX(η)
dη. (8.3)
Интегралы из правых частей (8.2) и (8.3) при x = 0 можно вычис-
лить аналитически. Для этого воспользуемся интегральным пред-
ставлением (6.11)
1
X(z)
− z + V1 = −1
pi
1∫
0
[
sin ζ(η)
X(η)
]
dη
η − z . (8.4)
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Устремляя в (8.4) z → 0 вдоль отрицательной части действительной
оси, получаем, что
−1
pi
1∫
0
[
sin ζ(η)
X(η)
]
dη
η
=
1
X(−0) + V1. (8.5)
Массовую скорость классического газа изотермического скольжения
у стенки (при x = 0) найдём, если подставим (8.5) в (8.2) при x = 0
U ∗y (0) = −
1
X(−0)Gv.
Как указывалось выше, из формулы для факторизации диспер-
сионной функции вытекает, что X(−0) = −√5.
Следовательно, массовая скорость газа классического газа у стен-
ки равна
U ∗y (0) =
1√
5
Gv = 0.4472Gv. (8.6)
Перейдем к рассмотрению функции распределения.
В случае изотермического скольжения для построения функции
h(x, µ) подставим коэффициент непрерывного спектра a(η), опреде-
ляемый равенством (7.12), в разложение (7.2). Получаем
h(x, µ)
2Gv
= V1 + x− µ+ 1
pi
1∫
0
exp(−x
η
)
sin ζ(η)
ηX(η)
dη
η − µ+
+
cos ζ(µ)
X(µ)
exp(−x
µ
)Θ+(µ). (8.7)
Отсюда при x = 0 имеем:
h(0, µ)
2Gv
= V1−µ+ 1
pi
1∫
0
sin ζ(η)
X(η)
dη
η − µ +
cos ζ(µ)
X(µ)
Θ+(µ), µ ∈ (−1, 1).
Согласно интегральному представлению (6.11) первое слагаемое
из правой части последнего равенства равно
1
pi
1∫
0
sin ζ(η)
X(η)
dη
η − µ = −
cos ζ+(µ)
X(µ)
+ µ− V1.
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Следовательно, на границе полупространства функция распреде-
ления вычисляется по формуле
h(0, µ)
2Gv
=
Θ+(µ) cos ζ(µ)− cos ζ+(µ)
X(µ)
, µ ∈ (−1, 1). (8.8)
Из формулы (8.8) видно, что при 0 < µ < 1 h(0, µ) = 0, что в
точности совпадает с граничным условием (5.2).
При −1 < µ < 0 из формулы (5.3) получаем функцию распреде-
ления летящих к стенке молекул:
h(0, µ) = − 2Gv
X(µ)
.
Отсюда видно, что
h(0, µ) = − 2Gv
X(µ)
Θ+(−µ), µ ∈ (−1, 1).
Из формулы (8.8) видно, что при x→ +∞
h(x, µ) = 2Gv(V1 + x− µ) + o(1) = 2Usl + 2Gv(x− µ),
что в точности совпадает с граничным условием (5.3) вдали от стен-
ки.
Формулу для скорости скольжения представим в размерном ви-
де. Учитывая, что Usl =
√
βusl, получаем: Usl = V1Gv =
√
βusl.
Следовательно, usl =
V1√
β
Gv, где gv = ν0Gv. Отсюда имеем:
usl =
V1√
βl
Gvl =
V1√
βlν0
gvl.
Учитывая то, что мы выбираем длину свободного пробега согласно
Черчиньяни [51], как l(α) =
η
ρ
√
piβ, получаем следующее:
l
√
β =
η
ρ
√
piβ
√
β =
8ρl1(α)
15ν0βl0(α)
1
ρ
√
piβ =
8
√
pil1(α)
15ν0l0(α)
.
Возвращаюсь к выражению для размерной скорости скольжения,
учитывая полученное, приходим к следующему выражению:
usl = Kv(α)lgv, (8.9)
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где
Kv(α) =
15V1ν0l0(α)
8
√
pil1(α)ν0
.
Аналогично скорости скольжения, получим профиль размерной
массовой скорости в полупространстве. Исходя из того, что
Uy(x)
∗ = V1Gv +Gvx+
1
pi
Gv
1∫
0
exp(−x
η
)
[
sin ζ(η)
X(η)
]
dη
η
,
или, иначе: U ∗y (x) = H(x, α)Gv, где
H(x, α) = V1 + x+
1
pi
1∫
0
exp(−x
η
)
[
sin ζ(η)
X(η)
]
dη
η
.
Получаем выражение для размерной массовой скорости газа:
uy(x) =
Uy(x)√
β
=
H(x, α)√
β
Gv(α) =
H(x, α)√
βl
Gv(α)l.
Выполняя преобразования, аналогичные тем, которые использова-
лись для получения размерной скорости скольжения, приходим к
следующему выражению для размерной массовой скорости:
uy(x) =
H(x, α)lgv15l0(α)
8
√
pil1(α)
= K∗v (x, α)lgv, (8.10)
где
K∗v (x, α) =
15H(x, α)l0(α)
8
√
pil1(α)
.
При α → −∞ (когда квантовый ферми–газ переходит в больц-
мановский), получаем известный (см. [41]) результат: Kv(−∞) =
15V1/8.Отсюда получаем следующее выражение для скорости сколь-
жения:
usl = K
0
v l(α)gv,
где K0v – коэффициент изотермическорго скольжения, равный
K0v =
15
8
· 1√
5
= 0.8385.
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