In this paper, we deal with a vectorial form of Ekeland-type variational principle for multivalued bioperator whose domain is a complete metric space and its range is a subset of a locally convex Hausdorff topological space. From this theorem, Caristi-Kirk fixed point theorem for multivalued maps is established in a more general setting and our techniques allow us to improve and to extend their results in
Introduction
It is well known that Ekeland's variational principle (for short, EVP), a very important result first presented by Ekeland [] in , is as follows:
Theorem . (Ekeland [, ]) Let X be a complete metric space with a metric d. Let f be a function from X into (∞, +∞] which is proper lower semicontinuous and bounded from below. Then for u ∈ X and λ > , there exists v ∈ X such that (i) f (v) ≤ f (u) -λd(u, v), (ii) f (w) > f (v) -λd(v, w) for every w = v.
It is well known that the primitive EVP is a powerful tool on many applications in optimization, nonlinear analysis, mathematical economy and mathematical programming. Moreover, EVP is equivalent to the Caristis fixed point theorem [, ] and nonconvex minimization theorem according to Takahashi [] . The studies of several forms of Ekeland's variational principle for vector valued functions were obtained by many authors, for instance, Nemeth [], Tammer [] and Isac [, ] .
To begin with, let X be a (real) linear space, E be a (real) topological vector space, K be a cone in E and e, f : X → E, be two mappings. Under mild conditions of f and e, Nemeth [] got the conclusion that for ε >  and y ∈ X there exists a z ∈ X such that (i) -(f (z) -f (y) + εe(z -y)) ∈ K , (ii) -(f (w) -f (z) + εe(w -z)) ∈ K c ; whenever e(w -z) = ,
where K c is a complement of K . http://www.fixedpointtheoryandapplications.com/content/2012/1/127
Next, let Y be a topological vector space, K ⊆ X, X be a real Banach space and f : X → Y .
Tammer [] showed that under mild assumptions on f and K , for ε > , there exists an
where x  is a weakly e-minimal solution of f on K and c  ∈ Y \ {}.
On the other hand, by assuming that (X, d) is a complete metric space, Y is a locally convex Hausdorff space and C ⊆ Y is a normal cone, Isac [] proved that for ε >  and x * ∈ X satisfying mild conditions, there exists λ >  and x ∈ X such that 
where e ∈ int C. 
Preliminaries
This section provides the preliminary terminology and notation used throughout this paper. Let (X, d) be a complete metric space, Y be a locally convex space (i.e., a linear topological space with a local base consisting of convex neighborhoods of the origin, see [] ) and K be a closed convex cone in Y . For any x, y ∈ Y we define
Now, we define the concept of a ω-distance for a metric space which has been introduced by Kada et 
)-continuous if it is both (e, C)-lower semicontinuous and (e, C)-upper
semicontinuous;
continuous if it is both C-lower semicontinuous and C-upper semicontinuous.
Remark . It is easy to see that the C-lower (respectively upper) semicontinuity of f implies the (e, C)-lower (respectively upper) semicontinuity.
Definition . (Holmes [])
Let X be a linear topological space over the field R.
Let C be a convex cone in a linear topological space Y with int C = ∅ and D a convex subset of C such that  / ∈ cl(D + C). In order to show the main results, let us give the following definition.
Definition . A generalized nonlinear scalarization function is defined by
Lemma . For r ∈ R, we set P r = rD -C. Then the following hold:
Proof (i) Let z ∈ P r for some r ∈ R and μ > r. We note that
Then we see that
Note that
Since D is convex, we have
which is a contradiction to  / ∈ cl(D + C).
(iii) Let z ∈ Y and if z / ∈ P r for some r ∈ R. Assume that for some μ < r, z ∈ P μ . From (i),
we have z ∈ P r , a contradiction.
It is sufficient to show that K is bounded from below. Assume that for each r ∈ R, there exists l ∈ R such that l < r and z ∈ lD -C. By Lemma . (ii), there exists μ ∈ R such that z / ∈ μD -C.
By Lemma . (iii), we have z / ∈ αD -C for each α < μ, a contradiction. Then K is bounded from below.
Let us recall the basic set-theoretical concepts and tools which are used in the sequel. Let X be a nonempty set and s ⊂ X × X a relation. By x s y we mean that (x, y) ∈ s and we http://www.fixedpointtheoryandapplications.com/content/2012/1/127 write x s * y if and only if there are finite elements x  , . . . , x n ∈ X such that
The relation s * is said to be the transitive closure of s, and s = s * if s is transitive. We say that the element x ∈ X is maximal with respect to a relation s ⊂ X × X (i.e., x is s-maximal) if for every y ∈ X, Then an s * -maximal element of X exists.
Moreover, if s is transitive, then there exists an s-maximal element of X.

Main theorem
In this section, we will present the following vectorial form of an equilibrium version of vector Ekeland's principle in setting complete metric spaces and ω-distance.
Theorem . Let X be a complete metric space, ω : X × X → [, ∞) be a ω-distance on X, Y be a locally convex space, C be a closed and convex cone in Y and D be a closed convex and bounded subset of C such that  / ∈ cl(D + C). Let F : X × X → Y be a function satisfying the following conditions: (i) F(x, x) =  for all x ∈ X; (ii) F(x, y) + F(y, z) ∈ F(x, z) + C for every x, y, z ∈ X; (iii) for each x ∈ X, the function F(x, ·) : X → Y is (D,C)-lower semicontinuous; (iv) for each fixed x ∈ X, F(x, ·) : X → Y is C-bounded below. Then for every x  ∈ X, there exists x ∈ X such that
Proof Let r ⊂ X × X be a relation defined as follows: For any x, y ∈ X,
We will first show that r is transitive. Suppose that u  r u  and u  r u  . Thus, we have
This implies that
By assumption (ii), we obtain
Therefore, by the convexity of D, we have
So, we have
From (.), (.) and (.), we have
This implies that u  ru  . We define S :
It is easy to see that x ∈ S(x), and so S(x) is nonempty for all x ∈ X. By assumption (iii), we note that S(x) is a closed set for all x ∈ X. We now show that S(x) is a countably orderable set by a relation r ⊂ X × X. Let
where ξ (D,C) (z) := inf{r ∈ R : z ∈ rD -C} for all z ∈ Y . Let W be any nonempty subset of A which is well ordered by a relation s satisfying
Then, for any u, v ∈ W with u = v, we note that
Thus V (W ) ⊂ R is well ordered by the relation "<" and hence V (W ) is at most countable. Since V is one-to-one mapping on W , W is at most countable.
For any x ∈ X, we let (y n ) ⊂ S(x) with y n r y n+ for all n ∈ N. We next show that there is an element y  such that y n r y  for all n ∈ N.
In case y m = y m+ = y m+ = · · · for some m ∈ N, we can put y  := y m and so we have done. Then, it is enough to consider the case ∞ i= ω(y i , y i+ ) > . Since y n ry n+ for each n ∈ N, we obtain
From (.) and assumption (ii), we observe that C) -lower semicontinuous and C-bounded below. Then for every ε >  and for every x  ∈ X, there existsx ∈ X such that
, where f : X → R is lower semicontinuous and bounded below, then we have the following result. 
We obtain that Corollary . is the extension of the following. 
Proof By all conditions of Corollary ., we have for every x  ∈ X there exists x ∈ X such that From (.), we obtain that
Using the same method of (.), we conclude that y * f (x) < y * f (x) , a contradiction. Con-
sequently (ii) holds
If we set Y = R, C = [, ∞) and D = {ε} for ε >  in Theorem ., we have the following result which is a well-known Ekeland's variational principle in a more general setting.
Corollary . Let X be a complete metric space, ω : X × X → [, ∞) be a ω-distance on X, f : X × X → R be a function satisfying the following conditions: The following theorem provides the equivalence between the equilibrium version of Ekeland-type variational principle, the equilibrium problem, Caristi-Kirk type fixed point theorem and Oettli and Théra type theorem Then we see that x = y, and so x ∈ T(x), that is, T has at least one fixed point.
