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TOWERS OF BUBBLES FOR YAMABE-TYPE EQUATIONS
AND FOR THE BRE´ZIS-NIRENBERG PROBLEM IN
DIMENSIONS n ≥ 7
BRUNO PREMOSELLI
Abstract. Let (M, g) be a closed locally conformally flat Riemannian
manifold of dimension n ≥ 7 and of positive Yamabe type. If ξ0 denotes a
non-degenerate critical point of the mass function we prove the existence,
for any k ≥ 1 and ε > 0, of a positive blowing-up solution uε of
△guε +
(
cnSg + εh
)
uε = u
2
∗
−1
ε ,
that blows up like the superposition of k positive bubbles concentrating at
different speeds at ξ0. The method of proof combines a finite-dimensional
reduction with the sharp pointwise analysis of solutions of a linear problem.
As another application of this method of proof we construct sign-changing
blowing-up solutions uε for the Bre´zis-Nirenberg problem
△ξuε − εuε = |uε| 4n−2uε in Ω, uε = 0 on ∂Ω
on a smooth bounded open set Ω ⊂ Rn, n ≥ 7, that look like the superpo-
sition of k positive bubbles of alternating sign.
1. Introduction and statement of the results
1.1. Positive towers of bubbles in the Riemannian case. Let (M, g)
be a closed smooth connected Riemannian manifold, that is compact without
boundary, of dimension n ≥ 3. Assume (M, g) is of positive Yamabe type. The
main goal of this work is to construct blowing-up families of positive solutions
(uε)ε of critical nonlinear elliptic equations of the following form:
△guε + hεuε = u2∗−1ε , (1.1)
where △g = −divg(∇·), 2∗ = 2nn−2 and where hε converges in C1(M) as ε →
0. We construct sequences that display towering bubbling phenomena when
hε → cnSg, where cn = n−24(n−1) and where Sg is the scalar curvature of (M, g).
When hε ≡ cnSg equation (1.1) is the celebrated Yamabe equation. The
existence of a positive solution in this case was proven through the work of
Yamabe [42], Aubin [1], Trudinger [41] and Schoen [37]. The question of
the compactness of the set of positive solutions of the Yamabe equation on
manifolds of positive Yamabe type has generated a vast amount of work in
the last decades. On the standard sphere (Sn, g0), n ≥ 3, the set of positive
1
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solutions is not compact, but if (M, g) is not conformally diffeomorphic to
the standard sphere, the set of positive solutions of the Yamabe equation is
compact when the dimension of the manifold satisfies 3 ≤ n ≤ 24, as was
shown by Khuri, Marques and Schoen [18] (previous results were obtained Li
and Zhu [23], Druet [9], Marques [24] and Li and Zhang [21]). In dimensions
n ≥ 25 Brendle [4] and Brendle and Marques [5] constructed examples of
manifolds for which the set of positive solutions is not compact. From the
PDE point of view, understanding the compactness of solutions to the Yamabe
equation (and, more generally, of larger classes of nonlinear critical elliptic
equations) relies on establishing sharp blow-up estimates near blow-up points.
A crucial step in the proof of the compactness of the Yamabe equation consists
in showing that, in dimensions 3 ≤ n ≤ 24, all the possible blow-up points
of a sequence of positive solutions must be isolated and simple (following the
terminology of Schoen [38]) i.e. that around each blow-up point ξ0 the solution
can be approximated by a so called standard bubble
Wk(x) ∼ µ
n−2
2
k(
µ2k +
dg(x,ξk)2
n(n−2)
)n−2
2
for some ξk ∈M and µk → 0. (1.2)
For more general equations like (1.1) one may wonder if compactness prop-
erties – or, more generally, stability properties according to the terminology in
Hebey [13] – remain true for positive solutions when hε in (1.1) is not every-
where equal to cnSg. There the picture becomes more complicated. If n = 3,
no positive blowing-up positive solutions exist as long as the mass of the lim-
iting operator is positive as proved by Li-Zhu [23]. If we denote by h∞ the
C1 limit of hε and if (M, g) is not conformally diffeomorphic to the standard
sphere, the mass of △g + h∞ remains positive even if h∞ > c3Sg everywhere,
provided h∞ is not too large. When n ≥ 4, Druet [9] proved that (1.1) does
not have any positive blowing-up solution when h∞ < cnSg everywhere, or
when n = 4, 5 and hε ≤ cnSg for all ε and the manifold is not conformally
equivalent to the round sphere.
If hε > cnSg somewhere, the situation is subtler and blow-up is likely to
occur when n ≥ 4. We focus in this paper in the following special case of
(1.1):
△gu+
(
cnSg + εh
)
u = u2
∗−1, (1.3)
where h ∈ C0(M) and ε > 0. If n ≥ 4, positive single-bubble blowing-up
solutions or multi-bubble solutions with isolated concentration points do exist
as shown by Esposito, Pistoia and Vetois in [12]. Pistoia and Vaira proved
in [29], when h ≡ 1 and n ≥ 7, the existence of blowing-up solutions of (1.3)
possessing a so-called clustering blow-up point at a non-degenerate non-zero
3minimum point of the Weyl’s tensor. In these so-called clustering configura-
tions the solutions blow-up as a finite number of peaks, of comparable heights,
whose centers converge to the same point. Clustering configurations in dimen-
sions 4 and 5 have also been constructed by Thizy and Ve´tois [40] and, for
families of equations like (1.1), in dimensions n ≥ 6 by Robert and Ve´tois [35].
We address here the question of existence of so-called towering bubbling con-
figurations for positive solutions of (1.3). These are finite-energy blowing-up
positive solutions that blow-up as a superposition of positive bubbles concen-
trating at different speed, and whose centers converge to the same point –
these configurations are also sometimes referred to as towers of bubbles. We
prove that towering blow-up points for (1.3) can be constructed in dimension
n ≥ 7 on locally conformally flat manifolds. Our main result is as follows:
Theorem 1.1. Let (M, g) be a closed locally conformally flat Riemannian
manifold of dimension n ≥ 7 of positive Yamabe type. Let ξ0 denote a non-
degenerate critical point of the mass function ξ 7→ m(ξ). Let k ≥ 1. Then
there exists a family (uε)ε of positive solutions of
△guε + (cnSg + ε)uε = u2∗−1ε
that blows-up with k bubbles at ξ0, and for which ξ0 is a towering blow-up point.
For the definition of the Riemannian mass we refer to (2.1) below. Morabito,
Pistoia and Vaira in [26] first proved the existence of positive towering bub-
bling configurations on non-locally conformally flat manifolds, at a point ξ0
where the Weyl’s tensor does not vanish, under the stringent assumption that
the manifold is symmetric with respect to ξ0. In the present work we treat the
locally conformally flat case that was left open, and we perform the construc-
tion without any symmetry assumption on M : this considerably increases the
complexity of the proof and requires us to develop a new analytical approach.
Towering bubble configurations for positive solutions similar to the ones con-
structed in this paper do not exist in dimensions n ≤ 6, as can be seen by an
adaptation of the arguments in Druet [8] (see also Hebey [13], Chapter 8). In
low dimensions n = 4, 5, the closest analogue to a positive towers of bubbles
is made of isolated peaks concentrating at different speeds and has been built
in Premoselli-Thizy [32]. Theorem 1.1 thus completes the constructive picture
of the possible blow-up scenarios for positive solutions of (1.3).
We stated Theorem 1.1 when h ≡ 1 for simplicity. If one allows a more
general function h ∈ C1(M) (compare with (1.3)) it is still possible to prove
the existence of towering blow-up points. The nondegeneracy assumption on
ξ0, in particular, can be lifted if one chooses h suitably (see e.g. the end of the
proof of Theorem 1.1 at the very end of Section 5 where this topic is dicussed).
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1.2. Sign-changing towers of bubbles for the Bre´zis-Nirenberg prob-
lem. The method we use to prove Theorem 1.1 also applies to the construction
of sign-changing solutions to the classical Bre´zis-Nirenberg problem [6]{
△ξu− εu = |u| 4n−2u in Ω,
u = 0 on ∂Ω
(1.4)
where ξ is the Euclidean metric, △ξ = −
∑n
i=1 ∂
2
i , Ω ⊂ Rn, n ≥ 3 is an
open and bounded smooth domain. It is well known that (1.4) possesses
positive blowing-up solutions, when ǫ > 0 is small enough and n ≥ 4, blowing-
up at distinct isolated points (see Rey [33] and Musso and Pistoia [28]). In
the sign-changing case and when n ≥ 7, Iacopetti and Vaira [16] built sign-
changing solutions to problem (1.4) whose shape looks like the superposition
of bubbles with alternating sign centered at the origin, provided the domain
Ω is symmetric with respect to the origin. This is in sharp contrast with the
positive case where positive towers of bubbles, at least on symmetric domains,
cannot occur for ǫ > 0 small enough as was proven by Cerqueti [7] using ideas
of Li [20, 22]. We also mention Iacopetti and Vaira [17] where sign-changing
solutions with asymptotically vanishing negative part have been constructed.
The analysis that we develop in this paper to prove Theorem 1.1 adapts to
the Euclidean case of the Bre´zis-Nirenberg problem. Without assuming any
symmetry in the domain we are able to prove the existence of sign-changing
towering bubbling configurations:
Theorem 1.2. Let Ω be a smooth bounded subset of Rn, n ≥ 7, and let ξ0
denote a non-degenerate critical point of the Robin function ξ 7→ H(ξ, ξ). Let
k ≥ 1. There exists a family (uε)ε of sign-changing solutions of
△ξuε − εuε = |uε| 4n−2uε (1.5)
that blows-up as the superposition of k bubbles with alternating sign at ξ0.
The existence of radial towers of bubbles centered at the origin on the ball
had been previously obtained by Esposito-Ghoussoub-Pistoia-Vaira [11] in the
more general context of Hardy-Schro¨dinger equations. Theorem 1.2 is again
a generalisation of this construction to arbitrary non-symmetric domains. For
the precise definition of the Robin function we refer to (6.4). As for Theorem
1.1 the assumptions on ξ0 can be relaxed if a general h is taken into account in
the operator△ξ−εh, see the arguments at the end of Section 6. The existence
of sign-changing towers of bubbles for problem (1.4) is likely to be true only
in dimensions n ≥ 7, and a proof that sign-changing towers of bubbles made
of two bubbles cannot appear in dimensions 3 to 6 can be found in Ben Ayed-
El Medhi-Pacella [2, 3] and Iacopetti and Pacella [15]. Let us also mention
5an asymptotic description of low-energy sign-changing solutions in dimensions
n ≥ 7 in Iacopetti [14].
1.3. Strategy of proof and outline of the paper. The proofs of Theo-
rems 1.1 and 1.2 follow the strategy that was introduced in Premoselli [30, 31]
and applied in Premoselli-Thizy [32]. The blowing-up family (uε)ε that we
construct in Theorem 1.1 has the following form:
uε =
k∑
i=1
Wi,ε + ϕε,
where Wi,ε are, at first-order, Riemannian standard bubbles of respective pa-
rameters µk,ε << µk−1,ε << · · · << µ1,ε and centered at points ξi,ε and ϕε is a
remainder. The points ξℓ satisfy dg(ξℓ−1, ξℓ) = O(µℓ−1) for 2 ≤ ℓ ≤ k, they all
converge to the same point ξ0 ∈M , and the parameters are related according
to (2.8) below. The main idea of the present paper is to construct a remainder
ϕε satisfiying ∥∥∥∥∥ ϕε∑k
i=1Wi,ε
∥∥∥∥∥
L∞(M)
= o(1) (1.6)
(more precise estimates are actually required, see (4.5)). This contrasts with
the approach followed in Morabito-Pistoia-Vaira [26]: in the highly symmetric
setting of [26] all the bubbles were centered in the center of symmetry of the
manifold and a suitable ϕε was constructed in H
1 by splitting it in k distinct
remainders with a triangular dependence on the bubble parameters. Since we
work here on a general non-symmetric background, where the centers of the
bubbles also have to be chosen, the energy estimates of [26] fail to capture
precisely enough the interactions between the bubbles Wi,ε. We thus have to
construct a remainder ϕε which comes with sharp global pointwise estimates
such as (1.6).
Constructing ϕε that satisfies (1.6) is the main challenge of this paper. It
requires to prove sharp pointwise estimates for solutions of a linear equation
(see Proposition 3.2 below). These estimates are obtained by means of a bubble-
tree-like analysis, which is carried on at a significant precision. Once this linear
theory is available, ϕε is constructed via a standard fixed-point procedure,
which now takes place in strong weighted spaces. This construction of ϕε
applies both to positive and sign-changing solutions. The sharp pointwise
estimates that we obtain on ϕε, combined with the finite-dimensional reduction,
also provide another way to obtain a priori pointwise blow-up estimates for
finite-energy solutions of (1.3), similar to the ones in Druet-Hebey-Robert [10]
and to the symmetry estimates of Li-Zhang [21] and Khuri-Marques-Schoen
[18] (see Section 4).
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The outline of the paper is as follows. In Section 2 we introduce the notations
and the bubbling profiles used in the construction. In Section 3 we prove sharp
pointwise estimates for solutions of the linearization of (1.3). This is achieved
in Proposition 3.2 and is the core of the analysis of the paper. In section 4
we perform the nonlinear construction to solve (1.1) up to kernel elements. In
section 5 we perform an asymptotic expansion of the coefficients of the kernel
elements and conclude the proof of Theorem 1.1. Theorem 1.2 is then proven
in 6. Finally, the Appendix gathers a few technical results used throughout
the paper. Although Theorem 1.1 is proven in the locally conformally flat case,
we prove the results in sections 3 and 4 in the general case, since the analysis
carries on and might be applied in future works. We also take into account a
general h as in (1.3) since it does not create additional difficulties.
Acknowledgments: The author warmly thanks A. Pistoia for many fruitful
and motivating discussions during the preparation of this work, and in partic-
ular for pointing out the possible application to the Bre´zis-Nirenberg problem,
which led to Theorem 1.2. The author was supported by a FNRS CdR grant
J.0135.19 and by the Fonds The´lam.
2. Notations and Approximate solutions
2.1. The ansatz. Let (M, g) be a compact Riemannian manifold without
boundary of dimension n ≥ 3. The celebrated conformal normal coordinates
result of Lee-Parker [19] states the existence of a smooth function Λ : M×M →
(0,+∞) suth that for any ξ ∈M , the conformal metric gξ = Λ
4
n−2
ξ g satisfies:
Sgξ(ξ) = 0, ∇Sgξ(ξ) = 0 and △gξSgξ(ξ) =
1
6
|Wg(ξ)|2g,
where we have let Λξ = Λ(ξ, ·) and where Sh and Wh denote respectively
the scalar curvature and the Weyl tensor of a metric h. If (M, g) is locally
conformally flat in a neighbourhood of some ξ ∈ M , gξ is flat in a geodesic
ball centered at ξ. If h is any metric of positive Yamabe type on M we denote
by Gh the Green function of the conformal laplacian △h + cnSh. Let ξ ∈ M
and consider the metric gξ = Λ
4
n−2
ξ g. If (M, g) is locally conformally flat in a
neighbourhood of ξ the Green function Ggξ expands as
Ggξ
(
ξ, exp
gξ
ξ (y)
)
=
1
(n− 2)ωn−1 |y|
2−n +m(ξ) +O(|y|), (2.1)
for |y| small, where we denoted by expgξξ the exponential map at ξ for gξ. The
quantity m(ξ), which is a smooth function of ξ, is called the mass at ξ. If
(M, g) is not conformally flat in a neighbourhood of ξ ∈ M we have instead,
7when n ≥ 7:
Ggξ
(
ξ, exp
gξ
ξ (y)
)
=
1
(n− 2)ωn−1 |y|
2−n +O
(|y|6−n). (2.2)
We refer to Lee-Parker [19] for a proof of these facts.
The bubbling profiles we will use in this work are inspired from the profiles
in Esposito-Pistoia-Ve´tois [12], with a suitable modification to smoothen them.
Let 0 < r0 <
1
2
ig(M) be such that
2r0 <
1
2
igξ(M) for any ξ ∈M (2.3)
and let χ : R+ → R+ be a smooth compactly supported function satisfying
χ(r) = r for r ≤ r0 and χ(r) = 2r0 for r ≥ 2r0. If ξ ∈M and µ > 0, we define
the bubble Wµ,ξ as:
Wµ,ξ(x) = Φ(ξ, x)
µ
n−2
2(
µ2 +
χ
(
dgξ (ξ,x)
2
)
n(n−2)
)n−2
2
, (2.4)
where dgξ is the geodesic distance for the metric gξ and where we have let, for
all ξ, x ∈M :
Φ(ξ, x) = (n− 2)ωn−1Ggξ(ξ, x)Λξ(x)χ
(
dgξ(ξ, x)
)n−2
. (2.5)
This ansatz satisfies in particular:
Wµ,ξ(x) = Φ(ξ, x)µ
n−2
2
(
µ2 +
dgξ(ξ, x)
2
n(n− 2)
)1−n
2
if dgξ(ξ, x) ≤ r0.
As shown in [12], Wµ,ξ satisfies:
△gWµ,ξ + cnSgWµ,ξ −W 2∗−1µ,ξ =


O
(
µ
n+2
2
)
(
µ2 +
dgξ (ξ,x)
2
n(n−2)
)2 (M, g) is l.c.f
O
(
µ
n+2
2
)
(
µ2 +
dgξ (ξ,x)
2
n(n−2)
)n−2
2
otherwise ,
(2.6)
where “l.c.f” means here locally conformally flat in a a neighbourhood of ξ.
We will use the same abbreviation throughout the paper, and there should be
no confusion since our analysis will take place in a neighbourhood of a point
ξ1 ∈M . In (2.6) we also used the following notation:
A = O(B) or, equivalently, A . B
if there exists a constant C > 0 independent of ε such that |A| ≤ C|B|.
Similarly, we will write A = o(B) if |A||B|−1 goes to 0 as ε→ 0.
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2.2. The parameters. We introduce the parameters of our construction. Let
A > 1 be a large positive constant, k ≥ 1 be an integer. Let (ti)1≤i≤k ∈
[A−1, A]k and ε > 0. For any 1 ≤ ℓ ≤ k define:
µℓ = µℓ,ε(tℓ) = ε
γℓtℓ,
where
γℓ =


n− 2
2(n− 4)
(
n− 2
n− 6
)ℓ−1
− 1
2
(M, g) is l.c.f
(
n− 2
n− 6
)ℓ−1
− 1
2
otherwise
(2.7)
With this definition it is easily seen that we have
ε1+2γℓ = ε
n−2
2
(γℓ−γℓ−1).
In particular, for fixed values of (ti)1≤i≤k ∈ [A−1, A]k, the µℓ satisfy:
µ1 ∼
{
ε
1
n−4 (M, g) l.c.f
ε
1
2 otherwise
and εµ2ℓ+1 ∼
(
µℓ+1
µℓ
)n−2
2
(2.8)
for any 1 ≤ ℓ ≤ k − 1, where ∼ denotes the order of growth in ε as ε→ 0.
Denote by B(0, 1) the open unit ball in Rn and define
Sk = [A
−1, A]×M ×
(
[A−1, A]×B(0, 1)
)k−1
. (2.9)
Let
(
t1, ξ1, (ti, zi)2≤i≤k
) ∈ Sk. For any ε > 0, we define the points (ξ2, . . . , ξk)
by:
for any 2 ≤ ℓ ≤ k, ξℓ = expgξℓ−1ξℓ−1
(
µℓ−1zℓ
)
. (2.10)
Recall that for ξ ∈ M , expgξξ is the exponential map at ξ for the metric
gξ = Λ
4
n−2
ξ . In (2.10) we omitted the dependence on the parameters for the
sake of clarity but keep in mind that we have:
ξ2 = ξ2,ε(t1, z2) , . . . , ξℓ = ξℓ,ε(tℓ−1, zℓ).
For 1 ≤ ℓ ≤ k we will let
Wℓ(x) = Wµℓ,ξℓ(x) (2.11)
where Wµℓ,ξℓ is as in (2.4). By definition Wℓ only depends on the parameters
(tℓ−1, tℓ, zℓ) when ℓ ≥ 2, and only on (t1, ξ1) when ℓ = 1. In this setting Wk
denotes the highest bubble (the one that concentrates faster) while W1 is the
lowest one. In the course of the proof we will need to analyse the mutual
pointwise interactions between these bubbles. Following the notion of radius
of influence introduced in Druet [8] (see also Hebey [13], Chapter 8) We define
for this the following sets:
B1 = M,Bk+1 = ∅ and Bℓ = Bgξℓ
(
ξℓ,
√
µℓµℓ−1
)
for 2 ≤ ℓ ≤ k, (2.12)
9where Bgξℓ denotes the geodesic ball for the metric gξℓ . For any family
(
t1,ε, ξ1,ε, (ti,ε, zi,ε)2≤i≤k
)
of elements of Sk it is easily checked by (2.10) that, for ε small enough, the
balls Bℓ are nested:
Bk ⊂ Bk−1 ⊂ · · · ⊂ B1.
It is also easily checked that, for any 1 ≤ ℓ ≤ k,
Wℓ .Wℓ−1 in Bℓ−1\Bℓ and Wℓ−1 .Wℓ in Bℓ. (2.13)
In particular, for any 1 ≤ ℓ ≤ k there holds
k∑
j=1
Wj .Wℓ on Bℓ\Bℓ+1.
2.3. Kernel elements. Let h ∈ C0(M) and ε > 0. We will work with the
following H1 scalar product in M :
〈u, v〉 =
∫
M
(
〈∇u,∇v〉+ (cnSg + εh)uv
)
dvg. (2.14)
Let 1 ≤ ℓ ≤ k, 0 ≤ j ≤ n and let (t1, ξ1, (ti, zi)2≤i≤k) ∈ Sk. The approximate
kernel elements associated to the ℓ-th bubble on the manifold are defined by:
Zℓ,0(x) = Zℓ,0,µℓ,ξℓ(x)
= Λξℓ(x)χ
(
dgξℓ (ξℓ, x)
)
× µ
n−2
2
ℓ
(
dgξℓ (ξℓ, x)
2
n(n− 2) − µ
2
ℓ
)(
µ2ℓ +
dgξℓ (ξℓ, x)
2
n(n− 2)
)−n
2
,
Zℓ,j(x) = Zℓ,j,µℓ,ξℓ(x)
= Λξℓ(x)χ
(
dgξℓ (ξℓ, x)
)
× µ
n
2
ℓ
〈(
exp
gξℓ
ξℓ
)−1
(x), ej(ξℓ)
〉
gξℓ (ξℓ)
(
µ2ℓ +
dgξℓ (ξℓ, x)
2
n(n− 2)
)−n
2
.
(2.15)
In the previous expression (ej) is a local orthonormal basis defined inBg(ξ1, 2r0).
It is always well-defined and depends smoothly on the choice of the point since
we can always choose a covering of parallel-type on M , see [36]. Let also
U0(x) =
(
1 +
|x|2
n(n− 2)
)1−n
2
for any x ∈ Rn (2.16)
and, for 1 ≤ j ≤ n and x ∈ Rn,
V0(x) =
|x|2
n(n−2) − 1(
1 + |x|
2
n(n−2)
)n
2
and Vj(x) = xj
(
1 +
|x|2
n(n− 2)
)−n
2
. (2.17)
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For 1 ≤ ℓ ≤ k we will let, for x ∈M :
θℓ(x) = µℓ + dgξℓ (ξℓ, x). (2.18)
For 1 ≤ ℓ ≤ k the functions Zℓ,j in (2.15) satisfy the following equations in M :
△gZℓ,0 + cnSgZℓ,0 =(2∗ − 1)W 2∗−2ℓ Zℓ,0 +
{
O(µ
n−2
2
ℓ ) (M, g) is l.c.f
O
(
µ2ℓWℓ
)
otherwise ,
(2.19)
and, for 1 ≤ j ≤ n,
△gZℓ,j+ cnSgZℓ,j = (2∗−1)W 2∗−2ℓ Zℓ,j+
{
O(µ
n
2
ℓ ) if (M, g) is l.c.f
O
(
µℓWℓ
)
otherwise ,
(2.20)
Explicit computations yield, for 1 ≤ i < j ≤ k and 0 ≤ p, q ≤ n:
〈Zi,p, Zi,q〉 = ‖∇Vp‖2L2(Rn)δpq +O(µ2i ) (2.21)
and
〈Zi,p, Zj,q〉 =O
((
µj
µi
)n−2
2
)
. (2.22)
The proofs of (2.19) and (2.20) can be found in [12] (Lemma 6.3) while we
refer to the Appendix of this paper for the proof of (2.21) and (2.22). We
finally let, for 1 ≤ ℓ ≤ k:
Kℓ = Span
{
Zi,j, 1 ≤ i ≤ ℓ, 0 ≤ j ≤ n
}
, (2.23)
and we denote by K⊥ℓ its orthogonal with respect to the scalar product (2.14).
3. Sharp pointwise asymptotics for the linear problem
3.1. Statement of the result. Let k ≥ 1 be an integer and, for any 0 < ε ≤ 1,
let
(
t1,ε, ξ1,ε, (ti,ε, zi,ε)2≤i≤k
) ∈ Sk be a family of parameters, where Sk is as in
(2.9). For the sake of clarity we will drop the dependence in ε and, until the
end of the paper, we will always denote byW1, . . . ,Wk the bubbles obtained as
in (2.11) with µi and ξi given by (2.7) and (2.10) for this choice of the family
(t1,ε, ξ1,ε), (ti,ε, zi,ε)2≤i≤k. In what follows the notation f(u) will either denote
f(u) = |u|2∗−2u or f(u) = (u+)2∗−1, where u+ = max(u, 0). We recall, as a
starting point, the well-known linear theory in H1(M) for (1.3):
Proposition 3.1. Let k ≥ 1 be an integer. We fix (κi)1≤i≤n ∈ {−1, 1}k.
There exists ε0 > 0 such that the following holds: for any ε ∈ (0, ε0) and(
t1,ε, ξ1,ε, (ti,ε, zi,ε)2≤i≤k
) ∈ Sk, h ∈ C0(M) and for any kε ∈ L 2nn+2 (M), there
exists a unique ϕε ∈ K⊥k satisfying:
ΠK⊥
k
(
ϕε − (△g + cnSg + εh)−1
[
(2∗ − 1)f ′( k∑
i=1
κiWi
)
ϕε + kε
])
= 0. (3.1)
11
Here ΠK⊥
k
denotes the orthogonal projection on K⊥k for (2.14), and Kk is as
in (2.23). This function satisfies in addition
‖ϕε‖H1(M) . ‖kε‖
L
2n
n+2
. (3.2)
Proof. This is a by now very classical result. We refer for instance to Robert-
Ve´tois [36], Esposito-Pistoia-Ve´tois [12] or Musso-Pistoia [27] for a proof. 
Equation (3.1) implies the existence of real numbers λij = λij,ε, with 1 ≤
i ≤ k and 0 ≤ j ≤ n, such that
△gϕε + (cnSg + εh)ϕε−f ′
( k∑
i=1
κiWi
)
ϕε = kε
+
∑
i=1..k
j=0..n
λij(△g + cnSg + εh)Zi,j,
(3.3)
where Zi,j is as in (2.15). By standard elliptic theory, if kε ∈ C0(M), ϕε ∈
C1(M). Let h ∈ C0(M) be fixed and assume that ε > 0 is small enough so
that △g + cnSg + εh is coercive. For any fixed ε and for any kε ∈ C0(M) we
denote the unique function ϕε given by Proposition 3.1 by
ϕε := Lε(kε). (3.4)
We investigate in this section equation (3.3) in more detail. Assuming that a
suitable pointwise control holds on kε we prove refined pointwise estimates on
ϕε. The pointwise control we will assume on kε is the following:
|kε| .
k∑
i=1
{
µ
n+2
2
i θ
−4
i If (M, g) is l.c.f. around ξ1
εWi If (M, g) is not l.c.f.
}
+


W 2
∗−2
k Wk−1 in Bk
...
W 2
∗−2
i
(
Wi+1 +Wi−1
)
in Bi\Bi+1,
...
W 2
∗−2
1 W2 in B1\B2 = M\B2


,
(3.5)
where in (3.5) the index i in the right-hand side runs from 2 to k−1 and where
θi is defined in (2.18). It is easily seen, using (2.6) and (2.13), that (3.5) is
satisfied for the following particular choice of kε:
kε =
(△g + cnSg + εh)( k∑
i=1
κiWi
)
− f
( k∑
i=1
κiWi
)
, (3.6)
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where we choose f(u) = (u+)
2∗−1 if all the κi are equal to 1 and f(u) = |u|2∗−2u
otherwise.
The following proposition is the main result of this section and the core of
the analysis of this paper.
Proposition 3.2. Let k ≥ 1 be an integer, (κi)1≤i≤n ∈ {−1, 1}k and let ε0 > 0
be as in Proposition 3.1. For any ε ∈ (0, ε0) let
(
t1,ε, ξ1,ε, (ti,ε, zi,ε)2≤i≤k
) ∈ Sk,
kε ∈ C0(M) and let ϕε ∈ K⊥k be the unique solution of
△gϕε + (cnSg + εh)ϕε−f ′
( k∑
i=1
κiWi
)
ϕε
= kε +
∑
i=1..k
j=0..n
λij(△g + cnSg + εh)Zi,j,
(3.7)
where the λij are uniquely defined by (3.1) and f(u) = |u|2∗−2u or f(u) =
(u+)
2∗−1. Assume that kε satisfies (3.5). Then:
• For any 1 ≤ ℓ ≤ k, ∑
j=0..n
|λℓj| . εµ2ℓ . (3.8)
• For any 2 ≤ ℓ ≤ k, and any x ∈ Bℓ\Bℓ+1:
|ϕε(x)| . µ1−
n
2
ℓ−1
(
µℓ
θℓ(x)
)2
+ εµ
3−n
2
ℓ−1 +
θℓ+1(x)
2
µ2ℓ
Wℓ+1(x)1{θℓ+1(x)≤µℓ}, (3.9)
where the notation 1{θℓ+1(x)≤µℓ} indicates that this term vanishes when
θℓ+1(x) > µℓ, and with the convention that Bk+1 = ∅ and Wk+1 = 0.
• For any x ∈ B1\B2 =M\B2:
|ϕε(x)| .


µ
n+2
2
1
θ1(x)2
if (M, g) is l.c.f. around ξ1,
µ
n+2
2
1
θ1(x)n−4
if (M, g) is not l.c.f.


+
θ2(x)
2
µ21
W2(x)1{θ2(x)≤µ1}.
(3.10)
The constants appearing in (3.8), (3.9), (3.10) are independent of ε and of the
choices of
(
t1, ξ1, (ti,ε, zi,ε)2≤i≤k
) ∈ Sk, U1, . . . , Uk and kε.
In Proposition 3.2, Bℓ is as in (2.12) and θℓ as in (2.18).
Let us comment on this result. Proposition 3.2 yields a pointwise control
on ϕε and on the λij assuming only (3.5): no previous control on ϕε or on the
λij was assumed. The estimates (3.9) and (3.10) have a deeper meaning. Let
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indeed Gε be the Green’s function of △g + cnSg + εh in M . Assuming that kε
satisfies (3.5), straightforward computations using (A.1) and (A.2) give:∫
M
Gε(x, ·)|kε|dvg . µ1−
n
2
ℓ−1
(
µℓ
θℓ(x)
)2
+
θℓ+1(x)
2
µ2ℓ
Wℓ+1(x)1{θℓ+1(x)≤µℓ}
for x ∈ Bℓ\Bℓ+1, 2 ≤ ℓ ≤ k, and
∫
M
Gε(x, ·)|kε|dvg .


µ
n+2
2
1
θ1(x)2
if (M, g) is l.c.f. around ξ1,
µ
n+2
2
1
θ1(x)n−4
if (M, g) is not l.c.f.


+
θ2(x)
2
µ21
W2(x)1{θ2(x)≤µ1}.
if x ∈ B1\B2 =M\B2. Compare the last two estimates with (3.9) and (3.10):
Proposition 3.2 therefore shows that a solution ϕε ∈ K⊥k of (3.7) behaves as
if it satisfied the much simpler equation
△gϕε + (cnSg + εh)ϕε = kε +
∑
i=1..k
j=0..n
λij(△g + cnSg + εh)Zi,j,
(3.11)
with the λij satisfying (3.8). Proposition 3.2 thus shows that the term f
′(∑k
i=1 κiUi
)
ϕε
has no incidence on the behavior of ϕε, provided ϕε ∈ K⊥k : it therefore has
to be seen as a considerably more involved analogue of Proposition 3.1, one
which yields sharp pointwise estimates on ϕε. The usefulness of Proposition
3.2 in the proof of Theorems 1.1 and 1.2 becomes clear when anticipating on
Section 4 below. In Section 4 we will perform a nonlinear fixed-point argu-
ment to solve (1.3) up to kernel elements. Thanks to Proposition 3.2 we will
be able to perform the point-fixing argument in suitably weighted spaces for
the C0 norm. An accurate choice of the weight will reduce the point-fixing to
an application of Proposition 3.2 with an error term given by (3.6) and by a
negligible (and controlled) nonlinear correction.
The proof of Proposition 3.2 goes through an a priori bubble-tree analysis.
We iteratively obtain refined pointwise estimates on |ϕε| on each annular region
Bi\Bi+1 starting from Bk (which corresponds to the highest bubble). These
estimate depend on the pointwise behaviour of ϕε on all of M and on the λij
and are heavily intertwined. We then propagate these estimates until M\B1,
we perform a second-order one-bubble analysis on the lowest bubble in M\B1
to prove (3.10), and we propagate it back to the highest bubble to obtain (3.9).
The λij themselves are iteratively estimated in the course of the proof.
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3.2. A representation formula. We start by proving a short lemma that
will be crucial in the proof of Proposition 3.2. It is a representation formula
for the linearised operator at the standard bubble in Rn:
Lemma 3.3. Let ϕ ∈ C∞c (Rn) and let, for any x ∈ Rn,
Π(ϕ)(x) =
n∑
j=0
(∫
Rn
ϕVjU
2∗−2
0 dy∫
Rn
V 2j U
2∗−2
0 dy
)
Vj(x)
be the orthogonal projection of ϕ on Span{Vj, 0 ≤ j ≤ n} for the D1,2 scalar
product in Rn. Then, for any x ∈ Rn:∣∣ϕ(x)− Π(ϕ)(x)∣∣ . ∫
Rn
|x− y|2−n ∣∣△ξϕ− (2∗ − 1)U2∗−20 ϕ∣∣ (y)dy (3.12)
where Vj and U0 are as in (2.16) and (2.17).
Proof. Let g0 be the round metric on the sphere. Let N ∈ Sn and let πN :
S
n\{−N} → Rn the stereographic projection sending N to 0. There holds
(π−1N )
∗g0 = U
4
n−2 ξ,
where ξ is the Euclidean metric and U(x)
4
n−2 = 4
(1+|x|2)2 . As a consequence,
dvg0 = U
2n
n−2dx. For ϕ ∈ C∞c (Rn) and x ∈ Sn we let:
ϕ˜(x) =
ϕ(πN(x))
U(πN (x))
.
This defines a smooth function ϕ˜ on Sn with compact support in Sn\{−N},
and there holds for any ϕ, ψ ∈ C∞c (Rn),∫
Sn
ϕ˜ψ˜dvg0 =
∫
Rn
ϕψU2
∗−2dx. (3.13)
By the conformal invariance of the conformal laplacian we have furthermore,
for x ∈ Sn: (
△g0 +
n(n− 2)
4
)
ϕ˜(x) = U(πN (x))
1−2∗△ξϕ(π(x)),
so that for any ϕ, ψ ∈ C∞c (Rn);∫
Sn
(
〈∇ϕ˜,∇ψ˜〉+ n(n− 2)
4
ϕ˜ψ˜
)
dvg0 =
∫
Rn
〈∇ϕ,∇ψ〉dx
and(△g0 − n)ϕ˜(x) = U(πN (x))1−2∗(△ξϕ(πN (x))− n(n + 2)(1 + |x|2)2ϕ(πN(x))
)
(3.14)
for any x ∈ Sn. Let
K =
{
f ∈ H1(Sn) such that △g0f − nf = 0
}
.
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An orthonormal basis of K, for the L2 scalar product (3.13) on (Sn, g0), is
given by the family (K0, . . . , Kn) where
Ki = c
−1
i xi, c
2
i =
∫
Sn
x2i dvg0, 0 ≤ i ≤ n,
and where the xi are the coordinate functions restricted to S
n. Let G(x, y)
denote the Green’s function (see e.g. [34]) for the operator △g0 − n on Sn.
Standard properties of the Green’s function ensure that
|G(x, y)| ≤ Cdg0(x, y)2−n for x 6= y
and that, for any smooth function ψ in Sn and any z ∈ Sn,
ψ(z)− ΠK(ψ)(z) =
∫
Sn
G(z, y)
(△g0ψ(y)− nψ(y))dvg0(y),
where ΠK(ψ) =
∑n
j=0(
∫
Sn
ψKjdvg0)Kj is the L
2 projection of ψ over K. Let
now x ∈ Rn, and apply the latter to ψ = ϕ˜ and z = π−1N (x). Letting K˜i(x) =
U(x)Ki(π
−1
N (x)) we thus get, by (3.13) and (3.14):
ϕ(x)−Π(ϕ)(x) =
∫
Rn
G˜(x, y)
(
△ξϕ(y)− n(n + 2)
(1 + |y|2)2ϕ(y)
)
dy, (3.15)
where we have let
Π(ϕ)(x) =
n∑
j=0
(∫
Rn
ϕK˜jU
2∗−2dx
)
K˜j(x)
and, for any x 6= y in Rn,
G˜(x, y) = U(x)G
(
π−1N (x), π
−1
N (y)
)
U(y).
Standard properties of the stereographic projection yield
dg0
(
π−1N (x), π
−1
N (y)
)
&
|x− y|√
(1 + |x|2)(1 + |y|2)
so that
|G˜(x, y)| . |x− y|2−n for any x 6= y in Rn.
Finally, if ϕ ∈ C∞c (Rn), letting z = x√n(n−2) and ϕˆ(x) = ϕ(z) gives
△ξϕˆ(x)− (2∗ − 1)U2∗−20 (x)ϕˆ(x) =
1
n(n− 2)
(
△ξϕ(z)− n(n + 2)
(1 + |z|2)2ϕ(z)
)
.
It remains to apply (3.15) at x√
n(n−2) and to perform the scaling y 7→
y√
n(n−2)
in the integral. The proof is concluded by remarking that in the chart πN the
coordinate functions (x0, . . . , xn) on S
n write respectively as
1− |x|2
1 + |x|2 ,
2x1
1 + |x|2 , . . . ,
2xn
1 + |x|2 ,
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which gives in turn
K˜0
( x√
n(n− 2)
)
= c−10 2
n−2
2 V0(x) and K˜i
( x√
n(n− 2)
)
= c−1i
2
n
2
n(n− 2)Vi(x)
for all 1 ≤ i ≤ n, where the Vi are given by (2.17). 
3.3. Proof of Proposition 3.2, Part 1: a recursive estimate. Let k ≥ 1
be an integer, {κi}1≤i≤k ∈ {±1}k and ε0 > 0 be as in Proposition 3.1. For any
ε ∈ (0, ε0) let (t1, ξ1, (ti,ε, zi,ε)2≤i≤k) ∈ Sk, h ∈ C0(M), kε ∈ C0(M) satisfiying
(3.5), and let ϕε ∈ K⊥k be the unique solution of (3.7), where the λij are
uniquely defined by (3.1). By (3.2) and (3.5) we easily get
‖ϕε‖H1 = o(1)
as ε → 0, and hence integrating (3.7) against Zi,j for all 1 ≤ i ≤ k and
0 ≤ j ≤ n yields
|λij| = o(1) for 1 ≤ i ≤ k, 0 ≤ j ≤ n. (3.16)
For any 2 ≤ i ≤ k, we define
Ci = Bgξi (ξi, 4
√
µiµi−1)\Bgξi+1 (ξi+1,
1
4
√
µi+1µi), (3.17)
and
C1 = Bgξ1 (ξ1, 2r0)\Bgξ2 (ξ2,
1
4
√
µ2µ1), (3.18)
where r0 is as in (2.3). We also define
ai = ai,ε :=
∥∥∥∥ φεWi
∥∥∥∥
L∞(Ci)
for 2 ≤ i ≤ k,
a1 = a1,ε :=
∥∥∥∥ φεW1
∥∥∥∥
L∞(M\Bgξ2 (ξ2,
1
4
√
µ2µ1))
,
(3.19)
and, for a given 1 ≤ i ≤ k,
Λi :=
∑
j=0..n
|λij|. (3.20)
By definition of ai, ϕε satisfies |ϕε| ≤ aiWi in Ci. The proof of Proposition 3.2
consists in an explicit estimation of the ai.
For a fixed 1 ≤ ℓ ≤ k, we will say that the property (Hℓ) is satisfied if the
following two properties (H1ℓ) and (H2ℓ) are both satisfied:
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Property (H1ℓ): for any p ∈ {ℓ, . . . , k} and for any x ∈ Cp,
|ϕε(x)| . εµ3−
n
2
p
∑
j≥p
aj +
∑
j≤p−1
µ
1−n
2
j Λj + µ
1−n
2
p−1
(
µp
θp(x)
)2
+
∑
j≥p+1
µ2j−1ajWj(x) + ε
(
1 +
∑
j≤p
aj
)
θ2p(x)Wp(x)
+ (1 + ap)
θp+1(x)
2
µ2p
Wp+1(x)1{θp+1(x)≤µp}
(H1ℓ)
Property (H2ℓ): for any p ∈ {ℓ, . . . , k},
Λp . εµ
2
p
(
1 +
k∑
i=1
ai
)
. (H2ℓ)
A word on the notations is in order here. In (H1ℓ) and (H2ℓ) we take the
following conventions: Wk+1 = 0 and µ0 =
1
µ1
. In the rest of the proof of
Proposition 3.2 both the expressions εµ2ℓ and
(
µℓ
µℓ−1
)n−2
2
shall appear through-
out the computations. When ℓ ≥ 2, of course, they are of the same order
in ε by (2.8). They might differ when ℓ = 1, however, according to whether
(M, g) is locally conformally flat around ξ1 or not. It will be understood, by
the choice of our convention µ0 =
1
µ1
, that the term
(
µℓ
µℓ−1
)n−2
2
becomes µn−21
when ℓ = 1.
The core of the proof of Proposition 3.2 consists in proving recursively that
(Hℓ) is true for any 1 ≤ ℓ ≤ k.
Lemma 3.4. For any 1 ≤ ℓ ≤ k, (Hℓ) is true.
Proof. We prove Lemma 3.4 by induction. Since the proof of the initialisation
and the induction part are very close we prove them together. Let 1 ≤ ℓ ≤ k
be an integer. If ℓ = k, we do not assume anything. If ℓ ≤ k − 1, we
assume that (Hℓ+1) holds true. The proof of (Hℓ) goes through a series of
steps.
Step 1: a local rescaling. We let η : R+ → R+ be a smooth nonnegative
function with η ≡ 1 in [0, 3
2
] and η ≡ 0 in R\[0, 2]. We let in the following:
Bˆℓ = B0
(
2
√
µℓ−1
µℓ
)
if ℓ ≥ 2, Bˆ1 = B0
(2r0
µ1
)
where r0 is as in (2.3). We also let
Bˆℓ+1 = B
(
zℓ+1,
√
µℓ+1
µℓ
)
.
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For any x ∈ Bˆℓ, we let
ϕˆε(x) = µ
n−2
2
ℓ
(
Λ−1ξℓ ϕε
)(
exp
gξℓ
ξℓ
(µℓx)
) · η(√ µℓ
µℓ−1
x
)
. (3.21)
In the following we will let xℓ = exp
gξℓ
ξℓ
(µℓx) if x ∈ Bˆℓ and we will define
gˆℓ(x) = (exp
gξℓ
ξℓ
)∗g(µℓx).
Let also, for x ∈ Bˆℓ and 1 ≤ i ≤ k, 0 ≤ j ≤ n:
Wˆi(x) = µ
n−2
2
ℓ
(
Λ−1ξℓ Wi
)
(xℓ) and Zˆi,j(x) = µ
n−2
2
ℓ
(
Λ−1ξℓ Zi,j
)
(xℓ).
By the conformal invariance property of the conformal laplacian and (3.7), the
function ϕˆε satisfies the following equation: if x ∈ Bˆℓ,(
△gˆℓ + µ2ℓcnSgξℓ (xℓ) + µ2ℓεh(xℓ)Λξℓ(xℓ)2−2
∗
)(
ϕˆε −
∑
i=1..k
j=0..n
λijZˆi,j
)
= µ
n+2
2
ℓ Λξℓ(xℓ)
1−2∗kε(xℓ) + µ2ℓΛξℓ(xℓ)
2−2∗f ′
( k∑
i=1
κiWi
)
(xℓ)ϕˆε
+O
( µℓ
µℓ−1
|ϕˆε|+
√
µℓ
µℓ−1
|∇ϕˆε|
)
· 1 3
2
√
µℓ−1
µℓ
≤|x|≤2
√
µℓ−1
µℓ
(3.22)
If (M, g) is locally conformally flat around ξ1 the metric Λ
4
n−2
ξℓ
g is flat, and then
(△gˆℓ + µ2ℓcnSgξℓ (xℓ))ϕˆε(x) = △ξϕˆε(x)
in B˜ℓ, where ξ is the Euclidean metric. Otherwise, fine properties of the
conformal normal coordinates (see e.g. [12], Lemma 6.3) give
(△gˆℓ + µ2ℓcnSgξℓ (xℓ))ϕˆε(x) = △ξϕˆε(x) +O
(
µ2ℓ |x|2|∇2ϕˆε(x)|
)
+O
(
µ3ℓ |x|2|∇ϕˆε(x)|
)
+O
(
µ4ℓ |x|2|ϕˆε|
)
.
By (2.13) we have
∣∣∣f ′( k∑
i=1
κiWi
)
(xℓ)− (2∗ − 1)Wℓ(xℓ)2∗−2
∣∣∣ .W 2∗−3ℓ (Wℓ+1 +Wℓ−1) (3.23)
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in Bℓ\Bℓ+1, where the term Wℓ−1 is assumed to vanish when ℓ = 1, which
yields after scaling and by (2.8):
µ2ℓΛξℓ(xℓ)
2−2∗
∣∣∣∣∣f ′(
k∑
i=1
κiWi
)
(xℓ)− (2∗ − 1)Wℓ(xℓ)2∗−2
∣∣∣∣∣
.


εµ2ℓ(1 + |x|)n−6 +
(
µℓ+1
µℓ
)n−2
2 (1 + |x|)n−6(µℓ+1
µℓ
+ |x− zℓ+1|
)n−2 in Bˆℓ\Bˆℓ+1
k∑
i=ℓ+1
Wˆ 2
∗−2
i (x) in Bˆℓ+1
.
By (2.4) and the choice of the conformal correction Φ we also have, with (2.1)
and (2.2):
∣∣µ2ℓΛξℓ(xℓ)2−2∗W 2∗−2ℓ (xℓ)− U2∗−20 (x)∣∣ .
{
µn−2ℓ (1 + |x|)n−6 if (M, g) is l.c.f.
µ4ℓ otherwise.
Finally, the definition of the functions Zi,j in (2.15) and straightforward com-
putations using (2.19) and (2.20) yield that, for any 1 ≤ i ≤ k,
∣∣∣∣∣
(
△gˆℓ + µ2ℓcnSgξℓ (xℓ) + µ2ℓεh(xℓ)Λξℓ(xℓ)2−2
∗
) ∑
j=0..n
λijZˆi,j
)∣∣∣∣∣
.


(
µℓ
µi
)n+2
2
Λi if i ≤ ℓ− 1
Λℓ(1 + |x|)−n−2 if i = ℓ
ΛiWˆi(x)
2∗−1 if i ≥ ℓ+ 1
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Note also that we have Zˆℓ,j(x) = Vj(x) for any x ∈ Bˆℓ, where Vj is as in (2.17).
Gathering the previous estimates in (3.22) shows that ϕˆε satisfies:∣∣∣(△ξ − (2∗ − 1)U2∗−20 )ϕˆε∣∣∣ . εµ2ℓ |ϕˆε|+ µn+22ℓ |kε(xℓ)|
+
Λℓ
(1 + |x|)n+2 +
∑
j≤ℓ−1
(
µℓ
µj
)n+2
2
Λj +
∑
i≥ℓ+1
ΛiWˆi(x)
2∗−1
+


εµ2ℓ(1 + |x|)n−6
+
(
µℓ+1
µℓ
)n−2
2 (1 + |x|)n−6(µℓ+1
µℓ
+ |x− zℓ+1|
)n−2 in Bˆℓ\Bˆℓ+1
k∑
i=ℓ+1
Wˆi(x)
2∗−2 in Bˆℓ+1


· |ϕˆε|
+
{
µn−2ℓ (1 + |x|)n−6|ϕˆε| (M, g) l.c.f.
µ4ℓ(1 + |x|2)|ϕˆε|+ µ3ℓ |x|2|∇ϕˆε(x)|+ µ2ℓ |x|2|∇2ϕˆε(x)| otherwise
+
( µℓ
µℓ−1
|ϕˆε|+
√
µℓ
µℓ−1
|∇ϕˆε|
)
· 1 3
2
√
µℓ−1
µℓ
≤|x|≤2
√
µℓ−1
µℓ
.
(3.24)
When ℓ ≥ 2 or when ℓ = 1 and (M, g) is locally conformally flat the term
µn−2ℓ (1 + |x|)n−6|ϕˆε| is absorbed into the term εµ2ℓ(1 + |x|)n−6|ϕˆε|. Recall also
that when ℓ = 1 the term εµ2ℓ(1+ |x|)n−6|ϕˆε|, which is due to the contribution
of W 2
∗−3
ℓ Wℓ−1, vanishes.
Step 2: a first pointwise estimate. In this step we prove the following
rough estimate:
Lemma 3.5. Let x ∈ Bˆℓ\Bˆℓ+1. Then∣∣ϕˆε(x)− Π(ϕˆε)(x)∣∣
. εµ2ℓ
∑
j≥ℓ
aj +
∑
j≤ℓ−1
(
µℓ
µj
)n−2
2
Λj +
εµ2ℓ
(
1 +
∑
j≤ℓ aj
)
(1 + |x|)n−4
+
Λℓ
(1 + |x|)n−2 +
(
µℓ
µℓ−1
)n−2
2 1
(1 + |x|)2∑
j≥ℓ+1
µ2j−1ajWˆj +
µ2ℓaℓ
(1 + |x|)n−41n.l.c.f
+ (1 + aℓ)
(µℓ+1
µℓ
+ |x− zℓ+1|
)2
Wˆℓ+1(x)1{|x−zℓ+1|≤2},
(3.25)
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where Π(ϕˆε) is defined in Lemma 3.3. The notation 1n.l.c.f indicates that this
term vanishes if (M, g) is locally conformally flat.
Proof. We apply (3.12) to ϕˆε. As already mentioned, if ℓ = k we do not assume
anything, but if ℓ ≤ k−1 we assume that (Hℓ+1) holds. Let x ∈ Bˆℓ\Bˆℓ+1 (which
only implies x ∈ Bˆk if ℓ = k).
• First, straightforward computations using (3.19) and Giraud’s lemma show
that ∫
Bˆℓ\Bˆℓ+1
εµ2ℓ |ϕˆε(y)||x− y|2−ndy .
εµ2ℓaℓ
(1 + |x|)n−4 .
Since x ∈ Bˆℓ\Bˆℓ+1 we also obtain, if ℓ ≤ k − 1,∫
Bˆℓ+1
εµ2ℓ |ϕˆε(y)||x− y|2−ndy
.
(µℓ+1
µℓ
+ |x− zℓ+1|
)2−n
εµ2ℓ
∫
Bˆℓ+1
|ϕˆε(y)|dy
.
(µℓ+1
µℓ
+ |x− zℓ+1|
)2−n
εµ
1−n
2
ℓ
∫
Bℓ+1
|ϕε(y)|dvg(y)
.
( ∑
j≥ℓ+1
µ2j−1aj
)
Wˆℓ+1(x) +
(
µℓ
µℓ−1
)n−2
2 1
(1 + |x|)2 ,
where we used the induction property (H1ℓ+1) to obtain the last line. Gather-
ing these two estimates yields∫
Bˆℓ
εµ2ℓ |ϕˆε(y)||x− y|2−ndy .
εµ2ℓaℓ
(1 + |x|)n−4
+
( ∑
j≥ℓ+1
µ2j−1aj
)
Wˆℓ+1(x) +
(
µℓ
µℓ−1
)n−2
2 1
(1 + |x|)2 .
(3.26)
• Using now (3.5), (A.1) and (A.2) we obtain
∫
Bˆℓ
µ
n+2
2
ℓ |kε(xℓ)||x− y|2−ndy .
εµ2ℓ
(1 + |x|)n−4 +
µnℓ
(1 + |x|)21l.c.f.
+
(
µℓ
µℓ−1
)n−2
2 1
(1 + |x|)2 +
(µℓ+1
µℓ
+ |x− zℓ+1|
)2
Wˆℓ+11{|x−zℓ+1|≤2}.
(3.27)
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•We now compute the terms involving the λij. On one side, Giraud’s lemma
together with straightforward computations yields∫
Bˆℓ
(
Λℓ
(1 + |x|)n+2 +
∑
j≤ℓ−1
(
µℓ
µj
)n+2
2
Λj
)
|x− y|2−ndy
.
Λℓ
(1 + |x|)n−2 +
µℓ−1
µℓ
∑
j≤ℓ−1
(
µℓ
µj
)n+2
2
Λj
.
Λℓ
(1 + |x|)n−2 + εµ
2
ℓ
∑
j≤ℓ−1
Λj ,
(3.28)
where the sum is empty if ℓ = 1. On the other side, straightforward computa-
tions yield ∫
Bˆℓ
∑
i≥ℓ+1
ΛiWˆi(y)
2∗−1|x− y|2−ndy .
∑
i≥ℓ+1
ΛiWˆi(x).
This sum is empty if ℓ = k. If ℓ ≤ k − 1, we use in addition the induction
property (H2ℓ+1): by (2.8) and by (2.13) we get∫
Bˆℓ
∑
i≥ℓ+1
ΛiWˆi(y)
2∗−1|x− y|2−ndy .
(
µℓ+1
µℓ
)n−2
2
∑k
j=1 aj
(1 + |x|)n−2 . (3.29)
•We now turn to the third line in the right-hand side of (3.24). If ℓ ≤ k−1,
using the induction property (H1ℓ+1) we get that∫
Bˆℓ+1
∑
i≥ℓ+1
Wˆi(y)
2∗−2|ϕˆε(y)||x− y|2−ndy .
( ∑
j≥ℓ+1
µ2j−1aj
)
Wˆℓ+1(x)
+ εµ2ℓ
(∑
j≤ℓ aj
)
(1 + |x|)n−2 .
(3.30)
With the definition of aℓ in (3.19) we obtain with Giraud’s lemma∫
Bˆℓ\Bˆℓ+1
(
µℓ
µℓ−1
)n−2
2
(1 + |y|)n−6|ϕˆε(y)||x− y|2−ndy .
(
µℓ
µℓ−1
)n−2
2 aℓ
(1 + |x|)2 ,
(3.31)
while using (A.2) below yields∫
Bˆℓ\Bˆℓ+1
(
µℓ+1
µℓ
)n−2
2 (1 + |y|)n−6(µℓ+1
µℓ
+ |y − zℓ+1|
)n−2 |ϕˆε(y)||x− y|2−ndy
. aℓ
(µℓ+1
µℓ
+ |x− zℓ+1|
)2
Wˆℓ+1(x)1{|x−zℓ+1|≤2}.
(3.32)
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• Mimicking the previous computations we also obtain, using (H1ℓ+1) when
ℓ ≤ k − 1, that when (M, g) is locally conformally flat∫
Bˆℓ
µn−2ℓ (1 + |y|)n−6|ϕˆε(y)||x− y|2−ndy .
( ∑
j≥ℓ+1
µ2j−1aj
)
Wˆℓ+1(x)
+
µn−2ℓ (1 + aℓ)
(1 + |x|)2
(3.33)
holds, while when (M, g) is not locally conformally flat around ξ1 we obtain:∫
Bˆℓ
µ4ℓ(1 + |y|2)|ϕˆε(y)||x− y|2−ndy .
µ4ℓ(1 + aℓ)
(1 + |x|)n−6 +
µ4ℓ
∑
j≥ℓ aj
(1 + |x|)n−2
+
∑
j≥ℓ+1
µ2j−1ajWˆj(x).
(3.34)
• The only terms in (3.24) that remain to be estimated involve derivatives
of ϕˆε. We control them with the following Claim:
Claim 3.6. Let 1 ≤ i ≤ k. For any x ∈ Ci, where Ci is as in (3.17), there
holds
|ϕε(x)|+ θ˜i(x)|∇ϕε(x)|+ θ˜i(x)2|∇2ϕε(x)|
. (ai +
∑
p≥i
Λp)Wi(x) + µ
1−n
2
i−1
(
µi
θi(x)
)2
+
θi+1(x)
2
µ2i
Wi+1(x)1{θi+1(x)≤µi}
+
∑
p≤i−1
Λpµ
1−n
2
p ,
where we have let
θ˜i(x) = min
(
θi(x), θi+1(x)
)
.
Proof. The proof is a simple application of elliptic regularity results. We keep
the notations of (3.21). By (3.24) it is easily seen that for any y ∈ Bˆi\Bˆi+1∣∣∣(△gˆi +O(µi)2)(ϕˆε − ∑
p=1..k
q=0..n
λp,qZˆp,q
)
(y)
∣∣∣ . ai
(1 + |y|)n+2
+
εµ2i
(1 + |y|)n−2 +
(
µi+1
µi
)n−2
2 1
(1 + |y|)4
1(
µi+1
µi
+ |zi+1 − y|
)n−2 .
Let (yε)ε be a sequence of points in Bˆi\Bˆi+1.
We first assume that |yε − zi+1| ≤ 2. For any z ∈ B0(3/2)\B0(2/3) we let
ϕ˜ε(z) =
(
ϕˆε −
∑
p=1..k
q=0..n
λp,qZˆp,q
)(
zi+1 + αiz
)
,
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where we have let αi = |yε − zi+1|. Letting g˜i(z) = gˆi
(
zi+1 + αiz
)
and since
αi .
√
µi−1
µi
by definition it is then easily seen that ϕ˜ε satisfies
∣∣∣△g˜iϕ˜ε(z) + O(µiµi−1|ϕ˜ε(z)|)∣∣∣ . α2i(ai + εµ2i)+
(
µi+1
µi
)n−2
2
α2i
(µi+1
µi
+ αi
)2−n
.
Since αi .
√
µi−1
µi
, g˜i is C
k-close to the Euclidean metric for any k ≥ 1.
Standard elliptic theory then yields
‖ϕ˜ε‖
C2
(
B0(5/4)\B0(4/5)
) . α2i(ai + εµ2i)+
(
µi+1
µi
)n−2
2
α2i
(µi+1
µi
+ αi
)2−n
.
(3.35)
Since yε ∈ Bˆi\Bˆi+1, by letting y˜ε = expgξiξi (µiyε) there holds αi . θi+1(y˜ε)µi and
θi+1(y˜ε)
µi
. αi. Scaling back (3.35) to the original variables yields, for all x ∈ Bi
with θi+1(x) ≤ µi:
|ϕε(x)|+ θi+1(x)|∇ϕε(x)|+ θi+1(x)2|∇2ϕε(x)|
. (
∑
p≥i
Λp)Wi(x) + (ai + εµ
2
i )
θi+1(x)
2
µ2i
µ
1−n
2
i +
θi+1(x)
2
µ2i
Wi+1(x)1{θi+1(x)≤µi}
+
∑
p≤i−1
Λpµ
1−n
2
p
. (ai +
∑
p≥i
Λp)Wi(x) + µ
1−n
2
i−1
(
µi
θi(x)
)2
+
θi+1(x)
2
µ2i
Wi+1(x)1{θi+1(x)≤µi}
+
∑
p≤i−1
Λpµ
1−n
2
p ,
which proves Claim 3.6 in the case θi+1(x) ≤ µi. We used here that µ1−
n
2
i .
Wi(x) when x ∈ Bi and θi+1(x) ≤ µi.
Assume then that |yε − zi+1| ≥ 2. Let, for any z ∈ B0(3/2)\B0(2/3),
ϕ˜ε(z) =
(
ϕˆε −
∑
p=1..k
q=0..n
λp,qZˆp,q
)(
αiz
)
,
where again αi = |yε − zi+1|. Remember that |zi+1| ≤ 1. Letting g˜i(z) =
gˆi
(
αiz
)
, and since 1 + |zi+1 − αiz| & 1 + αi & 1 for any z ∈ B0(3/2)\B0(2/3),
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it is then easily seen that ϕ˜ε satisfies∣∣∣△g˜iϕ˜ε(z) +O(µiµi−1|ϕ˜ε(z)|)∣∣∣ . ai(1 + αi)n−2 +
µn−2i 1l.c.f
(1 + αi)2
+
εµ2i
(1 + αi)n−4
+
(
µi+1
µi
)n−2
2 1
(1 + αi)n
.
Scaling back to the original variables as before proves the Claim when x ∈ Bi
and θi+1(x) ≥ µi, and concludes the proof of Claim 3.6. 
We now conclude the proof of (3.25).
• A straightforward application of Claim 3.6 yields, together with (H2ℓ+1)
in the case where ℓ ≤ k − 1:
∫
3
2
√
µℓ−1
µℓ
≤|y|≤2
√
µℓ−1
µℓ
( µℓ
µℓ−1
|ϕˆε(y)|+
√
µℓ
µℓ−1
|∇ϕˆε(y)|
)
|x− y|2−ndy
. εµ2ℓ
∑
j≥ℓ
aj +
∑
j≤ℓ−1
(
µℓ
µj
)n−2
2
Λj +
(
µℓ
µℓ−1
)n−2
2 1
(1 + |x|)2
+
εµ2ℓ
(
1 +
∑
j≤ℓ−1 aj
)
(1 + |x|)n−4 .
(3.36)
If (M, g) is locally conformally flat, estimates (3.26) – (3.33) and (3.36)
together with (3.12) conclude the proof of (3.25).
• It therefore remains to conclude the proof in the non-locally conformally
flat case. In that case, using (3.19), (H1ℓ+1) and (H2ℓ+1) if ℓ ≤ k − 1, and
Claim 3.6, we have∫
Bˆℓ
(
µ3ℓ |y|2|∇ϕˆε(y)|+ µ2ℓ |y|2|∇2ϕˆε(y)|
)
|x− y|2−ndy . µ
2
ℓ(aℓ + Λℓ)
(1 + |x|)n−4
+ εµ2ℓ
∑
j≤ℓ−1 aj
(1 + |x|)n−2 +
( ∑
j≥ℓ+1
µ2j−1aj
)
Wˆℓ+1(x)
+
(µℓ+1
µℓ
+ |x− zℓ+1|
)2
Wˆℓ+1(x)1{|x−zℓ+1|≤1} +
εµ2ℓ
(1 + |x|)n−4 .
(3.37)
Combining (3.26)–(3.34) with (3.37) and (3.12) then concludes the proof of
(3.25) in the non-locally conformally flat case. 
Step 3: Estimation of |Π(ϕˆε)(x)|. We prove in this part the following
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Claim 3.7. For all 0 ≤ j ≤ n,∫
Rn
ϕˆεVjU
2∗−2
0 dy = O(εµ
2
ℓ
∑
j≤ℓ−1
aj) +
{
O(εµ2ℓaℓ) (M, g) l.c.f.
O(µ2ℓaℓ) otherwise
.
As a consequence, for any x ∈ Bˆℓ\Bˆℓ+1:
|Π(ϕˆε)(x)| .
εµ2ℓ
(
1 +
∑
j≤ℓ aj
)
(1 + |x|)n−4 +
µ2ℓaℓ
(1 + |x|)n−21n.l.c.f. (3.38)
Proof. Let x ∈ Bˆℓ\Bˆℓ+1. By definition we have
Π(ϕˆε)(x) =
n∑
j=0
1
‖∇Vj‖2L2(Rn)
(∫
Rn
ϕˆεVjU
2∗−2
0 dy
)
Vj(x),
where U0 is as in (2.16). Since |Vj(y)| . U0(y) we only need to prove the first
part of the Claim to obtain (3.38). Let 0 ≤ j ≤ n. By definition of ϕε in
Proposition 3.1 we have ϕε ∈ K⊥k , which implies that∫
M
ϕε
(
△g + cnSg + εh
)
Zℓ,jdvg = 0.
By (3.19), (3.21), by (2.19) and (2.20) and since Zˆℓ,j = Vj we have:
0 =
∫
M
ϕε
(
△g + cnSg + εh
)
Zℓ,jdvg
=
∫
Bℓ
ϕε
(
△g + cnSg + εh
)
Zℓ,jdvg +O
( ∑
j≤ℓ−1
(
µℓ
µj
)n−2
2
aj
)
=
∫
Bˆℓ
ϕˆε
(
△gˆℓ(y) + µ2ℓcnSgˆℓ(yℓ)
)
Vj(y)dy +O(εµ
2
ℓ
∑
j≤ℓ
aj),
(3.39)
where yℓ = exp
gξℓ
ξℓ
(µℓy). If (M, g) is locally conformally flat we have(
△gˆℓ(y) + µ2ℓcnSgˆℓ(yℓ)
)
Vj(y) = (2
∗ − 1)U2∗−20 Vj,
so that, with (2.8) and since ϕˆε is supported in Bˆℓ,∫
Rn
ϕˆεU
2∗−2
0 Vjdy = O
(
εµ2ℓ
(
1 +
∑
j≤ℓ
aj
))
.
If (M, g) is not locally conformally flat we have(
△gˆℓ(y) + µ2ℓcnSgˆℓ(yℓ)
)
Vj(y) = (2
∗ − 1)U2∗−20 Vj +O(µ2ℓ(1 + |y|)2−n), (3.40)
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so that∫
Bˆℓ
ϕˆε
(
△gˆℓ(y) + µ2ℓcnSgˆℓ(yℓ)
)
Vj(y)dy =
∫
Bˆℓ
ϕˆεU
2∗−2
0 Vjdy +O(µ
2
ℓaℓ).
Combining with (3.39) concludes the proof of (3.38). 
Step 4: improvement of (3.25) into an optimal estimate. We prove
in this step the following improvement of (3.25):
Claim 3.8. For any x ∈ Bˆℓ\Bˆℓ+1 there holds
|ϕˆε(x)| . εµ2ℓ
∑
j≥ℓ
aj +
∑
j≤ℓ−1
(
µℓ
µj
)n−2
2
Λj +
εµ2ℓ
(
1 +
∑
j≤ℓ aj
)
(1 + |x|)n−4
+
Λℓ
(1 + |x|)n−2 +
(
µℓ
µℓ−1
)n−2
2 1
(1 + |x|)2
+
∑
j≥ℓ+1
µ2j−1ajWˆj +
µ4ℓaℓ
(1 + |x|)n−61n.l.c.f
+ (1 + aℓ)
(µℓ+1
µℓ
+ |x− zℓ+1|
)2
Wˆℓ+1(x)1{|x−zℓ+1|≤2}.
(3.41)
Proof. First, in the locally conformally flat case, (3.41) follows from combining
(3.25) with (3.38). We therefore assume that (M, g) is not locally conformally
flat. Combining (3.25) and (3.38) we have, for any x ∈ Bˆℓ\Bˆℓ+1:
|ϕˆε(x)| . εµ2ℓ
∑
j≥ℓ
aj +
∑
j≤ℓ−1
(
µℓ
µj
)n−2
2
Λj +
εµ2ℓ
(
1 +
∑
j≤ℓ aj
)
(1 + |x|)n−4
+
Λℓ
(1 + |x|)n−2 +
∑
j≥ℓ+1
µ2j−1ajWˆj +
µ2ℓaℓ
(1 + |x|)n−4
+
(
µℓ
µℓ−1
)n−2
2 1
(1 + |x|)2
+ (1 + aℓ)
(µℓ+1
µℓ
+ |x− zℓ+1|
)2
Wˆℓ+1(x)1{|x−zℓ+1|≤2}.
(3.42)
With (3.42) we can now improve (3.38). Using (3.40) together with (3.42) now
yields ∣∣∣∣∣
∫
Bˆℓ
ϕˆε
(
△gˆℓ(y) + µ2ℓcnSgˆℓ(yℓ)
)
Vj(y)dy −
∫
Bˆℓ
ϕˆεU
2∗−2
0 Vjdy
∣∣∣∣∣
. εµ2ℓ
k∑
j=1
aj + Λℓ +
∑
j≤ℓ−1
(
µℓ
µj
)n−2
2
Λj,
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where we used (2.8) to claim that in the non-locally conformally flat case we
have µ2ℓ . ε and thus µ
4
ℓ . εµ
2
ℓ for all ℓ ≥ 1. The other steps in the proof of
(3.38) are left unchanged and we obtain now
|Π(ϕˆε)(x)| . εµ2ℓ
∑
j≥ℓ
aj +
∑
j≤ℓ−1
(
µℓ
µj
)n−2
2
Λj +
Λℓ + εµ
2
ℓ
∑
j≤ℓ−1 aj
(1 + |x|)n−2 . (3.43)
Going back to the proof of (3.25) it is easily seen that, when (M, g) is not
locally conformally flat, the term µ2ℓaℓ(1+ |x|)4−n comes from the contribution
of (3.37). We are now going to use (3.42) to compute (3.37) again. First,
a straightforward adaptation of the proof of Claim 3.6, using now (3.42) to
control ϕε, yields the following improved estimate on the derivatives of ϕε: for
all x ∈ Cℓ,
|ϕε(x)|+ θ˜ℓ(x)|∇ϕε(x)|+ θ˜ℓ(x)2|∇2ϕε(x)|
. ΛℓWℓ(x) + µ
1−n
2
ℓ−1
(
1 +
∑
j≥ℓ+1
aj
)( µℓ
θℓ(x)
)2
+ aℓθ
2
ℓWℓ(x)
+ (1 + aℓ)
θℓ+1(x)
2
µ2ℓ
Wℓ+1(x)1{θℓ+1(x)≤µℓ} +
∑
p≤ℓ−1
Λpµ
1−n
2
p ,
where Cℓ is as in (3.17) and where we have again let θ˜ℓ(x) = min(θℓ+1(x), θℓ(x)).
The latter estimate now yields, together with (H1ℓ+1) when ℓ ≤ k − 1:
∫
Bˆℓ
(
µ3ℓ |y|2|∇ϕˆε(y)|+ µ2ℓ |y|2|∇2ϕˆε(y)|
)
|x− y|2−ndy . εµ2ℓ
∑
j≥ℓ
aj
+
Λℓ
(1 + |x|)n−2 +
εµ2ℓ(1 +
∑
j≤ℓ aj)
(1 + |x|)n−4 +
( ∑
j≥ℓ+1
µ2j−1aj
)
Wˆℓ+1(x)
+
(µℓ+1
µℓ
+ |x− zℓ+1|
)2
Wˆℓ+1(x)1{|x−zℓ+1|≤1} +
µ4ℓaℓ
(1 + |x|)n−61n.l.c.f.
(3.44)
Combining (3.26) – (3.34) with (3.43) and (3.44) finally proves (3.41). 
Step 5: estimation of Λℓ and conclusion. Let j ∈ {0, . . . , n} be fixed.
We integrate (3.7) against Zℓ,j: using (2.8), (2.21), (2.22), (3.5) and (3.16) we
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obtain
|λℓ,j|+ o(Λℓ) = O(εµ2ℓ) +
∫
M
ϕε
(
△g + cnSg + εh− f ′
( k∑
j=1
κjWj
))
Zℓ,jdvg
= O(εµ2ℓ) +O
( ∑
j≤ℓ−1
(
µℓ
µj
)n−2
2
aj +
∑
j≥ℓ+1
(
µj
µℓ
)n−2
2
aj
)
+
∫
Bℓ\Bℓ+1
ϕε
(
△g + cnSg + εh− f ′
( k∑
j=1
κjWj
))
Zℓ,jdvg
= O
(
εµ2ℓ
(
1 +
k∑
j=1
aj
))
+
∫
Bℓ\Bℓ+1
ϕε
(
△g + cnSg + εh− (2∗ − 1)W 2∗−2ℓ
)
Zℓ,jdvg
where we used (3.23) and where we also used (2.7) to claim that µℓ+1/µℓ .
µℓ/µℓ−1 for 1 ≤ ℓ ≤ k. Using (2.19) and (2.20) and controlling ϕˆε by (3.41)
finally yields, after straightforward computations:
|λℓ,j|+ o(Λℓ) = O
(
εµ2ℓ
(
1 +
k∑
j=1
aj
))
.
By (3.20) this yields in turn
Λℓ . εµ
2
ℓ
(
1 +
k∑
j=1
aj
)
, (3.45)
which proves that (H2ℓ) defined by (H2ℓ) holds true. By plugging (3.45) into
(3.41) we obtain that, for any x ∈ Bˆℓ\Bˆℓ+1 and for any 1 ≤ ℓ ≤ k:
|ϕˆε(x)| . εµ2ℓ
∑
j≥ℓ
aj +
∑
j≤ℓ−1
(
µℓ
µj
)n−2
2
Λj +
εµ2ℓ
(
1 +
∑
j≤ℓ aj
)
(1 + |x|)n−4
+
(
µℓ
µℓ−1
)n−2
2 1
(1 + |x|)n−2 +
µ4ℓaℓ
(1 + |x|)n−61n.l.c.f
+
∑
j≥ℓ+1
µ2j−1ajWˆj
+ (1 + aℓ)
(µℓ+1
µℓ
+ |x− zℓ+1|
)2
Wˆℓ+1(x)1{|x−zℓ+1|≤2}.
(3.46)
We can now conclude the proof of Lemma 3.4. If (M, g) is locally conformally
flat, (H1ℓ) follows from (3.46) by scaling back in the original variables. In the
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non-locally conformally flat case we use (2.8) to claim that µ2ℓ . ε and thus
µ4ℓaℓ
(1 + |x|)n−6 . εµ
2
ℓaℓ.
Scaling back (3.46) to the original variables and using (2.8) we obtain:
|ϕε(x)| . εµ3−
n
2
ℓ
∑
j≥ℓ
aj +
∑
j≤ℓ−1
µ
1−n
2
j Λj + µ
1−n
2
ℓ−1
(
µℓ
θℓ(x)
)2
+
∑
j≥ℓ+1
µ2j−1ajWj(x) + ε
(
1 +
∑
j≤ℓ
aj
)
θ2ℓ (x)Wℓ(x)
+ (1 + aℓ)
θℓ+1(x)
2
µ2ℓ
Wℓ+1(x)1{θℓ+1(x)≤µℓ},
which proves that (H1ℓ) holds true. Since in the case ℓ = k we did not assume
anything, this shows that (Hk) is true. The general case for 1 ≤ ℓ ≤ k follows
by induction. 
3.4. Proof of Proposition 3.2, Part 2: end of the proof. The last step
of the proof of Proposition 3.2 is an inductive estimation of the ai.
Claim 3.9. For any 2 ≤ ℓ ≤ k we have
aℓ .
( µℓ
µℓ−1
+ εµ2ℓ−1
)(
1 +
ℓ−1∑
j=1
aj
)
. (3.47)
Proof. We prove (3.47) inductively using (H1ℓ) and (H2ℓ). Let ℓ ≥ 2. If ℓ = k
we do not assume anything, while if ℓ ≤ k − 1 we assume that (3.47) is true
for any p ≥ ℓ + 1. For x ∈ M let Gε(x, ·) denote the Green’s function for
△g + cnSg + εh in M . Standard properties of Gε (Robert [34]) ensure that
Gε(x, y) . dg(x, y)
2−n for all x 6= y.
We write a representation formula for ϕε in M : with (3.7) it writes as∣∣∣ϕε(x)− ∑
i=1..k
j=0..n
λi,jZi,j(x)
∣∣∣
.
∫
M
dg(x, ·)2−n|kε|dvg +
k∑
i=2
∫
Bi\Bi+1
dg(x, ·)2−nW 2∗−2i |ϕε|dvg
+
∫
M\Bgξ1 (ξ1,r0)
dg(x, ·)2−nW 2∗−21 |ϕε|dvg
+
∫
Bgξ1
(ξ1,r0)\B2
dg(x, ·)2−nW 2∗−21 |ϕε|dvg,
(3.48)
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where r0 is as in (2.3). Assume now that x ∈ Cℓ, where Cℓ is defined in (3.17).
First, straightforward computations using (2.8), (2.13), (3.5), (A.1) and (A.2)
below show that∫
M
dg(x, ·)2−n|kε|dvg . µ1−
n
2
ℓ−1
(
µℓ
θℓ(x)
)2
+ εµ
3−n
2
ℓ−1
+
µℓ
µℓ−1
Wℓ(x) +
θℓ+1(x)
2
µ2ℓ
Wℓ+1(x)1θℓ+1(x)≤µℓ .
Independently, using the definition of a1 in (3.19), (A.1) and since x ∈ Cℓ,
ℓ ≥ 2, we have∫
M\Bgξ1 (ξ1,r0)
dg(x, ·)2−nW 2∗−21 |ϕε|dvg . a1µ
n+2
2
1 . a1εµ
3−n
2
1 .
Using (2.13), (H1ℓ), (A.1) and (A.2) we similarly obtain, since x ∈ Cℓ and
ℓ ≥ 2, that:
k∑
i=2
∫
Bi\Bi+1
dg(x, ·)2−nW 2∗−2i |ϕε|dvg +
∫
Bgξ1
(ξ1,r0)\B2
dg(x, ·)2−nW 2∗−21 |ϕε|dvg
.
(
1 +
∑
j≥ℓ
aj
)(
µ
1−n
2
ℓ−1
(
µℓ
θℓ(x)
)2
+ εµ
3−n
2
ℓ−1 +
µℓ
µℓ−1
Wℓ(x)
+
θℓ+1(x)
2
µ2ℓ
Wℓ+1(x)1θℓ+1(x)≤µℓ
)
.
Using (2.13) and (H2ℓ) we also obtain that
∣∣∣ ∑
i=1..k
j=0..n
λijZi,j(x)
∣∣∣ . (1 + k∑
j=1
aj
)( µℓ
µℓ−1
Wℓ(x) + εµ
3−n
2
ℓ−1
)
.
Remark now that there holds, for any x ∈ Cℓ and since ℓ ≥ 2 :
µ
1−n
2
ℓ−1
(
µℓ
θℓ(x)
)2
+
θℓ+1(x)
2
µ2ℓ
Wℓ+1(x)1θℓ+1(x)≤µℓ .
µℓ
µℓ−1
Wℓ(x). (3.49)
Plugging the latter estimates in (3.48) finally gives
|ϕε(x)| .
(
1 +
k∑
j=1
aj
)( µℓ
µℓ−1
Wℓ(x) + εµ
3−n
2
ℓ−1
)
.
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If ℓ = k we do not assume anything, while if ℓ ≤ k − 1 we use in addition
(3.47) inductively. Together with the latter estimate we obtain in each case
|ϕε(x)| .
(
1 +
ℓ∑
j=1
aj
)( µℓ
µℓ−1
Wℓ(x) + εµ
3−n
2
ℓ−1
)
.
Let now xℓ ∈ Cℓ be a point where aℓ is attained (recall that aℓ is defined
in (3.19)). Then |ϕε(xℓ)| = aℓWℓ(xℓ). Since Wℓ(x) & µ1−
n
2
ℓ−1 on Cℓ the latter
estimate gives, together with (2.8),
aℓ .
( µℓ
µℓ−1
+ εµ2ℓ−1
)(
1 +
ℓ−1∑
j=1
aj
)
+ o(aℓ),
which proves (3.47) for ℓ ≥ 2. 
It remains to estimate a1 to conclude the proof. This is the content of the
following Claim:
Claim 3.10. We have
a1 . min
(µ2
µ1
, ε, µ21
)
.
In particular, a1 = o(1) as ε→ 0.
Proof. Estimate (H11) is for the moment still too rough on M\B2, because
of the constant term εµ
3−n
2
1 . As a first thing, we improve the precision of the
estimate. Let x ∈M\B2. We use again the representation formula (3.48) and
we estimate again each term. Since x ∈M\B2 we have, with (A.1) and (A.2)
∫
M
dg(x, ·)2−n|kε|dvg .


µ
n−2
2
1
(
µ1
θ1(x)
)2
if (M, g) is l.c.f
εθ1(x)
2W1(x) otherwise


+ εµ22W1 +
θ2(x)
2
µ21
W2(x)1θ2(x)≤µ1 .
By definition of a1 we also have∫
M\Bgξ1 (ξ1,r0)
dg(x, ·)2−nW 2∗−21 |ϕε|dvg . a1µ
n+2
2
1 .
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Using (2.13), (H1ℓ), (3.47), (A.1) and (A.2) we similarly obtain, since x ∈
M\B2, that:
k∑
i=2
∫
Bi\Bi+1
dg(x, ·)2−nW 2∗−2i |ϕε|dvg
+
∫
Bgξ1
(ξ1,r0)\B2
dg(x, ·)2−nW 2∗−21 |ϕε|dvg
.
(
1 + a1
)[
εµ
3−n
2
1
(
µ1
θ1(x)
)2
+ εµ22W1 +
θ2(x)
2
µ21
W2(x)1θ2(x)≤µ1
]
.
(3.50)
By (H2ℓ), (3.47) and (2.8) we now have∣∣∣ ∑
i=1..k
j=0..n
λijZi,j(x)
∣∣∣ . εµ21(1 + a1)W1(x).
Combining the latter estimates into (3.48) then yields
|ϕε(x)| .


µ
n−2
2
1
(
µ1
θ1(x)
)2
if (M, g) is l.c.f
εθ1(x)
2W1(x) otherwise


+
(
1 + a1
)[
εµ
3−n
2
1
(
µ1
θ1(x)
)2
+
θ2(x)
2
µ21
W2(x)1θ2(x)≤µ1
]
.
(3.51)
It is easily seen that the limiting term εµ
3−n
2
1
(
µ1
θ1(x)
)2
in (3.50) is due to the sec-
ond integral in the left-hand side of (3.50) (the contribution over Bgξ1 (ξ1, r0)\B2).
We now use (3.51) to improve the precision of this term. After a finite number
of iterations using (A.1), (3.50) becomes
|ϕε(x)| . (1 + a1)


µ
n−2
2
1
(
µ1
θ1(x)
)2
if (M, g) is l.c.f
εθ1(x)
2W1(x) otherwise


+
(
1 + a1
)θ2(x)2
µ21
W2(x)1θ2(x)≤µ1 .
(3.52)
As before, since x ∈M\B2, we have
θ2(x)
2
µ21
W2(x)1θ2(x)≤µ1 .
µ2
µ1
W1(x).
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It remains to apply (3.52) to a point x1 ∈ M\B2 where a1 is attained. We
obtain:
a1 . o(a1) +
µ2
µ1
+
{
µ21 if (M, g) is l.c.f.
ε otherwise
,
which concludes the proof of the Claim. 
End of the proof of Proposition 3.2. We are now ready to conclude the proof
of Proposition 3.2. First, Claim 3.10 shows that a1 = o(1). Using this in (3.52)
proves (3.10). Then, using Claim 3.10 together with (3.47) shows inductively
that
aℓ .
µℓ
µℓ−1
+ εµ2ℓ−1 (3.53)
for all ℓ ≥ 2, so that in particular aℓ = o(1) for all 1 ≤ ℓ ≤ k. With (H2ℓ),
this proves (3.8). It remains to prove that (3.9) is true. Let 2 ≤ ℓ ≤ k be fixed.
By (3.53) and (2.8) we have
µ
1−n
2
ℓ−1
∑
j≥ℓ
aj . εµ
3−n
2
ℓ−1 +
µℓ
µℓ−1
µ
1−n
2
ℓ−1
. εµ
3−n
2
ℓ−1 + µ
1−n
2
ℓ−1
(
µℓ
θℓ(x)
)2
for any x ∈ Bℓ\Bℓ+1. Similarly, (3.8) now shows that∑
j≤ℓ−1
µ
1−n
2
j Λj . εµ
3−n
2
ℓ−1 .
With (3.53) we also have, for any p ≥ ℓ+ 1 and for any x ∈ Bℓ\Bℓ+1:
µ2p−1apWp(x) .
(
µℓ+1
µℓ
)n−2
2
Wℓ(x) +
θℓ+1(x)
2
µ2ℓ
Wℓ+1(x)1θℓ+1≤µℓ
. µ
1−n
2
ℓ−1
(
µℓ
θℓ(x)
)2
+
θℓ+1(x)
2
µ2ℓ
Wℓ+1(x)1θℓ+1≤µℓ .
Finally, since ℓ ≥ 2, we have
εθ2ℓ (x)Wℓ(x) . µ
1−n
2
ℓ−1
(
µℓ
θℓ(x)
)2
.
Combining these estimates in (H1ℓ) finally prove (3.9) and concludes the proof
of Proposition 3.2. 
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4. The nonlinear problem
4.1. Solving (1.3) up to kernel elements. We perform in this section a
nonlinear fixed-point argument in strong spaces and solve (1.3) up to kernel
elements. Let k ≥ 1 be an integer, (κi)1≤i≤n ∈ {−1, 1}k and let ε0 > 0 be as
in Proposition 3.1. Let
(
t1, ξ1, (ti, zi)2≤i≤k
) ∈ Sk, where Sk is defined in (2.9).
For 0 < ε ≤ ε0 we define a function Ψε in M as follows:
• Ψε(x) = µ1−
n
2
ℓ−1
(
µℓ
θℓ(x)
)2
+ εµ
3−n
2
ℓ−1 +
θℓ+1(x)
2
µ2ℓ
Wℓ+1(x)1{θℓ+1(x)≤µℓ}
if x ∈ Bℓ\Bℓ+1, for ℓ ≥ 2,
• Ψε(x) =


µ
n+2
2
1
θ1(x)2
if (M, g) is l.c.f. around ξ1
µ
n+2
2
1
θ1(x)n−4
if (M, g) is not l.c.f.


+
θ2(x)
2
µ21
W2(x)1{θ2(x)≤µ1}
if x ∈M\B2,
(4.1)
where Wℓ is given by (2.11). Let C > 0 to be chosen later. We define
ECε =
{
ϕ ∈ C0(M) such that |ϕ(x)| ≤ CΨε(x) for all x ∈M
}
(4.2)
endowed with the following norm:
‖ϕ‖∗ :=
∥∥∥∥ ϕΨε
∥∥∥∥
L∞(M)
for ϕ ∈ EC . (4.3)
Note that ECε depends on ε and on
(
t1, ξ1, (ti, zi)2≤i≤k
)
. Since Ψε > 0 in M , it
is easily seen that (ECε , ‖ · ‖∗) is a Banach space. Building on the linear theory
of Proposition 3.2 we perform a nonlinear fixed-point procedure in ECε :
Proposition 4.1. Let k ≥ 1 be an integer, (κi)1≤i≤n ∈ {−1, 1}k and denote
f(u) = (u+)2
∗−1 or f(u) = |u|2∗−2. There exist ε1 > 0 and C > 0 such
that the following holds. For any ε ∈ (0, ε1), any h ∈ C0(M) and for any(
t1, ξ1, (ti, zi)2≤i≤k
) ∈ Sk, there exists
ϕε := ϕε
(
(t1, ξ1, (ti, zi)2≤i≤k
)
∈ K⊥k
which is the unique solution in K⊥k ∩ ECε of
ΠK⊥
k
(
k∑
i=1
κiWi + ϕε − (△g + cnSg + εh)−1
(
f
( k∑
i=1
κiWi + ϕε
)))
= 0, (4.4)
where ECε is defined in (4.2). In addition,(
(t1, ξ1, (ti, zi)2≤i≤k
) ∈ Sk 7→ ϕε ∈ C0(M)
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is continuous for any fixed value of ε.
The main point of Proposition 4.1 is that ϕε is constructed in the space E
C
ε
– and not only in K⊥k – and satisfies therefore
|ϕε| . Ψε (4.5)
in M , where Ψε is given by (4.1). In particular, ϕε still satisfies the estimates
(3.9) and (3.10), which is another way of thinking of the nonlinear problem
(4.4) as a perturbation of the linear equation (3.7). Proposition 4.1 therefore
provides us with a canonical remainder ϕε with sharp pointwise estimate that
precisely capture the pointwise interactions between the towering bubbling
profiles Wi on the whole of M . The information that we obtain in Proposition
4.1 is thus much more precise than a mere energy estimate and will turn out to
be crucial to prove Theorem 1.1 in Section 5. Such a precision, of course, comes
at the expense of proving sharp pointwise estimates for the linear equation as
in Proposition 3.2. Remark that since ϕε ∈ ECε for some C, integrating (4.4)
against ϕε yields
‖ϕε‖H1 = o(1) (4.6)
as ε→ 0, where the H1 norm is given by (2.14).
Proof. Let k ≥ 1, (κi)1≤i≤n ∈ {−1, 1}k, 0 < ε ≤ ε0 and let
(
t1, ξ1, (ti, zi)2≤i≤k
) ∈
Sk. In the following proof we will omit, for the sake of clarity, the dependency
in ε and
(
t1, ξ1, (ti, zi)2≤i≤k
) ∈ Sk in the quantities Wi, Zi,j, . . . appearing. The
proof of Proposition 4.1 follows the standard steps of a nonlinear fixed-point
scheme, with the notable exception that the point-fixing is now achieved in
the strong space ECε defined by (4.2).
Let C > 0 be fixed (to be chosen later). For ϕ ∈ ECε , as defined in (4.2), we
define
T (ϕ) = Lε
(
−Rε +N(ϕ)
)
,
where Lε is given by (3.4) and where we have let
Rε =
(△g + cnSg + εh)( k∑
i=1
κiWi
)
− f
( k∑
i=1
κiWi
)
and
N(ϕ) = f
( k∑
i=1
κiWi + ϕ
)
− f
( k∑
i=1
κiWi
)
− f ′
( k∑
i=1
κiWi
)
ϕ.
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The mapping T is well-defined since ϕ ∈ ECε and thus −Rε +N(ϕ) ∈ C0(M).
By (3.4), T (ϕ) solves
(△g + cnSg + εh)T (ϕ)−f ′( k∑
i=1
κiWi
)
T (ϕ) = −Rε +N(ϕ)
+
∑
i=1..k
j=0..n
λij(△g + cnSg + εh)Zi,j
(4.7)
for some uniquely defined real numbers (λij). We show that T is a contraction
on (ECε , ‖ · ‖∗) for ε small enough, for a suitable fixed value of C.
We first prove that T stabilises ECε . By (4.1) one has
Ψε .
k∑
i=1
Wi,
so that for any ϕ ∈ ECε we have
|N(ϕ)| .
( k∑
i=1
Wi
)2∗−3
|ϕ|2.
Let 2 ≤ i ≤ k and ϕ ∈ ECε . By (4.1) we have, for any x ∈ Bi\Bi+1,
Wi(x)
2∗−3|ϕ(x)|2
. C2Wi(x)
2∗−3
(
µ2−ni−1
(
µi
θi(x)
)4
+ ε2µ6−ni−1 +
(
θi+1(x)
µi
)4
W 2i+11θi+1(x)≤µi
)
. C2
(
µi
µi−1
)2
µ
1−n
2
i−1 Wi(x)
2∗−2 + C2ε2µ4i−1Wi(x)
2∗−2Wi−1(x)
+ C2
(
µi+1
µi
)2
Wi(x)
2∗−2Wi+1(x),
,
(4.8)
where we used (3.49) and (2.8). Similarly for x ∈ M\B2, we get by (4.1)
W1(x)
2∗−3|ϕ(x)|2 . C2
(
µ41
µ
n+2
2
1
θ1(x)4
+
(
µ2
µ1
)2
W1(x)
2∗−2W2(x)
)
(4.9)
when (M, g) is locally conformally flat around ξ1, and
W1(x)
2∗−3|ϕ(x)|2 . C2
(
µ41εW1(x) +
(
µ2
µ1
)2
W1(x)
2∗−2W2(x)
)
(4.10)
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when (M, g) is not conformally flat. The previous estimates show that there
exists a positive constant D0 > 0 such that
N(ϕ)
D0C2
(
µ41 +
µ22
µ21
) (4.11)
satisfies (3.5), where C is the constant in (4.2). Independently, by (3.6) we
know that there exists a constant D1 > 0 such that Rε/D1 also satisfies (3.5).
By (4.7) we can then apply Proposition 3.2 which yields a positive constant
C1 > 0 independent of ε such that
|T (ϕ)(x)| ≤ C1
(
1 + C2
(
µ41 +
µ22
µ21
))
Ψε(x)
for any ϕ ∈ ECε and x ∈M , where Ψε is as in (4.1), or in other words
‖T (ϕ)‖∗ ≤ C1
(
1 + C2
(
µ41 +
µ22
µ21
))
where the norm is defined in (4.3). Choose C = 2C1. Since µ
4
1 +
µ22
µ21
→ 0 as
ε→ 0, for ε small enough we then have T (ϕ) ∈ ECε .
We now prove that T is a contraction on (ECε , ‖ · ‖) for this fixed value of C.
If ϕ1, ϕ2 ∈ ECε , T (ϕ1)− T (ϕ2) satisfies by assumption:
(△g + cnSg + εh)(T (ϕ1)− T (ϕ2))− f ′( k∑
i=1
κiWi
)(
T (ϕ1)− T (ϕ2)
)
= N(ϕ1)−N(ϕ2) +
∑
i=1..k
j=0..n
νij(△g + cnSg + εh)Zi,j
(4.12)
for some real numbers (νij). By (4.2), (4.3), the mean-value theorem and since
ϕ ∈ ECε we have
|N(ϕ1)−N(ϕ2)| .
( k∑
i=1
Wi
)2∗−3(|ϕ1|+ |ϕ2|)|ϕ1 − ϕ2|
.
( k∑
i=1
Wi
)2∗−3
Ψ2ε‖ϕ1 − ϕ2‖∗.
In (4.8), (4.9) and (4.10) we already showed that
1(
µ41 +
µ22
µ21
)( k∑
i=1
Wi
)2∗−3
Ψ2ε
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satisfies (3.5) up to some positive constant, and therefore
1
D2
(
µ41 +
µ22
µ21
)N(ϕ1)−N(ϕ2)‖ϕ1 − ϕ2‖∗
satisfies (3.5) for some positive constant D2 independent of ε. With (4.12) we
can again apply Proposition 3.2 and we obtain that
‖T (ϕ1)− T (ϕ2)‖∗ ≤ C2
(
µ41 +
µ22
µ21
)
‖ϕ1 − ϕ2‖∗
for some positive constant C2 independent of ε. This shows that T is a contrac-
tion on ECε for ε small enough. Picard’s fixed-point theorem then yields the
existence of a unique fixed-point ϕε of T in E
C
ε which is by (4.7), equivalently,
a solution of (4.4).
It remains to see that for a fixed ε the mapping(
(t1, ξ1, (ti, zi)2≤i≤k
) ∈ Sk 7→ ϕε ∈ C0(M)
is continuous. By construction ϕε satisfies (4.7) with T (ϕε) = ϕε. By (4.11),
N(ϕε) satisfies (3.5) up to a constant, and therefore Proposition 3.2 applies
again: (3.8) in particular shows that the λij are uniformly bounded in ε and in
the choice of
(
(t1, ξ1, (ti, zi)2≤i≤k
) ∈ Sk. The continuity of (ti, zi)1≤i≤ℓ ∈ Sℓ 7→
ϕε,ℓ ∈ C0(M) now easily follows from the continuity of the Wi, 1 ≤ i ≤ k,
from (4.7) and from standard elliptic theory, and by the uniqueness property
of ϕε,ℓ in K
⊥
k ∩ ECε . 
4.2. Application to a priori pointwise estimates. The procedure devel-
oped in Propositions 3.2 and 4.1 can be useful when looking for a priori es-
timates. We illustrate this on a toy-model example. Consider for instance
h ∈ C0(M), a sequence (εk) of positive numbers converging to 0 as k → +∞
and a sequence (uk)k of positive functions satisfying(
△g + cnSg + εkh
)
uk = u
2∗−1
k (4.13)
in M . We assume for simplicity that the sequence (uk)k blows-up with finite-
energy and a zero weak-limit. By Struwe’s celebrated compactness result [39]
there exists N ≥ 1 such that
‖uk‖H1 = NK−nn + o(1)
as k → +∞, where K−nn is the energy of the standard bubble in Rn and where
the H1 norm is given by (2.14). Consider the manifold of the sums of N
bubbles in M :
MN :=
{ N∑
i=1
Wµi,ξi, (µi, ξi)1≤i≤N ∈ (R∗+ ×M)N
}
,
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where Wµi,ξi is given by (2.4). It is a N(n+ 1)-dimensional closed manifold of
H1(M). For any k ≥ 1, we can thus let (µi,k, ξi,k)1≤i≤N be such that
Wk :=
N∑
i=1
Wµi,k ,ξi,k
attains the distance of uk to MN . Letting ϕk = uk −Wk we therefore have
‖ϕk‖H1 = inf
W∈N
‖uk −W‖H1.
As a consequence, ϕk is orthogonal to the tangent space toMN at (µi,k, ξi,k)1≤i≤N
which, for k large enough, is given by
KN,k := Span
{
Zi,0,Zi,j, 1 ≤ i ≤ N, 0 ≤ j ≤ n
}
,
where we have let
Zi,0 = 2
n− 2µi
∂
∂µi
Wµi,ξi and Zi,j = −nµi
∂
∂(ξi)j
Wµi,ξi.
Struwe’s result asserts in addition that ‖ϕk‖H1 → 0 as k → +∞. We thus
have
uk =
N∑
i=1
Wµi,k ,ξi,k + ϕk, ϕk ∈ K⊥N,k, ‖ϕk‖H1(M) → 0 (4.14)
for k large enough.
Now, the elements Zi,0 and Zi,j are respectively equal to Zi,0 and Zi,j in
(2.15) at first order. A simple adaptation of the results in Robert-Ve´tois [36]
therefore shows that, for δ > 0 small enough fixed there exists, for k large
enough, a unique ψk ∈ K⊥N,k satisfying ‖ψk‖H1 < δ and
ΠK⊥
N,k
(
N∑
i=1
Wµi,k ,ξi,k+ψk−(△g+cnSg+εkh)−1
(( N∑
i=1
Wµi,k,ξi,k+ψk
)2∗−1
+
))
= 0.
By (4.14) we thus have ψk = ϕk. Assume now that (µi,k, ξi,k)1≤i≤N satisfies
(2.8) and (2.10). It is easily seen that the results in Section 3 still apply if we
replace Zi,j by Zi,j and Kk by KN,k, since only the leading-order behavior of
Zi,j comes into play in the proof of Proposition 3.2. We can therefore apply
Proposition 4.1 with KN,k (and, say, ti = 1 for all 1 ≤ i ≤ N) which provides
us, for k large enough, with a uniquely defined ϕ˜k ∈ K⊥N,k which solves the
previous equation and satisfies in addition ‖ϕ˜k‖H1 = o(1) as k → +∞ by
(4.6). We therefore have ϕk = ψk = ϕ˜k in the end and by (4.2) ϕk satisfies
|ϕk| . Ψεk . (4.15)
Proposition 4.1 thus turns the weak H1 control given by (4.14) into a highly
accurate pointwise control. This example is intended as a toy model to match
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the analysis developed in this paper. But the method described here is likely
to generalize to more general bubbling configurations (with or without a weak
limit), to more general potential than cnSg+εkh and to sign-changing solutions,
provided an analogue of Proposition 3.2 is available.
This approach can be seen as an alternative to the approach in Druet-Hebey-
Robert [10] to obtain pointwise blow-up estimates for solutions of critical ellip-
tic equations. Here we reduce the problem to proving sharp pointwise estimates
for solutions of a linear problem. And the precision of these linear estimates
can be expected to only depend on the precision of the ansatz chosen for the
bubbles (see the discussion surrounding (3.11)). This approach yields an im-
proved precision for symmetry estimates in particular configurations (such as
the one described in this paper) and could prove particularly useful in the
compactness analysis of highly nonlinear problems, such as critical p-Laplace
equations or critical anisotropic equations.
5. Expansion of the kernel coefficients and proof of Theorem
1.1
In this section we prove Theorem 1.1. Let (M, g) be a locally conformally flat
manifold. Let k ≥ 1 be an integer, ε1 be given by Proposition 4.1, h ∈ C1(M)
and
(
(t1, ξ1, (ti, zi)2≤i≤k
) ∈ Sk, where Sk is as in (2.9). Throughout this section
we will assume that
f(u) = (u+)
2∗−1 and κi = 1 ∀i ∈ {1, . . . , k}.
Let ϕε be the unique function given by Proposition 4.1. Equation (4.4) together
with (4.5) shows the existence of real numbers (νi,j), 1 ≤ i ≤ k and 0 ≤ j ≤ n
such that
(△g + cnSg + εh)( k∑
i=1
Wi + ϕε
)− ( k∑
i=1
Wi + ϕε
)2∗−1
=
∑
i=1..k
j=0..n
νi,j(△g + cnSg + εh)Zi,j.
(5.1)
The νi,j are, by Proposition 4.1, continuous functions of
(
(t1, ξ1, (ti, zi)2≤i≤k
) ∈
Sk. They a priori all depend on each variable in Sk. This is a striking dif-
ference with the symmetric situation of Morabito-Pistoia-Vaira [26], where an
inductive splitting of the remainder term led to a triangular dependency of the
coefficients νi,j. In the present work, we overcome the difficulties due to the
non-symmetric background by using the sharp estimates on ϕε given by (4.5).
We perform an asymptotic expansion of the νi,j in (5.1). We state the ℓ = 1
and ℓ ≥ 2 case separately for clarity but the following two statements are
proven together.
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Proposition 5.1 (Case ℓ = 1). We have:
‖∇V0‖2L2(Rn)ν1,0(t1, . . . , zk) = ε
n−2
n−4
( 4D1
n− 2h(ξ1)t
2
1 − 2D2tn−21 m(ξ1) + Λ0,1
)
and, for 1 ≤ j ≤ n,
‖∇Vj‖2L2(Rn)ν1,j(t1, . . . , zk) = ε
n−1
n−4
(
nD1t
3
1∇jh(ξ1)− nD2tn−11 ∇jm(ξ1) + Λj,1
)
as ε → 0. In these expressions m(ξ1) denotes the mass of the Green function
at ξ1 as defined in (2.1) and D1, D2 are positive constants that only depend
on n. Also, Vj is as in (2.17), and Λj,1, for 0 ≤ j ≤ n, denote continuous
functions defined in Sk which converge uniformly to 0 as ε→ 0.
Proposition 5.2 (Case 2 ≤ ℓ ≤ k). For any 2 ≤ ℓ ≤ k we have
‖∇V0‖2L2(Rn)νℓ,0(t1, . . . , zk) = ε1+2γℓ
( 4D1
n− 2h(ξ1)t
2
ℓ −D3
(
tℓ
tℓ−1
)n−2
2
U0(zℓ) + Λ0,ℓ
)
and, for 1 ≤ j ≤ n,
‖∇Vj‖2L2(Rn)νℓ,j(t1, . . . , zk) = ε
n
2
(γℓ−γℓ−1)
(
− nD3
(
tℓ
tℓ−1
)n
2
∂jU0(zℓ) + Λj,ℓ
)
as ε→ 0, where U0 is as in (2.16) and γℓ is as in (2.7). Here D3 is a positive
constant, D1 is the same as in Proposition 5.1 and Λj,ℓ, for 0 ≤ j ≤ n denote
functions defined in Sk which converge uniformly to 0 as ε→ 0.
In view of Propositions 5.1 and 5.2 and of (2.8) we have to carry on the
computations at the order εµ21 and εµ
3
1 respectively for ν1,0 and ν1,j , 1 ≤ j ≤ n,
and at the order εµ2ℓ and
µℓ
µℓ−1
εµ2ℓ =
(
µℓ
µℓ−1
)n
2
respectively for νℓ,0 and νℓ,j, for
ℓ ≥ 2 and 1 ≤ j ≤ n. In the following we will let:
Θ1,0 = εµ
2
1 ∼ µn−21 (5.2)
since (M, g) is locally conformally flat and, for any 1 ≤ j ≤ n,
Θ1,j = εµ
3
1 ∼ µn−11 . (5.3)
For 2 ≤ ℓ ≤ k we define similarly:
Θℓ,0 = εµ
2
ℓ and, for any 1 ≤ j ≤ n, Θℓ,j =
µℓ
µℓ−1
εµ2ℓ ∼
(
µℓ
µℓ−1
)n
2
. (5.4)
For a, b > 0, the symbol a ∼ b in the previous expressions means that there ex-
ists a constant C > 0, independent of ε and of the choice of
(
t1, ξ1, (ti, zi)2≤i≤k
) ∈
Sk, such that
1
C
a ≤ b ≤ Ca.
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Throughout the proof of Propositions 5.1 and 5.2 we will also make use of the
following fact:
εµ22 ∼
(
µ2
µ1
)n−2
2
= o(εµ31) (5.5)
as ε → 0 which, since (M, g) is locally conformally flat, follows easily from
(2.8).
Proof of Propositions 5.1 and 5.2. First, ϕε satisfies (4.5), where Ψε is as in
(4.1). As shown in the proof of Proposition 4.1 (see e.g. (4.7) and (4.11)),
Proposition 3.2 applies to (5.1) and yields, for any 1 ≤ i ≤ k:
n∑
j=0
|νi,j| . εµ2i . (5.6)
As a consequence of (5.6) and of (2.22) we have, for any ℓ ∈ {1, . . . , k} and
0 ≤ q ≤ n,∫
M
( ∑
i=1..k
j=0..n
νi,j(△g + cnSg + εh)Zi,j
)
Zℓ,q = ‖∇Vq‖2L2(Rn)νℓ,q + o(Θℓ,q). (5.7)
Let 1 ≤ ℓ ≤ k be fixed. We write (5.1) in the following way:∑
i=1..k
j=0..n
νi,j
(△g + cnSg + εh)Zi,j
=
(
△g + cnSg + εh
)( k∑
i=1
Wi
)
−
( k∑
i=1
Wi
)2∗−1
+
(△g + cnSg + εh)ϕε − (2∗ − 1)W 2∗−2ℓ ϕε
− (2∗ − 1)
[( k∑
i=1
Wi
)2∗−2
−W 2∗−2ℓ
]
ϕε
−
[( k∑
i=1
Wi + ϕε
)2∗−1
−
( k∑
i=1
Wi
)2∗−1
− (2∗ − 1)
( k∑
i=1
Wi
)2∗−2
ϕε
]
= I1 + I2 + I3 + I4,
(5.8)
where each term Ii, 1 ≤ i ≤ 4, is given by the i-th line in the right-hand side
of (5.8). We first claim that the sole contribution to νℓ,j is given by I1:
Lemma 5.3. For any 1 ≤ ℓ ≤ k and any 0 ≤ j ≤ n there holds:∫
M
(I2 + I3 + I4)Zℓ,jdvg = o(Θℓ,j),
where Θℓ,j is as in (5.2), (5.3) and (5.4).
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Proof of Lemma 5.3. We estimate each term separately.
Estimation of I2. Let 0 ≤ j ≤ n. First, integrating by parts shows that∫
M
I2Zℓ,jdvg =
∫
M
ϕℓ,ε
((△g + cnSg + εh)Zℓ,j − (2∗ − 1)W 2∗−2ℓ Zℓ,j)dvg.
Assume first that j = 0. By (2.19) and (4.5), and since |Zℓ,0| .Wℓ, we get∣∣∣∣∣
∫
Bℓ+1
ϕℓ,ε
((△g + cnSg + εh)Zℓ,j − (2∗ − 1)W 2∗−2ℓ Zℓ,j)dvg
∣∣∣∣∣
. µ
n−6
2
ℓ
∫
Bℓ+1
|ϕε|dvg
. µ
n−6
2
ℓ
k∑
i=ℓ+1
∫
Bi\Bi+1
|ϕε|dvg = o(εµ2ℓ).
Similarly, using again (2.19) and (4.5),∣∣∣∣∣
∫
M\Bℓ
ϕℓ,ε
((△g + cnSg + εh)Zℓ,j − (2∗ − 1)W 2∗−2ℓ Zℓ,j)dvg
∣∣∣∣∣
.
ℓ−1∑
i=1
∫
Bi\Bi+1
(
µ
n−2
2
ℓ + εWℓ
)
|ϕε|dvg
= o(εµ2ℓ),
where this last integral is zero when ℓ = 1, and∣∣∣∣∣
∫
Bℓ\Bℓ+1
ϕℓ,ε
((△g + cnSg + εh)Zℓ,j − (2∗ − 1)W 2∗−2ℓ Zℓ,j)dvg
∣∣∣∣∣
.
∫
Bℓ\Bℓ+1
(
µ
n−2
2
ℓ + εWℓ
)
|ϕε|dvg
= o(εµ2ℓ).
In conclusion we have ∫
M
I2Zℓ,0dvg = o(Θℓ,0), (5.9)
for any 1 ≤ ℓ ≤ k, where Θ1,0 and Θℓ,0 are given respectively by (5.2) and
(5.4).
Assume now that 1 ≤ j ≤ n. Integrating by parts and using (2.20) gives∣∣∣∣
∫
M
I2Zℓ,jdvg
∣∣∣∣ . ε
∫
M
|ϕℓ,ε||Zℓ,j|dvg +
∫
M
µ
n
2
ℓ θ
2−n
ℓ |ϕℓ,ε|dvg.
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We first have, with (4.5):∫
Bℓ+1
(
ε|Zℓ,j|+ µ
n
2
ℓ θ
2−n
ℓ
)|ϕℓ,ε|dvg . µ2−n2ℓ
∫
Bℓ+1
|ϕε|dvg
= o(Θℓ,j)
for all 1 ≤ ℓ ≤ k, where Θℓ,j is given by (5.3) and (5.4). Straightforward
computations using (4.5) to estimate the integral over Bℓ\Bℓ+1 and M\Bℓ
similarly give ∫
M
I2Zℓ,jdvg = o(Θℓ,j) (5.10)
for any 1 ≤ ℓ ≤ k and 1 ≤ j ≤ n, where Θ1,j and Θℓ,j are given respectively
by (5.3) and (5.4).
Estimation of I3. By (4.5) and (5.8) we have
|I3(x)| .
{
W 2
∗−2
i |φε| if x ∈ Bi\Bi+1, i 6= ℓ
W 2
∗−3
ℓ
(
Wℓ−1 +Wℓ+1
)|ϕε| if x ∈ Bℓ\Bℓ+1 ,
where it is intended that the term Wℓ−1 vanishes when ℓ = 1 and the term
Wℓ+1 vanishes when ℓ = k. So that∣∣∣∣
∫
M
I3Zℓ,jdvg
∣∣∣∣ .∑
i 6=ℓ
∫
Bi\Bi+1
W 2
∗−2
i |ϕε||Zℓ,j|dvg
+
∫
Bℓ\Bℓ+1
W 2
∗−3
ℓ
(
Wℓ−1 +Wℓ+1
)|ϕε||Zℓ,j|dvg.
Assume first that ℓ = 1 and recall that B1 =M . Using (4.5) we obtain∫
M\B2
W 2
∗−3
1 W2|ϕε||Z1,j|dvg . o(µn−11 ) +
(
µ2
µ1
)n+2
2
= o(Θℓ,j)
for all 0 ≤ j ≤ n, where Θ1,j is as in (5.2) and (5.3). Similarly we have, using
(4.5) and since |Z1,j| .W1:∑
i≥2
∫
Bi\Bi+1
W 2
∗−2
i |ϕε||Z1,j|dvg .
∑
i≥2
∫
Bi\Bi+1
W 2
∗−2
i W1|ϕε|dvg
. µ2µ
n−2
1 + µ
n+2
2
2 µ
−n+2
2
1 + µ
n
2
2 µ
−n−2
2
1
= o(Θ1,j).
In the end we obtain ∫
M
I3Z1,jdvg = o(Θ1,j) (5.11)
for all 0 ≤ j ≤ n.
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Assume now that 2 ≤ ℓ ≤ k. First, straightforward computations using
(4.5) show that, for any 0 ≤ j ≤ n,∫
Bℓ\Bℓ+1
W 2
∗−3
ℓ
(
Wℓ−1 +Wℓ+1
)|ϕε||Zℓ,j|dvg .
∫
Bℓ\Bℓ+1
W 2
∗−2
ℓ
(
Wℓ−1 +Wℓ+1
)|ϕε|dvg
.
(
µℓ
µℓ−1
)n+2
2
+ εµ3ℓ +
(
µℓ+1
µℓ−1
)n+2
2
= o(Θℓ,j).
Similarly, using again (4.5) we have
∑
i≥ℓ+1
∫
Bi\Bi+1
W 2
∗−2
i |ϕε||Zℓ,j|dvg .
µ
n
2
ℓ+1
µℓµ
n−2
2
ℓ−1
+ µℓ+1
(
µℓ+1
µℓ
)n−2
2
= o(Θℓ,j)
for any 0 ≤ j ≤ n. Finally, on the one hand, using that |Zℓ,0| . Wℓ we find
∑
i≤ℓ−1
∫
Bi\Bi+1
W 2
∗−2
i |ϕε||Zℓ,0|dvg . µ
n−2
2
ℓ µ
1−n
2
ℓ−2 + µ
n+2
2
ℓ µ
−n+2
2
ℓ−1 + o
((
µℓ
µℓ−1
)n−2
2
)
= o(Θℓ,0).
On the other hand, using that |Zℓ,j| . µ
n
2
ℓ θ
1−n
ℓ for 1 ≤ j ≤ n, where θℓ is as in
(2.18), we have:
∑
i≤ℓ−1
∫
Bi\Bi+1
W 2
∗−2
i |ϕε||Zℓ,j|dvg . µ
n
2
ℓ µ
−1
ℓ−1µ
1−n
2
ℓ−2 + o
((
µℓ
µℓ−1
)n
2
)
= o(Θℓ,j).
In the end we thus have ∫
M
I3Zℓ,jdvg = o(Θℓ,j) (5.12)
for all 0 ≤ j ≤ n.
Estimation of I4. We finally estimate the contribution of I4. By definition
and by (4.5) we have
|I4| .
( k∑
i=1
Wi
)2∗−3|ϕε|2 in M
and therefore ∣∣∣∣
∫
M
I4Zℓ,jdvg
∣∣∣∣ .
k∑
i=1
∫
Bi\Bi+1
W 2
∗−3
i |Zℓ,j||ϕε|2dvg.
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Using again (4.5) and the following estimate on Zℓ,j:
|Zℓ,j| .
{
Wℓ if j = 0
µ
n
2
ℓ θ
1−n
ℓ if 1 ≤ j ≤ n
, (5.13)
we get by straightforwards computations that mimic those that led to (5.9),
(5.10), (5.11) and (5.12) that∫
M
I4Zℓ,jdvg = o(Θℓ,j), (5.14)
for any 1 ≤ ℓ ≤ k and 0 ≤ j ≤ n, where Θℓ,j is as in (5.2), (5.3) and
(5.4). Combining (5.9), (5.10), (5.11), (5.12) and (5.14) concludes the proof of
Lemma 5.3. 
Let us now estimate the contribution due to I1 in (5.8). We first claim that
the following holds: for any 1 ≤ ℓ ≤ k and 0 ≤ j ≤ n,∫
M
I1Zℓ,jdvg =
∫
M
[(
△g + cnSg + εh
)
Wℓ −W 2∗−1ℓ
−
[( k∑
i=1
Wi
)2∗−1 − k∑
i=1
W 2
∗−1
i
]]
Zℓ,j + o(Θℓ,j),
(5.15)
where Θℓ,j is as in (5.2), (5.3) and (5.4). Indeed, by definition of I1 in (5.8),
I1 =
k∑
i=1
[(
△g + cnSg + εh
)
Wi −W 2∗−1i
]
−
[( k∑
i=1
Wi
)2∗−1 − k∑
i=1
W 2
∗−1
i
]
.
By (2.6) and (2.13) and since (M, g) is locally conformally flat we have for any
1 ≤ i ≤ k, ∣∣∣(△g + cnSg + εh)Wi −W 2∗−1i ∣∣∣ . µ
n+2
2
i
θ4i
+ εWi.
Let i > ℓ. Straightforward computations using (2.8) show that∫
M
µ
n+2
2
i
θ4i
|Zℓ,j|dvg +
∫
M
εWi|Zℓ,j|dvg . (ε+ µ2i )εµ2i = o(Θℓ,j). (5.16)
Similarly, if i < ℓ, ∫
M
µ
n+2
2
i
θ4i
|Zℓ,j|dvg +
∫
M
εWi|Zℓ,j|dvg
.

µ
n−2
2
ℓ µ
n−2
2
i j = 0
µ
n
2
ℓ µ
n−4
2
i j ∈ {1, . . . , n}
= o(Θℓ,j)
(5.17)
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again by (2.8). Estimates (5.16) and (5.17) together prove (5.15).
We now prove the following claim:
Lemma 5.4. For ℓ ≥ 2,
−
∫
M
[( k∑
i=1
Wi
)2∗−1− k∑
i=1
W 2
∗−1
i
]
Zℓ,jdvg = −nD3
(
µℓ
µℓ−1
)n
2
∂jU0(zℓ) + o(Θℓ,j)
for some positive constant D3 (given by (5.18) below), while for ℓ = 1
−
∫
M
[( k∑
i=1
Wi
)2∗−1 − k∑
i=1
W 2
∗−1
i
]
Z1,jdvg = o(Θ1,j).
Proof. We first assume that ℓ ≥ 2. On Bℓ+1 we have∣∣∣∣∣(
k∑
i=1
Wi
)2∗−1 − k∑
i=1
W 2
∗−1
i
∣∣∣∣∣ .W 2∗−2ℓ+1 (
∑
p≥ℓ+2
Wp +Wℓ),
with the convention that Wi = 0 if i ≥ k + 1, so that∣∣∣∣∣
∫
Bℓ+1
[( k∑
i=1
Wi
)2∗−1 − k∑
i=1
W 2
∗−1
i
]
Zℓ,jdvg
∣∣∣∣∣ .
(
µℓ+2
µℓ
)n−2
2
+
(
µℓ+1
µℓ
)n
2
= o(Θℓ,j),
since by (2.8) we have (for ℓ ≥ 2):
µℓ+1
µℓ
= o
(
µℓ
µℓ−1
)
.
Independently, if i ≤ ℓ− 1, we have∣∣∣∣∣(
k∑
i=1
Wi
)2∗−1 − k∑
i=1
W 2
∗−1
i
∣∣∣∣∣ .W 2∗−2i (Wi+1 +Wi−1) in Bi\Bi+1,
with the convention that W0 = 0. Using that |Zℓ,0| . Wℓ and that |Zℓ,j| .
µ
n
2
ℓ θ
1−n
ℓ then gives that∣∣∣∣∣
∫
M\Bℓ
[( k∑
i=1
Wi
)2∗−1 − k∑
i=1
W 2
∗−1
i
]
Zℓ,0dvg
∣∣∣∣∣ .
ℓ−1∑
i=1
((
µℓ
µi
)n
2
+
(
µℓ
µi−1
)n−2
2
)
= o(Θℓ,0),
and that∣∣∣∣∣
∫
M\Bℓ
[( k∑
i=1
Wi
)2∗−1 − k∑
i=1
W 2
∗−1
i
]
Zℓ,jdvg
∣∣∣∣∣ .
ℓ−1∑
i=1
((
µℓ
µi
)n+1
2
+
µ
n
2
ℓ
µ
n−2
2
i−1 µi
)
= o(Θℓ,j),
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with the convention that the term
(
µℓ
µi−1
)n−2
2
vanishes if i = 1. It therefore
remains to estimate the integral over Bℓ\Bℓ+1. Using (2.13) we can write that∣∣∣∣∣(
k∑
i=1
Wi
)2∗−1 − k∑
i=1
W 2
∗−1
i − (2∗ − 1)W 2
∗−2
ℓ
ℓ−1∑
i=1
Wi
∣∣∣∣∣
.W 2
∗−2
ℓ
∑
p≥ℓ+1
Wp +W
2∗−3
ℓ (W
2
ℓ+1 +W
2
ℓ−1),
so that∣∣∣∣∣
∫
Bℓ\Bℓ+1
[( k∑
i=1
Wi
)2∗−1 − k∑
i=1
W 2
∗−1
i − (2∗ − 1)W 2
∗−2
ℓ
ℓ−1∑
i=1
Wi
]
Zℓ,jdvg
∣∣∣∣∣
.
(
µℓ+1
µℓ
)n−2
2
+


(
µℓ
µℓ−1
)n
2
j = 0
(
µℓ
µℓ−1
)n+1
2
j ∈ {1, . . . , n}
= o(Θℓ,j).
For the last line we wrote that(
µℓ+1
µℓ
)n−2
2
=
(
µℓ
µℓ−1
)n−2
2
(
µℓ+1µℓ−1
µ2ℓ
)n−2
2
= o(Θℓ,j),
and used (2.8), which shows that(
µℓ+1µℓ−1
µ2ℓ
)n−2
2
= o
(
µℓ
µℓ−1
)
.
We have thus proven that
−
∫
M
[( k∑
i=1
Wi
)2∗−1 − k∑
i=1
W 2
∗−1
i
]
Zℓ,jdvg
= −(2∗ − 1)
∫
Bℓ\Bℓ+1
W 2
∗−2
ℓ
( ∑
i≤ℓ−1
Wi
)
Zℓ,jdvg + o(Θℓ,j).
Let, for any y ∈ B0( µℓµℓ−1 ) and any i ≤ ℓ− 1:
Wˆi(y) = µ
n−2
2
ℓ Wi
(
exp
gξℓ
ξℓ
(µℓy)
)
.
As is easily checked, Vj defined in (2.17) satisfies
Vj(x) = −n∂jU0(x) for all x ∈ Rn.
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Let i ≤ ℓ − 1. Using (2.11), changing variables and integrating by parts we
have
(2∗ − 1)
∫
Bℓ\Bℓ+1
W 2
∗−2
ℓ WiZℓ,j = (2
∗ − 1)
∫
B0
(
µℓ−1
µℓ
) U2∗−20 VjWˆidy + o(Θℓ,j)
= n
∫
B0
(
µℓ−1
µℓ
) U2∗−10 ∂jWˆidy + o(Θℓ,j).
If i ≤ ℓ− 2 we have, for any y ∈ B0( µℓµℓ−1 ),∣∣∂jWˆi(y)∣∣ .
(
µℓ
µi
)n
2
,
so that
n
∫
B0
(
µℓ−1
µℓ
) U2∗−10 ∂jWˆidy = o(Θℓ,j).
If i = ℓ− 1 we write that
∣∣∂jWˆℓ−1(y)− ∂jWˆℓ−1(0)∣∣ .
(
µℓ
µℓ−1
)n+2
2
|y|,
so that
n
∫
B0
(
µℓ−1
µℓ
) U2∗−10 ∂jWˆℓ−1dy = nD3∂jWˆℓ−1(0) + o(Θℓ,j),
where we have let
D3 =
∫
Rn
U2
∗−1
0 dy. (5.18)
It remains to notice that, by definition of ξℓ in (2.10), we have
∂jWˆℓ−1(0) =
(
µℓ
µℓ−1
)n
2 (
∂jU0(zℓ) + o(1)
)
,
where U0 is as in (2.16). This concludes the proof of Lemma 5.4 when ℓ ≥ 2.
It remains to prove the ℓ = 1 case. We have, with (2.13) and the convention
that Wk+1 = 0 and W0 = 0, that∣∣∣∣∣−
∫
M
[( k∑
i=1
Wi
)2∗−1 − k∑
i=1
W 2
∗−1
i
]
Z1,jdvg
∣∣∣∣∣
.
∑
i≥1
∫
Bi\Bi+1
W 2
∗−2
i
(
Wi−1 +Wi+1
)|Z1,j|dvg
.
∑
i≥2
(
µ
n
2
i
µi−1µ
n−2
2
1
+
(
µi+1
µ1
)n−2
2
)
+
(
µ2
µ1
)n−2
2
= o(Θ1,j)
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for any 0 ≤ j ≤ n, by (5.5). This concludes the proof of Lemma 5.4. 
We are now in position to conclude the proof of Propositions 5.1 and 5.2. By
Lemma 5.4 and (5.15) we only need to estimate the first term in the right-hand
side of (5.15). We first treat the j = 0 case. By definition of Wℓ in (2.11) and
Zℓ,0 in (2.15) it is easily seen that there holds
2
n− 2µℓ
∂
∂µℓ
Wℓ = (n− 2)ωn−1Ggξ(ξ, x)dgξ(ξ, x)n−2Zℓ,0 +O(µ
n−2
2
ℓ )
By (2.1) and (2.2) this gives, since (M, g) is locally conformally flat:
Zℓ,0 =
(
1 +O
(
dgξℓ (ξℓ, x)
n−2)) 2
n− 2µℓ
∂
∂µℓ
Wℓ +O(µ
n−2
2
ℓ ).
The latter expression then gives∫
M
[(
△g + cnSg + εh
)
Wℓ −W 2∗−1ℓ
]
Zℓ,0dvg
=
2
n− 2µℓ
∂
∂µℓ
[
1
2
∫
M
|∇Wℓ|2 + (cnSg + εh)W 2ℓ dvg −
1
2∗
∫
M
W 2
∗
ℓ dvg
]
+ o(Θℓ,0).
(5.19)
For any ℓ ≥ 1, The computations in Esposito-Pistoia-Ve´tois [12] (Lemma 4.1)
show that
1
2
∫
M
|∇Wℓ|2 + (cnSg + εh)W 2ℓ dvg −
1
2∗
∫
M
W 2
∗
ℓ dvg
= D1εh(ξℓ)µ
2
ℓ −D2µn−2ℓ m(ξℓ) + o(εµ2ℓ)
(5.20)
for some positive constants D1 and D2, where m(ξℓ) is the mass as defined in
(2.1), and where the o(·) terms are C1 with respect to µℓ and to ξℓ. Plugging
(5.20) into (5.19) yields∫
M
[(
△g + cnSg + εh
)
Wℓ −W 2∗−1ℓ
]
Zℓ,0dvg
=
4D1
n− 2εh(ξℓ)µ
2
ℓ − 2D2µn−2ℓ m(ξℓ) + o(Θℓ,0).
(5.21)
Assume now that 1 ≤ j ≤ n. Lemmas 6.2 and 6.3 in [12] similarly show that∫
Bℓ
[(△g + cnSg + εh)Wℓ −W 2∗−1ℓ
]
Zℓ,jdvg
= nµℓ
∂
∂(ξℓ)j
[
1
2
∫
M
|∇Wℓ|2 + (cnSg + εh)W 2ℓ dvg −
1
2∗
∫
M
W 2
∗
ℓ dvg
]
+ o(Θℓ,j).
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With (5.20) this gives:∫
Bℓ
[(△g + cnSg + εh)Wℓ −W 2∗−1ℓ
]
Zℓ,jdvg
= nD1ε∇jh(ξℓ)µ3ℓ − nD2µn−1ℓ ∇jm(ξℓ) + o(Θℓ,j)
= o(Θℓ,j).
(5.22)
Coming back to (5.8) and using Lemma 5.3, (5.15), Lemma 5.4, (5.21) and
(5.22) concludes the proof of Propositions 5.1 and 5.2. 
We now conclude the proof of Theorem 1.1:
End of the proof of Theorem 1.1. Recall that (M, g) is a locally conformally
flat manifold of dimension n ≥ 7. Define a function F : Sk → Rk(1+n) by:
F (t1, ξ1, . . . , tk, zk) =


4D1
n− 2h(ξ1)t
2
1 − 2D2tn−21 m(ξ1)(
nD1t
3
1∇jh(ξ1)− nD2tn−11 ∇jm(ξ1)
)
1≤j≤n

4D1
n− 2h(ξ1)t
2
ℓ −D3
(
tℓ
tℓ−1
)n−2
2
U0(zℓ)
− nD3
(
tℓ
tℓ−1
)n
2
∂jU0(zℓ)


2≤ℓ≤k,1≤j≤n


,
where Sk is as in (2.9). Assume that (M, g) is not conformally diffeomorphic
to the standard sphere and let ξ0 be a critical point of the mass function
ξ 7→ m(ξ) > 0. Choose now h ∈ C1(M) such that h(ξ0) = 1 and ∇h(ξ0) = 0
and let
t1,0 =
(
2D1
(n− 2)D2m(ξ0)
) 1
n−4
.
Assume also that h is chosen so that ξ0 has non-zero degree as a zero of
ξ 7→ nD1t31,0∇h(ξ)− nD2tn−11,0 ∇m(ξ).
These conditions are obviously met if h ≡ 1 and ξ0 is a non-degenerate critical
point of the mass function ξ 7→ m(ξ). Let finally, for 2 ≤ ℓ ≤ k,
tℓ,0 =
(
4D1
(n− 2)D3 t
n−2
2
ℓ−1,0
) 2
n−6
.
It is then easily seen that
(
t1,0, ξ0, (tℓ,0, 0)2≤ℓ≤k
)
is a zero of F with non-zero
degree. In particular, for any ε small enough, by Propositions 5.1 and 5.2,
there exists (t1,ε, ξ1,ε, (tℓ,ε, zℓ,ε)2≤ℓ≤k) ∈ Sk that annihilates the νi,j defined
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in (5.1). Denote by µℓ,ε and ξℓ,ε, 1 ≤ ℓ ≤ k, the parameters associated to
(t1,ε, ξ1,ε, (tℓ,ε, zℓ,ε)2≤ℓ≤k) ∈ Sk as in (2.7) and (2.10). By (5.1), the function
uε =
k∑
i=1
Wi,ε + ϕε
=
k∑
i=1
Wµℓ,ξℓ + ϕε
(
(t1,ε, ξ1,ε, (tℓ,ε, zℓ,ε)2≤ℓ≤k
)
solves (1.3). By the pointwise estimates on ϕε given by Proposition 4.1 it is
easily seen that uε blows-up with k towering bubbles around ξ0. This concludes
the proof of Theorem 1.1. 
6. Sign-changing bubble towers for the Bre´zis-Nirenberg
problem
We prove in this section Theorem 1.2. Let us consider the Brezis-Nirenberg
problem
△ξu− εu = |u| 4n−2u in Ω, u = 0 on ∂Ω, (6.1)
where Ω is a bounded open domain in Rn, n ≥ 7, △ξ = −
∑n
i=1 ∂
2
i and ε is
a positive small parameter. For µ > 0 and ξ ∈ Ω we introduce the standard
bubble
Uµ,ξ(x) := µ
−n−2
2 U0
(
x− ξ
µ
)
, (6.2)
where U0 is given by (2.16), and its projection PΩUµ,ξ on the space H
1
0 (Ω), i.e.
the solution to the Dirichlet boundary problem
△ξPΩUµ,ξ = △ξUµ,ξ in Ω, PΩUµ,ξ = 0 on ∂Ω.
It is well known that (see e.g. Proposition 1 in Rey [33]) that
PΩUµ,ξ(x) = Uµ,ξ(x)− cnµn−22 H(x, ξ) +O
(
µ
n+2
2
)
(6.3)
with cn := (n(n− 2))
n−2
2 ωn−1, and that this expansion holds true uniformly
with respect to x ∈ Ω and ξ in compact sets of Ω. Here H(·, ξ) is the regular
part of the Green function G of △ξ in Ω with Dirichlet boundary condition,
defined by
G(x, y) =
1
(n− 2)ωn−1 |x− y|
2−n −H(x, y) ∀x 6= y ∈ Ω. (6.4)
For an integer k ≥ 1, we look for a sign-changing solution to (6.1) having the
following form:
u(x) =
k∑
ℓ=1
(−1)ℓPΩUµℓ,ξℓ(x) + ϕε(x), (6.5)
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where the concentration parameters satisfy
µℓ = tℓǫ
γℓ for tℓ > 0 and γℓ =
n− 2
2(n− 4)
(
n− 2
n− 6
)ℓ−1
− 1
2
(6.6)
and the concentration points are given by
ξ1 ∈ Ω and ξℓ = ξℓ−1 + µℓ−1zℓ with zℓ ∈ Rn, for any 2 ≤ ℓ ≤ k (6.7)
All the arguments developed in the proof of Theorem 1.1 adapt straightfor-
wardly in this setting with
• the bubbles Wℓ replaced by the bubbles PΩUµℓ,ξℓ ,
• the elements Zℓ,j in (2.15) replaced by
ZΩ,ℓ,j := PΩ
(
µ
−n−2
2
ℓ Vj
(
x− ξℓ
µℓ
))
where Vj is defined in (2.17), and Kk in (2.23) is replaced by
KΩ,k = Span
{
ZΩ,ℓ,j, 1 ≤ ℓ ≤ k, 0 ≤ j ≤ n
}
.
• and the configuration space Sk defined in (2.9) replaced by the set
SΩ,k =
{
(ξ, z2, . . . , zk, t1, . . . , tk) : d(ξ, ∂Ω) ≥ d, |zℓ| ≤ 1, A−1 ≤ tℓ ≤ A
}
for some fixed constants d > 0 and A > 1.
More precisely, let for (ξ, z2, . . . , zk, t1, . . . , tk) ∈ SΩ and for x ∈ Ω:
• ΨΩ,ε(x) = µ1−
n
2
ℓ−1
(
µℓ
µℓ + |x− ξℓ|
)2
+ εµ
3−n
2
ℓ−1
+
(µℓ+1 + |ξℓ+1 − x|)2
µ2ℓ
PΩUµℓ+1,ξℓ+1(x)1{|x−ξℓ+1|≤µℓ}
if x ∈ Bℓ\Bℓ+1, for ℓ ≥ 2,
• ΨΩ,ε(x) = µ
n+2
2
1
(µ1 + |ξ1 − x|)2 +
(µ2 + |ξ2 − x|)2
µ21
PΩUµ2,ξ2(x)1{|ξ2−x|≤µ1}
if x ∈M\B2,
where we have let Bi = B(ξi,
√
µiµi−1) for i ≥ 2 and B1 = Ω\B2. A careful
inspection of the proofs of Proposition 3.2 and Proposition 4.1 shows that the
analysis carries on here (since the points ξ1, . . . , ξℓ live in compact sets in the
interior) and yields the following result:
Proposition 6.1. Let k ≥ 1 be an integer and let f(u) = |u|2∗−2u for u ∈ R.
There exist ε1 > 0 and C > 0 such that the following holds. For any ε ∈ (0, ε1)
and for any
(
ξ, z2, . . . , zk, t1, . . . , tk
) ∈ SΩ,k, there exists
ϕε := ϕε
(
ξ, z2, . . . , zk, t1, . . . , tk
)
∈ K⊥Ω,k
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which is the unique solution to
ΠK⊥Ω,k
[
k∑
ℓ=1
(−1)ℓPΩUµℓ,ξℓ +ϕε− (△ξ−ε)−1
(
f
( k∑
ℓ=1
(−1)ℓPΩUµℓ,ξℓ +ϕε
))]
= 0
that both belongs to K⊥Ω,k and satisfies |ϕε| ≤ CΨΩ,ε. In addition,(
ξ, z2, . . . , zk, t1, . . . , tk
) ∈ SΩ,k 7→ ϕε ∈ C0(Ω)
is continuous for any fixed value of ε.
As in Section 5, this Proposition asserts the existence of (νℓ,j), 1 ≤ ℓ ≤ k
and 0 ≤ j ≤ n such that
(△ξ − ε)( k∑
ℓ=1
(−1)ℓPΩUµℓ,ξℓ + ϕε
)
− f
(
k∑
ℓ=1
(−1)ℓPΩUµℓ,ξℓ + ϕε
)
=
∑
ℓ=1..k
j=0..n
νℓ,j(△ξ − ε)ZΩ,ℓ,j
(6.8)
in Ω. Again, the analysis carried on in Section 5 remains true here. By (2.1)
and (6.4) the analogue of the mass m(ξ1) is the opposite of Robin’s function
−H(ξ, ξ). Taking into account that two consecutive bubbles have different
sign so that their interaction is negative instead of positive, Proposition 5.1
and Proposition 5.1 can be rephrased as follows:
Proposition 6.2.
• (i) If ℓ = 1 then:
‖∇V0‖2L2(Rn)ν1,0
(
ξ, z2, . . . , zk, t1, . . . , tk
)
= ε1+2γ1
(
− 4D1
n− 2t
2
1 + 2D2t
n−2
1 H(ξ, ξ) + Λ0,1
)
and, for 1 ≤ j ≤ n,
‖∇Vj‖2L2(Rn)ν1,j
(
ξ, z2, . . . , zk, t1, . . . , tk
)
= ε1+3γ1
(
nD2t
n−1
1 ∂jH(ξ, ξ) + Λj,1
)
as ε→ 0.
• (ii) If 2 ≤ ℓ ≤ k
‖∇V0‖2L2(Rn)νℓ,0
(
ξ, z2, . . . , zk, t1, . . . , tk
)
= ε1+2γℓ
(
− 4D1
n− 2t
2
ℓ +D3
(
tℓ
tℓ−1
)n−2
2
U0(zℓ) + Λ0,ℓ
)
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and, for 1 ≤ j ≤ n,
‖∇Vj‖2L2(Rn)νℓ,j
(
ξ, z2, . . . , zk, t1, . . . , tk
)
= ε
n
2
(γℓ−γℓ−1)
(
nD3
(
tℓ
tℓ−1
)n
2
∂jU0(zℓ) + Λj,ℓ
)
as ε→ 0.
The functions U0 is defined in (2.16), the positive constants Di are the same
as in Propositions 5.1 and 5.2 and the Λj,ℓ’s are continuous functions on SΩ,k
which converge uniformly to 0 as ε→ 0.
Proof of Theorem 1.2. With Proposition 6.2 the end of the proof of Theorem
1.2 follows the same lines than the one of Theorem 1.1. Let ξ0 be a non-
degenerate interior critical point of the Robin’s function ξ 7→ H(ξ, ξ). Let
t1,0 =
(
2D1
(n− 2)D2H(ξ0, ξ0)
) 1
n−4
and, for ℓ ≥ 2,
tℓ,0 =
(
4D1
(n− 2)D3 t
n−2
2
ℓ−1,0
) 2
n−6
.
It is then easily checked that(
t1,0, ξ0, (tℓ,0, 0)2≤ℓ≤k
)
is a zero of the system

− 4D1
n− 2t
2
1 + 2D2t
n−2
1 H(ξ, ξ) = 0
nD2t
n−1
1 ∂jH(ξ, ξ) = 0

− 4D1
n− 2t
2
ℓ +D3
(
tℓ
tℓ−1
)n−2
2
U0(zℓ)
nD3
(
tℓ
tℓ−1
)n
2
∂jU0(zℓ)


2≤ℓ≤k
= 0
with non-zero degree. It is then stable under C0−perturbations. For any ε > 0
this provides us with
(
ξε, z2,ε, . . . , zk,ε, t1,ε, . . . , tk,ε
)
such that
νℓ,j
(
ξε, z2,ε, . . . , zk,ε, t1,ε, . . . , tk,ε
)
= 0
for all 1 ≤ ℓ ≤ k and 0 ≤ j ≤ n. By (6.8), the corresponding
ϕε = ϕε
(
ξε, z2,ε, . . . , zk,ε, t1,ε, . . . , tk,ε
)
provides us with a solution of (6.1) and concludes the proof of Theorem 1.2. 
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The Robin’s function ξ 7→ H(ξ, ξ) always admits an interior critical point
since H is positive and H(ξ, ξ) → +∞ as ξ → ∂Ω. And for generic domains
Ω, all the critical points of the Robin’s function are non-degenerate as proved
in Micheletti-Pistoia [25]. Finally, here again, if one considers more general
equations of the form
△ξu− εhu = |u| 4n−2u in Ω, u = 0 on ∂Ω
for h ∈ C0(Ω), an analogue of Theorem 1.2 can be proven where towering
phenomena occur at any critical point of the Robin’s function ξ 7→ H(ξ, ξ)
(provided h is suitably chosen). Proposition 6.1 remains indeed true and the
details are identical to those developed at the very end of Section 5.
Appendix A. Technical Results
We keep the notations of Section 2. The integer k ≥ 1 refers to the number
of bubbles.
A.1. Proof of (2.21) and (2.22). Let 1 ≤ i < j ≤ k and 0 ≤ p, q ≤ n. We
first prove (2.21). We write for this, using (2.14), (2.19) and (2.20) and since
|Zi,p| .Wi, that
〈Zi,p, Zi,q〉 =
∫
M
(△g + cnSg + εh)Zi,pZi,qdvg
= (2∗ − 1)
∫
M
W 2
∗−2
i Zi,pZi,qdvg +O(
∫
M
W 2i dvg)
= (2∗ − 1)
∫
M
W 2
∗−2
i Zi,pZi,qdvg +O(µ
2
i ).
Letting y = exp
gξi
ξi
(µix) and using the conformal invariance of the conformal
laplacian and (2.4) we get:∫
M
W 2
∗−2
i Zi,pZi,qdvg =
∫
Bgξi
(ξi,r0)
W 2
∗−2
i Zi,pZi,qdvg +O(µ
n
i )
=
∫
B(0,
r0
µi
)
U2
∗−2
0 VpVqdx+O(µ
4
i )
=
∫
Rn
U2
∗−2
0 VpVqdx+O(µ
4
i )
= ‖∇Vp‖2L2(Rn)δpq +O(µ4i ),
where r0 is as in (2.3), which proves (2.21).
58 BRUNO PREMOSELLI
We now prove (2.22). With (2.19) and (2.20) we have:
〈Zi,p, Zj,q〉
=
∫
M
[
△gZj,q + (cnSg + εh)Zj,q
]
Zi,pdvg
= (2∗ − 1)
∫
M
W 2
∗−2
j Zj,qZi,pdvg +
∫
M
(
εZj,qZi,p +O
(
µjWj |Zi,q|
))
dvg
= O
((
µj
µi
)n−2
2
)
,
where we just used the rough estimate |Zi,p| . µ1−
n
2
i .
A.2. Additional material. We prove two inequalities that were used several
times throughout the proof.
Lemma A.1. Let i ∈ {1, . . . , k}, and x ∈M . We have:
If 0 ≤ p < n− 4 :∫
Bi\Bi+1
dg(x, ·)2−nW 2∗−2i
(
µi
θi
)p
dvg
.


(
µi
θi(x)
)p+2
if x ∈ Bi
µ
p+2
2
i µ
n−4−p
2
i−1 Wi(x) if x ∈M\Bi
If p > n− 4 :∫
Bi\Bi+1
dg(x, ·)2−nW 2∗−2i
(
µi
θi
)p
dvg .
(
µi
θi(x)
)n−2
= µ
n−2
2
i Wi(x),
(A.1)
where θi is as in (2.18).
Proof. Assume first that dgξi (ξi, x) ≤ 2
√
µiµi−1. Then W 2
∗−2
i . µ
2
i θi(x)
−4,
where θi is as in (2.18). If 0 ≤ p < n−4, the result follows from Giraud’s lemma.
While if p > n−4 letting y = expgξiξi (µiz) in the integral and xˇ = 1µi exp
gξi
ξi
−1
(x)
yields :∫
Bi\Bi+1
dg(x, ·)2−nW 2∗−2i
(
µi
θi
)p
dvg .
∫
Rn
|xˇ− z|2−n(1 + |z|)−n−2dz
.
1
(1 + |xˇ|)n−2 .
(
µi
θi(x)
)n−2
.
Assume then that dgξi (ξi, x) ≥ 2
√
µi−1µi (note that this only makes sense for
i ≥ 2). Then for any y ∈ Bi one has dg(x, y) & dg(x, ξi) & θi(x). If p < n − 4
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we then have∫
Bi\Bi+1
dg(x, ·)2−nW 2∗−2i
(
µi
θi
)p
dvg . θi(x)
2−n
∫
Bi
W 2
∗−2
i
(
µi
θi
)p
= θi(x)
2−nµp+2i (µiµi−1)
n−4−p
2
= µ
p+2
2
i µ
n−4−p
2
i−1 Wi(x),
while if p > n− 4 we have∫
Bi\Bi+1
dg(x, ·)2−nW 2∗−2i
(
µi
θi
)p
dvg . θi(x)
2−n
∫
Bi
W 2
∗−2
i
(
µi
θi
)p
= θi(x)
2−nµn−2i
∫
Rn
(1 + |y|)−p−4dy
.
(
µi
θi(x)
)n−2
.
Note finally that, in the intermediate case
√
µi−1µi ≤ dgξi (ξi, x) ≤ 2
√
µi−1µi
we have (
µi
θi(x)
)p+2
∼
(
µi
µi−1
) p+2
2
∼ µ
p+2
2
i µ
n−4−p
2
i−1 Wi(x)
and this holds true for 0 ≤ p ≤ n− 4, so that the result follows. 
Lemma A.2. For any i, j ∈ {1, . . . , k}, i < j, and any x ∈M , we have∫
Bi\Bi+1
W 2
∗−2
i Wjdg(x, ·)2−ndvg
.


(
µj
µi+1
)n−2
2 µi+1
µi
µ
1−n
2
i if x ∈ Bi+1(
µj
µi
)n−2
2
Wi(x) if x ∈ Bi\Bi+1 and θj(x) ≥ µi
θj(x)
2
µ2i
Wj(x) if x ∈ Bi\Bi+1 and θj(x) ≤ µi
(
µj
µi
)n−2
2
Wi(x) if x ∈ M\Bi.
(A.2)
Proof. Assume first that dgξi (ξi, x) ≥
√
µiµi−1, that is x ∈ M\Bi (this case is
empty if i = 1). Changing variables in the integral by y = exp
gξi
ξi
(µix) and
using Giraud’s lemma yields in this case∫
Bi\Bi+1
W 2
∗−2
i Wjdg(x, ·)2−ndvg . θi(x)2−nµ
n−2
2
j =
(
µj
µi
)n−2
2
Wi(x).
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Assume now that x ∈ Bi+1, so in particular θj(x) . √µi+1µi by (2.18). We let
the change of variables
y = exp
gξj
ξj
(θj(x)z)
in the integral. By (2.10) one has∫
Bi\Bi+1
W 2
∗−2
i Wjdg(x, ·)2−ndvg
. µ−2i µ
n−2
2
j θj(x)
4−n
×
∫
B0
(
2
√
µi−1µi
θj(x)
)
\B0
(
1
2
√
µi+1µi
θj (x)
) |xˇi − z|2−n
( µj
θj(x)
+ |z|
)2−n
dz,
where we have let xˇi =
1
θj(x)
(exp
gξj
ξj
)−1(x). As is easily checked, the previous
integral is always uniformly integrable whatever the value of θj(x) is, and there
holds |xˇi| ≤ 1 by definition of θj . So that in the end∫
Bi\Bi+1
W 2
∗−2
i Wjdg(x, ·)2−ndvg . µ−2i µ
n−2
2
j θj(x)
4−n
∫
Rn\B0
(√
µi+1µi
θj (x)
) |z|4−2ndz
. µ−2i µ
n−2
2
j θj(x)
4−n
(
θj(x)√
µi+1µi
)n−4
.
(
µj
µi+1
)n−2
2 µi+1
µi
µ
1−n
2
i .
Assume now that x ∈ Bi\Bi+1. The change of variables
y = exp
gξj
ξj
(µiz)
gives∫
Bi\Bi+1
W 2
∗−2
i Wjdg(x, ·)2−ndvg
. µ
n−2
2
j µ
2−n
i
∫
Rn\B0
(
1
2
√
µi+1
µi
)(1 + |ξˇ − y|)−4|y|2−n|xˇ− y|2−ndy, (A.3)
where we have let ξˇ = 1
µi
(exp
gξj
ξj
)−1(ξi) and xˇ = 1µi (exp
gξj
ξj
)−1(x). Since x 6∈ Bi+1
we have θj(x) &
√
µi+1µi and thus |xˇ| & θj(x)µi . Assume first that |xˇ| & 1. Then
we also have θj(x) & θi(x), so that classical integral comparison results yield∫
Bi\Bi+1
W 2
∗−2
i Wjdg(x, ·)2−ndvg . µ
n−2
2
j µ
2−n
i (1 + |xˇ|)2−n .
(
µj
µi
)n−2
2
Wi(x).
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Assume finally that |xˇ| . 1. A standard Giraud-type argument (see e.g. lemma
7.5 in Hebey [13]) yields with (A.3)∫
Bi\Bi+1
W 2
∗−2
i Wjdg(x, ·)2−ndvg . µ
n−2
2
j µ
2−n
i |xˇ|4−n
.
θj(x)
2
µ2i
Wj(x),
which concludes the proof of (A.2). 
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