We describe the Schwarzian equations for the 328 completely replicable functions with integral q-coefficients [Ford et al., 'More on replicable functions ', Comm. Algebra 22 (1994) no. 13, 5175-5193].
Introduction
We assume familiarity with [1, 3, 7, 13, 14] .
In 1877, Dedekind [4] gave the Schwarzian equation
for the principal modulus, λ, on Γ(2). He even defined the j-function by its Schwarzian equation {j, z} + 36j 2 − 41j + 32 72j 2 (1 − j) 2 j 2 = 0, which loses its mystery when expanded as a partial fraction that describes its fundamental domain (see (6) ). It is useful to define:
• the arithmetic j-function j arith (z) = 1 q + 744 + 196884q + . . . for q = e 2πiz , z ∈ H + ;
• the monster j-function j monst (z) = j arith (z) − 744; and • the analytic j-function j anal (z) = 1 1728 j arith (z).
From the Schwarzian equation
we list R(f ) for all completely replicable f with q-coefficients in Z.
Preliminaries: the Schwarz derivative

Definition and properties
The Schwarz derivative is a differential operator defined for a meromorphic function f on a domain D of C by
the schwarzian equation for completely replicable functions where f = (1/2πi) (df /dz). This was used by Poincaré in his 1882 paper Mémoire sur les fonctions fuchsiennes [12] . It also appears in [5, 8, 10, 11] . We give some properties of the Schwarz derivative (see [9] ).
• For all • It is a quadratic differential. If u is a function of z, then {f, z} dz 2 = {f, u} du 2 + {u, z} dz 2 .
• In particular, for a, b, c, d, as above, and u = (az + b)/(cz + d),
{f, u} = (cz + d) 4 ad − bc {f, z}.
• Inversion formula. If f (z 0 ) = 0 for some point z 0 , then, in a neighborhood of z 0 , {z, f } = −(dz/df ) 2 {f, z}.
Link with differential equations
One of our motivations for this paper is the role played by the Schwarz derivative in differential equations. In fact, there is a close relationship between the Schwarz derivative and second-order linear differential equations that can be illustrated as follows. Let R(z) be a meromorphic function on a domain D of C. Then the (local) solutions of the second-order linear differential equation y (z) + R(z)y(z) = 0 (1) are two-dimensional vector spaces, and if y 1 and y 2 are two linearly independent solutions, then the quotient f = y 1 /y 2 is a solution of the Schwarzian equation
Conversely, if f is a solution to (2) , then y 1 = f / √ f , y 2 = 1/ √ f are two linearly independent solutions to (1) .
Furthermore, if we set u = f /f , then from (1) we obtain the Riccati differential equation 2u − u 2 = R(z).
Modular Schwarzian equations
In this section, we establish the Schwarzian equation that we used to compute R(f ).
Schwarz derivative of modular functions
In [10] , it was shown that the Schwarz derivative can have an important role in the theory of modular forms as well. The following proposition is an example.
Proposition 3.1 [10] . (i) If f is a modular function for a discrete subgroup G (of the first kind) of PSL 2 (R), then {f, z} is a weight four modular form for G.
(ii) If Γ is of genus zero and f Γ is a principal modulus for Γ, then {f Γ , z} is a weight four modular form for the normalizer of Γ inside PSL 2 (R).
Theorem 3.4 [6] . If f is non-constant, then the (multi-valued) inverse function z = z(f ) can be expressed as the quotient of two (linearly independent) solutions of the differential equation
where R is an algebraic function of f . Moreover, if f has a single pole in the fundamental domain of Γ, then R is a rational function of f . Now, from the results of § 2.2, it follows that
and using the inversion formula, {f, z} = −R(f )f 2 .
For Γ of genus zero, we deduce a similar type of equation involving the principal modulus for Γ. Indeed, let f Γ denote the principal modulus for Γ. Then, on the one hand, using the chain rule property for the Schwarz derivative, we see that {f, z} is a weight four modular form for Γ. On the other hand, an easy computation shows that f is a weight two modular form for Γ, so that f 2 is of weight two. Hence the quotient {f, z}/f 2 is a modular function for Γ which is of genus zero, and therefore it is a rational function in f Γ .
In other words, f satisfies the differential equation the schwarzian equation for completely replicable functions Remark 3.1.
• The above reasoning provides a direct proof in the case of genus zero groups only. In positive genus, this argument fails, simply because the field of modular functions is no longer generated by a single function.
• We conclude this subsection by noticing that the degree of R(f Γ ), that is, the maximum degree of the numerator and denominator, is at most 52 by Proposition 3.1 as we are counting both elliptic points and ∞ as poles. This bound also holds for all completely replicable functions with integer coefficients, as our computation shows.
A fundamental example
In the introduction, we gave the example of the analytic j-function. We show the connection to Picard-Fuchs equations. We have seen that the j-function satisfies the Schwarzian equation
from which we deduce that
which has a partial fraction
We see from this expression that the poles are located at the elliptic points z = ρ and z = i. Equation (5) has an equivalent formulation of hypergeometric type given by the PicardFuchs equation
This example appears in [8] , where Schwarz equations are used to find solutions of certain Halphen-type differential equations.
Appendix
In this appendix we list all rational modular functions for the class of completely replicable functions with integer coefficients as it appears in [7] . There are 328 such functions including the functions 1/q + cq with c ∈ {0, ±1}.
For the three series of finite type f (z) = 1/q + cq, c ∈ {0, ±1}, the corresponding rational functions are
This can be established either by using our algorithm or simply by noticing that f = f , f = f and f 2 = f 2 − 4c. Our process for computing these rational functions relies on the Schwarz differential equation. For a completely replicable function f given as a q-series with R(f ) = P (f )/Q(f ) as its corresponding rational function, (4),
We then use the q-expansion of f to get a system of equations which we solve with respect to the coefficients of the polynomials P and Q. For this purpose, one has to generate as many coefficients as needed and, for this reason, we use the Norton basis in [7] . One could also use the recurrence relations in [1] . However, these relations involve the knowledge of the second replicate of each function. [N.B. f = f (2) for odd level function f .] This is to be found in [2] and in character tables computed in GAP.
To illustrate how the algorithm works, let us consider the following example of the monster j-function. The degree of R(j), the rational function, is six because the modular group has two classes of elliptic points, namely, the classes of z = i and z = ρ. Let R(j) = P (j)/Q(j) be the corresponding rational function. Then
, using the q-expansion of the j-function we get a system of equations in the c i and d l . The first 30 coefficients of the j-function are enough to solve for the corresponding rational function. We get infinitely many solutions c 0 = 1743552c 2 ,
, and, after the substitution Y = 1/Y , we find R(1/j)
Table A.1 lists R(f ) for f being a moonshine function while Table A .2 completes the list for the remaining completely replicable functions. We used the class names as in [7] to label each function. Also notice that, in Table A .1, following [3] , we listed the McKay-Thompson series 25z, 49z and 50z even though these are not related to conjugacy classes of the Monster group. 
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