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An abundance of simple left braces with abelian
multiplicative Sylow subgroups∗
F. Cedo´ E. Jespers J. Oknin´ski
Abstract
Braces were introduced by Rump to study involutive non-degene-
rate set-theoretic solutions of the Yang-Baxter equation. A constructive
method for producing all such finite solutions from a description of all
finite left braces has been recently discovered. It is thus a fundamental
problem to construct and classify all simple left braces, as they can be
considered as building blocks for the general theory. This program re-
cently has been initiated by Bachiller and the authors. In this paper we
study the simple finite left braces such that the Sylow subgroups of their
multiplicative groups are abelian. We provide several new families of such
simple left braces. In particular, they lead to the main, surprising result,
that shows that there is an abundance of such simple left braces.
1 Introduction
The quantum Yang-Baxter equation is one of the basic equations of mathe-
matical physics [31] and it has proved to be a fundamental tool in the the-
ory of quantum groups and related areas, [19]. In order to describe all in-
volutive non-degenerate set-theoretic solutions of the Yang-Baxter equation, a
problem posed by Drinfeld [11], Rump in [24] introduced the new algebraic
object, called a left brace. A left brace (B,+, ·) is a set B with two oper-
ations, + and ·, such that (B,+) is an abelian group, (B, ·) is a group and
a · (b + c) + a = a · b + a · c for all a, b, c ∈ B. Braces have been shown to
appear in an intriguing way in several areas of mathematics, see the surveys
[27, 8]. The class of set-theoretic solutions of the Yang-Baxter equation that
are involutive and non-degenerate has received a lot of attention in recent years,
see for example [9, 10, 12, 13, 14, 15, 16, 18, 23, 24]. It has been shown that all
such finite solutions can be obtained, in a constructive way, from a description
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of all finite left braces [3]. It thus is a fundamental problem to classify the
building blocks in the class of all finite left braces, i.e. describe all finite simple
left braces. For finite left braces with nilpotent multiplicative group, such ob-
jects are precisely the cyclic groups of prime order, with the operations · and +
coinciding (see [24, Corollary on page 166] and [2, Proposition 6.1]). Attacking
the classification problem from another perspective, Rump in [28] completed
the classification of braces with a cyclic additive group; these so-called cyclic
braces [25] are equivalent to the T-structures of Etingof et al. [12].
Recall that the multiplicative group (B, ·) of any finite left brace (B,+, ·) is
solvable (see [12, Theorem 2.15] and also [24, page 167]). One of the natural
questions that arose in this context is to determine the orders of finite simple
left braces. In particular in [4] (Problem 5.2) the following problem is stated:
for a given pair of different primes p and q, determine exponents n and m for
which there exists a simple left brace of order pnqm. A breakthrough came
from the recent result of Bachiller, providing the first nontrivial example of a
finite simple left brace [2]. In [4] and [5], Bachiller and the authors have made
progress on constructing several classes of finite simple left braces, this via the
matched products and asymmetric products of braces.
The main aim of this paper is to prove the following surprising theorem that
shows that there is an abundance of finite simple left braces, even when the
multiplicative group is metabelian and all its Sylow subgroups are abelian (the
latter are the so called A-groups, [29]).
Theorem 1.1 Let n > 1 be an integer. Let p1, p2, . . . , pn be distinct primes.
There exist positive integers l1, l2, . . . , ln, only depending on p1, p2, . . . , pn, such
that for each n-tuple of integers m1 ≥ l1, m2 ≥ l2, . . . ,mn ≥ ln there exists
a simple left brace of order pm11 p
m2
2 · · · p
mn
n that has a metabelian multiplicative
group with abelian Sylow subgroups.
The paper is organized as follows. We start in Section 2 with correcting the
proof of a result from [6], saying that every finite solvable A-group (B, ·) admits
a structure of a left brace. We also discuss the structure of finite left braces of
this type, based on the structure of A-groups [17, 29]. Then a very general new
construction of left braces of the latter type is presented. These braces (B,+, ·)
have the additional property that the multiplicative group (B, ·) is metabelian.
In Section 3 we construct a new family of finite simple left braces. This relies
on concrete classes of braces presented in Section 2. Consequently, the main
result of the paper, Theorem 1.1, is proved. Our construction requires special
elements of the Sylow p-subgroups of the orthogonal groups over finite fields of
characteristic relatively prime to p. The existence and limitations concerning
such elements are discussed in Section 4. A problem on prime braces, recently
proposed in [20], Question 4.3, is solved in Section 5. Finally, in Section 6, we
construct another new family of finite simple left braces using the technique of
Section 3.
2
2 Finite left braces with abelian multiplicative
Sylow subgroups
A classical result of P. Hall states that every finite solvable group G has a Sylow
system, that is a family of Sylow subgroups S = {S1, . . . , Sn} of G, one for each
prime dividing the order of G, such that SiSj = SjSi for all i, j ∈ {1, . . . , n}
(see [21, pages 137–139]). The system normalizer of G associated with S is
M(G) =
⋂n
i=1NG(Si). If the solvable group G is a normal subgroup of a non
necessarily solvable finite group L, the system normalizer of G relative to L
associated to S is ML(G) =
⋂n
i=1NL(Si). System normalizers and relative
system normalizers were introduced by P. Hall in [17].
Recall that the multiplicative group (B, ·) of any finite left brace (B,+, ·) is
solvable. But not all finite solvable groups are isomorphic to the multiplicative
group of a left brace. In fact, there exist finite p-groups that are not isomorphic
to the multiplicative group of any left brace [1]. The groups isomorphic to
the multiplicative group of a finite left brace are called involutive Yang-Baxter
groups (or simply IYB groups) in [10].
In [6, Corollary 4.3] it is stated that any finite solvable A-group is an IYB
group. However, its proof is not correct, because it is based on the statement
that every finite solvable A-group has a normal Sylow subgroup; this is not true,
as for example the group A4 × S3 is a solvable A-group without Sylow normal
subgroups.
First, we give a proof of [6, Corollary 4.3].
Theorem 2.1 Every finite solvable A-group is an IYB group.
Proof. Let G be a finite solvable A-group. Let G = L0 > L1 > · · · > Ln = 1
be the derived series of G. We shall prove the result by induction on n. It is
known that every finite abelian group is IYB (see for example [10, Corollary
3.10]). Suppose that n > 1 and that every finite solvable A-group of derived
length n− 1 is an IYB group. By [29, (4.5)], MG(Ln−2) is a complement in G
of Ln−1, i.e. G ∼= Ln−1 ⋊MG(Ln−2). Clearly the derived length of MG(Ln−2)
is n− 1 and thus, by the induction hypothesis, MG(Ln−2) is an IYB group. By
[10, Theorem 3.3], G is an IYB group.
Our aim is to study the structure of finite left braces whose multiplicative
groups are metabelian A-groups, with an expectation that under this natural
restriction one can get decisive results.
For the convenience of the reader we recall some basic definitions and facts
that we will use (see [2, 4, 9]). Let (B,+, ·) be a left brace. The lambda map
of B is the homomorphism λ : (B, ·) −→ Aut(B,+) defined by λ(a) = λa and
λa(b) = ab − a for all a, b ∈ B. Recall that a left ideal of the left brace B is
a subgroup L of its additive group such that λb(a) ∈ L for all a ∈ L and all
b ∈ B. If L is a left ideal of B, then b−1c = λb−1(c − b) ∈ L, for all b, c ∈ L,
thus L also is a subgroup of the multiplicative group of B. An ideal of B is a
left ideal I of B such that I is a normal subgroup of (B, ·); in fact, ideals of
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left braces are precisely the kernels of left brace homomorphisms. A nonzero
left brace B is simple if B and 0 are its only ideals. If B is finite, then the
Sylow subgroups P1, . . . , Pn of the additive group of B are left ideals of B.
Furthermore S = {P1, . . . , Pn} is a Sylow system of the multiplicative group of
B. We say that a left brace B is trivial if a+ b = ab for all a, b ∈ B.
Consider a finite left brace (B,+, ·) such that (B, ·) is a metabelian A-
group. Let P1, . . . , Pn be the Sylow subgroups of its additive group. Thus
S = {P1, . . . , Pn} is a Sylow system of (B, ·). Let M(B) denote its associated
system normalizer, that is M(B) =
⋂n
i=1NB(Pi). It is known that the multi-
plicative group of B is B = [B,B]⋊M(B), a semidirect product and M(B) is
an abelian group, [17, 29]. Then [B,B] = T1 × · · · × Tn, for subgroups Ti of
(Pi, ·), and M(B) = S1 × · · · × Sn for subgroups Si of (Pi, ·). Since (Pi, ·) is
abelian, Pi = Ti × Si.
A special case that will be exploited in this paper is when (B,+, ·) is an
asymmetric product B = [B,B]⋊◦M(B) of two trivial left braces [B,B],M(B)
via a symmetric bilinear map b : [B,B] −→ M(B) (on ([B,B],+) with values
in (M(B),+)) and a homomorphism
α : (M(B), ·) −→ Aut([B,B],+).
Recall that if T and S are two left braces, b : T × T −→ S a symmetric
bilinear map on (T,+) with values in (S,+), and α : (S, ·) −→ Aut(T,+, ·) a
homomorphism of groups such that
b(t2, t3) = b(λt1(t2), λt1(t3)), (1)
λs(b(t2, t3)) = b(αs(t2), αs(t3)), (2)
for all t1, t2, t3 ∈ T and s ∈ S, then T × S with the addition and multiplication
given by
(t1, s1) + (t2, s2) = (t1 + t2, s1 + s2 + b(t1, t2)),
(t1, s1) · (t2, s2) = (t1 + αs1(t2), s1 · s2)
is a left brace called the asymmetric product of T by S (via b and α) and denoted
by T ⋊◦ S (see [7]). Note that if T and S are trivial left braces, then condition
(1) is trivially satisfied and condition (2) says that
αs ∈ O(T, b) (3)
for all s ∈ S, where by O(T, b) we denote the orthogonal group, that is the group
consisting of the elements f ∈ Aut(T,+) such that b(t1, t2) = b(f(t1), f(t2)) for
all t1, t2 ∈ T .
Let n > 1 be an integer. For each z ∈ Z/(n) let Tz and Sz be trivial left
braces. Let bz : Tz × Tz −→ Sz be a symmetric bilinear map. For z, z
′ ∈ Z/(n)
let
f (z,z
′) : Sz −→ O(Tz′ , bz′)
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be a homomorphism of multiplicative groups. The image of s ∈ Sz we denote
by f
(z,z′)
s . We assume that
f (z1,z)s1 f
(z2,z)
s2
= f (z2,z)s2 f
(z1,z)
s1
and f (z,z)s = idTz , (4)
for all z1, z2, z ∈ Z/(n), s1 ∈ Sz1 , s2 ∈ Sz2 and s ∈ Sz. Let T = T1 × · · · × Tn
and S = S1 × · · · × Sn denote the direct products of the trivial left braces Tz’s
and Sz’s respectively. Thus T and S are trivial left braces. Let b : T × T −→ S
be the symmetric bilinear map defined by
b((t1, . . . , tn), (t
′
1, . . . , t
′
n)) = (b1(t1, t
′
1), . . . , bn(tn, t
′
n)),
for all tz, t
′
z ∈ Tz. Let α : (S, ·) −→ Aut(T,+) be the map defined by α(s1, . . . , sn) =
α(s1,...,sn) and
α(s1,...,sn)(t1, . . . , tn) = (f
(1,1)
s1
· · · f (n,1)sn (t1), . . . , f
(1,n)
s1
· · · f (n,n)sn (tn)),
for all (s1, . . . , sn) ∈ S and (t1, . . . , tn) ∈ T .
Lemma 2.2 α is a homomorphism of groups and α(s1,...,sn) ∈ O(T, b) for all
(s1, . . . , sn) ∈ S. Therefore we can construct the asymmetric product T ⋊◦ S of
T by S via b and α.
Proof. By (4), it is clear that α is a homomorphism of groups. Let (s1, . . . , sn) ∈
S and (t1, . . . , tn), (t
′
1, . . . , t
′
n) ∈ T . We have
b(α(s1,...,sn)(t1, . . . , tn), α(s1,...,sn)(t
′
1, . . . , t
′
n))
= b((f (1,1)s1 · · · f
(n,1)
sn
(t1), . . . , f
(1,n)
s1
· · · f (n,n)sn (tn)),
(f (1,1)s1 · · · f
(n,1)
sn
(t′1), . . . , f
(1,n)
s1
· · · f (n,n)sn (t
′
n)))
= (b1(f
(1,1)
s1
· · · f (n,1)sn (t1), f
(1,1)
s1
· · · f (n,1)sn (t
′
1)),
. . . , bn(f
(1,n)
s1
· · · f (n,n)sn (tn), f
(1,n)
s1
· · · f (n,n)sn (t
′
n)))
= (b1(t1, t
′
1), . . . , bn(tn, t
′
n)).
Hence α(s1,...,sn) ∈ O(T, b) for all (s1, . . . , sn) ∈ S. Thus the result follows.
For z ∈ Z/(n), let Az = {((t1, . . . , tn), (s1, . . . , sn)) ∈ T ⋊◦ S | tz′ =
0 and sz′ = 0 for all z
′ 6= z}.
Proposition 2.3 Each Az is a left ideal of T ⋊◦ S with abelian multiplicative
group. The additive group of T ⋊◦ S is the direct sum of the additive groups of
the left ideals Az. If α is not trivial, then the multiplicative group of T ⋊◦ S
is metabelian but not abelian. Furthermore, if the left ideals Az are finite and
of relatively prime orders, then the multiplicative group of T ⋊◦ S also is an
A-group.
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Proof. Note that, for all u, v ∈ T and s, s′ ∈ S, (u + v, s + s′) − (u, s) =
(v, s′ − b(u, v)) by the definition of the sum in the asymmetric product. Thus
we have
λ((t1,...,tn),(s1,...,sn))((t
′
1, . . . , t
′
n), (s
′
1, . . . , s
′
n))
= ((t1, . . . , tn), (s1, . . . , sn))((t
′
1, . . . , t
′
n), (s
′
1, . . . , s
′
n))
−((t1, . . . , tn), (s1, . . . , sn))
= ((t1, . . . , tn) · α(s1,...,sn)(t
′
1, . . . , t
′
n),
(s1, . . . , sn) · (s
′
1, . . . , s
′
n))− ((t1, . . . , tn), (s1, . . . , sn))
= ((t1 + f
(1,1)
s1
· · · f (n,1)sn (t
′
1), . . . , tn + f
(1,n)
s1
· · · f (n,n)sn (t
′
n)),
(s1 + s
′
1, . . . , sn + s
′
n))− ((t1, . . . , tn), (s1, . . . , sn))
= ((f (1,1)s1 · · · f
(n,1)
sn
(t′1), . . . , f
(1,n)
s1
· · · f (n,n)sn (t
′
n)), (s
′
1, . . . , s
′
n)
−b((t1, . . . , tn), (f
(1,1)
s1
· · · f (n,1)sn (t
′
1), . . . , f
(1,n)
s1
· · · f (n,n)sn (t
′
n))))
= ((f (1,1)s1 · · · f
(n,1)
sn
(t′1), . . . , f
(1,n)
s1
· · · f (n,n)sn (t
′
n)),
(s′1 − b1(t1, f
(1,1)
s1
· · · f (n,1)sn (t
′
1)), . . . , s
′
n − bn(tn, f
(1,n)
s1
· · · f (n,n)sn (t
′
n)))),
for all (t1, . . . , tn), (t
′
1, . . . , t
′
n) ∈ T and (s1, . . . , sn), (s
′
1, . . . , s
′
n) ∈ S. Hence it is
clear that
λ((t1,...,tn),(s1,...,sn))((t
′
1, . . . , t
′
n), (s
′
1, . . . , s
′
n)) ∈ Az ,
for all ((t1, . . . , tn), (s1, . . . , sn)) ∈ T ⋊◦ S and ((t
′
1, . . . , t
′
n), (s
′
1, . . . , s
′
n)) ∈ Az .
Let ((t1, . . . , , tn), (s1, . . . , sn)), ((t
′
1, . . . , t
′
n), (s
′
1, . . . , s
′
n)) ∈ Az . By (4), we have
that
((t1, . . . , tn), (s1, . . . , sn)) · ((t
′
1, . . . , t
′
n), (s
′
1, . . . , s
′
n))
= ((0, . . . , 0, tz + t
′
z , 0, . . . , 0), (0, . . . , 0, sz + s
′
z, 0, . . . , 0)) ∈ Az .
Hence Az is a left ideal of T ⋊◦ S with abelian multiplicative group.
Note that the multiplicative group of T ⋊◦ S is the semidirect product of
two abelian groups via the action α. Hence, if α is not trivial, this group is
metabelian and not abelian.
Since the multiplicative group of each Az is abelian, the last assertion also
follows.
Remark 2.4 Assume that (B,+, ·) is a finite simple left brace and (B, ·) is a
metabelian A-group. If one of the Sylow subgroups of (B, ·) is cyclic, then B is
a cyclic (and trivial) left brace. Indeed, let B1, . . . , Bn be the Sylow subgroups
of the additive group of B. Then S = {B1, . . . , Bn} is a Sylow system of (B, ·).
Say, B1 is cyclic p1-group, for some prime p1, and suppose that n > 1. Write
the multiplicative group of B as B = [B,B]M(B) = [B,B]⋊M(B). Let S1 be
the Sylow p1-subgroup of [B,B] and let S2 be the Sylow p1-subgroup of M(B).
Then S1S2 is an inner direct product because (B, ·) is an A-group and it is a
Sylow p1-subgroup of B. Hence, B1 being cyclic implies that B1 ⊆ [B,B] or
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B1 ⊆ M(B). If B1 ⊆ [B,B], then B1 is a normal subgroup of (B, ·) because
[B,B] is abelian and thus has a unique Sylow subgroup of order |B1|. Hence,
B1 is an ideal of B, a contradiction. On the other hand, if B1 ⊆ M(B) then
B2 · · ·Bn is a subgroup normalized by B1. Hence B2 · · ·Bn is a normal subgroup
of B, hence an ideal of B, a contradiction again.
3 The main new construction
In this section, using the construction of left braces introduced in Section 2,
we shall construct a new family of simple left braces, based on the existence
of special elements of prime order p in the orthogonal group O(V, b) of a non-
singular symmetric bilinear form b over a finite dimensional Z/(q)-vector space
V , for a prime q 6= p. Using this construction of simple left braces, we shall
prove the main result of this paper, Theorem 1.1.
To check the simplicity of a left brace the following lemma is useful.
Lemma 3.1 [4, Lemma 2.5] If I is an ideal of a left brace B, then (λb−id)(a) ∈
I, for all a ∈ B and b ∈ I.
First, we introduce and fix some notation. Let n > 1 be an integer. For
z ∈ Z/(n), let pz be a prime number and let rz be a positive integer. We
assume that pz 6= pz′ for z 6= z
′.
Let mz be positive integers such that mz ≥ max{rz, rz−1} for all z ∈ Z/(n).
Let Vz be a Z/(pz)-vector space and let bz be a non-singular symmetric bilin-
ear form over Vz . Assume also that there exist elements fz ∈ O(Vz , bz) (the
associated orthogonal group) of order pz−1.
For each z ∈ Z/(n), consider the trivial left braces Tz = V
mz
z and Sz =
(Z/(pz))
rz . Note that Sz also is a Z/(pz)-vector space. The standard basis
elements of (Z/(pz))
rz we denote by e
(z)
1 , . . . , e
(z)
rz . Let b
′
z : Tz × Tz −→ Sz be
the symmetric bilinear map defined by
b′z((u1, . . . , umz), (v1, . . . , vmz)) =
rz−1∑
i=1
bz(ui, vi)e
(z)
i +
mz∑
j=1
bz(uj , vj)e
(z)
rz
,
for all (u1, . . . , umz), (v1, . . . , vmz) ∈ Tz (we agree that the first sum is zero if
rz = 1). Let f
(z−1,z) : Sz−1 −→ Aut(Tz,+) be the map defined by f
(z−1,z)(s) =
f
(z−1,z)
s and
f (z−1,z)s (u1, . . . , umz)
= (f
µ1+µrz−1
z (u1), . . . , f
µrz−1−1+µrz−1
z (urz−1−1),
f
µrz−1
z (urz−1), . . . , f
µrz−1
z (umz)),
for all s =
∑rz−1
i=1 µie
(z−1)
i ∈ Sz−1 and (u1, . . . , umz) ∈ Tz (we agree that if
rz−1 = 1, then f
(z−1,z)
s (u1, . . . , umz) = (f
µ1
z (u1), . . . , f
µ1
z (umz))).
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Lemma 3.2 For each z ∈ Z/(n), the map f (z−1,z) : Sz−1 −→ Aut(Tz,+)
is a homomorphism of multiplicative groups and f
(z−1,z)
s ∈ O(Tz, b
′
z), for all
s ∈ Sz−1.
Proof. Recall that Sz−1 is a trivial left brace. Thus the addition and the multi-
plication of Sz−1 coincide. Hence it is clear that f
(z−1,z) : Sz−1 −→ Aut(Tz,+)
is a homomorphism of multiplicative groups. Let s =
∑rz−1
i=1 µie
(z−1)
i ∈ Sz−1.
By assumption, fz ∈ O(Vz , bz). Hence we have
b′z(f
(z−1,z)
s (u1, . . . , umz), f
(z−1,z)
s (v1, . . . , vmz ))
= b′z((f
µ1+µrz−1
z (u1), . . . , f
µrz−1−1+µrz−1
z (urz−1−1),
f
µrz−1
z (urz−1), . . . , f
µrz−1
z (umz)),
(f
µ1+µrz−1
z (v1), . . . , f
µrz−1−1+µrz−1
z (vrz−1−1),
f
µrz−1
z (vrz−1), . . . , f
µrz−1
z (vmz )))
=
rz−1∑
i=1
bz(ui, vi)e
(z)
i +
mz∑
j=1
bz(uj , vj)e
(z)
rz
= b′z((u1, . . . , umz), (v1, . . . , vmz)),
where the second equality holds because fz ∈ O(Vz, bz). Thus the result follows.
Let T = T1×· · ·×Tn and S = S1×· · ·×Sn be the direct products of the left
braces Tz’s and Sz’s respectively. Let b : T ×T −→ S be the symmetric bilinear
map defined by
b((t1, . . . , tn), (t
′
1, . . . , t
′
n)) = (b
′
1(t1, t
′
1), . . . , b
′
n(tn, t
′
n)),
for all (t1, . . . , tn), (t
′
1, . . . , t
′
n) ∈ T . Let f
(z,z′) : Sz −→ Aut(Tz,+) be the triv-
ial homomorphism for all z′ 6= z + 1. Note that the homomorphisms f (z,z
′)
satisfy (4). Let α : (S, ·) −→ Aut(T,+) be the map defined by α(s1, . . . , sn) =
α(s1,...,sn) and
α(s1,...,sn)(t1, . . . , tn) = (f
(1,1)
s1
· · · f (n,1)sn (t1), . . . , f
(1,n)
s1
· · · f (n,n)sn (tn))
= (f (n,1)sn (t1), f
(1,2)
s1
(t2), . . . , f
(n−1,n)
sn−1
(tn)),
for all (s1, . . . , sn) ∈ S and (t1, . . . , tn) ∈ T . By Lemma 3.2, and Lemma 2.2,
we have that α(s1,...,sn) ∈ O(T, b), for all (s1, . . . , sn) ∈ S and we can construct
the asymmetric product T ⋊◦ S of T by S via b and α.
For z ∈ Z/(n), let Az = {((t1, . . . , tn), (s1, . . . , sn)) ∈ T ⋊◦ S | tz′ =
0 and sz′ = 0 for all z
′ 6= z}. By Proposition 2.3, Az is a left ideal of T ⋊◦ S,
in fact it is the Sylow pz-subgroup of the additive group of T ⋊◦ S.
Theorem 3.3 The asymmetric product T ⋊◦S is a simple left brace if and only
if fz − id is bijective for all z ∈ Z/(n).
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Proof. To prove the necessity of the stated condition it is sufficient (and easy)
to check that J = {((t1, . . . , tn), (s1, . . . , sn)) ∈ T ⋊◦ S | tz = (u1, . . . , umz) such
that ui ∈ Im(fz − id)} is an ideal of T ⋊◦ S.
For the converse, suppose that fz−id is bijective for all z ∈ Z/(n). Let I be a
nonzero ideal of T ⋊◦S and let 0 6= ((t1, . . . , tn), (s1, . . . , sn)) ∈ I. Since the pz’s
are distinct prime numbers, we may assume, without loss of generality, that for
some k ∈ Z/(n) we have (tk, sk) 6= 0 and (tz, sz) = 0 for all z 6= k. Write tk =
(u1, . . . , umk) and sk =
∑rk
i=1 µie
(k)
i . Thus ((t1, . . . , tn), (s1, . . . , sn)) ∈ I ∩ Ak.
For z ∈ Z/(n), let az,i be the element in Az defined by
az,i = ((0, . . . , 0), (s
′
1, . . . , s
′
n)),
with s′z = e
(z)
i .
Note that, for all t, t′ ∈ T and all s, s′ ∈ S,
(t, s)− (t′, s′) = (t− t′, s− s′ − b(t− t′, t′))
by the definition of the sum in the asymmetric product T ⋊◦ S. Throughout
the proof we will use this formula several times.
Claim 1: If there exists a positive integer j such that rk ≤ j ≤ mk and
uj 6= 0, then ak,rk ∈ I.
Indeed, since, by assumption, bk is non-singular, there exists u ∈ Vk such that
bk(u, uj) 6= 0. Let ck ∈ Ak be the element
ck = ((t
′
1, . . . , t
′
n), (0, . . . , 0)),
with t′k = (u
′
1, . . . , u
′
mk
) such that u′j = u and u
′
l = 0 for all l 6= j. Then,
λck((t1, . . . , tn), (s1, . . . , sn))
= ((t′1, . . . , t
′
n), (0, . . . , 0))((t1, . . . , tn), (s1, . . . , sn))
−((t′1, . . . , t
′
n), (0, . . . , 0))
= ((t′1 + t1, . . . , t
′
n + tn), (s1, . . . , sn))− ((t
′
1, . . . , t
′
n), (0, . . . , 0))
= ((t1, . . . , tn), (s1, . . . , sn)− b((t
′
1, . . . , t
′
n), (t1, . . . , tn)))
= ((t1, . . . , tn), (s1 − b
′
1(t
′
1, t1), . . . , sn − b
′
n(t
′
n, tn))) ∈ I ∩Ak,
with
sk − b
′
k(t
′
k, tk) = sk − bk(u, uj)e
(k)
rk
,
(recall that (tz, sz − b
′
z(t
′
z , tz)) = 0 for all z 6= k). Now,
((t1, . . . , tn), (s1, . . . , sn))
−((t1, . . . , tn), (s1 − b
′
1(t
′
1, t1), . . . , sn − b
′
n(t
′
n, tn)))
= ((0, . . . , 0), (b′1(t
′
1, t1), . . . , b
′
n(t
′
n, tn))) ∈ I ∩Ak,
with b′1(t
′
k, tk) = bk(u, uj)e
(k)
rk . Thus ak,rk ∈ I and the claim follows.
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Claim 2: If uj 6= 0 for some j with 1 ≤ j < rk, then ak,j + ak,rk ∈ I.
As in the proof of Claim 1, we see that
((t1, . . . , tn), (s1, . . . , sn))− λck((t1, . . . , tn), (s1, . . . , sn))
= ((0, . . . , 0), (b′1(t
′
1, t1), . . . , b
′
n(t
′
n, tn))) ∈ I ∩Ak,
with b′k(t
′
k, tk) = bk(u, uj)(e
(k)
j + e
(k)
rk ) and bk(u, uj) 6= 0. Thus ak,j + ak,rk ∈ I
and the claim follows.
Claim 3: If µrk = 0 and µi 6= 0 for some i with 1 ≤ i < rk then ck+1 ∈
I for some ck+1 ∈ Ak+1 such that ck+1 = ((t
′
1, . . . , t
′
n), (s
′
1, . . . , s
′
n)), t
′
k+1 =
(v1, . . . , vmk+1), and some vl 6= 0.
Indeed, since fk+1 has order pk and µi 6= 0, there exists v ∈ Vk+1 such that
fµik+1(v) 6= v. Let
c′k+1 = ((t
′′
1 , . . . , t
′′
n), (0, . . . , 0)) ∈ Ak+1
be the element with t′′k+1 = (v
′
1, . . . , v
′
mk+1
) such that v′i = v and v
′
l = 0 for all
l 6= i. By Lemma 3.1, we have that
(λ((t1,...,tn),(s1,...,sn)) − id)(c
′
k+1)
= ((t1, . . . , tn), (s1, . . . , sn))((t
′′
1 , . . . , t
′′
n), (0, . . . , 0))
−((t1, . . . , tn), (s1, . . . , sn))− ((t
′′
1 , . . . , t
′′
n), (0, . . . , 0))
= ((t1 + f
(n,1)
sn
(t′′1), . . . , tn + f
(n−1,n)
sn−1
(t′′n)), (s1, . . . , sn))
−((t1 + t
′′
1 , . . . , tn + t
′′
n), (s1 + b
′
1(t1, t
′′
1), . . . , sn + b
′
n(tn, t
′′
n)))
= ((f (n,1)sn (t
′′
1 )− t
′′
1 , . . . , f
(n−1,n)
sn−1
(t′′n)− t
′′
n),
(−b′1(t1, t
′′
1)− b
′
1(f
(n,1)
sn
(t′′1 )− t
′′
1 , t1 + t
′′
1 ),
. . . ,−b′n(tn, t
′′
n)− b
′
n(f
(n−1,n)
sn−1
(t′′n)− t
′′
n, tn + t
′′
n))) ∈ I ∩Ak+1
and
f (k,k+1)sk (t
′′
k+1)− t
′′
k+1 = (0, . . . , 0, f
µi
k+1(v)− v, 0, . . . , 0).
Hence Claim 3 follows.
Claim 4: If µrk 6= 0 then ck+1 ∈ I for some ck+1 ∈ Ak+1 such that ck+1 =
((t′1, . . . , t
′
n), (s
′
1, . . . , s
′
n)), t
′
k+1 = (v1, . . . , vmk+1), and some vl 6= 0.
As in the proof of Claim 3, there exists v ∈ Vk+1 such that f
µrk
k+1(v) 6= v. Let
c′k+1 = ((t
′′
1 , . . . , t
′′
n), (0, . . . , 0)) ∈ Ak+1
be the element with t′′k+1 = (v
′
1, . . . , v
′
mk+1
) such that v′rk = v and v
′
l = 0 for all
l 6= rk. As in the proof of Claim 3, we have that
(λ((t1,...,tn),(s1,...,sn)) − id)(c
′
k+1)
= ((f (n,1)sn (t
′′
1 )− t
′′
1 , . . . , f
(n−1,n)
sn−1
(t′′n)− t
′′
n),
(−b′1(t1, t
′′
1)− b
′
1(f
(n,1)
sn
(t′′1 )− t
′′
1 , t1 + t
′′
1 ),
. . . ,−b′n(tn, t
′′
n)− b
′
n(f
(n−1,n)
sn−1
(t′′n)− t
′′
n, tn + t
′′
n))) ∈ I ∩Ak+1
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and
f (k,k+1)sk (t
′′
k+1)− t
′′
k+1 = (0, . . . , 0, f
µrk
k+1(v)− v, 0, . . . , 0).
Hence Claim 4 follows.
We are now in a position to prove the sufficiency of the conditions. By
Claims 1, 2, 3 and 4, without loss of generality, we may assume that either
ak,rk ∈ I or ak,j + ak,rk ∈ I for some 1 ≤ j < rk.
Suppose first that ak,rk ∈ I. Then by Lemma 3.1, for all t
′
k+1 = (v1, . . . , vmk+1) ∈
Tk+1, we get that
(λak,rk − id)((0, . . . , 0, t
′
k+1, 0, . . . , 0), (0, . . . , 0))
= ((0, . . . , 0, f
(k,k+1)
e
(k)
rk
(t′k+1)− t
′
k+1, 0, . . . , 0), (0, . . . , s
′
k+1, 0, . . . , 0)) ∈ I ∩Ak+1
for some s′k+1 ∈ Sk+1 and
f
(k,k+1)
e
(k)
rk
(t′k+1)− t
′
k+1 = ((fk+1 − id)(v1), . . . , (fk+1 − id)(vmk+1)).
Since, by assumption, fk+1 − id is bijective, by Claim 1 and Claim 2, we get
that
ak+1,rk+1 , ak+1,j + ak+1,rk+1 ∈ I
for all 1 ≤ j < rk+1. Thus, all ak+1,j ∈ I ∩ Ak+1 (for 1 ≤ j ≤ rk+1). Conse-
quently,
((0, . . . , 0), (0, . . . , 0, s′k+1, 0, . . . , 0)) ∈ I ∩ Ak+1.
Therefore
((0, . . . , 0, f
(k,k+1)
e
(k)
rk
(t′k+1)− t
′
k+1, 0, . . . , 0), (0, . . . , s
′
k+1, 0, . . . , 0))
−((0, . . . , 0), (0, . . . , 0, s′k+1, 0, . . . , 0))
= ((0, . . . , 0, f
(k,k+1)
e
(k)
rk
(t′k+1)− t
′
k+1, 0, . . . , 0), (0, . . . , 0)) ∈ I ∩ Ak+1.
Since
f
(k,k+1)
e
(k)
rk
(t′k+1)− t
′
k+1 = ((fk+1 − id)(v1), . . . , (fk+1 − id)(vmk+1))
and fk+1 − id is bijective, in this case,
Ak+1 ⊆ I.
Now, consider the second case, namely suppose that ak,j+ak,rk ∈ I for some
1 ≤ j < rk. Then by Lemma 3.1, for all t
′
k+1 = (v1, . . . , vmk+1) ∈ Tk+1,
(λak,j+ak,rk − id)((0, . . . , 0, t
′
k+1, 0, . . . , 0), (0, . . . , 0))
= ((0, . . . , 0, f
(k,k+1)
ej(k)+e
(k)
rk
(t′k+1)− t
′
k+1, 0, . . . , 0), (0, . . . , 0, s
′
k+1, 0, . . . , 0)) ∈ I ∩Ak+1
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for some s′k+1 ∈ Sk+1 and
f
(k,k+1)
ej(k)+e
(k)
rk
(t′k+1)− t
′
k+1
= ((fk+1 − id)(v1), . . . , (fk+1 − id)(vj−1), (f
2
k+1 − id)(vj), (fk+1 − id)(vj+1),
. . . , (fk+1 − id)(vmk+1 )).
Since mk+1 ≥ rk > j and fk+1 6= id, there exists vmk+1 ∈ Vk+1 such that
(fk+1 − id)(vmk+1) 6= 0, thus Claim 1 yields that
ak+1,rk+1 ∈ I.
Therefore, applying the previous case, we get that Ak+2 ⊆ I.
Now, combining the above two cases we clearly get that Az ⊆ I, for all
z ∈ Z/(n). So, I = T ⋊◦ S, as desired.
We now prove the main result of the paper, Theorem 1.1.
Proof (of Theorem 1.1). For each z ∈ Z/(n) let Vz = (Z/(pz))
2(pz−1−1)
and let bz : Vz × Vz −→ Z/(pz) be the symmetric bilinear form with associated
matrix (
0 Ipz−1−1
Ipz−1−1 0
)
with respect the standard basis of Vz, where Im denotes the m × m identity
matrix. Let Cz be the companion matrix of the polynomial x
pz−1−1+xpz−1−2+
· · ·+ x+ 1 ∈ Z/(pz)[x], that is
Cz =


0 0 . . . 0 −1
1 0 . . . 0 −1
0
. . .
. . .
...
...
...
. . .
. . . 0 −1
0 . . . 0 1 −1


∈ GLpz−1−1(Z/(pz)).
Let fz be the automorphism of Vz with associated matrix(
Cz 0
0 (C−1z )
t
)
.
(For a matrix A, we denote by At the transpose of A.) Note that fz has order
pz−1 and
(
0 Ipz−1−1
Ipz−1−1 0
)
=
(
Cz 0
0 (C−1z )
t
)t(
0 Ipz−1−1
Ipz−1−1 0
)(
Cz 0
0 (C−1z )
t
)
.
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Hence fz ∈ O(Vz, bz) and fz − id is bijective.
Let n′z = max{dim(Vz), dim(Vz−1)} and let lz = n
′
z(dim(Vz)+ 1). Let mz ≥
lz. Write mz = m
′
z dim(Vz) + rz with 0 < rz ≤ dim(Vz) and a positive integer
m′z. Note that mz ≥ lz = n
′
z(dim(Vz)+1) = n
′
z dim(Vz)+n
′
z ≥ n
′
z dim(Vz)+rz.
Hence m′z ≥ n
′
z ≥ max{rz, rz−1}. Let Tz = V
m′z
z and Sz = (Z/(pz))
rz . Let T =
T1×· · ·×Tn and S = S1×· · ·×Sn. Then, using Theorem 3.3 and Proposition 2.3,
one can construct a simple left brace T⋊◦S that has a metabelian multiplicative
group with abelian Sylow subgroups, and
|T ⋊◦ S| = p
m′1 dim(V1)+r1
1 p
m′2 dim(V2)+r2
2 · · · p
m′n dim(Vn)+rn
n = p
m1
1 p
m2
2 · · · p
mn
n .
Therefore the result follows.
Remark 3.4 In the proof of the main result (Theorem 1.1), we have seen that
the positive integers l1, . . . , ln of the statement can be defined as
lz = max{dim(Vz), dim(Vz−1)}(dim(Vz) + 1),
for all z ∈ Z/(n), where Vz is a finite dimensional Z/(pz)-vector space with a
non-singular symmetric bilinear form bz and fz ∈ O(Vz, bz) of order pz−1 such
that fz − id is bijective.
4 Search for the best bounds
In this section we study the minimal possible orders of finite simple left braces
with multiplicative A-group that can arise from the construction in Section 3.
In the construction of simple left braces in Section 3 we use, for each pair of
distinct primes p and q, a Z/(p)-vector space V with a non-singular symmetric
bilinear form b and an element f ∈ O(V, b) of order q such that f−id is bijective.
By Remark 3.4, in order to discover sharp lower bounds for the numbers lz used
in the main result Theorem 1.1, a natural question is to determine the minimal
dimension of such a vector space V .
Note that for q = 2, we can take V = Z/(p) and the symmetric bilinear form
b : V ×V −→ Z/(p) defined by b(a, b) = ab, for all a, b ∈ Z/(p). In this case, the
element f ∈ O(V, b) defined by f(a) = −a, for all a ∈ Z/(p), has order 2 and
f − id is bijective. Thus the minimal dimension, in this case, is 1.
Another motivation for this study is the following problem stated in [4,
Problem 5.2]: for which prime numbers p, q and positive integers n,m there
exists a simple left brace of order pnqm?
In the next remark we explain that there are some obvious restrictions on n
and m.
Remark 4.1 If B is a simple left brace of order pm11 p
m2
2 , where p1, p2 are dis-
tinct prime numbers andm1,m2 are positive integers, then the Sylow subgroups
of the multiplicative group ofB are not normal in (B, ·) (see [2, Proposition 6.1]).
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Hence, by the Sylow Theorems, p1 should be a divisor of p
t
2 − 1, for some
1 ≤ t ≤ m2, and p2 should be a divisor of p
s
1 − 1, for some 1 ≤ s ≤ m1. Hence
if k1 is the order of p1 in (Z/(p2))
∗ and k2 is the order of p2 in (Z/(p1))
∗, then
ki ≤ mi, for i = 1, 2.
By [4, Remark 5.3], if p is an odd prime and k is the order of 2 in (Z/(p))∗,
then any left brace of order 2kp is not simple.
For the construction of simple left braces as explained in Section 3 we use
elements of prime order p in the orthogonal group over Z/(q), for a prime q 6= p.
We now first recall what is needed about the orders of these orthogonal groups.
Let p be an odd prime number. Following [30], we denote by GO2m+1(p) the
orthogonal group (unique up to isomorphism) of a (2m+1)-dimensional vector
space over the field of p elements with respect to a non-singular symmetric bilin-
ear form (equivalently a non-degenerate quadratic form), for any positive integer
m. There are two non-isomorphic orthogonal groups of a 2m-dimensional vector
space V over the field of p elements with respect to a non-singular symmetric
bilinear form b denoted by GO+2m(p) (if V has a totally isotropic subspace of
dimension m) and GO−2m(p) (if V has no totally isotropic subspace of dimension
m). The orders of these groups are the following:
|GO2m+1(p)| = 2p
m2(p2 − 1)(p4 − 1) · · · (p2m − 1),
|GO+2m(p)| = 2p
m(m−1)(p2 − 1)(p4 − 1) · · · (p2m−2 − 1)(pm − 1)
and
|GO−2m(p)| = 2p
m(m−1)(p2 − 1)(p4 − 1) · · · (p2m−2 − 1)(pm + 1).
For the prime 2 there are two classes of non-singular symmetric bilinear
forms: alternating and non-alternating. Alternating non-singular symmetric
bilinear forms are over 2m-dimensional Z/(2)-vector spaces and their orthogonal
groups coincide with the symplectic group Sp2m(2) that has order
|Sp2m(2)| = 2
m2(22 − 1)(24 − 1) · · · (22m − 1),
(see [30]). The orthogonal group O(m, 2) of a non-alternating non-singular
symmetric bilinear form b over an m-dimensional Z/(2)-vector space V has
order
|O(2t+ 1, 2)| = 2t
2
(22 − 1)(24 − 1) · · · (22t − 1),
if m = 2t+ 1, and
|O(2t, 2)| = 2t
2
(22 − 1)(24 − 1) · · · (22(t−1) − 1),
if m = 2t (see [22]).
Remark 4.2 Let p1 be an odd prime number. Let p 6= p1 be a prime number.
Let k be the order of p in (Z/(p1))
∗. If p and k are odd, then
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(i) p1 is a divisor of |GO2m+1(p)| if and only if k ≤ m,
(ii) p1 is a divisor of |GO
+
2m(p)| if and only if k ≤ m,
(iii) p1 is a divisor of |GO
−
2m(p)| if and only if k ≤ m− 1.
If p is odd and k is even, then
(iv) p1 is a divisor of |GO2m+1(p)| if and only if k ≤ 2m,
(v) p1 is a divisor of |GO
+
2m(p)| if and only if k ≤ 2m− 2,
(vi) p1 is a divisor of |GO
−
2m(p)| if and only if k ≤ 2m.
If p = 2 and k is odd, then
(vii) p1 is a divisor of |Sp2m(2)| if and only if k ≤ m,
(viii) p1 is a divisor of |O(2t+ 1, 2)| if and only if k ≤ t,
(ix) p1 is a divisor of |O(2t, 2)| if and only if k ≤ t− 1.
If p = 2 and k is even, then
(x) p1 is a divisor of |Sp2m(2)| if and only if k ≤ 2m,
(xi) p1 is a divisor of |O(2t+ 1, 2)| if and only if k ≤ 2t,
(xii) p1 is a divisor of |O(2t, 2)| if and only if k ≤ 2(t− 1).
Remark 4.3 Let p1, p2 be two distinct prime numbers. Let k1 be the order of
p1 in (Z/(p2))
∗. Note that the field F
p
k1
1
of pk11 elements is the smallest field of
characteristic p1 that contains an element of multiplicative order p2. Consider
xp2 − 1 ∈ Z/(p1)[x] and its decomposition as a product of monic irreducible
polynomials
xp2 − 1 = (x− 1)q1(x) · · · qs(x).
Note that F
p
k1
1
contains all roots of qj(x) for all j. Let α ∈ Fpk11
be a root of
qj(x). Then the subfield (Z/(p1)) (α) of Fpk11
is F
p
k1
1
by the minimality of F
p
k1
1
.
Furthermore,
F
p
k1
1
= (Z/(p1)) (α) ∼= (Z/(p1)[x])/(qj(x)).
Therefore the degree of qj(x) is k1, for all j = 1, . . . , s. Note that q1(x), . . . , qs(x)
are s distinct monic polynomials.
For a positive integer k we define
ν(k) =
{
1 if k is even,
2 if k is odd.
(5)
Theorem 4.4 Let p1 be an odd prime number. Let p 6= p1 be a prime number.
Let k be the order of p in (Z/(p1))
∗. Then the minimal dimension of a Z/(p)-
vector space V with a non-singular bilinear form b and f ∈ O(V, b) of order p1
such that f − id is bijective is ν(k)k. Furthermore,
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(i) if p and k are odd, then O(V, b) ∼= GO+2k(p),
(ii) if p is odd and k is even, then O(V, b) ∼= GO−k (p),
(iii) if p = 2 and k is odd, then O(V, b) ∼= Sp2k(2), and
(iv) if p = 2 and k is even, then O(V, b) ∼= Spk(2).
Proof. First suppose that k is odd. By Remark 4.2, if p is odd, then
(i) p1 is a divisor of |GO2m+1(p)| if and only if k ≤ m,
(ii) p1 is a divisor of |GO
+
2m(p)| if and only if k ≤ m,
(iii) p1 is a divisor of |GO
−
2m(p)| if and only if k ≤ m− 1.
By Remark 4.2, if p = 2, then
(vii) p1 is a divisor of |Sp2m(2)| if and only if k ≤ m,
(viii) p1 is a divisor of |O(2t+ 1, 2)| if and only if k ≤ t,
(ix) p1 is a divisor of |O(2t, 2)| if and only if k ≤ t− 1.
Let V be a Z/(p)-vector space of dimension 2k and let b be a non-singular
symmetric bilinear form such that either O(V, b) ∼= GO+2k(p), if p is odd, or
O(V, b) ∼= Sp2k(2), if p = 2. Let f ∈ O(V, b) be an element of order p1. We shall
prove that f − id is bijective.
Suppose that Ker(f−id) 6= 0. Since dim(V ) = 2k and f 6= id, by Remark 4.3,
the minimal polynomial of f is mf (x) = (x− 1)q(x), for some monic irreducible
polynomial q(x) ∈ Z/(p)[x] of degree k, which is a divisor of xp1 − 1. Hence
V = Ker(f− id)⊕Ker(q(f)). Let ~u ∈ Ker(q(f)) be a nonzero element. Consider
the linear span W of {~u, f(~u), . . . , fk−1(~u)}. By Remark 4.2, W is singular.
Therefore, the radical I of the restriction of b to W is a nonzero subspace of W
invariant by f , and the restriction of f to I has minimal polynomial q(x). Hence
I has dimension k, and then I =W is a totally isotropic subspace invariant by
f , of dimension k. Note that dim(Ker(q(f))) < 2k. Hence W = Ker(q(f)). Let
~v ∈ Ker(f − id). Then for every ~w ∈W , we have
b(~w,~v) = b(f(~w), f(~v)) = b(f(~w), ~v).
Therefore b((f − id)(~w), ~v) = 0. Since the restriction of f − id to W is bijective,
we have that b(~w,~v) = 0, for all ~w ∈ W and all v ∈ Ker(f − id). But then
W ⊆ rad(b), a contradiction because b is non-singular. Therefore Ker(f−id) = 0
and the result follows in this case.
Suppose now that k is even. By Remark 4.2, if p is odd, then
(iv) p1 is a divisor of |GO2m+1(p)| if and only if k ≤ 2m,
(v) p1 is a divisor of |GO
+
2m(p)| if and only if k ≤ 2m− 2,
(vi) p1 is a divisor of |GO
−
2m(p)| if and only if k ≤ 2m.
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By Remark 4.2, if p = 2, then
(x) p1 is a divisor of |Sp2m(2)| if and only if k ≤ 2m,
(xi) p1 is a divisor of |O(2t+ 1, 2)| if and only if k ≤ 2t,
(xii) p1 is a divisor of |O(2t, 2)| if and only if k ≤ 2(t− 1).
Let V be a Z/(p)-vector space of dimension k and let b be a non-singular
symmetric bilinear form such that either O(V, b) ∼= GO−k (p), if p is odd, or
O(V, b) ∼= Spk(2), if p = 2. Let f ∈ O(V, b) be an element of order p1. We shall
prove that f − id is bijective.
Since dim(V ) = k and f 6= id, again by Remark 4.3, the minimal polynomial
of f is a monic irreducible polynomial of degree k, which is a divisor of xp1 − 1
in Z/(p)[x]. Hence f − id is bijective in this case.
Therefore the result follows.
Remark 4.5 Let n > 1 be an integer. For z ∈ Z/(n), let pz be a prime number.
We assume that pz 6= pz′ for z 6= z
′. Let kz be the order of pz in (Z/(pz−1))
∗.
Letmz be positive integers. Let Vz be a Z/(pz)-vector space of dimension either
dim(Vz) = ν(kz)kz , if pz−1 6= 2, or dim(Vz) = 1, if pz−1 = 2. By Theorem 4.4,
there exist a non-singular symmetric bilinear form bz over Vz and fz ∈ O(Vz , bz)
such that fz has order pz−1 and fz− id is bijective. Let rz = 1 for all z ∈ Z/(n).
Then, as in Section 3 and by Theorem 3.3, we can construct a simple left brace
T ⋊◦S of order p
m1 dim(V1)+1
1 · · · p
mn dim(Vn)+1
n such that its multiplicative group
is a metabelian A-group. In particular, for n = 2, p1 and p2 odd prime numbers
and m1 = m2 = 1, we obtain simple left braces of order p
ν(k1)k1+1
1 p
ν(k2)k2+1
2
and also of order p212
2k+1, where k is the order of 2 in (Z/(p1))
∗.
Furthermore, in our main result, Theorem 1.1, by Remark 3.4, we can
take lz = max{ν(kz)kz , ν(kz−1)kz−1}(ν(kz)kz + 1), if pz−1 6= 2, and lz =
2ν(kz−1)kz−1, if pz−1 = 2, where kz is the order of pz in (Z/(pz−1))
∗, for
all z ∈ Z/(n).
In view of the above, the following result provides the best bounds on the
exponents showing up in Theorem 1.1 that can be obtained using the approach
of this paper.
Theorem 4.6 Let n > 1 be an integer. For z ∈ Z/(n), let pz be a prime
number. We assume that pz 6= pz′ for z 6= z
′. Let kz be the order of pz in
(Z/(pz−1))
∗. Let
lz =
{
max{ν(kz)kz , ν(kz−1)kz−1}(ν(kz)kz + 1) if pz−1 6= 2
2ν(kz−1)kz−1 if pz−1 = 2
Then for each n-tuple of integers m1 ≥ l1, m2 ≥ l2, . . . ,mn ≥ ln there exists
a simple left brace of order pm11 p
m2
2 · · · p
mn
n that has a metabelian multiplicative
group with abelian Sylow subgroups.
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Remark 4.7 In Remark 4.5 we have seen the minimal orders of the form pnqm,
for distinct prime numbers p, q, of the left simple braces constructed as in Section
3. We do not know whether these are the minimal possible orders of simple
left braces such that their multiplicative groups are metabelian A-groups. But
without this restriction on the multiplicative group we can obtain simple left
braces of smaller order.
For example, consider the primes 3 and 7. The order of 7 in (Z/(3))∗ is 1
and the order of 3 in (Z/(7))∗ is 6. Using the construction of Section 3, we can
construct simple left braces of orders 36m1+r172m2+r2 for all positive integers
m1,m2, r1, r2 such that mi ≥ rj , for all i, j. The smallest simple left brace of
this form has order 3773.
Since 3|(7− 1) we can also construct simple left braces of order 3n7m using
[5, Subsection 5.3]. Indeed, with this method one can construct simple left
braces of orders 36mn+17n, for all positive integers m,n, with multiplicative
group isomorphic to
((Z/(3))6mn ⋊ (Z/(7))n)⋊ Z/(3)
and of derived length 3. The Sylow 7-subgroups of such groups are abelian, but
the Sylow 3-subgroups of such groups are not abelian (they are metabelian).
Note that we obtain new possible orders with this method: 36m+1 ·7 and 312m+1 ·
72, for every positive integer m. In particular, there is a simple left brace of
order 37 · 7.
5 Finite prime left braces with multiplicative A-
group
Konovalov, Smoktunowicz and Vendramin introduced prime left braces (see
[20]). Recall that in a left brace B, the operation ∗ is defined by a∗b = ab−a−b,
and for ideals I and J , I ∗ J denotes the additive subgroup of B generated by
{a ∗ b | a ∈ I, b ∈ J}. By an analogy with ring theory, a left brace B is prime if
I ∗ J 6= 0 for all non-zero ideals I and J of B. It is clear that every non-trivial
simple left brace is prime. In [20, Question 4.4] the following question is posed:
do there exist finite prime non-simple left braces? Using the construction of left
braces as introduced in Section 3 we will show that the answer to this question is
affirmative. Therefore this also gives an affirmative answer to [20, Question 4.3].
Recall that if A,B are left braces and α : (B, ·) −→ Aut(A,+, ·) is a ho-
momorphism of groups then the semidirect product of left braces A ⋊ B via
α is the asymmetric product (as defined in Section 2) with zero bilinear map
b. So, this is a left brace with multiplicative group the semidirect product of
the multiplicative groups of A and B, and with addition defined componentwise
(see [26] or [9, p. 113 ]).
We denote the subgroup of the inner automorphisms of a groupG by Inn(G).
Proposition 5.1 Let A be any non-trivial finite simple left brace. Suppose that
there exists an element α ∈ Aut(A,+, ·) \ Inn(A, ·) of prime order p. Then the
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semidirect product B = A ⋊ Z/(p), via the action z 7→ αz, for z ∈ Z/(p), is a
prime non-simple left brace.
Proof. First, we claim that the only ideals of B are {(0, 0)}, A × {0} and B.
Let I be a nonzero ideal of B. If I ∩ (A × {0}) is nonzero, then, since A is a
simple left brace, we have that A × {0} ⊆ I, and therefore either I = A × {0}
or I = B. Suppose that I ∩ (A × {0}) = {(0, 0)}. Let (a, b) ∈ I be a nonzero
element. By Lemma 3.1 we have that
(a, b)(c, d)− (a, b)− (c, d) = (aαb(c)− a− c, 0) = (λ(a,b) − id)(c, d) ∈ I,
and
(c, d)(a, b)− (c, d) = (cαd(a)− c, b) = λ(c,d)(a, b) ∈ I,
for all (c, d) ∈ B. Since I ∩ (A × {0}) = {(0, 0)} and (a, b) 6= (0, 0), it follows
that b 6= 0, aαb(c) = a + c and cαd(a) = a + c, for all (c, d) ∈ B. Hence
aαb(c) = cαd(a) for every (c, d) ∈ B, so that aαb(c) = ca, for all c ∈ A. Since
b is a nonzero element in Z/(p) and α has order p, we have that α ∈ Inn(A, ·),
in contradiction with the choice of α. Thus the only ideals of B are indeed:
{(0, 0)}, A× {0} and B. Since A is a non-trivial simple left brace, A ∗A = A.
Since (A×{0})∗ (A×{0}) = (A∗A)×{0} = A×{0}, B is prime and the result
follows.
Remark 5.2 Let A be a left brace. Note that Aut(A,+, ·) is clearly a subgroup
of Aut(A, ·) and also is a subgroup of Aut(A,+). It is easy to check that Inn(A, ·)
is contained in Aut(A,+, ·) exactly when A is a two-sided brace. Indeed, let
B = {a ∈ A | a−1(b+ c)a = a−1ba+ a−1ca, for all b, c ∈ A}. Note that
B = {a ∈ A | a−1(b+ c)a = a−1ba+ a−1ca, for all b, c ∈ A}
= {a ∈ A | (b+ c)a = a−1(ab+ ac− a)a = ba+ ca− a, for all b, c ∈ A}.
It is clear that B is a subgroup of the multiplicative group of A. Let a, b ∈ B
and c, d ∈ A. We have
(c+ d)(a− b) = (c+ d)a− (c+ d)b+ c+ d
= ca+ da− a− cb− db+ b+ c+ d
= c(a− b) + d(a− b)− (a− b).
Hence, a − b ∈ B and thus B is a subbrace of A. Note that B is a two-sided
brace.
Note also that if A is finite and Inn(A, ·) is contained in Aut(A,+, ·), then ev-
ery Sylow subgroup of (A,+) is a normal Sylow subgroup of (A, ·) and therefore
(A, ·) is nilpotent.
We conclude with a concrete example of a finite prime non-simple left brace,
based on Proposition 5.1.
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Example 5.3 There is a finite prime non-simple left brace B with multiplica-
tive A-group.
Proof. First we construct a finite simple left brace using the main construction
of Section 3 and Theorem 3.3.
Let V1 = (Z/(2))
2 and V2 = Z/(3) be vector spaces over Z/(2) and Z/(3)
respectively. Let b1 : V1 × V1 −→ Z/(2) be the symmetric bilinear form defined
by
b1((x1, x2), (y1, y2)) = x1y2 + x2y1,
for all (x1, x2), (y1, y2) ∈ V1. Let b2 : V2×V2 −→ Z/(3) be the symmetric bilinear
form defined by
b2(z, z
′) = zz′,
for all z, z′ ∈ V2. Let f1 be the automorphism of V1 defined by
f1(x1, x2) = (x2, x1 + x2),
for all (x1, x2) ∈ V1. It is easy to check that f1 ∈ O(V1, b1), it has order 3 and
f1 − id is bijective. Let f2 be the automorphism of V2 defined by
f2(z) = −z,
for all z ∈ V2. It is easy to check that f2 ∈ O(V2, b2), it has order 2 and
f2 − id is bijective. Now, using the notation of Section 3, we take n = 2,
m1 = 5, m2 = r1 = r2 = 1. Consider the trivial left braces T1 = V
5
1 , T2 = V2,
S1 = Z/(2) and S2 = Z/(3). Let T = T1 × T2 and S = S1 × S2 be the direct
products of these left braces. As in Section 3, we define b′1 : T1 × T1 −→ S1 by
b′1((u1, u2, u3, u4, u5), (u
′
1, u
′
2, u
′
3, u
′
4, u
′
5)) =
5∑
j=1
b1(uj , u
′
j),
for all (u1, u2, u3, u4, u5), (u
′
1, u
′
2, u
′
3, u
′
4, u
′
5) ∈ T1, and b
′
2 : T2 × T2 −→ S2 by
b′2(v, v
′) = b2(v, v
′), for all v, v′ ∈ T2. Let f
(1,2) : S1 −→ Aut(T2,+) be the map
defined by f (1,2)(s1) = f
(1,2)
s1 and
f (1,2)s1 (v) = f
s1
2 (v),
for all s1 ∈ S1 and v ∈ T2. Let f
(2,1) : S2 −→ Aut(T1,+) be the map defined by
f (2,1)(s2) = f
(2,1)
s2 and
f (2,1)s2 (u1, u2, u3, u4, u5) = (f
s2
1 (u1), f
s2
1 (u2), f
s2
1 (u3), f
s2
1 (u4), f
s2
1 (u5)),
for all s2 ∈ S2 and (u1, u2, u3, u4, u5) ∈ T1. By Lemma 3.2, f
1,2
s1
∈ O(T2, b
′
2) and
f
(2,1)
s2 ∈ O(T1, b
′
1). Let b : T × T −→ S be the symmetric bilinear map defined
by
b((t1, t2), (t
′
1, t
′
2)) = (b
′
1(t1, t
′
1), b
′
2(t2, t
′
2)),
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for all (t1, t2), (t
′
1, t
′
2) ∈ T . Let α : S −→ Aut(T,+) be the map defined by
α(s1, s2) = α(s1,s2) and
α(s1,s2)(t1, t2) = (f
(2,1)
s2
(t1), f
(1,2)
s1
(t2)),
for all (s1, s2) ∈ S and (t1, t2) ∈ T . By Theorem 3.3, the asymmetric product
T ⋊◦ S via b and α is a simple left brace.
Consider the trivial brace Z/(5) and f ∈ Aut(T1, ·) defined by
f(u1, u2, u3, u4, u5) = (u2, u3, u4, u5, u1),
for all (u1, u2, u3, u4, u5) ∈ T1. Note that f ∈ O(T1, b
′
1) and f
(2,1)
s2 f = ff
(2,1)
s2 ,
for all s2 ∈ S2. Let β : Z/(5) −→ Aut(T ⋊◦ S,+, ·) be the map defined by
β(a) = βa and
βa((t1, t2), (s1, s2)) = ((f
a(t1), t2), (s1, s2)),
for all a ∈ Z/(5) and ((t1, t2), (s1, s2)) ∈ T ⋊◦ S. Note that
βa(((t1, t2), (s1, s2)) + ((t
′
1, t
′
2), (s
′
1, s
′
2)))
= βa((t1 + t
′
1, t2 + t
′
2), (s1 + s
′
1 + b
′
1(t1, t
′
1), s2 + s
′
2 + b
′
2(t2, t
′
2)))
= ((fa(t1 + t
′
1), t2 + t
′
2), (s1 + s
′
1 + b
′
1(t1, t
′
1), s2 + s
′
2 + b
′
2(t2, t
′
2)))
= ((fa(t1) + f
a(t′1), t2 + t
′
2), (s1 + s
′
1 + b
′
1(f
a(t1), f
a(t′1)), s2 + s
′
2 + b
′
2(t2, t
′
2)))
= ((fa(t1), t2), (s1, s2)) + ((f
a(t′1), t
′
2), (s
′
1, s
′
2))
= βa((t1, t2), (s1, s2)) + βa((t
′
1, t
′
2), (s
′
1, s
′
2)),
and
βa(((t1, t2), (s1, s2)) · ((t
′
1, t
′
2), (s
′
1, s
′
2)))
= βa((t1 · f
(2,1)
s2
(t′1), t2 · f
(1,2)
s1
(t′2)), (s1 · s
′
1, s2 · s
′
2))
= ((fa(t1 · f
(2,1)
s2
(t′1)), t2 · f
(1,2)
s1
(t′2)), (s1 · s
′
1, s2 · s
′
2))
= ((fa(t1) · f
af (2,1)s2 (t
′
1), t2 · f
(1,2)
s1
(t′2)), (s1 · s
′
1, s2 · s
′
2))
= ((fa(t1) · f
(2,1)
s2
fa(t′1), t2 · f
(1,2)
s1
(t′2)), (s1 · s
′
1, s2 · s
′
2))
= ((fa(t1), t2), (s1, s2)) · ((f
a(t′1), t
′
2), (s
′
1, s
′
2))
= βa((t1, t2), (s1, s2)) · βa((t
′
1, t
′
2), (s
′
1, s
′
2)),
for all a ∈ Z/(5) and ((t1, t2), (s1, s2)), ((t
′
1, t
′
2), (s
′
1, s
′
2)) ∈ T ⋊◦ S (recall that T
and S are trivial left braces). Hence β is well-defined and it is a homomorphism
of multiplicative groups. Since 5 is not a divisor of |T ⋊◦ S|, the automorphism
β1 is not inner. Hence, by Proposition 5.1, the semidirect product B = (T⋊◦)⋊
(Z/(5)), via the action a 7→ βa, is a prime non-simple left brace. Clearly the
Sylow subgroups of the multiplicative group of the left brace B are abelian and
the result follows.
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6 Yet another example
We conclude by showing that there is more potential in the methods intro-
duced in Section 3. Namely, we explain briefly another concrete construction
of new simple left braces that on one hand looks much more symmetric than
the construction used before, but on the other hand it can not be used to prove
Theorem 1.1.
Let n > 1 be an integer. For z ∈ Z/(n), let pz be a prime number, rz a
positive integer, Vz a finite dimensional Z/(pz)-vector space and let bz be a non-
singular symmetric bilinear form over Vz . Assume also that there exist elements
fz ∈ O(Vz , bz) of order pz−1. We assume that pz 6= pz′ for z 6= z
′. For a vector
space V we denote by Ms,r(V ) the s× r-matrices over V . Consider the trivial
left braces Tz = Mrz,rz−1(Vz) and Sz = (Z/(pz))
rz . By e
(z)
1 , . . . , e
(z)
rz we denote
the standard basis element of (Z/(pz))
rz .
Let b′z : Tz × Tz −→ Sz be the symmetric bilinear map defined by
b′z((ui,j), (u
′
i,j)) =
rz∑
i

rz−1∑
j=1
bz(ui,j , u
′
i,j)

 e(z)i ,
for all (ui,j), (u
′
i,j) ∈ Tz. Let f
(z−1,z) : Sz−1 −→ Aut(Tz ,+) be the map defined
by f (z−1,z)(s) = f
(z−1,z)
s and
f (z−1,z)s ((ui,j)) = (f
µj
z (ui,j))
for all s =
∑rz−1
j=1 µje
(z−1)
j ∈ Sz−1 and (ui,j) ∈ Tz.
Lemma 6.1 For each z ∈ Z/(n), the map f (z−1,z) : Sz−1 −→ Aut(Tz,+)
is a homomorphism of multiplicative groups and f
(z−1,z)
s ∈ O(Tz, b
′
z), for all
s ∈ Sz−1.
Proof. Similar to the proof of Lemma 3.2
Let T = T1×· · ·×Tn and S = S1×· · ·×Sn be the direct products of the left
braces Tz’s and Sz’s respectively. Let b : T ×T −→ S be the symmetric bilinear
map defined by
b((t1, . . . , tn), (t
′
1, . . . , t
′
n)) = (b
′
1(t1, t
′
1), . . . , b
′
n(tn, t
′
n)),
for all (t1, . . . , tn), (t
′
1, . . . , t
′
n) ∈ T . Let f
(z,z′) : Sz −→ Aut(Tz,+) be the triv-
ial homomorphism for all z′ 6= z + 1. Note that the homomorphisms f (z,z
′)
satisfy (4). Let α : (S, ·) −→ Aut(T,+) be the map defined by α(s1, . . . , sn) =
α(s1,...,sn) and
α(s1,...,sn)(t1, . . . , tn) = (f
(1,1)
s1
· · · f (n,1)sn (t1), . . . , f
(1,n)
s1
· · · f (n,n)sn (tn))
= (f (n,1)sn (t1), f
(1,2)
s1
(t2), . . . , f
(n−1,n)
sn−1
(tn)),
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for all (s1, . . . , sn) ∈ S and (t1, . . . , tn) ∈ T . By Lemma 6.1, and Lemma 2.2,
we have that α(s1,...,sn) ∈ O(T, b), for all (s1, . . . , sn) ∈ S and we can construct
the asymmetric product T ⋊◦ S of T by S via b and α.
For z ∈ Z/(n), let Az = {((t1, . . . , tn), (s1, . . . , sn)) ∈ T ⋊◦ S | tz′ =
0 and sz′ = 0 for all z
′ 6= z}. By Proposition 2.3, Az is a left ideal of T ⋊◦ S,
in fact it is the Sylow pz-subgroup of the additive group of T ⋊◦ S.
Theorem 6.2 The asymmetric product T ⋊◦S is a simple left brace if and only
of fz − id is bijective for all z ∈ Z/(n).
Proof. To prove the necessity of the stated condition it is sufficient (and easy)
to check that J = {((t1, . . . , tn), (s1, . . . , sn)) ∈ T ⋊◦ S | tz = (u
(z)
i,j ) such that
u
(z)
i,j ∈ Im(fz − id)} is an ideal of T ⋊◦ S.
The proof of the converse is similar to the proof of Theorem 3.3 (and in some
sense it is easier).
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