The sensor optimization arrangement is a combinatorial optimization problem. It has great significance in structural health monitoring (SHM). The choice of optimization method is directly related to the efficiency and feasibility of optimizing the calculation. There are many methods for sensor optimization, and heuristic algorithms have been widely used in solving sensor layout because of their great advantages in solving large-scale data optimization problems. In this paper, several common heuristic algorithms using for sensor placement optimization are introduced. The advantages and disadvantages of different algorithms are analyzed. And its development trend is prospected.
INTRODUCTION
All the construction structures, such as building, bridges, and offshore platforms, continuously accumulate damage during their service life. Any crack or local damage in a structure may affect the structural safety [1] . So a structural health monitoring system (SHM) is needed. The distribution optimization of sensors is a crucial problem in a structural health monitoring system [2] . Taking into account the actual site conditions and economic conditions, only a small number of sensors can be located in a limited position of the structure. _______________________ To optimize the arrangement of sensors, we must first determine the layout criteria. Secondly, proper optimization methods must be used. In the early works, the arrangement of sensors mostly depended on the previous experience. With the development of time, the structure of detection object is more and more complex. The accuracy of detection is also getting higher. Therefore, many researches have focused on finding the appropriate method to optimize the sensor distribution.
Serial method is a sensor optimization distribution algorithm based on modal analysis of structures. The method is through the modal assurance criterion (MAC) matrix evaluation modal vector angle [3] . Constantly select an optimum from the remaining optional locations, until the desired number or the largest non-diagonal element reaches the default value. Huang M S [4] optimized the arrangement of sensors for a highway bridge by use the serial method. The result shows that this method is simple and easy. But when adding initial points, it is subjective, empirical and blind. The efficient independence method set sensors by selecting points of greater amplitude. Li D [5] points out that under the uniform mass distribution, the effective independence method can be regarded as an iterative form of modal kinetic energy method. The shape matrix must be normalized by orthogonal triangular decomposition before iteration. The method requires eigenvalue decomposition or matrix inverse calculation of the information matrix, so its computation is large. And the results of the solution strongly depend on the initial values.
Compared to the traditional algorithm, the heuristic algorithm has better parallelism and global search. After a long period of time, heuristic algorithms have many branches. It is widely used to solve the sensors optimal distribution problem in bridges, houses and other large buildings. Each of them has its own characteristics and has made a great contribution to mankind in sensor optimization distribution. The heuristic algorithm has a large amount of computation, so the heuristic algorithm has made great achievements with the development of computer technology.
THE THEORY OF HEURISTIC ALGORITHM

Basic Process of Heuristic Algorithm
Most heuristic computing techniques use the same process:
Random initialization of population;
The fitness value is calculated for each individual within the population. The fitness is directly related to the distance of the optimal solution; 2. The population replicates according to its fitness; 3. If the termination condition is satisfied, stop, or else turn step 2;
Parameter Setting of Heuristic Algorithm
When using heuristic algorithm to solve the problem, parameter setting is very important to the effect of the algorithm. The following are the main parameters of the heuristic algorithm:
1. Fitness Function: the selection of fitness function directly affects the convergence speed of the algorithm. Because the complex fitness function is a major component of the algorithm complexity. So the design of fitness function should be as simple as possible.
2. Crossover rate and Mutation rate: Cross probabilities are too small to search forward, and too large to destroy fitness function structures. When the mutation probability is too small, it is difficult to generate new individual structure, and the super make heuristic algorithm becomes a simple random search.
APPLICATION OF HEURISTIC ALGORITHM IN SENSOR DISTRIBUTION OPTIMIZATION
The Monkey Algorithm
The MA, originally proposed by Zhao and Tang [6] , is a heuristic algorithm that was derived from the simulation of mountain-climbing processes of monkeys. It mainly consists of three processes, i.e., the climb process, the watch-jump process, and the somersault process. The climb process is designed to search the local optima, and the watch-jump process is used to find out other positions whose objective function values are better than those of the current solutions in order to enhance the search performance of the algorithm, while the somersault process is employed to make the monkeys transfer to other search domains subtly. The MA can solve a variety of difficult optimization problems, featuring high dimensionality, non-differentiability, and non-linearity. In spite of the MA having these attractive features, the problems to be solved are related: coding method, high run-time and poor convergence for large configurations.
Based on the traditional monkey algorithm, TingHua Yi proposed an algorithm called adaptive monkey algorithm (AMA) [7] . The adaptive operator is designed and implemented in the AMA, which provides an automatic technique for adjusting the climb process and watch-jump process of the monkey algorithm according to the observed performance while the search is ongoing. Two new somersault processes, i.e., reflection somersault process and mutation somersault process, are incorporated in the AMA to strengthen its global search ability. TingHua Yi uses this algorithm to solve the Dalian World Trade Building (DWTB) sensor distribution optimization problem. The results demonstrated that the innovations in the AMA make it outperform the other algorithms in most cases in terms of less iterations and generating more stable optimal solutions. This algorithm can also be easily applied to other discrete optimization problems. However, repeated tests are needed to determine the appropriate parameters in the algorithm.
The Genetic Algorithms
In recent years, GA has attracted significant attention as a powerful inverse solution technique. It is a stochastic global search method that offers an efficient parameter search optimization technique without the construction of a model of the structural system under investigation. In brief, GA is an iterative procedure in which during each iteration step, called a generation, the individuals (which represent a feasible solution in some problem space through a suitable mapping) are given a fitness value based on an appropriate objective function. By minimizing or maximizing the objective function, the individuals, also called chromosomes, are ranked and selected according to their fitness. New individuals are generated by performing genetic operators. The iteration process terminates upon reaching a maximum number of generations or by finding an acceptable solution.
In order to optimize the number and location of sensors simultaneously, the authors [8] presented a multi-objective optimization study of a novel sensors distribution technique, where two optimization objective functions are considered: sensors number and sensors location optimization performance index. In addition, the finite element analysis, the time-frequency transform and the principal component analysis are combined to quantize the above objective functions. The non-dominated sorting genetic algorithm II (NSGA-II) is used to acquire Pareto solutions. The experiment system is established as shown in Figure 1 . It demonstrates that the suggested method is feasible and efficient for sensors distribution optimization problem. 
CONCLUSIONS
Compared with the traditional optimization algorithm, the heuristic algorithm has a good global search ability, and suitable for large data search problems. With the development of computer technology and modern signal analysis technology, the depth and range of structural health monitoring have been greatly developed. Because of its advantages, heuristic algorithm has gained more and more application in sensor distribution optimization in recent years.
However, there are still a lot of problems with setting parameters when using heuristic algorithms:
1. How to judge whether the heuristic algorithm encounters the local optimal situation; 2. How to combine the advantages of various heuristic algorithms perfectly; 3. The parameters in the heuristic algorithm are very important to the effect of the algorithm, and how to set the parameters effectively;
4. How to set effective heuristic algorithm iteration stopping condition, and so on.
Therefore, when using heuristic algorithm for optimization, it is necessary to have an in-depth understanding of the principles of the algorithm. In order to get the optimal results, we need according the actual conditions of the problem to set parameters. At the same time, in order to jump out of local optimization and speed up the optimization efficiency, the combination of various optimization algorithms is a good method too. It is necessary to explore the optimization algorithm with better parallelism, global search, fast convergence and less iteration, so as to improve the computational efficiency and reliability. The optimal placement of sensors is a combinatorial optimization problem. So we need to find an effective multi-objective optimization algorithm. For large space structures, the arrangement of sensors needs to consider the specific structural features and measurement conditions to select the best scheme on the basis of a variety of methods.
