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Abstract
Baxter numbers are known to count several families of combinatorial
objects, all of which come equipped with natural involutions. In this
paper, we add a combinatorial family to the list, and show that the known
bijections between these objects respect these involutions. We also give
a formula for the number of objects fixed under this involution, showing
that it is an instance of Stembridge’s “q = −1 phenomenon”.
1 Introduction
The Baxter numbers are given by B(n) :=
∑n−1
k=0 Θk,n−k−1 where
Θk,ℓ =
(
n+1
k
)(
n+1
k+1
)(
n+1
k+2
)
(
n+1
1
)(
n+1
2
) (1)
for n = k + ℓ + 1. The summand Θk,ℓ counts many things, defined below, and
illustrated in the Appendix:
(A) Baxter permutations in Sn with k ascents and ℓ descents. [4]
(B) Baxter permutations in Sn with k inverse ascents and ℓ inverse descents.
(C) Twisted Baxter permutations in Sn with k inverse ascents and ℓ inverse
descents. [17]
(D) Non-intersecting lattice paths from
A1 = (0, 2), A2 = (1, 1), and A3 = (2, 0) to (2)
B1 = (k, ℓ+ 2), B2 = (k + 1, ℓ+ 1), B3 = (k + 2, ℓ),
which we will call (k,ℓ)-Baxter paths. [9]
(E) Standard Young tableaux of shape 3×n with no consecutive entries in any
row, and k instances of (i, i + 1) in the union of the first and third rows,
which we will call (k,ℓ)-Baxter tableaux. [8]
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(F) Diagonal rectangulations of size n, where k is the number of times the
interior of the diagonal is intersected vertically, and ℓ is the number of
times it is intersected horizontally. [17]
(G) Plane partitions in a k×ℓ×3 box, which we will call Baxter plane partitions.
Recall that a permutation w = w1 . . . wn has a descent at position i if wi >
wi+1. A permutation w has an inverse descent at position i if w
−1 has a descent
as position i, which is equivalent to i+ 1 appearing to the left of i in w.
Baxter permutations are those that avoid the patterns 3-14-2 and 2-41-3,
where an occurrence of the pattern 3-14-2 in a permutation w = w1 . . . wn
means there exists a quadruple of indices {i, j, j + 1, k} with i < j < j + 1 < k
and wj < wk < wi < wj+1 (and similarly for 2-14-3)
1. For example, 25314
contains an instance of the patten 2413, but not 2-41-3. For n = 4, there are
B(4) = 22 Baxter permutations in S4, with the only excluded ones being 2413
and 3142. Twisted Baxter permutation have a syntactically similar definition,
being those that avoid 2-41-3 and 3-41-2. Call these larger sets counted by B(n)
a set of Baxter objects of order n, and their subsets counted by Θk,ℓ a set of
Baxter objects of order (k,ℓ). Each of these subsets has a natural involution
that preserves k and ℓ:
• Conjugation by the longest permutation w0 for (A), (B), and (C).
• Rotation by 180◦ about a central point for (D) and (F)
• Schu¨tzenberger evacuation for (E), which in the special case of a rectan-
gular tableaux with N boxes corresponds to rotating the tableaux 180◦
and then replacing every label i with N + 1− i.
• Taking the complement of a plane partition in the k × l × 3 box for (G).
Since Baxter permutations are closed under taking inverses [17], the map
w 7→ w−1 provides an obvious bijection between Baxter objects (A) and (B).
There are known bijections due to Dulucq and Guibert between the Baxter
objects (A), (D) and (E) (see [8], [9]), and also between the objects (B), (C)
and (F) due to Law and Reading (see [17]). We will also show the equivalence of
objects (D) and (G). Section 2 is devoted to the proof of the following theorem:
Theorem 1.1. The given bijections between the above 7 classes of Baxter objects
of order (k,ℓ), commute with their respective involutions.
Since the bijections commute with the respective involutions, this means the
number of Baxter objects of order (k,ℓ) fixed under involution is the same for
all 7 classes of Baxter objects. Denote this common number Θ	k,ℓ, and introduce
a q-analogue of Θk,ℓ,
1Such patterns are sometimes called vincular patterns.
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Θk,ℓ(q) :=
[
n+ 1
k
]
q
[
n+ 1
k + 1
]
q
[
n+ 1
k + 2
]
q[
n+ 1
1
]
q
[
n+ 1
2
]
q
(3)
where n = k + ℓ + 1,
[
n
i
]
q
=
[n]!q
[k]!q [n−k]!q
, [m]!q = [m]q[m − 1]q . . . [1]q, and
[j]q = 1 + q + . . .+ q
j−1.
Theorem 1.2. Θk,ℓ(q) lies in N[q], has symmetric coefficients, and satisfies
[Θk,ℓ(q)]q=−1 = Θ
	
k,ℓ.
The proof of Theorem 1.2 is given in Section 3, using a result of Stembridge
from the theory of plane partitions.
2 Proof of Theorem 1.1
2.1 Objects (D) and (G)
A plane partition is an array (πi,j)i,j≥1 of non-negative integers with finitely
many non-zero entries that weakly decrease along rows and columns. The plane
partitions inside an a× b× c box are those where πi,j ≤ c, and πi,j = 0 if i > a
or j > b. Its complement in the a × b × c box is the plane partition given by
π′i,j = c− πa−i,b−j for 1 ≤ i ≤ a and 1 ≤ j ≤ b and 0 elsewhere.
Theorem 2.1. There is a bijection between (k, ℓ)-Baxter paths and plane par-
titions in a k × ℓ × 3 box, which equivariantly takes conjugation by w0 to com-
plementation of a plane partition.2
Proof. Each individual lattice path from Ai to Bi naturally corresponds to a
partition λi inside of a k×ℓ box, (our convention will be to take λi to be the part
of the k×ℓ box with Ai and Bi as corners that lies above the given lattice path).
The non-intersecting condition is equivalent to requiring λ3 ⊆ λ2 ⊆ λ1, which
is precisely the condition necessary for a triple of partitions to form the layers
of a plane partition when stacked. Additionally, one can see the involution on
lattice paths (which is 180◦ rotation) corresponds to taking λ3 ⊆ λ2 ⊆ λ1 to
λc1 ⊆ λ
c
2 ⊆ λ
c
3, where λ
c is the complement of λ in the k × ℓ box, which is the
same as taking the complement of the plane partition in the k × ℓ× 3 box.
2Thanks to Jang Soo Kim for noting this connection.
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(2,0)
(6,4)
(1,1)
(5,5)
(0,2)
(4,6)
Figure 1: Example of the map from triples of non-intersecting lattice paths as
in (2) to plane partitions in a k × ℓ× 3 box, for k = ℓ = 4. (Tikz code courtesy
of Jang Soo Kim)
2.2 Objects (A), (D), and (E)
One fundamental intermediate object in bijections between Baxter objects is a
special sub-class of pairs of binary trees.
A binary tree is a rooted plane tree where every node has at most two
children, denoted the left and right child. A complete binary tree is a binary
tree where every node is either a leaf, or has has exactly two children. Let BTn
denote the set of binary trees with n nodes, and CBT2n+1 the set of complete
binary trees on 2n+ 1 nodes.
If we truncate all of the leaves from a complete binary tree on 2n+1 nodes,
we’re left with a binary tree on n nodes. If we have a binary tree on n nodes, we
can extend it to a binary tree on 2n+ 1 nodes by adding leaves to every node
with 0 or 1 children. The processes of truncation and extension can clearly be
seen to be inverse to each other.
Definition 2.2. Let Trunc : CBT2n+1 7→ BTn be the bijection from complete
binary trees on 2n+1 nodes to binary trees on n nodes obtained by truncating
leaves, with inverse map called Extend. Let Trunc×2 : CBT2n+1 × CBT2n+1 7→
BTn × BTn (resp. Extend
×2) be the corresponding maps on pairs of trees.
We call a leaf a left (resp. right) leaf if it is a left (resp. right) child of its
parent.
Definition 2.3. Let code : CBT2n+1 7→ {0, 1}n−1 be the function that reads off
the pattern of left and right leaves in a complete binary tree from left to right
(excluding the left-most left leaf and right-most right leaf) by assigning a 1 to
left leaves and a 0 to right leaves
4
00
1 0
Trunc
−−−−→
Figure 2: Example of Trunc taking an element of CBT11 with leaf code 0010 to
an element of BT5.
We will mainly be interested in pairs of complete binary trees satisfying a
compatibility relation.
Definition 2.4. Let Twinn ⊂ CBT2n+1 ×CBT2n+1 be the set of pairs of com-
plete binary trees, (TL, TR), where code(TL) is the same as code(TR) if we
interchange 0’s and 1’s. Let T˜winn be the image of Twinn under Trunc
×2.
(
,
)
↓
(
,
)
Figure 3: Example of map from Twinn to T˜winn for n = 5.
Clearly Twinn and T˜winn are in bijection.
Definition 2.5 ( [18, §1.2]). Given a word w = w1w2 . . . wn with distinct letters
in N≥1, recursively define a binary tree incr(w) called the increasing binary tree
for w by saying that if w = uxv with x = min{w1, . . . wn}, then incr(w) has x
as its root, incr(u) as its left subtree, and incr(v) as its right subtree. Similarly,
recursively define a binary tree decr(w) called the decreasing binary tree of w
by saying that if w = uxv with x = max{w1, . . . wn}, then decr(w) has x as its
root, decr(u) as its left subtree, and incr(v) as its right subtree.
While this process gives a labelled binary tree, we will only consider incr(w)
and decr(w) to be the underlying unlabelled binary tree.
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Definition 2.6. Let Ψ : Sn 7→ BTn×BTn be the map that sends a permutation
w to the pair of binary trees (incr(w), decr(w)).
Theorem 2.7 (Dulucq and Guibert, [8]). Ψ : Baxn 7→ T˜winn is a bijection.
It is known that if w has k ascents and ℓ descents, then Extend(incr(w)) will
have k + 1 left leaves and ℓ+ 1 right leaves.
Definition 2.8. Say w ∈ Sn is alternating if w1 < w2 > w3 < w4 . . . . Let
AltBax2n denote the set of alternating Baxter permutations of length 2n.
Recall that alternating permutations have the property that incr(w) (resp.
decr(w)) is a complete binary tree if we add a left-most left leaf (resp. right-most
right leaf) [18, Prop. 1.3.14].
Corollary 2.9. The function Ψ is a bijection from alternating Baxter permu-
tations of length 2n to all pairs of complete binary trees with 2n+1 nodes each.
Definition 2.10. The natural involution on pairs of complete binary trees
(which has Twinn as a subset) is taking the mirror reflection of each tree, and
then swapping the two trees (see Figure 4).
Proposition 2.11. Ψ equivariantly maps permutations with the action of con-
jugation by the longest element to pairs of twin trees with this involution action.
This proposition is obvious from the definition of Ψ in terms of increas-
ing/decreasing trees.
43512
l
(
1
3
4 5
2
,
5
4
3
2
1
)
↓
(
1 0 1
0 ,
0 1 0 1
)
35142
l
(
1
3
5
2
4
,
5
3 4
1 2
)
↓
(
0 1 0 1
, 1
0 1 0
)
Figure 4: Map from Baxn to Twinn for n = 5, and the corresponding action
under involution.
6
The equivalence of Baxter permutations fixed under conjugation by w0 and
triples of non-intersecting of lattice paths fixed under rotation, along with a
number of other Baxter objects fixed under their respective involutions, is given
by Felsner, Fusy, Noy, and Orden [10]. They follow from the fact that the
bijections between the corresponding Baxter objects are all equivariant with
respect to the natural involutions.
Theorem 2.12 (Dulucq and Guibert, [8]). There is a bijection between elements
of Twinn with k + 1 left leaves and ℓ+ 1 right leaves, and (k,ℓ)-Baxter paths..
Proposition 2.13. The above bijection equivariantly takes the natural involu-
tion on Twinn to rotation by 180
◦ on triples of non-intersecting lattice paths.
Proof. Given a pair of twin trees (TL, TR), the first path (resp. third path)
arises from reading the internal nodes of TL (resp. TR) in infix order, recording
whether they are left or right children of their parents. The middle path is deter-
mined by code(TL), which by the twin condition encodes the same information
as code(TR).
Felsner, Fusy, Noy, and Orden [10] have additionally shown the bijections to
a number of other Baxter objects are also equivariant. One interesting Baxter
family not included are Baxter tableaux, or 3×n standard Young tableaux with
no consecutive entries in the same row, which we will now look at.
Cori, Dulucq, and Viennot [5] begin by working with a larger set of objects,
counted not by B(n), but by c2n, where cn =
1
n+1
(
2n
n
)
is the Catalan number.
Definition 2.14. Let Y
(k)
n be the language of all words in {1, 2, . . . , k} such that
each letter appears exactly n times, and for any prefix of the word, i appears at
least as often as i + 1. These are exactly the Yamanouchi words for standard
Young tableaux of a k × n box3.
A Yamanouchi word for a standard Young tableau is a word where the ith
letter indicates which row of the tableau i appears in.
Additionally, if we think of 1’s as being z’s (corresponding to left parenthe-
ses) and 2’s as being z’s (corresponding to right parentheses), then Pz,z , the
language of well-formed parenthesis systems on the letters {z, z¯}, corresponds
to ∪n≥0Y
(2)
n .
Evacuation can be defined more generally, but in the special case of standard
Young tableaux of rectangular shape, it takes a particularly nice form.
Definition 2.15. Given a standard Young tableau T of square shape with N
boxes, let evac(T ) be the Young tableau we get by rotating T by 180◦, and then
replacing each label i with N + 1− i.
See Tables 1-4 at the end for examples.
3They are also referred to as stack words, as they encode the permutations that can be
sorted with k − 1 stacks [16].
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This action also takes a nice form on the corresponding Yamanouchi words.
Definition 2.16. If x = x1x2 . . . x3n−1x3n ∈ Y
(3)
n , then let
evac(x) = (3− x3n)(3− x3n−1) . . . (3− x2)(3− x1).
Example 2.17. evac(112323) = 121233
We introduce an intermediate object, consisting of certain shuffles of two
parenthesization systems.
Definition 2.18. Let Shuffle2n be the set of all shuffles of Pa,a¯ and Pb,b¯ of
length 2n such that for every prefix ending in b, the number of a’s is strictly
greater than the number of a¯’s.
Example 2.19. abb¯ba¯aa¯ab¯a¯ ∈ Shuffle10
Theorem 2.20 (Cori, Dulucq, Viennot [5]). There are bijections between AltBax2n,
Shuffle2n, and pairs of complete binary trees with 2n+ 1 nodes each.
In particular, each set has c2n objects.
The bijection β : AltBax2n → Shuffle2n will later be recalled in Defini-
tion 2.26.
Later, Dulucq and Guibert showed that there was an additional bijection to
a special class of Yamanouchi words.
Definition 2.21. Let Y
(3)
n (22) be the subset of Y
(3)
n consisting of Yamanouchi
words avoiding the consecutive pattern 22 (corresponding to Young tableaux
with no consecutive entries in the middle row). Let Y
(3)
n (11, 22, 33) be the subset
of Y
(2)
n consisting of Yamanouchi words avoiding the consecutive patterns 11,
22, or 33 (corresponding to Baxter tableaux).
Theorem 2.22 (Dulucq and Guibert [8]). There is a bijection between Shuffle2n
and Y
(3)
n (22). This bijection is given by the map that sends α = α1α2 . . . α2n ∈
Shuffle2n to f(α) = Φ(α1)Φ(α2) . . .Φ(α2n), where

Φ(a) = 1
Φ(b) = 21
Φ(a¯) = 23
Φ(b¯) = 3
Example 2.23.
Φ( a b b¯ b a¯ a a¯ a b¯ a¯ )
= 1 21 3 21 23 1 23 1 3 23
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It is not immediately clear that all of the maps are necessarily equivariant
with respect to their natural involutions. We will show that the original bijec-
tions of Cori, Dulucq, and Viennot on the objects counted by c2n (AltBax2n,
Shuffle2n, CBT2n+1 × CBT2n+1, Y
(3)
n (22)) are equivariant with respect to their
involutions. Then an equivariant bijection from the Baxter tableaux (or equiva-
lently, Yamanouchi words in Y
(3)
n (11, 22, 33)) to Twinn is obtained by restricting
the equivariant bijection from Yamanouchi words in Y
(3)
n (22) to all pairs of com-
plete binary trees.
CBTn × CBTn oo
Ψ // AltBax2n oo
β
// Shuffle2n oo
f
// Y
(3)
n (22)
Baxn oo
Extend×2◦Ψ// Twinn oo //
?
OO
Y
(3)
n (11, 22, 33)
?
OO
Figure 5: Diagram indicating the maps between objects counted by c2n, and
their restriction to Baxter objects.
Lastly, we show that the bijection between the Twinn and Baxn is equivari-
ant, making the composite map from Baxter tableaux to Baxter permutations
equivariant.
First, we note that it is trivial to check that the map from Baxter permuta-
tions to alternating Baxter permutations of length 2n equivariantly takes con-
jugation by w0 on Sn to conjugation by w0 on S2n. The map Ψ sends a Baxter
permutation w of length n to a pair of twin trees in Twinn, (incr(w), decr(w)),
equivariantly. But by Corollary 2.9, Ψ−1 will equivariantly map this to AltBax2n.
So it suffices to check that the map from AltBax2n to Y
(3)
n (22) is equivariant.
Proposition 2.24. An equivalent formulation for the Baxter condition on per-
mutations of length n says that for every p ∈ [n − 1], we can either write the
permutation as
π = π′pπ−π+(p+ 1)π
′′ or π = π′(p+ 1)π+π−pπ
′′,
where the (possibly empty) subsequence π− (resp. π+) consists of values less
than p (resp. greater than p+ 1).
Example 2.25. For π = 5671342 ∈ Bax7 and p = 4, we have π′ = ∅, π+ = 67,
π− = 13, and π
′′ = 2.
The proof of this is straighforward, and left to the reader.
This allows us to construct a map from AltBax2n to Shuffle2n, which is in
fact the bijection referred to in Theorem 2.20.
Definition 2.26. Let β : AltBax2n 7→ Shuffle2n be the map defined as follows:
Given a π ∈ AltBax2n, for each p ∈ [2n− 1], look at the relative order of p
and p + 1, whether π− is empty, and whether π+ is empty. We call this triple
of information the type of p (with respect to π). If β(π) = α, for each of these 8
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types, there are two possible strings of length two that αpαp+1 could be, listed
in the figure below. Starting with α1 = a, we can resursively construct α by
noting that only one of the two choices for αpαp+1 will be consistent with what
we already know αp must be.
Type π αpαp+1
Type 1 π′ p ∅ ∅ p+ 1 π′′ aa¯ or ba¯
Type 2 π′ p ∅ π+ p+ 1 π′′ ab or bb
Type 3 π′ p π− ∅ p+ 1 π′′ a¯a¯ or b¯a¯
Type 4 π′ p π− π+ p+ 1 π
′′ a¯b or b¯b
Type 5 π′ p+ 1 ∅ ∅ p π′′ ab¯ or bb¯
Type 6 π′ p+ 1 ∅ π− p π′′ a¯b¯ or b¯b¯
Type 7 π′ p+ 1 π+ ∅ p π′′ aa or ba
Type 8 π′ p+ 1 π+ π− p π
′′ aa or ba
Figure 6: Relations between π ∈ AltBax2n, α ∈ Shuffle2n, incr(π), and decr(π).
Example 2.27. As a working example, we will start with π = 2314 ∈ AltBax4.
For p = 1, we see that p + 1 occurs before p, π+ is non-empty, and π− is
empty. This means p = 1 is type 7, and so α1α2 is either aa or ba. But since a
shuffle word has to start with a, we know α1α2 = aa.
For p = 2, we see that p occurs before p+ 1, and that π+ and π− are both
empty. This means p = 2 is type 1, and so α2α3 is either aa¯ or ba¯. Only the
first case is consistent with us previously finding α2 = a, so α3 = a¯.
For p = 3, we see that p occurs before p + 1, π− is non-empty, and π+ is
empty. This mean p = 3 is type 3, and so α3α4 is either a¯a¯ or b¯a¯. Only the first
choice is consistent with α3 = a¯, so α4 = a¯.
Thus, we see that β(2314) = aaa¯a¯.
Since this map is a bijection, as knowing the type for each αpαp+1 uniquely
determines α, knowing the type for each p is enough to recover what the original
alternating Baxter permutation is.
Thus, we will find it convenient to encode elements of AltBax2n and Shuffle2n
as words of length n on the letter set {1, 2 . . . , 8}, where the pth letter indicates
the type of p in w (resp. the type of αpαp+1).
Example 2.28. For π = 2314, as p = 1 was the type 7, p = 2 was the type 1,
and p = 3 was the type 3, we would encode this element as 713.
Theorem 2.29. The bijection between AltBax2n and Y
(3)
n (22) is equivariant
with respect to conjugation by w0 and evacuation.
Proof. The bijection of Dulucq and Guibert from AltBax2n to Y
(3)
n (22) is a
composition of a map β from AltBax2n to Shuffle2n and the previously defined
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f from Shuffle2n to Y
(3)
n (22). So we need to show that if f(β(w)) = x, then
f(β(w0ww0)) = evac(x).
We note that the elements in the intermediate set, Shuffle2n, have no natural
involution associated to them. However, we can define an involution on Shuffle2n
by mapping it bijectively to a set with a natural involution, doing an involution
there, and then mapping it back.
This gives us two possible ways of defining an involution on Shuffle2n that
are not obviously the same. One option is α 7→ β(w0β−1(α)w0), induced from
AltBax2n. The other is α 7→ f−1(evac(f(α)), induced from Y
(3)
n (22). Proving
equivariance is equivalent to showing that these two induced involutions are the
same.
First, we describe the involution on Shuffle2n induced from conjugation by
w0 on the alternating Baxter permutations.
If we know what type p is in the original word π, we can readily figure out
the type of n− p in the involuted word, πˆ = w0πw0, as:
• p appears before p+ 1 in π iff n− p appears before n+ 1− p in πˆ.
• π− is empty iff πˆ+ is empty.
• π+ is empty iff πˆ− is empty.
Thus, if p is of type 1,2,3,4,5,6,7,8 in the original word, then n− p will be of
type 1,3,2,4,5,7,6,8 (respectively)
This means that the involution on Shuffle2n induced from AltBax2n corre-
sponds to reversing the encoded word, swapping 2’s and 3’s, and swapping 7’s
and 6’s.
Example 2.30. The encoded word for π = 2314 is 713, so the encoded word
for w0πw0 = 1423 should be 216. Sure enough, in 1423, p = 1 is of type 2, p = 2
is of type 1, and p = 3 is of type 6.
Now, we consider the relationship between Shuffle2n and Y
(3)
n (22). Say we
have f(α) = a. Each of the 2n letters of α corresponds to one of the 2n instances
of 1 and 3 in a, and additionally keeps track of whether or not that instance of
1 or 3 is preceded by a 2.
Let αˆ = f−1(evac(f(α)), representing the involution on Shuffle2n induced
by Y (3)(22).
Proposition 2.31. αˆ2n+1−p corresponds to a 1 (resp. 3) if and only if αp
corresponds to a 3 (resp. 1).
Proof. Doing evacuation on a Yamanouchi word corresponds to reversing the
word, and swapping 1’s and 3’s. So if the pth occurrence of either a 1 or a 3 in
x ∈ Y (3)(22) is a 1 (resp. 3) the (2n+ 1− p)th occurence of either a 1 or a 3 in
evac(x) will be a 3 (resp. 1). So if αˆ = f−1(evac(f(α)), then αˆ2n+1−p will be
either a¯ or b¯ (resp. a or b).
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Proposition 2.32. The 1 or 3 in αˆ2n+1−p will be preceded by a 2 if and only
if αp+1 corresponds to something that is preceded by a 2.
This easily follows from the fact that evacuation reverses the word.
Say we know whether αp corresponds to a 1 or a 3, and what αp+1 is. There
are 8 different cases, and for each case there are two possibilities for what αpαp+1
could be (depending on whether or not the 1 or 3 in αp is preceded by a 2 or
not). One can see that these are exactly the 8 different types from Figure 2.2.
Example 2.33. Say we know that αp corresponds to a 1, αp+1 corresponds to
a 1, and αp+1 is preceded by a 2. Then αpαp+1 could be ab or bb, corresponding
to type 2.
By Proposition 2.31, we can determine whether αˆ2n−p and αˆ2n+1−p corre-
spond to 1’s or 3’s. By Proposition 2.32, we can also determine whether αˆ2n+1−p
is preceded by a 2 or not. Thus, we can determine which of the 8 different cases
from Figure 2.2 αˆ2n−pαˆ2n+1−p corresponds to. One can check case-by-case that
we get the same correspondence as before.
Example 2.34. Say we know that αpαp+1 is of type 2 as in the previous
example. Then αp corresponding to a 1 means αˆ2n+1−p corresponds to a 3.
And αp+1 corresponding to a 1 means αˆ2n−p corresponds to a 3. Finally, αp+1
being preceded by a 2 means αˆ2n+1−p is preceded by a 2. Thus, αˆ2n−pαˆ2n+1−p
could be a¯a¯ or b¯a¯, corresponding to type 3.
Corollary 2.35. The bijection between Twinn and Baxn is equivariant.
Corollary 2.36. Let n = k+ℓ+1. The bijection from (k,ℓ)-Baxter permutations
to (k,ℓ)-Baxter tableaux is equivariant with respect to conjugation by w0 and
evacuation.
Remark 2.37. Although it is not our primary interest, the following corollary
also allows us to count how many alternating Baxter permutations of length 2n
and standard 3× n Young tableaux avoiding 22 are fixed under evacuation.
Corollary 2.38. The number of alternating Baxter permutations of length 2n
fixed under conjugation by w0 and the number of 3×n standard Young tableaux
with no consecutive entries in the middle row fixed under evacuation are both
equal to cn, the Catalan number.
Proof. We have an equivariant bijection between pairs of complete binary trees
and these two objects, so it suffices to count how many pairs of complete binary
trees are fixed under their involution. The involution on pairs of trees is given
by reflecting each tree horizontally and then swapping the order of the pair. So
a pair fixed under involution is completely determined by the first tree, and it
is clear that each complete binary tree yields a pair fixed under involution (by
pairing a tree T with a reflected copy of itself). So there are as many pairs
12
78354612
l
( 1
3
7
8
4
5 6
2
,
8
7 6
5
3 4
2
1
)
↓
(
,
)
Figure 7: Map from alternating Baxter permutations of length 2n to pairs of
complete binary trees with 2n+ 1 nodes.
of complete binary trees fixed under involution as there are pairs of complete
binary trees, of which there are cn.
In Figure 7, one can see that the original alternating Baxter permutation is
fixed under conjugation by w0, and that the right tree is the mirror image of
the left tree.
2.3 Objects (A) and (B)
Next, we show the equivalence of objects (A) and (B)., using the following fact.
Proposition 2.39 (Law and Reading [17], Corollary 4.2). A permutation w
lies in Baxn if and only if w
−1 lies in Baxn.
If one were dealing with regular pattern avoidance, this would be trivial,
because a permutation w contains an instance of 2413 (resp. 3142) if and only
if w−1 contains an instance of 3142 (resp. 2413). However, one has to do some
extra work to check that the analogous statement holds when one has the extra
adjacency conditions of vincular patterns.
Proposition 2.40. The map w 7→ w−1 gives a bijection between Baxter per-
mutations with k descents and Baxter permutations with k inverse descents that
commutes with conjugation by w0.
Proof. Conjugation by w0 commutes with w 7→ w−1, since w
−1
0 = w0.
While this result on its own is elementary, it is important because the
previous Baxter families all had statistics that naturally corresponded to as-
cents/descents, while the remaining Baxter families all have statistics that will
correspond to inverse ascents/inverse descents.
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2.4 Objects (B) and (C)
There is another class of Baxter objects known as twisted Baxter permutations.
While Baxter permutations avoid the patterns 3-14-2 and 2-41-3, twisted Baxter
permutations avoid the patterns 3-41-2 and 2-41-3. Even though the two pairs
of patterns look similar, it is not immediately obvious that they should be so
closely related. Section 8 of Law and Reading’s paper [17] provides a bijection
between the two that relies on looking at fibers of the lattice congruence Θ3412
on the weak order for Sn [17].
Definition 2.41. For w ∈ Sn, let Inv(w) be the set of inversions, or pairs
(wi, wj) with 1 ≤ i < j ≤ n such that wj < wi. We say that u ≤ v in the weak
order if Inv(u) ⊆ Inv(v).
Theorem 2.42 (Corollary 3.1.4, [2]). The covering relations for the weak order
on Sn come precisely from the pairs of permutations that differ only in two
adjacent entries.
We need the following proposition, which follows immediately from Propo-
sition 8.1 in their paper.
Definition 2.43. A 3-14-2 → 3-41-2 move on a permutation is an action that
takes an instance of the pattern 3-14-2, and switches the adjacent entries in
the middle so the subsequence corresponds to an instance of the pattern 3-41-
2. That is to say, if w = w1 . . . wn has an instance of 3-14-2 corresponding to
the subsequence wiwjwj+1wk, then a 3-14-2 → 3-41-2 move would send w to
w1 . . . wj−1wj+1wjwj+2 . . . wn.
Proposition 2.44. Given a twisted Baxter permutation, it will be the maximal
element in its fiber over Θ3412, the corresponding Baxter permutation will be the
unique minimal element, and the fiber will consist of all permutations attainable
from the twisted Baxter permutation by making any sequence of (3-14-2 → 3-
41-2) moves.
Corollary 2.45. The number of twisted Baxter permutations of length n with
k inverse descents is equal to the number of Baxter permutations of length n
with k inverse descents.
Proof. The moves that get us from a twisted Baxter permutation to a Baxter
permutation will never change the number of inverse descents. Swapping the
elements playing the role of 1 and 4 in adjacent positions will never change the
relative order of i and i+ 1 for any i.
Corollary 2.46. A twisted Baxter permutation and its corresponding Baxter
permutation are each fixed under conjugation by w0 if and only if their common
fiber is fixed under conjugation by w0.
Proof. Since the fibers of this congruence can be described as the orbit of all
possible (3-14-2 ↔ 3-41-2) moves, conjugation by w0 will map fibers to fibers.
14
4567123
4561723
4516723 4561273
4156723 4516273
4156273
4152673
4125673
Figure 8: Fiber of the congruence θ3412 with the Baxter permutation 4567123
as its maximal element, and the twisted Baxter permutation 4125673 as its
minimal element.
2.5 Objects (C) and (F)
Definition 2.47. A diagonal rectangulation of size n is a subdivision of an n×n
square into n rectangles (with lattice points for corners) such that the interior
of every rectangle intersects a fixed diagonal of the square.
Figure 9: A diagonal rectangulation of size n = 4
We next check to see that the bijection between twisted Baxter permuta-
tions and diagonal rectangulations given in Section 6 of Law and Reading [17]
preserves the indicated statistic, and will equivariantly take conjugation by w0
to 180◦ rotation. We again have the intermediate object of pairs of twin trees.
The map from twisted Baxter permutations to pairs of twin trees used by
Law and Reading is equivalent to Extend×2(w−1) (they respectively call these
the upper and lower planar binary trees). Conjugation by w0 on twisted Baxter
permutations will correspond to the same involution on pairs of trees defined in
Definition 2.10. Also, if a twisted Baxter permutation w has k inverse ascents,
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w−1 will have k ascents, and incr(w−1) will have k left leaves (excluding the
left-most one), preserving the statistic.
A diagonal rectangulation is made by gluing the two trees together. In
particular, one draws the trees so that all the leaves are evenly spaced on the
lowest level, and all intersections make right angles. Then the twin tree condition
guarantees that if we turn the left tree upside-down, it will match up with the
right tree to form a diagonal rectangulation (see Figure 10).
It is then obvious that the involution on pairs of trees corresponds to 180◦
rotation on diagonal rectangulations, and that k left leaves in the left tree (ex-
cluding the left-most one) will correspond to the k vertical intersections with
the interior of the diagonal.
w = 3124, w−1 = 2314
l
( 1
2
3
4
,
4
3
2 1
)
↓
(
,
)
l
Figure 10: Map from twisted Baxter permutations to diagonal rectangulations
3 Proof of Theorem 1.2
By Theorem 1.1, if we want to count the number of objects fixed under involution
for any Baxter object, we only have to find the number of objects fixed under
involution for one family of Baxter objects. This is easiest for Baxter plane
partitions. MacMahon gave a closed formula for the generating function of
plane partitions inside a box, weighted by number of boxes.
16
Theorem 3.1 ( [19],Theorem 7.21.7). Fix a, b, and c, and let |π| be the total
number of boxes in a plane partition. Then
∑
π
q|π| =
∏
i=1,...,a
j=1,...,b
k=1,...,c
[i+ j + k − 1]q
[i+ j + k − 2]q
(4)
where π runs over all plane partitions that fit in an a× b× c box.
We will write the above sum as M(a, b, c; q). One can check that for Baxter
plane partitions, this gives the previously defined q-analogue of Θk,ℓ.
Corollary 3.2.
M(k, ℓ, 3; q) =
∑
π
q|π| =
[
n+ 1
k
]
q
[
n+ 1
k + 1
]
q
[
n+ 1
k + 2
]
q[
n+ 1
1
]
q
[
n+ 1
2
]
q
= Θk,ℓ(q) (5)
where π runs over all plane partitions that fit in a k × ℓ× 3 box.
In particular, this tells us that Θk,ℓ(q) is indeed a polynomial with symmet-
ric, non-negative integer coefficients, which is not immediately obvious from the
definition.
Additionally, we have the following theorem of Stembridge.
Theorem 3.3 (Stembridge, Example 2.1, [20]). The number of self-complementary
plane partitions that fit inside an a× b× c box is M(a, b, c;−1).
By setting a = k, b = ℓ, and c = 3, we get the following result.
Theorem 3.4. Θ	k,ℓ = [Θk,ℓ(q)]q=−1
Although Theorem 3.4 follows from Stembridge’s result without any further
computation, it turns out that it agrees with formulas for Θ	k,ℓ given previous
by Felsner, Fusy, Orden, and Noy [10], after correcting one of the cases of their
formula, and applying a hypergeometric summation, as we explain next.
Theorem 3.5. 1. If k and ℓ are odd, then Θ	k,ℓ = 0
2. If k and ℓ are even, with k = 2κ and ℓ = 2λ, then for N = κ+ λ,
Θ	2κ,2λ =
∑
r≥0
2r3
(N + 1)(N + 2)2
(
N + 2
κ+ 1
)(
N + 2
κ− r + 1
)(
N + 2
κ+ r + 1
)
=
(
N+1
κ
)(
N+1
κ+1
)(
N
κ
)
(N + 1)
(6)
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3. If k is odd and ℓ is even 4, with k = 2κ+1 and ℓ = 2λ, then for N = κ+λ,
Θ	2κ+1,2λ = Θ
	
2κ,2λ +
∑
r≥1
(λ− r + 1)r(r + 1)(2r + 1)
(κ+ 2 + r)(N + 1)(N + 2)2
(
N + 2
κ+ 1
)(
N + 2
κ− r + 1
)(
N + 2
κ+ r + 1
)
=
(
N+1
κ
)(
N+1
κ
)(
N+1
κ+1
)
(N + 1)
(7)
4. If k is even and ℓ is odd, with k = 2κ and ℓ = 2λ+ 1, then
Θ	2κ,2λ+1 = Θ
	
2λ+1,2κ,
which is the same as (7) with κ and λ switched.
Before embarking on the proof, we review the approach used by Felsner,
Fusy, Orden, and Noy. They counted non-intersecting triples of lattice paths as
in (2) fixed under rotation. The rotation will be about the point (k2 ,
ℓ
2 ), and a
rotationally invariant Baxter path will be uniquely determined by what it does
below the line x + y = k+ℓ2 . In [10], the authors show that all rotationally
invariant Baxter paths arise from triples of lattice paths from A1, A2, and A3
to specific points below the line x + y = k+ℓ2 , which depend on the parity of
k and ℓ, and also a parameter r. These triples of lattice paths can be counted
by the Gessel-Viennot-Lindstrom lemma [15], and they obtain their formula by
summing the resulting expressions over all possible parameters r for k and ℓ of
fixed parity, resulting in the first parts of (6) and (7).
Proof of Theorem 3.5.
Proof of Assertion 1. When k and ℓ are both odd, one can easily see Θ	k,ℓ = 0.
In terms of rotationally invariant lattice paths, the central point of rotation will
have two non-integral coordinates. In order for the path from A2 to meet up
with itself upon rotation, it would have to go through this point, but lattice
paths always have at least one integral coordinate. One can also look at the
plane partition model, where the k × ℓ × 3 box has an odd number of boxes,
so the size of any plane partition in that box must have opposite parity of its
complement. Correspondingly, we check that [Θk,ℓ(q)]q=−1 = 0. In this case,
the denominator of (3) only has one factor of 1 + q, coming from
[
n+ 1
1
]
q
,
whereas the numerator will have two factors of (1 + q), coming from each of[
n+ 1
k
]
q
and
[
n+ 1
k + 2
]
q
.
Proof of Assertion 2. When k = 2κ and ℓ = 2λ are both even, the resulting
summation in (6) is (after factoring out a constant) the hypergeometric series
5F4
[
2 2 2 −κ, −λ
1 1 κ+ 3 λ+ 3
∣∣∣∣∣ 1
]
,
4This case corrects Proposition 7.4, part iii in Felsner, Fusy, Orden, and Noy
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where we recall that
rFs
[
a1 a2 . . . ar
b1 b2 . . . bs
∣∣∣∣∣ z
]
=
∞∑
n=1
(a1)n . . . (ar)n
(b1)n . . . (bs)n
zn,
for (x)n = x(x− 1) . . . (x− n+ 1).
This can be evaluated using the formula for a well-poised 5F4 [1, (4.4.1) p.27],
5F4
[
a 12a+ 1 c d e
1
2a 1 + a− c 1 + a− d 1 + a− e
∣∣∣∣∣ 1
]
(8)
=
Γ(1 + a− c)Γ(1 + a− d)Γ(1 + a− e)Γ(1 + a− c− d− e)
Γ(1 + a)Γ(1 + a− d− e)Γ(1 + a− c− e)Γ(1 + a− c− d)
.
By choosing a = c = 2, d = −κ, and e = −λ, one can check this gives (6).
Proof of Assertion 3. When k = 2κ+1 is odd and ℓ = 2λ is even, the summation
is (again, after factoring out a constant) the hypergeometric series
4F3
[
3, 5/2, 1− λ, −κ;
3/2, λ+ 3, κ+ 4
∣∣∣∣∣ 1
]
.
This can also be evaluated using (8), but with choice of parameters a = 3,
c = 1− λ, d = −κ, and e = 2 (note that as e = 1 + a− e, the 5F4 reduces to a
4F3), and one can check that this gives (7).
Proof of Assertion 4. We exploit natural symmetry that forces Θ	k,ℓ = Θ
	
ℓ,k.
4 A possible q-Baxter number
The formula (3) gives a meaningful q-analog for Θk,ℓ, and we would like to
extend it to a q-analog for Baxter numbers. A natural way in which one can
generalize is inspired by placing Baxter numbers within the family of Hoggatt
sums [11].
Let H(m, k, ℓ) be the number of plane partitions that fit in a k× ℓ×m box,
which we will call the MacMahon numbers. Via MacMahon’s plane partition
formula given in (4), these can be simply expressed as
H(m, k, l) =
∏m−1
i=0
(
k+ℓ
k+i
)
∏m−1
j=1
(
k+ℓ
j
) . (9)
We also consider a natural q-shift of MacMahon’s formula,
H(m, k, ℓ; q) = qm(
k+1
2 )
∑
π
q|π|, (10)
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where we sum over all plane partitions π in a k × ℓ × m box. Note that
H(m, k, ℓ, 1) = H(m, k, ℓ).
We will define the Hoggatt sum and q-Hoggatt sum to respectively be
H(n,m) =
∑
k+ℓ=n
H(m, k, ℓ)
H(n,m; q) =
∑
k+ℓ=n
H(m, k, ℓ; q)
Proposition 4.1. H(n,m; q) has symmetric coefficients as a polynomial in q.
Proof. One can easily check that the degree of H(n,m, ℓ; q) will always be
m
(
n+1
2
)
. Define an involution on the set of plane partitions that contribute to
H(n,m; q) by pairing π in the k× (n−k)×m box with π¯c in the (n−k)×k×m
box, where π¯ is the plane partition in (n − k) × k × m box naturally iden-
tified with π. It suffices to check that the degrees of the contributions from
π and π¯c add up to m
(
n+1
2
)
, the degree of the polynomial. The contribu-
tion from π has degree |π| +m
(
k+1
2
)
, and the contribution from π¯c has degree
|π¯c|+m
(
n−k+1
2
)
= (mn(n− k)− |π|) +m
(
n−k+1
2
)
, and these two terms indeed
add up to m
(
n+1
2
)
.
For m = 1, the MacMahon numbers are H(1, k, ℓ) =
(
k+ℓ
k
)
, the binomial
coefficients, with meaningful q-analogue
H(1, k, ℓ; q) = q(
k+1
2 )
[
k + ℓ
k
]
q
.
The Hoggatt sum is H(n, 1) = 2n, and the q-Hoggatt sum is
H(n, 1; q) =
n∑
k=0
q(
k+1
2 )
[
n
k
]
q
= (−q; q)n+1 = (1 + q)(1 + q
2) . . . (1 + qn).
For m = 2, the MacMahon numbers are H(2, k, ℓ) = 1k+ℓ
(
k+ℓ
k
)(
k+ℓ
k+1
)
, the
Narayana numbers, with q-analogue
H(k, ℓ, 2; q) =
qk
2+k
[k + ℓ]q
[
k + ℓ
k
]
q
[
k + ℓ
k + 1
]
q
the q-Narayana numbers [12]. The Hoggatt sum is H(n, 2) = 1n+1
(
2n
n
)
, the
Catalan number, whereas the q-Hoggatt sum is
H(n, 2; q) =
1
[n+ 1]q
[
2n
n
]
q
,
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the q-Catalan number [12].
For m = 3, the MacMahon numbers are H(3, k, ℓ) = Θk,ℓ, with q-analogue
H(3, k, ℓ; q) = Θk,ℓ(q). The Hoggatt sums are H(n, 3) = B(n + 1), the Baxter
number, and so one might consider the third q-Hoggatt sum
H(n, 3; q) =
∑
k+ℓ=n
q3(
k+1
2 )Θk,ℓ(q) (11)
as a q-Baxter number. However, we do not know if it has any nice combina-
torial interpretations like the cases m = 1, 2. Also, it is not known whether
H(4, k, ℓ; q) or H(n, 4; q) has any nice combinatorial interpretation outside of
plane partitions, as there is for m ≤ 3.
5 Descent Generating Function
Not much has been said about the generating function for Baxter permutations
with respect to descents,
B(n, t) =
n−1∑
k=0
(
n+1
k
)(
n+1
k+1
)(
n+1
k+2
)
(
n+1
1
)(
n+1
2
) tk,
so we will make a few brief comments. First, we are able to show that B(n, t)
is real rooted by using the theory of multiplier sequences.
Definition 5.1. Say that {ak}k≥0 is a multiplier sequence if for every polyno-
mial
∑n
k=0 bkt
k with all real roots,
∑n
k=0 akbkt
k also has all real roots.
Multiplier sequences satisfy some basic properties, which are outlined in
Craven and Csordas [6].
Proposition 5.2. Let {ak}k≥0 be a multiplier sequence.
(a)
∑n
k=0 akt
k is real rooted.
(b) {ak+r}k≥0 for r ≥ 0 is also a multiplier sequence.
(c) If {bk}k≥0 is another multiplier sequence, then {akbk}k≥0 is also a multi-
plier sequence.
(d) If {ar, ar+1, . . . , ar+s} is a segment of a multiplier sequence, and
∑n
k=0 bkt
k
is real rooted with n ≤ s, then
∑n
k=0 ar+s−kbkt
k is real rooted
Proposition 5.3. B(n, t) has only real roots.
Proof. It suffices to check that
n−1∑
k=0
tk
k!(k + 1)!(k + 2)!(n+ 1− k)!(n− k)!(n− k − 1)!
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is real rooted, as B(n, t) is this sum times the constant 2(n+ 1)!n!(n− 1)!.
It is well known that { 1k!} is a multiplier sequence (Theorem 2.4.1, [3]), so
we just need to apply a number of the transformations from Proposition 5.2. In
particular, (b) tells us that { 1(k+1)!} and {
1
(k+2)!} will be multiplier sequence.
So by (c), { 1k!(k+1)!(k+2)!} is a multiplier sequence, and
∑n−1
k=0
1
k!(k+1)!(k+2)! t
k is
real rooted. Now apply part (d) to the segments { 11! , . . . ,
1
(n−1)!}, {
1
2! , . . . ,
1
n!},
and { 13! , . . . ,
1
(n+1)!} to get the desired result.
We know that if w = w1 . . . wn is a Baxter permutation with k descents, then
ww0 = wn . . . w1 will be a Baxter permutation with n−k−1 descents. This tells
us that B(n, t) should have symmetric coefficients. Following Gal [13], one can
consider the expansion of polynomials of degree n with symmetric coefficients
in terms of the basis {ti(1 + t)n−2i}0≤i≤⌊n
2
⌋.
Definition 5.4. Let P (t) be a polynomial of degree n with symmetric coeffi-
cients, and let P (t) =
∑⌊n
2
⌋
k=0 γit
i(1+ t)n−2i. Then we say that P (t) is γ-positive
if γi ≥ 0.
Gal has conjectured that the h-vector for any flag simplicial polytope is γ-
positive [13]. Ideally, one would like to be able to find a polytope related to
Baxter objects with B(n, t) as its h-vector.
As B(n, t) is real-rooted with positive, symmetric coefficients, it should be
γ-positive [13, Remark 3.1.1]. Since this generating function can be seen to be
a well-poised 3F2, we can apply the well-poised 3F2 quadratic tranformation [1,
p. 97]
(1− z)a3F2
[
a b c
2 1
∣∣∣∣∣ z
]
= 3F2
[
1
2a
1
2 (a+ 1) 1 + a− b− c
1 + a− ba 1 + a− c
∣∣∣∣∣− 4z(1 − z)2
]
.
Setting z = −t, a = −n+ 1, b = −n, c = −n− 1 gives
B(n, t) =
⌊n/2⌋∑
k=0
γit
i(1 + t)n−2i
for
γi =
(n+ 3)i(1− n)2i
(1)i(2)i(3)i
.5 (12)
Ideally, one would like a combinatorial interpretation for these γi’s. The
Eulerian polynomials, which are the generating function over all permutations
with respect to descents, are known to be γ-positive. Shapiro, Woan, and Getu
have shown that the γi’s for Eulerian polynomials count the number of permu-
tations in Sn with no consecutive descents and no final descent. Furthermore,
5Thanks to Dennis Stanton for suggesting this transformation
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Foata and Schu¨tzenberger have a formula that gives γi as a weighted count of
all permutations of length n with i peaks. The natural restriction of these in-
terpretations from all permutations to Baxter permutations does not give the
correct γi’s, however.
Furthermore, a similar identity can be applied when we consider the q, t
version of the above identity for
B(n, t, q) =
n−1∑
k=0
[
n+ 1
k
]
q
[
n+ 1
k + 1
]
q
[
n+ 1
k + 2
]
q[
n+ 1
2
]
q
[
n+ 1
1
]
q
q3(
k+1
2 )tk.
Applying the Sears-Carlitz transformation of a terminating well-poised 3φ2 [14,
(III.14)]6 gives the expression
B(n, t, q) =
⌊n/2⌋∑
i=0
q3(
i
2) (q
n−2i; q)2i(q
n+3; q)i
(q3; q)i(q2; q)i(q; q)i
ti
(−tqn−2+i; q)∞
(−tq2n−3−i; q)∞
.
As an example, this formula gives the expansion
B(4, t, q) = 1+(q6+q5+2q4+2q3+2q2+q+1)t+q3(q6+q5+2q4+2q3+2q2+q+1)t2+q9t3
= (1 + tq2)(1 + tq3)(1 + tq4) + (q6 + q5 + q4 + q3 + q2 + q + 1)t(1 + tq3).
This would suggest that
γi(q) = q
3(i2) (q
n−2i; q)2i(q
n+3; q)i
(q3; q)i(q2; q)i(q; q)i
is a natural q-analog to the γi defined in (12). If a combinatorial interpretation
is found for the γi’s, one might expect that γi(q) will give their distribution with
respect to some natural statistic.
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A Appendix
Table 1: Baxter objects of order (k, ℓ) = (3, 0)
Θk,ℓ(q) = 1
Θk,ℓ(1) = 1
Θk,ℓ(−1) = 1
Baxter Twisted Baxter Baxter Baxter Diagonal Baxter Plane
Permutations Permutations Paths Tableaux Rectangulations Partitions
1234
	
1234
	
	
1 3 6 9
2 5 8 11
4 7 1012
	 	
∅
	
Table 2: Baxter objects of order (k, ℓ) = (0, 3)
Θk,ℓ(q) = 1
Θk,ℓ(1) = 1
Θk,ℓ(−1) = 1
Baxter Twisted Baxter Baxter Baxter Diagonal Baxter Plane
Permutations Permutations Paths Tableaux Rectangulations Partitions
4321
	
4321
	
	
1 4 7 10
2 5 8 11
3 6 9 12
	 	
∅
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Table 3: Baxter objects of order (k, ℓ) = (2, 1)
Θk,ℓ(q) = 1 + q + 2q
2 + 2q3 + 2q4 + q5 + q6
Θk,ℓ(1) = 10
Θk,ℓ(−1) = 2
Baxter Twisted Baxter Baxter Baxter Diagonal Baxter Plane
Permutations Permutations Paths Tableaux Rectangulations Partitions
1243
l
2134
1243
l
2134
l
1 3 6 9
2 5 7 11
4 8 1012
l
1 3 5 9
2 6 8 11
4 7 1012
l
3 3
l
0 0
1342
l
3124
1342
l
3124
l
1 3 6 9
2 4 8 11
5 7 1012
l
1 3 6 8
2 5 9 11
4 7 1012
l
3 2
l
1 0
l l l l l l
1423
l
2314
1423
l
2314
l
1 3 5 7
2 6 9 11
4 8 1012
l
1 3 5 9
2 4 7 11
6 8 1012
l
3 1
l
2 0
2341
l
4123
2341
l
4123
l
1 4 6 9
2 5 8 11
3 7 1012
l
1 3 6 10
2 5 8 11
4 7 9 12
l
2 2
l
1 1
1324
	
1324
	
	
1 3 5 7
2 4 9 11
6 8 1012
	 	
3 0
	
3412
	
3142
	
	
1 3 7 9
2 5 8 11
4 6 1012
	 	
2 1
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Table 4: Baxter objects of order (k, ℓ) = (1, 2)
Θk,ℓ(q) = 1 + q + 2q
2 + 2q3 + 2q4 + q5 + q6
Θk,ℓ(1) = 10
Θk,ℓ(−1) = 2
Baxter Twisted Baxter Baxter Baxter Diagonal Baxter Plane
Permutations Permutations Paths Tableaux Rectangulations Partitions
1432
l
3214
1432
l
3214
l
1 3 6 9
2 4 7 11
5 8 1012
l
1 3 5 8
2 6 9 11
4 7 1012
l
2
2
l
1
1
2431
l
4213
2431
l
4213
l
1 4 6 9
2 5 7 11
3 8 1012
l
1 3 5 10
2 6 8 11
4 7 9 12
l
3
2
l
1
0
3241
l
4132
3241
l
4132
l
1 4 6 8
2 5 9 11
3 7 1012
l
1 3 6 10
2 4 8 11
5 7 9 12
l
3
1
l
2
0
3421
l
4312
3421
l
4312
l
1 4 7 9
2 5 8 11
3 6 1012
l
1 3 7 10
2 5 8 11
4 6 9 12
l
3
3
l
0
0
2143
	
2143
	
	
1 3 6 8
2 4 9 11
5 7 1012
	 	
2
1
	
4231
	
4231
	
	
1 4 6 10
2 5 8 11
3 7 9 12
	 	
3
0
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