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Abstract
We demonstrate that the surface quasi-geostrophic (SQG) equation given by
θt + 〈u,∇θ〉 = 0, θ = ∇× (−∆)−1/2u,
is the geodesic equation on the group of volume-preserving diffeomorphisms of a Riemannian
manifold M in the right-invariant H˙−1/2 metric. We show by example, that the Riemannian
exponential map is smooth and non-Fredholm, and that the sectional curvature at the identity
is unbounded of both signs.
1 Introduction
As discussed by Choi et al. [4], there is a large number of model equations of the full 3D Euler equa-
tions that have been investigated analytically. Some of these equations arise naturally as geodesic
equations of right-invariant metrics of diffeomorphism and volume-preserving diffeomorphism (volu-
morphism) groups. For example, a special case of the generalized Constantin-Lax-Majda model first
discussed by Okamoto et al. [19] is the Wunsch equation [26],
ωt + uωx + 2ωux = 0, ω = Hux, (1)
which is the geodesic equation on the diffeomorphism group of the circle in the H˙1/2 right-invariant
metric. For equations arising in such a fashion, it is then natural to investigate their associated
geometric properties in the manner initiated by V. Arnold [1]. In this paper, we demonstrate that the
well known surface quasi-geostrophic (SQG) equation is the geodesic equation on the volumorphism
group of a 2D manifold in the H˙−1/2 inner product. The SQG equation on a Riemannian manifold
M with metric 〈·, ·〉 is given by
θt + 〈u,∇θ〉 = 0, u = R⊥θ, (2)
where R⊥ is the perpendicular Riesz transform. Many of the basic mathematical properties of this
equation were first investigated by Constantin-Majda-Tabak [5]. Importantly, while this equation
is known to have solutions for short time, the global in time existence problem is still open. It is
believed by some (see e.g. Constantin-Majda-Tabak [5]) that the blow-up mechanism (should it
exist) of this equation may have very similar properties to that of the full 3D Euler equations. As
Bauer-Kolev-Preston [2] did for the Wunsch equation (1), in this paper we investigate some of the
basic geometric properties of the SQG equation (2). We perform the necessary computations in a
variety of domains in order to keep the paper as simple as possible. Looking forward, it will be
necessary to firmly establish the theory of this equation in a single domain (as in Escher-Kolev [9]
for positive fractional order Sobolev metrics on the diffeomorphism group of the circle).
The following is a list of the geometric properties associated to the SQG equation we explore:
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• Smoothness of the Riemannian exponential map
The Riemannian exponential map on the volumorphism group in a Riemannian metric takes
a velocity field (tangent vector) to the solution of the geodesic equation of the metric at time
one. In our case, the geodesic equation is equivalent to SQG (2) and the geodesic evaluated at
time one is a particle trajectory map. We may then ask whether or not this map is smooth.
This question is partially answered by Constantin-Vicol-Wu [6] where the authors demonstrate
analyticity of the particle trajectories. Here, we are also concerned with smooth dependence
on the initial data. In this paper we demonstrate that the Lagrangian formulation of SQG has
smooth dependence on the initial data in the case that the underlying manifold is R2. This
suggests in general that the Riemannian exponential map will be smooth for the H˙−1/2 right
invariant metric on the volumorphism group of any manifold.
• Non-Fredholmness of the Riemannian exponential map
Next, we show that the Riemannian exponential map on Dµ(S2) in the H˙−1/2 inner product is
not a Fredholm map in the sense of Smale [24]. Ebin et al. [8] showed that, for M a compact
2D Riemannian manifold without boundary, in the L2 metric on Dµ(M), the exponential map
is a nonlinear Fredholm map of index zero. It was also demonstrated that the exponential
map is not Fredholm in the 3D situation. This points to a significant difference between 2D
and 3D hydrodynamics. Fredholmness has been used to obtain results about the L2 geometry
of the 2D volumorphism group, such as an infinite dimensional version of the Morse Index
Theorem (see Misiołek and Preston [17]), and a version of the Morse-Littauer Theorem (see
Misiołek [18]). In this paper, we solve the Jacobi equation along a simple rotational flow to
demonstrate the existence of an epiconjugate point that is not monoconjugate (see Grossman
[10]); thus the exponential map is non-Fredholm. Preston [21] showed that there is a concrete
connection between blow up and the existence of conjugate points, thus our argument here
provides evidence that the blow up behavior of 2D SQG is similar geometrically to that of 3D
Euler.
• The sectional curvature of the volumorphism group in the H˙−1/2 metric and vanishing geodesic
distance
Finally, as was suggested by Arnold [1], the sectional curvature of the volumorphism group
is helpful in predicting Lagrangian stability in fluid flows. While intuitively appealing, little
is currently known about this relationship. One would like to be able to use the Rauch
Comparison test; however to make use of this theorem, one must bound the sectional curvature
with either a strictly positive or strictly negative constant. For the L2 metric, various partial
situations were investigated by Preston [20] in which it was demonstrated that the situation
is quite complicated if one does not have these bounds. In this paper we demonstrate that
Dµ(T2) (the volumorphism group of the flat torus) in the H˙−1/2 metric exhibits arbitrarily
large curvature of both signs. As was first conjectured by Michor and Mumford [16], we
conjecture that the unbounded curvature implies that the geodesic distance on this space
vanishes.
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2 The SQG equation as a geodesic equation
Tao [25] demonstrated that solutions to the SQG equation are the critical points of a functional
obtained from the inertia operator A = (−∆)−1/2. Assume that M is a 2D Riemannian manifold,
possibly with boundary. It is known from Arnold [1] that, in the case that M is compact Dµ,ex(M),
the group of exact volumorphisms, can be thought of as an infinite-dimensional Lie-group. In this
section, we demonstrate that the SQG equation is the geodesic equation on Dµ,ex(M) in the H˙−1/2
metric, obtained from the inertia operator A (we will be working on this space formally in the case
that M is not compact). However, in comparison with Bauer-Kolev-Preston [2] we consider the
H˙1/2 metric on C∞(M). In other words, for φ,ψ ∈ C∞(M) such that φ|∂M , ψ|∂M = 0,
〈〈φ,ψ〉〉H˙1/2 =
∫
M
(∆1/2φ)ψdµ. (3)
We can make this into a metric on TidDµ,ex(M) by letting u = ∇⊥φ and v = ∇⊥ψ which gives us:
〈〈u, v〉〉H˙−1/2 =
∫ 〈
(−∆)−1/2u, v
〉
dµ. (4)
In other words, a possible analogy to the 1D H˙1/2 metric is the H˙−1/2 metric on Dµ,ex(M). Using
push-forward by right translation we then obtain a right invariant metric on all of Dµ,ex(M). Now,
on C∞(M) the Euler-Arnold equation is given by
ψt = −ad∗ψψ, (5)
where ad∗ψ : g→ g is given by
〈〈
ad∗ψφ, ν
〉〉
H˙1/2
= 〈〈φ, adψν〉〉H˙1/2 ,
and adψν = −{ψ, ν} = {ν, ψ} is the negative of the Poisson bracket, which for our purposes will be
given by
{ν, ψ} = dν(∇⊥ψ) =
〈
∇ν,∇⊥ψ
〉
.
Remark. Our ad∗ operator here defined on the Lie algebra g is the same as that used in [17], which
is slightly different from the usual ad∗ operator defined on the dual Lie algebra g∗.
Theorem 2.1. The SQG equation is the geodesic equation on Dµ,ex(M) and on Dµ(M) in the
H˙−1/2 metric.
Proof. ForDµ,ex(M), we compute ad∗ on C∞(M). For ψ, φ, ν ∈ C∞(M) such that ψ|∂M , φ|∂M , ν|∂M =
0,
〈〈
ad∗ψφ, ν
〉〉
= 〈〈φ, adψν〉〉 = 〈〈φ, {ν, ψ}〉〉
=
∫
M
A(φ){ν, ψ}dµ =
∫
M
A(φ)
〈
∇ν,∇⊥ψ
〉
dµ
3
= −
∫
M
ν div(A(φ)∇⊥ψ)dµ +
∫
∂M
ν
〈
A(φ)∇⊥ψ, n
〉
dµ˜ = −
∫
M
ν
〈
∇A(φ),∇⊥ψ
〉
dµ,
where n is the unit normal to the boundary and dµ˜ is the boundary measure. Note then, that the
boundary term vanishes. Thus
ad∗ψφ = A
−1
(
−
〈
∇A(φ),∇⊥ψ
〉)
,
and the geodesic equation (5) becomes
Aψt = −
〈
∇Aψ,∇⊥ψ
〉
.
Letting Aψ = θ and u = ∇⊥ψ we obtain the SQG equation (2). The case for Dµ(M) follows by
computing ad∗ for vector fields in the H˙−1/2 metric and then applying ∇×A to both sides of the
equation.
Remark. Note that if M admits harmonic vector fields, then this inner product is degenerate
on Dµ(M). Thus in these situations we are really considering this as a geodesic equation on a
homogenous space. One needs to verify that the inertia operator is invariant with respect to Ad as
is done in Khesin and Misiołek [11]. A short computation shows that this holds.
3 Smoothness of the Riemannian Exponential Map
The Riemannian exponential map on a Riemannian manifold N at a point (p, v) ∈ TN, the tangent
bundle of N is given by
exp : TN→ N
expp(v) = γv(1), (6)
where v ∈ TpN and γv(1) is the geodesic through p with initial velocity v evaluated at time 1. As
in Constantin-Vicol-Wu [6], we may write SQG (2) as an ODE on a Banach manifold M (to be
defined below), which will correspond to a sub-manifold of TN. The ODE will look like
dX
dt
= F (X, θ0). (7)
Then p and v will correspond to X and θ0 respectively. Smoothness of the Riemannian exponential
map is then equivalent to the above equation having smooth (in time) solutions that vary smoothly
with respect to the initial data. There are results establishing smoothness of exponential maps in
general Sobolev metrics. For example, Escher-Kolev [9] did this for Sobolev metrics of order s > 12
on the diffeomorphism group of the circle. However, our Sobolev metric is of negative index, thus no
known results apply. Constantin-Vicol-Wu [6] demonstrated that the individual particle paths are
analytic as functions of time. They proved the following theorem that we cite here for convenience:
Theorem 3.1 (Constantin-Vicol-Wu [6]). Consider initial data θ0 ∈ C1,γ ∩W 1,1, and let θ be the
unique maximal solution to (2), with θ ∈ L∞loc([0, T∗);C1,γ∩W 1,1). Given any t ∈ [0, T∗), there exists
T ∈ (0, T∗ − t), with T = T (||∇u||L∞(t,(t+T∗)/2;L∞)), and R > 0 with R = R(t, ||θ0||C1,γ∩W 1,1 , γ),
such that
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||∂nt (X − id)||L∞(t,t+T ;C1,γ ) ≤ Cn!R−n (8)
holds for any n ≥ 0. Here C is a universal constant, and the norm ||X − id||C1,γ is defined in
equation (9). In particular, the Lagrangian trajectory X is a real analytic function of time, with
radius of analyticity R.
Our purpose here is to demonstrate that the Riemannian exponential map is smooth, which is
equivalent to demonstrating smooth dependence on on the initial data (X and θ0) in (7). We will
do so not on TN but instead on a closely related Banach affine space, denoted by M to be defined
below. We will show how the argument from Constantin-Vicol-Wu [6] can be extended to obtain
smoothness of F so that the following theorem from Lang (Chapter 4, Theorem 1.11 in [14]) can
be applied:
Theorem 3.2 (Lang [14]). Let J be an open interval in R containing 0 and U open in the Banach
space E. Let
f : J × U → E
be a Cp map with p ≥ 1, and let x0 ∈ U . There exists a unique local flow for f at x0. We can select
an open subinterval J0 if J containing 0 and an open subset U0 of U containing x0 such that the
unique local flow
η : J0 × U0 → U
is of class Cp, and such that D2η satisfies the differential equation
D1D2η(t, x) = D2f(t, η(t, x))D2η(t, x)
on J0 × U0 with initial condition D2η(0, x) = id.
Note that in our case, f = F will be autonomous, so we will only need smoothness in U . This in
turn demonstrates smoothness of the Riemannian exponential map in this situation. In fact, most of
the argument has been done in Constantin-Vicol-Wu [6]. Here we are extending their argument to
obtain smooth dependence of the initial data and hence smoothness of the Riemannian exponential
map.
Remark. As Constantin-Vicol-Wu [6] demonstrated analyticity of the Lagrangian trajectories, one
can quite likely extend these arguments to obtain analyticity of the Riemannian exponential map
as was done by Shnirelman [23] for the L2 metric on DsµT 3, the group of order s Sobolev class
volumorphisms for s > 5/2.
3.1 The Domain M
Following the strategy of Chapter 4 of Majda-Bertozzi [15] we enlarge the space of volume preserving
maps to allow for maps with some compressibility. This allows us to apply Theorem 3.2 directly as
we can deal with an open subset of a Banach space rather than a submanifold. Constantin-Vicol-Wu
[6] analyze SQG explicitly on the volume preserving case, however, as they mention, their argument
extends to the compressible case. We let
N = C1,γ(R2,R2),
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for
C1,γb (R
2,R2) = {Y : R2 → R2 : ||Y ||1,γ <∞},
C1,γ(R2,R2) = {id+ C1,γb (R2,R2)},
where
||Y ||1,γ = ||Y ||L∞ + ||∇Y ||L∞ + [∇Y ]Cγ . (9)
Here, the L∞ norm is taken as the largest absolute value of an entry of the corresponding vector or
matrix. Note that C1,γ(R2,R2) is an affine Banach space. Then we may identify
TN = C1,γ(R2,R2)× C1,γb (R2,R2).
Points in TN are of the form (X,u). We define the domain on which we’ll be solving SQG to be
M = C1,γ(R2,R2)× (C1,γ(R2) ∩W 1,1(R2)) ,
where C1,γ(R2) is the space of Hölder continuous functions on R2 andW 1,1(R2) is the corresponding
Sobolev space of functions on R2. We note then that the perpendicular Riesz transform,
R⊥ : C1,γ(R2) ∩W 1,1(R2)→ C1,γb (R2,R2),
R⊥ : θ 7→ u,
gives a correspondence between M and a subset of TN. We must also select the open set U ⊂ M
on which we’ll define F , as in the theorem from Lang. As discussed above, our problem is that
we would like to focus only on X such that det∇aX(a) = 1, but this does not yield us an open
subset of M, thus as in chapter 4 of Majda-Bertozzi [15], we enlarge our domain to include some
compressibility. We define
O = {X = id+ Y ∈ C1,γ(R2,R2) : 9
10
< inf
a∈R2
det ∇aX(a), ||Y ||1,γ < c},
U = O × (C1,γ(R2) ∩W 1,1(R2)) ,
where
c =
7
20
.
That O and hence U are open in their respective spaces follows from continuity of inf
a∈R2
det and
|| · ||1,γ . We will also require more properties of O that are used by Constantin [6]. The main fact
they use to obtain analyticity of the particle trajectories is the following chord-arc condition, which
is satisfied by solutions of SQG with Lipschitz velocity field u. That is, there is a constant λ such
that
λ−1 ≤ |a− b||X(a, t) −X(b, t)| ≤ λ. (10)
We claim that there exists such a constant λ for X ∈ O. First we need the following result:
Lemma 3.1. Suppose that X = id+ Y ∈ O, then X is a homeomorphism of R2 onto R2.
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Proof. Since X ∈ O, ||∇Y ||L∞ < c. Hence the largest an entry of ∇X can be in magnitude is c+1.
Writing out the inverse of ∇X explicitly, combined with the fact that
9
10
< inf
a∈R2
det ∇aX(a)
yields:
||∇X−1||L∞ < 3
2
.
As is similarly discussed in Majda-Bertozzi [15], a result of Hadamard ([3], pg. 222) demonstrates
that if X ∈ O and there exists a constant d such that
||∇X−1||L∞ ≤ d,
then X is a homeomorphism of R2 onto R2.
In order to make use of the estimates of Constantin-Vicol-Wu [6], it is necessary that λ ∈ (1, 32 ] in
(10).
Lemma 3.2. If X ∈ O, then X satisfies the chord-arc condition (10) for λ = 32 .
Proof. Since X ∈ C1,γ(R2,R2), given a, b ∈ R2,
|X(a) −X(b)| ≤ |∇X|L∞ |a− b|.
Thus
1
|∇X|L∞ ≤
|a− b|
|X(a) −X(b)| . (11)
Hence,
|X−1(α) −X−1(β)| ≤ ||∇X−1||L∞ |α− β| < 3
2
|α− β|,
where we have used the bound on ||∇X−1||L∞ obtained in the proof of lemma 3.1. Choosing
α = X(a) and β = X(b) yields:
|a− b|
|X(a)−X(b)| <
3
2
.
This combined with (11) gives us the claim.
For the SQG equation, we recover the velocity field from the vorticity by
u(x) = R⊥θ(x) =
∫
R2
(x− y)⊥
2pi|x− y|3 θ(y)dy =
∫
R2
K(x− y)θ(y)dy,
where all integrals are considered in the principal value sense. The SQG equation itself says that
θ(X(b, t), t) = θ0(b).
Hence from the flow equation we obtain
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dX
dt
(a, t) =
∫
R2
K(X(a, t) − y)θ(y, t)dy. (12)
Then the precise system of ODEs we will be studying is given by
dX
dt
= F (X, θ0),
where
F (X, θ0)(a) =
∫
R2
(X(a) −X(b))⊥
2pi|X(a) −X(b)|3 θ0(b)JX(b)db (13)
=
∫
R2
K(X(a) −X(b))θ0(b)JX (b)db,
is the Riesz transform of θ0 when X = id and JX(b) = det∇bX(b). We also wish to obtain
∇aF (X, θ0)(a). This follows in essentially the same manner as what is done by Constantin et al.
[6],
∇aF (X, θ0) = ∇aX(a, t)
∫
R2
K(X(a, t) −X(b, t))(∇⊥b X⊥)(b, t)(∇bθ0)(b)JX (b)db. (14)
The fact that F is well defined is nontrivial, but follows from the smoothness argument. We will
also need the following estimates on compositions of functions in C1,γ(R2,R2).
Lemma 3.3. Let X ∈ O, Z ∈ C1,γ(R2,R2). We have
||Z ◦X − id||1,γ ≤ C1(1 + ||Z − id||1,γ), (15)
where C1 is determined entirely by O.
Proof. By definition,
||Z ◦X − id||1,γ = ||Z ◦X − id||∞ + ||∇(Z ◦X)− I||∞ + |∇(Z ◦X)|γ ,
where I is the identity matrix. There existsW ∈ C1,γ(R2)×C1,γ(R2) such that Z = id+W . Hence
for the first term above,
||Z ◦X − id||∞ = ||X +W ◦X − id||∞ ≤ c+ ||Z − id||∞, (16)
where we recall that c = 720 . For the second term,
||∇a(Z ◦X)(a)− I||∞ = ||∇a(X +W ◦X)(a)− I||∞ ≤ c+ ||∇a(W ◦X)(a)||∞ ≤ C(1+ ||∇Z− I||∞)
(17)
for some constant C. Similarly, for the third term,
|∇a(Z ◦X)(a)|γ ≤ C(1 + |∇aZ(a)|γ). (18)
Combining (16), (17), and (18) gives us the claim.
We will also need a sense of how F behaves under composition of functions.
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Lemma 3.4. Let Y ∈ O. Then
F (X, θ0) ◦ Y = F (X ◦ Y, θ0 ◦ Y ).
Proof.
F (X, θ0) ◦ Y =
∫
R2
(X(Y (a))−X(b))⊥
2pi|X(Y (a))−X(b)|3 θ0(b)JX (b)db.
Let b = Y (s), for b, s ∈ R2. Then
=
∫
R2
(X(Y (a))−X(Y (s)))⊥
2pi|X(Y (a))−X(Y (s))|3 θ0(Y (s))JX(Y (s))JY (s)ds = F (X ◦ Y, θ0 ◦ Y ).
3.2 Smoothness of the ODE
Since U is an open subset of the affine space M, we can demonstrate smoothness of F by showing
that the operator norms of its partial derivatives, dnX(F ) and d
n
θ0
(F ), are bounded in some uniform
way on U . As discussed above, we show that F is smooth by adapting the argument made by
Constantin et al. [6]. The theorem of Lang can be used after the following theorem:
Theorem 3.3. F is infinitely Fréchet differentiable on U .
Proof. The idea is the following, we wish to obtain a bound on ||dnXF ||Ln (where Ln is the corre-
sponding space of multilinear maps):
||dnXF (X1, ...,Xn)||1,γ ≤ ||dnXF ||Ln · ||X1||1,γ · · · ||X1||1,γ
= ||dnXF ||Ln ,
for all Xi ∈ ∂B1(0) ⊂ E1 where ||dnXF ||Ln is independent of X. Now, if X(t) is a solution to SQG
with initial condition θ0 and with JX = 1, Constantin et al. [6] estimates (for our purposes) for
n ≥ 0:
|| ∂n+1t
∣∣
t=0
X(t)||1,γ = || ∂nt |t=0 F (X(t), θ0)||1,γ ≤ Cn!R−n, (19)
where R = R(||θ0||C1,γ∩W 1,1 , γ, λ) > 0 and C is another constant. This gives us that the incom-
pressible particle trajectories are analytic in time. The first point is that, as Constantin et al. [6]
mentions, this argument can be extended for JX 6= 1. The terms then involve a Jacobian and its
time derivatives, but these are bounded, hence the same estimates go through but with modified
constants. We now show that this bound also gives us that F is smooth in its X component, i.e.
it provides the desired bound on ||dnXF ||Ln . In the case n = 0, bound (19) gives us that F is well
defined at the identity, i.e.
||F (id, θ0)||1,γ ≤ CR−1.
Away from the identity, we make use of lemmas 3.3 and 3.4 to obtain the desired bound. We will
now proceed by induction. The idea is the following: using the multivariate Faá di Bruno formula
we can expand ∂nt F (X(t), θ0)|t=0, note in particular that the last term is dnXF (X1, ...,X1) where
X1 = ∂t|t=0X(t). Assuming that the bound holds in the case n − 1, we can subtract out bounded
lower order terms from ∂nt F (X(t), θ0)|t=0 to obtain that dnXF (X1, ...,X1) is bounded. One can then
obtain a bound on the full operator dnXF (X1, ...,Xn) by polarization. This gives us smoothness at
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X = id. We will then use lemmas 3.3 and 3.4 to obtain smoothness for any Y ∈ O. Here we do
this explicitly for the case n = 2. Suppose that X(t) is a smooth curve in O such that X(0) = X
and ∂t|t=0X(t) = X1, with ||X1||1,γ = 1, and such that X is a solution to SQG. We have,
∂3t
∣∣
t=0
X(t) = ∂2t
∣∣
t=0
F (X(t), θ0)
= (d2F )X(X1,X1) + (dF )X (X˜2),
where X˜j = ∂
j
t
∣∣∣
t=0
X(t), hence we may write
(d2F )X(X1,X1) = ∂
3
t
∣∣
t=0
X(t)− (dF )X(X˜2).
If X = id, then by (19) and the inductive hypothesis we have that
||(d2F )X(X1,X1)||1,γ ≤ C(R−1 + 2R−2).
Now, to obtain (d2F )X(X1,X2) for any other X2 we use polarization to obtain that
||(d2F )X(X1,X2)||1,γ = 1
2
||(d2F )X(X1 +X2,X1 +X2)− dFX (X1,X1)− dFX(X2,X2)||1,γ
≤ 2C(R−1 + 2R−2).
Now, if Z ∈ O, one can verify, in a manner similar to lemma 3.4, that
(
∂2t |t=0F (X(t), θ0)
) ◦ Z = (∂2t |t=0F (X(t), θ0) ◦ Z) .
This then gives us that:
(d2F )X◦Z(X1 ◦ Z,X2 ◦ Z) = d2FX(X1,X2) ◦ Z.
By lemma 3.3 we obtain the desired bound.
Finally, we note that if ||θ0||C1,γ∩W 1,1 = 1, then we have a bound F (X, θ0) ≤ C. Since F is
linear in θ0, this gives us that F is a bounded linear operator in θ0. Hence F is smooth in θ0 and
the Riemannian exponential map is smooth by Lang’s Theorem 3.2.
4 Non-Fredholmness of the Riemannian Exponential Map
Preston [20] and Rouchon [22] demonstrated that just as the geodesic equation on the volumorphism
group in the L2 metric splits in the Lie algebra, so does the Jacobi equation. Here, we begin by
citing the following proposition from Misiołek-Preston [17]:
Proposition 4.1 (Misiołek-Preston [17]). Suppose G is any Lie group with a (possibly weak) right-
invariant metric. Let η(t) be a smooth geodesic with η(0) = e and η˙(0) = u0. Then, every proper
Jacobi field J(t) (such that J(0) = 0) along η satisfies the following system of equations on TeG:
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dY
dt
− adXY = Z (20)
dZ
dt
+ ad∗XZ + ad
∗
ZX = 0, (21)
where J(t) = dRη(t)Y (t), η˙(t) = dRη(t)X(t), Y (0) = 0, and Z(0) = 0.
The first equation is the linearized flow equation, while the second is the linearized Euler equation.
Here we find some explicit solutions to give us non-Fredholmness. We now let S2 denote the standard
two-sphere. In this section we demonstrate the following:
Theorem 4.1. The Riemannian exponential map on Dµ(S2) in the H˙−1/2 inner product is non-
Fredholm.
Proof. We will let X = ∇⊥f , Y = ∇⊥g, and Z = ∇⊥h. Note then that (20) and (21) give us:
gt + {f, g} = h, (22)
ψt +
1
sinφ
(fφψr − frψφ) + 1
sinφ
(hφθr − hrθφ) = 0, (23)
respectively, where ψ =
√−∆(h) . Here f (and hence θ) will be determined by a solution to SQG.
We must impose the condition that g(0) = 0, so that we have a proper Jacobi field. Let f = − cosφ.
Then, since ∆f = 2cosφ we have that
A(cos(φ)) =
√
−∆(cosφ) =
√
2 cosφ.
We note that X and θ = ∇×A(X) solve the SQG equation in spherical coordinates. Then, we let
h =
∑
hnm(t)ξnm(φ)e
imr
where ξnm(φ)e
imr is an eigenfunction of ∆:
∆ξnm(φ)e
imr = −λ2nξnm(φ)eimr ,
and λn =
√
n(n+ 1) with −n ≤ m ≤ n. The solution to (23) is
hnm(t) = Cnm · Exp[ i(
√
2− λn)
λn
mt].
Solving (22) for g we obtain
gnm(t) =
−iCnm
(1 + an)m
e−int
(
ei(1+an)mt − 1
)
,
where
an =
(
√
2− λn)
λn
.
gnm(t) will be zero at
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tnm =
2pi
(an + 1)m
=
2pi
√
n(n+ 1)√
2m
.
This gives us that
lim
n→∞ tnn =
2pi√
2
.
Thus we have a clustering of conjugate points at t = 2pi√
2
. So this is a point that is epiconjugate,
but not monoconjugate, hence the map is not Fredholm.
5 The Sign and Magnitude of the Sectional Curvature
For a Lie group G with right invariant metric 〈〈·, ·〉〉 the non-normalized sectional curvature at the
identity in directions u and v is given (as in Arnold [1]) by
K(u, v) = 〈〈R(u, v)v, u〉〉 = 1
4
||ad∗vu+ ad∗uv||2 − 〈〈ad∗uu, ad∗vv〉〉
−3
4
||aduv||2 + 1
2
〈〈aduv, ad∗vu− ad∗uv〉〉 .
The normalized sectional curvature is given by
K(u, v) =
K(u, v)
||u||||v|| − 〈〈u, v〉〉2 . (24)
Khesin et al. [12] computed K explicitly for homogeneous Sobolev metrics on Dµ,ex(T2) for vector
fields of the form u = ∇⊥ cos(jx + ky) and v = ∇⊥ cos(lx + my). Here, one may consider the
Lie algebra to be C∞(T2). Then, given a metric 〈〈, 〉〉 on Dµ,ex(T2) we obtain an inner product on
C∞(T2) given by
〈〈u, v〉〉 = 〈〈 ∇⊥f,∇⊥g 〉〉 =
∫
T2
fΛgdµ = 〈〈f, g〉〉 ,
for some positive definite, symmetric operator Λ. For our purposes we will have F (p) =
√
j2 + k2
where F is the symbol of Λ and p = (j, k).
Proposition 5.1 (Khesin et al. [12]). Suppose f(x, y) = cos(jx + ky) and g(x, y) = cos(lx+my)
where j, k, l,m are integer multiples of 2pi. Set p = (j, k) and q = (l,m), and let u = ∇⊥f and
v = ∇⊥g. Then the non-normalized sectional curvature is given by
K(u, v) =
|p ∧ q|2
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{
1
4
(F (p)− F (q))2
(
1
F (p+ q)
+
1
F (p − q)
)
(25)
−3
4
(F (p+ q) + F (p − q)) + F (p) + F (q)
}
,
where p ∧ q = jm− kl.
Normalizing the above formula to obtain the usual sectional curvature we have the following:
Theorem 5.1. The sectional curvature of Dµ,ex(T2) in the H˙−1/2 metric is unbounded of both signs.
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Proof. Let n ∈ N. First we choose j = m = 2pin and k = l = 0. Then using (24) and (25) we obtain
K(cos(2npix), cos(2npiy)) ≈ −15.0 n3,
which demonstrates that the sectional curvature can be made to be arbitrarily negative for arbi-
trarily large n.
Next we choose j = m = l = n and k = 0. Then
K(cos(2npix), cos(2npix+ 2npiy)) ≈ 4.3 n3,
which demonstrates that the curvature can be made to be arbitrarily positive for large n.
6 Conclusion
Here we’ve shown how SQG (2) is the geodesic equation on Dµ(M) in the H˙−1/2 metric. We’ve
also analyzed some of the basic geometric properties of this manifold: its Riemannian exponential
map is smooth and not Fredholm, and its curvature is unbounded of both signs. We saw previously
how SQG (2) comes about by considering the H˙1/2 metric on stream functions. This may imply
that the SQG equation has similarities to the Wunsch equation, which is the geodesic equation on
D(S1) in the H˙1/2 metric, as was shown by Wunsch [26]. This is of importance for the study of the
SQG equation because the Wunsch equation blows up, as was shown by Bauer-Kolev-Preston [2],
and blow-up for the SQG equation is a long-standing open problem. This is also of importance for
infinite dimensional geometry as it shows that negative index Sobolev metrics on diffeomorphism
groups can give rise to relevant geodesic equations. As the properties of negative index Sobolev
metrics are generally not well known, this will be a fruitful area of further study. There are also
many things more to do specifically on Dµ(M) in the H˙−1/2 metric. For example, as above, we
have conjectured that the unbounded curvature implies vanishing geodesic distance (as is discussed
by Michor-Mumford [16]). We may also ask whether conjugate points can be concretely linked to
possible blow up points, as is done by Preston [21]. Here we’ve demonstrated that SQG (2) has
many geometric similarities to other equations for which blow up is known, such as the Wunsch
equation, or unknown, such as 3D Euler. For example, the exponential map associated to each of
these equations is non-Fredholm. This provides an important perspective on this poorly understood
situation.
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