To facilitate the uncertainty analysis of a finite element multiphase multi-component transport model MOFAT, this paper provides guidance on latin hypercube sampling Monte Carlo (LHS-MC) sample size selection. To evaluate the ability of LHS-MC to produce output cumulative distribution functions (cdfs) that replicate random sampling Monte Carlo (RS-MC) cdfs, output cdfs obtained with LHS-MC sample sizes of 100, 300, and 500, and a RS-MC sample size of 10 000 are compared using the two sample Kolmogorov-Smirnov test. The LHS-MC cdfs for the three different sample sizes are able to accurately replicate the corresponding RS-MC cdfs for benzene, toluene, ethylbenzene, and xylene (BTEX) concentrations in the water, gas, and solid phases. The stability of LHS-MC is also evaluated by comparing three replicates of a LHS-MC sample. The three replicates are all able to accurately replicate the corresponding RS-MC cdfs for all BTEX concentrations in all three phases.
Introduction
The description and characterization of uncertainty introduced into the modelling process by parametric variability is an important component of any Tier 3 Risk Based Corrective Action (RBCA) of petroleum contaminated sites. Uncertainty introduced in fate and transport modelling outputs due to parametric variability in model inputs needs to be characterized since any uncertainty associated with the exposure modelling process is eventually propagated through the risk assessment computations.
Despite the availability of many techniques for uncertainty analysis, due to the complexity of the fate and transport models used in Tier 3 RBCA, the applicability of these techniques is model specific and requires an evaluation on a model-by-model basis. Unfortunately, such model specific guidance on the applicability and efficiency of various uncertainty and sensitivity analysis methods is not available for most Tier 3 RBCA fate and transport models. This absence of model specific guidance has resulted in a state of affairs that has been aptly described by Saltelli et al. (2004) as being one of where ''uncertainty and sensitivity analysis are more often mentioned than practiced''.
To facilitate the practice of uncertainty analysis, this paper evaluates the ability of the latin hypercube sampling Monte Carlo (LHS-MC) technique to replicate the results of the more exhaustive random sampling based Monte Carlo (RS-MC) technique for the United States Environmental Protection Agency's finite element multiphase multi-component transport model MOFAT. MOFAT is used for the fate and transport modelling of petroleum release models. It has been identified as a Tier 3 RBCA model in the American Society for Testing and Material's ''RBCA Fate and Trans-port Models: Compendium and Selection Guidance'' (ASTM 1999) .
To further provide appropriate guidance to MOFAT users on LHS-MC sample size selection, this paper evaluates the ability of different LHS-MC sample sizes to produce cumulative distribution functions (cdfs) that replicate corresponding RS-MC cdfs.
Practitioners of uncertainty analysis also need guidance on the stability of LHS-MC (i.e., do estimates of uncertainty change significantly with different LHS-MC replicates of the same sample size?). An LHS-MC replicate is a LHS-MC sample generated using a different random seed. This paper tests the stability of LHS-MC replicates by evaluating if different LHS-MC replicates of the same sample size are able to produce cdfs that accurately replicate corresponding RS-MC cdfs.
Uncertainty analysis techniques
The benchmark technique for uncertainty analysis is RS-MC, which refers to the traditional method of sampling random variables in simulation modelling. RS-MC simulation is a robust technique and is one of the most widely used methodologies to account for parameter variability in groundwater flow and contaminant transport. Amongst the strengths of RS-MC are that it is easy to program and apply; amenable to analytical and numerical models; and produces unbiased estimates of the mean and variance of the output variables (Saltelli et al. 2004) .
A major disadvantage of RS-MC is that it is computationally intensive and for long running models the total simulation time may be in itself prohibitive. For complex transport problems in large heterogeneous domains (Freeze et al. 1990) or for high order systems (Helton and Davis 2000) RS-MC analysis may be computationally prohibitive especially since it is important to ensure that the RS-MC simulations preserve the input probability distributions by exhaustively sampling from various points of the input distributions. The number of simulations used in a RS-MC uncertainty analysis is model and problem specific and may be as high as 10 000 simulations. For most RBCA applications conducting a large number of simulations is not practical. This is especially so if the uncertainty analysis of different scenarios needs to be undertaken as part of the RBCA analysis.
There are various modifications of the RS-MC technique that have been developed over the years with the aim of reducing the computational effort. These modifications work on modifying the sampling procedure. One such modified sampling technique is LHS-MC. LHS-MC was developed by McKay et al. (1979) . It uses stratified sampling without replacement to reduce variance (Helton and Davis 2003) . A detailed description of the method and its application for uncertainty analysis of complex systems can be found in Helton and Davis (2003) . The LHS-MC technique forces the sampling to select values over the whole range of a model parameter, thereby reducing the total number of samples required to preserve the probability distributions. This significantly improves the computational efficiency of the uncertainty analysis and consequently LHS-MC is generally recommended over RS-MC when the model is complex or when time and resource constraints are an issue (USEPA 1997) .
When the output is a monotonic function of its inputs, LHS-MC is proven to be better than RS-MC in describing the mean and the population distribution function (McKay et al. 1979; Campolongo et al. 2000; Helton and Davis 2003) . LHS-MC is better than RS-MC in that it provides an estimator (of the expectation of the output function) with lower variance. The closer the output function is to being additive (i.e., linear) in its input quantities, the greater is the reduction in variance (Stein 1987; Campolongo et al. 2000; Helton and Davis 2003; Saltelli et al. 2004) . Another aspect of LHS-MC is that it performs better than RS-MC when the output is dominated by a few components of the input factors (Campolongo et al. 2000; Saltelli et al. 2004 ).
Modelling approach
Multiphase and multi-component transport model MOFAT simulates flow only or coupled multiphase flow and multi-component transport in planar or radially symmetric vertical sections. The flow module can be used to analyze two-phase flow of water and non aqueous phase liquid (NAPL) or explicit three-phase flow of water, NAPL and gas at variable pressure. The transport module can handle up to five non-inert chemical components that partition among water, NAPL, gas, and solid phases. The transport equations are solved serially with the flow equations. Governing equations are solved using an efficient upstreamweighted finite element scheme. MOFAT achieves a high degree of computational efficiency by using an adaptive solution domain algorithm that confines the mathematical solution domain to a sub-domain within which transient oil flow occurs. Three phase permeability-saturation-capillary pressure relations are defined by an extension of the Van Genuchten model, which considers effects of oil entrapment during periods of water imbibition (Katyal et al. 1991) . The model accounts for non equilibrium phase partitioning through the use of apparent partition coefficients in lieu of equilibrium coefficients. In non equilibrium phase partitioning, for any two phases that are in physical contact, the rate of mass transfer is described by first order mass transfer functions (Katyal et al. 1991) .
Required input for flow analyses consists of initial conditions, soil hydraulic properties, fluid properties, time integration parameters, boundary condition data, and mesh geometry. For transport analyses, additional input data are porous media dispersivities, initial water phase concentrations, equilibrium partition coefficients, component densities, diffusion coefficients, first-order decay coefficients, mass transfer coefficients (for non equilibrium analyses) and boundary condition data. Table 1 presents the soil, component and bulk fluid parameters that are required by MO-FAT for flow and transport analyses.
Program output consists of basic information on input parameters, mesh details and initial conditions plus pressure heads, saturation and velocities for each phase at every node for specified output intervals. For transport analyses, the component concentrations in each phase at each node are output at each printout interval.
Soil parameter variability
Due to the inherent spatial heterogeneity of the soil media, soil properties are the primary source of parameter variability in MOFAT inputs. The bulk fluid and component properties are generally not a major source of variability as they are mostly constants by definition.
Consequently, this study focused on variability in the seven soil input parameters required for flow analysis as shown in Table 1 . The bulk fluid and component properties were modeled as deterministic inputs. The intention of the uncertainty study was to demonstrate a methodology with general applicability so all the site-specific parameters (first-order decay rate coefficients, diffusion coefficients and dispersitivities) that could not be estimated or predicted for a previously unstudied field situation were modeled as being equal to zero. The soil medium was assumed to be isotropic, i.e., the hydraulic conductivity in the vertical and the horizontal directions were assumed to be equal.
In keeping with the intent to demonstrate a methodology with general applicability, soil parameter probabilities and the correlation structure between the selected seven parameters were defined using a soil property database published by Carsel and Parrish (1988) . This database has been compiled using Soil Conservation Service (SCS) soil survey information reports from 42 states and has previously been used to characterize input parameters for a RS-MC uncertainty analysis of pesticide leaching using the unsaturated zone pesticide root zone model (Carsel and Parrish 1988) .
Joint probability distributions published by Carsel and Parrish (1988) were used to model saturated conductivity to water, K sw , residual water content, r , Van Genuchten airwater capillary retention parameter, , and Van Genuchten air-water capillary retention parameter, n. Table 2 summarizes the probability distributions and the distribution parameters used to describe the variability of K sw , r , , and n for the SCS textural classification ''loam''. The ''loam'' soil classification was selected as an illustration for this study. The values of K sw , r , , and n are listed as transformed in Table 2 as Carsel and Parrish (1988) used the Johnson family of distributions to convert K sw , r , , and n to normal distributions. Carsel and Parrish (1988) did this to compute Pearson product-moment correlations and covariances for the transformed variables.
The apparent irreducible water saturation, S m , was calculated using the maximum water content, m , and residual water content, r , information from Carsel and Parrish (1988) as follows (Katyal et al. 1991) :
The maximum residual oil saturation for water, S or , and soil porosity, , were modeled as uniform distributions based on the ranges presented in the user's manual for MO-FAT (Katyal et al. 1991) .
The Pearson product-moment correlations for the ''loam'' SCS soil textural classification are presented in Table 3 . The Pearson product-moment correlation coefficient is a measure of the correlation between two variables. It ranges from +1 to -1. A correlation of +1 indicates a perfect positive linear correlation between variables, while a correlation of -1 indicates a perfect negative linear correlation between variables. A correlation of 0 means there is no linear correlation between the two variables. Table 3 shows that K sw is positively correlated with r , , and n. The correlations between K sw and and n are especially strong. r shows a strong negative correlation with n. It is also weakly negatively correlated with . and n show a strong positive correlation.
Simulation setup
The site scenario used for this study is a hypothetical one based on site scenarios used in MOFAT validation studies by Parker (1989) , Kaluarachchi and Parker (1989) , and Kaluarachchi and Parker (1990) . The scenarios used by Sleep and Sykes (1989) to model the transport of volatile organics in variably saturated media were also part of the comparison group used to develop the site scenario. A scenario based on site scenarios used in MOFAT validation studies was used to keep model error at a minimum by using the model within its validation context.
The physical domain simulated is a 24 m long vertical 
The oil-water, air-water, and solid-water partition coefficients (À o , À a , and À s ) The first-order decay coefficients ( w , o , a , and s ) Bulk fluid Flow The scaling coefficients, ao and ow Specific gravities of the NAPL, r ro and gas phases Relative viscosities of the NAPL and gas phases slice through an aquifer with a distance of 10 m from the soil surface to the aquifer bottom. As depicted in Fig. 1 , it is represented by a finite element mesh of 1029 nodes with an inter-nodal spacing of 0.5 m. A fine grid resolution, as opposed to a coarse grid resolution, was adopted to minimize approximations and uncertainties in the model results. A water table occurs at a depth of 5 m on the left boundary and a depth of 3 m on the right boundary, which is maintained throughout the simulation, resulting in continuous groundwater flow to the right.
A hydrocarbon spill on a 4 m wide strip source at the upper surface is simulated by permitting infiltration of a prescribed volume of 1 m 3 under a head of 0.1 m. Once the hydrocarbon has infiltrated into the soil (infiltration stage), the inter-phase mass transfer and transport (re-distribution stage) of the hydrocarbon is simulated while subject to zero boundary flux. The hydrocarbon simulated is a benzene, toluene, ethylbenzene, and xylene (BTEX) mixture consisting of equal volumes of each component.
The results were evaluated at an X coordinate of 14 m and a Y coordinate of 8.5 m after a simulation time of 3.1 d. The origin (coordinates 0 m, 0 m) of the coordinate system is the lower left corner of the grid.
Simulations
Uncertainty analysis techniques are evaluated for their ability to produce output cdfs that replicate corresponding RS-MC output cdfs. They are also evaluated from the perspective of computational efficiency.
A sample size of 10 000 was chosen for the RS-MC simulations to ensure that the random samples had adequately sampled the complete range of the input probabilities. The adequacy of the sample size was confirmed by comparing the mean and standard deviation for all the simulation outputs after each simulation with the same statistics for the previous simulation. The mean and standard deviation of RS-MC simulation outputs stop changing when the RS-MC has adequately sampled the complete range of the input probability distributions. The RS-MC simulation means and standard deviations for toluene concentrations in the water, gas, and solid phases at the node located at X and Y coordinates of 14 m and 8.5 m are presented in Figs. 2 and 3 , respectively. Figures 2 and 3 show that the means and standard deviations stabilized for toluene concentrations in all three phases. The results for the other BTEX components were similar. This illustrates that the RS-MC size of 10 000 used in this study is adequate.
In LHS-MC simulations the sampling process is supervised and is designed to cover the range of each input variable, so the means and deviations of the outputs are not tracked to ensure that the LHS-MC has adequately sampled the complete range of the input probability distributions. To illustrate how the standard deviations stabilize in LHS-MC simulations, the standard deviations of the LHS-MC sample sizes 100 and 500 for toluene concentrations in the water, gas, and solid phases at the node located at X and Y coordinates of 14 m and 8.5 m are presented in Figs. 4 and 5 , respectively.
For LHS-MC simulations, when the number of variables is large, Iman and Helton (1985) recommend that good results can be obtained if the sample size is between (4/3) Â (number of parameters) and 5 Â (number of parameters). The appropriate LHS-MC sample size to be used in an uncertainty analysis also depends on the quantiles that are to be estimated in the uncertainty analysis. For estimating the 0.95 quantile, which is the quantile of interest in risk assessment studies, a LHS-MC sample size of at least 20 is required. A sample size of 20 ensures that each variable is divided into 20 intervals having a probability of 0.05 each. Consequently when the estimation of very high quantiles is required, LHS-MC is not to be used since the more subjective stratified sampling technique ''importance sampling'' is more efficient (Helton and Davis 2000; Helton and Davis 2003) .
Using the latter formula of 5 Â (number of parameters), Khan et al. (2008) selected a LHS-MC sample size of 35. To evaluate the effect of LHS-MC sample size, Khan et al. (2008) also selected a second sample of size 100. For these two sample sizes, correlated LHS samples were generated using Iman and Shortencarier's (1984) LHS program. For the extended analysis being presented in this paper an additional three replicated LHS-MC samples of size 100 each, a LHS-MC sample of 300 and a LHS-MC sample of 500 were generated using Iman and Shortencarier's (Iman and Shortencarier 1984) LHS program. These samples were simulated using MC-MOFAT. MC-MOFAT is a batch input version of MOFAT compiled to run in a UNIX environment (a Compaq Alphaserver DS10 running TRu64 Unix 5.1 was used in this study). Each simulation took an hour on average to assemble, execute, and post process the outputs.
Results and discussion
To evaluate the ability of LHS-MC cdfs from different LHS-MC sample sizes to replicate corresponding RS-MC cdfs and to evaluate the stability of LHS-MC samples, output cdfs were plotted for each one of the three replicated LHS-MC 100 samples, the LHS-MC 300 sample, the LHS-MC 500 sample and the 10 000 run RS-MC sample. To plot the cdfs, the output data, consisting of BTEX concentrations in the water, gas, and solid phases, was arranged in a descending order, ranked and then assigned a plotting position using the Cunnane plotting position (Cunnane 1978) .
Evaluation of LHS-MC sample sizes
For the first LHS-MC 100 sample, the LHS-MC 300 sample, the LHS-MC 500 sample and the RS-MC sample, cdfs for toluene concentrations in the water, gas, and solid phases are presented in Fig. 6 . The cdfs for each of the remaining BTEX component concentrations were similar.
To study the ability of each of the different LHS-MC sample sizes to produce output cdfs that replicate corresponding RS-MC output cdfs, the two sample Kolmogorov-Smirnov (KS) Goodness of Fit test was used to evaluate the Goodness of Fit between each of the LHS-MC output cdfs and the corresponding RS-MC output cdfs. The two sample KS test is based on cdfs and can be used to test to see whether two empirical distributions are different.
The two sample KS test uses the maximum difference between the cdfs as the test statistic. The Z test statistic is a function of the combined sample size and the largest absolute difference between the two cdfs. The two sample KS test results for toluene concentrations in the water, gas, and solid phases are summarized in This indicates that LHS-MC can be used for the uncertainty analysis of MOFAT in lieu of RS-MC. All three LHS-MC sample sizes were able to replicate the corresponding RS-MC cdfs, so it will be more economical to use a LHS-MC sample size of 100 for the uncertainty analysis of MOFAT. Conducting an uncertainty analysis of MOFAT using a LHS-MC sample size of 100 would require 100 h to assemble the inputs, execute the files and post process the outputs whereas using a RS-MC sample size of 10 000 would require 10 000 h.
Evaluation of LHS-MC stability
To test the stability of using LHS-MC for uncertainty analysis of MOFAT, the cdfs for each of the three replicated LHS-MC 100 samples were compared to the corresponding RS-MC cdfs using the two sample KS test. The results for toluene are summarized in Table 5 .
The p value of the KS Z-test statistic for all three replicated LHS-MC sample sizes is greater than 0.05 for all phases. At the 5% significance level the null hypothesis, that each of the corresponding replicated LHS-MC and RS-MC cdfs are not different, cannot be rejected. The two sample KS test results prove that all three replicated LHS-MC cdfs are able to replicate the corresponding RS-MC cdfs. The cdfs for toluene concentrations in the water, gas, and solid phases for the three replicated LHS-MC samples and the RS-MC sample are presented in Fig. 7 .
This indicates that the LHS-MC sampling technique is a robust technique that, irrespective of the replicate LHS-MC sample used, produces cdfs that are able to replicate the corresponding RS-MC cdfs.
Conclusions
The following conclusions can be made based on the results presented in this study:
(1) For the uncertainty analysis of MOFAT, LHS-MC can be used in lieu of RS-MC to study model accuracy (from a parametric uncertainty perspective). Using LHS-MC for the uncertainty analysis of MOFAT the RS-MC cdfs can be accurately replicated.
(2) While all three LHS-MC sample sizes were able to replicate the corresponding RS-MC cdfs, it will be more economical to use a LHS-MC sample size of 100 for the uncertainty analysis. (3) LHS-MC is a stable and robust technique that, irrespective of the replicate LHS-MC sample used, produces cdfs that are able to replicate the corresponding RS-MC cdfs. neering and Applied Science and University Computing Services for the extensive computing resources and support that were extended to support this research, especially the unbridled use of the Unix workstations CRUNCH and PLATO without which this work would not have been possible.
