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Abstract
We consider the stochastic geometry model where the location of each node is a random
point in a given metric space, or the existence of each node is uncertain. We study the prob-
lems of computing the expected lengths of several combinatorial or geometric optimization
problems over stochastic points, including closest pair, minimum spanning tree, k-clustering,
minimum perfect matching, and minimum cycle cover. We also consider the problem of esti-
mating the probability that the length of closest pair, or the diameter, is at most, or at least, a
given threshold. Most of the above problems are known to be #P-hard. We obtain FPRAS
(Fully Polynomial Randomized Approximation Scheme) for most of them in both the existen-
tial and locational uncertainty models. Our result for stochastic minimum spanning trees in the
locational uncertain model improves upon the previously known constant factor approximation
algorithm. Our results for other problems are the first known to the best of our knowledge.
1 Introduction
Background: Uncertain or imprecise data are pervasive in applications like sensor monitoring, location
based services, data collection and integration [12, 15, 39]. Consider a sensor network deployed in the wild
to monitor the living habits or migration of certain animals [33, 41]. Since sensing instruments are not
perfect, the data collected are often contaminated with a significant amount of noise [14, 41]. For another
example, the locational data collected by the Global-Positioning Systems (GPS) often contains measurement
errors [34]. Moreover, many machine learning and prediction algorithms also produce a variety of stochastic
models and a large volume of probabilistic data. Thus, managing, analyzing and solving optimization
problems over stochastic models and data have recently attracted significant attentions in several research
communities (see e.g., [35, 39, 40]).
In this paper, we study two stochastic geometry models, the locational uncertainty model and the exis-
tential uncertainty model, both of which have been studied extensively in recent years (see e.g., [2, 3, 4, 7,
25, 26, 29, 30, 31], some of which will be discussed in the related work section). In fact, a special case of
the locational uncertainty model where all points follow the same distribution is a classic topic in stochastic
geometry literature (see e.g., [8, 9, 10, 27, 37]). The main interest there has been to derive asymptotics for
the expected values of certain combinatorial problems (e.g., minimum spanning tree). The stochastic geom-
etry model is also of fundamental interest in the area of wireless networks. In many applications, we only
have some prior information about the locations of the transmission nodes (e.g., some sensors that will be
deployed randomly in a designated area by an aircraft). Such a stochastic wireless network can be captured
precisely by this model. See the recent survey [21] and more references therein.
Stochastic Geometry Models: In this paper, we focus on two stochastic geometry models, the locational
uncertainty model and existential uncertainty model.
1. (Locational Uncertainty Model) We are given a metric space P. The location of each node v ∈ V is
a random point in the metric space P and the probability distribution is given as the input. Formally,
we use the term nodes to refer to the vertices of the graph, points to describe the locations of the
nodes in the metric space. We denote the set of nodes as V = {v1, . . . , vn} and the set of points
as P = {s1, . . . , sm}, where n = |V| and m = |P|. A realization r can be represented by an n-
dimensional vector (r1, . . . , rn) ∈ Pn where point ri is the location of node vi for 1 ≤ i ≤ n. Let R
denote the set of all possible realizations. We assume that the distributions of the locations of nodes
in the metric space P are independent, thus r occurs with probability Pr[r] =∏i∈[n] pviri , where pvs
represents the probability that the location of node v is point s ∈ P . The model is also termed as the
locational uncertainty model in [25].
2. (Existential Uncertainty Model) A closely related model is the existential uncertainty model where
the location of a node is a fixed point in the given metric space, but the existence of the node is
probabilistic. In this model, we use pi to denote the probability that node vi exists (if exists, its location
is si). A realization r can be represented by a subset S ⊂ P and Pr[r] =
∏
si∈S
pi
∏
si /∈S
(1− pi).
Problem Formulation: We are interested in following natural problem in the above models: estimating the
expected values of certain statistics of combinatorial objects. In this paper, we study several combinatorial
or geometry problems in these two models: the closest pair problem, minimum spanning tree, minimum
perfect matching (assuming an even number of nodes), k-clustering and minimum cycle cover. We take the
minimum spanning tree problem for example. Let MST be the length of the minimum spanning tree (which
is a random variable) and MST(r) be the length of the minimum spanning tree spanning all points in the
realization r. We would like to estimate the following quantity:
E[MST] =
∑
r∈R
Pr[r] ·MST(r).
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However, the above formula does not give us an efficient way to estimate the expectation since it involves
an exponential number of terms. In fact, computing the exact expected value (for the problems considered
in this paper) are either NP-hard or #P-hard. Following many of the theoretical computer science literatures
on approximate counting and estimation, our goal is to obtain fully polynomial randomized approximation
schemes for computing the expected values.
1.1 Our Contributions
We recall that a fully polynomial randomized approximation scheme (FPRAS) for a problem f is a random-
ized algorithm A that takes an input instance x, a real number ǫ > 0, returns A(x) such that Pr[(1−ǫ)f(x) ≤
A(x) ≤ (1 + ǫ)f(x)] ≥ 34 and its running time is polynomial in both the size of the input n and 1/ǫ. Our
main contributions can be summarized in Table 1. We need to explain some entries in the table in more
details.
Problems Existential Locational
Closest Pair (§2)
E[C] FPRAS FPRAS
Pr[C ≤ 1] FPRAS FPRAS
Pr[C ≥ 1] Inapprox Inapprox
Diameter (§2)
E[D] FPRAS FPRAS
Pr[D ≤ 1] Inapprox Inapprox
Pr[D ≥ 1] FPRAS FPRAS
Minimum Spanning Tree (§4) E[MST] FPRAS[25] FPRAS
k-Clustering (§3) E[kCL] FPRAS Open
Perfect Matching (§5) E[PM] N.A. FPRAS
kth Closest Pair (§B.1) E[kC] FPRAS Open
Cycle Cover (§6) E[CC] FPRAS FPRAS
kth Longest m-Nearest Neighbor (§7) E[kmNN] FPRAS Open
Table 1: Our results for some problems in different stochastic models.
1. Closest Pair: We use C to denote the minimum distance of any pair of two nodes. If a realization has
less than two nodes, C is zero. Computing Pr[C ≤ 1] exactly in the existential model is known to be
#P-hard even in an Euclidean plane [26], but no nontrivial algorithmic result is known before. So is
computing Pr[C ≥ 1]. In fact, it is not hard to show that computing Pr[C ≥ 1] is imapproximable
within any factor in a metric space (Appendix B.2).
We also consider the problem of computing expected distance E[C] between the closest pair in the
same model. We prove that the problem is #P-hard in Appendix B.2 and give the first known FPRAS
in Section 2. Note that an FPRAS for computing Pr[C ≤ 1] does not imply an FPRAS for computing
E[C] 1.
2. Diameter: The problem of computing the expected length of the diameter can be reduced to the closest
pair problem as follows. Assume that the longest distance between two points inP isW . We construct
the new instance P ′ as follows: for any two points u, v ∈ P, let their distance be 2W − d(u, v) in
P ′. The new instance is still a metric. The sum of the distance of closest pair in P and the diameter
in P ′ is exactly 2W (if there are at least two realized points). Hence, the answer for the diameter can
be easily derived from the answer for closest pair in P ′.
1To the contrary, an FPRAS for computing Pr[C ≥ 1] or Pr[C = 1] would imply an FPRAS for computing E[C] since
E[C] =
∑
(si,sj)
Pr[C = d(si, sj)]d(si, sj) =
∫
Pr[C ≥ t]dt =
∑
(si,sj)
Pr[C ≥ d(si, sj)](d(si, sj)− d(s
′
i, s
′
j)).
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3. Minimum Spanning Tree: Computing E[MST] exactly in both uncertainty models is known to be
#P-hard [25]. Kamousi, Chan, and Suri [25] developed an FPRAS for estimating E[MST] in the exis-
tential uncertainty model and a constant factor approximation algorithm in the locational uncertainty
model.
Estimating E[MST] is amendable to several techniques. We obtain an FPRAS for estimating E[MST]
in the locational uncertainty model using the stoch-core techinque in Section 4. In fact, the idea in
[25] can also be extended to give an alternative FPRAS (Appendix C). It is not clear how to extend
their idea to other problems.
4. Clustering (k-clustering): In the deterministic k-clustering problem, we want to partition all points
into k disjoint subsets such that the spacing of the partition is maximized, where the spacing is defined
to be the minimum of any d(u, v) with u, v in different subsets [28]. In fact, the optimal cost of the
problem is the length of the (k − 1)th most expensive edge in the minimum spanning tree [28]. We
show how to estimate E[kCL] using the HPF (hierarchical partition family) technique in Section 3.
5. Perfect Matching: We assume that there are even number of nodes to ensure that a perfect matching
always exists. Therefore, only the locational uncertainty model is relevant here. We give the first
FPRAS for approximating the expected length of minimum perfect matching in Section 5 using a
more complicated stoch-core technique.
All of our algorithms run in polynomial time. However, we have not attempted to optimize the exact
running time.
Our techniques: Perhaps the simplest and the most commonly used technique for estimating the expectation
of a random variable is the Monte Carlo method, that is to use the sample average as the estimate. However,
the method is only efficient (i.e., runs in polynomial time) if the variance of the random variable is small
(See Lemma 1). To circumvent the difficulty caused by the high variance, a general methodology is to
decompose the expectation of the random variable into a convex combination of conditional expectations
using the law of total expectation: E[X] = EY
[
E[X | Y ] ] = ∑y Pr[Y = y]E[X | Y = y]. Hopefully,
Pr[Y = y] can be estimated (or calculated exactly) efficiently, and the random variable X conditioning on
each event y has a low variance. However, choosing the events Y to condition on can be tricky.
We develop two new techniques for choosing such events, each being capable of solving a subset of
aforementioned problems. In the first technique, we first identify a set H of points, called the stoch-core
of the problem, such that (1): with high probability, all nodes realize in H and (2): conditioning on event
(1), the variance is small. Then, we choose Y to be the number of nodes realized to points not in H. We
compute the (1± ǫ)-estimates for Y = 0, 1 using Monte Carlo by (1) and (2). The problematic part is when
Y is large, i.e., many nodes realize to points outside H. Even though the probability of such events is very
small, the value of X under such events may be considerably large, thus contributing nontrivially. However,
we can show that the contribution of such events is dominated by the first few events and thus can be safely
ignored. Choosing appropriate stoch-core is easy for some problems, such as closest pair and minimum
spanning tree, while it may require additional idea for other problems such as minimum perfect matching.
Our second technique utilizes a notion called Hierarchical Partition Family (HPF). The HPF has m
levels, each representing a clustering of all points. For a combinatorial problem, for which the solution is a
set of edges, we define Y to be the highest level such that some edge in the solution is an inter-cluster edge.
Informally, conditioning on the information of Y , we can essentially bound the variance of X (hence use
the Monte Carlo method). To implement Monte Carlo, we need to be able to take samples efficiently con-
ditioning on Y . We show that such sampling problems can be reduced to, or have connections to, classical
approximate counting and sampling problems, such as approximating permanent, counting knapsack.
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1.2 Related Work
Several geometric properties of a set of stochastic points have been studied extensively in the literature under
the term stochastic geometry. For instance, Bearwood et al. [8] shows that if there are n points uniformly and
independently distributed in [0, 1]2, the minimal traveling salesman tour visiting them has an expected length
Ω(
√
n). Asymptotic results for minimum spanning trees and minimum matchings on n points uniformly
distributed in unit balls are established by Bertsimas and van Ryzin [10]. Similar results can be found in
e.g., [9, 27, 37]. Compared with results in stochastic geometry, we focus on the efficient computation of the
statistics, instead of giving explicit mathematical formulas.
Recently, a number of researchers have begun to explore geometric computing under uncertainty and
many classical computational geometry problems have been studied in different stochastic/uncertainty mod-
els. Agarwal, Cheng, Tao and Yi [4] studied the problem of indexing probabilistic points with continuous
distributions for range queries on a line. Agarwal, Efrat, Sankararaman, and Zhang [5] also studied the same
problem in the locational uncertainty model under Euclidean metric. The most probable k-nearest neighbor
problem and its variants have attracted a lot of attentions in the database community (See e.g., [11]). Several
other problems have also been considered recently, such as computing the expected volume of a set of prob-
abilistic rectangles in a Euclidean space [43], convex hulls [2], skylines (Pareto curves) over probabilistic
points [1, 7], and shape fitting [32].
Kamousi, Chan and Suri [25] initiated the study of estimating the expected length of combinatorial
objects in this model. They showed that computing the expected length of the nearest neighbor (NN) graph,
the Gabriel graph (GG), the relative neighborhood graph (RNG), and the Delaunay triangulation (DT) can
be solved exactly in polynomial time, while computing E[MST] is #P-hard and there exists a simple FPRAS
for approximating E[MST] in the existential model. They also gave a deterministic PTAS for approximating
E[MST] in an Euclidean plane. In another paper [26], they studied the closest pair and (approximate) nearest
neighbor problems (i.e., finding the point with the smallest expected distance from the query point) in the
same model.
The randomly weighted graph model where the edge weights are independent nonnegative variables
has also been studied extensively. Frieze [18] and Steele [38] showed that the expected value of the mini-
mum spanning tree on such a graph with identically and independently distributed edges is ζ(3)/D where
ζ(3) =
∑∞
j=1 1/j
3 and D is the derivative of the distribution at 0. Alexopoulos and Jacobson [6] devel-
oped algorithms that compute the distribution of MST and the probability that a particular edge belongs to
MST when edge lengths follow discrete distributions. However, the running times of their algorithms may
be exponential in the worst cases. Recently, Emek, Korman and Shavitt [17] showed that computing the
kth moment of a class of properties, including the diameter, radius and minimum spanning tree, admits an
FPRAS for each fixed k. Our model differs from their model in that the edge lengths are not independent.
The computational/algorithmic aspects of stochastic geometry have also gained a lot of attention in
recent years from the area of wireless networking. In many application scenarios, it is common to assume
that the nodes (e.g., sensors) are deployed randomly across a certain area, thereby forming a stochastic
network. It is of central importance to study various properties in this network, such as connectivity [19],
transmission capacity [20]. We refer interested reader to a recent survey [21] for more references.
1.3 Preliminaries
Before describing our main results, we first consider the straightforward Monte Carlo strategy, which is an
important building block in our later developments. Suppose we want to estimate E[X]. In each Monte
Carlo iteration, we take a sample (a realization of all nodes), and compute the value of X for the sample.
At the end, we output the average over all samples. The number of samples required by this algorithm is
suggested by the following standard Chernoff bound.
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Lemma 1 (Chernoff Bound) Let random variables X1,X2, . . . ,XN be independent random variables tak-
ing on values between 0 and U . Let X = 1N
∑N
i=1Xi and µ be the expectation of X, for any ǫ > 0,
Pr [X ∈ [(1− ǫ)µ, (1 + ǫ)µ]] ≥ 1− 2e−N µU ǫ2/4.
Therefore, for any ǫ > 0, in order to get an (1 ± ǫ)-approximation with probability 1 − 1poly(n) , the num-
ber of samples needs to be O( U
µǫ2
log n). If Uµ , the ratio between the maximum possible value of X and
the expected value E[X], is bounded by poly(m,n, 1ǫ ), we can use the above Monte Carlo method to esti-
mate E[X] with a polynomial number of samples. Since we use this condition often, we devote a separate
definition to it.
Definition 1 We call a random variable X poly-bounded if the ratio between the maximum possible value
of X and the expected value E[X] is bounded by poly(m,n, 1ǫ ).
2 The Closest Pair Problem
2.1 Estimating Pr[C ≤ 1]
As a warmup, we first demonstrate how to use the stoch-core technique for the closest pair problem in the
existential uncertainty model. Given a set of points P = {s1, . . . , sm} in the metric space, where each point
si ∈ P is present with probability pi. We use C to denote the distance between the closest pair of vertices
in the realized graph. If the realized graph has less than two points, C is zero. The goal is to compute the
probability Pr[C ≤ 1].
For a set H of points and a subset S ⊆ H , we use H〈S〉 to denote the event that among all points
in H , all and only points in S are present. For any nonnegative integer i, let H〈i〉 to denote the event∨
S⊆H:|S|=iH〈S〉, i.e., the event that exactly i points are present in H .
The stoch-core of the closest pair problem is simply defined to be
H =
{
si | pi ≥ ǫ
m2
}
.
Let F = P \ H. We consider the decomposition
Pr[C ≤ 1] =
|F|∑
i=0
Pr[F〈i〉 ∧ C ≤ 1] =
|F|∑
i=0
Pr[F〈i〉] · Pr[C ≤ 1 | F〈i〉].
Our algorithm is very simple: estimate the first three terms (i.e., i = 0, 1, 2) and use their sum as our final
answer.
We can see that H satisfies the two properties of a stoch-core mentioned in the introduction:
1. The probability that all nodes are realized in H, i.e., Pr[F〈0〉], is at least 1−m · ǫ
m2
= 1− ǫm ;
2. If there exist two points si, sj ∈ H such that d(si, sj) ≤ 1, we have Pr[C ≤ 1 | F〈0〉 ] ≥ ǫ2m4 ;
otherwise, Pr[C ≤ 1 | F〈0〉] = Pr[H〈0〉 | F〈0〉] + Pr[H〈1〉 | F〈0〉]. Note that we can compute
Pr[H〈0〉 | F〈0〉] and Pr[H〈1〉 | F〈0〉] in polynomial time.
Both properties guarantee that the random variable I(C ≤ 1), conditioned on F〈0〉, is poly-bounded 2,
hence we can easily get a (1 ± ǫ)-estimation for Pr[F〈0〉 ∧ C ≤ 1] with polynomial many samples with
high probability. Similarly, Pr[F〈i〉 ∧C ≤ 1] can also be estimated with polynomial number of samples for
i = 1, 2. The algorithm can be found in Algorithm 1.
2I() is the indicator function. Note that E[I(C ≤ 1)] = Pr[C ≤ 1].
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Algorithm 1: Estimating Pr[C ≤ 1]
Estimate Pr[F〈0〉 ∧ C ≤ 1]: Take N0 = O
(
(m/ǫ)4 lnm
)
independent samples. Suppose M0 is the1
number of samples satisfying C ≤ 1 and F〈0〉. T0 ← M0N0 .
Estimate Pr[F〈1〉 ∧ C ≤ 1]: For each point si ∈ F , take N1 = O((m/ǫ)4 lnm) independent samples2
conditioning on the event F〈{si}〉. Suppose there are Mi samples satisfying C ≤ 1.
T1 ←
∑
si∈F
piMi/N1.
Estimate Pr[F〈2〉 ∧ C ≤ 1]: For each point pair si, sj ∈ F , take N2 = O((m/ǫ)4 lnm) independent3
samples conditioning on the event F〈{si, sj}〉. Suppose there are Mij samples satisfying C ≤ 1.
T2 ←
∑
si,sj∈F
pipjMij/N2.
Output: T0 + T1 + T24
Lemma 2 Steps 1,2,3 in Algorithm 1 provide (1 ± ǫ)-approximations for Pr[F〈i〉 ∧ C ≤ 1] for i = 0, 1, 2
respectively, with high probability.
Theorem 1 There is an FPRAS for estimating the probability of the distance between the closest pair of
nodes is at most 1 in the existential uncertainty model.
Proof: We only need to show that the contribution from the rest of terms (where more than three points
outside stoch-core H are present) is negligible compared to the third term. Suppose S is the set of all
present points such that C ≤ 1 and there are at least 3 points not in H. Suppose si, sj are the closest pair in
S. We associate S with a smaller set S′ ⊂ S by making 1 present point in (S ∩F) \ {si, sj} absent (if there
are several such S′, we choose an arbitrary one). We denote it as S ∼ S′. We use the notation S ∈ Fi to
denote that the realization S satisfies (F〈i〉 ∧ C ≤ 1). Then, we can see that for i ≥ 3,
Pr[F〈i〉 ∧ C ≤ 1] =
∑
S:S∈Fi
Pr[S] ≤
∑
S′:S′∈Fi−1
∑
S:S∼S′
Pr[S].
For a fixed S′, there are at most m different sets S such that S ∼ S′ and Pr[S] ≤ 2ǫ
m2
Pr[S′] for any such S.
Hence, we have that ∑
S:S∼S′
Pr[S] ≤ 2ǫ
m
Pr[S′].
Therefore,
Pr[F〈i〉 ∧ C ≤ 1] ≤ 2ǫ
m
·
∑
S′:S′∈Fi−1
Pr[S′] =
2ǫ
m
· Pr[F〈i − 1〉 ∧ C ≤ 1].
Hence, overall we have
∑
i≥3 Pr[F〈i〉 ∧ C ≤ 1] ≤ ǫPr[F〈2〉 ∧ C ≤ 1]. This finishes the analysis.

Note that the number of samples is dominated by estimating Pr[F〈2〉 ∧ C ≤ 1]. Since there are O(m2)
different pairs si, sj ∈ F . We take N2 independent samples for each pair. Overall, we take O
(
m6
ǫ4
lnm
)
independent samples.
Locational Uncertainty Model: The algorithm for the locational uncertainty model is similar to the one for
the existential uncertainty model. Here we briefly sketch the algorithm. For ease of exposition, we assume
that for each point, there is only one node that may be realized at this point. In principle, if more than one
node may be realized at the same point, we can create multiple copies of the point co-located at the same
place.
For any node v ∈ V and point s ∈ P, we use the notation v  s to denote the event that node v is
realized at point s. Let pvs = Pr[v  s], i.e., the probability that node v is realized at point s. For each point
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s ∈ P, we let p(s) denote the probability that point s is present (p(s) = pvs, v is the unique node which
may be realized at s). Let H〈i〉 denote the event that exactly i nodes are realized to the point set H .
We construct the stoch-core H = {s | p(s) ≥ ǫ
(nm)2
}. Let F = P \ H. Then we rewrite Pr[C ≤ 1] =∑
0≤i≤n Pr[F〈i〉 ∧ C ≤ 1]. We only need to estimate the first three terms.
Estimating Pr[F〈0〉 ∧ C ≤ 1]:
1. If there exist two points s, t ∈ Hwith d(s, t) ≤ 1which correspond to different nodes, then Pr[F〈0〉∧
C ≤ 1] ≥ p(s)p(t) ≥ ǫ2(nm)4 by the definition of stoch-core , we can simply estimate Pr[F〈0〉∧C ≤ 1]
by taking O( (nm)
4
ǫ4 lnm) independent samples using the Monte Carlo method.
2. If no such two points s, t ∈ H exist, Pr[F〈0〉 ∧ C ≤ 1] = 0.
Estimating Pr[F〈1〉∧C ≤ 1]: We first rewrite this term by∑v∈V ,s∈F Pr[F〈1〉∧C ≤ 1∧v  s]. For a node
v ∈ V and point s ∈ F , we denote Bs = {t ∈ H : d(s, t) ≤ 1}. If Bs contains any point corresponding
to a node other than v, we can use Monte Carlo for estimating Pr[F〈1〉 ∧ C ≤ 1 | v  s] since it is at least
ǫ
(nm)2
. Otherwise, computing Pr[F〈1〉 ∧C ≤ 1 | v  s] is equivalent to computing Pr[F〈0〉 ∧C ≤ 1] in the
instance without v (since v is at distance more than 1 from any other nodes).
Estimating Pr[F〈2〉 ∧ C ≤ 1]: We rewrite it as ∑v,v′∈V ,s,s′∈F Pr[F〈2〉 ∧ C ≤ 1 ∧ v  s ∧ v′  s′]. We
estimate each term in the same way as the former case. We do not repeat the argument here.
Analysis: Similar to the existential uncertainty model, we can show that the contribution of
∑
3≤i≤n Pr[F〈i〉∧
C ≤ 1] is negligible. The argument is almost the same as before. Suppose S is a realization such that C ≤ 1
and there are at least 3 points not in H. Suppose vi, vj are the closest pair in S. We associate S with
S′, where S′ is obtained by sending node v in S (except vi, vj) located in F to a point s ∈ H such that
pvs ≥ 12m . We denote it as S ∼ S′. Then for a fixed S′, there are at most nm different sets S such that
S ∼ S′ and Pr[S] ≤ 2ǫn Pr[S′] for any such S. The rest arguments are the same.
Theorem 2 There is an FPRAS for estimating the probability of the distance between the closest pair of
nodes is at most 1 in the locational uncertainty model.
The number of samples is dominated by estimating Pr[F〈2〉 ∧ C ≤ 1]. Since there are O(n2) different
pairs of nodes v, v′ ∈ V and O(m2) different pairs of points s, s′ ∈ F , we separate F〈2〉 into O(n2m2)
different terms. For each term, we take O
( (nm)4
ǫ4 lnm
)
independent samples. Thus, we take O
(
n6m6
ǫ4 lnm
)
independent samples in total.
2.2 Estimating E[C]
In this section, we consider the problem of estimating E[C], where C is the distance of the closest pair of
present points, in the existential uncertainty model. Now, we introduce our second main technique, the
hierarchical partition family (HPF) technique, to solve this problem. An HPF is a family Ψ of partitions of
P, formally defined as follows.
Definition 2 (Hierarchical Partition Family (HPF)) Let T be any minimum spanning tree spanning all
points of P. Suppose that the edges of T are e1, . . . , em−1 with d(e1) ≥ d(e2) ≥ . . . ≥ d(em−1). Let
Ei = {ei, ei+1, . . . , em−1}. The HPF Ψ(P) consists of m partitions Γ1, . . . ,Γm. Γ1 is the entire point set
P. Γi consists of i disjoint subsets of P, each corresponding to a connected component of Gi = G(P, Ei).
Γm consists of all singleton points in P. It is easy to see that Γj is a refinement of Γi for j > i. Consider two
consecutive partitions Γi and Γi+1. Note that Gi contains exactly one more edge (i.e., ei) than Gi+1. Let
µ′i+1 and µ′′i+1 be the two components (called the split components) in Γi+1, each containing an endpoint
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of ei. Let νi ∈ Γi be the connected component of Gi that contains ei. We call νi the special component in
Γi. Let Γ′i = Γi \ νi.
We observe two properties of Ψ(P) that are useful later.
P1. Consider a component C ∈ Γi. Let s1, s2 be two arbitrary points inC . Then d(s1, s2) ≤ (m−1)d(ei)
(this is because s1 and s2 are connected in Gi, and ei is the longest edge in Gi).
P2. Consider two different components C1 and C2 in Γi. Let s1 ∈ C1 and s2 ∈ C2 be two arbitrary
points. Then d(s1, s2) ≥ d(ei−1) (this is because the minimum inter-component distance is d(ei−1)
in Gi).
Let the random variable Y be smallest integer i such that there is at most one present point in each
component of Γi+1. Note that if Y = i then each component of Γi contains at most one point, except that
the special component νi contains exactly two present points. The following lemma is a simple consequence
of P1 and P2.
Lemma 3 Conditioning on Y = i, it holds that d(ei) ≤ C ≤ md(ei) (hence, C is poly-bounded).
Consider the following expansion of E[C]:
E[C] =
m−1∑
i=1
Pr[Y = i]E[C | Y = i].
For a fixed i, Pr[Y = i] can be estimated as follows: For a component C ⊂ P, we use C〈j〉 to denote the
event that exactly j points in C are present, C〈s〉 the event that only s is present in C and C〈≤ j〉 the event
that no more than j points in C are present. Let µ′i and µ′′i be the two split components in Γi. Note that
Pr[Y = i] = Pr[µ′i+1〈1〉] · Pr[µ′′i+1〈1〉] ·
∏
C∈Γ′i
Pr[C〈≤ 1〉].
Each term can be easily computed in polynomial time. The remaining is to show how to estimate E[C | Y =
i]. Since C is poly-bounded, it suffices to give an efficient algorithm to take samples conditioning on Y = i.
This is again not difficult: We take exactly one point s ∈ µ′i+1 with probability Pr[µ′i+1〈s〉]/Pr[µ′i+1〈1〉].
Same for µ′′i+1. For each C ∈ Γ′i, take no point from C with probability Pr[C〈0〉]/Pr[C〈≤ 1〉]; otherwise,
take exactly one point s ∈ C with probability Pr[C〈s〉]/Pr[C〈≤ 1〉].
By Lemma 3, conditioning on Y = i, taking O(m
ǫ2
lnm) independent samples are enough using the
Monte Carlo method. Since there are m levels, we take O
(
m2
ǫ2 lnm
)
independent samples in total. This
finishes the description of the FPRAS in the existential uncertainty model.
Locational Uncertainty Model: Our algorithm is almost the same as the existential model. We first con-
struct the HPF Ψ(P). The random variable Y is defined in the same way. The only difference is how to
estimate Pr[Y = i] and how to take samples efficiently conditioning on Y = i. First consider estimat-
ing Pr[Y = i]. We can consider the problem as the following bins-and-balls problem: we have n balls
(corresponding to nodes) and i bins (corresponding to components in Γi). Each ball v is thrown to bin
C with probability pvC =
∑
s∈C pvs (note that
∑
C pvC = 1). We want to compute the probability that
each of the first and second bins (corresponding to the two split components) contains exactly one ball,
and for other bins each contains at most one ball. Consider the following i × i (i ≥ n) matrix M with
MvC =
{
pvC =
∑
s∈C pvs, for v ∈ [n] and C ∈ [i];
1, otherwise . It is not difficult to see that the permanent
Per(M) =
∑
σ∈Si
∏
v
Mvσ(v)
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is exactly the probability that each bin contains at most one ball. To enforce each of the first two bins
contains exactly one ball, simply consider the Laplace expansion of Per(M), expanded along the first two
columns, and retain those relevant terms:
Pr[Y = i] =
∑
k∈[n]
∑
j∈[n],j 6=k
Mk1Mj2Per(M
⋆
kj)
where M⋆kj is M with the 1st and 2nd columns and kth and jth rows removed. Then, we can use the
celebrated result for approximating permanent by Jerrum, Sinclair, and Vigoda [23] to get an FPRAS for
approximating Pr[Y = i]. In fact, the algorithm in [23] provides a fully polynomial time approximate
sampler for perfect matchings 3. This can be easily translated to an efficient sampler conditioning on Y = i
4
. Finally, we remark that the above algorithm can be easily modified to handel the case with both existential
and locational uncertainty model.
Theorem 3 There is an FPRAS for estimating the expected distance between the closest pair of nodes in
both existential and locational uncertainty models.
kth Closest Pair: In addition, we consider the problem of the expected distance E[kC] between the kth
closest pair under the existential uncertainty model. We use the HPF technique, and construct an efficient
sampler via a dynamic programming. The details can be found in Appendix B.1.
3 k-Clustering
In this section, we study the k-clustering problem in the existential uncertainty model. According to [28],
the optimal objective value for k-clustering is the (k − 1)th most expensive edge of the minimum spanning
tree. We consider estimating E[kCL] under the existential uncertainty model.
Denote the point set P = {s1, . . . , sm}, where each point si ∈ P is present with probability pi. We
construct the HPF Ψ(P). Let the random variable Y be the largest integer i such that at most k − 1
components in Γi contain at least one present point. Let Γ′i = Γi \ νi. Note that if Y = i then at most
k − 2 components in Γ′i contain present points while the special component νi contains at least two present
points, since both component µ′i+1 and µ′′i+1 contain at least one present point. By the property P1 and P2
of HPF, we have the following lemma.
Lemma 4 Conditioning on Y = i, it holds that d(ei) ≤ kCL ≤ md(ei) (hence, kCL is poly-bounded)..
Proof: Since Γi+1 contains at least k nonempty components, any spanning tree must have at least k − 1
inter-component edges. Any inter-component edge is of length at least d(ei), so is the (k − 1)th expensive
edge. Now we show the other direction. Assume w.l.o.g. that all pairwise distances are distinct. Consider
a realization satisfying Y = i and the graphical matroid which consists of all forests of the realization.
Suppose kCL = d(e) for some edge e. Let Ee be all edges with length no larger than e in this realization.
We can see that rank(Ee) = n − k + 1 where rank is the matroid rank function and n the number of
present points in the realization. Hence, any spanning tree contains no more than n− k + 1 edges from Ee.
Equivalently, the (k − 1)th most expensive edge of any spanning tree is no smaller than kCL. Moreover,
since Γi has no more than k − 1 nonempty components, there exists a spanning tree such that the (k − 1)th
most expensive edge is an intra-component edge in Γi. The lemma follows from P1. 
Consider the following expansion E[kCL] =
∑m−1
i=1 Pr[Y = i]E[kCL | Y = i]. Recall that for a
component C ⊂ P, we use C〈j〉 to denote the event that exactly j points in C are present, C〈s〉 the event
3The approximate sampler can return in poly-time a permutation σ ∈ Si with probability (1± ǫ)
∏
sMsσ(s)/Per(M).
4We can also use the generic reduction by Jerrum, Valiant and Vazirani [24] which can turn an FPRAS into a poly-time approx-
imate sampler for self-reducible relations.
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that only s is present in C and C〈≤ j〉 (C〈≥ j〉) the event that at most (at least) than j points in C are
present. For a partition Γ on P, we use Γ〈j,≥ 1〉 to denote the event that exactly j components in Γ contain
at least one present point. Note that
Pr[Y = i] = Pr[µ′i+1〈≥ 1〉] · Pr[µ′′i+1〈≥ 1〉] · Pr[Γ′i〈k − 2,≥ 1〉].
Note that Pr[µ′i+1〈≥ 1〉] and Pr[µ′′i+1〈≥ 1〉] can be easily computed in polynomial time. The remaining
task is to show how to compute Pr[Γ′i〈k − 2,≥ 1〉] and how to estimate E[kCL | Y = i]. We first present a
simple lemma which is useful later.
Lemma 5 For a component C and j ∈ Z, we can compute Pr[C〈j〉] (or Pr[C〈≥ j〉]) in polynomial
time. Moreover, there exists a poly-time sampler to sample present points from C conditioning on C〈j〉 (or
C〈≥ j〉).
Proof: The idea is essentially from [16]. W.l.o.g, we assume that the points in C are s1, . . . , sn. We denote
the event that among the first a points, exactly b points are present by E[a, b] and denote the probability of
E[a, b] by Pr[a, b]. Note that our goal is to compute Pr[n, j], which can be solved by the following dynamic
program:
1. If a < b, Pr[a, b] = 0. If a = b, Pr[a, b] =
∏
1≤l≤a pl. If b = 0, Pr[a, b] =
∏
1≤l≤a(1− pl).
2. For a > b and b ≥ 1, Pr[a, b] = paPr[a− 1, b− 1] + (1− pa)Pr[a− 1, b].
We can also use this dynamic program to construct an efficient sampler. Consider the point sn. With
probability pnPr[n − 1, j − 1]/Pr[n, j], we make it present and then recursively consider the point sn−1
conditioning on the event E[n− 1, j − 1]. With probability (1− pn)Pr[n− 1, j]/Pr[n, j], we discard it and
then recursively sample conditioning on the event E[n− 1, j]. Pr[C〈≥ j〉] can be handled in the same way
and we omit the details. 
Computing Pr[Γ′i〈k− 2,≥ 1〉]: Now, it is ready to show how to compute Pr[Γ′i〈k− 2,≥ 1〉] in polynomial
time. Note that for each component Cj ∈ Γ′i, we can easily compute qj = Pr[Cj〈≥ 1〉] in polynomial time.
Since all components in Γ′i are disjoint, using Lemma 5 (consider each component Cj in Γ′i as a point with
existential probability qj), we can compute Pr[Γ′i〈k − 2,≥ 1〉].
To take samples conditioning on Y = i, we first sample k − 2 components in Γ′i which contain present
points. Then for these k − 2 components and µ′i+1, µ′′i+1, we independently sample present points in each
component using Lemma 5. By Lemma 4, for estimating E[kCL | Y = i], we need to take O(m
ǫ2
lnm
)
independent samples. So we take O
(
m2
ǫ2 lnm
)
independent samples in total.
Theorem 4 There is an FPRAS for estimating the expected length of k-th expensive edge in the minimum
spanning tree in the existential uncertainty model.
4 Minimum Spanning Trees
We consider the problem of estimating the expected size of minimum spanning tree in the locational uncer-
tainty model. In this section, we briefly sketch how to solve it using our stoch-core method. Recall that the
term nodes refers to the vertices V of the spanning tree and points describes the locations in P. For ease of
exposition, we assume that for each point, there is only one node that may realize at this point.
Recall that we use the notation v  s to denote the event that node v is present at point s. Let pvs =
Pr[v  s]. Since node v is realized with certainty, we have
∑
s∈P pvs = 1. For each point s ∈ P , we let
p(s) denote the probability that point s is present. For a set H of points, let p(H) =
∑
s∈H p(s), i.e., the
expected number of points present in H . For a set H of points and a set S of nodes, we use H〈S〉 to denote
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the event that all and only nodes in S are realized to some points in H . If S only contains one node, say v,
we use the notation H〈v〉 as the shorthand for H〈{v}〉. Let H〈i〉 denote the event ∨S:|S|=iH〈S〉, i.e., the
event that exactly i nodes are in H . We use diam(H), called the diameter of H , to denote maxs,t∈H d(s, t).
Let d(p,H) be the closest distance between point p and any point in H .
Finding stoch-core: Firstly, we find in poly-time the stoch-core H as follows:
Algorithm 2: Constructing stoch-core H for Estimating E[MST ]
Among all points r with p(r) ≥ ǫ16m , find the furthest two points s and t.1
Set H ← B(s,d(s, t)) = {s′ ∈ P | d(s′, s) ≤ d(s, t)}.2
Lemma 6 Algorithm 2 finds a stoch-core H such that
Q1. p(H) ≥ n− ǫ16 = n−O(ǫ)
Q2. E[MST | H〈n〉 ] = Ω
(
diam(H) ǫ2
m2
)
.
Furthermore, the algorithm runs in linear time.
Proof: For each point r that is not in H, we know p(r) < ǫ16m . Therefore, we have that and p(P \H) < ǫ16 .
and p(H) ≥ n− ǫ16 . Consider two cases:
1. Points s and t relate to different nodes. In this case, we have that
E[MST | H〈n〉] ≥ d(s, t)Pr[∃(v, u), v 6= u, v  s, u  t] = d(s, t)p(s)p(t) ≥ d(s, t) ǫ
2
256m2
.
2. Points s and t relate to the same node v. In this case, conditioning on the event that a different node u is
realized to an arbitrary point q, E[MST | H〈n〉] ≥ d(s, q)Pr[v  s] + d(t, q)Pr[v  t] ≥ d(s, t) ǫ16m .
In either case, H satisfies both Q1 and Q2. 
Estimating E[MST]: Let F = P \ H. We rewrite E[MST] by ∑i≥0 E[MST | F〈i〉] · Pr[F〈i〉]. We only
need to estimate E[MST | F〈0〉 ] · Pr[F〈0〉] and E[MST | F〈1〉 ] · Pr[F〈1〉].
Algorithm 3: Estimating E[MST | F〈0〉 ] · Pr[F〈0〉]
Take N0 = O
(
nm2
ǫ4
lnn
)
random samples. Set A← ∅ at the beginning.1
For each sample Gi, if it satisfies F〈0〉, A← A ∪ {Gi}.2
T0 ← 1N0
∑
Gi∈A
MST(Gi).3
Lemma 7 Algorithm 3 produces a (1± ǫ)-estimate for the first term with high probability.
Proof: Based on the event F〈0〉, the length of MST is at most ndiam(H). Due to (Q2), we have a poly-
bounded random variable and can therefore obtain a (1 ± ǫ)-estimate for E[MST | H〈n〉 ] using the Monte
Carlo method with O
(
nm2
ǫ4
lnn
)
samples satisfying H〈n〉 (by Lemma 1). By the first property of H, with
probability close to 1, a sample satisfies H〈n〉. So, the expected time to obtain an useful sample is bounded
by a constant. Overall, we can obtain a (1 ± ǫ)-estimate of the first term with using N0 = O
(
nm2
ǫ4
lnn
)
samples with high probability. 
Lemma 8 Algorithm 4 produces a (1± ǫ)-estimate for the second term with high probability.
11
Algorithm 4: Estimating E[MST | F〈1〉 ] · Pr[F〈1〉]
Set B ← {s | s ∈ F ,d(s,H) < nǫ · diam(H)}. Let Cl(v) be the event that v is the only node that is1
realized to some point s ∈ B.
Conditioning on Cl(v), take N1 = O
(
nm2
ǫ5 lnn
)
independent samples.2
Let Av ← {Gv,i | 1 ≤ i ≤ N1} be the set of N1 samples for Cl(v).
Tv ← 1N1
∑
Gv,i∈Av
MST(Gv,i) (estimating E[MST | Cl(v)])3
T1 ←
∑
v∈V
(
Pr[Cl(v)]Tv +
∑
s∈F\B Pr[F〈v〉 ∧ v  s] d(s,H)
)
.4
Analysis: Note that the number of samples is asymptotically dominated by estimating E[MST | F〈1〉 ] ·
Pr[F〈1〉]. For each node v ∈ V , we take N1 independent samples. Thus, we need to take O
(
n2m2
ǫ5
lnn
)
independent samples. Now, we analyze the performance guarantee of our algorithm. We need to show that
the total contribution from the scenarios where more than one node are not in the stoch-core is very small.
We need some notations first. Suppose S is the set of nodes realized out of stoch-core H. We use FS to
denote the set of all possible realizations of all nodes in S to points in F (we can think of each element in
FS as an |S|-dimensional vector where each coordinate is indexed by a node in S and its value is a point
in F). Similarly, we denote the set of realizations of S¯ = V \ S to points in H by HS¯ . For any FS ∈ FS
and HS¯ ∈ HS¯ , we use (FS ,HS¯) to denote the event that both FS and HS¯ happen and MST(FS ,HS¯) to
denote the length of the minimum spanning tree under the realization (FS ,HS¯). We need the following
combinatorial fact.
Lemma 9 Consider a particular realization (FS ,HS¯), where S is the set of nodes realized out of H. |S| ≥
2. Let d = d(vS , uS) = minv∈S,u∈S¯{d(u, v)} where vS ∈ FS , uS ∈ HS¯ . The realization (FS′ ,HS¯′)
is obtained from (FS ,HS¯) by sending the node vS to H, where S′ = S \ vS . Then MST(FS ,HS¯) ≤
4MST(FS′ ,HS¯′).
Proof: We have
4MST(F ′S′ ,H
′
S¯′) ≥ 2MST(F ′S′ ,H ′S¯′) + 2d ≥ MST(F ′S′ ,HS¯) + 2d ≥ MST(FS ,HS¯)
The second inequality holds since the length of the minimum spanning tree is at most two times the length of
the minimum Steiner tree (We consider MST(F ′S′ ,HS¯) as a Steiner tree connecting all nodes in FS′ ∪HS¯).

The only remaining part for establishing Theorem 5 is to show the following essential lemma.
Lemma 10 For any ǫ > 0, if H satisfies the properties in Lemma 6, we have that∑
i>1
E[MST | F〈i〉] · Pr[F〈i〉] ≤ ǫ · E[MST | F〈1〉] · Pr[F〈1〉].
Proof: We claim that for any i > 1, E[MST | F〈i + 1〉] · Pr[F〈i + 1〉] ≤ ǫ2E[MST | F〈i〉] · Pr[F〈i〉].
If the claim is true, then we can show the lemma easily by noticing that, for any n ≥ 2, ∑i>1 E[MST |
F〈i〉]Pr[F〈i〉] ≤ ∑n−1i=1 ( ǫ2)iE[MST | F〈1〉]Pr[F〈1〉] ≤ ǫE[MST | F〈1〉]Pr[F〈1〉]. Now, we prove the
claim. First, we rewrite the LHS as follows:
E[MST | F〈i+ 1〉] · Pr[F〈i+ 1〉] =
∑
|S|=i+1
∑
FS∈FS
∑
HS¯∈HS¯
(
Pr[(FS ,HS¯)] ·MST(FS ,HS¯)
)
,
Similarly, the RHS can be written as:
E[MST | F〈i〉] · Pr[F〈i〉] =
∑
|S′|=i
∑
FS′∈FS′
∑
HS¯′∈HS¯′
(
Pr[(FS ,HS¯)] ·MST(FS′ ,HS¯′)
)
.
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For each pair (FS ,HS¯), let C(FS ,HS¯) = Pr[FS ,HS¯ ] ·MST(FS ,HS¯). Consider each pair (FS ,HS¯) with
|S| = i + 1 as a seller and each pair (FS′ ,HS¯′) with |S′| = i as a buyer. The seller (FS ,HS¯) wants to
sell the term C(FS ,HS¯) and the buyers want to buy all this term. The buyer (FS′ ,HS¯′) has a budget of
C(FS′ ,HS¯′). We show that there is a charging scheme such that each term C(FS ,HS¯) is fully paid by the
buyers and each buyer spends at most an ǫ2 fraction of her budget. Note that the existence of such a charging
scheme suffices to prove the claim.
Suppose we are selling the term C(FS ,HS¯). Consider the following charging scheme. Suppose v ∈ S
is the node closest to any node in S¯. Let S′ = S \{v} and FS′ be the restriction of FS to all coordinates in S
except v. We say (FS′ ,HS¯′) is consistent with (FS ,HS¯), denoted as (FS′ ,HS¯′) ∼ (FS ,HS¯), if HS¯′ agrees
with HS¯ for all vertices in S¯. and FS′ agrees with FS for all vertices in S \ {v}. Intuitively, (FS′ ,HS¯′) can
be obtained from (FS ,HS¯) by sending v to an arbitrary point in H. Let
Z(FS ,HS¯) =
∑
(FS′ ,HS¯′)∼(FS ,HS¯)
Pr[(FS′ ,HS¯′)].
We need the following inequality later: For any fixed (FS′ ,HS¯′),
∑
(FS ,HS¯)∼(FS′ ,HS¯′)
Pr[FS ,HS¯ ]
Z(FS ,HS¯)
≤
∑
v∈S¯′
Pr(v ∈ F)
Pr(v ∈ H) ≤
ǫ
8
.
To see the inequality, for a fixed node v, consider the quantity
∑
(FS ,HS¯)∼(FS′ ,HS¯′),S¯=S¯
′\{v}
Pr[FS ,HS¯]
Z(FS ,HS¯)
.
A crucial observation here is that the denominators of all terms are in fact the same, by the definition of
Z , which is
∑
Pr[(F ′S′ ,H
′
S¯′
)], and the summation is over all (F ′S′ ,H ′S¯′)s which are the same as (FS′ ,HS¯′)
except that the location of v is a different point in H. The numerator is the summation over all (FS ,HS¯)s
which are the same as (FS′ ,HS¯′) except that the location of v is a different point in F . Canceling out the
same multiplicative terms from the numerators and the denominator, we can see it is at most Pr(v∈F)Pr(v∈H) .
Now, we specify how to charge each buyer. For each buyer (FS′ ,HS¯′) ∼ (FS ,HS¯), we charge her the
following amount of money
Pr[(FS′ ,HS¯′)] · C(FS ,HS¯)
Z(FS ,HS¯)
We can see that C(FS ,HS¯) is fully paid by all buyers consistent with (FS ,HS¯). It remains to show that
each buyer (FS′ ,HS¯′) has been charged at most ǫ2C(FS′ ,HS¯′). By the above charging scheme, the terms
(FS ,HS¯)s in LHS that charge buyer (FS′ ,HS¯′) are consistent with (FS′ ,HS¯′). Now, we can see that the
total amount of money charged to buyer (FS′ ,HS¯′) can be bounded as follows:
∑
(FS ,HS¯)∼(FS′ ,HS¯′)
Pr[FS′ ,HS¯′ ] · C(FS ,HS¯)
Z(FS ,HS¯)
≤ 4MST(FS′ ,HS¯′) ·
∑
(FS ,HS¯)∼(FS′ ,HS¯′)
Pr[FS′ ,HS¯′ ] · Pr[(FS ,HS¯)]
Z(FS ,HS¯)
=4MST(FS′ ,HS¯′)Pr[FS′ ,HS¯′ ] ·
∑
(FS ,HS¯)∼(FS′ ,HS¯′)
Pr[FS ,HS¯ ]
Z(FS ,HS¯)
≤ ǫ
2
MST(FS′ ,HS¯′)Pr[FS′ ,HS¯′ ]
The first inequality follows from Lemma 9. This completes the proof. 
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Theorem 5 There is an FPRAS for estimating the expected length of the minimum spanning tree in the
locational uncertainty model.
Finally, we remark that the problem can be solved by a variety of methods. The stoch-core method
presented in this section is not the simplest one, but may be still helpful for understanding a very similar but
somewhat more technical application of the method to minimum perfect matching (see Section 5).
5 Minimum Perfect Matchings
In this section, we consider the minimum perfect matching (PM) problem. We use the stoch-core method.
The same stoch-core construction for MST can not be directly used here since PM can be much smaller
than MST. For example, suppose there are only two points. There are even number of nodes residing
at each point. In this case, PM is 0. Now, if we change the location of one particular node to the other
point, the value of PM increase dramatically while the value of MST stays the same. In some sense, PM
is more sensitive to the location of nodes, hence requires new stoch-core construction. There are two major
differences from the algorithm for MST. First, the stoch-core is composed by several clusters of points,
instead of a single ball. Second, we need a more careful charging argument.
Finding stoch-core: First, we show how to find in poly-time the stoch-core H. Initially, H consists of all
singleton points, each being a component by itself. Then, we gradually grow the ball from each point, and
merge two components if they touch. We stop until certain properties Q1 and Q2 are satisfied. See the
Pseudo-code in Algorithm 5 for details. For a node v and a set H of points, we let pv(H) =
∑
s∈H pvs. We
use diam(H), called the diameter of H , to denote maxs,t∈H d(s, t).
Algorithm 5: Constructing stoch-core H for Estimating E[PM]
Initially, t← 0 and each point s ∈ P is a component H{s} = B(s, t) by itself.1
Gradually increase t;2
If two different components HS1 and HS2 intersect (where HS := ∪s∈SB(s, t));
Merge them into a new component HS1∪S2 .
Stop increasing t while the first time the following two conditions are satisfied by components at t.3
Q1. For each node v, there is a unique component Hj such that pv(Hj) ≥ 1−O( ǫnm3 ). We call Hj the
stoch-core of node v, denoted as H(v).
Q2. For all j, |{v ∈ V | H(v) = Hj}| is even.
Output the stopping time T and the components H1, . . . ,Hk.4
We need the following lemma which is useful for bounding E[PM] from below.
Lemma 11 For any two disjoint sets H1 and H2 of points, and any node v, we have
E[PM] ≥ min{pv(H1), pv(H2)} · d(H1,H2)/m.
Here, d(H1,H2) = mins∈H1,t∈H2 d(s, t).
Proof: Suppose s = argmaxs′{pvs′ | s′ ∈ H1}, and t = argmaxt′{pvt′ | t′ ∈ H2}. Obviously, we have
pvs ≥ pv(H1)m and pvt ≥ pv(H2)m . So it suffices to show E[PM] ≥ min{pvs, pvt} · d(s, t). We first see that
E[PM] ≥ pvsE[PM | v  s] + pvtE[PM | v  t]
≥ min{pvs, pvt}
(
E[PM | v  s] + E[PM | v  t]
)
.
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Then it is sufficient to prove that E[PM | v  s] + E[PM | v  t] ≥ d(s, t). Fix a realization of all nodes
except v. Conditioning on this realization, we consider the following two minimum perfect matchings, one
for the case v  s, (denoted as PM1) and the other one for v  t (denoted as PM2). Consider the symmetric
difference
PM1 ⊕ PM2 := (PM1 \ PM2) ∪ (PM2 \ PM1).
We can see that it is a path (s, p1, p2, . . . , pk, t), such that (s, p1) ∈ PM1,(p1, p2) ∈ PM2, . . . , (pk, t) ∈
PM2. So PM1+PM2 ≥ d(s, t) by the triangle inequality. Therefore, we have E[PM | v  s] +E[PM | v 
t] ≥ d(s, t). 
By Q1, Q2 and the above lemma, we can show that the following additional property holds.
Lemma 12 Q3. E[PM] = Ω( ǫD
nm5
) where D = maxi{diam(Hi)}.
Proof: Note that the stopping time T must exist, because the set of all points satisfies the first two properties.
Now, we show that Q3 also holds. Firstly, note that D ≤ 2mT . Secondly, consider T ′ = T − ε for some
infinitesimal ε > 0. At time T ′, consider two situations:
1. There exists a node v, such that ∀j, pv(Hj) < 1 − O( ǫnm3 ). Then there must exist two components
C1 and C2 such that pv(C1) > Ω( ǫnm3 ) and pv(C2) > Ω(
ǫ
nm3
). Moreover, since C1 and C2 are two
distinct components, d(C1, C2) ≥ 2T ′. Then, by Lemma 11, we have E[PM] ≥ Ω( ǫnm4 ) · 2T ≥
Ω( ǫD
nm5
).
2. Suppose that Q1 is true but Q2 is still false. Suppose Hj is a component which homes odd number
of nodes. Note that with probability at least (1 − 1
nm3
)n ≈ 1, each node is realized to a point in its
stoch-core. When this is the case, there is at least one node in Hj that needs to be matched with some
node outside Hj , which incurs a cost of at least 2T . 
Estimating E[PM]: Let H = ∪iHi. We use H〈n〉 to denote the event that for each node v, v  H(v). We
denote the event that there are exactly i nodes which are realized out of their stoch-cores by F〈i〉. Again, we
only need to estimate two terms: E[PM | F〈0〉]] ·Pr[F〈0〉] and E[PM | F〈1〉] · Pr[F〈1〉]. Using Properties
Q1, Q2 and Q3, we can estimate these terms in polynomial time. Our final estimation is simply the sum of
the first two terms.
Algorithm 6: Estimating E[PM | F〈0〉 ] · Pr[F〈0〉]
Take N1 = O(n
2m5
ǫ4
lnn) independent samples. Set A← ∅ at the beginning.1
For each sample Gi, if it satisfies H〈n〉, A← A ∪ {Gi}.2
T0 ← 1N1
∑
Gi∈A
PM(Gi).
Lemma 13 Algorithm 6 produces a (1± ǫ)-estimate for the first term with high probability.
Proof: Note that Pr[H〈n〉] is close to 1 (by union bound) and can be computed exactly. To estimate E[PM |
H〈n〉]], the algorithm takes the average of N1 = O(n2m5ǫ4 lnn) samples. Note that conditioning on H〈n〉,
the minimum perfect matching could be at most nD. We distinguish the following two cases.
1. E[PM | H〈n〉] ≥ ǫ2E[PM] = Ω( ǫ
2D
nm5
). We can get a (1 ± ǫ)-approximation using the Monte Carlo
method with O(n2m5
ǫ4
lnn) samples. Therefore PM is poly-bounded conditioning on H〈n〉.
2. E[PM | H〈n〉] < ǫ2E[PM]. Then the probability that the sample average is larger than ǫE[PM] is at
most poly( 1n) by Chernoff Bound. We can thus ignore this part safely. 
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Algorithm 7: Estimating E[PM | F〈1〉 ] · Pr[F〈1〉]
For each node v, set Bv ← {s | s ∈ P \H(v),d(s,H(v)) < 4nDǫ . Let Cl(v) be the event that v is the1
only node that is realized to some point s ∈ Bv.
Conditioning on Cl(v), take N1 = O
(
n2m5
ǫ4
lnn
)
independent samples. Let2
Av ← {Gv,i | 1 ≤ i ≤ N2} be the set of N1 samples for Cl(v).
Tv ← 1N1
∑
Gv,i∈Av
PM(Gv,i) (estimating E[PM | Cl(v)])3
T1 ←
∑
v∈V
(
Pr[Cl(v)]Tv +
∑
s∈F\Bv
Pr[F〈v〉 ∧ v  s] d(s,H(v))
)
.4
Lemma 14 Algorithm 6 produces a (1± ǫ)-estimate for the second term with high probability.
Analysis: Note that the number of samples is asymptotically dominated by estimating E[PM | F〈1〉 ] ·
Pr[F〈1〉]. For each node v ∈ V , we take N1 independent samples. Thus, we need to take O
(
n3m5
ǫ4
lnn
)
independent samples in total.
We still need to show that for i > 1, the contribution from event F〈i〉 is negligible. Suppose S is the set
of nodes that are realized out of their stoch-cores. We use FS and HS¯ to denote the set of all realizations of
the all nodes in S to points out of their stoch-cores, and the set of realizations of S¯ = V \S to points in their
stoch-cores respectively. We use PM(FS ,HS¯) to denote the length of the minimum perfect matching under
the realization (FS ,HS¯), where FS ∈ FS and HS¯ ∈ HS¯ . The following combinatorial fact plays the same
role in the charging argument as Lemma 9 does in the previous section. Differing from the MST problem,
we can not achieve a similar bound as the one in Lemma 9 since PM(FS ,HS¯) may decrease significantly if
we send only one node outside its stoch-core back to its stoch-core. However, we show that in such case, if
we send one more node back to its stoch-core, PM(FS ,HS¯) can still be bounded.
We need the following structural result about minimum perfect matchings, which is essential for our
charging argument.
Lemma 15 Fix a realization (FS ,HS¯). We use ℓ(v) to denote d(v,H(v)) for all nodes v ∈ S. Suppose
v1 ∈ S has the smallest ℓ value and v2 has the second smallest ℓ value. Let S′ = S \ {v1}, S′′ = S′ \ {v2}.
Further let (FS′ ,HS¯′) be a realization obtained from (FS ,HS¯) by sending v1 to a point in its stoch-core
H(v1) and (FS′′ ,HS¯′′) be a realization obtained from (FS′ ,HS¯′) by sending v2 to a point in its stoch-core
H(v2). Then we have that PM(FS ,HS¯) ≤ 2(m+ 2)PM(FS′ ,HS¯′) + 2(m+ 2)PM(FS′′ ,HS¯′′)
Proof: Let d = minv ℓ(v) and D = maxi diam(Hi). Note that d ≥ Dm as d ≥ 2T and D ≤ 2mT . We
distinguish the following three cases:
1. PM(FS ,HS¯) ≤ d2 . Using a similar argument to the one in Lemma 11, we have
PM(FS′ ,HS¯′) + PM(FS ,HS¯) ≥ ℓ(v) = d
So, we have PM(FS ,HS¯) ≤ PM(FS′ ,HS¯′) in this case.
2. PM(FS ,HS¯) ≥ (m+ 2)d. By the triangle inequality, we can see that
PM(FS′ ,HS¯′) + (m+ 1)d ≥ PM(FS′ ,HS¯′) + d+D ≥ PM(FS ,HS¯)
So, we have PM(FS ,HS¯) ≤ (m+ 2)PM(FS′ ,HS¯′).
3. d2 ≤ PM(FS ,HS¯) ≤ (m+ 2)d.
(a) PM(FS′ ,HS¯′) ≥ d2 . We directly have PM(FS ,HS¯) ≤ 2(m+ 2)PM(FS′ ,HS¯′).
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(b) PM(FS′ ,HS¯′) ≤ d2 . By Lemma 11, we have
PM(FS′ ,HS¯′) + PM(FS′′ ,HS¯′′) ≥ d
Then we have PM(FS ,HS¯) ≤ 2(m+ 2)PM(FS′′ ,HS¯′′).
In summary, we prove the lemma. 
The remaining is to establish the following key lemma. The proof is similar to, but more involved than
that of Lemma 10.
Lemma 16 For any ǫ > 0, if H satisfies the properties Q1, Q2 in Algorithm 5, we have that∑
i>1
E[PM | F〈i〉] · Pr[F〈i〉] ≤ ǫ · E[PM | F〈0〉] · Pr[F〈0〉] + ǫ · E[PM | F〈1〉] · Pr[F〈1〉].
Proof: We claim that for any i > 1,
E[PM | F〈i+ 1〉] · Pr[F〈i + 1〉] ≤ ǫ
6
(
E[PM | F〈i〉] · Pr[F〈i〉] + E[PM | F〈i− 1〉] · Pr[F〈i− 1〉] )
If the claim is true, the lemma can be proven easily as follows. For ease of notation, we use A(i) to denote
E[PM | F〈i〉] · Pr[F〈i〉]. First, we can see that
A(i+ 2) +A(i+ 1) ≤ ǫ
6
A(i + 1) +
2ǫ
6
A(i) +
ǫ
6
A(i− 1) ≤ ǫ
2
(A(i) +A(i− 1)).
So if i is odd, A(i + 2) + A(i + 1) ≤ ( ǫ2 )(i+1)/2(A(1) + A(0)). Therefore,
∑
i>1A(i) ≤ ǫ/21−ǫ/2(A(1) +
A(0)) ≤ ǫ(A(1) +A(0)). Now, we prove the claim. Again, we rewrite the LHS as
E[PM | F〈i+ 1〉] · Pr[F〈i+ 1〉] =
∑
|S|=i+1
∑
FS
∑
HS¯
(
Pr[FS ,HS¯ ] · PM(FS ,HS¯)
)
.
Similarly, we have the RHS to be
E[PM | F〈i〉] · Pr[F〈i〉] =
∑
|S′|=i
∑
FS′
∑
HS¯′
(
Pr[FS′ ,HS¯′ ] · PM(FS′ ,HS¯′)
)
and
E[PM | F〈i− 1〉] · Pr[F〈i− 1〉] =
∑
|S′′ |=i−1
∑
F
S
′′
∑
HS¯′′
(
Pr[FS′′ ,HS¯′′ ] · PM(FS′′ ,HS¯′′ )
)
.
LetC(FS ,HS¯) = Pr[FS ,HS¯ ]·PM(FS ,HS¯). Consider all (FS′ ,HS¯′) with |S
′ | = i and all (FS′′ ,HS¯′′) with
|S′′ | = i−1 as buyers. The buyers want to buy all terms in LHS. The budget of buyer (FS′ ,HS¯′)/(FS′′ ,HS¯′′)
is C(FS′ ,HS¯′)/C(FS′′ ,HS¯′′). We show there is a charging scheme such that each term C(FS ,HS¯) is fully
paid by the buyers and each buyer spends at most an ǫ6 fraction of her budget.
Suppose we are selling the term C(FS ,HS¯). Consider the following charging scheme. Suppose v1 ∈ S
the node that is realized to point s1 ∈ P \ H(v1) which is the closest point to its stoch-core in FS . Suppose
v2 ∈ S the node that is realized to point s2 ∈ P \H(v2) which is the second closest point to its stoch-core in
FS . Let S′ = S \ {v1}, S′′ = S′ \ {v2}. If (FS′ ,HS¯′) is obtained from (FS ,HS¯) by sending v1 to a point in
its stoch-core H(v1), we say (FS′ ,HS¯′) is consistent with (FS ,HS¯), denoted as (FS′ ,HS¯′) ∼ (FS ,HS¯). If
(FS′′ ,HS¯′′) is obtained from (FS′ ,HS¯′) by sending v2 to a point in its stoch-core H(v2), we say (FS′′ ,HS¯′′)
is consistent with (FS′ ,HS¯′), denoted as (FS′ ,HS¯′) ∼ (FS ,HS¯). Let
Z(FS ,HS¯) =
∑
(FS′ ,HS¯′)∼(FS ,HS¯)
Pr[(FS′ ,HS¯′)], and
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Z(FS′ ,HS¯′) =
∑
(FS′′ ,HS¯′′)∼(FS′ ,HS¯′)
Pr[FS′′ ,HS¯′′ ]
Now, we claim that for any fixed (FS′′ ,HS¯′′),
∑
(FS′ ,HS¯′)∼(FS′′ ,HS¯′′)
Pr[FS′ ,HS¯′ ]
Z(FS′ ,HS¯′)
≤
∑
v∈S¯′′
Pr[v /∈ H(v)]
Pr[v ∈ H(v)] .
The proof of the claim is essentially the same as in Lemma 10. We first observe that for a fixed node
v = S′ \ S′′, the denominators of all terms are in fact the same by the definition of Z . Then, the proof can
be completed by canceling out the same multiplicative terms from the numerators and the denominator.
Now, we specify how to charge each buyer. For each buyer (FS′ ,HS¯′) ∼ (FS ,HS¯), we charge
(FS′ ,HS¯′) the following amount of money
2(m+ 2)Pr[FS ,HS¯ ]PM(FS′ ,HS¯′) ·
Pr[FS′ ,HS¯′ ]
Z(FS ,HS¯)
,
and we charge each buyer (FS′′ ,HS¯′′) consistent with (FS′ ,HS¯′) the following amount of money
2(m+ 2)Pr[F ′′S ,HS¯′′ ]PM(FS′′ ,HS¯′′) ·
Pr[FS ,HS¯ ]
Z(FS ,HS¯)
· Pr[FS′ ,HS¯′ ]
Z(FS′ ,HS¯′)
.
In this case, we call (FS′′ ,HS¯′′) a sub-buyer of the term C(FS ,HS¯). By Lemma 15, we can see that
A(FS ,HS¯) is fully paid. To prove the claim, it suffices to show that each buyer (FS′ ,HS¯′) and each sub-
buyer (FS′′ ,HS¯′′) has been charged at most ǫ6A(FS′ ,HS¯′) dollars. By the above charging scheme, the terms
in LHS that are charged to buyer (FS′ ,HS¯′) are consistent with (FS′ ,HS¯′). Using the same argument as in
Lemma 10, we can show that the spending of (FS′ ,HS¯′) as a buyer is at most
ǫ
nm
· PM(FS′ ,HS¯′) · Pr[FS′ ,HS¯′ ].
For notational convenience, we let B = 2(m + 2)PM(FS′′ ,HS¯′′)Pr[FS′′ ,HS¯′′ ]. The spending of
(FS′′ ,HS¯′′) as a sub-buyer can be bounded as follows:
B ·
∑
(FS′ ,HS¯′)∼(FS′′ ,HS¯′′)
∑
(FS ,HS¯)∼(FS′ ,HS¯′)
(
Pr[FS ,HS¯ ]
Z(FS ,HS¯)
· Pr[FS′ ,HS¯′ ]
Z(FS′ ,HS¯′)
)
≤B ·
∑
(FS′ ,HS¯′)∼(FS′′ ,HS¯′′)
∑
(FS ,HS¯)∼(FS′ ,HS¯′)
Pr[FS′ ,HS¯′ ]
Z(FS′ ,HS¯′)
≤B ·mn ·
∑
(FS′ ,HS¯′)∼(FS′′ ,HS¯′′)
Pr[FS′ ,HS¯′ ]
Z(FS′ ,HS¯′)
≤B ·mn ·
∑
v∈S¯′′
Pr[v /∈ H(v)]
Pr[v ∈ H(v)]
≤ ǫ
6
· PM(FS′′ ,HS¯′′) · Pr[FS′′ ,HS¯′′ ]
In the first inequality, we use the fact that Pr[FS,HS¯ ]Z(FS ,HS¯) ≤ 1. Note that for each (FS′ ,HS¯′), there are at most
mn different (FS ,HS¯) such that (FS ,HS¯) ∼ (FS′ ,HS¯′). So we have the second inequality. This completes
the proof of the lemma. 
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Theorem 6 Assuming the locational uncertainty model and that the number of nodes is even, there is an
FPRAS for estimating the expected length of the minimum perfect matching.
Remark: We have also tried to use the HPF method for this problem. The problem can be essentially
reduced to the following bins-and-balls problem: Again each ball is thrown to the bins with nonuniform
probabilities and we want to estimate the probability that each bin contains even number of balls. To the
best of our knowledge, the problem is not studied before. The structure of the problem is somewhat similar
to the permanent problem. We attempted to use the MCMC technique developed in [23], but the details
become overly messy and we have not been able to provide a complete proof.
6 Minimum Cycle Covers
In this section, we consider the expected length of minimum cycle cover problem. In the deterministic
version of the cycle cover problem, we are asked to find a collection of node-disjoint cycles such that each
node is in one cycle and the total length is minimized. Here we assume that each cycle contains at least two
nodes. If a cycle contains exactly two nodes, the length of the cycle is two times the distance between these
two nodes. The problem can be solved in polynomial time by reducing the problem to a minimum bipartite
perfect matching problem. 5 W.l.o.g., we assume that no two edges in P × P have the same length. For
ease of exposition, we assume that for each point, there is only one node that may realize at this point. In
principle, if more than one nodes may realize at the same point, we can create multiple copies of the point
co-located at the same place, and impose a distinct infinitesimal distance between each pair of copies, to
ensure that no two edges have the same distance.
We need the notion of the nearest neighbor graph, denoted by NN . For an undirected graph, an edge
e = (u, v) is in the nearest neighbor graph if u is the nearest neighbor of v, or vice versa. We also use NN
to denote its length. E[NN] can be computed exactly in polynomial time [25]. As a warmup, we first show
that E[NN] is a 2-approximation of E[CC] in the following lemma.
Lemma 17 E[NN] ≤ E[CC] ≤ 2E[NN].
Proof: We show that NN ≤ CC ≤ 2NN satisfies for each possible realization. We prove the first in-
equality. For each node u, there are two edges incident on u. Suppose they are eu1 and eu2. We have
CC =
∑
u(d(eu1)+d(eu2))
2 ≥ NN. The second inequality can be seen by doubling all edges in NN and the
triangle inequality. 
We denote the longest edge in NN (and also its length) by T. Note that T is also a random variable. By
the law of total expectation, we estimate E[CC] based on the following formula:
E[CC] =
∑
e∈P×P
Pr[T = e] · E[CC | T = e]
It is obvious to see that NNn ≤ T ≤ NN. Combined with Lemma 17, we have that
d(e) ≤ E[CC | T = e] ≤ 2nd(e). (1)
However, it is not clear to us how to estimate Pr[T = e] and how to take samples conditioning on event
T = e efficiently. To circumvent the difficulty, we consider some simpler events. Consider a particular edge
5If we require each cycle consist at least three nodes, the problem is still poly-time solvable by a reduction to minimum perfect
matching by Tutte [42]. Hartvigsen [22] obtained a polynomial time algorithm for minimum cycle cover with each cycle having
at least 4 nodes Cornue´jols and Pulleyblank [13] have reported that Papadimitriou showed the NP-completeness of minimum cycle
cover with each cycle having at least 6 nodes.
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e = (s, t) ∈ P × P. Denote as Ns(t) the event that the nearest neighbor of s is t. Let Lst be the event the
longest edge T in NN is e = (s, t). Let As(t) = Ns(t)∧Lst. First we rewrite E[CC | T = e] ·Pr[T = e] by
E[CC | T = e] · Pr[T = e] =E[CC | As(t) ∨At(s)] · Pr[As(t) ∨At(s)]
=E[CC | As(t)] · Pr[As(t)] + E[CC | At(s)] · Pr[At(s)]
− E[CC | As(t) ∧At(s)] · Pr[As(t) ∧At(s)]
Now, we show how to estimate E[CC | As(t)] · Pr[As(t)] for each edge e = (s, t). The other two terms can
be estimated in the same way. Also notice that the third term is less than both the first term and the second
term. Therefore, for any points s and t, we have the following fact which is useful later:
E[CC] ≥ E[CC | T = e] · Pr[T = e] ≥ E[CC | As(t)] · Pr[As(t)]. (2)
By the above inequality, we can see that the total error for estimating the three terms is negligible compared
to E[CC | T = e] · Pr[T = e]. Moreover, we have that
E[CC | As(t)] · Pr[As(t)] = E[CC | As(t)] · Pr[Lst ∧Ns(t)]
= E[CC | As(t)] · Pr[Lst | Ns(t)] · Pr[Ns(t)]
Suppose v is the node that may be realized to point s and u is the node that may be realized to point t. We
use B as a shorthand notation for B(s,d(s, t)). We first observe that Pr[Ns(t)] can be computed exactly in
poly-time as follows:
Pr[Ns(t)] = pvs · put ·
∏
w 6=v,u
(
1− pw(B)
)
Also note that we can take samples conditioning on the event Ns(t) (the corresponding probability distribu-
tion for node v is: Pr[v  r | Ns(t)] = pvr1−pw(B) ).
Estimating E[CC | As(t) ]·Pr[Lst | Ns(t)]: Next, we show how to estimate E[CC | As(t)]·Pr[Lst | Ns(t)].
The high level idea is the following. We take samples conditioning on Ns(t). If Pr[Lst | Ns(t)] is large
(i.e., at least 1/poly(nm)), we can get enough samples satisfying Lst, thus As(t). Therefore, we can get
(1 ± ǫ)-approximation for both Pr[Lst | Ns(t)] and E[CC | As(t)] in poly-time (we also use the fact that
if As(t) is true, CC is at least d(s, t) and at most 2nd(s, t)). However, if Pr[Lst | Ns(t)] is small, it is not
clear how to obtain a reasonable estimate of this value. In this case, we show the contribution of the term to
our final answer is extremely small and even an inaccurate estimation of the term will not affect our answer
in any significant way with high probability.
Now, we elaborate the details. We iterate the following steps for N times (N = O(n2m4
ǫ3
(lnn+ lnm))
suffices). Since there are O(m2) different edges between points, we totally need O(n2m6
ǫ3
(lnn + lnm))
iterations.
• Suppose we are in the ith iteration. We take a sample Gi of the stochastic graph conditioning on the
event Ns(t). We compute the nearest neighbor graph NN(Gi) and the minimum length cycle cover
CC(Gi). If e = (s, t) is the longest edge in NN(Gi), let Ii = 1. Otherwise Ii = 0.
Our estimate of E[CC | As(t) ] · Pr[Lst | Ns(t)] is the following:(∑N
i=1 Ii · CC(Gi)∑N
i=1 Ii
)(∑N
i=1 Ii
N
)
=
∑N
i=1 Ii · CC(Gi)
N
It is not hard to see that the expectation of
∑N
i=1 Ii·CC(Gi)
N is exactly E[CC | As(t) ] · Pr[Lst | Ns(t)].
We distinguish the following two cases:
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1. Pr[Lst | Ns(t)] ≥ ǫ2nm4 . By Lemma 1,
∑N
i=1 Ii
N ∈ (1 ± ǫ)Pr[Lst | Ns(t)] with high probability. In
this case, we have enough successful samples (samples with Ii = 1) to guarantee that
∑N
i=1 IiCC(Gi)∑N
i=1 Ii
is a (1 ± ǫ)-approximation of E[CC | As(t) ] with high probability, again by Lemma 1. We note that
under the condition As(t), we can get a (1± ǫ)-approximation since CC is at least d(s, t) and at most
2nd(s, t).
2. Pr[Lst | Ns(t)] < ǫ2nm4 . We note that Ii = 0 means that while Ns(t) happens, the longest edge T
in NN is longer than e = (s, t). Suppose e′ = (s′, t′) is the edge with the maximum Pr[Ls′t′ |Ns(t)].
Since Pr[Lst | Ns(t)] ≤ ǫ2nm4 , e′ = (s′, t′) must be different from e = (s, t) and Pr[Ls′t′ | Ns(t)] ≥
4nm2
ǫ Pr[Lst | Ns(t)]. Hence, we have that
E[CC | As(t)] · Pr[As(t)] = E[CC | As(t)] · Pr[Lst | Ns(t)] · Pr[Ns(t)]
≤ 2n · d(s, t) · ǫ
4nm2
· Pr[Ls′t′ | Ns(t)] · Pr[Ns(t)]
≤ ǫ
2m2
· d(s′, t′) · Pr[Ls′t′ | Ns(t)] · Pr[Ns(t)]
≤ ǫ
2m2
· E[CC | As′(t′)] · Pr[Ls′t′ ]
≤ ǫ
2m2
· E[CC]
The first and third inequalities are due to (1) and the fourth are due to (2). By Chernoff Bound, we
have that
Pr
[∑N
i=1 Ii · CC(Gi)
N
≥ ǫ
m2
· E[CC]
]
≤ e
−n
m2
Then, with probability at least 1− poly( 1n), the contribution from all such edges is less than ǫE[CC].
Summing up, we have obtained the following theorem.
Theorem 7 There is an FPRAS for estimating the expected length of the minimum length cycle cover in
both the locational uncertainty model and the existential uncertainty model.
Finally, we remark that our algorithm also works in presence of both locational uncertainty and node
uncertainty, i.e., the existence of each node is a Bernoulli random variable. It is not hard to extend our
technique to handle the case where each cycle is required to contain at least three nodes. This is done by
considering the longest edge in the 2NN graph (each node connects to the nearest and the second nearest
neighbors). The extension is fairly straightforward and we omit the details here.
7 kth Longest m-Nearest Neighbor
We consider the problem of computing the expected length of the kth longest m-nearest neighbor (i.e.,
for each point, find the distance to its m-nearest neighbor, then compute the kth longest one among these
distances) in the existential uncertainty model. We use kmNN to denote the length of the kth longest m-
nearest neighbor.
Similar to k-clustering, we use the HPF Ψ(P) for estimating E[kmNN]. We call a component a small
component if it contains at most m present points. Let the random variable Y be the largest integer i such
that there are at most k − 1 present points among those small components in Γi. We can see that if Y = i
then the special component νi is not a small component, while both µ′i+1 and µ′′i+1 should not be empty,
and one of µ′i+1 and µ′′i+1 must be a small component. Moreover, Γ′i contains at most k − 1 present points
among those small components.
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We can rewrite E[kmNN] by E[kmNN] =
∑m
i=1 Pr[Y = i]E[kmNN | Y = i]. By the Property P1 and
P2 of Ψ(P), we directly have the following lemma.
Lemma 18 Conditioning on Y = i, it holds that d(ei) ≤ kmNN ≤ md(ei).
For a partition Γ on P, we use Γ〈#j,≤ m〉 to denote the event that there are exactly j present points
among those small components in Γ. The remaining task is to show how to compute Pr[Y = i] and how to
estimate E[kmNN | Y = i]. We first prove the following lemma.
Lemma 19 For a partition Γ on P, we can compute Pr[Γ〈#j,≤ m〉] in polynomial time. Moreover, there
exists a polynomial time sampler for sampling present points in Γ conditioning on Γ〈#j,≤ m〉.
Proof: W.l.o.g, we assume that the components in Γ are C1, . . . , Cn. We denote E[a, b] the event that among
the first a components, exactly b points are present in those small components. We denote the probability of
E[a, b] by Pr[a, b]. Note that our goal is to compute Pr[n, j]. We have the following dynamic program:
1. If
∑
1≤l≤amin{m, |Cl|} < b, Pr[a, b] = 0. If b = 0, Pr[a, b] =
∏
1≤l≤a(Pr[Cl〈0〉] + Pr[Cl〈≥
m+ 1〉]).
2. For 1 ≤ b ≤ ∑1≤l≤amin{m, |Cl|}, Pr[a, b] = ∑0≤l≤m Pr[Ca〈l〉] · Pr[a − 1, b − l] + Pr[Ca〈≥
m+ 1〉] · Pr[a− 1, b].
Thus we can compute Pr[n, j] in polynomial time. Similar to Lemma 5, we can also construct a poly-
nomial uniform sampler. 
To prove Theorem 8, we only need the following lemma.
Lemma 20 We can compute Pr[Y = i] in polynomial time. Moreover, there exists a polynomial time
sampler conditioning on Y = i.
Proof: By the definition of Y = i, we can rewrite Pr[Y = i] as follows:
Pr[Y = i] =
∑
1≤n1≤m,m+1−n1≤n2≤m
Pr[µ′i+1〈n1〉] · Pr[µ′′i+1〈n2〉] ·

 ∑
k−n1−n2≤l≤k−1
Pr[Γ′i〈#l,≤ m〉]


+
∑
m+1≤n1≤|µ′i+1|,1≤n2≤m
Pr[µ′i+1〈n1〉] · Pr[µ′′i+1〈n2〉] ·

 ∑
k−n2≤l≤k−1
Pr[Γ′i〈#l,≤ m〉]


+
∑
1≤n1≤m,m+1≤n2≤|µ′′i+1|
Pr[µ′i+1〈n1〉] · Pr[µ′′i+1〈n2〉] ·

 ∑
k−n1≤l≤k−1
Pr[Γ′i〈#l,≤ m〉]


Note that we can compute Pr[Y = i] in polynomial time by Lemma 19. Using the same argument as in
Lemma 21, we can construct a polynomial uniform sampler conditioning on Y = i. By Lemma 18, we only
need to take O(mǫ2 lnm) independent samples for estimating E[kmNN | Y = i]. So we take O(m
2
ǫ2 lnm)
independent samples in total. 
Theorem 8 There is an FPRAS for estimating the expected length of the kth longest m-nearest neighbor in
the existential uncertainty model.
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8 Conclusion
Our work leaves a number of interesting open problems. One interesting open problem is to estimate the
expected value of the minimum cost matching of a certain cardinality (instead of the perfect matching).
It is not clear how to extend our technique to handle this problem. Moreover, computing the threshold
probabilities Pr[Obj ≤ 1] and Pr[Obj ≥ 1] for most problems, except closest pair and diameter, have not
been studied yet. The only hardness result we are aware of is that computing Pr[MST ≤ 1] is #P-hard to
approximate to any factor [25].
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A Missing Proofs
A.1 Closest Pair
Lemma 2 Steps 1,2,3 in Algorithm 1 provide (1 ± ǫ)-approximations for Pr[F〈i〉 ∧ C ≤ 1] for i = 0, 1, 2
respectively, with high probability.
Proof: As we just argued, Pr[F〈1〉 ∧ C ≤ 1] can be estimated since I(C ≤ 1), conditioned on F〈0〉, is
poly-bounded. For estimating Pr[F〈1〉 ∧C ≤ 1], we first rewrite this term by∑si∈F Pr[F〈{si}〉 ∧C ≤ 1].
For a point si ∈ F , note that Pr[F〈{si}〉 ∧ C ≤ 1] = Pr[F〈{si}〉] · Pr[C ≤ 1 | F〈{si}〉]. Since we have
that pi(1 − ǫm ) ≤ Pr[F〈{si}〉] ≤ pi by the first property of the stoch-core H, we can use pi to estimate
Pr[F〈{si}〉]. For estimating Pr[C ≤ 1 | F〈{si}〉], we denote Bsi = {t ∈ H : d(si, t) ≤ 1}. If Bsi is not
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empty, we can use Monte Carlo for estimating Pr[C ≤ 1 | F〈{si}〉] since its value is at least ǫm2 . Otherwise,
computing Pr[C ≤ 1 | F〈{si}〉] is equivalent to computing Pr[C ≤ 1 | F〈0〉] in the instance without si
(since si is at distance more than 1 from any other point). The proof for Pr[F〈2〉 ∧ C ≤ 1] is almost the
same and we do not repeat it. 
A.2 Minimum Spanning Tree
Lemma 8 Algorithm 4 produces a (1± ǫ)-estimate for the second term with high probability.
Proof: To compute the second term, we first rewrite it as follows:
E[MST | F〈1〉 ] · Pr[F〈1〉] =
∑
v∈V
(∑
s∈F
Pr[F〈v〉 ∧ v  s]E[MST | F〈v〉, v  s]
)
Fix a node v. To estimate
∑
s∈F Pr[F〈v〉 ∧ v  s]E[MST | F〈v〉, v  s], we consider the following two
situations:
1. Point s ∈ B, i,e, d(s,H) < nǫ · diam(H).
We estimate the sum for all s ∈ B. Notice that the sum is in fact Pr[Cl(v)] ·E[MST | Cl(v)]. We can
see that Pr[Cl(v)] can be computed exactly in linear time. We argue that the quality of the estimation
taken on N1 = O
(
nm2
ǫ5 lnn
)
samples is sufficient by considering the following two cases:
(a) Assume that E[MST | Cl(v)] ≥ 12E[MST | H〈n〉] ≥ Ω
(
ǫ2
m2
)
diam(H). In this case, we
have a poly-bounded random variable. This is because under the condition Cl(v), the maximum
possible length of any minimum spanning tree isO(nǫ diam(H)). Hence we can use Monte Carlo
to get a (1± ǫ)-approximation of E[MST | Cl(v)] with O(nm2
ǫ5
lnn
)
samples.
(b) Otherwise, we assume that E[MST | Cl(v)] ≤ 12E[MST | H〈n〉]]. Let V0 be the collection of
these nodes. The probability that the sample average is larger than E[MST | H〈n〉]] is at most
poly( 1n) by Chernoff Bound. The probability that for all nodes v ∈ V0, the sample average are at
most E[MST | H〈n〉]] is at least 1−poly( 1n) by union bound. If this is the case, we can see their
total contribution to the final estimation of E[MST] is less than ǫE[MST | H〈n〉]]Pr[H〈n〉]. In
fact, this is because∑
v∈V0
Pr[Cl(v)] · Tv ≤
∑
v∈V0
Pr[Cl(v)] · E[MST | H〈n〉]] < ǫE[MST | H〈n〉]]Pr[H〈n〉].
The second inequality is due to the fact that
∑
v∈V0
Pr[Cl(v)] ≤ n−p(H) < ǫ/16 < ǫPr[H〈n〉].
2. Point s ∈ F \B, each term has d(s,H) > nǫ · diam(H).
We just use d(s,H) as the estimation of E[MST | F〈v〉, v  s]. This is because the length of MST is
always at least d(s,H) and at most d(s,H) + n · diam(H) ≤ (1 + ǫ)d(s,H). 
A.3 Minimum Perfect Matching
Lemma 14 Algorithm 6 produces a (1± ǫ)-estimate for the second term with high probability.
Proof: To compute the second term, we first rewrite it as follows:
E[PM | F〈1〉] · Pr[H〈1〉] =
∑
v∈V
( ∑
s/∈H(v)
Pr[F〈v〉 ∧ v  s] E[PM | F〈v〉, v  s]
)
.
Fix a particular node v. To estimate
∑
s∈F Pr[F〈v〉∧v  s]E[PM | F〈v〉, v  s], we consider the following
two situations:
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1. Point s ∈ Bv, i,e, d(s,H(v)) < 4nDǫ .
We estimate the sum for all s ∈ Bv. Notice that the sum is in fact Pr[Cl(v)] · E[PM | Cl(v)]. We can
see that Pr[Cl(v)] can be computed exactly in linear time. We argue that the quality of the estimation
taken on N2 = O
(
n2m5
ǫ4
lnn
)
samples is poly-bounded by considering the following two cases:
(a) Assume that E[PM | Cl(v)] ≥ 12E[PM | H〈n〉] = Ω
(
ǫD
nm5
)
. In this case, our estimation
is poly-bounded. This is because under the condition Cl(v), the maximum possible length of
any minimum perfect matching is O(nDǫ ). Hence we can use Monte Carlo to get a (1 ± ǫ)-
approximation of E[PM | Cl(v)] with O(n2m5
ǫ4
lnn
)
samples.
(b) Otherwise, we assume that E[PM | Cl(v)] ≤ 12E[PM | H〈n〉]]. Let V0 be the collection of these
nodes. The probability that the sample average is larger than E[PM | H〈n〉]] is at most poly( 1n)
by Chernoff Bound. The probability that for each node v ∈ V0, the sample average is at most
E[PM | H〈n〉]] is at least 1− poly( 1n) by union bound. If this is the case, we can see their total
contribution to the final estimation of E[PM] is less than ǫE[PM | H〈n〉]]Pr[H〈n〉]. In fact, this
is because∑
v∈V0
Pr[Cl(v)] · Tv ≤
∑
v∈V0
Pr[Cl(v)] · E[PM | H〈n〉]] < ǫE[PM | H〈n〉]]Pr[H〈n〉].
The second inequality is due to the fact that
∑
v∈V Pr[Cl(v)] ≤ n−
∑
v∈V0
pv(H(v)) ≤ ǫm3 <
ǫPr[H〈n〉].
2. Point s ∈ P \ (Bv ∪H(v)), each term has d(s,H(v)) > 4nDǫ . The algorithm uses d(s,H(v)) as the
estimation of E[PM | F〈v〉, v  s]. Note that the length of PM is always at least d(s,H(v))− nD ≥
(1− ǫ4)d(s,H(v)). This is because such an instance PM contains a path from s to some point t ∈ H(v)
deleting no more than n segments of length at most D (each segment is in some Hj). On the other
hand, the length of PM is at most d(s,H(v))+nD ≤ (1+ ǫ4)d(s,H(v)). So it is a (1±ǫ)-estimation.

B The Closest Pair Problem
B.1 Estimating kth Closest Pair in the Existential Uncertainty Model
Again, we construct the HPF Ψ(P). Let the random variable Y be the largest integer i such that there are
at least k point collisions in Γi. Here we use a point collision to denote that a pair of points are present in
the same component. Note that if there are exactly i points in a component, the amount of point collisions
in this component is
(i
2
)
. We denote as Γ〈#j〉 the event that there are exactly j point collisions among the
partition Γ on P. Similarly, we can rewrite E[kC] by E[kC] =∑m−1i=1 Pr[Y = i]E[kC | Y = i].
We use dynamic programming technique to achieve an FPRAS for computing E[kC]. Note that condi-
tioning on Y = i, the value of kC is between d(ei) and m · d(ei). So we only need to show the following
lemma.
Lemma 21 We can compute Pr[Y = i] in polynomial time. Moreover, there exists a polynomial time
sampler conditioning on Y = i.
Proof: We denote E[a, b] (1 ≤ a ≤ i − 1, b ≤ k) the event that among the first a components in Γ′i, there
are exactly b ≤ k point collisions. We denote the probability of E[a, b] by Pr[a, b]. We give the dynamic
programming as follows.
27
1. If
∑
1≤j≤a
(|Cj |
2
)
< b, Pr[a, b] = 0. If b = 0, Pr[a, b] =
∏
1≤j≤aPr[Cj〈≤ 1〉]. If b < 0, Pr[a, b] = 0.
2. If
∑
1≤j≤a
(|Cj |
2
) ≥ b, 1 ≤ b ≤ k, Pr[a, b] =∑0≤l≤na Pr[Ca〈l〉] · Pr[a− 1, b − ( l2)].
By the above dynamic programming, we can compute Pr[i− 1, l] for 0 ≤ l ≤ k − 1 in polynomial time.
By the definition of Y = i, it is no hard to see that we can rewrite Pr[Y = i] as follows:
Pr[Y = i] =
∑
1≤n1≤|µ′i+1|,1≤n2≤|µ
′′
i+1|
Pr[µ′i+1〈n1〉]·Pr[µ′′i+1〈n2〉]·

 ∑
k−(n1+n22 )≤l≤k−1−(
n1
2 )−(
n2
2 )
Pr[Γ′i〈#l〉]


Note that we can compute Pr[Y = i] in polynomial time. We need to describe our sampler conditioning on
Y = i. We first sample the event µ′i+1〈n1〉 ∧ µ′′i+1〈n2〉 with probability Pr[µ′i+1〈n1〉 ∧ µ′′i+1〈n2〉 | Y = i].
Then conditioning on k − (n1+n22 ) ≤ l ≤ k − 1 − (n12 ) − (n22 ), we sample the total number of point
collisions in Γ′i. Then we sample the number of present points in each component in Γ′i using the dynamic
programming. Finally, based on the number of present points in each component, we sample the present
points by Lemma 5.
Using the Monte Carlo method, we only need to take O(mǫ2 lnm) independent samples for estimating E[kC |
Y = i]. Thus, we totally take O(m2
ǫ2
lnm) independent samples. 
Theorem 9 There is an FPRAS for estimating the expected distance between the kth closest pair in the
existential uncertainty model.
B.2 Hardness for Closest Pair
Theorem 10 Computing Pr[C ≥ 1] is #P-hard to approximate within any factor in a metric space in both
the existential and locational uncertainty models.
Proof: First consider the existential uncertainty model. Consider a metric graph G with edge weights being
either 0.9 or 1.8. Each vertex in this graph exists with probability 1/2. Let G′ be the unweighted graph with
the same number of vertices. G′ contains only those edges corresponding to edges with weight 0.9 in G. It
is not hard to see that
Pr[C ≥ 1] = #independent sets of size at least two in G′ · 1
2n
.
The right hand side is well known to be imapproximable for arbitrary graphs [36].
For the locational model, let the instance be G (with m vertices s1, . . . , sm) with m additional vertices
t1, . . . , tm which are far away from each other and any vertex in G. Let the probability distribution of node
vi be pvisi = 1/2, and pviti = 1/2. We can see that in this locational uncertainty model, the value Pr[C ≥ 1]
is the same as that in the corresponding existential model G. 
Theorem 11 Computing E[C] exactly in both the existential and locational uncertainty models is #P-hard
in a metric space.
Proof: Consider a metric graph G with edge weights being either 1 or 2. Each vertex in this graph exists
with probability 1/2. Note that
E[C] = Pr[C = 1] + 2Pr[C = 2] = (Pr[C ≤ 1]− Pr[C = 0]) + 2(1− Pr[C ≤ 1])
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Computing Pr[C = 0] can be easily done in polynomial time. Computing Pr[C ≤ 1] in such a graph
is as hard as counting independent sets in general graphs, hence is also #P-hard (as in Theorem 10). So,
computing E[C] is #P-hard as well.
For the locational model, let the instance be G (with m vertices s1, . . . , sm) with m additional vertices
t1, . . . , tm which satisfies d(si, tj) = d(ti, tj) = 5 (1 ≤ i, j ≤ m, i 6= j). Let the probability distribution
of node vi be pvisi = 1/2, and pviti = 1/2. It is not hard to see that in this locational uncertainty model,
the value E[C] is linearly related to the value E[C] in the existential model G. Therefore, computing E[C] is
also #P-hard in the locational uncertainty model. 
C Another FPRAS for MST
W.l.o.g., we assume that for each point, there is only one node that may be realized to this point. Our
algorithm is a slight generalization of the one proposed in [25]. Let E[i] be the expected MST length
conditioned on the event that all nodes {v1, . . . , vn} are realized to points in {si, . . . , sm} (denote the event
by In(i,m)). Let E′[i] be the expected MST length conditioned on the event that all nodes {v1, . . . , vn} are
realized to {si, . . . , sm} and at least one node is realized to si. We use s  s to denote the event that node v
is realized to point s. Note that
E[i] = E′[i]Pr[∃v, v  si | In(i,m)] + E[i+ 1]Pr[6 ∃v, v  si | In(i,m)]
For a particular point si, we reorder the points {si, . . . , sm} as {si = ri, . . . , rm} in increasing order
of distance from si. Let E′[i, j] be the expected MST length for all nodes conditioned on the event that all
nodes are realized to {ri, . . . , rj} (denoted as In′(i, j)) and ∃v, v  si. Let E′′[i, j] be the expected MST
length for all nodes conditioned on the event In′(i, j) ∧ (∃v, v  ri) ∧ (∃s′, s′  rj). We can see that
E
′[i, j] =E′′[i, j]Pr[∃v′, v′  rj | In′(i, j),∃v, v  ri]
+ E′[i, j − 1]Pr[6 ∃v, v  ri | In′(i, j),∃v, v  ri]
It is not difficult to see the probability Pr[∃v′, v′  rj | In′(i, j),∃v, v  ri] can be computed in polynomial
time. Here we use the assumption that for each point, only one node that may realize to it. Moreover, we
can also take samples conditioning on event In′(i, j) ∧ (∃v, v  ri) ∧ (∃v′, v′  rj). Therefore E′′[i, j] can
be approximated within a factor of (1 ± ǫ) using the Monte Carlo method in polynomial time since it is
poly-bounded. The number of samples needed can be bounded by O
(
nm2
ǫ2
lnm
)
.
We can easily generalize the above algorithm to the case where
∑m
j=1 pij ≤ 1, i.e., node i may not be
present with some certainty. Indeed, this can be done by generalizing the definition of In(i, j) (and similarly
In′(i, j)) to be the event that each node is either absent or realized to some point in {ri, . . . , rj}.
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