In this research paper, we proposed a probabilistic analysis to find the relationship between entropy of image and salt & pepper noise density. For this estimation, we have employed entropy inspection of spatial domain technique. Based on the fact that entropy of image signal decreases with increase in noise density and this decreasing relationship between noise and entropy is robust to individual images traits. In this work, we exploited the entropy values of noisy image with respect to its noise density, and analyzed that such relation is robust to individual images. Further, we considered such relationships for estimation of noise level. Based on the numerical calculations and graphical representations it reveals to the fact that the error is reduced to 8.9% which can be considered as an appropriate model to estimate the salt and pepper noise density.
Introduction and Motivation
There has been a plethora of research work that has been carried out in image analysis and interpretation with the primary focus being on the amount of information that is available for such an analysis. The first step in any image processing is that we carry some preprocessing procedures on the input images for further processing. Before performing any preprocessing it is important to know whether the image is original or corrupted with noise. Estimating the noise density in image is very important and also little bit difficult because we do not, in most cases, do not know the source of noise (also type of noise). The estimation and filtering of noise(salt & pepper) is one of the important preprocessing steps in image process. There are many filtering algorithms, that we can use for filtering the noise, have been proposed in the past few years. The simplest one available is Median filter, one of the representative filtering algorithms. In the recent years, many variants of median filter have been proposed, such as progressive switch median filter, weighted median filter, switch median filter, large-scale correlative filter and adaptive fuzz transitive filter, etc. [6, 7, 9, [11] [12] [13] [14] [15] . There are few works uses hypergraph model of digital image to discriminate noisy pixels in the gray-scale image from the noise-free ones [1, 5, 8] .
All the above mentioned algorithms have shown good performance in the experiments. However, the important measure while removing any type of noise is that noise processes of these algorithms need be varied according to the levels of the noise during the process of filtering. The efficiency filtering results obtained by these algorithms are seriously affected because the noise density levels cannot be estimated accurately. The estimation of noise level is one of the most important preprocessing work in the image processing application. The effectiveness and efficiency of any filtering algorithm will be improved if the parameters of the noise are accurately obtained. In salt & pepper noise the only parameter we need is the noise density in the image. Most of the present researches mainly focuses on the Gaussian noise estimation techniques. [16] , in his paper explains the estimation of the noise density according to the variance of coefficients of high-frequency sub-band of wavelet. Cao Zhanhui proposes the algorithm which utilizes the variable relationships of noise density and image amplitude spectrum to estimate the density. The above mentioned two algorithms can effectively estimate the noise density, but they face some problems under some conditions. The algorithm described in [16] can show better results under the low noise level. But with increase in noise density its performance will reduce, thus not effective when noise level is high. However, the experimental shown by the algorithm proposed in [2] are somehow ambiguous. The reason being that parameters that has been selected by the two algorithms do not robustly reflect the noise. Zou Cheng [3] has considered the high frequency diagonal sub-bands of wavelet to estimate the density of salt and pepper noise and ignored the high-low and low-high frequency blocks. The high-low block contains horizontal edges and in contrast the low-high blocks shows vertical fine details of the image.âĂŃ
In this research paper, we propose a novel and unique algorithm to estimate the noise density by using entropy estimation. The proposed analysis fully utilizes the fact that with increase in noise the information level decreases. Based on the calculation it reveals to the fact that the entropy value of the image varies according to the noise density. The entropy value is used to estimate the noise density. The paper is organized as follows; the relationship between noise level and entropy has been discussed in section 2, our proposed method is in section 3, analysis of proposed method using statistical techniques: has been discussed in 4 section, and the conclusions follow in section 5.
The relationship of entropy value and noise density
Entropy [4, 10] is a general concept (Information Theory) and it is used to estimate the informational level. The entropy can be defined in various ways depending upon the underlying conditions. Some types of entropy that are usually used, such as Shannon entropy, standard entropy of p order, logarithmic energy entropy, SURE entropy etc. According to the definition of logarithmic energy entropy, if L represents the total number of gray levels then Entropy is defined as:
and p is the probability distribution of each level [12] .
The entropy value depends upon the randomness of the given variable. When the noise level increases, first it increases the randomness of the variable thus increasing the entropy. But this increase is for very less amount of noise percentage. The behavior of the entropy with change in noise levels has been studied, and observed that when the noise level increases the entropy of the image keeps on decreases.
Proposed Methodology
In figure 1 , the over all process flow diagram of the proposed approach is shown. We have chosen set of arbitrary gray-scale images from the standard image corpus and computed their entropy values. The images are then corrupted with salt and pepper noise with varying noise densities from 10% to 70%. Each time on adding the noise, the corresponding entropy value is calculated and recorded. The variation of entropy with varying noise density for the given set of test images is shown in table 1, 2.
The values in table 1 and 2 clearly indicates that the entropy value decrease with increase in noise but there is no constant pattern for this change, only we know that entropy decrease when noise increase. In order to find the relationship between entropy and noise density, we calculated the first order difference of the entropy values of all the test images with varying noise density. We tested with 55 test images, table 3 shows sample of the first order difference of entropy with respect to noise density.
The behavior of the first order entropy values and noise density is shown in figure 2 . The curves clearly indicates that entropy decrease with increase in noise. Using the behavior of first order entropy values we try to find the approximate curve that will exhibit the behavior of all the curves. There are so many techniques for doing this like averaging, mean, median, most likelihood and many more.
From the statistical data obtained from the experiments, we use quadratic polynomial fitting according to the minimum mean square error criteria to the fitting all the first order entropy variation. Figure 3 shows the graphical representations of the generalization of the relation. Equation 1 represents the intrinsic relationships between the noise density and the entropy value of the noise images. Here, the x denotes the second order entropy value of the noise images, f represents the noise density. 
The above equation indicates the relation between the first order difference entropy value and the noise density in quantitative form. This relation is extended to analyze some of the data points for calculating residuals.
Mathematical model formulation
The ergodic physical nature of the images can be analyzed using statistical techniques. In order to capture the degree of probability concentration and amount of randomness Hidden Markov Model transition parameters can be used. In Markov chain, there exists a positive probability measure at stage n that is independent of the probability distribution at initial stage 0. Let P be the definite random variable Table 3 . First order deviation of entropy with respect to noise density with probability Mass function and P p i is the entropy given by
The ergodicity can be checked and the unknown changes in the transition parameters can be detected with the help of entropy rate. The maximum entropy principle depends on the states and observations. So the likelihood values are penalized using BayeâĂŹs approach and by using Kolmorov smirno test and Aspin Using the behavior of first order entropy, the correlation coefficient has been obtained and its value is 0.9767652, the error estimated is 8.9% and this first order entropy changes has been depicted in figure 4.
Conclusions
In this paper, the relationship between the entropy values of images and the noise for the salt & pepper noise is being analyzed. It reveals to the fact that the entropy value diminishes more and more while the density of salt and pepper noise in the noisy image becomes larger and larger, and such relation is robust to individual image traits. By using using Lagrange interpolating polynomial to describe the variation of second order entropy with noise density curve fitting is obtained. Using the behavior of first order entropy, the correlation coefficient has been obtained and its value is 0.9767652, and the error estimated is 8.9%. Hence based on the numerical calculation and graphical relation, our proposed technique and analysis can be considered as an approach with minimum residual for salt & pepper noise density estimation. 
