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Approximate solutions of the chemical master equation and the chemical Fokker-
Planck equation are an important tool in the analysis of biomolecular reaction net-
works. Previous studies have highlighted a number of problems with the moment-
closure approach used to obtain such approximations, calling it an ad-hoc method. In
this article, we give a new variational derivation of moment-closure equations which
provides us with an intuitive understanding of their properties and failure modes and
allows us to correct some of these problems. We use mixtures of product-Poisson dis-
tributions to obtain a flexible parametric family which solves the commonly observed
problem of divergences at low system sizes. We also extend the recently introduced
entropic matching approach to arbitrary ansatz distributions and Markov processes,
demonstrating that it is a special case of variational moment closure. This provides us
with a particularly principled approximation method. Finally, we extend the above
approaches to cover the approximation of multi-time joint distributions, resulting in
a viable alternative to process-level approximations which are often intractable.
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I. INTRODUCTION
The solution of the chemical master equation (CME) or of the chemical Fokker-Planck
equation (CFPE) for a chemical reaction network can typically not be obtained in closed
form, and numerical approaches are computationally infeasible for larger systems. One es-
tablished technique for obtaining approximate solutions is the linear noise approximation1,
which however assumes sufficiently large system sizes. In biological systems, where the
abundance of certain chemical species can be very low, the linear noise approximation might
become inappropriate. The main alternative is the use of moment equations in combination
with moment closure, a method also employed in many other fields2. Moment closure ap-
proximations have often been referred to as ad-hoc approximations, and it has been shown3,4
that they can exhibit unphysical behavior. Another approximation which has recently been
proposed and relies on information-theoretic considerations is entropic matching5. It em-
ploys a Gaussian approximating distribution.
In this article, we unify and extend the above approaches. We provide a variational
derivation of moment closure which exhibits it as a principled approximation and helps us to
understand some of the failure modes typically observed. We also extend entropic matching
to general Markov processes and arbitrary approximating distributions and show it to be a
special case of variational moment closure. While variational moment closure is a principled
approximation, only a subset of all possible closure schemes can be justified by it. On
the one hand, we demonstrate that this subset does not suffer from some of the problems
often attributed to ad-hoc closure schemes. For this purpose, we introduce mixtures of
independent Poisson distributions as a general and useful class of closure distributions. On
the other hand, some of the problems attributed to moment closure are not resolved by
the variational approach (and are also present in entropic matching). However, our new
variational interpretation of moment closure does provide an intuitive explanation for these
failure modes. While we present our results in the context of chemical kinetics, they are
valid more generally for approximations of other Markov processes.
We begin by deriving and connecting variational moment closure and entropic matching in
Section II. We demonstrate these methods on several examples in Section III. In Section IV
we analyze the deficiencies of moment closure, where we also suggest possible solutions.
Finally, in Section V we generalize variational moment closure and entropic matching to the
approximation of multi-time joint distributions.
II. VARIATIONAL MOMENT CLOSURE AND ENTROPIC MATCHING
Throughout, we consider a reaction network consisting of N species and R reactions
N∑
n=1
snjXn −→
N∑
n=1
rnjXn, j = 1, . . . , R. (1)
The established stochastic process model for such a reaction network, taking into account
the discreteness of molecule counts, is a continuous-time Markov chain. The marginal prob-
abilities pt(x) = P (Xt = x) of the process Xt ∈ NN0 describing molecule counts are then
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governed by the CME
∂pt(x)
∂t
=
R∑
j=1
{hj(x− νj)pt(x− νj)− hj(x)pt(x)} . (2)
Here νj = (ν1j, . . . , νNj) = (r1j − s1j, . . . , rNj − sNj) is the stoichiometric change vector and
hj(x) the reaction hazard of the j-th reaction when the system is in state x = (x1, . . . , xN).
In all concrete examples that we consider, we assume mass-action kinetics, so that the hj
are given by
hj(x) = hj(x,Ω) = Ωcj
N∏
n=1
(xn)snj
Ωsnj
, (3)
where (x)s = x(x− 1) · · · (x− s+ 1) denotes the falling factorial. Here we have introduced
the system size Ω in terms of which it will be convenient to analyze the behavior of the
approximation schemes discussed in this article. For some purposes, it is sufficient to consider
an approximation based on a continuous description in terms of concentrations x ∈ RN≥0,
so that the underlying stochastic process model becomes a stochastic differential equation.
The marginal probability density is then governed by the Fokker-Planck equation
∂pt(x)
∂t
= −
N∑
n=1
∂[an(x)pt(x)]
∂xn
+
1
2
N∑
n,m=1
∂2[Bnm(x)pt(x)]
∂xn∂xm
. (4)
The coefficients are given by6
an(x) =
R∑
j=1
hj(x)νnj,
Bnm(x) =
R∑
j=1
hj(x)νnjνmj.
(5)
Both CME and CFPE have the general form
∂pt(x)
∂t
= Lpt(x), (6)
where L is the appropriate (Kolmogorov-forward) evolution operator of either the CME or
the CFPE. The derivations presented in the following use this notation, and are in fact valid
for other Markov processes. The reason why we consider both CME and CFPE is not only
for generality, but also because, as we shall see, any moment-closure scheme used should be
adapted to the equation one is considering.
A. Variational moment closure
We now derive the usual moment closure equations in a way which, apart from being
principled, clearly shows their significance. Our goal is to approximate the solution of (6)
at each time t by a member of a parametric family of probability distributions pθ(x). The
parameter vector θ = (θ1, . . . , θL) ranges in some open subset of RL. Since the solution
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of (6) depends on the time t, a full approximate solution is given by a curve θ(t). Thus,
the time-dependence in the solution pt(x) of (6) is contained in the time-dependence of the
parameters θ(t). Of course, the exact solution will in general not be a member of the chosen
parametric family, so we require some means of measuring the approximation error in order
to define in which sense the approximation is to be performed.
To obtain the moment-closure equations, this is done in the following way: Begin by
choosing a collection of moment functions φ(x) = (φ1(x), . . . , φK(x)). For example, to
obtain the usual moment equations of second order, one would choose K = N +N(N +1)/2
monomial moment functions
φn(x) = xn, n = 1, . . . , N,
φnm(x) = xnxm, n,m = 1, . . . , N, n ≤ m. (7)
Each of these moment functions can be used to measure the distance between two dis-
tributions p(x) and q(x) via the difference between their means 〈φk(x)〉p(x) − 〈φk(x)〉q(x).
To turn this difference into a meaningful distance measure, we map it through a function
C : R→ [0,∞) to arrive at
Ek(p, q) = C
(
〈φk(x)〉p(x) − 〈φk(x)〉q(x)
)
. (8)
As will be seen below, the precise form of this function is not relevant, as long as it satisfies
C(0) = C ′(0) = 0 and C ′′(0) > 0. For simplicity, we will show the derivation for C(x) =
x2/2.
We will derive an ordinary differential equation for the parameter vector θ(t). To do this,
assume that at some time-point t, we have an approximation pθ(t)(x) of the solution of (6)
available. Allowing this distribution to evolve a short time ∆t using the evolution operator
L of the Markov process, the result
p(x) = pθ(t)(x) + ∆tLpθ(t)(x) +O(∆t2) (9)
will in general no longer belong to the parametric family. We can try to determine a new
approximation pθ(t+∆t)(x) from the parametric family by choosing θ(t + ∆t) to minimize
(simultaneously) the errors
Ek(pθ(t) + ∆tLpθ(t), pθ(t+∆t)), k = 1, . . . , K.
Of course, choosing such a θ(t+∆t) simultaneously for all error functions will in general not
be possible. However, we are in fact only interested in the limit ∆t → 0 (in which pθ(t) +
∆tLpθ(t) → pθ(t)) in order to obtain an ordinary differential equation for the parameters θ.
Writing for brevity θ = θ(t), θˆ = θ(t+ ∆t), the resulting equations for θˆ are
0 =
∂Ek(pθ + ∆tLpθ, pθˆ)
∂θˆi
=
[
〈φk〉θ − 〈φk〉θˆ + ∆t
〈L†φk〉θ ]∂ 〈φk〉θˆ∂θˆi .
(10)
Here L† is the adjoint of the operator L, which acts on functions ψ and is given by
L†ψ(x) =
R∑
j=1
hj(x) {ψ(x + νj)− ψ(x)} (11)
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for the CME (2) and by
L†ψ(x) =
N∑
n=1
an(x)
∂ψ(x)
∂xn
+
1
2
N∑
n,m=1
Bnm(x)
∂2ψ(x)
∂xn∂xm
(12)
for the CFPE (4). By 〈 · 〉θ we denote an expectation taken with respect to pθ.
Dividing (10) by ∆t and taking the limit, we obtain
0 =
[
−
L∑
l=1
∂ 〈φk〉θ
∂θl
θ˙l +
〈L†φk〉θ
]
∂ 〈φk〉θ
∂θi
.
We now assume that the matrix
Fkl(θ) =
∂ 〈φk〉θ
∂θl
=
〈
φk
∂ ln pθ
∂θl
〉
θ
(13)
is invertible. In particular, the number K of moment functions and the dimension L of the
parameter vector θ are equal and ∇θ 〈φk〉θ 6= 0 for each k. We then obtain
θ˙ = F (θ)−1
〈L†φ〉
θ
(14)
which are the moment-closure equations when parameterized in terms of θ, and when us-
ing the distributional ansatz pθ to close the equations. When we instead introduce the
parameters µ = 〈φ〉θ, we have
µ˙k =
K∑
l=1
∂µk
∂θl
θ˙l =
K∑
l=1
∂ 〈φk〉θ
∂θl
θ˙l =
K∑
l=1
Fkl(θ)θ˙l
so that we obtain the moment-closure equations in their usual form
µ˙ =
〈L†φ〉
µ
. (15)
Note again that we could have replaced C(x) = x2/2 by any other function as long as
C(0) = C ′(0) = 0 and C ′′(0) > 0, because we only used the error functions Ek in the limit
∆t→ 0.
The moment-closure equations can be seen, as is evident from our derivation, as a ‘greedy’
algorithm (to borrow terminology from computer science). The parameter vector θ(t)
evolves to minimize the approximation error (as measured by (8)) after an infinitesimal
time-step dt, irrespective of the effect this might have on the approximation quality at a
later time. This property will help us to understand some of the failure modes of moment-
closure approximations in Section IV. We note that a different (more complicated) variational
justification for moment closure has been given by Eyink7.
The two ingredients for a moment-closure approximation are thus a choice of parametric
distribution pθ(x) and a choice of moment functions φ(x). We stress that the space on
which these are defined has to be adapted to the Markov process under investigation. Thus,
if one is considering the CME (2), moment functions and ansatz distribution should be
defined on NN0 , whereas if one is considering the CFPE, they should be defined on RN≥0.
In Section IV, we demonstrate that at least some of the problems usually attributed to
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moment-closure techniques can be explained by a failure to take this into account when
choosing a distributional ansatz. For the purpose of this article, we will call any moment-
closure approach which can be seen as an instance of variational moment closure principled.
Thus, a moment closure scheme is principled if (i) ansatz distribution and moment functions
are defined on the correct state space and (ii) the number K of moment functions and the
number L of ansatz distribution parameters are equal and the matrix (13) is invertible.
Any approach which cannot be justified in this way will be called not principled (or ad-
hoc), although of course there might exist other justifications for it. Note also that moment
closure, when justifiable via the variational approach, provides an approximation to the full
solution of the CME or CFPE. It does not merely provide lower-order moments, as is often
asserted for ad-hoc moment-closure approximations.
Our derivation does not make use of the fact that pθ(x) is a probability distribution.
Thus it is possible to allow pθ(x) to take negative values or to not sum to one. Using
parametric families pθ(x) which can become negative in some (perhaps negligible) part of
the state space provides one with more flexibility when choosing an appropriate ansatz.
Also note that the derivation above remains valid when the moment functions depend on
the variational parameters, i.e. φ(x) = φθ(x), which will be necessary to establish the
connection to entropic matching. In this case, the error functions (8) are defined using the
parameter value θ(t) when deriving the evolution equation from time t to t+ ∆t.
B. Entropic matching
While the approach described in Section II A is very flexible, it does not provide any indi-
cation of how to choose the ansatz distribution pθ(x) and the moment functions φ(x). Here
we extend entropic matching5, which is an approximation method based on information-
theoretic considerations, to arbitrary ansatz distributions and processes. As we will see,
entropic matching turns out to be a special case of variational moment closure, which pro-
vides a natural choice of moment functions φ(x) for any choice of distribution pθ(x). The
relationships between the various approximations which we derive here and in the following
sections are depicted graphically in Fig. 1.
The idea underlying entropic matching is the same as was demonstrated in our derivation
of the moment-closure equations, which in fact was inspired by entropic matching. The
difference lies in the distance measure used. From an information-theoretic point of view,
there are strong arguments8 for using the relative entropy
D[p ‖ q] =
〈
ln
p(x)
q(x)
〉
p(x)
as a general-purpose distance measure to a distribution p(x) when approximating it by a
distribution q(x). We now follow the same approach as in the derivation of variational
moment closure, using the relative entropy as distance measure. We again try to find
an approximate solution to (6) within a parametric family pθ(x). Assume that, at some
time t, an approximating distribution is available and specified by the parameters θ(t). A
small time ∆t later, the distribution is again given by (9). Entropic matching proceeds by
approximating this distribution by pθ(t+∆t)(x), where θ(t + ∆t) is chosen to minimize the
relative entropy D[p ‖ pθ(t+∆t)] between p(x) and pθ(t+∆t)(x). Writing again θ = θ(t), θˆ =
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FIG. 1. Relation between general (ad-hoc) moment closure, variational moment closure, entropic
matching and zero-information moment closure. Dashed arrows indicate the building blocks for
each approximation: Variational moment closures are based on a choice of moment functions φ(x)
and a choice of ansatz distribution pθ(x). Entropic matching requires only a choice of ansatz
distribution, while ZI moment closure requires only a choice of moment functions. In this sense,
entropic matching and ZI moment closure are dual to each other. Full arrows indicate the type of
approximation provided by each approximation method: Ad-hoc closures provide only approxima-
tions of low-order moments, whereas variational moment closures (and the special cases entropic
matching and ZI moment closure) provide approximations of the full distribution. However, ad-hoc
closures can provide approximations of the full distributions via minimum relative entropy.
θ(t+ ∆t) and using (9), the relative entropy is given, up to order one in ∆t, by
D[p ‖ pθˆ]
=
〈
ln
pθ + ∆tLpθ
pθˆ
〉
p(x)
=
〈
ln
pθ
pθˆ
〉
θ
+ ∆t
[〈Lpθ
pθ
〉
θ
+
〈Lpθ
pθ
ln
pθ
pθˆ
〉
θ
]
= D[pθ ‖ pθˆ] + ∆t
[〈Lpθ
pθ
〉
θ
+
〈Lpθ
pθ
ln
pθ
pθˆ
〉
θ
]
.
The relative entropy between two members of a parametric family with parameters θ, θˆ is
given, to second order in θˆ − θ, by
D[pθ ‖ pθˆ] =
1
2
(θˆ − θ)†G(θ)(θˆ − θ), (16)
where G(θ) = [Gkl(θ)] is the Fisher information matrix of the parametric distribution at
parameter value θ, given by
Gkl(θ) =
〈
∂ ln pθ
∂θk
∂ ln pθ
∂θl
〉
θ
.
Using this, we obtain
0 = ∇θˆD[p ‖ pθˆ]
= G(θ)(θˆ − θ)−∆t
〈
∇θˆ ln pθˆ
Lpθ
pθ
〉
θˆ
.
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Dividing by ∆t and taking the limit, we obtain
G(θ)θ˙ =
〈
(∇θ ln pθ)Lpθ
pθ
〉
θ
=
〈L†∇θ ln pθ〉θ
so that the final evolution equation for the parameters θ reads
θ˙ = G(θ)−1
〈L†∇θ ln pθ〉θ . (17)
We can now see how we can obtain the entropic matching equation (17) within the variational
approach to moment closure: We choose the moment functions φk = ∂ ln pθ/∂θk. Then
Fkl(θ) =
〈
φk
∂ ln pθ
∂θl
〉
θ
=
〈
∂ ln pθ
∂θk
∂ ln pθ
∂θl
〉
θ
= Gkl(θ)
so that equations (17) and (14) agree. Note that, in general, we here require the more
general form of variational moment closure in which the moment functions depend on the
variational parameters θ. It is also worth noting that, although the relative entropy is non-
symmetric in its arguments, the final evolution equation for the parameters would be the
same had we tried to minimize D[pθ(t+∆t) ‖ p] instead. This is because infinitesimally, the
relative entropy is given by (16), which is symmetric.
It turns out that (17) has appeared in the literature previously9,10, where it was derived
by directly defining a projection using the Fisher information metric. This was done in the
context of stochastic filtering equations, which can be considered to be a generalization of a
Markovian evolution equation when observations of the stochastic process are included. Ar-
guably, our derivation could be considered more principled because it does not postulate the
use of the Fisher information, but rather starts out with the minimization of the relative en-
tropy, for which as explained above there are strong arguments. Here we should also mention
that more generally, in the context of filtering equations, moment closure approximations
are well-known under the name ‘assumed density filtering’9.
It is also interesting to connect entropic matching to a more advanced information-
theoretic approximation for stochastic processes. Instead of approximating the marginal
distributions of the solution of the forward equation (6), it is possible to approximate the
distribution over trajectories of the stochastic process. This can be done by minimizing
the relative entropy of an approximating stochastic process relative to the process of inter-
est over the space of all trajectories. Such an appoach has been carried out for a number
of processes11–14 and one would expect such an approximation to perform better than en-
tropic matching. The latter can be understood (for the same reasons already given for
variational moment closure) to be a ‘greedy’ algorithm, which at each time point chooses
parameters which minimize the relative entropy at an infinitesimally later time point while
not taking into account any later time points. Additionally, entropic matching produces
only approximations to single-time marginal distributions and does not provide information
about multi-time correlations. This latter deficiency is addressed in Section V. The advan-
tage of entropic matching is that it only requires computations using marginal distributions
as given by (17). Variational approximations on the process level, on the other hand, are
presumably tractable only for a very small number of processes.
C. Zero-information moment closure
It is worthwhile to connect entropic matching with another approach to moment clo-
sure motivated by information-theoretic considerations15,16. When choosing a distributional
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ansatz to complement a set of moment functions φ1, . . . , φK , it seems reasonable to choose
the maximum entropy distribution associated with these functions, given by
pθ(x) =
1
Z(θ)
exp
{
K∑
k=1
θkφk(x)
}
p0(x). (18)
This is consistent with having the moments 〈φ(x)〉θ of the distribution, and no other in-
formation available. The parameters θ can be computed from the given moments 〈φ(x)〉θ,
and Z(θ) is a normalization constant. This approach has been termed zero-information (ZI)
closure16. Here we have additionally introduced a ‘background’ measure p0(x). This is useful
since on an infinite state space, the entropy has in general to be replaced by the relative
entropy with respect to some background measure. Equation (18) is then the distribution of
minimum relative entropy to p0(x). Note that maximization of entropy has to be replaced
by minimization of relative entropy because relative entropy is defined with the inverse sign.
Entropic matching and ZI moment closure can be seen to be somewhat dual to each
other, as is illustrated in Fig. 1: Entropic matching starts out with a choice of ansatz
distribution and supplies a natural choice of moment functions, whereas ZI closure starts out
with a choice of moment functions and supplies a natural choice of parametric distribution.
Nevertheless, entropic matching is a generalization of ZI closure, as was first noticed for the
case of stochastic differential equations9. To see this, we check that when entropic matching
is applied with a distribution of the form (18), the result is equivalent to ZI moment closure.
For a distribution of the form (18), we have ∂ ln pθ(x)/∂θk = φk(x) − 〈φk(x)〉θ. For the
matrix F (θ) from (13), we thus obtain
Fkj(θ) =
〈
φk
∂ ln pθ
∂θj
〉
θ
=
〈
φk(φj − 〈φj〉θ)
〉
θ
=
〈
(φk − 〈φk〉θ)(φj − 〈φj〉θ)
〉
θ
= Gkj(θ),
i.e. F (θ) is equal to the Fisher information matrix G(θ). Similarly, we have
〈L†φk〉θ = 〈L†(φk − 〈φk〉θ)〉θ = 〈L†∂ ln pθ∂θk
〉
θ
,
so that (14) and (17) agree.
We mention in passing that by using the differential equations (14) for the parameters of
(18), the computationally expensive explicit minimization of the relative entropy16 does not
have to be performed15.
D. Non-uniqueness of the distributional ansatz and minimum relative entropy
Variational moment closure (and in particular its special case entropic matching) produces
an approximation for the distribution of the solution of (6), as opposed to only approxima-
tions for a number of moments. Ad-hoc moment-closure schemes, on the other hand, are
usually considered to only produce approximations for the moments. As explained above, a
well-known method to reconstruct full probability distributions from moments is maximum
entropy (or more generally minimum relative entropy), and this approach has been used
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previously in the context of moment equations15,17. Here, we briefly point out why such an
approach remains meaningful even when a variational moment-closure scheme is employed.
Consider a reaction network with polynomial (e.g. mass-action (3)) reaction kinetics and
assume that we use the standard monomial moment functions (7) or their high-order ana-
logues. Choosing a variational ansatz pθ(x), the moment equations (15) only ever require
a finite number of relations between the moments up to a certain order. Thus, the distri-
butional ansatz is not uniquely specified by the moment-closure equations derived from it.
This implies that it is not a priori clear how the approximate solution of the CME should
be reconstructed from the variational parameters θ obtained as the solution to (14), and
minimum relative entropy provides one possible answer. The minimum relative entropy
distribution again has the form (18) (note however that the parameters θ governing the
minimum relative entropy distribution in (18) are not the same as the parameters of the
moment equations (14)). As for ZI moment closure, we mention that an explicit minimiza-
tion of relative entropy is not necessary17, because differential equations for the parameters
of the minimum relative entropy distribution can be derived15. These equations can then be
solved simultaneously with the moment equations (14).
III. EXAMPLES OF VARIATIONAL MOMENT CLOSURE AND
ENTROPIC MATCHING
In this section, we demonstrate the approximations derived in Section II on several ex-
amples. Since the standard moment equations using monomial moment functions (7) are
well-known, we here focus on cases where interesting connections to other existing approxi-
mations can be established.
A. Product-Poisson entropic matching for the CME
A first interesting result is obtained by using a product-Poisson ansatz
pθ(x) =
N∏
n=1
e−θn
θxnn
xn!
to approximately solve the CME for mass-action kinetics (3) via entropic matching. A
product-form ansatz might seem to be very restrictive, but it has been shown that a certain
class of networks actually has product-form distributions at stationarity18,19. Using the
backwards evolution operator (11) for the CME, we have
L† ∂
∂θn
ln pθ(x) = L† ∂
∂θn
N∑
m=1
{xm ln θm − θm − lnxm!}
=
1
θn
R∑
j=1
hj(x)νnj.
The factorial moments of a Poisson distribution are given by 〈(x)s〉θ = θs, which allows us
to evaluate the right-hand side of (17). The Fisher information matrix of a product Poisson
distribution is diagonal, Gmn(θ) = δmnθ
−1
n . Combining these results, it turns out that
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the entropic matching equations are identical with the macroscopic reaction rate equations
(RRE)
θ˙ =
R∑
j=1
cjθ
s1j
1 · · · θsNjN νj. (19)
This implies that the macroscopic rate equations have a meaning even at arbitrary low
system sizes. Product-Poisson entropic matching is an instance of ZI moment closure, where
however we have to choose a non-trivial background measure
p0(x) =
e−N
x1! · · · xN ! .
For some systems, certain molecular species might only exist in zero or one copy, such as a
gene which can be either in the active or in the inactive state. In this case, an analogous
result can be obtained by using a Bernoulli distribution instead of a Poisson distribution for
the species in question.
B. The finite state projection algorithm for the CME
Variational moment closure encompasses approximations not usually considered as mo-
ment closure. For example, taking the ansatz
pθ(x) =
∑
x′∈X
δx,x′θx′ (20)
for some finite subset X ⊂ NN0 , and the family of moment functions
φx(x
′) = δx,x′ , x ∈ X,
one recovers the finite state projection algorithm20 for the numerical solution of the CME on
the finite subset X of states. Here we have made use of the fact that within the variational
moment closure framework, pθ(x) does not necessarily have to sum to one. This is required
because the finite state projection approach ‘leaks’ probability into the part of the state
space outside of X. More generally, the moment functions δx,x′ could be replaced by more
general basis functions, leading to Galerkin-type approximations21.
C. Gaussian entropic matching for the Fokker-Planck equation
Entropic matching was originally demonstrated5 for the case of a stochastic differential
equation (SDE)
dxt = a(x)dt+ S(x)dwt (21)
with a Gaussian distributional ansatz, where however the diffusion matrix S was assumed to
not depend on the state x. Using our formula, we can extend this result to state-dependent
diffusion matrices, beginning with the Fokker-Planck equation (FPE) (4) corresponding to
the stochastic differential equation (21). The details of the computation are provided in
11
Appendix A. The resulting evolution equation for mean µ and covariance matrix Σ of the
Gaussian reads
µ˙ = 〈a(x)〉 ,
Σ˙ = 〈A(x)〉Σ + Σ 〈A(x)〉† + 〈B(x)〉 , (22)
where A(x) is the Jacobian of a(x), B(x) = S(x)S(x)† and the expectation values are taken
with respect to the Gaussian approximation. When B(x) = B is state-independent, this
agrees with the previous results5.
It is interesting to note that our result agrees with a process-level approximation14 (more
precisely, with the single-time marginals) mentioned in Section II B. However, since those
results were obtained using a complex form of the relative entropy involving auxiliary vari-
ables, it is not clear whether our result would also agree with a proper probabilistic approach
using the usual, real relative entropy.
D. Log-normal entropic matching for the CFPE
For applications in chemical kinetics, a Gaussian ansatz is somewhat unsatisfactory be-
cause the ansatz distribution should be restricted to have support on RN≥0. An alternative is
to employ a multivariate log-normal distribution. It turns out that the form of the equations
(22) for the parameters µ and Σ (now parameterizing a log-normal distribution) remain the
same. However, the coefficients a(x) and B(x) in (22) have to be replaced by
aˆn(x) = an(e
x)e−xn − 1
2
e−2xnBnn(ex),
Bˆnm(x) = Bnm(e
x)e−(xn+xm),
where for a vector x, we write ex = (ex1 , . . . , exN ). Note that when we express the entropic
matching equations in terms of these modified coefficients, the expectations in (22) have to
be computed with respect to a Gaussian distribution with parameters (µ,Σ), even though
these parameters govern a log-normal distribution. If we employ mass-action kinetics (3),
the resulting expectations have closed form expressions.
IV. ANALYSIS OF MOMENT-CLOSURE SCHEMES AND THE POISSON
CORRECTION
General, ad-hoc moment-closure schemes have been shown to exhibit some unphysical
properties3,4, and attempts to understand these pathologies have so far been unsuccessful.
In this section, we use the variational interpretation of moment closure from Section II to
analyze moment-closure schemes and some their failure modes.
As a first observation, recall that the finite state projection algorithm was shown to be
an instance of variational moment closure in Section III B. This simple observation has the
important implication that it is not the moment-closure concept as such which leads to
unphysical behavior of the resulting approximation. The finite state projection algorithm
will under mild conditions produce an approximation to the exact solution of the CME
whose error can be made arbitrary small. Thus, it is the flexibility of the approximating
ansatz distribution (and the choice of moment functions) which determines whether moment
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closure will produce an acceptable approximation. The same is true for the RRE, which
were also shown to be an instance of ZI closure in Section III A.
One typical failure mode of ad-hoc moment closures is the divergence of the solutions,
especially in the low copy-number regime. In order to address this problem, we recall that,
as explained in Section II A, the distributional ansatz has to be supported on NN0 or RN≥0,
depending on whether one considers the CME or the CFPE. This is not difficult to achieve
for the CFPE, but it is not obvious for many of the closure schemes introduced previously22
for the CME. One might conjecture that the divergences observed at low copy numbers might
be related to the failure to choose an ansatz distribution with the correct support. In order
to investigate this, we first have to introduce a sufficiently flexible family of distributions
with support on NN0 , which we do in the following section. The approach we present allows
one to turn most existing closure methods for the CME into principled closures in the sense
of Section II. This property makes it particularly convenient to compare ad-hoc closure
methods to their principled counterparts.
In this section, we focus on the conventional moment equations using the moment func-
tions (7) or their higher-order analogues. We also restrict attention to mass-action kinetics
(3).
A. Poisson mixtures
A flexible approach for defining analytically tractable distributions on NN0 is the mixing
of independent distributions on N0 using a distribution on RN≥0. In the context of chemical
kinetics, a natural choice for the discrete mixing distributions is the Poisson distribution.
The general form of the distributional assumption that we consider will thus be of the form
p(x | θ) =
∫
RN≥0
dNλ p(λ | θ)e−(λ1+···+λN )λ
x1
1 · · ·λxNN
x1! · · ·xN ! , (23)
where p(λ | θ) is the mixing distribution governed by parameters θ. Using Poisson mixtures
for the exact or approximate solution of the CME (the Poisson representation) is a well-
known approach23. Here we use it to define a flexible family of distributions for moment
closure. A log-normal mixture of Poisson distributions, used within Eyink’s variational
framework7, was proposed previously and motivated using ideas from statistical physics24.
It is however important to realize that this approach is simply moment closure using a
log-normal-Poisson mixture ansatz.
A situation in which we will be particularly interested in is the case when p(λ | θ) is
a distribution which has previously been directly employed for moment closure. This is
the case, for example, for the Gamma and multivariate log-normal distributions22, since
these have support on RN≥0 and can thus serve as mixing distributions. It is also the case
for univariate zero-cumulant (ZC) closure of order two, although this is not immediately
obvious. To perform moment closure, we have to obtain expressions for the expectation
values of monomials in x for p(x | θ). Using conditional expectations, these are expressed
as
〈xα11 · · ·xαNN 〉θ = 〈E[xα11 · · ·xαNN | λ]〉p(λ|θ)
where E[ · | λ] denotes the expectation with respect to a product-Poisson distribution with
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mean λ. For moments of order one to three, for instance, we obtain the equations
〈xn〉θ = 〈λn〉p(λ|θ) ,
〈xnxm〉θ = 〈λnλm〉p(λ|θ) + δnm 〈xn〉θ ,
〈xixnxm〉θ = 〈λiλnλm〉p(λ|θ) − 2δinδnm 〈xi〉θ
+ δmi 〈xixn〉θ + δin 〈xnxm〉θ + δnm 〈xmxi〉θ .
(24)
In general, all moments of a product-Poisson distribution are polynomials in the parameters
λ. This implies that if the moment-closure equations using some distribution p(λ | θ) for
polynomial reaction kinetics can be computed in closed form, then this will also be the case
for the Poisson mixture with mixing distribution p(λ | θ). Additionally, we see that the
expressions in (24) defining the closure scheme are merely corrected by polynomials in lower-
order moments when moving from a closure using p(λ | θ) to a Poisson–p(λ | θ) mixture
closure. For this reason, we will use the term Poisson correction when referring to this case.
One might expect that the difference between a moment-closure scheme defined using a
distribution on RN≥0 and the corresponding Poisson-corrected closure might be more pro-
nounced for low copy numbers of the chemical species. Indeed, many moment-closure
schemes are known to diverge in this regime. In the following section, we empirically demon-
strate that this problem can be explained by the failure to take into account the discreteness
of molecule counts when choosing a moment-closure scheme.
B. A single-species system
We will investigate the properties of Poisson corrections on the single-species system
∅ a→ X , X b

c
2X . (25)
We concentrate on the standard second-order moment equations, which for this system are
given by
µ˙1 = aΩ + c(µ1 − µ2)/Ω + bµ1,
µ˙2 = aΩ + (2aΩ + b− c/Ω)µ1
+ (2b+ 3c/Ω)µ2 − 2cµ3/Ω.
(26)
Here µ1, µ2, µ3 are the non-centered moments of order one to three and Ω is the system
size as defined in (3). A moment closure scheme is then given by specifying the third-order
moment as a function of the first- and second-order moments, µ3 = V (µ1, µ2). We focus on
three popular ad-hoc closures: The zero-cumulant closure
VZC(µ1, µ2) = 3µ2µ1 − 2µ31, (27)
the log-normal closure
VLN(µ1, µ2) = (µ2/µ1)
3 (28)
and the Gamma closure
VG(µ1, µ2) = µ2(2µ2 − µ21)/µ1. (29)
When applying the Poisson correction, a moment closure function V (µ1, µ2) is transformed
to
Vˆ (µ1, µ2) = V (µ1, µ2 − µ1) + 3µ2 − 2µ1.
14
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FIG. 2. Moment closure predictions of mean abundance for (26) at various system sizes for zero-
cumulant, log-normal and Gamma closures and their Poisson-corrections. RRE solutions are given
for comparison. Abundances are shown in units of Ω. Exact means obtained from 10,000 stochastic
simulation algorithm (SSA) realizations. Parameters a = b = c = 1. The initial conditions
correspond to a Poisson distribution with mean Ω/10. (a) At Ω = 10, all moment closures show
negligible error. (b) At Ω = 1, the zero-cumulant closure has diverged. (c) At Ω = 10−1, all closures
without Poisson correction have diverged. (d) At Ω = 10−2, approximation quality reduces for all
closures except Poisson-log-normal, but the Poisson-corrected closures do not diverge.
The result of applying these moment closures on the system is shown in Fig. 2. We see that
without Poisson correction, the ad-hoc closures diverge for sufficiently small system sizes.
This does not happen with the Poisson correction. We do however see that the quality of
the Poisson-corrected closures breaks down at sufficiently small sizes. For these findings to
support our hypothesis, we have to verify that the three ad-hoc closures do not correspond
to any distributions defined on N0. While these closures are defined via distributions on R≥0
or (in the case of zero-cumulant closure) R, we have to remember that they only specify a
relation of the form µ3 = V (µ1, µ2), and there might exist distributions on N0 for which the
same relation holds. We now show to what extent this is the case.
We are interested in the following questions: (i) Given a pair (µ1, µ2), under which
conditions does there exist a distribution on N0 with these moments of first and second
order? This defines the domain where a moment closure scheme should ideally be defined.
It also corresponds to the domain of valid initial conditions for moment equations, a fact that
has often been neglected in previous studies. (ii) Assuming that (µ1, µ2) does correspond
to a distribution on N0, and in addition given µ3, under which conditions does there exist
a distribution on N0 with moments of orders one to three given by (µ1, µ2, µ3)? Existence
questions of this type have recently been answered25. Obviously, if µ1 = 0, the distribution
is degenerate and concentrated on 0. Thus, in the following, assume µ1 > 0. Then it turns
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out that the well-known condition µ2 ≥ µ21 is not sufficient for the existence of a distribution
with the prescribed moments on N0. Instead, a necessary and sufficient condition is given
by25
µ2 − µ21 ≥ {µ1}(1− {µ1}), (30)
where for any real y, we write {y} = y−byc with byc the greatest integer smaller or equal to
y, so that {y} is the fractional part of y. Now assume that (30) holds, and that in addition we
are given µ3. Then in order for there to exist a distribution on N0 with moments (µ1, µ2, µ3),
a necessary and sufficient condition is25
µ3
µ1
−
(
µ2
µ1
)2
≥
{
µ2
µ1
}(
1−
{
µ2
µ1
})
. (31)
Additionally, if equality holds in (30), all higher-order moments are uniquely determined.
In particular, µ3 is then determined by requiring equality in (31),
µ3
µ1
−
(
µ2
µ1
)2
=
{
µ2
µ1
}(
1−
{
µ2
µ1
})
. (32)
Any principled second-order moment closure V has to satisfy these conditions when µ3 is
replaced by V (µ1, µ2). Since we are primarily interested in the low copy-number regime,
we note that for µ1 ≤ 1, the domain (30) of valid pairs (µ1, µ2) is simply characterized by
µ2 ≥ µ1. If we in fact have µ2 = µ1, the resulting equality constraint in (32) reduces to
µ3 = µ1.
We proceed to apply these results to the three ad-hoc closure schemes presented above.
The regions where (31) is not satisfied (while (30) is satisfied) are shown in Fig. 3. For
zero-cumulant closure, the inequality constraint (31) is not satisfied for most pairs (µ1, µ2)
of region (30). For Log-normal and Gamma closures, on the other hand, all pairs (µ1, µ2)
in the region shown do satisfy (31). We would expect that this is reflected in the behavior
of these moment closures, and this is verified in Fig. 3, where we show the phase plots for
the moment equations (26) in the region of low copy numbers. Zero-cumulant closure shows
pathological behavior for a wide range of initial conditions (µ1, µ2), whereas log-normal and
Gamma closure are well-behaved for a large sub-domain of initial conditions. However, even
for these closures, unphysical behavior does occur. To understand this, we have to take
into account the equality constraint (32) for those pairs (µ1, µ2) for which equality holds
in (30). Focusing on the low copy-number regime µ1 ≤ 1, we are concerned with the line
µ2 = µ1, and we observe from Fig. 3 that it is precisely along this line that unphysical
behavior occurs for log-normal and Gamma closures. Indeed, from (28) and (29), we find
that VLN(µ1, µ2) = 1 and VG(µ1, µ2) = (2− µ1)µ1 when µ1 = µ2, violating (32). In general,
the pathologies of the ad-hoc closures seem to correspond quite closely to what one would
expect.
We now investigate to what extent these pathologies are removed by applying a Poisson
correction. We first have to determine whether the three ad-hoc closures (27), (28) and
(29) would be compatible with distributions on R≥0, because they play the role of mixing
distributions in (23). This is clear for the log-normal and Gamma closures. For the zero-
cumulant closure, this is an instance of the truncated Stieltjes moment problem, and one
can check that the relation µ3 = VZC(µ1, µ2) is compatible with a distribution on R≥0 as
long as µ21 ≤ µ2 ≤ 2µ21. This is a relatively small domain, and the behavior visible in
Fig. 3 is compatible with these findings: Poisson-correction does remove divergences in a
16
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FIG. 3. Phase-plot for (26) for zero-cumulant, log-normal and Gamma closures (top row) and their
Poisson-corrected versions (bottom row). Red point: Moments of exact stationary distribution.
Black point(s): Stationary solution(s) of the moment equations. Grey area: Region where µ1 < 0
or µ2 < 0, shown for better visibility of trajectories. Orange area: Region where (30) is violated.
Red area: Region where (30) is valid but (31) is violated. Blue area: Region where (30) is valid
but the distribution is sub-Poissonian. Only the white area corresponds to valid initial conditions
for the moment equations. For the Poisson-corrected closures, the green phase curve runs along
the domain boundary µ1 = µ2, preventing phase curves from entering the orange region as they
do in the ad-hoc closures. Parameters were a = b = c = 1 and Ω = 0.1.
relatively small domain. For log-normal and Gamma closures, we observe from Fig. 3 that the
divergences close to the line µ1 = µ2 are removed by applying a Poisson correction. Indeed,
one immediately checks that (for µ1 ≤ 1), we have VˆLN(µ1, µ2) = µ1 and VˆGM(µ1, µ2) = µ1,
so that the Poisson-corrected versions do satisfy the equality constraint (32), as of course
they have to.
Our findings suggest that the failure to choose distributions with a support adapted
to the CME for moment closure provides a good explanation for the divergences often
observed in the low copy-number regime, and that the Poisson correction prevents this from
happening. One further observation from Fig. 3 is that the stationary points of the Poisson-
corrected closures show a larger error (relative to the exact stationary points) than for the
ad-hoc closures. This is explained by the fact that the system (25) at stationarity has a
sub-Poissonian distribution, a property which cannot be realized by a mixture of Poisson
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distributions. From this, we also see that unphysical behavior of the equations on the one
hand, and approximation quality on the other hand are not necessarily correlated. For
completeness, note that the opposite case of distributions with heavier tails than a Poisson
distribution can be realized by using an appropriate mixing distribution.
C. Other failure modes
Apart from divergences, there are other important failure modes of moment closures. Here
we briefly indicate how the variational derivation of moment closures makes these failure
modes at least plausible. The CME, under mild conditions, will have a unique stationary
distribution p(x) where
Lp(x) = 0.
One would then hope that any approximation should retain this property. It has however
been observed3,4 that moment closures can posses either multiple stationary states (within
a meaningful region of parameters space), or show sustained oscillations and thus fail to
converge to a stationary state for certain initial conditions.
However, using our derivation of variational moment closures (or the conceptually anal-
ogous derivation of entropic matching), these properties are not surprising and have an
intuitive explanation. Since these approximations can be seen as ‘greedy’ algorithms, choos-
ing the best approximation locally after each infinitesimal time-step, there is no guarantee
that the effects which lead to a single stationary distribution can be captured by the approx-
imation. Thus, for instance, for a system with oscillatory trajectories, the fact that a unique
stationary distribution exists is a consequence of the fact that different trajectories do not
stay in phase as time progresses. If an approximation is performed after each infinitesimal
time-step, however, this effect is not necessarily captured.
V. MULTI-TIME JOINT DISTRIBUTIONS
In this section, we extend variational moment closure and entropic matching to multi-time
joint distributions and investigate the conditions under which the resulting approximation
is self-consistent with the single-time approximations derived in Section II.
A. Multi-time moment closure and entropic matching
Our variational derivation of moment-closure approximations can be extended to an ap-
proximation for joint probability distributions at multiple time points. We here focus on
two-time joint distributions, although the same approach extends to higher-order joint dis-
tributions.
Fix an initial time-point t0 and consider the two-time joint distribution pt1,t0(x
1,x0) for
which we want to obtain an approximation for t1 > t0. In order to derive a variational
approximation, we again choose an ansatz distribution pθ(x
1,x0), which now has to depend
on two arguments. For example, any of the Poisson-mixture distributions introduced in
Section IV could be used, where now they have to be defined over a space of dimension
2N . Similarly, we choose a set of moment functions φ(x1,x0) = (φ1(x
1,x0), . . . , φK(x
1,x0))
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which now have to depend on two arguments. For example, in analogy to the standard
moment functions (7), we could define the K = 2N +N(N + 1) +N2 moment functions
φ0n(x
1,x0) = x0n, n = 1, . . . , N,
φ1n(x
1,x0) = x1n, n = 1, . . . , N,
φ00nm(x
1,x0) = x0nx
0
m, n,m = 1, . . . , N, n ≤ m,
φ10nm(x
1,x0) = x1nx
0
m, n,m = 1, . . . , N,
φ11nm(x
1,x0) = x1nx
1
m, n,m = 1, . . . , N, n ≤ m.
(33)
These moment functions are again used to define distances between distributions p(x1,x0)
and q(x1,x0),
Ek(p, q) =
1
2
[〈
φk(x
1,x0)
〉
p
− 〈φk(x1,x0)〉q]2 . (34)
Here as in Section II A we could again use a more general function C : R→ [0,∞) instead of
( · )2/2 to apply to the difference 〈φk〉p−〈φk〉q without changing the result. The derivation of
the moment-closure approximation proceeds analogously to the case of single-time marginal
distributions. Assuming again that we have available an approximation pθ(t1,t0)(x
1,x0) for
some t1 ≥ t0, the evolution of this distribution over a short time-interval ∆t is given by
p(x1,x0) = pθ(x
1,x0) + ∆tpθ(x
0)L1pθ(x1 | x0)
+O(∆t2).
Here pθ(x
0) and pθ(x
1 | x0) are, respectively, the marginal and conditional distributions
corresponding to pθ(x
1,x0). The subscript ‘1‘ on the operator L1 indicates that it acts only
on the argument x1, and not on x0. We try to approximate the distribution p by a member
of the chosen parametric family by minimizing the distance functions (34). Writing again
θ = θ(t1, t0), θˆ = θ(t1 + ∆t, t0), the resulting equations for the minima are
0 =
∂Ek(pθ + ∆tpθ, pθˆ)
∂θˆi
=
[ 〈
φk(x
1,x0)
〉
θ
− 〈φk(x1,x0)〉θˆ
+ ∆t
〈
L†1φk(x1,x0)
〉
θ
]
∂ 〈φk(x1,x0)〉θˆ
∂θˆi
,
where L†1 again acts only on the argument x1. Dividing by ∆t and taking the limit, we
obtain as in Section II A
θ˙ = F (θ)−1
〈
L†1φ(x1,x0)
〉
θ
, (35)
assuming again that the matrix
Fkj(θ) =
〈
φk(x
1,x0)
∂ ln pθ(x
1,x0)
∂θj
〉
θ
is invertible. Note that (35) are equations for the evolution of θ = θ(t1, t0) in t1, while t0
is fixed. We can also re-parameterize the equations in terms of the moments µ = 〈φ〉θ to
obtain
µ˙ =
〈
L†1φ(x1,x0)
〉
µ
. (36)
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We see that the moment-closure equations for two-time joint probability distributions are
completely analogous to the case of single-time distributions (14). The same reasoning can
be applied to obtain multi-time joint distributions for entropic matching. The derivation
proceeds along similar lines, so that we only state the resulting equation
θ˙ = G(θ)−1
〈
L†1∇θ ln pθ(x1,x0)
〉
θ
. (37)
For completeness, note that computer implementations for the solution of (14) or (15) are
easily reused for the solution of (35) or (36). This is because for a reaction system modeled
by the CME or the CFPE, the multi-time moment closure equations (35) and (37) are in fact
equivalent to the corresponding single-time equations (14) and (17) applied to an augmented
system: In addition to the species and reactions of the original system (1), we introduce N
species X 01 , . . . ,X 0N which do not participate in any reactions. Then the single-time equations
applied to this 2N -dimensional system using an ansatz distribution pθ(x
1,x0) and moment
functions φ(x1,x0) will be equivalent to the two-time equations.
We proceed to demonstrate the two-time moment closure equations numerically. An in-
teresting case for multi-time correlations are oscillatory systems. We use the Lotka-Volterra
model
∅ c1−→ X1, ∅ c1−→ X2,
X1 c3−→ 2X1, X1 + X2 c4−→ 2X2, X2 c5−→ ∅,
where we added input reactions for each species to prevent explosion and extinction events.
Results for the two-time covariances 〈x1mx0n〉θ(t,0) − 〈x1m〉θ(t,0) 〈x0n〉θ(t,0) are shown in Fig. 4.
B. Self-consistency
An important question that arises is whether the equations (35) or (37) produce self-
consistent approximations when applied jointly with the single-time approximations (14)
or (17). The following condition should be satisfied: Starting from a single-time marginal
distribution pt0(x
0) at time t0, we can use (14) to produce approximations to the single-time
marginals pt1(x
1) for any t1 > t0. We can also use (35) to produce approximations to the
two-time joint distributions pt1,t0(x
1,x0), which implies a marginal distribution over x1 at
time t1. These two marginal distributions at time t1 should agree. Of course, this can only
hold if the chosen ansatz distributions (which are defined over spaces of different dimensions)
and the moment functions are compatible in a sense to be defined below. In general, the
moment functions φ(x1,x0) can be grouped into functions depending on both or on just one
of the arguments,
φ1(x1), φ10(x1,x0), φ0(x0).
Consider a family pµ(x
1,x0) parameterized in terms of the moments µ = (µ1,µ10,µ0)
µ1 =
〈
φ1
〉
µ
, µ10 =
〈
φ10
〉
µ
, µ0 =
〈
φ0
〉
µ
.
Denote by p1µ(x
1) and p0µ(x
0) the resulting marginal distributions over x1 and x0, respec-
tively. We now assume that p1µ(x
1) can be parameterized in terms of µ1 only, and similarly
p0µ(x
0) in terms of µ0 only, i.e.
p1µ(x
1) = p1µ1(x
1), p0µ(x
0) = p0µ0(x
0).
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FIG. 4. Two-time covariance functions 〈X1(t)X1(0)〉 − 〈X1(t)〉 〈X1(0)〉, 〈X1(t)X2(0)〉 −
〈X1(t)〉 〈X2(0)〉, 〈X2(t)X1(0)〉−〈X2(t)〉 〈X1(0)〉 and 〈X2(t)X2(0)〉−〈X2(t)〉 〈X2(0)〉 (corresponding
to columns from left to right) as a function of time t. System size Ω = 5 (top row) and Ω = 1
(bottom row). The approximation error at the lower system size is presumably due to the in-
adequateness of a second-order closure, regardless of whether a Poisson correction is employed or
not. Parameters values were c1 = 1, c2 = 1, c3 = 0.5, c4 = 0.003, c5 = 0.3. Initial conditions were
product-Poisson with means 〈X1(0)〉 = 〈X2(0)〉 = 50Ω. Black circles correspond to the covariances
computed from 100,000 SSA realizations. Error bars of SSA estimates were computed by dividing
the SSA samples into 10 equally sized parts, computing the covariances estimates for each part
and plotting ±1 standard deviation of these estimates.
This is the case, for instance, for the multivariate Gaussian and log-normal distributions,
and then also for a log-normal mixture of independent Poissons as introduced in Section IV.
Then we immediately see that
µ˙1 =
〈L†φ1(x1)〉
µ
=
〈L†φ1(x1)〉
µ1
(38)
because the moment functions φ1 do not depend on x0, and the marginal distribution
p1µ(x
1) only depends on µ1. This is a closed equation for the parameters of the marginal
distribution p1µ1(x
1). If, on the other hand, we use the parametric family p1µ1(x
1) and the
moment functions φ1(x1) for the single-time moment equations (14), we also obtain (38).
Thus, the two-time moment equations using the parametric family pµ(x
1,x0) are consistent
with the single-time moment equations using the parametric family pµ1(x
1) as required. We
similarly see that
µ˙0 =
〈
L†1φ0(x0)
〉
µ
= 0,
because φ0 does not depend on x1. Thus, the approximation to the marginal distribution at
time t0 does not change (i.e. it remains equal to the initially supplied marginal distribution
p0t0(x
0)), as one would expect.
Because of the self-consistency property explained above, our variational approximation is
a viable alternative to the process-level variational approximations mentioned in Section II B.
21
Our approximation is tractable for a wide variety of ansatz distributions, whereas closed-
form process-level approximations can presumably only be obtained for a very restricted
class of ansatz stochastic processes.
VI. CONCLUSION
In this article, we derived moment-closure equations as a variational approximation to the
solution of the CME and the CFPE, explaining how well-known problems of moment-closure
approximations can be either solved or at least understood via our approach. We generalized
entropic matching to arbitrary ansatz distributions and stochastic processes, providing a
particularly principled approximation scheme for applications to the kinetics of biomolecular
reaction networks. Entropic matching turned out to be a special case of variational moment
closure. Our variational approach allows us to obtain self-consistent approximations for
arbitrary multi-time joint distributions. This method does not require computations on
the space of trajectories of the underlying stochastic process, greatly increasing the class of
ansatz distributions which can be handled in closed form.
The main challenge in the application of these principled approximations is the compu-
tation of expectations with respect to the chosen ansatz distribution. We here considered
relatively simple distributional families, for which these expectations had closed-form ex-
pressions. The most interesting extension of our work, from a practical point of view, would
be the development of numerical schemes for the efficient treatment of these expectations for
more involved distributional families, using, for example, Monte Carlo estimates. Presum-
ably, in terms of both computational complexity and approximation quality, the resulting
approximations would then be somewhat in between full numerical solutions (usually in-
tractable) and the simple closed form approximations considered here and in most other
treatments of moment equations.
Having established moment-closure equations as a principled approximation method, we
are also in a position to further investigate the properties of moment closures. We have
considered one particular issue in this article, and plan to extend our analysis in future
publications. Another interesting application of our results would be to inference of hidden
process states and parameters from observations, where tractable distribution approxima-
tions (including multi-time joint distributions) can help in the development of new inference
algorithms.
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APPENDIX A
Here we show how to derive the entropic matching equations for an FPE for a Gaus-
sian ansatz distribution. We consider the FPE with backwards evolution operator (12)
corresponding to the (Itoˆ) stochastic differential equation (21). The Gaussian ansatz with
parameters θ = (µ,Σ) is given by
ln pθ(x) = −1
2
ln det(2piΣ)− 1
2
(x− µ)†Σ−1(x− µ).
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The Fisher information matrix of a Gaussian with respect to the parameters (µ,Σ) is block
diagonal, with one block corresponding to µ and given by Σ−1, and the other block corre-
sponding to Σ and given by 〈
∂2 ln pθ
∂Σij∂Σkl
〉
=
1
2
(Σ−1)ik(Σ−1)jl.
We evaluate the right hand side of (17) and obtain〈
L†∂ ln pθ
∂µn
〉
=
[
Σ−1 〈a(x)〉]
n
,〈
L†∂ ln pθ
∂Σnm
〉
=
〈L†(x− µ)†Σ−1E(nm)Σ−1(x− µ)〉
=
1
2
〈
a(x)†Σ−1E(nm)Σ−1(x− µ)
〉
+
1
2
〈
(x− µ)†Σ−1E(nm)Σ−1a(x)
〉
+
1
2
(Σ−1 〈B(x)〉Σ−1)nm
=
1
2
(〈A(x)〉Σ−1)nm + 1
2
(Σ−1 〈A(x)〉†)nm
+
1
2
(Σ−1 〈B(x)〉Σ−1)nm
where E(nm) is a matrix with the entry ‘1’ in the n-th row and m-th column, and zeros
otherwise. We also used, in the last line, the equation〈
u
∂v
∂xm
〉
+
〈
v
∂u
∂xm
〉
=
N∑
n=1
〈
uv(Σ−1)mn(xn − µn)
〉
for averages of functions u(x), v(x) with respect to a Gaussian distribution with parameters
(µ,Σ). Multiplying by the inverse of the Fisher information matrix now yields (22).
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