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Abstract
We study the scenario of discretely self-similar blow-up for Navier-Stokes
equations. We prove that at the possible blow-up time such solutions only one
point singularity. In case of the scaling parameter λ near 1 we remove the
singularity.
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1 Introduction
We consider the Navier-Stokes equations in R3
(1.1) ∂tu+ (u · ∇)u−∆u = −∇pi, ∇ · u = 0,
where u = (u1, u2, u3) denotes the velocity field, while pi stands for the pressure. We
are concerned on the the (backward) self-similar type blow-up of the smooth solutions
to the Navier-Stokes equations. We say that a function u : R3 × (−∞, 0) → R3 is
self-similar of u(x, t) = λu(λx, λ2t) for all > 1 and for all (x, t) ∈ R3×(−∞, 0). A self-
similar function has the representation u(x, t) = 1√−tU(
x√−t) for a function U : R
3 →
R
3, which is called the profile of u. Leray first considered and asked the question of
possibility of the self-similar blow-up for the 3D Navier-Stokes equations in [8]. Later,
Necˇas, Ru˚cˇizˇka and Sˇvera´k proved in [9] that there exists no nontrivial solution to
the 3D Navier-Stokes equations, having the profile U ∈ L3. This result was extended
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by Tsai in [15], showing the triviality of a self-similar solution to the Navier-Stokes
equation, which satisfies the local energy inequality, or the profile U of which belongs
to Lp(R3) for some p ∈ (3,+∞].
For more general notion of the discretely self-similar solutions Tsai[14] proved ex-
istence of forward discretely self-similar solutions for the scaling parameter λ close to
one, while in more recent paper [1] Bradshaw and Tsai proved existence of the global
forward discretely self-similar solutions to the Navier-Stokes equations for arbitrary λ.
Now it becomes quite natural to ask whether such result also holds for backward dis-
cretely self-similar solutions. Here we call u : R3 × (−∞, 0)→ R3 backward discretely
self-similar with respect to λ ∈ (1,+∞) or shortly λ-DSS if for all (x, t) ∈ R3×(−∞, 0)
it holds
(1.2) u(x, t) = λu(λx, λ2t).
Defining uλ(x, t) = λu(λx, λ
2t), the relation (1.1) becomes uλ = u. We recall that
the notion self-similarlity implies u = uλ for all λ > 1, while in the case of discrete
self-similarity the scaling parameter λ > 1 is a fixed number. In the case of Euler
equations the nonexistence results for the backward discretely self-similar solutions are
obtained in [4, 3]. For the case of Navier-Stokes equations such nonexistence result for
the nontrivial-discretely self-similar solutions is still not available in the literature (see
Remark 1.2 below for the case u ∈ C((−∞, 0);L3(R3)) ). As stated in [14, section 1]
it is an open problem in the nontrivial profile case.
In what follows we set Q = R3 × (−∞, 0). The first aim of this paper is to prove
that such backward λ- DSS solutions to the Navier-Stokes equations in Q are regular
outside the origin z = (0, 0), and they behave like C∗√−t+|x| for a positive constant
C∗ > 0. Our second main theorem is the existence of λ∗ > 1 depending on C∗ such
that for all λ ∈ (1, λ∗] every backward λ-DSS solution u to the Navier-Stokes equations
with |u(x, t)| ≤ C∗√−t+|x| is trivial.
For z0 = (x0, t0) ∈ R4 and 0 < r < +∞ by Q(z0, r) we denote the parabolic cube
B(x0, r) × (t0 − r2, t0). Here B(x0, r) stands for the usual ball in R3 with respect to
the Euclidian norm. We set
V 2(Q(z0, R)) = L
∞(−t0−R2, t0;L2(B(x0, R)))∩L2(t0−R2, t0;W 1, 2(B(x0, R))).
For any Banach space X of vector functions by Xσ we denote the subspace of all
divergence free fields.
Our first main result shows that for each λ > 1 the λ-DSS solution is regular
everywhere except at one point.
Theorem 1.1. For 3 ≤ p < +∞ let u ∈ C((−∞, 0);Lp(R3))∩C∞(Q) be a solution to
the Navier-Stokes equations, and λ-DSS for some λ ∈ (1,+∞). Then the solution u is
regular on Q \ {(0, 0)}, and satisfies the estimate
(1.3) |u(x, t)| ≤ C√−t + |x| ∀ (x, t) ∈ Q.
Remark 1.2. If u ∈ C((−∞, 0);L3(R3)), and discretely self-similar, then u ∈ L∞(−∞, 0;L3(R3)).
Thus, in case p = 3, by using the result in [5], we get the full regularity u in Q.
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Our second main result of this paper is to show that for λ > 1 close to 1 one can
remove the λ-DSS solution.
Theorem 1.3. For evrey C∗ > 0 there exists λ∗ > 1 depending on C∗ such that if
u ∈ C∞(Q) is a λ-DSS solution the Navier-Stokes equations for λ ∈ (1, λ∗), which
satisfies
(1.4) |u(x, t)| ≤ C∗√−t + |x| ∀ (x, t) ∈ Q.
Then u ≡ 0.
Remark 1.4. Note that the criterion of [7] implies that if C∗ in (1.4) is small enough,
then every λ-DSS solution to the Navier-Stokes equations satisfying (1.4) is trivial.
The notion of asymptotically self-similar scenario of solutions to semi-linear heat equa-
tions has been introduced first by Giga and Kohn in [6]. As an application of Theorem
1.3 we can exclude a scenario of asymptotically discretely self-similar singularities with
the scaling parameter λ close to 1.
Theorem 1.5. Let 3 ≤ p < +∞ and u ∈ C([0, t∗);Lp(R3)) be a local in time smooth
solution to (NS). Suppose there exists v(x, t) ∈ C((−∞, 0);Lp(R3)), fulfilling the in-
equality (1.4), which is a λ−DSS function with respect to (x∗, t∗) with λ ∈ (1, λ∗) for
λ∗ according to Theorem 1.3 such that
(1.5) lim
t→t∗
(t∗ − t)
p−3
2p sup
t<τ<t∗
‖u(·, τ)− v(·, τ)‖Lp(BR√t∗−t(x∗)) = 0 ∀R > 0.
Then, v = 0, and (x∗, t∗) is a regular point.
Remark 1.6. We are assuming that v in (1.5) is a DSS function(not DSS solution
of NS), and due to the factor (t∗ − t)
p−3
2p → 0 for p > 3 the “convergence” u → v in
Lp(BR
√
t∗−t(x∗)) is not guaranteed in general.
2 Regularity and decay for λ-DSS solutions to the
Navier-Stokes equations-Proof of Theorem1.1
Let u ∈ C((−∞, 0);Lp(R3)) ∩ C∞(Q) be a solution to the Navier-Stokes equations,
and λ-DSS for some λ ∈ (1,+∞).
1. Asymptotical behavior in time: We prove that
(2.1) ‖u(t)‖pp ≤ λp−3‖u‖pL∞(−λ2,−1;Lp)(−t)
3−p
2 ∀ t ∈ (−∞, 0).
Let t ∈ (−∞, 0) be arbitrarily chosen. Clearly, there exists a unique k ∈ Z such
that t ∈ [−λ2(k+1),−λ2k). Recalling that u is λ-DSS, we calculate
‖u(λ−2kt)‖pp =
∫
R3
|u(x, λ−2kt)|pdx = λ(p−3)k
∫
R3
|λ−ku(λ−kx, λ−2kt)|pdx
= λ(p−3)k‖u(t)‖pp.
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Since λ−2kt ∈ [−λ2,−1) and λ2k < −t ≤ λ2(k+1) we get
‖u(t)‖pp = λ(3−p)k‖u(λ−2kt)‖pp
≤ λ(3−p)k‖u‖pL∞(−λ2,−1;Lp) = λp−3‖u‖pL∞(−λ2,−1;Lp)(λ2(k+1))
3−p
2
≤ λp−3‖u‖pL∞(−λ2,−1;Lp)(−t)
3−p
2 .
Whence, (2.1).
As a consequence of (2.1) along with Caldero´n-Zygmund’s estimate get
(2.2) ‖pi(t)‖
p
2
p
2
≤ C‖u‖pL∞(−λ2,−1;Lp)(−t)
3−p
2 ∀ t ∈ (−∞, 0)
for a positive constant C depending only on p and λ. In particular, from (2.1) and
(2.2) respectively it follows that for all 2 ≤ q < 2p
p−3 and for all 0 < R < +∞
(2.3) u ∈ Lq(−R2, 0;Lp(R3)), pi ∈ L q2 (−R2, 0;L p2 (R3)),
together with the estimate
‖u‖Lq(−R2,0;Lp) + ‖pi‖1/2Lq/2(−R2,0;Lp/2) ≤ CR
2
q
− p−3
p ‖u‖L∞(−λ2,−1;Lp),(2.4)
where the constant C > 0 depends only on p and λ.
2. Local energy inequality: Let 0 < r < R < +∞. Since u ∈ C∞(Q) we get for all
φ ∈ C∞c (B(0, R) × (−R2, 0]) and for all t ∈ (−R2,−r2) the following local energy
equality
1
2
∫
R3
|u(t)|2φ2dx+
t∫
−R2
∫
R3
|∇u|2φ2dxds
=
1
2
t∫
−R2
∫
R3
|u|2(∂t +∆)φ2dxds+ 1
2
t∫
−R2
∫
R3
|u|2u · ∇φ2dxds
+
t∫
−R2
∫
R3
piu · ∇φ2dxds
= I + II + III.(2.5)
In (2.5) we now take φ ∈ C∞(R4) such that 0 ≤ φ ≤ 1 in R4, φ ≡ 1 on Q(0, R),
φ ≡ 0 in Q \Q(0, 2R) and
|∇φ| ≤ CR−1, |∂tφ|+ |∇2φ| ≤ CR−2.
Firstly, employing Ho¨lder’s inequality togehter with (2.4), we find
I ≤ CR−2‖u‖22,Q(0,2R) ≤ CR3−
6
p
− 4
q ‖u‖2Lq(−4R2,0;Lp) ≤ CR‖u‖2L∞(−λ2,−1;Lp).
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In particular, we have obtained the inequality
(2.6) ‖u‖22,Q(0,2R) ≤ CR3‖u‖2L∞(−λ2,−1;Lp).
Secondly, by the aid of Ho¨lder’s inequality along with (2.4) we estimate
II ≤ CR−1
∫
Q(0,2R)
|u|φ|u|2dxds ≤ CR−1‖uφ‖
L
q
q−2 (−4R2,−r2;L
p
p−2 )
‖u‖2Lq(−4R2,0;Lp)
≤ CR 4q− 2(p−3)p −1‖uφ‖
L
q
q−2 (−4R2,−r2;L
p
p−2 )
‖u‖2L∞(−λ2,−1;Lp).
In case p ≥ 4, having p
p−2 ≤ 2, with the help of Jensen’s inequality we estimate
R
4
q
− 2(p−3)
p
−1‖uφ‖
L
q
q−2 (−4R2,−r2;L
p
p−2 )
≤ CR 12‖uφ‖L∞(−4R2,−r2;L2)
and by Young’s inequality it follows that
II ≤ 1
16
‖uφ‖2L∞(−4R2,−r2;L2) + CR‖u‖4L∞(−λ2,−1;Lp).
In case 3 ≤ p < 4 we choose q = 8p
7p−12 . As it readily seen that 2 < q <
2p
p−3 and
2
q
q−2
+ 3p
p−2
= 3
2
. Thus, by Sobolev’s embedding theorem, Ho¨lder’s inequality, and (2.6),
we obtain
‖uφ‖
L
q
q−2 (−4R2,−r2;L
p
p−2 )
≤ C‖uφ‖L∞(−4R2,−r2;L2) + ‖∇uφ‖L2(−4R2,−r2;L2) + CR−1‖u‖2,Q(0,2R)
≤ C‖uφ‖L∞(−4R2,−r2;L2) + ‖∇uφ‖L2(−4R2,−r2;L2) + CR 12‖u‖L∞(−λ2,−1;Lp).
Observing that 4
q
− 2(p−3)
p
−1 = 7p−12
2p
− 4p−12
2p
−1 = 1
2
, and applying Young’s inequality,
we find
II ≤ CR 12
(
‖uφ‖L∞(−4R2,−r2;L2) + ‖∇uφ‖L2(−4R2,−r2;L2)
)
‖u‖2L∞(−λ2,−1;Lp)
+ CR‖u‖3L∞(−λ2,−1;Lp).
≤ 1
16
‖uφ‖2L∞(−4R2,−r2;L2) +
1
8
‖∇uφ‖2L2(−4R2,−r2;L2)
+ CR
(
‖u‖2Lq(−4R2,0;Lp) + ‖u‖4Lq(−4R2,0;Lp)
)
.
By an analogous reasoning using (2.4),we get
III ≤ CR−1‖uφ‖
L
q
q−2 (−4R2,−r2;L
p
p−2 )
‖pi‖Lq/2(−4R2,0;Lp/2)
≤ CR 4q− 2(p−3)p −1‖uφ‖
L
q
q−2 (−4R2,−r2;L
p
p−2 )
‖u‖2L∞(−λ2,−1;Lp)
≤ 1
16
‖uφ‖2L∞(−4R2,−r2;L2) +
1
8
‖∇uφ‖2L2(−4R2,−r2;L2)
+ CR
(
‖u‖2Lq(−4R2,0;Lp) + ‖u‖4Lq(−4R2,0;Lp)
)
.
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Inserting the above estimates of I, II and III into (2.5), and taking the supremum
over (−R2,−r2) with respect to time, we arrive at
‖uφ‖2L∞(−4R2,−r2;L2) + ‖∇uφ‖2L2(−4R2,−r2;L2)
≤ CR
(
‖u‖2L∞(−λ2,−1;Lp) + ‖u‖4L∞(−λ2,−1;Lp)
)
.(2.7)
Thus, by means of the lower semi-continuity of the norm, letting r → 0 in (2.7), it
follows that
‖u‖2L∞(−R2,0;L2(B(0,R))) + ‖∇u‖22,Q(0,R) ≤ CR
(
‖u‖2L∞(−λ2,−1;Lp) + ‖u‖4L∞(−λ2,−1;Lp)
)
,(2.8)
with a constant C > 0 depending only on p and λ.
3. Serrin type estimate in terms of weighted norm: Our next aim is to prove that
(2.9)
0∫
−∞
∫
B(0,R)\B(0,R−1)
|u|pdx(−t) p−52 dt < C logR‖u‖pL∞(−λ2,−1;Lp) ∀ 1 < R < +∞,
where the constant C > 0 depends only on p and λ.
In the proof below we use the following notation
Dk := B(0, λ
−k+1) \B(0, λ−k), k ∈ Z.
Clearly, u ∈ Lp(R3 × (−λ2,−1)) implies
(2.10)
∞∑
k=−∞
−1∫
−λ2
∫
Dk
|u|pdxdt =
−1∫
−λ2
∫
R3
|u|pdxdt ≤ (λ2 − 1)‖u‖pL∞(−λ2,−1;Lp).
By using the transformation formula of the Lebesgue integral we find
−1∫
−λ2
∫
Dk
|u|pdxdt = λ(p−5)k
−λ2k∫
−λ2k+2
∫
B(0,λ)\B(0,1)
|uλ−k|pdxdt
= λ(p−5)k
−λ2k∫
−λ2k+2
∫
B(0,λ)\B(0,1)
|u|pdxdt
≥ min{1, λ5−p}
−λ2k∫
−λ2k+2
∫
B(0,λ)\B(0,1)
|u|p(−t) p−52 dxdt.(2.11)
We now perform the sum over k ∈ Z on both sides of (2.11), which together with (2.10)
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gives
0∫
−∞
∫
B(0,λ)\B(0,1)
|u|pdx(−t) p−52 dt
≤ (min{1, λ5−p})−1
∞∑
k=−∞
−1∫
−λ2
∫
Dk
|u|pdxdt ≤ C(λ− 1)‖u‖pL∞(−λ2,−1;Lp).(2.12)
Due to discrete self-similarity of u we get from (2.12) for all k ∈ N
(2.13)
0∫
−∞
∫
Dk
|u|pdx(−t) p−52 dt =
0∫
−∞
∫
B(0,λ)\B(0,1)
|u|pdx(−t) p−52 dt < C(λ−1)‖u‖pL∞(−λ2,−1;Lp).
Given 1 < R < +∞ we may choose N ∈ N such that λN < R ≤ λN+1. Summation of
(2.13) over k = −N + 1, . . . , N + 1 yields
(2.14)
0∫
−∞
∫
B
λN+1
\B
λ−N
|u|pdx(−t) p−52 dt < CN(λ− 1)‖u‖pL∞(−λ2,−1;Lp) ∀N ∈ N.
Since N(λ− 1) ≤ C(λ− 1) logR
log λ
, we get (2.9). We wish to remark that the constant in
(2.9) stays bounded as λ→ 1.
4. Regularity in Q \ {0, 0}: It suffices to show that every point z0 = (x0, 0) 6= (0, 0) is
a regular point. Let us assume that z0 = (x0, 0) 6= (0, 0) is not a regular point, i.e. u
not bounded in any neighborhood of z0. Appealing to [16, Theorem5.1], there exists
an absolute constant ε > 0 such that
(2.15) r−2
∫
Q(z0,r)
|u|3dxdt ≥ ε3 ∀0 < r < +∞.
Otherwise, u is bounded in a neighborhood of z0. We also wish to emphasize that the
above ε condition can be seen as an improvement of Scheffer’s criterion (cf. [11], and
[10, Theorem15.3], [12, Lemma6.1]), which includes the L3/2(Q(z0, r)) norm of the
pressure. Although the above criterion has been proved in [16, Theorem5.1] for local
suitable weak solution it still remain true in our case. Indeed, it not difficult to check
that if (u, p) is a suitable weak solution to the Navier-Stokes equations, then u is a
local suitable weak solution in the sense of [16, Definition 3.1]. For readers convenience
a detailed proof of this claim is presented in the appendix of this paper.
Define ρ := 1
2
min{|x0|, 1}. Then Q(z0, ρ) ⊂ B(0, 3ρ) \ B(0, ρ)× (−∞, 0). In view
of (2.9) we have
(2.16)
∫
Q(z0,ρ)
|u|pdx(−t) p−52 dt < +∞.
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Let {ρk} be a sequence in (0, ρ) such that ρk → 0 as k → +∞. Then (2.16) implies
that
(2.17)
∫
Q(z0,ρk)
|u|pdx(−t) p−52 dt→ 0 as k → +∞.
We now define
vk(y, s) = ρku(x0 + ρky, ρ
2
ks),
pik(y, s) = ρ
2
kpi(x0 + ρky, ρ
2
ks), (y, s) ∈ R3 × (−∞, 0).
Then thanks to scaling invariance, (2.15) yields
(2.18) r−2
∫
Q(0,r)
|vk|3dyds ≥ ε3 ∀0 < r < +∞.
On the other hand, rescaling (2.17) leads to
(2.19)
∫
Q(0,1)
|vk|pdy(−s)
p−5
2 ds→ 0 as k → +∞.
By means of Riesz-Fischer’s theorem, eventually passing to a subsequence, from (2.19)
we deduce that
(2.20) vk → 0 a.e. in Q(0, 1) as k → +∞.
Furthermore, observing (2.1) and (2.2), we infer that for all s ∈ (−∞, 0)
‖vk(s)‖pp = ρp−3k ‖u(ρ2ks)‖p ≤ ρp−3k λp−3‖u‖pL∞(−λ2,−1;Lp)(−ρ2ks)
3−p
2
≤ λp−3‖u‖pL∞(−λ2,−1;Lp)s
3−p
2 .(2.21)
In particular, for every 2 < q < 2p
p−3 and 0 < R < +∞ we get the estimate
(2.22) ‖vk‖Lq(−R2,0;Lp) + ‖pik‖1/2Lq/2(−R2,0;Lp/2) ≤ CR
2
q
− p−3
p ‖u‖L∞(−λ2,−1;Lp)
with a constant C > 0 depending only on p and λ. Since (vk, pik) is a solution to
the Navier-Stokes equations, using the same argument as we have used in the proof of
(2.8), from (2.22) we get for all 0 < R < +∞ the estimate for the local energy
‖vk‖2L∞(−R2,0;L2(B(0,R))) + ‖∇vk‖22,Q(0,R)
≤ CR
(
‖u‖2L∞(−λ2,−1;Lp) + ‖u‖4L∞(−λ2,−1;Lp)
)
.(2.23)
By virtue of Sobolev’s embedding theorem we see that {vk} is bounded in L2(−R2, 0;L6(B(0, R))),
and thus by an interpolation argument it follows that {vk} is bounded in L10/3(Q(0, R)).
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Observing (2.20), we are now in a position to apply Vitali’s comvergence theorem to
conclude that
(2.24) vk → 0 strongly in L3(Q(0, 1)) as k → +∞.
However, this contradicts (2.18). Thus, we conclude that u is regular on Q \ {(0, 0)}.
We also wish to remark that from the convergence property (2.24) and the uniqueness
of the limit after returning to the function u, we obtain
lim
r→0
r−2
∫
Q(z0,r)
|u|3dxdt = 0.
Then thanks to [7, Theorem 1.1] we infer that z0 is a regular point.
5. Proof of (1.3) . According to the step 4., where we have shown that u is bounded
in any set R3 × (−∞, 0) \Q(0, r) it holds
(2.25) |u(x, t)| ≤ C ∀ (x, t) ∈ Q(0, λ) \Q(0, 1).
Now let (x, t) ∈ Q \ {(0, 0)}. Then there exists k ∈ Z such that
(x, t) ∈ Q(0, λk+1) \Q(0, λk).
Thus, (λ−kx, λ−2kt) ∈ Q(0, λ) \ Q(0, 1). In view of (1.2) and (2.25) it is readily seen
that
|u(x, t)| = |uλ−k(x, t)| = λ−k|u(λ−kx, λ−2kt)| ≤ λ−kC.
As
√−t + |x| ≤ 2max{|x|, √−t} ≤ 2λk+1, from the inequality above it follows that
|u(x, t)| ≤ 2Cλ√−t + |x| .
This completes the proof of the theorem.
3 Proof of Theorem1.3
Let u ∈ C((−∞, 0);Lp(R3)) ∩ C∞(R3) be a smooth solution to the Navier-Stokes
equations satisfying with a constant C∗ > 0 the inequality
(3.1) |u(x, t)| ≤ C∗√−t + |x| ∀ (x, t) ∈ Q.
Thus, by using the regularity theory of the Navier-Stokes equations we infer for all
l ∈ N
(3.2) |∇lu(x, t)| ≤ Cl
(−t) 1+l2 + |x|1+l
.
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We denote by ω = ∇× u the vorticity of u. From the vorticity equation and (3.2) we
deduce that
(3.3) |∂tω| ≤ C
(−t)2 + |x|4 , |∇ω| ≤
C
(−t) 32 + |x|3 .
1. Condition for non trivial DSS functions. Thanks to (3.1) we get for −R2 ≤ t < 0,
0 < R < +∞
‖u(t)‖22,B(0,R) ≤
∫
B(0,R)
C
−t + |x|2dx ≤ CR.
Furthermore appealing to (3.2) with l = 1, we obtain for all k ∈ N
‖∇u‖22,Q(0,2−k+1R)\Q(0,2−kR) ≤
∫
Q(0,2−k+1R)\Q(0,2−kR)
C
(−t)2 + |x|4dx ≤ C2
−kR.
Summation over k ∈ N yields
‖∇u‖22,Q(0,R) ≤ CR.
From the two estimates above we deduce that
(3.4) ‖u‖2V 2(Q(0,R)) = ‖u‖2L∞(−R2,0;L2(B(0,R))) + ‖∇u‖22,Q(0,R) ≤ CR.
According to [16, Theorem5.1] there exists an absolute number ε > 0 such that if
(3.5)
∫
Q(0,1)
|u|3dxdt ≤ ε3,
then u is bounded in Q(0, 1/2).
We now assume that u is λ-DSS (λ > 1) and non trivial. Then we must have
(3.6)
∫
Q(0,1)
|u|3dxdt > ε3.
Otherwise, we get for every (x, t) ∈ Q
|u(x, t)| = λ−k|u(λ−k, λ−2kt)| ≤ Cλ−k → 0
as k → +∞.
2. Indirect argument. We now assume the assertion of the theorem is not true. Then
there exists a sequence λj ∈ (1,+∞) with λj → 1 as j → +∞, and a sequence of non
trivial λj-DSS solutions u
j to the Navier-Stokes equations in Q satisfying the condtion
(1.4) for some constant C∗ > 0. Hence, by step 1 it follows that
(3.7)
∫
Q(0,1)
|uj|3dxdt > ε3 ∀ j ∈ N.
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Observing (3.4), by an reflexivity argument together with Banach-Alaoglu’s theorem
(eventually passing to a subsequence), we get a function u ∈ V 2loc,σ(Q) such that for all
0 < R < +∞
∇uj →∇u weakly in L2(Q(0, R)) as j → +∞
uj → u weakly-∗ in L∞(−R2, 0;L2(B(0, R)) as j → +∞.
In order to verify the compactness with respect to the L3(Q(0, R)) norm we need a
priori bound for the pressure pij . This can be done by decomposing pij into the sum
pij1 + pi
j
2, where pi
j
1 and pi
j
2 is given by
−∆pij1 = ∇ · ∇ · (u⊗ uχ|x|≤1), −∆pij2 = ∇ · ∇ · (u⊗ uχ|x|>1).
Then by Calderon-Zygmund inequality together with (3.1) we obtain for t ∈ (−∞, 0)
‖pij1(t)‖5/4L5/4 ≤ c
∫
B(0,1)
|uj|5/2dx ≤ cC5/2∗
∫
B(0,1)
|x|−5/2dx ≤ cC5/2∗ ,
‖pij2(t)‖2L2 ≤ c
∫
B(0,1)c
|uj|4dx ≤ cC4∗
∫
B(0,1)c
|x|−4dx ≤ cC4∗ .
This shows that for all 0 < R < +∞ we have the bound
(3.8) ‖pij‖L5/4(0,R) ≤ cC2∗ .
By means of compactness due to Aubin-Lions lemma we obtain for all 0 < R < +∞
uj → u in L3(Q(0, R)) as j → +∞.
With the help of the above convergence properties we infer that u is a local weak
solution to the Navier-Stokes equations. In particular, from (3.7) we deduce that
(3.9)
∫
Q(0,1)
|u|3dxdt ≥ ε3 ∀ j ∈ N.
Let us now prove that u is backward self-similar. We set ωj = ∇× uj, j ∈ N and
ω = ∇ × u. Let Q(z0, r) ⊂ Q \ {(0, 0)}, 0 < r < +∞. According to (3.3) |∂tωj| and
|∇ωj| are uniformly bounded on Q(z0, r). Using Arzela`-Ascoli’s theorem, eventually
passing to a subsequence, we get
(3.10) ωj → ω uniformly on Q(z0, r) as j → +∞.
Let 1 < µ < +∞ be arbitrarily chosen, but fixed. Clearly, there exists a unique
kj = k(λj , µ) ∈ N such that
(3.11) λ
kj−1
j ≤ µ < λkjj .
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We observe that 0 ≤ λkjj −µ ≤ λkjj −λkj−1j = λkj−1j (λj−1) ≤ µ(λj−1)→ 0 as j → +∞,
which shows that
(3.12) λ
kj
j → µ as j → +∞.
Let z = (x, t) ∈ Q. Note that for j ∈ N taken sufficiently large, we have |x − λkjj x| =
(λ
kj
j − 1)|x| ≤ λjµ|x| ≤ µ2|x|, and |t − λ2kjj t|
1
2 ≤ (λ2kjj − 1)
1
2 |t| 12 ≤ µ2√−t. Setting
R = µ2max{|x|, √−t} we see that for sufficiently large j ∈ N
zj = (λ
kj
j x, λ
kj
j t) ∈ Q(z, R) ⊂ R3 × (−∞, 0] \ {(0, 0)}.
In addition, it can been easily checked that (µx, µ2t) ∈ Q(z, R). Using triangular
inequality and the fact that
λ
2kj
j ω
j(λ
kj
j x, λ
2kj
j t) = ω
j(x, t),
we get
|µ2ω(µx, µ2t)− ω(x, t)|
≤ |µ2ω(µx, µ2t)− µ2ωj(µx, µ2t)|+ |µ2ωj(µx, µ2t)− ωj(x, t)|
+ |ωj(x, t)− ω(x, t)|.
Clearly, thanks to (3.10) the first term and the last term on the right-hand side con-
verges to zero as j → +∞. We only need to investigate the second term. In fact, by
using the discrete self-similarity of each ωj and triangular inequality, we find
|µ2ωj(µx, µ2t)− ωj(x, t)|
= |µ2ωj(µx, µ2t)− λ2kjj ωj(λkjj x, λ2kjj t)|
≤ (λ2kjj − µ2)|ωj(µx, µ2t)|+ λ2kjj |ωj(µx, µ2t)− ωj(λkjj x, λ2kjj t)|
≤ (λ2kjj − µ2)|ωj(µx, µ2t)|+ λ2kjj |ωj(µx, µ2t)− ω(µx, µ2t)|
+ λ
2kj
j |ω(µx, µ2t)− ω(λkjj x, λ2kjj t)|+ λ2kjj |ω(λkjj x, λ2kjj t)− ωj(λkjj x, λ2kjj t)|.
It is readily seen that due to (3.10) and (3.12) the first term tends to zero as j → +∞,
while by virtue of (3.10), (3.12) and the continuity of ω, the second, third and fourth
term tends to zero as j → +∞. Consequently,
µ2ω(µx, µ2t) = ω(x, t).
In particular, ∇ × (uµ − u) = 0. Due to ∇ · (uµ − u) = 0 the function uµ − u
is harmonic. Observing (3.1), the Liouville theorem for harmonic functions implies
uµ−u = 0. Hence, u is a backward self-similar solution to the Navier-Stokes equations
fulfilling
(3.13) |u(x, t)| ≤ C√−t + |x| , (x, t) ∈ Q \ {(0, 0)}.
In particular, u satisfies the local energy estimate (3.4). Thus, we are in a position
to apply Tsai’s result [15, Theorem2], to see that u is identical zero. However this
contradicts to (3.9). Since our assumption is false the assertion of the theorem must
be true.
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4 Proof of Theorem1.5
Although the proof is similar to the proof of Theorem 1.2 in [2], we write it in detail
for reader’s convenience.
We rewrite v in terms of the self-similar variables as
v(x, t) =
1√
t∗ − t
V
(
x− x∗√
t∗ − t
,− log(t∗ − t)
)
for some V ∈ C(−∞,+∞;Lp(R3) ∩ C∞(R3)), and transform (u, pi) → (U, P ) by the
formula
u(x, t) =
1√
t∗ − t
U(y, s), pi(x, t) =
1
t∗ − tP (y, s),
where
y =
x− x∗√
t∗ − t
, s = − log(t∗ − t)
Then, we notice that the condition of discrete self-similarity of the function u(x, t) of
(1.2) is equivalent to the time-periodicity of U , V (·, s) = V (·, s+ 2 log λ) for all s ∈ R,
and (U, P ) solves
(4.1) Us +
1
2
U +
1
2
(y · ∇)U + (U · ∇)U −∆U = −∇P, ∇ · U = 0,
and the condition (1.5) is transformed into
(4.2) lim
s→∞
‖U(·, s)− V (·, s)‖Lp(BR(0)) = 0 ∀R > 0.
We also note that the discrete self-similarity λu(λx, λ2t) = u(x, t) is equivalent to the
time periodicity
U(·, s) = U(·, s+ S0), S0 := 2 log λ.
Given ξ ∈ C∞0 (0, S0), φ = (φ1, φ2, φ3) ∈ C∞0 (R3) with ∇ · φ = 0 and n ∈ N, we take
L2(R3 × [n, n + S0]) inner product the first equation of (4.1) by ξ(· − S0n)φ. Then,
after integration by part we obtain
−
∫ S0
0
∫
R3
ξs(s)φ(y) · V (y, s+ S0n)dyds−
∫ S0
0
∫
R3
ξ(s)φ(y) · V (y, s+ S0n)dyds
−1
2
∫ S0
0
∫
R3
ξ(s)φ(y) · (y · ∇)V (y, s+ S0n)dyds
−
∫ S0
0
∫
R3
ξ(s)[V (y, s+ S0n) · V (y, s+ S0n) · ∇)φ(y)]dyds
=
∫ S0
0
∫
R3
ξ(s)V (y, s+ S0n) ·∆φ(y)dyds(4.3)
Similarly from the second equation of (4.1) we have
(4.4)
∫ S0
0
∫
R3
ξ(s)V (y, s+ S0n) · ∇ψ(y)dyds = 0.
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for all ψ ∈ C∞0 (R3) Passing n→∞ in (4.3) and (4.4) and recalling (4.2), we find that
V satisfies
∫ S0
0
∫
R3
{
Vs +
1
2
V +
1
2
(y · ∇)V + (V · ∇)V −∆V
}
· φ(y)ξ(s)dyds = 0
for all φ ∈ [C∞0 (R3)]3 with ∇ · φ = 0 and ξ ∈ C∞0 (0, S0), and
∫ S0
0
∫
R3
ξ(s)[∇ · V ]ψ(y)dyds = 0.
for all ψ ∈ C∞0 (R3), ξ ∈ C∞0 (0, S0). Therefore there exists P¯ such that
(4.5) Vs +
1
2
V +
1
2
(y · ∇)V + (V · ∇)V −∆V = −∇P¯ , ∇ · V = 0,
Since (v, pi) given by
v(x, t) =
1√
t∗ − t
V (y, s), pi(x, t) =
1
t∗ − tP¯ (y, s),
is a discretely self-similar solution with the scaling parameter λ ∈ (1, λ∗), applying
Theorem 1.3, we find v = V = 0, and (4.2) reduces to
(4.6) lim
s→∞
‖U(·, s)‖Lp(BR(0)) = 0 ∀R > 0,
which can be written, in terms of the physical variables, as
(4.7) lim
t→t∗
{
(t∗ − t)
p−3
2p sup
t<τ<t∗
‖u(·, τ)‖Lp(BR√t∗−t(x∗))
}
= 0.
Setting R = 1, and
√
t∗ − t = r in (4.7), we have
(4.8) lim
r→0
{
r
p−3
p sup
−r2<τ<0
‖u(·, τ)‖Lp(Br(x∗))
}
= 0.
Applying the regularity criterion by Seregin-Sˇvera´k (cf. [13, Lemma3.3]), we are led
to the fact that z∗ = (x∗, t∗) is a regular point.
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A Remark on the notion of local suitable weak so-
lutions
In this appendix we would like to clarify that any suitable weak solution to the Navier-
Stokes equations is a local suitable weak solution in the sense of [16, Definition 3.1].
To this end, let Ω ⊂ R3 be a domain and 0 < T < +∞. By Q we denote the
space time cylinder Ω × (0, T ). We denote V 1,2σ (Q) the space of all vector functions
L∞(0, T ;L2(Ω))∩L2(0, T ;W 1, 2(Ω)) fulfilling ∇·u = 0 a.e. in Q. We recall the following
notion of localized suitable weak solution to the Navier-Stokes equations, which is more
general than the usual notion given by Scheffer in [11].
Definition A.1. Given f ∈ L2(Q;R3), a pair (u, p) ∈ V 1,2σ (Q) × L3/2(Q) is called a
suitable weak solution to the Navier-Stokes equations
∇ · u = 0 in Q,(A.1)
∂tu+ u · ∇u−∆u = −∇p + f in Q,(A.2)
if (A.2) is satisfied in the sense of distributions, i.e. for every ϕ ∈ C∞(Q) it holds
∫
Q
−u · ∂tϕ+ (−u⊗ u+∇u) : ∇ϕdxdt =
∫
Q
p∇ · ϕ + f · ϕdxdt,(A.3)
and if the the following local energy inequality holds true for a.e. 0 < t < T and for
all non negative φ ∈ C∞(Q) with supp(φ) ⊂ Ω× (0, T ],
∫
Ω
|u(t)|2φ(t)dx+ 2
t∫
0
∫
Ω
|∇u|2φdxds
≤
t∫
0
∫
Ω
|u|2(∂t +∆)φ+ (|u|2 + 2p)u · ∇φ+ 2f · uφdxds.(A.4)
Lemma A.2. Let (u, p) ∈ V 1,2σ (Q)×L3/2(Q) be a suitable weak solution to the Navier-
Stokes equations (A.1), (A.2). Then u is a local suitable weak solution in the sense of
[16, Definition 3.1].
Proof: Let B ⊂ Ω be a fixed ball. Since B is bounded, we easily see that all terms
in (A.2) besides ∂tu belong to L
3/2(0, T ;W−1,3/2(B)). Accordingly, u admits a distri-
butional time derivative in L3/2(0, T ;W−1,3/2(B)). Let E∗B = ∇PB denote the local
pressure projection introduced in [16], which is a projection inW−1, r(B), 1 < r < +∞,
onto the closed subspace of functionals of the form ∇q (for more details on the prop-
erties of E∗B we refer to [17]).
Now, we define
∇ph,B(t) = −E∗B(u(t)), ∇p0,B = E∗B(−(u · ∇)u+∆u+ f),
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and set vB = u + ∇ph,B. We also wish to note that owing to ∇ · u = 0 the pressure
ph,B(t) is harmonic in B for a.e. t ∈ (0, T ).
Since E∗B is a bounded spatial operator, it commutates with the distributional time
derivative. This yields
E∗B(∂tu) = ∂t(E
∗
B(u)) = −∂t∇ph,B in B × (0, T )
in the sense of distributions. Since the left-hand side belongs to L3/2(0, T ;W−1,3/2(B)),
we infer that ∇ph,B admits a distributional time derivative in L3/2(0, T ;W−1,3/2(Ω)).
Thus taking into account that ph,B is harmonic with respect to the spatial vari-
able, using the mean value property of harmonic functions together with Cacciop-
poli inequality, it follows that ∂t∇ph,B ∈ L3/2(0, T ;C∞(B)). On the other hand, as
∇p ∈ L3/2(0, T ;W−1,3/2(B)) we get
∇p = E∗B(∇p) = −E∗B(∂tu) + E∗B(−(u · ∇)u+∆u+ f)
= ∂t∇ph,B +∇p0,B(A.5)
in B × (0, T ) in the sense of distributions.
Let 0 < t < T be chosen so that
(A.6)
1
h
t+h∫
t
u(s)ds→ u(t) in L2(B) as h→ 0+.
Clearly, by means of the boundedness of the operator E∗B in L
2(B), the condition (A.6)
implies
(A.7)
1
h
t+h∫
t
∇ph,B(s)ds→∇ph,B(t) in L2(B) as h→ 0+.
Let φ ∈ C∞(Q) with φ ≥ 0 and supp(φ) ⊂ B × (0, T ] be arbitrarily chosen. For
0 < h < T − t by ηh ∈ C0,1(R) we denote the piecewise linear function such that ηh ≡ 1
in (−∞, t] and ηh = 0 in [t + h, T ). Surely, η′ = − 1hχ(t,t+h). By a routine density
argument it is readily seen that ϕ = 2∇phφηh is an admissible test function for (A.3).
Inserting this function into (A.3), using the identity (A.5), and applying integration
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by parts, we obtain
2
h
t+h∫
t
∫
B
u · ∇ph,Bφdxds− 2
t+h∫
0
∫
B
u · ∇ph,B∂tφηh + u · ∂t∇ph,Bφηhdxds
+ 2
t+h∫
0
∫
B
(−u ⊗ u+∇u) : ∇(∇ph,Bφ)ηhdxds
= 2
t+h∫
0
∫
B
p∇ph · ∇φηh + f · ∇phφηhdxds
= −1
h
t+h∫
t
∫
B
|∇ph,B|2φdxds+ 2
t+h∫
0
∫
B
|∇ph|2∂tφηhdxds
+
t+h∫
0
∫
B
p0∇ph · ∇φηh + f · ∇phφηhdxds.(A.8)
Thanks to (A.6) and (A.7) we are in a position to pass h → 0 in both sides of (A.8).
This together with an elementary manipulation of the resultant identity we obtain∫
B
(2u(t) · ∇ph,B(t) + |∇ph,B(t)|2)φ(t)dxds
=
t∫
0
∫
B
(2u · ∇ph,B + |∇ph,B|2)∂tφdxds
+ 2
t∫
0
∫
B
(u⊗ u−∇u) : ∇(∇ph,Bφ)dxds
− 2
t∫
0
∫
B
u∂tph,B · ∇φdxds+ 2
t∫
0
∫
B
p0,B∇ph,B · ∇φ+ f · ∇phφdxds.(A.9)
Combining (A.9) and (A.4), and once more appealing to (A.5), we are led to
∫
Ω
|vB(t)|2φ(t)dx+ 2
t∫
0
∫
Ω
|∇vB|2φdxds
≤
t∫
0
∫
Ω
|vB|2(∂t +∆)φ+ (|u|2u+ 2p0,BvB) · ∇φ+ f · uφdxds
+ 2
t∫
0
∫
B
u⊗ u : ∇(∇ph,Bφ)dxds.(A.10)
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Hence u is a local suitable weak solution to (A.1), (A.2) in the sense of [16, Defini-
tion 3.1].
Remark A.3. By a slight modification of the above proof it is readily seen that the
statement of LemmaA.2 remains valid even if we replace f ∈ L2(Q) by a more general
right-hand side f ∈ L2(0, T ;W−1,2(Ω)) + L1(0, T ;L2(Ω)).
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