The article by Besag, Green, Higdon, and Mengersen adds to a series of recent papers (Besag and Green (1993) , Geyer and Thompson (1993) , and Gelman and Rubin (1992b)) in making Markov chain Monte Carlo (MCMC) methods accessible to more statisticians, especially applied statisticians. I am glad to see that di erent algorithms are reviewed in a uni ed way and many examples are given. Although the article gives general recommendations as to which algorithms and sampling scans to choose, there is not much discussion on the empirical monitoring of convergence of the Markov chains. Since the convergence issue is very critical to the success of MCMC methods, and something close to my heart, I will make this issue my topic here. In particular, using the prostate cancer example in the Besag et al paper and the Ising model example in Gelman and Rubin (1992a), I illustrate that the cusum path plot in Yu and Mykland (1994) can e ectively bring out the local mixing property of the Markov chain.
Tanner, Sinhua, and Hall (1992) suggested diagnostic statistics based on importance weights, using either multiple chains or a single chain. A priori bounds on the convergence rate can be found in Rosenthal (1993) , and Mengersen and Tweedie (1993) , but unfortunately these theoretical bounds are currently known only in some very special cases. For other references on existing diagnostic tools, see the recent and thorough review by Cowles (1994) .
On the other hand, Yu and Mykland (1994) suggest that more information can be extracted from a single run than previously believed. The device is the cusum path plot, which brings out the local mixing behavior of the Markov chain in the direction of a chosen 1-dim summary statistic, more e ectively than the sequential plot. The cases where the cusum path plot work well are those where the mixing behavior is homogeneous across the sample space. For example, in some multi-modal examples, the reason that the chain gets trapped at a local mode is because the chain moves around very slowly, even within one mode, and the cusum path plot brings out this local mixing speed even when the sampler is trapped at one mode. As shown below, the Ising model example of Gelman and Rubin (1992a) has a slow local mixing property. One situation the cusum path plot fails is a variant on the witch's hat (cf. Ciu et al 1992, Yu and Mykland, 1994) where the chain has a split mixing behavior: fast in one region and slow in another. Now we introduce the cusum path plot formally. Let X 0 , X 1 , ..., X n be a single run of a Markov chain and T (X) the chosen 1-dim summary statistic. Let n 0 be the \burn-in" time and we construct our cusum statistics based on T (X n 0 +1 ); :::; T (X n ) to avoid the initial bias of the chain. What we get out of the cusum plot is the more detailed information we cannot see in the sequential plot of T (X) which MCMC users have been plotting all along.
Denote the observed cusum or partial sum aŝ
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Cusum path plot: Plot fŜ t g against t for t = n 0 +1; :::; n and connect the successive points with line segments. Since P tŜt = 0, the cusum path plot ends at 0. The mixing speed of T (X) is re ected in the smoothness of the cusum plot path, i.e., the more \hairy" the cusum path is, the faster the mixing speed of T (X); the smoother the cusum path, the slower the mixing speed of T (X). Moreover, the bigger the excursion the cusum path plot takes, the slower the mixing speed. See Yu and Mykland (1994) for the supporting arguments.
The cusum path plot should be compared to the \benchmark" cusum path plot, which is the cusum path plot of an iid sequence of normal random variables with their mean and variance matched with the estimated mean and variance of fT(X j ) : j = n 0 + 1; :::; ng. That is, for t = n 0 + 1; :::; n, letŜ By the invariance principle for the partial sums of weakly dependent process (cf. Philipp and Stout, 1975) , the benchmark path approximates, to the second order, the \ideal" cusum path of an iid sequence from the same target distribution. If the benchmark cusum path is comparable with the T cusum path in terms of smoothness of the path and size of the excursion, then we conclude that the sampler is mixing well (in the direction speci ed by T (X), to be precise). Otherwise, we conclude that the sampler is not mixing well, in the direction speci ed by T (X). When two Markov chains are compared for the same target distribution, one may omit the \benchmark" cusum path plot. Now we are ready to illustrate the use of the cusum path plot in the Ising model example in Gelman and Rubin (1992a) and in the prostate cancer example from the Besag et al paper. Note that we know that the mixing speed is slow in the Ising example, and Besag et al have concluded that there seems no signi cant multi-modality problem in the prostate cancer example.
For the Ising model, Professor Andrew Gelman kindly provided the two runs which appeared in Gelman and Rubin (1992a). For n 0 = 1000 and n = 2000, the sequential and cusum path plots are in Figures 1-3 . Each of the cusum plots shows clearly that the mixing is slow, while each of the sequential plots suggests that things have stabilized.
For the prostate cancer example, the authors kindly o ered the simulation data presented in their paper. For n 0 = 2000 and n = 7000, we monitored the 49 log-odds ratios ij and the corresponding reconstructed z ij 's. The cusum path plots for all 98 parameters compare well with the benchmark plots, indicating good mixing behaviors, consistent with the claims in Besag et al. In this note, I include only the sequential and cumsum plots for two of them { 7;1 and z 7;1 (Fig. 4  and 5) . The cusum plots display comparable paths of the data and the benchmark paths, in terms of smoothness and excursion size. As the authors note in Section 4.2, fast mixing arises because of the block updates and a large sampling interval or gap. Note that, since the 's, 's and 's are themselves unidenti able, it would be necessary to monitor them via appropriate contrasts. It is interesting to point out the e ect on the cusum plots when single component updates are used and in addition the sampling interval is reduced from 50 to 10. Fig 6 shows the results for a burn-in of 20,000 cycles and data collection over a further 25,000 cycles. It is clear that the cusum plots bring out the mixing properties more explicitly than the sequential plots, and in order to obtain valid inference based on MCMC methods, extreme care is needed with convergence diagnostics.
In conclusion, MCMC users have to su ciently explore the convergence issue before trusting the estimates that the Markov chain gives. Among other diagnostic tools such as sequential plot and autocorrelation plot, the cusum path plot is a simple and an e ective device to monitor the local mixing speed of a Markov chain. 
