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Abstract of Thesis Entitled: 
This thesis is an empirical investigation of the J-curve. Using Vector 
Autoregression (VAR) models, this study examines the feedback effect of an 
exchange rate depreciation (e.g. YenAJS$) on the trade balance of the center country 
(e.g. Japan) and on the bilateral trade balances between the two directly-affected 
countries (e.g. Japan and U.S.A.) under the flexible exchange rate regime. At the 
same time, the spillover effects on other countries (e.g. China) are also examined. The 
analysis of such spillover effects on another country is new. Japan and Singapore are 
chosen as center countries while the spillover countries include South Korea, China 
and Malaysia. We find that the J-curve effect exists for the trade balances of Japan 
and Singapore. The subsequent spillover effect on the trade balances of South Korea 
and China is initially positive when the Japanese Yen depreciates against the US 
dollar. But, the spllover effects of a Singapore dollar depreciation against the US 
dollar on Malaysian-Japan trade balances is initially negative. The patterns of exports 
and imports, trade balances and exchange rates of Asian countries after the Asian 
financial crisis are also briefly analyzed. 
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This study is an empirical investigation of the J-curve. According to Krugman 
and Obstfeld (1997), J-curve phenomenon occurs when a country's current account 
initially worsens after an exchange rate depreciation and then improves after several 
quarters, its time path has an initial segment reminiscent of a “J” and therefore is 
called the J-curve. This phenomenon is typically explained by the effects of rapid 
change of exchange rates on the value of foreign trade contracts which are executed 
with time lags. 
Japan and Singapore are the central countries analyzed in this thesis, under 
investigation. We focus on these two countries because they are adopting flexible 
exchange rate regimes among Asian countries. The objectives of this study are, on 
one hand, to investigate whether there are detectable J-curve effects reflected in the 
trade statistics of these countries, and on the other hand, to study the spillover effects 
of the exchange rate depreciation on third parties. 
The traditional method of investigating the J-curve effect is mainly conducted by 
using a univariate approach. The shortcoming of using a univariate approach is that 
the response is one way rather than mutual. Although many studies have been done on 
this topic, this study is different due to the use of Vector Autoregression (VAR) 
models (see Sims, 1980) to account for the feedback effects among the variables. This 
approach not only uses the lagged terms of the variables of interest as the explanatory 
variables, but also allows-for the mutual response among all the endogenous variables. 
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The results of traditional univariate approach are also obtained to compare with 
that o fVAR analysis, as well as to estimate the elasticity of trade balance with respect 
to the change of exchange rate� 
A key difference between this study and previous studies which used differenced 
data, we employ level data in our VAR models. However, in an attempt to compare 
our results with previous findings, we also carry out the regressions using differenced 
data in the VAR models. Insignificant J-curve effects are often obtained when the 
differenced data are used, but this is not the case while using the level data. 
Since some previous studies argue that the use of the aggregate data was 
potentially problematic^ bilateral data are used for much of the previous analysis in 
order to minimize measurement problems. This study uses both aggregate data and 
bilateral data to examine whether there is any significant differences between these 
two approaches. 
Besides investigating the existence of the J-curve, we are also interested in 
checking whether the exchange rate shock produces spillover effects on other 
countries. This feature of our study is novel. It seems that all the involved countries in 
this study are closely related to each other through international trade, i.e., one 
country's exchange rate shock will sometimes affect other countries' trade balance. 
The VAR approach allows us to trace out these spillover effects of an exchange rate 
shock on the aggregate and bilateral trade balances of third countries. For instance, 
1 It is explained more clearly in Rose and Yellen (1989). 
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the YenAJS$ exchange rate shock may impose spillover effects on the trade balance 
of South Korea and China. 
Finally, we are also interested in looking at the post-Asian financial crisis trade 
pattern of Asian countries. The graphs of Asian countries' exports and imports, trade 
balances and exchange rates are plotted and examined. 
The rest of this thesis is organized as follows: Chapter 2 reviews the literature for 
and against the existence of the J-curve phenomenon. Chapter 3 describes the 
methodology and models we used. The estimation results are also reported in this 
chapter. Chapter 4 briefly describes the details of post-Asian financial crisis trade 




There is a huge body of literature comprised of theoretical and empirical 
studies of the J-curve. Since this is an empirical investigation of the J-curve, we 
mainly focus on the empirical studies. There are many examples of empirical work 
focusing on the J-curve, for example, Miles (1979), Bahmani-Oskooee (1985)， 
Krugman and Baldwin (1987)，Carter and Pick (1989), Rose and Yellen (1989), 
MofFett (1989), Rosensweig and Koch (1990), Bahmani-Oskooee and Pourheydarian 
(1991), Demirden and Pastine (1995), Demeulemeester and Rochat (1995), Hsing and 
Savvides (1996), and Jung and Doroodian (1998). They presented their findings of the 
J-curve by using either aggregate or bilateral or subsector data, and the methodologies 
used for studying the J-curve are quite different. We highlight the following literature 
because we want to present an overview of the literature and demonstrate the large 
variety of J-curve studies. 
The literature examining the existence of the J-curve presents mixed results. 
Most of the literature finds evidence of the J-curve effect using different types of data. 
Some, for instance, used aggregate trade data, while others used bilateral data or even 
subsector data. The following discussion reviews the literature on this topic, starting 
with the literature that finds evidence for the existence of the J-curve and then moving 
to studies which fail to find supporting evidence. 
2.1 The Evidence for the Existence of the J-Cun>e 
4 
Carter and Pick (1989) in their paper titled “The J-curve effect and the U.S. 
agricultural trade balance” analyzed the adjustment process of the U.S. agricultural 
trade balance associated with an exchange rate depreciation. Using quarterly data 
from 1973 through 1985, the impact on exports and imports (as well as export and 
import unit value) was studied in this paper whereas most previous work considered 
the linkage between exchange rate and exports. The authors thought that changes in 
the trade balance were driven by two effects: the “contract effect" and the "pass-
through effect". They assumed that changes in exchange rates had no effect on the 
volume of trade in the short run. Therefore, the impact on the agricultural trade 
balance was calculated through the impact of the exchange rate on the agricultural 
export and import unit values. They concluded that agricultural import unit values 
adjusted much faster to exchange rate changes than did agricultural export unit values. 
Their paper found evidence of the first section of the J-curve; they found that a 10% 
depreciation resulted in a decline in the trade balance. 
Bahmani-Oskooee and Pourheydarian (1991) investigated the short and long-run 
responses of the Australian trade balance to a change in the Australian exchange rate, 
using a model first introduced in Bahmani-Oskooee (1985). It was estimated by using 
quarterly data over the 1977ql to 1988ql. They found that, in the short run, the 
Australian trade balance followed the pattern of movement described by the "Delayed 
f> 
J-curve" . As for its long-run response, they found strong evidence of improvements 
in the Australian trade balance. This particular study is notable because it is one of the 
first studies to find evidence of a J-curve in Australian data. 
2 See, for instance, Rosensweig and Koch (1988) 
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Demirden and Pastine (1995) were the first to apply VAR techniques to the J-
curve question. The strength of this approach is that it allows a full accounting of 
feedback effects among endogenous variables. In their paper titled "Flexible exchange 
rate and the J-curve: An alternative approach", they argued that variations on the 
Ordinary Least Square (OLS) estimations were particularly well suited for testing the 
J-curve in a fixed exchange rate environment. But, in a flexible exchange rate regime, 
changes in the exchange rate were mutual and endogenous. Exchange rate shocks 
would alter the trade balance and, the trade balance would in turn affect the exchange 
rate and other variables. As the OLS regression could not capture these feedback 
effects, it is impossible “to directly interpret the OLS coefficients on the lagged 
exchange rates as the delayed effect of the exchange rate on the trade balance". They 
estimated US quarterly data from 1978ql to 1993q4. They concluded that by 
accounting for the feedback effects, the J-curve was still significant. 
Jung and Doroodian (1998) extended the earlier studies by applying the ShiIler 
lag model to the first differences of trade variables. They found that the Shiller lag 
model was more flexible and smoother than the polynomial distributed lag (PDL) 
3 • 
model even if the Shiller lag model was based on the PDL model. They used 
Japanese trade balance data. The period that was used in their study spanned from 
1975ql to 1990ql and employed an expanded version of the model used by Miles 
(1979). Their empirical findings supported the J-curve effect for Japan and also 
illustrated that it took thirteen quarters before the ftill effect of an exchange rate 
change on the trade balance was realized. 
3 This model is commonly used by the previous studies, for instance, Balimani-Oskooee (1985), Rose 
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2.2 The Evidence against the Existence of the J-Curve 
Rose and Yellen (1989) investigated whether American trade balance either 
aggregate or bilateral, displayed a J-curve phenomenon. Their main aim was to 
exploit bilateral trade balance data, although they included use of aggregate trade 
balance data to compare their methodology with those of previous papers. They used 
the "reduced form"^ developed from the standard "two-country" model^ to account 
for the effect of a depreciation of the real exchange rate on the real balance of trade by 
introducing an instrumental variables technique. They imposed one theoretical 
restriction on the estimation process: homogeneity of degree zero in the variables. No 
statistically reliable evidence of a J-curve was detected using quarterly data spanning 
1960-1985. OLS estimates provided weak support for the existence of a J-curve; the 
Instrumental Variable (IV) estimation, in contrast, confirmed the negative results 
established with bilateral data. Unit root and cointegration tests were carried out. By 
using the Polynomial Distributed Lags (PDL's), a short J-curve could be detected, but 
the estimated coefficients were very imprecise. Furthermore, the variables considered 
had unit-roots which required some transformation. They concluded when these 
issues were accounted for’ there was little evidence of a J-curve, or indeed of any 
reliable link between the balance of trade and the real exchange rate. 
Moffett (1989) in his paper titled "The J-curve revisited: an empirical 
examination for the United States” examined the empirical evidence for USA within 
the 1967ql to 1987q4 period. He employed the approach used by Krugman and 
Baldwin (1987) to examine how import and export prices and quantities responded to 
and Yellen (1989), Carter and Pick (1989) and Fleininghain (1988). 
4 This will be more clearly explained in section 3. lof chapter 3. 
5 This will also be explained in section 3.1 of chapter3. 
7 
、 
exchange rate innovations. They evaluated the J-curve adjustment through three 
periods which they named Currency Contract Period，the Pass-Through Period and the 
Quantity Responses Period. They found that while empirical estimation of the import 
sector yielded results consistent with the J-curve theory, the export sector yielded 
more "troublesome" results. Therefore, they concluded that the J-shaped adjustment 
path of the trade volume in response to exchange rate changes had not typically been 
experienced by the United States. 
Demeulemeester and Rochat (1995) showed in their paper titled “An empirical 
investigation of the relationship between the exchange value of the pound and the UK 
trade balance" that the results of their empirical analyses did not provide a clear-cut 
answer regarding the validity of the J-curve hypothesis. They examined the J-curve 
hypothesis by using econometric techniques which were different from others. They 
applied the Johansen (1988, 1992) procedure to test for cointegration and the Granger 
techniques (1969, 1986) to identify the nature and direction of potential casual links. 
Even though the cointegration test by Johansen procedure supported the presence of a 
long-run stable linear relationship between the real exchange rate and the real trade 
balance and its quantity components, the J-curve hypothesis was not so significant. 
They concluded that the results of the Granger causality procedure were more 
supportive of the modern theory^ of trade balance than of the J-curve hypothesis. 
Hsing and Savvides (1—996) in their paper titled “Does a J-curve exist for Korea 
and Taiwan?” examined whether the trade balance of two dynamic export-oriented 
economies, Korea and Taiwan, exhibited a J-curve effect in both aggregate and 
6 Readers can refer Uiis theory of their paper. 
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bilateral trade with USA and Japan. They derived the well-known "Bickerdike-
Robinson-Metzler，’7 (BRM) condition and followed Rose and Yellen (1989) and Rose 
(1991) to estimate the “partial reduced form” by employing the two-stage least 
squares (2SLS). The estimation was conducted on quarterly data and spanned the 
period 1971ql through 1991q4 for Taiwan and 1972ql through 1991q4 for Korea. 
They found that no J-curve pattern appeared in their estimation results. They, 
attempted to reestimate the equation using different sets of instruments but could not 
confirm the existence of a J-curve in any of their alternative estimations. When no 
polynomial-distributed lag structure was imposed on the estimating equation, a J-
curve was evident in some cases, but not significant at all. Hence they concluded that 
the J-curve did not exist. 
The next chapter will elaborate our expanded version of the Demirden and 
Pastine (1995) model. We then construct twelve models to examine either aggregate 
or bilateral trade balances using Japanese and Singaporean data. 
7 The BRM model, which also called elasticity approach. 
By differentiating the trade balance equation: B=^P^-P^J^ 
“ * * 
/V S ^ A fJ A 
and substituting the equilibrium price changes: P^ 二 e ； P =——-~-e, 
e*+T] “ ^ + V 
— * • _ 
giving the trade balance effect of a devaluation:. dTB 二 P^X (1 + s ) - ~ - - (1 - r f )~^——e 
L e + rj s*+7]_ 
Using the notation ofRose and Yellen's model (1989), the Bickerdike-Robinson-Metzler condition is: — ^ � — 
S = D:Px 0 ^ - ) ^ -机 ,户：（ l - " ) " A > 0 dq T] +s_ rj^s 
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CHAPTER THREE 
THE STUDY OF J-CURVE EFFECT ON THE TRADE BALANCE 
This chapter studies the special phenomenon on trade balance - J-curve. By 
using the VAR approach, twelve models are constructed with respect to Japan and 
Singapore. Under the flexible exchange rate regime that both Japan and Singapore 
have adopted, the relationship between exchange-rate shocks and the trade balance is 
mutual. It is important to study how the changes in the exchange rate alter the trade 
balance, and in turn, affects the exchange rate and other variables such as income. 
This chapter divides into five sections. Section 3.1 is the methodology and model. 
Section 3.2 is data description. Section 3.3 studies the J-curve effect on using VAR 
approach on levels data. Section 3.4 is similar to section 3.3，but differenced data are 
used. Section 3.5 compares the elasticity of Japan and Singapore trade based on the 
findings of this chapter. 
3.1 The Methodology and Model 
This thesis follows Demirden and Pastine (1995) methodology to identify the J-
curve. Their VAR analysis allows them to shock the exchange rate and plot the 
resulting impulse response function of the trade balance to determine whether the J-
curve effect exists. If the J-curve effect exists, the impulse response function will 
display a J-shape. 
According to Rose and Yellen (1989) and Krugman (1994), the typical J-curve 
scenario runs as follows: the initial effect of a depreciation is to raise the domestic 
prices of imported goods because prices of exported goods are sticky in seller's 
10 
currencies. Most import and export orders are placed several months in advance. The 
primary effect of the depreciation is to raise the value of the precontracted level of 
imports in terms of domestic products. This will lead to the deterioration of trade 
balance in the short run as measured in domestic products. But in the long run, it 
would result in an improved trade balance as the exports become cheaper. Naturally, 
this argument is based on the assumption of a high export supply elasticity and a low 
short-run import demand elasticity. 
This study applies Sims' (1980) VAR techniques to estimate the "reduced form" 
shown in equation (1). This technique allows us to examine the impulse response 
function of the country's trade balance and the cross-country spillover effect of the 
central country's exchange-rate shock on the trade balance of the third party. 
TB = T B ( q j X ) (1) 
TB is the value of net exports in domestic currency and q is the real exchange 
rate. 7 and Y* are the domestic and foreign real income. The reduced form shown in 
equation (1) is derived from the modification of the standard two-country models of 
trade represented in equation (2). 
D m : D J Y , p J and D : = D : ( Y ^ p : ) (2) 
� ( - ) 
D„j and D^* are the domestic and foreign demand for imported goods, Y and F* 
are the domestic and foreign real income, p ^ and p ” : are the domestic and foreign 
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price of imported goods, respectively. The standard two-country models of trade 
assume that the quantity of imported goods demanded by domestic (foreign) residents 
depends positively on real domestic (foreign) income and negatively on the relative 
price of imported goods [see, for example, Lindert (1986)]. 
Previous studies such as Rose and Yellen (1989) used a modified version of the 
standard two-country models of trade represented in equation (1) to derive the 
"reduced form" (i.e. an equation derivable from a set of partially solved structural 
equations) shown in equation (2). They showed that the effect of a depreciation of the 
real exchange rate on the real balance of trade depended on the sign of the partial 
derivative of TB with respect to q in equation (2). The effect could be positive (i.e. 
• • o • 
dTB/dq > 0) if the BRM condition was satisfied . But Dornbusch (1975) pointed out 
that the effect of a devaluation on the trade balance is ambiguous for the BRM model. 
While the value of exports increases, the value of imports may rise or fall depending 
on the elasticity of demand. In a full general equilibrium, q, Y and Y* should also be 
endogenous. Therefore, it is not apparent that the imposition of BRM would produce 
a theoretical foundation for the J-curve. 
This study tries to develop the Demirden and Pastine (1995) approach as 
expressed in equation (3) to account for not only the J-curve effect on one country's 
trade balance, but also the spillover effect on cross-countries' trade balance 
represented in equation (4). 
Z , = a + ^ A Z , - / + : ^ > / ^ + " , (3) 
i=i y=i 
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For equation (3), Z, is a (3 xl) vector of stochastic processes determining the 
trade balance, real exchange rate and domestic income. W^  is the foreign income 
which is assumed to be exogenous. 
For most of the models we examine, the equation estimated takes the form 
shown in equation (4). 
A , = a ^ / ^ t + ± r A - i + t ^ , y . i + ", (4) 
M /=1 
In some cases we follow Demirden and Pastine (1995) by specifying A( to be a (3 
X 1) vector consisting of the aggregate or bilateral trade balance, the exchange rate, 
and the domestic national income (Gross Domestic Product, GDP) or a second 
country's trade balance. The variables in the vector are the endogenous variables. 
However, in some of our specifications, A^ is a (4 x 1) vector because a third country's 
aggregate or bilateral trade balance is included. The equation is augmented by a 
constant (a), a time trend (/), a suitable number of lags, the foreign national income 
(y,) which is used as the exogenous variable and a disturbance term (w,) to represent 
unimportant omitted factors. On the basis of equation (4), twelve models have been 
developed. They will be discussed in later sections. 
Other studies included high-powered money and the government deficit into 
equation (2) [see. Miles (1979), Bahmani-Oskeeoo (1985), Jung and Doroodian 
(1998)]. Since the span of data is short, lack of degrees of freedom restrict the number 
8 See Dombusch (1975). 
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of variables that can be included in our VAR. Consequently, we do not examine the 
money and government deficits. 
3.2 Data Description 
The analysis is performed on quarterly time-series data from 1973ql to 1997q2. 
Most of the data is extracted from the EVDF's International Financial Statistics (EFS) 
CD-ROM and Datastream. As noted a shorter time-series has been used in some of 
the regressions owing to data limitations. For example，the time-series data of the 
bilateral trade balance with USA for Japan, South Korea and China are available only 
from 1983Q3 to 1997Q2. We extracted aggregate and bilateral trade balance，real 
effective and nominal exchange rate, real domestic and foreign national income. 
The aggregate and bilateral trade balances are calculated in domestic currency at 
market prices. These trade balances are simply the differences between exports and 
imports (i.e. net exports — denoted as TB). The net exports to domestic national 
income ratio (i.e. TB/GDP) is used as one of the endogenous variables because the 
ratio is more stable^ than the net trade balance itself. This study does not use the 
ready-made net trade balance data available from the IMF because of serious data 
insufficiencies. 
The exchange rates used are either the real exchange rate index number with a 
base year of 1990, or the market exchange rate. The real domestic national income is 
measured in domestic currency. The real foreign national income is treated as the 
9 The level data of net exports (TB) fluctuates greatly and contains a unit root. The ratio seems to be 
stationaiy and formal testing rejects the null hypothesis of unit root. 
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exogenous variable. This mainly refers to USA national income and is calculated in 
the US dollar with 1990 as the base year. For most of the countries involved, the USA 
is their largest trading partner in terms of either imports or exports, or both. Naturally, 
USA national income is closely related to those countries' international trade. 
The time series analyzed --- aggregate trade balance to GDP ratio, real exchange 
rate index number, nominal exchange rate, bilateral trade balance with USA and GDP 
with a certain base year --- are mostly integrated of order one [I(1)]. They fluctuate 
greatly and do not return to their means individually". But this does not mean that 
they are unrelated. Instead, they may exhibit a long-run linear relationship which 
renders them jointly I(0). If this occurs these variables are to be said to cointegration. 
Shirvani and Wilbratte (1997) find evidence supporting the empirical validity of the 
Marshall-Lerner condition, indicating that devaluation of the real exchange rate does 
improve the trade balance in the long run. Therefore, the real exchange rate and the 
trade balance do have a long-run relationship. 
3.3 EmpiricalAnalysis on VAR Models by Using Level Data 
3.3.1. The Combinations ofVariables in Twelve Models 
Tables (1) and (2) shown below summarize the variables used in models (1) to 
(12). They have the same structure except for the identities of endogenous variables. 
Models (1) to (6) study Japanese variables while models (7) to (12) examine 
Singaporean variables. They used the same exogenous variable for foreign income 
OUSAY90). The estimating period is different for various models because the 
available data do not span the same time periods. For Singapore's models, two types 
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of exchange rate, the real exchange rate and the market exchange rate, will be used 
depending on the J-curve requirements. 
Japan is one of the strongest economies in the world. The fluctuation on the 
Japanese Yen will undoubtedly affect other countries especially in Asian countries 
like South Korea and China as well as Japan's own trade balance. We use model (1) 
and (2) to study the impact of Japanese Yen shock on Japan's own trade balance 
measured as aggregate and bilateral trade balances. Models (3) and (4) study the 
resulting spillover effect on South Korea. Models (5) and (6) study the resulting 
spillover effect on China. Models (5) and (6) include South Korea's trade balance as 
one of the endogenous variables since we can view the impact simultaneously without 
altering the results. 
Singapore is another country in Asia adopting a flexible exchange rate regime. 
Unlike Japan, it is a small open economy. The exchange rate will be tremendously 
influenced by the variations of those of the rest of the world. The time series that can 
be used is shorter than those of Japan. Models (7) to (12) study how the exchange rate 
shock affects Singapore's aggregate and bilateral trade balance as well as the spillover 
effect on Malaysia and Japan. Models (11) and (12) have the same structure as with 
models (5) and (6). The VAR models are carried out also on the basis of equation (4). 
10 Chinn, M.D. NBERw6671 (1998) reports siiniIarnon-stationarity. 
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Table (1): Summary of the Variables Used in Model (1) to Model (6) 
Model 
w ^ ~ ~ “ " " " ^ w « W ) ~ 
JPBALYM * * * 
JPX90 * * * * * * 
JPYNC90 * * 
JPTBY1 * * * 
KOBALYM * * 
K0TBY1 * * 
CHBALYM * 
CHTBT1 * 
USAY90 * * * * * * 
Lag Order 1 4 4 4 1 1 
Estimating 73ql-97~"~73ql-97q~~73ql-97q~"76ql-97q~~87ql�97q~~87ql-97 
Period q2 2 2 2 2 q2 
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Table (2): Summary of the Variables Used in Model (7) to Model (12) 
Model 
JT) W) W) m w (12) 
SPBALNC * * * 
SPX90 * * * * 
SPXUS * * 
SPAY90 * * 
SPTBUSA * * * 
MABLANC * * 
MATBUSA * * 
JPBALNC * 
JPTB1 ^ 
USAY90 * * * * * ^ 
Lag Order 1 1 4 1 1 1 
Estimating 78ql-97~~80ql�97q~~78ql-97q~~87ql-97q~~~78ql-97q~~87ql�97 
Period q2 2 2 2 2 q2 
CHBALYM = China's aggregate trade balance to GDP ratio 
CHTBY1 = China's bilateral trade balance with USA calculated in national 
currency 
JPBALNC = Japan's aggregate trade balance calculated in Japanese Yen 
JPBALYM = Japan's aggregate trade balance to GDP ratio 
JPX90 = Japan's real exchange rate index number with base year equal to 
1990 
JPYNC90 = Japan's national income calculated in national currency with base 
year equal to 1990 
JPTBY1 = Japan's bilateral trade balance with USA calculated in Japanese Yen 
to GDP ratio 
JPTB1 = Japan's bilateral trade balance with USA calculated in Japanese Yen 
KOBALYM = South Korea's aggregate trade balance to GDP ratio 
K0TBY1 = South Korea's bilateral trade balance with USA calculated in Korean 
Won to GDP ratio 
MABALNC = Malaysia's aggregate trade balance calculated in national currency 
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MATBUSA = Malaysia's bilateral trade balance with USA calculated in national 
currency 
SPAY90 = Singapore's GDP in national currency with base year equal to 1990 
SPBALNC = Singapore's aggregate trade balance in national currency 
SPTBUSA = Singapore's bilateral trade balance with USA calculated in national 
currency 
SPX90 = Singapore's real exchange rate index number with base year equal to 
1990 
SPXUS = Singapore's market exchange rate in Singapore dollar per US dollar 
USAY90 = USA's national income with base year equal to 1990 
3.3.2. Empirical Results Analysis on Both Univariate and VAR Approach 
This section will combine the analysis of univariate and VAR results. Since we 
cannot obtain useful test statistics from the VAR models, we simply compare the 
impulse response functions of the VAR models with the coefficients of the lagged 
variables of univariate models. The results obtained with aggregate and bilateral level 
data provide evidence for a J-curve in the Japan's and Singapore's trade balance. The 
J-curves are constructed within the 95% confidence band with the upper and lower 
bound shown in the figures of impulse response function. They also show a spillover 
effect on the trade balance of South Korea and China, Malaysia，and Japan. The lag 
length of the VAR model is selected through the choice of the Akaike information 
criterion (AIC)/^ Japan's models will be studied first and then followed by 
Singapore's models. 
“ I t is the selection criterion of selecting a fitted model. This criterion tends to select a higher order of 
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Table (3): Summary of the Single Equation Estimation Results ofModel (1) to Model (6) 
Model 
W ^ CT W W) ^ " " " 
^ -0.2133E-4 -0.1446E-5 0.9995E-5 -0.1303E-4 -0.1332E-5 -0.1284E-4 
(-1.9609)** (-0.09238) (-0.29999) (-0.91856) (-0.09466) (-2.Q52)* 
^ -0.2045E-4 -0.3013E-4 0.9048E-5 
(-0.85819) (0.59623) (0.42253) 
^ -0.4342E-5 -0.6320E-4 -0.2147E-4 
(-0.18578) (-1.2433) (-1.0142) 
^ -0.1799E-4 -0.4879E-4 -0.3207E-6 
(-1.0372) (-1.2823) (-0.020863) 
L ^ i 4 4 4 i i 
^ 0.78929 0.87071 0.85326 0.86978 0.66216 0.8491~~ 
~~DW^ 2.0148 1.5779 1.616 1.7784 2.014 1.5316 
Statistic 
One SE 5^ 5J 5^8 ^ 52 5A 
Shock (%) 
J-curve Significant Significant Significant Significant Significant Significant 
Recovery 7 9 9 8 6 4 
quarters 
Note: Statistical significance is indicated by an asterisk (*) for the 5% level and a double asterisk (•*) 
for the 10% level. Value in perentliese is t-ratio. 
Table (3) summarizes the results of aggregate and bilateral trade balance of Japan 
in models (1) and (2), the spillover effect on South Korea in models (3) and (4)，and 
the spillover effect on China in models (5) and (6) respectively. Given the short length 
and volatile nature of the series, it is not surprising that very few of the coefficients 
are statistically significant. A J-curve would be associated with negative coefficients 
on short lags of the exchange rate, and positive coefficients on longer lags. But such 
pattern only emerges in some of the estimation and the coefficients are statistically 
insignificant. Demirden and Pastine (1995) interpret that these coefficients as the 
partial derivative of the balance of trade with respect to the lagged exchange rate. 
According to their view, a total derivative requires the estimation of feedback effects. 
lag length. A higher order oflag length would guarantee a large coverage offactors. 
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These can be estimated by combining the estimation of the equation for trade balance 
determination with the estimations of the equations for exchange rate, income 
determination, and cross-country trade balance. The impulse response functions of the 
VAR model for the trade balance show significant J-curves when the exchange rate is 
subjected to one standard error shock (approximate 5.2% to 5.9% for each model). 
The result of the shock is a 2 to 9 quarter negative response in the trade balance 
followed by a substantial and fairly long-lasting improvement in the trade balance. By 
explicitly endogenizing all variables this allows the indirect effects of exchange rate 
shocks on both the trade balance and the exchange rate itself to be clearly seen in the 
respective impulse response fonctions. 
Table (4): Summary of the Single Equation Estimation Results ofModel (7) to Model (12) 
Model 
^ W) W) m W) ^ ~ ~ 
^ -74.2952 -26.9527 -54.1783 -805.91 -13.7172 46.0378 







Lag i i 4 i i 1 
Y^ 0.54508 0.6066 0.5431 0.13222 0.501 0.19856 
~~~DW^ 2.1245 1.0957 2.0197 1.7736 2.0595 1.6372 
Statistic 
One SE L9 L8 L8 0 L8 L8 
Shock (%) 
J-curve Significant Significant Significant Significant Significant Significant 
Recovery 4 4 3 3 4 3 
quarters 
Note: Statistical significance is indicated by an asterisk (*) for the 5% level and a double asterisk (**) 
for the 10% level. Value in parentliese is t-ratio. 
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Singapore's models provide results similar to Japan's models. Table (4) 
summarizes the results of aggregate and bilateral trade balance of Singapore in 
models (7) and (8)，the spillover effect on Malaysia in models (9) and (10), and the 
spillover effect on Japan in models (11) and (12). The J-curve effect is significant in 
Singapore's models using the VAR analysis. The result of one SE shock (approximate 
1.8% or 1.9% for each model) is a 3 to 4 quarter negative response followed by a 
substantial and fairly long-lasting improvement in the trade balance. All lag 1 
coefficients on exchange rates are negative to the trade balance except for model (12) 
but they are not significant at the 5% level except for model (1). As explained by 
Demirden and Pastine (1995), this may be due to the fact that a partial derivative 
cannot capture the feedback effects as in a total derivative. 
Since counter factual results are obtained in (lOa) and (12a)，we redid the 
estiamtion using the market exchange rate in place of the real effective exchange rate. 
The results using the real effective exchange rate may be due to the fact that the real 
effective exchange rate is calculated by linking to a basket of strong currency. If the 
bilateral trade balance with USA is estimated, a basket of currency may not be highly 
related to that data. Results of the alternative of estimations are reported. 
3.3.3 Individual Model Description 
Model (1) 
Model (1) is a (3 x 1) vector. The single equation estimation results of 
JPBALYM are shown in Appendix (1). The sign of JPX90 coefficients has 
corresponded to the theory and it has been significant in 90% confidence intervals. 
The impulse response function of VAR analysis obtained in model (1) provides 
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support for the existence of J-curve in Japan's aggregate trade balance. It takes seven 
quarters for the J-curve to recover (Figure 1). It takes twenty-six quarters for the trade 
balance to become positive. Some studies have obtained the same result [see, Jung 
and Doroodian (1998)]. However, some other previous studies claimed that it would 
be troublesome to use the aggregate data and the J-curve pattern existed only because 
of the use of aggregate data [see, Rose and Yellen (1989)]. The model attempts to 
examine if the use ofbilateral data will produce different results. 
Model (2) 
Model (2) is the same as model (1) except it uses the bilateral trade balance. The 
single equation estimation results have shown that the coefficient of JPX90 
corresponds to the theory. The impulse response function of the VAR shows that 
Japan's bilateral trade balance with USA also supports the occurrence of the J-curve 
(Figure 2). Similar results are obtained as in Demirden and Pastine (1995) when a 
single equation estimation is generated. These are shown in Appendix (2). The results 
show that only a few coefficients of the regressors are statistically significant. More 
importantly, the signs of the coefficients give only weak indications of a J-curve. The 
reason is that the Ordinary Least Squares (OLS) regression cannot capture the 
feedback effects under the flexible exchange rate regime. The impulse response 
function takes nine quarters and twenty-three quarters to recover and become positive 
respectively. 
Model (3) 
As mentioned earlier, this paper tries to study the cross-country spillover effects 
of one country's currency depreciation on the trade balance of other countries. The 
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first country to be discussed is South Korea. Statistics of Japan's Ministry ofFinance 
have shown that South Korea is another main trading partner of Japan other than 
USA. This model is also composed of a (3 x 1) vector. The single equation estimation 
results are shown in Appendix (3). J-curve phenomenon can also be observed in this 
model (Figure 3) by using the VAR. The spillover effect on KOBALYM starts out 
positively and then declines consequently. The reason is that Korean Won appreciates 
against Japanese Yen. The depreciation of Japanese Yen will improve the trade 
balance of South Korea at the stage whereas be harmful for the exports of South 
Korea. 
Model (4) 
This model tries to examine the impact of a devaluation on bilateral trade 
balances with the USA. The variables used are explained in Table (1). Appendix (4) 
shows the single equation estimation results. The impulse response function displays a 
J-curve pattern (Figure 4-a) in Japan's bilateral trade balance with USA using the 
VAR approach. The initial spillover effect on South Korea's bilateral trade balance 
with USA is positive and then declines afterwards (Figure 4-b). It takes eight quarters 
for the impulse response function to recover. 
Model (5) 
The Japan-China bilateral trade volume is just below the Japan-USA level. 
Undoubtedly, the change of Japanese Yen should have an impact on the trade balance 
of China. The relationship between Japan and China in the aggregate trade balance 
will be studied in this model. Then, next model will study the bilateral trade balance. 
This model is composed of a (4 x 1) vector. The single equation estimation results are 
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not statistically significant in the signs of coefficients shown in Appendix (5). Since 
the time series are very short for this model, AIC only suggests one lag here. The J-
curve is significant in Japan's aggregate trade balance (Figure 5-a) by using the VAR 
analysis. The impulse response function takes six quarters to recover. It is not 
surprising to see that the spillover effect on the trade balance in both South Korea 
(Figure 5-b) and China (Figure 5-c) starts positively and then declines consequently. 
Because the value of trade balance ofboth South Korea and China will rise as Korean 
Won and Chinese Renminbi appreciate against Japanese Yen. The value of trade 
contracts signed months ago will naturally increase with respect to the depreciation. 
Model (6) 
This model is also a (4 x 1) vector as in model (5). The time series is too short to 
allow for so many lags as shown in Appendix (6). Impulse response function of the 
VAR analysis shows that a J-curve exists in Japan's bilateral trade balance with USA 
(Figure 6). It takes four quarters to recover. The spillover effect on both South Korea 
(Figure 6-b) and China (Figure 6-c) starts positively and then declines afterwards. 
Model (7) 
Model (7) is a (3 x 1) vector. Table (2) explains the variables used in this model. 
Lag order 1 is chosen for the model according to the selection criterion. The results of 
single equation estimation show the negative sign of coefficients is correct for the 
relationship as in Appendix (7). However, it is statistically insignificant. The impulse 
response functions indicate that the J-curve effect exists in this model. Figure (7) has 
shown that trade balance appears to recover after four quarters when there is an 
exchange rate shock. 
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Model (8) 
This model is a (3 x 1) vector just the same as model (7) except the aggregate 
trade balance is replaced by the bilateral trade balance. Appendix (8) shows the results 
of single equation estimation of the bilateral trade balance with USA when there is an 
exchange rate shock. The test statistics are not as significant as predicted. The J-curve 
effect occurs in this model using the VAR analysis (Figure 8). The impulse response 
function takes four quarters to recover, while the trade balance makes long-term 
improvements it never becomes positive. 
Model (9) 
Malaysia is the largest trading partner of Singapore. It is meaningful to examine 
the impact of the currency shock on Malaysian trade balance. Appendix (9) shows the 
results of single equation estimation. The J-curve effect occurs in Singapore's trade 
balance (Figure 9-a). The impulse response function takes three quarters to recover 
and eight quarters to become positive. A shock in the Singapore's dollar would 
definitely affect the Malaysia's trade balance. The spillover effect on Malaysian trade 
balance starts out positively and then declines consequently (Figure 9-b). 
Model(10-a& 10-b>) 
After studying the aggregate trade balance, we now shift our focus to bilateral 
trade balance. The result of using exchange rate index number is insignificant in 
model (10-a), and even alters result (Figure 10-a). Consequently we substituted in its 
place Singapore's market exchange rate calculated in the Singapore dollar per US 
dollar as in model (10-b). A J-curve occurs in this model (Figure 10-b). The impulse 
response function takes three quarters to recover but it does not become positive after 
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the recovery. Appendix (10-b) shows the single equation estimation results. The 
spillover effect on the trade balance of Malaysia shows a sharp decline (Figure 10-c) 
with a positive start when there is a shock in the Singapore dollar. 
Model ( l l ) 
Model (11) is a (4 x 1) vector. The J-curve effect occurs in this model (Figure 11) 
by using the VAR analysis. The impulse response function takes four quarters to 
recover but it does not become positive even with a long-lasting improvement. The 
single equation estimation results are represented in Appendix (11). The spillover 
effect on both Malaysia and Japan starts out negatively and shows a J-shape. This may 
be due to the fact that the major imports and exports of them varied with each other. 
Model(12-a& 12-b) 
This model focuses on the bilateral trade balance. Model (12-a) got the same 
result as in model (10-a), so we use model (12-b) to do the analysis. An insignificant 
J-curve occurs in this model (Figure 12-b) by using the VAR analysis. The spillover 
effect on the bilateral trade balance ofMalaysia starts out positively and then declines 
consequently after a depreciation in the Singapore dollar (Figure 12-c). But, the 
spillover effect on the trade balance of Japan starts out negatively to rise consequently 
after an exchange-rate shock in the Singapore dollar and then declines sharply 
immediately when it reaches the top (Figure 12-d). Since the result of using exchange 
rate index number is insignificant, Singapore's market exchange rate calculated in the 
Singapore dollar per US dollar is, therefore, used. Appendix (12-b) shows the single 
equation estimation results. The impulse response function takes three quarters to 
recover. But it also does not become positive during recovering. 
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3,4 Empirical Analysis on VAR Models by Using Differenced Data 
This section demonstrates the results of using the differenced data. We re-
estimate using the first-difFerenced data, which, not surprisingly, is stationary. Results 
of the regressions using differenced data will be compared with the results using the 
level data. Therefore, testing for unit roots i.e. to ensure stationarity of the data, is 
required. This exercise is described in the following section. 
3.4.1. Augmented Dickey-Fuller (ADF) and Zivot-Andrews (ZA) Unit Root Test 
The general method of pre-testing time-series data is to implement the unit root 
test such as the Augmented Dickey-Fuller (ADF) test as discussed below. The test 
results show that most of the variables have unit root (i.e. they are at least [1(1)] 
variables). After implementing unit root test, it is necessary to carry out a test for 
breaks. Sometimes, the structural change (i.e. a break) would affect the stationarity of 
a time series and lead to the presence unit root. This deduction is fairly nice since the 
Zivot-Andrews Test shows that the structural break does affect some time series. 
p 
Ay, 二 a � + 沙,_1 + a, t + ^ A Ay,_,>i + � （5) 
/二2 
Equation (5) generates the Dickey-Fuller test. Dickey and Fuller (1979) have 
considered three different regression equations that can be used to test for the 
presence of a unit root. Equation (5) is one of the three regression equations that 
includes both a drift and a linear time trend. The parameter of interest in the above 
regression is y. y = 0 implies that the {_y^ } sequence contains a unit root. Comparing 
the resulting t-statistic with the appropriate value reported in the Dickey-Fuller tables, 
it could allow us to determine whether to accept or reject the null hypothesis y = 0. 
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Table (5): ADF Unit Root Test Results 
Variables Year ADF test Lag(s) Trend 
CHBALYM 87Q1-97Q2 -3.9439* ± 2.3873[.023]* 
CHTBY1 87Q1�97Q2 -4.0129* 0 2.5335[.017]* 
JPBALNC 78Q1-97Q2 -3.5094* 4 2.8002[.007]* 
JPBALYM 73Q1-97Q2 -3.4975* 5 3.2818[.001]* 
JPBALYM 87Q1-97Q2 -3.5462* 4 -0.88087[.384] 
JPTB1 87Q1-97Q2 -2.3869 7 -2.1154[.042]* 
JPX90 73Q1-97Q2 -2.6246 3 2.4390[.017]* 
JPX90 77Q1�97Q2 -1.3034 3 2.3576[.021]* 
JPX9Q 87Q1�97Q2 -1.7074 0 1.6565[.107] 
JPYNC90 73Q1-97Q2 -1.7267 0 1.9831[.050]* 
JPTBY1 73Q1-97Q2 -1.4264 1_0 Q.74628[.457] 
JPTBY1 77Q1-97Q2 -2.1817 4 -0.29546[.768] 
JPTBY1 87Q1�97Q2 -3.4400* 7 -1.4649[.152] 
KOBALYM 73Q1�97Q2 -2.0142 8 1.4253[.158] 
KOBALYM 87Q1�97Q2 -1.6228 4 -1.3679[.180] 
K0TBY1 77Q1-97Q2 -1.6161 4 -1.0180[.312] 
K0TBY1 87Q1-97Q2 -2.0698 4 -1.3043[.201] 
MABALNC 78Q1-97Q2 -1.9744 1 -1.7675[.081] 
MATBUSA 87Q1-97Q2 -1.8047 5 0.23031[.819] 
SPAY90 78Q1-97Q2 4.4312 0 0.31377[.755] 
SPTBUSA 80Q1-97Q2 -2.1114 7 -0.25212[.802] 
SPTBUSA 87Q1-97Q2 -2.4635 5 -1.2379[.224] 
SPBALNC 78Q1-97Q2 -3.0821* 4 -0.31409[.754] 
SPX90 78Q1�97Q2 0.40251 0 1.5273[.131] 
SPX90 80Q1-97Q2 -1.6566 0 2.0151[.048]* 
SPX90 87Q1�97Q2 -2.3758 1 2.3508[.024]* 
SPXUS 87Q1-97Q2 -1.9656 2 -1.2443[.222] 
USAY90 73Q1~97Q2 -2.3674 1 2.8148[.006]* 
USAY90 77Q1~97Q2 -1.9721 1 2.3763[.0201* 
USAY9Q 78Q1�97Q2 -1.9267 1 2.3977[.0191* 
USAY90 80Q1-97Q2 -2.5971 1 2.9641[.004]* 
USAY9Q 87Ql~97Q2r 0.29256 1 1.6648[.105] 
Notes: Statistical significance is indicated by an asterisk (*) for the 5% level. 
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The null hypothesis y = 0 can be rejected for CHBALYM, CHTBY1, JPBALNC, 
JPBALYM, JPTBY1 (from 1987ql-1997q2) and SPBALNC only. These results lead 
to the conclusion that most variables are nonstationary. They have unit root within 
95% confidence intervals. 
When there are structural breaks, the Dickey-Fuller and Phillips-Perron test 
statistics are biased towards the nonrejection of a unit root. Because of this, Zivot and 
Andrews (1992)，extended Perron's test by making use of the asymptotics developed 
for the test statistic as well as extensive finite-sample corrections obtained by 
simulation. They found that there was less evidence against the unit-root hypothesis 
than Perron found for many of the data series used, but stronger evidence against it for 
several of the series by treating the breakpoint as endogenous. 
Equation (6) is the regression model Zivot and Andrews used to test for a unit 
root. DUdiXid D 7 a r e the dummy variables, where 1)6^ ,(义)二 1 if t > TX，0 otherwise; 
DT*{l)= t - r i i f t > TX, 0 otherwise. Where k'^^,, denotes the size a left-tail 
critical value from the asymptotic distribution of inf t.i {X). The results of Zivot and 
Andrews unit-root test are shown in the following table. 
少,:口 4 - 0 ' D U , ( i ) + P't + f'DT：(i)+ a^ ;；,, + X # A > v , . + < (6) 
>=i 
If, 
M t ^ X x ) > k U a . i - C (7) 
Then，reject the null hypothesis of a unit root. 
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Table (6): Zivot-Andrews Unit Root Test Results on Japan's Models 
Variables 1973Q1 - 1997Q2 1976Q1- 1997Q2 1987Q1- 1997Q2 
Inf-t-statistic Inf-t-statistic Inf-t-statistic 
JPX90 -3.4287 -3.3376 -2.4828 ~ ~ 
DJPX90 -8.4463* -5.5700* -7.6476* 
JPYNC90 -3.0325 
~~DJPYNC90 -10.1730* 
JPTBY1 -3.8986 -3.9095 
~~DJPTBY1 -4.8317*** -4.3566 
~~KOBALYM -6.5862* -2.9822 
DKOBALYM -10.0562* 
K0TBY1 -3.3012 -3.6817 
~~DK0TBY1 -4.8200*** -10.7605* 
USAY90 -3.7589 -3.4615 -4.4333 
~~~DUSAY90 -7.2533* -5.5700* -6.2456* 
Notes: D is a difference operator such that DYt = Yt - Yt-i- For those differenced data, one observation 
will be lost. Statistical significance is indicated by an asterisk (*) for the 1% level, a double asterisk 
(**) for the 5% level and a triple asterisk (•**) for the 10%. 
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Table (7): Zivot-Andrews Unit Root Test Results on Singapore's Models 
Variables 1978Q1 ~ 1997Q2 1980Q1 ~ 1997Q2 1987Q1 ~ 1997Q2 







~~~SPTBUSA -3.1433 -2.0601 
~ D S P T B U S A -10.4450* -9.1157* 
SPX90 -4.1809 -4.0676 -3.7161 
DSPX90 -7.9896* -7.6802* -6.0410* 
SPXUS -3.4264 
DSPXUS -7.2207* 
USAY90 -3.4440 -5.0848** -4.4333 
~~DUSAY90 -6.3883* -6.2456* 
Notes: D is a difference operator such that DYt = Yt - Yn. For those differenced data, one observation 
will be lost. Statistical significance is indicated by an asterisk (*) for the 1% level, a double asterisk 
(**) for the 5% level and a triple asterisk (***) for the 10%. 
The null hypothesis of a unit root can be rejected for JPTB1, KOBALYM (from 
1973ql-1997q2), MATBUSA and USAY90 (from 1980ql-1997q2) only. These 
results lead to the conclusion that other variables are nonstationary. They have unit 
root within 95% confidence intervals. For these five variables, the augmented Dickey-
Fuller Test (i.e. equation 5) does not reject the null hypothesis of unit root, but Zivot-
Andrews Test rejects the null hypothesis at the significance level. That means the 
break does affect the conclusion of stationarity for these variables. 
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3.4.2 The Comparison ofEmpirical Results on Using the Level and Differenced Data 
Tables (8) and (9) show the results of using differenced data. In Japan's models, 
R^ and DW-statistic of stationary data are less preferable than that of level data. The 
similar results are also found in Singapore's models. The estimations regress the 
differenced trade balance on the differenced exchange rate ^^^^^/^^x ). The 
impulse response ftmctions should be converted to the level data ( ^ y ^ ^ j in order 
to examine the existence of a J-curve. The use of db,X as an independent variable 
should be inconsequential because people forecast the change of exchange rate in 
levels, differences or growth rates. 
Table (8): Summary of the Single Equation Estimation Results on Japan's Model 
Using Differenced Data 
Model 
W ^ ^ W) ^ W) 
y 0.3733E-4~~-0.2789E-5~~0.2615E-4~~-0.4995E-5~~-0.1796E-4~~-O.lllOE-4 
1 (0.95161) (-0.19344) (0.68360) (-0.38155) (-0.82626) (-1.2296) 
y -0.2220E-4~~0.6314E-4~~-0.8157E-5 
2 (-1.4790) (1.6353) (-0.59646) 
y -0.5254E-5 -0.5391E-5"~-0.2225E-5 
3 (-0.35060) (-0.13446) (-0.16348) 
Z 0.7981E-5~~:0.6211E-5"~-0.9119l^ 
4 (0.60667) (-0.18179) (-0.70190) 
Lag order 1 4 4 4 1 1 
^ 0.77669 0.35309 0.80867 0.49271 0.67103 0.87348~~ 
DW-Statistic ~~1.8636 1.8982 1.6209 1.9290 1.8806 2.0574~~~ 
J-curve insignificant insignificant insignificant insignificant Significant insignificant 
Recovery 2 
Quarters 
Notes: Value in parentheses is t-statistic. 
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Table (9): Summary of the Single Equation Estimation Results on Singapore's Model 
Using Differenced data 
Model 
^ W) W) W) 0 0 I m “ 
y -49.8473 -19.3411 -48.7394 -330.9866 -59.0879 206.0475 
1 (-1.0944) (-0.64074) (-1.1429) (-0.16507) (-1.3899) (0.098954) 
y 3.9260 27.1015 853.5696 10.1570 1460.0~~ 
2 (0.13088) (0.62746) (0.42635) (0.23199) (0.70146) 
1 7 3 3 7 3 
3 (-0.57350) 
Lag order 1 3 2 2 2 2 
^ 0.47372 0.34217 0.53966 0.45117 0.55072 0.44149 
DW-Statistic ~~2.2165 1.8310 1.9949 2.4270 2.0606 2.6085~~ 
J-curve significant insignificant significant significant insignificant significant 
Recovery 2 2 2 2 
Quarters 
Notes: Value in parentheses is t-statistic. 
The single equation estimation results of using differenced data shown in Tables 
(8) and (9) indicate that the J-curve is more significant in level data than in 
transformed data. Figure (14) and (15) show the impulse response functions of the 
transformed data by using VAR analysisfor models (3) and (4), models (11) and (12). 
The J-curve effect can be observed in models (5), (7)，（9)，(10) and (12). The trade 
balances recovers after two quarters for these five models. While comparing with the 
level data, it takes a shorter period for the J-curve to recover by using the differenced 
data. Although there is the J-curve effect in some models, the shape is not as 
significant as in the models using level data. It seems that if some transformation is 
necessary to induce stationarity, there is little evidence of a J-curve [Rose and Yellen 
(1989)]. Hsing and Savvides (1996) also showed that J-curve is not evident in the 
transformed data. 
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3.5 The Comparison of the Elasticity at Means of Japan and Singapore by Using 
the Previous Empirical Results 
Although both Japan and Singapore adopted flexible exchange rates, the 
sensitivity of exchange rate to the trade balance is different. Japan is a one of the 
strongest economies in the world, and the Japanese Yen is influential in the 
international exchange rate. On the other hand, Singapore is a small open economy, so 
the Singapore dollar is highly affected by other dominant currencies in the market. 
Using results from previous estimations in section 3, we would like to estimate how 
different the elasticity of trade balance to exchange rates are for these two economies. 
( x 〉 
^ , = / < ¾ ] k=l，2，……n (8) 
% 
The equation for calculating elasticity evaluated at the mean is based on equation 
(8). Ek is the elasticity, y,^  is the single equation estimation coefficients, X^ and TB 
are the means of the exchange rate and the trade balance respectively. The main 
purpose of this part is to compare the response of each country's on the trade balance 
to the respective exchange rate change. 
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Table (10): Summary of the Elasticity at Means ofDifferent Lag on Japan's Models 
Model 
« ^ ^ W ^ ^ ~ ~ 
^ 0.0038245~~0.0030068 0.0038245~~0.0034209 0.0058097 0.0031447 
^ 85.7430 85.7430 85.7430 90.6798 119.6421 119.6421 
^ ^ 004 0 ^ ^ ^ ^ 
^ 0 ^ 0 ^ ^ 
^ ^ L42 ^ 
; ^ ^ L ^ 0.0085 
Notes： TB ’ X，E�，E^，E^ and E^ are tlie mean trade balance, mean exchange rate, one，two, 
three and four period lagged elasticity respectively. Value in parentheses is t-statistic. 
Table (11): Summary of the Elasticity at Means ofDifferent Lag on Singapore's Models 
Model 
^ w ¥ ) m ^ ^ " ~ 
通 -2419.9 474.3377 -2419.9 772.1075 -2419.9 772.1075 
^ 96.8715 98.6331 96.8715 1.8886 96.8715 1.8886~~ 
^ 3^ 5^ ZA^ ^ 0 ^ S n 
— — 
_ 5：^ 
" ^ ^ 0 ^ 
Notes： TB，X , £,，E^，E^ and E^ are the mean trade balance, mean exchange rate, one, two, 
three and four period lagged elasticity respectively. Value in parentheses is t-statistic. 
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By way of comparison, the single equation estimates of E^ show that the 
elasticity of Singapore is larger than that of Japan. This means that given an equal 
change in exchange rate, Singapore's trade balance responds more elastically than 
Japan's. When looking at the J-curve, it does take a longer recovery period for Japan 
than for Singapore. This may be due to the relative size of each country. The total 
external trade is only a small part of Japan's GDP, but Singapore's external trade is 
several times its GDP as shown in the following statistics of openness. An exchange 
rate shock will naturally impose a relatively greater effect on the trade balance of 
Singapore rather than that of Japan. 
Openness is measured as follows: 
(Exports+Imports)/CGDP (current international prices)^^ 
Table (12): Value of Openness “ 
Year =1996 Country Data value 
Japan 0.041 
Singapore 3.285 
12 The calculation is based on the definition of the Penn World Table. 
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Figure (13): The Value of Openness 
Total Trade to GDP Ratio - ^ J a p a n 
-*-Singapore 
4 
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§ 2.5 t/am^m _ T ^ 








The above figure shows the data value of openness for both Japan and 
Singapore. The data value of openness of Singapore is much larger than that of Japan. 
It is no doubt that this partially explains why Singapore's tfade elasticity is greater 
than that of Japan. 
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CHAPTER FOUR 
THE PATTERN OF POST-ASIAN FINANCIAL CRISIS TRADE 
BALANCE 
The trade statistics from the post-Asian financial crisis period are too short to do 
empirical research. Nevertheless, this chapter tries to examine the exports and 
imports, trade balance and exchange rate pattern from 1997 onwards and give a short 
description for the on-going situation. The areas studied include Hong Kong, 
Indonesia, Japan, Malaysia, The Philippines, Singapore, South Korea, Taiwan and 
Thailand. 
On July 2 1997，after months of asserting that it would do no such thing, the 
government of Thailand abandoned its efforts to maintain a fixed exchange rate for 
» 
the baht. The currency depreciated by more than 20 percent, and within a few months 
most neighboring countries had been forced to emulate the Thailand's example. The 
crisis was deepened by the collapse ofIndonesian rupiah. Later, the Korean Won also 
collapsed. Almost all Asian currencies depreciated around 18% to 80%. 
In normal circumstances, the depreciation of one's currency will benefit its own 
exports. However, such a pattern is not evident in the Asian countries post 1997. In 
some examples, exports fall after the crisis along with a decline in imports. The main 
reason is due to the fact that exports are generated by the imports. Once the currencies 
depreciate, the countries are too poor to allow for the expensive imports, which often 
constitute intermediate goods. 
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4.1 Hong Kong 
Figure 4.1 
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The figures show that the relationship between exchange rate and trade balance 
in Hong Kong is not significant compared with other countries. Since Hong Kong 
uses the linked rate system, the trade balance is seldom affected by the fluctuation of 
the exchange rate. In the early 1998, there is a sharp decline in trade balance, which 
may be due to the fact that the Hong Kong dollar appreciated against other Asian 
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(C) 
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Indonesian rupiah depreciated around 80% by the financial crisis and the trade 
balance improved. Referring to the export and import graph, exports didn't seem to 
increase a lot, but rather stayed at a steady level instead. The rise in trade balance is 
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(b) 
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The Japanese Yen fluctuated extensively from 1997 onwards. However, the trade 
balance of Japan doesn't change greatly except for January since the exports decrease 
0 
to a larger extent (in absolute term) than the imports. Besides, the depreciation of 
Japanese Yen can improve Japan's trade balance greatly. When the Yen depreciated 
in August 1998，the trade balance decreases. But in September, the trade balance 
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Compared to Thailand's experience, Malaysia seems to have had an inverse 
situation. The depreciation of the Malaysian ringgit improved the trade balance. The 
imports do not show a sharp decline, and they exhibit a steady growth, instead. The 
exports also trend upwardly. Although Malaysia's main export and import to US is 
machinery and transport equipment, the major export and import of this country is tin 
and timber. Those items do not depend on the imports for intermediate products in 
production. The depreciation of ringgit even benefits the exports of those raw 
materials. Therefore, the balance of payment is not greatly affected by the Asian 
financial crisis. 
4,5 The Philippines 
Figure 4.5 
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After the currency crisis, the Philippines import shows an average fluctuation. 
The exports, however, increase a lot in September 1998. The depreciation of pesos did 
improve the Philippines trade balance, because the major exports of the Philippines is 
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(b) 
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Singapore dollar only depreciated around 18%. The export and import only 
showed small decreases. The trade balance trended upwardly. Before the currency 
crisis, the imports are greater than exports. After the crisis, this situation reversed. 
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N^  
The Korean Won depreciated tremendously in January 1998，and the trade 
balance decreases simultaneously. Afterwards, the trade balance bounced up, i.e. the 
trade balance improves after the depreciation of the Korean Won. After the 
depreciation of Korean Won, the imports decreased more than exports even though 
the exports also declined. Since the major export of South Korea is machinery and 
transport equipment, they had to import materials in order to generate exports. 
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New Taiwan dollar depreciated in October 1997. After the depreciation，the trade 
balance decrease greatly from November 1997 till February 1998. It seems that the 
trade balance fluctuate tremendously after the currency crisis. The export and import 
do not show a large change only except for January 1998. Exports are greater than 
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After the Asian financial crisis, many Asian countries experienced a decline in 
both exports and imports. Thailand is one of the significant examples. After the 
«r 
floating of Thai baht, the imports drop greatly as did exports. The largest component 
of Thailand's trade is machinery and transport equipment. They have to import some 
materials for production in order to generate exports. While the depreciation of Thai 




The advantages of using VAR approach are explored in this study. The J-curve 
effect is observed in the most of the aggregate and bilateral trade balance for both 
Japan and Singapore. Impulse response functions derived from VAR estimations show 
classical J-curve behavior. More importantly the analysis here allows the 
identification of spillover effects on a third party. It shows that the spillover effect on 
the trade balance of South Korea and China starts out positively while the spillover 
efFect on the trade balance ofMalaysia and Japan starts out negatively. We compare 
the J-curve phenomenon by using either level data or differenced data. The results 
show that evidence for the J-curve effect is not generally found using differenced data. 
We also provide estimates of trade balance elasticity for Japan and Singapore. It 
seems that given an equal change in exchange rate, Singapore's trade balance 
responds more elastically than Japan's. Although we cannot analyze other Asian 
countries due to the data limitations, we briefly describe the trade pattern of Asian 
countries after the Asian financial crisis. Results show that countries with large 
portion of trade volume in manufacturing sectors such as electronics experienced an 
decline in both exports and imports after a huge depreciation. This implies that these 
countries' exports depend heavily on imported intermediate goods. 
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APPENDICES 
Appendix (1): The Single Equation Estimation Results ofModel (1) 
OLS estimation of a single equation in the Unrestricted VAR **********•*•+•••****••***••••*•••**•**••**•**********+**•+***+***•*+*****•**•* 
Dependent variable is JPBALYM 
98 observations used for estimation from 1973Q1 to 1997Q2 
* * * * * * * * * * * 5 » ： + * * * * * * * * * * > 1 £ * * * * * * * * * * * * * * * * * * * * * * * * + * * * * + * * * + * * * * * * 氺 * * * + * 5 ^ + * * * 氺 * * * 
Regressor Coefficient Standard Error T-Ratio[Prob] 
JPBALYM(-1) 0.76921 0.059821 12.8585[.000] 
JPX90(-1) -0.3483E-4 0.1776E-4 -1.9609[.053] 
JPYNC90(-1) -0.2230E-8 0.1452E-7 -0.15365[.878] 
C 0.0045838 0.0057718 0.79417[.429] 
T 0.1012E-3 0.5243E-4 1.9295[.057] 
USAY90 -0.1243E-5 0.1877E-5 -0.66264[.509] 
* * * * * * * * * * * * * * * * * * * * * * * + * * * * * * * * * * * * * * * * * * * * * * * * * * * * j | c * * * * + * + * * * * * * * * * * * * * * + ***4: 
R-Squared 0.80015 R-Bar-Squared 0.78929 
S.E. ofRegression 0.0018351 F-stat. F( 5, 92) 73.6697[.000] 
Mean ofDependent Variable 0.0038245 S.D. ofDependent Variable 0.0039978 
Residual SuinofSquares 0.3098E-3 Equation Log-likelihood 481.5041 
Akaike Info. Criterion 475.5041 Schwarz Bayesian Criterion 467.7492 
DW-statistic 2.0148 System Log-likelihood -769.4112 
氺 3 | ( 本 * * 本 本 本 4 ： 本 * 本 氺 本 氺 本 本 本 氺 本 本 氺 幸 3 | ( 氺 本 * 本 * 本 * 氺 本 本 氺 本 本 本 本 本 氺 本 本 本 氺 本 本 本 氺 本 氺 本 氺 本 本 本 氺 氺 氺 氺 氺 本 氺 本 本 氺 氺 氺 本 * 氺 氺 * 本 氺 氺 氺 本 氺 
Diagnostic Tests 
本 氺 氺 氺 氺 氺 * 水 氺 * * 氺 氺 氺 氺 氺 氺 本 氺 氺 本 * 氺 氺 本 幸 氺 氺 本 本 本 本 本 本 氺 氺 氺 氺 氺 氺 氺 本 氺 氺 水 本 本 本 氺 本 本 氺 氺 氺 * 氺 氺 氺 本 本 氺 氺 氺 氺 本 氺 氺 本 氺 氺 本 * 氺 本 氺 本 氺 * 氺 
* Test Statistics * LM Version * F Version * +*****+•*****+****+***•**•+*****•***+*•*****•*+*+****+**++*****+*+***•*•*•***** 
* * * * 
* A:Serial Correlation *CHSQ( 4)= 34.8601[.000] *F( 4’ 88)= 12.1464[.000] + 
* * * * 
* B:Functional Fonn *CHSQ( 1)= .94148[.332] *F( 1，91)= .88271[.350] * 
* * * * 
* C:Nonmlity *CHSQ( 2)= 15.4364[.000] * Not applicable * 
* • * ^ * 
• D:Heteroscedasticity *CHSQ( 1)= 1.7051[.1%] *F( 1，96)= 1.6999[.195] * 
氺 本 本 氺 氺 氺 氺 氺 本 氺 氺 氺 氺 氺 氺 本 本 本 本 本 * 本 氺 本 氺 氺 氺 本 氺 氺 本 本 本 * 本 本 氺 本 氺 本 氺 氺 本 氺 本 本 氺 氺 本 氺 本 氺 本 本 氺 本 氺 氺 氺 氺 氺 本 本 本 本 氺 氺 氺 本 氺 氺 氺 本 本 氺 本 氺 本 氺 
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Appendix (2): The Single Equation Estimation Results ofModel (2) 
OLS estimation of a single equation in the Unrestricted VAR 
*氺本*氺本氺本氺氺氺本*氺幸氺水氺木*氺本本氺*氺本幸*氺氺本本本*氺氺氺本本4：氺本本本氺本氺本本氺氺氺氺氺氺本氺氺氺氺氺氺氺氺氺氺4(氺本氺本本本本本本 
Dependent variable is JPTBY1 
98 observations used for estimation from 1973Q1 to 1997Q2 
本 本 * 本 幸 氺 本 氺 4 < * 氺 * * 氺 4 ： 氺 3 | ( > | ( * 本 氺 * 氺 本 氺 本 氺 本 本 氺 氺 氺 * 本 本 ： 4 ( * 本 * 氺 本 * 氺 * 本 氺 氺 * 本 * * 氺 氺 本 本 * 氺 氺 氺 氺 氺 氺 本 氺 氺 氺 氺 幸 氺 氺 氺 氺 本 * 氺 氺 * * 本 
Regressor Coefficient Standard Error T-RatioProb] 
JPTBY1(-1) 0.51419 0.10126 5.0778[.000] 
JPTBYl(-2) 0.019194 0.11343 0.16921[.866] 
JPTBYl(-3) -0.21058 0.11612 -1.8135[.073] 
JPTBYl(-4) 0.35744 0.091508 3.9061[.000] 
JPX90(-1) -0.1446E-5 0.1566E-4 -0.092380[.927] 
JPX90(-2) -0.2045E-4 0.2383E-4 -0.85819[.393] 
JPX90(-3) -0.4342E-5 0.2337E-4 -0.18578[.853] 
JPX90(-4) -0.1799E-4 0.1735E-4 -1.0372[.303] 
JPYNC90(-1) -0.8199E-8 0.1850E-7 -0.44305[.659] 
PYNC90(-2) -0.1423E-7 0.2506E-7 -0.56780[.572] 
PYNC90(-3) 0.1175E-7 0.2516E-7 0.46690[.642] 
JPYNC90(-4) -0.8604E-8 0.1862E-7 -0.46206[.645] 
C 0.9800E-3 0.0024697 0.39679[.693] 
T 0.6847E-4 0.2232E-4 3.0677[.003] 
USAY90 0.1218E-5 0.8899E-6 1.3691[.175] 
*氺**氺**+***氺********氺氺*氺***+++*****+++**氺**氺*氺氺氺氺氺*氺**本氺*氺氺氺氺*本**本氺氺氺本本氺本本本氺氺氺本 
R-Squared 0.88937 R-Bar-Squared 0.87071 
S.E. ofRegression 0.7062E-3 F-stat. F( 14，83) 47.6597[.000] 
Mean ofDependent Variable 0.0030068 S.D. ofDependent Variable 0.0019639 
Residual Sum of Squares 0.4139E-4 Equation Log-likelihood 580.1392 
Akaike Info. Criterion 565.1392 Schwarz Bayesian Criterion 545.7519 




* Test Statistics * LM Version * F Version * 
*****氺++**氺**+**氺*氺氺**氺*+*氺氺*******+*氺+氺*氺氺*氺氺*氺氺氺氺*氺水氺氺氺氺氺氺氺氺氺氺氺水氺氺氺氺氺氺本本本氺水氺氺 
• * • * 
* A:Serial Correlation *CHSQ( 4)= 26.7410[.000] *F( 4, 79)= 7.4115[.000] * 
* * * * 
* B:Functional Fonn *CHSQ( 1)= .15579[.693] *F( 1，82)= .13057[.719] * 
* * * • 
* C:Nonnality *CHSQ( 2)= 5.3009[.071] * Not applicable * 
* * * * 
* D:Heteroscedasticity *CHSQ( 1)= 7.0663[.008] *F( 1, 96)= 7.4600[.008] * 
******+****本*氺**+氺氺*氺*+氺**+*本本氺**+氺本*本本本本氺本氺氺氺氺氺氺氺氺本氺氺*氺氺氺氺氺氺氺本氺本氺氺氺氺氺氺氺氺氺氺氺氺氺本 
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Appendix (3): The Single Equation Estimation Results of Model (3) 
OLS estimation of a single equation in the Unrestricted VAR 
* 本 本 本 本 氺 本 氺 氺 氺 * 氺 本 氺 氺 本 本 氺 本 本 本 氺 本 氺 本 氺 水 * 氺 本 氺 本 本 氺 本 本 本 本 氺 氺 氺 氺 氺 本 本 * 氺 氺 * 氺 氺 氺 本 幸 本 本 氺 本 本 * 氺 氺 * * 氺 本 氺 本 氺 氺 氺 本 本 氺 氺 氺 氺 本 氺 
Dependent variable is JPBALYM 
98 observations used for estimation from 1973Q1 to 1997Q2 
氺 氺 氺 氺 氺 本 本 * 氺 氺 本 氺 幸 本 本 本 本 氺 * 本 氺 * 氺 氺 氺 氺 本 水 氺 氺 氺 氺 氺 本 氺 氺 氺 本 本 本 氺 本 氺 氺 本 氺 氺 氺 氺 本 本 氺 本 氺 本 氺 氺 氺 氺 氺 水 氺 氺 本 本 本 本 氺 本 本 氺 * 本 本 本 本 氺 * 本 
Regressor Coefficient Standard Error T-RatioProb] 
PBALYM(-1) 0.72383 0.12094 5.9850[.000] 
JPBALYM(-2) -0.12230 0.14487 -0.84418[.401] 
JPBALYM(-3) -0.13174 0.14762 -0.89240[.375] 
JPBALYM(-4) 0.21338 0.11436 1.8658[.066] 
JPX90(-1) 0.9995E-5 0.3332E-4 0.29999[.765] 
JPX90(-2) 0.3013E-4 0.5053E-4 0.59623[.553] 
JPX90(-3) -0.6320E-4 0.5083E-4 -1.2433[.217] 
JPX90(-4) -0.4879E-4 0.3805E-4 -1.2823[.203] 
K0BALYM(-1) -0.016648 0.0055832 -2.9817[.004] 
KOBALYM(-2) 0.0051636 0.0061135 0.84462[.401] 
KOBALYM(-3) 0.010253 0.0061132 1.6773[.097] 
KOBALYM(-4) 0.0065320 0.0054985 1.1880[.238] 
C 0.0050247 0.0056933 0.88256[.380] 
T 0.1300E-3 0.4313E-4 3.0135[.003] 
USAY90 -0.1150E-5 0.1802E-5 -0.63855[.525] 
* * 氺 氺 氺 氺 本 * 氺 本 氺 * 氺 氺 本 氺 氺 本 氺 氺 氺 氺 氺 本 氺 本 本 氺 氺 本 氺 本 氺 本 本 氺 氺 本 氺 本 氺 本 氺 氺 氺 氺 氺 > | ( * 本 本 氺 本 氺 氺 本 * 氺 水 氺 氺 本 本 氺 氺 本 本 氺 水 本 本 氺 本 氺 本 本 氺 本 本 
R-Squared 0.87444 R-Bar-Squared 0.85326 
S.E. ofRegression 0.0015314 F-stat. F( 14, 83) 41.2887[.000] 
Mean ofDependent Variable 0.0038245 S.D. ofDependent Variable 0.0039978 
Residual Sum of Squares 0.1947E-3 Equation Log-likelihood 504.2784 
Akaike Info. Criterion 489.2784 Schwarz Bayesian Criterion 469.8911 
DW-statistic 1.6160 System Log-likelihood 432.4167 
本 * 本 氺 伞 氺 本 本 氺 本 氺 氺 氺 本 氺 本 本 本 氺 氺 氺 本 * 氺 水 本 氺 氺 本 氺 氺 氺 氺 本 氺 氺 * 氺 氺 本 本 本 * * * 本 氺 氺 水 本 本 本 氺 本 本 氺 氺 本 氺 本 氺 本 氺 氺 水 氺 氺 氺 氺 本 氺 氺 氺 氺 本 氺 本 氺 氺 
Diagnostic Tests 
本 氺 氺 氺 * 氺 氺 氺 本 氺 * * 氺 氺 氺 氺 氺 氺 氺 水 氺 氺 水 氺 氺 华 氺 本 本 氺 氺 氺 氺 氺 氺 * 氺 氺 * 氺 氺 本 氺 氺 本 本 本 氺 氺 本 氺 本 氺 氺 氺 本 本 氺 氺 氺 氺 氺 氺 氺 氺 本 氺 本 氺 本 氺 氺 氺 氺 本 氺 氺 本 氺 
* Test Statistics * LM Version * F Version * 
本 本 本 氺 氺 氺 氺 氺 本 氺 本 本 氺 本 本 本 本 本 本 幸 氺 本 氺 氺 氺 氺 * 氺 本 氺 本 氺 本 本 氺 水 本 氺 氺 本 氺 氺 氺 本 氺 氺 氺 氺 氺 氺 氺 本 本 氺 氺 本 本 氺 氺 氺 氺 氺 本 本 氺 氺 氺 本 本 氺 氺 氺 本 3 | e 氺 本 氺 氺 本 
* * + * 
* A:Serial Correlation *CHSQ( 4)= 27.5547[.000] *F( 4，79)= 7.7252[.000] * 
* • * » • 
* B:Functional Fonn *CHSQ( 1)= .040954[.840] *F( 1，82)= .034282[.854] • 
* * * * 
* C:Normality *CHSQ( 2)= 10.8782[.004] * Not applicable • 
* * • * 
* D:Heteroscedasticity *CHSQ( 1)= 2.8375(.092] *F( 1’ 96)= 2.8625[.094] * 
本 本 本 * 氺 氺 本 氺 氺 本 伞 氺 本 氺 氺 氺 本 本 氺 氺 氺 氺 氺 氺 氺 本 氺 * 本 氺 氺 本 氺 氺 本 本 * 本 本 本 本 氺 氺 氺 本 本 * 氺 氺 本 本 氺 氺 氺 氺 本 氺 氺 氺 氺 氺 本 氺 氺 氺 氺 氺 氺 本 氺 本 本 本 氺 本 本 氺 氺 氺 
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Appendix (4): The Single Equation Estimation Results of Model (4) 
OLS estimation of a single equation in the Unrestricted VAR 
本氺本本本氺*本*本*本氺氺幸氺本本氺氺本本氺*本本*氺本氺本氺氺本*氺本氺本本本本本氺本氺本氺本氺氺*本本氺本氺氺本氺本氺氺氺本本本氺氺本幸*氺本氺*本氺氺 
Dependentvariable is JPTBY1 
82 observations used for estimation from 1977Q1 to 1997Q2 
本氺本*本*本*氺氺本氺本氺本本氺氺本*氺*氺本本幸本氺本*本本本本本本本本氺氺本本氺氺本本氺本氺氺本氺氺本*氺氺氺本氺本本本*本本*氺幸*本氺氺氺氺氺 
Regressor Coefficient Standard Error T-RatioProb] 
JPTBY1(-1) 0.50382 0.11872 4.2438[.000] 
JPTBYl(-2) 0.37141 0.12373 3.0018[.004] 
JPTBYl(-3) -0.29283 0.12648 -2.3152[.024] 
JPTBYl(-4) 0.14239 0.11515 1.2366[.221] 
JPX90(-1) -0.1303E-4 0.1419E-4 -0.91856[.362] 
JPX90(-2) 0.9048E-5 0.2141E-4 0.42253[.674] 
JPX90(-3) -0.2147E-4 0.2117E-4 -1.0142[.314] 
JPX90(-4) -0.3207E-6 0.1537E-4 -0.020863[.983] 
K0TBY1(-1) 0.030259 0.0089449 3.3829[.001] 
KOTBYl(-2) -0.023101 0.0098621 -2.3424[.022] 
KOTBYl(-3) -0.024866 0.0098667 -2.5202[.014] 
KOTBYl(-4) 0.025562 0.0085060 3.0052[.004] 
C 0.6422E-3 0.0024270 0.26462[.792] 
T 0.2541E-4 0.2304E-4 1.1027[.274] 
USAY90 0.1408E-6 0.7993E-6 0.17619[.861] 
氺氺氺本本氺氺本氺氺氺氺本氺本氺本水氺氺氺氺本氺本氺本氺本本本氺氺本氺本氺氺本本本本氺氺氺氺氺本氺氺本氺氺氺本本氺氺氺氺本氺氺氺氺本氺氺本氺氺本氺氺氺氺氺本本 
R-Squared 0.89228 R-Bar-Squared 0.86978 
S.E. ofRegression 0.6162E-3 F-stat. F( 14，67) 39.6432[.000] 
Mean ofDependent Variable 0.0035007 S.D. ofDependent Variable 0.0017075 
Residual Sum of Squares 0.2544E-4 Equation Log-likelihood 498.0726 
Akaike Info. Criterion 483.0726 Schwarz Bayesian Criterion 465.0222 




* Test Statistics * LM Version * F Version * 
* * 氺 * + + 4 ： * 氺 + * * * * * * + 氺 + * * * * + 氺 * 氺 本 * * * * * 氺 * + * * + 氺 + 氺 * * 氺 氺 * * * 氺 氺 本 氺 氺 氺 * 氺 氺 氺 氺 氺 本 氺 本 氺 * 氺 氺 氺 本 氺 氺 本 氺 本 本 本 本 本 
* 氺 * • 
* A:Serial Correlation *CHSQ( 4)= 13.3053[.010] *F( 4, 63)= 3.0506[.023] * 
* * • • * 
* B:Functional Fonn *CHSQ( 1)= 1.0463[.306] *F( 1, 66)= .85302[.359] • 
* • • • 
* C:Norinality *CHSQ( 2)= 24.3107[.000] * Not applicable * 
* 本 * * 
* D:Heteroscedasticity *CHSQ( 1)= 4.9909[.025] *F( 1，80)= 5.1848[.025] • 
* * * * * + * * * * + **^C* + * + * * * * * + * * * * * * * * * * * * * + ****5(C******j|C***^*5(C5|Cj|t****5|C^^*^**^**^**^*** 
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Appendix (5): The Single Equation Estimation Results ofModel (5) 
OLS estimation of a single equation in the Unrestricted VAR 
* 氺 本 氺 氺 * 氺 * 氺 氺 本 本 幸 水 本 华 本 本 氺 氺 氺 本 本 * 氺 氺 氺 氺 幸 * 本 * * 氺 本 氺 本 氺 本 华 本 氺 本 本 氺 本 氺 氺 氺 氺 本 本 氺 氺 本 氺 本 本 氺 本 氺 木 氺 本 氺 * 本 氺 幸 氺 * 本 * 水 水 * 本 氺 本 
Dependent variable is JPBALYM 
41 observations used for estimation from 1987Q2 to 1997Q2 
* 氺 氺 本 * 氺 * 氺 氺 水 * 氺 氺 本 伞 氺 本 氺 氺 氺 本 氺 * * 本 本 氺 氺 * * 氺 本 本 本 氺 氺 本 本 4 ： 本 本 本 本 本 * 氺 * * 水 本 本 本 本 氺 氺 氺 本 本 本 氺 氺 * * 氺 氺 本 本 本 本 本 氺 * 氺 本 本 氺 氺 本 本 
Regressor Coefficient Standard Error T-RatiopProb] 
JPBALYM(-1) 0.81188 0.14871 5.4595[.000] 
JPX90(-1) -0.1332E-5 0.1407E-4 -0.094660[.925] 
K0BALYM(-1) -0.0052258 0.0087197 -0.59932[.553] 
CHBALYM(-1) 0.0056033 0.0073703 0.76025[.452] 
C 0.0066944 0.0070569 0.94864[.349] 
T 0.1195E-4 0.6809E-4 0.17547[.862] 
USAY90 -0.1121E-5 0.2014E-5 -0.55659[.581] 
本 本 * 氺 * 氺 氺 氺 氺 氺 * 本 本 氺 氺 本 本 氺 本 本 本 氺 氺 本 本 本 本 氺 本 * 本 本 氺 氺 本 氺 本 氺 氺 * 本 本 本 氺 氺 氺 氺 氺 * 氺 * 氺 本 本 本 氺 氺 氺 氺 氺 氺 本 氺 本 * 本 本 氺 本 本 本 氺 氺 氺 氺 本 本 氺 本 
R-Squared 0.71283 R-Bar-Squared 0.66216 
S.E. ofRegression 0.8716E-3 F-stat. F( 6，34) 14.0663[.000] 
Mean ofDependent Variable 0.0058097 S.D. ofDependent Variable 0.0014996 
Residual Sum of Squares 0.2583E-4 Equation Log-likelihood 234.5129 
Akaike Info. Criterion 227.5129 Schwarz Bayesian Criterion 221.5154 
DW-statistic 2.0140 System Log-likelihood 330.1767 
氺 本 本 > ( ： 本 氺 * * 氺 氺 本 氺 * 本 本 * 本 氺 本 本 本 本 氺 氺 章 幸 氺 本 本 本 氺 氺 氺 氺 水 氺 本 * 本 氺 氺 氺 本 氺 氺 氺 氺 氺 本 氺 本 本 氺 本 本 氺 氺 氺 氺 氺 氺 氺 氺 氺 氺 氺 本 本 氺 氺 本 氺 本 氺 * 本 氺 水 氺 
Diagnostic Tests 
3ici)C9|c^**^i|c^3):***3|C3le3|C**4c*i|e***9(:*3|c^>|C3|C***3|c**>|C**^**^***^3|c*4:**^*^j|e***^^*Hc^*^^^*9|C*****9(c>|c** 
* Test Statistics * LM Version * F Version * 
氺 氺 氺 氺 本 氺 本 氺 * 氺 氺 氺 氺 氺 本 水 本 氺 氺 氺 本 氺 * 本 本 氺 氺 氺 本 本 本 氺 本 * * 氺 氺 本 氺 本 水 氺 本 本 本 本 氺 氺 氺 氺 氺 * * 氺 氺 氺 氺 氺 氺 氺 本 氺 本 氺 本 水 氺 本 氺 氺 氺 氺 氺 * 本 氺 氺 氺 本 
* * • * 
* A:Serial Correlation *CHSQ( 4)= 5.0574[.281] *F( 4’ 30)= 1.0553[.396] * 
* • * * 
* B:FunctionaI Fonn *CHSQ( 1)= .65539[.418] *F( 1, 33)= .53608[.469] * 
氺 • * * 
* C:Normality *CHSQ( 2)= 2.6654[.264] * Not applicable * 
* * • • 
* D:Heteroscedasticity *CHSQ( 1)= .99659[.318] *F( 1，39)= .97160[.330] * 
* * + * * * * * * * * * * * * + * * * + * + * * * * + * * * * * + * 氺 * + * 氺 * * * * * 氺 * * * 氺 * 氺 氺 * 本 氺 氺 氺 氺 * 氺 氺 氺 氺 本 氺 氺 氺 氺 氺 氺 氺 水 氺 氺 本 氺 本 本 * 
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Appendix (6): The Single Equation Estimation Results of Model (6) 
OLS estimation of a single equation in the Unrestricted VAR 
: ! ( * * : ! : * * * : ! ( * * * * * * * * * * * * * * * * * * * ^ * * * * * * * * ^ * * * * * * * * * * * * * * ^ ^ * * * * * * * * * * * * * * * * * * * * 4 c * * * * * 
Dependent variable is JPTBY1 
41 observations used for estimation from 1987Q2 to 1997Q2 
* * * * * * * * * * * * H c * * * * * * * * * * * * * * * + * * * * * * * * * * * * * * * * * * * * * * * > ^ * * > ( : * + * * + * * + * * * * * * * * * * * * * * + 
Regressor Coefficient Standard Error T-RatiopProb] 
JPTBY1(-1) 0.14224 0.14864 0.95693[.345] 
JPX90(-1) -0.1284E-4 0.6255E-5 -2.0520[.048] 
K0TBY1(-1) 0.015384 0.0066987 2.2965[.028] 
CHTBY1(-1) 0.048866 0.014423 3.3880[.002] 
C 0.0049833 0.0024278 2.0526[.048] 
T -0.6928E-4 0.3491E-4 -1.9845[.055] 
USAY90 0.8852E-6 0.7523E-6 1.1767[.248] 
氺 * * 幸 水 本 * 本 本 * * * 氺 氺 本 水 本 * 本 本 本 本 本 本 本 * 本 本 本 氺 * * * 本 氺 氺 氺 氺 本 本 氺 本 本 氺 氺 本 氺 氺 本 氺 氺 氺 * 氺 氺 氺 氺 幸 氺 本 本 氺 本 本 本 * 氺 本 氺 氺 本 氺 本 氺 * 本 氺 本 * 
R-Squared 0.87173 R-Bar-Squared 0.84910 
S.E. ofRegression 0.3945E-3 F-stat. F( 6, 34) 38.5124[.000] 
Mean ofDependent Variable 0.0031447 S.D. ofDependent Variable 0.0010155 
Residual Sum of Squares 0.529 lE-5 Equation Log-likelihood 267.0172 
Akaike Info. Criterion 260.0172 Schwarz Bayesian Criterion 254.0197 
DW-statistic 1.5316 System Log-likelihood 446.7680 
本 * * 本 氺 * * 本 氺 氺 氺 本 4 ： 本 本 氺 氺 氺 氺 氺 本 氺 氺 氺 * 氺 氺 * 氺 幸 * 氺 本 氺 本 * ! | ( * 本 氺 本 氺 本 氺 氺 氺 氺 本 * 氺 氺 氺 氺 氺 氺 本 本 本 本 本 氺 氺 * 氺 氺 本 氺 * 氺 本 氺 氺 氺 氺 氺 氺 氺 本 * 
Diagnostic Tests 
氺 氺 氺 本 本 本 * 氺 本 本 氺 4 ( 氺 本 氺 本 氺 本 本 氺 本 氺 本 氺 氺 氺 氺 本 本 本 本 本 本 * 本 本 本 本 本 氺 本 氺 氺 氺 本 氺 氺 本 氺 本 本 水 氺 本 氺 氺 本 氺 氺 氺 氺 氺 氺 氺 氺 氺 氺 氺 氺 氺 氺 本 本 氺 氺 氺 氺 本 氺 
* Test Statistics * LM Version * F Version * 
本 氺 氺 本 本 氺 氺 本 氺 本 氺 氺 氺 氺 本 氺 本 氺 本 本 * 本 氺 本 本 氺 * 氺 本 本 本 氺 氺 本 本 氺 本 氺 氺 氺 本 本 华 本 氺 氺 氺 幸 氺 本 氺 氺 氺 氺 本 氺 本 氺 氺 氺 氺 氺 氺 氺 4 ： 氺 氺 氺 本 华 氺 氺 氺 氺 氺 氺 氺 氺 氺 
* • 氺 • 
* A:Serial Correladon *CHSQ( 4)= 7.6460[.105] *F( 4, 30)= 1.7193[.172] * 
* • * * 
• B:Functional Fonn *CHSQ( 1)= .12730[.721] *F( 1，33)= .10278[.751] * 
* * • * 
* C:Nonnality *CHSQ( 2)= 2.7873[.248] • Not applicable * 
• • * * 
* D:Heteroscedasticity *CHSQ( 1)= 2.4605[.117] *F( 1，39)= 2.4899[.123] * 
氺 本 本 氺 氺 氺 本 氺 本 氺 本 * 氺 本 水 本 氺 氺 本 * 本 本 本 氺 氺 本 本 氺 氺 氺 氺 本 氺 本 氺 氺 氺 本 氺 氺 本 氺 氺 氺 氺 氺 氺 氺 氺 本 氺 氺 氺 氺 氺 氺 氺 氺 本 氺 本 氺 氺 氺 氺 氺 氺 氺 本 本 氺 本 氺 氺 * 本 本 氺 本 
^ 
5 8 
Appendix (7): The Single Equation Estimation Results ofModel (7) 
OLS estimation of a single equation in the Unrestricted VAR 
本氺氺氺氺本本*氺氺本本本本氺本*幸本氺*氺氺本本氺氺氺氺氺氺氺氺氺本本氺*本氺本本氺本本氺氺*氺氺3|(本本氺氺*氺木本氺本氺本*本本*本氺*本氺氺本本本* 
Dependentvariable is SPBALNC 
77 observations used for estimation from 1978Q2 to 1997Q2 
**3|ej|e^ *H(3)c*>|c3|c*9ie**9|c*>K**9|e9|cj|c9|e*i|ci|e^ 3)e3|c**^ ****4c9lc3|c*3tc**9|e***4c****3|e*itc*^ **i(ci|e****3|c***Jtc*3(c***>|(*^  
Regressor Coefficient Standard Error T-Ratio[Prob] 
SPBALNC(-1) 0.58657 0.094737 6.1916[.000] 
SPX90(-1) -74.2952 26.5440 -2.7989[.007] 
SPAY90(-1) 0.33778 0.12130 2.7846[.007] 
C 1121.1 3411.1 0.32867[.743] 
T -75.1785 26.9533 -2.7892[.007] 
USAY90 0.99744 0.76675 1.3009[.198] 
3|c3|cj|e3|c3fe3|c)|e3|e9|e3|e9|e3^9|c3|c3|e3)c3|c3|c^c9|c9)c9|c9te3|c3|c3|c%9|c9|c3|e3|c3|c3|ca|e9|e%9|e3)c^3)e*9|c%3|ca|c9|e^3fc3|e^9)c9fc)|c3)c^3te3lc^^^3{c>|c^3f:3|c^c9|c*%9|c*3|c9)c9|c3|c9ic*a|c3|c 
R-Squared 0.57501 R-Bar-Squared 0.54508 
S.E. ofRegression 641.4003 F-stat. F( 5, 71) 19.2127[.000] 
Mean ofDependent Variable -2696.8 S.D. ofDependent Variable 950.9621 
Residual Suin of Squares 2.92E+07 Equation Log-likelihood -603.8363 
Akaike Mb. Criterion -609,8363 Schwarz Bayesian Criterion -616.8677 




* Test Statistics * LM Version * F Version * 
氺本*氺本本本*本氺*氺氺氺本氺氺本本氺本氺*本氺本氺*本本本本幸本氺本氺本本氺本*氺氺氺氺氺氺氺本氺氺*本本本氺氺氺本氺氺氺本氺氺本本氺氺本氺氺氺氺氺氺*氺 
* • * * 
* A:Serial Correlation *CHSQ( 4)= 3.2606[.515] *F( 4, 67)= .74065[ .568�* 
* * • • 
* B:Functional Fonn *CHSQ( 1)= .48524[.486] *F( 1，70)= .44393[.507] * 
* • * * 
* C:Norimlity *CHSQ( 2)= 5.7191[.057] * Not applicable • 
* • 氺 氺 
* D:Heteroscedasticity *CHSQ( 1)= .65955[.417] *F( 1, 75)= .64797[.423] * 
氺 本 氺 氺 本 氺 本 本 氺 本 本 本 本 本 本 本 氺 氺 氺 本 氺 氺 本 本 氺 本 氺 氺 氺 氺 氺 氺 氺 氺 9 | ( 氺 氺 氺 氺 氺 氺 本 氺 本 本 水 本 氺 本 本 氺 氺 本 本 氺 本 氺 本 氺 氺 氺 氺 氺 氺 氺 氺 氺 本 氺 氺 氺 本 本 氺 氺 本 氺 本 氺 
• 
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Appendix (8): The Single Equation Estimation Results of Model (8) 
OLS estimation of a single equation in the Unrestricted VAR 
* * * * * * * * * * * * * * * * * * * * * * * * N c * * * * * * + * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
Dependentvariable is SPTBUSA 
69 observations used for estimation from 1980Q2 to 1997Q2 
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 氺 * * * * * * * * * * * * * * * * * 本 * * > | « * * * 
Regressor Coefficient Standard Error T-RatioProb] 
SPTBUSA(-1) 0.22948 0.12155 1.8880[.064] 
SPX90(-1) -26.9527 18.0949 -1.4895[.141] 
SPAY90(-1) -0.053399 0.080739 -0.66137[.511] 
C -2294.4 2486.1 -0.92286[.360] 
T 19.8410 20.8541 0.95142[.345] 
USAY90 0.84871 0.58262 1.4567[.150] 
* * * * * * * * * * * * * * * * * * * • * • * * * * * • * • * • * * * • * • * * * * * * * * • * * * * • + * * * • * * * * * * * • * * * * * * • * • * • * * • 
R-Squared .63553 R-Bar-Squared 0.60660 
S.E. ofRegression 400.9536 F-stat. F( 5, 63) 21.9706[.000] 
Mean ofDependent Variable 474.3377 S.D. ofDependent Variable 639.2605 
Residual Suin of Squares l.OlE+07 Equation Log-likelihood -508.3436 
Akaike Info. Criterion -514.3436 Schwarz Bayesian Criterion -521.0459 
DW-statistic 1.9057 System Log-likelihood -1117.4 
*4:************************************+**************************************** 
Diagnostic Tests 
+ * * * * * * • * * • * + * • * * • * + * * • * * * * • * * * • * • + * • + * * • + * • * * • * * * * • + * + * * * + * * 氺 * * * * * * * * * * * * * * * * * 
* Test Statistics * LM Version * F Version * ****+*•***•***+•*•*••**•*•**•****•*•**+***•***+•*•••++****••••*********••***•** 
* * * * 
* A:Serial Correlation *CHSQ( 4)= 14.0281[.007] *F( 4, 59)= 3.7640[.009] * 
* * * * 
* B:Functional Fonn *CHSQ( 1)= .66253[.416] *F( 1，62)= .60109[.441] * 
* • * * 
* C:Nonnality *CHSQ( 2)= 1.9883[.370] * Not applicable * 
* * * • 
* D:Heteroscedasticity *CHSQ( 1)= .012360[.911] *F( 1, 67)= .012004[.913] • 
* * * * * * • * * * * * * * * * • * * * * * * * * + • • • + • • * * • * * * * * • • • + • * * • • * • * • • • * + * • * • * * • * • * * * * * • * • * • * • • 
4T 
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Appendix (9): The Single Equation Estimation Results ofModel (9) 
OLS estimation of a single equation in the Unrestricted VAR 
***>t;****Hc*****>^************************** + ******** + ********** + ***************** 
Dependentvariable is SPBAtNC 
78 observations used for estimation from 1978Q1 to 1997Q2 
****>|c*•***************•********•****氺***•*•*************• + *** + ****•****•**•*••* 
Regressor Coefficient Standard Error T-Ratio^rob] 
SPBALNC(-1) 0.60997 0.12324 4.9493[.000] 
SPBALNC(-2) -0.029670 0.14196 -0.20901[.835] 
SPBALNC(-3) 0.10558 0.14485 0.72891[.469] 
SPBALNC(-4) -0.12045 0.12858 -0.93682[.352] 
SPX90(-1) -54.1783 48.5708 -1.1155[.269] 
SPX90(-2) 31.9866 69.0160 0.46347[.645] 
SPX90(-3) -12.1965 68.4263 -0.17824[.859] 
SPX90(-4) 6.1828 47.2818 0.13077[.896] 
MABALNC(-1) 0.036510 0.084860 0.43024[.668] 
MABALNC(-2) -0.27541 0.097176 -2.8341[.006] 
MABALNC(-3) 0.24608 0.10441 2.3568[.022] 
MABALNC(-4) -0.18761 0.090632 -2.0700[.043] 
C -7043.5 3267.0 -2.1560[.035] 
T -67.2350 33.5245 -2.0055[.049] 
USAY90 2.5511 1.1231 2.2715[.027] 
* * 5 ^ * + * * * * * * * * * * ^ C * * * * * * * * * + + * * * * * * * * * * * * * * * * + * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
R-Squared 0.62617 R-Bar-Squared 0.54310 
S.E. ofRegression 644.4880 F-stat. F( 14，63) 7.5376[.000] 
Mean ofDependent Variable -2682.2 S.D. ofDependent Variable 953.4638 
Residual Sum of Squares 2.62E+07 Equation Log-likelihood -606.8874 
Akaike Mb. Criterion -621.8874 Schwarz Bayesian Criterion -639.5627 
DW-statistic 2.0197 System Log-likelihood -1395.3 
* * * • * * * • • * • * * * * * * * * + • • • * + * + • * * + * * • * + * * * * • * * • • * * * + * * * * * * * * + * * * * * • * * * • * • * * * * * * * • * 
Diagnostic Tests 
* * * * * * * + • * • * * * * * * * * * + + + + * * * + • • + * * * • * • * * + + * • • • * * * • * * * + * + • * • • * • * * * * * * * * * * • + + • * * * * 
* Test Statistics * LM Version * F Version * 
******++*******+*+++****+*++*••*****•**•*•*+•***氺+*****+******+******+*****+*** 
* * * • 
* A:Serial Correlation *CHSQ( 4)= 8.7443[.068] *F( 4, 59)= 1.8623[.129] * 
* * * * 
*B:Functional Fonn *CHSQ( 1)=.001%59[.968] *F( 1, 62)= .0012447[.972] * 
* * * • 
* C:Norimlity *CHSQ( 2)= 5.7041[.058] * Notapplicable * 
* * 本 • 
* D:Heteroscedasticity *CHSQ( 1)= .47335[.491] *F( 1，76)= .46403[.498] * 
* * * * * * * • • • * • * * + * * * * * * • * * * * * • • • * • + + • * * * • • * • * • • * • * * * • * • * * + * * * * * • + * • * + * * 氺 * * * * * * * * * 
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Appendix (10-a): The Single Equation Estimation Results ofModel (10-a) 
OLS estimation ofasingle equation in the Unrestricted VAR 
********Hc*************************************=l^****************************** + * 
Dependentvariable is SPTBUSA 
41 observations used for estimation from 1987Q2 to 1997Q2 
******>|C*****>JC*********=JC******************************************************** 
Regressor Coefficient Standard Error T-RatioProb] 
SPTBUSA(-1) -.048762 .22683 -.21497[.831] 
SPX90(-1) 27.3512 35.3799 .77307[.445] 
MATBUSA(-1) .18448 .12474 1.4790[.148] 
C -86.8132 2771.3 -.031326[.975] 
T -81.6216 60.4836 -1.3495[.186] 
USAY90 .88213 .86263 1.0226[.314] 
^c***:)c******** + ******* + **************** + **************************************** 
R-Squared .25076 R-Bar-Squared .14373 
S.E. ofRegression 446.2602 F-stat. F( 5. 35) 2.3428[.062] 
Mean ofDependent Variable 778.9512 S.D. ofDependent Variable 482.2612 
Residual Sum of Squares 6970186 Equation Log-likelihood -305.0699 
Akaike Info. Criterion -311.0699 Schwarz Bayesian Criterion -316.2106 
DW-statistic 1.7972 System Log-likelihood -698.1531 
>!=**•****•*•*** + ***•****•*•**** + *•***••***••*•••**•**••** + + *********•********••* 
Diagnostic Tests 
* * * * * * * * * * * * * + * * * * * * * * + * * * * + * • • • • • * + • • * * + * * • • + * * * * + * • • * • • • * * * + * * * • * • * + * * • • * * * 氺 * 
* Test Statistics * LM Version * F Version * 
* * * * * * * * * * 氺 * * * * * * * * * * * + * * * + * * * * * * 氺 * * + * * + * + * * * * * * * * * * * * * * * * * * + * * * * * * * * * * * * + * * * * * 
* * * * 
* A:Serial Correlation *CHSQ( 4)= 16.4400[.002] *F( 4,31)= 5.1877[.003] * 
本 * * * 
* B:Functional Fonn *CHSQ( 1)= .61820[.432] *F( 1, 34)= .52050[.476] * 
t^ * * * 
* C:Norinality *CHSQ( 2)= 1.1316[.568] * Not applicable * 
* * * * 
* D:Heteroscedasticity *CHSQ( 1)= 4.6135[.032] *F( 1，39)= 4.9448[.032] * 
* 氺 * * + + * * + * * * * + * * * 氺 + * * * * * * + * * * * * * * * * * * * + * + * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
0 
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Appendix (10-b): The Single Equation Estimation Results ofModel (10-b) 
OLS estimation of a single equation in the Unrestricted VAR 
****>H***=|c>lc****>K*>)c*>)c>ic***** + ***** + *********************************************** 
Dependent variable is SPTBUSA 
41 observations used for estimation from 1987Q2 to 1997Q2 
*:Jc******>|t>^****=|c***=|c>t:***************** + + *****=|c****** + *>^********************** + *=<^  
Regressor Coefficient Standard Error T-RatioProb] 
SPTBUSA(-1) -0.019047 0.24042 -0.079223[.937] 
SPXUS(-1) -805.9100 2274.1 -0.35439[.725] 
MATBUSA(-1) 0.17804 0.12652 1.4072[.168] 
C 2445.6 6205.5 0.39411[.696] 
T -64.2490 75.2131 -0.85423[.399] 
USAY90 0.91397 1.1397 0.80194[.428] 
* * = 1 = * * * > ^ > ^ * * * * * * = ^ * * * * * * * * * * * * * * * * * * * * * * * 氺 * * * * * * * * * * * * * * * * * * * * * * * * = » ^ * * * * * * * * * * * * * * * 
R-Squared 0.24069 R-Bar-Squared 0.13222 
S.E. ofRegression 449.2488 F-stat. F( 5, 35) 2.2189[.074] 
Mean ofDependent Variable 778.9512 S.D. ofDependentVariable 482.2612 
Residual Suin of Squares 7063856 Equation Log-likelihood -305.3435 
Akaike Info. Criterion -311.3435 Scliwarz Bayesian Criterion -316.4843 
DW-statistic 1.7736 System Log-likelihood -537.7597 
* * H c * * * * * * * * * * * * = H * * + * * + * + * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
Diagnostic Tests 
* * * * * * * * * * * * * * * * > l c * * * * * * * + * * * * + * * + * * * * * * * * * + + * * * * * * * * * * + * * * * * * * * * * + * + * * * * * * * * * * * 
* Test Statistics * LM Version * F Version * ******+**•*+**+**+*•+•******•*•*+•*•******•+••*•+*•**•••***+***********•••*•*** 
* 本 * * 
* A:Serial Correlation *CHSQ( 4)= 15.6151[.004] *F( 4，31)= 4.7673[.004] * 
本 • * * 
*B:Fuiictional Fonn *CHSQ( 1)= .0044434[.947] *F( 1, 34)= .0036852[.952] • 
* * * * 
* C:Normality *CHSQ( 2)= .96029[.619] * Not applicable * 
* * * * 
* D:Heteroscedasticity *CHSQ( 1)= 3.6607[.056] *F( 1，39)= 3.8235[.058] * 
> ! « • * * * * • * • • * * * * * * * * • * * • * * * * * + • + * • • • * • * * * • * • • • * * * + • • • * • • * * * + * * + * * + + * * • * * • • * * * • * • * 
^ 
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Appendix (11): The Single Equation Estimation Results of Model (11) 
OLS estimation ofa single equation in the Unrestricted VAR 
• >!=***=••*•***•**•***••*****•*•*•*•**••**•***•*****•• + •••*•*••**•***•************ 
Dependentvariable is SPBALNC 
78 observations used for estimation from 1978Q1 to 1997Q2 *****••*•******•*：)=•*：(<*•*••+********•***********•****•***••**•**•*•*•*•******=•=*• 
Regressor Coefficient Standard Error T-RatioProb] 
SPBALNC(-1) 0.58435 0.10145 5.7602[.000] 
SPX90(-1) -13.7172 17.5959 -0.77957[.438] 
MABALNC(-1) -0.057456 0.071779 -0.80046[.426] 
JPBALNC(-1) -0.0070762 0.10915 -0.064832[.948] 
C -5963.2 2745.9 -2.1717[.033] 
T -51.6163 29.9888 -1.7212[.090] 
USAY90 1.8665 0.87672 2.1290[.037] 
* * * * * * * * * * * * * * * * * * * * * * * * * * + * * * * * * * * * * * * * * * * * * * * * * * * * * * * + * * + * * * * * * * * * * * * * * * * * * * * 
R-Squared 0.53988 R-Bar-Squared 0.50100 
S.E. ofRegression 673.5295 F-stat. F( 6, 71) 13.8845[.000] 
Mean ofDependent Variable -2682.2 S.D. ofDependent Variable 953.4638 
Residual Sum of Squares 3.22E+07 Equation Log-likelihood >614.9876 
Akaike Info. Criterion -621.9876 Schwarz Bayesian Criterion -630.2360 
DW-statistic 2.0595 System Log-likelihood -2007.6 
* * * * * * * * * * * + * • • * • * • * * • • * • * * • * * • * • * * * • * * • * * * * * * * * • * * * * * * * * * * * + • * * * * * * * • • * * * * * * • * 
Diagnostic Tests 
* * * * * * * * + * * * + * * * * * * * * * + * * + * * * * * * * * * * * * * * * * * * * * * * * * * * * + * * * * * + * * * * * * * * * + * * * * * * * * * 
* Test Statistics * LM Version * F Version * ***********+*+***>^+*****+******************+******************+**************** 
* • * * 
* A:Serial Correlation *CHSQ( 4)= 6.4756[.166] *F( 4, 67)= 1.5165[.207] * 
* • * * 
*B:FunctionalFonn *CHSQ( 1)= .071931[.789] *F( 1, 70)= .064613[.800] * 
* * * * 
* C:Normality *CHSQ( 2)= 8.8690[.012] * Not applicable * 
* • * * 
* D:Heteroscedasticity *CHSQ( 1)= .69076[.406] *F( 1, 76)= .67906[.412] * 
* * • • * * + • * * * * * * • + * * + * * + • * * • * * * * * * * • • * * * * * * + * * • * * • + * * • * * • * * * 氺 * * * * * * * * * * * * * * * * * * * * 
0 
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Appendix (12-a): The Single Equation Estimation Results ofModel (12-a) 
OLS estimation ofa single equation in the Unrestricted VAR 
****=tc***^c****** + *=|c****=)c**^^************************** + ********************=*^***** 
Dependent variable is SPTBUSA 
41 observations used for estimation from 1987Q2 to 1997Q2 
* * • * * * • = • * * • ^ ! = * * * * * * * * * * • * * * • * * * * • * * * * * • * * • * * • * * * * * * * * * • * * * * * * 氺 氺 氺 * * * * * * * * * * * * * * * * 
Regressor Coefficient Standard Error T-RatioProb] 
SPTBUSA(-1) .073578 .22890 .32144[.750] 
SPX90(-1) 8.8369 35.6159 .24812[.8(^] 
MATBUSA(-1) .20574 .12111 1.6988[.098] 
JPTB1(-1) -.66723 .35861 -1.8606[.071] 
C 2322.5 2975.3 .78061[.440] 
T -63.9903 59.2253 -1.0805[.288] 
USAY90 .67761 .84102 .80570[.426] 
* * * * * * + * * * * * * * * * * * * * * * * * * * * * * * * * + * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
R-Squared .32000 R-Bar-Squared .20000 
S.E. ofRegression 431.3472 F-stat. F( 6, 34) 2.6667[.031] 
Mean ofDependent Variable 778.9512 S.D. ofDependent Variable 482.2612 
Residual Sum of Squares 6326055 Equation Log-likelihood -303.0821 
Akaike Info. Criterion -310.0821 Schwai^ Bayesian Criterion -316.0796 
DW-statistic 1.6439 System Log-likelihood -961.4371 
* * * * * * * *= |c * + * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * + * * * * * * * * * * * * 
Diagnostic Tests 
+ * * * * + * * * * * * * * * + * * * + * + + * * * * * * * * * * * * * * * * * * * * * + * * * * + * * * * * + * * * * * * * * * * * * * * * * * * * * * * * 
* Test Statistics * LM Version * F Version * 
* * * * * * * * * * * * * > N * * > K * * * * * + * * * * * * * * * * * * * + * * * * * * * * * * * * * * * + * * + * * * * * * * * * + * * * * * * * * * * * * * 
c^ * * * 
* A:Serial Correlation *CHSQ( 4)= 16.3619[.003] *F( 4，30)= 4.9806[.003] * + * * * 
*B:FunctionalFonn *CHSQ( 1)= .89842[.343] *F( 1, 33)= .73932[.396] * 
* * * * 
* C:Norinality *CHSQ( 2)= 1.5778[.454] * Not applicable * 
* • * * 
* D:Heteroscedasticity *CHSQ( 1)= 5.2468[.022] *F( 1，39)= 5.7232[.022] * 
* * * • 氺 * * * * * * + * * * * + * * * * * + * * * * * * * + * * * + * * + + * + * * * * > ^ * * * * * * * + * * * * * * * * * * * * * * * * * * * * * * * * * 
0 
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Appendix (12-b): The Single Equation Estimation Results of Model (12-b) 
OLS estimation ofa single equation in the Unrestricted VAR 
* * * * • = ^ * * * * * • * * = I c * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
Dependent variable is SPTBUSA 
41 observations used for estimation from 1987Q2 to 1997Q2 
* * * * * * * * * = | c * * * * + * * * * * * * * * * * * * * * * * * * * * * + * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
Regressor Coefficient Standard Error T-RatiopProb] 
SPTBUSA(-1) 0.10233 0.23909 0.42799[.671] 
SPXUS(-1) 46.0378 2227.6 0.020667[.984] 
MATBUSA(-1) 0.20149 0.12217 1.6493[.108] 
JPTB1(-1) -0.69350 0.35129 -1.9741[.057] 
C 2467.7 5963.6 0.41379[.682] 
T -49.2823 72.6774 -0.67810[.502] 
USAY90 0.57758 1.1084 0.52108[.606] 
* * * * * * * * * * * * * + * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
R-Squared 0.31878 R-Bar-Squared 0.19856 
S.E. ofRegression 431.7349 F-stat. F( 6, 34) 2.6517[.032] 
Mean ofDependent Variable 778.9512 S.D. ofDependentVariable 482.2612 
Residual Suin of Squares 6337430 Equation Log-likelihood -303.1189 
Akaike Info. Criterion -310.1189 Schwarz Bayesian Criterion -316.1164 
DW-statistic 1.6372 System Log-likelihood -801.6105 
***=ic*******^c****>^**+** + **************************** + *************************** 
Diagnostic Tests 
* * > 1 « * * * * * * * * * + * * * * * * * * * + * * + + * + * * * * * * 氺 * * * + * * * * * * * + * * * * * * * 氺 * * * * + * * * * * * * * * * * * * * * * * 氺 
* Test Statistics * LM Version * F Version * 
* * * * + * * * * * * * + *=Jc*** + * * * * * * + * * * + * * + + * * * + * * * * * * * * * * * * * * * * * * * * * + * * * * * * * * * * * * * * * + * * * 
* * • • 
* A:Serial Correlation *CHSQ( 4)= 15.1316[.004] *F( 4’ 30)= 4.3871[.007] * 
• * * * 
*B:FunctionalFonn *CHSQ( 1)= 1.0796[.299] *F( 1，33)= .89249[.352] * 
* * * * 
* C:Normality *CHSQ( 2)= 1.4039[.496] * Not applicable * 
* * * • 
* D:Heteroscedasticity *CHSQ( 1)= 5.1068[.024] *F( 1, 39)= 5.5489[.024] * 





Figure (1): Impulse Response Function ofModel (1) 
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Figure (2): Impulse Response Function ofModel (2) 
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Figure (3): Impulse Response Function and Spillover Effe&t of Model (3) 
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Figure (4): Impulse Response Function and Spillover Effect ofModel (4) 
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Figure (5): Impulse Response Function and Spillover Effect of Model (5) 
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Figure (6): Impulse Response Function and Spillover Effect of Model (6) 
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Figure (10): Impulse Response Function and Spillover Effect ofModel (10) 
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Figure (11): Impulse Response Function and Spillover Effect ofModel (11) 
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Spillover Effect on Japan's Trade Balance 
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Figure (12): Impulse Response Function and Spillover Effect ofModel (12) 
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Impulse Response Function ofModel (12*a) 
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Impulse Response Function of Model (124)) 
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Figure (15): Impulse Response Function and Spillover Effect of Model (11) and 
Model (12) on Differenced Data 
⑷ 
Impulse Response Function of Model (3) 
S 0.05 1 
‘ I 0.04 -
i I 0.03 — 4 
« 1 0.02 - 4 + 
5 0.01 - v ^ ^ ^ ^ ~ ~ 
o y • — — — — 
^ 0 11111111111111111111111111 111' 1111 ‘ 11 r I 
� - ^ - ^ ^ s ？; S ^ 浮 o^ 
Quarters 
(b) 
Impulse Response Function of Model (4) 
^ 0 刊 1111111111 
- ’ - \ o 二 ^ & S o S^  ^ 浮？； 
i - -0.01 - ^ 
| 1 _0 02 - ^ v ^ / ^ ^ ^ ^ " " " ~ ^ 03 ^ 




Figure (15): Impulse Response Function and Spillover Effect of Model (11) and 
Model (12) on Differenced Data 
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Impulse Response Function of Model (12) 
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