ABSTRACT Accurate transient stability assessment (TSA) is a fundamental requirement for ensuring secure and stable operation of power systems. Tremendous efforts have been made to apply artificial intelligence approaches for TSA with phasor measurement unit data. However, many previous approaches may be failed to provide favorable accuracy due to the shallow architectures and error-prone hand-crafting features. This paper proposed a model for TSA, which is termed multi-branch stacked denoising autoencoder (MSDAE). This model is a unified framework integrating multiple stacked denoising autoencoders (SDAEs), one fusion layer, and one logistic regression (LR) layer. Initially, the SDAEs at the bottom of MSDAE extract features from multiple kinds of measurements respectively. Then, the extracted features are encoded into unified fusion features by the fusion layer. Finally, the LR layer performs TSA by using the fusion features. The depth of the architecture contributes to the remarkable ability for feature learning, while the width of the architecture (i.e., the multiple branches) enables MSDAE to deal with different kinds of measurements by a reasonable mechanism. In this way, MSDAE achieves feature extraction and classification intrinsically and simultaneously, namely, achieves TSA in an end-to-end manner. The results of experiments on IEEE 50-machine system demonstrate the superiority of the proposed model over the prior methods.
I. INTRODUCTION
Power systems are confronted with formidable challenges since their operation modes are becoming increasingly complex. To ensure the secure and stable operation of power systems, transient stability assessment (TSA) plays a crucial role in the analytical judgment of system dynamic behavior [1] . However, due to the complexity of the dynamics of power systems, TSA remains one of the most challenging tasks either in the research or application of electrical systems [2] , [3] .
TSA is referred to as the ability evaluation of the power system to maintain synchronism when subjected to a severe disturbance [4] . The community has made tremendous efforts and achieved dramatic progress in the field of TSA over several decades. With the development of the Wide Area Monitoring System (WAMS) in power systems [5] , the data provided by Phasor Measurement Units (PMUs) brought insightful ideas and new vitality into this field. Existing TSA methods can be mainly classified into four categories: 1) Time-domain simulations [6] formulate the problem of TSA as a set of high-dimensional non-linear differentialalgebraic equations mathematically by using complete parameters of the system model and operation conditions. Although time-domain simulations can describe the dynamic characteristics of the power system in detail, their applications are still hampered by such factors as high dependency on parameters, heavy computation burden, etc.
2) Trajectory characteristics (TC) methods track the measured voltage and current phasors and analyze the trajectories by mathematical and physical tools. These methods mainly include Lyapunov exponents (LEs) methods and phase-plane analysis (PPA) methods. For example, Wei et al. [7] developed a TSA model utilizing the system's maximal Lyapunov exponent (MLE) to realize a timely and reliable TSA.
Su et al. [8] proposed TSA algorithms determining the transient stability statuses based on the analysis of trajectories geometrical characteristics on the phase plane. Able to make use of the synchrophasor data, the trajectory characteristics methods are considered to have the potential for online applications.
3) Direct methods [9] , also termed transient energy function (TEF) methods, address the problem of TSA based on the rigorous analysis of energy functions instead of explicitly solving the differential-algebraic equations for transient dynamics. These methods allow fast screening of the contingencies while providing mathematically rigorous certificates of stability [10] . Direct methods include the Lyapunov methods [10] , [11] , relevant unstable equilibrium point method (RUEP) [12] , potential energy boundary surface method (PEBS) [13] , extended equal area criteria (EEAC) [14] , etc. Although direct methods have been developed to the level of industrial deployments since the 1980s [9] - [17] , there are still many bottlenecks which need to break, including limited scalability, the conservativeness of the classical energy methods, the requirement for model simplifications, etc.
4) Artificial intelligence (AI) methods intend to solve the problem of TSA from a machine-learning perspective, namely, capturing the mapping between the inputs (features of the power system) and outputs (stability statuses). Since AI methods can determine the stability of the power system in a fast and predictive manner, they have been recognized as one of the most promising approaches for online TSA [18] . Various AI approaches have been proposed for TSA, including multi-layer perceptron (MLP) [19] , support vector machine (SVM) [20] , and decision tree (DT) [21] , extreme learning machine [18] , fuzzy knowledge based systems [22] , etc. Since the training samples are generated by the simulations, AI approaches have the shortcoming of not able to avoid model errors. Compared with the aforementioned three categories of methods, AI methods can avoid the difficulty of grasping the physical mechanism and have several advantages, such as the less data requirement, the faster decisionmaking speed, stronger generalization capacity, etc.
However, the majority of the previous AI methods have three main disadvantages: 1) Most models are shallow in architecture, whose capability for processing input information may be limited. Therefore, their generalization ability is likely constrained when solving complex classification and regression problems [23] . 2) Some methodologies achieve TSA in a two-stage manner, namely, extracting features manually and followed by feeding these features into a classifier. Lacking theoretical guidance, the process of feature extraction requires tremendous manual labor. More important, the feature extraction is often achieved by summarizing operation measurements (e.g., branch current and bus voltage) into single values (e.g., the mean and variance), which often results in the loss of critical information contained in the measurements. 3) Most handle all input variables indiscriminately, which do not have a targeted processing mechanism for different kinds of measurements reflecting different physical natures. With the enrichment of synchronous measurements of power systems, novel TSA models with targeted mechanisms for processing different measurements are eagerly demanded.
Deep learning is one of the state-of-the-art techniques in artificial intelligence, which fulfills complex learning tasks by constructing deep neural networks and has been verified to have a much stronger recognition ability for highly nonlinear patterns compared to shallow networks [23] . Deep learning also provides a novel idea for transient stability assessment: constructing learning machines with deep architecture to learn more useful features automatically, and finally achieve TSA in an end-to-end (E2E) manner [24] . Although not much has been published, the community has made a good start in applying deep learning for TSA. For example, James et al. [25] developed an intelligent time-adaptive TSA system based on the long short-term memory (LSTM) network. Zhu et al. [26] constructed a TSA model with the deep architecture based on deep belief networks. Due to the superiority of the deep learning methods demonstrated by related work, there appears to be a widespread belief within the electrical community that the deep learning techniques can greatly light up the research of transient stability assessment.
As one of the typical deep learning methods, stacked denoising autoencoder (SDAE) has shown the superior ability for feature extraction from complex input data. Inspired by its great success in the application, the SDAE is employed to build a deep end-to-end model for TSA. In this paper, we are concerned with the problem of TSA from a machine-learning perspective, namely, regarding it as a classification problem in high-dimensional feature space. A novel architecture for TSA termed as multi-branch stacked denoising autoencoder (MSDAE) is proposed, which is a unified framework integrating multiple SDAEs, one fusion layer, and one Logistic Regression (LR) layer. Initially, the features are extracted from multiple kinds of measurements by SDAEs respectively. Then, the features extracted from different measurements are encoded to unified fusion features by the fusion layer. Finally, the TSA results will be produced by the LR layer at the top of the model by utilizing the fusion features. MSDAE achieves feature extraction and classification intrinsically and simultaneously, that is, achieves TSA in an end-to-end manner. As a case study, we test our model with a standard benchmark, IEEE 50-machine System. The results demonstrate that the proposed model outperforms other baseline models.
The main contributions of this paper are four-fold, which can be summarized as follows:
1) A three-stage strategy for utilizing multiple kinds of measurements for TSA is presented. This strategy provides a simple and clear guidance for the construction of TSA models.
2) The DAE is introduced to extract features from PMU data, and it can learn robust representations from the data with noise and unknown disturbance.
3) A novel deep learning architecture for TSA is proposed, i.e., MSDAE, which is unified framework integrating multiple SDAEs, a fusion layer, and an LR layer. Instead of being fed with hand-crafting features, MSDAE receive the PMU measurements directly, hence, which is capable of achieving TSA in an end-to-end manner.
4) The design of multiple branches is proposed to deal with different measurements which have different physical natures. Actually, it is a general idea for deep architecture design and can be also applied to other problems with multiple heterogeneous inputs.
The rest of this paper is organized as follows. Section II briefly introduces the basic theory on AI methods for TSA and explains the basic idea of this paper. Section III presents background information on deep learning, AE, DAE, and SDAE. Section IV presents the end-to-end model for TSA, i.e., MSDAE. The experiments results are discussed in Section V. The conclusion is made in Section VI.
II. AI METHODS FOR TSA
In this section, the basic idea of AI-based TSA is provided. The PMU-provided measurements for TSA are analyzed.
A. BASIC IDEA OF AI-BASED TSA
From the machine learning perspective, TSA could be regarded as a classification problem in high-dimensional feature space. The AI methods establish the mapping relationship between the input (i.e., features) and the output (i.e., stability status). In this way, TSA is transformed to a mapping procedure, expressed as
where x denotes the input vector corresponding to the dynamic variables, y denotes the stability status, and f represents the mapping relationship between the above two.
B. TYPICAL TSA MODELS
There are mainly two typical modes for AI-based TSA methods, as summarized in Fig.1 . The first is the two-stage assessment mode, extracting features manually and followed by classification, which is widely accepted by the TSA models based on shallow learning algorithms. On the one hand, tremendous manual labor is required to calculate hand-crafting features. On the other hand, critical information for TSA may lose in the procedure of manual feature extraction. The second mode attempts to get rid of the handcrafting features, directly receive the measurements from the PMUs. This mode achieves feature extraction and classification intrinsically and simultaneously, that is, achieves TSA in an end-to-end manner. In this mode, higher requirements on pattern recognition ability of TSA models are demanded. Some efforts have been made to applied this mode in TSA. However, most previous work just simply regards the TSA model as a powerful black box and feeds measurements into it indiscriminately. It is worth mentioning that, the AI method is not everything, whose function needs to be assured by a reasonable mechanism designed, including the network architecture, the logical relationship of the data flow, etc.
C. MEASUREMENTS FOR TSA
Subjecting to a big disturbance, the response of the power system involves large excursions of generator rotor angles, power flows, bus voltages, etc. [4] . The PMUs deployed in the power system can directly provide the accurate measurements of the voltage phasors at the buses and the current phasors of the transmission lines [1] . Actually, the different kinds of measurements are heterogeneous, which have distinct physical natures. Thus, their contributions to TSA would be different. For example, in the phase space, the magnitude and the angle are the two components to describe a voltage phasor. From the physical point of view, the above two are different in physical nature, quantity, dimension, etc. Fig.2 depicts the generator voltage trajectories of a power system subjecting to a big disturbance. As shown in the figure, the dynamics of the magnitudes and angles are obviously distinct, although they both imply patterns of the power system. Theoretically, the magnitudes are closely related to the reactive power, while the angles are related to the active power. To sum up, different measurements not only have distinctions but also have connections. 
D. THE THREE-STAGE STRATEGY FOR TSA
From a philosophical point of view, the different kinds of measurements are the different aspects of the same thing.
The TSA is expected to be achieved by balancing of the diversity and unity of the measurements.
To effectively and efficiently learn the complementary nature of different measurements, we propose a three-stage strategy for constructing TSA model in this paper. Initially, extract the key information (features) from multiple kinds of measurements respectively. Secondly, encode the heterogeneous features into fused features which are considered to be highly correlated with the class label. Finally, achieve TSA by using the fused features.
III. DEEP LEARNING, AE, DAE, AND SDAE
In this section, we briefly review the basic idea of deep learning and introduce the models, i.e., AE, DAE, and SDAE respectively.
A. DEEP LEARNING
Deep learning is a kind of neural networks that typically has more than three layers [27] , which have been known to exhibit excellent performance when they are well trained [28] . In 2006, Hinton et al. [29] published one paper in Science, putting forward two basic views. First, the deep neural networks have excellent learning ability. The learnt features are able to reveal the nature of raw data, which is conducive to classification and visualization. Second, the parameters of deep neural networks can be trained in an effective way.
Deep learning is inspired by the hierarchy process way of animal brains dealing with visual information. Deep models are able to automatically build feature extractors instead of hand-crafting them [30] . The basic idea of deep learning can be intuitively illustrated as Fig. 3 . Specifically, S 1 , S 2 , . . . , S n denote n layers of a deep neural network S respectively. The input of the network is I, and output is O. Assume that the dimension of I is the same as O and there is no information loss in S, i.e., O = I. Therefore, the output of any layer contains all information of I, namely, I i , called hierarchical feature, which is another expression form of I. In fact, the information loss in S is inevitable, so O cannot be equal to I strictly. It can minimize the information loss through adjusting the parameters of S. Therefore, deep learning aims to construct a deep neural network S to obtain various hierarchical features, so as to realize information expression hierarchically.
Deep learning has been widely studied and applied in various fields, including computer vision [24] , language processing [31] , semantic comprehension [32] , earth science [33] , etc. Typical deep learning models include deep belief network (DBN), SDAE, deep convolutional neural network (DCNN), etc. In this paper, we employ SDAE to construct our TSA model, due to its good convergence ability and fast learning speed.
B. AUTOENCODER
An autoencoder (AE) is a symmetrical neural network composed of an input layer, a hidden layer, and an output layer, as shown in Fig. 4(a) . An AE learns features by reconstructing its input, i.e., minimizing the reconstruction error between the input data and reconstruction. Firstly, the input x is encoded to a hidden representation h based on (2) . Then, h is decoded to a reconstruction z based on (3).
where W, V is encoding weight matrix and decoding weight matrix respectively, and b, c is encoding bias vector and decoding bias vector respectively. f (·) and g(·) are activation functions such as the sigmoid function sigm(x) = 1/(1+e −x ). Given a set of data X = {x (1) , x (2) , . . . , x (N ) } of N training samples, the parameters of the AE, denoted as θ , are obtained by minimizing the reconstruction error L(X, Z).
where L is the loss function measuring the discrepancy between the original data and their reconstructions, Z are the reconstructed data corresponding to X, and the features are encapsulated in W [34] .
C. DENOISING AUTOENCODER
Vincent et al. [35] proposed an extension of a classical autoencoder which is termed denoising autoencoder (DAE), as shown in Fig. 4 (b). A DAE is trained to reconstruct a clean 'repaired' input from a corrupted version of it with the goal of learning robust representations. By doing so, the DAE capture more informative hidden patterns and obtain powerful and robust representations from the raw noisy data [35] . Initially, before encoding, the original input x is corrupted intox by means of a stochastic mapping, i.e.,x ∼ q D (x|x). Additive isotropic Gaussian noise, salt-and pepper noise, and zero-masking noise [35] are three typical choices to be used for original data corruption. In this paper, additive Gaussian VOLUME 6, 2018 noise is used in the corruption process since it is a natural choice for real valued inputs. Then, the corrupted datax will be transformed to a hidden representation h by using
After that, the reconstruction z will be produced from h through a non-linear mapping, which is computed by Eqn. (3) . For DAE, the loss function is the same as that given in Eqn. (4), i.e.,
The training process of DAE is finding the optimal parameters θ by minimizing the reconstruction error between the reconstruction z and the original input x. A DAE can be effectively trained by back-propagation (BP) algorithms. It is worth noting that z is the reconstruction of the corrupted inputx instead of the original input x. This is the key feature distinguishing DAEs from AEs and allows DAE to be robust to the data with noise.
D. STACKED DENOISING AUTOENCODER
An SDAE is constructed by stacking DAEs one by one from the bottom layer, as shown in Fig. 5(a) . The SDAE is able to progressively extract hierarchal features and find highly nonlinear and complex patterns from the input data based on its deep architecture [23] , [35] . Specifically, assume a SDAE with (L +1) layers which are numbered 0, 1, 2, . . . , L respectively, as shown in Fig. 5(b) . The layer l (l = 1, 2, . . . , L) can be regarded as the hidden layer of the lth DAE (denoted as DAE l ). W l and b l denote the encoding weight matrix and bias vector of DAE l respectively. Initially, the DAE 1 , the DAE at the bottom layer, is trained with the raw data to obtain its hidden representations. Following, the subsequent DAEs are trained with the hidden representations produced by their previous layers. Repeat this process until the topmost layer has been trained. Each DAE is trained in the aforementioned unsupervised manner by BP algorithms. The corruption process is conducted for the initial denoising training of each layer [35] . Note that, there is no parameter governing the layer 0 which is an input layer of the whole SDAE. With the deep architecture and denoising operation, the SDAE has been verified to learn more robust and composed features from input data with noisy. Recently, SDAEs have been applied to various complex learning tasks, such as multivariate time-series datasets [36] , high-resolution images [37] , saliency detection [38] , mechanical fault diagnosis [39] , etc. In this paper, SDAEs form the basis feature extractors since they can offer the learning of robust non-linear representations from data against noise and input fluctuation [40] .
IV. THE PROPOSED MODEL
In this section, following the basic idea illustrated in Section II, we develop a deep end-to-end model for TSA based on SDAE, i.e., MSDAE. This model directly employs the measurements provided by PMU as inputs, instead of the hand-crafting features.
A. LEARNING ARCHITECTURE
Many previous approaches of TSA are shallow in architecture, such as MLP, SVM, DT, etc. Instead, we advocate a deep architecture with multiple branches in this paper. On the one hand, for TSA with PMU-provided measurements, shallow architectures would not be enough in describing the complicated mapping relationships between the input and output. The deep architectures can recognize complicated patterns by hierarchical feature extractions. On the other hand, multiple kinds of measurements require the TSA model for more reasonable information processing mechanism, which could be achieved by broadening the width of the architecture, namely, adopting the structure of multi-branch. Therefore, the learning architecture is designed from two spatial dimensions, including depth and width.
Our deep architecture for TSA using the PMU measurements, i.e., MSDAE, is illustrated in Fig. 6 . In this architecture, we employ S (S ≥1) SDAEs for unsupervised feature learning of S kinds of measurements and add a fully-connected neural layer to encode the features extracted by the different SDAEs into fused features. Moreover, an LR layer is employed at the top of the model to generate the results (i.e., labels) by using the fused features.
Specifically, the input of MSDAE x is, generally, S kinds of measurements collected by PMUs, which is organized as a one-dimensional (1-D) vector.
where d 1 ,d 2 , . . . , d S represent the dimensions of S kinds of measurements respectively.
At the bottom of the MSDAE, S SDAEs are functioned as feature extractors corresponding to S different kinds of measurements respectively. The features learned in the top layer of each SDAE are the most representative features for each kind of measurement. However, the features learned by different SDAEs are heterogeneous, since they are extracted from measurements with different physical natures. Then, these features are fed to the fusion layer (i.e., the layer (L + 1)), which will be encoded to unified fused features. The fused features are learned in an unsupervised way and will be used as the input vector of the LR layer for classification. Moreover, the LR layer (i.e., the layer (L + 2)) functions as a classifier to output TSA results. The LR layer can fine-tune the features learned from SDAEs and the fusion layer via BP by using labeled samples. In short, the SDAEs and the fusion layer correspond to the diversity and the unity of the multiple kinds of measurements respectively, and the LR layer is the decision terminal. Consequently, a unified framework for TSA (i.e., MSDAE) is constructed which is capable of achieving TSA in an end-to-end manner.
For MSDAE, S, the number of SDAEs, is a key hyperparameter (i.e., parameters that are not directly learnt with estimators). There are two pivotal factors, the completeness of assessment knowledge and the scale of the model, should be taken into consideration when determining the value of S. Small S may limit the completeness of the information. Whereas with a too big S, the parameter space will be much larger, which likely results in difficulties on parameter optimization. Therefore, there is a trade-off between the former two. In principle, the structure of each SDAE can be set independently. However, in this paper, all SDAEs in MSDAE adopts the same structure for convenience.
B. DATASETS FOR TRAINING MSDAE
As illustrated above, the training for MSDAE involves both the supervised and unsupervised learning. Thus, there are two categories of datasets that are required, including labeled and unlabeled samples.
Suppose there are N training samples, including M labeled samples and (N -M ) unlabeled samples (M ≤ N ). X is the input space including all labeled samples and unlabeled samples, expressed as 
where y (1) , y (2) , . . . , y (M ) are the labels of labeled samples, E represents the dimension of the labels. In (8), the labels are described as one-hot vectors following the rule given in (9) . In this way, E also equals to the number of classes.
∈ the q th status. 0, if x (p) / ∈ the q th status.
(10)
C. TRAINING ALGORITHM
A two-stage training strategy developed by Hinton and Salakhutdinov [29] is verified to be able to train deep networks effectively, which is employed to train MSDAE in this paper. There are two major stages in the training algorithm, i.e., pre-training and fine-tuning. The pre-training is achieved by unsupervised learning with all samples, while the fine-tuning is implemented by supervised learning with labeled samples. To better present the technique, we provide key notations used in the rest of this brief. The parameters of MSDAE are denoted as {W, b}. The parameters governing the SDAE(s) are {W(s), b(s)} (1≤ s ≤ S), those governing the top two layers (i.e., the layer (L + 1) and the layer (L + 2)) are {W L+1 , b L+1 } and {W L+2 , b L+2 } respectively. Moreover, the parameters of the layer
Moreover, the hidden representation learnt by the layer l in the SDAE(s) is denoted as h l (s).
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The datasets for pre-training and fine-tuning are organized as follows: 1) The training set for pre-training, denoted as T 1 , contains all samples, i.e., T 1 = X. 2) The training set for finetuning, denoted as T 2 , contains the inputs set and labels set of labeled samples, i.e., T 2 = {X 2 , Y 2 }, where
, and Y 2 = {y (p) } M p=1 . In the first stage, given learning rate ε, the S SDAEs are pre-trained by the greedy layer-wise unsupervised learning algorithm in a bottom-up way based on X. Specifically, the bottom DAE is trained by minimize the reconstruction error of the raw input. The rules for parameter updating are shown as Eqn. (11) and (12) . Then, subsequent layers of SDAE are trained via the output of their previous layers. Repeat above process until it reaches the topmost layer of the SDAE (i.e., the layer L).
After training all SDAEs, initialize the parameter of the fusion layer (i.e., the layer L + 1) randomly. Then, regard the fusion layer and the top layers of SDAEs as a new DAE, and train it in the aforementioned unsupervised manner. Note that, for the new DAE, the input h (L) is formed by concatenating the hidden representations of the top layers in SDAEs
The pseudocode of pre-training discussed above can be summarized in Algorithm 1.
In the second stage, all parameters of MSDAE are fine-tuned by supervised learning algorithm in a top-down way with labeled samples. Initially, initialize {W(s), b(s)} S s=1 , W L+1 , b L+1 as those gotten in the first stage, while initialize W L+2 , b L+2 randomly. The LR layer adopts softmax logistic function as the activation function, i.e.,
where h L+1 denotes the features encoded by the fusion layer, θ 1 , θ 2 , . . . , θ E are the parameters correspond to the E neurons in the LR layer. Then, use BP method to fine-tune the parameters of the whole model. The cross entropy function is considered for the cost function of fine-tuning, expressed as
where 1{·} is the indicator function, expressed as 
update W l (s) by using Eqn. (11) . update b l (s) by using Eqn. (12) . k = k + 1 end while calculate h (l) (s) by using Eqn. (2) . end for end for
update W L+1 by using Eqn. (11) . update b L+1 by using Eqn. (12) .
The pseudocode of training algorithm for fine-tuning MSDAE is presented in algorithm 2.
After pre-training and fine-tuning, MSDAE is capable of achieving TSA in an end-to-end manner.
D. EVALUATION CRITERIA AND COMPARISON
TSA is a typical imbalanced classification task, whose particularities are mainly embodied in following two points: 1) the costs of misclassifications are imbalanced, i.e., the consequence of misclassifying an unstable sample as a stable one will be much more serious than that at the opposite; 2) the numbers of the stable and unstable samples are imbalanced, i.e., the stable samples are often in the majority. In this paper, F 1 score [41] is employed, which is together with accuracy to evaluate the TSA models. A confusion matrix can be obtained as shown in Table 1 , where TP, FN, FP, and TN correspond to the number of stable samples correctly predicted to be stable, stable samples wrongly predicted to be unstable, unstable samples wrongly predicted to be stable, and unstable samples correctly predicted to be unstable respectively. Based on the confusion matrix of TSA, accuracy and F 1 score are defined as follows:
1) Accuracy, denoted as Ac, is the proportion of samples whose transient stability status are correctly predicted
2) F 1 score represents the harmonic mean between recall and precision. It is commonly used in evaluation classifiers.
Ac and F 1 are values between 0 and 1, and values closer to 1 indicate better performance of TSA models. Compared with Ac, F 1 can reflect the assessment ability for unstable samples more objectively. Suppose that stable samples are twice the number of unstable samples, Ac equals to 66.7% and F 1 is zero, when all samples are predicted to be stable by the models. Therefore, it is necessary to consider both Ac and F 1 when evaluating the performance of TSA models.
V. CASE STUDY
To evaluate the effectiveness of MSDAE, experiments on a popular standard benchmark system, IEEE 50-machine system [42] , are conducted. The datasets for training, validation, testing are given in A, the implementation details are provided in B, the baseline algorithms and their settings are demonstrated in C, the model selection is demonstrated in D, the advantages of the architecture is analyzed in E, the robustness to measurement noise is tested in F, time complexity is reported in G, and discussions are conducted in H.
A. DATASETS
For the IEEE 50-machine system, the system generation and load are randomly varied within 80%-130% level of the initial operation condition. The contingencies are mainly threephase short circuits at each bus and three locations (20%, 50%, and 80% length) of each transmission line. 0.1s, 0.15s, 0.2s and 0.3s are considered as optional failure duration. The samples are generated through time-domain simulations by PSD-BPA [43] . The simulation time is 5s, and the simulation step is 0.01s. In this paper, TSA is regarded as a problem of two-class classification, namely, E = 2. For each simulation sample, the transient stability index (TSI) is used as the criterion for stability, calculated as
where δ max is the maximum angle separation (degree) of any two generators during the transient period. If TSI>0, the system is stable, and the label of the sample is tagged as (1 0) T . Otherwise, the system is unstable, and the label is tagged as (0 1) T . 28436 samples, including 19686 stable samples and 8750 unstable samples, are generated for training, validation, and testing. All samples are given labels, i.e., M = N . The generated samples are divided into three datasets, including training set, validation set, and testing set, which contains 17,060 (60%), 5,688 (20%), and 5,688 (20%) samples respectively. The training set and testing set serves for model training and testing respectively, while the validation set is used for model selection and over-fitting prevention.
B. IMPLEMENTATION DETAILS
Previous work, such as [18] and [44] , proposed that the generator voltage trajectories can be used to predict transient stability accurately. Following this, we choose S = 2 as a trade-off between the completeness of assessment knowledge and the simplicity of the model. Two kinds of measurements of the generator buses are adopted as the inputs, i.e., voltage magnitudes and voltage angles. Therefore, two SDAEs are employed in MSDAE, i.e., SDAE(1) and SDAE(2), corresponding to the two kinds of measurements respectively.
To predict stability in a timely manner, the observation time window (OTW) for collecting the measurements covers a period of time before the fault clearing time. There are two critical factors, the completeness of the assessment knowledge and the scale of the model, should be taken into consideration when determining the length of the OTW. Concretely, a longer OTW allows the model to obtain more dynamic information for TSA, and hence the more accurate the TSA result tends to be. On the other hand, the OTW should be as short as possible to reduce the scale of the model, which benefits the training of the model. Consequently, there is a trade-off between the length of OTW and maintaining a satisfactory TSA accuracy. In this paper, the length of OTW is set as 0.1s with the reference to the shortest failure duration of the contingencies. That is, the voltage trajectories at the 50 generator buses are sampled with the PMU sampling frequency of 120Hz during the 0.1s before the fault clearing time. Therefore, the input vector consists of 600 (= 50 × 120 × 0.1) values of voltage magnitude and 600 values of voltage angle.
It is still an open issue to determine the optimal structures for deep networks. The structure of SDAE(1) and SDAE (2) are empirically set to 600-800-500-300-100. The dimension of the fusion layer (the layer 5) is a hyper-parameter, denoted as a, to be selected from {50, 100, 200, 300, 400, 500}. To alleviate over-fitting, early-stopping is applied in fine-tuning. MSDAE is trained with Stochastic Gradient Descent (SGD) with a momentum [39] . The learning rate and the momentum are set to 0.05 and 0.99 respectively. The epochs for pre-training and fine-tuning are both set to 100, namely, m 1 = 100 and m 2 = 100. To speed up the training process, mini-batch techniques are employed, and the batch size is set to 500. In the denoising procedure of SDAEs, additive zero-mean Gaussian noise with σ = 0.01 is employed for the input vector.
The network is implemented in Keras with the backend of Theano, a state-of-the-art open-source Python Library. Experiments are carried out on a 64-bit PC with Intel Core i7-7820 CPU/32.00GB RAM.
C. BASELINE MODELS
To evaluate the TSA performance, seven models with shallow architectures are employed as baselines, including multilayer perceptron (MLP), support vector machine (SVM), decision tree (DT), extreme learning machine (ELM), K nearest neighbor (KNN), naive Bayesian (NB), nearest centroid (NC), and random forest (RF).
MLP adopts the three-layer structure, whose dimension of the input layer and output layer is 1200 and 2 respectively. The dimension of the hidden layer, denoted as b, is a hyperparameter to be selected from {600, 700, 800, 900, 1000, 1100, 1200, 1300, 1400, 1500}. Moreover, MLP is trained with SGD algorithm with the learning rate of 10 −3 and epochs of 100, which enables the convergence of the cost function effectively in training process in large numbers of experiments. SVM adopts radial basis function (RBF) as the kernel function. The two hyper-parameters in SVM to be determined, including C (the penalty parameter of the error) and γ (the kernel coefficient for RBF). C is selected from {10 −1 , 10 0 , 10 1 , 10 2 }, and γ is selected from {2 −2 , 2 −1 , 2 0 , 2 1 , 2 2 , 2 3 }. DT uses CART algorithm. The maximum depth of the tree, a hyper-parameter denoted as d, is selected from {3, 4, 5, 6, 7}. ELM, a single hidden-layer feedforward neural network, randomly chooses the input weights and biases and subsequently determines the output weights through simple matrix computation. Sigmoid activation function is used in ELM, and the hidden dimension of ELM is a hyper-parameter (denoted as e) to be chosen from {50, 100, 150, 200, 250}.
The number of neighbors to use for k-neighbors queries in KNN is a hyper-parameter (denoted as f ) to be explored in {5, 6, 7, 8, 9, 10}. NB implements the Gaussian Naive Bayes algorithm for classification. NC is a simple algorithm representing each class by the centroid of its members. RF is a meta estimator that fits a number of DTs on various sub-samples of the dataset and use averaging to improve the predictive accuracy and control over-fitting. The number of DTs in RF is a hyper-parameter, denoted as g, which is selected from {5, 6, 7, 8, 9, 10}.
All baseline models are implemented by Python (V3.6).
D. PERFORMANCE ANALYSIS
The experiments are implemented to evaluate the performance of the proposed MSDAE and baselines. All the models are trained and tested with the same training and testing set respectively. The models' hyper-parameters are determined by a grid search in this paper. Specifically, with each hyper-parameters choice, a corresponding candidate model will be trained with the training set. Then, all the candidate models will be validated with the validation set. The model producing the highest F 1 is considered as the model with optimal hyper-parameters, which will be selected. The optimal hyperparameters governing the models are listed in Table 2 . With the optimal hyper-parameters, MSDAE and the seven baseline models are tested on the testing set. Their performance is evaluated by two indices, Ac and F 1 . The results are shown in Table 3 . As shown in the table, MSDAE significantly outperforms the seven competitors in terms of the two indices. Specifically, the Ac and F 1 of MSDAE shows 4.21% and 7.38% improvements compared to ELM respectively. Such improvements reach 5.04% and 9.50% compared to SVM. Meanwhile, MSDAE outperforms DT with the improvements in Ac and F 1 of 5.87% and 10.22% respectively. It also shows 6.67% and 12.87% improvements in Ac and F 1 respectively compared to MLP. Compared to MLP and DT, SVM exhibits superior performance. This mainly because SVM is structural risk minimization model, which has good ability of antiover-fitting with large-scale datasets. Compared to others, KNN, NB, and NC produce worse performances. This mainly because the above three models are local-classifiers, which assign a class label to each sample based on a few instance located near that sample. The instance-based learning property of these models will be likely failed to achieve good performance in TSA, since TSA is a problem of classification with highly nonlinearity in high-dimensional space. Moreover, RF, making decisions based on multiple DTs, has superior performance than other baseline models, but still inferior to MSDAE. The advantages that MSDAE over these shallow models mainly benefits from the deep architecture. The seven baseline models are with shallow architectures, which have limited capability to extract features from massive data. With the deep architecture, MSDAE is capable of extracting the features that are more informative and appropriate for TSA.
E. THE ADVANTAGES OF THE ARCHITECTURE
To further illustrate the advantages of the unique architecture and mechanism of MSDAE, we provide a comprehensive comparison on three models with deep architectures, named SDAE-m, SDAE-a, and SDAE-ma respectively. These three models are built as follows: 1) SDAE-m is a TSA model composed of an SDAE (which has the same structure with SDAE(1) in MSDAE) and an LR layer. That is, the structure of SDAE-m is 600-800-500-300-100-2. SDAE-m only utilizes the measurements of voltage magnitude. 2) SDAE-a has the same structure as SDAE-m, which only uses the measurements of voltage angle. 3) SDAE-ma utilizes both voltage magnitudes and angles as input, which is built by merging the two SDAEs in MSDAE (i.e., SDAE(1) and SDAE (2)) into one and transplanting the top two layers of MSDAE without change. Thus, the structure adopted by SDAE-ma is 1200-1600-1000-600-200-200-2.
These three models for TSA are trained with the aforementioned two-stage strategy and training settings. After training, these models are tested with the testing set, and the results are shown in Table 4 . The results show that MSDAE produces higher Ac and F 1 than others. The superior performance of MSDAE is mainly benefited from two aspects. On the one hand, MSDAE introduces more diverse inputs which contain richer knowledge for TSA, compared to SDAE-m and SDAE-a. On the other hand, compared to SDAE-ma, MSDAE has the multi-branch architecture which guarantees the effective usage of the inputs.
Specifically, compared to SDAE-a, MSDAE improves Ac and F 1 by 1.12% and 2.10% respectively. Such improvements reach 1.17% and 2.98% compared to SDAE-m. This mainly because that the measurements of voltage magnitude and voltage angle both contain the knowledge for TSA. SDAE-a and SDAE-m only use one kind of measurements, which may loss some critical information for TSA. In MSDAE, the features extracted from the two kinds of measurements are properly integrated and complements each other, which is conducive to accurate TSA. However, utilizing two kinds of measurements, SDAE-ma is even inferior to SDAE-a and SDAE-m with respect to the two indices. This demonstrates that the knowledge extracted from the inputs does not be fully utilized by SDAE-ma. With the same input, MSDAE shows 2.16% and 3.96% improvement SDAE-ma in Ac and F 1 respectively, since MSDAE has more effective structure than SDAE-ma. Though having the same number of neurons, MSDAE and SDAE-ma have a different amount of connections. SDAE-ma is with a conventional fully-connected architecture, while MSDAE can be regarded as a locally connected model, due to the multiple branches. There is no connection between the neurons in different branches. Thus, MSDAE has fewer parameters than SDAE-ma. Specifically, the number of parameters of MSDAE is 2.164M (M stands for millions), while that of SDAE-ma is 4.284M. As a result, the smaller model size of MSDAE benefits to the parameter optimization and finally achieving more accurate TSA than SDAE-ma.
To sum up, the advantages MSDAE over shallow models mainly benefits from the depth of the architecture, while the advantages MSDAE over the three deep models mainly profit by the width of the architecture (i.e., the multiple branches).
F. ROBUSTNESS TO MEASUREMENT NOISE
One of the major challenges of utilizing PMU data for TSA lies in their nonlinearity, unknown disturbances, and significant measurement noise. In practice, the PMU data often contain noise and missing values due to such factors as the sensor malfunction, environmental disturbances, communication error, etc.
To access the robustness of MSDAE to PMU measurements noise, the experiments with corrupted measurements are conducted. For testing samples, the original measurements, including the voltage magnitudes and angles, are added different levels of Gaussian white noise. Since it is not specified by related IEEE standards, the power of the noise has been assumed differently by many researchers [45] - [52] . Considering the transient conditions, we assume that the signal-to-noise ratio (SNR) of the Gaussian white noise ranges from 60 dB to 20 dB with the step of 10 dB. The TSA results (F 1 scores) of MSDAE and the baselines with different levels of noise are shown in Table 5 .
The results show that the MSDAE has the highest F 1 scores over multiple levels of noise compared with other models. With the decrease of SNR, the performance of all the models VOLUME 6, 2018 becomes poorer. Among all, MSDAE has the lowest performance deterioration, which demonstrates a good robustness of it to measurement noise. Concretely, with the SNR of 20 dB, the F 1 score of MSDAE decreases by 2.1% compared to that with the SNR of 60 dB. Such decreases of MLP, SVM, DT, ELM, and RF are 8.7%, 6.4%, 5.9%, 5.5%, and 5.3% respectively. NB and NC have fairly poor robustness to noise, whose F 1 scores with 20 dB SNR are lower than 0.7000. The good robustness of MSDAE to noise mainly benefits from the denoising strategy which forces the model to learn much cleverer mapping than the identification function and hence provides robust features for TSA. Thus, it is safe to say that the MSDAE is robust when the measurements are corrupted by noise.
G. TIME COMPLEXITY
The time complexity of the learning algorithm includes two main aspects, i.e., training time complexity and testing time complexity. The training and testing time of the TSA models are shown in Table 6 . In the training process, MSDAE requires more computational time than others. The reason mainly lies in two aspects: 1) With the deep architecture, MSDAE contains more parameters than the shallow models, which results in larger time complexity. 2) For MSDAE, the training process contains two stages, including pre-training and fine-tuning, while other models only have the latter one. The training time for RF is 47.281s which is the second longest time that only shorter than that of MSDAE since RF is an ensemble model. In addition, ELM spends the least time on training due to its fewer parameters, simpler structure, and simple matrix computations for training. In terms of testing, MLP, ELM, DT, and MSDAE are fairly faster than others due to the feed-forward algorithm for producing the output which has negligible computation burden [53] . For instance, the testing time of MSDAE is 0.062s, which means that it only takes MSDAE 0.001ms for each sample. Compared to the above three, it takes more time for KNN, NB, and NC to output the results because of the distance calculations. Moreover, SVM needs more time to produce the results than all others since it contains kernel function calculations which is much more time-consuming than feed-forward calculations. Although it takes more time to train MSDAE, it is still worth employing MSDAE for transient stability assessment, since it obviously outperforms other models.
H. DISCUSSIONS
To apply MSDAE, there are still several open problems which need to be considered, including computational complexity, model selection, and the topology change of power systems.
Model selection is a common dilemma in deep learning, which aims to determine the optimal hyper-parameters governing both the architecture and training of the models, such as the number of layers, the dimension of each layer, the training rate, the optimization algorithm, etc. Model selection is not an easy task for MSDAE, due to the large number of hyper-parameters. It is not tractable to explore the optimal hyper-parameters by using an exhaustive coverage (like grid search) because of the huge hyper-parameter space. In this paper, the artificial experience is involved in the model selection, which can significantly reduce the computational resource and time. However, the model's performance may be constrained since the hyper-parameters determined in this way are likely not the optimal. It is necessary to develop more practical methods for model selection that can make a trade-off between the computational cost and model's performance.
The number of parameters governing MSDAE is often very large due to its deep architecture. Therefore, it requires more samples and epochs for training, which results in considerable training time. There is a pressing need to develop new techniques to reduce the computation time to apply MSDAE in reality, such as Graphic Processing Unit (GPU) computation [54] , multi-core systems [55] , parallel and distributed systems, etc.
Lacking adaptability to topology change of power systems is a shortcoming among almost all AI-based TSA models. The reason mainly lies in two aspects: 1) The topology change often results in the change of the input vector's dimension. The AI models, such as MLP, SVM, MSDAE, etc., are with an input layer with a fixed dimension, which cannot receive the input that does not have a matched dimension. 2) It is often the case that the topology change results in a giant database and hence requires a model with a large scale of parameters. There are a lot of difficulties to train such a large model with high effectiveness. Therefore, it is a common practical way to build different models for different topologies and achieve TSA in an ensemble manner.
VI. CONCLUSION
In this paper, we presented MSDAE, a novel neural network architecture for TSA, which integrates the SDAEs, one fusion layer, and one LR layer. MSDAE can effectively extract decisive features from multiple kinds of measurements by its deep and multi-branch architecture and perform TSA using the extracted features. MSDAE takes into account both the diversity and unity of different measurements, which is beneficial for learning better features and improving TSA performance. Meanwhile, requiring no hand-crafting features, MSDAE is directly fed with PMU-provided measurements and achieves TSA in an end-to-end manner. The experiments on the standard benchmark IEEE 50-machine system demonstrate that the proposed MSDAE achieves superior TSA performance compared with the baseline models. This paper tentatively explores the possibility of applying the deep learning for TSA, which provides new ideas for research in this field. There are still several promising topics need to be identified for further research, including model selection, computation complexity, and the topology change of power systems. In light of new developments in computer architecture such as GPUs and multicore systems, deep learning has bright application prospects in power systems. His current research interests include power system analysis and operation, voltage stability, FACTS, and power system automation.
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