ABSTRACT Machine learning techniques are being widely used to develop an intrusion detection system (IDS) for detecting and classifying cyberattacks at the network-level and the host-level in a timely and automatic manner. However, many challenges arise since malicious attacks are continually changing and are occurring in very large volumes requiring a scalable solution. There are different malware datasets available publicly for further research by cyber security community. However, no existing study has shown the detailed analysis of the performance of various machine learning algorithms on various publicly available datasets. Due to the dynamic nature of malware with continuously changing attacking methods, the malware datasets available publicly are to be updated systematically and benchmarked. In this paper, a deep neural network (DNN), a type of deep learning model, is explored to develop a flexible and effective IDS to detect and classify unforeseen and unpredictable cyberattacks. The continuous change in network behavior and rapid evolution of attacks makes it necessary to evaluate various datasets which are generated over the years through static and dynamic approaches. This type of study facilitates to identify the best algorithm which can effectively work in detecting future cyberattacks. A comprehensive evaluation of experiments of DNNs and other classical machine learning classifiers are shown on various publicly available benchmark malware datasets. The optimal network parameters and network topologies for DNNs are chosen through the following hyperparameter selection methods with KDDCup 99 dataset. All the experiments of DNNs are run till 1,000 epochs with the learning rate varying in the range [0.01-0.5]. The DNN model which performed well on KDDCup 99 is applied on other datasets, such as NSL-KDD, UNSW-NB15, Kyoto, WSN-DS, and CICIDS 2017, to conduct the benchmark. Our DNN model learns the abstract and high-dimensional feature representation of the IDS data by passing them into many hidden layers. Through a rigorous experimental testing, it is confirmed that DNNs perform well in comparison with the classical machine learning classifiers. Finally, we propose a highly scalable and hybrid DNNs framework called scale-hybrid-IDS-AlertNet which can be used in real-time to effectively monitor the network traffic and host-level events to proactively alert possible cyberattacks.
I. INTRODUCTION

Information and communications technology (ICT) systems and networks handle various sensitive user data that are
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prone by various attacks from both internal and external intruders [1] . These attacks can be manual and machine generated, diverse and are gradually advancing in obfuscations resulting in undetected data breaches. For instance, the Yahoo data breach had caused a loss of $350 M and Bitcoin breach resulted in a rough estimate of $70M loss [2] .
Such cyberattacks are constantly evolving with very sophisticated algorithms with the advancement of hardware, software, and network topologies including the recent developments in the Internet of Things (IoT) [4] . Malicious cyberattacks pose serious security issues that demand the need for a novel, flexible and more reliable intrusion detection system (IDS). An IDS is a proactive intrusion detection tool used to detect and classify intrusions, attacks, or violations of the security policies automatically at network-level and host-level infrastructure in a timely manner. Based on intrusive behaviors, intrusion detection is classified into network-based intrusion detection system (NIDS) and host-based intrusion detection system (HIDS) [5] . An IDS system which uses network behavior is called as NIDS. The network behaviors are collected using network equipment via mirroring by networking devices, such as switches, routers, and network taps and analyzed in order to identify attacks and possible threats concealed within in network traffic. An IDS system which uses system activities in the form of various log files running on the local host computer in order to detect attacks is called as HIDS. The log files are collected via local sensors. While NIDS inspects each packet contents in network traffic flows, HIDS relies on the information of log files which includes sensors logs, system logs, software logs, file systems, disk resources, users account information and others of each system. Many organizations use a hybrid of both NIDS and HIDS.
Analysis of network traffic flows is done using misuse detection, anomaly detection and stateful protocol analysis. Misuse detection uses predefined signatures and filters to detect the attacks. It relies on human inputs to constantly update the signature database. This method is accurate in finding the known attacks but is completely ineffective in the case of unknown attacks. Anomaly detection uses heuristic mechanisms to find the unknown malicious activities. In most of the scenarios, anomaly detection produces a high false positive rate [5] . To combat this problem, most organizations use the combination of both the misuse and anomaly detection in their commercial solution systems. Stateful protocol analysis is most powerful in comparison to the aforementioned detection methods due to the fact that stateful protocol analysis acts on the network layer, application layer and transport layer. This uses the predefined vendors specification settings to detect the deviations of appropriate protocols and applications. Though deep learning approaches are being considered more recently to enhance the intelligence of such intrusion detection techniques, there is a lack of study to benchmark such machine learning algorithms with publicly available datasets. The most common issues in the existing solutions based on machine learning models are: firstly, the models produce high false positive rate [3] , [5] with wider range of attacks; secondly, the models are not generalizable as existing studies have mainly used only a single dataset to report the performance of the machine learning model; thirdly, the models studied so far have completely unseen today's huge network traffic; and finally the solutions are required to persevere today's rapidly increasing high-speed network size, speed and dynamics. These challenges form the prime motivation for this work with a research focus on evaluating the efficacy of various classical machine learning classifiers and deep neural networks (DNNs) applied to NIDS and HIDS. This work assumes the following;
• An attacker aims at pretence as normal user to remain hidden from the IDS. However, the patterns of intrusive behaviors differ in some aspect. This is due to the specific objective of an attacker for example getting an unauthorized access to computer and network resources.
• The usage pattern of network resources can be captured, however the existing methods ends up in high false positive rate.
• The patterns of intrusions exist in normal traffic with a very low profile over long time interval. Overall, this work has made the following contributions to the cyber security domain:
• By combining both NIDS and HIDS collaboratively, an effective deep learning approach is proposed by modeling a deep neural network (DNN) to detect cyberattacks proactively. In this study, the efficacy of various classical machine learning algorithms and DNNs are evaluated on various NIDS and HIDS datasets in identifying whether network traffic behavior is either normal or abnormal due to an attack that can be classified into corresponding attack categories.
• The advanced text representation methods of natural language processing (NLP) are explored with host-level events, i.e. system calls with the aim to capture the contextual and semantic similarity and to preserve the sequence information of system calls. The comparative performance of these methods is conducted with the ADFA-LD and ADFA-WD datasets.
• This study uses various benchmark datasets to conduct a comparative experimentation. This is mainly due to the reason that each dataset suffers from various issues such as data corruptions, traffic variety, inconsistencies, out of date and contemporary attacks.
• A scalable hybrid intrusion detection framework called SHIA is introduced to process large amount of network-level and host-level events to automatically identify malicious characteristics in order to provide appropriate alerts to the network admin. The proposed framework is highly scalable on commodity hardware server and by joining additional computing resources to the existing framework, the performance can be further enhanced to handle big data in real-time systems. The code and detailed results are made publicly available [7] for further research. The remainder of the chapter is organized as follows. Section II discusses various stages of compromise according to attackers perspective. Section III discusses the related works of similar research work done to NIDS and HIDS. Information of scalable framework, the mathematical details of DNNs and text representation methods for intrusion detection is placed in Section IV. Section V includes information related to major shortcomings of IDS datasets, problem formulation and statistical measures. Section VI includes description of datasets. Section VII and Section VIII includes experimental analysis and a brief overview of proposed system and architecture design. Section IX presents the experimental results. Conclusion, future work directions and discussions are placed in Section X.
II. STAGES OF COMPROMISE: AN ATTACKER'S VIEW
Mostly, intrusions are initiated by unauthorized users named as attackers. An attacker can attempt to access a computer remotely via the Internet or to make a service remotely unusable. Detection of intrusion accurately requires understanding the method to successfully attack a system. Generally, an attack can be classified into five phases. They are reconnaissance, exploitation, reinforcement, consolidation, and pillage. An attack can be detected during the first three phases however once it reaches the fourth or fifth phase then the system will be fully compromised. Thus, it is very difficult to distinguish between a normal behavior and an attack. During the reconnaissance phase, an attacker tries to collect information related to reachable hosts and services, as well as the versions of the operating systems and applications that are running. During the exploitation phase, an attacker utilizes a particular service with the aim to access the target computer. A service may be identified as abusing, subverting, or breaching. An abusing service includes stolen password or dictionary attacks and subversion includes an SQL injection. After an illegal forced entry to a system, an attacker follows camouflage activity and then installs supplementary tools and services to take advantage of the privileges gained during the reinforcement phase. Based on the misused user account, an attacker tries to gain full system access. Finally, an attacker utilizes the applications that are accessible from the available user account. An attacker obtains a complete control over the system in the consolidation phase and the installed backdoor which is used for communication purposes during the consolidation phase. The final phase is pillage where an attacker's possible malicious activities include theft of data and CPU time, and impersonation.
Since computers and networks are assembled and programmed by humans, there are possibilities for bugs in both the hardware and software. These human errors and bugs can lead to vulnerabilities [8] . Confidentiality, data integrity and availability are main pillars of information security. Authenticity and accountability are also plays an important role in information security. Generally attacks against the confidentiality addresses passive attacks for example eavesdropping, integrity addresses active attacks for example system scanning attacks i.e. 'Probe' and availability addresses the attacks related to making network resources down so these will be unavailable for normal users for example denial of service ('DoS') and distributed denial of service ('DDoS'). IDS systems have limited capability to detect attacks related to eavesdropping. 'Probe' attack can be launched over either over a network or locally within a system. Now an attack can be defined as a set of actions that potentially compromises the confidentiality, data integrity, availability, or any kind of security policy of a resource. Primarily, an IDS system aims at detecting all these types of attacks to prevent the computers and networks from malicious activities. In this work, we focus towards the categorization scheme as suggested by the DARPA Intrusion Detection Evaluation.
III. RELATED WORKS
The research on security issues relating to NIDS and HIDS exists since the birth of computer architectures. In recent days, applying machine learning based solutions to NIDS and HIDS is of prime interest among security researchers and specialists. A detailed survey on existing machine learning based solutions is discussed in detail by [5] . This section discusses the panorama of largest study to date that explores the field of machine learning and deep learning approaches applied to enhance NIDS and HIDS.
A. NETWORK-BASED INTRUSION DETECTION SYSTEMS (NIDS)
Commercial NIDS primarily use either statistical measures or computed thresholds on feature sets such as packet length, inter-arrival time, flow size and other network traffic parameters to effectively model them within a specific timewindow [6] . They suffer from high rate of false positive and false negative alerts. A high rate of false negative alerts indicates that the NIDS could fail to detect attacks more frequently, and a high rate of false positive alerts means the NIDS could unnecessarily alert when no attack is actually taking place. Hence, these commercial solutions are ineffective for present day attacks.
Self-learning system is one of the effective methods to deal with the present day attacks. This uses supervised, semi-supervised and unsupervised mechanisms of machine learning to learn the patterns of various normal and malicious activities with a large corpus of Normal and Attack network and host-level events. Though various machine learning based solutions are found in the literature, the applicability to commercial systems is in early stages [9] . The existing machine learning based solutions outputs high false positive rate with high computational cost [3] . This is because machine learning classifiers learn the characteristic of simple TCP/IP features locally. Deep learning is a complex subnet of machine learning that learns hierarchical feature representations and hidden sequential relationships by passing the TCP/IP information on several hidden layers. Deep learning has achieved significant results in long standing Artificial intelligence (AI) tasks in the field of image processing, speech recognition, natural language processing (NLP) and many others [10] . Additionally, these performances have been transformed to various cyber security tasks such as intrusion detection, android malware classification, traffic analysis, network traffic prediction, ransomware detection, encrypted text categorization, malicious URL detection, anomaly detection, and malicious domain name detection [11] . This work focuses towards analyzing the effectiveness of various classical machine learning and deep neural networks (DNNs) for NIDS with the publicly available network-based intrusion datasets such as KDDCup 99,  NSL-KDD, Kyoto, UNSW-NB15, WSN-DS and CICIDS  2017. A large study of academic research used the de facto standard benchmark data, KDDCup 99 to improve the efficacy of intrusion detection rate. KDDCup 99 was used for the third International Knowledge Discovery and Data Mining Tools Competition and the data was created as the processed form of tcpdump data of the 1998 DARPA intrusion detection (ID) evaluation network. The aim of the contest was to create a predictive model to classify the network connections into two classes: Normal or Attack. Attacks were categorized into denial of service ('DoS'), 'Probe', remote-to-local ('R2L'), user-to-root ('U2R') categories. The mining audit data for automated models for ID (MADAMID) was used as feature construction framework in KDDCup 99 competition [17] . MADAMID outputs 41 features: first 9 features are basic features of a packet, 10-22 are content features, 23-31 are traffic features, and 32-41 are host-based features. The choices of available datasets are: (1) full dataset and (2) complementary 10% data. The detailed evaluation results of KDDCup 98 and KDDCup 99 challenge was published in [3] . Totally, 24 entries were submitted in the KDDCup 98, in that 3 winning entries used variants of decision tree to whom they showed only the marginal statistics significance in performance. The 9th winning entry in the contest used the 1-nearest neighbor classifier. The first significant difference in performance was found between 17th and 18th entries. This inferred that the first 17 submissions method were robust and were profiled by [3] . The Third International Knowledge Discovery and Data Mining Tools Competition task remained as a baseline work and after this contest many machine learning solutions have been found. Most of the published results took only the 10% data of training and testing and few of them used custom-built datasets. Recently, a comprehensive literature survey on machine learning based ID with KDDCup 99 dataset was conducted [18] .
After the challenge, most of the published results of KDDCup 99 have used several feature engineering methods for dimensionality reduction [18] . While few studies employed custom-built datasets, majority used the same dataset for newly available machine learning classifiers [18] . These published results are partially comparable to the results of the KDDCup 99 contest.
In [19] , the classification model consists of two-stages: i) P-rules stage to predict the presence of the class, and ii) N-rules stage to predict the absence of the class. This performed well in comparison with the aforementioned KDDCup 99 results except for the user-to-root ('U2R') category. In [20] , the significance of feature relevance analysis was investigated for IDS with the most widely used dataset, KDDCup 99. For each feature they were able to express the feature relevance in terms of information gain. In addition, they presented the most relevant features for each class label. Reference [21] discussed random forest techniques in misuse detection by learning patterns of intrusions, anomaly detection with outlier detection mechanism, and hybrid detection by combining both the misuse and anomaly detection. They reported that the misuse approach worked better than winning entries of KDDCup 99 challenge results, and in addition anomaly detection worked better compared to other published unsupervised anomaly detection methods. Overall, it was concluded that the hybrid system enhances the performance with the advantage of combining both the misuse and anomaly detection approaches [22] , [23] , [72] . In [24] , an ID algorithm using AdaBoost technique was proposed that used decision stumps as weak classifiers. Their system performed better than other published results with a lower false alarm rate, a higher detection rate, and a computationally faster algorithm. However, the drawback is that it failed to adopt the incremental learning approach. In [25] , the performance of the shared nearest neighbor (SNN) based model in ID was studied and reported as the best algorithm with a high detection rate. With the reduced dataset they were able to conclude that SNN performed well in comparison to the K-means for 'U2R' attack category. However, their work failed to show the results on the entire testing dataset.
In [26] , Bayesian networks for ID was explored using Naive Bayesian networks with a root node to represent a class of a connection and leaf nodes to represent features of a connection. Later, [27] investigated the application of Naive Bayes network to ID and through detailed experimental analysis, they showed that Bayesian networks performed equally well and sometimes even better in 'U2R' and 'Probe' categories in comparison with the winning entries of KDDCup 99 challenge. In [28] , a non-parametric density estimation method based on Parzen-window estimators was studied with Gaussian kernels and Normal distribution. Without the intrusion data, their system was comparatively favorable to the existing winning entries that was based on ensemble of decision trees. In [29] , a genetic algorithm based NIDS was proposed that facilitates to model both temporal and spatial information to identify complex anomalous behavior. An overview of ensemble learning techniques for ID was given in [30] , and swarm intelligence techniques for ID using ant colony optimization, ant colony clustering and particle swarm optimization of systems were studied in [31] . A comparative study in such research works show that the descriptive statistics was predominantly used.
Overall, a comprehensive literature review shows very few studies use modern deep learning approaches for NIDS and the commonly used benchmark datasets for experimental analysis are KDDCup 99 and NSL-KDD [3] , [32] - [34] . The IDS based on recurrent neural network (RNN) outperformed other classical machine learning classifiers in identifying intrusion and intrusion type on the NSL-KDD dataset [32] . Two level approach proposed for IDS in which the first level extracts the optimal features using sparse autoencoder in an unsupervised way and classified using softmax regression [33] . The application of stacked autoencoder was proposed for optimal feature extraction in an unsupervised way where the proposed method is completely non-symmetric and classification was done using Random forest. Novel long short-term memory (LSTM) architecture was proposed and by modeling the network traffic information in time series obtained better performance. The proposed method performed well compared to all the existing methods and as well as KDDCup 98 and 99 challenge entries [3] . The performance of various RNN types were evaluated by [34] . Various deep learning architectures and classical machine learning algorithms were evaluated for anomaly based ID on NSL-KDD dataset [74] . The configuration of SVM was formulated as bi-objective optimization problem and solved using hyper-heuristic framework. The performance was evaluated for malware and anomaly ID. The proposed framework is very suitable for big data cyber security problems [75] . To enhance the anomaly based ID rate, the spatial and temporal features were extracted using convolutional neural network and long short-term memory architecture. The performance was shown on both KDDCup 99 and ISCX 2012 datasets [76] . Two step attack detection method was proposed along with a secure communication protocol for big data systems to identify insider attack. In the first step, process profiling was done independently at each node and in second step using hash matching and consensus, process matching was done [77] . An online detection and estimation method was proposed for smart grid system [78] . The method specifically designed for identifying false data injection and jamming attacks in real-time and additionally provides online estimates of the unknown and time-varying attack parameters and recovered state estimates [78] . A scalable framework for ID over vehicular ad hoc network was proposed. The framework uses distributed machine learning i.e. alternating direction method of multipliers (ADMM) to train a machine learning model in a distributed way to learn whether an activity normal or attack [79] .
B. HOST-BASED INTRUSION DETECTION SYSTEMS (HIDS)
Various software tools such as Metasploit, Sqlmap, Nmap, Browser Exploitation provide the necessary framework to examine and gather information from target system vulnerabilities. Malicious attackers use such information to launch attacks to various applications like FTP server, web server, SSH server, etc. Existing methods such as firewall, cryptography methods and authentications aim to defend host systems against such attacks. However, these solutions have limitations and malicious attackers are able to gain unauthorized access to the system. To address this, a typical HIDS operates at host-level by analyzing and monitoring all traffic activities on the system application files, system calls and operating system [73] . These types of traffic activities are typically called as audit trials. A system call of an operating system is a key feature that interacts between the core kernel functions and low level system applications. Since an application makes communication with the operating system via system calls, their behavior, ordering, type and length generates a unique trace. This can be used to distinguish between the known and unknown applications [12] . System calls of normal and intrusive process are entirely different. Thus analysis of those system calls provides significant information about the processes of a system. Various feature engineering approaches have been used for system call based process classification. They are N-gram [12] , [13] , sequence gram [14] and pair gram [15] . An important advantage of HIDS is that it provides detailed information about the attacks.
The three main components of HIDS, namely the data source, the sensor, and the decision engine play an important role in detecting security intrusions. The sensor component monitors the changes in data source, and the decision engine uses the machine learning module to implement to the intrusion detection mechanism. However, the benchmarking the data source component requires much investigation.
Compiling the KDDCup 99 dataset involved the data source component with system calls and Sequence Time-Delay Embedding (STIDE) approach used to analyze the fixed length pattern of system calls to distinguish between normal and anomalous behaviors [13] . A large number of decision engines have been used to analyze patterns of system calls to detect intrusions. Such a data source is most commonly used among cyber security research community. Apart from system calls, since Windows operating system (OS) does not provide a direct access to system calls, log entries [35] and registry entry manipulations [36] form the other two most commonly used data sources. This work focuses on the decision engine component to benchmark the data source.
Classical methods aim to find information about the nature of the host activity by analyzing the patterns in the sequence of system calls. While STIDE was most commonly used simple algorithm, Support Vector Machines (SVMs), Hidden Markov Models (HMMs) and Artificial Neural Networks (ANNs) are more recently adopted complex methods. In [37] , N-gram feature extraction approach was used for compiling the ADFA-LD system call data and N-gram features were passed to different classical machine learning classifiers to identify and categorize attacks. In [39] , in order to reduce the dimensions of system calls, K-means and KNN were experimented using a frequency based model. A revised version of N-gram model was used in [38] to represent system calls with various classical machine learning classifiers for both Binary and Multi-class categories. An approach for HIDS based on N-gram system call representations with various classical machine learning classifiers was proposed in [40] . To reduce the dimensions of N-gram, dimensionality reduction methods were employed. In [41] , frequency distribution based feature engineering approach with machine learning algorithms was explored to handle the zero-day and stealth attacks in Windows OS. In [42] , an ensemble approach for HIDS was proposed using language modeling to reduce the false alarm rates which is a drawback in classical methods. VOLUME 7, 2019 This method leveraged the semantic meaning and communications of system call. The effectiveness of their methods was evaluated on three different publicly available datasets.
Overall, the published results are limited in detecting the intrusions and cyberattacks using HIDS. Studies that show an increase in detection rate of intrusions and cyberattacks also show an increase in false alarm rate.
The pros and cons of NIDS and HIDS with its efficacy are discussed in detail by [16] . Major advantages of HIDSs are: HIDSs facilitate to detect local attacks and are unaffected by the encryption of network traffic. Major disadvantage is that they need all the configuration files to identify attack, but it is a daunting task due to the huge amount of data. Allowing access to big data technology in the domain of cyber security is of paramount importance, particularly IDS. The motivation of this research is to develop a novel scalable platform with hybrid framework of NIDS and HIDS, which is capable of handling large amount of data with the aim to detect the intrusions and cyberattacks more accurately.
IV. PROPOSED SCALABLE FRAMEWORK
Today's ICT system is considerably more complex, connected and involved in generating extremely large volume of data, typically called as big data. This is primarily due to the advancement in technologies and rapid deployments of large number of applications. Big data is a buzzword which contains techniques to extract important information from large volume of data. Allowing access to big data technology in the domain cyber security particularly IDS is of paramount importance [44] . The advancement in big data technology facilitates to extract various patterns of legitimate and malicious activities from large volume of network and system activities data in a timely manner that in turn facilitates to improve the performance of IDS. However, processing of big data by using the conventional technologies is often difficult [43] . The purpose of this section is to describe the computing architecture and the advanced methods adopted in the proposed framework, such as text representation methods, deep neural networks (DNNs) and the training mechanisms employed in DNNs.
A. SCALABLE COMPUTING ARCHITECTURE
The technologies such as Hadoop Map reduce and Apache Spark in the field of high performance computing is found to be an effective solution to process the big data and to provide timely actions. We have developed scalable framework based on big data techniques, Apache Spark cluster computing platform [45] . Due to the confidential nature of the research, the scalable framework details cannot be disclosed. The Apache spark cluster computing framework is setup over Apache Hadoop Yet Another Resource Negotiator (YARN). This framework facilitates to efficiently distribute, execute and harvest tasks. Each system has specifications(32 GB RAM, 2 TB hard disk, Intel(R) Xeon(R) CPU E3-1220 v3 @ 3.10GHz) running over 1 Gbps Ethernet network.
The proposed scalable architecture employs distributed and parallel machine learning algorithms with various optimization techniques that makes it capable of handling very high volume of network and host-level events. The scalable architecture also leverages the processing capability of the general purpose graphical processing unit (GPGPU) cores for faster and parallel analysis of network and host-level events. The framework contains two types of analytic engines, they are real-time and non-real-time. The purpose of analytic engine is to monitor network and host-level events to generate an alert for an attack. The developed framework can be scaled out to analyze even larger volumes of network event data by adding additional computing resources. The scalability and real-time detection of malicious activities from early warning signals makes the developed framework stand out from any system of similar kind.
B. TEXT REPRESENTATION METHODS
System calls are essential in any operating system depicting the computer processes and they constitute a humongous amount of unstructured and fragmented texts that a typical HIDS uses to detect intrusions and cyberattacks. In this research we consider text representation methods to classify the process behaviors using system call trace. Classical machine learning approaches adopt feature extraction, feature engineering and feature representation methods. However, with advanced machine learning embedded approach such as deep learning, the necessity of the feature engineering and feature extraction steps can be completely avoided. We adopt such advanced deep learning along with text representation methods to capture the contextual and sequence related information from system calls. The following feature representation methods in the field of NLP are used to convert the system calls into feature vectors in this study.
• Bag-of-Words (BoW): This classical and most commonly used representation method is used to form a dictionary by assigning a unique number for each system call. Term document matrix (TDM) and term frequency-inverse document frequency (TF-IDF) are employed to estimate the feature vectors. The drawback is that it cannot capture the sequence information of system calls [46] .
• N-grams: An N-gram text representation method has the capability to preserve the sequence information of system calls. The size of N can be 1 (uni-gram), 2 (bigram), 3 (tri-gram), 4 (four-gram), etc., which can be employed appropriately depending on the context.
• Keras Embedding: This follows a sequential representation method to convert the system calls into a numeric form of vocabulary by simply assigning a unique number for each system call. The size of vocabulary defines the number of unique system calls and their frequency of occurrence places them in an ascending order within a lookup table. Each system call in a vector is transformed to a numeric using the lookup table for assigning a corresponding index. We adopt a fixed length vector method by transforming all vectors to the same length.
C. DEEP NEURAL NETWORK (DNN)
We employ an artificial neural network (ANN) approach as the computational model since it is influenced by the characteristics of biological neural networks to incorporate intelligence in our proposed method. Feed forward neural network (FFN), a type of ANN is represented as a directed graph to pass various system information along edges from one node to another without forming a cycle. We adopt a multilayer perceptron (MLP) model which is a type of FFN having three or more layers with one input layer, one or more hidden layers and an output layer in which each layer has many neurons or units in mathematical notation. We select the number of hidden layers by following a hyper parameter selection method. The information is transformed from one layer to another layer in a forward direction with neurons in each layer being fully connected. MLP is defined mathematically as O : R m × R n where m is the size of the input vector
and n is the size of the output vector O(x) respectively. The computation of each hidden layer h i is mathematically defined as
where h i : softmax function outputs the probabilities of each class and selects the largest value among probability values to give a more accurate value. The mathematical formulae for sigmoid, tangent and softmax activation function are given below.
where x defines an input. Three-layer MLP with a softmax function in output layer is same as a Multi-class logistic regression model. In general terms, for many hidden layers, MLP is formulated as follows:
This way of stacking hidden layers is typically called deep neural networks (DNNs). The architecture of deep neural network (DNN) as shown in Figure 1 We employ DNNs as a more advanced model of the classical FFN with each hidden layer using the non-linear activation function, ReLU as it helps to reduce the state of vanishing and error gradient issue [47] . The advantage of ReLU is that it is faster than other non-linear activation functions and facilitates training the MLP model with the large number of hidden layers. The hidden layers define the depth of the neural network and the maximum neurons define the width of the neural network.
The uniqueness of our method is in modeling the loss functions and the ReLU to maximize deep learning efficiently. These are described in detail.
1) Loss functions: In modeling an MLP, finding an optimal parameter is essential towards achieving good performance. This includes the loss function as an initial step. A loss function is used to calculate the amount of difference between the predicted and target values. This is defined mathematically as:
where t denotes the target value and p denotes the predicted value. Multi-class classification uses the negative log probability with t as the target class and p(pad) as the probability distributions as represented below:
However, the network receives a list of corrected input-output set i_o
in the training process. Then, we aim to decrease the mean of losses as defined below:
The loss function has to be minimized to get better results in a neural network. A loss functions is VOLUME 7, 2019 defined as;
where
is done by following a right selection of the value θ ∈ R d and inherently includes the estimation of f θ (p i ) and ∇f θ (i i ) at the cost
Various optimization techniques exist and we adopt Gradient descent as it is most commonly used. Gradient descent uses the following rule to calculate and update parameter repeatedly:
where α denotes learning rate and it is selected based on a hyper parameter selection approach. To find a derivative of L, backpropagation or backward propagation of errors algorithm is adopted. Backpropagation uses chain rule to compute θ ∈ R d with the aim to minimize the loss function L i_o (θ). However, most of the neural network uses an extension of backpropagation called as stochastic gradient descent (SGD) for finding minimum θ. SGD uses a mini batch of training samples im_om, in which training samples i_o are chosen randomly instead of using the entire training set im_om ⊆ i_o. SGD update rule is given as:
where im (i) , om (i) denotes input-output pair training samples. 2) Rectified Linear Unit (ReLU ): Rectified linear unit (ReLU ) is found to have a great proficiency and has the tendency to accelerate the training process [47] . ReLU was the main breakthrough in the neural network history for reducing the vanishing and exploding gradient issue. It's found as the most efficient method in terms of time and cost for training huge data in comparison to the classical non-linear activation function such as sigmoid and tangent function [47] . We refer to neurons with this non linearity following [47] . The mathematical formula for ReLU is defined as follows
where x defines input.
V. PROBLEM FORMULATION, DATASET LIMITATIONS AND STATISTICAL MEASURES A. PROBLEM FORMULATION FOR NIDS
Generally, the network traffic data is collected and stored in raw TCP dump format. Later, this data can be preprocessed and converted into connection records. A connection is simply a sequence of TCP packets starting and ending at well-defined times with well-defined protocols. Each connection record includes 100 bytes of information and labeled as either Normal or as an Attack with exactly one particular attack type. Each connection record has a vector and defined as follows
where f denotes features of length n, values of each f ∈ R and cl denotes a class label.
B. PROBLEM FORMULATION FOR HIDS
In general, all the system events which are the system calls are collected for each process. Each process p is composed of sequence of system calls S = sp 1 , sp 2 , · · · sp n where sp ∈ S, sp is a finite set of system calls and S is the set of system calls used by the host. A sequence of system call information is used to distinguish the behavior between the Normal and Attack categories. The sp along with the label such as Normal or Attack can be used to learn the behaviors of Normal and Attack activities.
C. DATASET LIMITATIONS
Most of the datasets which represents the current network traffic attacks are private due to privacy and security issues.
On the other direction, the datasets which are publicly available are laboriously anonymized and suffer from various issues. In particular they failed to validate that their datasets typically exhibit the real-world network traffic profile. KDDCup 99 is one of the most commonly used publicly available datasets. Although with some known harsh criticisms, it has been continually used as an effective benchmark dataset for many of the research study towards NIDS over the years. In contrast to critiques of strategy to create dataset, [50] revealed the detailed analysis of the contents and located the non-uniformity and simulated artifacts in the simulated network traffic data. They strived to scale the performance of network anomaly detection between the KDDCup 99 and varied KDDCup 99. They reported that many of the network attributes particularly, remote client address, TTL, TCP options and TCP window size are indicated as small and limited range in KDDCup 99 datasets but actually exhibit to be of large and growing range in real world network traffic environment.
In [51] , discussions indicate why the machine learning classifiers have limited capability in detecting the attacks that belong to content ('R2L' and 'U2R') category in KDDCup 99 dataset. With this dataset, none of the machine learning classifiers were able to improve the attack detection rate. They admitted that the possibility of getting high attack detection rate in most of the cases is by producing new dataset with a combination of training and testing datasets. In addition, [52] found that many 'snmpgetattack' belongs to 'R2L' category attacks. As a result, in most of the cases, machine learning classifier poorly performs with this data.
DARPA / KDDCup 88 failed to evaluate the classical IDS and it was one of the major of many criticisms. To mitigate this [53] used Snort ID system on DARPA / KDDCup 98 tcpdump traces. The system performed poorly, the accuracy and the false positive rates were impermissible. This is mainly due to the system failed to detect the attacks belongs to the 'DoS' and 'Probe' category with a fixed signature. In contrast to this, the detection performance of 'R2L' and 'U2R' is much better.
Despite of the harsh criticisms yet, KDDCup 99 is been the most widely used reliable benchmark dataset in most of the study related to ID system evaluation and other security related tasks [55] . To resolve the inherent issues that are exists in KDDCup 99, [55] proposed a most refined version called NSL-KDD. They removed the redundant connection records in the entire train and test data and in addition the invalid records, numbered 136,489 and 136,497 were removed from test data. Thus it protects the classifier not to be biased in the direction of the more frequent connection records. NSL-KDD is also not a real world representative of network traffic data. Still, this refined version failed to entirely solve the issues reported by [57] . To enhance the performances in detecting attacks, 10 more extra features were added with 14 important features from KDDCup 99 [58] . The Kyoto dataset was generated using honeypots. Thus, each flow of network traffic was done automatically. The normal traffic of Kyoto dataset was not captured from the real world network traffic. Moreover, the dataset doesn't contain false positives that help to minimize the number of alerts to the network admin [58] . In [56] generated a new dataset following two different profile system in which one system was for generating attacks and other one was for normal activities. This dataset doesn't contain network traffic of HTTPS protocol. Most of the attacks were simulated and failed to preserve the characteristics of real world statistics. In [57] proposed UNSW-NB15. They adopted the notion of profiles that contains the comprehensive information of intrusions and applications, protocols, or lower level network entities from the modern network traffic and detailed information about the network traffic. Recently, to provide benchmark dataset to the research community, [59] generated reliable dataset. This meets the real world benign and attacks of network activities. Moreover, the detailed evaluation of network traffic features was done by them and detailed experiments towards the importance of features to detect various attacks were done.
Most widely used dataset for HIDS is KDDCup 98, KDDCup 99 and University of New Maxico (UNM). These datasets were compiled decades ago and most of them are irrelevant for today's operating system. Recently, [62] made the dataset to be publicly available. Thus, this dataset has been used as new benchmark for evaluating system call based HIDS. The dataset comprises of modern vulnerability exploits and attacks.
D. STATISTICAL MEASURES
In evaluation to estimate the various statistical measures the ground truth value is required. The ground truth composed of set of connection records labeled either Normal or Attack in the case of Binary classification. Let L and A be the number of Normal and Attack connection records in the test dataset, respectively and the following terms are used for determining the quality of the classification models:
• True Positive (TP) -the number of connection records correctly classified to the Normal class.
• True Negative (TN ) -the number of connection records correctly classified to the Attack class.
• False Positive (FP) -the number of Normal connection records wrongly classified to the Attack connection record.
• False Negative (FN ) -the number of Attack connection records wrongly classified to the Normal connection record. Based on the aforementioned terms, the following most commonly used evaluation metrics are considered. 1) Accuracy: It estimates the ratio of the correctly recognized connection records to the entire test dataset. If the accuracy is higher, the machine learning model is better (Accuracy ∈ [0, 1]). accuracy serves as a good measure for the test dataset that contains balanced classes and defined as follows
2) Precision: It estimates the ratio of the correctly identified attack connection records to the number of all identified attack connection records. If the Precision is higher, the machine learning model is better (Precision ∈ [0, 1]). Precision is defined as follows
3) F1-Score: F1-Score is also called as F1-Measure. It is the harmonic mean of Precision and Recall. If the F1-Score is higher, the machine learning model is better (F1−Score ∈ [0, 1]). F1-Score is defined as follows 
6) Receiver Operating Characteristics (ROC) curve:
ROC is plotted based on the trade-off between the TPR on the y axis to FPR on the x axis across different thresholds. Area Under the ROC Curve (AUC) is the size of the area under the ROC curve used along with ROC as a comparison metric for the machine learning models. If the AUC is higher, the machine learning model is better.
VI. MODELLING THE DATASET
Due to security and privacy issues, most of the datasets are not publicly available. Additionally, the data which are publicly available are laboriously anonymized and do not contemplate today's network traffic variety. Due to these issues, the exemplary dataset is yet to be discerned [64] . The details of various IDS datasets are discussed in [59] and [66] . A detailed overview of available datasets between 1998 and 2016 is discussed in detail by [66] . We consider the pros and cons of existing datasets used in NIDS and HIDS and discuss how our datasets were modeled.
A. DATASETS USED IN NIDS
1) KDDCup 99: KDDCup 99 dataset was built by processing tcpdump data of the 1998 DARPA intrusion detection challenge dataset. The Mining Audit data for automated models for ID (MADMAID) framework was used to extract features from raw tcpdump data. The detailed statistics of the dataset is reported in Table 1 . KDDCup 1998 dataset was created by MIT Lincon laboratory using 1000's of UNIX machines and 100's users accessing those machines. The network traffic data was captured and stored in tcpdump format for 10 weeks. The data of first seven weeks was used as training dataset and rest used as testing dataset. KDDCup 99 dataset is available in two forms. They are full dataset and 10% dataset. The dataset contains 41 features and 5 classes ('Normal', 'DoS', 'Probe', 'R2L', 'U2R'). These features are grouped into different categories as given below:
• Basic features [1] [2] [3] [4] [5] [6] [7] [8] [9] : The packet capture (Pcap) files of tcpdump are used to extract the basic features from the packet headers, TCP segments, and UDP datagram instead of payload. This task was carried out using a remodeled network analysis framework, Bro IDS.
• Content features [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] : Content features are extracted from the full payload of TCP/IP packets rooted on domain knowledge in tcpdump files. The feature analysis of payload has remained as research area for the last years. Recently, in [65] , a deep learning approach was introduced to analyze the entire payload data instead of following the feature extraction process. Content features are mainly used to identify 'R2L' and 'U2R' category attacks. For example, many failed login attempts is the most prominent feature to indicate the malicious behavior in the entire payload. Unlike other category attacks, 'R2L' and 'U2R' category do not have the prominent sequential patterns due to events happening in a single connection.
• Time-based traffic features [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] [37] [38] [39] [40] [41] : Time-based traffic features are extracted with a specific temporal window of two seconds. These are grouped into 'same host' and 'same service' based on the connection characteristics in the past 2 seconds. To handle slow probing attacks, the aforementioned characteristics are recalculated based on a connection window of 100 connections to the same host. These are typically termed as connection based or host-based traffic features.
2) NSL-KDD: NSL-KDD is the distilled version of
KDDCup 99 intrusion data. The filters are used to remove redundant connection records in KDDCup 99 and connection records numbered 136,489 and 136,497 are removed from the test data. NSL-KDD can protect machine learning algorithms not to be biased. This can suits well for misuse detection in compared to the KDDCup 99 dataset. This also suffers from representing the real-time network traffic profile characteristics. The detailed statistics of NSL-KDD is reported in Table 1 . 
3) UNSW-NB15:
The cyber security research team of Australian Centre for Cyber Security (ACCS) has introduced a new data called as UNSW-NB15 to resolve the issues found in the KDDCup 99 and NSL-KDD datasets. This data is generated in a hybrid way, containing the normal and attack behaviors of a live network traffic using IXIA Perfect Storm tool that has a repository of new attacks and common vulnerability exposures (CVE), a storehouse containing information regarding security vulnerabilities and exposures, which are known publicly. Two servers were used in IXIA traffic generator tool where one server generated the normal activities, whereas the other generated malicious activities in the network. Tcpdump tool used for capturing network packet traces which took several hours to compile the whole data of 100 GBs that were divided into 1,000 MB pcaps using tcpdump. From pcap files, the features were extracted using Argus and Bro-IDS in Linux Ubuntu 14.0.4. In addition to the above methods, depth analysis of each packet was done with 12 algorithms which are developed using C#. The data is accessible in two forms as follows: a) Full connection records consisting of 2 million connection records b) A partition of full connection records which is composed of 82,332 train connection records and 175,341 test connection records confined with 10 attacks. The partitioned dataset consists of 42 features with their parallel class labels which are Normal and nine different Attacks. The information regarding simulated attacks category and its detailed statistics are described in Table 2 .
4) Kyoto:
The honeypot systems of Kyoto university network traffic data have 24 statistical features. Among 24 features, 14 features are from KDDCup 99. These features are important as they are collected from raw traffic data of Kyoto university honeypot systems. Additionally, 10 more features are identified with the honeypot's network traffic system. In this work, the network logs of the year 2015 are considered. The logs are preprocessed and divided into training and testing datasets. The detailed statistics of the connection records are reported in Table 5 .
5) WSN-DS:
It is an IDS dataset developed for wireless sensor networks (WSN). This composed of four different types of 'DoS' attacks: Blackhole, Grayhole, Flooding, and Scheduling. They used Low-energy adaptive clustering hierarchy (LEACH) protocol to collect data from network Simulator 2 (NS-2) and then preprocessed to generate 23 features. This dataset was termed as WSN-DS and its detailed statistics is reported in Table 3 . 6) CICIDS2017: This dataset includes the contemporary activities of benign and attacks which depicts the realtime network traffic. The main interest is given towards collecting the real-time background traffic during creating this dataset. Using B-profile system, benign background traffic was collected. This benign traffic contains the characteristics of 25 users based on the HTTP, HTTPS, FTP, SSH, and email protocols. The network traffic for five days was collected and dumped with normal activity traffic on one day, and attacks injected on other days. The various attacks injected were Brute Force FTP, Brute Force SSH, 'DoS', Heartbleed, Web Attack, Infiltration, Botnet and 'DDoS'. They also claimed that their dataset covers 11 important criteria which were discussed by [66] . The detailed information of CICIDS 2017 dataset is reported in Table 4 . We have randomly chosen 20,000 connection records in NIDS dataset and passed them into t-SNE [63] and their visual representations are given in Figure 2 for KDDCup 99 and Figure 3 for CICIDS 2017. Almost both the datasets are non-linearly separable and the connection records of CICIDS 2017 is considered as more complex in comparison with KDDCup 99. Also, CICIDS 2017 dataset is released recently and contain attacks which have occurred recently. Moreover, the CICIDS 2017 dataset has the characteristics of a real-time network traffic.
B. DATASETS USED IN HIDS
The windows and Linux operating system are the most well-known and most commonly used operating system (OS).
Most commonly used datasets for host-based intrusion detection are KDDCup 98, KDDCup 99 1 datasets were compiled decades ago and do not include the attacks of modern computer systems. The issues of these datasets were discussed in detail by [62] and proposed a new dataset called as ADFA-LD and ADFA-WD. 1) ADFA Linux (ADFA-LD)/ADFA Windows(ADFA-WD): ADFA-LD is a sequence of system calls dataset which was collected in networks of modern operating systems [62] . These hosts were connected to a Linux local server. This comprised of several traces of system calls which were collected under different situations. This impersonated the real-time situations. These system call traces represented system level vulnerabilities and attacks. This server permitted many services such as remote access, web server, database on an operating system Ubuntu 11.04 (Linux kernel 2.6.38). The SSH, FTP and MySQL 14.14 services used their default ports. Apache 2.2.17 and PHP 5.3.5 and TikiWiki 8.1 are installed as web based services and web based collaborative tools respectively. The detailed statistics of ADFA-LD is reported in Table 6 . The attack types used in ADFA-LD dataset collection is reported in Table 7 . The attack dataset of ADFA-LD is randomly split into 55% training and 45% testing. The normal traces of training and validation data are merged and randomly split for the 55% training and 45% testing. The ADFA-WD comprises of system calls and dynamic link library (DLL) for various attacks. This was collected in Windows XP SP2 host using Procmon program [62] . The system setup enabled default firewall and Norton AV 2013. The system was open for file sharing and to run different applications like FTP server, streaming media server, database server, web server, PDF server etc. Using Metasploit framework and other custom approaches 12 different known vulnerabilities were exploited for installed applications. The detailed statistics of the ADFA-WD dataset is reported in Table 6 .
VII. EXPERIMENTAL DESIGN
All the experiments were implemented using Python on an Ubuntu 14.0.4 LTS. All classical machine learning algorithms were implemented using Scikit-learn. 3 Deep neural networks (DNNs) was implemented using GPU enabled TensorFlow 4 as backend with Keras 5 higher level framework. The GPU was NVidia GK110BGL Tesla K40 and CPU had a configuration (32 GB RAM, 2 TB hard disk, Intel(R) Xeon(R) CPU E3-1220 v3 @ 3.10GHz) running over 1 Gbps Ethernet network. To evaluate the performance of DNNs and various classical machine learning classifiers on various NIDS and HIDS datasets, the following different test cases were considered. 1) Classifying the network connection record as either benign or attack with all features. 2) Classifying the network connection record as either benign or attack and categorizing an attack into its categories with all features. 3) Classifying the network connection record as either benign or attack and categorizing an attack into its categories with minimal features.
A. FINDING OPTIMAL PARAMETERS IN DNNs
As DNNs are parametrized, the performance depends on the optimal parameters. The optimal parameter determination for By considering all these test experiments, 1,024 was set as the ideal hidden layer units. To achieve a considerable performance, each DNN network topology required varied number of epochs. DNN network with less number of parameters have achieved good performance till 100 epochs but when it reaches 500 epochs, complex DNN networks have performed well in comparison to the DNN network with less number of parameters.
In order to find an optimal learning rate, three trials of experiments for 500 epochs with learning rate varying in the range [0.01-0.5] were run. These experiments used a medium sized DNN with 1,024 units. Learning rate has a strong impact on the training speed, thus we had selected the range [0.01-0.5]. The peak value for attack detection rate was obtained when the learning rate was 0.1. There was a quick decrease in attack detection rate when the learning rate was 0.2 and reached to peak accuracy at learning rates of 0.35, 0.45 and 0.45 compared to learning rate 0.1. This attack detection rate was intensified by running the experiments till 1,000 epochs. As we had examined more complex architectures for this experiment, it showed less performance for epochs less than 500, henceforth we decided to use the learning rate 0.1 for the rest of the experimentation process, because learning rate greater than 0.1 was found to be time consuming. To find the optimal learning rate for Multi-class classification of KDDCup 99, we run two trials of experiments for learning rate in the range [0.01-0.5]. The experiments with lower learning rate 0.01 showed better performance for attacks 'DoS' and 'Probe'. When we increase the learning rate from 0.01, the attack detection rate remained same. Experiments with learning rate 0.1 has showed optimal performance in detection of 'R2L' and 'U2R' attacks category. Based on the observations of performance of detection of attacks in both Binary and Multi-class classification, the learning rate was set to 0.1
In third trial of experiments, we had also run experiments with the sigmoid and tanh activation functions for both the Binary and Multi-class classification. These functions achieved good attack detection rates than the ReLU for 100 epochs in Binary classification. When the same set of experiments were run for 500 epochs the experiments with ReLU activation function performed better than the sigmoid and tanh activation functions. In the case of Multi-class classification, the performance of ReLU was good in comparison to the sigmoid and tanh activation functions. Thus, we decided to set the ReLU activation function for the rest of the experiments. All the models were trained using adam optimizer with a batch size of 64 for 500 epochs to monitor validation accuracy.
B. FINDING AN OPTIMAL NETWORK TOPOLOGY OF DNN
The following network topologies were used to choose the best network topology for training an IDS model with KDDCup 99. For all the above network topologies, we had run 3 trials of experimentation for 300 epochs each. We observed that most of the deep learning architectures learnt the Normal category patterns of input data for epochs less than 400, while the number of epochs required for discovering Attack category was fluctuating. Both the DNN 1 layer and DNN 2 layers networks have completely failed to learn the attack categories of 'R2L' and 'U2R'. The performance of 'DoS' and 'Probe' attack categories was good with DNN 3 layers in comparison to the DNN 2 layers and DNN 1 layer. The complex network architectures required a large number of epochs in order to reach the optimum accuracy. The performance of DNN 5 layers for various Attack categories and Normal category was good as compared to other DNNs network topologies. By considering all these factors, we've decided to use 5 layer DNNs network for the remaining experimentation process.
In order to increase the speed of training and to avert over fitting, we used batch normalization and dropout (0.01) approach. When we run experiments without dropout, the models ends up in over fitting. Also, the experiments with batch normalization achieved better results in comparison to the networks without batch normalization [10] . For HIDS, the best performed DNNs in NIDS as such used. In HIDS, we had followed hyper parameter tuning methods only in conversion of system calls into numeric representation. Table 8 . The DNN is trained using the backpropogation mechanism [60] . Generally, the units in input to hidden layer and hidden to output layer are fully connected. The DNN is composed of various components, a brief description of each component is given below.
Fully connected layer: This layer is called as fully connected layer since the units in this layer have connection to every other unit in the succeeding layer. Generally, the fully connected layers map the data into high dimensions. The output will be more accurate, when the dimension of data is more. It uses ReLU as the non-linear activation function. Batch Normalization and Regularization: Dropout (0.01) and Batch Normalization [10] was used in between fully connected layers to obviate overfitting and speedup the DNN model training. A dropout removes neurons with their connections randomly. In our alternative architectures, the DNNs could easily overfit the training data without regularization even when trained on large number samples.
Classification: The last layer is a fully connected layer which uses sigmoid activation function for Binary classification and softmax activation function for Multi-class classification. The prediction loss function for sigmoid is defined using Binary cross entropy and the prediction loss for softmax is defined using the Categorical cross entropy as follows:
The prediction loss for Binary classification is estimated using Binary cross entropy given by,
where pd is a vector of predicted probability for all samples in testing dataset, ed is a vector of expected class label, values are either 0 or 1. The prediction loss for Multi-class classification is estimated using Categorical cross entropy given by,
where ed is true probability distribution, pd is predicted probability distribution. We have used adam as an optimizer to minimize the loss of Binary cross entropy and Categorical cross entropy.
VIII. SCALE-HYBRID-IDS-ALERTNET (SHIA) FRAMEWORK
An IDS has become an indispensable tool for any type of organization or industry due to the wide growing nature of data and internet. There are many attempts that have been made to develop solutions for IDS. These methods used single host for storage and computational resources and the algorithms are not distributed. Using these legacy solutions, it is entirely difficult to monitor and identify intrusions in today's network. This is due to high speed networks and attacks are more and occurring rapidly. The legacy intrusion detection methods which are existing in internet struggle to keep a watch on the networks more efficiently. To address this, based on [61] our work leverages the distributed computing and distributed machine learning models to propose Scale-Hybrid-IDS-AlertNet (SHIA) framework for an effective identification of intrusions and attacks at both the network-level and host-level. The framework provides a scalable design and acts as a distributed monitoring and reporting system. The SHIA enhances the computational performance using the characteristics of distributed computing and distributed machine learning algorithms using a hybrid system placed in different locations in the network. The deployed system is designed to use the computational resource optimally and at the same time with low latency in response while monitoring a critical system. The SHIA framework is basically decomposed into two modules described below:
1) Packet and system call processing module: In this module, the networks which are to be monitored are connected to a single port mirroring switch, which replicates the flow of the entire network traffic of all the switches. The proposed SHIA IDS is required to monitor a network composed of different subnets, each with n number of different machines. The monitored networks are hosts composed of computer machines which allow users to communicate and transfer data. All the traffic generated by the internet were collected, without considering the internal traffic between networks. The SHIA framework with the network where one of the switches is used as a port mirroring switch and connected to a traffic collector. This module collects network traffic data using Netmap packet capturing tool and stores it in NoSQL database. Feature vectors are passed into the DNN module, and a copy of data is passed into NoSQL database. Likewise, the system calls and configuration files are collected in a distributed manner by following the methodology provided in [62] . These are passed to NoSQL database and followed by the text representation method to map the system calls to feature vectors. A copy of these feature vectors are dumped into NoSQL database and these feature vectors are again passed into the DNN module for classification. 2) DNN module: From the experimental analysis, we found that the DNN performed well over other algorithms in all cases of HIDS and NIDS. Thus, DNN is used to model the network activities with the aim to detect the attacks more accurately. DNNs require large volume of network and host-level events to learn the behaviors of legitimate and malicious activities. To make the classifier more generalizable, the network traffic activities can be collected in different time with different users in an isolated network. Finally, the DNN module outputs are passed to Front End Broker. This displays the results to the network admin. The implementation details regarding how to conduct a comprehensive experimental analysis will be considered as one of the significant work directions towards future work.
IX. RESULTS
Publicly available NIDS and HIDS datasets were used to evaluate the performance of classical machine learning and DNNs in order to identify a baseline method. These datasets were separated into train and test datasets, and normalized using L2 normalization. Train datasets were used to train machine learning model and test datasets were used to evaluate the trained machine learning models. Train accuracy of Multi-class using DNN for KDDCup 99, NSL-KDD and UNSW NB-15, WSN-DS are shown in Figure 4a and 4b 
A. PERFORMANCE COMPARISONS
The detailed results for Binary as well as Multi-class classification of various classical machine learning classifiers and DNNs are reported in Table 9, Table 10 and Table 11 , Table 12 respectively. In terms of accuracy noted that the DT, AB and RF classifiers performed better than the other classifiers namely LR, NB, KNN and SVM-rbf. Additionally, the performance of DT, AB and RF classifiers remains the same range across different datasets. However, the performance case of multi-class classification the performance of AB is less in compared to DT and RF but performed better than the LR, NB, KNN and SVM-rbf. This is due to the fact that both AB and SVM are not directly applicable for multi-class classification problems. In multi-class, we deal with strengthening the classifier in identifying each individual attacks. Experiments on KDDCup 99 and NSL-KDD, all the classical machine learning classifiers obtained less TPR for both 'R2L' and 'U2R' in compared to the other categories such as 'DoS' and 'Probe'. The primary reason is that both the categories of attacks contain very less number of samples in training sets. Thus during training, the classifiers gives less preference for these attack categories. In terms of accuracy, the performance of the DNN is clearly superior to that of classical machine learning algorithms, often by a large margin in both Binary and Multi-class classification. Moreover, with DNN network topologies, the performance in terms of accuracy is closer to each other's. For Multi-class classification, accuracy, true positive rate (TPR) and false positive rate (FPR) are estimated for each class. The detailed results are shown in Table 15 for KDDCup 99, Table 16 for NSL-KDD, Table 17 for WSN-DS, Table 18 for UNSW-NB15 and Table 19 for CICIDS 2017. The proposed method, DNN with 3 layer showed an accuracy of 93.5% that varies -0.32 from the top performed method [3] . However, the proposed method contains less number of parameters. Thus, the proposed method is computationally inexpensive. Moreover, the top performed method [3] uses LSTM, primarily LSTM has been used on raw data [10] . There may be chance that the performance of LSTM can degrade when it sees the real-time datasets or completely unseen samples. The performance obtained in terms of FPR is less comparatively to other classical machine learning classifiers in all the datasets. False positive occurs when the IDS identifies a connection record as an attack when it is actually a normal traffic. False negative occurs when the IDS fails to interpret a malicious connection record as an attack. In these cases, IDS must be carefully tuned to ensure that these are kept very low. The reported results can be further enhanced by carefully following a hyper parameter selection method with highly complex DNN architecture. In experiments with HIDS, Keras embedding performed better than the N-gram and tf-idf text representation on both HIDS datasets, as shown in Table 14 .
Generally, in DNNs, the network connection records are propagated through more than one hidden layers to learn the optimal features. Each hidden layer aims at mapping the data into the higher dimension. Each layer facilitates to understand the significant features towards classifying the network connection into either Normal or Attack and in categorizing the attack into their attack categories. To understand, visualize and analyze the results, the activation values are passed into t-SNE [63] . This converts the high dimensional activation values into low dimensional using Principal Component Analysis (PCA). The low dimensional feature representation for KDDCup 99, NSLKDD and Kyoto is represented in Figure 8c , Figure 8d and Figure 4c respectively. The connection records of 'Normal', 'DoS' and 'Probe' have appeared completely in a different cluster in KDDCup 99. This shows that DNN has learnt the patterns which can distinguish the connection records of 'Normal', 'DoS' and 'Probe'. It has not completely learnt the optimal features to distinguish the connection records of 'U2R' and 'R2L'. This is one of the reasons why few connection records of 'U2R' and 'R2L' have appeared in 'Probe' attack cluster. This shows that the attacks of 'Probe', 'U2R' and 'R2L' have common characteristics. For NSL-KDD, the DNN had same issue as KDDCup 99. For Kyoto dataset, few attacks have appeared in clusters of normal connection records. This shows that they have similar characteristics and it requires additional features to classify it correctly.
To know the importance of each feature and as well as to identify the significant features, the methodology of [69] has been followed. This uses Taylor expansion for the features of penultimate layer and finds the first order partial derivative of the classification results before placing them through the softmax function. This helps to detect the significant features to distinguish the connection record as either VOLUME 7, 2019 Normal or Attack and categorize an Attack into its categories. The connection record which belongs to 'R2L' is shown in Figure 8a . The features have similar characteristics as of features of 'U2R'. For CICIDS 2017, the connection record which belongs to 'DoS' is shown in Figure 8b . The features have similar characteristics between the 'DoS' and 'DDoS'. This shows that the dataset requires few more additional features to classify the connection record to 'DoS' and 'DDoS' correctly.
Both classical machine learning classifiers and DNNs networks have performed well on KDDCup 99 in comparison to the NSL-KDD. The NSL-KDD is a refined version of KDDCup 99 dataset. Thus, the dataset has unique set of train and test connection records. Moreover, the connection records of NSL-KDD is highly non-linearly separable in comparison to the KDDCup 99. Moreover, the performance of both the classical machine learning classifiers and DNNs considerably less in comparison to the KDDCup 99 and NSL-KDD. On subset of CICIDS 2017, both the classical machine learning classifiers and DNNs performed well. Thus, the proposed SHIA architecture in this work can work well in real-time. The performance of DNNs can be enhanced by carefully following a hyper parameter techniques for NSL-KDD and UNSW-NB 15. The detailed test results of ADFA-LD and ADFA-WD datasets are reported in Table 14 . N-gram and Keras embedding text representation methods are used to transform system call into numeric vectors with DNNs. For comparative study, tf-idf is used as system call representation method with classical machine learning classifier, SVM. The performance of N-gram and Keras embedding is good in compared to tf-idf. This is due to the fact that both N-gram and Keras embedding have the capability to preserve the sequence information of the system calls. Moreover, the Keras embedding performed well over N-gram representation method. This is due to the fact that it facilitates to capture the relation among system calls. To choose the best value for N in N-gram, the experiments are run with 1, 2 and 3 gram. When the N is increased from 3 to 4, the performance reduced. The experiments with 3-gram representation performed well in compared to 1-gram and 2-gram. However, the N-gram and tf-idf representation produces very large matrix and in some cases this type of matrix can be sparse. Thus there may be chance that using any classifier it is very difficult to achieve best performance on the sparse representation. An additional advantage of Keras embedding is that the weights of the embedding layer is updated during backpropogation.
B. IMPORTANCE OF MINIMAL FEATURE SETS
Feature selection is an important step for intrusion detection. It is an important step in order to identify the various types of attacks more accurately. Without feature selection, there may be a possibility in misclassification of attacks and it would take a large time to train a model [70] . The significance of feature selection method was discussed in detail for intrusion detection using NLS-KDD dataset [71] . They reported that the feature selection method significantly reduces the training and testing time and also showed improved intrusion detection rate. To evaluate the performance of various DNN topologies and static machine learning classifiers, two trials of experiments are run on minimal feature sets on KDDCup 99 and NSL-KDD [3] . The detailed results are reported in Table 13 . The experiments with 11 and 8 feature sets performed well in comparison to the experiments with 4 feature set. Moreover, experiments with 11 feature sets performed well in comparison to the 8 feature set. The difference in performance between 11 and 8 minimal feature sets is marginal.
X. CONCLUSIONS AND FUTURE WORK
In this paper, we proposed a hybrid intrusion detection alert system using a highly scalable framework on commodity hardware server which has the capability to analyze the network and host-level activities. The framework employed distributed deep learning model with DNNs for handling and analyzing very large scale data in real-time. The DNN model was chosen by comprehensively evaluating their performance in comparison to classical machine learning classifiers on various benchmark IDS datasets. In addition, we collected host-based and network-based features in real-time and employed the proposed DNN model for detecting attacks and intrusions. In all the cases, we observed that DNNs exceeded in performance when compared to the classical machine learning classifiers. Our proposed architecture is able to perform better than previously implemented classical machine learning classifiers in both HIDS and NIDS. To the best of our knowledge this is the only framework which has the capability to collect network-level and host-level activities in a distributed manner using DNNs to detect attack more accurately.
The performance of the proposed framework can be further enhanced by adding a module for monitoring the DNS and BGP events in the networks. The execution time of the proposed system can be enhanced by adding more nodes to the existing cluster. In addition, the proposed system does not give detailed information on the structure and characteristics of the malware. Overall, the performance can be further improved by training complex DNNs architectures on advanced hardware through distributed approach. Due to extensive computational cost associated with complex DNNs architectures, they were not trained in this research using the benchmark IDS datasets. This will be an important task in an adversarial environment and is considered as one of the significant directions for future work.
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