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Abstract
In the context of learning to map an input I to a function hI : X → R, we
compare two alternative methods: (i) an embedding-based method, which learns a
fixed function in which I is encoded as a conditioning signal e(I) and the learned
function takes the form hI(x) = q(x, e(I)), and (ii) hypernetworks, in which the
weights θI of the function hI(x) = g(x; θI) are given by a hypernetwork f as
θI = f(I).
We extend the theory of [8] and provide a lower bound on the complexity of neural
networks as function approximators, i.e., the number of trainable parameters. This
extension, eliminates the requirements for the approximation method to be robust.
Our results are then used to compare the complexities of q and g, showing that
under certain conditions and when letting the functions e and f be as large as we
wish, g can be smaller than q by orders of magnitude. In addition, we show that
for typical assumptions on the function to be approximated, the overall number of
trainable parameters in a hypernetwork is smaller by orders of magnitude than the
number of trainable parameters of a standard neural network and an embedding
method.
1 Introduction
Conditioning often refers to the existence of an additional input signal. For example, in an au-
toregressive model, where the input is the current hidden state or the output of the previous time
step, a conditioning signal can drive the process in a desired direction. For example, in conditioned
WaveNets [39] used for text to speech, the autoregressive signal is concatenated to the signal arising
from the language features.
While conditioning is a straightforward form of adding two inputs, other forms are less intuitive. For
example, in Style GANs [19], conditioning takes place by changing the weights of the normalization
layers according to the desired style.
When the two signals are nested, i.e., one may want to apply multiple inputs x in the context of
the same conditioning input I , a natural solution is to encode the latter by some network e and to
concatenate it to the input, when performing inference q(x, e(I)). Here q is the primary network.
An alternative solution, which is commonly refereed to as a hypernetwork is to use a primary network
g whose weights are not directly learned. Instead g has a fixed architecture, and another network f
generates its weights based on the conditioning input as θI = f(I). The network g, with the weights
θI can then be applied to any input x.
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In this paper, we consider the two alternatives: the one based on the embedding function e and the
hypernetwork one. Since networks often have millions of weights while embedding vectors have
have a dimension that is seldom larger than a few thousands, it may seem that f is required to be
much more complex than e. However, in hypernetworks, often the layer before the output one is
a bottleneck. More importantly, it is often the case that the function g can be small, and it is the
adaptive nature (where g changes according to I) that enables the entire hypernetwork (f and g
together) to be expressive.
The existence of multiple alternatives, calls for an analysis of the differences between them. The case
of hypernetworks is especially interesting, since a network that learns the weights of another network
can be thought of as a way of obtaining abstraction, and since they are repeatedly shown to lead to
state of the art results across multiple application domains.
In this paper we theoretically study the expressiveness of hypernetworks, in comparison to the
embedding method. The central contributions in this paper are as follows: (1) Thm. 2 extends the
theory of [8] and provides a lower bound on the number of trainable parameters of a neural networks,
when approximating smooth functions. In contrast to previous work, our result does not require that
the approximation method is robust. (2) In Sec. 5.1, we compare the complexities of the primary
functions under the two methods (q and g) and show that for a large enough embedding method, the
hypernetwork primary network g can be smaller than q by orders of magnitude. (3) In Sec. 5.2, we
show that under common assumptions on the function to be approximated, the overall number of
trainable parameters in a hypernetwork is much smaller than the number of trainable parameters of a
standard neural network, even when an embedding is used.
1.1 Related Work
Hypernetworks The so-called dynamic layers, in which the convolution weights are determined by a
separate neural network based on the input, appeared as a way to adapt the lower layers to the motion
or illumination of the image input [20, 34]. This was extended for multiple layers by [18], for video
frame and stereo view prediction.
The term hypernetwork originated from the work of [12], where a RNN was used to generate the
weights of the RNN used to perform the actual task, called the primary network. The Bayesian
formulation of [21] introduces variational inference that involves both the parameter generating
network and a primary network.
Hypernetworks are especially suited for meta-learning. [3] use it for few-shot learning tasks, making
use of the knowledge sharing ability of the weights generating network. Knowledge sharing in
hypernetworks was recently used for continual learning by [41].
Predicting the weights instead of performing backpropagation can lead to efficient neural architecture
search, as was demonstrated by [5, 42]. An application for parameter selection was presented in [24],
which applies hypernetworks for hyperparameters selection.
Hypernetworks are currently state of the art in a diverse set of fields, ranging from the fundamental
computer vision problem of 3D reconstruction from a single image [23] to various molecule prediction
tasks in bioinformatics, based on graph hypernetworks [32].
A recent paper studies the role of multiplicative interaction within a unifying framework to describe a
range of classical and modern neural network architectural motifs, such as gating, attention layers,
hypernetworks, and dynamic convolutions amongst others [17]. It is shown that standard neural
networks are a strict subset of neural networks with multiplicative interactions, however, they do not
provide any theoretical quantitative guarantees that support the claim that interactions are beneficial.
Despite their success and increasing prominence, little theoretical work was done in order to better
understand hypernetworks and their behavior. [6] showed that applying standard initializations on a
hypernetwork produces sub-optimal initialization of the primary network. A principled technique for
weight initialization in hypernetworks is then developed.
Approximation theory In the last few decades, there were various attempts to understand the
capabilities of neural networks as function approximators. Several publications, such as [7, 16] show
that shallow neural networks serve as universal approximators of smooth target functions. Multiple
extensions of these results [31, 25, 13, 22, 36] quantify tradeoffs between the number of trainable
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parameters, width and depth of the neural networks as universal approximators. In particular, [31]
suggested upper bounds on the size of the neural networks of order O(−n/r), where n is the input
dimension, r is the order of smoothness of the target functions and  > 0 is the approximation
accuracy.
In another contribution, [8] prove a lower bound on the complexity of the neural network that matches
the upper bound Ω(−n/r). However, their analysis assumes that the approximation is robust in some
sense (see Sec. 4 for details). In Sec. 4, we show that for certain activation functions and under
reasonable conditions, there exists a robust approximator and, therefore, the lower bound of the
complexity is Ω(−n/r). In [27, 29, 28] a similar lower bound is shown. However, this result only
applies for shallow neural networks.
In an attempt to understand the benefits of locality in convolutional neural networks, [30] shows that
when the target function is a hierarchical function, it can be approximated by a hierarchic neural
network of smaller complexity, compared to the worst-case complexity for approximating arbitrary
functions. In our Thm. 6, we take a similar approach. We show that under standard assumptions in
meta-learning, the overall number of trainable parameters in a hypernetwork necessary to approximate
the target function is smaller by orders of magnitude, compared to approximating arbitrary functions
with neural networks and the embedding method in particular.
Identifiability Neural network identifiability is the property in which the input-output map realized
by a feed-forward neural network with respect to a given activation function uniquely specifies the
network architecture, weights, and biases of the neural network up to neural network isomorphisms
(i.e., re-ordering the neurons in the hidden layers). Several publications investigate this property. For
instance, [2, 37] show that shallow neural networks are identifiable. The main result of [10] considers
feed-forward neural networks with the tanh activation functions are shows that these are identifiable
when the networks satisfy certain “genericity assumptions“. In [40] it is shown that for a wide class
of activation functions, one can find an arbitrarily close function that induces identifiability (see
Thm. 1). Throughout the proofs of our Thm. 2, we make use of this last result in order to construct a
robust approximator for the target functions of interest.
2 Problem Setup
In various meta-learning settings, we have an unknown target function y : X × I → R that we would
like to model. Here, x ∈ X and I ∈ I are two different inputs of y. The two inputs have different
roles, as the input I is “task” specific and x is independent of the task. Typically, the modeling of y is
done in the following manner:
H(x, I) = G(x,E(I)) ≈ y(x, I) (1)
where E is an embedding function and G is a predictor on top of it. The distinction between different
embedding methods stems from the architectural relationship between E and G. In this work, we
compare two task embedding methods: (i) neural embedding methods and (ii) hypernetworks.
A neural embedding method is a network of the form:
h(x, I; θe, θq) = q(x, e(I; θe); θq) (2)
It consists of a composition of neural networks q and e parameterized with real-valued vectors
θq ∈ Θq and θe ∈ Θe (resp.). The term e(I; θe) serves as an embedding of I , see Fig. 1 for an
illustration. For given two families q := {q(x, z; θq) | θq ∈ Θq} and e := {e(I; θe) | θe ∈ Θe}
of functions, we denote by Ee,q := {q(x, e(I; θe); θq) | θq ∈ Θq, θe ∈ Θe} the neural embedding
method that is formed by them.
A special case of neural embedding methods is the family of the conditional neural processes
models [11]. In such processes, I consists of a the set of d images I = (Ii)di=1 ∈ I, and the
embedding is computed as an average of the embeddings over the batch, e(I; θe) := 1d
∑d
i=1 e(Ii; θe).
A hypernetwork h(x, I) = g(x; f(x; θf )) is a pair of collaborating neural networks, f : I → Θg
and g : X → R, such that for an input I , f produces the weights of g, i.e.,
θI = f(I; θf ) (3a)
h(x, I; θf ) = g(x; θI) (3b)
3
Figure 1: An embedding method: the embedding function e takes the input I and returns an
embedding e(I). The network q takes the concatenation of x and e(I) as input and returns the output.
Figure 2: A hypernetwork: the network f takes the input I and produces the weights θI := f(I) of
the primary g. The primary takes the input x and returns the output of the model. A hypernetwork
typically takes a hourglass form, where the weights of g are obtained as a linear function (or a shallow
MLP) of a low-dimension representation of I .
where θf ∈ Θf consists of the weights of f , see Fig. 2 for an illustration. The function f(I; θf ) takes
a conditioning input I and returns the parameters θI ∈ Θg for g. The network g takes an input x
and returns an output g(x; θI) that depends on both x and the task specific input I . In practice, f is
typically a large neural network and g is a small neural network.
The entire prediction process for hypernetworks is denoted by h(x, I; θf ), and the set of functions
h(x, I; θf ) that are formed by two families f := {f(I; θf ) | θf ∈ Θf} and g := {g(x; θg) | θg ∈
Θg} as a hypernetwork is denoted byHf,g := {g(x; f(I; θf )) | θf ∈ Θf}.
2.1 Terminology and notations
We start with a review of some necessary notations.
Throughout the paper, we assume thatX = [−1, 1]m1 and I = [−1, 1]m2 and denote,m := m1+m2.
For a closed set X ⊂ Rn, we denote by Cr(X) the linear space of all r-continuously differentiable
functions h : X → R on X equipped with the supremum norm ‖h‖∞ := maxx∈X ‖h(x)‖1.
Throughout the paper, we denote parametric classes of functions by calligraphic lower letters, e.g.,
f = {f(·; θf ) | θf ∈ Θf}. A specific function from the class is denoted by the non-calligraphic
lower case version of the letter f or f(x; θf ). The notation “;” separates between direct inputs of the
function f and its parameters θf . Frequently, we will use the notation f(·; θf ), to specify a function
f and its parameters θf without specifying a concrete input of this function. The set Θf is closed a
subset of RNf and consists of the various parameterizations of members off. Here, Nf is the number
of parameters in f and is referred as the complexity of f. As part of the definition of parametric
classes, we assume that limθ→θ0 ‖f(·; θ)− f(·; θ0)‖∞ = 0.
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In this paper, we will focus specifically on classes of neural networks. A class of neural networksf is
a set of functions of the form:
f(x; [W, b]) := W k · σ(W k−1 . . . σ(W 1x+ b1) + bk−1) (4)
with weights W i ∈ Rhi+1×hi and biases bi ∈ Rhi+1 , for some hi ∈ N. In addition, W =
[W 1, . . . ,W k] and b = [b1, . . . , bk−1] accumulate the weights and biases of the neural network.
For simplicity, when considering neural networks, we denote θ := [W, b] to aggregate the parameters
of f . The function σ : R→ R is a non-linear activation function, typically ReLU(x) := max(0, x),
logistic function 11+exp(−x) or the hyperbolic tangent tanh(x).
We define the spectral complexity of a neural network f := f(·; [W, b]) as follows:
C(f) := C([W, b]) := Lk−1 ·
k∏
i=1
‖W i‖1 (5)
where ‖W‖1 := supx6=0(‖Wx‖1/‖x‖1) is the induced L1 norm of the matrix W ∈ Rm×n and L is
the Lipschitz constant of σ. In general, C(f) upper bounds the Lipschitz constant of f (see Lem. 3 in
the supplementary material).
We will make use of the notation Wr,n to refer to the set of functions h : [−1, 1]n → R
with continuous partial derivatives of orders up to r, such that, the Sobolev norm is bounded,
‖h‖sr := ‖h‖∞ +
∑
1≤|k|1≤r ‖Dkh‖∞ ≤ 1, where Dk denotes the partial derivative indicated by
the multi–integer k ≥ 1, and |k|1 is the sum of the components of k.
We define Pk1,k2r,w,c to be the set of functions h : Rk1 → Rk2 of the form h(x) = M · P (x), where
P : Rk1 → Rw and W ∈ Rk2×wd is some matrix of bounded induced L1 norm ‖W‖1 ≤ c.
Each output coordinate Pi of P is a member ofWr,k1 . The linear transformation on top of these
functions serves to enable blowing up the dimension of the produced output. However, the “effective”
dimensionality of the output is bounded by w. For simplicity, when k1 and k2 are clear from context,
we simply denote Pr,w,c := Pk1,k2r,w,c . We can think of the functions in this set as linear projections of
a set of features of size w.
2.2 Identifiability
We recall the terminology of identifiability from [10, 40].
Definition 1 (Identifiability). A class f = {f(·; θf ) : A → B | θf ∈ Θf} is identifiable up to
(invariance) continuous functions Π = {pi : Θf→ Θf}, if
f(·; θf ) ≡A f(·; θ′f ) ⇐⇒ ∃pi ∈ Π s.t θ′f = pi(θf ) (6)
where the equivalence ≡A is equality for all x ∈ A.
A special case of identifiability is identifiability up to isomorphisms. Informally, we say that two
neural networks are isomorphic, if they share the same architecture and they are equivalent up to
permuting the neurons in each layer (excluding the input and output layers).
Definition 2 (Isomorphism). Letfbe a class of neural networks. Two neural networks f(x; [W,b])
and f(x; [V,d]) of the same classfare isomorphic if: there are permutations γi : [hi]→ [hi], such
that:
1. γi is the identity permutation for i = 1 and i = k + 1.
2. For all i ∈ [k], j ∈ [hi+1] and l ∈ [hi],
V ij,l = W
i
γi+1(j),γi(l)
and dij = b
i
γi+1(j)
(7)
An isomorphism pi is specified by permutation functions γ1, . . . , γk+1 that satisfy conditions (1), (2)
and (3). For a given neural network f(x; [W,b]) and isomorphism pi, we denote by pi ◦ [W,b] the
parameters of a neural network produced by the isomorphism pi.
As noted by [10, 40], for a given class of neural networks,f, there are several ways to construct pairs
of non-isomorphic neural networks that are equivalent as functions.
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In the first approach, suppose that we have a neural network with depth k ≥ 2, and there exist indices
i, j1, j2 with 1 ≤ i ≤ k − 1 and 1 ≤ j1 < j2 ≤ hi+1, such that, bij1 = bij2 and W ij1,t = W ij2,t for all
t ∈ [hi]. Then, if we construct a second neural network that shares the same weights and biases, except
replacing W i+11,j1 and W
i+1
1,j2
with a pair W˜ i+11,j1 and W˜
i+1
1,j2
, such that, W˜ i+11,j1 + W˜
i+1
1,j2
= W i+11,j1 +W
i+1
1,j2
.
Then, the two neural networks are equivalent, regardless of the activation function. The j1 and j2
neurons in the i’th layer are called clones and are defined formally in the following manner.
Definition 3 (No-clones condition). Let class of neural networksf. Let f(x; [W,b]) ∈ fbe a neural
network. We say that f has clone neurons if there are: i ∈ [k], j1 6= j2 ∈ [hi+1], such that:
(bij1 ,W
i
j1,1, . . . ,W
i
j1,hi) = (b
i
j2 ,W
i
j2,1, . . . ,W
i
j2,hi) (8)
If f does not have a clone, we say that f satisfies the no-clones condition.
A different setting in which uniqueness up to isomorphism is broken, results when taking a neural
network that has a “zero” neuron. Suppose that we have a neural network with depth k ≥ 2, and
there exist indices i, j with 1 ≤ i ≤ k − 1 and 1 ≤ j ≤ hi+1, such that, W ij,t = 0 for all t ∈ [hi] or
W i+1t,j = 0 for all t ∈ [hi+2]. In the first case, one can replace any W i+11,j with any number W˜ i+11,j if
σ(bi,j) = 0 to get a non-isomorphic equivalent neural network. In the other case, one can replace
W ij,1 with any number W˜
i+1
j,1 to get non-isomorphic equivalent neural network.
Definition 4 (Minimality). Let f(x; [W,b]) be a neural network. We say that f is minimal, if for all
i ∈ [k], each matrix W i has no identically zero row or an identically zero column.
A normal neural network satisfies both minimality and the no-clones condition.
Definition 5 (Normal neural network). Let f(x; [W,b]) be a neural network. We say that f is normal,
if it satisfies the no-clones condition and is minimal. The set of normal neural networks withinf is
denoted byfn.
An interesting question regarding identifiability, is whether a given activation σ : R→ R function
implies the identifiability property of any class of normal neural networksfn with the given activation
function are equivalent up to isomorphisms. An activation function of this kind will be called
identifiability inducing. It has been shown by [10] that the tanh is identifiability inducing up to
additional restrictions on the weights. In [37] and in [2] they show that shallow neural networks are
identifiable.
Definition 6 (Identifiability inducing activation). Let σ : R→ R be an activation function. We say
that σ is identifiability inducing if for any class of neural networks fwith σ activations, we have:
f(·; θ1) = f(·; θ2) ∈ fn if and only if they are isomorphic.
The following theorem by [40] shows that any piece-wise C1(R) activation function σ with σ′ of
bounded variation can be approximated by an identifiability inducing activation function ρ. BV (R) is
defined to be the set of functions of bounded variation, i.e., BV (R) := {f ∈ L1(R) | ‖f‖BV <∞},
where the variation is measured by: ‖f‖BV := supφ∈C1c (R)
‖φ‖∞≤1
∫
R f(x) · φ(x) dx.
Theorem 1 ([40]). Let σ : R → R be a piece-wise C1(R) with σ′ ∈ BV (R) and let  > 0. Then,
there exists a meromorphic function σ : D → C, R ⊂ D, σ(R) ⊂ R, such that, ‖σ − ρ‖∞ <  and ρ
is identifiability inducing.
BV (R) includes the clipped ReLU, the logistic function 11+exp(−x) , the hyperbolic tangent tanh(x)
and more.
3 Assumptions
In this section, we introduce the assumptions made in order to obtain the theoretical results. The first
assumption is not strictly necessary, but greatly reduces the complexity of the proofs: we assume the
existence of a unique function f ∈ f that best approximates a given target function y.
Assumption 1 (Unique Approximation). There exists a closed ball B around 0, such that, for
any considered identifiability inducing activation function σ, if f is a class of neural networks
with σ activations and y ∈ Y, there is a unique function f∗ ∈ {f(·; θ) | θ ∈ B}, such that:
‖f − y‖∞ = infθ∈Θf ‖f(·; θ)− y‖∞.
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The next assumption is intuitive and asserts that for any target function y that is being approximated
by a class of neural networksf, by adding a neuron to the architecture, one is able to achieve a strictly
better approximation to y or y is already perfectly approximated byf.
Assumption 2. Letfbe a class of neural networks. Let y ∈ Y be some function to be approximated.
Letf′ be a class of neural networks that resulted by adding a neuron to some hidden layer off. If
y /∈ f then, infθ∈Θf ‖f(·; θ)− y‖∞ > infθ∈Θf′ ‖f(·; θ)− y‖∞.
The following lemma shows that under Assumption 2, any function y /∈ f that has a best approximator,
then, the approximator is normal.
Lemma 1. Letfbe a class of neural networks. Let y be a target function. Assume that y has a best
approximator f ∈ f. If y /∈ f, then, f ∈ fn.
(All proofs are presented in the supplementary material.) As can be seen from Lem. 1, by combining
Assumptions 1 and 2, for any function y /∈ f, there is a unique solution θ for the equation, ‖f(·; θ)−
y‖∞, up to isomorphisms.
4 Degrees of Approximation
In this section, we describe the approximation properties of function classes. The paradigm is as
follows. We are interested in determining how complex a model ought to be to theoretically guarantee
approximation of an unknown target function y up to a given accuracy  > 0.
Formally, let Y be a set of target functions to be approximated. For a set P of candidate approximators,
we measure its ability to approximate Y as d(P;Y) := supy∈Y infp∈P ‖y − p‖∞.
Typical approximation results show that the class Y =Wr,m can be approximated using classes of
neural networks fof sizes O(−m/r), where  is an upper bound on d(f;Y). For instance, in [31]
this property is shown for neural networks with activations σ that are infinitely differentiable and not
polynomial on any interval; [13] prove this property for ReLU neural networks. We call activation
functions with this property universal.
Definition 7 (Universal activation). Let an activation function σ : R→ R. σ is universal if for any
r, n ∈ N and  > 0, there is a class of neural networksfwith σ activations, of size O(−n/r), such
that, d(f;Wr,n) ≤ .
An interesting question is whether this bound is tight. We recall the N -width framework of [8]
(see also [33]). Let f be a class of functions and S : Y → RN be a continuous mapping between
a function y and its approximation, where with N := Nf. In this setting, we approximate y using
f(·;S(y)), where the continuity of S means that the selection of parameters is robust with respect
to perturbations in y. The nonlinear N -width of the compact set Y = Wr,m is defined as follows:
d˜N (Y) := inff d˜(f;Y) := inff infS supy∈Y ‖f(·;S(y))− y‖∞, where the infimum is taken over f,
such that, Nf = N and S is continuous. As shown by [8], if there exists f, such that, d˜(f;Y) ≤ 
(i.e., d˜Nf(Y) ≤ ), then Nf = Ω(−m/r). We note that d(f;Y) ≤ d˜(f;Y) and, therefore, this analysis
does not provide a full solution for this question.
In the following theorem, we show that under certain conditions, the lower bound holds, even when
removing the assumption that the selection is robust.
Theorem 2. Let σ : R→ R be a piece-wise C1(R) activation function with σ′ ∈ BV (R). Letfbe
a class of neural networks with σ. Let Y =Wr,m. Assume that any non-constant y ∈ Y cannot be
represented as a neural network with σ activations. Then, if d(f;Y) ≤ , we have Nf = Ω(−m/r).
To prove this theorem, we show the existence of continuous selector S : Y→ Θf for approximating
the class Y, i.e., there is a function exists a constant α > 0, such that, for all y ∈ Y, we have:
‖f(·;S(y)) − y‖∞ ≤ α · infθ∈Θf ‖f(·; θ) − y‖∞. In order to do so, we take an identifiability
inducing activation function ρ that is close enough to σ and find the continuous selector with respect
to the class g that is the same architecture asf, except the activations are ρ.
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5 Expressivity of Hypernetworks
In this section, we study the expressive power of hypernetworks. In the first part, we compare the
complexities of g and q. We show that when letting e andfbe large enough, one can approximate
it using a hypernetwork where g is smaller than q by orders of magnitude. In the second part, we
show that under typical assumptions on y, one can approximate y using a hypernetwork with overall
much fewer parameters than the number of parameters required for a neural embedding method.
5.1 Comparing the complexities of q and g
We recall that for an arbitrary r-smooth function y ∈ Wr,n, the complexity for approximating it is
O(−n/r). We show that hypernetwork models can effectively learn a different function for each
input instance I . Specifically, that the hypernetwork model is able to capture a separate approximator
hI = g(·; f(I; θf )) for each yI that has a minimal complexity O(−m1/r). On the other hand, we
show that for a smoothness order of r = 1, under certain constraints, when applying an embedding
method, it is impossible to provide a separate approximator hI = q(·, e(I; θe); θq) of complexity
O(−m1). Therefore, the embedding method does not enjoy the same compositional properties of
hypernetworks.
The next result shows that the complexity of the main-network q in any embedding method has to be
of non-optimal complexity and that this holds regardless of the size of e, as long as the functions
e ∈ e are of bounded Lipschitzness.
Theorem 3. Let σ : R→ R be a universal, piece-wise C1(R) activation function with σ′ ∈ BV (R)
and σ(0) = 0. Let Ee,q be an neural embedding method. Assume that e is a class of continuously
differentiable neural network e with zero biases, output dimension k = O(1) and bounded spectral
complexity C(e) ≤ `1 and q is a class of neural networks q with σ activations, bounded spectral
complexity C(q) ≤ `2. Let Y :=W1,m. Assume that any non-constant y ∈ Y cannot be represented
as a neural network with σ activations. If the embedding method achieves error d(Ee,q,Y) ≤ , then,
the complexity of q is:
Nq = Ω
(
−(m1+m2)
)
(9)
The following theorem extends Thm. 3 to the case where the output dimension of e depends on . In
this case too, the parameter complexity is not optimal.
Theorem 4. In the setting of Thm. 3 except k is not necessarily O(1). Assume that the first layer of
any q ∈ q is bounded ‖W 1‖1 ≤ c, for some constant c > 0. If the embedding method achieves error
d(Ee,q,Y) ≤ , then, the complexity of q is:
Nq = Ω
(
−min(m,2m1)
)
(10)
The following theorem shows that for any function y ∈ Wr,m, there is a large enough hypernetwork,
that maps between I and an approximator of yI of optimal complexity.
Theorem 5. Let σ : R→ R be a universal, piece-wise C1(R) activation function with σ′ ∈ BV (R).
Let Y :=Wr,m. Assume that any non-constant y ∈ Y cannot be represented as a neural network with
σ activations. Then, there is a class g of neural networks with σ activations, such that, for any y ∈ Y,
there is a large enough neural network f , such that, the hypernetwork h(x, I) = g(x; f(I; θf ))
achieves error ≤  in approximating y and:
Ng = O
(
−m1/r
)
(11)
When comparing the results in Thms. 3, 4 and 5 in the case of r = 1, we notice that in the
hypernetworks case, g can be of complexity O(−m1) in order to achieve approximation error ≤ .
On the other hand, for the embedding method case, the complexity of the primary-network q is at least
Ω(−(m1+m2)) when the embedding dimension is of constant size and at least Ω
(
−min(m,2m1)
)
when it is unbounded to achieve approximation error ≤ . In both cases, the primary network of the
embedding method is larger by orders of magnitude than the primary network of the hypernetwork.
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(a) (b) (c)
(d) (e) (f)
Figure 3: (a-c) The error obtained by hypernetworks and the embedding method with varying number
of layers (x-axis). The MSE (y-axis) is computed between the learned function and the target function
at test time. The blue curve stands for the performance of the hypernetwork model and the orange
one for the neural embedding method. (a) Target functions of neural network type, (b) Functions
of the form y(x, I) = h(x ◦ I), where h is a neural network, (c) Target functions of the form
y(x, I) = 〈x, h(I)〉, where h is a neural network. (d-f) Measuring the performance for the same
three target functions when varying the size of the embedding layer to be 100 times the value on the
x-axis. The error bars depict the variance across 100 repetitions of the experiment.
5.2 Parameter Complexity of Hypernetworks
In Sec. 4, we show that under certain conditions, for Y := {yI}I∈I ⊂ Wr,m1 there is a continuous
selector Sˆ : Y → Θg that takes a function y and returns the parameters Sˆ(I) of a network g that
approximates y. In particular, since I 7→ yI is a continuous function, we can define a continuous
function S : I → Θg that takes an input instance I and returns parameters S(I) = Sˆ(yI), such that,
g(·;S(I)) well approximates yI . For further details, see Lem. 16 in the supplementary material.
A common structure of hypernetworks is such that In common practical scenarios, the typical
assumption regarding the selection function S is that it takes the form W · h, for some continuous
function h : I → Rw for some relatively small w > 0 and W is a linear mapping [38, 24, 6, 23]. In
this section, we show that for functions y with a continuous selector S of this type, the complexity of
the function f can be reduced to O(−m2/r + −m1/r).
Theorem 6. Let σ : R → R be a universal Lipschitz continuous activation function, such that,
σ(0) = 0. Let g be a class of neural networks with σ activations. Let y ∈ Y := Wr,m be a target
function. Assume that there is a continuous selector S ∈ Pr,w,c for the class {yI}I∈I within g. Then,
there is a hypernetworkHf,g that achieves error ≤  in approximating y, such that:
Nf = O(w1+m2/r · −m2/r + w ·Ng)
= O(−m2/r + −m1/r)
(12)
We note that the number of learned parameters in a hypernetwork is measured by Nf. By Thm. 2,
the number of trainable parameters in a neural network is Ω(−(m1+m2)/r) in order to be able to
approximate any function y ∈ Wr,m. Thm. 4 shows that in the case of the common hypernetwork
structure, the number of trainable parameters of the hypernetwork is reduced toO(−m2/r+ −m1/r).
For embedding methods, where the total number of parameters combines those of both q and e, it is
evident that the overall trainable parameters of an embedding method is Ω(−(m1+m2)/r).
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6 Experiments
To validate the prediction in Sec. 5.1, we conducted an experiment comparing the ability of hy-
pernetworks and embedding methods of similar complexities in approximating an unknown target
function.
We experimented with three types of target functions. In all three cases, x and I are vectors of
dimension 1000. The first group of functions consists of randomly initialized fully connected neural
networks y(x, I). The neural network has four layers of dimensions 2000→ 100→ 50→ 50→ 1
and applies ELU activations. The second type of target functions y(x, I) := h(x ◦ I) consists of
fully-connected neural network applied on top of the element-wise multiplication between x and
I . The neural network consists of four layers of dimensions 1000 → 100 → 100 → 50 → 1 and
applies ELU activations. The third type of target functions is of the form y(x, I) := 〈x, h(I)〉,
where h is a fully-connected neural network. The neural network has three layers of dimensions
1000 → 300 → 300 → 1000 and applies sigmoid activations within the two hidden layers and
softmax on top of the network. The reason we apply softmax on top of the network is to restrict its
output to be bounded.
In all of the experiments, the weights of y are set using the He uniform initialization [15].
Varying the number of layers To compare between the two models, we took the primary-networks
g and q to be neural networks with two layers of dimensions din → 10 → 1 and ReLU activation
within the hidden layer. The input dimension of g is din = 1000 and for q is din = 1100. In addition,
the f and e are neural networks with a varying number of layers between 2 and 9. Each layer in e
and f is of dimension 100. The output dimension of e is 100.
We compared the MSE losses at test time of the hypernetwork and the embedding method in
approximating the target function y. The training was done over 30000 samples of pairs (x, I) taken
from a standard normal distribution. The samples are divided into batches of size 200 and the learning
rate is µ = 0.01.
As can be seen in Fig. 3(a-c), when the number of layers of f and e are ≥ 3, the hypernetwork model
outperforms the embedding method in terms of minimizing the approximation error. It is also evident
that the approximation error of hypernetworks improves, as long as we increase the number of layers
of f . This is in contrast to the case of the neural embedding method, where increasing the number of
layers of e does not improve the approximation error significantly.
These results are very much in line with the theorems in Sec. 5.2. As be be seen in Thms. 3 and 5,
when fixing the sizes of g and q, while letting f and e be as large as we wish we can achieve a much
better approximation with the hypernetwork model.
Varying the embedding dimension We next investigate the effect of varying the embedding dimen-
sion in both models to be 100i, for i = 1..8. The primary-networks g and q are set to be neural
networks with two layers of dimensions din → 10→ 1 and ReLU activation in the hidden layer. The
input dimension of g is din = 1000 and for q is din = 1000 + 100i. The networks f and e are taken to
be fully connected networks with three layers. The dimensions of f are 1000→ 100→ 100i→ Ng
and the dimensions of e are 1000 → 100 → 100 → 100i. As can be seen from Fig. 3(d-f), by
increasing the embedding dimension of both models, the performance improves only slightly. Also,
the overall performance is much worse and much less stable than the performance of hypernetworks
with deeper f , as presented in Fig. 3(a-c). This result verifies the claim in Thm. 4 that by increasing
the embedding dimension the embedding model is unable to achieve the same rate of approximation
as the hypernetwork model.
7 Conclusions
We aim to understand the success of hypernetworks from a theoretical standpoint and compared the
complexity of hypernetworks and embedding methods in terms of the number of trainable parameters.
In order to achieve error ≤  when modeling a function y(x, I) using hypernetworks, the primary-
network can be selected to be of a much smaller family of networks then the primary-network of an
embedding method. This result manifests the ability of hypernetworks to effectively learn distinct
functions for each yI separately.
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9 Preliminaries
9.1 Multi-valued Functions
Throughout the proofs, we will make use of the notion of multi-valued functions and their continuity.
A multi-valued function is a mapping F : A→ P(B) from a set A to the power set P(B) of some
set B.
To define the continuity of F , we define distance measure between sets. Let dB be a distance function
over a set B. The Hausdorff distance [14, 35] between subsets of B is defined as follows:
dH(E1, E2) := max
{
sup
b1∈E1
inf
b2∈E2
dB(b1, b2), sup
b2∈E2
inf
b1∈E1
dB(b1, b2)
}
(13)
In general, the Hausdorff distance serves as an extended pseudo-metric, i.e., satisfies dH(E,E) = 0
for all E, is symmetric and satisfies the triangle inequality, however, it can attain infinite values
and there might be E1 6= E2, such that, dH(E1, E2) = 0. When considering the space C(B) of
non-empty compact subsets of B, the Hausdorff distance becomes a metric.
Definition 8 (Continuous multi-valued functions). Let metric spaces (A, dA) and (B, dB) and
multi-valued function F : A→ C(B). Then, we define:
• Convergence: we denote E = lima→a0 F (a), if E is a compact subset of B and it satisfies:
lim
a→a0
dH(F (a), E) = 0 (14)
• Continuity: we say that F is continuous in a0, if lima→a0 F (a) = F (a0).
9.2 Lemmas
In this section, we provide several lemmas that will be useful throughout the proofs of the main
results.
Let [W1, b1] and [W2, b2] be two parameters. We denote by [W1, b1]−[W2, b2] = [W1−W2, b1−b2]
the element-wise subtraction between the two parameters. In addition, we define the L2-norm of
[W, b] to be: ∥∥[W, b]∥∥
2
:=
√√√√ k∑
i=1
(‖W i‖22 + ‖bi‖22) (15)
Lemma 2. Let f(x; [W1,b1]) and f(x; [W2,b2]) be two neural networks. Then, for a given isomor-
phism pi, we have:
pi ◦ [W1,b1]− pi ◦ [W2,b2] = pi ◦ [W1 −W2,b1 − b2] (16)
and ∥∥pi ◦ [W,b]∥∥
2
=
∥∥[W,b]∥∥
2
(17)
Proof. Follows immediately from the definition of isomorphisms.
Lemma 3. Let σ : R→ R be a L-Lipschitz continuous activation function, such that, σ(0) = 0. Let
f(·; [W, 0]) : Rm → R be a neural network with zero biases. Then, for any x ∈ Rm, we have:
‖f(x; [W, 0])‖1 ≤ Lk−1 · ‖x‖1
k∏
i=1
‖W i‖1 (18)
Proof. Let z = W k−1 · σ(. . . σ(W 1x)). We have:
‖f(x; [W, 0])‖1 ≤ ‖W k · σ(z)‖1
≤ ‖W k · σ(z)‖1
= ‖W k‖1 · ‖σ(z)− σ(0)‖1
≤ ‖W k‖1 · L · ‖z‖1
(19)
by induction we have the desired.
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Lemma 4. Let σ : R→ R be a L-Lipschitz continuous activation function, such that, σ(0) = 0. Let
f(·; [W,b]) be a neural network. Then, the Lipschitzness of f(·; [W,b]) is given by:
Lip(f(·; [W,b])) ≤ Lk−1 ·
k∏
i=1
‖W i‖1 (20)
Proof. Let zi = W k−1 · σ(. . . σ(W 1xi + b1)) for some x1 and x2. We have:
‖f(x1; [W, b])− f(x2; [W, b])‖1 ≤ ‖W k · σ(z1)−W k · σ(z2)‖1
≤ ‖W k · (σ(z1 + bk−1)− σ(z2 + bk−1))‖1
= ‖W k‖1 · ‖σ(z1 + bk−1)− σ(z2 + bk−1)‖1
≤ ‖W k‖1 · L · ‖z1 − z2‖1
(21)
and by induction we have the desired.
Throughout the appendix, a function y ∈ Y is called normal with respect to f, if it has a best
approximator f ∈ f, such that, f ∈ fn.
Lemma 1. Letfbe a class of neural networks. Let y be a target function. Assume that y has a best
approximator f ∈ f. If y /∈ f, then, f ∈ fn.
Proof. Let f(·; [W, b]) ∈ fbe the best approximator of y. Assume it is not normal. Then, f(·; [W, b])
has at least one zero neuron or at least one pair of clone neurons. Assume it has a zero neuron. Hence,
by removing the specified neuron, we achieve a neural network of architecture smaller thanf that
achieves the same approximation error asfdoes. This is in contradiction to Assumption 2. For clone
neurons, we can simply merge them into one neuron and obtain a smaller architecture that achieves
the same approximation error, again, in contradiction to Assumption 2.
Lemma 5. Let f be a class of functions. Let Y be a class of target functions. Then, the function
‖f(·; θ)− y‖∞ is continuous with respect to both θ and y.
Proof. Let sequences θn → θ0 and yn → y0. By the triangle inequality, we have:∣∣∣‖f(·; θn)− yn‖∞ − ‖f(·; θ0)− y0‖∞∣∣∣ ≤ ‖f(·; θn)− f(·; θ0)‖∞ + ‖yn − y0‖∞ (22)
Since θn → θ0, we have: ‖f(·; θn)− f(·; θ0)‖∞ → 0. Hence, the upper bound tends to 0.
Lemma 6. Let f be a class of functions. Let Y be a closed class of target functions. Then, the
function F (y) := minθ∈Θf ‖f(·; θ)− y‖∞ is continuous with respect to y.
Proof. Let {yn}∞n=1 ⊂ Y be a sequence that converges to some y0 ∈ Y. Assume by contradiction
that:
lim
n→∞F (yn) 6= F (y0) (23)
Then, there is a sub-sequence ynk of yn, such that, ∀k ∈ N : F (ynk) − F (y0) > ∆ or ∀k ∈ N :
F (y0)− F (ynk) > ∆ for some ∆ > 0. Let θ0 be the minimizer of ‖f(·; θ)− y0‖∞. With no loss of
generality, we can assume the first option. We notice that:
F (ynk) ≤ ‖f(·; θ0)− ynk‖∞ ≤ ‖f(·; θ0)− y0‖∞ + ‖ynk − y0‖∞ ≤ F (y0) + δk (24)
where δk := ‖ynk−y0‖∞ tends to 0. This contradicts the assumption that F (ynk) > F (y0)+∆.
Throughout the supplementary, we will make use of the following notation. Let y ∈ Y be some
function andfa class of functions, we define:
M [y;f] := arg min
θ∈Θf
‖f(·; θ)− y‖∞ (25)
Lemma 7. Let σ be an identifiability inducing activation function. Letfbe a class of neural networks
with σ activations and Θf = B be the closed ball in Assumption 1. Let Y be a class of target functions.
Denote by fy the unique approximator of y withinf. Then, fy is continuous with respect to y.
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Proof. Let y0 ∈ Y be some function. Assume by contradiction that there is a sequence yn → y0,
such that, gn := fyn 6→ fy0 . Then, gn has a sub-sequence that has no cluster points or it has a cluster
point h 6= fy0 .
Case 1: Let gnk be a sub-sequence of gn that has no cluster points. By Assumption 1, there is a
sequence θnk ∈ ∪∞k=1M [ynk ;f] that is bounded in B. By the Bolzano-Weierstrass’ theorem, it has a
sub-sequence θnki that converges to some vector θ0. Therefore, we have:
‖f(·; θnki )− f(·; θ0)‖∞ → 0 (26)
Hence, gnk has a cluster point f(·; θ0) in contradiction.
Case 2: Let sub-sequence fynk that converge to a function h 6= fy0 . We have:
‖h− y0‖∞ ≤ ‖fynk − h‖∞ + ‖fynk − ynk‖∞ + ‖ynk − y0‖∞ (27)
In addition, by Lem. 6,
‖fynk − ynk‖∞ → ‖fy0 − y0‖∞ (28)
and also ynk → y0, fynk → h. Therefore, we have:
‖h− y0‖∞ ≤ ‖fy0 − y0‖∞ (29)
Hence, since fy0 is the unique minimizer, we conclude that h = fy0 in contradiction.
Therefore, we conclude that fyn converges and by the analysis in Case 2 it converges to fy0 .
10 Proofs of the Main Results
10.1 Existence of a continuous selector
Lemma 8. Let σ be an identifiability inducing activation function. Letfbe a class of neural networks
with σ activations and Θf = B be the closed ball in Assumption 1. Let Y be a class of normal target
functions. Then, M [y;f] := arg minθ∈B ‖f(·; θ)− y‖∞ is a continuous multi-valued function of y.
Proof. Assume by contradiction that M is not continuous. We distinguish between two cases:
1. There exists a sequence yn → y and constant c > 0, such that,
sup
θ∈M [y;f]
inf
θ∈M [yn;f]
‖θ1 − θ2‖2 > c > 0 (30)
2. There exists a sequence yn → y and constant c > 0, such that,
sup
θ1∈M [yn;f]
inf
θ2∈M [y;f]
‖θ1 − θ2‖2 > c > 0 (31)
Case 1: We denote by θ1 a member of M [y;f] that satisfies:
∀n ∈ N : inf
θ2∈M [yn;f]
‖θ1 − θ2‖2 > c > 0 (32)
The set ∪∞n=1M [yn;f] ⊂ Θf is a bounded subset of RN , and therefore by the Bolzano-Weierstrass
theorem, for any sequence {θn2 }∞n=1, such that, θn2 ∈ M [yn;f], there is a sub-sequence {θnk2 }∞k=1
that converges to some θ∗2 . We notice that:
‖f(·; θnk2 )− ynk‖∞ = min
θ∈Θf
‖f(·; θ)− ynk‖∞ = F (ynk) (33)
In addition, by the continuity of F , we have: lim
k→∞
F (ynk) = F (y). By Lem. 5, we have:
‖f(·; θ∗2)− y‖∞ = F (y) (34)
This yields that θ∗2 is a member of M [y;f]. Since fy := arg minf∈f‖f − y‖∞ is unique and normal,
by the identifiability hypothesis, there is a function pi ∈ Π, such that, pi(θ∗2) = θ1. Since the function
pi is continuous
lim
k→∞
‖pi(θnk2 )− θ1‖2 = lim
k→∞
‖pi(θnk2 )− pi(θ∗2)‖2 = 0 (35)
17
We notice that pi(θnk2 ) ∈M [ynk ;f]. Therefore, we have:
lim
k→∞
inf
θ2∈M [ynk ;f]
‖θ1 − θ2‖ = 0 (36)
in contradiction to Eq. 32.
Case 2: Let θn1 ∈M [yn;f] be a sequence, such that,
inf
θ2∈M [y;f]
‖θn1 − θ2‖∞ > c (37)
The set ∪∞n=1M [yn;f] ⊂ Θf is a bounded subset of RN , and therefore by the Bolzano-Weierstrass
theorem, there is a sub-sequence θnk1 that converges to some vector θ0. The function ‖f(·; θ)− y‖∞
is continuous with respect to θ and y. Therefore,
lim
k→∞
min
θ∈Θf
‖f(·; θ)− ynk‖∞ = lim
k→∞
‖f(·; θnk1 )− ynk‖∞ = ‖f(·; θ0)− y‖∞ (38)
By Lem. 6, ‖f(·; θ0)−y‖∞ = minθ∈Θf ‖f(·; θ)−y‖∞. In particular, θ0 ∈M [y;f], in contradiction
to Eq. 37.
Theorem 7. Let σ be an identifiability inducing activation function. Let f be a class of neural
networks with σ activations and Θf = B be the closed ball in Assumption 1. Let Y be a compact
class of normal target functions. Then, there is a continuous selector S : Y → Θf, such that,
S(y) ∈M [y;f].
Proof. Let y0 be a member of Y. We notice that M [y0;f] is a finite set. We denote its members by:
M [y0;f] = {θ01, . . . , θ0k}. Then, we claim that there is a small enough  := (y0) > 0 (depending on
y0), such that, S that satisfies S(y0) = θ01 and S(y) = arg minθ∈M [y;f] ‖θ− θ0‖2 for all y ∈ B(y0),
is continuous in B(y0). The set B(y0) := {y | ‖y − y0‖∞ < } is the open ball of radius  around
y0. We denote
c := min
pi1 6=pi2∈Π
‖pi1 ◦ S(y0)− pi2 ◦ S(y0)‖2 > 0 (39)
This constant exists since Π is a finite set of transformations and Y is a class of normal functions. In
addition, we select  to be small enough to suffice that:
max
y∈B(y0)
‖S(y)− S(y0)‖2 < c/4 (40)
Assume by contradiction that there is no such . Then, for each n = 1/n there is a function
yn ∈ Bn(y0), such that, ‖S(y)− S(y0)‖2 ≥ c/4 (41)
Therefore, we found a sequence yn → y0 that satisfies:
M [yn;f] 6→M [y0;f] (42)
in contradiction to the continuity of M .
For any given y1, y2 ∈ B(y0) and pi1 6= pi2 ∈ Π, by the triangle inequality, we have:
‖pi1 ◦ S(y1)− pi2 ◦ S(y2)‖2 ≥‖pi1 ◦ S(y0)− pi2 ◦ S(y2)‖2 − ‖pi1 ◦ S(y1)− pi1 ◦ S(y0)‖2
≥‖pi1 ◦ S(y0)− pi2 ◦ S(y0)‖2 − ‖pi1 ◦ S(y1)− pi1 ◦ S(y0)‖2
− ‖pi2 ◦ S(y0)− pi2 ◦ S(y2)‖2
=‖pi1 ◦ S(y0)− pi2 ◦ S(y0)‖2 − ‖S(y1)− S(y0)‖2
− ‖S(y0)− S(y2)‖2
≥c− 2c/4 > c/2
(43)
In particular, ‖pi ◦ S(y1)− S(y2)‖2 > c/2 for every pi 6= Id.
Since M is continuous, for any sequence yn → y ∈ B(y0), there are pin ∈ Π, such that:
lim
n→∞pin ◦ S(yn) = S(y) (44)
Therefore, by the above inequality, we address that for any large enough n, pin = Id. In particular,
for any sequence yn → y, we have:
lim
n→∞S(yn) = S(y) (45)
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This implies that S is continuous in any y ∈ B(y0).
We note that {B(y0)(y0)}y0∈Y is an open cover of Y. In particular, since Y is compact, there is a finite
sub-cover {Ci}Ti=1 of Y. In addition, we denote by {ci}Ti=1 the corresponding constants in Eq. 39.
Next, we construct the continuous function S inductively. We denote by Si the locally continuous
function that corresponds to Ci. For a given pair of sets Ci1 and Ci2 that intersect, we would like
to construct a continuous function over Ci1 ∪ Ci2 . First, we would like to show that there is an
isomorphism pi, such that, pi ◦ Si2(y) = Si1(y) for all y ∈ Ci1 ∩ Ci2 . Assume by contradiction that
there is no such pi. Then, let y1 ∈ Ci1 ∩ Ci2 and pi1, such that, pi1 ◦ Si2(y1) = Si1(y1). We denote
by y2 ∈ Ci1 ∩ Ci2 a member, such that, pi1 ◦ Si2(y2) 6= Si1(y2). Therefore, we take a isomorphism
pi2 6= pi1, that satisfies pi2 ◦ Si2(y2) = Si1(y2). We note that:
‖pi1 ◦ Si2(y1)− pi2 ◦ Si2(y2)‖2 > max{ci1 , ci2}/2 (46)
on the other hand:
‖pi1 ◦ Si2(y1)− pi2 ◦ Si2(y2)‖2 = ‖Si1(y1)− Si1(y2)‖2 < ci1/4 (47)
in contradiction.
Hence, let pi be such isomorphism. To construct a continuous function over Ci1 ∪ Ci2 we proceed as
follows. First, we replace Si2 with pi ◦ Si2 and define a selection function Si1,i2 over Ci1 ∪Ci2 to be:
Si1,i2(y) :=
{
Si1(y) if , y ∈ Ci1
pi ◦ Si2(y) if , y ∈ Ci2
(48)
Since each one of the functions Si1 and pi ◦ Si2 are continuous, they conform on Ci1 ∩ Ci2 and the
sets Ci1 and Ci2 are open, Si1,i2 is continuous over Ci1 ∪ Ci2 . We define a new cover ({Ci}Ti=1 \{Ci1 , Ci2}) ∪ {Ci1 ∪ Ci2} of size T − 1 with locally continuous selection functions S′1, . . . , S′T−1.
By induction, we can construct S over Y.
Lemma 9. Letfbe a class of neural networks with σ activations. Let Y be a compact class of target
functions. Assume that any y ∈ Y cannot be represented as a neural network with σ activations.
Then,
inf
y∈Y
inf
θ∈Θf
‖f(·; θ)− y‖∞ > c2 (49)
for some constant c2 > 0.
Proof. Assume by contradiction that:
inf
y∈Y
min
θ∈Θf
‖f(·; θ)− y‖∞ = 0 (50)
Then, there is a sequence yn ∈ Y, such that:
min
θ∈Θf
‖f(·; θ)− yn‖∞ → 0 (51)
Since Y is compact, there exists a converging sub-sequence ynk → y0 ∈ Y. By Lem. 6, we have:
min
θ∈Θf
‖f(·; θ)− y0‖∞ = 0 (52)
This is in contradiction to the assumption that any y ∈ Y cannot be represented as a neural network
with σ activations.
Lemma 10. Let f be a class of neural networks with σ activations. Let Y be a compact class of
target functions. Assume that any y ∈ Y cannot be represented as a neural network with σ activations.
Then, there exists a closed ball B around 0 in the Euclidean space RNf, such that:
min
θ∈B
‖f(·; θ)− y‖∞ ≤ 2 inf
θ∈Θf
‖f(·; θ)− y‖∞ (53)
Proof. Let c2 > 0 be the constant from Lem. 9. By Lem. 9 and Lem. 6, fy is continuous over
the compact set Y. Therefore, there is a small enough δ > 0, such that, for any y1, y2 ∈ Y, such
that, ‖y1 − y2‖∞ < δ, we have: ‖fy1 − fy2‖∞ < c2/2. For each y ∈ Y we define B(y) :=
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{y′ | ‖y − y′‖∞ < min{c2/2, δ}}. The sets {B(y)}y∈Y form an open cover to Y. Since Y is a
compact set, it has a finite sub-cover {B(y1), . . . , B(yk)}. For each y′ ∈ B(yi), we have:
‖fyi − y′‖∞ ≤ ‖fyi − fy′‖∞ + ‖fy′ − y′‖∞
≤ c2/2 + ‖fy′ − y′‖∞
≤ 2‖fy′ − y′‖∞
(54)
Therefore, if we take H = {θi}ki=1 for θi, such that, f(·; θi) = fyi , we have:
min
i∈[n]
‖f(·; θi)− y‖∞ ≤ 2 inf
θ∈Θf
‖f(·; θ)− y‖∞ (55)
In particular, if we take B to be the closed ball around 0 that contains H , we have the desired.
Lemma 11. Let σ : R → R be a L-Lipschitz continuous activation function. Let f be a class of
neural networks with σ activations. Let Y be a compact class of normal target functions. Let ρ be an
activation function, such that, ‖σ−ρ‖∞ < δ. Let B = B1∪B2 be the closed ball around 0, where B1
is the ball in Assumption 1 and B2 is the ball from Lem. 10. In addition, let g be the class of neural
networks of the same architecture asfexcept the activations are ρ. Then, for any θ ∈ B, we have:
‖f(·; θ)− g(·; θ)‖∞ ≤ c1 · δ (56)
for some constant c1 > 0 independent of δ.
Proof. First, we note that by Lem. 10 there exists such a ball B. We prove by induction that for any
input x ∈ X the outputs the i’th layer of f(·; θ) and g(·; θ) are O(δ)-close to each other.
Base case: we note that:
‖σ(W 1 · x+ b1)− ρ(W 1 · x+ b1)‖1 ≤
h2∑
i=1
∣∣∣σ(〈W 1i , x〉+ b1i )− ρ(〈W 1i , x〉+ b1i )∣∣∣
≤ h2 · δ =: c1 · δ
(57)
Hence, the first layer’s activations are O(δ)-close to each other.
Induction step: assume that for any two vectors of activations x1 and x2 in the i’th layer of the
neural networks, we have:
‖x1 − x2‖1 ≤ ci · δ (58)
By the triangle inequality:
‖σ(W i+1 · x1 + bi+1)− ρ(W i+1x2 + bi+1)‖1
≤‖σ(W i+1 · x1 + bi+1)− σ(W i+1x2 + bi+1)‖1
+ ‖σ(W i+1x2 + bi+1)− ρ(W i+1x2 + bi+1)‖1
≤L · ‖(W i+1 · x1 + bi+1)− (W i+1x2 + bi+1)‖1
+
hi+2∑
j=1
|σ(〈W i+1j , x〉+ bi+1j )− ρ(〈W i+1j , x〉+ bi+1j )|
=L · ‖W i+1(x1 − x2)‖1 + hi+2 · δ
≤L · ‖W i+1‖1 · ‖x1 − x2‖1 + hi+2 · δ
≤L · ‖W i+1‖1 · ci · δ + hi+2 · δ
≤(hi+2 + L · ‖W i+1‖1 · ci) · δ
(59)
Since θ ∈ B is bounded, each ‖W i+1‖1 is bounded (for all i ≤ k and θ). Hence, Eq. 56 holds for
some constant c1 > 0 independent of δ.
Lemma 12. Let σ : R → R be a L-Lipschitz continuous activation function. Let f be a class of
neural networks with σ activations. Let Y be a compact class of target functions. Assume that any
y ∈ Y cannot be represented as a neural network with σ activations. Let ρ be an activation function,
such that, ‖σ − ρ‖∞ < δ. Let B be the closed ball from Lem. 11. In addition, let g be the class of
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neural networks of the same architecture asfexcept the activations are ρ. Then, for any y ∈ Y, we
have: ∣∣∣min
θ∈B
‖f(·; θ)− y‖∞ −min
θ∈B
‖g(·; θ)− y‖∞
∣∣∣ ≤ c1 · δ (60)
for c1 from Lem. 11.
Proof. By Lem. 11, for all θ ∈ B, we have:
‖f(·; θ)− y‖∞ ≤ ‖g(·; θ)− y‖∞ + c1 · δ (61)
In particular,
min
θ∈B
‖f(·; θ)− y‖∞ ≤ min
θ∈B
‖g(·; θ)− y‖∞ + c1 · δ (62)
By a similar argument, we also have:
min
θ∈B
‖g(·; θ)− y‖∞ ≤ min
θ∈B
‖f(·; θ)− y‖∞ + c1 · δ (63)
Hence, ∣∣∣min
θ∈B
‖f(·; θ)− y‖∞ −min
θ∈B
‖g(·; θ)− y‖∞
∣∣∣ ≤ c1 · δ (64)
Lemma 13. Let σ : R → R be a L-Lipschitz continuous activation function. Let f be a class of
neural networks with σ activations. Let Y be a compact set of target functions. Assume that any
y ∈ Y cannot be represented as a neural network with σ activations. Then, for every ˆ > 0 there is a
continuous selector S : Y→ Θf, such that, for all y ∈ Y, we have:
‖f(·;S(y))− y‖∞ ≤ 2 inf
θ∈Θf
‖f(·; θ)− y‖∞ + ˆ (65)
Proof. Let ρ be an identifiability inducing activation function, such that, ‖σ−ρ‖∞ < 12c2 min(ˆ, c1),
where c1 and c2 are the constants in Lems. 11 and 9. We note that by Lems. 11 and 12, for any y ∈ Y,
we have:
min
θ∈B
‖g(·; θ)− y‖∞ > c2 − c1 · δ > 0 (66)
where B is the ball from Lem. 11. Therefore, by Lem. 1, each y ∈ Y is normal with respect to the
class g. Hence, by Thm. 7, there is a continuous selector S : Y→ B, such that,
‖g(·;S(y))− y‖∞ = min
θ∈B
‖g(·; θ)− y‖∞ (67)
By Lem. 12, we have: ∣∣∣min
θ∈B
‖f(·; θ)− y‖∞ − ‖g(·;S(y))− y‖∞
∣∣∣ ≤ c1 · δ (68)
By the triangle inequality:∣∣∣min
θ∈B
‖f(·; θ)− y‖∞ − ‖f(·;S(y))− y‖∞
∣∣∣
≤
∣∣∣‖f(·;S(y))− y‖∞ − ‖g(·;S(y))− y‖∞∣∣∣+ ∣∣∣min
θ∈B
‖f(·; θ)− y‖∞ − ‖g(·;S(y))− y‖∞
∣∣∣ (69)
By Eq. 68 and Lem. 11, we have:∣∣∣min
θ∈B
‖f(·; θ)− y‖∞ − ‖f(·;S(y))− y‖∞
∣∣∣ ≤ 2c1 · δ (70)
Since δ < ˆ/2c2, we obtain the desired inequality:
‖f(·;S(y))− y‖∞ ≤ min
θ∈B
‖f(·; θ)− y‖∞ + ˆ
≤ 2 min
θ∈Θf
‖f(·; θ)− y‖∞ + ˆ (71)
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10.2 Proof of Thm. 2
Before we provide a formal statement of the proof, we introduce an informal outline of it.
In Lem. 13 we showed that for a compact class Y of target functions that cannot be represented as
neural networks with σ activations, (for ˆ := infθ∈Θf ‖f(·; θ)− y‖∞) there is a continuous selector
S(y) of parameters, such that,
‖f(·;S(y))− y‖∞ ≤ 3 inf
θ∈Θf
‖f(·; θ)− y‖∞ (72)
Therefore, in this case, we have: dN (f;Y) = Θ(d˜N (f;Y)). As a next step, we would like to apply
this claim on Y :=Wr,m and apply the lower bound of d˜N (f;Wr,m) = Ω(N−r/m) to lower bound
dN (f;Y). However, both of the classesfand Y include constant functions, and therefore, we have:
f∩Y 6= ∅ which contradicts the assumption that any y ∈ Y cannot be represented as a neural network
with σ activations.
To solve this issue, we consider a compact subsetWγr,m ofWr,m that does not include any constant
functions but still satisfies d˜N (f;Wγr,m) = Ω(N−r/m). Then, assuming that any non-constant
function y ∈ Wr,m cannot be represented as a neural network with σ activations, implies that any
y ∈ Wγr,m cannot be represented as a neural network with σ activations. In particular, by Lem. 13, we
have the desired lower bound: dN (f;Wr,m) ≥ dN (f;Wγr,m) = Θ(d˜N (f;Wγr,m)) = Ω(N−r/m).
For this purpose, we provide some technical notations. For a given function f : [−1, 1]m → R, we
define by:
‖h‖s,∗r :=
∑
1≤|k|1≤r
‖Dkh‖∞ (73)
the Sobolev norm of h excluding the L∞ norm on h. In addition, we define the Sobolev space of
functions with derivatives ≥ γ, as follows:
Wγr,m :=
{
f : [−1, 1]m → R
∣∣∣ ‖f‖sr ≤ 1 and ‖f‖s,∗r ≥ γ} (74)
We notice that this set is compact, since it is closed and subset to the compact setWr,m (see [1]).
Next, we would like to produce a lower bound for the N -width of Wγr,m. In [8, 33], in or-
der to achieve a lower bound for the N -width of Wr,m, two steps are taken. First, they
prove that for any K ⊂ L∞([−1, 1]m), we have: d˜N (K) ≥ bN (K). Here, bN (K) :=
supXN+1 sup {ρ | ρ · U(XN+1) ⊂ K} is the Bernstein N -width of K. The supremum is taken over
allN+1 dimensional linear subspacesXN+1 of L∞([−1, 1]m) and U(X) := {f ∈ X | ‖f‖∞ ≤ 1}
stands for the unit ball of X . As a second step, they show that the Bernstein N -width ofWr,m is
larger than Ω(N−r/m).
Unfortunately, in the general case, Bernstein’s N -width is very limited in its ability to estimate the
nonlinear N -width. When considering a set K that is not centered around 0, Bernstein’s N -width
can be arbitrarily smaller than the actual nonlinear N -width of K. For example, if all of the members
of K are distant from 0, then, the Bernstein’s N -width of K is zero but the nonlinear N -width of K
that might be large. Specifically, the Bernstein N -width ofWγr,m is small even though intuitively,
this set should have a similar width as the standard Sobolev space (at least for a small enough
γ > 0). Therefore, for the purpose of measuring the width ofWγr,m, we define the extended Bernstein
N -width of a set K,
b˜N (K) := sup
XN+1
sup
{
ρ
∣∣ ∃β < ρ s.t ρ · U(XN+1) \ β · U(XN+1) ⊂ K} (75)
with the supremum taken over all N + 1 dimensional linear subspaces XN+1 of L∞([−1, 1]m).
The following lemma extends Lem. 3.1 in [8] and shows that the extended Bernstein N -width of a
set K is a lower bound of the nonlinear N -width of K.
Lemma 14. Let K ⊂ L∞([−1, 1]m). Then, d˜N (K) ≥ b˜N (K).
Proof. The proof is based on the proof of Lem. 3.1 in [8]. For completeness, we re-write the proof
with minor modifications. Let ρ < b˜N (K) and let XN+1 be an N + 1 dimensional subspace of
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L∞([−1, 1]m), such that, there exists 0 < β < ρ and [ρ · U(XN+1) \ β · U(XN+1)] ⊂ K. Iff(·; θ)
is class of functions with Nf = N parameters and S(y) is any continuous selection for K, such that,
α := sup
y∈K
‖f(·;S(y))− y‖∞ (76)
we let Sˆ(y) := S(y)−S(−y). We notice that, Sˆ(y) is an odd continuous mapping of ∂(ρ·U(XN+1))
into RN . Hence, by the Borsuk-Ulam antipodality theorem [4, 26] (see also [9]), there is a function
y0 in ∂(ρ · U(XN+1)) for which Sˆ(y0) = 0, i.e. S(−y0) = S(y0). We write
2y0 = (y0 −f(·;S(y0))− (−y0 −f(·;S(−y0)) (77)
and by the triangle inequality:
2ρ = 2‖y0‖∞ ≤ ‖y0 −f(·;S(y0)‖∞ + ‖ − y0 −f(·;S(−y0)‖∞ (78)
It follows that one of the two functions y0, −y0 are approximated byf(·;S(y0)) with an error ≥ ρ.
Therefore, we have: α ≥ ρ. Since the lower bound holds uniformly for all continuous selections S,
we have: d˜N (K) ≥ ρ.
Lemma 15. Let γ ∈ (0, 1) and r,m,N ∈ N. We have:
d˜N (Wγr,m) ≥ C ·N−r/m (79)
for some constant C > 0 that depends only on r.
Proof. Similar to the proof of Thm. 4.2 in [8] with additional modifications. We fix the integer r and
let φ be a C∞(Rm) function which is one on the cube [1/4, 3/4]m and vanishes outside of [−1, 1]m.
Furthermore, let C0 be such that 1 < ‖Dkφ‖∞ < C0, for all |k| < r. With no loss of generality,
we consider integers N of the form N = dm for some positive integer d and we let Q1, . . . , QN be
the partition of [−1, 1]m into closed cubes of side length 1/d. Then, by applying a linear change
of variables which takes Qj to [−1, 1]m, we obtain functions φ1, . . . , φN with φj supported on Qj ,
such that:
∀k s.t |k| ≤ r : d|k| ≤ ‖Dkφj‖∞ ≤ C0 · d|k| (80)
We consider the linear space XN of functions
∑N
j=1 cj · φj spanned by the functions φ1, . . . , φN .
Let y =
∑N
j=1 cj · φi. By Lem. 4.1 in [8], for p = q =∞, we have:
‖y‖sr ≤ C1 ·Nr/m · max
j∈[N ]
|cj | (81)
for some constant C1 > 0 depending only on r. By definition, for any x ∈ Qj , we have: y(x) =
cj · φj(x). In particular,
‖y‖∞ = max
j∈[N ]
max
x∈Qj
|cj | · ‖φj(x)‖∞ (82)
Therefore, by Eq. 80, we have:
max
j∈[N ]
|cj | ≤ ‖y‖∞ ≤ C0 · max
j∈[N ]
|cj | (83)
Hence,
‖y‖sr ≤ C1 ·Nr/m · ‖y‖∞ (84)
Then, by taking ρ := C−11 ·N−r/m, any y ∈ ρ · U(XN ) satisfies ‖y‖sr ≤ 1. Again, by Lem. 4.1 and
Eq. 80, we also have:
‖y‖s,∗r ≥ C2 · ‖y‖sr ≥ C3 ·Nr/m · max
j∈[N ]
|cj | (85)
For some constants C2, C3 > 0 depending only on r. By Eq. 83, we obtain:
‖y‖s,∗r ≥
‖y‖∞ · C3
C0
·Nr/m (86)
Then, for any β > 0, such that,
γ <
β · C3
C0
·Nr/m < 1 (87)
we have: [ρ · U(XN ) \ β · U(XN )] ⊂ Wγr,m. Hence, we have:
d˜N (Wγr,m) ≥ b˜N (Wγr,m) ≥ ρ = C−11 ·N−r/m (88)
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Theorem 8. Let σ : R→ R be a piece-wise C1(R) activation function with σ′ ∈ BV (R). Letfbe a
class of neural networks with σ activations. Let Y = Wr,m. Assume that any non-constant y ∈ Y
cannot be represented as a neural network with σ activations. Then, if d(f;Y) ≤ , we have:
Nf = Ω(
−m/r) (89)
Proof. Let Yˆ = W0.1,1r,m ⊂ Wr,m (the selection of γ = 0.1 is arbitrary). We note that any y ∈ Y is
non-constant. By Lem. 13, for ˆ = , there is a continuous selector S : Yˆ→ Θf, such that,
∀y ∈ Yˆ : ‖f(·;S(y))− y‖∞ ≤ 2 min
θ∈Θf
‖f(·; θ)− y‖∞ +  (90)
Since d(f;Y) ≤ , we have:
∀y ∈ Yˆ : ‖f(·;S(y))− y‖∞ ≤ 3 (91)
By Lem. 15, we have:
3 ≥ d˜N (Yˆ) ≥ C ·N−r/m (92)
for some constant C > 0 and N = Nf. Therefore, we conclude that: Nf = Ω(−m/r).
10.3 Proof of Thms. 3 and 4
Lemma 16. Let σ : R → R be universal, piece-wise C1(R) activation function with σ′ ∈ BV (R).
Let Ee,q be an neural embedding method. Assume that ‖e‖s1 ≤ `1 for every e ∈ e and q is a class of
`2-Lipschitz neural networks with σ activations and bounded first layer ‖W 1q ‖1 ≤ c. Let Y :=W1,m.
Assume that any non-constant y ∈ Y cannot be represented as a neural network with σ activations. If
the embedding method achieves error d(Ee,q,Y) ≤ , then, the complexity of q is:
Nq = Ω
(
−min(m,2m1)
)
(93)
where the constant depends only on the parameters c, `1, `2, m1 and m2.
Proof. Assume that Nq = o(−(m1+m2)). For every y ∈ Y, we have:
inf
θe,θq
∥∥∥y − q(x, e(I; θe); θq)∥∥∥∞ ≤  (94)
We denote by k the output dimension of e. Let σ ◦W 1q be the first layer of q. We consider that
W 1q ∈ Rw1×(m1+k), where w1 is the size of the first layer of q. One can partition the layer into two
parts:
σ(W 1q (x, e(x; θe))) = σ(W
1,1
q x+W
1,2
q e(I; θe)) (95)
where W 1,1q ∈ Rw1×m1 and W 1,2q ∈ Rw1×k. We divide into two cases.
Case 1 Assume that w1 = Ω(−m1). Then, by the universality of σ, we can approximate the class
of functions ewith a class d of neural networks of size O(k · −m2) with σ activations. To show it,
we can simply take k neural networks of sizes O((/`1)−m2) = O(−m2) to approximate the i’th
coordinate of e separately. By the triangle inequality, for all y ∈ Y, we have:
inf
θd,θq
∥∥∥y − q(x, d(I; θd); θq)∥∥∥∞
≤ inf
θe,θd,θq
{∥∥∥y − q(x, e(I; θe); θq)∥∥∥∞ + ∥∥∥q(x, d(I; θd); θq)− q(x, e(I; θe); θq)∥∥∥∞}
≤ sup
y
inf
θd
{∥∥∥y − q(x, e(I; θ∗e); θ∗q )∥∥∥∞ + ∥∥∥q(x, d(I; θd); θ∗q )− q(x, e(I; θ∗e); θ∗q )∥∥∥∞}
≤ sup
y
inf
θd
∥∥∥q(x, d(I; θd); θ∗q )− q(x, e(I; θ∗e); θ∗q )∥∥∥∞ + 
(96)
where θ∗q , θ
∗
e are the minimizers of
∥∥∥y − q(x, e(I; θe); θq)∥∥∥∞. Next, by the Lipschitzness of q, we
have:
inf
θd
∥∥∥q(x, d(I; θd); θ∗q )− q(x, e(I; θ∗e); θ∗q )∥∥∥∞ ≤ `2 · infθd
∥∥∥d(I; θd)− e(I; θ∗e)∥∥∥∞ ≤ `2 ·  (97)
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In particular,
inf
θd,θq
∥∥∥y − q(x, d(I; θd); θq)∥∥∥∞ ≤ (`2 + 1) ·  (98)
By Thm. 8 the size of the architecture q(x, d(I; θd); θq) is Ω(−m). Since Nq = o(−(m1+m2)),
we must have k = Ω(−m1). Otherwise, the overall size of the neural network q(x, d(I; θd); θq)
is o(−(m1+m2)) + O(k · −m2) = o(−m) in contradiction. Therefore, the size of q is at least
w1 · k = Ω(−2m1).
Case 2 Assume that w1 = o(−m1). In this case we approximate the class W 1,2q · e, where
W 1,2q ∈ Rw1×k, where ‖W 1,2q ‖1 ≤ c. The approximation is done using a class d of neural networks
of size O(w1 · −m2). By the same analysis of Case 1, we have:
inf
θd,θq
∥∥∥y − q˜(x, d(I; θd); θq)∥∥∥∞ ≤ (`2 + 1) ·  (99)
where q˜ = q′(W 1,1q x + I · d(I; θd)) and q′ consists of the layers of q excluding the first layer. We
notice that W 1,1q x+ I ·d(I; θd) can be represented as a matrix multiplication M · (x, d(I; θd)), where
M is a block diagonal matrix with blocks W 1,1q and I. Therefore, we achieved a neural network that
approximates y. However, the overall size of q(x, d(I; θd); θq) is o(−(m1+m2)) +O(w1 · −m2) =
o(−m) in contradiction.
Lemma 17. Let σ be a universal piece-wise C1(R) activation function with σ′ ∈ BV (R). Let neural
embedding method Ee,q. Assume that ‖e‖s1 ≤ `1 and the output dimension of e is k = O(1) for every
e ∈ e. Assume that q is a class of `2-Lipschitz neural networks with σ activations. Let Y :=W1,m.
Assume that any non-constant y ∈ Y cannot be represented as neural networks with σ activations. If
the embedding method achieves error d(Ee,q,Y) ≤ , then, the complexity of q is:
Nq = Ω
(
−m
)
(100)
where the constant depends only on the parameters `1, `2, m1 and m2.
Proof. Follows from the analysis in Case 1 of the proof of Lem. 16.
Theorem 4. In the setting of Thm. 3 except k is not necessarily O(1). Assume that the first layer of
any q ∈ q is bounded ‖W 1‖1 ≤ c, for some constant c > 0. If the embedding method achieves error
d(Ee,q,Y) ≤ , then, the complexity of q is:
Nq = Ω
(
−min(m,2m1)
)
(10)
Proof. First, we note that since σ′ ∈ BV (R), we have: ‖σ′‖∞ < ∞. In addition, σ is piece-wise
C1(R), and therefore, by combining the two, it is Lipschitz continuous as well. Let e := e(I; θe) and
q := q(x, z; θq) be members of e and q respectively. By Lems 3 and 4, we have:
‖e‖∞ = sup
I∈I
‖e(I; θe)‖1 ≤ `1 · ‖I‖1 ≤ m2 · `1 (101)
and also
Lip(e) ≤ `1 (102)
Since the functions e are continuously differentiable, we have:∑
1≤|k|1≤1
‖Dke‖∞ ≤ ‖∇e‖∞ ≤ Lip(e) ≤ `1 (103)
Hence,
‖e‖s1 ≤ (m2 + 1) · `1 (104)
By similar considerations, we have: Lip(q) ≤ `2. Therefore, by Lem. 16, we have the desired.
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Theorem 3. Let σ : R→ R be a universal, piece-wise C1(R) activation function with σ′ ∈ BV (R)
and σ(0) = 0. Let Ee,q be an neural embedding method. Assume that e is a class of continuously
differentiable neural network e with zero biases, output dimension k = O(1) and bounded spectral
complexity C(e) ≤ `1 and q is a class of neural networks q with σ activations, bounded spectral
complexity C(q) ≤ `2. Let Y :=W1,m. Assume that any non-constant y ∈ Y cannot be represented
as a neural network with σ activations. If the embedding method achieves error d(Ee,q,Y) ≤ , then,
the complexity of q is:
Nq = Ω
(
−(m1+m2)
)
(9)
Proof. Follows from Lem. 17 and the proof of Thm. 3.
10.4 Proof of Thm. 5
Lemma 18. Let y ∈ Wr,m. Then, {yI}I∈I is compact and F : I 7→ yI is a continuous function.
Proof. First, we note that the set X × I is compact, since it is a closed and bounded subset of a
Euclidean space. Since y is continuous, it is uniformly continuous over X × I. Therefore, the
function F : I 7→ yI is a continuous function,
lim
I→I0
‖yI − yI0‖∞ = lim
I→I0
sup
x∈X
‖y(x, I)− y(x, I0)‖ = 0 (105)
In addition, I is compact since it is a closed and bounded subset of a Euclidean space as well. Hence,
the image {yI}I∈I of F is compact.
Theorem 9. Let σ : R→ R be a universal, piece-wise C1(R) activation function with σ′ ∈ BV (R).
Let Y :=Wγ,1r,m. Assume that any non-constant y ∈ Y cannot be represented as a neural network with
σ activations. Then, there is a class g of neural networks with σ activations, such that, for any y ∈ Y,
there is a large enough neural network f , such that, the hypernetwork h(x, I) = g(x; f(I; θf ))
achieves error ≤  in approximating y and:
Ng = O
(
−m1/r
)
(106)
where the constant depends on m1, m2 and r.
Proof. By the universality of σ, there is a class of neural networks g with σ activations of size:
Ng = O
(
−m1/r
)
(107)
such that,
∀p ∈ Wm1,r : inf
θg∈Θg
‖g(·; θg)− p‖∞ ≤  (108)
We note that, for each I ∈ I, yI ∈ Wm1,r. Therefore,
∀I ∈ I : inf
θg∈Θg
‖g(·; θg)− yI‖∞ ≤  (109)
By Lem. 13, there is a continuous selector S : I → Θg, such that, for any I ∈ I, we have:
‖g(·;S(I))− yI‖∞ ≤ inf
θg∈Θg
‖g(·; θg)− yI‖∞ +  ≤ 2 (110)
Since S is a continuous over the set I = [−1, 1]m2 , by [13], one can approximate S up to any
accuracy ˆ > 0 using a large enough ReLU neural network f . The set I is compact, and S is
continuous. Therefore, {S(I)}I∈I is compact as well. Therefore, there exists a closed ball B around
0 that contains {S(I)}I∈I . We notice that g is uniformly continuous with respect to θg ∈ B, and
therefore, for a small enough ˆ, we have:
∀I ∈ I : ‖g(·; f(I))− yI‖∞ ≤ 3 (111)
as desired.
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10.5 Proof of Thm. 5
Theorem 10. Let σ : R → R be a universal Lipschitz continuous activation function, such that,
σ(0) = 0. Let g be a class of neural networks with σ activations. Let y ∈ Y := Wr,m be a target
function. Assume that there is a continuous selector S ∈ Pr,w,c for the class {yI}I∈I within g. Then,
there is a hypernetworkHf,g that achieves error ≤  in approximating y, such that:
Nf = O(w1+m2/r · −m2/r + w ·Ng)
= O(−m2/r + −m1/r)
(112)
Proof. We would like to approximate the function S using a neural network f of the specified
complexity. Since S ∈ Pr,w,c, we can represent S in the following manner:
S(I) = M · P (I) (113)
Here, P : Rm2 → Rw and M ∈ RNg×w is some matrix of bounded norm ‖M‖1 ≤ c. We recall
that any constituent function Pi are in Wr,m2 . By [31], such functions can be approximated by
neural networks of sizes O(−m2/r) up to accuracy  > 0. Hence, we can approximate S(I) using a
neural network f(I) := M ·H(I), where H : Rm2 → Rw, such that, each coordinate Hi is of size
O(−m2/r). The error of f in approximating S is therefore upper bounded as follows:
‖M ·H(I)−M · P (I)‖1 ≤ ‖M‖1 · ‖H(I)− P (I)‖1
≤ c ·
w∑
i=1
|Hi(I)− Pi(I)|
≤ c · w · 
(114)
In addition,
‖M · P (I)‖1 ≤ ‖M‖1 · ‖P (I)‖1 ≤ c · w (115)
Therefore, each one of the output matrices and biases in S(I) is of norm bounded by c · w.
Next, we denote by W i and bi the weight matrices and biases in S(I) and by V i and di the weight
matrices and biases in f(I). We would like to prove by induction that for any x ∈ X and I ∈ I, the
activations of g(x;S(I)) and g(x; f(I)) are at most O() distant from each other and the norm of
these activations is O(1).
Base case: let x ∈ X . Since X is bounded, ‖x‖1 ≤ m1 =: α1. In addition, we have:
‖σ(W 1x+ b1)− σ(V 1x+ d1)‖1 ≤ L‖(W 1x+ b1)− (V 1x+ d1)‖1
≤ L‖W 1 − V 1‖1‖x‖1 + ‖b1 − d1‖1
≤ m1 · L · c · w · + c · w · 
=: β1 · 
(116)
Here, L is the Lipschitz constant of σ.
Induction step: let x1 and x2 be the activations of g(x;S(I)) and g(x; f(I)) in the i’th layer.
Assume that there are constants αi, βi > 0 (independent of the size of g, x1 and x2), such that,
‖x1 − x2‖1 ≤ βi ·  and ‖x1‖1 ≤ αi. Then, we have:
‖σ(W i+1x1 + bi+1)‖1 = ‖σ(W i+1x1 + bi+1)− σ(0)‖1
≤ L · ‖W i+1x1 + bi+1 − 0‖1
≤ L · ‖W i+1x1‖1 + L · ‖bi+1‖1
≤ L · ‖W i+1‖1 · ‖x1‖1 + L · c · w
≤ L · c · w(1 + αi) =: αi+1
(117)
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and also:
‖σ(W i+1 · x1 + bi+1)− σ(V i+1x2 + di+1)‖1
≤L · ‖(W i+1 · x1 + bi+1)− (V i+1x2 + di+1)‖1
≤L · ‖W i+1x1 − V i+1x2‖1 + L · ‖bi+1 − di+1‖1
≤L · ‖W i+1x1 − V i+1x2‖1 + L · 
≤L · (‖W i+1‖1 · ‖x1 − x2‖1 + ‖W i+1 − V i+1‖1 · ‖x2‖1) + L · 
≤L · (c · w · ‖x1 − x2‖1 + c · w ·  · ‖x2‖1) + L · 
≤L · (c · w · ‖x1 − x2‖1 + c · w ·  · (‖x1‖1 + ‖x1 − x2‖1)) + L · 
≤L · (c · w · βi · + c · w ·  · (αi + βi · )) + L · 
≤L(c · w · (2βi + αi) + 1) · 
=:βi+1 · 
(118)
If i+1 is the last layer, than the application of σ is not present. In this case, αi+1 and βi+1 are the same
expect the multiplication by L. Therefore, we conclude that ‖g(·;S(I))− g(x; f(I))‖∞ = O().
Since f consists of w hidden functions Hi and a matrix M of size w · Ng, the total number of
trainable parameters of f is: Nf = O(w1+m2/r · −m2/r + w ·Ng) as desired.
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