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State disturbance and pointer shift in protective quantum measurements
Maximilian Schlosshauer
Department of Physics, University of Portland, 5000 North Willamette Boulevard, Portland, Oregon 97203, USA
We investigate the disturbance of the state of a quantum system in a protective measurement for
finite measurement times and different choices of the time-dependent system–apparatus coupling
function. The ability to minimize this state disturbance is essential to protective measurement.
We show that for a coupling strength that remains constant during the measurement interaction of
duration T , the state disturbance scales as T−2, while a simple smoothing of the coupling function
significantly improves the scaling behavior to T−6. We also prove that the shift of the apparatus
pointer in the course of a protective measurement is independent of the particular time dependence
of the coupling function, suggesting that the guiding principle for choosing the coupling function
should be the minimization of the state disturbance. Our results illuminate the dynamics of
protective measurement under realistic circumstances and may aid in the experimental realization
of such measurements.
Journal reference: Phys. Rev. A 90, 052106 (2014)
PACS numbers: 03.65.Ta, 03.65.Wj
I. INTRODUCTION
Protective measurement [1–5] is a quantum measure-
ment scheme in which an apparatus is weakly coupled
to a quantum system for an extended period of time. If
the system starts out in a nondegenerate eigenstate of its
Hamiltonian and the interaction is sufficiently weak and
long, then expectation values of observables of the sys-
tem can be measured without appreciably disturbing the
state of the system. Since measurement of a sufficient
number of expectation values allows one to reconstruct a
quantum state, protective measurement, if suitably im-
plemented (see Ref. [4] for a discussion of constraints and
complications), may enable reconstruction of the quan-
tum state of an individual system. This provides a per-
spective on state reconstruction different from that as-
sociated with conventional ensemble state tomography
based on strong [6–9] or weak [10–12] measurements.
Only an infinitely weak or infinitely slowly changing
measurement interaction will not disturb the state of a
protectively measured system; this follows directly from
perturbation theory and the quantum adiabatic theorem
[13]. Outside these limiting cases, however, protective
measurement, if it is to yield new information, cannot
avoid disturbing the state of the system, in agreement
with general results concerning the fundamental trade-
off between quantum state disturbance and information
gain [14] and the independence of the maximum possible
information gain in a quantum measurement from the
method of measurement [15]. From a fundamental point
of view, this inevitable state disturbance disproves sug-
gestions [1, 2, 16] that protective measurement permits
state measurement akin to a classical state and bears on
the meaning of the wavefunction (see Refs. [4, 17, 18] for
discussions of this important foundational point).
This limitation, however, does not invalidate the po-
tential practical usefulness of protective measurement.
Implementation of protective measurement would be in-
teresting and important both from a fundamental point
of view (as the realization of a new quantum measure-
ment scheme) and from a practical point of view (en-
abling quantum state tomography for single systems).
Just like traditional ensemble quantum state tomogra-
phy, protective measurement provides a way of (approx-
imately) reconstructing a quantum state. The fidelity
of any such reconstruction can be measured in terms of
the disturbance of the initial state of the system incurred
during the measurement. At the heart of protective mea-
surement is the idea that this state disturbance can be
made arbitrarily small, such that repeated measurements
on the same system permit reconstruction of its initial
state with arbitrarily high fidelity [1–4]. Therefore, for
practical implementations of protective measurement it
is essential to gain a precise and quantitative understand-
ing of how one may reduce the state disturbance incurred
during a protective measurement while simultaneously
maintaining appreciable information gain.
Despite its significance, however, the problem of state
disturbance in protective measurement has not yet been
adequately studied. Instead, the existing literature (see,
e.g., Refs. [1–3, 5]) has relied on the consideration of
mathematical limits involving infinitely long, infinitely
weak, and/or infinitely slowly changing (adiabatic) mea-
surement interactions, for which the state of the system
can be shown to remain unchanged during the measure-
ment. This, however, leaves open the important question
of precisely how much the initial state will be disturbed in
the physically relevant case of finite measurement times
and interaction strengths, and how this disturbance de-
pends on the particular choice of the coupling function
describing the time dependence of the system–apparatus
interaction.
This paper addresses this question. We study the
state disturbance in a protective measurement for differ-
ent coupling functions and make precise the dependence
of the state disturbance on the physical parameters of the
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2system and the measurement interaction. In particular,
we show how a careful choice of the coupling function can
dramatically reduce the state disturbance. In turn, this
raises the question of whether and how the information
gain during the measurement, represented by the shift
of the apparatus pointer to a position indicating the ex-
pectation value of the measured observable of the system,
depends on the particular choice of the coupling function.
We show that, to a good approximation, the shift of the
apparatus pointer is in fact independent of the choice of
the coupling function (under the customary assumption
that the coupling function is appropriately normalized).
This paper is organized as follows. In Sec. II we in-
troduce the basic concepts of protective measurement
and develop a framework, based on time-dependent per-
turbation theory, for describing the dynamics of protec-
tive measurement for arbitrary time-dependent system–
apparatus coupling strengths, finite measurement times,
and up to any order in the interaction. In Sec. III we in-
vestigate the disturbance of the initial state in the course
of a protective measurement for several different coupling
functions. In particular, we investigate how this distur-
bance depends on the time dependence of the coupling
and the duration of the measurement. In Sec. IV we
derive an expression for the pointer shift for arbitrary
time-dependent coupling functions and show that it is
generic. We discuss our results in Sec. V. In Appendix A
we investigate the influence of higher-order perturbative
corrections.
II. PROTECTIVE MEASUREMENT
Following the standard framework for protective mea-
surement (see, e.g., Refs. [1–4]), we consider a sys-
tem S and apparatus A with time-independent self-
Hamiltonians HˆS and HˆA, respectively, where the spec-
trum of HˆS is assumed to be nondegenerate. We let the
system and apparatus interact via the time-dependent
interaction Hamiltonian
Hˆint(t) = g(t)Oˆ ⊗ Pˆ . (1)
Here, g(t) is a non-negative function representing a time-
dependent coupling strength. We let the interaction start
at t = −T/2 and conclude at t = T/2, so g(t) = 0 outside
the interval [−T/2, T/2] and the total measurement time
is T . We also normalize g(t) according to∫ T/2
−T/2
dt g(t) = 1. (2)
The normalization effectively links the interaction
strength to the duration of the interaction T : The larger
T is, the weaker the average strength of the interaction.
The system observable Oˆ can be freely chosen and need
not commute with HˆS . The operator Pˆ denotes the mo-
mentum conjugate of the pointer variable Xˆ of the appa-
ratus. In what follows we adopt the customary assump-
tion that Pˆ commutes with HˆA, i.e., that the interaction
Hamiltonian is diagonal in the energy eigenbasis of the
system. While this assumption is not necessary for a
protective measurement to obtain [4], it simplifies the
subsequent calculations and is innocent in the context of
the present paper, which focuses on the effect of the mea-
surement on the subspace of the system. In this case, the
operator Pˆ is a constant of motion of the total Hamil-
tonian Hˆ(t) = HˆS + HˆA + Hˆint(t) and there exists a set
of simultaneous orthonormal eigenstates {|Ai〉} of Pˆ and
HˆA with spectra {ai} and {i} obeying
Pˆ |Ai〉 = ai|Ai〉, HˆA|Ai〉 = i|Ai〉. (3)
In a standard impulsive (strong) measurement [19],
the interaction time T is short and thus g(t) is large for
t ∈ [−T/2, T/2]. In this case, the evolution is dominated
by the interaction Hamiltonian, leading to strong entan-
glement between the system and apparatus and there-
fore to a significant disturbance of the initial state of
the system by the measurement. The idea of protec-
tive measurement is to minimize the state disturbance,
and yet to obtain meaningful information about the sys-
tem in a single measurement, by making the interaction
weak while leaving it turned on for a long time T , so as
to ensure an appreciable shift of the apparatus pointer.
This long-interaction limit is in contrast with the weak-
measurement protocol [10], where the measurement in-
teraction is both weak and short and the insignificant
pointer shift arising from a single measurement is com-
pensated for by repeating the measurement on a large
ensemble of systems.
A protective measurement proceeds from the assump-
tion that the system S starts (at t = −T/2) in a nonde-
generate eigenstate |n〉 of HˆS with eigenvalue En. The
initial composite state of system and apparatus is taken
to be the product state
|Ψ(−T/2)〉 = |n〉|φ(x0)〉 = |n〉
∑
i
〈Ai|φ(x0)〉|Ai〉. (4)
Here |φ(x0)〉 is a Gaussian wave packet of eigenstates of
the pointer variable Xˆ centered on x0, representing the
premeasurement ready state of the apparatus pointer,
where the momentum of the pointer is assumed to be
bounded. What we are interested in is the final composite
state |Ψ(T/2)〉 at the conclusion of the measurement in-
teraction at time t = T/2. We will now discuss this prob-
lem, first by reviewing the case of constant g(t) = 1/T
for t ∈ [−T/2, T/2] and then by developing the solution
for arbitrary time dependent g(t).
A. Constant coupling
Existing studies of protective measurement (see, e.g.,
Refs. [1–5, 16]) have considered two limiting scenarios.
In the first scenario, the measurement interaction is as-
sumed to be turned on and off infinitely slowly such that,
3according to the quantum adiabatic theorem [13], the
system remains in an eigenstate of the time-dependent
Hamiltonian at all times. Since at the end of the inter-
action the Hamiltonian returns to its pre-measurement
form, i.e., Hˆ(T/2) = Hˆ(−T/2), the system will also de-
terministically return to its initial state. In the second
scenario, which is the one that is typically used in expo-
sitions of protective measurement (see, e.g., Refs. [4, 5]),
the interaction is discontinuously turned on at the initial
time t = −T/2, kept constant at strength 1/T during
the duration T of the measurement, and then discontin-
uously turned off again at t = T/2. This corresponds to
the choice
g(t) =
{
1/T, −T/2 ≤ t ≤ T/2
0 otherwise.
(5)
In the following we will refer to this choice of g(t) as
constant coupling. The total Hamiltonian Hˆ is now ef-
fectively time independent, which allows the problem to
be treated using time-independent perturbation theory.
We briefly review the derivation (see, e.g., Ref. [4] for
details). We consider Hˆint = (1/T )Oˆ ⊗ Pˆ as a (small)
time-independent perturbation to Hˆ0 = HˆS+HˆA. Start-
ing from the initial state |Ψ(t = −T/2)〉 = |n〉|φ(x0)〉 [see
Eq. (4)], the final composite state at the conclusion of the
measurement interaction at time T is
|Ψ(t = T/2)〉 = e−iHˆT/~|n〉|φ(x0)〉
=
∑
m,i
e−iE˜(m,ai)T/~〈ESm(ai)|n〉
× 〈Ai|φ(x0)〉|ESm(ai)〉|Ai〉, (6)
where |ESm(ai)〉 are the eigenstates of the system-
dependent part of Hˆ defined by Hˆ ′S(ai) = HˆS +
1
T (aiOˆ)
and
E˜(m, ai) = 〈ESm(ai)|HˆS |ESm(ai)〉+ i
+
1
T
ai〈ESm(ai)|Oˆ|ESm(ai)〉 (7)
are the eigenvalues of the eigenstates |ESm(ai)〉|Ai〉 of Hˆ.
Using zeroth-order time-independent perturbation the-
ory corresponding to the limit T →∞, one expands the
eigenvalues E˜(m, ai) to first order in 1/T (such that the
argument of the exponential e−iE˜(m,ai)T/~ is of zeroth
order in 1/T ),
E˜(m, ai) ≈ Em + i + 1
T
ai〈m|Oˆ|m〉, (8)
and replaces the exact eigenstates |ESm(ai)〉 by their
zeroth-order approximations |m〉. Reintroducing the op-
erators HˆA and Pˆ in the exponent of the time-evolution
operator, the final zeroth-order system–apparatus state
is therefore
|Ψ(0)(t = T/2)〉 = e−iEnT/~|n〉e−iHˆAT/~
× e−iPˆ 〈n|Oˆ|n〉/~|φ(x0)〉. (9)
The operator e−iPˆ 〈n|Oˆ|n〉/~ shifts the center of the wave
packet |φ(x0)〉 by an amount equal to 〈n|Oˆ|n〉. In this
way, information about the expectation value of Oˆ in the
initial state |n〉 becomes encoded in the pointer position
and the final composite state, to zeroth order, is
|Ψ(0)(t = T/2)〉 = e−iEnT/~|n〉e−iHˆAT/~|φ(x0 + 〈Oˆ〉n)〉.
(10)
In this strict limit T →∞ (corresponding to an infinitely
weak interaction), the initial state of the system remains
unchanged and there is no entanglement between the sys-
tem and apparatus. It is in this sense that the state of
the system is protected. The protection is provided by
the dominant Hamiltonian HˆS such that the interaction
Hamiltonian Hˆint can be treated as a small perturba-
tion whose effect on the system is negligible in the limit
T →∞, even though it still induces a finite pointer shift
in the apparatus. Note that once the state is appropri-
ately protected, information about the expectation value
of any observable Oˆ can be obtained. This permits, at
least in principle, sequential protective measurements of
many different observables using the same protection po-
tential.
B. Time-dependent coupling
Clearly, the limit T → ∞ is not physically realizable
and it is therefore important to understand and explore
protective measurement in the practically relevant case of
finite T . Furthermore, rather than being restricted to the
constant coupling given by Eq. (5), we would like to con-
sider arbitrary time-dependent coupling functions g(t).
To this end, we will now treat the evolution of the initial
state |Ψ(−T/2)〉 = |n〉|φ(x0)〉 [Eq. (4)] for arbitrary g(t)
by using time-dependent perturbation theory, regarding
Hˆint(t) = g(t)Oˆ⊗ Pˆ as a time-dependent perturbation to
Hˆ0 = HˆS + HˆA.
As before, we shall assume [Pˆ , HˆA] = 0, i.e., the per-
turbation commutes with the unperturbed Hamiltonian
in the apparatus subspace. Then the perturbation does
not connect the different energy levels |Ai〉 of the appara-
tus. This can also be seen from considering the evolution
operator in the interaction picture, which we may sym-
bolically write as a time-ordered exponential,
UˆI(−T/2, T/2) = T exp
[
− i
~
∫ T/2
−T/2
dt Hˆint,I(t)
]
, (11)
where T is the time-ordering operator and the subscript
I denotes interaction-picture quantities. Since the inter-
action Hamiltonian in the interaction picture is
Hˆint,I(t) = g(t)e
i(HˆS+HˆA)t/~(Oˆ ⊗ Pˆ )e−i(HˆS+HˆA)t/~
= g(t)OˆI(t)⊗ Pˆ , (12)
4the evolution operator becomes
UˆI(−T/2, T/2)
= T exp
[
− i
~
(∫ T/2
−T/2
dt g(t)OˆI(t)
)
⊗ Pˆ
]
, (13)
which is diagonal in the energy eigenbasis {|Ai〉} of the
apparatus.
The final composite state at the conclusion of the mea-
surement may then be written as
|Ψ(T/2)〉 =
∑
m
e−i(En+Em)T/2~
∑
i
C(i)mn(T )|m〉e−iiT/~
× 〈Ai|φ(x0)〉|Ai〉, (14)
where the interaction-picture amplitude C
(i)
mn(T ) is given
by
C(i)mn(T ) = 〈m|
{
T exp
(
− i
~
ai
∫ T/2
−T/2
dt g(t)OˆI(t)
)}
|n〉.
(15)
Note that we have used T as the argument of C
(i)
mn(T )
in order to indicate that C
(i)
mn(T ) is the amplitude at the
conclusion of a measurement interaction of duration T .
From here on, we will drop the subscript n in C
(i)
mn(T ),
C
(i)
mn(T ) ≡ C(i)m (T ), since we will be assuming throughout
this paper that the system starts out in the state |n〉.
We now express the amplitude C
(i)
m (T ) as a perturba-
tive expansion (Dyson series),
C(i)m (T ) =
∞∑
`=0
a`iA
(`)
m (T ), (16)
where A
(`)
m (T ) is the expression for the `th-order correc-
tion to the zeroth-order amplitude A
(0)
m (T ) = 1 [20],
A(`)m (T ) =
(
− i
~
)` ∑
k1,k2,...,k`−1
〈m|Oˆ|k1〉〈k1|Oˆ|k2〉
× 〈k2|Oˆ|k3〉 · · · 〈k`−1|Oˆ|n〉
×
∫ T/2
−T/2
dt′ eiωmk1 t
′
g(t′)
×
∫ t′
−T/2
dt′′ eiωk1k2 t
′′
g(t′′) · · ·
×
∫ t(`−1)
−T/2
dt(`) eiωk`−1nt
(`)
g(t(`)). (17)
Here we have introduced ωmn ≡ (Em − En)/~, which is
the frequency (i.e., the inverse of the time scale) asso-
ciated with the transition |n〉 → |m〉. Specifically, the
first-order correction is
A(1)m (T ) = −
i
~
〈m|Oˆ|n〉
∫ T/2
−T/2
dt eiωmntg(t), (18)
and the second-order correction is
A(2)m (T ) =
(
− i
~
)2∑
k
〈m|Oˆ|k〉〈k|Oˆ|n〉
×
∫ T/2
−T/2
dt eiωmktg(t)
∫ t
−T/2
dt′ eiωknt
′
g(t′).
(19)
Using Eq. (16), we can then write the final composite
state (14) as
|Ψ(T/2)〉 =
∑
m
e−i(En+Em)T/2~
∞∑
`=0
A(`)m (T )|m〉
×
(∑
i
e−iiT/~a`i〈Ai|φ(x0)〉|Ai〉
)
. (20)
We see that the interesting time-dependent dynamics are
contained in the amplitude contributions A
(`)
m (T ), which
specify how the initial state |n〉 of the system changes in
the course of the protective measurement. In particular,
these contributions tell us about the disturbance of this
initial state, in the sense that they quantify the mixing of
other states |m〉, that is to say, the probabilities of finding
the system in a state |m〉 6= |n〉 at the conclusion of the
measurement. It is the dependence of these termsA
(`)
m (T )
on the choice of g(t), T , and the frequency parameters
ωjk that will be the focus of our investigation.
III. STATE DISTURBANCE
In a protective measurement, the goal is to minimize
the transition probabilities out of the initial state |n〉,
in order to minimize the disturbance of this state in the
course of the measurement interaction. To study this
disturbance, we now quantitatively investigate the tran-
sition probabilities for |n〉 → |m〉 6= |n〉 for particular
choices of g(t) and explore the dependence of these prob-
abilities on the total duration T of the measurement in-
teraction.
As before, we let the interaction start at t = −T/2
and conclude at t = T/2, so g(t) = 0 for t < −T/2 and
t > T/2. We let g(t) be normalized according to Eq. (2).
We also take g(t) to be an even function, i.e., we let
the turn-on and turnoff time dependence be symmetric
with respect to t = 0. Then the first-order transition
amplitude at the conclusion of the measurement is, from
Eq. (18),
A(1)m (T ) = −
i
~
〈m|Oˆ|n〉
∫ T/2
−T/2
dt cos(ωmnt)g(t), (21)
and thus the corresponding transition probability
5P(1)m (T ) is
P(1)m (T ) =
∣∣∣A(1)m (T )∣∣∣2
=
1
~2
∣∣∣〈m|Oˆ|n〉∣∣∣2 ∣∣∣∣∣
∫ T/2
−T/2
dt cos(ωmnt)g(t)
∣∣∣∣∣
2
.
(22)
Strictly speaking, A
(1)
m (T ) is not the full expression
for the first-order transition amplitude but only the T -
dependent part pertaining to the system; Eq. (14) shows
that the full expression (neglecting phase factors) is∑
i aiA
(1)
m (T )〈Ai|φ(x0)〉. The additional terms, however,
pertain solely to properties of the apparatus and are inde-
pendent of the measurement time T . Since we are chiefly
interested in the dependence of the disturbance of the
system on T , in what follows we can focus on the ampli-
tude A
(1)
m (T ) and the corresponding transition probabil-
ity P(1)m (T ) as given by Eqs. (21) and (22).
We would like to investigate the dependence of the
probability P(1)m (T ) [Eq. (22)] on g(t) and T , so the rele-
vant quantity of interest is the Fourier transform of g(t),
g˜(ωmn;T ) =
∫ T/2
−T/2
dt cos(ωmnt)g(t), (23)
which is a function in frequency space, with all fre-
quencies measured relative to the initial-state frequency
ωn = En/~. For the cases studied below, g˜(ωmn;T ) is a
function of ωmnT , so g˜(ωmn;T ) ≡ g˜(ωmnT ). Note that
ωmnT is a dimensionless quantity that measures the ra-
tio of the total measurement time T to the internal time
scale ω−1mn associated with the transition |n〉 → |m〉.
In a protective measurement, we would like to mini-
mize the transition probability, which, as Eq. (22) shows,
is proportional to |g˜(ωmnT )|2. In light of the general re-
lationship between a function and its Fourier transform,
we expect that these goals can be accomplished by in-
creasing T , i.e., by increasing the width of g(t), and by
making g(t) smoother and less rapidly changing. We will
now verify these intuitions for different choices of g(t):
constant g(t) as given by Eq. (5) (Sec. III A), constant
g(t) with a linear turn-on and turnoff (Sec. III B), and a
smoothly varying g(t) following a raised-cosine function
(Sec. III C).
A. Constant coupling
First, we look at the case of constant g(t) given by
Eq. (5), shown in Fig. 1(a). We may write g(t) as
g(t) = Π(−T/2, T/2), where Π(t0, t1) is the unit-area
boxcar function defined by
Π(t0, t1) =
{
1
t1−t0 , t0 ≤ t ≤ t1 (t1 > t0)
0 otherwise.
(24)
We expect that the case of constant g(t) is suboptimal
in the sense that approximating the sharp corners of
g(t), which correspond to an infinitely fast turn-on and
turnoff of the interaction, will require a broad spectrum
of Fourier frequency components, leading to a large do-
main over which the Fourier transform g˜(ωmnT ) of g(t)
exhibits a non-negligible amplitude. The Fourier trans-
form g˜(ωmnT ) [Eq. (23)] is readily evaluated,
g˜(ωmnT ) =
1
T
∫ T/2
−T/2
dt cos(ωmnt) = sinc (ωmnT/2) ,
(25)
where sinc(x) = sin(x)/x is the sinc function. Thus, the
first-order transition amplitude is
A(1)m (T ) = −
i
~
〈m|Oˆ|n〉sinc (ωmnT/2) , (26)
and the corresponding transition probability is
P(1)m (T ) =
1
~2
∣∣∣〈m|Oˆ|n〉∣∣∣2 sinc2 (ωmnT/2) . (27)
The dependence of |g˜(ωmnT )|2, and therefore of
P(1)m (T ), on ωmnT is shown in Fig. 2 (solid line) sepa-
rately for two regimes. Figure 2(a) shows the behavior for
T & ω−1mn, while Fig. 2(b) shows the decay of the envelope
of |g˜(ωmnT )|2 in the large-T regime T  ω−1mn typically
relevant to protective measurement. Assuming T & ω−1mn,
the envelope of the function sinc2 (ωmnT/2) decays as
(ωmnT/2)
−2. Then, disregarding the oscillations of this
function, we can approximate the transition-probability
function (27) by its envelope,
P(1)m (T ) ≈
1
~2
∣∣∣〈m|Oˆ|n〉∣∣∣2 1
(ωmnT/2)2
, (28)
which is shown in Fig. 2(b). This demonstrates that
in order to avoid appreciable state disturbance, i.e.,
P(1)m (T ) 1, we must have
T 
∣∣∣〈m|Oˆ|n〉∣∣∣
|Em − En| for all m 6= n. (29)
For fixed (nonzero) values of the matrix elements
〈m|Oˆ|n〉 and for an initial state equal to any energy eigen-
state of the system, this condition simply means that T
must be significantly larger than the time scale set by the
frequencies of the transitions between the different energy
levels in the system. Not surprisingly, a condition of the
form given in Eq. (29) also follows from time-independent
perturbation theory by imposing the requirement that
the first-order state correction be small.
We may also look at the width of the main peak
(around ωmnT = 0) of the function |g˜(ωmnT )|2 =
sinc2 (ωmnT/2). Note that in Fig. 2, |g˜(ωmnT )|2 is plot-
ted only for positive ωmnT since |g˜(ωmnT )|2 is even and
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FIG. 1. (Color online) Normalized time-dependent system–apparatus coupling functions g(t). The horizontal axis is in units
of the measurement time T and the vertical axis is in units of 1/T . (a) Constant system–apparatus coupling g(t) as defined
in Eq. (5). (b) Constant system–apparatus coupling with a linear turn-on and turnoff, each of duration ∆T , shown here
for ∆T/T = 0.2. (c) Triangular system–apparatus coupling, corresponding to a linear turn-on and turnoff, each of duration
∆T = T/2. (d) System–apparatus coupling following a raised-cosine function as defined in Eq. (38).
thus only half of the main peak centered at ωmnT = 0
is shown; we shall nonetheless refer to it as the central
peak in the following. The function sinc2(cx) has a full
width at half maximum (FWHM) of R(c) ' 2.78c−1 and
thus the FWHM of the central peak of |g˜(ωmnT )|2 is
R ' 5.56. (30)
This means that it suffices for T to be equal to a few
multiples of the transition time scale ω−1mn to reach the
region outside the central peak of the transition proba-
bility P(1)m (T ), as can also be seen from Fig. 2(a).
Incidentally, the expression for P(1)m (T ) [Eq. (27)] pro-
vides a physical illustration of why the assumption of a
nondegenerate spectrum of HˆS is important to a proper
protective measurement (see Ref. [4] for an analysis of
the issue of degeneracies in protective measurement).
Namely, suppose there exists a state |m〉 6= |n〉 with en-
ergy Em = En. Then ωmn = 0 and
P(1)m (T ) =
1
~2
∣∣∣〈m|Oˆ|n〉∣∣∣2 . (31)
Assuming the matrix element 〈m|Oˆ|n〉 does not van-
ish, this means that the probability for such an energy-
conserving transition would have a nonzero value inde-
pendent of T . In a protective measurement, however, the
goal is to make this probability arbitrarily small by in-
creasing T . The same observation also holds for the time-
dependent couplings g(t) studied below; in each case the
Fourier transform of g(t), and therefore the first-order
transition probability P(1)m (T ), becomes independent of
T if ωmn = 0.
B. Constant coupling with linear turn-on and
turn-off
Since the constant-coupling function g(t) = 1/T
[Eq. (5)] exhibits a sharp step discontinuity at ±T/2,
we will now replace this discontinuity with a linear turn-
on and turn-off of the measurement interaction over a
period ∆T ≤ T/2, and we will explore how this choice
can help reduce the amount of state disturbance. Then
g(t) takes the shape of an isosceles trapezoid with base
lengths T and T − 2∆T [see Fig. 1(b)]. This function
is equal to the convolution of two unit-area boxcar func-
tions [see Eq. (24)] of widths ∆T and T −∆T centered
at zero,
g(t) = Π (−∆T/2; ∆T/2)
∗ Π [−(T −∆T )/2; (T −∆T )/2] . (32)
Since the Fourier transform of the convolution of two
functions is equal to the product of the Fourier trans-
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FIG. 2. (Color online) Comparison of the squared Fourier
transform |g˜(ωmnT )|2 for the following system–apparatus
coupling functions g(t) shown in Fig. 1: constant coupling
g(t) = 1/T given by Eq. (5) (solid line), triangular g(t)
given by Eq. (32) with ∆T = T/2 (dashed line), and raised-
cosine function given by Eq. (38) (dotted line). The dimen-
sionless quantity |g˜(ωmnT )|2 describes the dependence of the
transition probability P(1)m (T ) on the dimensionless param-
eter ωmnT , which quantifies the ratio of the measurement
time T to the time scale ω−1mn associated with the transition
|n〉 → |m〉. (a) Plot of |g˜(ωmnT )|2 for T & ω−1mn. (b) Decay
of the envelope of |g˜(ωmnT )|2 for T  ω−1mn.
forms of each function, we have
g˜(ωmnT ) = sinc (ωmn∆T/2) sinc [ωmn(T −∆T )/2] ,
(33)
and therefore the first-order transition probability is
P(1)m (T ) =
1
~2
∣∣∣〈m|Oˆ|n〉∣∣∣2 {sinc (ωmn∆T/2)
× sinc [ωmn(T −∆T )/2]
}2
. (34)
Increasing ∆T increases the rate of decay of the enve-
lope of this function, but it also increases the FWHM.
We shall explore two limiting cases. Setting ∆T = 0
corresponds to the case of constant g(t) = 1/T dis-
cussed in Sec. III A and Eq. (33) becomes g˜(ωmnT ) =
sinc (ωmnT/2), in agreement with Eq. (25). The other
limiting case corresponds to setting ∆T = T/2. Then
g(t) becomes the unit-area triangle function shown in
Fig. 1(c) and Eq. (33) gives
g˜(ωmnT ) = sinc
2 (ωmnT/4) . (35)
Note that this function reaches a maximum value of 2/T
at t = 0, which is twice the value for constant g(t) [see
Eq. (5)]. The corresponding first-order transition proba-
bility is
P(1)m (T ) =
1
~2
∣∣∣〈m|Oˆ|n〉∣∣∣2 sinc4 (ωmnT/4) . (36)
The dependence of this function on ωmnT is shown
in Fig. 2 (dashed line). The envelope decays as
1/(ωmnT/4)
4, two orders faster than in the case of con-
stant g(t). This is a significant improvement in the decay
rate. The longer we make the turn-on and turnoff periods
∆T , i.e., the more we approach the limiting case of the
triangle function g(t) shown in Fig. 1(c), the more quickly
the envelope of the transition probability decreases with
T . Note that the condition on the relationship between
T and ω−1mn stated in Eq. (29) still applies here; the only
difference is that
∣∣∣〈m|Oˆ|n〉∣∣∣ in Eq. (29) is replaced by∣∣∣〈m|Oˆ|n〉∣∣∣1/2.
Finally, since the FWHM of the function sinc4(cx)
is R(c) ' 2.00c−1, the FWHM of the central peak of
|g˜(ωmnT )|2 is [see also Fig. 2(a)]
R ' 8.00. (37)
Given that in a protective measurement we typically have
ωmnT  1 and are therefore far away from the central
peak, the increase in the FWHM compared to the case
of constant g(t) (which was R ' 5.56) can be considered
irrelevant.
C. Smoothly varying coupling
We saw in Sec. III B that inclusion of linear turn-on
and turnoff periods significantly decreases the state dis-
turbance. Even a triangular g(t), however, has sharp
corners at the turn-on and turnoff points t = ±T/2 as
well as at the center t = 0; these corners can be expected
to contribute additional Fourier components and there-
fore increase the bandwidth. In the following we shall
therefore consider a smoothly varying coupling function
g(t) without sharp corners. We choose the raised-cosine
function with unit area shown in Fig. 1(d),
g(t) =
{
1
T [1 + cos(2pit/T )] , −T/2 ≤ t ≤ T/2
0 otherwise.
(38)
As in the case of triangular g(t), this function has a max-
imum value of 2/T at t = 0. The Fourier transform is
g˜(ωmnT ) =
1
1− (ωmnT/2pi)2 sinc(ωmnT/2). (39)
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Coupling g(t) P(1)m (T ) (in units of ωmnT )
constant O(1/T 2) 5.56
triangle O(1/T 4) 8.00
raised cosine O(1/T 6) 9.06
TABLE I. Comparison of the dependence of the transition
probability P(1)m (T ) and its peak width (FWHM) on the mea-
surement time T for three different choices of the coupling
function g(t).
Comparing this result to the Fourier transform of con-
stant g(t) = 1/T [see Eq. (25)], we see that we have
gained an extra factor of
[
1− (ωmnT/2pi)2
]−1
. The first-
order transition probability is
P(1)m (T ) =
1
~2
∣∣∣〈m|Oˆ|n〉∣∣∣2
×
[
1
1− (ωmnT/2pi)2 sinc(ωmnT/2)
]2
. (40)
Its dependence on ωmnT is shown in Fig. 2 (dotted line).
Note that it decays as 1/T 6 for large ωmnT . This is to
be compared to the 1/T 2 dependence for constant g(t)
[see Eq. (27)] and the 1/T 4 dependence for triangular
g(t) [see Eq. (36)]. Thus, choosing a smoothly changing
g(t) provides a decisive advantage in reducing the state
disturbance, in agreement with what one would generally
expect in light of the quantum adiabatic theorem.
Since the FWHM of the function
f(x) =
[
1
1− (cx/pi)2 sinc(cx)
]2
(41)
is R(c) ' 4.53c−1, the FWHM of |g˜(ωmnT )|2, with
g˜(ωmnT ) given by Eq. (39), is
R ' 9.06. (42)
Table I summarizes the results for the scaling behav-
ior and FWHM of the transition probability P(1)m (T ) for
three different choices of g(t). Note the dramatic differ-
ence in the falloff of the probability with T . By contrast,
the FWHM is of order unity in all cases and the differ-
ences in the specific values are insignificant.
D. Higher-order contributions
To complete our analysis, we may also look at the
higher-order contributions A
(`≥2)
m (T ) to the transition
amplitude Am(T ), which are given by Eq. (17). As shown
in Appendix A 1, while such higher-order contributions
turn out to contain terms that are of the same order in
1/T and show similar T dependence as the first-order
amplitude A
(1)
m (T ), these terms becomes exponentially
suppressed with increasing order. Therefore, the first-
order amplitude A
(1)
m (T ) discussed here provides a good
representation and approximation of the full transition
amplitude and the state disturbance incurred in a pro-
tective measurement.
IV. POINTER SHIFT
In Sec. III we showed how choosing a smoothly vary-
ing coupling function g(t) can significantly improve the
rate at which the state disturbance decreases as the mea-
surement time T is increased. Based on this result alone,
we would conclude that the optimal choice of g(t) is a
functional form that minimizes the state disturbance in
this sense. However, there is another concern to be taken
into account in protective measurement, namely, the shift
of the apparatus pointer. Specifically, the question is
whether and how the particular choice of g(t) may in-
fluence the amount by which the apparatus pointer will
move during the measurement time T .
We will now show that in the relevant large-T case
given by Eq. (29), the pointer shift is independent of the
particular form of g(t). To this end, we quantify the
pointer shift associated with the initial state |n〉 of the
system by perturbatively studying the amplitude of this
state at the conclusion of the protective measurement. As
before, we let the interaction start at t = −T/2 and end
at t = T/2. From Eq. (18) the first-order contribution to
the amplitude is
A(1)n (T ) = −
i
~
〈n|Oˆ|n〉
∫ T/2
−T/2
dt g(t) = − i
~
〈n|Oˆ|n〉, (43)
where the last step follows from the normalization of g(t)
according to Eq. (2). Thus, A
(1)
n (T ) is independent of the
particular functional form of g(t). We will now investi-
gate the higher-order terms A
(`≥2)
n (T ) given by Eq. (17)
with m = n,
A(`)n (T ) =
(
− i
~
)` ∑
k1,k2,...,k`−1
〈n|Oˆ|k1〉〈k1|Oˆ|k2〉
× 〈k2|Oˆ|k3〉 · · · 〈k`−1|Oˆ|n〉
×
∫ T/2
−T/2
dt′ eiωnk1 t
′
g(t′)
×
∫ t′
−T/2
dt′′ eiωk1k2 t
′′
g(t′′) · · ·
×
∫ t(`−1)
−T/2
dt(`) eiωk`−1nt
(`)
g(t(`)). (44)
Let us consider the term for which all kj = n, 1 ≤ j ≤
9`− 1,
A
(`)
n,{kj=n}(T ) =
(
− i
~
)`
〈n|Oˆ|n〉`
∫ T/2
−T/2
dt′ g(t′)
×
∫ t′
−T/2
dt′′ g(t′′) · · ·
∫ t(`−1)
−T/2
dt(`) g(t(`)).
(45)
In Appendix B we show that the multiple integral is equal
to 1/`! and thus Eq. (45) becomes
A
(`)
n,{kj=n}(T ) =
1
`!
(
− i
~
)`
〈n|Oˆ|n〉`. (46)
To find the total amplitude that also includes the effect
on the apparatus subspace, we use Eq. (16) and sum
A
(`)
n,{kj=n}(T ) over all orders `,
∞∑
`=0
a`iA
(`)
n,{kj=n}(T ) =
∞∑
`=0
1
`!
(
− i
~
ai〈n|Oˆ|n〉
)`
= e−iai〈n|Oˆ|n〉/~
= 〈Ai|e−iPˆ 〈n|Oˆ|n〉/~|Ai〉, (47)
where e−iPˆ 〈n|Oˆ|n〉/~ is the familiar result for the pointer-
shift operator in zeroth-order protective measurement
obtained from time-independent perturbation theory [see
Eq. (9)]. Note that we must include all orders ` irrespec-
tive of the size of T because each of the ` matrix elements
〈kj |g(t)Oˆ|kj′〉 is of order 1/T and the integrals combined
are of order T `.
Note that if g(t) is not normalized, i.e., if G ≡∫ T/2
−T/2 dt g(t) 6= 1, then the multiple integral in Eq. (45)
is equal to G`/`! and Eq. (47) instead reads
∞∑
`=0
a`iA
(`)
n,{ki=n}(T ) = e
−iGai〈n|Oˆ|n〉/~
= 〈Ai|e−iGPˆ 〈n|Oˆ|n〉/~|Ai〉. (48)
Thus, the pointer shift is proportional to both 〈n|Oˆ|n〉
and G, the area under the g(t) graph.
As shown in Appendix A 2, for constant g(t) the kj 6= n
contributions to Eq. (44) are of order 1/T or higher. As
far as the problem of the pointer shift is concerned, they
may therefore be neglected in the large-T limit of pro-
tective measurement given by Eq. (29). Choosing time-
varying coupling functions g(t) can only further dimin-
ish the relevance of these terms since we know from our
analysis of state disturbance in Sec. III that such cou-
plings will significantly increase the rate of amplitude
decay with T .
V. DISCUSSION AND CONCLUSIONS
This paper provides a quantitative and detailed anal-
ysis of the state disturbance incurred during a protective
measurement under physically meaningful conditions,
supplying knowledge that is crucial not only to a practi-
cal implementation of protective measurement, but also
to a deeper understanding of the theory and dynamics
of protective measurement. We have departed from the
prevailing mathematical idealization of infinitely weak
or perfectly adiabatic protective measurements and in-
stead investigated the amount of state disturbance intro-
duced by protective measurements characterized by a fi-
nite time-dependent system–apparatus coupling strength
g(t) and finite duration T . In studying the state dis-
turbance, we have focused on the first-order transition
probabilities obtained from time-dependent perturbation
theory, which quantify the mixing of states of the system
different from the initial state and are proportional to the
squared Fourier transform of g(t). For the functions g(t)
studied here, their Fourier transforms, and thus the cor-
responding transition probabilities, are functions of the
dimensionless quantity ωmnT , which measures the ratio
of the measurement time T to the internal time scale
ω−1mn associated with the transition |n〉 → |m〉, with |n〉
denoting the initial state of the system.
The choice of constant g(t) = 1/T [with g(t) = 0 out-
side the measurement interval] commonly considered in
the literature (see, e.g., Refs. [4, 5, 16]) is found to be
an essentially worst-case scenario for state disturbance,
owing to an infinitely fast turn-on and turnoff of the inter-
action that leads to a broad Fourier spectrum. In agree-
ment with what one would expect from first-order time-
independent perturbation theory, the envelope of the cor-
responding transition probabilities decays as 1/T 2. The
condition for these probabilities to be small is that the
measurement T must be (ideally significantly) larger than
the longest internal time scale τmax = maxm6=n{ω−1mn} as-
sociated with perturbation-induced transitions out of the
initial state |n〉. Given that typical atomic time scales
are very short, this means that it need not be difficult in
practice to choose the measurement time T long enough
to ensure sufficiently small state disturbance (see also
Ref. [21] for a similar argument).
We have shown that any smoothing of the coupling
function g(t) dramatically improves the rate of envelope
decay of the transition probabilities with T [see Fig. 2(b)].
For example, introduction of linear turn-on and turnoff
periods increases the envelope decay rate to 1/T β , with
2 < β ≤ 4. The longer we make the turn-on and turn-
off periods, the more quickly the envelope of the transi-
tion probability decreases with T . The value β = 4 is
reached if the lengths of the turn-on and turn-off periods
are maximized to T/2, i.e., if the interaction strength is
linearly ramped up to its maximum value of 2/T and
then immediately linearly decreased back down to zero,
corresponding to a triangular pulse. Smoothing of g(t)
by using a raised-cosine function for g(t) provides a fur-
ther significant improvement, leading to a 1/T 6 envelope
decay of the transition probabilities.
For all the choices of g(t) considered in this paper,
the width of the central dominant peak of the transition
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probability for |n〉 → |m〉, considered as a function of
ωmnT , has a similar value lying between about 5 and
10. It is therefore sufficient for T to be equal to just a
few multiples of the internal time scales ω−1mn to reach
a region outside the central peak where the transition
probabilities become relatively small. The similarity of
these values for the peak width suggests that we should
let the choice of g(t) chiefly be guided by the goal of
maximizing the decay rate of the transition-probability
envelope, which means choosing a smoothly varying g(t)
such as the raised-cosine function considered here. In
the limit T → ∞, both the raised-cosine function and
triangular g(t) change infinitely slowly and the transition
probabilities are zero, providing a concrete illustration of
the quantum adiabatic theorem [13].
Interestingly, we found that higher-order corrections to
the transition amplitude contain terms that exhibit the
same scaling behavior with T as the first-order contri-
bution (e.g., proportional to 1/T for constant coupling).
We attributed this observation to the particular way in
which the duration T of the protective-measurement in-
teraction tunes the strength of the interaction via the
normalization condition
∫
dt g(t) = 1. Such terms, how-
ever, become exponentially suppressed as one moves to
higher-order corrections, suggesting that the first-order
transition amplitude is indeed the dominant and appro-
priate quantity for measuring the state disturbance.
We also showed that the total pointer shift incurred
during the protective measurement is independent of the
functional form of g(t). To be sure, there are higher-
order corrections to the evolution of the wave packet of
the apparatus pointer (corresponding to effects such as
additional spreading and distortion of the wave packet)
whose precise magnitudes and dynamics will depend on
the choice of g(t). However, such corrections become in-
significant in the case T  τmax relevant to protective
measurement. Moreover, their influence can be expected
to be minimized by using a coupling function g(t) that
minimizes the state disturbance. Choosing a smoothly
varying coupling function, such as the triangle function
or the raised-cosine function discussed in this paper, has
therefore two benefits: It reduces the disturbance of the
initial state and it improves the approximation of treat-
ing the evolution of the pointer wave packet as a simple
combination of free spreading and a shift of the center of
the wave packet by an amount given by the expectation
value of the measured observable Oˆ in the initial state of
the system.
While theoretical schemes for state reconstruction us-
ing protective measurements have been described for spe-
cific systems and system–apparatus interactions [2, 4, 22,
23], the experimental realization of protective measure-
ments remains an open challenge. We hope that our
analysis of state disturbance, as well as our framework
for treating arbitrary time-dependent coupling functions,
may aid in the implementation of protective measure-
ments. Since the system–apparatus interaction in weak
measurements [10] is of the same structure as in protec-
tive measurement, only of much shorter duration, our
results may also be of interest to the theory and imple-
mentation of weak measurements.
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Appendix A: Higher-order corrections to the
state-vector amplitude
Here we will investigate the contributions of the higher-
order corrections A
(`≥2)
m (T ) [see Eq. (17)] to the ampli-
tude Am(T ) and discuss their influence on the state dis-
turbance (Appendix A 1) and the evolution of the pointer
wave packet (Appendix A 2).
1. State disturbance
The higher-order contributions A
(`)
m (T ), ` ≥ 2, to the
transition amplitude Am(T ) are given by Eq. (17) with
m 6= n,
A(`)m (T ) =
(
− i
~
)` ∑
k1,k2,...,k`−1
〈m|Oˆ|k1〉〈k1|Oˆ|k2〉 · · ·
× 〈k`−1|Oˆ|n〉
∫ T/2
−T/2
dt′ eiωmk1 t
′
g(t′)
×
∫ t′
−T/2
dt′′ eiωk1k2 t
′′
g(t′′) · · ·
×
∫ t(`−1)
−T/2
dt(`) eiωk`−1nt
(`)
g(t(`)). (A1)
This amplitude represents multistep transitions in which
the system transitions from the initial state |n〉 to the
final state |m〉 via up to `− 1 intermediate virtual states
|ki〉, 1 ≤ i ≤ ` − 1, summed over all possible transition
times and intermediate states.
We first consider the terms in the sum in Eq. (A1)
for which all indices ki take on distinct values; let us
denote such a term by α
(`)
k1···k`−1(T ). (As always, we also
assume that all transition frequencies ωkikj are nonzero
for ki 6= kj , i.e., that the spectrum is nondegenerate.) To
estimate the influence of these terms, we approximate the
frequencies ωkikj by a typical value ω¯ such that we can
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write α
(`)
k1···k`−1(T ) as
α
(`)
k1···k`−1(T ) =
(
− i
~
)`
〈m|Oˆ|k1〉〈k1|Oˆ|k2〉 · · · 〈k`−1|Oˆ|n〉
×
∫ T/2
−T/2
dt′ eiω¯t
′
g(t′)
×
∫ t′
−T/2
dt′′ eiω¯t
′′
g(t′′) · · ·
×
∫ t(`−1)
−T/2
dt(`) eiω¯t
(`)
g(t(`)). (A2)
Since the integrands are symmetric under an exchange of
the time variables, we can employ the strategy described
in Appendix B below. Namely, we can replace the up-
per integration limits by T/2 and compensate for this
modification by an overall multiplicative factor of 1/`!,
α
(`)
k1···k`−1(T ) =
(
− i
~
)`
〈m|Oˆ|k1〉〈k1|Oˆ|k2〉 · · · 〈k`−1|Oˆ|n〉
× 1
`!
[∫ T/2
−T/2
dt′ eiω¯t
′
g(t′)
]`
. (A3)
The term in square brackets is simply the Fourier trans-
form g˜(ω¯;T ) of g(t) [compare Eq. (23)]. Thus, our anal-
ysis of the first-order contributions in Secs. III A–III C
can be directly applied to determining the dependence of
Eq. (A3) on the measurement time T . Specifically, if the
first-order transition amplitude A
(1)
m (T ) follows a 1/T β
dependence, then the contribution to the transition am-
plitude A
(`)
m (T ) made by Eq. (A3) will be on the order of
1/T β`. Since ` ≥ 2, such contributions are negligible in
the large-T limit relevant to protective measurement.
It follows that contributions whose dependence on T is
comparable to that of the first-order contribution A
(1)
m (T )
can only arise, if at all, for transitions involving less than
`− 1 intermediate virtual states |k 6= m,n〉. To this end,
let us consider the terms in which no such distinct vir-
tual intermediate transitions are present. Formally, this
corresponds to setting kj = m for 1 ≤ j ≤ i and kj = n
for i + 1 ≤ j ≤ ` − 1 in Eq. (A1), with 1 ≤ i ≤ ` − 1.
There are ` such terms, which all give rise to the same
dependence on T . Let us examine a representative term,
α
(`)
mn···n(T ) =
(
− i
~
)`
〈m|Oˆ|n〉〈n|Oˆ|n〉`−1
×
∫ T/2
−T/2
dt′ eiωmnt
′
g(t′)
∫ t′
−T/2
dt′′ g(t′′) · · ·
×
∫ t(`−1)
−T/2
dt(`) g(t(`)). (A4)
Again using the strategy described in Appendix B, we
rewrite this equation as
α
(`)
mn···n(T ) =
(
− i
~
)`
〈m|Oˆ|n〉〈n|Oˆ|n〉`−1
×
∫ T/2
−T/2
dt′ eiωmnt
′
g(t′)
1
(`− 1)! [G(t
′)]`−1 ,
(A5)
where G(t) =
∫ t
−T/2 dt
′ g(t′) measures the area under the
g(t) curve in the interval [−T/2, t′], with −T/2 ≤ t′ ≤
T/2; this area is a non-negative dimensionless number of
order unity. Thus, α
(`)
mn···n(T ) is of the same order in 1/T
as the integral
∫ T/2
−T/2 dt
′ eiωmnt
′
g(t′), which is the Fourier
transform of g(t). We know from Secs. III A–III C that
this Fourier transform determines the T dependence of
the first-order transition amplitude A
(1)
m (T ). Therefore,
we can conclude that α
(`)
mn···n(T ) [Eq. (A4)] has a similar
T dependence as A
(1)
m (T ). Specifically, just like A
(1)
m (T ),
it scales as 1/T for constant coupling (Sec. III A), 1/T 2
for constant coupling with linear turn-on and turnoff
(Sec. III B), and 1/T 3 for the raised-cosine coupling func-
tion (Sec. III C).
Instead of simply estimating the influence of G(t) in
Eq. (A5) by unity, as we have just done, let us also ex-
plicitly evaluate this function for the case of constant
g(t). To simplify notation, let us take g(t) = 1/T in the
interval [0, T ] rather than [−T/2, T/2]. Then G(t) = t/T
and Eq. (A5) becomes
α
(`)
mn···n(T ) =
(
− i
~
)`
〈m|Oˆ|n〉〈n|Oˆ|n〉`−1 1
(`− 1)!
1
T `−1
×
∫ T
0
dt eiωmntg(t)t`−1. (A6)
The integral is the Fourier transform of the function
g(t)t`−1, which is given by∫ T
0
dt eiωmntg(t)t`−1 = i`−1
d`−1g˜(ωmn;T )
dω`−1mn
, (A7)
where g˜(ωmn;T ) =
∫ T
0
dt eiωmntg(t) is the Fourier trans-
form of g(t). By the shift property of the Fourier trans-
form, g˜(ωmn;T ) is equal to the Fourier transform of the
original g(t) defined on the interval [−T/2, T/2] save
for an overall phase factor e−iωmnT/2 [this result holds
for arbitrary functions g(t), including the ones consid-
ered in Secs. III B and III C]. Thus, the T dependence of
α
(`)
mn···n(T ) [Eq. (A6)] is given by
γ`(ωmn;T ) =
1
T `−1
d`−1g˜(ωmn;T )
dω`−1mn
, (A8)
where we can now take g˜(ωmn;T ) to denote the
Fourier transform of g(t) defined on the original interval
[−T/2, T/2]. For constant g(t), g˜(ωmn;T ) ≡ g˜(ωmnT ) =
12
sinc (ωmnT/2) [see Eq. (25)]. In the expression for
dn
dxn sinc(ax), the term to leading order in a is equal to
±ansinc(ax) if n is even and equal to ±an cos(ax)ax if n is
odd. Therefore, to leading order in 1/T , Eq. (A8) can be
approximated by
γ`(ωmn;T ) =
{
±sinc (ωmnT/2) , ` = 3, 5, 7, . . .
± cos(ωmnT/2)ωmnT/2 , ` = 2, 4, 6, . . . .
(A9)
When T is significantly larger than ωmn (which is the case
relevant to protective measurement), both sinc (ωmnT/2)
and cos(ωmnT/2)ωmnT/2 exhibit similar behavior; in particular,
their envelopes decay as 1/T . We have thus confirmed
our previous result that the term α
(`)
mn···n(T ), Eq. (A4),
exhibits essentially the same T -dependence as the first-
order amplitude A
(1)
m (T ).
Note, however, that the factor 1/(`− 1)! appearing in
Eqs. (A5) and (A6) exponentially damps such first-order-
like terms with increasing order ` (while their number
grows only linearly with `). This implies that their con-
tributions rapidly become insignificant with increasing `.
Also, since we have shown that their T dependence is well
approximated by the Fourier transform of g(t), which de-
termines the T dependence of the first-order amplitude
A
(1)
m (T ), it follows that, to leading order in 1/T , A
(1)
m (T )
is indeed a good representation of the dependence of the
overall transition probability on T . This result justifies
our focus on A
(1)
m (T ) in Secs. III A–III C.
So far we have considered the two limiting cases of a
maximum number of virtual transitions |k 6= m,n〉 and
no virtual intermediate transitions at all. Applying our
above reasoning to terms corresponding to the intermedi-
ate regime in which there is a nonzero but nonmaximum
number of virtual transitions, it is readily seen that such
terms must at least be of order 1/T 2β or higher, where
β is the scaling parameter for the envelope decay of the
first-order amplitude A
(1)
m (T ). Therefore, these terms can
be neglected compared to theO(1/T β) terms arising from
A
(1)
m (T ) and from the first-order-like contributions to the
higher-order amplitudes A
(`)
m (T ) discussed above.
As a final remark, it may seem surprising that higher-
order corrections to the transition amplitudes can give
rise to contributions that are only of first order in the
perturbation. The reason is that in protective measure-
ment, due to the normalization of g(t) [see Eq. (2)], the
strength g(t) of the perturbation is linked to the dura-
tion T of the perturbation (i.e., the total measurement
time) and thus to the final time at which the amplitude is
evaluated. For example, in the case of constant g(t), the
strength is precisely the inverse of T , g(t) = 1/T . This in-
terdependence between strength and duration effectively
leads, for certain terms in higher-order amplitudes, to a
reduction in the order of the strength parameter 1/T .
2. Pointer evolution
We will investigate the influence of the kj 6= n con-
tributions to Eq. (44) for the case of constant g(t) [see
Eq. (5)]. First, we look at the second-order term
A(2)n (T ) =
(
− i
~
)2∑
k
∣∣∣〈n|Oˆ|k〉∣∣∣2 1
T 2
×
∫ T/2
−T/2
dt eiωnkt
∫ t
−T/2
dt′ eiωknt
′
. (A10)
The k 6= n contributions are
A
(2)
n,k 6=n(T ) = −
i
~2
∑
k 6=n
∣∣∣〈n|Oˆ|k〉∣∣∣2
ωnkT
+
1
~2
∑
k 6=n
∣∣∣〈n|Oˆ|k〉∣∣∣2
(ωnkT )2
eiωnkT
− 1
~2
∑
k 6=n
∣∣∣〈n|Oˆ|k〉∣∣∣2
(ωnkT )2
. (A11)
The first term is proportional to the second-order energy
shift familiar from time-independent perturbation theory
[20]
∆E(2)n =
1
T 2
∑
k 6=n
∣∣∣〈n|Oˆ|k〉∣∣∣2
~ωnk
, (A12)
the second term represents the contribution from the
mixing of the other unperturbed states |m〉 6= |n〉, and
the third term ensures wave-function normalization to
second order in the perturbation. Then, from Eq. (16)
and to leading order in 1/T , the combination of the
zeroth-order, first-order, and second-order contributions
to the amplitude gives
C(i)n (T ) ≈ A(0)n (T ) + aiA(1)n (T ) + a2iA(2)n (T )
= 1− i
~
ai〈n|Oˆ|n〉 − 1
2~2
a2i 〈n|Oˆ|n〉2
− i
~
a2i∆E
(2)
n T, (A13)
where the first three terms on the right-hand side are
the contributions to the pointer shift [see Eqs. (46) and
(47)]. The last term in Eq. (A13) can be thought of as
the leading-order term in the expansion of the exponen-
tial exp
(
− i~a2i∆E(2)n T
)
. This exponential arises in the
context of time-independent perturbation theory if we
use the second-order perturbative approximation of the
exact energy eigenvalues E˜(n, ai) of the full Hamiltonian
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Hˆ [compare Eq. (8)],
E˜(n, ai) ≈ En + i + 1
T
ai〈n|Oˆ|n〉+ 1
T 2
a2i
∑
k 6=n
∣∣∣〈n|Oˆ|k〉∣∣∣2
~ωnk
,
(A14)
and then employ this approximation to replace the exact
time-evolution term e−iE˜(n,ai)T/~ for the corresponding
exact eigenstate (i.e., the state shifted from |n〉 by the
perturbation) by
e−iE˜(n,ai)T/~ ≈ e−iEnT/~e−iiT/~e−iai〈n|Oˆ|n〉/~
× e−ia2i∆E(2)n T/~. (A15)
Reintroducing the operator Pˆ , the last two
terms on the right-hand side are equivalent to
e−iPˆ 〈n|Oˆ|n〉/~e−iPˆ
2∆E(2)n T/~, where e−iPˆ 〈n|Oˆ|n〉/~ is
the familiar pointer-shift operator. Since the argument
of the term e−iPˆ
2∆E(2)n T/~ is proportional to Pˆ 2, it
represents a contribution to the kinetic energy of the
pointer; it induces spreading of the pointer wave packet
(in addition to the free spreading) without shifting its
center.
A similar analysis may be applied to the higher-order
amplitudes A
(`)
n (T ) given by Eq. (44) with ` ≥ 3. We
have already discussed the term in A
(`)
n,{kj=n}(T ) corre-
sponding to setting all kj = n, 1 ≤ j ≤ ` − 1, in the
sum appearing in Eq. (44) and we have seen that this
term represents a contribution to the pointer shift. Fur-
thermore, in our analysis of higher-order corrections in
Appendix A 1, we found that contributions of order 1/T
arise from amplitudes representing a single transition (in
that case, a direct transition |n〉 → |m〉 without inter-
mediate virtual transitions). The analogous result holds
here, but since the initial and final states are now the
same, the 1/T terms correspond to a single virtual tran-
sition followed by a return to the initial state, i.e., the
two-step transition |n〉 → |k〉 → |n〉 with k 6= n. For-
mally, these are the terms in the sum in Eq. (44) with
a single kj 6= n and all other kj′ = n, with j′ 6= j and
1 ≤ j′ ≤ ` − 1. They provide additional contributions
to the evolution of the pointer wave packet (in the form
of distortions, spreading, etc.) and are of order 1/T or
higher. Thus, in the large-T case relevant to protective
measurements, they can be neglected. Additionally, as
shown in Appendix A 1, they become exponentially sup-
pressed with increasing order `.
Appendix B: Evaluation of the pointer-shift integral
We show here that the multiple integral appear-
ing in Eq. (45) is equal to 1/`!. To see the
idea, let us focus on the second-order double integral
∫ T/2
−T/2 dt
′ g(t′)
∫ t′
−T/2 dt
′′ g(t′′). This double integral is
equal to the volume V under the surface given by
S(t′, t′′) = g(t′)g(t′′) over the region of an isosceles right
triangle defined by t′ ∈ [−T/2, T/2] and t′′ ∈ [−T/2, t′].
Since g(t′)g(t′′) = g(t′′)g(t′), the surface is symmetric
about the hypotenuse of the triangle. Therefore, the
volume V is one-half of the volume V under the sur-
face S(t′, t′′) over the square region defined by t′ ∈
[−T/2, T/2] and t′′ ∈ [−T/2, T/2]. Since g(t) is nor-
malized over [−T/2, T/2], i.e., ∫ T/2−T/2 dt g(t) = 1, we have
V = 1 and therefore
∫ T/2
−T/2 dt
′ g(t′)
∫ t′
−T/2 dt
′′ g(t′′) = 12 .
We can formalize this argument and extend it to higher
orders as follows (the procedure described here is similar
to that used when expressing the Dyson series for the
evolution operator as a time-ordered exponential). By
simply exchanging the variables t′ and t′′, we may write∫ T/2
−T/2
dt′ g(t′)
∫ t′
−T/2
dt′′ g(t′′)
=
1
2
[∫ T/2
−T/2
dt′
∫ t′
−T/2
dt′′ g(t′)g(t′′)
+
∫ T/2
−T/2
dt′′
∫ t′′
−T/2
dt′ g(t′′)g(t′)
]
. (B1)
In the second double integral on the right-hand side, the
same region can be covered by letting t′ range from −T/2
to T/2 and letting t′′ range from t′ to T/2,
∫ T/2
−T/2
dt′ g(t′)
∫ t′
−T/2
dt′′ g(t′′)
=
1
2
[∫ T/2
−T/2
dt′
∫ t′
−T/2
dt′′ g(t′)g(t′′)
+
∫ T/2
−T/2
dt′
∫ T/2
t′
dt′′ g(t′′)g(t′)
]
. (B2)
Thus, the double integrals can be combined into∫ T/2
−T/2
dt′ g(t′)
∫ t′
−T/2
dt′′ g(t′′)
=
1
2
∫ T/2
−T/2
dt′
∫ T/2
−T/2
dt′′ g(t′)g(t′′) =
1
2
, (B3)
where the last step follows from the fact that g(t) is nor-
malized [see Eq. (2)].
For arbitrary orders `, the multiple integral∫ T/2
−T/2 dt
′ g(t′)
∫ t′
−T/2 dt
′′ g(t′′) · · · ∫ t(`−1)−T/2 dt(`) g(t(`)) is
equal to the volume under the `-dimensional hypersurface
in R`+1 given by S(t′, t′′, . . . , t(`)) = g(t′)g(t′′) · · · g(t(`))
and we can apply the same strategy as in the ` = 2
case just described. Geometrically, the volume under
the surface S(t′, t′′, . . . , t(`)) is 1/`! of the volume of the
`-dimensional cube, which is
[∫ T/2
−T/2 dt g(t)
]`
= 1. Hence
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∫ T/2
−T/2
dt′ g(t′)
∫ t′
−T/2
dt′′ g(t′′) · · ·
∫ t(`−1)
−T/2
dt(`) g(t(`)) =
1
`!
. (B4)
Instead of using this geometric argument, in analogy with
Eq. (B1) we could alternatively expand the multiple in-
tegral into `! terms corresponding to the `! possible per-
mutations of the variables (t′, t′′, . . . , t(`)). Redefining the
integral limits in a manner analogous to Eq. (B2) and us-
ing the fact that S(t′, t′′, . . . , t(`)) is invariant under any
permutations of the variables (t′, t′′, . . . , t(`)), we again
obtain Eq. (B4).
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