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Abstract
We examine the effect of an indoor-outdoor temperature difference on the tran-
sient wind-driven cross-ventilation of a room. Laboratory experiments are per-
formed in a water flume using a reduced-scale model room. For solely wind-
driven cross-ventilation with no initial temperature difference between the room
and the external fluid, the ventilation rate is constant. In experiments, the mean
dye concentration decays exponentially, which is expected when the room re-
mains well-mixed. When there is an initial temperature difference but no wind,
the buoyancy-driven exchange-ventilation results lie between a model that as-
sumes the room is well-mixed and a new model that assumes no mixing between
the incoming flow and the room. When both wind and buoyancy drive the flow,
the relative importance of these two effects can be described by a Froude num-
ber, Fr. For buoyancy-dominated ventilation (Fr < 1), the ventilation rate
through the windows can be modelled using an exchange flow with a Fr cor-
rection to account for wind effects, which can increase the ventilation rate by
up to 40%. For wind-dominated ventilation (Fr > 1), a temperature difference
slightly reduces the ventilation rate, but only by up to 6%, a change that can be
neglected in most applications. Two processes compete to ventilate the room in
combined cases: the removal of fluid from a lower layer by flow through the win-
dows and the erosion of an upper layer by entrainment into the jet that crosses
the room. The relative rates of these two processes depend on the geometry of
the room.
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1. Introduction
Heating and cooling account for a significant proportion of energy use in
buildings (e.g. 50% in the USA [1]). These high energy costs could be reduced
by using ventilation strategies that make use of naturally occurring wind and
buoyancy forces to drive flows. However, people have become accustomed to
well-controlled indoor conditions, which are difficult to achieve when ventilation
is strongly affected by outdoor conditions. Increased uptake of natural ventila-
tion will require simple, accurate models that can be integrated into building
design and control systems. In this paper, we examine the effect of an initial
temperature difference on the transient wind-driven cross-ventilation of a room,
using the results of laboratory experiments to build mathematical models that
describe the flow.
There has been a wealth of research into natural ventilation [2, 3]. We are
principally concerned here with buoyancy-driven flows through relatively large
openings, where there can be an exchange flow through an opening [4]. Early
work on buoyancy-driven exchange flows through an opening in a vertical wall
was carried out by Brown and Solvason [5]. Phillips and Woods examined the
transient ventilation of a room through a doorway using laboratory experiments
[6]. They found that a two-layer stratification formed in the room, where the
interface between the layers was well described by a model that assumed fluid
flowing into the room through the doorway did not mix with the fluid in the
room and that the flow was hydraulically controlled at the doorway. Full scale
experiments of transient buoyancy-driven exchange ventilation were carried out
by Heiselberg and Perino, who identified two stages of ventilation: short-term
displacement ventilation followed by slower mixing ventilation [7].
Previous research on the interaction between wind and temperature for nat-
ural ventilation has concentrated on the effect of wind on stack-driven displace-
ment ventilation [see, e.g. 8, 9, 10, 11, 12, 13, 14, 15, among others], where
ventilation between high and low openings is driven by a temperature differ-
ence between the building and the surrounding environment. For stack-driven
ventilation, the heights of the openings are generally small compared to the
difference in height between openings. In contrast, for cross-ventilated rooms,
the height difference between the openings is small compared to the heights of
the openings. An investigation of the effect of temperature on cross-ventilation
was performed by Stavridou et al., although the experiments performed in that
study had a height difference between openings so that there was a significant
stack-driven component to the flow [16]. In this paper we will examine the case
where the openings are at the same height.
Research has also been conducted that examines the interaction of wind with
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single-sided ventilation. Larsen and Heiselberg discovered that the dominating
effect on the ventilation rate switched between wind and temperature, depending
on the ratio of the relevant forces [17]. Heiselberg et al undertook full-scale
experiments of forced unidirectional flow through a side-hung window and found
the effective discharge coefficient decreased for large temperature differences,
suggesting a transition from wind-dominated to buoyancy-dominated conditions
[18].
The effect of a buoyancy source on the cross-ventilation of a building with
multiple rooms has been examined by Lo and Novoselac, using full-scale experi-
ments and CFD simulations [19]. They found that the buoyancy source (located
outside of the path of the cross-ventilation flow) enhanced mixing between dif-
ferent rooms, making cross-ventilation more effective. Lo and Novoselac concen-
trated on cases where the flow was steady and dominated by cross-ventilation
and did not examine the effect of buoyancy on the ventilation rate.
Research has also examined the interaction between a forced net flow rate
through an opening with a buoyancy-driven exchange flow. Early research into
the interaction between a buoyancy-driven exchange flow through an opening
and a forced net flow rate was carried out by Shaw [20]. Shaw developed a
theory for the steady case, where he related the forced net flow rate to a pressure
difference across the opening. Additional work by Epstein and Kenton examined
the effect of combined forced and buoyancy-driven exchange flow through an
opening in a horizontal partition [21, 22]. They developed a separate theory for
the case where there is an imposed net volume flux through an opening.
In this paper we examine the interaction of an imposed flow velocity across an
opening through which buoyancy driven exchange ventilation is taking place. In
our example this interaction determines the ventilation rate, rather than there
being an imposed ventilation rate through the opening. The models we will
develop are related to those developed by Shaw, as the imposed flow results in
a dynamic pressure difference across the room. Unlike Shaw, we examine the
transient case, where ventilation will change the internal conditions in the room,
which then affect the ventilation rate.
The case we have examined is the transient ventilation of a room that is
ventilated by a combination of wind-driven cross-ventilation and an initial tem-
perature difference between the inside and outside of the room. The wind-driven
cross-ventilation is through two identical windows located at the same positions,
one on the windward face and one on the leeward face of the room, as sketched
in figure 1. We find that the transient nature of the flow has significant impacts
on the evolution of the stratification in the room, which then feeds back into
the net ventilation rate of the room with time.
We describe the experimental setup in §2 and discuss the validity of small
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Figure 1: Sketch of (a) the working section of flume with the model room (to scale), and (b)
the model room with internal dimensions in mm. Note that the model room has double-glazed
walls that are 30 mm thick, which are not shown.
scale models in §3. We then describe the results, beginning with wind-driven
cross-ventilation in §4.1, moving on to buoyancy-driven exchange ventilation in
§4.2, then describing the effect of both wind and buoyancy in §4.3. The late-time
behaviour is discussed in §5 and our conclusions are presented in §6.
2. Experimental setup
The experiments were conducted in a flume that is 2.03 m wide and filled
to a depth of 0.825 m. The working section of the flume is 2 m long, which
is viewable through a 2 m × 1 m window (see figure 1(a)). The flow speed
in the flume at full-width is a maximum of 40mms−1. The model room with
internal dimensions 400mm wide, 347mm high and 400mm long, has a heated
floor that was used to create an initial temperature difference between the fluid
in the model room and the ambient fluid in the flume. The heated floor was
only used before the beginning of an experiment to create the initial temperature
difference and was switched off before an experiment began. In order to minimise
heat losses from the model room the walls are double-glazed and insulated with
air gaps.
The model room was placed centrally in the flume, raised by 100 mm (above
the height of the boundary layer which was < 50 mm as measured using dye),
oriented such that the oncoming flow was parallel to its long dimension. Mea-
surements of the ambient flow using dye streaks showed that the oncoming flow
was laminar and uniform over the width and depth of the flume corresponding
to the front façade of the model room. The ‘windows’ were identical rectangular
openings 100 mm high and 80 mm wide, with the bottom edge set 98 mm from
4
the floor of the room and located exactly opposite each other on the windward
and leeward façades which were normal to the external flow (see Fig. 1(b)).
Both openings were initially blocked with dense sponges that were removed at
the start of an experiment. The removal of the sponges perturbed the flow by
generating a vortex ring inside the model room with the removal of the second
sponge, but this perturbation died away within the first 10 seconds and is not
considered to significantly impact the ventilation flow over longer time-scales.
The experiments typically took 20-30 minutes.
The experiment was backlit using a projector at a distance 6 m from the
flume wall (this distance was achieved by use of two 45◦ mirrors). Nearly col-
limated light passed through the experiment and was projected onto a sheet of
tracing paper on the near-side of the flume (the side with the camera). Tem-
perature changes in the fluid lead to variations in the refractive index. The
refractive index variations result in patterns of light and dark on the projected
image of the experiment, highlighting regions with high density gradients, a
technique known as shadowgraph [23]. This gives a qualitative view of the flow.
Temperature was measured using 14 thermocouples: 10 in a vertical array
in the centre of the model room (30 mm apart, with the lowest 30 mm from the
floor) and 4 in the flume to measure the ambient temperature (2 upstream and
2 downstream of the model room). Data was acquired from the thermocouples
using Matlab, a National Instruments USB CompactDAQ Chassis and thermo-
couple input module (NI cDAQ-9171 and NI 9213). The thermocouples were
hermetically sealed T-type (Omega HSTC-TT-TI-24S). We measured the time-
constant of the thermocouples to be < 3 seconds, which is short compared the
timescale of temperature changes in the experiments. The thermocouples had
low noise, as measured by placing the thermistors in a constant temperature
water bath, the standard deviation of the signal was < 0.01 K. The thermo-
couples were calibrated relative to an alcohol thermometer to remove an offset
that varied with temperature and position in the input module. Thirty-three
temperature samples were used to calibrate the thermocouples. As we are pri-
marily concerned with differences in temperature between thermistors, the error
was characterised using the difference between temperature measured by each
of the 14 thermistors and the mean of all thermistors for each of the calibration
measurements. The standard deviation of this difference is 0.032 K. Error bars
in figures 5b, 8b, 11b, and 12a are twice this standard deviation.
The heat loss from the insulated model room is discussed in detail in ap-
pendix Appendix B. We can compare the rate of heat loss through the walls of
the room with the rate of heat loss due to ventilation. The heat lost through
the walls will be less than 10% of the heat loss by buoyancy-driven ventilation
so long as the temperature difference ∆T > 0.02 K. Heat loss through the walls
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results in an exponential decay in temperature with a timescale τcool, whereas
wind-driven ventilation results in an exponential decay with a timescale τwind
(as will be explained in §4.1, equation 3). The ratio of these timescales for the
slowest speed U = 18mms−1 is τcool/τwind = 70. As heat loss occurs over a
much longer timescale than the ventilation processes we are interested in, we
will neglect the heat loss from the room.
A small amount of red food dye was added to the fluid in the model room
before the start of the experiment. The dye attenuates the light that passes
through the room. The attenuation of light can be related to the dye concen-




where I is the light intensity, I0 is the intensity of a background image with no
dye, b is the distance travelled through the solution, and f(c) is a function of
concentration [24, 25]. We calibrate f(c) using known dye concentrations. To
improve the dynamic range of the dye measurements, a green filter was used on
the camera. Typical concentrations of red food dye used in experiments were
less than 25 ml of 1% solution in the model room (c < 4× 10−6 % by volume).
The dye has a neglible change (< 10−4 %) in the density of the fluid in the
model room.
To identify the effect of the shadowgraph on the dye attenuation, an exper-
iment was performed with no dye, with an initial temperature difference of 4 K
and no imposed flow. We found that the light intensity, horizontally averaged
across the room, varied by as much as 15%. For this reason, dye attenuation
measurements are only used as a quantitative measurement for the wind-only
cross-ventilation experiments. For the experiments that have an initial temper-
ature difference between the inside and outside of the model room, the mean
temperature of a vertical array of thermocouples was used to characterise the
ventilation rate.
Results are presented below from a total of 20 experiments covering a range
of ‘wind’ speeds U0 from 0− 35mms−1 and initial temperature differences ∆T0
from 0− 16.3 K, giving a range of initial Froude numbers Fr0 (defined in (17)
below) from 0.35 − 1.72. A list of the experiments is given in Appendix A.
Images from experiments 4, 8, 11, and 18 have been used to illustrate the
different ventilation cases.
3. Scaling considerations
Although small-scale modelling using a water bath technique is a well estab-
lished method, most previous ventilation research using this method has used
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salt solutions to generate density differences. When using salt solutions, we can
achieve dynamic similarity between laboratory experiments and full-scale build-
ings. This is measured by the Reynolds number Re ≡ UL/ν of the flow, where
U and L are characteristic velocity and length scales and ν is the kinematic
viscosity of the fluid. The Reynolds number provides a measure of the inertia of
the flow to frictional forces and for small scale models with reduced length scales
there is a potential for frictional effects to become dis-proportionally high. One
effect of using heat is that the density differences reachable by our experiment
are smaller than they would be if we used salt, thereby reducing U when the
flow is buoyancy-driven and potentially affecting the Reynolds number. Another
potentially important difference is that the diffusion of temperature occurs at
a faster rate than it would for salt, affecting the Péclet number Pe ≡ UL/κ,
where κ is the molecular diffusivity of the stratifying agent (heat in the case
of a real building) . A detailed discussion of the validity of using small-scale
thermally-driven water bath experiments is given in Partridge et al. [26]. A
more general discussion of similarity effects in ventilation experiments is given
by Etheridge [27].
Running reduced-scale experiments impacts the Reynolds number of wind-
driven ventilation and the buoyancy-driven ventilation in different ways. As we
are primarily interested in the competing effects of wind and buoyancy on the
flow through openings, we will use the window height h as our relevant length
scale. For wind-driven flow, if we calculate a full-scale Reynolds number based
on a window height h = 0.5m, wind velocity U = 1ms−1, and the kinematic
viscosity of air νair = 1.5×10−5ms−2, we find Re = Uh/νair = 3.3×104. In our
experiments, the Reynolds number based on these parameters is smaller: for the
slowest ‘wind’ speed U = 18mms−1, the Re = 1.8× 103, based on the window
height of 100mm and the kinematic viscosity of water νwater = 1.0×10−6ms−2.
However, this is significantly larger than the critical opening Reynolds number
Re = 300 for which flow through a small square window into a room in the form
of a jet becomes fully turbulent [28], and so we expect that the flow through the
window and inside the room, when appropriately scaled, to be a quantitatively
accurate when applied to full scale.
The Reynolds number based on building height ranges from 6× 103 to 1.3×
104. Studies suggest that a Reynolds number of 2×104 is required for Reynolds
number independence of turbulent flow around a bluff body. We will therefore
not be correctly resolving the effects of a turbulent flow around the building on
the cross-ventilation. Turbulence can have significant effects on ventilation [29].
In this study we are examining the competition between temperature and wind,
future studies will be needed to examine the interaction of these two effects with
turbulence around the building. Note that we have not attempted to generate
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a turbulent boundary layer over the model room.
For the buoyancy-driven flow, we can calculate a Reynolds number as Re =
h
√
hgγ∆T/ν, where ∆T is a temperature difference, γ is the thermal expansion
coefficient, and g = 9.81m s−2 is acceleration due to gravity. At full scale, for
a temperature difference ∆T = 5 K, and γair = 3.43 × 10−3 K−1, we find a
Re = 1.0 × 104. In our model room, the smallest temperature difference used
was ∆T = 1 K, and γwater = 0.207× 10−3 K−1, we find Re = 1.4× 103, which
is an order of magnitude smaller. However, this Reynolds number is sufficiently
high to expect separation to occur at the edges of the opening, just as for
unidirectional flow.
The small scale experiments of Kiel found that the discharge coefficient (de-
fined at the beginning of §4.1), Cd = 0.6 for 1×104 < Re < 15×104, suggesting
that the flow is Reynolds number independent over this range of Reynolds num-
bers [30]. We also find in §4.1 that Cd = 0.6 suggesting that this result applies
for even lower values of Re. In contrast, the full-scale experiments of Wilson and
Kiel found Cd = 0.4− 0.6 for 1× 104 < Re < 20× 104 [31]. This difference was
ascribed by the authors to interfacial mixing between the incoming and outgoing
streams, likely induced by ambient turbulence in the flow. In the experimental
setup used for this study, turbulence levels are low, therefore we expect the flow
to follow the results of Kiel [30]. Turbulence can have a significant effect on the
flow, which is an important area for future study.
In full-scale buildings, heat transport is dominated by advection over diffu-
sion. This is characterised by a high Péclet number, where Pe = h
√
hgγ∆T/κ,
where κ is the molecular diffusion coefficient. At full scale, with the same tem-
perature difference and window height and using κair = 2.1× 10−5 ms−2 , we
find Pe = 6.8 × 103. In our experiments, κwater = 1.4× 10−7 ms−2, there-
fore our Pe = 1.0 × 104. These calculations show that, despite the increase
in thermal conductivity of water as compared to air, the Péclet number in our
experiments matches the full scale.
4. Results and Discussion
We will begin by comparing the wind-driven and buoyancy-driven ventilation
cases to established models, before moving on to the combined effects of wind
and buoyancy.
4.1. Wind-driven cross ventilation
If the ventilation is solely wind-driven, the flow rate through the windward
opening will be Q = A∗U0, where U0 is the wind speed, and A
∗ is an effective
window area. If the windows are identical with equal areas A, then A∗ =
8
Figure 2: Wind-driven ventilation: images showing the model room (a) before the start of
an experiment (t/τwind < 0), (b) t/τwind = 0.1, (c) t/τwind = 0.5, (d) t/τwind = 2.0, where
τwind = V/A
∗U0. The images are from experiment 4 from table A.1. The external flow is
from left to right, as indicated by the arrow in (a). False colour corresponds to intensity
normalised by background intensity. Red corresponds to dyed fluid, while blue is undyed.
The interior boundaries of the room and the windows are indicated with overlaid lines.
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CdA. The constant Cd is an empirical discharge coefficient that accounts for
pressure losses and streamline contraction at the window. The value of Cd
varies depending on the geometry of the opening, with Cd = 0.6 the generally
accepted value for a square-edged opening where the ratio of window area to wall
area is small [32]. This value has been measured for natural ventilation of full-









2 )/2, where A1, A2 are window areas and C1, C2,
are the discharge coefficients associated with the loss in pressure (dissipation)
at each window [9].
It is well known (see e.g. [34], pp. 264) that if the room is well-mixed, for a
constant wind speed, and therefore a constant Q, the decay rate of the volume






where V is the room volume. The mean concentration will decay with time as
c
c0
= e−t/τwind , (3)
where τwind = V/A
∗U0 and c0 is the initial concentration within the room.
This theory assumes that c = 0 in the environment (or that c refers to the
concentration difference between the room and the ambient).
We can compare this model to the decay of the mean concentration in ex-
periments for various imposed flow speeds U0 (see figure 3a, inset). When time
is non-dimensionalised by τwind (using Cd = 0.6), the data collapse and an ex-
ponential decay shows a good fit to the data (figure 3a). The slightly faster
decay at early times could be explained by the fact that the room is not per-
fectly mixed in the early stages of the experiment (i.e. the concentration is
not uniform across the room). Vertical profiles of dye (Fig. 3b) showed a clear
signature at early times (t/τwind = 0.05) of the incoming (undyed) jet (also
visible in figure 2b), while the profiles were observed to be close to well-mixed
at later times. From this analysis we confirm that the pressure loss through
the windows is well-described by Cd = 0.6. This value of Cd suggests that the
thick wall of the model room does not have a significant effect on the flow, as
Cd = 0.6 is the value for a sharp-edged orifice.
4.2. Exchange ventilation
We now examine the opposite extreme, when ventilation is driven solely
by an initial temperature difference between the interior of the room and the
exterior.
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Figure 3: Wind-driven ventilation: (a) The decay of the mean concentration c of dye, with
non-dimensional time t/τwind, where τwind = V/A
∗U0. The dashed line shows an exponential
decay. The inset shows the decay of the mean concentration with dimensional time. (b) The
horizontally averaged dye profile for U0 = 39mms−1.
Figure 4: Buoyancy-driven ventilation. Images showing the model room (a) before the start
of an experiment (t/τex < 0), (b) t/τex = 0.1, (c) t/τex = 0.5, (d) t/τex = 2.0. The images
are from experiment 8 from table A.1. False colour corresponds to intensity normalised by
background intensity. Red corresponds to dyed warm fluid, while blue is undyed ambient
fluid. The interior boundaries of the room and the windows are indicated with overlaid lines.
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4.2.1. Well-mixed model
There are two models that have been used to predict the ventilation flow due
to a temperature difference between the inside and outside of a room. The first
type of model is an orifice model, similar to that used in the previous section for
wind-driven ventilation. For an orifice model, the flow rate is first determined
by considering the pressure difference (as a function of height) between the
inside and outside of the room and by using Bernoulli’s theorem to calculate
the velocity, neglecting any dissipation in the flow [5]. The dissipation is then
accounted for by use of a discharge coefficient, Cd. The second type of model
is known as a two-layer hydraulic model and predicts the flow by assuming it is
hydraulically controlled at the opening [35]. A two-layer hydraulic model has the
benefit that it does not assume that the flow is dissipationless and it correctly
predicts that the exchange flow will not be symmetric for doorway flows, where
it has been observed that the lower cool layer has a greater thickness than the
upper warm layer. However, a hydraulic model does not account for all the
dissipation in the flow, and an empirical constant is still often needed.
In this paper, we use an orifice model for exchange ventilation rather than
a two-layer hydraulic model as this provides a more natural comparison be-
tween exchange ventilation and wind-driven ventilation, allowing us to inter-
polate smoothly between the two cases. We assume that the same discharge
coefficient (Cd = 0.6) correctly accounts for the contraction of streamlines and
turbulent dissipation in the case of exchange ventilation as was used in the
previous section on wind-driven ventilation. This was found to be the case by
Kiel, who found that Cd = 0.6 for 1 × 104 < Re < 15 × 104 in reduced-scale
experiments similar to those performed here [30].
If the ventilation is solely driven by a temperature difference between the
inside and outside of the room, the velocity through the window can be derived
from Bernoulli’s equation as U(z) =
√
2g′z, where z is the distance from the
neutral buoyancy height – the height at which the pressures inside and outside
the room are equal – and g′ ≡ g(∆ρ/ρ), is the reduced gravity across the
window, where ∆ρ is the density difference due to temperature variations and ρ
is a reference density [5]. The density difference due to temperature variation is
∆ρ/ρ = γ∆T , where ∆T is the temperature difference between the model room
and the ambient and γ is the thermal expansion coefficient (γ = 2.07×10−2 and
3.66 × 10−3 K−1 for water and air, respectively). We will assume the neutral














where h0 is the window height.
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In previous models, it has been assumed that the room is well mixed in the
volume Vh below the top of the windows [5]. With this well-mixed assumption,







where n is the number of windows, all of which are at the same height in the






















We can compare this well-mixed model with experiments for various initial
temperature differences (dash-dot line, figure 5a). We see that the well-mixed
model gives a good prediction for the ventilation rates at early times, but under-
predicts the ventilation rate at later times. By examination of the temperature
profiles, we can see that the room is not well-mixed below the top of the window
(figure 5b). This can also be seen in the images in figure 4. In the following
section, we will construct a new model that assumes there is no mixing between
the flow through the window and the room. This will allow us to give an upper
and lower bound for the evolution of the mean temperature within the room.
4.2.2. Zero-mixing model
If the room is not well mixed, the ventilation of the room below the top of
the windows will take place in two stages. In the first stage, a constant flow rate
will fill up the volume of the room that sits below the bottom of the window,
forming a two-layer stratification in the room. When the interface between the
two layers reaches the bottom of the window, the system will transition to a
second stage. In the second stage, the interface between the two layers moves
up the height of the window. Below the interface, there is no density difference
between the inside and outside of the window. We can therefore model this
behaviour as if the window height were reducing with time. Once the interface
rises to the top of the window, the exchange flow will cease and further reduction
in the average temperature of the room will be due to diffusion of heat down
from the upper layer. This final state can be observed in figure 4d.








Figure 5: Buoyancy-driven ventilation. (a) The decay of the mean temperature in the model
room with non-dimensional time t/τex, where τex = 3Vh/(A
∗󰁳g′0h). The dash-dotted curve
is the result of the well-mixed model (6) and the dashed curve is the zero mixing model (16).
The horizontal dotted line at ∆T/∆T0 = 0.43 indicates the temperature in the room if Vh
was filled with ambient fluid. (b) The time evolution of temperature profiles within the room
for ∆T0 = 3 K.
where g′0 is the initial reduced gravity. This leads to the mean temperature







, for t < tL. (9)







When the interface reaches the bottom of the window, the effective window


















where the effective window area is assumed to be equal to A∗h/h0 (i.e. the





















































, for t > tL. (16)
We can compare this model to the experimental results (dashed line, fig-
ure 5a). We see that a zero-mixing model more closely predicts the behaviour
of the temperature decay in the room than the well-mixed model, in that the
experiments show evidence of an initial linear decay of the temperature in the
room, which is described by the zero-mixing model. The results lie between the
well-mixed and zero-mixing model, which would be expected from the tempera-
ture profiles in figure 5b, which show that the temperature gradient in the lower
layer is approximately linear, indicating that some mixing has occurred.
The model developed in this section is similar to that developed by Phillips
and Woods that assumed no mixing between a buoyancy-driven exchange flow
entering a room through a doorway [6]. However, their model assumed that the
ventilation rate did not change as the interface moved up over the opening, with
the neutral buoyancy height in the opening remaining constant, until the height
of the interface within the room reached the neutral buoyancy height in the
doorway. In contrast, the effective height of the window in our model decreases
continuously as the interface moves over the opening height.
4.3. Combined ventilation
When both temperature and thermal effects are significant, we can charac-
terise the relative importance of these effects on the flow through the windows








where U0 is the (uniform) wind speed, g
′
0 is the initial reduced gravity of the
room relative to the environment and h0 is the height of the window. As we
shall see, the Froude number is a appropriate non-dimensional parameter to
describe the switch from buoyancy-dominated to wind-dominated behaviour.
When Fr0 > 1, we expect the flow through the windows to be wind-dominated,
whereas if Fr0 < 1, we expect (at least initially) the flow to be dominated
by buoyancy. Ventilation of the room will decrease the temperature difference
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between the room and the ambient, reducing g′. This means that although the
Froude number may start small, unless U0 = 0 warm fluid will be flushed from
the room by the ventilation, the Froude number will increase and the ventilation
eventually becomes wind-dominated.
The Froude number is the ratio of the velocity associated with the wind U0,
to the velocity associated with the buoyancy-driven flow,
󰁳
g′0h0. The Froude
number is related to the Archimedes number Ar = 1/Fr2, a parameter that has









4.3.1. Wind dominated: Fr0 > 1
When the initial Froude number Fr0 ≫ 1, the wind-driven flow will dom-
inate the buoyancy-driven flow and we expect to get only in-flow through the
windward window and only out-flow through the leeward window. Images of the
ventilation flow and the evolution of the interior stratification for Fr0 = 1.22
can be seen in figure 6, which confirm this uni-directional flow. However, we see
that, even for relatively small temperature differences, the behaviour of wind-
dominated ventilation is quite different from wind-only ventilation (figure 2).
The ventilation appears to occur in two stages: first (t/τ ≲ 1) the lower part of
the room is ventilated, up to the top of the windows (figure 6d), then (t/τ ≳ 1)
the upper part of the room is removed over a much longer timescale (figure 6f).
We start by building a model for the ventilation rate. If we assume that
the neutral buoyancy height remains at the centre of the window, Bernoulli’s
equation tells us that the velocity profile in the window is
U(z) =
󰁴
U20 − 2g′z, (19)
noting that because Fr0 > 1 =⇒ U20 − 2g′z > 0 for −h0/2 < z < h0/2.








(Fr2 + 1)3/2 − (Fr2 − 1)3/2
󰀔
, (20)
where Fr = U0/
√
g′h0 is the instantaneous Froude number (since g
′ decreases














Figure 6: Wind-dominated combined ventilation (Fr0 = 1.22). The images are from ex-
periment 11 from table A.1. False colour corresponds to intensity normalised by background
intensity. Red corresponds to dyed warm fluid, while blue is undyed cooler ambient fluid. The
external flow is from left to right, as indicated by the arrow in (a). The interior boundaries
of the room and the windows are indicated with overlaid lines.
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Figure 7: Temperature differences have little effect on wind-driven cross-ventilation. (a)
Ventilation flow rate as a function of Fr for Fr > 1, relative to ventilation flow rate for
wind-only ventilation. For a room initially at a higher temperature than the external air but
supplied with no additional heating the system will follow the trajectory from low to high Fr.
(b) Velocity profile for the windward-window for varying Fr.
This normalised flow rate is plotted in figure 7. It can be seen that for Fr > 1,
the effect of temperature is small. Even at Fr = 1 when the wind-driven and
stack-driven ventilation forces balance, the ventilation flow rate is 2
√
2/3 ≈ 94%
of wind-only ventilation. Therefore, modelling the ventilation flow rate through
the window as being due to wind only will lead to at most a 6% error. This
error will also decrease with time as the ventilation of the room will reduce g′
and increase Fr.
Given that the effect of temperature on the flow rate is so small, it is worth
comparing the wind-dominated experiments with a simple exponential model
that assumes the room is well-mixed in the reduced volume Vh. The decay of
temperature in the model room for experiments at various Fr0 > 1 is plotted in
figure 8a. Time is non-dimensionalised by τwind = V/(A
∗U0), which gives a good
collapse for the data. Two models are plotted for comparison: an exponential
decay that assumes the room is well-mixed over the entire room volume V
(dashed line) or well-mixed only below the top of the windows Vh (dashed-dot
line). The effective volume of the room appears to be close to Vh and does not
vary significantly across this range of Froude numbers.
Although the initial decay of the temperature difference in the room approx-
imately follows the exponential fit with a timescale set by Vh, the experiments
appear to have a slightly slower ventilation rate than the model would suggest.
Inspection of figures 6b and c (and the supplementary video) shows that the
inflow through the window initially does not mix well with the room volume
and the momentum of the inflow allows it to cross the floor of the room, exiting
via the leeward window. This short-circuiting means that the fluid exiting the
18
Figure 8: Experimental results for wind-dominated ventilation (Fr0 > 1). (a) The decay of
the mean temperature in the model room with non-dimensional time t/τwind, where τwind =
V/(A∗U0). Two models are plotted: an exponential decay, assuming the room is well-mixed
below the top of the windows Vh (dash-dot line) or well-mixed over the room volume V
(dashed line). Wind-only experiments (as previously plotted in figure 3a) are plotted in grey
for comparison. The dotted line indicates the temperature difference in the room if Vh were
filled with ambient fluid. (b) The evolution of the temperature profiles within the room for
Fr = 1.0. The dotted lines indicate the top and bottom of the window.
room through the leeward window is at a lower temperature, as compared to
the temperature of fluid that would leave the room if Vh were well-mixed. This
reduces the rate at which the temperature decreases.
4.3.2. Thermally dominated: Fr0 < 1
Images of the ventilation flow for Fr0 = 0.61 are shown in figure 9. For
Fr0 < 1 there is the potential for both in-flow and out-flow through both
openings, and this two-way exchange flow through each window is observed
in this experiment. Consequently, there will be a vertical location ẑ on each
window, where the wind and buoyancy cancel each other and U(ẑ) = 0. The
net flow-rate out of the room will be the total out-flow through all windows.
For the window on the windward side, wind will oppose the buoyancy-driven
out-flow through the top of the window. Using Bernoulli’s equation, the vertical
location where U = 0 is ẑ = U20 /2g
′, and out-flow through the windward window
will occur for z > ẑ, for which U(z) =
󰁳
2g′z − U20 .
For the window on the lee side, wind will reinforce the out-flow through
the top of the window. The vertical location where U = 0 is ẑ = −U20 /2g′, and
out-flow through the window will occur for z > ẑ, for which U(z) =
󰁳
2g′z + U20 .






















Figure 9: Buoyancy-dominated combined ventilation (Fr0 = 0.61): The images are from
experiment 18 from table A.1. False colour corresponds to intensity normalised by background
intensity. Red corresponds to dyed warm fluid, while blue is undyed cooler ambient fluid.
The external (wind) flow is from left to right, as indicated by the arrow in (a). The interior
boundaries of the room and the windows are indicated with overlaid lines.
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Figure 10: Wind enhances buoyancy-driven exchange ventilation. (a) Ventilation flow rate as
a function of Fr for 0 < Fr < 1, relative to ventilation flow rate for buoyancy-driven exchange
flow. (b) Velocity profiles at the windward-window for various Fr.
We can compare this ventilation flow rate to that which occurs for buoyancy-
driven exchange flow through two windows, Qex. This is the flow rate Q given














(1− Fr2)3/2 + (1 + Fr2)3/2
󰀔
. (25)
This normalised ventilation rate is plotted in figure 10. As expected, for Fr = 0,
which corresponds to exchange ventilation, Q/Qex = 1. As Fr approaches 1,
the ventilation flow rate increases by a factor of
√
2 ≈ 1.4.
The evolution of the mean temperature in the model room for various initial
Froude numbers is plotted in figure 11a (inset). If time is non-dimensionalised
by the time-scale associated with exchange flow and normalised by the initial
ratio of the ventilation flow rates, (25) with Fr = Fr0, the data collapse. The
zero-mixing and complete mixing exchange flow models provide good bounds
on the temperature within the room for the initial decay.
Strictly speaking, by normalising by the initial ratio of the ventilation flow
rates, we have only made the initial gradients of the temperature decay col-
lapse. The instantaneous decay of ∆T/∆T0 is determined by the instantaneous
Froude number at the window, which will reduce with time as the ventilation
progresses. As these experiments begin with different Froude numbers and the
ventilation has a nonlinear dependence on Froude number, the instantaneous
Froude number, Fr(t), will decay at a different rate for experiments with differ-
ent Fr0. We have not included integrated models that take account of Fr(t),
as these will also only provide bounds on the time evolution of the system.
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Figure 11: Buoyancy-dominated ventilation (Fr0 < 1). (a) The decay of the mean temper-
ature in the model room with non-dimensional time t/τex, where τex = 3Vh/A
∗󰁳g′0h. The
thin dotted line indicates the temperature in the room if Vh were filled with ambient fluid.
(b) The evolution of the temperature profiles within the room for Fr0 = 0.61.
5. Late-time behaviour
For all of the combined wind and buoyancy experiments performed for this
study, once the layer of fluid below the top of the windows is replaced by fluid of
the same temperature as that outside the room, the system transitions to what
we will call the late-time behaviour. Flow through the windows is entirely wind
driven and mixing is produced by the jet that comes in through the window
and induces shear in the interface between the two layers. Shear-driven mixing
is by no means a solved problem. However, we can develop some simple scaling
arguments for the present case. We will assume that the density gradient in
the mixing layer ∇ρ ∼ ∆ρ/δ, where δ is the thickness of the mixing layer, and
∆ρ = γ∆Tδ is the density difference across the mixed layer. We will assume











where Frδ is the Fr based on the length scale δ.
We define the dimensionless entrainment rate E = Qe/U0Af , where Qe is
the volume flux across the interface and Af is the floor area of the room. We









where D is the depth of the upper layer, and we have assumed that entrainment
is occurring over some constant fraction of the interface.
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It is usual to relate entrainment to the Richardson number in a power law
of the form
E ∼ Rim, (28)
wherem is some power. Equivalently, we could write E ∼ Frnδ , where n = −2m.
Schneider [36] investigated the mixing produced by a jet parallel to a density
interface and found n = 3. This is the same power law as that found by Baines,
who studied the mixing induced by a jet impinging on (perpendicular to) a
density interface [37]. Alternatively, Herault et al. found E ∼ Fr3 for Fr ≪ 1
and E ∼ Fr for Fr ≫ 1 for a jet impinging on a density stratification [38].
A formulation that takes account of confinement has also been suggested, with
E ∼ Fr2 for the unconfined case and E ∼ Fr3 for the confined case, with the
difference due to the influence of secondary flows for the confined case [39].
Before measuring the entrainment, we will examine the interface thickness
δ. To measure the interface thickness, we fitted a hyperbolic tangent profile to
the temperature profile in the model room. This was done for t = t0, the time
at which ∆T/∆T0 = 1− Vh/V (i.e. the temperature of the room if the volume
below the windows were replaced by ambient fluid). An example of the fit of a
tanh profile is shown in figure 12a. The variation of δ at t0 with initial Froude
number Fr0 is plotted in figure 12b, which shows that as Fr0 increases, and
wind dominates over buoyancy, the interface thickness increases. Error bars are
calculated from 95% confidence intervals of the coefficient from the tanh fit.
This measurement of interface thickness is thicker than would be inferred from
shadowgraph images. This increased thickness is likely due to a combination of
the effect of waves on the interface and the time constant of the thermistor (3
seconds). Unfortunately, it was not possible to make an accurate measurement
of the interface thickness from shadowgraph images due to the distortion created
by the strong refractive index variation at the interface, and the fact that the
image represents an integral of the deviations of the light across the full width
of the tank. Consequently, we use the measurements of δ from the fitted profiles
to calculate Frδ and examine entrainment.
The late-time behaviours of the experimental results are plotted in figure
13a, which shows ∆T/∆T0 shifted by t0. We could use these data to find the
entrainment rate provided only the entrainment was responsible for reducing
the mean temperature. However, for the lower Froude number experiments,
heat loss from the room accounts for up to 1/3 of the rate of temperature
decay (calculated by examining the rate of decrease in temperature of the top
thermistor). Instead, we use the midpoint of the tanh fit to find the depth of
the upper layer D. The depth of the upper layer D relative to D0, the depth
at t0, is plotted in figure 13b. We find dD/ dt by fitting a line to t > t0 and
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Figure 12: Interface thickness. (a) A tanh profile (solid line) is fitted to the temperature
measurements (circles) at t = t0, the time at which ∆T/∆T0 = 1−Vh/V . This profile is used
to estimate the interface thickness δ (indicated with dashed lines). The example shown is for
Fr = 1.0. (b) The interface thickness δ at t0 with initial Froude number Fr0. Error bars are
calculated from 95% confidence intervals of the coefficient from the tanh fit.
Figure 13: Late time behaviour. (a) All wind-buoyancy combined experiments, shifted by t0,
the time at which ∆T/∆T0 = 1− Vh/V . (b) The depth of the upper layer D found by fitting
a tanh function to the temperature profile (points) and a linear fit (lines).
calculate the entrainment E from (27). The entrainment E is plotted against
Frδ in figure 14. The density difference used to calculate Frδ is the density
difference across δ, measured from the same tanh fit. The data suggest a linear
relationship between entrainment and Frδ, although a greater range of Frδ
would be needed for a definitive answer.
From these results we can see that there are two processes that occur during
the ventilation of the model room. For the experiments described above, the
layer below the top of the windows is removed initially and then the remaining
upper layer is eroded. At low Froude numbers, the erosion of the upper layer
occurs much more slowly than the removal of the lower layer. As the Froude
number increases, however, this balance could shift. The timescale associated
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Figure 14: The entrainment E = (1/U0)× dD/ dt, where dD/ dt is found from a linear fit to
the data plotted in 13(b). Vertical error bars are two standard deviations of the coefficient of
the linear fit of D. Horizontal error bars are calculated from the 95% confidence intervals of
δ.










where we have assumed that E is a constant (i.e. it does not vary with D). This
appears reasonable for the experiments in figure 13a (as they have constant
gradients), but might vary when D becomes small or the aspect ratio of the
room increases.
We are interested in determining the critical Froude number Frc, for which
τwind = τentrain, as then for Fr ≪ Frc, ventilation will occur in two stages
and temperature differences would need to be taken into account, whereas for
Fr ≫ Frc, the cross-ventilation can be treated as purely wind-driven. This





which depends only on the room geometry. If we assume that the entrainment
rate scales linearly with Froude number, fitting a function of the form E = aFrδ
gives for the constant coefficient a = 7.4×10−4. Using the geometry of our model
room gives Ec = 0.02, which allows us to estimate the critical Frδ = 28. Figure
12b suggests that δ is a weak function of Fr0, so we estimate Fr0 ≈ bFrδ,
finding the coefficient b = 0.72 from a fit to the data. An estimate for the
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critical initial Froude number for this room geometry is then Fr0 ≈ 20. For
Fr0 ≪ 20, we expect to see a two-stage ventilation of the room, whereas for
Fr0 ≫ 20 we expect that temperature is not significant and cross-ventilation
can be modelled as driven by wind alone. This critical Froude number is specific
to this room geometry. This analysis is meant to be suggestive, rather than to
be taken literally, as it was necessary to extrapolate from the data available to
calculate the estimate for the critical Frc.
It should be noted that in formulating (30) we assumed that the velocity
difference across the shear layer was equal to U0, which will only be true when
Fr0 is high or at late times for wind-driven ventilation. At lower Fr0 = O(1),
the velocity at the top of the window will be suppressed at early times, reducing
the entrainment rate from the upper layer. We should also be careful when
using (31) if D is close to zero, as the layer might overturn, changing the mixing
dynamics. Experiments at intermediate Froude numbers are needed to progress
further. As these experiments would require a new experimental apparatus, we
leave them for future research.
6. Conclusions
Using experiments and simple theory, we have identified the effect of an ini-
tial temperature difference on the transient ventilation of an unobstructed cross-
ventilated room with identical openings in the windward and leeward façades.
The relative strengths of the wind-driven and buoyancy-driven flows are char-
acterised by a Froude number Fr, which is the ratio of the wind speed to a
buoyancy-driven flow speed. For initially wind-dominated ventilation (Fr0 > 1),
a temperature difference makes only a minor modification to the inflow through
the window and results in only a small decrease (< 6%) in the ventilation flow
rate through the windows. This effect can be neglected in most practical ap-
plications. On the other hand, for initially buoyancy-dominated ventilation
(0 < Fr0 < 1), the wind significantly changes the inflow through the window
and, therefore, increases the ventilation flow rate by up to 40%.
For the combined (wind and buoyancy) experiments described here, the ven-
tilation occurs in two stages. In the first stage, the layer below the top of the
windows is removed relatively rapidly. In the case of wind-dominated venti-
lation, this can be described by an exponential decay with a reduced room
volume corresponding to the volume of the room below the top of the windows.
For buoyancy-dominated ventilation, the decay of the mean temperature in a
room can be modelled as exchange ventilation with a correction factor that is a
function of the initial Froude number.
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The second stage of ventilation is the erosion of an upper layer (above the
top of the windows) by entrainment into the wind-driven jet that crosses the
room. The entrainment appears to follow a linear behaviour with a Froude
number defined using the thickness of the mixing layer, the wind velocity and
the buoyancy of the upper layer.
This research has two consequences for natural ventilation design. Firstly,
in practice it appears that wind can have a significant effect on buoyancy-driven
exchange flows through openings when cross-ventilation can occur, but buoy-
ancy effects can be neglected when calculating flow rates when ventilation is
dominated by wind. Secondly, even when buoyancy effects can be neglected
when calculating the ventilation rate through an opening, temperature effects
can still result in a stable stratification that can remain for a significant length
of time (as compared to the time taken to remove fluid from below the top of
the windows). If the main form of ventilation is by cross-ventilation, this could
result in the build-up of contaminants above the top of the windows.
We have examined the case of cross-ventilation through two large openings,
that are without obstructions, such as the lower half of a sash window that
is fully opened. Different opening types would be expected to have an effect,
particularly if the window has a vertical or horizontal hinge. This effect might
be characterised by use of a new discharge coefficient.
Several open questions remain. One of the most significant relates to the
transition between the two stages of ventilation. We have proposed some simple
scaling arguments to identify the critical Froude number at which temperature
effects can be neglected and the ventilation modelled as entirely wind-driven,
but further experiments at intermediate Froude numbers are needed, as are
experiments that vary the room geometry. Further investigation of the entrain-
ment at late times are also of interest, to identify whether the entrainment rate
changes as the interface moves away from the top of the windows and whether
the entrainment continues to follow a linear relationship with Froude number
at higher Froude numbers.
In this study, we have examined the transient case of a room that cools
down over time. An interesting area for future research would be the steady
state of a room with cross-ventilation and a heated floor (perhaps due to solar
radiative heating of the floor). The effect of a combination of cross-ventilation
and discrete heat gains in a larger room is another important area for future
research, as discrete heat gains could result in horizontal temperature variations.
A final significant effect that we have not examined here is the effect of tur-
bulence. Turbulence would be expected to disrupt the exchange flow, decreasing
the effective discharge coefficient due to mixing between the incoming and out-
going flows. Further experiments at higher Reynolds numbers and at full scale
27
would also be of interest.
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Experiment U0 (mm/s) ∆T (K) Fr0
1 18 0 ∞
2 25 0 ∞
3 32 0 ∞
4 39 0 ∞
5 0 1.1 0
6 0 2.1 0
7 0 3.0 0
8 0 4.0 0
9 35 2.0 1.72
10 35 3.0 1.39
11 35 4.0 1.22
12 25 2.0 1.24
13 25 2.0 1.22
14 25 3.0 1.00
15 20 2.0 1.00
16 25 3.9 0.88
17 20 3.5 0.77
18 25 8.0 0.61
19 20 12.3 0.41
20 20 16.3 0.35
Table A.1: List of experiments
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Appendix B. Heat loss through walls
The rate of heat loss through the walls of the model room can be modelled







where τcool = ρV cp/SU , S is the internal surface area of the box, U is the
heat transfer coefficient, and cp = 4181 J/kg K is the heat capacity [40]. From
experiments conducted by Partridge et al, we know that U = 5.5 W m−2 for
the model room used [26]. Using this value of U and the internal surface area
of the box, we find τcool = 5× 104s.
We can construct a similar equation for the buoyancy-driven ventilation case




















As τex is inversely proportional to the square-root of the initial temperature







where the constant C = 0.0154K1/2 for the setup in the current experiment. The
heat lost through the walls will be less than 10% of the heat lost by buoyancy-
driven ventilation so long as the temperature difference ∆T > 0.02 K.
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