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Abstract
In this paper, we develop and characterize the fully dissipative Lattice Boltzmann method for ultra-relativistic fluids in
two dimensions using three equilibrium distribution functions: Maxwell-Ju¨ttner, Fermi-Dirac and Bose-Einstein. Our
results stem from the expansion of these distribution functions up to fifth order in relativistic polynomials. We also
obtain new Gaussian quadratures for square lattices that preserve the spatial resolution. Our models are validated with
the Riemann problem and the limitations of lower order expansions to calculate higher order moments are shown.
The kinematic viscosity and the thermal conductivity are numerically obtained using the Taylor-Green vortex and the
Fourier flow respectively and these transport coefficients are compared with the theoretical prediction from Grad’s
theory. In order to compare different expansion orders, we analyze the temperature and heat flux fields on the time
evolution of a hot spot.
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1. Introduction
Relativistic fluid dynamics and kinetic theory [1] for
relativistic gases play an important role in the study
of many physical systems, ranging from the big scale
of cosmology and astrophysics [2, 3, 4] to the micro-
scopic scale of particle physics [5] and condensed mat-
ter physics [6]. Since the discovery of the elliptic flow
in the quark-gluon plasma formed by ultra-relativistic
nuclear collisions [7], several models based on relativis-
tic fluid dynamics have appeared to describe the experi-
mental results [8, 9, 10]. Two-dimensional models have
been used to describe galaxy formation [11], cosmolog-
ical models [12] and quark-gluon plasma [13, 14], but
they have gained special importance after the discov-
ery of graphene [15, 16] and Dirac materials [17], in
which the charge carriers, governed by the Fermi-Dirac
(FD) distribution, behave effectively as massless ultra-
relativistic quasi-particles moving at Fermi speed. Rel-
ativistic models based on Bose-Einstein (BE) statistics
have also applicability to explain fluid dynamics effects,
as the collective behavior of the matter formed shortly
after nuclear collisions [18], gravitational analogy with
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BE condensates [19] and even attempts to explain dark
matter [20].
The lattice Boltzmann method [21] (LBM) is a nu-
merical technique based on the Boltzmann equation and
on the Gaussian quadrature, which have been success-
fully applied to model classical fluids [22, 23], governed
by the Maxwell-Boltzmann (MB) distribution, and also
to semi-classical [24, 25, 26] and relativistic fluids. For
classical fluids, it has been demonstrated that the hydro-
dynamic equations can be fully recovered by the LBM if
the equilibrium distribution function (EDF) is expanded
in orthogonal polynomials up to a minimum order that
retains the necessary moments [27, 28]. For instance,
to recover the Navier-Stokes equation (momentum con-
servation equation) one needs to expand the MB distri-
bution up to third order in Hermite polynomials and to
recover the energy conservation equation the fourth or-
der expansion is required (analogous results were found
for semiclassical fluids [29]). For relativistic fluids, one
needs a fifth order expansion to fully recover the hydro-
dynamic equations and transport coefficients as shown
in Refs. [30] and [31].
In 2010, the first relativistic lattice Boltzmann
method (RLBM) was proposed by Mendoza et. al. [32,
33] and subsequently improved in numerical stabil-
ity and new features [8, 34, 35, 36]. The theoretical
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background for the RLBM and the extension to ultra-
relativistic gases was done by Romatschke et. al. [37],
where the authors used a model with interpolated
streaming since the velocity vectors disposed along a
sphere do not match the square lattice. These first
models were based on the expansion of the Maxwell-
Ju¨ttner (MJ) distribution in relativistic polynomials up
to second order following an analogous procedure as
for classical models. In Ref. [31], an improved dissi-
pation model based on a third order expansion of the
MJ distribution was proposed, which does not recover
the dissipation completely because a fifth order expan-
sion is required. This model relies on a new Gaussian
quadrature with exact streaming on a square lattice, re-
covering one of the main advantages of LBM, but cost-
ing a loss of resolution. Recently, a new RLBM, also
based on a third order expansion of the MJ distribu-
tion, was able to implement exact streaming on a square
lattice without loosing spatial resolution allowing also
to treat the regime of massive particles [38]. Mean-
while, other RLBMs with exact streaming have been
used for graphene, where the grid points are disposed
on a hexagonal lattice [39, 40] such as in the molecular
structure of graphene. Nevertheless, for these quadra-
tures, the polynomial expansion of the EDF is limited
to second order, which might be enough for practical
purposes, but gives a poor description if the velocities
and/or the temperature fluctuations are moderately high,
as shown here. In Ref. [41], the first model based on a
fifth order expansion of the FD distribution was used
to study the Kelvin-Helmholtz instability on graphene.
Since this is a viscous fluid dynamical effect, a fully dis-
sipative method is desirable to achieve better accuracy
of the results.
The Grad [42] and Chapman-Enskog [43] (CE) meth-
ods are the most common ones to calculate, from the
Boltzmann equation, the transport coefficients and the
hydrodynamic equations, i.e, the Navier-Stokes equa-
tion and the Fourier law. Both methods give the same
results in the non-relativistic case [44]. For relativis-
tic fluids, these two methods give the same conserva-
tion equations, but different transport coefficients [1],
which is still a controversial topic nowadays [45]. Other
methods have been proposed to obtain the transport co-
efficients in relativistic fluids, as the renormalization
group method, which gives the same results obtained
with the CE method [46, 47, 48, 49]. Numerical meth-
ods based on a bottom-up construction are important
tools to gain insight about the correct form of the trans-
port coefficients and recent simulations with three di-
mensional relativistic methods have consistently con-
firmed the prediction of the CE method [50, 51, 45].
A careful analysis of wave attenuation in a medium
formed by ultra-relativistic particles can be found in
Ref. [52], which exactly recovers the transport coeffi-
cients predicted by the CE method. Surprisingly, few
have calculated the transport coefficients in two dimen-
sions, despite the increasing importance that the two-
dimensional relativistic systems have gained during the
last years. In Ref. [30] the Grad method was ap-
plied in two dimensions, obtaining the correspondent
bulk and shear viscosities and the thermal conductivity,
which have been used to calculate the relaxation time in
RLBM simulations [39, 31, 36]. However, in Ref. [40],
the shear viscosity and the thermal conductivity, numer-
ically measured using a RLBM for graphene, disagree
with the ones obtained with Grad’s expansion. Further-
more, the bulk viscosity was also calculated in Ref. [12]
for a two-dimensional relativistic gas, but they did not
investigate the other transport coefficients. So far, the
CE method for relativistic gases in two dimensions has
never been used to derive the full set of transport coeffi-
cients, remaining this an important open task to achieve
a better understanding of the two-dimensional relativis-
tic gases.
In this paper, we build two-dimensional RLBMs with
full dissipation using the MJ and BE distributions and
compare themwith the model for the FD distribution de-
scribed in Ref. [41]. To do so, we expand the EDFs up to
fifth order and develop new Gaussian quadratures able
to calculate tensors up to fifth order and that preserve the
spatial resolution. To test and characterize our models,
we perform five numerical simulations. The models are
validated using the Riemann problem though the com-
parison of our results with the ones from a reference
model (Ref. [31]). At this point, we calculate tensors
from second to fifth order and show that different expan-
sion orders give different results. We numerically mea-
sure, with high precision, the kinematic viscosity, with
the Taylor-Green vortex, and the thermal conductivity,
through Fourier flow and compare the results with the
referencemodel. As will be shown, these measurements
do not agree with the coefficients obtained with Grad’s
expansion, but they agree with previous measurements
using RLBM [41, 40]. The accuracy of our models re-
garding space discretization is verified in the context
of forced Poiseuille flow. In addition, we simulate the
hot-spot relaxation in order to observe the differences
between different expansion orders for the temperature
and heat flux fields.
This work is organized as follows. In Secs. 2.1 and
2.2 we review the relativistic Boltzmann equation and
the relativistic orthogonal polynomials. In Sec. 2.3,
we describe the expansion of the three distribution func-
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tions (MJ, FD and BE) in orthogonal polynomials, with
more details given in the Appendix, and in Sec. 2.4
we calculate the Gaussian quadratures. The full EDF
expansion of the distribution functions as well as the
quadratureswith high precision can be found in the Sup-
plementalMaterial1. In Sec. 3 we describe and show the
results for the five numerical tests used to validate and
characterize the models. In Sec. 4 we summarize the
main results and conclude.
2. Model description
2.1. Relativistic Boltzmann Equation
The temporal evolution in our model is given by the
relativistic Boltzmann equation [1] with the Anderson-
Witting collision operator, which assumes a single re-
laxation time for the problem, τ, and allows us to treat
massless ultra-relativistic particles:
p¯µ∂µ f = −
p¯µU
µ
c2τ
( f − f eq), (1)
where c is the speed of light. Repeated indexes repre-
sent a sum (Einstein’s notation). For two-dimensional
systems, the greek indexes range from 0 to 2 (0 is the
temporal component) while the latin indexes range from
1 to 2. The relativistic (2+1)-momentum stands for
p¯µ = (E/c, p¯), the (2+1)-velocity for Uµ = γ(u)(c, u)
and the space-time coordinates for xµ = (ct, x), where
γ(u) = 1/
√
1 − u2/c2 is the Lorentz factor. Note that
Eq. (1) becomes the non-relativistic Boltzmann equa-
tion in the classical limit, u/c≪ 1. The EDF, f eq, can be
either Fermi-Dirac, Maxwell-Ju¨ttiner or Bose-Einstein
distributions, as described in section 2.3.
In the ultra-relativistic limit, i.e., when the kinetic en-
ergy is much larger than the rest mass energy, p¯µ p¯µ =
( p¯0)2 − p¯2 = 0 ⇒ p¯0 = |p¯|, and Eq. (1) becomes
∂ f
∂t
+ v · ∇ f = −γ(1 − v · u) ( f − f
eq)
τ
, (2)
where v = pˆ = p¯/|p¯| is the microscopic velocity with
norm c, and we adopt from now on natural units: c =
kB = ~ = 1. In the numerical algorithm, the discrete
form of Eq.(2) is used:
fα(t + δt, r + vαδt) − fα(t, r) (3)
= −γ(1 − vα · u)
δt( fα − f eqα )
τ
,
1See Supplemental Material at [URL will be inserted by publisher]
for more details about the models.
where δt is the time step of the simulations. Because
all particles move at (or nearly) the speed of light, the
microscopic velocity is always unitary in natural units,
|vα| = |p¯α/|p¯α|| = 1, what must be considered in the
Gaussian quadrature calculation, as done in section 2.4.
2.2. Relativistic Polynomials
In the LBM, the EDF is expanded in orthogonal poly-
nomials up to a finite order N in order to use the Gaus-
sian quadrature [53] for the exact equivalence between
the sums and integrals. In this procedure, the informa-
tion contained in the terms of order above N is lost.
Thus, to have a faster convergence in the expansion and,
therefore, minimize the loss of accuracy due to the trun-
cation, the weight function used in the orthogonaliza-
tion of the polynomials should be close to the EDF.With
this purpose, we calculate relativistic generalized poly-
nomials following the procedure developed in Ref. [25]
for non-relativistic polynomials. The polynomials be-
low allow us to find orthogonal polynomials for generic
weight functions, ω(p).
P = A1, P
i1 = B1p
i1 , P0 = C1p
0 + C2
Pi1i2 = D1p
i1 pi2 + [D2(p
0)2 + D3p
0 + D4]δ
i1i2 ,
Pi10 = [E1p
0 + E2]p
i1 ,
Pi1i2i3 = F1p
i1 pi2 pi3 + [F2(p
0)2 + F3p
0 + F4]
· [pi1δi2i3 + pi2δi1i3 + pi3δi1i2],
Pi1i20 = [G1p
0 +G2]p
i1 pi2 + δi1i2[G3(p
0)3
+G4(p
0)2 +G5p
0 +G6]
Pi1i2i3i4 = H1p
i1 pi2 pi3 pi4 + [H2(p
0)2 + H3p
0 + H4]
· [pi1 pi2δi3i4 + pi1 pi3δi2i4 + pi1 pi4δi2i3 + pi2 pi3δi1i4
+ pi2 pi4δi1i3 + pi3 pi4δi1i2] + [H5(p
0)4 + H6(p
0)3
+ H7(p
0)2 + H8p
0 + H9]δ
i1i2 i3i4
Pi1i2i30 = [I1p
0 + I2]p
i1 pi2 pi3 + [I3(p
0)3 + I4(p
0)2
+ I5p
0 + I6][p
i1δi2i3 + pi2δi1i3 + pi3δi1i2]
3
Pi1i2i3i4i5 = J1p
i1 pi2 pi3 pi4 pi5 + [J2(p
0)2 + J3p
0 + J4]
· [pi3 pi4 pi5δi1i2 + pi2 pi4 pi5δi1i3 + pi2 pi3 pi5δi1i4
+ pi2 pi3 pi4δi1i5 + pi1 pi4 pi5δi2i3 + pi1 pi3 pi5δi2i4
+ pi1 pi3 pi4δi2i5 + pi1 pi2 pi5δi3i4 + pi1 pi2 pi4δi3i5
+ pi1 pi2 pi3δi4i5] + [J5(p
0)4 + J6(p
0)3 + J7(p
0)2
+ J8p + J9][p
i1δi2i3i4i5 + pi2δi1i3i4i5 + pi3δi1i2 i4i5
+ pi4δi1i2i3i5 + pi5δi1i2i3i4]
Pi1i2i3i40 = [K1p
0 + K2]p
i1 pi2 pi3 pi4 + [K3(p
0)3
+ K4(p
0)2 + K5p
0 + K6][p
i3 pi4δi1i2 + pi2 pi4δi1i3
+ pi2 pi3δi1i4 + pi1 pi4δi2i3 + pi1 pi3δi2i4 + pi1 pi2δi3i4 ]
+ [K7(p
0)5 + K8(p
0)4 + K9(p
0)3 + K10(p
0)2
+ K11p
0 + K12]δ
i1i2i3i4 .
For each order N of the polynomials, there are two
groups of components: Pi1...iN and Pi1...iN−10. This struc-
ture assures that all possible monomials are considered
for a generic spatial dimension D. The coefficients (A’s,
B’s, C’s, . . .) are calculated through the orthonormality
relations:∫
dDp
p0
ω(p)Pi1...iNP j1... jM = δNMδ
i1...iN | j1... jN ,∫
dDp
p0
ω(p)Pi1...iN0P j1... jM0 = δNMδ
i1...iN | j1... jN ,∫
dDp
p0
ω(p)Pi1...iN0P j1... jM = 0. (4)
Here, the normalization factor is the same as for the Her-
mite polynomials in D-dimensions [24, 54], where we
define δi1···iN | j1··· jN ≡ δi1 j1 · · · δiN jN + all permutations of
j’s and δi j is the Kronecker’s delta. The weight func-
tions used to build the models in this paper will be dis-
cussed in the next section (Eqs. (7), (8) and (9)) and the
polynomial coefficients can be found in the Supplemen-
tal Material.
2.3. Expansion
In this section, we describe the fifth order expansion
in relativistic polynomials of the MJ, BE and FD using
a different set of polynomials for each distribution. Lets
write the three EDFs in a general form:
f eq =
A
z−1 exp
(
p¯αUα
kBT
)
+ ξ
(5)
where A is a normalization factor, z = e
µ¯
kBT is the fu-
gacity, µ¯ is the chemical potential and ξ distinguishes
the EDFs: ξ = 0 for MJ (also z = 1), ξ = 1 for FD
and ξ = −1 for BE. To expand the EDFs, we introduce
non-dimensional quantities: θ = T/T0, p = p¯/T0 and
µ = µ¯/T0, where T0 is the reference temperature, e.g,
the initial one. Thus, considering the ultra-relativistic
regime, Eq. (5) becomes
f eq =
A
z−1 exp
[
p0γ(1 − v · u)/θ] + ξ . (6)
As discussed in the previous section, the weight func-
tion must be close to the EDF. The expansion is done
around U = 0 (small Mach numbers) and around
θ = 1, leading to the general weight function ω(p) =
A/[z−1r exp(p) + ξ]. The reference fugacity zr is a con-
stant parameter with numerical value close to the phys-
ical one. Therefore, for the MJ distribution the weight
function reads
ω(p) =
1
2π
e−p. (7)
For the FD distribution, we use z = 1, which is appropri-
ate, for instance, to model the Dirac fluid on graphene
close to the charge neutrality point (µ = 0) [41, 40]. So
the weight function becomes
ω(p) =
1
ep + 1
. (8)
The weight function for the BE distribution is chosen to
describe a system close to the Bose-Einstein condensa-
tion (ideally, z = 1). Because some integrals diverge for
zr = 1, we set zr ≡ zc = 1 − ǫ, where ǫ = 10−7 denotes a
small number compared to unity, leading to
ω(p) =
1
z−1c ep − 1
. (9)
The general expansion up to fifth order is given by
f eq = ω(ξ)

5∑
N=0
1
N!
Ai1...iNPi1...iN (10)
+
4∑
M=0
1
M!
Ai1...iM0Pi1...iM0
 ,
where Aµ1 µ2···µN are the projections of the EDF on the
polynomials:
Aµ1 µ2···µN =
∫
d2p
p0
f eqPµ1 µ2···µN . (11)
More details about the calculation of the integrals
used for the expansion can be found in the Appendix
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Appendix A and the explicit expansion can be found
in the Supplemental Material. It was used in Ref. [41]
for FD distribution, but can be straightforwardly gen-
eralized to MJ and BE if one changes the polynomial
coefficients and the FD integral by the generalized EDF
integral defined as:
gν(z) =
1
Γ(ν)
∫ ∞
0
xν−1dx
z−1ex + ξ
, (12)
with ξ defined as in Eq.(5). Note that for MJ, ξ = 0 and
gν(1) = 1 for any ν. In Fig. 1, we see the comparison
between the original (non-expanded) EDFs and the ex-
panded ones around the origin of the expansion (θ = 1
and u = 0). The distributions are multiplied by a nor-
malization factor A =
(∫
d2p/p0 f eq
)−1
. The second
order expansion is the first to deviate from the original
EDF when it moves away from θ = 1 and u = 0, fol-
lowed by the third, fourth and fifth order expansions re-
spectively. We can clearly see that the fifth order expan-
sion gives more accurate results for higher temperature
deviations and higher velocities when compared to the
previous orders. For instance, considering the MJ dis-
tribution at β = 0.6, the second order expansion gives
a relative error when compared with the original EDF
of 18.5% while the fifth order gives only 1.8%. At the
extremes of Fig. 1 (θ = 0 and 2 and β = 0.8) we see
large deviations for all expansion orders, but one should
not expect high accuracy for parameters very far from
the expansion origin. Therefore, the models based on
the fifth order expansion are more reliable and can be
used to simulate flows with higher Mach numbers and
temperature deviations than the usual models based on
the second order expansion. In Sec. 3.5, we will ana-
lyze the different results in numerical simulations based
on expansions from second to fifth order.
2.4. Gaussian Quadrature
The Gaussian quadrature [53] offers an efficient way
to calculate integrals in LBM, used to obtain the macro-
scopic quantities (e.g, density, macroscopic velocity and
temperature), by transforming them into sums. In gen-
eral, the method provides an approximation for the in-
tegrals, but it can be exact if the integrated function is
expanded in orthogonal polynomials up to a maximum
order determined by the quadrature. Here, we calculate
quadratures that allow us to calculate tensors up to fifth
order (M = 5),
T µ1...µM =
∫
d2p
p0
f eqpµ1 . . . pµM
=
Q∑
i=1
f
eq
i
p
µ1
i
. . . p
µM
i
.
Since we have a fifth order expansion for our EDFs, we
need to find the discrete weights and momentum vectors
that satisfy the quadrature equations,
∫
d2p
p0
ω(p)pµ1 . . . pµN =
Q∑
i=1
wip
µ1
i
. . . p
µN
i
, (13)
for N = 0, 1, . . . , 10 and for all combinations of indexes
(µ = 0, 1, 2). The weight function, ω(p), used to cal-
culate the quadrature and the polynomials must be the
same for each model (Eqs. (7), (8), (9)). As a con-
sequence of the quadrature theorem, we can find the
momentum vectors for our quadrature (with N = 10)
by calculating the roots of the sixth order polynomial,
which can be separated in angular and radial parts. For
the angular part, there are two orthogonal polynomials,
L
(1)
6
(φ) = cos(6φ), L
(2)
6
(φ) = sin(6φ),
which give the same set of solutions, but rotated by
π/12. The roots of L
(2)
6
(φ) = 0, are φn = nπ/6 for
n = 0, . . . , 11, which are the directions of the momen-
tum vectors (see Fig. 2). The sixth order polynomial for
the radial part,
R6(p) = p
6 + ap5 + bp4 + cp3 + dp2 + ep + f ,
is calculated byGram-Schmidt procedure, where the co-
efficients, a, . . . , f , are different for each weight func-
tion. The solutions of R6(p) = 0 give six momentum
vectors, which are the same for each of the 12 direc-
tions obtained with the angular polynomial. Therefore
the total number of momentum vectors of our quadra-
ture is 72 (d2v72 quadrature). To calculate the discrete
weights, we apply Eq.(13). The solutions for MJ, using
Eq.(7), are
p1 = 0.222847 w1 = 3.824706× 10−2
p2 = 1.188932 w2 = 3.475007× 10−2
p3 = 2.992736 w3 = 9.447782× 10−3
p4 = 5.775144 w4 = 8.665998× 10−4
p5 = 9.837467 w5 = 2.175143× 10−5
p6 = 15.982874 w6 = 7.487899× 10−8,
5
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Figure 1: Comparison between the original and expanded MJ, FD and BE distributions around the expansion origin: θ = 1 and u = 0. The
momentum vector is the same for all distributions: p = (1.0, 0.0). For FD, z = 1 and for BE, z = 1 − 10−7. On the left side, the distributions are
shown as functions of the relative temperature, θ = T/T0 (where T and T0 are the physical and the reference temperature respectively) with u = 0.
On the right side, the EDFs are shown for different velocities, u/c = (β, 0.0), with θ = 1.
and for BE, using Eq.(9),
p1 = 0.015771 w1 = 7.785968
p2 = 0.811549 w2 = 5.510286× 10−1
p3 = 2.617676 w3 = 9.444240× 10−2
p4 = 5.428098 w4 = 7.784734× 10−3
p5 = 9.503366 w5 = 1.911972× 10−4
p6 = 15.65413 w6 = 6.539175× 10−7.
For FD, using Eq.(8), the quadrature was calculated in
Ref. [41]. The three quadratures can be found with
higher precision in the Supplemental Material.
Since the lattice vectors do not match the cartesian
grid, the distribution functions at the grid points are
found by means of interpolations, which are bilinear
in our models. In Fig. 2, we see that the directions
that needs interpolation are i = 2, 3, 5, 6, 8, 9, 11, 12.
Thus, to find the value of the distribution function prop-
agated in one of these directions the following equation
apply:
fi(x, y, t) = fi(x¯i, y¯i, t − δt)|v(x)i ||v
(y)
i
|
+ fi(x, y¯i, t − δt)(1 − |v(x)i |)|v
(y)
i
|
+ fi(x¯i, y, t − δt)|v(x)i |(1 − |v
(y)
i
|)
+ fi(x, y, t − δt)(1 − |v(x)i |)(1 − |v
(y)
i
|), (14)
where x¯i and y¯i are the previous positions (x¯i = x − v(x)i
and y¯i = y − v(y)i for the bulk) and vi = pi/|pi|. For
the other directions, i = 1, 4, 7, 10, the streaming is as
usual:
fi(x, y, t) = fi(x¯, y¯, t − δt). (15)
To calculate the macroscopic fields, we use the
Landau-Lifshitz decomposition [1]. We first calculate
the energy-momentum tensor
T µν =
Q∑
i=1
fip
µ
i
pνi , (16)
6
v1
v2
v3
v4
v5
v6
v7
v12
v11
v10
v8
v9
Figure 2: Velocity vectors for the d2v72 quadrature.
and, then, solve the following eigenvalue problem using
the power method [55]:
TαEβU
β = TαβU
β = εUα (17)
to find the energy density ε and the macroscopic veloc-
ity Uµ, where the letter E indicates that the tensor was
calculated with the equilibrium distribution. The hydro-
static pressure P can be obtained using the equation of
state, ε = 2P. The density of particles, n, is calculated
as the contraction of the macroscopic velocity with the
particles flux Nµ,
n = UµN
µ
E
= UµN
µ = Uµ
Q∑
i=1
fip
µ
i
. (18)
Lastly, the temperature is calculated with
θ =
1
2
g2(z)
g3(z)
(
ε
n
)
, (19)
where the EDF integral, gν(z), is defined in Eq.(12).
The density of particles and the internal energy can
be calculated with the equilibrium distribution, since,
by Eqs.(17) and (18), they give the same result as for
the non-equilibrium distribution:
n = 2πθ2g2(z), and ε = 2P = 4πθ
3g3(z). (20)
The Eq.(19) was calculated using Eq.(20). The valid-
ity of Eqs.(17) and (18) is a consequence of the con-
servation of particles flow and the conservation of the
energy-momentum tensor,
∂µN
µ = 0, ∂µT
µν = 0. (21)
To calculate the transport coefficients using the Grad’s
expansion, one also needs an equation for the third or-
der non-equilibrium tensor [31], which requires the fifth
order equilibrium tensor,
T
αβγδǫ
E
=
∫
f eqpαpβpγpδpǫ
d2p
p0
, (22)
so, an expansion up to, at least, fifth order is needed to
recover the full dissipation. Another way to see the re-
quired expansion order of the EDF, is to observe that
the pressure deviator, Eq.(26), has terms with five ve-
locities, which can be recovered just with a fifth order
expansion. In the Landau-Lifshitz decomposition, the
particle flow reads [1]
Nµ = nUµ − q
µ
hE
, (23)
where qµ is the heat flux,
qµ = κ
(
∇µT − T
c2
DUµ
)
, (24)
κ is the thermal conductivity, D = Uα∂α and hE = (ε +
P)/n = 3 T g3(z)/g2(z) is the enthalpy per particle, and
the energy-momentum tensor is written as
T µν = p〈µν〉 − (P +̟)∆µν + ε
c
UµUν, (25)
where
p〈µν〉 = 2η
[
1
2
(∆
µ
γ∆
ν
δ + ∆
µ
δ
∆νγ) −
1
3
∆µν∆γδ
]
∇γUδ
(26)
is the pressure deviator, ̟ = −µb∇αUα is the dynamic
pressure, η is the shear viscosity and µb is the bulk vis-
cosity. Here, ∆µν = ηµν−UµUν/c2 stands for the projec-
tor into the space perpendicular to Uµ and ∇µ = ∆µν∂ν
for the gradient operator.
In the next section, we adopt a reference model (de-
noted as “ref.” in the figures) to validate our newmodels
and compare our results with the two-dimensional ver-
sion of the LBM described in Ref. [31]. This model
is based on a third order expansion, and therefore less
accurate than the models presented here, but it has the
advantage to use a quadrature with exact streaming,
which allows us to analyze the effects of our interpo-
lated streaming. Because all ultra-relativistic particles
move essentially with the same speed, to find a quadra-
ture with exact streaming on a square lattice, one has to
find velocity vectors belonging, simultaneously, to the
lattice nodes and to a circle of radius R:
n2x + n
2
y = R
2,
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where nx and ny are integers. The simplest lattice that
satisfies the above equation and the quadrature equa-
tions, Eq. (13), up to N = 6 (third order model) has
radius R = 5 and 36 momentum vectors, where the ve-
locity vectors are:
vx = {−5,−4,−4,−3,−3, 0, 0, 3, 3, 4, 4, 5}
vy = {0,−3, 3,−4, 4,−5, 5,−4, 4,−3, 3, 0}
The main disadvantage of this quadrature is a loss of
resolution. As a consequence, to simulate the same
two-dimensional physical system one needs 5 × 5 = 25
times more lattice points and therefore more memory
and time. In addition, this quadrature can not be used to
simulate models based on expansions of orders higher
than three, like our fifth order models. This would re-
quire a much bigger radius R, making the resolution so
small that the model would have little practical utility.
So, the interpolated streaming arises as an alternative to
keep the resolution and to have higher order expansions.
3. Numerical validation and characterization
3.1. Riemann Problem
The Riemann problem consists of a discontinuity in
the initial conditions of the macroscopic quantities (e.g.,
density or velocity) which generates shock waves when
the system evolves. This is a benchmark validation for
fluid dynamics models which has analytic solution for
the inviscid hydrodynamic equations [56] but needs to
be solved numerically for viscous fluids [10]. In order
to validate our models, we compare solutions for the
pressure, velocity and density fields with a reference
model described in Ref. [31]. Initially, we set the den-
sity n0 = 1.0 in the domain LX/4 < x < 3LX/4 and
0.1 elsewhere, with temperature θ0 = 1.0 and velocity
u0 = 0.0 on the whole domain. The effectively one-
dimensional system has dimensions LX × LY = 1000×2
with periodic boundary conditions in both directions.
Just half of the system is shown because the other half is
an exact mirror image. The reference model, as well as
the previous relativistic LBMs, uses the viscosity given
by Grad’s expansion, but, as we will see in Sec. 3.2, the
measured viscosity differs from this theoretical predic-
tion. Because of this discrepancy, instead of using con-
stant η/s as usual, we perform our simulation using a
constant relaxation time of τ = 10.0 and, since the vis-
cosity is constant, the results from the three EDFs are
basically the same for the Riemann problem. In Secs.
3.2 and 3.3 we will obtain the transport coefficients for
each EDF and compare them with the ones from the lit-
erature. In Fig. 3, we see that the three models agree
very well with the reference model for those fields. No-
tice that the pressure differs for the three EDFs due to
the EDF integrals (see Eq.(20)), but, since it is scaled
by the initial pressure at x = 500, the curves coincide in
Fig. 3.
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Figure 3: Solution of the Riemann problem after t = 200 time steps
for the pressure, velocity and density fields using our three models and
the reference model. The pressure and the density fields are divided
by their initial value at the center (x = 500).
In order to show the differences between different ex-
pansion orders of the EDF, we calculate the diagonal
components of the tensorial fields, from second to fifth
order, in the Riemann problem:
πxx =
∑
i
( f − f eq)pxpx, (27)
πxxx =
∑
i
( f − f eq)pxpxpx,
πxxxx =
∑
i
( f − f eq)pxpxpxpx,
πxxxxx =
∑
i
( f − f eq)pxpxpxpxpx.
The results can be seen in Fig. 4 for the three EDFs ex-
panded up to fifth order on the left and for the MJ distri-
bution expanded from second to fifth order on the right.
The numerical values of the tensors are divided by the
initial density and temperature at the center (x = 500)
in order to make them non-dimensional. The differences
between the three EDFs clearly appear for these tensors.
Considering the MJ distribution with different expan-
sion order (on the right), we see that all models give
similar results for the second order tensor, but the differ-
ences increase with the order of the tensors, becoming
large for the fifth order tensor. As in Fig. 1, the results
seem to converge when the expansion order increases.
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This shows the importance of using higher order expan-
sions when higher order tensors are considered.
3.2. Viscosity measurement
We measure the kinematic viscosity in our models
through the Taylor-Green vortex experiment. This is a
initial value problem consisting of initial vortexes rotat-
ing in determined directions, which kinetic energy dis-
sipates with time due to the viscosity. The conserva-
tion equations, Eq.(21), can be solved exactly for this
problem if one considers low velocities compared to the
speed of light, giving exponential decay with time for
the velocity field depending on the kinematic viscosity
ν [50, 57]:
u(x, y, t) = u0(x, y)e
−2νt(2π/L)2 , (28)
where u0 is the initial velocity and L the length of the
squared domain. We simulate a system with dimensions
L ≡ LX = LY = 512 and with periodic boundary con-
ditions for five different relaxation times, ranging from
0.8 to 5.0 for 45000 time steps. The initial conditions
are n0 = 1.0 and θ0 = 1.0 in the whole domain and the
initial velocities are:
u0x(x, y) = −u0 cos
(
2πx
L
)
sin
(
2πy
L
)
(29)
u0y(x, y) = u0 sin
(
2πx
L
)
cos
(
2πy
L
)
, (30)
where u0 = 0.1. The initial non-equilibrium distribution
is set as described in Ref. [57] in order to reduce the os-
cillations in the fields. So the average squared velocity
writes
〈u2〉 =
∫ L
0
∫ L
0
dxdy
L2
(u2x + u
2
y) =
u2
0
2
e−16π
2νt/L2 ,
(31)
and the standard deviation for u2 is given by
σu2 =
√∫ L
0
∫ L
0
dxdy
L2
(u2 − 〈u2〉)2 = u
2
0
4
e−16π
2νt/L2
(32)
In Fig. 5A we see σu2 as a function of time in semi-log
scale for the three models. From the slope of σu2(t), we
can measure the kinematic viscosity ν. Note that ν does
not depend on the distribution, but the shear viscosity,
η = (ε + P)ν, does. Fig. 5C shows the measured kine-
matic viscosity as a function of the relaxation time. The
relation
ν(τ) =
1
4
(
τ − δt
2
)
, (33)
shows good agreement for ultra-relativistic models
based on exact streaming [40], but the interpolated
streaming introduces a numerical diffusivity which in-
creases the effective viscosity of the fluid [58, 59, 60],
i.e.,
νe f f =
1
4
[
τ − δt
(
1
2
+ δν
)]
. (34)
With a linear fit, we measure the increment δν in the
viscosity for the three EDFs:
δMJν = −0.2454± 0.0001
δFDν = −0.2454 ± 0.0002
δBEν = −0.2449 ± 0.0005.
These results can be summarized as νe f f =
1
4
(τ − 0.2546 δt); see in Fig. 5C this function compared
to the data from the simulations. In order to have a more
realistic thermodynamic behavior, the shear viscosity-
entropy ratio (η/s) is set constant and the relaxation time
is calculated with τ = 4η/(sθ) + 0.2546 δt, which will
be used in Sec. 3.5.
In order to compare our results with the viscosity
from a model with exact streaming, we perform the
same numerical experiment with the reference model,
but with different system dimensions, LX × LY = 320 ×
320, due to the differences in the resolution described in
Sec. 2.4. Notice that this system size would be equiva-
lent to LX × LY = 64 × 64 for the models described in
this paper. A linear fit ν(τ) = a(τ − b) gives:
a = 0.2502 ± 0.0003
b = 0.4996 ± 0.0005
confirming Eq.(33), see Fig. 5C. Note that, although
this result was obtained directly from the Boltzmann
equation, it is not compatible with the prediction from
Grad’s expansion [30], νGrad = kBτ/5, what underlines
the need for a better understanding about the transport
coefficients of relativistic fluids in two dimensions.
3.3. Thermal Conductivity Measurement
From the correspondence between the Eckart and
Landau-Lifshitz decompositions [1], one can calculate
the heat flux directly by the macroscopic fields (see
Eq.(23)):
qα =
3Tg3(z)
g2(z)
(nUα − Nα). (35)
Thus, combining Eq.(24) with Eq.(35), we can calcu-
late the thermal conductivity of the fluid. Considering a
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Figure 4: The diagonal components of the second to fifth order tensors (see Eq.(27)) calculated using the three EDFs expanded up to fifth order
(left side) and with the MJ distribution expanded from second to fifth order in orthogonal polynomials (right side). The tensors are divided by the
initial density at the center (x = 500), n0, and by the initial temperature T0 to remove the units.
one dimensional gradient in temperature in x-direction,
Eq.(24) becomes
qx = κF(∆T ) (36)
where
F(∆T ) ≡ −
{(
1 +
(ux)2γ2
c2
)
∂T
∂x
+
Tγ
c2
[
c
∂
∂t
(γux) + ux
∂
∂x
(γux)
]}
. (37)
In the non-relativistic limit, Eq.(36) becomes Fourier’s
law, while F(∆T )→ −∂T/∂x.
In order to measure the thermal conductivity we sim-
ulate an effectively one dimensional system with dimen-
sions Lx × Ly = 2048 × 2 for 5 different gradients in
temperature in the x direction. We calculate the spatial
average of F, 〈F(∆T )〉, with Eq.(37) and the average
heat flux, 〈qx〉 with Eq.(35), where both are essentially
constant in space. For each simulation, the tempera-
tures on the left and right boundaries are constant and
set as θL = 1 − ∆T/2 on the left and θR = 1 + ∆T/2
on the right, while the differences in temperature are
∆T = {5.0, 7.5, 10.0, 12.5, 15.0}×10−4. A zeroth order
extrapolation using the first fluid neighbors is performed
to find the density and velocity on left and right borders
and periodic boundary condition are used on top and
bottom. The initial conditions are n0 = 1.0 and u0 = 0
everywhere and we set an initial temperature gradient as
θ0(x) = θL + x(θR − θL)/Lx to have a faster convergence
to the solution. Fig. 5B shows the average heat flux as
a function of 〈F(∆T )〉 for 5 relaxation times and for the
three EDFs, and their respective linear fits (overlap for
the three distributions) after 2000 time steps. The slope
of each line gives the thermal conductivity, which can be
seen in Fig. 5D as a function of the relaxation time. The
linear fits, [κg2(z)/g3(z)](τ) = aτ, for the three EDFs
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Figure 5: Measurement of transport coefficients. A) Decay with time of σu2 for the three distributions and five different relaxation times τ in the
Taylor-Green vortex. The curves for the same τ fall on top of each other. B) Average heat flux as a function of 〈F(∆T )〉 (Eq.(37)) for the three
distributions and five relaxation times. The solid lines represent linear fits, which fall on top of each other for the three distributions. C) Kinematic
viscosity – relaxation time relation for the three distributions obtained with the Taylor-Green vortex and comparison with the results from the
reference model. D) Thermal conductivity– relaxation time relation for the three distributions and comparison with the reference model.
give:
aMJ = 1.4999998± 0.0000002
aFD = 1.4999998± 0.0000002
aBE = 1.4999997± 0.0000004,
suggesting that the thermal conductivity-relaxation time
relation is
κ(τ) =
3 τ g3(z)
2 g2(z)
. (38)
This relation also agrees with the thermal conductivity
obtained using the referencemodel (with system dimen-
sions LX × LY = 2560 × 5), as shown in Fig. 5D, for
which we find
are f = 1.4999994± 0.0000008,
with the linear fit. Interestingly, this results shows that
the interpolated streaming changes the viscosity but not
the thermal conductivity. A similar relation was found
in Ref. [40], where the authors obtained κ(τ) = 1.525τ,
with a relative error of 7.2% compared to our result,
possibly due to the small resolution of the numerical ex-
periment (Lx×LY = 32×32). Similarly for the viscosity
in Sec. 3.2, the thermal conductivity obtained with rel-
ativistic LBM differs from the one predicted by Grad’s
expansion [30], which is κGrad = 3c
2kBnτ/8 for MJ dis-
tribution. It shows the importance to perform a careful
Chapman-Enskog expansion in two dimensions, since
other works in three dimensions have shown very good
agreement between LBM and Chapmann-Enskog [50].
In order to convert from lattice units to physical units
it is necessary to know the transport coefficients of
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the specific fluid that is being simulated. Then, the
non-dimensional numbers of interest (e.g, the Reynolds
number: Re = L u/ν, where L is a representative length
of the system, u is the fluid velocity and ν is the kine-
matic viscosity) should be equal in both unity sys-
tems [61, 22]. Since in this paper we are interested in
the numerical analysis of generic models, we will not
convert to physical units for a specific problem. See, for
instance, Refs. [41, 39, 40] for units conversion involv-
ing graphene problems (Fermi-Dirac distribution) and
Refs. [32, 31, 8] for problems involving quark-gluon
plasma.
3.4. Grid convergence
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Figure 6: Verification of grid convergence in the Poiseuille flow for
low velocities. The figure at the top shows the obtained and expected
velocity profiles in lattice units for the model based on the MJ distribu-
tion for L = 64. The figure on the bottom show the grid convergence
and the linear fit, which gives the same result for the three models:
slope = −2.037.
We verify the grid convergence of our models in
the context of Poiseuille flow, which consists in forc-
ing the fluid to flow through two parallel plates. For
convenience, we consider small macroscopic velocities,
i.e., the fluid is composed by ultra-relativistic parti-
cles, but the flow is non-relativistic. Thus, a parabolic
x-component of the velocity is expected, urefx (y) =
a/(2ν)(y2−yL), which is the solution of the macroscopic
equations for small velocities and will be used as our
reference solution. We use squared domains of different
sizes: L = {8, 16, 32, 64, 128, 256, 512}. The relax-
ation time is set constant, τ = 3, which correspond to
ν = 0.6864 according to Eq.(34). Initially, the fluid is at
rest, u0 = 0, and we have ρ0 = 1 everywhere. A con-
stant external acceleration of magnitude a = 10−8 lattice
units is applied in the x-direction by means of momen-
tum update, u = u + aτ, in analogy to the Shan-Chen
forcing scheme in the classical case (γ ≈ 1) [22]. For a
more general relativistic forcing scheme, see Ref. [37].
On the top and bottom boundaries, we impose u = 0,
ρ = 1 and θ = 1 in the equilibrium distribution and ex-
trapolate the non-equilibriumdistribution from the near-
est fluid node (see Ref. [62]). On the x-direction we
use periodic boundary conditions. The simulation is
stopped when a convergence of 10−12 is achieved in the
velocity field, where the error is calculated by the spatial
average of |unewx − uoldx |/|unewx | at every fluid point where
|unewx | > 0. The error of the LBM solution compared to
the analytical solution is calculated by:
ǫu =
√∑
y[ux(y) − urefx (y)]2∑
y[u
ref
x (y)]
2
.
As an example, we show in Fig. 6 (top) the solution
from the model based on the MJ distribution together
with the analytical solution for L = 64. Notice that
the parabolic profile is recovered and that the veloci-
ties achieved are small compared to the speed of light
(c = 1), justifying the non-relativistic limit for the ana-
lytical solution. On the bottom part of Fig. 6, one can
see that the error decreases exponentially as the sys-
tem size increases. The same slope is found for the
three models by means of a linear fit: −2.037. This re-
sult demonstrates the grid convergence and shows that
our models are second order accurate, as expected for
LBMs.
3.5. Hot spot relaxation
In the hot spot relaxation experiment [63, 64, 65]
an homogeneous fluid is heated within a limited region
(e.g., with a laser), and then let to relax to equilibrium.
Here, we perform this numerical experiment using our
model based on the MJ distribution expanded from sec-
ond to fifth order in the relativistic polynomials. The re-
laxation time is calculated following the measurements
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Figure 7: Time evolution of the temperature (left), where θ = T/Tr,
with Tr = 1.0, and density (right) at y = LY/2. The model used is
based in a fifth order expansion of MJ distribution.
done in Sec. 3.2: τ = 4η/(sθ) + 0.2546δt, where η/s =
0.5 and θ is the local temperature. In a system with di-
mensions LX×LY = 512×512, we have initially n0 = 1.0
and u0 = 0.0 everywhere and the temperature is θ = 1.5
inside the region (x − LX/2)2 + (y − LY/2)2 ≤ 322, and
θ = 0.5 elsewhere. Open boundary conditions are used
in both directions. In Fig. 7, we see the time evolution
of the temperature and density along the line y = LY/2
(due to the circular symmetry, this region contains all
important information). Fig. 8 shows temperature and
the x-component of the heat flux (Eq.(35)) profiles at
time t = 100 and at y = LY/2. In the insets, we can
see the deviations between different expansion orders.
In order to quantify the differences, we calculate the av-
erage deviation of θ and qx with respect to the results
obtained with the fifth order model:
ǫ
(N)
θ
=
∑x2
x=x1
|θ(N) − θ(5) |∑x2
x=x1
θ(5)
ǫ(N)q =
∑x2
x=x1
|(qx)(N) − (qx)(5)|∑x2
x=x1
(qx)(5)
,
where N denotes the order of the model used to calcu-
late the field and x1 and x2 delimit the interval consid-
ered to calculate the average. Adopting x1 = 256 and
x2 = 388, where x2 here was chosen as the limit from
where the fields remain constant (qx = 0 and θ = 0.5),
we have the following average deviations:
ǫ
(2)
θ
= 0.224% ǫ(2)q = 5.195%
ǫ
(3)
θ
= 0.114% ǫ(3)q = 1.781%
ǫ
(4)
θ
= 0.059% ǫ(4)q = 0.744%
These deviations are due to the different values that the
truncated expansions give for the same set of parame-
ters (temperature, velocity, chemical potential), as can
be seem in Fig. 1 for the equilibrium distribution. This
result reinforces that higher expansion order provides a
more accurate description, specially in problems with
high velocity and/or high temperature deviations.
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Figure 8: Temperature and heat flux profiles at t = 100 at y = LY/2
and 256 ≤ x < 512 for MJ distribution. Due to the symmetry, this
region in space contains all relevant information about the problem.
The inset shows the differences between different expansion orders.
4. Summary and Conclusions
We presented new lattice Boltzmann methods for
ultra-relativistic fluids in two dimensions governed by
the Maxwell-Ju¨ttner and the Bose-Einstein distributions
expanded up to fifth order and studied them together
with the model for Fermi-Dirac distribution presented in
Ref. [41]. New polynomials and quadratures were de-
veloped using appropriate weight functions, which are
the distributions themselves with zero macroscopic ve-
locity. We analyzed the differences between different
expansion orders concluding that, as expected, higher
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order expansions give more accurate results for higher
velocities and temperature deviations. Since the fifth or-
der expansion is, so far, the highest used in relativistic
LBMs, the models presented here are recommended for
simulations where accuracy is important.
The transport coefficients were numericallymeasured
for our models. The previous models used the viscos-
ity given by Grad’s theory, but, as verified with the
measurements, this theoretical value is not reproduced
by the relativistic fluids. We also measured the kine-
matic viscosity and thermal conductivity using a refer-
ence model, which uses exact streaming and, therefore,
gives results without numerical difusivity. Themeasure-
ment suggests that
η =
(ε + P)
4
(
τ − δt
2
)
, and κ =
3 τ g3(z)
2 g2(z)
.
These coefficients should be confirmed in future analyt-
ical calculations using Chapman-Enskog expansion. As
demonstrated recently [50], relativistic hydrodynamics
is better described by Chapman-Enskog rather than by
Grad method, which, to the best of our knowledge, has
not been done yet for two-dimensional ultra-relativistic
fluids.
The present study opens the way to develop a fully
dissipative model with multi-relaxation time collision
operator, similarly as done in Ref. [66], in order to inde-
pendently adjust the transport coefficients and enhance
the numerical stability. The presented models can also
be extended to three dimensions following similar pro-
cedures. The relativistic polynomials can straightfor-
wardly be calculated for three dimensions, since they
are written in a tensorial form, and the quadratures can
be calculated by finding the roots of the radial and angu-
lar polynomials as done here. The EDF expansion be-
comes significantly more complicated, but one can use
the ansatz described in Ref. [37].
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Appendix A. Integrals used in the expansion
Here we show more details about the calculation of
the integrals used in the EDF expansion, Eq.(10), which
are laborious to solve analytically even using computer
algorithms. Consider, for instance, the projection in the
second order polynomial Pi1i2 ,
Ai1i2 (A.1)
=
∫
d2p
p0
D1p
i1 pi2 + [D2(p
0)2 + D3p
0 + D4]δ
i1i2
z−1ep0γ(1−v·u)/θ) + ξ
.
Because of the inner product v · u (where v = p/|p|)
in the exponential, the integration in separate spatial
components is more complicated than in non-relativistic
case. To solve this kind of integral we consider the inte-
gration of each monomial separately, which, in the ex-
ample above, are {pxpx, pxpy, pypy, (p0)2, p0, 1}.
One can write v ·u = u cos(φ−α) where α is the angle
between u and the x-axis and φ is the angle between v
and the x-axis. Lets define a generic integral of f eq as
I
(mnq)
1
≡
∫ 2π
0
∫ ∞
0
dpdβ
pm sinn(β) cosq(β)
z−1epγ(1−u cos(β)/θ) + ξ
,
where β ≡ φ − α. If n is odd, the integral is zero, but if
n is even
I
(mnq)
1
= 2
∫ π
0
∫ ∞
0
dpdβ
pm sinn(β) cosq(β)
z−1epγ(1−u cos(β)/θ) + ξ
.
Using the identity∫ ∞
0
dp
pm
z−1ep y + ξ
= y−(m+1)Γ(m + 1)gm+1(z),
where gν(z) is defined in Eq.(12), and after some alge-
bra, we find
I
(mnq)
1
=
2θm+1
γm+1un+q
Γ(m + 1)gm+1(z) (A.2)
·
∫ π
0
dw[u2 − (1 − w)2](n−1)/2 (1 − w)
q
wm+1
.
The remaining integral can be solved exactly for given
integers m, n and q. With this, we have separated
the original integral of two variables in two non-
dimensional integrals in one variable, including the
EDF integral gν(z).
The Eq.(A.2) allows us to calculate projections of the
EDFs in the monomials:
I
mnq
2
≡
∫
d2p
p0
pm(px)n(py)q
z−1epγ(1−v·u)/θ) + ξ
.
As an example, lets consider the projection in the mono-
mial pxpx,
I0202 =
∫
d2p
p0
(px)2
z−1epγ(1−v·u)/θ) + ξ
=
∫ 2π
0
∫ ∞
0
dpdφ
(p cos(β + α))2
z−1epγ(1−u cos(β))/θ) + ξ
14
Since
cos2(α + β) =
1
2
+
1
2
cos2(α) cos2(β)
− 1
2
cos2(β) sin2(α) − 2 cos(α) sin(α) cos(β) sin(β)
− 1
2
cos2(α) sin2(β) +
1
2
sin2(α) sin2(β),
and considering that the odd powers of sin(β) give null
integrals, we write
I0202 =
1
2
I
(200)
1
+
1
2
(cos2(α) − sin2(α))(2I(202)
1
− I(200)
1
).
Thus, using Eq.(A.2), we have
I0202 = 2πθ
3g3(z)γ
2[(1 − u2) + 3uxux].
And with the integrals I2, one can calculate any projec-
tion of the EDF. Eq.(A.1), for instance, becomes for the
Axx component:
Axx = D1I
020
2 + D2I
200
2 + D3I
100
2 + D4I
000
2 .
Below we see all the integrals needed to perform the
fifth order expansion
I0002 = 2πθg1(z)
I1002 = 2πθ
2g2(z)γ
I2002 = 2πθ
3g3(z)(2 + u
2)γ2
I3002 = 6πθ
4g4(z)(2 + 3u
2)γ3
I4002 = 6π(8 + 24u
2 + 3u4)θ5g5(z)γ
4
I0102 = 2πθ
2g2(z)u
xγ
I0202 = 2πθ
3g3(z)(1 − u2 + 3uxux)γ2
I0302 = 6πθ
4g4(z)(3(1 − u2)ux + 5(ux)3)γ3
I0402 = (6π(3 + 3u
4 + 30(ux)2 + 35(ux)4 − 6u2(1
+ 5(ux)2))θ5g5(z))γ
4
I0012 = 2πθ
2g2(z)u
yγ
I0022 = 2πθ
3g3(z)(1 − u2 + 3uyuy)γ2
I0032 = 6πθ
4g4(z)(3(1 − u2)uy + 5(uy)3)γ3
I0042 = ((6π(3 + 3u
4 + 30(uy)2 + 35(uy)4 − 6u2(1
+ 5(uy)2))θ5g5(z))γ
4)
I2202 = 6π(4 − 3u2 − u4 + 5(ux)2(6 + u2))θ5g5(z)γ4
I1202 = 6πθ
4g4(z)((1 − u2) + 5uxux)γ3
I2022 = 6π(4 − 3u2 − u4 + 5(uy)2(6 + u2))θ5g5(z)γ4
I1022 = 6πθ
4g4(z)((1 − u2) + 5uyuy)γ3
I0222 = (6π((1 − u2) + 4(1 − u2)u2
+ 35(ux)2(uy)2)θ5g5(z))γ
4
I0312 = 30πθ
5g5(z)(3(1 − u2) + 7(ux)2)uxuyγ4
I2112 = 30π(6 + u
2)θ5g5(z)u
xuyγ4
I0112 = 6πθ
3g3(z)u
xuyγ2
I1112 = 6πθ
4g4(z)(5u
xuy)γ3
I1302 = −30πux(−3 + 3u2 − 7(ux)2)θ5g5(z)γ4
I3102 = 30π(4 + 3u
2)θ5uxg5(z)γ
4
I1102 = 6πθ
3g3(z)u
xγ2
I1012 = 6πθ
3g3(z)u
yγ2
I0132 = 30πθ
5g5(z)(3(1 − u2) + 7(uy)2)uxuyγ4
I1032 = −30πuy(−3 + 3u2 − 7(uy)2)θ5g5(z)γ4
I1212 = −30π(−1 + u2 − 7(ux)2)uyθ5g5(z)γ4
I2012 = 6πθ
4g4(z)(4 + u
2)uyγ3
I3012 = 30π(4 + 3u
2)θ5uyg5(z)γ
4
I0212 = 6πθ
4g4(z)((1 − u2) + 5uxux)uyγ3
I1122 = −30π(−1 + u2 − 7(uy)2)uxθ5g5(z)γ4
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I2102 = 6πθ
4g4(z)(4 + u
2)uxγ3
I0122 = 6πθ
4g4(z)((1 − u2) + 5uyuy)uxγ3
I0502 = 30πu
x(15(1 − u2)2 + 70(ux)2(1 − u2)
+ 63(ux)4)θ6g6(z)γ
5
I0052 = 30πu
y(15(1 − u2)2 + 70(uy)2(1 − u2)
+ 63(uy)4)θ6g6(z)γ
5
I5002 = 30π(8 + 40u
2 + 15u4)θ6g6(z)γ
5
I2302 = 30πu
x(18 − 3u4 + 56(ux)2
+ u2(−15 + 7(ux)2))θ6g6(z)γ5
I2032 = 30πu
y(18 − 3u4 + 56(uy)2
+ u2(−15 + 7(uy)2))θ6g6(z)γ5
I0412 = 90π((1 − u2)2 + 14(ux)2(1 − u2)
+ 21(ux)4)uyθ6g6(z)γ
5
I2212 = −30π(−6(1− u2) − u2(1 − u2) − 56(ux)2
+ u2(−7(ux)2))uyθ6g6(z)γ5
I0142 = 90π((1 − u2)2 + 14(uy)2(1 − u2)
+ 21(uy)4)uxθ6g6(z)γ
5
I0322 = −30πux((ux)2(−1 + 4u2 − 63(uy)2)
+ 3(−1 + (−5 + 6u2)(uy)2))θ6g6(z)γ5
I2122 = −30π(−6(1− u2) − u2(1 − u2) − 56(uy)2
+ u2(−7(uy)2))uxθ6g6(z)γ5
I4102 = 90πu
x(8 + 12u2 + u4)θ6g6(z)γ
5
I0232 = −30πuy((uy)2(−1 + 4u2 − 63(ux)2)
+ 3(−1 + (−5 + 6u2)(ux)2))θ6g6(z)γ5
I4012 = 90πu
y(8 + 12u2 + u4)θ6g6(z)γ
5
I1402 = 90π((1 − u2)2 + 14(ux)2(1 − u2)
+ 21(ux)4)θ6g6(z)γ
5
I3202 = −30π(−4(1− u2) − 3u2(1 − u2) − 42(ux)2
+ u2(−21(ux)2))θ6g6(z)γ5
I1042 = 90π((1 − u2)2 + 14(uy)2(1 − u2)
+ 21(uy)4)θ6g6(z)γ
5
I3022 = −30π(−4(1− u2) − 3u2(1 − u2)
− 42(uy)2 + u2(−21(uy)2))θ6g6(z)γ5
I1222 = −30π(−1 + u2 − 6u2(1 − u2)
− 63(ux)2(uy)2)θ6g6(z)γ5
I1312 = −630πux(−1 + u2 − 3(ux)2)uyθ6g6(z)γ5
I3112 = 315π(2+ u
2)θ6g6(z)2u
xuyγ5
I1132 = −630πuy(−1 + u2 − 3(uy)2)uxθ6g6(z)γ5
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