A finite dynamical system (FDS) is a system of multivariate functions over a finite alphabet, that is typically used to model a network of interacting entities. The main feature of a finite dynamical system is its interaction graph, which indicates which local functions depend on which variables; the interaction graph is a qualitative representation of the interactions amongst entities on the network. As such, a major problem is to determine the effect of the interaction graph on the dynamics of the FDS. In this paper, we are interested in three main properties of an FDS: the number of images (the socalled rank), the number of periodic points (the so-called periodic rank) and the number of fixed points. In particular, we investigate the minimum, average, and maximum number of images (or periodic points, or fixed points) of FDSs with a prescribed interaction graph and a given alphabet size; thus yielding nine quantities to study. The paper is split into two parts. The first part considers the minimum rank, for which we derive the first meaningful results known so far. In particular, we show that the minimum rank decreases with the alphabet size, thus yielding the definition of an absolute minimum rank. We obtain lower and upper bounds on this absolute minimum rank, and we give classification results for graphs with very low (or highest) rank. The second part is a comprehensive survey of the results obtained on the nine quantities described above. We not only give a review of known results, but we also give a list of relevant open questions.
Introduction
Networks of interacting entities can be modelled as follows. The network consists of n entities, where each entity v has a local state represented by a q-ary variable x v 2 sqt ¼ f0; 1; . . .; q À 1g, which evolves according to a deterministic function f v : sqt n ! sqt of all the local states. More concisely, the state of the system is x ¼ ðx 1 ; . . .; x n Þ 2 sqt n , which evolves according to a deterministic function f ¼ ðf 1 ; . . .; f n Þ : sqt n ! sqt n , referred to as a finite dynamical system (FDS). FDSs have been used to model different networks, such as gene networks, neural networks, social networks, or network coding [see and references therein for the applications of FDSs]. In view of their versatility, a recent stream of work is devoted to the study of FDSs per se, without a particular application in mind.
The architecture of an FDS f : sqt n ! sqt n can be represented via its interaction graph Dðf Þ, which indicates which update functions depend on which variables. A major problem about FDSs is then to predict some of their dynamical features according to their interaction graphs. Perhaps the first example of such a result is due to Robert (1980) , who showed that if the interaction graph is acyclic, then f n ðxÞ ¼ c for some c 2 sqt n . However, due to the wide variety of possible local functions, determining properties of an FDS given its interaction graph is in general a difficult problem.
In this paper, we are interested in the following three dynamical features of an FDS. An image of f is a reachable state (i.e. f ðyÞ ¼ x for some y); a periodic point is a recurring state (i.e. f k ðxÞ ¼ x for some k); and a fixed point is a stationary state (i.e. f ðxÞ ¼ x). We consider the number of images, periodic points and fixed points of FDSs. In order to illustrate the influence of the interaction graph, we consider the set of all FDSs f : sqt n ! sqt n with a given interaction graph D, and we study the minimum, average and maximum value of the three properties described above. This yields nine quantities for a given graph D and alphabet size q.
Those nine quantities have been studied to various degrees. Arguably the quantity that attracted the most attention is the maximum number of fixed points, in particular due to its relationship with network coding (Gadouleau and Riis 2011; Riis 2006 Riis , 2007b . On the other hand, two quantities have not been studied so far. Firstly, the average number of periodic points seems very complex to estimate, as even in the case where n ¼ 1 it requires some sophisticated machinery (see below for more explanation). Secondly, the first part of this paper is devoted to the study of the minimum number of images, where we can obtain some interesting results.
We decided to limit the scope of this survey and to present a comprehensive survey for that scope, instead of a limited survey of a broader topic. Nonetheless, let us mention three main strands of work on the dynamics of FDSs that do not fit the scope of this paper. Firstly, the signed interaction graph of an FDS not only encodes the fact that f v depends on the variable x u , but also whether it is a monotonically non-decreasing (arc signed positively) or monotonically non-increasing (arc signed negatively) or neither (both signs given on the arc) function of x u . A large amount of work considers the influence of the signed interaction graph (see Paulevé and Richard (2010) for a survey of such work); we shall use some of these results but we will not carry out a comprehensive survey of the signed interaction graph, let alone of its local variants [see Comet et al. (2013) and references therein]. Secondly, some work also restricts the nature of the local functions f v : it can be linear (Gadouleau and Riis 2011; , threshold (Goles and Tchuente 1983; Goles 1985) , conjunctive or disjunctive (Aracena et al. 2004 (Aracena et al. , 2014 , etc. Thirdly, a large body of work is devoted to the study of different update schedules, where instead of applying f to x, for instance only one entity updates its state at each time step, and x becomes ðx 1 ; . . .; x iÀ1 ; f i ðxÞ; x iþ1 ; . . .; x n Þ for some i. The same FDS may yield completely different dynamics under different update schedules [see Bridoux et al. (2015) , Demongeot et al. (2012) , Goles and Noual (2012) , Noual and Sené (2017) for instance].
The rest of the paper is organised as follows. Section 2 gives some formal definitions of FDSs and related concepts. Section 3 then is devoted to the study of the minimum number of images. Section 4 gives a survey of the nine properties described above, with a review of known results and a list of open problems.
Formal definitions

Graphs
A (directed) graph is a pair D ¼ ðV; EÞ, where V is the set of vertices and E V 2 is the set of arcs. We shall always assume that the vertices of graphs are linearly ordered. For a comprehensive account of graphs, the reader is directed to Bang-Jensen and Gutin (2009) . We shall use the following terminology and notation.
For any set of vertices S V, the induced subgraph D[S] has vertex set S and arcs E \ S 2 . We also denote D n S ¼ D½V n S.
The in-neighbourhood of a vertex v is N in ðv; DÞ ¼ fu : uv 2 Eg and its in-degree is d in ðv; DÞ ¼ jN in ðv; DÞj. When the context is clear, we shall omit the dependence on the graph D and simply write N in ðvÞ and d in ðvÞ. The inneighbourhood of a subset of vertices S is N in ðSÞ ¼ S s2S N in ðsÞ. Out-neighbourhoods and out-degrees are defined similarly. A vertex with an empty in-neighbourhood is a source, while a vertex with an empty outneighbourhood is a sink. A vertex that is both a source and a sink is isolated.
A loop on the vertex v is the arc vv; that is a cycle of length one. The girth of D, denoted cðDÞ, is the shortest length of a cycle in D, or is infinity if D is acyclic. A feedback vertex set is a set of vertices I such that D n I is acyclic; the minimum size of a feedback vertex set of D is the transversal number of D, denoted as sðDÞ. More relevant concepts will be given as required.
We shall use the following graphs. All of them have vertex set f1; . . .; ng.
• K n : the complete graph on n vertices, with E ¼ fuv :
u 6 ¼ vg. Any subgraph of some graph D isomorphic to a complete graph is called a clique. • C n : the cycle on n vertices, with E ¼ fuv : u ¼ v À 1 mod ng. • C n : the undirected cycle on n vertices, with E ¼ fuv;
vu : u ¼ v À 1 mod ng. • T n : the transitive tournament with loops on n vertices, with E ¼ fuv : u vg.
Finite dynamical systems
Let n be a positive integer and denote ½n :¼ f1; . . .; ng. Let q be an integer greater than or equal to 2 and denote sqt :¼ f0; 1; . . .; q À 1g. A state is any x ¼ ðx 1 ; . . .; x n Þ 2 sqt n , where x i 2 sqt is a local state. We shall use the following shorthand notation. First of all, we identify an element i of [n] and the corresponding singleton fig. Also, for any set S ¼ fs 1 ; . . .; s k g ½n, we denote x S ¼ ðx s 1 ; . . .; x s k Þ, only taking the order of elements into account when necessary. Moreover, we denote the set ½n n S as ÀS, thus denoting x ¼ ðx S ; x ÀS Þ for instance. We denote the set of functions f : sqt n ! sqt n as Fðn; qÞ. A finite dynamical system (FDS) is any function f 2 Fðn; qÞ. In particular, a Boolean network is any FDS in Fðn; 2Þ. We view f as f ¼ ðf 1 ; . . .; f n Þ, where each f i : sqt n ! sqt is a local function of the system. We use the same shorthand notation as above for functions as well, e.g.
We consider the following three dynamical properties of an FDS f.
1. An image of f is simply x 2 sqt n such that there exists y 2 sqt n with x ¼ f ðyÞ. The set of images is denoted Imaðf Þ and its size is the rank of f: rankðf Þ ¼ jImaðf Þj. 2. A periodic point of f is x 2 sqt n such that there exists k ! 1 with f k ðxÞ ¼ x. The set of periodic points is denoted Perðf Þ and its size is the periodic rank of f:
set of fixed points is denoted Fixðf Þ and the number of fixed points is denoted fixðf Þ ¼ jFixðf Þj.
The interaction graph of f, denoted Dðf Þ, has vertex set [n] and uv is an arc in Dðf Þ if and only if f v depends essentially on x u , i.e.
For any graph D ¼ ð½n; EÞ we denote the set of functions f 2 Fðn; qÞ with interaction graph either equal to D or to a subgraph of D as F½D; q :¼ ff 2 Fðn; qÞ : Dðf Þ ¼ Dg;
FðD; qÞ :¼ ff 2 Fðn; qÞ : Dðf Þ Dg:
We are interested in the following nine quantities: the minimum, average, and maximum rank, periodic rank and number of fixed points of a function in F½D; q. We denote rank À ½D; q :¼ minfrankðf Þ : f 2 F½D; qg rank½D; q :¼ avgfrankðf Þ : f 2 F½D; qg rank þ ½D; q :¼ maxfrankðf Þ : f 2 F½D; qg:
We use similar notation for the periodic rank (per À ½D; q, per½D; q and per þ ½D; q, respectively) and the number of fixed points (fix À ½D; q, fix½D; q and fix þ ½D; q, respectively). Moreover, we also consider their counterparts in FðD; qÞ; again, similar notation is used: rank À ðD; qÞ :¼ minfrankðf Þ : f 2 FðD; qÞg rankðD; qÞ :¼ avgfrankðf Þ : f 2 FðD; qÞg rank þ ðD; qÞ :¼ maxfrankðf Þ : f 2 FðD; qÞg; and per À ðD; qÞ, perðD; qÞ, per þ ðD; qÞ, fix À ðD; qÞ, fixðD; qÞ and fix þ ðD; qÞ are defined analogously.
3 Minimum rank
Preliminary results
For a given graph D, the minimum rank of a function in F½D; q, viewed as a function of q, is particularly wellbehaved.
Lemma 1 For any D, rank À ½D; q is a non-increasing function of q.
Proof Let f 2 F½D; q with rank rank À ½D; q, then consider f 2 Fðn; q þ 1Þ defined asf
We can then consider the absolute minimum rank rank À ½D :¼ minfrank À ½D; q : q ! 2g:
It is clear that for any D, the minimum rank is stationary: there exists Q such that rank À ½D ¼ rank À ½D; q for all q ! Q. In fact, the absolute minimum rank remains unchanged if we consider infinite alphabets as well; as such, rank À ½D is an intrinsic property of a graph.
Corollary 1 For any D, rank À ½D ¼ lim q!1 rank À ½D; q rank À ½D; 2 2 n :
It is easy to come up with examples of graphs D such that rank À ½D ¼ rank À ½D; 2, for instance the cycle C n . Further examples will be given in Proposition 4, Theorem 3 and Theorem 4. Conversely, we shall show in Corollary 2 that for any k, there exists a graph D such that rank À ½D; k [ rank À ½D. We then refine Corollary 1 by giving an upper bound on the smallest q such that rank À ½D; q ¼ rank À ½D. In particular, this shows that rank À ½D is computable.Theorem 1 For all D with n vertices and m arcs, rank À ½D ¼ rank À ½D; ðn þ 1Þm:
Proof Let q ! 2, D ¼ ð½n; EÞ with m arcs and f 2 F½D; q. For any arc ij 2 E, let a ij;f ; b ij;f 2 sqt n illustrate the influence of x i on f j , i.e.
Let X f sqt be the set of all values that appear in all the a ij;f ; b ij;f : Then jX f j ðn þ 1Þm. Similarly, let Y f sqt be the set of values the f j functions take on those states:
Then jY f j 2m. We remark that X f and Y f actually depend on the choice of a ij;f and b ij;f ; we shall omit this dependency in order to keep the notation simple.
Define Q :¼ maxfjX f j; jY f jg ðn þ 1Þm. We shall construct g 2 F½D; Q with rankðgÞ rankðf Þ, from which we can conclude. First of all, by translation and conjugation, we can assume that f is such that X f ; Y f sQt. More explicitly, we prove the following claim.
Claim 1 There exists h 2 F½D; q such that
Proof Let q; r be two permutations of sqt such that qðY f Þ sQt and rðX f Þ sQt. We let q and r act on sqt n componentwise: qðxÞ ¼ ðqðx 1 Þ; . . .; qðx n ÞÞ and rðxÞ ¼ ðrðx 1 Þ; . . .; rðx n ÞÞ. Then let h 2 F½D; q be defined as
and let a ij;h ¼ rða ij;f Þ and b ij;h ¼ rðb ij;f Þ. It is easy to verify that h satisfies the claim. h
The claim implies that there exists h with X h ; Y h sQt and minimum rank. Let g 2 Fðn; QÞ be defined as follows. For all v 2 ½n and all x 2 sQt n ,
Moreover, the rank of g is clearly no more than that of h.
h In general, the value of the minimum Q such that rank À ½D; Q ¼ rank À ½D is open. It would be interesting to obtain tighter bounds on Q, notably to show whether or not we have Q n for any D.
Problem 1 Do we have rank À ½D; n ¼ rank À ½D for all D?
Canonical interaction graphs
In this section, we show that rank À ½D; q can be studied by converting the graph D into a canonical form.
Recall that the vertices of all our graphs are linearly ordered. Let us say a graph
where A is the set of sources of D 0 and B is the set of sinks of D 0 ; in other words, D 0 only has arcs from A to B. A sink b 2 B of a directed-bipartite graph is redundant if it satisfies exactly one of the following:
We denote the set of redundant vertices of D 0 as RðD 0 Þ. A directed-bipartite graph without redundant vertices is said to be canonical. Note that in a canonical graph, there are no isolated vertices and hence A and B are disjoint.
The canonical version of D, denoted as CðDÞ, is obtained as follows.
An example is given in Fig. 1 ; in that example, the vertices 2 0 , 2 1 and 6 1 are redundant in D 0 (since 2 0 is isolated,
We remark that for any directed-bipartite graph D 0 and any set of redundant vertices T D 0 , we have RðD 0 n TÞ ¼ RðD 0 Þ n T. Therefore, the redundant vertices of D 0 can either be removed all at once, or one at a time by scanning V 1 in increasing order.
Clearly, the canonical version of a graph is indeed a canonical graph. We can then classify the canonical graphs Fig. 1 A graph D and its canonical version as the graphs that are canonical versions of some other graph (and in particular, of themselves).
Proposition 1 The following are equivalent for a graph C.
1. C is canonical; 2. C ffi CðHÞ for some graph H; 3. C ffi CðCÞ.
Proof Clearly, 3 ) 2 ) 1. We thus prove 1 ) 3. Let
In C 0 , the sets A 1 and B 0 are isolated, while A 0 [ B 1 induce a graph isomorphic to C. Thus, the only redundant vertices of C 0 are A 1 and B 0 , and we obtain CðCÞ ffi C. h
We now justify our introduction of canonical graphs: D and CðDÞ have the same overall minimum rank.
Theorem 2 For any D, we have rank À ½D ¼ rank À ½CðDÞ:
Proof The proof follows the two steps D7 !D 0 7 !CðDÞ of the construction of the canonical version.
Claim 2 For any D on n vertices and any q ! 2, rank À ½D; q ¼ rank À ½D 0 ; q.
Proof We can express F½D 0 ; q as ff ðcÞ :
Claim 3 For any directed-bipartite graph D 0 with jV 1 j ¼ n and any q ! 2 n , rank À ½D 0 ; q ¼ rank À ½D 00 ; q, where D 00 ¼ D 0 n RðD 0 Þ.
Proof We first show that rank À ½D 0 ; q ! rank À ½D 00 ; q. Let g 0 2 F½D 0 ; q, then g 00 :¼ g 0 ÀRðD 0 Þ 2 F½D 00 ; q and rankðg 00 Þ rankðg 0 Þ.
We now show that rank À ½D 0 ; q rank À ½D 00 ; q. For any redundant sink b in D 0 , let S b ¼ fs 1 ; . . .; s k g be a set of sinks such that N in ðS b ; D 0 Þ ¼ N in ðb; D 0 Þ of minimum cardinality (S b could be empty). In particular, all the vertices in S b are irredundant and for any 1 l k, there exists a l 2 N in ðs l Þ n N in ðS b n s l Þ. Thus, for any l, there exists y l ; z l such that y l Àa l ¼ z l Àa l and f 00 s l ðy l Þ 6 ¼ f 00 s l ðz l Þ. Let f 00 2 F½D 00 ; q with minimum rank, hence rankðf 00 Þ 2 n q. We construct f 0 2 F½D 0 ; q with rankðf 0 Þ ¼ rankðf 00 Þ. Firstly, f 0 ÀRðD 0 Þ ¼ f 00 , and then f 0
It is easy to verify that indeed Dðf Þ ¼ D 0 and rankðf 0 Þ ¼ rankðf 00 Þ. h
We now give bounds on rank À ½C for any canonical graph C ¼ ðV; EÞ: We denote the set of sources of C as A ¼ fa 1 ; . . .; a m g and the set of sinks of C as B ¼ fb 1 ; . . .; b n g. For the lower bound, let L(C) be the maximum size of a sequence of sinks such that the inneighbourhood of a sink in the sequence is not contained in the in-neighbourhood of the previous vertices in the sequence, plus one:
Proposition 2 For any canonical graph C, LðCÞ rank À ½C UðCÞ:
Proof We first prove the lower bound. For any S B, we denote rðSÞ :¼ rank À ½C½A [ S. 
The first set in the union has cardinality at least rankðf S Þ, the second has cardinality one and the union is disjoint,
Since rð;Þ ¼ 1, applying the claim recursively with S ¼ fb j 1 ; . . .; b j lÀ1 g and b ¼ b j l for 1 l k yields the lower bound.
We now prove the upper bound. Consider f 2 F½C; n given by
For any y 2 f0; 1g mþn , its support is fv 2 V : y v ¼ 1g. We prove that the image of f consists of all y 2 f0; 1g mþn such that the support of y is an independent set of G.
Indeed, if the support of y, say fb j 1 ; . . .; b j k g, is a nonempty independent set of G, then y ¼ f ðxÞ, with x N in ðb j l Þ ¼ ðj l À 1; . . .; j l À 1Þ. If the support of y is empty, then y ¼ f ðxÞ, where x a ¼ 1 and x Ana ¼ ð0; . . .; 0Þ for some a 2 N in ðb 1 Þ.
Conversely, suppose the support of y is not an independent set of G. If y a ¼ 1 for some a 2 A, then clearly y 6 2 Imaðf Þ. Otherwise, there exist b j ; b j 0 2 B and a 2 A such that
h We can characterise exactly when these bounds meet. Let us define a family of graphs generalising the transitive tournament with loops T n . Let T n be the family of graphs D ¼ ðL [ R; EÞ such that:
1. the vertices in L are all sources; 2. jRj ¼ n, say R ¼ fr 1 ; . . .; r n g; 3. for any r i 2 R, there is a loop on r i ; 4. r i r j is an arc only if i j; 5. and for any i and j, N in ðr i Þ \ N in ðr j Þ 6 ¼ ;.
In particular, if L is empty, and we add all possible arcs in R, then we obtain a graph isomorphic to T n . An example of a graph in T 4 is given on Fig. 2 .
Proof Let H 2 T n and C :¼ CðHÞ. First of all, we remark that the redundant sinks in H 0 are those corresponding to L. In C, we can then express 
We now show the converse. For any canonical C, we have UðCÞ ! n þ 1, with equality if and only if N in ðbÞ \ N in ðb 0 Þ 6 ¼ ; for all b; b 0 2 B. Conversely, LðCÞ n þ 1, with equality if we can sort the vertices of B so that N in ðb j Þ 6 N in ðfb 1 ; . . .; b jÀ1 gÞ for all j.
Suppose C ¼ ðA [ B; EÞ satisfies LðCÞ ¼ UðCÞ, then both conditions above must hold, and in particular m ! n. Sort the vertices of A such that a j 2 N in ðb j Þ n N in ðfb 1 ; . . .; b jÀ1 gÞ for all 1 j n. Let L ¼ fl 1 ; . . .; l mÀn g and R ¼ fr 1 ; . . .; r n g and define the graph H on L [ R with the following arcs: an arc r i r j if and only if a i b j 2 E for all 1 i; j n; and an arc l i r j if and only if a nþi b j 2 E for all 1 i m À n and 1 j n.
It is easy to check that CðHÞ ffi C. We now verify that H 2 T n . Properties 1 and 2 are trivial. Property 3 follows from the fact that a i b i is an arc of C for all 1 i n, while Property 4 follows from the fact that a i b j is not an arc of C for j\i n. Finally, Property 5 follows from the fact that N in ðb i ; CÞ \ N in ðb j ; CÞ 6 ¼ ; for all i and j. h The proof of that equality is straightforward. We obtain that rank À ½C; q ! L 0 ðCÞ, where L 0 ðCÞ is the optimal solution of the following minimisation problem, over all functions r : 2 B ! N: min rðBÞ s:t: For any D, the conjunctive network on D is f 2 F½D; 2 such that for all v 2 ½n,
where an empty conjunction is equal to 1. The rank of the conjunctive network on D is denoted rank^½D. By adapting the proof of Theorem 2, we easily obtain rank^½D ¼ rank^½CðDÞ. Using the conjunctive network, we can show that the upper bound U(C) is not always reached. For
Example of a graph in T 4 and of its canonical version instance, let C be as in Fig. 3 . Then it is easy to verify that UðCÞ ¼ 8, while rank^½C ¼ 7.
We now classify graphs with minimum rank 1, 2, or 2 n . The first classification result is straightforward, but we include it as a template for the following results.
Proposition 4 For any graph D, the following are equivalent.
(e) CðDÞ is empty (no vertices and no arcs).
For any k ! 1, there is only one canonical graph with k sources and one sink (up to isomorphism): let F k be the graph with vertex set V ¼ ½k þ 1 and arc set
Theorem 3 For any graph D, the following are equivalent.
is not empty and there exists a set S such that for all v, either v is a source or N in ðvÞ ¼ S. (e) CðDÞ ffi F k for some k.
Proof Clearly, (e) ) (a) ) (b) ) (c). We now prove (c) ) (d). If u, v are two vertices of D such that N in ðuÞ 6 ¼ N in ðvÞ, N in ðuÞ 6 ¼ ; and N in ðvÞ 6 ¼ ;, then C ¼ CðDÞ will contain at least two sinks, corresponding to u and v, respectively. Since these two sinks have different inneighbourhoods in C, we obtain that LðCÞ ! 3 and hence rank À ½D ! 3.
We finally prove (d) ) (e). If (d) holds, then all but one sinks of D 0 will be redundant. Removing them yields CðDÞ with only one sink. h
Theorem 4 For any graph D on n vertices, the following are equivalent.
(e) CðDÞ has n connected components, all isomorphic to F 1 .
Proof Clearly, (d) ) (e). We now prove that (e) ) (d).
Suppose (e) holds, then the arcs of C ¼ CðDÞ are a 1 b 1 ; . . .; a n b n . Since D has exactly n vertices, we have C ¼ D 0 and all the arcs in C correspond to arcs in D. Thus in D, every vertex has in-and out-degree equal to one, hence D is the disjoint union of cycles. Clearly, (d) ) (c) ) (b) ) (a). We now prove that (a) ) (d). If the conjunctive network on D is a permutation of s2t n , then all its local functions are balanced, i.e. jf À1 v ð0Þj ¼ jf À1 v ð1Þj for all v. Only a conjunction of one variable is balanced, thus all vertices have in-degree one in D. Moreover, since F½D; 2 contains a permutation of s2t n , then all the vertices of D must be covered by disjoint cycles [a result obtained in Gadouleau (2018b) and reviewed in Sect. 4]. Thus, D is a disjoint union of cycles. h
The conjunctive network does not minimise the rank
The results above seem to indicate that the rank of the conjunctive network and the minimum rank for q ¼ 2 are close to to the absolute minimum rank. Here we exhibit a graph D such that the conjunctive network on D does not minimise the rank over F½D; 2, and the absolute minimum rank is exponentially smaller than the minimum rank over F½D; 2. For any n ! 2, let D n ¼ ð½n þ 1; EÞ 2 T n with
The graph D 4 is depicted on Fig. 4 .
Theorem 5 For all n, we have rank^½D n ¼ 2 n ; rank À ½D n ; 2 ¼ 2 dn=2e þ 2 bn=2c À 1; rank À ½D n ; n ¼ rank À ½D n ¼ n þ 1:
Proof The image of the conjunctive network on D :¼ D n is fð1; yÞ : y 2 s2t n g, hence its rank is 2 n . Now, let us give a lower bound on the minimum rank for any f 2 F½D; 2. First of all, the local function f 1 is a On the influence of the interaction graph on a finite dynamical system 21 constant. For any v ! 2, there exists at least one value of x 1 for which f v ðx 1 ; x v Þ depends on x v :
x 2 s2t nþ1 . Then there exist c 0 2 f0; 1g jZ 0 j and c 1 2 f0; 1g jZ 1 j such that Imaðf Þ ¼ fx :
The intersection between the two last sets is fx :
The lower bound is reached by g 2 F½D; 2, defined as follows:
Then for g, Z is empty, jZ 0 j ¼ bn=2c, and jZ 1 j ¼ dn=2e, and hence its rank reaches the lower bound. Finally, since D 2 T n , we have rank À ½D; n ¼ rank À ½D ¼ n þ 1 by Proposition 3. h
In general, we do not know whether there is any relation between the absolute minimum rank, the minimum rank for q ¼ 2 and the rank of the conjunctive network.
Problem 2
1. Does there exist a function / : N ! N such that for any D, rank À ½D; 2\/ðrank À ½DÞ?
2. Does there exist a function w : N ! N such that for any D, rank^½D\wðrank À ½D; 2Þ?
Similar arguments to those used in proof of Theorem 5 show that for any k, there exists n such that rank À ½D n ; k [ rank À ½D n .
Corollary 2 For any n, rank À ½D n ; k [ rank À ½D n for k ¼ bn= log 2 ðn þ 2Þc.
Proof Let f 2 F½D n ; q. Once again, we can consider the vertices v such that f v varies for a given value a of x 1 : for any 2 v n and any c 2 sqt, let X v ¼ fa 2 sqt : 9y; z 2 sqt such that f v ða; yÞ 6 ¼ f v ða; zÞg; Z c ¼ fv : c 2 X v g:
We then have rankðf Z c Þ ! 2 jZ c j . Since the union of all Z c 's is f2; . . .; n þ 1g, we obtain that there is d 2 sqt with jZ d j ! n=q. Thus rankðf Þ ! rankðf Z d Þ ! 2 n=q . Finally, if q k, then rankðf Þ ! n þ 2 [ rank À ½D n . h
Survey
We focus on three dynamical properties of FDSs: the rank, the periodic rank and the number of fixed points. For each, we consider the minimum, the average and the maximum value it can take in F½D; q or FðD; qÞ. In order to highlight the influence of the interaction graph, we give those values for univariate functions in the set F q :¼ f/ : ½q ! ½qg.
Number of images
Minimum
The minimum rank is studied above.
Average
In F q , a simple counting argument shows that the average rank is given by ð1 À ð1 À q À1 Þ q Þq, which tends to ð1 À e À1 Þq for q large. Similarly, the average rank in F½D; q is only a constant away from rank þ ½D; q (the latter being equal to q a 1 ðDÞ , see below) (Gadouleau 2018a ). More precisely, for every D, there is a constant c D [ 0 such that rank½D; q ! c D Á rank þ ½D; q for all q sufficiently large.
Problem 3 For any D, does the ratio rank½D;q rank þ ½D;q tend to a limit as q tends to infinity?
The ratio can decrease exponentially with a 1 ðDÞ. Indeed, if D is the graph with only n loops (i.e. V ¼ ½n and E ¼ fvv : v 2 Vg), then a 1 ðDÞ ¼ n and rank½D; q $ ð1 À e À1 Þ n q n . Nonetheless, Gadouleau (2018a) only shows that c D ! 2 À3ð2 a 1 ðDÞ À1Þ , so there is arguably room for improvement.
Problem 4 Does there exist an absolute constant K [ 0 such that for any D, rank½D; q [ ðKqÞ a 1 ðDÞ for q sufficiently large?
Maximum
The maximum rank was almost completely determined in Gadouleau (2018a) . Say two arcs uv and u 0 v 0 are independent if u 6 ¼ u 0 and v 6 ¼ v 0 . Let a 1 ðDÞ be the maximum number of pairwise independent arcs of D. We can construct a natural function in FðD; qÞ with q a 1 ðDÞ images. Let u 1 v 1 ; . . .; u k v k be a family of pairwise independent arcs, denote U ¼ ½n n fv 1 ; . . .; v k g and let f v i ðxÞ ¼ x u i for all i and f u ðxÞ ¼ 0 for u 2 U; then the image of f is all the x such that x U ¼ ð0; . . .; 0Þ.
This strategy is optimal: for any D and q ! 2, rank þ ðD; qÞ ¼ q a 1 ðDÞ :
Moreover, the maximum rank in F½D; q is equal to q a 1 ðDÞ whenever q ! 3. This is not necessarily the case when q ¼ 2: for instance, the cycle C n with a loop on each vertex for n ! 2, or the undirected cycle C n for n ! 3 do not admit a permutation of s2t n . On the other hand, we have rank þ ½K n ; 2 ¼ 2 n for n 6 ¼ 3.
Problem 5 Which classes of graphs attain the 2 a 1 ðDÞ upper bound on rank þ ½D; 2?
In general, the value of rank þ ½D; 2 is open.
Problem 6 Can we derive a meaningful lower bound on rank þ ½D; 2?
Summary
The results on the rank are summarised in Table 1 below.
Number of periodic points
Minimum
A function f 2 Fðn; qÞ is nilpotent if it only has one periodic point. Equivalently, f is nilpotent if there exists a state y 2 sqt n such that f k ðxÞ ¼ y for all x 2 sqt n and some k ! 1. The smallest k for which this holds is referred to as the class of f. For instance, f is constant if and only if it is nilpotent of class 1; Robert's theorem then asserts that any FDS with an acyclic interaction graph is nilpotent of class at most n. The study of the existence of nilpotent functions in F½D; q was initiated in ; let us review some of the results therein.
First of all, for any q ! 3 and any D, F½D; q contains a nilpotent function of class two, which is easy to describe:
f v ðxÞ ¼ 0 if x u 2 f0; 1g 8u 2 N in ðvÞ 1 otherwise:
If D admits a nilpotent Boolean network, then we can define the class of D as the minimal class of a nilpotent Boolean network in F½D; 2. If D falls into one of the three categories above, then its class is at most quadratic in n. Conversely, the cycle C n with one added loop does admit a nilpotent Boolean network, but its class is 2n À 1.
Problem 8 What is the maximum class of a nilpotent graph on n vertices? Is it polynomial?
Average
The average number of periodic points in F q is found to be asymptotically ffiffiffiffiffiffiffiffiffiffi pq=2 p in Flajolet and Odlyzko (1989) , where many other properties of random mappings are derived. This result is far from trivial, and its proof uses the machinery of analytic combinatorics described in detail in Flajolet and Sedgewick (2009) . This is the only result we know so far (omitting the obvious fact that the average number of periodic points is equal to 1 if D is acyclic), and it is likely that any advance in that area would require sophisticated and involved proofs. 
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Problem 9 Can we obtain any meaningful result on the average number of periodic points?
Maximum
The maximum periodic rank behaves in a very similar fashion to the maximum rank and was also almost entirely determined in Gadouleau (2018a) . This time, let a n ðDÞ denote the maximum number of vertices of D that can be covered by disjoint cycles. Then there exists a natural function f 2 FðD; qÞ with q a n ðDÞ periodic points, described as follows. Fix a collection of disjoint cycles that altogether cover a n ðDÞ vertices; call the set of uncovered vertices U.
Then, if v 0 is the predecessor of v on one of the cycles, then let f v ðxÞ ¼ x v 0 , and say f u ðxÞ ¼ 0 for all u 2 U. Clearly, any
x with x U ¼ ð0; . . .; 0Þ is a periodic point of f. This strategy is optimal: per þ ðD; qÞ ¼ q a n ðDÞ for all D and q ! 2. Again, for the case of F½D; q, we can reach q a n ðDÞ whenever q ! 3; however, there are graphs D such that per þ ½D; 2\2 a n ðDÞ .
Problem 10 Which classes of graphs attain the 2 a n ðDÞ upper bound on per þ ½D; 2?
In general, the value of per þ ½D; 2 is also open.
Problem 11 Can we derive a meaningful lower bound on per þ ½D; 2?
Summary
The results on the periodic rank are summarised in Table 2 below.
Number of fixed points
Minimum
The minimum number of fixed points is settled. We have that fix À ½D; q ¼ 1 if D is acyclic (an easy consequence of Robert's theorem), while fix À ½D; q ¼ 0 otherwise (Aracena and Salinas, Private communication).
In F q , the number of fixed-point free functions is exactly ðq À 1Þ q , hence the proportion of fixed-point free functions tends to 1/e. In fact, more is known: for every fixed k, the proportion of functions in F q with exactly k fixed points tends to e À1 =k (Flajolet and Odlyzko 1989) . On the other hand, little is known about the proportion of fixed-point free functions in F½D; q, when q tends to infinity. In Gadouleau (2017) , it is shown that for the cycle C n , that proportion does tend to 1/e. Problem 12 For any non-acyclic graph D, does there exist a [ 0 such that the proportion of fixed-point free functions in F½D; q is at least a as q tends to infinity?
Average
The average number of fixed points in F½D; q is equal to 1 for every D and q (Gadouleau 2017).
Moreover, for q ! 3, F½D; q contains a function with exactly one fixed point (a nilpotent function, see Sect. 4.2.1). In Gadouleau (2017) , it is proved that the proportion of fixed point-free functions is related to that of functions with exactly one fixed point. In particular, Problem 12 has an affirmative answer if and only if Problem 13 below does.
Problem 13 For any non-acyclic graph D, does there exist b\1 such that the proportion of fixed-point free functions in F½D; q is at most b as q tends to infinity?
For q ¼ 2, F½D; q may not contain a function with exactly one fixed point. For instance if D ¼ C n , then every function in F½C n ; 2 has either two fixed points (a positive cycle, e.g. f v ðxÞ ¼ x vÀ1 for all v) or no fixed points (a negative cycle, e.g. f 1 ðxÞ ¼ :x n and f v ðxÞ ¼ x vÀ1 for all 2 v n).
Problem 14 Can we determine which graphs D have a function in F½D; 2 with exactly one fixed point? 
Maximum
The maximum number of fixed points in F½D; q or in FðD; qÞ has been the subject of a lot of work. We shall split the main results into five parts: upper bounds, lower bounds on fix þ ðD; qÞ, lower bounds on fix þ ½D; q, exact results and asymptotic values.
Upper bounds Let x; y 2 sqt n be two distinct fixed points of f 2 F½D; q, and consider the positions in which they differ: Dðx; yÞ ¼ fv 2 ½n : x v 6 ¼ y v g. Then D½Dðx; yÞ contains a cycle (Gadouleau and Riis 2011) [see also Didier and Remy (2012) and Gadouleau et al. (2015) ]. From this observation, we can obtain two upper bounds on the number of fixed points.
Firstly, suppose I is a feedback vertex set of D. If x; y 2 Fixðf Þ for some f 2 FðD; qÞ such that x I ¼ y I , then we must have x ¼ y (for otherwise, Dðx; yÞ V n I, which is acyclic). Thus, jFixðf Þj is at most the number of choices for x I . We thus obtain the feedback bound (Aracena 2008): fix þ ðD; qÞ q sðDÞ :
Secondly, a q-ary code of length n is any subset of sqt n ; its elements are called codewords. The minimum distance of a code is the minimum Hamming distance between any two distinct codewords. We denote the maximum cardinality of a q-ary code of length n with minimum distance d as A(n, q, d). Since Dðx; yÞ contains a cycle for any distinct x; y 2 Fixðf Þ, their Hamming distance is at least the girth of D. The girth bound (Gadouleau and Riis 2011) then asserts that fix þ ðD; qÞ Aðn; q; cðDÞÞ:
So far, we only know of graphs for which the feedback bound is tighter than the girth bound.
Problem 15 Is the girth bound always looser than the feedback bound?
Riis developed another upper bound on fix þ ðD; qÞ, called the Shannon entropy of a graph, based on the entropy function and submodularity (Riis 2007a) . He obtained that fix þ ðD; qÞ q HðDÞ ;
where H(D) is the optimal value of a solution of the following linear program (with one variable h(S) for any S ½n): In particular, if D is an odd undirected cycle, i.e. D ¼ C 2kþ1 for k ! 2, then HðC 2kþ1 Þ ¼ k þ 1=2 (Christofides and Markström 2011) .
On the other hand, there seems to be only one nontrivial upper bound on fix þ ½D; q (i.e., tighter than the obvious fix þ ðD; qÞ upper bound). It was derived for graphs with a loop on each vertex; we shall review that result in the part on exact results below.
Problem 16 Can we derive general upper bounds on fix þ ½D; q?
Lower bounds on fix + ðD; qÞ Lower bounds on fix þ ðD; qÞ can be obtained by packing smaller graphs with relatively high fix þ in D. For instance, the complete graph K n satisfies fix þ ðK n ; qÞ ¼ q nÀ1 for all n and q (a function with q nÀ1 fixed points is f v ðxÞ ¼ À P u6 ¼v x u mod q). The clique partition number pðDÞ is the minimum number of cliques required to cover all the vertices in the graph. Packing cliques then yields fix þ ðD; qÞ ! q nÀpðDÞ :
Moreover, the cycle C n has fix þ ðC n ; qÞ ¼ 1 for all n and q (here, use f v ðxÞ ¼ x vÀ1 ); thus packing cycles yields fix þ ðD; qÞ ! q mðDÞ :
Here, mðDÞ is the cycle packing number, i.e. the largest number of vertex-disjoint cycles in D.
These bounds can be refined by considering fractional strategies as follows. Since the alphabet sq k t is isomorphic to sqt k , working in F½D; q k can be viewed as working in F½k È D; q, where k È D ¼ ð½n Â ½k; fðu; iÞðv; jÞ : uv 2 EgÞ. Therefore, fix þ ðD; q k Þ ¼ fix þ ðk È D; qÞ. A fractional cycle packing of a graph D is a family of cycles B 1 ; . . .; B s of D together with non-negative weights w 1 ; . . .; w s such that P i:v2B i w i 1 for all v. In particular, a cycle packing is a fractional cycle packing where the weights belong to f0; 1g. The maximum value of P s i¼1 w i over all fractional cycle packings is the fractional packing number and is denoted by m Ã ðDÞ. Similarly, a fractional clique cover of a graph D is a family of cliques H 1 ; . . .; H t of D together with non-negative weights w 1 ; . . .; w t such that P i:v2H i w i ! 1 for all v. Again, a clique cover is a fractional clique cover where all the weights belong to f0; 1g. The minimum value of P t i¼1 w i over all fractional clique covers is the fractional clique cover number and is denoted by p Ã ðDÞ. For any D, there exist k; k 0 such that mðk È DÞ ¼ km Ã ðDÞ; pðk 0 È DÞ ¼ k 0 p Ã ðDÞ:
[See Scheinerman and Ullman (1997) for more on fractional graph theory.] Therefore, there exist k and k 0 such that fix þ ðD; q k Þ ! q kðnÀp Ã ðDÞÞ fix þ ðD; q k 0 Þ ! q k 0 m Ã ðDÞ :
Further lower bounds on fix þ ðD; qÞ were obtained from the guessing graph approach in Gadouleau and Riis (2011) . The q-guessing graph of D, denoted GðD; qÞ, has vertex set sqt n , and two states x; y 2 sqt n are adjacent if and only if they cannot be simultaneously fixed by the same function in FðD; qÞ. Clearly, for any f 2 FðD; qÞ, Fixðf Þ is an independent set of GðD; qÞ. A converse holds, and hence fix þ ðD; qÞ ¼ aðGðD; qÞÞ;
where aðGÞ is the independence number of G. Based on properties of the guessing graph, we have the code bound fix þ ðD; qÞ ! Aðn; q; n À dðDÞ þ 1Þ;
where dðDÞ is the minimum in-degree of a vertex in D. In particular, the existence of MDS codes implies fix þ ðD; qÞ ! q dðDÞ for any prime power q ! n:
For other values of q, we have the competing bound fix þ ðD; qÞ ! q dðDÞ n :
Lower bounds on fix þ ½D; q. We now turn to lower bounds on fix þ ½D; q. First of all, we can easily add ''ghost dependencies'' to any f 2 FðD; q À 1Þ to create f 0 2 F½D; q with more fixed points than f. Namely, let
Remarkably, Aracena et al. (2017) shows two ways how packing cycles can also help with fix þ ½D; 2. Firstly, fix þ ½D; 2 ! mðDÞ þ 1:
The function achieving this number of fixed points can be schematically described as follows. Let C 1 ; . . .; C m be a collection of disjoint cycles; for the sake of simplicity, assume that they cover all the vertices of D. For any 0 i m, let
The fixed points of f are all the y k 2 ½2 n such that y k S k ¼ ð1; . . .; 1Þ and y k T k ¼ ð0; . . .; 0Þ for 0 k m. This construction is monotone; the mðDÞ þ 1 lower bound is proved to be tight for monotone Boolean networks in Aracena et al. (2017) , but it is still open whether it is tight in general. 
Problem 17 Does there exist a graph D with fix þ ½D; 2 ¼ mðDÞ þ 1?
Secondly, Aracena et al. (2017) introduces the notion of principal packing. Intuitively, this is a packing of k cycles where the effect of the arcs amongst the cycles can be compensated, and hence we recover exactly 2 k fixed points. Formally, given a cycle packing C 1 ; . . .; C k , a path P of D is said principal if it has no arc and no internal vertex in the packing. A cycle C is also said principal if it is not in the packing and has exactly one vertex in the packing. We then say that the packing is principal if the following holds: for every cycle C i and for every vertex v in C i , if there exists a principal path from a cycle C j 6 ¼ C i to v, then either there exists a principal path from C i or a source to v, or there exists a principal cycle containing v. We denote by m 0 ðDÞ the maximum size of a principal packing in D. Then fix þ ½D; 2 ! 2 m 0 ðDÞ :
A comparison between mðDÞ and m 0 ðDÞ is also carried out in Aracena et al. (2017) .
Finally, lower bounds on fix þ ½D; q can also be obtained by considering special functions f 2 F½D; q. A first natural choice for a function f 2 F½D; q is a simple linear function on D, where
where the operations are done over GFðqÞ, provided q is a prime power. The number of fixed points of that FDS can be easily determined, and we obtain (Gadouleau and Riis 2011) fix þ ½D; q ! q nÀrank q ðIÀAðDÞÞ ;
where rank q denotes the matrix rank over GFðqÞ, I is the identity matrix and A(D) is the adjacency matrix of the graph D. Another natural choice for a function in F½D; 2 is the negative conjunctive network, where
It is easy to see that the fixed points of f are in bijection with the in-dominating independent sets of D (a set S is indominating if for all v 6 2 S, there exists s 2 N in ðvÞ \ S). In particular, if D is symmetric, then those are exactly the maximal independent sets of D. Denoting their number as misðDÞ, we thus obtain (Aracena et al. 2004) fix þ ½D; 2 ! misðDÞ:
The ''performance'' of that construction, compared to other kinds of conjunctive networks, is evaluated in Aracena et al. (2014) .
Exact values The value of fix þ ðD; qÞ is known for many classes of graphs. First of all, if sðDÞ ¼ n À pðDÞ, then the clique cover strategy reaches the feedback bound; this is notably the case when D is a symmetric perfect graph. Moreover, the entropy upper bound meets the fractional clique cover lower bound for odd undirected cycles and their complements (Christofides and Markström 2011) : HðC 2kþ1 Þ ¼ k þ 1=2 ¼ ð2k þ 1Þ À p Ã ðC 2kþ1 Þ and Hð C 2kþ1 Þ ¼ 2k À 1 À 1=k ¼ ð2k þ 1Þ À p Ã ð C 2kþ1 Þ (for k ! 2). In particular, for odd undirected cycles, we have fix þ ðC 2kþ1 ; p 2 Þ ¼ p 2kþ1 for all p ! 2. The value of fix þ ðC 2kþ1 ; qÞ for fixed q and k sufficiently large was determined in Atkins et al. (2017) .
The value of fix þ ðD; qÞ is equal to q sðDÞ if sðDÞ 2 f0; 1; ng, since in those cases, sðDÞ ¼ mðDÞ. Moreover, it is implicit from the work in Gadouleau and Riis (2011) , , that this is still the case when sðDÞ ¼ n À 1. We also have fix þ ðD; qÞ ¼ q sðDÞ for sðDÞ ¼ 2; this is a highly nontrivial result, presented in the context of linear network coding in Shenvi and Dey (2010) .
We also have fix þ ½D; q ¼ q sðDÞ for sðDÞ 2 f0; 1g . The value of fix þ ½D; q is also known for sðDÞ ¼ n, i.e. for loop-full graphs . For any loopless D, a positive-in-dominating set is a set of vertices X ½n such that for all v 2 ½n with positive in-degree, either v 2 X or N in ðvÞ \ X 6 ¼ ;. Denote the number of positive-in-dominating sets of D of size k by I k ðDÞ. Let D be the graph obtained by adding a loop on every vertex of D. Then fix þ ½D ; q ¼ X n k¼0 ðq À 1Þ k I k ðDÞ:
Guessing number The q-strict guessing number is g½D; q :¼ log q fix þ ½D; q, while the q-guessing number is gðD; qÞ :¼ log q fix þ ðD; qÞ. The guessing number and the strict guessing number tend to the same limit as q tends to infinity (Christofides and Markström 2011):
gðD; qÞ:
Let us call this limit the asymptotic guessing number of D. Clearly, if sðDÞ ¼ n, then for all q we have g½D; q\gðD; qÞ ¼ gðDÞ ¼ n, thus the asymptotic guessing number is not always achieved for by the strict q-guessing number.
Problem 18 Is the asymptotic guessing number always achieved by the guessing number, i.e. for any D, does there exist q such that gðD; qÞ ¼ gðDÞ?
Another major problem about the asymptotic guessing number is the values it can take. Let G be the set of asymptotic guessing numbers of all finite graphs, while G 0 is the set of asymptotic guessing numbers of all finite symmetric graphs. G 0 is sparse, since (Gadouleau 2018b) shows that G 0 \ ½0; k is finite for all positive integers k.
Problem 19 Let G be the set of all asymptotic guessing numbers, then is G \ ½0; k finite for all k?
Summary
The results on the number of fixed points are summarised in Table 3 below.
