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ABSTRACT 
The main objectives of this study are to test the Sensitive Period Hypothesis for 
second language acquisition and to find out its nature. Speed (reaction time) of responses 
was measured in addition to grammaticality judgment so that the subjects' conscious 
monitoring of linguistic processes could be kept at a minimum. The reaction time 
measurement also provided information on the subjects' fluency of processing. Materials 
were developed within the framework of the Universal Grammar Theory of Principles 
and Parameters. Thus sentences were constructed to test the subjects' knowledge on the 
Subjacency Principle and the Binding Principle for Anaphors in English. 
Subjects in this study were no more than 15 when they were first exposed to their L2 
environment. A total of 120 Korean-English bilinguals were divided into six groups 
according to their age of onset of exposure to English: 0-2, Marginal 0-2, 3-5, 6-8, 9-11, 12-
14. These groups are described as infant, marginally infant, early-childhood, mid-
childhood, late-childhood and early adolescent learners of English. In addition to the 
Korean-English bilingual subjects, three groups of native speakers of English (bilinguals; 
monolinguals under reaction time condition; and monolinguals under non-reaction-
time condition) were tested. 
Group differences were analyzed with ANOVAs and Tukey HSD post hoc tests. 
Maturation effects were analyzed using two types of analysis: first ANOVAs were 
performed with age as a continuous variable and compared with the analyses of ANOVAs 
with grouped means. The results showed that the polychotomization of the age variable 
in this study did not produce differences in the two types of analyses. In addition, partial 
correlations between age of onset and the two dependent variables were done with the 
length of stay effect removed and vice versa. Significant results were obtained for the age 
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of onset variable, but not for the length of stay variable. No significant results were 
obtained for the trade-off effect between reaction time and accuracy rate. 
Results revealed evidence of an optimal sensitive period for L2 acquisition of native-
like ability in knowledge of language and fluency of processing t ha t ends in early 
childhood (around age five). In mid and late childhood maturation effects were found 
such that linguistic knowledge of the L2 and fluency in the processing of the L2 decrease 
as the age of onset of L2 acquisition increases. Thus it was concluded thata residual 
sensitive period exists in mid and late childhood (around age six to eleven). By the onset 
of adolescence (around age twelve to fourteen), there was distinctive evidence that one 
could not attain native-like knowledge of or fluency in the L2. Thus the sensitive period 
ends with the onset of adolescence (or onset of puberty). 
The effects of the sensitive period on the availability of UG is that UG is fully 
available during the optimal sensitive period, and exposure to the second language 
environment during the optimal sensitive period leads to native-like acquisition of the 
Subjacency Principle and the Binding Principle for Anaphors. During the residual 
sensitive period, results showed maturation effects in terms of decreased availability of 
UG. Nevertheless, UG seems to provide the principle guidelines upon which second 
language acquisition takes place, and L2 learners are not able to benefit from direct 
transfer of LI grammar to L2 grammar. Beyond the sensitive period, UG is not available 
and L2 acquisition occurs in a non-principled manner. However, in cases where LI and 
L2 grammar are compatible, L2 learners may benefit from transference of LI grammar to 
L2 grammar. 
Finally, evidence were also found that bilinguals have an advantage when compared 
to monolinguals in terms of increased awareness in possible conflicts among grammars 
of different languages. They may also have an advantage in terms of increased effeciency 
in processing conflicting grammars that can be explained within the principles and 
parameters model of UG. 
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INTRODUCTION 
The main concern of this study is in addressing the issue of the sensitive period in 
second-language acquisition for grammatical properties of language that may be 
universal. In this introduction, I will provide a brief overview of the context of this 
particular research question in the general field of linguistics and then describe how I 
have composed this dissertation in order to answer the above research question. 
What are the questions that the field of linguistics aims to address? This is a simple 
and straightforward question that should rightly be asked by all who profess to be 
students of linguistics. Yet there is a lack of consensus in the definition of the field of 
linguistics as evidenced by the different views on what "linguistics" should be 
(Newmeyer, 1980, 1986 and 1988(ed.); Davis and Taylor (ed.), 1990). Chomsky (1986a: 3) 
asserts that there is one central concern for the study of linguistics (leaving other 
concerns to non-linguistic domains): knowledge of language—its nature, origins and 
use. According to Chomsky, the "three basic questions" encompassed in this one central 
concern are as follows: 
1. What constitutes knowledge of language? 
2. How is knowledge of language acquired? 
3. How is knowledge of language put to use? 
These questions are referred to as the "knowledge" question, the "acquisition" question 
and the "use" question. Since it would be unrealistic to take upon oneself to answer all 
three questions at once, each individual in the linguistic profession may choose to 
endeavor to answer any one, or any portion of one, of the above questions. 
A further distinction made by Chomsky for the study of language is that of 
E(xternalized) language and I Internalized) language where E-language studies adopt the 
position of Lewis (1975) and are concerned with regularities held "among the population 
2 
with reference to language, sustained by an interest in communication" (Chomsky, 
1986a: 19, see also 1980a) while I-language studies are concerned with the mental 
representation, the element of the mind, of a person who has acquired the language, 
knows the language, and therefore uses the language as a native speaker. Although 
Chomsky himself may only be interested in the studies of I-language, there are many 
others in the linguistic profession, especially in the field of sociolinguistics, who are 
concerned mainly with use of language in social contexts and the form-function 
relationships of the various E-languages in the world. ' 
In this study, however, it is the I-language that is the focus of attention. The concept 
of i-language brings forth the notion of Universal Grammar (Chomsky, 1981 a and b)— 
the innate linguistic faculty in all humans—and it is the Universal Grammar (UG) that 
contributes an initial state upon which the I-language for any specific language is 
based. If UG is an innate mechanism, then it also follows that UG is a biological 
1
 Cook (1993: 1-2) explains that the "use" question put forward by Chomsky is that 
which is covered by concepts such as "communicative competence" (Hymes, 1972a 
and b) or "pragmatic competence" (Chomsky, 1980a). He further explains that, 
among other things, the "use" question is concerned with "the processes through 
which speech is adapted to an actual moment of speaking in a particular context of 
situation." Some people may agree with Cook's interpretation of Chomsky, but in 
view of Chomsky's own definition of the "use" question as consisting of a 
"perception problem" and a "production problem" (1986a: 25), there seems to be some 
misunderstanding on Cook's part. For Chomsky, language use in social contexts 
holds no interest, even in the realm of E-language studies which he separates and 
excludes when discussing of the "knowledge," "acquisition" and "use" questions of I-
language. I personally disagree with Chomsky that only I-language studies fall in 
the realm of proper linguistic studies. However, this is a political question that is 
not directly relevant to this study. Interested readers are referred to Newmeyer 
(1986) which reads somewhat like an apology for Chomsky's position while the 
edited volume by Davis and Taylor (1990) contains excellent arguments against 
Chomsky's notion of linguistics. 
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construct (Chomsky, 1975), subject to all of the characteristics of other biological 
components of living organisms. Three related questions that arise at this point are 
these: are humans indeed born with an innate language acquisition faculty that is 
biological in nature, and if this is true, what are the characteristics of the language 
acquisition faculty, and is there a sensitive period during which the language 
acquisition faculty functions optimally? Let us refer to these questions as the "biology" 
question, the "UG" question, and the "sensitive-period" question, respectively. 
In addressing the "biology" question, one can consider aspects of human 
development that are indisputably biological in nature, such as learning to walk or 
learning to chew solid food, and aspects of human development that only follow as a 
result of cognitive development and social learning such as learning to ride a bicycle or 
learning to count. The "biology" question asks if language acquisition is similar to 
becoming bipedal or if it is similar to becoming a bicycle user. All that a human baby 
needs in order to walk is the presence of other walking people. But in order to learn to 
ride a bicycle, the mere presence of people riding bicycles and access to a bicycle is not 
sufficient. Though scholars have disagreed on this issue for centuries, more and more 
evidence have been found that support the position that language acquisition is more 
like becoming a biped rather than becoming a bicyclist. Many of the earlier first-
language acquisition studies2 of children in a homogeneous monolingual environment 
such as the studies by Bellugi (1967), Berko (1958), Brown (1973), Brown, Cazden and 
Bellugi (1969), Brown and Eraser (1963). Brown and Hanlon (1970), and Chomsky C. 
(1969) have aided the conceptualization that there is a biological predisposition in 
humans to acquire language. The results are notions such as the "creative aspect of 
Gleason and Ratner (1993) provides an introductory overview of studies of language 
development in children and refers the reader to Gleason (1993), De Villiers and De 
Villiers (1985) and Owens (1992) for a more detailed discussion on this subject. 
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language use" (Chomsky, 1959), "independent grammars assumption" (McNeill, 1966), 
"Language Acquisition Device" (Chomsky, 1964: 26), and "hypothesis-testing" 
(Chomsky, 1965b: 36; Cook, 1969: 208), among others. 
As for the "UG" question, Chomsky (1977, 1986a) recognizes that it was Jesperson 
(1924) who was first concerned about the syntactic component of human languages that 
seem to suggest an underlying universal grammar. With Chomsky paving the way, 
generative grammarians of the past few decades have mainly been concerned with this 
underlying structure of human language. These efforts resulted in the Principles and 
Parameters model of UG in language acquisition. In the most recent years, the 
Principles and Parameters model has been fed into the "minimalist" program for 
linguistic theory (Chomsky. 1991, 1993, 1994a) and has culminated in Bare Phrase 
Structure (Chomsky, 1994b). In summary, the study of UG has been rapid, too rapid 
perhaps, for empirical language acquisition research to keep up with and test the 
theorized principles and parameters of UG. I thus feel that it is too early to accept any 
theory of UG as entirely valid. Rather language acquisition research needs to ask if 
there is empirical evidence for universality in the acquisition of the UG principles and 
parameters postulated so far. 
Finally, for the "sensitive-period" question, we can consider the fact that all living 
organisms are genetically programmed, even before birth, to develop and mature in a 
specifically set manner and eventually die when the functions of certain critical organs 
cease their normal activity. In their due course of development and maturation, some 
biological components have sensitive periods during which a specific experiential 
trigger must occur for normal development to take place while the development of other 
components seem to depend either on an internal biological clock irrelevant of 
experience, or on the existence of experience regardless of when the experience might 
occur. Then, the question is whether there a sensitive period for language acquisition. 
Although the question may appear simple and straightforward, it is impossible to find 
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empirical evidence that answers this question directly since we cannot manipulate the 
onset of the occurrence of linguistic experience in normally developing children.3 Thus 
an indirect method of study has to be developed which brings our attention to second-
language acquisition (SLA) studies. 
Research concerned with the process of additional language (L2) acquisition4 by 
both children and adults has proliferated in the past few decades, owing mainly to the 
exponential increase in the number of people that wish to learn English as L2. Thus for 
much of the SLA researchers, the emphasis has been placed on finding effective 
methods for teaching L2, specifically, teaching English as a second language for general 
or specific purposes (ESL, TESL, TESOL, ESP, Academic English, etc.). Thus the 
question of how language acquisition occurs serves as a means rather than an end in 
these studies (Schulz, 1991). Nevertheless, SLA research has resulted in several major 
theories and models for second-language acquisition (Cook, 1993; Snow, 1993) and it is 
in this field of SLA research, especially in relation to child bilingualism, that one finds 
a way to ask the sensitive-period question for language acquisition. 
When children grow up in a multilingual setting such as the United States and learn 
more than one language simultaneously, or one after another in succession, there is a 
possibility that we can observe the effects of delayed onset of exposure to the additional 
There are, however, several studies that report findings on the delayed acquisition 
of American Sign Language by the congenitally deaf (e.g., Newport, 1981, 1984, 1988, 
1990, 1991). They are discussed in more detail in Chapter 2 in relation to the issue of 
the critical period versus the sensitive period. 
For every person who learns to speak, the first language is acquired primarily at 
home from exposure to the language used by his or her parents. By additional 
language, I refer to any language that a person learns to use in addition to the first 
language. For convenience, all additional languages are referred to as L2 in this 
study. LI, then, refers only to a person's first language. 
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language. This possibility is a very promising circumstance for the study of the 
sensitive period for language acquisition when one considers the fact that in the United 
States, English is the one and only additional language that most immigrants and their 
children must learn in order to survive. English enjoys an unchallenged dominant 
status within the society, and this linguistic atmosphere provides an ideal situation for 
second-language acquisition. This circumstance of language acquisition by immigrant 
children is not riddled with the usual problems of adult second-language acquisition 
such as lack of motivation, lack of stimulus, or lack of practice. 
Although there are relatively fewer studies of child L2 acquisition when compared 
to studies of LI acquisition or studies of adult L2 acquisition, the field is currently being 
explored by several researchers, and interesting discussions can be found in Bialystok 
(ed., 1991), Fillmore (1991), Grosjean (1982), Hatch and Hawkins (1987), and Romaine 
(1989). One point that appears in all of the discussions is whether a child learns the L2 
simultaneously with the LI, or consecutively to the LI. Swain (1972:1) refers to 
simultaneous L2 acquisition as "bilingualism as a first language." and MacLaughlin 
(1978) contends that L2 acquisition must occur before age three for a person to be 
considered a s imultaneous bilingual. According to MacLaughlin's definition, 
immigrant children in the United States rarely become simultaneous bilinguals when 
both parents are non-native speakers of English. In most cases, children of immigrants 
that are born in the United States or are brought to the U.S. at an early age are exposed 
to and thus learn the parents' LI during infancy and childhood. In MacLaughlin's claim 
that age three is the limit for simultaneous bilingualism, there is an implicit assertion 
of qualitative differences in the results of L2 acquisition depending on how young a 
person is when the onset of L2 acquisition occurs. This is a question directly related to 
the sensitive period for (second-)language acquisition. 
For most immigrant children in the United States, the age of onset of L2 acquisition 
is either the age of arrival in the United States or the age of onset of formal education 
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(pre-school, kindergarten or grade school)5. By the time these children are exposed to 
the L2 (Englisn) environment, they have a considerably well-developed lexico-
giammatical structure of their LI. If the given social environment were not the United 
States, these children may grow up to be competent bilinguals or multilinguals 
(Cummins, 1976). In fact, successful LI acquisition and maintenance have been found 
to be closely linked to successful L2 acquisition (Cummins, 1991). However, this is not 
the case for most immigrant children in the United States. The result of these children 
growing up learning English and inevitably becoming proficient in English is 
subtractive bilingualism (Curtis, 1988; Schiff-Meyers, 1992; Skutnabb-Kangas 1984, 
1988). That is, they not only fail to progress in their LI acquisition, but they actually 
fail to retain their LI linguistic proficiency that they once used to possess as a child.6 
They eventually become very similar to monolingual native speakers of English by the 
time they are young adults. The compelling question at this point is whether these 
young-adult second-generation immigrants in the United States do in fact acquire 
5
 An exception to such delayed exposure to English would occur when immigrant 
children are cared for by native speakers of English from birth. One might also 
argue that some of these children may have older siblings who interact with them in 
English, and that there is television and radio that serve as linguistic input, albeit, 
in a passive manner. In view of various evidence of language acquisition with 
impoverished input (Sankoff and Laberge, 1980; Singleton and Newport, 1992; 
Goldin-Meadow and Mylander, 1990), the first argument is valid. Thus one might 
consider children who had older siblings with whom communication occurred in 
English as having been exposed to the second language from birth, and thus 
consider them as simultaneous bilinguals. The second argument, however, cannot 
be seriously considered since passive linguistic input does not result in language 
acquisition in the absence of active linguistic socialization with other speakers (see 
Chapter 1, Section 1.1.5). 
6 See for example. Freed and Lambert (1982) and Hansen (1982) for empirical research 
on the process of LI loss by children learning English as L2. 
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linguistic the knowledge of language and/or the automaticiry and fluency of language 
processing that is truly comparable to other native speakers of English of their age. 
Recent research on the sensitive period for language acquisition (Johnson 1992; 
Johnson and Newport, 1989, 1991; Kim, 1993; Newport, 1984; Newport and Supalla, 
1987; Shim, 1993) indicate that there may be sensitive period(s) for L2 acquisition in 
both competence and performance. In other words, depending on the age of onset of L2 
acquisition, there may be differences between the native-speaker group and the second-
generation immigrant group as well as differences among the various second-
generation immigrant groups, either in their knowledge of the language or in their 
fluency of processing, even if the immigrant L2 learners seem to have fully mastered the 
English language. 
As we reflect on the discussion so far concerning the linguistic atmosphere in the 
United States, we are now ready to return to the central question of this study, that is, is 
there a sensitive period in second-language acquisition for grammatical properties of 
language that may be universal? I have shown that the "sensitive period" question may 
be answered by observing the results of L2 acquisition in young adult second-generation 
immigrants in the United States who seem to have acquired the level of English 
proficiency comparable to that of native speakers of English. One of the results of L2 
acquisition is found in the grammatical properties of language that are considered to be 
universal. Assuming that the postulated principles and parameters in the Principles 
and Parameters model are part of UG, are these principles available in their original 
form during L2 acquisition for the setting of new parameters according to the L2 (e.g., 
Chen, 1993; Martohardjono, 1993; Thomas, 1991)? If not, are these principles only 
partially available, mediated through the LI, thus creating the effect that the parameter 
setting for the LI is transferred to the L2 (e.g., Flynn 1987a, b, and c; White 1985a, b, and 
c, 1986, 1987, 1988)? In this case, is it UG that is available and that is primarily 
responsible for providing a guideline for L2 acquisition? Or is it the LI grammar that 
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serves as a basis upon which L2 grammar is built, together with hypothesis testing, 
learner strategies, generalization and over-generalization, communicative strategies, 
and so on. Is it not the case then, that principles and parameters of UG are not available 
at all for L2 acquisition beyond a certain age (Bley-Vroman and Chaudron, 1990; White, 
1991)? 
The following table illustrate the four cases in which the sensitive period effects 
may be found for LI acquisition and for L2 acquisition:7 
Case 1. sensitive period 
Case 2. sensitive period 
Case 3. sensitive period 
Case 4. sensitive period 
for LI acquisition 
does not exist 
does not exist 
exists 
exists (stronger effect) 
for L2 acquisition 
does not exist 
exists (impossible) 
exists 
exists 
Case 1 represents the situation in which there is no sensitive period for either LI 
acquisition or L2 acquisition. This would be the situation that would arise when 
language acquisition is not a sensitive-period dependent phenomenon. Case 2 
represents a situation in which the sensitive period does not exist for LI acquisition but 
manifests itself for L2 acquisition. As in Case 1, this is a situation in which successful 
LI acquisition is possible no matter how long a person is delayed from being exposed to 
any types of language input. It means that the biological phenomenon of maturation 
has no effect on language acquisition. Then it is not possible that something that does 
not exist would affect the acquisition of L2. Thus Case 2 is logically impossible. Case 3 
represents the situation in which there is a sensitive period for LI acquisition but it 
does not affect L2 acquisition. Johnson and Newport (1989) discuss such a situation 
with the notion of the exercise hypothesis: once the language acquisition faculty of the 
7
 For a discussion of qualitative differences between LI and L2 acquisition, see 
Macnamara (1972). He follows Krashen's (1973) notion that while children 
"acquire" LI during the sensitive/critical period, L2 cannot be "acquired" but is 
rather "learned" beyond the sensitive/critical period . 
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mind is exercised and there is successful LI acquisition, it remains intact throughout 
life and makes the acquisition of additional languages possible. Finally, Case 4 
represents the situation in which the sensitive period for language acquisition affects 
both the acquisition of the LI and the L2. Johnson and Newport (ibid) describe this 
situation in their discussion of the maturational state hypothesis: the maturation of 
the language learners' minds is the primary factor in making language acquisition 
difficult for both LI and L2 acquisition. In this situation, if LI acquisition has been 
successful and if language transfer is possible, L2 acquisition may be facilitated in spite 
of the sensitive period effect, and one may see less of the effects of the sensitive period in 
L2 acquisition. On the other hand, if one does observe a sensitive period effect for L2 
acquisition despite the fact that language input in LI was present throughout the period, 
it would mean that the effect would be greater if linguistic input were totally absent 
during this period. Thus if it is found that there is a sensitive-period effect in the 
acquisition of certain principles by immigrant children to the United States, it follows 
that there is a sensitive period for LI acquisition. 
In conclusion, this study addresses the issue of the sensitive period in second-
language acquisition for grammatical properties of language that are considered 
universal. Testing second-generation Korean-English bilinguals in the United States 
who differ in their age of onset of English acquisition. The Subjacency Principle and 
the Binding Principle for anaphors are selected as test materials. The remainder of this 
dissertation is divided into seven chapters. The first three chapters provide a review of 
previous literature and the next four chapters provide a description and discussion of 
the present study: 
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CHAPTER 1 
THEORIES OF LANGUAGE ACQUISITION 
1.1. First-Language Acquisition 
Brown, D. (1994a: 20 [1987: 16]) reports that modern research on language 
acquisition among children has been traced back to the eighteenth century when the 
German philosopher Dietrich Tiedman recorded his observations of the psychological 
and linguistic development of his child. However, it was not until a few decades ago that 
linguists became seriously interested in the study of child language acquisition. In this 
relatively short period of time, five major theories of language acquisition have 
emerged. 
1.1.1. The behaviorist approach 
In 1957, B. F. Skinner wrote Verbal Behavior, in which he described language 
learning within the general theory of learning. Skinner believed that children acquired 
language in the same way as any other type of behavior: through associations (e.g., a 
mother repeatedly saying "milk" before she gives it to her child), through reinforcement 
(e.g., mother refusing to give her child any milk until the child utters something that 
sounds similar to "milk"), and observation and imitation (e.g., child sees mother utter 
the word "milk" and repeats the word). This behavioristic view of language acquisition 
was particularly well suited for the Bloomfieldian (1933) structuralists ' view of 
language since it was believed that there was a limited set of linguistic structures in a 
given language, and that children started to produce grammatical sentences by 
imitating adults, and that they further developed linguistic skills by reinforcement and 
habit formation (Skinner, 1969; Moerk, 1989, 1990; Whitehurst, 1982). 
12 
1.1.2. The nativist approach 
The behaviorist view was called into question by Noam Chomsky (1959) who 
obviously held a different view of language acquisition. The strongest criticism against 
the behaviorist theory of language acquisition was the fact that children produced 
sentences that they had never heard before (Cuevas, 1990). How was it possible for 
children to create novel utterances unless they were equipped with an innate ability to 
generate language? Thus Chomsky asserted (1965a and b, 1968, 1972. 1975) that 
language acquisition was an innate ability of humans, and his view was strongly 
supported by Lenneberg (1967) who defined language as a "species-specific" behavior. 
As more researchers studied language acquisition with a nativist approach, more 
evidence for an innate ability for language acquisition was found. Studies of mother-
child interaction produced evidence that mothers do not teach their children how to 
speak grammatical sentences (Brown and Hanlon, 1970; Lightfoot, 1982; McNeill, 1966; 
Pinker 1984, 1991), which has been referred to as the negative evidence problem1. 
Research on the development of Creoles from pidgins (Bickerton 1977, 1981, 1983, 1984, 
1991; Bickerton and Odo, 1976; Lightfoot, 1991; Sankoff and Laberge 1980) showed that 
children were responsible for linguistic changes in Creoles that were more complex and 
redundant in structures than the pidgins used by their parents. Sign-language 
acquisition studies (Butcher, Mylander and Goldin-Meadow, 1991; Goldin-Meadow and 
Mylander, 1990; Mayberry, 1992; Singleton and Newport 1992) found that deaf children 
who were not exposed to any formal language, either through lip reading or speech 
learning, were capable of creating signs that had many features of formal language. 
Children with a history of hearing deficits were found to have no difficulty with 
In other words, the negative evidence refers to overt instructions or corrections by 
parents or other adults concerning the ungrammaticality of certain constructions 
in the language. 
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language acquisition (Gravel and Wallace, 1992). All of the above findings indicate that 
an innate ability is primarily responsible for language acquisition rather than the 
ability to hear (or see) and imitate adult speech (or sign language). Thus the nativist 
approach posits that there must be an innate biological system specifically equipped 
for language acquisition that enables children to acquire their LI without effort and 
from "impoverished" input. 
As discussed in the introduction, an understanding of the innate system responsible 
for language acquisition is crucially related to the task of describing the universal 
grammar underlying all particular languages. There are literally thousands of 
languages in the world, and since every child learns to speak no matter which language 
happens to be the LI, the innate mechanism that enables language acquisition should, 
at the very least, accommodate the underlying universal grammar. Through centuries 
of work by linguists we have numerous rules that describe particular languages, and 
these rules are undoubtedly part of our linguistic knowledge. However, these rules for 
particular languages have not taken us beyond descriptive analyses of languages. As 
Roeper (1988) points out, we have a vast knowledge of isolated observations of language 
acquisition by children, but these data are yet to be synthesized in a fully explanatory 
theoretical model. Descriptive grammars do not explain how a child constructs and 
acquires the rules of language. Thus the central goal in language acquisition studies is 
to achieve "explanatory power" (Chomsky, 1965a and b, 1975, 1982) and the efforts to 
attain this goal have resulted in the Principles and Parameters model of UG (Beckwith 
and Rispoli. 1986; Chomsky, 1980b, 1981b, 1986a and b; Goodluck, 1991; Hyams, 1986; 
Lightfoot, 1989; Lust, 1986; Radford, 1990; Roeper and Williams, 1987; Wexler, 1990).2 
2
 The principles and parameters of UG is discussed in more detail in section (1.2.3.) 
dealing with L2 acquisition since it was from L2 acquisition research that the study 
of UG received valuable insights and further because the present study is essentially 
an L2 acquisition study. 
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1.1.3. The cognitive approach 
The nativist view of language acquisition is not unequivocal: afterall, language 
acquisition has always been a subject of inquiry in developmental psychology and 
cognitive psychology. The earliest cognitive theorist actually dates back to Piaget (1926, 
1952) to whom Chomsky responds as being "amorphous" (Beckwith and Rispoli, 1986; 
Chomsky 1980b) insofar as in failing to give a precise account of language acquisition. 
Nevertheless, there have been more recent developments within the cognitive approach 
that consider the process of language acquisition essentially as a subcomponent of 
general cognitive development. In this view, language acquisition is the result of 
learning and categorizing various concepts related to language (Arbib, 1985, 1986; 
Arbib, Conklin and Hill, 1986; Bates, 1979; Bates and Snyder, 1985; Macnamara. 1972; 
Sinclair-deZwart, 1973). Some cognitivists (e.g., Gopnik and Meltzoff, 1987) feel that 
specific skills resulting from cognitive development (such as the skill to conceptualize 
object permanence) is a prerequisite for linguistic development (such as the use of the 
expression "all gone"). Others (e.g., Bates, Bretherton, Snyder, Shore, and Volterra, 
1980; Kelly and Dale, 1989) have tried to find parallels in linguistic and cognitive 
development such as the onset of stage 5 (the sensorimotor stage) signalling the onset of 
one-word utterances. A problem with the cognitivist approach to language acquisition 
as articulated by Cromer (1991) is that researchers should not evaluate the role of 
cognition in language acquisition relying solely on Piagetian theory. An even more 
serious problem with the cognitive theory is encountered when children who have 
mental and physical handicaps (e.g., low IQ and malformed limbs) do not have trouble 
mastering their LI even in the absence of normal cognitive development or experiences 
that are thought to be crucially linked to language acquisition (Curtiss, 1982; Gleason 
and Ratner. 1993; Yamada, 1990). 
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1.1.4. The connectionist approach 
Neo-behavioristic in perspective, the connectionist approach shifts the attention 
from behavior modification to neural modification. The connectionist approach was 
put forth by Rumelhart and McClelland (1986) less than a decade ago, and its main 
premise is that the brain/mind is a network of neural connections. In this view, 
language learning, like any other learning, is a matter of building connections in a 
neural network. In essence, the connectionist view gives a biological basis for the 
language learning theory of the behaviorists. 
According to the connectionist view, successful language acquisition depends on 
building threshold levels of strength in the specific parts of the neural network that are 
responsible for language. The theory of Adaptive Control of Thought (Anderson, 1983a 
and b; MacWhinney and Anderson, 1986) holds a similar view with the added 
component that information is processed first in declarative memory which becomes 
part of procedural memory when adequate strength in connections is achieved. 
A few researchers have elaborated on the connectionist approach to language 
acquisition in terms of parallel distributed processing models (Johnson-Laird, 1988; 
Potter, 1990) or as "cue-driven distributional analysis" (MacWhinney and Bates, 1989: 
26). However, the connectionist view of language acquisition has not produced any 
research that shows how, when, or why the crucial connections for language 
acquisition are built. Furthermore, several criticisms have been levied against the 
connectionist approach (Pinker, 1989, 1991; Pinker and Prince, 1988) for failing to 
model even the most primitive child language in terms of neural connections. Thus the 
connectionist view, although promising, lacks sufficient empirical support as yet. 
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1.1.5. The functionalist approach 
Another radically different trend in the research of LI acquisition shifted the 
attention from the grammatical/formal properties of language to the functional 
properties of language (Bloom, 1970, 1971, 1978; Brown, R., 1973; Halliday, 1975; Slobin, 
1971, 1977, 1985). Studies in this perspective emphasize the importance of the role that 
semantic functions play in the process of language acquisition. This is quite a contrast 
from the previously held perspective that the study of language acquisition essentially 
meant the study of the acquisition of lexico-grammatical structure (Braine, 1971). 
Further developments that have resulted from the functional perspective of language 
acquisition is that, while nativists look at language as essentially a psycholinguistic 
construct of a system of grammatical rules that interact with the human mind (e.g., 
Pinker, 1990; Roeper, 1988), the functionalists view language from a sociolinguistic 
approach in which language learning is described and explained in terms of processes of 
interaction between a child (language learner) and others (language users) within specific 
social contexts (Halliday, 1975). Thus the functionalist approach is also referred to as the 
social-interactionist approach (Gleason and Ratner, 1993). 
In was in this vein that Halliday (1973) identified three macro-functions of the adult 
linguistic system: Ideational, Interpersonal, and Textual. A child, however, has been 
shown to manipulate a proto-language that has seven micro-functions: Instrumental, 
Regulatory, Interactional, Personal, Heuristic, Imaginative, and Informative (Halliday, 
1975). The transition from the child's system to the adult 's system is the process of 
language learning when the early proto-linguistic functions are collapsed into two major 
functions—Pragmatic and Mathetic—which parallel the Ideational and Interpersonal 
functions of adult language. This transitory phase of language learning is marked by the 
beginning of developments in lexico-grammatical structures and the appearance of the 
child's ability to engage in discourse. 
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Thus Halliday shows that the linguistic system is an integral component of the social 
system (1975: 120). He asserts that language is not learned in isolation but in interaction 
with the cultural/social context of the linguistic environment. It is interesting to note 
that several researchers (Brown, Cazden and Bellugi, 1969; McNeill, 1966) have found 
evidence that parents often pay attention to the appropriateness rather than the 
grammaticality of a child's utterance when engaging in dialogues with children. While 
this point supports the nativist view of an innate ability to acquire the structure of LI, it 
is also an indication that language is learned from interacting with the social context 
that is imposed upon the children. 3 
In summary, one of the important contributions from this functionalist approach is 
that it has provided a basis for discussing language as a tri-stratal system (consisting of 
sound, form and meaning). Although this may seem obvious to linguists of the 1990s, it is 
nevertheless a significant development from the view that language consist of two 
primary parts—phonological and grammatical (Ervin and Miller, 1963). 
Encapsulating the notion of the functionalist approach, Bruner (1983) posits a 
Language Acquisition Socialization System (LASS) in place of the Language Acquisition 
Device (LAD). The LASS view asserts that adults facilitate children's language acquisition 
through the use of simplified speech (Kemler-Nelson, Hirsh-Pasek, Jusczyk and Wright-
Cassidy, 1989; Ratner, 1986, 1988) and that adults correct children's speech errors 
through subtle cues (Bohannon, MacWhinney and Snow, 1990; Farrar, 1992). Therefore, 
proponents of this view (e.g., Farrar, 1990; Snow, 1977. 1981; Snow and Ferguson, 1977) 
reject both the nativists notion of language acquisition and the existence of a sensitive-
period for language acquisition (Snow, 1987, 1993; Tomasello, 1992) 
3
 See for example, Clancy (1986), Heath (1986), and Peters (1986) in Schiefflin and 
Ochs (eds, 1986) for empirical research on the relationship between social contexts 
and language acquisition. 
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1.1.5. Summary 
In the above sections I have given a brief review the major approaches to LI 
acquisition. The purpose of this review was to look for insights that might explain how 
children acquire language. There is no doubt that all of the five theories presented so far 
are, to a certain degree, valid. The differences in the opinions of their proponents arise 
from the fact that they are not dealing with a common component of language. For 
example, behaviorist, cognitive, and connectionist approaches are concerned with the 
overtly observable phenomenon of language use: how utterances are produced, 
reinforced and become automatic. On the other hand, the functionalists are concerned 
with matters of language use that are strongly related to social interaction: how 
children learn vocabulary (Kavanough and Jirkovsky, 1982; Masur and Gleason, 1980); 
how they learn the pragmatic functions of language (Bates, 1976; Gleason, Hay and 
Cain, 1989); and how they learn the accepted politeness strategies of the society (Snow, 
Perlmann and Gleason, 1990). These are all valid observations, each with its own role 
in explaining the process of language acquisition by both children and adults. 
Nevertheless, one has to note that, except for the nativist approach, the other 
theories do not explain how impoverished linguistic input results in creativity of child 
language nor do they explain why all children of all societies show a distinctive 
uniformity in LI acquisition. Of course, some functionalists disagree with the 
assumption that children acquire language from impoverished input, saying that 
adults use Child Directed Speech (CDS) which facilitates child language acquisition as 
well as provids negative evidence (overt instructions concerning ungrammaticality of 
certain constructions in a given language). In order to justify this disagreement, all 
parents of all societies must use CDS. In addition, all parents of all societies must also 
attend to the grammaticality of their children's utterances which serve as negative 
evidence for language learning. This is simply not the case (Shatz, 1991, 1992). And thus 
it is not difficult to appreciate that it is the nativist theory of language acquisition 
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together with the Principles and Parameters model of UG that offer some explanations 
to the creative but uniform nature of child LI acquisition. 
1.2. Second-Language Acquisition 
As in LI acquisition studies, developments in L2 acquisition studies have also 
taken various routes: cognitive, linguistic, neurolinguistic, psycholinguistic, 
sociolinguistic, and pedagogical. I have concluded in the previous section that the scope 
of this study lies within the boundaries of the nativist view. Thus, in this section, I will 
limit my discussion to a few major theoretical models that have served as the basis for 
the Principles and Parameters paradigm of L2 acquisition research.4 
Within the UG perspective for second-language acquisition, the goal has been to 
develop a model based on a principled theory of language (Bley-Vroman, 1989; Gregg, 
1989; Flynn and Lust, 1990; Gass and Schachter, 1989). The Principles and Parameters 
model of language (LI) acquisition was applied to L2 acquisition mainly because the two 
major trends in the study of second-language acquisition, i.e., contrastive analysis 
(Fries, 1945; Prator, 1967; Stockwell, Bowen and Martin, 1965; Weinreich, 1953; 
Whitman, 1970) and creative construction (Dulay and Burt, 1972, 1974, 1975; Dulay et 
al. 1982), were not able to give a satisfactory explanation for the various and often 
inconsistent results in second language acquisition. Thus it was when problems in both 
4
 An overview of psycholinguistic and sociolinguistic approaches to L2 acquisition 
can be found in Cook (1993), Preston (1989), Snow (1993). and Towell and Hawkins 
(1994). In the concluding chapter (Chapter 7) of this dissertation, insights from the 
psycholinguistic and sociolinguistic approaches to L2 acquisition are discussed 
where they are relevant to the findings of this study and to the development of an 
adequate theory of second-language acquisition. I believe that a comprehensive 
model of second-language acquisition needs to address both the social-functional 
aspects and the biological-maturational aspects of second-language acquisition. 
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the contrastive analysis model and the creative construction model were pointed out 
(Flynn, 1985a, and b, 1987a, and c) that the Principles and Parameters model of UG in 
began to take firm hold in L2 acquisition research. 
1.2.1. Contrastive analysis 
The contrastive analysis (CA) model of L2 acquisition follows the tradition of the 
structuralist view of language and the behaviorist view of learning (James, 1981). The 
assumption is that L2 learning is the same as LI learning in that they are both 
processes of learning a set of linguistic habits. Thus the CA explanation of L2 
acquisition was that difficulties in L2 acquisition were directly due to differences in the 
learners' LI and L2. The reason for this difficulty was attributed to the fact that second 
language learners had a set of linguistic habits that had already been formed for their 
LI and that these had to be overcome and replaced by another set of habits for the L2. 
Then, the absence of such linguistic habits that form a barrier to language acquisition 
explains the relative smoothness and automaticity of LI acquisition. Thus this view 
posits that, although the manner of language acquisition is identical for both the LI 
and L2, the processes of language acquisition are fundamentally different for the LI 
and L2. In summary, the contrastive analysis view of L2 acquisition was primarily 
concerned with similarities and differences in the LI and L2 of the learner. The 
assumption is that, when there is a greater difference between the native and the target 
languages, there will be more interference or negative transfer from the LI and thus the 
learner will have greater difficulties in mastering the L2; and when there are more 
similarities in the two languages involved, the learning process will be facilitated by 
positive transfer and therefore it will be easier to master the L2 (Lado, 1957). 
The CA model gained support from observations in the foreign language 
classrooms. Foreign language instructors at various levels of learner proficiency 
repeatedly found that foreign language learners' mistakes could be attributed to 
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transfer effects from their LI. Such evidence is still reported in recent research. For 
example, Shim (1994) describes Korean learners of English who produce bilabial 
fricatives (e.g., / b / ) instead of dental fricatives (e.g., /{/) since dental fricatives are not 
found in Korean. A further example is reported in Baik and Shim (1993) of Korean 
learners of English who gave answers to English negative tag-questions using the 
Korean answering system that produces exactly the opposite effect of the English 
answering system. These phenomena are easily explained in the CA model. Other 
studies that have provided support for the CA model of L2 learning are Dommergues and 
Lane (1976), Duskova (1969), and Selinker (1969). These studies demonstrate that 
differences in the LI and L2 result in negative transfer and thus play a detrimental role 
in the acquisition of L2. There are also studies (e.g., Oiler and Redding 1971) that have 
tried to provide empirical support for the CA model by showing evidence of a 
facilitative effect of LI when there is a similarity in the structures of LI and L2.5 
Despite the above evidence that evidently supports the CA model of L2 acquisition, 
several serious problems with this approach have been noted. Most critically, the 
structuralist linguistic theory upon which the CA model was developed has been largely 
discarded as cognitive theories of language acquisition (Chomsky, 1959) have gained 
more ground. Thus the very foundations for discussing the predictions of CA (the 
observable similarities and differences in the structures of the native and the target 
languages of a learner) have crumbled. Moreover, many of the differences in the 
learners ' LI and L2 which should have led to difficulties were shown to be 
unproblematic, while similarities in the two language sometimes resulted in rather 
persistent errors (Brown, D., 1987; Eckman, 1977; Ellis, 1985; Flynn, 1987a and c, 
1987c). Sciarone (1970), for example, shows that French speakers have no difficulty in 
A more detailed discussion of these studies and others can be found in Flynn 1987a 
and c. 
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learning the use of partitive articles in Dutch, even though there are no partitive 
articles in French. 
1.2.2. Creative construction 
Flynn (1987c: 24) asserts that the creative construction (CC) model was developed 
"partly in response to the inherent inadequacies of the contrastive analysis theory of 
L2 acquisition." Then, it is not surprising that the creative construction model is 
consistent with the early generative framework of linguistics that considered language 
acquisition a process of hypothesis-testing. In this approach, the LI does not play a 
significant role in the acquisition of the L2. Rather, it is believed that L2 acquisition 
follows a creative and rule-governed process controlled by innate principles that are 
specific for language acquisition. The important factors in language acquisition are 
considered to be the structures of the L2 and the "creative construction powers of the L2 
learner, which all learners share as part of the human competence." (Flynn, 1987c: 24). 
Then, it can be noted that in the CC perspective of second-language acquisition, both the 
manner and the processes of acquiring the LI and L2 are thought to be the same. This 
view has been labeled by Ellis (1985) as the LI = L2 hypothesis.6 
Various types of evidence were gathered from old and new research in support of this 
hypothesis. For example, Bailey et al. (1974), Dulay and Burt (1972, 1974, 1975). and 
Dulay et al. (1982) found that adult second-language acquisition took a route that was 
identical to child first-language acquisition and child second-language acquisition. 
Other studies (e.g., Cook, 1973; d'Anglejan and Tucker, 1975; Cooper, Olshtain, Tucker 
and Waterbury, 1979) also showed that adult L2 learners seemed to make errors in 
6
 Owing to this labelling by Ellis, the contrastive analysis model of second-language 
acquisition is , in hindsight, sometimes referred to as the LI # L2 hypothesis. 
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comprehension and production that were very similar to the errors made by children 
acquiring LI. 
These arguments were, however, not solid enough to convince the more inquisitive 
minds. Most importantly, the CC theory alone could not account for the already 
abundant data that supported the CA theory of second-language acquisition. Thus the 
LI = L2 model of second-language acquisition invited criticisms, mainly in that the role 
of the principles of acquisition could not be rigorously defined. Flynn (1985a, 1987c) 
was probably correct in saying that this paradigm could not be empirically tested and 
therefore failed to provide researchers with an explanatory account of L2 acquisition. 
In a critique of the creative construction model of L2 acquisition, Flynn (1987c: 25) says 
this: 
As with a CA theory of language acquisition, there is experimental data which 
are inconsistent with a CC theory. These data suggest that although there may be 
some supporting data for CC, the theory is unable to accurately predict where, 
and which aspects of natural language will show target LI patterns of 
acquisition orders or LI patterns of errors. Critically, the CC theory predicts 
that there should be almost no evidence of the LI in L2 acquisition. That is, 
errors made in L2 acquisition should not reflect any significant influence of the 
learner's LI. Evidence which adduced above to support a CA theory of L2 
acquisition: results which indicate that there is interference in learning when 
features of the LI and the L2 do not match remain inconsistent with the CC 
theory. A CC theory would predict that LI experience should emerge in L2 
acquisition only in terms of some general processing principle used to organize 
some aspects of the L2. 
In summary there was a consensus among researchers in the field of L2 acquisition 
that a different approach to L2 acquisition studies was needed. 
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1.2.3. Principles and Parameters of UG 
The need for a new model of L2 acquisition was filled by advances in the theory of 
Universal Grammar. Numerous studies of L2 acquisition (Cook, 1990; Flynn, 1985b, 
1986, 1987a, b, and c, 1988; Johnson and Newport, 1991; Lust, 1987; Phinney, 1987; 
Wexler and Manzini, 1987; White, 1985a, b, and c, 1986, 1987, 1988, 1989) have dealt 
with the role of various principles and parameters of UG, and the role of the Subset 
Principle that was postulated to be a learning principle specific to language acquisition. 
Perhaps the Principles and Parameters model of UG will indeed provide us with an 
explanatory account of the L2 acquisition processes. Although the Principles and 
Parameters model may still be a "bold speculation rather than a specific hypothesis" 
(Chomsky, 1994b: 3), no other model for L2 acquisition has been developed that 
accounts for the empirical data that support both the CA model and the CC model for 
the acquisition of L2 grammar.7 
The theoretical foundations for the Principles and Parameters model of UG lies in 
the Government and Binding theory (Chomsky, 1981a, and b; Haegeman, 1991; Lasnik 
and Uriagereka, 1988). As briefly discussed in section 1.1.2. above dealing with the 
nativist approach to LI acquisition, the UG theory holds that children are born 
equipped with a set of language-specific abilities of the brain/mind that enable them to 
acquire the language spoken around them in a manner that is distinct from the process 
of learning other cognitive or behavioral skills. Thus UG is a construct of the mind that 
controls and guides the process of language acquisition. 
This does not mean the Principles and Parameters model solves all the problems. 
Grammar is only one facet of language, and it may contribute rather insignificantly 
to communicative competence. For further discussion on the communicative 
competence aspect of language proficiency, see section 1.1.5 (the functionalist 
approach) and 7.3.1 (the SPH for communicative competence). 
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It is postulated that UG defines the range of possible grammars in human languages 
through a set of principles which constrain the types of hypotheses that children can 
form about the language they hear around them. An example of a principle in UG is the 
Subjacency Principle (Chomsky 1981a) that was formerly called the A-over-A principle 
(Chomsky 1964, 1968) or island constraints (Erteschik, 1973; Rizzi, 1978; Ross, 1967). 
The Subjacency Principle imposes constraints on the types of structures in which Wh-
movement can take place: Wh-movements can occur from very far down in a sentence 
(e.g., "John heard that Mary said that Tom loves Susie." --> "Who did John hear that 
Mary said that Tom loves?"8); however, certain types of embeddings do not allow Wh-
movement (e.g., "My mother heard the news that Mrs. Jones is buying a computer." --> 
*"What did my mother hear the news that Mrs. Jones is buying?"). The Subjacency 
Principle deals with this phenomenon by stipulating that movement of a word from its 
deep structure position in a sentence cannot cross over more than one bounding node. 
In English, the bounding nodes are the categories S and NP, and the structural analysis 
of the ungrammatical sentence is given as follows: 
*[S' What; did [s( N p My mother] [yp 1 y hear] [Np the news ] 
IS' that [g [
 N P Mrs. Jones] [yp [ y is buying] [NP ej\]]]]]] 
The above analysis shows that the Wh-word that is co-indexed with the deepest 
embedded trace had to cross over two bounding nodes in order to get to its surface 
structure position. 
The arrows used for example sentences in this study are not to claim that the latter 
sentences are derived out of the first sentences. They are used only to show that 
there is a grammatical relationship between the two sentences in that the former 
sentence could be considered a base sentence for the formulation of the latter 
sentences. The sentences used to illustrate the Subjacency Principle are taken from 
Johnson (1988). 
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However, the Subjacency Principle does not stipulate that all sentences with 
structures in which the principle can potentially operate will be affected. In other 
words, there are certain structures in which the Subjacency Principle is violated, and 
yet the sentences produced are grammatical. An example is the Parasitic Gap Structure 
(White, 1989): 
e.g.. [What did [ sJohn file [Npej without reading e^?]]] 
In the example given above, the Wh-word is co-indexed with the deepest trace that has 
moved over two bounding nodes, S and NP. However, this is only possible when there is 
an object of the main verb (i.e., "file") which is also a trace. Thus if there is an explicit 
object for the verb, the violation of the Subjacency Principle will produce an 
ungrammatical sentence: 
•[[Whati did [John file the letter [without reading e;?]]| 
In explaining how the Subjacency Principle would work for different languages that 
might define the bounding nodes differently, the concept of parameters emerged: In 
addition to principles, a child is also equipped with a set of parameters in UG that 
eventually provide the basis for distinction among different languages. Thus the basis 
of the Principles and Parameters model is that the principles that regulate all natural 
languages can be determined for each specific language from a limited set of parameters 
which can be set to different values for different languages.9 When children are exposed 
to a language, they set the parameters of specific principles of UG according to the 
language of input. Grammars for specific languages that are created following certain 
values of parameters will eventually have syntactic characteristics that are different 
See, for example, Sportiche (1982) for a description of bounding nodes in French. 
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from the grammars of another language that follows from setting the parameters 
differently. 
The Binding Principles have been the most-discussed examples of how parameters 
are set in different languages (e.g., Yuan, 1994). The characterizations of Binding 
Principles depend on the Governing Category Parameter (GCP) that may have five 
different settings (Wexler and Manzini, 1987), and the Binding Principles restrict the 
behavior of anaphors and pronominals. The three Binding Principles are as follows 
(Chomsky, 1986b): 
Principle A: An anaphor is bound in the minimal governing category. 
Principle B: A pronominal is free in the minimal governing category. 
Principle C: A referring expression is free. 
For English, the governing category of an NP must satisfy all of the following three 
conditions: 
a. The governing category must be a maximal projection, 
b. The governing category must contain a subject, 
c. The governing category must contain a lexical category that governs the NP. 
This is the most restrictive selection from the possible range of the Governing Category 
Parameter (hereafter GCP), and such GCP predicts the following relationships between 
an NP and a reflexive anaphor in a given sentences:10 
(1) John) criticized himself} 
(2) John; heard the report about himself; 
(3) "John; heard Peter's criticisms of himself, 
All of the example sentences used to illustrate the Governing Category Parameter 
are taken from Cook (1990). 
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In the second sentence of the above examples, there is no subject in the first maximal 
projection that contains the reflexive (i.e., "the report about himself). Neither does the 
second maximal projection have a subject (i.e., "heard the report about himself). Thus 
the governing category is the largest maximal projection of the sentence (i.e., the whole 
sentence) and it is grammatical since the reflexive is bound to the subject of the 
sentence. In third sentence, the governing category is the first maximal projection 
containing the reflexive (i.e., "Peter's criticisms of himself) since it also contains a 
subject that is a lexical category that governs the reflexive NP. However, the sentence is 
constructed to mean that the reflexive "himself;" is bound to an "John;" that is outside 
the governing category. This is a violation of Binding Principle A, and thus it is 
ungrammatical. 
The next restrictive setting of the governing category is for the Italian reflexive 
anaphor "se." In Italian, the governing category needs to have an INFL, not just a 
subject. Thus we can predict the grammaticality of the following sentence: 
(4) Alice; guardo i retratti di se; di Mario 
Alice looked at portrait of self of Mario 
(Alice; looked at Mario's portraits of self;) 
Since the maximal projection ["i retratti di se di Mario"] does not contain INFL, it is not 
a governing category in Italian. Then the governing category is the whole sentence and 
"se;" is legally bound to the lexical head "Alice;" and the sentence is grammatical. 
The third possible setting is for the Icelandic pronominal "hann" that requires the 
presence of Tense for a maximal projection to qualify as a governing category. INFL 
does not suffice for Icelandic. Thus we can predict the ungrammaticality of the 
following sentence: 
(5) * Jon; skipaS i mer aS raka hann; 
Jon ordered me to shave him 
(John; ordered me to shave him;) 
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The governing category for the above sentence is the whole sentence since it is in the 
whole sentence that one finds Tense. While a pronominal must be free in the governing 
category according to Principle B, the pronominal "hann;" is bound to "Jon;" which is 
within the governing category, thus making it ungrammatical. 
The fourth type of a governing category is found in the Icelandic reflexive anaphor 
"sig" which only takes governing categories that have Tense that are indicative rather 
than subjunctive. Therefore the following sentence is grammatical: 
(6) Jon; segir at Maria elski sig; 
Jon says that Maria loves self 
(John; says that Maria loves (subjunctive) self;) 
The governing category of the above sentence is the whole sentence that has an 
indicative Tense, and the reflexive anaphor "sig;" is bound to "Jon;" within the 
governing category. Therefore, it is grammatical. 
Finally there are the Korean reflexive anaphor "casin" and the Japanese reflexive 
anaphor "zibun" that may be bound within a governing categories that usually serve as 
the whole sentence since a governing category in Korean or Japanese must have Tense 
in the root verb. Thus the following Japanese sentence is grammatical: 
(7) John;-wa Bill-ga zibun;-o nukunde iru to omotte iru 
John Bill self hate be that thinks be 
(John; thinks that Bill hates self;) 
Although the above interpretation may not seem to make sense in English, the reflexive 
anaphor "zibun;" is bound to "John;-wa" within the sentence that serves as the 
governing category. 
Through principles and parameters such as those discussed above, UG places 
constraints on possible linguistic structures within the grammar of any specific 
language. This is probably the most significant development toward achieving 
explanatory power for language acquisition, especially when one considers the "logical" 
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or the "projection" problem of language acquisition (Chomsky, 1981a): The problem is 
that linguistic data that are available to children learning the mother tongue come in 
the form of surface structures that may have different underlying structures (e.g. "John 
is eager to please" versus "John is easy to please"), and thus are insufficient as the sole 
basis for formulating hypotheses about the language. Within the Principles and 
Parameters model of UG, there is hope for a solution to the "logical" problem of 
language acquisition through an innate mechanism that could enable, for example, an 
English learning child to hypothesize different subcategorization for the above two 
verbs ("eager" and "easy"). 
Thus the Principles and Parameters model of UG provides us with a relatively 
simple account of LI acquisition. However, the question is whether the theory will still 
provide an explanation for L2 acquisition. In its original formulation of the theory by 
Chomsky, the theory was not specifically directed at explaining the process of L2 
acquisition. Nevertheless, this did not prevent researchers in the field of L2 acquisition 
from extending the theory to L2 acquisition and looking for evidence to support the 
theory. 1 } 
An example of a study that investigated the acquisition of the English Subjacency 
Principle by Korean speakers is Bley-Vroman, Felix and Ioup (1988). The results showed 
that Korean speakers performed at a better-than-chance level of grammaticality 
judgment. From this result Bley-Vroman et al. conclude that the Subjacency Principle 
is available to Koreans learning English even though acquisition of Korean did not 
require the utilization of the Subjacency Principle. The interpretation was that, a part 
of UG is accessible to adult Koreans learning English as L2. 
1
 ' See Cook (1993), Towell and Hawkins (1994), and White (1989) for a detailed 
description of several studies in this area. 
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However, there is a serious problem with the conclusion of Bley-Vroman et al. For 
languages like Korean that have been said to have no syntactic movement12, there is no 
need to invoke the parameters for the Subjacency Principle, and since there is no 
movement in Korean grammar, learners of Korean as LI would not need to activate the 
Subjacency Principle from UG. Thus if Subjacency Principle is indeed an element of 
UG, it will be available to a Korean learner of English as L2 only if UG is available1*. In 
the case that UG is not available, and therefore Subjacency Principle is also not 
available, Korean learners of English as L2 can initially be expected to follow the 
Korean rule for movement, i.e., consider all sentences with movement to be 
ungrammatical. Thus they should incorrectly judge sentences with grammatical 
movement as ungrammatical. After some time of internalizing the English grammar, 
Korean learners of English as L2 should still have difficulty in behaving in a principled 
manner toward sentences with movement that do not violate the Subjacency Principle 
(hereafter referred to simply as Subjacency). Thus for sentences that do violate 
1 2
 Some scholars within the Government and Binding perspective analyze scrambling 
structure in Korean and Japanese as having movement features (Saito, 1995). 
However, it would be premature to assume that these types of movement should be 
explained in terms of the subjacency principle as in the movement structures of 
English. 
1 3
 I would like to draw the reader's attention to the difference in terminology used in 
this discussion. While researchers in the past have used the term accessibility in 
describing the role of UG in second-language acquisition, I shall use the term 
availability. There is a fundamental difference in the implications of the uses of 
these two terms. As Cook (1993: 242) notes, Accessibility to UG assumes that in 
some way or other, UG is present in the mind/brain of the language learner 
regardless of whether the language learner is able to make use of it. Availability of 
UG assumes that UG may simply be absent (and thus not available) from the 
mind/brain of the second-language learner for one reason or other (possibly due to 
the sensitive-period and maturation effects). 
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Subjacency in English, speakers of Korean as LI should have less difficulty in noting 
their ungrammaticality since such judgments are consistent with judgments resulting 
from LI. These predictions are exactly in accord with the findings of Bley-Vroman et al. 
On the other hand, if UG is available for L2 acquisition, then Korean learners should 
learn to behave j u s t like native speakers of English on all types of Subjacency 
sentences. Grammaticaliry judgments derived from a grammar that has evolved out of 
UG Principles should approximate the judgments of a native speaker. A better-than-
chance performance does not constitute enough evidence for the existence of the 
Subjacency Principle. As the researchers themselves acknowledge, the results should be 
explained more in terms of "a general problem-solving system" (Bley-Vroman et al., 
1988: 27). 
In several studies by White (1985a and c, 1986. 1988) and Schachter (1989), the 
question of the accessibility of the Pro-drop Parameter and the Subjacency Principle 
was addressed. When White (1985a, 1986) tested two groups of Spanish learners of 
English to see if the LI value of the Pro-drop Parameter is transferred to the L2, she 
found that the Pro-drop parameter is partially transferred from LI to L2. In other 
studies (Schachter, 1989; White, 1985c, 1988) , Chinese, Korean, Indonesian, French and 
Spanish learners of English were tested on the grammaticality judgments of English 
Subjacency sentences. Again, it was found that, although the subjects did not seem to be 
starting from nothing, the transference of LI parameter explained the adult language 
learners' lower rate of performance. From such results. White (1991) entertains the 
notion that parameters of UG are no longer accessible to adult L2 learners. 14 
Other researchers, such as Clahsen and Muysken (1986), have also provided 
empirical data from adults learning German word order that UG is inaccessible to 
adult L2 learners. 
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On the other hand. Martohardjono (1993) reviewed recent research on the 
accessibility of the Subjacency Principle in second-language learners in addition to 
testing Chinese, Indonesian and Italian learners of English on sentences that violate 
the Subjacency Principle. She concludes that UG is accessible to second-language 
learners. Other researchers who defend the UG accessibility position are Flynn (1987a 
and b), Flynn and Lust (1990) and Lust (ed., 1986, 1987). Flynn, in particular, has studied 
the acquisition of the head parameter (1987a), of the pronoun anaphora (1987b), and of 
functional categories (Flynn and Martohardjono, 1994) by adult L2 learners. In all of 
these studies, she argues that the results provide evidence for the existence of UG 
principles accessed indirectly through LI. She further claims that adult L2 learners are 
able to "reset" the parameters of UG according to the data from their L2. From these 
observations, Flynn asserts that the Principles and Parameters model of UG theory 
successfully provides a principled account of the L2 acquisition processes (1987c, 1988). 
A question that emerges at this point concerns the manner in which L2 learners 
reset the parameters. Principles and parameters alone are not sufficient in explaining 
how L2 learners are able to reset the values of parameters that are fixed in the process of 
acquiring the LI. In fact, principles and parameters of UG, in and of themselves, do not 
answer the question of how the parameters are set in the first place. 
The source of the problem is that the UG theory rejects the notion of negative 
evidence (including overt correction or the absence of certain structure) as an important 
factor in fixing the values of linguistic parameters. The following (often-quoted) 
dialogue from McNeill (1966: 69) clearly illustrates this problem: 
Child: Nobody doesn't like me. 
Mother: No, say, "nobody likes me." 
Child: Nobody doesn't like me. 
(eight repetitions of this dialogue) 
Mother: No, now listen carefully: say "Nobody likes me." 
Child: Oh, nobody don't likes me. 
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Similar examples are found quite readily in everyday interaction with children as the 
following dialogue illustrates15 (capitalized words signal emphasis): 
Mom: Lizzie (referring to daughter), you are a pretty girl! 
Joseph: Mom, what about me? 
Mom: Well, what do you think? 
Joseph: I think girls is pretty and boys is awesome. 
Mom: You mean "girls are pretty and boys are awesome." 
Joseph: Yeah, that's what I said, girls is pretty and boys is awesome. 
Mom: No, you should say, "girls ARE pretty and boys ARE awesome." 
Joseph: Moml (sounding exasperated) Why are you copying me! 
GIRLS is pretty and BOYS is awesome. 
Mom: Okay, but listen carefully. 
Girls ARE pretty and boys ARE awesome. 
Joseph: Yes! GIRLS is pretty and BOYS is awesome. 
Mom: Now, repeat after me. Girls... 
Joseph: Girls is... 
Mom: No, Girls ARE... 
Joseph: You are just being silly! I don't want to play with you any more. 
(Joseph walks off angrily.) 
As the above examples illustrate negative evidence is available to children 
acquiring language, and the UG theory certainly acknowledges this. However, the 
examples also show that this type of evidence is not reliable enough to provide a solid 
basis for disconfirming an inappropriate hypothesis since children do not seem to pay 
1 5
 This example is taken from a conversation between my son Joseph (age 4 at the time 
of observation) and myself during one of the informal observation sessions that my 
husband and I carried out on Sunday afternoons between June and August of 1993. 
The objective of the observation sessions were in taking note of the children's code-
mixed utterances since both of our children were being raised in a Korean-English 
bilingual environment. However, this particular exchange caught our interest 
because it was a characteristic example of the negative evidence problem. 
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attention to the grammatical feedback that they receive. As discussed in section 1.1.5, if 
children are to depend on negative evidence in language acquisition, it must first be 
assumed that the same type of negative evidence is available to all children and that all 
children use negative evidence in setting the values for linguistic parameters. 
Further evidence against the notion of negative evidence are Baker (1979), Brown 
and Hanlon (1970), and Wexler and Hamburger (1973) who report that children in the 
process of learning the LI typically receive feedback on the truth value (accuracy of 
utterance in terms of content) of their utterances rather than on the grammaticality of 
the structures (accuracy of the utterance in terms of form) they produce. Thus, the 
Principles and Parameters model postulates that parameters are set to accommodate 
the linguistic data available in the LI environment by rejecting inappropriate 
hypotheses that may be generated from principles of UG. This process certainly 
explains cases in which the principles of UG generate a range of individual grammars 
that are either mutually exclusive, or at least intersecting so that there is some 
mutually exclusive territory. The first two examples in Figure 1 (A.B, C). illustrate such 
relationships. 
Figure 1. Possible Relationships Between Grammars of Two Languages 
A. Mutually Exclusive Grammars 
Language A ^ v 
grammar A \ 
Total range of possible 
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B. Intersecting grammar 
C. Subset-Superset Grammars 
Language B 
grammar B 
/ Language A \ 
1 grammar A J 
An example of a parameter that results in mutually exclusive grammars is the Head 
Parameter. A language can have only one of the two settings: head-initial or head-final. 
If there is a structure in a given language that provides evidence for a head-initial 
parameter, there will never be an instance in the same language that permits a structure 
with the head-final parameter. English is a head-initial language, while Korean is a 
head-final language. One wnuld not find a Korean sentence with a head-initial 
structure, and likewise, there is no English sentence with a head-final structure. 
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For the intersecting case, an example can be found in the Pro-drop Parameter. 
English requires the presence of an explicit subject in all declarative sentence, hence 
the use of expletive pronouns such as "there" and "it" as dummy subjects. Spanish and 
Italian, on the other hand, allow sentences without explicit subjects because the verb 
conjugations make it possible to infer what the subject must be. This does not mean 
that lexical pronouns cannot appear in normal subject positions. However, Spanish 
and Italian do have the restriction of selecting the null subject in structure parallel to 
those in English where one would use the expletive "there" or "it." Thus there is an 
intersecting area between the grammars of English and Spanish or Italian which 
consists of sentences with lexical pronouns in the subject position, and there are 
mutually exclusive areas of the grammar which contain English sentences with the 
expletives, or Spanish sentences with null subjects. 
Thus for parameters that result in the above two instances, it is theoretically 
possible to postulate that positive evidence alone is sufficient to restrict the range of 
hypotheses for the grammar of a specific language. The reason is that a piece of positive 
evidence that fit into the grammar of one language would certainly violate the grammar 
of another language. For example, if one finds sentences that have expletives, one can 
be sure that the language does not also contain sentences with null subjects. 
However, this mechanism does not work for grammars of the third type that form a 
subset-superset relationship such as the Governing Category Parameter for the Binding 
Principles involved in restricting the behavior of reflexives and anaphors. Positive 
evidence alone will not prohibit children from formulating a hypothesis that would fit 
both grammar A and grammar B (cf. Figure 1.), since none of the positive evidence from 
language A violates grammar B. As discussed above, the GCP was found to have at least 
five values that result in grammars in subset-superset relationships among one 
another (Wexler and Manzini, 1987). 
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The discovery of grammars in a subset-superset relationship resulted in discussions 
concerning the problem of learnabillty. The "logical problem" of L2 acquisition could 
not be solved in light of the GCP. That is, how does a child set a parameter by selecting a 
value that does not result in a superset (over-generalized) grammar, when there is only 
positive evidence available that does not contradict an inappropriate setting of the 
parameter? A response to this question came from Wexler and Manzini (1987: 61) when 
they proposed a general learning principle, referred to as the Subset Principle.16 This 
guides a child to set a parameter that allows for variable grammars in a subset-superset 
relationship in the following way: 
The learning function maps the input data to that value of a parameter 
which generates a language: 
(a) compatible with the input data; and 
(b) smallest among the languages compatible with the input data. 
Thus the Subset Principle postulates that certain grammars within a specific linguistic 
parameter in UG are ordered in degree of markedness. In LI acquisition, children start 
out with the least marked, or the unmarked value of a parameter. When there is positive 
evidence that warrants a more marked value of the parameter, children revise their 
hypothesis and reset the parameter to the parameter that integrates new positive 
evidence. By selecting the value that conforms to the smallest grammar available from 
a particular parameter, a child will never formulate a wrong hypothesis about the LI 
that requires negative evidence for correction. But surely, such a process is not possible 
in L2 acquisition, unless the GCP for the LI happened to be the unmarked setting. What 
if the GCP of LI is a marked setting that produces a superset grammar while the GCP of 
1 6
 The term "subset principle" was first used by Berwick (1982) to imply that the 
grammar of a child is a subset of the adult's grammar. 
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the target L2 is the unmarked setting that produces a smallest subset grammar? This is 
the "logical problem" of L2 acquisition in the Parameters and Principles model of UG, 
and this is exactly the situation with which a Korean learner of English is faced. The 
Subset Principle offers a reasonable solution to the problem of learnabillty in LI 
acquisition, bu t the questions still remain—first, as to whether this principle is 
available to L2 learners, and second, as to whether Binding Principles and the GCP are 
available for the Subset Principle to be of any use at all. 
Assuming that the Binding Principles and the GCP are available for second-
language acquisition, what happens when the L2 requires a GCP that generates a 
smaller grammar than the LI? Can the Subset Principle account for the fact that L2 
learners have already fixed the GCP to the value appropriate for their LI and still 
facilitate L2 acquisition? Two conditions have to be met for this to occur: first, both UG 
and the Subset Principle must be available to L2 learners, and second, all the syntactic 
and learning principles and the parameters must be used in their original forms 
without any "contaminating" transfere from the LI. In view of the discussion presented 
thus far on the dispute over the accessibility/availability of UG in adult second-
language acquisition, this seems to be an area that deserves more empirical research. 
Since Wexler and Manzini proposed the Subset Principle as a learning principle 
rather than as a syntactic principle that is an integral part of UG, it doesn't necessarily 
have to be a part of UG. Theoretically, the Subset Principle may be available to L2 
learners even in the absence of UG. However, is the Subset Principle of any use to a 
language learner if the Binding Principles and the GCP of UG are not available? The 
answer to this question is "No." There would not be any GCP that the Subset Principle 
can choose from! Therefore, in practice, it would be rather difficult to see the effects of 
the Subset Principle in the absence of UG and its Binding Principles and the GCP. 
Nevertheless, the possibility that the Subset Principle is available while UG is not, and 
the possibility that UG is available while the Subset Principle is not, are still 
40 
hypothetical possibilities that should be considered in empirical research. These 
different possibilities for the availability of the Binding Principles, GCP and the Subset 
Principle will be discussed further in Chapter 4 when predictions of the UG theory for 
this study are presented. 
1.3. Summary 
In summary, the overall picture that emerges from the discussion presented in this 
chapter is that regardless of whether the language being acquired is the LI or the L2, 
there may be principles and parameters of UG that constrain the process of language 
acquisition, as long as the principles and parameters of UG and whatever learning 
principles that are specific to UG are available to the language learner. The principles 
and parameters of UG appear to be part of an innate linguistic construct that works 
within the language learner in an unconscious manner, and being innate, it is available 
to the language learner from a very early age, perhaps from birth, or as soon as the child 
begins to discern linguistic sounds from other sounds. 
The assumption that language learning processes begin early in a child's life 
naturally brings us to the next topic of discussion—the sensitive-period hypothesis. The 
question is whether the principles and parameters of UG and the Subset Principle are 
available through adulthood. The claims and evidence are conflicting. While Johnson 
(1988) asserts that universal properties of language deteriorates as a function of 
learners' age. Borer and Wexler (1987) claim that certain components of Universal 
Grammar (e.g. formation of A-chains) matures or increases in complexity and 
proficiency as learners become older. An empirical study that specifically addresses the 
question of the relationship between principles and parameters of UG and the notion of 
sensitive period may provide some insights into this problem. 
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In selecting the principles to test in this endeavor, the Subjacency Principle and the 
Governing Category Parameter are good candidates especially when the subjects are 
Korean learners of English as L2. If UG is not available for second-language acquisition 
beyond a certain period of physiological maturation, the acquisition of the Subjacency 
Principle by Koreans cannot depend on transfer from a prior activation of the principle 
in LI and neither can it depend on a fresh activation of the principle in UG. If Korean L2 
learners of English are able to judge all types of Subjacency sentences to native-speaker 
level accuracy, then it has to be concluded that their proficiency is the result of 
principled behavior resulting from the Subjacency Principle of UG. If, on the other 
hand, there is a group of subjects who perform at a level of accuracy that is significantly 
below that of the native speakers, it must be that the Subjacency Principle is no longer 
available to L2 learners by the time they have started L2 acquisition. For the Governing 
Category Parameter, Korean selects the value that results in a less restrictive parameter 
than English. Thus, if Koreans are able to successfully acquire the accurate use of the 
English anaphor with constraints that are much more restrictive than Korean, this 
would mean that the Subset Principle is available for second-language acquisition in 
addition to Binding Principles and the GCP of UG. 
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CHAPTER 2 
THE SENSITIVE-PERIOD HYPOTHESIS FOR L2 ACQUISITION 
2.1. Introduction 
In the previous chapter, I have discussed some of the major theories for language 
acquisition, and I have specifically provided the basis for applying the Principles and 
Parameters model for L2 acquisition in testing the Sensitive-Period Hypothesis (SPH). 
In this chapter, I concentrate on the notion of the "sensitive period." First, the evolution 
of the term from a former controversial term "critical period" is discussed. In doing so, I 
provide an interpretation of the SPH and discuss its predictions. Then I review some 
studies that provide evidence in support of the SPH and finally, I discuss some of the 
theoretical bases for the possible existence of a sensitive period for language 
acquisition. 
2.2. The Critical Period versus the Sensitive Period 
Researchers in the field of biology and ethology have generally defined the critical 
period in animals as a specific period determined by neuronal or physiological 
development during which appropriate input from the environment results in normal 
development of the organism, while such normal development cannot be guaranteed 
even if the animal is exposed to appropriate input after the termination of the critical 
period. 
Evidence for such a critical period in animals was documented as early as 1935 
when Conrad Lorenz observed that imprinting in ducks occurred within 48 hours after 
hatching. Hess (1973) attributed such imprinting behavior of ducklings to a critical 
period which allowed ducklings to become attached to their mother. In more recent 
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studies, however, Hoffman (1987) noted that imprinting on a moving object could occur 
in older (five-day-old) ducklings when the ducklings did not have previous imprinting 
experience. Thus the question on the critical period of imprinting on ducks may still be 
inconclusive. 
Nevertheless, further evidence of a critical period in animals has been observed in 
the visual and auditory sensory systems of cats and rats. Researchers (Clopton and 
Winfield, 1976; Hirsch and Tieman, 1987; Lee, 1992; Mitchell and Timney, 1984; Tees, 
1979; Timney, 1990) found that if cats and rats were deprived of experiences of certain 
visual and sound patterns during a critical period, related sensory systems did not 
follow the normal pattern of development. They further found that exposure to the 
stimuli after the critical period did not help in erasing the critical-period effect. For 
example, Timney (1990: 273) reports that kittens that are subjected to monocular 
deprivation between 35 and 45 days after birth will develop "substantial permanent 
deficits in binocular depth vision." 
Similarly, Marler (1970) and Nottebohm (1969. 1989) found that various male 
songbirds (e.g., chaffinch and white-crowned sparrows) must be exposed to adult song 
patterns of the same species, gender and place of origin during a critical period before 
maturation in order to learn the fine distinctions in the specific dialect of bird-song 
and produce appropriate mate-calling songs during the mating season following the 
birds' sexual maturation. The physiological determinant which signals the end of the 
critical period in the above songbirds has been found to be a high level of androgen in 
the male birds during their first breeding season. 
In view of the studies presented above that provide evidence for various critical 
periods in the development of specific types of animals, how can one extend the notion 
of the "critical period" to language acquisition? Taking the model from studies of 
ducklings' imprinting, or the development of sensory systems in cats and rats, the 
critical period for language acquisition would be a biologically defined period in the 
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development of humans during which exposure to linguistic input and subsequent 
language acquisition must occur; otherwise no amount of linguistic input can make 
language acquisition possible after the critical period. 
Among the first to imply that there is a critical period for language acquisition were 
Penfield and Roberts (1959). On the basis of clinical observations of language recovery 
in brain damaged patients, they concluded that the child's brain was more "plastic" 
than the brain of an adult, and therefore allowed children to acquire language. The 
notion of the critical period for language acquisition was further refined by Lenneberg 
(1967) who observed the recovery patterns of child and adult aphasic patients reported 
by Basser (1962). Lenneberg proposed that language acquisition had to occur during a 
critical period, which he claimed existed between early infancy and the onset of 
puberty, if the person were to acquire language fully and normally. This proposal came 
to be known as the critical-period hypothesis (hereafter the CPH). Since the CPH was 
proposed by Lenneberg, other researchers have tried to investigate the critical period 
for LI acquisition in several other types of studies. 
The first type of research that has generated the most heated discussion and interest. 
is the study on "wild children" such as Victor (Lane, 1976; Maclean, 1977; Shattuck, 
1980) and Genie (Curtiss, 1977, Curtiss et al., 1975, Fromkin et al., 1974). These studies 
on children who deprived of normal linguistic input during childhood have provided 
researchers with valuable insights on the possible upper limit of the critical period for 
language acquisition. Curtiss (1988) also investigated the language development of a 
women who was first exposed to spoken English at age 32. The common result in all of 
these studies is that none of the subjects achieved a normal level of proficiency for the 
language that they were trying to learn. Such results, however, are not sufficient to 
support the CPH since all of the subjects observed in these studies were eventually able 
to use various forms of language, albeit in a very restricted manner. Furthermore, 
results from such studies are difficult to generalize to subjects in normal circumstances 
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since they may have had other social, psychological, cognitive and developmental 
deficits that could have complicated the subjects' process of language learning. There is 
thus ample reason that these studies have been subject to some criticism. 
The second line of research that bears more light on the onset of the critical period 
is experimental (Crystal, 1986; Eimas, 1975; Eimas et al., 1971; Stark, 1986; Streiter, 
1976). These studies reported that infants as young as one month old are already 
capable of discerning different sounds of the language that they have been exposed to. 
There are also indications that infants as young as six weeks old can respond not only 
to segmental but also to some prosodic features of language. One should note, however. 
that these studies do not suggest, in any way, that there is a termination for the critical 
period after which the acquisition of linguistic sounds becomes impossible. In fact, 
Perls and Bever (1975) tested two groups of native speakers of English (children aged 9-
11 and teenagers aged 16-19) and found that the teenagers were significantly better at 
identifying non-English initial consonant clusters. From these results, Perts and Bever 
conclude that certain phonological system of one's first language develop with age, 
rather than disappear at the onset of puberty. 
Another kind of research that is directly related to the CPH is the research on deaf 
children who have speaking parents. Lenneberg (1967) reports on some of these 
children, and more recently, researchers such as Mayberry, Fischer and Hatfield (1983), 
Newport (1981, 1984. 1988), and Newport and Supalla (1987) have investigated the 
acquisition of American Sign Language (ASL) by such children who were exposed to ASL 
at different ages. The researchers found that while communicating in ASL, deaf adults 
who were delayed in their exposure to ASL in childhood were less proficient than others 
who were exposed to ASL from birth. Specifically, they found significant differences in 
the proficiency of ASL verb morphology among people whose exposure to ASL occurred 
before and after the age of four. Nevertheless, it was not the case that delayed exposure 
to ASL resulted in a total inability to learn ASL. 
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The notion of the critical period for language acquisition is also challenged by 
studies on the pragmatic and semantic levels of language use carried out by Schwartz 
and Merten (1967), and Nelson and Rosenbaum (1968). These studies suggest that 
normal language development in adulthood is certainly possible. Furthermore, Braine 
(1971) also discusses observations by Bar-Adon (1959) which seem to indicate that 
certain morpho-syntactic development occurs beyond childhood. 
On the other hand, there are studies such as that of Sherman and Lust (1993) which 
show that children have a grasp of the fundamental grammatical principles of control 
from three years and throughout childhood. In conclusion, the results from the studies 
of the critical period for language acquisition are rather conflicting, and therefore, the 
CPH is, at best, inconclusive. 
In view of the results from the above studies, one could not argue absolutely in favor 
of the CPH in the original notion that language acquisition becomes impossible after 
the onset of puberty. Indeed, several scholars (Carroll, 1971; De Villiers and De Villiers. 
1978; Singleton, 1989; Snow, 1987) have cited some of the studies mentioned above as 
evidence against the CPH. However, the debate on whether or not there is a critical 
period for language acquisition does not end here. One needs to acknowledge the fact 
that some people have interpreted the above studies as evidence for the existence of a 
critical period. As Birdsong (1989) points out, especially "on the idea of a critical period 
for access to UG, ... this is an issue in need of clarity and rigor in its theoretical 
formulations, and of finesse in interpretation of pertinent empirical data." There are 
several reasons why researchers have taken different positions about the same data. 
One of the reasons for conflict is that there is more than one definition for the term 
"critical period." Some people literally take it to mean a complete absence of the ability 
to learn a language after a certain period (Singleton 1989), while others use the term to 
mean a period when language can be acquired informally, naturally, effortlessly and to 
native proficiency in a reasonable length of time (Shim, 1993; Taylor, 1990). The first 
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position is called the strong version of the CPH while the second position is referred to 
as the weaker version of the CPH. Indeed, the term "sensitive-period hypothesis" (SPH) 
is now generally accepted to mean the weaker version of the CPH. 
Another reason for controversy lies in a misunderstanding of the CPH, even in its 
weaker version as the SPH. Tha is, it implies an absence of continued language 
development beyond the sensitive period for language acquisition. On the contrary, the 
SPH is concerned with language acquisition, especially with regard to native-like 
proficiency in phonology and grammar, and it does not claim that the language of a 
person cannot develop further beyond the sensitive period. Such a claim can be 
contradicted by the most naive laymen since it is quite clear that people get better at 
various aspects of language use (e.g., accumulation of vocabulary, fluency with complex 
structures) as they grow older or get more educated. As Bornstein (1989: 188) points out, 
simply because the effects of a sensitive period are hard to determine should not 
"undermine the notion of the sensitive period, so long as something special for 
development from that period remains." 
Thus when one takes the position of the SPH. it becomes understandable why there 
have been conflicts in the interpretations of data obtained from LI acquisition 
research presented above. Although there is not a single study that reports complete 
absence of the ability to acquire language, all of the studies show that language 
acquisition cannot be achieved informally, naturally, effortlessly, or to complete 
native proficiency in a reasonable length of time when one is deprived of linguistic 
input during infancy and early childhood years. 
When extended to L2 acquisition, what does the SPH claim? Assuming that there is 
a sensitive period for L2 acquisition, the hypothesis predicts that L2 acquisition should 
be more difficult, laborious and less successful for late learners than for early learners. 
"Late learners" in this case refers to those learners who are exposed to their L2 after the 
end of the sensitive period while "early learners" refers to those learners who begin 
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learning the L2 before or during the sensitive period. Although, the age specifications 
for the sensitive period as defined here are yet to be discovered, results from several 
studies (e.g., Kuhl, 1992; Kuhl, Williams, Lacerda, Stevens, and Lindblom, 1992; Werker, 
1989; and Werker and Tees, 1984) provide insightful data on the acquisition of 
phonology. They conducted studies on infants as young as six to 12 months on their 
ability to discriminate phoneme pairs of another language that are not distinguished in 
the language of their environment. They found that six- to eight-month-old infants 
were able to discriminate the target sounds while infants of eight to 12 months of age 
had already lost this ability. 
These studies suggest that the sensitive period for the perceptual organization of the 
phonological system of a language may end within the first year of a baby's life. 
Nevertheless, this does not imply a complete loss of linguistic sensitivity. Rather, it 
seems that developmental changes between infancy and adulthood may reflect a 
language-based reorganization of the categories of communicative sounds. These 
changes surface as maturation effects or age effects on language acquisition. A study 
that illustrates this point was done by Werker and Logan (1985) who found evidence that 
English-speaking adults could leam to discriminate sound contrasts that do not exist 
in English if the subjects were tested after practice and a specific training procedure. 
Therefore, it is evident that the CPH for language acquisition has lost ground due to 
a lack of empirical data. In contrast, the SPH has gained more proponents since there 
have been several studies that report experimental results that strongly suggest the 
existence of a sensitive period for L2 acquisition. 
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2.3. Arguments in Favor of the SPH 
2.3.1. Phonology 
Much research on the effect of age on L2 acquisition is concentrated in the area of 
phonology. Asher and Garcia (1969), Baldzikowski (1988), Flege (1988, 1991), Kim 
(1994), Oyama (1976, 1978), Piper and Dilek (1988). Seliger, Krashen and Ladefoged 
(1975), and Tahta, Wood, and Loewenthal (1981) are some of the researchers who have 
investigated the age-of-arrival effect on the phonological systems of immigrants to 
different countries, including Great Britain, Israel, and the United States. All of these 
studies provide evidence in support of the SPH for the acquisition of the phonological 
system of the L2. 
Asher and Garcia (1969) found that the age of entry to the United States was the best 
predictor for successful acquisition of pronunciation by 71 Cuban immigrants to 
California who were 7 to 19 years at the time of experiment and who had stayed in the 
United States for at least five years. The 71 immigrants were judged on a scale from 
"native speaker" to "definite foreign accent" by 19 American high-school children. 
While none of the subjects was judged as a native speaker, there were many who were 
judged to speak with near-native pronunciation, and the probability of being so judged 
increased with the decrease of the age of entrance to the United States. 
Seliger, Krashen and Ladefoged (1975) interviewed 394 adults who had immigrated 
to the United States and Israel at various ages and from various countries. The 
information gathered was based on the subjects' self-assessment of their native-
likeness of pronunciation in their L2. Among those interviewed, 85 percent of those 
who arrived in the host country before age 10 and 50 percent of those who arrived 
between age 10 and 15 reported to have achieved native-like pronunciation, while only 
eight percent of those who arrived after age 16 reported achieving native-like 
pronunciation. 
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Oyama's (1976) study on 60 male Italian immigrants in New York also shows 
evidence for an age-of-arrival effect. She asked her subjects to record a personal 
frightening experience, and their speech was then rated by American-born graduate 
students on a five-point scale ranging from "no foreign accent" to "heavy foreign 
accent." She treated the age-of-arrival factor and the number-of years-in-the-United-
States factor as separate variables. Both an ANOVA and correlational analysis were 
done, and results showed an extremely strong age-of-arrival effect, but virtually no 
length-of-stay effect. 
To test listening comprehension, Oyama (1978) used the same subjects who were in 
her pronunciation study (1976) and found that those who had arrived before age 11 
performed similarly to native speakers while those who arrived after age 16 had 
"markedly lower comprehension scores" than the natives. 
Tahta, Wood and Loewenthal (1981) studied British immigrants aged nine to 77 who 
had various LI backgrounds. All of the subjects had lived in Britain for more than two 
years. Subjects were asked to read a paragraph written in English, and scores were given 
based on a three-point rating scale. A multiple regression analysis revealed that 43.1% 
of the variance was accounted for by the age-of-arrival-in-Britain factor. They looked 
into several other variables such as sex, LI, years of residence in Britain and musical 
ability, but all were considerably less important in predicting the subjects' degree of 
foreign accent than the age-of-arrival factor. 
In addition, Flege (1991) examined the segmental aspects of L2 production by 
Spanish speakers who learned English as their L2. He used spectrographic 
measurements of speech samples produced by his subjects and found that the early 
learners were able to produce the English phoneme / t / with mean VOT values that were 
virtually indistinguishable from those produced by English monolinguals. However, 
the late learners' productions of the phoneme were more like those produced by a 
Spanish monolingual. 
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Most recently, Kim (1994) tested 30 Korean learners of English as L2 on the 
production of / i / and / I / . The results indicate that L2 acquisition after age 8 may not 
produce native-like L2 productions. There was also evidence that subjects who began L2 
acquisition after 16 manifest qualitative differences in their L2 production. They were 
found to rely on vowel duration rather than on formant frequencies for the 
differentiation of / i / and / I / . 
2.3.2. Grammar 
Compared to research done on the age-of-arrival effect on L2 learners' phonological 
systems, research done in other areas is not represented in as many studies. 
Specifically, Kleimann (1978) argues that it is difficult to study the lack of competence 
in L2 grammar production because L2 learners typically use avoidance strategies in an 
attempt to make fewer grammatical mistakes. In L2 comprehension, the ceiling-effect 
of testing has been found to obscure the true limits of L2 learners' competence. In spite 
of such difficulties, there are a number of studies that revealed an early learners' 
advantage over late learners in syntactic aspects of second-language acquisition. 
Johnson and Newport (1989) tested 46 native speakers of Korean and Chinese who 
arrived in the United States between the ages of three and 39. Subjects were asked to 
listen to a list of sentences constructed according to different grammatical categories in 
English and indicate whether the sentence they heard was grammatical or 
ungrammatical. They found that the subjects' accuracy of grammaticality judgment 
was negatively correlated with their age of arrival to the United States until around the 
onset of puberty; after puberty (age 16) performance was unrelated to the age-of-arrival 
variable, scores were also low overall, and there was a great deal of between-subject 
variability. It was further observed that only the early childhood group (age-of-arrival 
between three and seven) performed like native speakers, and the performance of other 
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groups who had come to the U.S. at a later age were significantly different from the 
native speaker group. 
Shim (1993) conducted a similar grammaticality judgment test with an added 
variable of speed of judgment. She had 40 Korean subjects read English sentences that 
were constructed along the same grammatical categories of Johnson and Newport and 
confirmed the findings by Johnson and Newport that the subjects' accuracy of judgment 
declined as their age of arrival to the U.S. increased. She further found that, the non-
native speakers' speed of judgment was significantly slower compared to the speed of 
judgment of native speakers. This result was especially striking since the difference in 
reaction time was significant for early learners who had come to the United States 
between the ages of three and seven. 
Kim's study (1993), which is almost identical to Shim's study, provides a 
complementary picture of age effects on L2 acquisition. Fifty Korean subjects were 
tested in this study, and the results also showed a significant negative correlation 
between age of onset and the overall performance by early L2 learners. No such 
correlation was observed for late learners. Furthermore, late learners were 
significantly slower than early learners in responding to the test sentences, and even 
the early learners were found to exhibit accuracy rates that were lower than the native 
speakers. 
Focussing specifically on the acquisition of UG principles, Johnson (1992), 
Johnson and Newport (1991), and Lee (1993) tested speakers of English as an L2 who 
differed on their onset of L2 acquisition. All three studies reported a post-pubescent 
sensitive-period effect for the Subjacency Principle and the Governing Category 
Parameter that Lee defines as "windows for opportunity' in which language learners are 
able to access certain principles of UG and thereby set their associated parameters." In 
addition, Bhide (1992) tested adult learners of English as L2 and found that UG and 
parameter setting are unavailable to adult classroom learners. Another study that did 
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not involve the acquisition of English as L2 was conducted by Chen and Kuo (1994) on 
Chinese speakers learning Japanese L2. They report that there are clear signs of LI 
transfer of the Chinese GCP in the acquisition of Japanese rules for binding long 
distance anaphora. 
Regarding production, Patkowski (1980) recorded speech samples of 67 highly 
educated immigrants to the United States. The speech samples were rated on a scale of 0 
to 5 by two trained judges and assessments were made on their level of syntax. The 
results showed a strong negative relationship between the age-of-arrival variable and 
the syntactic-rating variable. Furthermore, there was a marked difference between the 
pre-puberty (before age 15) group and the post-puberty (after age 15) group. While all but 
one subject from the pre-puberty group were rated at the 4+ to 5 level, the ratings from 
the post-puberty group approximated the normal curve with a mean of about 3+. 
2.3.3. Lexis 
For the acquisition of proficiency in accessing and producing lexical items in the 
second language, Magiste (1986) examined two groups of German-Swedish school 
children. The younger group had a mean age of eight while the older group had a mean 
age of 14. She found that the younger group took four years to reach equivalent speed in 
their two languages when naming numbers and objects in pictures, but the older group 
took eight years (i.e., twice the length of the younger group) to reach the same speed in 
their two languages. 
In another study by Yamada, Takatsuka, Kotake, and Kurusu (1980), 30 Japanese 
elementary school students of average scholastic achievement were tested in three age 
groups—seven, nine, and eleven. None of these subjects had previous experience in 
English and they were tested on their level of success in learning a list of English words. 
The results showed that the mean learning score decreased with age. 
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2.3.4. Sign language 
In addition to the study of sign language acquisition as LI that were already 
mentioned in section 2.2, there have been several other studies conducted more recently 
on the acquisition of ASL as a second language. For example, Galvan (1989: 107) tested 
native signers and late (onset of acquisition between 2-4) signers of ASL and found that 
"late signers treat signs as gestalts rather than as independent, simultaneously-
produced systems and experience impaired later morphological development." Further, 
Mayberry and her associates (Mayberry, 1991, 1992, 1993; Mayberry and Eichen, 1991; 
Mayberry and Fischer, 1989) conducted a series of studies and they report findings that 
indicate the age of onset for ASL acquisition as a significant factor that determines all 
levels of linguistic proficiency, especially the proficiency to interpret meanings of 
sentences. 
2.3.5. Summary 
In summary, all of the studies presented above can be said to support the SPH for L2 
acquisition. Two main conclusions can be drawn from the above studies: (1) There 
seems to be a strong negative correlation between various aspects of L2 proficiency and 
age of exposure to the L2 environment; (2) there is a sharp difference between two groups 
of L2 learners—the pre-pubescent group and the post-pubescent group. ' Many of the 
studies indicate that, while there is a negative linear correlation between language 
proficiency and age-of-onset for pre-pubescent groups, there is no such relationship in 
post-pubescent group. 
1
 One shortcoming that still remains is that the division between pre-pubescent and 
post-pubescent ages were not consistent across the various studies. It can very well 
be argued that, had the researchers made a clear division of age that were earlier or 
later than what they used in the study, the results might have indicated an earlier or 
a later division between pre-pubescent and post-pubescent ages. 
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In addition to the quantitative differences in early versus late learners of L2, 
Patkowski (1990) provides arguments for a qualitative difference after reviewing some 
of the L2 acquisition studies. He points out that the differences in early and late 
learners' acquisition of L2 are not jus t one of degree of L2 proficiency but of a 
fundamental and qualitative nature. If the differences are simply one of degree, the 
performance data of child and adult learners should exhibit similar distributional 
characteristics, albeit around different means. This was not found to be the case. 
Several of the studies mentioned above (e.g., Johnson and Newport, 1989; Kim, 1993; 
Patkowski, 1980; Shim, 1993) produced data for which the distribution of performance 
scores resulted in curves skewed toward high proficiency for the early learners, while 
the performance scores for late learners were distributed as the normal curve. This 
indicates that individual variability must be taken into consideration when one 
discusses acquisition of L2 by late learners although such variability may not play a 
significant role in the acquisition of L2 by early learners. 
The conclusion that can be reached from the observations presented thus far is that 
early L2 acquisition probably leads to a high and limited range of performance which 
correlates strongly with one biological factor (i.e., age of onset of L2 exposure), while 
late L2 acquisition results in a relatively lower and a wider range of performance with 
greater variability among different individual that may be influenced by several 
factors other than age (e.g., length of stay, motivation, conscious monitoring, language 
ego). I share this conclusion with several other researchers who have recently examined 
the literature on the sensitive period for L2 acquisition (e.g., Long, 1990; Newport, 1990, 
1991; Patkowski, 1990, 1994). The remaining questions are then the why and when 
questions of the SPH. That is, what are the theoretical bases that might explain the 
sensitive-period effect on L2 acquisition and when does the sensitive period for 
language acquisition end? The next section discusses some possible answers to the first 
question. 
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2.4. Theoretical Foundations for the SPH 
2.4.1. Neuronal synaptogenesis 
Greenough and Chang (1985), have conducted research on the development in synaptic 
formation in rats and have proposed two different types of information storage systems— 
experience-expectant information storage and experience-dependent information 
storage. They explain that, while experience-expectant information storage "may involve 
system-wide generation of connections ... and may be independent of the events that 
preserve connections," experience-dependent information storage "may involve more 
localized synaptogenesis ... and may occur in response to neural consequences of 
experience" (p. 361). Greenough et al. (1987) further developed this proposal and related 
the implications of their research to the various "critical" or "sensitive" periods in the 
developments of sensory and skeletal musculature systems of animals. 
Greenough and his colleagues have shown several examples of how experience-
expectant neuronal developments coincides with the various sensitive periods of 
animals. In explaining the experience-expectant processes of the sensitive period, they 
report findings of synapses being overproduced in early development in expectation of 
certain environmental experience. The premise is that "as development proceeds, the 
extra synapses are lost, such that the final wiring diagram consists of those synapses that 
remain" (p. 543). They further relate this phenomenon to the findings of Eimas (1975) on 
young infants' categorical perception of phonemes and to Chomsky's (1980b) proposal on 
the acquisition of syntactic structure and say that children might have "hard-wired 
capacities" for these developments. 
On the other hand, not all neuronal developments are dependent upon experience-
expectant processes. Greenough et al. (1987) also found evidence for new synaptic 
formation in rats that were reared in stimulus rich environments. However, all of the 
data that they examined strongly implied that there was "a fundamental difference 
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between the processes governing the formation of synapses in early, age-locked sensory 
system development and those governing synapse formation during later development 
and adulthood" (p. 550). 
Following up on the two different types of synaptogenesis presented above, Jacobs 
(1988: 324) proposed that "unlike PLA (primary language acquisition), which develops 
with the nervous system and is not only subject to but also responsible for maturational 
neuronal changes, SLA (second language acquisition) is essentially restricted to the 
integration level of neuronal growth." Jacobs (1988: 324) further posited that while early 
L2 learners will be able to benefit from the "plasticity of a formational/organizational 
nature" of the brain, late learners are "restricted to the association/reactive level." The 
consequences of such differences on the behavior of L2 learners have yet to be 
determined, but thus far Jacob's proposal regarding the differences between first and 
second language acquisition is most reflective of research that has been done on neuronal 
developments of the brain. The implications from such a proposal are clear: The later in 
life a person is exposed to his or her L2, the more difficult it should be for him or her to 
utilize the processes of synaptogenesis that is available for first language acquisition and 
thus more difficult to attain native-like competence in the L2. Thus, the period during 
which the processes of synaptic formation for LI acquisition is still available would 
constitute the sensitive period for L2 acquisition. 
A few similar arguments have been advanced by others, one of whom is Breathnach 
(1993), adopting Monod's (1972) idea that "rapid increase in synaptic interconnections in 
the cerebral cortex during the sensitive period for language is bound up with the process of 
epigenetic2 development." Another similar idea has come from Kerszberg, Dehaene, and 
Epigenesis: "method of progressive development from the simple to the more complex 
as cells differentiate and specialize, i.e., development results not from preformation 
but from differentiationand growth of specialised cells." (Breathnach, 1993: 44) 
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Changeux (1992: 404) who asserted that during a sensitive period, "certain synapses 
receive activity-controlled trophic support from their post-synaptic neurons" and "only 
those synapses that have accumulated enough trophic factor get stabilized." 
2.4.2. Brain plasticity and lateralization 
The second theoretical basis for the sensitive-period effect may be found in the 
discussions of brain plasticity and lateralization. For example Hill (1970) and Scovel 
(1969. 1981, 1988) attribute the loss of ability in the acquisition of L2 phonology and 
the resultant foreign accent to the loss of neural plasticity or to the effect of cerebral 
dominance that follow from brain lateralization. Penfield and Roberts (1959) were 
among the first to note that the child's brain is more "plastic" than the brain of an 
adult. They based their proposal on clinical observations of language recovery in brain 
damaged patients; this was also the main basis on which Lenneberg (1967) proposed the 
critical period hypothesis. Penfield and Roberts also noted that the left hemisphere is 
usually dominant for linguistic processes, regardless of handedness, and they reported 
that the younger children are when they suffer an injury or disease that damages speech 
areas in the language controlling hemisphere, the faster and more successful they are in 
near-perfect transfer of their linguistic functions to the other healthy hemisphere. 
Such recovery of language could not be seen in adult patients. Based on this line of 
argumentation, Lamendella (1977) proposed that since "mature neural systems are less 
adaptable than immature systems (p. 191)," it should be more difficult for an adult to 
learn an L2 than a child whose brain is still plastic and immature. 
Although they differed on the upper limit of the critical period, Penfield and Roberts 
(1959) and Lenneberg (1967), using, in part, data from Basser (1962), have all concluded 
that brain lateralization occurrs as a function of language acquisition and that the end 
of the critical period is supposedly marked by the period when the human brain loses 
plasticity and completes the lateralization processes. However, after re-analyzing 
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Basser's (1962) data, Krashen (1973) questions the idea that age marks the upper limit of 
the critical period, but he does not contradict Lenneberg's view that the critical period 
coincides with brain lateralization. 
However, this traditional view of brain plasticity and lateralization has been 
challenged by newly found evidence. Several researchers (Molfese, 1977; Molfese, 
Freeman and Balermo, 1975; Molfese and Molfese, 1979, 1980) found that hemispheric 
specialization is evident at birth, which directly contradicts both the "lateralization-
around-puberty" proposal of Lenneberg and "lateralization-by-age-five" proposal of 
Krashen. But this does not mean that lateralization is complete at birth. Indeed, Seliger 
(1978) and Witelson (1987) have proposed that both interhemispheric lateralization 
and intrahemispheric localization continue, perhaps throughout one's life, and that 
brain plasticity, lateralization, and localization processes coexist bu t are at least 
theoretically independent of one another. 
Thus, in spite of differing opinions on brain plasticity and lateralization, Seliger 
(1978: 11) strongly maintains that the "incompleteness of the adult learner's L2 system 
has a physiological basis and concomitant cognitive correlates." In view of the 
compelling arguments against the effects of brain/hemispheric lateralization and/or 
brain plasticity theory on language acquisition, it seems more probable that the 
physiological basis of the sensitive period for language acquisition lies with neuronal 
synaptogenesis. This still brings forth the questions of why and when: Why do 
experience-expectant neuronal developments occur and when do the effects of the over-
production of synapses disappear? The answer to the first question is not available in 
spite of the advances in 20th century science, and it is certainly beyond the scope of this 
dissertation to address this question in any serious sense. Thus it will be the second 
question with which this study is concerned. 
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CHAPTER 3 
ISSUES CONCERNING THE SPH FOR L2 ACQUISITION 
3.1. Arguments against the SPH 
Although there is an impressive number of studies with results that support the 
existence of a sensitive period, there are some scholars who oppose the notion of a 
critical or sensitive period for L2 acquisition (Flege, 19871; Major, 1987; Snow, 1987). 
The claims of most opponents of the SPH rely heavily on a specific number of studies 
that seem to contradict the SPH (Asher and Price, 1969; Olson and Samuels, 1973; Snow 
and Hoefnagel-Hohle, 1977. 1978; Morris and Gerstman, 1986; Weber-Olsen and Ruder, 
1980). 
Asher and Price (1969) tested subjects of various age groups (ranging from eight-
year-olds to adults) on their ability to memorize and retain command words in 
Russian. They found that, after 25 minutes of initial instruction, adults significantly 
outperformed younger subjects on their ability to follow the commands given in 
Russian. Similarly, Olson and Samuels (1973) found that adults and junior high school 
students were superior to elementary school children in learning to pronounce new 
German words. 
In Snow and Hoefnagel-Hohle's (1977) study, their subjects were asked to learn the 
pronunciation of five nonsense words, then they were tested on their ability to correctly 
reproduce those words. Results indicated that there was a linear increase in 
pronunciation accuracy according to age. One year later (1978), they conducted a more 
Note however, that Flege changed his opinion of the notion of the sensitive period in 
a later article (1988), even before Patkowski's (1990) response to Flege was 
published. 
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extensive study on English speakers learning to speak Dutch in Holland. Their subjects 
of five different age groups (3-5, 6-7, 8-10, 12-15, adults) were tested three times in the 
course of one year on a battery of tests on pronunciation, grammatical morpheme, 
syntax and vocabulary. The adolescent age group scored highest and the youngest group 
scored lowest on all the tests. 
Another study in syntactic and semantic aspects of L2 acquisition was conducted by 
Morris and Gerstman (1986) on school children of three age groups (grade 4, grades 7-8, 
grade 11). The subjects were given a Hawaiian lesson, and retention of material was 
evaluated immediately after the lesson and then one week later. A repeated measures of 
analysis of variance of second-week performance, covaried with initial scores, showed 
that the youngest group performed at the lowest level followed by the oldest group. 
In a study that involved monolingual English speakers' ability to learn Japanese, 
Weber-Olson and Ruder (1980) gave ten- to fifteen-minute lessons on four Japanese 
locatives. The results showed that adults were faster and better at learning the 
individual lexical items than five-year-old children. 
The overall conclusion that opponents of the sensitive period hypothesis for L2 
acquisition draw from the above mentioned studies is that early language learners are 
not necessarily more successful in learning the L2 and that, in fact, adults seem to have 
an advantage over younger learners. This conclusion, however, needs to be critically 
evaluated after considering various issues concerning the interpretations and 
predictions of the SPH. 
3.2. Rate of Acquisition versus Ultimate Proficiency 
As one reviews the studies in the above section that are claimed to provide evidence 
against the SPH, it is not difficult to note one very distinguishing aspect in all of them. 
Compared to studies that provide evidence in support of the SPH for L2 acquisition, all 
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of the studies that oppose the SPH involve subjects who were exposed to the target 
second language for an extremely short period of time. (The longest is one year in the 
case of Snow and Hoefnagel-Hohle's 1978 study.) It is a well-known fact in 
developmental psychology that adults are cognitively much more developed than 
children and thus if the two groups are compared in a short time frame, it is not 
surprising that adults' achievement is better than that of children. 
In addition to the length of exposure to the target language, there are several other 
considerations that a researcher should take into account before pursuing a study of L2 
acquisition. But unfortunately, the studies that are most often referred to as evidence 
against the SPH lack such considerations. As an example, the experiment conducted by 
Snow and Hoefhagel-Hohle (1977) is not appropriate for testing the optimal age for 
second language acquisition for several reasons. First, in their test of syntactic ability, 
these researchers required the subjects to repeat after the examiner, as the examiner 
spoke in Dutch, sentences of increasing length (up to ten words) and grammatical 
complexity. In such an instance, the subjects are tested more on their short-term 
memory span rather than on their knowledge of complex grammar. Since STM span 
has been found to increase with age, it is no wonder that the adults' performance were 
better than those of the younger children. In fact, when one looks at pronunciation 
skills, which are least strongly related to cognitive maturity, the test scores were 
similar for all age groups. Furthermore, Dutch and English belong to the same branch 
of the same language family. Thus, it is possible that Dutch was too similar to English 
in all aspects to reveal the full potential advantage of early learning. Since younger 
children would have started out with less knowledge of English than the older learners, 
the younger the subject the more disadvantageous it would have been if there was any 
facilitative effect from the similarities of the two languages involved. 
In summary, all that may be claimed from the studies in the previous section is that 
adult learners seem to learn the second language at a faster rate than children, 
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especially during the initial stages of language training. This does not say anything 
about the optimal age for eventual success in second language acquisition since no 
evidence was provided in this regard. Considering the fact that the SPH is concerned 
with the ultimate result of language acquisition rather than the speed of acquisition 
during the early stages (Birdsong, 1992), it becomes clear that most of the studies that 
claim to contradict the SPH are not even concerned with the SPH at all. Subjects tested 
in empirical studies that question the SPH must have achieved a stable level of 
proficiency in the language being tested. As Patkowski (1990: 73) notes, the 
generalization made by Krashen, Long and Scarcella (1982) that child learners are 
usually more successful at achieving a high level of L2 proficiency while adult learners 
are usually quicker at achieving a limited level of L2 proficiency, is simply another 
piece of evidence that supports the SPH for L2 acquisition. 
3.3. More than One Sensitive Period? 
In Chapter 2, I gave an interpretation of the SPH such that a sensitive period for 
language acquisition is "a period when language can be acquired informally, naturally, 
effortlessly and to native proficiency in a reasonable length of time." I further discussed 
the prediction of the SPH in saying that "L2 acquisition should be more difficult, 
laborious and less successful" for late learners who begin L2 acquisition after the end of 
the sensitive period than for early learners who are exposed to the L2 environment 
before the termination of the sensitive period. From the above discussion, the 
definition of the sensitive period for language acquisition can be given as follows: "A 
period during which a person must be exposed to naturalistic linguistic input of a 
specific language in order to attain the level of proficiency in the language that is 
comparable to that of the native speakers of the language." 
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Several studies of the sensitive period effects on second language acquisition have 
been conducted with a definition of the sensitive period that is similar to the above. 
These studies have been very informative to the extent that they agree on at least the 
upper bound for the sensitive period: Late learners who begin learning a second 
language after puberty (ages 15-17) cannot attain native competence of their second 
language. This information, although helpful, still does not answer the question of 
when the sensitive period begins and ends. 
Thus, keeping in mind the definition of the sensitive period given above, we can now 
reexamine the results of various studies that test the SPH to see if it is possible to 
determine a single sensitive period for all linguistic components. The answer is rather 
obvious: There is a strong indication that there are "multiple sensitive periods" for 
various different components of language.2 For example. Seliger (1978) looked into the 
different types of aphasia in different age groups and concluded that there may be 
several different sensitive periods for L2 acquisition for the different components of 
language. However, he did not attempt to predict the timing of such sensitive periods. 
Studies on the development of phonological systems have provided evidence of a 
sensitive period that begins with the recognition of speech sounds and ends around the 
first birthday (Werker and Tees, 1984; Werker, 1989). Thereafter, the sensitivity to 
speech sound stimuli undergoes qualitative changes which surface as maturation 
effects on phonological systems. The onset of puberty could mark the end of the gradual 
decline in the ability to acquire non-native speech sounds as a function of age, and 
Similar observations of multiple sensitive periods have been found in animal 
studies (e.g.. Harwerth, Smith, Duncan, Crawford and Gunter. 1986). In the 
development of vision in rhesus monkeys, it was found that the development of 
simple vision such as rods and cones are earlier than the development of complex 
functions such as monocular spatial vision or binocular vision. 
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thereafter, various other non-biological factors may affect the acquisition of sound 
systems. 
Morpho-syntactic studies that investigated both LI and L2 learners' proficiency in 
the development of different grammatical structures of a language suggest that the 
sensitive period for the acquisition of syntax may end in early childhood, as early as 
the fourth birthday (Newport and Supalla, 1987). The beginning of the sensitive period 
for syntactic development has not been discussed explicitly in the studies presented so 
far, but it is a well-known fact that many researchers (e.g., Chomsky, 1959, 1965b; 
Flynn, 1985a and b, 1987c; Singleton and Newport, 1992; Wexler and Manzini. 1987) in 
the field of language acquisition claim the existence of an innate language acquisition 
faculty that makes it possible for children to acquire grammatical competence in both 
LI and L2. As it was with phonological systems, studies have shown evidence of 
maturation effects throughout childhood until around puberty (age 15-17), after which 
there is much individual variability. 
At the semantic or pragmatic level of language acquisition there has not been 
conclusive evidence for a sensitive period. One study that attempted to show a sensitive 
period effect for cultural aspects of language is Minoura (1992): The evidence seems to 
point to a sensitive period between 11-15 for the acquisition of cultural meanings that 
mediate interpersonal peer relationships. However, there have been many more studies 
that provide evidence for continued normal development throughout childhood and 
adolescence in the semantic and pragmatic functions of language. Observations of 
children acquiring language also show tha t children get better at producing 
contextual!/ appropriate utterances as they grow older. For example, young children 
learning Korean may not be able to select the appropriate honorific terms in 
interacting with different adults in the family until they become teenagers. Thus, on the 
basis of the evidence gathered so far, it seems fair to say that there might not be a 
biologically determined sensitive period for the acquisition of semantic and pragmatic 
66 
functions of language. It is possible that length of exposure to the appropriate social 
environment (e.g., parents teaching their children the appropriate ways to greet an 
elder) as well as the types of linguistic environments available (e.g., parents using 
appropriate greetings to an elder) at particular periods of maturation may have a more 
direct relationship with the development of these linguistic functions. 
The implication that emerges from the above discussion of multiple sensitive 
periods for different linguistic components is that it is rather impractical to pursue a 
theory of language acquisition either of the LI or the L2 that tries to explain the 
acquisition of all linguistic components comprehensively. Perhaps it would be more 
fruitful to develop language acquisition theories that deal with a specific linguistic 
component and limit the application of the theory to the area that it was designed to 
cover. For example, theories for the acquisition of phonological systems can be 
developed independently of theories that try to explain the processes of the acquisition 
of syntactic or semantic systems of language. Thus, it is my belief that studies that 
attempt to test various hypotheses or theories of language acquisition should have a 
well-defined and limited area of study. 
In summary, it may be hypothesized that there is a specific course (route) of 
language acquisition that all children follow—for example, phonology first, syntax 
second, and then other linguistic components. Although the sensitive periods may 
differ for the development of the phonological system and the grammatical system of a 
language, it is difficult to imagine that children can be exposed to utterances that 
contain only the phonemes of a language and no grammatical structure or meaning 
attached to them. Thus, the multiple sensitive periods for different linguistic 
components may be related to the fact that children attend to different linguistic 
components at different periods, and this differential attention may be due to a pre-
determined course that all children learning a language follow. 
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3.4. What Causes the Sensitive-period Effect? 
As discussed in the previous chapter, at the hemispheric level, age effects on second 
-language acquisition may be attributable to the decrease in plasticity as more and 
more of the language functions are localized to specific areas of the brain. From the 
neurological synaptogenesis perspective, it may be due to the increasingly heavy 
reliance on experience-dependent processes as more and more experience-expectant 
processes come to the end of their respective sensitive periods. On the other hand, the 
sensitive-period effect may be attributable to the limited range of linguistic data that 
children give differential attention to in an at tempt to analyze its linguistic 
components. 
However, the above considerations may not be the only possible explanations. As 
Flege (1987) notes, the observed age effect could simply be due to other confounding 
factors which were not adequately controlled in experimental studies. Furthermore, 
there may be fundamental differences in the quantity and/or quality of input that 
children and adults receive in the process of L2 acquisition. In a survey conducted on 
Japanese children and adults who were learning English after their arrival to the 
United States, Cochrane (1977) found that children were exposed to a greater number of 
situations that required them to interact in English than were adults. Burling (1981) 
and Snow and Hoefnagel-Hohle (1978) also observed similar tendencies. 
Another aspect of qualitative difference in the kind of linguistic input for children 
and adults are that the types of linguistic structures that are used in interactions with 
children tend to be more simple and the vocabulary tends to be more specific. On the 
other hand, adults are exposed to syntactically more complex input which most often 
refers to abstract concepts and events that are displaced in space and time. As Dulay, 
Burt, and Krashen (1982) note, the simple and concrete input that children get may 
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actually be helpful for language acquisition, while the complex input that adults get 
could impede language acquisition. 
Other factors that could result in a sensitive-period effect and /or a maturational 
effect are affective. Some of the affective factors that have been discussed in the 
literature are (1) learners' attitude toward L2 and the native speakers of L2 (Gardner, 
1985); (2) level of motivation (Gardner, 1985; Gardner and Lambert, 1972); (3) self-
consciousness or anxiety (Scovel, 1978); (4) language ego in LI and L2 (Giles, Bourkis 
and Taylor, 1977; Guiora et. al., 1972; Schumann, 1975); and (5) culture shock 
(Schumann, 1978). It is generally accepted that children are more highly motivated, 
less self-conscious, and identify strongly with the L2 culture; these are all factors that 
could contribute to a more successful acquisition of the L2.3 
In view of the above factors that can contribute to the sensitive-period effect, the 
relevant question to ask is this: Does this constitute an argument against the SPH? 
Indeed, not! The SPH certainly does not exclude the possibility that affective factors 
play a significant role in the acquisition of language. Furthermore, affective factors 
such as level of motivation are inevitably related to the functions of the brain such as 
the limbic system (Lamendella, 1977; Paradis, 1985, forthcoming), or more specifically 
to the amygdala (Schumann, 1990). Lamendella (1977: 167) asserts: 
Higher level linguistic and cognitive systems are capable of supplying their own 
non-limbic motivation to learn and to improve performance in a second 
language, but the non-limbic impetus to improve speech performance in a 
second language may not be capable of extending down the communication 
hierarchy to modify the automatic behavior of lower level speech systems. 
Long (1990) give a detailed description of the various factors that might explain the 
sensitive period effect on language acquisition. 
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3.4. A Monolingual System versus a Bilingual System 
There is another important factor that researchers need to be concerned about when 
drawing conclusions about sensitive-period effects on language acquisition from the 
results of studies on age effects in L2 acquisition. The factors discussed in the previous 
section do not specifically take into consideration the fact that L2 acquisition may be 
affected by the learners ' LI. Thus another possible explanation for variable 
performance by L2 learners is simply that they are bilinguals. While processing either 
one of the languages, it is possible that there is competition, at the neurological level, 
between the two languages, due to a fully or partially shared language system (Albert 
and Obler, 1978; Baetens, 1986; MacWhinney, 1987a and b, 1989. 1992). 
There has been much research in the area of cross-linguistic interference in second 
language acquisition, and although the findings are far from conclusive, several 
researchers have found evidence for a more or less shared language system among 
bilinguals at all levels of language processing (Cristoffanini, Krisner, and Milech, 1986; 
Durgunoglu and Roediger, 1987; Flege and Efting, 1987; Jin and Fischler, 1987; Kolers, 
1968; Mack, 1986, 1989; Paradis, 1985). 
Mack's (1986) study, in particular, demonstrates that the semantic and syntactic 
processing in fluent early French-English bilinguals is not comparable to the 
processing of native speakers of English. Results showed that the bilingual subjects 
were significantly slower in semantic processing, and they also showed that the 
bilingual subjects made significantly more errors in syntactic judgment. Mack 
discusses two possible explanations for the results—instantaneous interference from 
the LI, and a restructured L2 system. 
In light of findings such as the above, a monolingual may be considered to have an 
advantage over a bilingual in terms of efficiency in language processing since a 
monolingual would suffer neither from interference nor from competition of two 
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languages subserved under one linguistic system in the brain. Indeed, Cook (1988, 1990) 
claims to have found evidence of a "cognitive deficit" in the bilinguals which results in 
slower mental processing. Surprisingly, however, evidence that is contradictory to the 
above assumption of monolinguals' advantage over bilinguals has also been found in 
several studies. In fact research has shown (Bialystok, 1991a, and b; Bialystok and 
Cummins, 1991; Diaz and Kingler, 1991; Johnson, 1991; Malakoff and Hakuta. 1991; 
Snow, Cancino, Temple and Schley, 1991) that bilinguals outperform monolinguals in 
metacognitive and metalinguistic tasks. Such findings imply that bilingualism itself 
may actually aid cognitive development rather than deter cognitive development. It 
thus becomes obvious that we need to pay attention to the distinction between 
bilinguals and monolinguals. This is an important aspect of L2 acquisition research 
that is often neglected by researchers working on age effects on L2 acquisition. Grosjean 
(1989) specifically warns researchers of a bilingual effect (i.e.. results obtained due to 
the fact that the subjects are bilinguals rather than due to the fact that they are 
processing their second language) when investigating the behavior/performance of 
second language learners. In other words, the performance of a bilingual should not be 
compared to that of a monolingual when discussing the age effects on language 
acquisition. Of course, there are instances when such comparisons are specifically 
warranted, as in the case of research in bilingual language processing. In addition, the 
bilingual-effect factor should also be taken into consideration when the question under 
investigation is that of the optimal age for L2 acquisition. 
It is precisely because of this concern that Shim's (1993) study is noteworthy among 
all the studies discussed thus far. Her reference-group subjects were bilinguals rather 
than monolingual-native-English speakers. Since the bilinguals' L2 processing is not 
compared to monolingual speakers, this study controls the possibility of a bilingual 
effect and thus provides a strong piece of evidence for the SPH in L2 acquisition. 
Another important aspect of Shim's study is that her results strongly indicate a 
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sensitive period for native-like speed of language processing that ends in early 
childhood. Aside from the study on ASL acquisition by Newport and Supalla (1987) this 
may be the first study that has reported results indicative of a sensitive period that ends 
so early. 
However, Shim's (1993) study is rather limited in three non-trivial ways. First, the 
number of subjects in each experiment group was rather small. Second, the age 
intervals that were represented by the experiment groups were rather large. Third, the 
sentences used as stimuli in the experiment simply tested metalinguistic knowledge of 
specific surface structures, and they did not reflect any theory of language acquisition. 
Thus a similar study needs to be carried out with larger groups and with smaller age 
intervals for the experiment groups. Further, the stimulus sentences need to be 
constructed to test an aspect of the implicit knowledge of the grammar rather than 
explicit metalinguistic rules that may never become internalized or automatized. This 
is precisely why the present study was designed. Details of this study are presented in 
the following chapter. 
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CHAPTER 4 
DESCRIPTION OF STUDY 
4.1. Goals 
The goals of this study are to ask if the sensitive period for L2 acquisition exists; 
what is its nature; does it exist for LI acquisition; and does it affect the availability of 
principles and parameters of UG ? 
The main purpose of this study is to test the sensitive period hypothesis for L2 
acquisition. Namely, does a sensitive period for L2 acquisition exist during which an 
individual's capacity to acquire linguistic knowledge and to process linguistic stimuli 
result in ultimate/adult competence (linguistic knowledge) and performance (fluency in 
processing) in L2 that is superior to another individual's ult imate/adult linguistic 
competence and performance in L2 that result from exposure to L2 after this 
hypothesized period? 
Further, by focusing on a large number (N=120) of early L2 learners, this study is 
designed to investigate the nature of the sensitive period, if there is one, and thus try to 
provide a clearer picture of consequences of acquiring an L2 during this sensitive period 
and after. For example, the ability to acquire linguistic knowledge and/or the ability 
for linguistic performance may decrease as a linear function of age during and after the 
sensitive period. Possibly, such a linear decrease exists during but not after a sensitive 
period. Or perhaps, this relationship is not found during the sensitive period but only 
manifests itself after the sensitive period. Indeed one may find that the sensitive period 
effect occurs abruptly around a certain point of maturity and that there is no linear 
correlation between age of onset of L2 acquisition and the resulting ultimate/adult L2 
competence and/or performance. 
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In addition, subjects were selected from immigrant L2 learners of English in the 
mid-western United States whose sociolinguistic variables are homogeneous and 
readily lend themselves to the fostering of L2 acquisition of English. In many cases the 
extent of preference and bias for English that exist in the environment lead to 
subtractive bilingualism (Grosjean 1982, Romaine 1989, Seliger and Vago 1991, Snow 
1993), and to delayed LI acquisition and monolingualism in English (Bialystok 1994) 
rather than to L2 acquisition and bilingualism in mother-tongue and English. 
Therefore, in view of the assumption that a sensitive period for L2 acquisition implies 
an even stronger sensitive period effect for LI acquisition, this study was designed to 
indirectly test the SPH for language acquisition in general. 
While testing the SPH, this study also addresses the question of how the UG theory 
of principles and parameters for language acquisition can be integrated with the SPH. If 
we assume that the sensitive period effect for language acquisition does exist, the 
question is whether the availability of UG principles and its related setting of 
parameters are included in this sensitive period effect. To rephrase, are the principles 
of UG and the ability to set/reset parameters available to L2 learners after the sensitive 
period? Do the availability to UG principles and the ability to set/reset parameters 
decrease as a linear function of maturation? If principles and parameters of UG are 
available to L2 learners during and/or after the sensitive period, does knowledge of LI 
alter the form in which principles and parameters of UG are activated and/or processed 
for L2 acquisition? 
In summary, this study aims to answer the following questions: 
1. Is there a sensitive period for L2 acquisition? If so, 
does the sensitive period affect linguistic competence or performance? 
2. Is there a linear relationship between age of onset and L2 acquisition? If so, 
at what stage of maturation is this linear relationship found? 
3. Is there a sensitive period for language acquisition in general? 
4. Are UG principles and parameters affected by the sensitive period? 
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4.2. Subjects 
All of the subjects who participated in this study were students at the University of 
Illinois a t Urbana-Champaign, and were born and /o r raised in the Mid-west, 
specifically, in Illinois, Indiana, Iowa, Michigan, Minnesota, Missouri, Ohio, and 
Wisconsin. Thus in this study, it was not a TOEFL score or a minimum length of stay in 
the United States that guaranteed subjects' proficiency in English. Rather, the subjects' 
eligibility to participate in the study was determined by the fact that they were all 
accepted to the University of Illinois, were tested in English proficiency, and were 
assessed by the University of Illinois to have native-like proficiency in English which 
did not require them to take ESL classes but allowed them to take regular rhetoric 
classes with native speakers of Englich. 
Since the most important independent variable under investigation in this study is 
the age of onset of English acquisition, the subjects in the study varied in the age when 
they were brought to the United States and were subsequently exposed to an English-
speaking environment. Six groups of young Korean adults were selected whose age of 
onset of English acquisition ranged from birth to fourteen years, and three groups of 
native speakers of English were selected to serve as reference groups (N = number of 
subjects in each group): 
1: The Infant Group. Coded as GO-2 (N=20): 
Subjects in this groups were all born in the United States with the exception of 
one subject who was brought to the United States when she was three months 
old. As infants, all of the subjects in this groups were cared for by native 
speakers of English during the day when both parents were away from home 
because of work. 
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2: The Marginally Infant Group. Coded as Marginal(N=20): 
Subjects in this groups were either born in the United States or were brought to 
the United States before the age of three. However, their primary care giver in 
infancy was a family member who only spoke Korean. Thus there was virtually 
no exposure to an English-speaking/hearing environment during infancy 
except for vicarious contact with English through television and/or radio. 
3: The Early Childhood Group. Coded as G3-5(N=20): 
Subjects in this groups were brought to the United States after their third 
birthday, but before their sixth. Upon arrival to the United States, they were 
exposed to English-speaking/hearing environments through interaction with 
other child- and/or adult- native-speakers of English in neighborhood play or 
by being sent to child-care centers. 
4: The Mid-Childhood Group. Coded as G6-8(N=20): 
Subjects in this group were brought to the United States after their sixth 
birthday, but before their ninth. They were subsequently enrolled in public or 
private grade schools that used English as the medium of instruction. 
5: The Late Childhood Group. Coded as G9-11 (N=20): 
Subjects in this group were brought to the United States after their ninth 
birthday, but before their eleventh. They were subsequently enrolled in public or 
private grade schools that used English as the medium of instruction. 
6: The Adolescent Group. Coded as G12-14(N=20): 
Subjects in this group were brought to the United States after their twelfth 
birthday, but before their fourteenth. They were subsequently enrolled in public 
or private grade schools that used English as the medium of instruction. 
7: The Bilingual-Native, Reaction Time Group. Coded as BN-RT(N=15): 
Subjects in this groups were all native speakers of English and also spoke a 
second language at an advanced or a very-fluent level. They all had experience 
living in their respective L2-speaking environments for at least six months. 
They were given exactly the same test and instructions as the Korean-English 
bilingual experimental groups. 
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8: The Monolingual-Native, Reaction Time Group. Coded as MN-RT(N=15): 
Subjects in this groups were all native speakers of English who did not speak 
any other language beyond a beginner's level. They were given exactly the same 
test and instructions as the Korean-English bilingual experimental groups. 
9: The Monolingual-Native, Non-Reaction Time Group. Coded as MN-NRT(N=15): 
Subjects in this groups were all native speakers of English who did not speak 
any other language beyond a beginner's level. They were given the same test as 
the Korean-English bilingual experimental groups b u t with different 
instructions that did not mention reaction time and therefore only emphasized 
accuracy of response (cf. Appendix B). 
For all subjects in the experiment group, both parents were native speakers of 
Korean and for all subjects in the reference groups, both parents were native speakers of 
English. Everyone who participated in the study used the right hand to respond to test 
items and only the results from those who were right handed were included in the 
analysis. Information necessary in deciding on the groups categorization of the 
subjects (e.g., age of arrival to the United States, primary care-giver as infant) were 
gathered through a language background questionnaire (see Appendix C for complete 
questionnaires given to both the native speakers and to speakers of English as their L2). 
The following generalization could be made of all the Korean subjects based on 
information gathered through this instrument: 
1. Parents spoke in Korean when talking to each other. 
2. Parents spoke in Korean more than 50% of the time when speaking to subject. 
Mothers tended to speak in English more often than fathers. 
3. Use of Korean when speaking to parents tended to correlate positively with 
subject's age of arrival to the United States. No one used Korean 100% of the 
time, but several subjects in the birth to five age groups used Korean 0% of the 
time when speaking to their parents. 
4. Subjects used Korean less than 50% of the time when interacting with siblings. 
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5. Subjects used Korean less than 50% of the time when interacting with other 
Korean friends. 
6. Subjects were either citizens or permanent residents of the United States. 
Some relevant demographic data on the subjects for each group are given below: 
Age: age at the time of testing with mean values: 
GO-2 
19.51 
Marginal 
20.20 
G3-5 
21.03 
G6-8 
22.16 
G9-11 
23.14 
G12-14 
22.91 
Arr: age of arrival to the United States with mean values: 
GO-2 
0.01 
Marginal 
1.07 
G3-5 
4.71 
G6-8 
7.00 
G9-11 
10.07 
G12-14 
13.68 
Stay: length of stay in the United States (= Age-Air) 
GO-2 
19.50 
Marginal 
19.13 
G3-5 
16.32 
G6-8 
15.16 
G9-11 
13.07 
G12-14 
9.21 
Motiv: level of motivation from l=beginner to 10=college educated native 
speaker of English (Motiv) with mean values: 
G0-2 
10.00 
Marginal 
9.93 
G3-5 
9.84 
G6-8 
9.61 
G9-11 
9.95 
G12-14 
9.46 
Self-Eval: self-evaluation of English proficiency (same range as above) with 
mean values: 
GO-2 
8.92 
Marginal 
8.76 
G3-5 
8.84 
G6-8 
8.55 
G9-11 
7.92 
G12-14 
7.07 
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Sex: gender of subjects: 
Female 
Male 
GO-2 
9 
11 
Marginal 
8 
12 
G3-5 
11 
9 
G6-8 
6 
14 
G9-11 
11 
9 
G12-14 
12 
8 
NL: declared native language: 
English 
Korean 
GO-2 
18 
2 
Marginal 
11 
9 
G3-5 
5 
15 
G6-8 
1 
19 
G9-11 
0 
20 
G12-14 
0 
20 
Pref: preferred language: 
English 
Korean 
Depends 
GO-2 
20 
0 
0 
Marginal 
20 
0 
0 
G3-5 
20 
0 
0 
G6-8 
20 
0 
0 
G9-11 
14 
0 
0 
G12-14 
1 
12 
7 
SL: second language of subjects in the bilingual native-speaker (BN-RT) group: 
1 Hebrew, 3 German, 5 French, 6 Spanish 
Complete demographic data with the mean value (mean), standard deviation (sd), range, 
maximum value (max), and minimum value (min) for the above variables are given in 
Appendix G. 
Subjects were recruited through various methods. First, I obtained the help of 
instructors teaching Korean language classes at the University of Illinois at Urbana-
Champaign. All students enrolled in the Korean language classes were asked to fill out a 
pre-test language-background questionnaire which asked their age of arrival in the 
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United States and their willingness to participate in the study. Approximately 273 
students responded to the questionnaire. Out of the 273, 181 students were invited to 
participate in the experiment based on their age of arrival in the United States. Of these 
155 student responded, and were tested. From the 155 test results, 47 could not used 
because of handedness (left-handed), or because of language background (one of the 
parents was not Korean), or because it was noted during testing that they were not fully 
attending to the task (e.g., speaking with another subject). 
Through the above procedure, 108 subjects were gathered which comprised twenty 
subjects in each experimental group except for G9-11 that lacked three subjects and for 
G12-14 that lacked nine subjects. In order to recruit the missing subjects, all of the 
subjects in groups G9-11 and G12-14 were asked to bring a friend whom they knew to 
have come to the United States at approximately the same age as they had. Twelve 
additional subjects who met all of the experiment criteria were tested to fill the N-size 
(20) in each group. All of the subjects in the experiment groups were paid $3.00 each 
through a dissertation grant received from the Graduate College of the University of 
Illinois at Urbana-Champaign. 
Subjects in the reference groups were recruited with the help of instructors teaching 
undergraduate linguistics courses at the University of Illinois. A total of six classes, 
comprising 135 students were asked to participate in the experiment, of which two 
classes were taught by the experimenter. Out of these. 23 students did not respond. Thus 
112 students were tested, out of which two classes of 38 students were given the non-
reaction time instruction, making them eligible for the MN-NRT group. However, 19 
were excluded because they did not meet the monolingual native-speaker criteria (they 
spoke a second language beyond a beginner's level or their parents were not native 
speakers of English), two more were excluded because they were left handed, and an 
additional four were excluded because they were not attentive during testing, leaving 13 
subjects in the MN-NRT group. For the BN-RT group, only 15 out of the 74 students tested 
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with the reaction time instruction met the bilingual native-speaker criteria (speaks a 
second language at a level beyond advanced) who were not excluded from analysis for 
factors such as native language, handedness or attentiveness. Thus in order to match 
the number of subjects in the reference groups, 15 of 34 eligible subjects for the MN-RT 
groups were randomly selected, and from those who did not respond to the request for 
participation two who met the criteria for the MN-NRT group were contacted personally 
and tested to obtain data. Subjects in the reference groups did not receive any monetary 
remuneration for their participation. 1 
4.3. Method 
There were two dependent variables that measured the subjects' responses to the test 
sentences—reaction time and grammaticality judgment. A computer program was 
developed by Professor C. C. Cheng2, University of Illinois at Urbana-Champaign using 
Turbo Pascal for the Macintosh computer (see Appendix A for complete program code) 
to be used as the instrument of testing. With this computer program, test sentences were 
saved in a file, and the order of sentence presentation was randomized for each new 
subject. The program was tested by the program developer, the experimenter, and a 
Subjects in the reference groups were all s tudents enrolled in introductory 
linguistics courses. Therefore, they were encouraged to participate in the 
experiment as a means of getting hands-on experience in psycholinguistic 
experiments. The design and purpose of the study were later explained to the 
subjects in a regular lecture and discussion session. 
Professor C. C. Cheng is a Jubilee Professor of Liberal Arts and Sciences, Professor 
of Linguistics, and Director of the Language Learning Laboratory at the University 
of Illinois at Urbana-Champaign. He is author of several major computer programs 
in use at the University of Illinois. 
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colleague of the experimenter at the Department of Linguistics, University of Illinois, 
in order to make sure that it ran without error. For the experiment, multiple copies of 
the program were made so that several subjects could be tested at the same time. 
The LinguaCenter Computer Laboratory in the Division of English as an 
International Language, University of Illinois at Urbana-Champaign, was used to test 
all subjects. The testing sessions were carried out between April 1993 and March 1994. 
All testing sessions occurred in the afternoon, between 2 PM and 4 PM, on either a 
Wednesday or a Friday. There were 21 seats available in the computer room, but no 
more than 16 people were tested at the same time. The temperature in the lab was 
maintained at a comfortable level for all sessions. The experimenter was present 
throughout the duration of the test and conducted all of the testing sessions herself. 
When subjects arrived at the testing site, all instructions were given in English. A 
description of the experiment, the consent form and written instructions were given (see 
Appendix B for complete text), and all instructions were repeated orally. In the 
instructions, emphasis was placed on both speed and accuracy (except for the MN-NRT 
groups) so that subjects would try their best to perform as accurately and as quickly as 
possible. Subjects were asked to stay in their places and simply look up and make eye 
contact with the experimenter if they finished earlier than others so that those subjects 
who had not completed the task would not be distracted. Subjects were instructed to use 
only the right hand during testing. 
After making sure that everyone understood the task, the experimenter instructed 
the subjects to place their second and third fingers on the response keys on the 
keyboard and start the testing program.3 
3
 The mouse was disabled when the testing program was running so that the test could 
not be interrupted by inadvertent activation of other programs in the computer. 
Also, the testing site was locked from the inside so that no one could enter the room 
during the testing and distract the subjects from their task. 
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Practice sentences (Appendix F) were presented before the actual test began. For both 
the practice and the actual testing portions of the test, one sentence was displayed on 
the computer screen at one time until the subject responded to its grammaticality by 
depressing a key labeled either in green with the letter G for grammatical (the letter h 
key) or in red with the letter U for ungrammatical (the letter j key). These green and red 
labels were pasted on the above-stated keys on a regular computer keyboard. Each of 
the test sentences was selected randomly from a total of 180 sentences. There was a full 
one-second pause between a subject's response to a test sentence and clearing of the 
screen for the displaying of the next sentence. 
For each test item, the testing program was designed to record the ID number of the 
subject (the last three digits of the subject's social security number), and item number (1-
15, see next section for description), item identification letter (e.g., a-1; see next section 
for explanation), the grammaticality code (h or j), the actual response key that was 
depressed by the subject (normally h or j . Only five cases out of a total of 51,110 key 
responses obtained were not either h or j and these cases were omitted from the analysis 
of accuracy rate). In addition, there was an accuracy code (1 for correct, 0 for incorrect), 
and the reaction time to the test item that was accurate to within one one-hundredth of 
a second. 
4.4. Materials 
4.4.1. Subjacency Principle testing sentences 
As discussed in section 4 .1 . above, the materials for this study were constructed on 
the basis of the Principles and Parameters model of UG theory, namely, the Subjacency 
Principle with the Bounding-node Parameter and the Binding Principle with the 
Governing Category Parameter. There were 90 ungrammatical sentences in which the 
ungrammaticality was either directly due to violation of the principle of UG under 
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investigation (the Subjacency Principle and Binding Principle A) or due to a violation 
of another related parameter (e.g., Pro-drop Parameter) of English. There was also an 
equal number of grammatical sentences that were similar in construction with the 
ungrammatical sentences which did not violate any principle of UG. These 
grammatical sentences were not simply filler sentences: They tested the familiarity of 
the subjects with base sentences upon which the ungrammatical sentences were 
constructed and on types of sentences that were grammatical even though they were 
constructed in very similar ways to the ungrammatical sentences (see Appendix D and E 
for a complete list of test sentences4). 
The first step in constructing the test sentences for the Subjacency Principle was to 
develop sentences such as 1 below that had a complex noun phrase with a noun 
complement: 
1. John was surprised to hear []\jpthe news [pjcthat Bill found [^pa watch.]]] 
-complex NP with NC, base for Wh-extraction of object NP from NC 
Then, from this base sentence, the embedded object NP was extracted from the noun 
complement making a Wh-question asking information about the object NP, a watch, 
as illustrated in sentence 2 below: 
2 *What was [gJohn surprised to hear l^pthe news that Bill found 0.]] 
-movement over one barrier: Subjacency violation 
Test sentences were constructed in consultation with Professor James H. Yoon, 
Assistant Professor in the Department of Linguistics, University of Illinois at 
Urbana-Champaign. He teaches introductory and advanced graduate courses in 
syntax, courses in Government and Binding theory, morphology-syntax Interface 
and Korean syntax. 
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Since the Subjacency Principle prohibits movement over more than one bounding node 
(S or NP in English) sentence 2 is ungrammatical. 
First one needs to find out if the subjects are familiar with the base sentence 1. In 
other words, one should not find significant differences in the subjects' responses to the 
base sentence in order to include their responses in the investigation concerning the 
Subjacency violation sentence 2 in the analysis of results. If a subject accurately 
notices tha t sentence 1 is grammatical and inaccurately judges sentence 2 as 
grammatical, then it may be concluded that the subject does not have knowledge of the 
Subjacency Principle. 
The second step involves the consideration of the following conditions: 
• Subjects have the correct Pro-drop Parameter for English. 
They thus know that transitive verbs in English require explicit object NPs in 
declarative sentences; 
• Subjects are familiar with normal Wh-movement. 
They thus know that basic Wh-questions with movements of object NPs in 
simple sentences leave null traces and prohibit explicit pronoun traces, and 
They also know that the Subjacency Principle allows movement of object NPs 
over one bounding node through COMP-to-COMP movement. 
The Pro-drop Parameter was taken into consideration since there is a possibility 
that it may play a crucial role in the acquisition of the Subjacency Principle by 
speakers of Korean as an LI. A Korean speaker could judge a Subjacency violation 
sentence as grammatical, not only because of the fact that the knowledge of the 
Subjacency Principle is absent but also because of transferring the Korean Pro-drop 
Parameter to English. 
The problem is that the Korean Pro-drop Parameter allows null pronouns and thus 
it does not affect the grammaticality of a sentence with a transitive verb that also has a 
null object NP. On the other hand, the English Pro-drop Parameter does not allow null 
pronouns, and a transitive verb in English obligatorily requires an explicit object in 
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the sentence. Therefore sentence 3 is grammatical while sentence 4 is not since it lacks 
an object NP: 
3. Bill found it. 
4. "Bill found 0. 
It is possible that, if sentence 2 is considered grammatical by speakers of Korean as 
an LI in spite of the fact that it violates the Subjacency Principle, the reasons for this 
inaccurate judgment may also include the misjudgment that the sentence contains a 
null-pronoun object used as a resumptive pronoun. By including sentences that test the 
Pro-drop Parameter (e.g., 3 and 4), for all the verbs used in the Subjacency violation 
sentences, it is possible to determine if the subjects are using the correct Pro-drop 
Parameter for English as well as determine if their judgments on Subjacency violation 
sentences are not "corrupted" by the Korean Pro-drop Parameter. If no significant 
difference is found among the groups for the null-pronoun object sentences (e.g., 4), then 
the subjects' responses to the Subjacency violation sentences using the same verb (e.g., 
2) may be evaluated without the worry about the Korean Pro-drop Parameter. 
In addition to the Pro-drop Parameter, subjects must be familiar with the basic 
movement rule that forms Wh-questions such as 5: 
5. *What; did Bill find it;? 
-abnormal Wh-question with resumptive pronoun trace 
If subjects' responses to the above ungrammatical Wh-question are not significantly 
different among groups, it is safe to assume that the subjects have a knowledge of 
English Wh-word movement that does not allow the presence of resumptive pronouns 
in place of the trace that is co-indexed with the Wh-element. 
Further, subjects should be familiar with normal movements in sentences such as 6 
that do not violate the Subjacency Principle since S' is not a bounding node in English: 
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6. What did [gJohn say [gthat Bill found 0?]] 
-normal movement through COMP(that)-hopping and null trace 
Subjects' responses to sentences such as 6 allow us to determine if subjects do indeed 
have knowledge of the Subjacency Principle that allows legitimate movements of Wh-
word over one bounding node (S) through COMP-to-COMP movement. If certain groups 
of subjects consider the above sentence as ungrammatical, and also judge Subjacency 
violation sentences as ungrammatical, then their accurate judgment on the Subjacency 
violation sentences cannot be attributed to a knowledge of the Subjacency Principle but 
to the fact that they consider all types of complex movements as ungrammatical. 
Thus far, we have discussed one type of Subjacency violation sentence, i.e., 
extraction of an object noun phrase from a noun complement of a complex NP. Another 
way of constructing a Subjacency violation sentence is by extraction of the subject NP: 
7. "Who was [gJohn surprised to hear []\jpthe news that [0 found the watch.]]] 
However, ungrammatical sentences due to subject extraction were excluded from this 
study since they not only violate the Subjacency Principle, but also violate the Empty 
Category Principle: There is no lexical element or co-indexed antecedent that can 
govern the empty trace left behind by extraction of the subject NP from the Complex NP 
Noun Complement. Moreover, the Empty Category Principle (ECP) is considered a 
stronger violation of UG than the Subjacency violation since the relationship between 
constituents are considered stricter for government than for movement. For this 
reason, Chomsky (1986) and other researchers such as Martohardjono (1993) and Uziel 
(1993) predict that only one bounding node will effectively block government while 
movement is actually allowed across one bounding node. 
Thus the two sentence types—object-extraction sentences (e.g., 2) and subject-
extraction sentences (e.g., 7)—need to be considered in view of what Uziel (1993) refers to 
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as the Type-of-Violation factor (i.e., ECP versus Subjacency) and Cumulative Effect 
factor (ECP violation in addition to Subjacency violation versus Subjacency violation 
alone). In conclusion, although these two sentences are constructed from the same base 
sentence and only differ in the type of extraction, they cannot be compared solely at the 
level of Subjacency violation and were therefore not considered in this study. 
The final step to constructing Subjacency violation test sentences was to consider 
the Relative Acceptability factor (Uziel 1993), a concept that is related to the number 
and the type of bounding nodes/barriers5 involved in a derivation. In sentence 2, the 
extraction was out of a noun complement type of complex NP which results in one 
barrier. On the other hand, extraction out of a relative clause as in sentences 9 from the 
base sentence 8 below results in movement over two barriers. 
8. [gThe boy [gwho found the watch] was given a reward.] 
-relative clause construction, base sentence 
9. "What was [gthe boy [gwho found 0] given a reward?] 
-object extraction out of relative clause, Subjacency violation 
Thus in comparison, the noun complement type construction has a higher acceptability 
of Subjacency violation while the relative clause type construction has a lower 
acceptability of Subjacency violation. The implication is that the ungrammaticality of 
sentence 9 is stronger than that of sentence 2. 
Another example of Subjacency violation sentences that have a high acceptability 
of Subjacency violation is that of extraction out of Wh-island constructions (sentences 
10 and 11) while a second example of a sentence with low acceptability for Subjacency 
5
 Under the Barriers framework (Chomsky 1986b) the Subjacency principle is 
discussed as movements across barriers rather than bounding nodes. The bounding 
node needs to satisfy certain conditions (e.g., L-marking, Theta-Government, and 
Blocking Category) in order to be treated as a barrier. 
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violation is that of extraction out of an adjunct clause construction (sentences 11, 12 
and 13): 
10. [gMary asked John [wH-islandn o w Bill found the watch.]] 
-wh-island construction, base sentence 
11. *What did [gMary ask John [wH-islandh o w B i U found 0?|| 
-object extraction out of wh-island, Subjacency violation 
12. [gJohn burned the letter [gwithout opening it.]] 
-adjunct clause, base sentence 
13. What did [gJohn burn 0 [gwithout opening 0?]]] 
-adjunct clause, Parasitic Gap construction 
14. *What did [gJohn burn the letter [gwithout opening©?]]] 
-object extraction out of adjunct clause, Subjacency violation 
In sentence 11, movement occurs over one barrier. Thus it has high acceptability of 
Subjacency violation. Sentence 13 is grammatical since it is the NP after the main verb 
burn tha t has been moved, and the NP gap after the verb opening is considered a 
parasitic gap as long as it refers to the same NP that is the object of the verb burn. 
However, in sentence 14, the NP has been moved from the embedded clause which is a 
strong barrier to movement and it thus results in low acceptability of Subjacency 
violation. 
Thus, in order to test the Subjacency Principle in relation to the Relative 
Acceptability factor, all four sentence types (i.e., Noun complement. Relative clause, 
Wh-island, and Adjunct clause) were included in the test materials in which there were 
only object-extractions. For the adjunct clause constructions, the parasitic gap 
constructions were used as the grammatical counterparts rather than the declarative 
base sentence so the acquisition of the parasitic gap construction by L2 learners of 
English could be examined. 
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In summary there were twelve types of sentences (6 grammatical and 6 
ungrammatical) in the set of sentences that tested the acquisition of the Subjacency 
Principle by Korean learners of English as L2. There were 10 sentences for each 
sentence type that varied particularly on the main verb of the sentence and the verb 
that came before the extracted object NP. For identification purposes, these sentences 
were indexed according to their sentence types with letters from "a" through "1" and each 
complete set of 12 sentences was indexed with odd Arabic numerals from 1 to 19. The 
first set of sentences that were discussed in this section are given below with their 
respective letter indices (a complete list of sentences is given in Appendix D): 
l a John found it. 
lb. *John found. 
lc. John was surprised to hear the news that Bill found a watch. 
Id. *What was John surprised to hear the news that Bill found? 
le. *What did John find it? 
If. What did John say that Bill found? 
lg. The boy who found the watch was given a reward. 
lh. "What was the boy who found given a reward? 
li . Mary asked John how Bill found the watch. 
l j . 'What did Mary ask John how Bill found? 
Ik. What did John burn without opening? 
11. *What did John burn the letter without opening? 
4.4.2. Binding principle testing sentences 
In testing the Governing Category Parameter for Binding principle A, the materials 
for this study closely followed Cook's (1990) five sentence types: 
15. Peter; criticized himself;, (simple sentence) 
16. Bill said that Peter; criticized himself;, (tensed sentence) 
17. Bill told Peter; to criticize himself;, (infinitival sentence) 
18. Bill reported Peteq's criticisms of himself;, (noun phrase) 
19. Bill saw Peter; criticize himself;, (supplementary) 
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In all of the above sentences, the reflexive anaphor himself is co-indexed with Peter, 
and according to Binding principle A, they are all grammatical since the reflexive 
anaphors in these sentences are bound to the subject in the governing category 
containing the reflexive anaphor. This is made possible through the Governing 
Category Parameter of English that requires a subject for a governing category. 
If on the other hand, the reflexive anaphors are co-indexed with Bill or some third 
person as in the following sentences, they are not bound but free in the Governing 
Category, t h u s are violations of Binding Principle A, and are therefore all 
ungrammatical in English: 
20. "Peter; criticized himself;, (himself = another person, not Peter) 
21. "Bill; said that Peter criticized himself;, (himself = Bill) 
22. *Bill; told Peter to criticize himself;, (himself = Bill) 
23. "Bill; reported Peter's criticisms of himself;, (himself = Bill) 
24. -Bill; saw Peter criticize himself;, (himself = Bill) 
However, the condition for a governing category in Korean is that it has "root" tense, 
which then becomes the whole sentence for each of the above cases. Thus if one applies 
the Korean Governing Category Parameter to the above sentences, only sentence 20 is 
ungrammatical. In other words, if a subject responds correctly to sentence 20 but 
incorrectly judges all other sentences (21, 22, 23, 24) as grammatical, that would be a 
strong indication that the subject is using the Korean Governing Category Parameter in 
his judgments. 
Sentence 22 has a tensed clause which acts as a governing category in Italian, and 
sentence 23 has an infinitival clause which acts as a governing category in Icelandic. 
The relationship of these different settings to the Governing Category Parameter is that 
sentences with "root" tense are inclusive of sentences with infinitive clauses, which are 
in turn inclusive of sentences with tensed clauses, which are again inclusive of 
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sentences with an NP that has a subject. Thus the Binding Principle does not depend on 
a parameter that has a binary setting (such as the Pro-drop Parameter), but a setting 
that allows for an inclusive (restrictive) relationship in which the Korean setting for 
the Governing Category Parameter results in the most inclusive (least restrictive) 
grammar. Assuming that the Principles and Parameters of UG are available for second-
language acquisition, the Subset Principle predicts that learners of English as an L2 
who have the Korean LI setting will simply disregard their LI setting and proceed from 
the most restrictive setting in English. If different age groups in this study show 
different results in terms of their responses to these four types of sentences, we may find 
evidence for the availability of both the GCP and the Subset principle in second-
language acquisition. 
In sentence 24, there is neither an INFL nor TENSE in the embedded clause. Thus it 
should be only the Korean setting that allows grammaticality of the sentence. 
Nevertheless, Koster (1984) has noted that Dutch also allows the interpretation of 
himself = Bill in sentences such as 24. If this behavior is an idiosyncratic one that 
perhaps depends on contextual or pragmatic considerations in Dutch, it cannot be 
predicted from UG parameter setting, and it should not affect Korean learners of 
English in their acquisition of the English Governing Category Parameter, as long as 
both the Subset principle and UG are available. Then, the responses to this type of 
sentence should be similar to all other responses in this study. If UG is available but the 
Subset Principle is not, the results for this supplementary type of sentence may differ in 
unpredictable ways from the results of other types of sentences. If, however, UG is not 
available for second-language acquisition even though the Subset Principle is 
available, there will be no guiding parameters for a principled acquisition of reflexive 
anaphor binding, and the responses to these supplementary sentences may show 
differences across age groups. Similar results will be obtained if neither UG nor the 
Subset principle is available. 
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In addition to the above sentences used by Cook (1990), Binding principle A should 
also predict the ungrammaticality of sentences with a reflexive anaphor in the subject 
position. Sentences with an intransitive verb such as come does not require an object; 
t h u s the sentence, "He came," is perfectly grammatical . Nevertheless, the 
grammaticality of the sentence, "He came.," also happens to depend on the fact that the 
subject pronoun is not bound in its governing category, i.e., the whole sentence. On the 
other hand, the sentence, "'Himself came.," is ungrammatical because there is no other 
subject in the Governing Category, i.e., the whole sentence, that the reflexive anaphor 
can be bound to. Thus sentences of the types, "He came." and '"Himself came," were also 
included in the test materials. 
Among the sentence types used in Cook (1990), the sentences with simple sentence 
structure were modified to include a subordinate time clause, placed in front of the 
simple sentence so as to provide an overt NP to which the reflexive anaphor may be 
bound: 
25. When Bill came, Peter; criticized himself;, (himself = Peter) 
26. "When Bill; came, Peter criticized himself;, (himself = Bill) 
As discussed above, only the interpretation himself = Peter is allowed even in the 
Korean grammar since "Bill" cannot c-command "himself and thus binding it also 
impossible. Therefore, sentence 26 should be ungrammatical in any language. Then, the 
judgment that sentence 26 is grammatical would constitute a judgment that not only 
violates the Binding Principle, but that is outside the realm of Universal Grammar. 
In summary, there were twelve types of sentences (six grammatical and six 
ungrammatical) that tested the Governing Category Parameter for the Binding 
principle. The conditions for the availability of the GCP and Binding Principles of UG, 
and of the Subset Principle, and their predictions regarding L2 learners' judgments 
about these sentences are as follows: 
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Condition: UG-available; Subset Principle-available 
Prediction: native-like performance on all six types of sentences for all groups 
Condition: UG-available: Subset Principle-NOT available 
Prediction: inconsistent performance across the six sentences types which is 
not related to sensitive period or maturation effects, bu t availability of UG 
ensures native-like performance on sentences with simple clauses that violate 
UG. 
Condition: UG-NOT available: Subset Principle-available 
Prediction: performance showing sensitive period effect and maturation effect 
on some of the sentence types; but availability of the Subset principle ensures 
that the LI setting is maintained for the Governing category—thus native-like 
performance on sentences with simple clauses that violate UG. 
Condition: UG-NOT available: Subset Principle-NOT available 
Prediction: performance showing sensitive period effect and maturation effect 
on some of the sentence types; also the unavailability of UG and the Subset 
principle may cause a lower level of accuracy on sentences with simple clauses 
that violate UG when compared to native speakers. 
As in the case of Subjacency Principle testing sentences, these sentences were 
indexed according to their sentence types with letters from "a" through "1" and each 
complete set of 12 sentences were indexed with even Arabic numerals (2,4,6,8,10). The 
first set of sentences that were discussed in above are given below with their respective 
letter indexes are given below (a complete list of the sentences is in Appendix E): 
2 a When Bill came, Peter; criticized himself;, (himself = Peter) 
2b. Bill said that Peter; criticized himself;, (himself = Peter) 
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2c. Bill told Peter; to criticize himself;, (himself = Peter) 
2d. Bill reported Peter 's criticisms of himself;, (himself = Peter) 
2e. Bill saw Peter; criticize himself;, (himself = Peter) 
2f. "When Bill came, Peter; criticized himself;, (himself = Bill) 
2g. ""Bill; said that Peter criticized himself;, (himself = Bill) 
2h. "Bill; told Peter to criticize himself;, (himself = Bill) 
2i. -Bill; reported Peter's criticisms of himself;, (himself = Bill) 
2j. *Bill; saw Peter criticize himself;, (himself = Bill) 
2k. He came. 
21. "Himself came. 
After all of the test sentences were constructed, the sentences were typed and stored 
in a Turbo Pascal text file. Then they were printed and examined by five colleagues of 
the experimenter in the Department of Linguistics. In order to ensure that there were no 
typing errors . This procedure also served to confirm the grammaticali ty/ 
ungrammaticality of the test sentences as judged by linguists6. 
6
 In the original materials constructed to this study, there were 10 sentences of each 
sentence type. However, this made the total number of sentences in the test 240 and 
the test took too long for a subject to complete in one sitting. In order to maximize 
the attentiveness of the subjects during the test while not jeopardizing the integrity 
of the test for the Subjacency part of the test, the test sentences for the Binding 
Principle and the Governing Category Parameter were reduced by half. 
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4.6. Data Analysis7 
Analysis of results centered around the two dependent variables: reaction time (RT) 
and accuracy rate (AR). As described in section 4.2, there was only one major 
independent variable—age of arrival in the United States for the experiment groups. For 
the native speaker reference groups, comparisons were made of bilingual versus 
monolingual groups and of the reaction time testing condition versus the non-reaction 
time testing condition. In the analysis of the results from the experiment groups for age 
effects on the acquisition of English as L2, the age of arrival variable was also used as a 
continuous variable. The length of stay variable was also taken into consideration 
since there was a significant negative correlation between the age of arrival variable 
and the length of stay variable. All statistical analyses were done with the use of 
programs for the Macintosh computer (namely, Microsoft Excel, Statview, and Systat) 
on an LC-III model of the Macintosh computer with a math co-processor. 
The first step in data analysis was debugging and sorting individual results and 
transporting the sorted data into the Excel spread-sheet. Debugging and sorting of 
individual data were done with the use of the Statview program8. The major debugging 
problems were that in several of the cases, the keyboard that the subjects used had the 
7
 Data analysis was done in close consultation with professor Fred Davidson, 
Division of English as an International Language, University of Illinois at Urbana-
Champaign. At his recommendation, Joan Alstair, a statistical consultant at the U 
of I was also consulted, specifically on the matter of using a continuous variable for 
analysis of variance. 
8
 Statview is a relatively easy-to-learn and simple-to-manage statistical program 
that permits most of the inferential statistical tests. However this program was used 
for the debugging and the sorting process of individual results, and it was not used 
for the actual statistical analyses since it did not allow general linear analyses of 
data which performs the ANOVA on a continuous independent variable. 
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caps lock key depressed which made the testing program compute all of the responses as 
inaccurate since none of them matched with the lower case answer keys that were used 
in the program. When this occurred, the accuracy column of each case had to be re-coded 
manually.9 Also, as reported in section 4.3, five responses of the subjects matched 
neither of the answer keys, upper or lower case. In these instances, the accuracy data 
was re-coded as missing since it could not be determined which response the subjects 
had made; nevertheless, the reaction time data was usable. 
After ascertaining that the accuracy data column and the reaction time data column 
were in order, each individual data set was sorted by ascending number and categorized 
into the 24 sentence types. These sorted and categorized individual data sets were then 
transported to the Excel spreadsheet with each subject's data set comprising one row of 
observations and all independent and dependent variables comprising different 
columns. This process was repeated 165 times for every subject in the study. 
The Excel program was mainly used for managing the raw data. With the Excel 
program, descriptive statistics (i.e., mean, standard deviation, range, maximum value, 
and minimum value) were computed for each group and for each variable (this 
information is in Appendix G). The Excel spreadsheet that contained the raw data was 
saved as a text file and transported into the Systat program. 
With the Systat program, ANOVAs were performed on all dependent variables10 
across all nine groups (N=165) in the study to see if there was any significant main effect 
of the age group factor on any of the dependent variables (the complete report of this 
analysis is given in Appendix H). For each significant main effect (p<.05), Chi-square 
This problem can be avoided in the future by modifying the testing program to 
recognize both upper case and lower case answer codes. 
0
 For the accuracy rate variable, all inferential statistics were done with the raw 
score although descriptive data are given in percentages. 
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was computed for independence between variables and the Tukey HSD post-hoc test was 
computed for comparisons of significance among groups. There was one problem with 
performing ANOVAs with the Systat program. If there was at least one group among the 
groups to be compared that had zero variability, the Systat program did not make any 
comparisons. In this case, the Statview program was used for comparisons of group 
means, and a separate Tukey HSD post-hoc comparison was done. 
The following is the list of the codes used for the statistical analysis of all dependent 
variables. In each category, the last three letters are CRT (grammatical sentences, 
reaction time variable), or GAR (grammatical sentences, accuracy rate variable), or URT 
(ungrammatical sentences, reaction time variable) or UAR (ungrammatical sentences, 
accuracy rate variable): 
Pro-drop sentences: 
1. PDGRT 2. PDGAR 
3. PDURT 4. PDUAR 
Subjacency sentences with grammatical movement: 
5. SUBGRT 6. SUBGAR 
Wh-question sentences: 
7. WHQURT 8. 
Subjacency sentences all four 
9. 
11. 
SUBGPGRT 
SUBGPURT 
10. 
12. 
WHQUAR 
types grouped: 
SUBGPGAR 
SUBGPUAR 
Subjacency sentences with noun phrases 
13. 
15. 
SUBNPGRT 
SUBNPURT 
14. 
16. 
SUBNPGAR 
SUBNPUAR 
Subjacency sentences with relative clauses 
17. 
19. 
SUBRCGRT 
SUBRCURT 
18. 
20. 
SUBRCGAR 
SUBRCUAR 
Subjacency sentences with wh-islands 
21. 
23. 
SUBWHGRT 
SUBWHURT 
22. 
24. 
SUBWHGAR 
SUBWHUAR 
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Subjacency sentences with adjunct clauses 
25. SUBADGRT 26. SUBADGAR 
27. SUBADURT 28. SUBADUAR 
Pronoun subject sentences 
29. PROSJGRT 30. PROSJGAR 
Anaphor subject sentences 
31. ANASJURT 32. ANSJUAR 
Anaphor binding sentences, all five sentence types grouped 
33. ABALLGAR 34. ABALLGAR 
35. ABALLURT 36. ABALLUAR 
Anaphor binding sentences with simple clauses 
37. SIMPGRT 38. SIMPGAR 
39. SIMPURT 40. SIMPUAR 
Anaphor binding sentences with tensed clauses 
41. TENSGRT 42. TENSGAR 
43. TENSURT 44. TENSUAR 
Anaphor binding sentences with infinitive clauses 
45. INFITGRT 46. INFITGAR 
47. INFITURT 48. INFITUAR 
Anaphor binding sentences with noun phrases 
49. NPGRT 50. NPGAR 
51. NPURT 52. NPUAR 
Supplementary reflexive anaphor binding sentences 
53. SUPPORT 54. SUPPGAR 
55. SUPPURT 56. SUPPUAR 
For ease of reference, the above variable codes will be fully described when mentioned 
for the first time in each of the following chapters. 
Next, ANOVAs were computed separately for all subjects in experimental groups 
only (N=120) for all of the above dependent variables in all three of the following 
conditions (complete report of this analysis is in Appendix I): 
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1. with all groups categorized as the independent variable 
(including a Tukey HSD post-hoc test) 
2. with arrival age as a continuous independent variable 
3. with arrival age and stay length as continuous independent variables 
Third, correlations were computed in order to access the strengths of the possible 
maturation effect on L2 acquisition. Thus correlations were computed between age of 
arrival and all dependent variables. It was also noted that there was a significant and 
strong correlation (r = -0.930) between the length of stay variable and the age of arrival 
variable. This meant that strong correlations between the age of arrival variable and 
the dependent variables were likely to result in strong correlations between the length 
of stay variable and the dependent variables as well. Thus correlation was also 
computed for the length of stay variable and all dependent variables. All correlations 
were computed on the following groups of subjects (r=correlation between the age of 
arrival variable and the length of stay variable, ** indicates that the correlations for 
all five combined groups are significant at .01): 
1. 
2. 
3. 
4. 
5. 
0-14 age groups. N=120: 
3-14 age groups, N=80: 
0-2 age groups, N=40: 
3-8 age groups, N=40: 
9-14 age groups, N=40: 
r=-0. 
r=-0. 
r=-0 
r=-0 
r=-0 
930** 
868** 
.434** 
.534** 
.770** 
The results of the above correlations were categorized into the following five types: 
1. Age of arrival resulted in significant correlation 
2. Stay length resulted in significant correlation 
3. Both Arrival and Stay length resulted in significant correlation 
4. Both Arrival and Stay length resulted in insignificant correlation but 
one of the coefficients was not in the expected direction 
5. Both Arrival and Stay length resulted in insignificant correlation and 
both coefficients were in the expected direction 
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When either one of the independent variables resulted in significant correlations, it 
had to be determined which of the two variables resulted in a stronger correlation. Thus 
partial correlations for each of the previously stated combined groups were computed, 
first with the length of stay effects removed and then with the age of onset effect 
removed. When both independent variables resulted in non-significant correlations it 
was determined whether both correlation coefficients were in the expected direction, 
i.e., earlier arrival and longer stay tend to correlate with faster reaction and higher 
accuracy rate. If the direction of one of the coefficients was contrary to expectation, it 
meant that the negative correlation between the two independent variables could have 
affected the significance of one of the correlations. Thus, in this case, too, partial 
correlations were computed. However, when both of the coefficients were in the expected 
direction then no further analysis was needed. 
In addition, the correlations between the reaction time variables and the accuracy 
rate variables were computed for each pair of variables on the same sentence types. This 
was done to see if there was a positive correlation between reaction time and accuracy 
rate. It was expected that the longer a subject takes in deliberating the grammaticality 
judgment of a sentence, the more accurate the judgment will be, which should result in a 
positive correlation since the correlation was between (longer) time and (higher) 
accuracy. This pattern of relationship between the two dependent variables on the same 
types of sentences in the reference groups were also examined so that comparisons 
could be made with the experimental groups (a full report of the correlation analysis is 
in Appendix J). This was done in light of the fact that in a previous study (Shim 1991) a 
significant and positive correlation was found between reaction time and accuracy in 
the native speaker group while a non-significant negative correlation was found in the 
speakers of English as L2. 
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CHAPTER 5 
RESULTS 
5.1. Test of Subjacency Principle 
5.1.1. Pro-drop sentences: 
PDGRT: Pro-Drop sentences. Grammatical, Reaction Time variable 
PDGAR: Pro-Drop sentences. Grammatical, Accuracy Rate variable 
PDURT: Pro-Drop sentences, Ungrammatical, Reaction Time variable 
PDUAR: Pro-Drop sentences, Ungrammatical, Accuracy Rate variable 
The Pro-drop sentences were included in the test in order to determine if Korean 
learners of English as L2 have successfully acquired the English Pro-drop Parameter. 
The result for ANOVAs comparing all groups in the study (hereafter ANOVA-I) revealed 
no group effect for the PDGAR, PDURT, and PDUAR variables. However, in the PDGRT 
variable, the ANOVA showed a significant group effect [F(8, 156)=4.701, p<.001]. Table 1 
and Figure 2 illustrate the different means for reaction times on grammatical Pro-drop 
sentences for each group. The Tukey HSD post-hoc test showed that the G12-14 group 
behaved differently from all other groups except the G9-11 group, and the mean RTs for 
these two groups are shown in Figure 2 as outlined in small boxes. The result for 
ANOVAs excluding the reference groups (hereafter ANOVA-II, detailed results are in 
Appendix I) showed similar results. 
TABLE 1. Mean RTs for Grammatical Pro-drop sentences 
mean 
sd 
GO-2 
1.39 
0.44 
Marginal 
1.46 
0.49 
G3-5 
1.22 
0.27 
G6-8 
1.41 
0.33 
G9-11 
1.64 
0.58 
G12-14 
1.99 
0.75 
BN-RT 
1.30 
0.23 
MN-RT 
1.42 
0.46 
MN-NRT 
1.34 
0.29 
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FIGURE 2. Mean RTs for Grammatical Pro-drop sentences 
8 
g 
GROUPS 
Pearson correlational analysis showed a significant partial correlation between 
the age of arrival variable and PDGRT, PDGAR, and PDUAR variables. These dependent 
variables also showed a significant partial correlation with the length of stay variable 
(illustrated in Tables 2. 3, and 4). * 
All correlation tables are to be read as described in the following note. 
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NOTE: 
• The consecutive number at the top indicates the age of onset in a continuum. 
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 
Age range 
3-14 
0-14 
0-2 
i 
3-8 
2 
9-14 
3 
4 
5 
• Cell #1 shows the correlations of the infant and the marginal infant groups 
combined (range of age of onset: 0-2, N=40). 
• Cell #2 shows the correlations of the early and mid childhood groups combined 
(range of age of onset: 3-8, N=40). 
• Cell #3 shows the correlations of the late childhood and the early adolescence 
groups combined (range of age of onset: 9-14, N=40). 
• Cell #4 shows the correlations of all groups excluding the infant groups (range of 
age of onset: 3-14, N=80). 
• Cell #5 shows the correlations of all groups (N=120). 
• Within each cell, the first correlation coefficient outside the parenthesis shows the 
partial correlation with the age of arrival variable, and the second coefficient 
inside the parenthesis indicates partial correlation for the length of stay variable. 
Only the significant partial correlations are given; all other non-significant partial 
correlations are indicated as "ns." 
Throughout this chapter, ** indicates a level of significance at p<.01 and * indicates 
a level of significance at p<.05. SPH predicts that the older one was exposed to the 
language, the less fluent, and thus more time consuming to process the language. Thus 
one might expect to find a positive correlation between age of arrival and reaction time. 
On the other hand, a negative correlation between the length of stay variable and 
reaction time suggest a cumulative experience effect which means that the longer one is 
immersed in a language, the more fluent, and thus less time consuming to process the 
language. The SPH also predicts that the older one was exposed, the less accurate one's 
linguistic knowledge: thus a negative correlation is expected between the age of arrival 
variable and accuracy rate. The cumulative experience effect predicts that the longer 
one is immersed, the more accurate: thus a positive correlation is expected between the 
length of stay variable and accuracy rate. 
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TABLE 2. Significant Partial Correlation for PDGRT 
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 
Age range 
3-14 
0-14 
n s 
0-2 
( 0 . 3 6 1 * ) 
3-8 
n s ( n s ) 
9-14 
0 . 3 8 1 * * ( n s ) 
0 . 4 7 5 * * ( n s ) 
n s ( n s ) 
TABLE 3. Significant Partial Correlation for PDGAR 
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 
Age range 
3-14 
0-14 
0-2 
n s ( 0 . 4 4 9 * * ) 
3-8 
n s ( n s ) 
9-14 
- 0 . 6 3 2 * * ( n s ) 
- 0 . 3 8 5 * (ns) 
n s ( n s ) 
TABLE 4. Significant Partial Correlation for PDUAR 
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 
Age range 
3 -14 
0-14 
0-2 
n s ( n s ) 
3-8 
n s ( 0 .428* ) 
9-14 
n s ( n s ) 
0 . 4 6 9 * ( n s ) 
n s ( n s ) 
A significant correlation was also found between reaction time and accuracy rate 
(illustrated in Table 5) for two groups. 1 
1
 The reaction t ime/accuracy rate trade-off predicts tha t under normal 
circumstances, the longer one takes to deliberate a decision, the higher the chances 
of achieving the correct decision. Thus one would expect to find a positive 
correlation between any matched pair of reaction time and accuracy rate variable. 
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TABLE 5. Significant Correlation between PDGRT and PDGAR 
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 
Age range 
3-14 
0-14 
0-2 
ns 
3-8 
ns 
9-14 
-0.355** 
-0.311** 
ns 
BN-RT: n s ; MN-RT: n s . 
No significant correlation was found between PDURT and PDUAR for any of the groups. 
5.1.2. Subjacency sentences with grammatical movement: 
SUBGRT: SUBjacency sentences. Grammatical, Reaction Time variable 
SUBGAR: SUBjacency sentences. Grammatical, Accuracy Rate variable 
These sentences play a vital role in revealing whether the L2 learners of English 
have acquired the Subjacency principle. ANOVA-I showed significant group effects for 
both SUBGRT [F{8, 156)=2.544. p<.05]. and SUBGAR [F(8. 156)=2.544, p<.05] variables. 
Table 6 and Figure 2 illustrate these results. The mean RTs and ARs that are in circles, 
boxes and in triangles in Figure 3 indicate that these values were found to be 
significantly different from other group means in the Tukey post-hoc test. ANOVA-II 
(detailed results are in Appendix I) showed similar results. 
TABLE 6. Mean RTs and mean ARs for Grammatical Subjacency Sentences 
RT 
mean 
sd 
AR 
mean 
sd 
GO-2 
5.12 
2.14 
92% 
9% 
Marginal 
4.75 
1.67 
41% 
25% 
G3-5 
4.72 
2.30 
52% 
27% 
G6-8 
5.25 
2.04 
48% 
21% 
G9-11 
6.27 
3.28 
34% 
22% 
G12-14 
6.61 
2.39 
27% 
23% 
BN-RT 
4.98 
1.55 
70% 
21% 
MN-RT 
4.48 
1.39 
61% 
28% 
MN-NRT 
4.24 
1.28 
69% 
13% 
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FIGURE 3. Mean RTs and Mean ARs for Grammatical Subjacency Sentences 
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Correlational tests showed a significant partial correlation between reaction time 
and length of stay for one of the groups: 
TABLE 7. Significant Partial Correlation for SUBGRT 
0 1 2 3 4 5 6 7 8 
Age range 
3-14 
0-14 
9 10 11 12 13 14 
0-2 
n s ( n s ) 
3-8 
n s ( - 0 . 3 1 9 * ) 
9-14 
n s ( n s ) 
n s ( n s ) 
n s ( n s ) 
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There were also significant partial correlations between accuracy rate and age of 
arrival for two of the groups: 
TABLE 8. Significant Partial Correlation for SUBGAR 
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 
Age range 
3-14 
0-14 
0-2 
-0.540**(ns) 
3-8 
n s (ns) 
9-14 
ns(ns) 
ns(ns) 
-0.511**(ns) 
There was no significant correlation between reaction time and accuracy rate for any 
group analyzed. 
5.1.3. Wh-question sentences: 
WHQURT: WH-Questions, Ungrammatical, Reaction Time variable 
WHQUAR: WH-Questions, Ungrammatical, Accuracy Rate variables 
The reason for including these sentences in the test was to see if the subjects were 
familiar with the English Wh-movement rule that leaves null traces for the Wh-word 
that is left behind in the object NP position. ANOVA-I showed significant group effects 
for both WHQURT [F(8, 156)=4.625, p<.001] and WHQUAR [F(8, 156)=2.687, p<.01] 
variables. Table 9 and Figure 3 illustrate these results. The mean RTs and ARs in circles 
in Figure 4 indicate that these values were found to be significantly different from other 
group means in the Tukey post-hoc test. ANOVA-II (detailed results are in Appendix I) 
showed similar results. 
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TABLE 9. Mean RTs and Mean ARs for Ungrammatical Wh-Questions 
RT 
mean 
sd 
AR 
mean 
sd 
GO-2 
2.39 
0.59 
92% 
9% 
Marginal 
2.43 
0.77 
97% 
5% 
G3-5 
2.59 
1.14 
91% 
13% 
G6-8 
2.81 
0.87 
97% 
6% 
G9-11 
3.30 
1.77 
99% 
4% 
G12-14 
3.85 
1.57 
89% 
17% 
BN-RT 
2.21 
0.48 
97% 
5% 
MN-RT 
2.52 
0.49 
97% 
8% 
MN-NRT 
2.29 
0.75 
97% 
6% 
FIGURE 4. Mean RTs and Mean ARs for Ungrammatical Wh-Questions 
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Correlations showed significant partial correlation between reaction and length of 
stay in the 0-14 and in the 3-14 age range, and there was significant partial correlation 
between accuracy rate and age of arrival in the 9-14 age range. Tables 10. and 11. 
illustrate these results. 
TABLE 10. Significant Partial Correlation for WHQURT 
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 
Age range 
3-14 
0-14 
0-2 
ns(ns) 
3-8 
ns(ns) 
9-14 
ns(ns) 
ns(-0.350*) 
ns(-0.405*) 
TABLE 11. Significant Partial Correlation for WHQUAR 
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 
Age range 
3-14 
0-14 
0-2 
(ns) 
3-8 
ns (ns) 
9-14 
-0.548**(ns) 
ns(ns) 
(ns) 
No significant correlation was found between reaction time and accuracy rate for any 
group. 
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5.1.4. Subjacency sentences all sentence types grouped: 
SUBGPGRT: SUBjacency sentences. Grouped, Grammatical, RT variable 
SUBGPGAR: SUBjacency sentences. Grouped, Grammatical, AR variable 
SUBGPURT: SUBjacency sentences. Grouped, Ungrammatical, RT variable 
SUBGPUAR: SUBjacency sentences. Grouped, Ungrammatical, AR variable 
For these four dependent variables, all of the sentences testing the Subjacency 
Principle were grouped together without consideration of the Relative Acceptability 
factor. ANOVA-I showed no significant groups effect for SUBGPGAR, but did show 
significant groups effect for SUBGPGRT [F(8, 156)=6.155, p<.001], SUBGPGURT 
[F(8,156)=5.721, p<.001], and SUBGPUAR [F(8, 156)=2.802, p<.01|. Table 12 and Figure 5 
illustrate these results. The mean RTs and ARs in circles in Figure 3 indicate that these 
values were found to be significantly different from other group means in the Tukey 
post-hoc test. ANOVA-II revealed similar results. 
TABLE 12. Mean RTs and Mean ARs for Subjacency Sentences: Grouped 
-CRT 
mean 
sd 
-URT 
mean 
sd 
-UAR 
mean 
sd 
GO-2 
3.55 
0.85 
4.40 
1.41 
95% 
5% 
Marginal 
3.78 
1.26 
4.54 
1.48 
98% 
3% 
G3-5 
3.34 
0.87 
4.46 
1.55 
95% 
6% 
G6-8 
4.20 
1.50 
5.04 
1.75 
93% 
8% 
G9-11 
4.54 
1.64 
5.83 
2.92 
94% 
5% 
G12-14 
5.34 
1.31 
7.14 
2.46 
87% 
13% 
BN-RT 
3.35 
0.60 
4.17 
0.87 
92% 
10% 
MN-RT 
3.69 
0.95 
4.39 
0.99 
94% 
9% 
MN-NRT 
3.53 
0.90 
4.24 
1.08 
95% 
7% 
I l l 
FIGURE 5. Mean RTs and Mean ARs for Subjacency Sentences: Grouped2 
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 In order to show comparisons across all groups on two reaction time variables, the 
range of reaction time variable in this graph is twice that of other graphs presented 
in this chapter. Thus the difference ratio of this graph should is half that of other 
graphs, i.e., the strength of the difference in this graph should be interpreted twice 
that of the differences shown in other graphs. 
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Pearson Correla t ions showed significance a s indicated in t h e following tables : 
TABLE 13. Significant Part ial Correlation for SUBGPGRT 
0 1 2 3 4 5 6 7 8_ 9 10 11 12 13 . .14_ 
Age range 
3-14 
0-14 
0-2 
ns(ns) 
3-8 
ns(ns) 
9-14 
0.478* (ns) 
0.465**(ns) 
0.371* (ns) 
TABLE 14. Significant Partial Correlation for SUBGPURT 
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 
Age range 
3-14 
0-14 
0-2 
ns(ns) 
3-8 
ns(ns) 
9-14 
0.477*(ns) 
0.364*(ns) 
ns(ns) 
TABLE 15. Significant Part ial Correlation for SUBGPUAR 
0 1 2 3 4 5 6 7 8 9_ 10__. 11 12 13 14 
Age range 
3-14 
0-14 
0-2 
(ns) 
3-8 
ns (ns) 
9-14 
-0.668**(ns) 
-0.482* (ns) 
-0.492* (ns) 
TABLE 16. Significant Correlation between SUBGPURT a n d SUBGPUAR 
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 
Age range 
3-14 
0-14 
0-2 
ns 
3-8 
ns 
9-14 
-0.425** 
-0.397** 
-0.392** 
BN-RT: 0 . 5 6 1 * ; MN-RT: n s . 
113 
5.1.5. Subjacency sentences with noun phrases: 
SUBNPGRT: SUBjacency sentences, Noun Phrases, Grammatical, RT var. 
SUBNPGAR: SUBjacency sentences, Noun Phrases. Grammatical, AR var. 
SUBNPURT: SUBjacency sentences. Noun Phrases, Ungrammatical, RT var. 
SUBNPUAR: SUBjacency sentences, Noun Phrases, Ungrammatical, AR var. 
This is the one of the two types of sentences that have high Acceptability for 
Subjacency violation because of the fact that the bounding node NP is subject to lexical 
learning and therefore becomes a variant barrier. ANOVA-I revealed significant group 
effect only for the reaction time variables, SUBNPGRT [F(8, 156)=3.201, p<.005], and 
SUBNPURT [F(8. 156)=3.110, p<.005]. Table 17 and Figure 6 illustrate these results. The 
circles in Figure 6 show that these values were found to be significantly different from 
other group means. ANOVA-II also showed similar results for the reaction time 
variables, bu t also showed significant group effect for the accuracy variable to 
ungrammatical sentences: SUBNPUAR [F(5, 114)=2.531, p<.05]. There was also a 
marginal significance found in ANOVA-I for SUBNPUAR: [F(8, 156)=1.931. p=.059). 
TABLE 17. Mean RTs and Mean ARs for Subjacency NP Sentences 
-CRT 
mean 
sd 
-URT 
mean 
sd 
-UAR 
mean 
sd 
GO-2 
3.58 
0.86 
GO-2 
4.59 
2.01 
96% 
11% 
Marginal 
3.84 
1.05 
Marginal 
4.63 
1.88 
99% 
4% 
G3-5 
3.49 
1.08 
G3-5 
4.74 
2.15 
95% 
9% 
G6-8 
4.07 
2.00 
G6-8 
5.46 
2.30 
92% 
10% 
G9-11 
4.63 
1.82 
G9-11 
5.66 
2.55 
96% 
8% 
G12-14 
5.23 
1.45 
G12-14 
6.87 
3.04 
86% 
23% 
BN-RT 
3.78 
0.88 
BN-RT 
4.38 
1.27 
93% 
13% 
MN-RT 
3.93 
1.02 
MN-RT 
4.37 
0.94 
94% 
9% 
MN-NRT 
3.87 
1.42 
MN-NRT 
4.29 
1.02 
97% 
6% 
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FIGURE 6. Mean RTs a n d Mean ARs for Subjacency NP Sentences 
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Pearson Correlation showed significance a s indicated Tables 18, 19, 2 0 a n d 2 1 . 
TABLE 18. Significant Partial Correlat ion for SUBNPURT 
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 
Age range 
3-14 
0-14 
0-2 
n s ( n s ) 
3-8 
n s ( n s ) 
9-14 
0 . 4 2 3 * ( n s ) 
n s ( n s ) 
n s ( n s ) 
TABLE 19. Significant Part ial Correlation for SUBNPUAR 
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 
Age range 
3-14 
0-14 
0-2 
(ns) 
3-8 
n s ( n s ) 
9-14 
-0 456* (ns ) 
n s ( n s ) 
n s ( n s ) 
TABLE 2 0 . Significant Correlation between SUBNPGRT a n d SUBNPGAR 
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 
Age range 
3-14 
0-14 
0-2 
n s 
3-8 
- 0 . 6 3 6 * * 
9-14 
- 0 . 3 3 4 * 
- 0 . 4 5 4 * * 
- 0 . 3 3 4 * * 
BN-RT: n s ; MN-RT: n s . 
TABLE 2 1 . Significant Correlation between SUBNPURT a n d SUBNPUAR 
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 
Age range 
3-14 
0-14 
0-2 
n s 
3-8 
n s 
9-14 
n s 
- 0 . 2 4 7 * 
- 0 . 2 3 5 * * 
BN-RT: n s ; MN-RT: n s . 
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5.1.6. Subjacency sentences with relative clauses: 
SUBRCGRT: SUBjacency sentences, Relative Clauses. Grammatical, RTvar. 
SUBRCGAR: SUBjacency sentences. Relative Clauses, Grammatical, ARvar. 
SUBRCURT: SUBjacency sentences, Relative Clauses, Ungrammatical, RT var. 
SUBRCUAR: SUBjacency sentences. Relative Clauses, Ungrammatical, AR var. 
This is a sentence type that has low Acceptability for Subjacency violation because 
of the fact that movement of the Wh-element in these sentences have crossed over two 
bounding nodes that are invariant barriers. ANOVA-I revealed significant group effect 
only for the reaction time variables, SUBRCGRT [F(8, 156)=9.289, p<.001], and 
SUBNPURT [F(8, 156)=5.494, p<.001]. Table 22 and Figure 6 illustrate these results. The 
circles in Figure 7 show that these values were significantly different from other group 
means. ANOVA-II also showed similar results for the reaction time variables, but also 
showed significant group effect for the accuracy variable to ungrammatical sentences 
when the age of arrival variable was used as a continuous variable: SUBRCUAR 
[F(l,118)=6.988, p<.01|. Thus the encircled values for SUBRCUAR in Figure 7 indicate 
this significance. 
TABLE 22. Mean RTs and Mean ARs for Subjacency RC Sentences 
-GRT 
mean 
sd 
-URT 
mean 
sd 
-UAR 
mean 
sd 
GO-2 
3.23 
0.82 
3.71 
1.01 
99% 
5% 
Marginal 
3.30 
1.16 
4.54 
1.87 
99% 
3% 
G3-5 
2.92 
1.02 
4.00 
1.15 
99% 
3% 
G6-8 
3.81 
1.28 
4.29 
1.21 
98% 
6% 
G9-11 
4.04 
1.26 
5.35 
2.94 
97% 
6% 
G12-14 
5.24 
1.69 
6.64 
2.34 
96% 
6% 
BN-RT 
2.87 
0.57 
3.90 
1.43 
99% 
4% 
MN-RT 
3.05 
0.69 
4.16 
0.96 
99% 
3% 
MN-NRT 
2.91 
0.66 
4.04 
1.38 
98% 
4% 
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FIGURE 7. Mean RTs and Mean ARs for Subjacency RC Sentences3 
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 The range for reaction time is twice that of other graphs while the range for 
accuracy rate is 75% that of other graphs. Although there seems to be very little 
difference in the group means for the accuracy rate to ungrammatical sentences, a 
significant age effect was found when the age of arrival variable was used as a 
continuous variable to compute ANOVA. This effect can be noticed in the encircled 
area in FIGURE 6 where the group mean values for the accuracy rate of the 
ungrammatical sentences show negative linear decrease. As can be noted from 
TABLE 22, there is very little variance within all the groups. Thus even a small 
difference in group means may be significant for Subjacency violation in RC 
sentences. 
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Pearson Correlation showed significance as indicated Tables 23, 24, 25, and 26. 
TABLE 23. Significant Partial Correlation for SUBRCGRT 
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 
Age range 
3-14 
0-14 
0-2 
n s ( n s ) 
3 -8 
0 . 3 7 2 * ( n s ) 
9-14 
0 . 5 9 8 * * ( n s ) 
0 . 5 7 1 * * ( n s ) 
n s ( n s ) 
TABLE 24. Significant Partial Correlation for SUBRCURT 
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 
Age range 
3-14 
0-14 
0-2 
n s ( n s ) 
3 -8 
n s ( n s ) 
9-14 
0 . 4 5 7 * ( n s ) 
0 . 3 6 2 * ( n s ) 
n s ( n s ) 
TABLE 25. Significant Partial Correlation for SUBRCUAR 
0 
Age range 
3-14 
0-14 
1 2 3 
0-2 
(ns) 
4 5 6 7 8 9 10 
3-8 
n s ( - 0 . 3 5 4 * ) 
11 12 13 14 
9-14 
- 0 . 4 3 7 * ( n s ) 
- 0 . 5 5 5 * * ( - 0 . 3 7 3 * ) 
- 0 . 5 9 7 * * ( n s ) 
TABLE 26. Significant Correlation between SUBRCURT and SUBRCUAR 
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 
Age range 
3-14 
0-14 
0-2 
n s 
3-8 
n s 
9-14 
ns 
- 0 . 2 3 3 * 
- 0 . 1 9 9 * 
BN-RT: n s ; MN-RT: n s . 
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5.1.7. Subjacency sentences with wh-islands: 
SUBWHGRT: SUBjacency sentences, WH-islands, Grammatical, RT var. 
SUBWHGAR: SUBjacency sentences, WH-islands, Grammatical. AR var. 
SUBWHURT: SUBjacency sentences, WH-islands, Ungrammatical, RT var. 
SUBWHUAR: SUBjacency sentences, WH-islands, Ungrammatical, AR var. 
This is another sentence type that has high Acceptability for Subjacency violation 
because of the fact that the Wh-island is subject to parameterization, and therefore it 
becomes a variant barrier. ANOVA-I did not show significant group effect for 
SUBWHGAR, but showed significant group effect for all other variables: SUBWHGRT 
[F(8, 156) = 5.235, p <.001], SUBWHURT [F(8, 156) = 6.120, p <.001], and SUBWHUAR 
[F(8, 156) = 2.343, p <.05]. Table 27 and Figure 7 illustrate these results. The circles in 
Figure 8 show that these values were found to be significantly different from other 
group means. ANOVA-II also showed similar results. 
TABLE 27. Mean RTs and Mean ARs for Subjacency WH-island Sentences 
-GRT 
mean 
sd 
-URT 
mean 
sd 
-UAR 
mean 
sd 
GO-2 
3.63 
1.28 
4.87 
1.67 
93% 
7% 
Marginal 
3.63 
1.09 
4.46 
1.54 
98% 
4% 
G3-5 
3.47 
0.95 
4.83 
2.00 
93% 
9% 
G6-8 
4.25 
2.05 
5.33 
2.33 
89% 
13% 
G9-11 
4.29 
1.36 
6.77 
3.81 
91% 
10% 
G12-14 
5.49 
1.65 
8.21 
3.29 
81% 
17% 
BN-RT 
3.25 
0.79 
4.37 
1.03 
87% 
19% 
MN-RT 
3.77 
0.93 
4.60 
1.44 
90% 
20% 
MN-NRT 
3.39 
0.97 
4.63 
1.37 
88% 
17% 
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FIGURE 8. Mean RTs a n d Mean ARs for Subjacency WH-island Sen t ences 4 
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Pearson Correlation showed significance a s indicated Tables 28 , 29 , 30 , 3 1 , and 32 . 
TABLE 2 8 . Significant Partial Correlation for SUBWHGRT 
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 
Age range 
3-14 
0-14 
0-2 
n s ( n s ) 
3-8 
n s ( n s ) 
9-14 
0 . 5 9 0 * * ( n s ) 
0 . 3 8 1 * (ns) 
n s ( n s ) 
4
 Note: Range of react ion t ime variable is 6. 
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TABLE 29. Significant Partial Correlation for SUBWHURT 
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 
Age range 
3-14 
0-14 
0-2 
-0.323*(ns) 
3-8 
ns(ns) 
9-14 
0.414**(ns) 
0.405* (ns) 
ns(ns) 
TABLE 30. Significant Partial Correlation for SUBWHUAR 
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 
Age range 
3-14 
0-14 
0-2 
0.411** 
(0.388**) 
3-8 
ns(ns) 
9-14 
-0.563**(ns) 
-0.394* (ns) 
ns(ns) 
TABLE 31. Significant Correlation between SUBWHGRT and SUBWHGAR 
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 
Age range 
3-14 
0-14 
0-2 
-0.461** 
3-8 
ns 
9-14 
ns 
ns 
-0.192* 
BN-RT: n s ; MN-RT: n s . 
TABLE 32. Significant Correlation between SUBWHURT and SUBWHUAR 
0 1 2 3 4 5_ 6 7 8 9 10 11 12 13 14 
Age range 
3-14 
0-2 
ns 
3-8 
ns 
9-14 
-0.410** 
-0.381** 
-0.380** 0-14 
BN-RT: n s ; MN-RT: n s . 
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5.1.8. Subjacency sentences with adjunct clauses: 
SUBADGRT: SUBjacency sentences, ADjunct clauses, Grammatical, RT var. 
SUBADGAR: SUBjacency sentences, ADjunct clauses. Grammatical, AR var. 
SUBADURT: SUBjacency sentences, ADjunct clauses, Ungrammatical, RT var. 
SUBADUAR: SUBjacency sentences, ADjunct clauses, Ungrammatical, AR var. 
This is the final sentence type for testing the Subjacency principle which has low 
Acceptability for Subjacency violation. ANOVA-I showed significant group effect only 
for reaction time variables SUBADGRT [F(8, 156)=2.616. p=.01] and SUBADURT 
[F(8,156)=4.687, p<.001]. Table 33 and Figure 9 illustrate these results. The circles in 
Figure 8 show that these values were found to be significantly different from other 
group means. ANOVA-H also showed similar results for the reaction time variables, but 
as in the case of RC sentence types, it also showed significant group effect for the 
accuracy variable to ungrammatical sentences when the age of arrival variable was 
used as a continuous variable: SUBADUAR [F(l, 118)=8.912, p<.005]. 
TABLE 33. Mean RTs and Mean ARs for Subjacency Adjunct Sentences 
-CRT 
mean 
sd 
-URT 
mean 
sd 
-UAR 
mean 
sd 
GO-2 
3.73 
1.19 
4.43 
1.51 
95% 
10% 
Marginal 
4.33 
3.27 
4.55 
1.55 
95% 
8% 
G3-5 
3.46 
0.94 
4.29 
1.46 
93% 
10% 
G6-B 
4.63 
2.22 
5.10 
2.00 
92% 
11% 
G9-11 
5.21 
2.43 
5.56 
2.74 
93% 
9% 
G12-14 
5.41 
1.62 
6.85 
2.42 
85% 
16% 
BN-RT 
3.50 
0.93 
4.02 
1.05 
89% 
17% 
MN-RT 
3.99 
1.64 
4.45 
1.45 
92% 
13% 
MN-NRT 
3.93 
1.29 
4.00 
1.21 
95% 
7% 
FIGURE 9. Mean RTs and Mean ARs for Subjacency Adjunct Sentences 
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Pearson Correlation showed significance as indicated Tables 34, 35, 36. 37, and 38. 
TABLE 34. Significant Partial Correlation for SUBADGRT 
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 
Age range 
3-14 
0-14 
0-2 
n s ( 0 . 3 1 5 * ) 
3-8 
n s ( n s ) [ 
9-14 
n s ( n s ) 
0 . 3 6 1 * ( n s ) 
n s ( n s ) 
TABLE 35. Significant Partial Correlation for SUBADURT 
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 
Age range 
3-14 
0-14 
0-2 
n s ( n s ) 
3-8 
n s ( n s ) 
9-14 
0 . 5 0 3 * ( n s ) 
0 . 3 8 5 * ( n s ) 
n s ( n s ) 
TABLE 36. Significant Partial Correlation for SUBADUAR 
0 __1 2 3 4 5 _... 6 7 8 9 10 11 12 13 14 
Age range 
3-14 
0-14 
0-2 
n s ( n s ) 
3-8 
n s ( n s ) 
9-14 
- 0 . 7 5 2 * * ( - 0 . 4 3 5 * ) 
- 0 . 5 B B * * ( - 0 . 3 7 4 * ) 
- 0 . 5 5 2 * ( n s ) 
TABLE 37. Significant Correlation between SUBADGRT and SUBADGAR 
0 _._1___. 2 3 4 5 6 7 8 9 10 11 12 13 14 
Age range 
3-14 
0-14 
0-2 
n s 
3-8 
n s 
9-14 
- 0 . 3 8 4 * 
n s 
n s 
BN-RT: n s ; MN-RT: - 0 . 6 7 5 * * 
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TABLE 38. Significant Correlation between SUBADURT and SUBADUAR 
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 
Age range 
3-14 
0-14 
0-2 
ns 
3-8 
- 0 . 3 9 9 * 
9-14 
- 0 . 3 5 9 * 
- 0 . 3 9 8 * 
- 0 . 3 9 0 * * 
BN-RT: n s ; MN-RT: n s . 
5.2. Test of Binding Principle 
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5.2.1. Pronoun/Anaphor subject sentences: 
PROSJGRT: PROnoun Subject, Grammatical, Reaction Time variable 
PROSJGAR: PROnoun Subject, Grammatical, Accuracy Rate variable 
ANASJURT: ANAphor Subject, Ungrammatical, Reaction Time variable 
ANASJUAR: ANAphor Subject, Ungrammatical, Accuracy Rate variable 
Pronoun/Anaphor subject sentences tested the knowledge of the English Pro-drop 
Parameter that does not allow null pronouns. Since the sentences with reflexive 
anaphors in the subject position do not have any other explicit subject to be bound to in 
the sentences, these sentences should be judged ungrammatical. The results for Pro-
drop sentences with null-pronoun objects have been shown in section 5.1.1. As in the 
case of sentences with pronoun/null-pronoun objects, the results of ANOVA-I for 
pronoun/reflexive anaphor-subject sentences showed no significant group effect for the 
accuracy variables. However, significant group effects were noted for the reaction time 
variables: PROSJGRT [F(8, 156)=7.892, p<.001] and ANASJURT [F(8, 156)=5.358, 
p<.001]. Table 39 and Figure 9 illustrate these results. The circles in Figure 10 show that 
these values were found to be significantly different from other group means. ANOVA-II 
also showed similar results. 
TABLE 39. Mean RTs and Mean ARs for Pronoun/Anaphor Subject Sentences 
-GRT 
mean 
sd 
-URT 
mean 
sd 
GO-2 
2.15 
0.53 
1.93 
0.66 
GO-2 
Marginal 
2.57 
0.87 
2.14 
0.84 
Marginal 
G3-5 
2.14 
0.57 
2.13 
0.79 
G3-5 
G6-8 
2.70 
0.94 
2.05 
0.72 
G6-8 
G9-11 
2.87 
1.14 
3.70 
3.43 
G9-11 
G12-14 
4.20 
1.85 
3.85 
1.79 
G12-14 
BN-RT 
2.22 
0.91 
1.95 
0.36 
BN-RT 
MN-RT 
2.80 
1.04 
2.18 
0.59 
MN-RT 
MN-NRT 
2.23 
0.42 
1.88 
0.37 
MN-NRT 
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FIGURE 10. Mean RTs and Mean ARs for Pronoun/Anaphor Subject Sentences 
4.3 -
3.5-
2.5-
1.5- 1 
,.•-----1 
j , - . - • • 
7*i 
t~4 
i' - — i — ' 
91 
i ' 
(S) 
i 
n PRO'iiriPT 
----••--- ANASJURT 
• i • i • i 
o O O % = ? ^ 
S 5 ^ # I 
GROUPS 
Pearson Correlation showed significance as indicated Tables 40, 41, 42, 43, and 44. 
TABLE 40. Significant Partial Correlation for PROSJGRT 
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 
Age range 
3-14 
0-14 
0-2 
n s ( 0 . 3 1 2 * ) 
3-8 
n s ( n s ) 
9-14 
0 . 6 1 6 * * ( n s ) 
0 . 4 4 0 * (ns) 
n s ( n s ) 
128 
TABLE 4 1 . Significant Partial Correlation for ANASJURT 
0 1 2 3 4 5 6 7 8 9 10 11 12 13 _. 14 
Age range 
3-14 
0-14 
0-2 
n s ( 0 . 3 0 0 * ) 
3-8 
n s ( n s ) 
9-14 
n s ( n s ) 
n s 
n s 
- 0 . 3 9 8 * ) 
- 0 . 5 0 5 * ) 
TABLE 42. Significant Partial Correlation for ANASJUAR 
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 
Age range 
3-14 
0-14 
0-2 
- 0 . 3 0 2 * ( n s ) 
3-8 
n s ( n s ) 
9-14 
n s ( n s ) 
n s ( n s ) 
n s ( n s ) 
TABLE 43. Significant Correlation between PROSJGRT and PROSJGAR 
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 
Age range 
3-14 
0-2 
- 0 . 4 0 0 * * 
3-8 
n s 
9-14 
ns 
ns 
- 0 . 1 8 0 * 0-14 
BN-RT: n s ; MN-RT: ns 
TABLE 44. Significant Correlation between ANASJURT and ANASJUAR 
0 1 2 3 4_.._. 5 6 7 8 9 10_ 11 12 13 14 
Age range 
3-14 
0-2 
- 0 . 4 3 8 * * 
3-8 
n s 
9-14 
- 0 . 6 2 5 * * 
- 0 . 6 1 7 * * 
- 0 . 5 7 5 * * 0-14 
BN-RT: n s ; MN-RT: n s . 
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5.2.2. Anaphor binding, all sentence types grouped: 
ABALLGRT: Anaphor Binding, ALL sentences. Grammatical, RT var. 
ABALLGAR: Anaphor Binding, ALL sentences. Grammatical, AR var. 
ABALLURT: Anaphor Binding, ALL sentences, Ungrammatical, RT var. 
ABALLUAR: Anaphor Binding, ALL sentences, Ungrammatical, AR var. 
For these dependent variables, all of the sentences that tested the knowledge of 
Binding Principle A were grouped together. Since the Governing Category Parameter of 
English has the most restrictive setting, i.e., a governing category of English must have 
a subject, while the Governing Category Parameter of Korean has the least restrictive 
setting, i.e., a governing category need only have "root" Tense, Korean learners of 
English as L2 need to reset their Governing Category Parameter value in order to 
respond accurately to the ungrammatical sentences. Results of ANOVA-I showed no 
significant group effect for the accuracy variables, but did reveal significant group 
effects for the reaction time variables: ABALLGRT [F(8, 156)=2.552. p<.05] and 
ABALLURT [F(8, 156)=3.442, p=.001]. Table 45 and Figure 11 illustrate these results. The 
circles in Figure 11 show that these values were found to be significantly different from 
other group means. ANOVA-II also showed similar results. 
TABLE 45. Mean RTs for all Binding Principle Sentences 
-CRT 
mean 
sd 
-URT 
mean 
sd 
GO-2 
4.73 
1.63 
4.48 
1.71 
Marginal 
4.69 
1.70 
4.41 
1.33 
G3-5 
4.21 
1.11 
4.62 
1.48 
G6-8 
4.55 
1.34 
4.92 
1.62 
G9-11 
5.02 
1.38 
4.87 
1.36 
G12-14 
5.80 
1.59 
6.12 
1.38 
BN-RT 
4.16 
0.85 
4.16 
0.90 
MN-RT 
4.96 
1.05 
5.68 
1.63 
MN-NRT 
4.44 
1.09 
4.82 
1.28 
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FIGURE 11. Mean RTs for all Binding Principle Sentences 
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Pearson Correlation showed significance as indicated Tables 46, 47, 48, and 49. 
TABLE 46. Significant Partial Correlation for ABALLGRT 
0 1 2 3 _ 4 5 6 7 _ _8. 9 10 11 12 13 14 
Age range 
3-14 
0-14 
0-2 
n s ( 0 . 2 9 5 * ) 
3-8 
n s ( n s ) 
9-14 
0 . 4 7 1 * (ns) 
0 . 5 2 0 * * ( n s ) 
n s ( n s ) 
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TABLE 47. Significant Partial Correlation for ABALLURT 
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14_ 
Age range 
3-14 
0-14 
0-2 
n s ( n s ) 
3-8 
n s ( n s ) 
9-14 
0 . 6 2 4 * * ( n s ) 
n s ( n s ) 
n s ( n s ) 
TABLE 48. Significant Correlation between ABALLGRT and ABALLGAR 
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 
Age range 
3-14 
0-2 
n s 
3-8 
n s 
9-14 
n s 
- 0 . 3 4 3 * * 
- 0 . 2 9 9 * * 0-14 
BN-RT: n s ; MN-RT: n s 
TABLE 49. Significant Correlation between ABALLURT and ABALLUAR 
0 1 2 3 4 5 6 7 8 _.. 9 10 11 _ 12 13___14_ 
Age range 
3-14 
0-14 
0-2 
n s 
3-8 
0 . 3 8 1 * 
9-14 
0 .322* 
0 .242* 
n s 
BN-RT: n s ; MN-RT: n s . 
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5.2.3. Anaphor binding with simple clauses: 
SIMPGRT: 
SIMPGAR 
SIMPURT 
SIMPUAR 
with SIMPle clauses, Grammatical, Reaction Time variable 
with SIMPle clauses, Grammatical, Accuracy Rate variable 
with SIMPle clauses, Ungrammatical, Reaction Time variable 
with SIMPle clauses, Ungrammatical, Accuracy Rate variable 
The ungrammatical sentences in this type violate the Binding Principle for all 
human languages. Thus Korean learners of English as L2 should not have any difficult 
responding to these sentences if principles of UG are available for L2 acquisition. 
According to ANOVA-I there was no significant group effect for the accuracy variables. 
However, there were significant group effects for both the reaction time variables: 
SIMPGRT [F(8, 156)=2.038 p<.05] and SIMPURT [F(8, 156)=2.494, p=.05]. Table 50 and 
Figure 12 illustrate these results. The circles in Figure 12 indicate the values that were 
responsible for the significant group mean differences. ANOVA-II also showed similar 
results. 
TABLE 50. Mean RTs and Mean ARs for Binding Simple Sentences 
-GRT 
mean 
sd 
-URT 
mean 
sd 
GO-2 
4.57 
1.57 
4.07 
1.29 
Marginal 
4.01 
1.51 
5.23 
2.73 
G3-5 
4.54 
1.86 
4.51 
1.59 
G6-8 
4.44 
1.84 
4.61 
1.58 
G9-11 
5.02 
1.64 
5.04 
2.14 
G12-14 
5.93 
2.47 
6.09 
1.77 
BN-RT 
4.12 
0.93 
4.19 
1.28 
MN-RT 
4.92 
1.66 
5.42 
2.22 
MN-NRT 
4.81 
1.77 
4.22 
1.10 
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FIGURE 12. Mean RTs and Mean ARs for Binding Simple Sentences 
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Pearson Correlation showed significance as indicated in Tables 51, 52, and 53. 
TABLE 51 . Significant Partial Correlation for SIMPGRT 
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 
Age range 
3-14 
0-14 
0-2 
n s ( 0 . 3 1 4 * ) 
3-8 
n s ( n s ) 
9-14 
n s ( n s ) 
n s ( n s ) 
n s ( n s ) 
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TABLE 52. Significant Partial Correlation for SIMPURT 
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 
Age range 
3-14 
0-14 
0-2 
ns(ns) 
3-8 
ns(ns) 
9-14 
0.525*(ns) 
ns(ns) 
ns(ns) 
TABLE 53. Significant Correlation between SIMPGRT and SIMPGAR 
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 
Age range 
3-14 
0-14 
0-2 
ns 
3-8 
-0.318* 
9-14 
-0.590** 
-0.487** 
-0.388** 
BN-RT: n s ; MN-RT: ns 
5.2.4. Anaphor binding with tensed clauses: 
TNSGRT: with Tensed clauses. Grammatical, Reaction Time variable 
TNSGRT: with Tensed clauses. Grammatical, Accuracy Rate variable 
TNSURT: with Tensed clauses, Ungrammatical, Reaction Time variable 
TNSUAR: with Tensed clauses, Ungrammatical, Accuracy Rate variable 
These sentences have tensed clauses. Since the Korean setting of the Governing 
Category Parameter is less restrictive than a tensed clause, Korean learners of English 
may have difficulty with these types of sentences. However, ANOVA-I showed no 
significant group effect for any of the variables except for the reaction time variable for 
ungrammatical sentences: TNSURT [F(8, 156)=2.533, p<.05]. Table 54 and Figure 13 
illustrate these results. The circles in Figure 13 show values that were responsible for 
the significant group mean differences. ANOVA-II also showed similar results. 
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TABLE 54. Mean RTs for Binding Tensed Sentences 
-URT 
mean 
sd 
GO-2 
4 .57 
2 .14 
Margina l 
4 .14 
1.65 
G3-5 
4 .25 
1.62 
G6-8 
4 .71 
1.89 
G9-11 
4.87 
1.61 
G12-14 
6.06 
2.56 
BN-RT 
3.89 
1.04 
MN-RT 
5.52 
1.50 
MN-NRT 
4.91 
1.89 
FIGURE 13. Mean RTs for Binding Tensed Sentences 
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Interestingly, there was significant partial correlation for the subjects' accuracy 
rates on the ungrammatical sentences. The significant Pearson Correlation are as 
shown in Tables 55, 56, and 57. 
TABLE 55. Significant Partial Correlation for TNSGRT 
0 1 2 3 4 5 6 7 8 9 
Age range 
3-14 
0-14 
10 11 12 13 14 
0-2 
n s ( n s ) 
3-8 
n s ( n s ) 
9-14 
0 . 4 5 4 * ( n s ) 
0 . 5 0 0 * ( n s ) 
n s ( n s ) 
TABLE 56. Significant Partial Correlation for TNSURT 
0 1 2 3 4 5 6 7 8 9 
Age range 
3-14 
0-14 
10 11 12 13 14 
0-2 
n s ( n s ) 
3-8 
n s ( n s ) 
9-14 
0 525*(ns ) 
n s ( n s ) 
n s ( n s ) 
TABLE 57. Significant Partial Correlation for TNSUAR 
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 
Age range 
3-14 
0-14 
0-2 
n s ( n s ) 
3 -8 
n s ( n s ) 
9-14 
- 0 . 5 2 8 M - 0 . 5 5 7 * ) 
n s ( n s ) 
n s ( n s ) 
No significant correlations were found between reaction time and accuracy rate for 
either the grammatical or the ungrammatical sentence in any of the groups analyzed. 
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5.2.5. Anaphor binding with infinitive clauses: 
INFITGRT: with INFInitive clauses, Grammatical, Reaction Time variable 
INFITGAR: with INFInitive clauses, Grammatical, Accuracy Rate variable 
INFITURT: with INFInitive clauses, Ungrammatical, Reaction Time variable 
INFITUAR: with INFInitive clauses, Ungrammatical, Accuracy Rate variable 
As in the case of binding sentences with tensed clauses, each of these sentences has 
an infinitive clause which is a governing category in English but not in Korean. Again, 
ANOVA-I showed significant group effect only in the reaction time variable for 
ungrammatical sentences: INFITURT [F(8, 156)=3.510, p=.001|. Table 58 and Figure 14 
illustrate the results for these sentences. The circles in Figure 14 show values that were 
found to be significantly different from other group means. ANOVA-II showed similar 
results. 
FIGURE 14. Mean RTs for Binding Infinitive Sentences 
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TABLE 58. Mean RTs for Binding Infinitive Sentences 
-URT 
mean 
sd 
GO-2 
4.310 
1.74 
Marginal 
4 .10 
1.12 
G3-5 
4 .43 
1.91 
G6-8 
4.47 
1.70 
G9-11 
4 .32 
1.42 
G12-14 
6.16 
1.86 
BN-RT 
4.24 
1.41 
MN-RT 
5.40 
1.60 
MN-NRT 
4.16 
1.41 
It is again interesting to note that Pearson Correlation analysis showed significant 
partial correlation for the accuracy rate variable for the ungrammatical sentences. 
Pearson Correlations are given in Tables 59, 60. 61, 62, and 63. 
TABLE 59. Significant Partial Correlation for INFITGRT 
0 1 2 3 4 5 _._ 6 7 8 9 10 11 12 13 14 
Age range 
3-14 
0-14 
0 - 2 
n s ( 0 . 3 0 4 * ) 
3 - 8 
n s ( n s ) 
9-14 
0 . 6 1 3 * * ( 0 . 4 2 7 * ) 
n s ( n s ) 
n s ( n s ) 
TABLE 60. Significant Partial Correlation for INFITURT 
0 1 2 _3 . 4 5 6 7 8 9 
Age range 
3-14 
0-14 
10 11 12 13 14 
0 - 2 
n s ( n s ) 
3 - 8 
n s ( n s ) 
9-14 
0 . 6 2 6 * * ( n s ) 
0 .329 * ( n s ) 
n s ( n s ) 
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Significant correlation was found between the reaction time variables and the 
accuracy rate variables for the following groups. 
TABLE 61 . Significant Correlation between INFITGRT and INFITGAR 
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 
Age range 
3-14 
0-14 
0-2 
- 0 . 3 2 9 * * 
3-8 
- 0 . 4 2 3 * * 
9-14 
n s 
n s 
- 0 . 2 1 0 * 
BN-RT: n s ; MN-RT: n s 
TABLE 62. Significant Correlation between INFITURT and INFITUAR 
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 
Age range 
3-14 
0-14 
0-2 
0 . 2 4 6 * 
3-8 
n s 
9-14 
n s 
n s 
0 . 2 0 0 * 
BN-RT: n s ; MN-RT: n s 
140 
5.2.6. Anaphor binding with noun phrases: 
NPGRT: with Noun Phrases, Grammatical, ReactionTime variable 
NPGAR: with Noun Phrases, Grammatical, Accuracy Rate variable 
NPURT: with Noun Phrases, Ungrammatical, ReactionTime variable 
NPUAR: with Noun Phrases, Ungrammatical, ReactionTime variable 
As in sentences with infinitive clauses, NPs are governing categories in English 
since it also contains a subject, but an NP does not have "root" tense and therefore, it is 
not a governing category in Korean. Since an NP has neither an infinitive clause nor a 
tensed clause, the English setting of the Governing Category Parameter is the only one 
that treats NPs as governing categories. This is the most restrictive setting known for 
all types of governing categories for human languages. If the Subset principle and UG 
are not available to learners of English as L2, this is the type of sentence that will be 
most difficult to acquire, especially for learners whose LI has the least restrictive 
setting such as Korean. However, if the Subset principle and UG are available, then this 
type of sentence should not be any more difficult to judge than any other 
ungrammatical sentence that we have seen so far. ANOVA-I showed significant group 
effect for the two reaction time variables: NPGRT [F(8,156) = 2.342, p <.05] and NPURT 
[F(8,156) = 2.285, p < .05]. ANOVA-H also showed similar results. Table 64 and Figure 15 
illustrate these results. However, as Figure 15 illustrates, there were no consistencies of 
group mean differences that could be attributed to a particular group. 
TABLE 63. Mean RTs and Mean ARs for Binding NP Sentences 
-GRT 
mean 
sd 
GO-2 
6.02 
3.22 
Marginal 
6.51 
3.21 
G3-5 
4.64 
2.03 
G6-8 
5.37 
2.08 
G9-11 
6.47 
1.70 
G12-14 
6.99 
2.69 
BN-RT 
4.63 
1.46 
MN-RT 
5.73 
1.08 
MN-NRT 
5.41 
1.96 
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-URT 
mean 
sd 
5 .11 
2.99 
4.39 
1.29 
5.69 
3.01 
6.55 
3.36 
5.74 
1.78 
6.39 
1.38 
4.76 
1.39 
7.00 
2.88 
6.08 
2.34 
FIGURE 15. Mean RTs and Mean ARs for Binding NP Sentences 
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Significant Pearson Correlation results are as given in Tables 65, and 66. 
TABLE 64. Significant Partial Correlation for NPGRT 
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 
Age range 
3-14 
0-14 
0 - 2 
n s ( n s ) 
3 - 8 
ns(ns) 
9-14 
n s ( n s ) 
0 . 5 7 3 * * ( n s ) 
n s ( n s ) 
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TABLE 65. Significant Correlation between NPGRT and NPGAR 
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 
Age range 
3-14 
0-14 
0-2 
n s 
3-8 
n s 
9-14 
ns 
- 0 . 2 7 4 * 
- 0 . 2 7 0 * 
BN-RT: n s ; MN-RT: ns 
5.2.7. Supplementary reflexive anaphor binding sentences: 
SUPPORT: 
SUPPGAR: 
SUPPURT: 
SUPPUAR: 
Supplementary sentences, Grammatical, RT variables 
Supplementary sentences. Grammatical, AR variables 
Supplementary sentences, Ungrammatical, RT variables 
Supplementary sentences, Ungrammatical, AR variables 
The reason that these sentences were included in the test was to find out if the 
idiosyncratic reflexive anaphor binding that is observed in Dutch (Koster, 1984) has 
any influence on the Korean learners' process of acquiring the English governing 
category. ANOVA-I showed significant group effect for both the reaction time variables: 
SUPPORT [F(8, 156)=2.631, p=.01], SUPPURT [F(8, 156)=2.980, p<.005]. There were no 
significant group effect observed for either of the accuracy rate variables. Table 67 and 
Figure 16 illustrate these results. The circles in FIGURE 16. indicate group means that 
were responsible for the significant group differences. 
TABLE 66. Mean RTs for Binding Supplementary Sentences 
-CRT 
mean 
sd 
-URT 
mean 
sd 
GO-2 
4.19 
1.79 
4.32 
1.68 
Marginal 
4.19 
1.81 
4.17 
1.65 
G3-5 
3.65 
0.87 
4.22 
1.33 
G6-8 
4.57 
1.60 
4.27 
1.42 
G9-11 
4.49 
1.71 
4.35 
1.56 
G12-14 
5.59 
2.03 
5.89 
1.54 
BN-RT 
3.79 
0.98 
3.74 
1.27 
MN-RT 
4.65 
1.28 
5.06 
1.68 
MN-NRT 
3.91 
1.38 
4.73 
1.93 
FIGURE 16. Mean RTs for Binding Supplementary Sentences 
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Pearson Correlation results are given in Tables 68, and 69. 
TABLE 67. Significant Partial Correlation for SUPPORT 
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 
Age range 
3-14 
0-14 
0-2 
ns (ns ) 
3-8 
0.366*(ns) 
9-14 
ns (ns) 
0.352*(ns) 
ns(ns) 
TABLE 68. Significant Partial Correlation for SUPPURT 
0 1 2 3 4 5 6 7 8 9 1 0 1 1 JL2 13 14_ 
Age range 
3-14 
0-14 
0-2 
ns(ns) 
3-8 
ns(ns) 
9-14 
0.587**(ns) 
0.360* (ns) 
ns(ns) 
The only significant correlation between reaction time and accuracy rate was found 
in the monolingual-native-speaker reference group: -0.555*. 
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CHAPTER 6 
TOWARD A SENSITIVE-PERIOD MODEL OF L2 ACQUISITION 
In Chapter 4 the main questions of this study were presented as follows: 
1. Is there a sensitive period for L2 acquisition? If so, 
does the sensitive period affect linguistic competence or performance? 
2. Is there a linear relationship between age of onset and L2 acquisition? If so, 
at what stage of maturation is this linear relationship found? 
3. Is there a sensitive period for language acquisition in general? 
4. Are UG principles and parameters affected by the sensitive period? 
In this chapter, the results presented in Chapter 5 are reviewed and discussed in 
relation to the above questions, for two components of the human mind that relate to 
language—fluency or automaticity of processing as measured by reaction time,1 and 
linguistic knowledge as measured by accuracy of judgment. In the following sections, 
the sensitive-period effect is discussed in light of the results of the ANOVAs; the 
One should note that there have been criticisms against the use of reaction time 
measurement in psycholinguistic experiments. One of the most important 
objections arose from misinterpretations of the reaction time results in 
bilingualism studies. Pachella (1974) asserts that one cannot directly attribute a 
difference in reaction time to the existence of a particular mediating process that 
the researcher is examining. Pachella also cautions researchers that reaction time 
measures need to be analyzed carefully, especially if some type of accuracy judgment 
is also used in conjunction with the reaction time measure. He points out that there 
is usually a speed-accuracy tradeoff. These concerns have been taken into 
consideration in this study. In this study, the accuracy rate variable and the 
reaction time variables are two distinct variables. As long as one does not make 
unfounded inferences from the results concerning the mediating processes in the 
subjects' judgments, the reaction time measure gives u s valuable information 
concerning the automaticity of linguistic processing by L2 learners. 
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maturation effect will be discussed in view of the correlational analysis; and then, the 
issue of the sensitive-period effect on UG will be addressed . 
6.1. The Sensitive Period Effect 
The null hypothesis concerning the SPH for SLA may be given as follows: 
HO-Sensitive Period: There is no sensitive period for second-language 
acquisition. 
The Null Hypothesis is supported if no group difference is observed in either the 
reaction time variable or the accuracy rate variable for all of the sentence types tested. 
In other words, all seven groups of subjects must show results of performance that are 
indistinguishable (statistically insignificant) from one another for all 56 variables in 
the test. The Null Hypothesis is rejected if significant differences are observed for some 
of the variables. The group that performs the worst will shed some light on when the 
sensitive period ends. 
6.1.1. Reaction time/performance 
Out of the 28 sentence types in this study, ANOVAs for the results of all groups in the 
study showed significant group differences in the reaction times of subjects for all but 
three sentence types. The F-values and their probabilities are given in Chapter 5 and 
Appendix H for each individual sentence type, but they are repeated here for the sake of 
convenience (number codes for the reaction time variables match the codes for ANOVA 
in Appendix H and I): 
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TABLE 69. Results of ANOVAs on All Groups Means for All Reaction Time Variables 
for Subjacency Sentences 
Pro-drop 
1. 
3. 
sen tences : 
PDGRT 
PDURT 
[F(8. 
|F(8. 
156)=4.701, p<.001] 
156)=0.464. ns] 
Subjacency sen tences with g rammat ica l movement : 
5. SUBGRT 
Wh-quest ion sen tences : 
7. WHQURT 
[F(8. 
[F(8, 
156)=2.544, p<.05] 
156)=4.625. p<.001] 
Subjacency sentences all four types grouped: 
9. 
11. 
SUBGPGRT 
SUBGPURT 
[F(8. 
[F(8. 
156)=6.155, p<.001] 
156)=5.721, p<.001] 
Subjacency sen tences with n o u n ph rases 
13. 
15. 
SUBNPGRT 
SUBNPURT 
[F(8, 
[F(8, 
156)=3.201, p<.005] 
156)=3.110, p<.005] 
Subjacency sen tences with relative c lauses 
17. 
19. 
SUBRCGRT 
SUBRCURT 
[F(8, 
[F(8, 
156)=9.289. p<.001] 
156)=5.494, p<.001] 
Subjacency sen tences with wh- i s lands 
21 . 
23 . 
SUBWHGRT 
SUBWHURT 
[F(8, 
(F(8. 
156)=5.235, p<.001] 
156)=6.120, p<.001] 
Subjacency sen tences with adjunct c lauses 
25. 
27. 
SUBADGRT 
SUBADURT 
[F(8. 
[F(8, 
156)=2.616, p=.01] 
156)=4.687. p<.001] 
NOTE: 
GRT: Grammatical sentences. Reaction Time variable 
GAR: Grammatical sentences, Accuracy Rate variable 
URT: Ungrammatical sentences, Reaction Time variable 
UAR: Ungrammatical sentences. Accuracy Rate variable 
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TABLE 70. Results of ANOVA on All Groups Means for All Reaction Time Variables 
for Binding Sentences 
Pronoun subject sentences 
29. PROSJGRT [F(8, 156)=7.892, p<.001] 
Anaphor subject sentences 
31. ANASJURT [F(8, 156)=5.358, p<.001] 
Anaphor binding sentences, all five sentence types grouped 
33. ABALLGAR [F(8, 156)=2.552, p<.05] 
35. ABALLURT [F(8, 156)=3.442, p=.001] 
Anaphor binding sentences with simple clauses 
37. SIMPGRT [F(8, 156)=2.038, p<.05] 
39. SIMPURT [F(8, 156)=2.494, p=.05] 
Anaphor binding sentences with tensed clauses 
41. TENSGRT [F(8. 156)=1.020. ns] 
43. TENSURT [F(8, 156)=2.533, p<.05] 
Anaphor binding sentences with infinitive clauses 
45. INFITGRT [F(8, 156)= 1.126, ns] 
47. INFITURT [F(8, 156)=3.510, p=.001] 
Anaphor binding sentences with noun phrases 
49. NPGRT [F(8. 156)=2.342, p<.05] 
51. NPURT [F(8, 156)=2.285. p<.05] 
Supplementary anaphor binding sentences 
53. SUPPORT [F(8, 156)=2.631, p=.01] 
55. SUPPURT [F(8, 156)=2.980, p<.005] 
Thus the null hypothesis for the sensitive-period effect is rejected and the conclusion is 
that there is a sensitive period for the acquisition of native-like automaticity in the 
processing of L2. Furthermore, the results from the Tukey HSD post-hoc test revealed 
an overwhelming similarity across the different sentence types in that the adolescent 
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group behaved unlike other groups in the experiment. Of the 25 variables that showed 
significant F-values, all but one (NPURT) variable resulted in a significant group 
difference from the adolescent group. This is a strong indication that the sensitive 
period has already ended by the onset of adolescence. In addition, it is worth noting 
that for several of the sentence types the results from the late childhood group did not 
differ significantly with the results from the adolescent group2 Moreover, the results 
from the mid-childhood group also showed no significant difference from the late 
childhood or the adolescent group on 14 of the variables3. Therefore, it is concluded 
that, although the sensitive period may not be completely over in mid- and late 
childhood, a maturation effect is taking place during these periods, thereby resulting 
in less automatic linguistic processing than during infancy or early childhood. 
Thus the overall summary of findings concerning the sensitive period for the 
acquisition of automaticity in second-language processing can be given as follows: 
The Sensitive Period for the Acquisition of Automatic L2 Processing 
There is an optimal sensitive period for second-language acquisition of native-
like automaticity in language processing that ends in early childhood (around 
age five). In mid and late childhood, there may exist a residual sensitive period. 
But by the end of late childhood and the onset of adolescence (around age twelve 
to fourteen, possibly coinciding with the onset of puberty), the sensitive period 
ends. 
Note the results of the Tukey HSD multiple comparisons for 20 of the variables: 
PDGRT, SUBGRT, WHQRT, SUBGPGRT, SUBGPURT, SUBNPGRT. SUBNPURT, 
SUBRCURT. SUBWHGRT, SUBWHURT. SUBADGRT, SUBADURT, ANASJURT. 
ABALLGRT, ABALLURT, SIMPGRT, SIMPURT, TNSURT, NPGRT, and SUPPORT in 
Appendix H. 
Note the results of the Tukey HSD multiple comparisons for SUBGRT, WHQRT, 
SUBNPGRT, SUBNPURT, SUBWHGRT, SUBADGRT, SUBADURT, ABALLGRT, 
ABALLURT, SIMPGRT, SIMPURT, TNSURT, NPGRT, and SUPPORT in Appendix H. 
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6.1.2. Accuracy rate/competence 
Out of the 28 sentence types in this study, only those sentence types that are 
ungrammatical can be considered for analysis and discussion here since it is not 
possible to determine the reasons for incorrect judgments on grammatical sentences.4 
Thus there are 14 sentence types to be considered in this analysis, out of which 
significant F-values from ANOVAs were found for the Wh-question sentences, one type 
of Subjacency sentence (perhaps with the help from a marginally significant difference 
from one other type of Subjacency sentence; the differences here were strong enough to 
result in a significant F-value for all four types of Subjacency sentences combined), and 
one type of anaphor binding sentence, as well as a marginally significant F-value on 
one other type of anaphor binding sentence. The significant F-values and their 
probabilities are as follows: 
TABLE 71. Results of ANOVAs on All Group Means for 
Accuracy Rate Variables with Significant F-values 
Wh-question sentences: 
8. WHQUAR [F(8, 156)=2.687, p<01] 
Subjacency sentences all four types grouped: 
12. SUBGPUAR !F(8. 156)=2.802, 
Subjacency sentences with noun phrases 
16. SUBNPUAR 
p<.01] 
[F(8, 156)=1.931, p=.059] 
-marginally significant 
Subjacency sentences with wh-islands 
24. SUBWHUAR [F(8. 156)=2.343 P<.05] 
The possible reasons for incorrect judgments on some of the grammatical sentence 
types will be discussed in a later section (6.3.) in relation to the role of Universal 
Grammar during the sensitive period for second language acquisition. 
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We need to keep in mind that the sensitive-period effect for language acquisition 
may not manifest itself in all aspects of our knowledge of language. After all, the 
human mind is endowed with great cognitive and general learning abilities that allow 
us to achieve marvelous feats (travel through space, for example). The greater part of 
linguistic competence in an L2 may be obtained through such a general learning 
capacity rather than through a sensitive-period-related innate mechanism. Thus, in 
testing the SPH for the acquisition of linguistic competence or knowledge of language in 
an L2, we need not obtain significant group differences for all sentence types tested. As 
noted by several researchers in the past (e.g., Bley-Vroman, Felix and Ioup, 1988; 
Johnson and Newport, 1989; Shim, 1993), finding non-significant results in some 
sentence types does not mean there is no sensitive period; rather it means that the 
sentences used in the test were not difficult enough to overcome a ceiling effect in 
testing. 
In order to accept the null hypothesis and refute the SPH altogether, we need to find 
that the L2 learners have acquired a level linguistic competence that is comparable to 
that of native speakers in all possible types of sentences, in addition to finding that 
there are no significant group differences in the automaticity of L2 processing. Since 
the findings above show significant group differences for some aspects of the grammar. 
this means that there is a sensitive period for the acquisition of native-like linguistic 
competence in a second language. Furthermore, the Tukey HSD multiple comparisons 
showed again that the adolescent group was the main cause for the group differences: 
For variable WHQUAR, the adolescent group showed significant difference from the 
late-childhood group; for variable SUBNPUAR, the adolescent group showed significant 
differences from the infant and early childhood groups; and for variable SUBWHUAR, 
the adolescent group differed significantly from the early childhood group. Overall, the 
division of ages for the sensitive period seems to match that of the division for the 
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acquisition of automatic language processing. Thus the sensitive period for L2 
acquisition (including both performance and competence) can be given as follows: 
The Sensitive Period for Second-Language Acquisition 
There is an optimal sensitive period for second-language acquisition that ends 
in early childhood (around age five). In mid and late childhood, there may exist 
a residual sensitive period. But by the end of late childhood and the onset of 
adolescence (around age twelve to fourteen, possibly coinciding with the onset of 
puberty), the sensitive period ends. 
6.2. Maturation Effect 
The null hypothesis and its corollary concerning the maturation effect on 
second-language acquisition may be given as follows: 
HO-Maturation effect: There is no maturation effect on second-language 
acquisition with a linear relationship between age of onset of L2 and the success 
of acquiring native-like performance and competence in a second language. 
Corollary to HO-Maturation effect: There is no relationship between 
physiological maturational and the acquisition of automatic language 
processing and/or linguistic competence in L2. There may exist a relationship 
between the length of exposure and the acquisition of automatic language 
processing and/or linguistic competence in L2. 
The above null hypothesis is supported if ANOVAs for the results obtained from 
the L2 learner groups with age of onset either as a grouped variable or as a 
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continuous variable show no statistical significance.5 In addition, no significant 
partial correlation should be found between age of onset of L2 acquisition and 
either of the dependent variables (reaction time and accuracy rate) for all of the 
sentence types tested in any group or combinations of groups. The null hypothesis is 
rejected if we find significant F-values from ANOVAs and also find significant 
partial correlation between age of onset of L2 acquisition and any of the dependent 
variables for some of the groups or combinations of groups. An alternate hypothesis 
for a length-of-exposure effect may be supported if significant partial correlations 
are found between length of stay and any of the dependent variables for some of the 
groups or combinations of groups on some of the sentence types. 
6.2.1. Reaction time/performance 
Out of the 28 sentence types in this study, ANOVAs with age of onset as a continuous 
variable revealed significant F-values for the reaction time variables in all but four 
sentence types. Thus the null hypothesis concerning the maturation effect is rejected 
and the conclusion is that there is a maturation effect for the acquisition of native-like 
automaticity in L2 processing. 
The F-values and their probabilities for each individual sentence type are given in 
TABLES 72 and 73 (again, the numbers used to code the variables match the numbering 
codes for descriptions of analysis given in Appendix I): 
Results of both analyses are found in Appendix I. Since the results of ANOVA with 
grouped means were discussed in section 6.1. only the results of ANOVA with age of 
onset as a continuous variable are discussed in this section. In one case, there was a 
significant F-value from the ANOVA with age of onset as a grouped variable, but not 
the ANOVA with age of onset as a continuous variable; in two cases the results were 
the opposite. These cases are marked with a "NOTE* in Appendix I. 
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TABLE 72. Results of ANOVAs on All Reaction Time Variables with 
Age of Onset as a Continuous Variable 
for Subjacency Sentences 
Pro-drop 
1. 
3. 
s en tences : 
PDGRT 
PDURT 
[F(l,118)= 
[F(l,118)= 
17.911, p<.001] 
2.215, ns] 
Subjacency s en t ences with grammat ica l movement : 
5. SUBGRT 
Wh-quest ion sen tences : 
7. WHQURT 
[F(l, 
[F(l, 
118)= 
118)= 
Subjacency sen tences all four types 
9. 
11. 
SUBGPGRT 
SUBGPURT 
[F(l, 
[F(l, 
118)= 
118)= 
Subjacency sen tences with n o u n p i 
13. 
15. 
SUBNPGRT 
SUBNPURT 
[F(l, 
[F(l, 
118)= 
118)= 
=10.780 
=24.361 
p=.001] 
p<.001] 
grouped: 
=31.424 
=30.154 
irases 
=20.844 
= 15.865 
Subjacency sen tences with relative c lauses 
17. 
19. 
SUBRCGRT 
SUBRCURT 
[F(l, 
[F(l, 
118)= 
118)= 
=37.256 
=29.328, 
Subjacency sen tences with wh- is lands 
21 . 
23. 
SUBWHGRT 
SUBWHURT 
[F(l, 
[F(l, 
118)= 
118)= 
Subjacency sen tences with adjunct 
25. 
27. 
SUBADGRT 
SUBADURT 
[F(l, 
[F(l, 
118)= 
118)= 
=24.962, 
=31.161, 
c lauses 
= 11.600, 
=24.341 
p<.001] 
p<.001] 
p<.001] 
p<.001] 
p<.001] 
p<.001] 
p<.001] 
p<.001] 
p=.001] 
p<.001] 
Pronoun subject sentences 
29. PROSJGRT [F(l, 118)=36.750, p<.001] 
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Anaphor subject sentences 
31. ANASJURT [F(l, 118)=25.657, p<.001] 
Anaphor binding sentences, all five sentence types grouped 
33. ABALLGAR [F(l, 118)=7.990, p<.01] 
35. ABALLURT [F(l, 118)=15.934, p<.001] 
Anaphor binding sentences with simple clauses 
37. SIMPGRT [F(l, 118)= 10.71 l.p=.001] 
39. SIMPURT [F(l, 118)=9.013, p<.005] 
Anaphor binding sentences with tensed clauses 
41. TENSGRT [F(l,118)=2.829, ns] 
43. TENSURT [F(l, 118)=10.164, p<.005] 
Anaphor binding sentences with infinitive clauses 
45. INFITGRT [F(l,118)=3.806, p=.053]-
-marginally significant 
47. INFITURT [F(l, 118)=12.333, p=.001| 
Anaphor binding sentences with noun phrases 
49. NPGRT [F(l, 118)=1.515, ns] 
51. NPURT |F(1, 118)=7.205. p<.01] 
Supplementary anaphor binding sentences 
53. SUPPORT [F(l,118)=8.787, p<.005] 
55. SUPPURT [F(l, 118)=10.708, p=.001] 
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Thus the null hypothesis concerning the maturation effect is rejected. The 
conclusion is tha t there is a maturation efect for the acquisitionof native-like 
automaticity in L2 processing. 
In addition, correlational analyses showed the most salient significant partial 
correlations between age of onset of L2 acquisition and the reaction time of subjects 
when the groups were combined in two ways: first, all the childhood and adolescent 
groups were combined so that the age of arrival fell between 3 and 14, and second, only 
the late childhood and the adolescent groups were combined so that the age of arrival 
was between 9 and 14. In the first combination of groups, significant partial correlation 
was found in 16 of the sentence types while in the second combination of groups, 
significant partial correlation was found in 18 of the sentence types. The specific 
correlation coefficients are given in Chapter 5 and Appendix J, but the relevant 
coefficients for the above combinations of groups are given in TABLE 74. for 
convenience of reference. As the table shows, all of the partial correlations were in the 
expected positive direction. In other words, the later one arrived to the United States, 
the more time was required to process the test sentences which resulted in longer 
reaction time. 
In consideration of the fact that there were only two cases (SUBGPGRT: r=0.371* and 
SUBRCGRT: r=0.395*) of significant partial correlation when all six L2 learner groups 
were combined (age of arrival between 0 and 14) even though partial correlations 
showed significance in so many of the sentence types in the above combinations of 
groups, the most plausible conclusion is that the maturation effect for the acquisition 
of automatic processing in L2 does not begins until early childhood, and it lasts until 
the onset of adolescence. This is the period that has already been identified as the 
residual sensitive period in the discussions of previous sections. 
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TABLE 74. Partial Correlation 
Between Age of Onset of L2 Acquisition and Reaction Time 
* significant at p<.05 
** significant at p<.01 
(four groups combined, 
age of arrival: 3-14) 
N=80, 
ARRIVAL/STAYLENGTH 
PDGRT 
SUBGPGRT 
SUBGPURT 
. SUBRCGRT 
SUBRCURT 
SUBWHGRT 
SUBWHURT 
SUBADGRT 
SUBADURT 
PROSJGRT 
ABALLGRT 
TNSGRT 
INFITURT 
NPGRT 
SUPPORT 
SUPPURT 
0.475** 
0.465** 
0.364 * 
0.571** 
0.362 * 
0.381 * 
0.405 * 
0.361 * 
0.385 * 
0.440 * 
0.520** 
0.500 * 
0.329 * 
0.573** 
0.352 * 
0.360 * 
(two groups combined, 
age of arrival: 9-14) 
N=40, 
ARRIVAL/STAYLENGTH 
PDGRT 
SUBGPGRT 
SUBGPURT 
SUBNPURT 
SUBRCGRT 
SUBRCURT 
SUBWHGRT 
SUBWHURT 
SUBADURT 
PROSJGRT 
ABALLGRT 
ABALLURT 
SIMPURT 
TNSGRT 
TNSURT 
INFITGRT 
INFITURT 
SUPPURT 
0.465** 
0.478 * 
0.477 * 
0.423 * 
0.598** 
0.457 * 
0.590** 
0.414 * 
0.503 * 
0.616** 
0.471 * 
0.624** 
0.525 * 
0.454 * 
0.525 * 
0.613** 
0.626** 
0.587** 
The question that remains at this point is whether the length-of-stay factor plays a 
significant role in the acquisition of automatic processing in the L2. This question is 
generally put to rest on the basis of the following: First, regression analyses of the 
results with both age of arrival and length of stay as continuous variables did not reveal 
any F-value that was greater than the F-value obtained from the regression analyses of 
the results with only the age of arrival factor (compare F-values given in Appendix I for 
the two types of analysis for each sentence type). Thus a greater portion of the variance 
was explained by the age-of-onset variable as a single factor rather than when both the 
age-of-onset variable and the length of stay variable were both considered factors 
contributing to the differences in the groups. If the length-of-stay factor does contribute 
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toward successful acquisition of automatic processing of the L2, one would expect to 
find greater F-values when both the age-of-arrival and the length-of-stay factors are 
considered. 
Second, in contrast to the numerous sentence types that showed significant partial 
correlation between age of arrival and reaction time variables, there were only two 
sentence types that showed significant negative partial correlations between length of 
stay and reaction time when four groups were combined (age of arrival 3-14: WHQURT, 
r=-0.350*; ANASJURT, r=-0.398* ), and there was only one sentence type that showed a 
significant positive partial correlation when two groups were combined (age of arrival 
9-14: INFTGRT, r=0.478*). For the first two of these sentence types (WHQURT and 
ANASJURT), there was no significant partial correlation between age of arrival and 
reaction time (see Tables 10. and 41. in Chapter 5); thus there may be a possibility that 
the acquisition of automaticity in processing these types of sentences is in some ways 
related to the length of stay factor. That is, the longer one is immersed in the L2 
environment, the more successful one may be in acquiring automatic processing of Wh-
questions and anaphor subject sentences. For the INFTGRT variable, however, such a 
relationship cannot be claimed since the direction of the partial correlation was 
actually opposite to what one might expect. In this case, the partial correlation between 
length-of-stay and reaction time indicates that the longer one is immersed in the L2 
environment, the longer one takes to process sentences with anaphor binding in 
infinitive sentences. Overall, in view of the results discussed above, there does not seem 
to be any significant relationship between the length-of-stay factor and the acquisition 
of automatic processing in L2. 
In conclusion, the findings for the maturation effect on the acquisition of 
automaticity in second-language processing can be given as follows: 
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Maturation effect on the Acquisition of Automatic L2 Processing 
Beginning in early childhood and lasting until the onset of adolescence, there is 
a residual sensitive period during which the maturation effect takes place. The 
maturation effect is one in which success in acquiring automaticity in L2 
processing decreases as a function of the increase in the age of onset of L2 
acquisition. 
6.2.2. Accuracy rate/competence 
Among the 14 ungrammatical sentence types considered for the discussion of a 
maturation effect on the acquisition of linguistic competence or knowledge of language 
in L2, ANOVAs with age of onset as a continuous variable revealed significant F-values 
for the accuracy rate variables in 6 sentence types. The F-values and their probabilities 
for each individual sentence type are given below: 
TABLE 75. Results of ANOVAs with Age of Onset as a Continuous Variable on 
Accuracy Rate Variables with Significant F-values 
Wh-question sentences: 
8. WHQUAR [F(l, 118)=0.518, ns] 
Note, however, that ANOVA with group means resulted 
in a significant F-value: [F(5, 114)=3.065, p=.012] 
Subjacency sentences all four types grouped: 
12. SUBGPUAR [F(l, 118)=20.172, p<.001] 
Subjacency sentences with noun phrases 
16. SUBNPUAR [F(l, 118)=9.210, p<.005] 
Subjacency sentences with relative clauses 
20. SUBRCUAR [F(l, 118)=6.988, p<.01] 
Subjacency sentences with wh-islands 
24. SUBWHUAR [F(l, 118)=20.433, p<.001] 
Subjacency sentences with adjunct clauses 
28. SUBADUAR [F(l, 118)=8.912, p<.005] 
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In addition, correlational analyses showed salient significant partial correlations 
between the age of onset variable and the accuracy rate variable that were very similar 
to the results for the reaction time variables. There were five significant partial 
correlations in the combination of groups for which age of onset was between 3 to 14, 
and six significant partial correlations in the combination of groups for which age of 
onset fell between 9-14. The results are as follows: 
TABLE 76. Partial Correlation 
Between Age of Onset of L2 Acquisition and Accuracy Rate 
* significant at p<.05 
** significant at p<.01 
(four groups combined, N=80, 
age of arrival: 3-14) 
ARRIVAL/STAYLENGTH 
PDUAR 0.469 * 
SUBGPUAR -0.482 * 
SUBRCUAR -0.555** 
SUBWHUAR -0.394 * 
SUBADUAR -0.588** 
(two groups combined, N=40. 
age of arrival: 9-14) 
ARRIVAL/STAYLENGTH 
WHQUAR -0.548** 
SUBGPUAR -0.668** 
SUBNPUAR -0.456 * 
SUBRCUAR -0.437 * 
SUBWHUAR -0.563** 
SUBADUAR -0.752** 
As was the case for the reaction time variable, there were only two cases of significant 
negative partial correlations for SUBRCUAR (r=-0.597**) and SUBADUAR (r=-0.552**) 
when all six groups were combined. Thus the conclusion is that the maturation effect 
for the acquisition of linguistic competence or knowledge of language in L2 occurs at the 
same time with the maturation effect for the acquisition of automatic language 
processing for the L2. 
Considering the length-of-stay factor for the acquisition of linguistic competence in 
L2, the results are the same as the reaction time variables. In other words, for all of the 
six sentence types given above for which significant F-values were found , there was not 
a single case where the regression analysis with both age of arrival and length of stay 
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factors resulted in a greater F-value. Moreover, partial correlations between the length 
of stay variable and the accuracy rate variable revealed unexpected negative 
correlations. For example, the SUBRCUAR variable showed a significant negative 
partial correlation of r=-0.373* in the combination of groups for which age of arrival 
was 3-14; the SUBADUAR variable showed significant negative partial correlations of 
r=-0.374* in the combination of groups for which age of arrival was between 3 and 14; 
while the partial correlation was r=-0.435* in the combination of groups for which age 
of arrival was 9-14. This means that the longer an L2 learner is immersed in the L2 
environment, the less successful learners are in acquiring grammatical knowledge on 
these sentences, thus their accuracy rate decreases rather than increases. 
One matter of concern, however, arises from the significant positive partial 
correlation for PDUAR variable in the combination of groups where age of arrival is 3-
14. This indicates that there is a possibility that the later one is immersed in the L2 
environment, the more successful one may be in acquiring accurate knowledge of the 
ungrammaticality of pro-drop sentences in English. Nevertheless, in the absence of 
significant F-values in ANOVA, this conclusion is tentative. This point will be 
discussed further in relation to the Principles and Parameters of UG in section 6.4. 
In summary, the overall results discussed in this section lead us to the following 
conclusion concerning the maturation effect on second-language acquisition of both 
linguistic performance and linguistic competence: 
Maturation effect on Second-Language Acquisition 
Beginning in early childhood and lasting until the onset of adolescence, there is 
aresidual sensitive period during which the maturation effect takes place. The 
maturation effect is one in which success in acquiring automaticity in L2 
processing and linguistic competence decreases as a function of the increase in 
the age of onset of L2 acquisition. 
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6.3. The Sensitive Period for LI Acquisition 
In view of the above discussions, is it possible to draw any conclusions concerning 
the sensitive period for language acquisition in general? The answer to this question 
has already been answered in the introduction to this study. If we find evidence of a 
sensitive period for L2 acquisition, the case for a sensitive period for LI acquisition is 
made only stronger. So far, we have seen that L2 learners experience both a sensitive-
period effect and a maturation effect in the acquisition of both automaticity of language 
processing and linguistic competence in a second language. Considering the fact that 
these learners were not totally without linguistic input before the onset of L2 
acquisition, the effects on second-language acquisition can be fully appreciated. 
Moreover, the possible effects of the sensitive period and maturation on LI acquisition 
is most certainly imaginable. 
6.4. The Sensitive Period and Universal Grammar 
We may now address the specific questions related to the Principles and Parameters 
of Universal Grammar. The null hypothesis concerning the availability of UG in L2 
acquisition is as follows: 
HO-Availability of UG in SLA: Principles and parameters of Universal 
Grammar and the Subset Principle are available to L2 learners regardless of 
their age of onset for L2 acquisition and their LI parameter settings. Thus L2 
learners are able to draw from L2 input in setting appropriate L2 parameters for 
the principles of UG. Specifically, the Subset principle accounts for the setting 
of the Governing Category Parameter for the Binding Principle. 
In testing the null hypothesis given above, we shall not be concerned with the 
reaction time variables since it is possible to postulate that a decrease in automaticity 
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of processing does not constitute direct evidence for the absence of a principled account 
of language acquisition. In other words, we may assume that automaticity of language 
processing is subject to the sensitive-period effect and the maturation effect as the 
result of neuronal synaptogenesis and /or brain lateralization, specialization, and 
hemispheric dominance. However, this assumption does not necessarily lead to the 
conclusion that L2 acquisition cannot benefit from the principles and parameters of 
Universal Grammar, as long as the predictions following from such principled 
accounts of L2 acquisition are found to be correct. Thus the null hypothesis for the 
availability of UG in L2 acquisition is accepted if the accuracy rate of L2 learners are 
comparable to that of the native speakers on all of the sentence types tested. 
On the other hand, if the accuracy rate of the L2 learners shows significant 
differences from the native speakers in some of the sentence types and thus contradicts 
the predictions of language acquisition from UG, an alternative hypothesis needs to be 
put forth that accounts for the unavailability of UG in L2 acquisition. In view of the fact 
that we have already established the existence of a sensitive-period effect and a 
maturation effect on the acquisition of both automaticity in language processing and 
general linguistic competence, a direct relationship between the sensitive period and 
the availability of UG may be postulated if the group means for both the reaction time 
variables and accuracy rate variables are similar across all types of sentences that 
specifically test the principles and parameters of UG. 
6.4.1. Subjacency principle 
In this study, the availability of the Subjacency Principle was tested through a 
battery of five grammatical Subjacency sentence types (SUBGAR, SUBNPGAR, 
SUBRCGAR, SUBWHGAR, and SUBADGAR), four ungrammatical Subjacency sentence 
types (SUBNPUAR, SUBRCUAR, SUBWHUAR, and SUBADUAR) and three non-
Subjacency sentence types (PDGAR, PDUAR, and WHQUAR). The three non-Subjacency 
164 
sentence types were used to establish the basis for judging the subjects' accuracy in 
responses to the Subjacency sentences solely on the predictions that result from the 
Subjacency Principle. Examples for the above sentence types are repeated below for 
convenience of reference. The numbers for the sentences are the individual sentence ID 
numbers that match the ID numbers given Appendix D. The order of presentation in the 
following list matches the order in which these sentences will be discussed in this 
section. 
Non-Subjacencv related sentences 
PDGAR l a John found it. 
PDUAR lb. "John found. 
WHQUAR le. *What did John find it? 
Grammatical statements without movement 
SUBNPGAR lc. John was surprised to hear the news that Bill found a watch. 
SUBRCGAR lg. The boy who found the watch was given a reward. 
SUBWHGAR li . Mary asked John how Bill found the watch. 
Parasitic Gap construction 
SUBADGAR Ik. What did John burn without opening? 
Grammatical Subjacency sentence with legitimate movement 
SUBGAR If. What did John say that Bill found? 
Ungrammatical Subjacency sentences with high acceptability 
SUBNPUAR Id. "What was John surprised to hear the news that Bill found? 
SUBWHUAR l j . "What did Mary ask John how Bill found? 
Ungrammatical Subjacency sentence with low acceptability 
SUBRCUAR lh. "What was the boy who found given a reward? 
SUBADUAR 11. *What did John burn the letter without opening? 
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Non-Subjacencv related sentences 
The discussion in section 6.2.2, has shown that there are no significant group mean 
differences in the accuracy rates for the two Pro-drop Parameter related sentence types. 
This result for grammatical sentences testing the Pro-drop Parameter is as expected 
since, in both Korean and English, sentences with explicit pronoun objects are 
grammatical. 
However, the result for the ungrammatical sentences testing the Pro-drop 
Parameter needs to be justified in view of the fact that Korean allows sentences with 
null pronoun objects while in English such sentences are ungrammatical. If there is 
total LI transfer, the expected result is that the L2 learners have difficulty in detecting 
the ungrammaticality of these sentences. Moreover, the correlational analysis also 
revealed the unexpected result of a significant positive partial correlation between age 
of onset of the L2 and accuracy rate on these ungrammatical Pro-drop sentences. The 
explanation for this phenomenon may be found in the level of accuracy shown by the 
subjects in all groups. TABLE 77. illustrates the group means for each ungrammatical 
Pro-drop sentence used in the test (sentence numbers correspond to the numbers in 
Appendix D). As the results indicate, the accuracy rate is nowhere near the level that 
might be expected from a stable state of linguistic competence for any of the groups 
including the native speaker groups, and it does not seem to the case that the accuracy 
judgments are affected by some specific sentences. 6 
A detailed description of individual subjects' accuracy judgments on these sentences 
may be obtained by writing to the author (see Vita for correspondence information). 
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TABLE 77. Mean ARs for Individual Ungrammatical Pro-drop Sentences 
GO-2 
G-marginal 
G3-5 
G6-8 
G9-11 
G12-14 
BN-RT 
MN-RT 
MN-NRT 
Mean 
SD 
lb 
65% 
80% 
80% 
70% 
85% 
70% 
93% 
93% 
87% 
80% 
10% 
3b 
70% 
75% 
65% 
75% 
75% 
75% 
73% 
71% 
73% 
72% 
3% 
5b 
50% 
45% 
25% 
25% 
65% 
70% 
47% 
27% 
27% 
42% 
17% 
7b 
65% 
70% 
65% 
60% 
60% 
75% 
60% 
73% 
73% 
67% 
6% 
9b 
60% 
75% 
60% 
60% 
75% 
75% 
87% 
80% 
80% 
72% 
10% 
lib 
50% 
40% 
40% 
50% 
50% 
65% 
53% 
33% 
67% 
50% 
11% 
13b 
75% 
75% 
75% 
60% 
80% 
79% 
87% 
73% 
93% 
77% 
9% 
15b 
75% 
75% 
75% 
75% 
80% 
70% 
80% 
87% 
93% 
79% 
7% 
17b 
55% 
80% 
50% 
60% 
70% 
85% 
60% 
67% 
73% 
67% 
12% 
19b 
45% 
55% 
25% 
50% 
25% 
55% 
33% 
40% 
27% 
39% 
12% 
Table 78 and Figure 17 illustrate the mean accuracy rate for the above sentences in 
each group: 
TABLE 78. Mean ARs for Ungrammatical Pro-drop Sentences 
mean 
sd 
G0-2 
61% 
39% 
Marginal 
67% 
36% 
G3-5 
56% 
34% 
G6-8 
59% 
34% 
G9-11 
67% 
33% 
G12-14 
72% 
36% 
BN-RT 
67% 
25% 
MN-RT 
65% 
30% 
MN-NRT 
69% 
26% 
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FIGURE 17. Mean ARs for Ungrammatical Pro-drop sentences 
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Since the native speakers could not have misjudged the grammaticality of the sentences 
on such a large scale, the only plausible explanation is that the verbs in some of these 
sentences must have been judged to be intransitive rather than transitive by some of the 
subjects some of the time. 
This question then remains: Did the non-native subjects also judge the sentences to 
have intransitive verbs some of the time, or were the sentences misjudged to be 
grammatical without explicit objects for transitive verbs? If the latter was the case, we 
would expect to find a more uniformly lower level of accuracy for the non-native 
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learner groups, but this was not the result. In addition, considering the fact that the 
older age groups showed a higher level of accuracy than the younger age groups (as 
evidenced by a significant positive partial correlation between age of onset of L2 and 
accuracy rate mentioned in section 6.2.2), there seems to be a good chance that the non-
native learners were also judging some of the sentences to be grammatical on the basis 
of giving contextual interpretations which allowed intransitivity of the verbs. In other 
words, the later learners seem to have a better accuracy rate because they are following 
the transitivity rule more strictly than the early learners. Then, in the absence of 
significant group mean differences, the conclusion is that the non-native subjects had 
acquired native-like linguistic competence concerning the Pro-drop Parameter of 
English regardless of the sensitive period effects on second-language acquisition. 
Because of the uncertainly of the results obtained here, we cannot conclude whether the 
L2 learners' acquisition of the English Pro-drop Parameter is accountable by the fact 
that UG was available. However, the results are sufficient for us to proceed with the 
analysis and interpretation of results on Subjacency sentences. 
For the third and last non-Subjacency related sentence type, ungrammatical Wh-
questions, the results have been presented in section 6.1.2. the ANOVA with all group 
means resulted in a significant difference: [F(8, 156)=2.687, p<.01]. The group that was 
primarily responsible for this significance was the adolescent group which had an 89% 
accuracy rate and was therefore found to be performing at a significantly different rate 
from the late childhood group that had a 99% accuracy. Thus, except for the adolescent 
group, all of the non-native and native groups showed similar accuracy rates (see 
Appendix G for mean accuracy rates of each group). Therefore, we can conclude that the 
sensitive period does not affect the acquisition of Wh-questions so long as the onset of 
L2 acquisition occurs before the sensitive period comes to a total end. 
What do the findings so far suggest about the direction of interpretations of the 
subjects' performance on sentences that test the Subjacency Principle? The non-native 
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subjects have been found to have acquired the basic structures involved in Subjacency 
sentences in that they have knowledge of both the ungrammaticality of null pronoun 
objects and the ungrammaticality of explicit traces after normal Wh-movement in 
questions. Thus the non-native subjects' grammaticality judgments on Subjacency 
sentences should reflect their level of competence on the Subjacency Principle. 
Grammatical statements without movement 
As presented in Chapter 5, the results for the grammatical statements that serve as 
base sentences for the Subjacency sentences (SUBNPGAR, SUBRCGAR, SUBWHGAR) did 
not reveal any significant group differences. Furthermore, the accuracy rates for these 
types of sentences were uniformly high for all groups (see Appendix G). Thus we 
conclude that the non-native subjects are familiar with the basic sentence structures 
from which Subjacency sentences are derived. 
Parasitic Gap construction 
In addition, no significant group mean differences were found for the parasitic gap 
constructions (SUB AD GAR), indicating that L2 learners are familiar with this 
structure. The accuracy rates for these parasitic gap sentences were also uniformly high 
for all groups (see Appendix G). Again, the conclusion is that non-native speakers' 
judgments on Subjacency violation sentences are not affected by structural 
unfamiliarity of the sentences. 
Grammatical Subjacency sentence with legitimate movement 
We are now ready to investigate the availability of the Subjacency Principle in 
second-language acquisition. First we need to look at the responses to sentences with 
legitimate movement that do not violate the Subjacency Principle (SUBGAR). If UG is 
available for SLA, then the non-native subjects in this study should not have difficulty 
in judging these sentences. However, this prediction was not found to be true. As 
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presented in section 5.1.2, there was a significant group mean difference of [F(8, 
156)=2.544, p<.05] with the infant group showing outstanding performance; second in 
performance were the three native speakers groups, followed by the marginal infant 
group and the early and mid-childhood groups which performed significantly better 
than the late childhood and adolescent groups (detailed post-hoc comparisons are given 
in Appendix H). 
The role of these grammatical Subjacency sentences was to ensure that the accuracy 
of judgments of ungrammatical Subjacency sentences by non-native speakers could be 
attributed to a principled knowledge of the movement rule. The findings presented here 
have contradicted the assumption that the Subjacency Principle is not affected by the 
sensitive period. Indeed, the results strongly suggest that there is an age group difference 
in success in acquiring the linguistic knowledge for the Subjacency Principle. 
Moreover, this age group difference coincides precisely with the sensitive period for 
second-language acquisition that has been presented in section 6.1.2—i.e. there is an 
optimal sensitive period before the end of early childhood, a residual sensitive period 
during mid- and late childhood, and the end of the sensitive period with the onset of 
adolescence. This is another strong piece of evidence for the sensitive period since 
responses to grammatical sentences were not included in previous discussions 
concerning the sensitive period. 
This finding also suggests that it is not possible to predict the subjects' 
grammaticality judgments of ungrammatical Subjacency sentences solely on the basis 
of the Principles and Parameters model of second-language acquisition. Non-native 
learners may give accurate responses to the ungrammatical sentences simply because 
they are unfamiliar with any type of sentence containing complex movement. 
Nonetheless, in the hope of finding results that will shed light on the relationship 
between the sensitive period and Universal Grammar, the accuracy rates for each of the 
four ungrammatical Subjacency sentence types and the accuracy rates for the 
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grammatical Subjacency sentence are repeated below in Table 79 Figure 18 illustrates 
these group mean accuracy rates for the five Subjacency testing sentences: 
TABLE 79. Mean ARs for All Subjacency Sentences with Movement 
SUBGAR 
mean 
sd 
SUBNPUAR 
mean 
sd 
SUBRCUAR 
mean 
sd 
SUBWHUAR 
mean 
sd 
SUBADUAR 
mean 
sd 
GO-2 
92% 
9% 
96% 
11% 
99% 
5% 
93% 
7% 
95% 
10% 
Marginal 
41% 
25% 
99% 
4% 
99% 
3% 
98% 
4% 
95% 
8% 
G3-5 
52% 
27% 
95% 
9% 
99% 
3% 
93% 
9% 
93% 
10% 
G6-8 
48% 
21% 
92% 
10% 
98% 
6% 
89% 
13% 
92% 
11% 
G9-11 
34% 
22% 
96% 
8% 
97% 
6% 
91% 
10% 
93% 
9% 
G12-14 
27% 
23% 
86% 
23% 
96% 
6% 
81% 
17% 
85% 
16% 
BN-RT 
70% 
21% 
93% 
13% 
99% 
4% 
87% 
19% 
89% 
17% 
MN-RT 
61% 
28% 
94% 
9% 
99% 
3% 
90% 
20% 
92% 
13% 
MN-NRT 
69% 
13% 
97% 
6% 
98% 
4% 
88% 
17% 
95% 
7% 
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FIGURE 18. Mean ARs for All Subjacency Sentences with Movement 
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Ungrammatical Subjacency sentences with high acceptability 
The sentences in these types (SUBNPUAR and SUBWHUAR) violate the Subjacency 
Principle and are certainly ungrammatical according to syntactic theory, but they are 
predicted to endure a greater tolerance of acceptability because the barriers across 
which the movements occur are considered weak or variant. In view of the findings that 
non-native speakers do not even like the grammatical Subjacency sentences, one 
expects to find that non-native speakers will judge the ungrammatical sentences with 
high accuracy rates. In addition, the prediction that the native speakers will have high 
tolerance for the ungrammaticality of these sentences leads to the expectation that 
non-native speakers will perform at a native-speaker level in the accuracy rates for 
these sentences. However, the results were contradictory to expectation. In the 
sentences with movement out of complex NPNC, a marginally significant group mean 
difference was found [F(8, 156)= 1.931, p=.059], and in the sentences with movement out 
of Wh-island construct ions, a significant group mean difference was found 
[F(8,156)=2.343, p<.05]. In both cases, it was the adolescent group that showed the worst 
performance among all groups. This result is illustrated in Figure 18 with a clear dip 
(indicated with arrows) in the group mean for the adolescent group. 
Martohardjono (1993) argues that the lower level of accuracy in the non-native 
speakers' judgment is due to the high Acceptability Factor of the sentences. What this 
argument fails to explain is the reason that the late learners, whose age of onset of L2 
acquisition is past the sensitive period, show significantly worse accuracy rates than 
both the native speaker groups and the other non-native speaker groups whose L2 
acquisition began before the end of the sensitive period. 
The SPH, on the other hand, successfully explains this phenomenon by postulating 
that the availability of the Subjacency Principle, along with other principles and 
parameters of UG, for second-language acquisition decreases as the age of onset of L2 
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acquisition increases, and that UG is no longer available beyond the sensitive period, 
which ends with the onset of adolescence/puberty. 
Ungrammatical Subjacency sentence with low acceptability 
The final set of sentences that test the Subjacency Principle includes sentences with 
movement out of relative clauses (SUBRCUAR) and sentences with movement out of 
adjunct clauses (SUBADUAR). These sentences have movements that occur over two 
invariant barriers, and thus are predicted to have low tolerance of acceptability. This 
lack of tolerance for acceptability, in addition to the fact that the subjects in this study 
showed a tendency to treat all movement sentences as ungrammatical, leads to the 
expectation that non-native speakers will perform indistinguishably from the native 
speakers. ANOVAs on group means were consistent with this expectation. However, the 
interesting finding is that ANOVAs with the age of onset factor as a continuous variable 
resulted in significant F-values for both sentence types: SUBRCUAR [F(l, 118)=6.988, 
p<.01]; SUBADUAR [F(l, 118)=8.912, p<.005]. The results for groups that were 
responsible for bringing about this result are connected with bold lines in Figure 18. 
This finding shows tha t there is a maturation effect on the acquisition of these 
sentences, and this fact in turn strongly suggests that the acquisition of these sentence 
types is affected by the sensitive period. 
Moreover, the prediction concerning low tolerance of acceptability was not found to 
be true. According to the acceptability prediction, the accuracy rate for sentences with 
movement out of adjunct clauses should be higher than the accuracy rate for sentences 
with movement out of complex NPNC. Contrary to this prediction, FIGURE 18. 
illustrates that the SUBADUAR variable have lower values than the SUBNPUAR 
variable. In Figure 18. the results for sentence types with high acceptability are 
connected with dashed lines while the results for sentence types with low acceptability 
are connected with solid lines. 
175 
Another interesting finding to note is that the pattern of accuracy rates was very 
similar in the different groups for each of the sentence types. The indication is that the 
order of difficulty in acquiring the grammar for the Subjacency Principle is the same 
for native speakers and non-native speakers alike, and for all age groups of L2 learners. 
The findings in this study suggest that the order of difficulty may be as follows, starting 
with the most difficult: extractions out of Wh-island > extractions out of adjunct 
clauses > extractions out of complex NPNC > extractions out of relative clauses. The 
next questions is then whether this order of difficulty can also be observed in the 
reaction time to these types of sentences. FIGURE 19. shows the mean RTs in each group 
for all of the reaction time variables . 
FIGURE 19 illustrates that responses to sentences without movement (in dashed 
lines) are in general more automatic (requires less reaction time) than responses to 
sentences with movement (in solid lines), regardless of whether the movement is 
grammatical or ungrammatical. This result is significant in that the sentences without 
movement were not necessarily shorter than sentences with movement. The 
grammatical sentences with movement, for example, were the shortest among 
Subjacency sentences and they still resulted in longer reaction times. For the 
ungrammatical sentences with movement, the order of difficulty as represented by a 
longer reaction time coincides with the order of difficulty as represented by a lower 
accuracy rate —i.e., the most difficult are sentences with extractions out of Wh-islands, 
and the least difficult are sentences with extractions out of relative clauses. 
In conclusion, the results in this study have shown that the Subjacency Principle is 
subject to the maturation effect for second-language acquisition and that it is not 
available for L2 acquisition beyond the sensitive period. Furthermore, results have 
indicated that there may be an order of difficulty in acquiring competence and 
automaticity for the judgment of ungrammatical sentences with movement, in terms of 
the complexity of the structures used in the sentences. 
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FIGURE 19. Mean RTs for All Subjacency Sentences7 
8.5-r 
7.5-
6.5-
5.5-
4.5-
3.5 
2.5 
SUBGRT 
• • » -
- SUBWHGRT 
- SUBNPGRT 
- SUBRCGRT 
- SUBADGRT 
SUBWHURT 
SUBNPURT 
SUBADURT 
SUBRCURT 
~r~ 
is 
~r~ 
I I 
o O O O a 
o 
GROUPS 
7
 Note that the range of the reaction time variable in this figure is 6 seconds. 
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6.4.2. Governing category parameter 
In order to find the appropriate setting for the Governing Category Parameter of 
English, Korean learners of English as L2 need to go from an inclusive (least restrictive) 
setting to an exclusive (most restrictive) setting. If the principles and parameters of UG, 
as well as the Subset Principle, are available for L2 acquisition, non-native subjects 
should behave just like the native speakers in every respect since the English setting for 
the GCP is the most restrictive, and therefore it will be the first one to be selected by the 
Subset Principle. This setting should not change over time since no amount of input in 
English will contain evidence for a larger setting of the GCP. 
In Chapter 4, four conditions of availability of UG and the Subset Principle in 
second-language acquisition were discussed with predictions for the results of 
grammaticality judgments. However, as discused in the previous section, there aren't 
any significant group mean differences. Thus it may seem that the Governing Category 
Parameters of UG are available to L2 learners. 
Nevertheless, the point to consider is the possibility that a simple transfer of the 
GCP from Korean could have affected the results. Indeed, upon close examination of the 
results, it is found that such transfer must have occurred for the non-native speakers 
whose L2 acquisition began after the postulated sensitive period—i.e. after the onset of 
adolescence. The indication is that if L2 acquisition occurs after the end of the sensitive 
period, L2 acquisition may either be facilitated or impeded by the transfer of LI 
principles and parameters to L2. However, if L2 acquisition occurs during the sensitive 
period, the transfer of LI principles and parameter is either weakened or blocked by 
whatever remains of UG that are available for the language learner. If the strategy of 
transferring the LI parameter had worked for the late childhood group, they should 
have behaved similarly to the adolescent group. 
Thus, although significant group mean differences were not found, it is most 
interesting to note that this pattern of result (i.e., late childhood group performing at 
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the worst rate) is found for all types of ungrammatical binding sentences except the 
sentences with NP Governing Categories. FIGURE 20. illustrates this result. 
FIGURE 20. Mean ARs for All Ungrammatical Binding Sentences8 
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The most plausible explanation for the relatively poor performance of the late 
childhood group is that the subjects in this group began L2 acquisition just before the 
end of the sensitive period when maturation effects are the strongest. Thus as Figure 20 
illustrates, the subjects in this group seem to be at the greatest disadvantage for 
learning the binding rules for reflexive anaphors since they benefit from neither the 
availability of UG nor the ability to transfer LI rules to L2 grammar. The implication 
from such results is that the availability of UG in whatever degraded form in late 
childhood effectively blocks the transfer of LI parameters. 
When the onset of L2 acquisition is earlier, L2 learners enjoy greater, though varied 
success with the acquisition of the binding rules for English reflexive anaphors. The 
degree of availability of UG will affect the initial success rate of these learners. When 
the onset of L2 acquisition is beyond the sensitive period, L2 learners use the strategy of 
transferring the LI parameters. The transfer of LI parameters, then, explains why the 
adolescent group showed the lowest accuracy rates (indistinguishable from the results 
of the late childhood group) for the sentences with NP governing category. 
The question then arises: Since there are four possible settings for the GCP, 
shouldn't the transfer of Korean GCP by the adolescent group also result in their worst 
performance on all sentences with the "tense" GCP and the "INFL" GCP? Since the 
results did not reflect this expectation, the implication is that the adolescent learners 
have enjoyed a certain amount of success in learning the binding rules for reflexive 
anaphors in English in the absence of UG. Then the differences that the adolescent 
group showed among the different sentence types reflect the order of difficulty in 
learning the specific sentence constructions, which is as follows, from the most 
difficult: NP GCP > INFL GCP > Tense GCP > root Tense GCP. This is exactly the same 
order of difficulty that Cook (1990) reported finding, and it is also the same order as the 
order of inclusive-exclusive relationship predicted by the GCP. Then the process of 
acquiring the rules of English reflexive anaphor binding by second-language learners 
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beyond the sensitive period proceeds from the most inclusive (the largest) grammar to 
the most exclusive (the smallest) grammar. This can only be done through overt 
instruction or negative evidence. 
The next point to note from these results is that while all of the native speaker 
groups performed at a uniformly high level of accuracy, such uniformity in 
performance could not be observed in any of the non-native speaker groups. We 
remember that the infant and the early childhood non-native speaker groups did show 
a uniform level of accuracy comparable to that of the native speakers in the Subjacency 
sentences (cf. FIGURE 18.). How then, can we explain the difference in the results of the 
Subjacency Principle and the Binding Principle? The explanation seems to lie in the 
fact that there was no conflict between LI and L2 for the Subjacency Principle, but that 
there was a serious conflict in the Korean and English GCPs of the Binding Principle. 
Because of this conflict, the L2 learners were not uniformly successful at attaining 
native-like stability in the English GCP. 
Finally, questions remains concerning the reaction time performances of the 
subjects on the reflexive anaphor Binding sentences: Is the NP Governing category the 
most difficult to process? In other words, do sentences with NPs as governing categories 
require more time to process than other sentences? How about the native speakers? The 
native speakers did not show any difference in their accuracy rates for the different 
types of sentences. Do they also show no difference in the time required to process these 
different types of sentences? Figure 21 shows that the answer to the questions for both 
non-native and native speakers is that the ungrammatical reflexive anaphor binding 
sentences with NP governing categories are in fact the most difficult to process for 
everyone, including the native speakers. 
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FIGURE 21. Mean RTs for All Ungrammatical Binding Sentences9 
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Since all of the sentences used in the test had comparable sentence lengths of six to 
seven words, there is only a very remote possibility that the differences in the reaction 
time to these sentences can be attributed simply to differences in the time required to 
read the sentences If it were in fact processing time that resulted in the differences, the 
conclusion remains that sentences with NP governing categories are the most difficult 
to process. Furthermore, if such a conclusion is true, then the difficulty in processing 
9
 Note that the range of the reaction time variable in this figure is 4 seconds. 
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g r a m m a t i c a l s e n t e n c e s wi th reflexive a n a p h o r b ind ing shou ld b e c o m p a r a b l e to the 
difficulty in process ing ungrammat ica l sen tences . Figure 22 suppor t s th is prediction. 
FIGURE 22 . Mean RTs for All Grammat ica l Binding Sen tences 10 
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o 
s 1 
P 
os 
GROUPS 
1
 ° Note t ha t the range of the reaction time variable in th i s figure is 4 seconds . 
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6.5. The Speed-Accuracy Trade-off 
In this section, we are concerned with Pachella's (1974) question regarding the 
speed-accuracy trade-off found in psycholinguistic tasks that involve both reaction 
time and accuracy judgment measurements. However, this was not found to be a 
problem in this study. As presented in Chapter 5 and Appendix J, very few significant 
correlations were found to exist between one reaction time variable and its 
corresponding accuracy rate variable. Moreover, when there were significant 
correlations, the direction of correlations was contrary to the expected positive (i.e., 
longer reaction time correlates with higher accuracy rate) direction in most of the 
cases. The following tables summarize of all the significant correlations between the 
reaction time variable and the accuracy rate variable for all of the different 
combinations of groups used in this analysis: 
TABLE 80. Significant Correlations Between RT and AR Variables 
for Subjacency Sentences 
PDGRT-PDGAR 
SUBGPURT-SUBGPUAR 
SUBNPGRT-SUBNPGAR 
SUBNPURT-SUBNPUAR 
SUBRCURT-SUBRCUAR 
SUBWHGRT-SUBWHGAR 
SUBWHURT-SUBWHUAR 
SUBADGRT-SUBADGAR 
SUBADURT-SUBADUAR 
0-2 
-0.461 
3-8 
-0.636 
-0.399 
9-14 
-0.355 
-0.425 
-0.334 
-0.192 
-0.410 
-0.384 
-0.359 
3-14 
-0.311 
-0.397 
-0.454 
-0.247 
-0.233 
-0.381 
-0.398 
0-14 
-0.392 
-0.334 
-0.235 
-0.199 
-0.380 
-0.390 
Native 
0.561B* 
-0.675M* 
*B: B i l i ngua l Nat ive Speakers; M: Monolingual Nat ive Speakers 
Missing c a t e g o r i e s and empty c e l l s i n d i c a t e n o n - s i g n i f i c a n t c o r r e l a t i o n 
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TABLE 81. Significant Correlations Between RT and AR Variables 
for Binding Sentences 
PROSJGRT-PROSJGAR 
ANASJURT-ANASJUAR 
ABALLGRT-ABALLGAR 
ABALLURT-ABALLUAR 
SIMPGRT-SIMPGAR 
INFITGRT-INFITGAR 
rNFITURT-INFITUAR 
NPGRT-NPGAR 
0-2 
-0.400 
-0.438 
-0.329 
0.246 
3-8 
0.381 
-0.318 
-0.423 
9-14 
-0.625 
0.322 
-0.590 
3-14 
-0.617 
-0.343 
0.242 
-0.487 
-0.274 
0-14 
-0.180 
-0.575 
-0.299 
-0.388 
-0.210 
0.200 
-0.270 
Native 
6.6. The Bilingual Advantage 
Cook (1988, 1990) claimed that the consistently longer reaction time needed by non-
native speakers in processing L2 data is evidence of a "cognitive deficit" in performance. 
The implication was that bilingualism leads to slower mental processing. If this were 
the case, one would expect to find different levels of performance not only between 
native and non-native subjects in this study, but also between the bilingual and 
monolingual native speakers. In view of the "cognitive deficit" perspective, the 
monolingual speakers of English should perform faster and at a more accurate rate 
than bilingual speakers of English as a native languages. On the contrary, however, the 
bilingual native speaker group consistently performed at a faster rate than the 
monolingual native speakers (cf. FIGURES 19, 21, and 22) while their accuracy rates 
were indistinguishable (cf. FIGURES 18 and 20). 
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A similar "bilingual cognitive advantage" was noted in the non-native speakers' 
performances. Among the non-native groups whose accuracy rates were comparable to 
the native speakers, the early childhood (3-5) group showed <* more fluent level of 
linguistic processing than the two infant groups. Out of the 40 subjects in the infant and 
marginal infant groups, all 40 of them preferred using English, and 29 of them reported 
their LI as English. On the other hand, it is noteworthy that 15 of 20 subjects in the 
early childhood group reported their LI as Korean. Thus it seems that individuals who 
perceive themselves to be bilinguals are faster in processing language grammaticality 
than monolinguals. The conclusion is consistent with Grosjean's (1989) view that 
"bilinguals are not two monolinguals in one person." Since the level of accuracy rates 
for the monolingual and bilinguals groups were comparable for both the native 
speakers and the non-native speakers (note figures 18 and 20), we can conclude that the 
restructured linguistic system of a bilingual individual does not cause unstable 
linguistic knowledge. Rather, the process of learning two languages and the awareness 
of two linguistic systems seems to result in increased fluency and efficiency. 
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CHAPTER 7 
CONCLUSION , IMPLICATIONS AND FUTURE DIRECTIONS 
7.1. Conclusion: The Sensitive-Period Model of Language Acquisition 
One of the main benefits of using the UG theory in a test of the SPH for language 
acquisition is that, if one finds evidence for the SPH even within the limited scope of 
research employing only one particular principle or parameter of UG, this is a strong 
indication that the SPH and the Universal Grammar theory can be integrated into a 
unified theory for language acquisition that adequately describes and explains the 
processes of language acquisition. 
The discussion in Chapter 6 has brought forth several conclusions concerning the 
relationship between the sensitive period and the availability of UG. The summary of 
that discussion is as follows: 
The Sensitive Period for the Availability of Universal Grammar in SLA 
There is an optimal sensitive period for the availability of Universal 
Grammar in second language acquisition that ends in early childhood 
(around age five). In mid and late childhood, there may exist a residual 
sensitive period. But by the end of late childhood and the onset of 
adolescence (around age twelve to fourteen, possibly coinciding with the 
onset of puberty), the sensitive period ends. 
During the sensitive period, L2 learners are able to benefit from Universal 
Grammar and acquire the second language in a principled manner. Thus L2 acquisition 
is fundamentally similar to LI acquisition during the sensitive period. The effect of the 
availability of UG is the greatest when the principles and parameters of UG are not in 
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conflict for the LI and L2 grammars (as in the Subjacency Principle for Korean and 
English). It is predicted that all grammars that are either mutually exclusive or 
partially intersecting will not result in a serious conflict (Figure 1). However, when 
there is a serious conflict of parameter values of UG in the native language and the 
target second language of a learner (as in the Binding Principle and GCP for Korean and 
English that results in grammars with subset-superset relationships), children may 
have difficulty in acquiring a monolingual level of linguistic knowledge and fluency in 
the subset grammar (the more restrictive grammar). 
UG is unavailable for second-language acquisition after the end of the sensitive 
period. L2 learners may use several learning strategies, among which is transfer of LI 
parameters, in an attempt to guide their L2 learning processes. When the L2 learner is 
faced with a UG principle in L2 that is absent in the LI grammar, then there cannot be a 
transfer of LI parameter. In such circumstances, L2 learners have to depend on general 
learning strategies in their attempt to master the L2 grammar. 
The "Optimal Sensitive Period" ends in early childhood. Thereafter, until the end of 
the sensitive period, a "Residual Sensitive Period" may exist. During the residual 
sensitive period, the maturation effect occurs as follows: 
The Maturation effect on the Availability of Universal Grammar in SLA 
Beginning in early childhood and lasting until the onset of adolescence, there 
is a residual sensitive period during which the maturation effect takes place. 
The maturation effect on Universal Grammar is that UG becomes increasingly 
more unavailable for second-language acquisition as the onset of L2 
acquisition increases. 
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Thus, if L2 acquisition has not begun by the end of early childhood there is very 
little possibility that L2 acquisition will follow a principled path that is similar to LI 
acquisition. Nevertheless, this is not the time to give up. During the residual sensitive 
period, the-earlier-the-better rule is still effective. The unfortunate news may be that 
toward the end of the residual sensitive period, there is a possibility that the L2 learners 
will benefit from neither UG nor LI transfer. At this critical point, L2 acquisition 
occurs in the manner that resembles the accumulation of knowledge or information as 
in studying an academic subject such as history. Although the amount of knowledge 
may increase with the passage of time, the underlying principles that guide the 
grammar may never be fully acquired. 
The remaining question is this: What biological, physiological changes in the brain 
are responsible for the sensitive-period effect and the maturation effect? This question 
was discussed at length in section 2.4. As Greenough et al. (1987) and Jacobs (1988) 
postulate, the biological foundations of the sensitive period may be found in the 
experience-expectant developments of the neural network that are related to language 
acquisition. 
7.2. Implications for Language Acquisition Theories 
In formulating an adequate language acquisition theory for both LI acquisition and 
L2 acquisition, one needs to take into consideration all aspects and all components of 
language use in all of their complexities. The theories that have been advanced so far 
(see, e.g., Chapter 1) lack such comprehensiveness, and the result has been that there is 
persisting argument about which theory is correct and which theory is wrong. One 
should not make the same mistake in interpreting the results of a study such as this. 
The conclusions and discussions given in this study so far can be of considerable help 
in providing insights to the process of language acquisition in the syntactic component 
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of language. However, these conclusions do not say anything about the phonological, 
semantic, lexical, communicative aspects of language use. In these areas, one has to 
extrapolate from the findings of other studies. 
Nevertheless, a few things have become clear from this study that we can use as a 
solid basis to judge the premises of some of the theories that have been advanced so far. 
In the following sections, the predictions and assumptions of the language acquisition 
theories that were discussed in Chapter 1 will be reviewed and comparisons will be 
made with the results found in this study. 
7.2.1. LI Acquisition theories 
The behaviorist approach 
As discussed in section 1.1.1, there should not be a sensitive-period effect for 
language acquisition according to the assumptions of the behaviorist approach since 
they hold tha t language acquisition occurs through cumulative learning and 
conditioning. The results of this study has shown that this cannot be true. In fact, 
almost everything that the behaviorist approach claims about language acquisition 
cannot be true in consideration of the fact that there is a sensitive period for language 
acquisition. Especially for phonology and syntax, children seem to acquire their LI 
according to a specified time-table that is closely linked with physiological 
maturation. For acquisition of sophisticated use of language in terms of semantics and 
communicative strategies, there is very little evidence that there is a sensitive-period 
effect. However, when we consider the consequences of the sensitive-period effect, it 
becomes clear that the acquisition of semantic and communicative aspects of language 
is not possible without the acquisition of phonology and syntax. Therefore, the very 
premise of the behaviorist approach that language is acquired through associations, 
reinforcement, and socialization has to be rejected. 
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The nativist approach 
The nativist approach is by far the most compatible with the results of this study. 
Since the early L2 learners seem to have acquired their L2 in a principled manner 
following the UG, it is quite conclusive that UG exists for first-language acquisition. 
Moreover, the UG seems to be available with an optimal flexibility for language 
acquisition only during the optimal sensitive period. Since it is expected that the 
parameters of UG will be set and the necessary principles activated during the optimal 
sensitive period, the residual sensitive period is when the UG slowly turns into a steady 
state of LI grammar. By the end of the residual sensitive period, the flexibility of UG is 
totally lost. The loss of flexibility in UG is to be desired in LI acquisition since it 
implies that the LI grammar is now stable and fully acquired. If LI acquisition has not 
occurred until the end of the residual sensitive period, UG is no longer available and 
any language acquisition that begins thereafter has to depend on general learning and 
cognitive capacities. 
The cognitive approach 
There is very little doubt that language acquisition parallels cognitive development. 
However, it is also doubtful that language acquisition simply follows from cognitive 
development in the absence of a specific mental facility that is responsible for language 
acquisition. One needs to consider seriously the fact that there are individuals whose 
cognitive capacities are at a minimum, but who possess a high level of linguistic ability. 
On the other hand, I have yet to hear about an individual who has a high level of 
cognitive capacity who does not have the linguistic ability to express himself or herself. 
If one were to extrapolate from such relationships, it may even seem that the 
development of linguistic ability has to precede the development of cognitive capacity, 
not vice versa. It is interesting to note that this kind of relationship has been 
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articulated in the theory of linguistic determinism and relativity (Carroll and 
Casagrande, 1958; Fishman, 1960; Hockett, 1954; Slobin, 1971; Whorf, 1956). 
The connectionist approach 
The most basic premise of the connectionist approach that there is a neural basis 
for language acquisition is undeniably true. However, the psychological hypothesis 
that neural networks for linguistic competence and performance are formed through 
exposure and practice is nothing more than a neo-behaviorist approach. The neural 
aspects of language acquisition need to be investigated on their own terms, i.e., on 
physiological and neurological grounds. Only when this is done will there be a 
meaningful discussion concerning the relationship between neural development and 
language acquisition. 
The functionalist approach 
As discussed before, there is no doubt that language acquisition does depend on the 
existence of linguistic socialization. In the absence of linguistic stimulus and linguistic 
input, language acquisition will not occur. The problem in the functionalist approach 
is encountered when people begin to claim that there is no biological basis for language 
acquisition. No matter what kind of linguistic environment a person is born into, he or 
she successfully gains phonological and syntactic competence in his or her LI. 
However, one does not need to look for long before one finds that there are people 
everywhere that have not mastered the communicative competence that is socially and 
contextually appropriate. Thus it is clear that there are two components to human 
language use: knowledge of language and knowledge of how to use language. The first 
component is biological while the second component is social. 
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7.2.2. L2 acquisition theories 
Contrastive analysis 
The CA perspective predicts that L2 acquisition begins with LI transfer. The results 
of this study have shown that this is certainly true for L2 learners beyond the sensitive 
period. Basically, for adult L2 learners, the principles and parameter settings of LI have 
become stable and UG has lost its flexibility. Thus UG is no longer available to adult L2 
learners. However, adult L2 learners do not seem to be starting from a clean slate when 
learning the L2 since there are definite indications of LI transfer. The transfer effect 
lasts until the L2 learner receives overt instructions and negative evidence that 
contradict the grammar generated by the transfer. Adult L2 acquisition, then, depends 
on several factors, among which are LI transfer, formal instruction, general learning 
strategies characteristic to the individual learner, and other individual characteristics 
that affect all learning procedures. Since an adult who has a fully developed cognitive 
capability is certainly able to pay selective attention to the linguistic aspects that are 
most important to him or her, the results of L2 acquisition by adults cannot be 
predicted on just a few identifiable factors. These conclusions are in agreement with the 
vast literature on SLA and second-language teaching that most language educators are 
familiar with (Brown, 1994a and b; Ellis, 1984, 1985; Richards, ed., 1978). The 
predictions further coincide with the interlanguage and error analysis literature 
(Corder, 1978; Selinker, 1972. 1984, 1992). 
Some of the faulty premises of the CA perspective are noted in the assumptions that 
language acquisition is habit-formation and that all L2 learners transfer the LI 
grammar to the L2. First of all, language acquisition is a biological procedure, and 
second, L2 learners whose onset of L2 acquisition occurs within the sensitive period do 
not have a stable LI grammar (fixed UG) that can be transferred to the L2. 
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Creative construction 
The CC perspective on SLA holds that the manner of language acquisition is via a 
set of innate principles of language learning that guide language learners through 
procedures of hypothesis testing. This view, while not exactly contradicting the UG 
perspective of language acquisition, is not compatible with the assumptions of the 
Principles and Parameters model of language acquisition: The principles that are 
postulated in the CC model are learning principles while the principles of UG are 
linguistic principles. While children are thought to start from a clean slate in the CA 
model, children are believed to be equipped with UG in the Principles and Parameters 
model. The CC view that LI does not play any role in L2 acquisition holds true insofar 
as L2 acquisition begins within the sensitive period, but not beyond the sensitive 
period. 
Principles and Parameters of UG 
The Principles and Parameters model of language acquisition has provided the best 
(i.e., most fully explanatory) model of language acquisition for both the LI and L2. 
Nevertheless, there is rather strong evidence indicating that the Principles and 
Parameters model of UG theory cannot account for the language acquisition process of 
adult L2 learners beyond the sensitive period. In fact, the principles and parameters of 
UG have been found to be flexible enough to aid SLA only during the optimal sensitive 
period that ends in early childhood. During the residual sensitive period, the UG that 
all humans are born with slowly undergoes the processes of activating principles and 
setting parameter which alters the UG into the stable state of LI grammar. As the UG 
changes into an increasingly steady state LI grammar, it becomes increasingly less 
flexible. Nevertheless, until the sensitive period ends, i.e., until the biological clock 
tells the mind that the change of UG to LI grammar is complete, L2 acquisition is guided 
by the available UG. 
194 
7.3. Directions for Future Research 
7.3.1. The SPH for communicative competence 
In spite of the benefits of using the Principles and Parameters model of UG in testing 
the SPH, one must, however, keep in mind the limitations of this method. Because of 
the complexity in generating test sentences within the bounds of the Principles and 
Parameters of Universal Grammar, it is not possible to test the SPH in all aspects of 
Universal Grammar. Hopefully the aggregate of many researches employing this 
method will reveal a clearer picture of the sensitive period in relation to the different 
aspects of Universal Grammar. 
Another limitation of the proposed project was that the theoretical framework 
adopted for the study is a psycholinguistic one. The results obtained from this study 
have provided a reasonably satisfactory explanation regarding the failure of L2 
learners to acquire accurate linguistic structures in the second language as a function of 
maturation. The question that still remains, however, concerns the acquisition of 
appropriate linguistic behavior. That is, how do second-language learners gain 
communicative competence in the L2 in addition to grammatical knowledge? Are 
communicative skills also affected by maturation? 
Since Halliday's (1975) proposal of language acquisition through linguistic 
socialization, several researchers from diverse cultures have investigated the various 
methods of socialization and their interaction with language acquisition (Clancy, 
1986; Heath, 1986 Peters and Boggs, 1986). The results from these studies clearly 
indicate that various cultures interact with infants and children differently, and thus 
produce different effects upon linguistic socialization. The expectations of the adults in 
the society for the child learning the mother-tongue are different from culture to 
culture. Moreover, certain norms of linguistic behavior that are deemed appropriate in 
one culture may not be viewed as such in another culture. 
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A strong implication that emerges from this discussion is that children who are not 
exposed to the appropriate culture of the language at a sensitive period may not be able 
to attain the culture-specific communicative skills that are shared among native 
speakers. In terms of L2 acquisition, Preston (1989) has developed insightful 
perspective on the acquisition of communicative competence in which he incorporates 
individual and interactional factors of language acquisition within socio-cultural 
contexts. It is within this approach to L2 acquisition that one may find explanations to 
variations in a learner's competence of structural rules in L2. 
Another aspect of L2 acquisition that is dealt with within a sociolinguistic 
perspective concerns the variable degrees of success in L2 acquisition by different 
learners (Brown, 1987) for different social contexts. Several researchers have 
concentrated on investigating affective factors such as language ego (Guiora et. al., 
1972), cross-cultural inhibition (Hill, 1970), degree of formality (Dickerson, 1974, 1975) 
and social attitudes (Macnamara, 1975). The results have indicated not only that social 
factors play a significant role in successful L2 acquisition, but also that maturational 
factors may be closely related to sensitivity and receptivity of linguistic socialization. 
The advantages of the sociolinguistic model of L2 acquisition is that it provides us 
with an explanation of how learners gain communicative competence in an L2, and 
that it suggests various socio-cultural factors that interact with the processes of L2 
acquisition. It can be deduced that critical-period effects can arise from children being 
exposed to certain types of linguistic socialization that adults may not have a chance to 
experience, in addition to sensitivity (or lack of it) to linguistic socialization due to 
maturation. The criticisms of these studies have been that they lack a sound theoretical 
model of language acquisition. Perhaps with further developments in sociolinguistic 
models of L2 acquisition (e.g., Preston, 1989), the these questions may be addressed in 
future research. 
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In summary, there should be more future studies of the SPH that look at several 
different aspects of language components. So far the bulk of research on SPH has 
concentrated on the acquisition of phonology and grammar. These areas still need to be 
developed, but other areas need to be developed, too. Especially in the area of change in 
and attainment of appropriate linguistic behavior, there are very few researchers who 
are investigating the sensitive-period effect (Minoura, 1992 is an excellent exception in 
this regard). 
7.3.2. The less-is-more hypothesis 
Finally, another interesting notion that one might look into in future studies of the 
SPH is that of the less-is-more hypothesis. Turkewitz and Kenny (1982) showed that the 
development of various sensory systems in animals tends to occur in sequence when 
there is limited input to the system. Likewise, Newport (1991: 125) notes that children 
begin to show signs of language use with only a restricted range of language that is 
available from the input while adults understand and produce more complex sentences 
from the initial stages of language learning. Perhaps the reason that children are more 
successful at achieving superior ultimate proficiency lies with the fact that children are 
at first only able to extract limited portions of the speech around them. This enables 
them to focus their attention on analyzable sizes of language input. As children grow 
older and their linguistic abilities increase, the amount of linguistic material to be 
analyzed increases accordingly. In the case of the adult language learner, large amounts 
of linguistic information are conveyed to the learner from the beginning and therefore 
there is not enough time to attend to each detail of the language. In this process, crucial 
information may be discarded or forgotten, thereby hindering successful language 
acquisition. This is a hypothesis that might be tested fruitfully in future research. 
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APPENDICES 
A. COMPUTER PROGRAM CODE IN TURBO PASCAL FOR THE MACINTOSH 
program Experiment; 
{Reaction Time for the Macintosh — Turbo Pascal version) 
{C. C. Cheng March 1993} 
uses Memtypes,QuickDraw,OSIntf,Toollntf, compat; 
const 
headerLen=7; 
itemIdLen=4; 
ansColm=6; 
totaln=240; {may vary according to number of items in the test} 
var 
inf, outf, practfile: text; 
sentence: string[255]; 
SubjIDnum: string[3]; 
lapsetime: real; 
oldticks, newticks: longint; 
itemID: string[4]; 
answerKey: char; 
answerValue: char; 
correctanswer: char; 
sentItern: array[1..totaln] of stringflOO]; 
testltem: string[100]; 
num: array[1..totaln] of integer; 
n, item: integer; 
procedure openfiles; 
begin 
clearscreen; 
gotoxy(l,10); 
writeln('Please enter your ID-number and press the return key'); 
readln(SubjIDnum); 
reset(inf, 'Zhe sentences'); (may use any different file name} 
rewrite(outf,'result'+SubjIDnum); 
reset(practfile, 'Zhe sent.prac'); {may use any different file name 
end; 
procedure closefiles; 
begin 
close(inf); 
close(outf); 
close(practfile); 
clearscreen; 
gotoxy(10,10); 
writeln('This is the end of the experiment.'); 
gotoxy(10,14); 
writeln('Thank you for participating in this experiment.'); 
{repeat 
until (tickCount-newticks) > 120; } 
readln; 
end; 
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procedure practice; 
var 
i, j: integer; 
practltem: string[255]; 
begin 
for i:=l to 9 do 
begin 
clearscreen; 
readln(practfile, practltem); 
gotoxy(l,10); 
writeln(practltem); 
answerkey:= readChar; 
for j:=1 to 9 do 
begin 
readln(practfile, practltem); 
writeln(practltem); 
end; 
answerkey:=readChar ; 
end; 
end; 
procedure instruction; 
begin 
clearscreen; 
gotoxy(l,10); 
writeln('In this experiment, you are asked to respond to 
180 sentences as either'); 
writeln; 
writeln('grammatical by pressing the green G-key, or as'); 
writeln; 
writeln('ungrammatical by pressing the red U-key.'); 
writeln; 
writeln('Please place your second and third fingers on 
the green G and red U keys.'); 
writeln; 
writeln('Please work as accurately and as quickly as possible.'); 
writeln; 
writeln('Please press the space bar to 
look at some practice sentences.'); 
answerkey:=readChar; 
end; 
procedure randomizeSentences; 
var 
r, i: integer; 
alreadythere: array [1..totaln] of boolean; 
begin 
for i:=l to totaln do alreadythere[i]:=false; 
randomize; 
n:=0; 
repeat 
r:=random(totaln)+1; 
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if alreadythere[r]=false then 
begin 
n:=n+l; 
num[n]:=r; 
alreadythere[r]:=true; 
end; 
until n=totaln; 
for i:=l to totaln do 
begin 
readln(inf, sentltem[num[i]]); 
end; 
end; 
begin 
oyenfiles; 
instruction-
practice; 
randomizeSentences; 
for item:=l to totaln do 
begin {item} 
clearscreen; 
oldticks:=TickCount; 
repeat until (TickCount-oldticks)>60; 
testltern:=sentItern[item]; 
itemid:=copy(testitem, 1, itemldLen); 
correctAnswer:=testltem[anscolm]; 
sentence:=copy(testitem, headerLen+1, length(testltem)-headerLen) , 
gotoxyd, 10) ; 
writeln(sentence); 
oldticks:=TickCount; 
answerKey:=readChar; 
newticks:=TickCount; 
lapsetime: = (newticks-oldticks)/60 ; 
if lapsetime>99.00 then lapsetime:=99.00; 
if correctAnswer=answerkey then answerValue:='1' 
else answerValue:='0'; 
writelntoutf, SubjIDnum:3, ' ', itemID:4, ' ', correctAnswer, ' 
answerkey, ' ', answerValue, ' ', lapsetime:5:2); 
end; {item} 
closefiles; 
Halt; 
end. 
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B. EXPERIMENT DESCRIPTION AND WRITTEN INSTRUCTIONS 
Psycholinguistic Experiment Participation 
The objective for the experiment is to collect data for a research on the critical period 
hypothesis for language acquisition. 
-Most psycholinguistic research depend on human subject research. According to the 
regulations of the University of Illinois, all researchers conducting human 
subject research must ask for consent from their subjects concerning the use of 
information gathered through the subjects' participation in the experiments. 
-The results from psycholinguistic experiments are used to make informed judgments 
on a variety of psycholinguistic issues. However, the experimenter needs to make 
sure that the data collected from the experiment are not biased in any way due to 
conditions that are not controlled by the experimenter. Thus a background 
questionnaire is often used to gather relevant information concerning the subject 
in order to control independent factors in the experiment. 
Please sign the enclosed consent form, read the instructions carefully, and complete the 
background questionnaire; then let the experimenter know, and she will start the 
experiment for you. 
Experimenter: Rosa Shim, Ph.D. Candidate, Department of Linguistics, University of 
Illinois at Urbana-Champaign 
Thank vou very much for participating in this experiment. 
The experiment that you are about to participate in is a reaction time experiment that 
measures the speed and accuracy of your judgments on the grammaticality of English 
sentences.* The information gathered through this experiment will be used to test the 
critical period hypothesis for second language acquisition. 
None of the participants in the experiment will be named in person, in either informal 
or formal reports on the experiment. 
Please read the following statement and sign your name below in the space provided: 
•Italicized portions were omitted for MN-NRT (non-reaction-time) group 
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CONSENT FORM 
I have read the above information concerning the psycholinguistic experiment 
conducted by Rosa Shim and give her permission to use the data collected by my 
participation in the experiment. 
I am participating in this experiment voluntarily. 
I understand that I may withdraw my consent at any point in the future. 
Sign here>>>>: 
Name (pr in t ) : 
Social Secur i ty Number: 
D a t e : 
Please read the following instructions carefully: 
1. Please keep absolutely quiet during the experiment. If you have any questions, 
please raise your hand and make eye contact with the experimenter. 
2. Use only your right hand in the experiment. 
3. When the experiment begins, you will be asked to type in your ID number. Please 
type in the last three digits of your social security number. For example, if your 
SS# is 336-78-3266, type 266 and press the return key. 
4. All the instructions will be given to you on the screen. Please follow them 
carefully. 
5. It is very important that you work as accurately and as quickly as possible.* 
6. Once you have given a response to a sentence, the sentence will disappear from the 
screen. DO NOT attempt to correct your response even if you feel you have pressed 
the wrong button. Forget about it, and wait for the next sentence. The computer 
will confuse your attempt to correct as your response to the next sentence. 
Therefore, give only one response per sentence. 
•Italicized portions were omitted for MN-NRT (non-reaction-time) group 
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C. LANGUAGE BACKGROUND QUESTIONNAIRES 
I. For Native Speakers 
Thank you very much for participating in this experiment. 
This is a language background questionnaire that asks you questions concerning your 
experience with learning English. I deeply appreciate your cooperation in filling out the 
questionnaire as accurately as possible. The information gathered through this survey 
will be critical to the analysis of the data that I obtain from this experiment. Again, I 
thank you very much. 
1. Are you right handed? Yes No 
Which hand do you use for writing? right; left; both 
Which hand do you use for eating? right; left; both 
2. Were you born in the United States? Yes No 
If not, how old were you when you came to the United States? 
(e.g., 3yrs , 3 months) 
3. In which part of the United States were you raised? 
4. Do both your parents speak English as the native language? Yes No 
If not, please describe: 
5. What is your native language? 
6. Do you speak a second language other than your native language? 
If you do, what is it? 
How well do you speak your second language? (circle one) 
beginner intermediate advanced very fluent 
7. Have you ever had the opportunity to live in a country in which your second language 
is spoken as the native language? Yes No 
If yes, where and how long was your stay, and how old were you? 
Length: From To 
Place: City Count ry 
When I was age to age 
8. How old are you now? 
9. What is your major? 
10. Have you taken any courses on English grammar? 
If you have, what was it (were they) ? 
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II. For Korean-English Bilinguals 
Thank vou very much for participating in this experiment. 
This is a language background questionnaire that asks you questions concerning your 
experience with both Korean and English. I deeply appreciate your cooperation in 
filling out the questionnaire as accurately as possible. The information gathered 
through this survey will be critical to the analysis of the data that I obtain from this 
experiment. Again, I thank you very much. 
** Are you right handed? (please circle) Yes No 
-Which hand do you use for writing? right left both 
-Which hand do you use for eating? right left both 
1. What is your parents' native language? (please circle) 
(a) Both parents speak Korean as the native language 
(b) Only one parent speaks Korean as the native language (check one): 
Father Mother 
What is the native language of the other parent? 
(c) Neither parents speak Korean as the native language 
2. What is your native language? 
3. What language do your parents use when talking to each other? 
4. How much Korean does your father use when talking to you? 
100 % Korean 
75 % Korean 
50 % Korean 
25 % Korean 
0 % Korean 
4. How much Korean does your mother use when talking to you? 
100 % Korean 
75 % Korean 
50 % Korean 
25 % Korean 
0 % Korean 
5. What is your date of birth? 
6. How old are you now? (e.g., 19 years 2 months) 
(subtract year and month of birth from month and year of today) 
7. When did you come to the United States? 
(Please give the year and the month to the best of your knowledge) 
8. Were you bom in the United States? Yes No 
9. If you were not born in the United States, how old were you when you came to the 
United States? 
(in years and months) 
10. How many older brothers and sisters do you have? 
When were your older brothers and sisters born? (Years of birth) 
11. How much Korean do you use when talking to your brothers and sisters? 
100 % Korean 
75 % Korean 
50 % Korean 
25 % Korean 
0 % Korean 
12. Who did you live with before you came to the U of I? 
(a) Both parents 
(b) Mother only 
(c) Father only 
(d) Other 
If o the r , specify 
13. Who took care of you when you were a baby until you went to school? 
14. Did anyone speak to you in English regularly while you were a baby? . 
-If so, who was it? in what contexts? 
15. How much Korean do you use when talking to your parents? 
100 % Korean 
75 % Korean 
50 % Korean 
25 % Korean 
0 % Korean 
16. Which language are you more proficient in, Korean or English? 
17. Which language are you more comfortable with, Korean or English? 
18. How much Korean do you use when you are with your Korean friends? 
100 % Korean 
75 % Korean 
50 % Korean 
25 % Korean 
0 % Korean 
19. What is your legal status in the United States ? (circle one) 
(a) American citizen (U.S. passport) 
(b) Permanent resident (Korean passport, with green card) 
(c) Foreign student (Korean passport, with visa) 
20. What is your gender? Male Female 
21 . What is your ultimate goal in learning English? (please circle a number from below 
where 0 indicates beginner level and 10 indicates the level of a college educated 
native speaker) 
listening 
0 1 
speaking 
0 1 
reading 
0 1 
writing 
0 1 8 
10 
10 
10 
10 
22. What do you think is your current level of English proficiency? 
2 3 4 5 6 7 8 9 10 
2 3 4 5 6 7 8 9 10 
2 3 4 5 6 7 8 9 10 
2 3 4 5 6 7 8 9 10 
listening 
0 1 
speaking 
0 1 
reading 
0 1 
writing 
0 1 
23. What type of writing classes did you take at the U of I? 
ESL113 ESL114 ESL115 Rhetoric 105 
Other (please describe) 
D. TEST SENTENCES FOR THE SUBJACENCY PRINCIPLE 
(normal transitivity) 
l a 
3a 
5a 
7a 
9a 
11a 
13a 
15a 
17a 
19a 
John found it. 
Bill bought it. 
Mary stole it. 
Peter received it. 
Susan broke it. 
Peter missed her. 
Mike likes her. 
Elizabeth made it. 
Linda hated him. 
Mary polished them. 
(test of pro-drop parameter) 
lb. 
3b 
5b 
7b 
9b 
l i b 
13b 
15b 
17b 
19b 
*John found. 
•Bill bought. 
*Mary stole. 
•Peter received. 
•Susan broke. 
•Peter missed. 
•Mike likes. 
•Elizabeth made. 
•Linda hated. 
•Mary polished. 
(noun complement structures) 
lc. John was surprised to hear the news that Bill found a watch. 
3c Bill announced the news that John bought a car. 
5c Bill heard the news that Mary stole a scarf. 
7c Mary knew the fact that Peter received the prize. 
9c Mary was upset about the fact that Susan broke the vase. 
1 lc Mary was sad to hear the news that Peter missed his wife. 
13c Howard heard the claim that Mike likes Emma. 
15c John knew the fact that Elizabeth made her own wedding gown. 
17c Bill knew the fact that Linda hated her mother. 
19c Peter knew the fact that May polished her shoes. 
Id. *What was John surprised to hear the news that Bill found? 
3d *What did Bill announce the news that John bought? 
5d *What did Bill hear the news that Mary stole? 
7d *What did Mary know the fact that Peter received? 
9d *What was Mary upset about the fact that Susan broke? 
1 Id *Who was Mary sad to hear the news that Peter missed? 
13d *Who did Howard hear the claim that Mike likes? 
15d *What did John know the fact that Elizabeth made? 
17d *Who did Bill know the fact that Linda hated? 
19d *What did Peter know the fact that Mary polished? 
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(test of null traces in normal movements of wh-question forms) 
le. 
3e 
5e 
7e 
9e 
l i e 
13e 
15e 
17e 
19e 
•What did John find it? 
•What did Bill buy it? 
•What did Mary steal it? 
•What did Peter receive it. 
•What did Susan break it. 
•Who did Peter miss her? 
•Who does Mike like her? 
•What did Elizabeth make it? 
•Who did Linda hate him? 
•What did Mary polish them? 
(test of normal movement) 
If. What did John say that Bill found? 
3f What did Bill announce that John bought? 
5f What did Bill hear that Mary stole? 
7f What did Mary know that Peter received? 
9f What was Mary upset that Susan broke? 
1 If Who was Mary sad to hear that Peter missed? 
13f Who did Howard hear that Mike likes? 
15f What did John know that Elizabeth made? 
17f Who did Bill know that Linda hated? 
19f What did Peter know that Mary polished? 
(relative clause structures) 
lg. The boy who found the watch was given a reward. 
3g The person who bought a car is happy. 
5g The person who stole the scarf was punished. 
7g The man who received the prize is proud. 
9g The girl who broke the vase is unhappy. 
1 lg The man who missed his wife should be cheered up. 
13g The man who likes Emma must be out of his mind. 
15g The woman who made the dress is gifted. 
17g The woman who hated her mother was very unhappy. 
19g The woman who polished her shoes is very tidy. 
lh. *What was the boy who found given a reward? 
3h *What is the person who bought happy? 
5h *What was the person who stole punished? 
7h *What is the man who received proud? 
9h *What is the girl who broke unhappy? 
1 lh •Who should the man who missed be cheered up? 
13h *Who must the man who likes be out of his mind? 
15h *What is the woman who made gifted? 
17h *Who was the woman who hated very unhappy? 
19h *What is the woman who polished very tidy? 
(wh-island structures) 
l i . Mary asked John how Bill found the watch. 
31 Susan wants to know where Bill bought the car. 
5i John knew why Mary stole the scarf. 
71 Bill knew exactly why Peter received the prize. 
9i Mary asked John when Susan broke the vase. 
1 li Mary wanted to hear how Peter missed his wife. 
131 Susan wants to know why Mike likes Emma. 
15i Many people wish to know how Elizabeth made the dress. 
171 Bill was curious to know why Linda hated her mother. 
191 John asked Mary how she polished her shoes. 
l j . *What did Mary ask John how Bill found? 
3j *What does Susan want to know where Bill bought? 
5j *What did John know why Mary stole? 
7j *What did Bill know exactly why Peter received? 
9j "What did Mary ask John when Susan broke? 
1 lj *Who did Mary want to hear how Peter missed? 
13j *Who does Susan want to know why Mike likes? 
15j *What do many people wish to know how Elizabeth made? 
17j *Who was Bill curious to know why Linda hated? 
19j *What did John ask Mary how she polished? 
(adjunct clause-parasitic gap structures) 
Ik. What did John burn without opening? 
3k What did Bill file after finding? 
5k What did Mary steal without wanting? 
7k What did Peter receive without deserving? 
9 k What did Bill eat after making? 
I l k Who did John live with before marrying? 
13k Who does Mike like without knowing? 
15k What did Susan reject upon reading? 
17k What did Bill sign before reading? 
19k Who did John know from a picture without meeting? 
11. *What did John burn the letter without opening? 
31 *What did Bill file a document after finding? 
51 *What did Mary steal a scarf without wanting? 
71 *What did Peter receive a prize without deserving? 
91 *What did Bill eat a steak after making? 
111 *Who did John live with a woman before marrying? 
131 *Who does Mike like a woman without knowing? 
151 •What did Susan reject a proposal upon reading? 
171 *What did Bill sign a contract before reading? 
191 *Who did John know a child from a picture without meeting? 
E. TEST SENTENCES FOR THE GOVERNING CATEGORY PARAMETER 
(simple sentences) 
2 a When Bill came, Peter criticized himself, (himself = Peter) 
4a. When Peter is nearby, Bill always praises himself, (himself = Bill) 
6a When Larry was gone, Mike kicked himself, (himself = Mike) 
8 a When Mike works hard, Larry is happy with himself, (himself = Larry) 
10a. Whenever Susan is home, Mary hurts herself, (herself = Mary) 
2f. *When Bill came, Peter criticized himself, (himself = Bill) 
4f. *When Peter is nearby. Bill always praises himself, (himself = Peter) 
6f. *When Larry was gone, Mike kicked himself, (himself = Larry) 
8f. *When Mike works hard, Larry is happy with himself, (himself = Mike) 
lOf. •Whenever Susan is home, Mary hurts herself, (herself = Susan) 
(tensed sentences) 
2b. Bill said that Peter criticized himself, (himself = Peter) 
4b. Peter said that Bill praised himself, (himself = Bill) 
6b. Larry said that Mike kicked himself, (himself = Mike) 
8b. Mike said that Larry is happy with himself, (himself = Larry) 
10b. Susan said that Mary hurts herself, (herself = Mary) 
2g. •Bill said that Peter criticized himself, (himself = Bill) 
4g. 'Peter said that Bill praised himself, (himself = Peter) 
6g. •Larry said that Mike kicked himself, (himself = Larry) 
8g. *Mike said that Larry is happy with himself, (himself = Mike) 
lOg. •Susan said that Mary hurts herself, (herself = Susan) 
(infinitival sentences) 
2c. Bill told Peter to criticize himself, (himself = Peter) 
4c. Peter told Bill to praise himself, (himself = Bill) 
6c. Larry told Mike to kick himself, (himself = Mike) 
8c. Mike told Larry to be happy with himself, (himself = Larry) 
10c. Susan told Mary to hurt herself, (herself = Mary) 
2h. *Bill told Peter to criticize himself, (himself = Bill) 
4h. *Peter told Bill to praise himself, (himself = Peter) 
6h. *Larry told Mike to kick himself, (himself = Larry) 
8h. *Mike told Larry to be happy with himself, (himself = Mike) 
lOh. 'Susan told Mary to hurt herself, (herself = Susan) 
(NP sentences) 
2d. Bill reported Peter's criticisms of himself, (himself = Peter) 
4d. Peter reported Bill's praises of himself, (himself = Bill) 
6d. Larry reported Mike's kicking of himself, (himself = Mike) 
8d. Mike reported Larry's being happy with himself, (himself = Larry) 
lOd. Susan reported Mary's hurting of herself, (herself = Mary) 
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2i. 'Bill reported Peter's criticisms of himself, (himself = Bill) 
4i. *Peter reported Bill's praises of himself, (himself = Peter) 
6i. •Larry reported Mike's kicking of himself, (himself = Larry) 
8i. *Mike reported Larry's being happy with himself, (himself = Mike) 
lOi. •Susan reported Mary's hurting of herself, (herself = Susan) 
(supplementary sentences) 
2e. Bill rsaw Peter criticize himself, (himself = Peter) 
4e. Peter saw Bill praise himself, (himself = Bill) 
6e. Larry saw Mike kick himself, (himself = Mike) 
Be. Mike saw Larry being happy with himself, (himself = Larry) 
lOe. Susan saw Mary hurt herself, (herself = Mary) 
2j. *Bill saw Peter criticize himself, (himself = Bill) 
4j. *Peter saw Bill praise himself, (himself = Peter) 
6j. *Larry saw Mike kick himself, (himself = Larry) 
8j. •Mike saw Larry being happy with himself, (himself = Mike) 
lOj. •Susan saw Mary hurt herself, (herself = Susan) 
(pronoun subjects) 
2k. He came running to the door. 
4k. He went away without saying good-bye. 
6k. He is sleeping like a baby. 
8k. He is as handsome as Richard Gere. 
10k. She was no longer a student. 
(anaphor subjects) 
21. •Himself came running to the door. 
41. •Himself went away without saying good-bye. 
61. 'Himself is sleeping like a baby. 
81. 'Himself is as handsome as Richard Gere. 
101. •Herself was no longer a student. 
F. PRACTICE TEST SENTENCES 
2 la. Did anyone see Mary in class today? 
21b. 'Why Mary was absent from school today? (subject-aux inversion) 
21c. Mary gave John a birthday present. 
2 Id. 'Bill from John bought a car. (word order) 
21e. A whale likes pink elephants dancing over his roof, (strange but O.K.) 
2 If. ' John does not think that he clever, (missing verb) 
21g. John said that Bill criticized him. (him = John) 
21h. *John said that Bill criticized him. (him = Bill) 
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G. DEMOGRAPHIC AND DESCRIPTIVE STATISTICS 
Group 
00-2 
N=20 
Marginal 
N=20 
G3-5 
N=20 
G3-5: 
G6-8 
N=20 
G6-8: 
mean 
sd 
range 
max 
min 
mean 
sd 
range 
max 
min 
mean 
sd 
range 
max 
min 
one outlier: 
mean 
sd 
range 
max 
min 
four o u t l i e r s : 
Ago 
19.51 
0.86 
3.00 
21.50 
18.50 
20.20 
1.07 
3.75 
21.75 
18.00 
21.03 
0.78 
2.95 
22.20 
19.25 
A r r S t a y S e x !JL 
0 .01 
0.06 
0.25 
0.25 
0.00 
1.07 
1.09 
3.00 
3.00 
0.00 
4 .71 
0 .71 
2.42 
5.92 
3.50 
19.50 
0.87 
3.00 
21.50 
18.50 
19.13 
1.08 
5.00 
21.00 
16.00 
16.32 
1.04 
4.17 
18.42 
14.25 
F=9 
M=ll 
F=8 
M=12 
F = l l 
M=9 
e=18 
k=2 
e = l l 
k=9 
e=5 
k=15 
F r e f M o t i v S e l f - E v a l 
e=20 
e=20 
e=20 
59.18sec with category mean of 6.53sec 
22.16 
1.68 
5.25 
24.92 
19.67 
7.00 
0.81 
2.33 
8.33 
6.00 
15.16 
1.74 
5.83 
18.50 
12.67 
F=6 
M=14 
e=l 
k=19 
e=20 
58.53sec with category mean of 6.45sec; 
54.40sec with category mean of 10.56sec; 
99.00sec with category mean of 7.42 sec; 
51.60sec with category mean of 3.12sec. 
10.00 
0.00 
0.00 
10.00 
10.00 
9.93 
0.20 
0.75 
10.00 
9.25 
9.84 
0.50 
1.75 
10.00 
8.25 
9.61 
1.16 
5.00 
10.00 
5.00 
8.92 
1.21 
4.38 
10.00 
5.63 
8.76 
1.55 
4.50 
10.00 
5.50 
8.84 
1.55 
5.50 
10.00 
4.50 
8.55 
1.44 
6.50 
10.00 
3.50 
G9-11 
N=20 
G12-14 
N=20 
BN-RT 
N=15 
MN-RT 
N=15 
MN-NRT 
N=15 
mean 
sd 
range 
max 
min 
mean 
sd 
range 
max 
min 
mean 
sd 
range 
max 
min 
mean 
sd 
range 
max 
min 
mean 
sd 
range 
max 
min 
23.14 
1.94 
6.92 
25.92 
19.00 
22.91 
1.63 
5.75 
26.00 
20.25 
20.00 
2.45 
10.00 
28.00 
18.00 
20.33 
1.35 
4.00 
22.00 
18.00 
19.47 
0.99 
4.00 
22.00 
18.00 
10 
1. 
2, 
11, 
9 
13. 
0. 
2. 
14. 
12 
.07 
.01 
.75 
.75 
.00 
.68 
.99 
.75 
.75 
.00 
13. 
2. 
9, 
16, 
7 
9. 
1, 
5, 
11, 
6. 
.07 
.36 
.67 
.92 
.25 
.21 
.56 
.67 
.67 
.00 
F=ll 
M=9 
F=12 
M=8 
F=8 
M=7 
F=9 
M=6 
F=9 
M=6 
k=20 
k=20 
SL 
e=14 
k=3 
d=3 
e=l 
k=12 
d=7 
1-Hebrew 
3-German 
5-French 
6-Spanish 
9.95 
0.22 
1.00 
10.00 
9.00 
9.46 
0.72 
2.50 
10.00 
7.50 
7.92 
1.47 
5.00 
10.00 
5.00 
7.07 
1.66 
6.50 
9.00 
2.50 
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GO-2 
mean 
sd 
range 
max 
min 
m a r g i n a l 
mean 
sd 
range 
max 
min 
G 3 - 5 
mean 
sd 
range 
max 
min 
G 6 - 8 
mean 
sd 
range 
max 
min 
G 9 - 1 1 
mean 
sd 
range 
max 
min 
G 1 2 - 1 4 
mean 
sd 
range 
max 
min 
BN-RT 
mean 
sd 
range 
max 
min 
MN-RT 
mean 
sd 
range 
max 
min 
MN-NRT 
mean 
sd 
range 
max 
min 
P D -
GRT 
k=10 
1.39 
0.44 
1.77 
2.54 
0.77 
1.46 
0.49 
1.69 
2 .56 
0.87 
1.22 
0.27 
0.94 
1.76 
0.82 
1.41 
0.33 
1.18 
2.19 
1.01 
1.64 
0.58 
1.85 
2.88 
1.03 
1.99 
0.75 
2.60 
3.70 
1.10 
1.30 
0.23 
0 .81 
1.73 
0.92 
1.42 
0.46 
1.42 
2.37 
0.96 
1.34 
0.29 
1.18 
2.08 
0.90 
P D -
URT 
k=10 
2.20 
0.98 
3.85 
4.84 
0.99 
2.20 
1.40 
4.36 
5.05 
0.70 
2 .04 
0.95 
3.26 
4 .10 
0.85 
2.82 
3 .85 
17.79 
18.78 
0.99 
2.64 
1.88 
6.93 
8.11 
1.18 
2.66 
1.40 
4 .60 
5.44 
0.84 
2.43 
1.13 
4.47 
5.67 
1.20 
2 .15 
0.77 
2.96 
4.17 
1.22 
2.20 
0.93 
3.06 
4 .13 
1.07 
SUB-
GRT 
k=10 
5.12 
2.14 
7.97 
10.03 
2.06 
4.75 
1.67 
6.34 
8.98 
2.64 
4.72 
2.30 
7.99 
9.98 
1.99 
5.25 
2.04 
7.02 
9.85 
2.83 
6.27 
3.28 
12.49 
14.75 
2.27 
6 .61 
2.39 
8.66 
11.06 
2.40 
4.98 
1.55 
5.30 
7.72 
2.42 
4.48 
1.39 
5.44 
8.00 
2.56 
4.24 
1.28 
4.27 
7.10 
2.83 
include 
outlier 
WHQ- SUBGP i n c l u d e SUBGP- i n c l u d e 
URT -GRT o u t l i e r URT o u t l i e r 
k=10 k=40 k=40 
5 .51 
2.49 
8.83 
11.66 
2.83 
2.39 
0.59 
2.26 
3 .91 
1.65 
2.43 
0.77 
3.04 
4 .49 
1.45 
2.59 
1.14 
5.32 
6.90 
1.58 
2 .811 
0.87 
3.37 
5.10 
1.73 
3.30 
1.77 
6.49 
8.33 
1.84 
3.85 
1.57 
6.57 
8.17 
1.59 
2 .21 
0.48 
1.49 
3.00 
1.51 
2.52 
0.49 
1.69 
3.70 
2 .01 
2.29 
0.75 
3.18 
4.49 
1.32 
3.55 
0.85 
3.15 
5.33 
2.19 
3.78 
1.26 
5.19 
7 .65 
2.45 
3.34 
0.87 
3.39 
5.40 
2 .01 
4.19 
1.50 
5.85 
8.26 
2 .41 
4.54 
1.64 
5.39 
7 .91 
2.53 
5.34 
1.31 
4.66 
7.47 
2 .81 
3.35 
0.60 
2.45 
4 .41 
1.96 
3.69 
0.95 
3.40 
5.87 
2.48 
3.53 
0.90 
3.09 
5.05 
1.97 
4 .25 
1.64 
6.15 
8.56 
2 .41 
4.40 
1.41 
6.95 
8.75 
1.80 
4.54 
1.48 
5 .01 
7.62 
2 .61 
4.46 4.53 
1.55 1.66 
6 .11 6 .11 
8.22 8.22 
2.12 2.12 
5.04 
1.75 
5.72 
8.54 
2.82 
5.83 
2.92 
10.39 
13 .11 
2.72 
7.14 
2.46 
8.98 
12.10 
3.12 
4.17 
0.87 
3 .81 
6.02 
2.22 
4.40 
0.99 
3.70 
6.76 
3.06 
4.24 
1.08 
4.47 
7.30 
2.83 
247 
G P - C a t 
GO-2 
N=20 
M a r g i n a l 
N=20 
G 3 - 5 
N=20 
G 6 - 8 
N=20 
G 9 - 1 1 
N=20 
G 1 2 - 1 4 
N=20 
BN-RT 
N=15 
MN-RT 
N=15 
MN-NRT 
N=15 
mean 
sd 
r ange 
max 
min 
mean 
sd 
r ange 
max 
min 
mean 
sd 
r ange 
max 
min 
mean 
sd 
r ange 
max 
min 
mean 
sd 
r ange 
max 
min 
mean 
sd 
range 
max 
min 
mean 
sd 
range 
max 
rain 
mean 
sd 
r ange 
max 
min 
mean 
sd 
r ange 
max 
min 
SUBNP 
-GRT 
k=10 
3.58 
0.86 
3.85 
6.11 
2.27 
3.84 
1.05 
3.35 
5.77 
2.42 
3.49 
1.08 
3.48 
5.50 
2.02 
4.07 
2.00 
9.34 
11.53 
2.19 
4 .63 
1.82 
5.59 
8.40 
2 .81 
5.23 
1.45 
5.46 
8.14 
2.69 
3.78 
0.88 
3.43 
5.44 
2 .01 
3.93 
1.02 
4.07 
6 .61 
2.54 
3.87 
1.42 
5.55 
7.53 
1.99 
SUBNP-
URT 
k=10 
4.59 
2 .01 
9.68 
11.60 
1.92 
4.63 
1.88 
7.16 
9.62 
2.46 
4 .74 
2.15 
8.25 
10.13 
1.88 
5.45 
2.30 
9.04 
12.04 
3.00 
5.65 
2.55 
8.11 
10.28 
2.17 
6.86 
3.04 
11.48 
14.14 
2.67 
4 .38 
1.27 
4.40 
6.48 
2.08 
4.37 
0.94 
3.43 
6.64 
3.22 
4.29 
1.02 
3.25 
6.14 
2.89 
SUBRC 
-GRT 
k=10 
3.23 
0.82 
2 .81 
4.64 
1.83 
3.30 
1.16 
3.70 
5.54 
1.84 
2.92 
1.02 
3.99 
5.73 
1.74 
3 .81 
1.28 
5.47 
7.60 
2.12 
4.04 
1.26 
4.15 
6.24 
2.10 
5.23 
1.69 
5.78 
8.01 
2.23 
2.87 
0.57 
2.09 
4 . 0 1 
1.93 
3.05 
0.69 
2.73 
4 .58 
1.85 
2 .91 
0.66 
2.39 
3.87 
1.48 
SUBRC 
-URT 
k=10 
3.71 
1.01 
4.96 
6.63 
1.68 
4.54 
1.87 
6.93 
9.33 
2 .41 
4.00 
1.15 
4.83 
6.67 
1.83 
4.28 
1.21 
4.47 
7.14 
2.66 
5.35 
2.94 
10.60 
12.71 
2 .11 
6.64 
2.34 
7.75 
9.93 
2.18 
3.90 
1.43 
6.13 
8.65 
2 .51 
4.16 
0.96 
3.99 
6.92 
2.93 
4.04 
1.38 
5.79 
8.51 
2.72 
SUBWH 
-GRT 
k=10 
3.63 
1.28 
4.43 
6.63 
2 .21 
3.63 
1.09 
3.75 
5.96 
2 .21 
3.47 
0.95 
3.60 
5.70 
2.09 
4 .25 
2 .05 
8.11 
10.56 
2 .45 
4.29 
1.36 
4 .71 
7.19 
2.49 
5.49 
1.65 
5.88 
9.16 
3.28 
3.25 
0.79 
3.18 
4 .20 
1.62 
3.77 
0.93 
3.89 
6.36 
2.47 
3.39 
0.97 
3 .41 
5.63 
2.22 
i n c l u d e 
o u t l i e r 
4. 
2 
12 
14 
2 
.47 
.84 
.50 
.94 
.45 
SUBWH-
URT 
k=10 
4.87 
1.67 
6.92 
9.02 
2.10 
4.46 
1.54 
4.89 
7 .41 
2.52 
4 .83 
2.00 
7.84 
10.33 
2.49 
5.33 
2.33 
7.93 
10.76 
2.82 
6.77 
3 .81 
13.74 
16.84 
3.10 
8.21 
3.29 
12.38 
15.68 
3.30 
4.37 
1.03 
4 .21 
6.25 
2.05 
4.60 
1.44 
5.80 
8.74 
2.94 
4.62 
1.37 
4 .71 
7.47 
2.77 
i n c l u d e 
o u t l i e r 
5.09 
2 .51 
9 .31 
11.80 
2.49 
248 
G P - C a t 
GO-2 
N=20 
M a r g i n a l 
N=20 
G 3 - 5 
N=20 
G 6 - 8 
N=20 
G 9 - 1 1 
N=20 
G 1 2 - 1 4 
N=20 
BN-RT 
N=15 
MN-RT 
N=15 
MN-NRT 
N=15 
mean 
s d 
range 
max 
min 
mean 
s d 
range 
max 
min 
mean 
s d 
range 
max 
min 
mean 
s d 
range 
max 
min 
mean 
s d 
range 
max 
min 
mean 
s d 
range 
max 
min 
mean 
s d 
range 
max 
min 
mean 
s d 
range 
max 
min 
mean 
s d 
range 
max 
min 
SUBAD 
-GRT 
k=10 
3.73 
1.19 
3.64 
6.08 
2.44 
4 .33 
3.27 
15.17 
17.48 
2.30 
3.46 
0.94 
4 .31 
6.44 
2.13 
4.63 
2.22 
10.12 
12.32 
2.20 
5.21 
2.43 
8.69 
11.40 
2 .71 
5.41 
1.62 
7.22 
10.26 
3.04 
3.50 
0.93 
3.35 
5.64 
2.29 
3.99 
1.64 
6.26 
8.63 
2.37 
3.93 
1.29 
5.06 
7.24 
2.18 
SUBAD-
URT 
k=10 
4.43 
1.51 
6.25 
7.75 
1.51 
4.55 
1.55 
5.74 
8.04 
2.29 
4.29 
1.46 
6.16 
8.32 
2.16 
5.10 
2.00 
6.95 
9.76 
2 .81 
5.56 
2.74 
10.10 
12.60 
2 .51 
6.85 
2.42 
8.51 
11.42 
2 .91 
4.02 
1.05 
3.65 
5.88 
2.23 
4.45 
1.45 
6.29 
9.10 
2 .81 
4.00 
1.21 
4.80 
7 .61 
2 .81 
ABAI.Ii 
-GRT 
k=25 
4 .73 
1.63 
6.30 
7.95 
1.65 
4.69 
1.70 
6.85 
9.53 
2.67 
4 . 2 1 
1.11 
3.97 
6.34 
2.37 
4 .55 
1.34 
4 .36 
6.85 
2.49 
5.02 
1.38 
4 .81 
8.20 
3.39 
5.80 
1.59 
5.42 
9.30 
3.87 
4.16 
0.85 
2 .81 
5.59 
2.77 
4.96 
1.05 
3.56 
7 .11 
3.55 
4 .44 
1.09 
3.87 
6.08 
2 .21 
ABALL 
-URT 
k=25 
4.48 
1.71 
6.97 
8.66 
1.69 
4 .41 
1.33 
5.84 
8.58 
2.73 
4.62 
1.48 
5.41 
7.90 
2.50 
4.92 
1.62 
5.71 
8.24 
2.53 
4.87 
1.36 
4.69 
7.72 
3.03 
6 .11 
1.38 
4.92 
8.89 
3.97 
4.16 
0.90 
2.94 
5.34 
2.40 
5.68 
1.63 
4.06 
7.86 
3.80 
4.82 
1.28 
3.78 
7.14 
3.36 
i n c l u d e 
o u t l i e r 
5.10 
1.93 
7.13 
9.66 
2.53 
PROSJ 
-GRT 
k=5 
2.15 
0.53 
2.30 
3 .51 
1.21 
2.57 
0.87 
3 .11 
4.43 
1.31 
2.14 
0.57 
1.87 
3 .11 
1.24 
2.70 
0.94 
2.96 
4.54 
1.57 
2.87 
1.14 
3.54 
4.97 
1.43 
4.20 
1.85 
5.72 
8.20 
2.47 
2.22 
0 .91 
3.36 
4.42 
1.06 
2.80 
1.04 
3.62 
5.06 
1.44 
2.23 
0.42 
1.31 
2.70 
1.39 
ANASJ-
URT 
k=5 
1.93 
0.66 
2.23 
3.22 
0.99 
2.14 
0.84 
3.25 
4 .41 
1.16 
2.13 
0.79 
2.47 
3 .41 
0.95 
2.05 
0.72 
2.42 
3.67 
1.25 
3.70 
3.43 
10.79 
12.12 
1.33 
3.85 
1.79 
6.13 
7.43 
1.30 
1.95 
0.36 
1.22 
2.52 
1.30 
2.18 
0.59 
1.70 
3.03 
1.33 
1.88 
0.37 
1.23 
2.49 
1.26 
i n c l u d e 
o u t l i e r 
2.53 
2 .51 
11.56 
12.81 
1.25 
249 
S I M P -
GRT 
k=5 
4.57 
1.57 
7.54 
8.95 
1.40 
4.00 
1.51 
5.83 
7.75 
1.92 
4.54 
1.86 
6.87 
8.82 
1.96 
4.44 
1.84 
5.99 
8.20 
2 .21 
5.02 
1.64 
6.30 
8.79 
2.49 
5.93 
2.47 
10.55 
14.28 
3.72 
4 .11 
0.93 
3.14 
5.80 
2.67 
4 .91 
1.66 
6.63 
9.75 
3.12 
4 . 8 1 
1.77 
7.22 
9.84 
2.62 
S I M P -
URT 
k=5 
4.07 
1.29 
4.77 
6.07 
1.30 
5.23 
2.73 
10.96 
13.03 
2.07 
4 .51 
1.59 
6.86 
8.80 
1.94 
4 .61 
1.58 
5.80 
8.19 
2.39 
5.05 
2.14 
9.49 
12.02 
2.52 
6.09 
1.77 
5.27 
9.16 
3.89 
4.19 
1.28 
4.05 
6.63 
2.59 
5.42 
2.22 
7.39 
10.07 
2.68 
4.22 
1.10 
3.69 
6.38 
2.69 
T N S -
G R T 
k=5 
4.45 
1.70 
7 .15 
8.62 
1.48 
4 .33 
3.33 
15 .61 
17.48 
1.86 
3 .71 
1.11 
4 . 3 1 
5.84 
1.53 
4 . 3 1 
1.84 
6.35 
8.70 
2 .35 
4.47 
1.54 
5.37 
7.87 
2.50 
5.16 
1.40 
4 .35 
7.42 
3.07 
4 . 1 1 
1.12 
3.53 
5.87 
2.34 
4.47 
1.23 
4.42 
7.44 
3.02 
3 .91 
1.17 
3 .91 
6.08 
2.17 
T N S -
URT 
k=5 
4.57 
2.14 
8.29 
9.93 
1.64 
4 .14 
1.65 
6.79 
8.82 
2.02 
4.25 
1.62 
6.65 
8.96 
2 .31 
4 .71 
1.89 
8.00 
10.74 
2.74 
4.87 
1.61 
5.70 
7.82 
2.13 
6.06 
2.56 
10.34 
13.29 
2.94 
3.89 
1.04 
3 .61 
5.45 
1.84 
5.52 
1.50 
4 .88 
8.13 
3.26 
4 .91 
1.89 
6.40 
9.08 
2.68 
I N F I T 
-GRT 
k=5 
4.42 
1.61 
7.56 
8.95 
1.39 
4 . 4 1 
1.87 
6.70 
8.65 
1.95 
4.49 
1.98 
8.53 
10.38 
1.85 
4.06 
1.50 
5.96 
7.70 
1.74 
4 .66 
1.56 
5.79 
8.12 
2.33 
5.35 
2 .04 
7.83 
11 .21 
3.38 
4.14 
1.53 
5.77 
7.72 
1.95 
5.03 
1.78 
6.20 
8.90 
2.70 
4.17 
1.38 
4.85 
7.10 
2.25 
I N F I T 
-URT 
k=5 
4.31 
1.74 
6.07 
7.67 
1.60 
4 .10 
1.12 
4.06 
6.32 
2.26 
4.42 
1.91 
6.98 
8.95 
1.98 
4.47 
1.70 
7.37 
9.13 
1.76 
4.32 
1.42 
5.20 
7.72 
2.52 
6.16 
1.86 
7 .11 
10.28 
3.18 
4.24 
1.41 
4.36 
6.81 
2.45 
5.40 
1.60 
6.12 
9.56 
3.44 
4.15 
1.41 
5.32 
7.86 
2.54 
N P -
GRT 
k=5 
6.02 
3.22 
11 .51 
13.78 
2.27 
6 .51 
3 .21 
14.29 
17.48 
3.18 
4.64 
2.03 
9.45 
11.15 
1.70 
5.37 
2.08 
6.38 
9.15 
2.77 
6.47 
1.70 
6.80 
9.98 
3.19 
6.99 
2.69 
9.76 
13.28 
3.52 
4 .63 
1.46 
5.27 
7.63 
2.36 
5.73 
1.08 
3.97 
7.43 
3.46 
5 .41 
1.96 
8.53 
10.79 
2.26 
N P - i n c l u d e 
URT o u t l i e r 
k=5 
5.11 
2 .99 
10.88 
13 .31 
2.43 
4 .39 
1.29 
5.18 
7 .31 
2.12 
5.69 
3 .01 
11.57 
13.69 
2.12 
6.55 7 .47 
3.36 5.45 
12.17 23.37 
14.54 25 .74 
2 .36 2 .36 
5.76 
1.78 
6.21 
8.36 
2.15 
6.39 
1.38 
4.57 
9.22 
4.66 
4.76 
1.39 
5.33 
7.50 
2.17 
7.00 
2.88 
8.96 
12.23 
3.28 
6.08 
2.34 
8.15 
10 .81 
2.67 
SUPP 
-GRT 
k=5 
4.19 
1.79 
7.04 
8.76 
1.72 
4 .19 
1.81 
7.03 
9.10 
2.07 
3.65 
0.87 
3.06 
5.17 
2 .11 
4.57 
1.60 
5.26 
7.83 
2.57 
4.49 
1.71 
5.81 
8.23 
2.42 
5.59 
2.03 
7.04 
10.57 
3.54 
3.79 
0.98 
3.25 
5 .61 
2.36 
4.64 
1.28 
3.84 
6.74 
2 .91 
3.90 
1.38 
4.60 
6.38 
1.78 
SUPP 
-URT 
k=5 
4.32 
1.68 
6.25 
7.74 
1.49 
4.17 
1.65 
6.15 
8.68 
2.53 
4.22 
1.33 
5.33 
7.62 
2.29 
4.27 
1.42 
5.68 
8.02 
2.34 
4.35 
1.56 
5.99 
8.48 
2.48 
5.88 
1.54 
7 .11 
10.39 
3.28 
3.74 
1.27 
4.55 
6.51 
1.96 
5.06 
1.68 
6.47 
8.91 
2.44 
4.73 
1.93 
7.46 
9.79 
2.32 
250 
G P - C a t 
GO-2 
N=20 
M a r g i n a l 
N=20 
G 3 - 5 
N=20 
G 6 - 8 
N=20 
G 9 - 1 1 
N=20 
G 1 2 - 1 4 
N=20 
BN-RT 
N=15 
MN-RT 
N=15 
MN-NRT 
N=15 
mean 
sd 
r ange 
max 
min 
mean 
sd 
r ange 
max 
min 
mean 
sd 
range 
max 
min 
mean 
sd 
range 
max 
min 
mean 
sd 
r a n g e 
max 
min 
mean 
sd 
r ange 
max 
min 
mean 
sd 
range 
max 
min 
mean 
sd 
range 
max 
min 
mean 
sd 
r ange 
max 
min 
PD-GAR 
k=10 
99% 
4% 
10% 
100% 
90% 
95% 
20% 
90% 
100% 
10% 
99% 
3% 
10% 
100% 
90% 
99% 
5% 
20% 
100% 
80% 
99% 
3% 
10% 
100% 
90% 
96% 
8% 
30% 
100% 
70% 
100% 
0% 
0% 
100% 
100% 
96% 
7% 
20% 
100% 
80% 
100% 
0% 
0% 
100% 
100% 
PD-UAR 
k=10 
61% 
39% 
100% 
100% 
0% 
67% 
36% 
100% 
100% 
0% 
56% 
34% 
100% 
100% 
0% 
59% 
34% 
100% 
100% 
0% 
67% 
33% 
100% 
100% 
0% 
72% 
36% 
100% 
100% 
0% 
67% 
25% 
70% 
100% 
30% 
65% 
30% 
90% 
100% 
10% 
69% 
26% 
100% 
100% 
0% 
SUB-GAR 
k=10 
92% 
9% 
30% 
100% 
70% 
41% 
25% 
90% 
90% 
0% 
52% 
27% 
90% 
90% 
0% 
48% 
21% 
90% 
90% 
0% 
34% 
22% 
80% 
80% 
0% 
27% 
23% 
80% 
80% 
0% 
70% 
21% 
60% 
100% 
40% 
61% 
28% 
100% 
100% 
0% 
69% 
13% 
60% 
100% 
40% 
WHQ-UAR 
k=10 
92% 
9% 
30% 
100% 
70% 
97% 
5% 
11% 
100% 
89% 
91% 
13% 
40% 
100% 
60% 
97% 
6% 
20% 
100% 
80% 
99% 
4% 
20% 
100% 
80% 
89% 
17% 
60% 
100% 
40% 
97% 
5% 
10% 
100% 
90% 
97% 
8% 
30% 
100% 
70% 
97% 
6% 
20% 
100% 
80% 
SUBGP-
GAR 
k=40 
93% 
4% 
15% 
100% 
85% 
91% 
11% 
43% 
100% 
58% 
93% 
7% 
31% 
100% 
69% 
92% 
6% 
20% 
100% 
80% 
92% 
7% 
28% 
100% 
73% 
93% 
5% 
18% 
100% 
83% 
94% 
5% 
18% 
100% 
83% 
92% 
7% 
23% 
100% 
78% 
93% 
7% 
23% 
100% 
78% 
SUBGP-
UAR 
k=40 
95% 
5% 
18% 
100% 
83% 
98% 
3% 
13% 
100% 
88% 
95% 
6% 
20% 
100% 
80% 
93% 
8% 
25% 
100% 
75% 
94% 
5% 
15% 
100% 
85% 
87% 
13% 
50% 
100% 
50% 
92% 
10% 
43% 
100% 
58% 
94% 
9% 
30% 
100% 
70% 
95% 
7% 
28% 
100% 
73% 
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GP-Cat 
GO-2 
N=20 
Marginal 
N=20 
G3-5 
N=20 
G6-8 
N=20 
G9-11 
N=20 
G12-14 
N=20 
BN-RT 
N=15 
MN-RT 
N=15 
MN-NRT 
N=15 
mean 
sd 
range 
max 
min 
mean 
sd 
range 
max 
min 
mean 
sd 
range 
max 
min 
mean 
sd 
range 
max 
min 
mean 
sd 
range 
max 
min 
mean 
sd 
range 
max 
min 
mean 
sd 
range 
max 
min 
mean 
sd 
range 
max 
min 
mean 
sd 
range 
max 
min 
SUBNP-
GAR 
k=10 
99% 
5% 
20% 
100% 
80% 
97% 
9% 
40% 
100% 
60% 
100% 
2% 
10% 
100% 
90% 
95% 
8% 
30% 
100% 
70% 
98% 
5% 
20% 
100% 
80% 
97% 
7% 
20% 
100% 
80% 
95% 
16% 
60% 
100% 
40% 
97% 
7% 
20% 
100% 
80% 
94% 
11% 
40% 
100% 
60% 
SUBNP-
UAR 
k=10 
96% 
11% 
50% 
100% 
50% 
99% 
4% 
10% 
100% 
90% 
95% 
9% 
30% 
100% 
70% 
92% 
10% 
40% 
100% 
60% 
96% 
8% 
22% 
100% 
78% 
86% 
23% 
80% 
100% 
20% 
93% 
13% 
50% 
100% 
50% 
94% 
9% 
30% 
100% 
70% 
97% 
6% 
20% 
100% 
80% 
SUBRC-
GAR 
k=10 
95% 
7% 
20% 
100% 
80% 
93% 
16% 
50% 
100% 
50% 
96% 
5% 
13% 
100% 
88% 
95% 
9% 
30% 
100% 
70% 
96% 
11% 
50% 
100% 
50% 
94% 
8% 
20% 
100% 
80% 
98% 
4% 
10% 
100% 
90% 
96% 
6% 
20% 
100% 
80% 
98% 
4% 
10% 
100% 
90% 
SUBRC-
UAR 
k=10 
99% 
5% 
20% 
100% 
80% 
99% 
3% 
10% 
100% 
90% 
99% 
3% 
10% 
100% 
90% 
98% 
6% 
20% 
100% 
80% 
97% 
6% 
20% 
100% 
80% 
96% 
6% 
20% 
100% 
80% 
99% 
4% 
10% 
100% 
90% 
99% 
3% 
10% 
100% 
90% 
98% 
4% 
10% 
100% 
90% 
SUBWH-
GAR 
k=10 
97% 
6% 
20% 
100% 
80% 
97% 
6% 
20% 
100% 
80% 
96% 
8% 
33% 
100% 
67% 
97% 
6% 
20% 
100% 
80% 
96% 
6% 
20% 
100% 
80% 
94% 
7% 
20% 
100% 
80% 
98% 
4% 
10% 
100% 
90% 
97% 
5% 
10% 
100% 
90% 
98% 
4% 
10% 
100% 
90% 
SUBWH-
UAR 
k=10 
93% 
7% 
20% 
100% 
80% 
98% 
4% 
10% 
100% 
90% 
93% 
9% 
30% 
100% 
70% 
89% 
13% 
40% 
100% 
60% 
91% 
10% 
30% 
100% 
70% 
81% 
17% 
70% 
100% 
30% 
87% 
19% 
70% 
100% 
30% 
90% 
20% 
70% 
100% 
30% 
88% 
17% 
60% 
100% 
40% 
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G P - C a t 
GO-2 
N=20 
M a r g i n a l 
N=20 
G 3 - 5 
N=20 
G 6 - 8 
N=20 
G 9 - 1 1 
N=20 
G 1 2 - 1 4 
N=20 
BN-RT 
N=15 
MN-RT 
N=15 
MN-NRT 
N=15 
mean 
sd 
r ange 
max 
min 
mean 
sd 
range 
max 
min 
mean 
sd 
range 
max 
min 
mean 
sd 
r ange 
max 
min 
mean 
sd 
range 
max 
min 
mean 
sd 
range 
max 
min 
mean 
sd 
r ange 
max 
min 
mean 
sd 
range 
max 
min 
mean 
sd 
range 
max 
min 
SUBAD-
GAR 
k=10 
83% 
12% 
40% 
100% 
60% 
79% 
20% 
70% 
100% 
30% 
79% 
22% 
80% 
100% 
20% 
81% 
20% 
80% 
100% 
20% 
77% 
18% 
50% 
100% 
50% 
86% 
13% 
40% 
100% 
60% 
84% 
12% 
40% 
100% 
60% 
78% 
24% 
70% 
100% 
30% 
81% 
24% 
90% 
100% 
10% 
SUBAD-
UAR 
k=10 
95% 
10% 
30% 
100% 
70% 
95% 
8% 
30% 
100% 
70% 
93% 
10% 
40% 
100% 
60% 
92% 
11% 
40% 
100% 
60% 
93% 
9% 
20% 
100% 
80% 
85% 
16% 
50% 
100% 
50% 
89% 
17% 
50% 
100% 
50% 
92% 
13% 
40% 
100% 
60% 
95% 
7% 
20% 
100% 
80% 
ABALL-
GAR 
k=25 
92% 
8% 
28% 
100% 
72% 
90% 
17% 
79% 
100% 
21% 
91% 
12% 
48% 
100% 
52% 
92% 
8% 
24% 
100% 
76% 
87% 
15% 
56% 
100% 
44% 
88% 
10% 
36% 
100% 
64% 
97% 
6% 
20% 
100% 
80% 
94% 
5% 
20% 
100% 
80% 
95% 
4% 
12% 
100% 
88% 
ABALL-
UAR 
k=25 
84% 
26% 
88% 
100% 
12% 
92% 
20% 
92% 
100% 
8% 
87% 
16% 
68% 
100% 
32% 
84% 
27% 
100% 
100% 
0% 
80% 
29% 
84% 
100% 
16% 
89% 
12% 
40% 
100% 
60% 
96% 
7% 
20% 
100% 
80% 
91% 
8% 
24% 
100% 
76% 
96% 
5% 
16% 
100% 
84% 
P R O S J -
GAR 
k=5 
99% 
4% 
20% 
100% 
80% 
97% 
7% 
20% 
100% 
80% 
98% 
6% 
20% 
100% 
80% 
95% 
9% 
20% 
100% 
80% 
99% 
4% 
20% 
100% 
80% 
97% 
7% 
20% 
100% 
80% 
99% 
5% 
20% 
100% 
80% 
99% 
5% 
20% 
100% 
80% 
99% 
5% 
20% 
100% 
80% 
ANASJ-
UAR 
k=5 
97% 
7% 
20% 
100% 
80% 
95% 
14% 
60% 
100% 
40% 
98% 
6% 
20% 
100% 
80% 
98% 
6% 
20% 
100% 
80% 
89% 
19% 
60% 
100% 
40% 
91% 
19% 
80% 
100% 
20% 
97% 
7% 
20% 
100% 
80% 
96% 
11% 
40% 
100% 
60% 
97% 
7% 
20% 
100% 
80% 
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SIMP- SIMP- TNS- TNS- INFIT- INFIT NP- NP- SUPP- SUPP-
GAR UAR GAR UAR GAR -UAR GAR UAR GAR UAR 
k=5 k=5 k=5 k=5 k=5 k=5 k=5 k=5 k=5 k=5 
92% 
10% 
20% 
100% 
80% 
86% 
31% 
100% 
100% 
0% 
95% 
13% 
40% 
100% 
60% 
81% 
33% 
100% 
100% 
0% 
96% 
8% 
20% 
100% 
80% 
85% 
30% 
100% 
100% 
0% 
88% 
16% 
40% 
100% 
60% 
82% 
23% 
80% 
100% 
20% 
96% 
8% 
20% 
100% 
80% 
81% 
30% 
100% 
100% 
0% 
95% 
17% 
75% 
100% 
25% 
96% 
14% 
60% 
100% 
40% 
94% 
18% 
80% 
100% 
20% 
87% 
25% 
100% 
100% 
0% 
92% 
15% 
60% 
100% 
40% 
93% 
23% 
100% 
100% 
0% 
93% 
23% 
100% 
100% 
0% 
74% 
30% 
100% 
100% 
0% 
93% 
20% 
80% 
100% 
20% 
90% 
24% 
100% 
100% 
0% 
94% 
11% 
40% 
100% 
60% 
89% 
26% 
100% 
100% 
0% 
93% 
19% 
80% 
100% 
20% 
90% 
19% 
80% 
100% 
20% 
92% 
10% 
20% 
100% 
80% 
82% 
20% 
80% 
100% 
20% 
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17% 
60% 
100% 
40% 
85% 
24% 
80% 
100% 
20% 
93% 
13% 
40% 
100% 
60% 
83% 
16% 
60% 
100% 
40% 
93% 
10% 
20% 
100% 
80% 
90% 
26% 
100% 
100% 
0% 
97% 
7% 
20% 
100% 
80% 
82% 
28% 
100% 
100% 
0% 
96% 
8% 
20% 
100% 
80% 
83% 
33% 
100% 
100% 
0% 
85% 
29% 
100% 
100% 
0% 
78% 
26% 
80% 
100% 
20% 
96% 
9% 
25% 
100% 
75% 
81% 
35% 
100% 
100% 
0% 
93% 
19% 
80% 
100% 
20% 
76% 
36% 
100% 
100% 
0% 
93% 
12% 
40% 
100% 
60% 
78% 
37% 
100% 
100% 
0% 
87% 
21% 
60% 
100% 
40% 
82% 
36% 
100% 
100% 
0% 
83% 
28% 
80% 
100% 
20% 
74% 
29% 
100% 
100% 
0% 
88% 
21% 
80% 
100% 
20% 
82% 
32% 
100% 
100% 
0% 
91% 
18% 
60% 
100% 
40% 
93% 
19% 
60% 
100% 
40% 
93% 
12% 
40% 
100% 
60% 
93% 
13% 
40% 
100% 
60% 
95% 
11% 
40% 
100% 
60% 
87% 
21% 
60% 
100% 
40% 
86% 
20% 
60% 
100% 
40% 
73% 
27% 
80% 
100% 
20% 
88% 
25% 
80% 
100% 
20% 
87% 
22% 
60% 
100% 
40% 
100% 
0% 
0% 
100% 
100% 
97% 
7% 
20% 
100% 
80% 
97% 
7% 
20% 
100% 
80% 
96% 
11% 
40% 
100% 
60% 
97% 
7% 
20% 
100% 
80% 
96% 
11% 
40% 
100% 
60% 
95% 
14% 
40% 
100% 
60% 
93% 
12% 
40% 
100% 
60% 
95% 
12% 
40% 
100% 
60% 
95% 
9% 
20% 
100% 
80% 
95% 
9% 
20% 
100% 
80% 
97% 
7% 
20% 
100% 
80% 
96% 
8% 
20% 
100% 
80% 
92% 
13% 
40% 
100% 
60% 
92% 
10% 
20% 
100% 
80% 
91% 
13% 
40% 
100% 
60% 
81% 
22% 
60% 
100% 
40% 
93% 
12% 
40% 
100% 
60% 
96% 
8% 
20% 
100% 
80% 
93% 
12% 
40% 
100% 
60% 
97% 
7% 
20% 
100% 
80% 
100% 
0% 
0% 
100% 
100% 
99% 
5% 
20% 
100% 
80% 
96% 
8% 
20% 
100% 
80% 
96% 
8% 
20% 
100% 
80% 
96% 
8% 
20% 
100% 
80% 
91% 
18% 
60% 
100% 
40% 
92% 
10% 
20% 
100% 
80% 
92% 
10% 
20% 
100% 
80% 
99% 
5% 
20% 
100% 
80% 
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H. ONE-WAY ANOVA WITH COMPARISONS OF ALL GROUPS IN STUDY (N= 165) 
-Organized by dependen t variable with Tukey HSD post-hoc tes t 
- Independent variable g roups : 
1: 
3: 
5: 
7: 
9: 
GO-2 (n=20); 
G3-5(n=20); 
G9-ll(n=20); 
BN-RT(n=15); 
MN-NRT(n=15) 
2: 
4: 
6: 
8: 
Marginal(n=2( 
G6-8(n=20); 
G12-14(n=20); 
MN-RT(n=l5); 
1. PDGRT 
CHI-SQUARE = 39.030 DF= 8 
ANALYSIS OF VARIANCE 
SOURCE SS 
PROBABILITY = 0.000 
DF MEAN SQUARE F 
BETWEEN GROUPS 8.076 
WITHIN GROUPS 33.497 156 
1.010 4.701 
0.215 
PROBABILITY 
0. 000 
TUKEY HSD MULTIPLE COMPARISONS: SIGNIFICANT COMPARISON PROBABILITIES 
1 2 3 4 5 6 7 8 9 
6 0.001 0.011 0.000 0.003 0.001 0.011 0.001 
2 . PDGAR 
NS 
3. PDURT 
NS 
4. PDUAR 
NS 
5. SUBGRT 
CHI-SQUARE = 23.377 DF= 8 
ANALYSIS OF VARIANCE 
SOURCE SS 
PROBABILITY = 0.003 
DF MEAN SQUARE F 
BETWEEN GROUPS 93.511 
WITHIN GROUPS 716.775 156 
11 .689 2 .544 
4 . 5 9 5 
PROBABILITY 
0 . 0 1 2 
TUKEY HSD MULTIPLE COMPARISONS: SIGNIFICANT COMPARISON PROBABILITIES 
1 2 3 4 5 6 7 8 9 
6 0 . 0 8 8 0 .033 
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6. SUBGAR 
CHI-SQUARE = 26.232 
ANALYSIS OF VARIANCE 
DF= 8 PROBABILITY 0 . 0 0 1 
SOURCE 
BETWEEN GROUPS 
WITHIN GROUPS 
SS 
6.447 
7.382 
DF 
8 
156 
MEAN SQUARE F 
0.806 17.030 
0.047 
PROBABILITY 
0. 000 
TUKEY HSD MULTIPLE COMPARISONS: SIGNIFICANT COMPARISON PROBABILITIES 
1 2 3 4 5 6 7 8 9 
0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 
0.009 
0.001 0.050 
0.003 0.004 
0.000 0.008 0.000 
0.000 0.000 0.000 
7. WHQURT 
CHI-SQUARE = 59.041 DF= 8 
ANALYSIS OF VARIANCE 
SOURCE SS DF 
BETWEEN GROUPS 43.936 8 
WITHIN GROUPS 177.571 156 
PROBABILITY = 0.000 
MEAN SQUARE F 
5 . 4 9 2 4 . 8 2 5 
1 . 1 3 8 
PROBABILITY 
0 . 0 0 0 
TUKEY HSD MULTIPLE COMPARISONS: SIGNIFICANT COMPARISON PROBABILITIES 
1 2 3 4 5 6 7 8 9 
6 0 . 0 0 1 0 . 0 0 1 0 . 0 0 6 ( 0 . 0 5 3 ) 0 . 0 0 0 0 . 0 0 7 0 . 0 0 1 
8 . WHQUAR 
CHI-SQUARE = 72.514 
ANALYSIS OF VARIANCE 
SOURCE SS 
BETWEEN GROUPS 0.187 
WITHIN GROUPS 1.353 
DF= 8 PROBABILITY = 0.000 
DF MEAN SQUARE F PROBABILITY 
8 0 . 0 2 3 2 . 6 8 7 0 . 0 0 9 
1 5 6 0 . 0 0 9 
TUKEY HSD MULTIPLE COMPARISONS: SIGNIFICANT COMPARISON PROBABILITIES 
1 2 3 4 5 6 7 8 9 
6 0 . 0 2 0 
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9 . SUBGPGRT 
CHI-SQUARE = 25.146 
ANALYSIS OF VARIANCE 
SOURCE SS 
BETWEEN GROUPS 67.442 
WITHIN GROUPS 213.677 
DF= 8 PROBABILITY = 0.001 
DF MEAN SQUARE F PROBABILITY 
8 8 . 4 3 0 6 . 1 5 5 0 . 0 0 0 
156 1 . 3 7 0 
TUKEY HSD MULTIPLE COMPARISONS: SIGNIFICANT COMPARISON PROBABILITIES 
1 2 3 4 5 6 7 8 9 
0.000 
0.031 
0.001 0.000 0.049 0.000 0.001 0.000 
10. SUBGPGAR 
NS 
11. SUBGPURT 
CHI-SQUARE = 42.295 
ANALYSIS OF VARIANCE 
SOURCE SS 
BETWEEN GROUPS 146.998 
WITHIN GROUPS 501.052 
DF= 8 PROBABILITY = 0.000 
DF MEAN SQUARE F PROBABILITY 
8 1 8 . 3 7 5 5 . 7 2 1 0 . 0 0 0 
156 3 . 2 1 2 
TUKEY HSD MULTIPLE COMPARISONS: SIGNIFICANT COMPARISON PROBABILITIES 
1 2 3 4 5 6 7 8 9 
6 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 7 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 
1 2 . SUBGPUAR 
CHI-SQUARE = 55.207 
ANALYSIS OF VARIANCE 
SOURCE SS 
DF= 8 PROBABILITY = 0.000 
BETWEEN GROUPS 
WITHIN GROUPS 
0.136 
0.946 
DF 
156 
MEAN SQUARE F 
0 . 0 1 7 2 . 8 0 2 
0 . 0 0 6 
PROBABILITY 
0 . 0 0 6 
TUKEY HSD MULTIPLE COMPARISONS: SIGNIFICANT COMPARISON PROBABILITIES 
1 2 3 4 5 6 7 8 9 
6 0 . 0 1 9 0 . 0 0 1 0 . 0 4 4 
13. SUBNPGRT 
CHI-SQUARE = 2 6.922 
ANALYSIS OF VARIANCE 
SOURCE SS 
BETWEEN GROUPS 47.620 
WITHIN GROUPS 290.085 
DF= 8 PROBABILITY = 0 . 0 0 1 
DF 
1 5 6 
MEAN SQUARE F 
5 . 9 5 2 3 . 2 0 1 
1 . 8 6 0 
PROBABILITY 
0 . 0 0 2 
TUKEY HSD MULTIPLE COMPARISONS: SIGNIFICANT COMPARISON PROBABILITIES 
1 2 3 4 5 6 7 8 9 
6 0 . 0 0 4 0 . 0 3 5 0 . 0 0 2 0 . 0 4 9 
1 4 . SUBNPGAR 
NS 
1 5 . SUBNPURT 
CHI-SQUARE = 3 4 . 5 4 7 
ANALYSIS OF VARIANCE 
SOURCE SS 
BETWEEN GROUPS 1 0 8 . 3 8 5 
WITHIN GROUPS 6 7 9 . 6 8 8 
DF= 8 PROBABILITY = 0 . 0 0 0 
DF MEAN SQUARE F 
8 1 3 . 5 4 8 3 . 1 1 0 
1 5 6 4 . 3 5 7 
PROBABILITY 
0 . 0 0 3 
TUKEY HSD MULTIPLE COMPARISONS: SIGNIFICANT COMPARISON PROBABILITIES 
1 2 3 4 5 6 7 8 9 
6 0 . 0 1 7 0 . 0 2 0 0 . 0 3 5 0 . 0 1 5 0 . 0 1 4 0 . 0 0 9 
1 6 . SUBNPUAR 
ANALYSIS OF VARIANCE 
SOURCE SS 
BETWEEN GROUPS 
WITHIN GROUPS 
0.210 
2.118 
DF MEAN SQUARE F 
8 0.026 1.931 
156 0.014 
PROBABILITY 
0 . 059 
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1 7 . SUBRCGRT 
CHI-SQUARE = 3 1 . 5 7 1 DF= 8 PROBABILITY = 0 . 0 0 0 
ANALYSIS OF VARIANCE 
SOURCE SS DF MEAN SQUARE F PROBABILITY 
BETWEEN GROUPS 9 0 . 7 6 3 8 1 1 . 3 4 5 9 . 2 8 9 0 . 0 0 0 
WITHIN GROUPS 1 9 0 . 5 4 0 1 5 6 1 . 2 2 1 
TUKEY HSD MULTIPLE COMPARISONS: SIGNIFICANT COMPARISON PROBABILITIES 
1 2 3 4 5 6 7 8 9 
5 0 . 0 3 7 0 . 0 5 3 0 . 0 7 3 
6 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 1 0 . 0 1 8 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 
18. SUBRCGAR 
NS 
19 . SUBRCURT 
CHI-SQUARE = 44.828 DF= 8 PROBABILITY = 0.000 
ANALYSIS OF VARIANCE 
SOURCE SS DF MEAN SQUARE F PROBABILITY 
BETWEEN GROUPS 134.186 8 16.773 5.494 0.000 
WITHIN GROUPS 476.235 156 3.053 
TUKEY HSD MULTIPLE COMPARISONS: SIGNIFICANT COMPARISON PROBABILITIES 
1 2 3 4 5 6 7 8 9 
5 0 . 0 7 6 
6 0.000 0.004 0.000 0.001 0.000 0.001 0.000 
2 0. SUBRCUAR 
NS 
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21. SUBWHGRT 
CHI-SQUARE = 26.648 
ANALYSIS OF VARIANCE 
SOURCE SS 
BETWEEN GROUPS 72.967 
WITHIN GROUPS 271.772 
DF= 8 PROBABILITY = 0.001 
DF 
8 
156 
MEAN SQUARE F 
9 . 1 2 1 5 . 2 3 5 
1 . 7 4 2 
PROBABILITY 
0 . 0 0 0 
TUKEY HSD MULTIPLE COMPARISONS: SIGNIFICANT COMPARISON PROBABILITIES 
1 2 3 4 5 6 7 8 9 
6 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 4 0 . 0 0 0 
22. SUBWHGAR 
NS 
2 3 . SUBWHURT 
CHI-SQUARE = 49.061 
ANALYSIS OF VARIANCE 
SOURCE SS 
BETWEEN GROUPS 259.910 
WITHIN GROUPS 828.175 
DF= 8 PROBABILITY = 0 . 0 0 0 
DF 
1 5 6 
MEAN SQUARE F 
3 2 . 4 8 9 6 . 1 2 0 
5 . 3 0 9 
PROBABILITY 
0 . 0 0 0 
TUKEY HSD MULTIPLE COMPARISONS: SIGNIFICANT COMPARISON PROBABILITIES 
1 2 3 4 5 6 7 8 9 
0 . 0 4 1 
0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 2 0 .000 0 .000 0 .000 
2 4 . SUBWHUAR 
CHI-SQUARE = 9.367 
ANALYSIS OF VARIANCE 
SOURCE SS 
DF= 8 PROBABILITY = 0 . 0 0 0 
BETWEEN GROUPS 
WITHIN GROUPS 
0 . 3 3 7 
2 . 8 0 2 
DF 
8 
1 5 6 
MEAN SQUARE F 
0 . 0 4 2 2 . 3 4 3 
0 . 0 1 8 
PROBABILITY 
0 . 0 2 1 
TUKEY HSD MULTIPLE COMPARISONS: SIGNIFICANT COMPARISON PROBABILITIES 
1 2 3 4 5 6 7 8 9 
6 0 . 0 0 3 
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25. SUBADGRT 
CHI-SQUARE = 51.920 
ANALYSIS OF VARIANCE 
SOURCE SS 
BETWEEN GROUPS 77.186 
WITHIN GROUPS 575.280 
DF= 8 PROBABILITY = 0.000 
DF 
8 
156 
MEAN SQUARE F 
9 . 6 4 8 2 . 6 1 6 
3 . 6 8 8 
PROBABILITY 
0 . 0 1 0 
TUKEY HSD MULTIPLE COMPARISONS: SIGNIFICANT COMPARISON PROBABILITIES 
1 2 3 4 5 6 7 8 9 
6 0 . 0 3 5 
26. SUBADGAR 
NS 
27. SUBADURT 
CHI-SQUARE = 26.552 
ANALYSIS OF VARIANCE 
SOURCE SS 
BETWEEN GROUPS 125.936 
WITHIN GROUPS 523.898 
DF= 8 PROBABILITY = 0 . 0 0 1 
DF 
8 
1 5 6 
MEAN SQUARE F 
1 5 . 7 4 2 4 . 6 8 7 
3 . 3 5 8 
PROBABILITY 
0 . 0 0 0 
TUKEY HSD MULTIPLE COMPARISONS: SIGNIFICANT COMPARISON PROBABILITIES 
1 2 3 4 5 6 7 8 9 
6 0 . 0 0 1 0 . 0 0 2 0 . 0 0 0 0 . 0 0 0 0 . 0 0 4 0 . 0 0 0 
2 8 . SUBADUAR 
NS 
2 9 . P R O S J G R T 
CHI-SQUARE = 5 5 . 0 6 3 
ANALYSIS OF VARIANCE 
SOURCE SS 
BETWEEN GROUPS 6 5 . 1 2 3 
WITHIN GROUPS 1 6 0 . 9 0 5 
DF= 8 PROBABILITY = 0 . 0 0 0 
DF MEAN SQUARE F 
8 8 . 1 4 0 7 . 8 9 2 
156 1 . 0 3 1 
PROBABILITY 
0 . 0 0 0 
TUKEY HSD MULTIPLE COMPARISONS: SIGNIFICANT COMPARISON PROBABILITIES 
1 2 3 4 5 6 7 8 9 
6 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 1 0 . 0 0 0 0 . 0 0 2 0 . 0 0 0 
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30. PROSJGAR 
NS 
31. ANASJURT 
CHI-SQUARE = 1 6 2 . 3 3 6 DF= 8 PROBABILITY = 0 . 0 0 0 
ANALYSIS OF VARIANCE 
SOURCE SS DF MEAN SQUARE F PROBABILITY 
BETWEEN GROUPS 9 2 . 6 1 2 8 1 1 . 5 7 7 5 . 3 5 8 0 . 0 0 0 
WITHIN GROUPS 3 3 7 . 0 3 6 1 5 6 2 . 1 6 0 
TUKEY HSD MULTIPLE COMPARISONS: SIGNIFICANT COMPARISON PROBABILITIES 
1 2 3 4 5 6 7 8 9 
5 0 . 0 0 4 0 . 0 2 3 0 . 0 2 1 0 . 0 1 1 0 . 0 1 5 0 . 0 6 3 0 . 0 0 9 
6 0 . 0 0 1 0 . 0 0 7 0 . 0 0 7 0 . 0 0 3 0 . 0 0 5 0 . 0 2 5 0 . 0 0 3 
32. ANASJUAR 
NS 
33. ABALLGRT 
CHI-SQUARE = 12.981 DF= 8 PROBABILITY = 0.112 
ANALYSIS OF VARIANCE 
SOURCE SS DF MEAN SQUARE F PROBABILITY 
BETWEEN GROUPS 37.820 8 4.728 2.552 0.012 
WITHIN GROUPS 288.972 156 1.852 
TUKEY HSD MULTIPLE COMPARISONS: SIGNIFICANT COMPARISON PROBABILITIES 
1 2 3 4 5 6 7 8 9 
6 0 . 0 0 6 0 . 0 1 2 
3 4 . ABALLGAR 
NS 
35. ABALLURT 
CHI-SQUARE = 7.663 DF= 8 PROBABILITY = 0.467 
ANALYSIS OF VARIANCE 
SOURCE SS DF MEAN SQUARE F PROBABILITY 
BETWEEN GROUPS 57.048 8 7.131 3.442 0.001 
WITHIN GROUPS 323.184 156 2.072 
TUKEY HSD MULTIPLE COMPARISONS: SIGNIFICANT COMPARISON PROBABILITIES 
1 2 3 4 5 6 7 8 9 
6 0.010 0.005 0.028 0.002 
7 0.092 
3 6. ABALLUAR 
NS 
37. SIMPGRT 
CHI-SQUARE = 14.818 DF= 8 PROBABILITY = 0.063 
ANALYSIS OF VARIANCE 
SOURCE SS DF MEAN SQUARE F PROBABILITY 
BETWEEN GROUPS 50.392 8 6.299 2.038 0.045 
WITHIN GROUPS 482.044 156 3.090 
TUKEY HSD MULTIPLE COMPARISONS: SIGNIFICANT COMPARISON PROBABILITIES 
1 2 3 4 5 6 7 8 9 
6 0.015 0.062 
38. SIMPGAR 
NS 
39. SIMPURT 
CHI-SQUARE = 23.3 00 DF= 8 PROBABILITY = 0.003 
ANALYSIS OF VARIANCE 
SOURCE SS DF MEAN SQUARE F PROBABILITY 
BETWEEN GROUPS 67.089 8 8.386 2.494 0.014 
WITHIN GROUPS 524.597 156 3.363 
TUKEY HSD MULTIPLE COMPARISONS: SIGNIFICANT COMPARISON PROBABILITIES 
1 2 3 4 5 6 7 8 9 
6 0 . 0 1 5 0 .062 0 .072 
40. SIMPUAR 
NS 
41. TNSGRT 
NS 
42. TNSGAR 
NS 
4 3 . TNSURT 
CHI-SQUARE = 15.043 DF= 8 PROBABILITY = 0.058 
ANALYSIS OF VARIANCE 
SOURCE SS DF MEAN SQUARE F PROBABILITY 
BETWEEN GROUPS 68.476 8 8.559 2.533 0.013 
WITHIN GROUPS 527.190 156 3.379 
TUKEY HSD MULTIPLE COMPARISONS: SIGNIFICANT COMPARISON PROBABILITIES 
1 2 3 4 5 6 7 8 9 
6 0 . 0 2 6 0 . 0 4 6 0 . 0 1 6 
44 . TNSUAR 
NS 
45. INFTGRT 
NS 
46. INFITGAR 
NS 
47. INFITURT 
CHI-SQUARE = 7 . 7 6 8 DF= 8 PROBABILITY = 0 . 4 5 6 
ANALYSIS OF VARIANCE 
SOURCE SS DF MEAN SQUARE F PROBABILITY 
BETWEEN GROUPS 7 2 . 1 0 4 8 9 . 0 1 3 3 . 5 1 0 0 . 0 0 1 
WITHIN GROUPS 4 0 0 . 5 5 5 1 5 6 2 . 5 6 8 
TUKEY HSD MULTIPLE COMPARISONS: SIGNIFICANT COMPARISON PROBABILITIES 
1 2 3 4 5 6 7 8 9 
6 0 . 0 0 8 0 . 0 0 2 0 . 0 1 8 0 . 0 2 4 0 . 0 0 9 0 . 0 1 4 0 . 0 0 8 
48. INFITUAR 
NS 
49. NPGRT 
CHI-SQUARE 30.235 DF= 8 PROBABILITY = 0.000 
ANALYSIS OF VARIANCE 
SOURCE SS 
BETWEEN GROUPS 101.694 
WITHIN GROUPS 846.865 
DF 
8 
156 
MEAN SQUARE F 
12.712 2.342 
5.429 
PROBABILITY 
0.021 
TUKEY HSD MULTIPLE COMPARISONS: SIGNIFICANT COMPARISON PROBABILITIES 
1 2 3 4 5 6 7 8 9 
6 0.039 0.074 
5 0. NPGAR 
NS 
51. NPURT 
CHI-SQUARE •• 37.403 DF= 8 PROBABILITY = 0.000 
ANALYSIS OF VARIANCE 
SOURCE SS 
BETWEEN GROUPS 105.925 
WITHIN GROUPS 903.926 
DF 
156 
MEAN SQUARE F 
13.241 2.285 
5.794 
PROBABILITY 
0. 024 
TUKEY HSD MULTIPLE COMPARISONS: SIGNIFICANT COMPARISON PROBABILITIES 
1 2 3 4 5 6 7 8 9 
2 0.040 
52. NPUAR 
NS 
53. SUPPORT 
CHI-SQUARE = 19.609 DF= 8 PROBABILITY = 0.012 
ANALYSIS OF VARIANCE 
SOURCE SS DF MEAN SQUARE F PROBABILITY 
BETWEEN GROUPS 51.645 8 6.456 2.631 0.010 
WITHIN GROUPS 382.760 156 2.454 
TUKEY HSD MULTIPLE COMPARISONS: SIGNIFICANT COMPARISON PROBABILITIES 
1 2 3 4 5 6 7 8 9 
6 0 . 0 0 3 0 . 0 2 3 0 . 0 4 4 
5 4 . SUPPGAR 
NS 
5 5 . SUPPURT 
CHI-SQUARE = 4.160 DF= 8 PROBABILITY = 0.842 
ANALYSIS OF VARIANCE 
SOURCE SS DF MEAN SQUARE F PROBABILITY 
BETWEEN GROUPS 58.421 8 7.303 2.980 0.004 
WITHIN GROUPS 382.297 156 2.451 
TUKEY HSD MULTIPLE COMPARISONS: SIGNIFICANT COMPARISON PROBABILITIES 
1 2 3 4 5 6 7 8 9 
6 0 . 0 4 3 0 . 0 1 6 0 . 0 2 1 0 . 0 3 1 0 . 0 4 9 0 . 0 0 2 
5 6 . SUPPUAR 
NS 
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I. ONE-WAY ANOVA WITH COMPARISONS OF ALL EXPERIMENTAL GROUPS (N=120) 
-Organized by dependent variable 
a. with all experimental groups as independent variable 
(with Tukey HSD post-hoc test) 
GO-2 (n=20): 2: Marginal(n=20); 
G3-5(n=20); 4: G6-8(n=20); 
G9-ll(n=20); 6: G12-14(n=20) 
b. with arrival age as continuous independent variable 
c. with arrival age and stay length as continuous independent variables 
1 . PDGRT 
As grouped category 
CHI-SQUARE = 24.670 DF= 5 PROBABILITY = 0.000 
ANALYSIS OF VARIANCE 
SOURCE SUM OF SQUARES DF MEAN SQUARE F PROBABILITY 
BETWEEN GROUPS 7.065 5 1.413 5.630 0.000 
WITHIN GROUPS 28.612 114 0.251 
TUKEY HSD MULTIPLE COMPARISONS: SIGNIFICANT COMPARISON PROBABILITIES 
1 2 3 4 5 
6 0.003 0.016 0.000 0.006 
Arrival Age as continuous variable: 
ANALYSIS OF VARIANCE 
SOURCE 
REGRESSION 
RESIDUAL 
SUM OF SQUARES 
4.702 
30.976 
DF 
1 
118 
MEAN SQUARE F P 
4.702 17.911 
0.263 
ROBABILITY 
0 . 000 
Arrival Age and Stay Length as two continuous independent variables 
ANALYSIS OF VARIANCE 
SOURCE SUM OF SQUARES DF MEAN SQUARE F PROBABILITY 
8.894 0.000 REGRESSION 4.708 
RESIDUAL 0.969 
2. PDGAR 
no significant result 
2 
117 
2.354 
0.265 
3. PDURT 
no significant result 
4. PDUAR 
no significant result 
5. SUBGRT (**NOTE**) 
As grouped category TUKEY HSD showed no significance 
CHI-SQUARE = 9.630 DF= 5 PROBABILITY = 0.086 
ANALYSIS OF VARIANCE 
SOURCE SUM OF SQUARES DF MEAN SQUARE F PROBABILITY 
BETWEEN GROUPS 63.571 5 12.714 2.289 0.050 
WITHIN GROUPS 633.230 114 5.555 
Arrival Age as continuous variable: 
ANALYSIS OF VARIANCE 
SOURCE SUM OF SQUARES DF MEAN SQUARE F PROBABILITY 
REGRESSION 58.327 1 58.327 10.780 0.001 
RESIDUAL 638.474 118 5.411 
Arrival Age and Stay Length as two continuous independent variables 
ANALYSIS OF VARIANCE 
SOURCE SUM OF SQUARES DF MEAN SQUARE F PROBABILITY 
REGRESSION 64.880 2 32.440 6.006 0.003 
RESIDUAL 631.921 117 5.401 
6. SUBGAR 
A=i grouped category 
CHI-SQUARE = 19.423 DF= 5 PROBABILITY = 0.002 
ANALYSIS OF VARIANCE 
SOURCE SUM OF SQUARES DF MEAN SQUARE F PROBABILITY 
BETWEEN GROUPS 5.330 5 1.066 22.275 0.000 
WITHIN GROUPS 5.455 114 0.048 
TUKEY HSD MULTIPLE COMPARISONS: SIGNIFICANT COMPARISON PROBABILITIES 
1 2 3 4 5 
1 0 .000 0 .000 0 .000 0 .000 
6 0 .000 0 .336 0 .006 0 .042 
Arrival Age as continuous variable: 
ANALYSIS OF VARIANCE 
SOURCE SUM OF SQUARES DF MEAN SQUARE F PROBABILITY 
REGRESSION 2.848 1 2.848 42.337 0.000 
RESIDUAL 7.937 118 0.067 
Arrival Age and Stay Length as two continuous independent variables 
ANALYSIS OF VARIANCE 
SOURCE SUM OF SQUARES DF MEAN SQUARE F PROBABILITY 
REGRESSION 2.848 2 1.424 20.989 0.000 
RESIDUAL 7.937 117 0.068 
7 . WHQURT 
As grouped category 
CHI-SQUARE = 31.871 DF= 5 PROBABILITY = 0.000 
ANALYSIS OF VARIANCE 
SOURCE SUM OF SQUARES DF MEAN SQUARE F PROBABILITY 
BETWEEN GROUPS 33.075 5 6.615 4.623 0.001 
WITHIN GROUPS 163.115 114 1.431 
TUKEY HSD MULTIPLE COMPARISONS: SIGNIFICANT COMPARISON PROBABILITIES 
1 2 3 4 5 
6 0 . 0 0 3 0 .004 0 .014 
Arrival Age as continuous variable: 
ANALYSIS OF VARIANCE 
SOURCE SUM OF SQUARES DF MEAN SQUARE F PROBABILITY 
REGRESSION 33.572 1 33.572 24.361 0.000 
RESIDUAL 162.618 118 1.378 
Arrival Age and Stay Length as two continuous independent variables 
ANALYSIS OF VARIANCE 
SOURCE SUM OF SQUARES DF MEAN SQUARE F PROBABILITY 
REGRESSION 37.915 2 18.957 14.014 0.000 
RESIDUAL 158.276 117 1.353 
8. WHQUAR (**NOTE**) 
As grouped category 
CHI-SQUARE = 56.997 DF= 5 PROBABILITY = .000 
ANALYSIS OF VARIANCE 
SOURCE SUM OF SQUARES DF MEAN SQUARE F PROBABILITY 
BETWEEN GROUPS 0.159 5 0.032 3.065 0.012 
WITHIN GROUPS 1.181 114 0.010 
TUKEY HSD MULTIPLE COMPARISONS: SIGNIFICANT COMPARISON PROBABILITIES 
5 
0.02E 
Arrival Age as continuous variable: 
ns 
Arrival Age and Stay Length as two continuous independent variables 
ns 
9. SUBGPGRT 
As grouped category 
CHI-SQUARE = 12.733 DF= 5 PROBABILITY = 0.026 
ANALYSIS OF VARIANCE 
SOURCE SUM OF SQUARES DF MEAN SQUARE F PROBABILITY 
BETWEEN GROUPS 54.786 5 10.957 6.764 0.000 
WITHIN GROUPS 184.680 114 1.620 
TUKEY HSD MULTIPLE COMPARISONS: SIGNIFICANT COMPARISON PROBABILITIES 
1 2 3 4 5 
5 0.039 
6 0 .000 0 .002 0 .000 
Arrival Age as continuous variable: 
ANALYSIS OF VARIANCE 
SOURCE SUM OF SQUARES DF MEAN SQUARE F PROBABILITY 
REGRESSION 50.360 1 50.360 31.424 0.000 
RESIDUAL 189.106 118 1.603 
Arrival Age and Stay Length as two continuous independent variables 
ANALYSIS OF VARIANCE 
SOURCE SUM OF SQUARES DF MEAN SQUARE F PROBABILITY 
REGRESSION 50.645 2 25.323 15.691 0.000 
RESIDUAL 188.821 117 1.614 
10. SUBGPGAR 
no significant result 
2 7 1 
1 1 . SUBGPURT 
As g r o u p e d c a t e g o r y 
CHI-SQUARE = 1 7 . 9 5 2 DF= 
ANALYSIS OF VARIANCE 
SOURCE SUM OF SQUARES 
BETWEEN GROUPS 115.825 
WITHIN GROUPS 460.342 
PROBABILITY = 0.003 
DF MEAN SQUARE F PROBABILITY 
5 23.165 5.737 0.000 
114 4.038 
TUKEY HSD MULTIPLE COMPARISONS: SIGNIFICANT COMPARISON PROBABILITIES 
1 
0 . 0 0 1 
2 
0 . 0 0 1 
3 
0 . 0 0 1 
4 
0 .016 
Arrival Age as continuous variable: 
ANALYSIS OF VARIANCE 
SOURCE SUM OF SQUARES 
REGRESSION 
RESIDUAL 
117.269 
458.897 
DF 
1 
118 
MEAN SQUARE F 
117.269 30.154 
3.889 
PROBABILITY 
0. 000 
Arrival Age and Stay Length as two continuous independent variables 
ANALYSIS OF VARIANCE 
SOURCE SUM OF SQUARES 
REGRESSION 
RESIDUAL 
121.023 
455.144 
DF MEAN SQUARE F PROBABILITY 
2 60.511 15.555 0.000 
117 3.890 
12 . SUBGPUAR 
As grouped category 
CHI-SQUARE = 49.843 DF= 
ANALYSIS OF VARIANCE 
SOURCE SUM OF SQUARES 
BETWEEN GROUPS 0.130 
WITHIN GROUPS 0.607 
PROBABILITY = 0.000 
DF MEAN SQUARE F PROBABILITY 
5 0.026 4.876 0.000 
114 0.005 
TUKEY HSD MULTIPLE COMPARISONS: SIGNIFICANT COMPARISON PROBABILITIES 
1 
0 . 0 0 5 
2 
0 .000 
3 
0 .013 
5 
0 .035 
Arrival Age as continuous variable: 
ANALYSIS OF VARIANCE 
SOURCE SUM OF SQUARES DF MEAN SQUARE F PROBABILITY 
REGRESSION 0.108 1 0.108 20.172 0.000 
RESIDUAL 0.629 118 0.005 
Arrival Age and Stay Length as two continuous independent variables 
ANALYSIS OF VARIANCE 
SOURCE SUM OF SQUARES DF MEAN SQUARE F PROBABILITY 
REGRESSION 0.109 2 0.054 10.151 0.000 
RESIDUAL 0.628 117 0.005 
13. SUBNPGRT 
As grouped category 
CHI-SQUARE = 0.389 DF= 5 PROBABILITY = 0.001 
ANALYSIS OF VARIANCE 
SOURCE SUM OF SQUARES DF MEAN SQUARE F PROBABILITY 
BETWEEN GROUPS 44.909 5 8.982 4.335 0.001 
WITHIN GROUPS 236.186 114 2.072 
TUKEY HSD MULTIPLE COMPARISONS: SIGNIFICANT COMPARISON PROBABILITIES 
1 2 3 4 5 
6 0 .006 0 .034 0 . 0 0 3 
Arrival Age as continuous variable: 
ANALYSIS OF VARIANCE 
SOURCE SUM OF SQUARES DF MEAN SQUARE F PROBABILITY 
REGRESSION 42.199 1 42.199 2 0.844 0.00 0 
RESIDUAL 238.896 118 2.025 
Arrival Age and Stay Length as two continuous independent variables 
ANALYSIS OF VARIANCE 
SOURCE SUM OF SQUARES DF MEAN SQUARE F PROBABILITY 
REGRESSION 43.312 2 21.656 10.656 0.00 0 
RESIDUAL 237.783 117 2.032 
14. SUBNPGAR 
no significant result 
15. SUBNPURT 
As grouped category 
CHI-SQUARE = 5.929 DF= 5 PROBABILITY = 0.313 
ANALYSIS OF VARIANCE 
SOURCE SUM OF SQUARES DF MEAN SQUARE F PROBABILITY 
BETWEEN GROUPS 77.244 5 15.449 2.794 0.020 
WITHIN GROUPS 630.300 114 5.529 
TUKEY HSD MULTIPLE COMPARISONS: SIGNIFICANT COMPARISON PROBABILITIES 
1 2 3 4 5 
6 0.033 0.037 
Arrival Age as continuous variable: 
ANALYSIS OF VARIANCE 
SOURCE SUM OF SQUARES DF MEAN SQUARE F PROBABILITY 
REGRESSION 83.856 1 83.856 15.865 0.000 
RESIDUAL 623.689 118 5.285 
Arrival Age and Stay Length as two continuous independent variables 
ANALYSIS OF VARIANCE 
SOURCE SUM OF SQUARES DF MEAN SQUARE F PROBABILITY 
REGRESSION 87.481 2 43.740 8.253 0.000 
RESIDUAL 620.064 117 5.300 
16. SUBNPUAR 
As grouped category 
CHI-SQUARE = 59.246 DF= 5 PROBABILITY = 0.000 
ANALYSIS OF VARIANCE 
SOURCE SUM OF SQUARES DF MEAN SQUARE F PROBABILITY 
BETWEEN GROUPS 0.191 5 0.038 2.531 0.033 
WITHIN GROUPS 1.720 114 0.015 
TUKEY HSD MULTIPLE COMPARISONS: SIGNIFICANT COMPARISON PROBABILITIES 
1 2 3 4 5 
6 0.020 
Arrival Age as continuous variable: 
ANALYSIS OF VARIANCE 
SOURCE SUM OF SQUARES DF MEAN SQUARE F PROBABILITY 
REGRESSION 0.138 1 0.138 9.210 0.003 
RESIDUAL 1.772 118 0.015 
Arrival Age and Stay Length as two continuous independent variables 
ANALYSIS OF VARIANCE 
SOURCE SUM OF SQUARES DF MEAN SQUARE F PROBABILITY 
REGRESSION 0.144 2 0.072 4.759 0.010 
RESIDUAL 1.767 117 0.015 
17. SUBRCGRT 
As grouped category 
CHI-SQUARE = 10.897 DF= 5 PROBABILITY = 0.053 
ANALYSIS OF VARIANCE 
SOURCE SUM OF SQUARES DF MEAN SQUARE F PROBABILITY 
BETWEEN GROUPS 69.110 5 13.822 9.100 0.000 
WITHIN GROUPS 173.153 114 1.519 
TUKEY HSD MULTIPLE COMPARISONS: SIGNIFICANT COMPARISON PROBABILITIES 
1 2 3 4 5 
6 0 .000 0 .000 0 .000 0 .005 0 . 0 3 1 
Arrival Age as continuous variable: 
ANALYSIS OF VARIANCE 
SOURCE SUM OF SQUARES DF MEAN SQUARE F PROBABILITY 
REGRESSION 58.135 1 58.135 37.256 0.000 
RESIDUAL 184.128 118 1.560 
Arrival Age and Stay Length as two continuous independent variables 
ANALYSIS OF VARIANCE 
SOURCE SUM OF SQUARES DF MEAN SQUARE F PROBABILITY 
REGRESSION 58.472 2 29.236 18.611 0.000 
RESIDUAL 183.791 117 1.571 
18. SUBRCGAR 
no significant result 
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19. SUBRCURT 
As grouped category 
CHI-SQUARE = 34.332 DF= 5 PROBABILITY = 0.000 
ANALYSIS OF VARIANCE 
SOURCE SUM OF SQUARES DF MEAN SQUARE F PROBABILITY 
BETWEEN GROUPS 116.768 5 23.354 6.527 0.000 
WITHIN GROUPS 407.913 114 3.578 
TUKEY HSD MULTIPLE COMPARISONS: SIGNIFICANT COMPARISON PROBABILITIES 
1 2 3 4 5 
6 0 .000 0 .008 0 .000 0 .002 
Arrival Age as continuous variable: 
ANALYSIS OF VARIANCE 
SOURCE SUM OF SQUARES DF MEAN SQUARE F PROBABILITY 
REGRESSION 104.446 1 104.446 29.328 0.000 
RESIDUAL 420.236 118 3.561 
Arrival Age and Stay Length as two continuous independent variables 
ANALYSIS OF VARIANCE 
SOURCE SUM OF SQUARES DF MEAN SQUARE F PROBABILITY 
REGRESSION 107.472 2 53.736 15.069 0.000 
RESIDUAL 417.210 117 3.566 
20. SUBRCUAR (**NOTE**) 
As grouped category 
ANALYSIS OF VARIANCE 
SOURCE SUM OF SQUARES DF MEAN SQUARE F PROBABILITY 
BETWEEN GROUPS 0.019 5 0.004 1.580 0.171 
WITHIN GROUPS 0.271 114 0.002 
Arrival Age as continuous variable: 
ANALYSIS OF VARIANCE 
SOURCE SUM OF SQUARES DF MEAN SQUARE F PROBABILITY 
REGRESSION 0.016 1 0.016 6.988 0.009 
RESIDUAL 0.273 118 0.002 
Arrival Age and Stay Length as two continuous independent variables 
ANALYSIS OF VARIANCE 
SOURCE SUM OF SQUARES DF MEAN SQUARE F PROBABILITY 
REGRESSION 0.022 2 0.011 4.824 0.010 
RESIDUAL 0.267 117 0.002 
21. SUBWHGRT 
As grouped category 
CHI-SQUARE = 14.663 DF= 5 PROBABILITY = 0.012 
ANALYSIS OF VARIANCE 
SOURCE SUM OF SQUARES DF MEAN SQUARE F PROBABILITY 
BETWEEN GROUPS 56.491 5 11.298 5.418 0.000 
WITHIN GROUPS 237.712 114 2.085 
TUKEY HSD MULTIPLE COMPARISONS: SIGNIFICANT COMPARISON PROBABILITIES 
1 2 3 4 5 
6 0 . 0 0 1 0 . 0 0 1 0 .000 
Arrival Age as continuous variable: 
ANALYSIS OF VARIANCE 
SOURCE SUM OF SQUARES DF MEAN SQUARE F PROBABILITY 
REGRESSION 51.369 1 51.369 24.962 0.000 
RESIDUAL 242.834 118 2.058 
Arrival Age and Stay Length as two continuous independent variables 
ANALYSIS OF VARIANCE 
SOURCE SUM OF SQUARES DF MEAN SQUARE F PROBABILITY 
REGRESSION 52.380 2 26.190 12.671 0.000 
RESIDUAL 241.823 117 2.067 
22. SUBWHGAR 
no s i g n i f i c a n t r e s u l t 
2 3 . SUBWHURT 
As grouped category 
CHI-SQUARE = 25.039 DF= 5 PROBABILITY = .000 
ANALYSIS OF VARIANCE 
SOURCE SUM OF SQUARES DF MEAN SQUARE F PROBABILITY 
BETWEEN GROUPS 211.269 5 42.254 6.354 0.000 
WITHIN GROUPS 758.068 114 6.650 
TUKEY HSD MULTIPLE COMPARISONS: SIGNIFICANT COMPARISON PROBABILITIES 
1 2 3 4 5 
6 0 . 0 0 1 0 .000 0 . 0 0 1 0 . 0 0 8 
Arrival Age as continuous variable: 
ANALYSIS OF VARIANCE 
SOURCE SUM OF SQUARES DF MEAN SQUARE F PROBABILITY 
REGRESSION 202.505 1 202.505 31.161 0.000 
RESIDUAL 766.832 118 6.499 
Arrival Age and Stay Length as two continuous independent variables 
ANALYSIS OF VARIANCE 
SOURCE SUM OF SQUARES DF MEAN SQUARE F PROBABILITY 
REGRESSION 209.138 2 104.569 16.094 0.000 
RESIDUAL 760.199 117 6.497 
24. SUBWHUAR 
As grouped category 
CHI-SQUARE = 40.207 DF= 5 PROBABILITY = 0.000 
ANALYSIS OF VARIANCE 
SOURCE SUM OF SQUARES DF MEAN SQUARE F PROBABILITY 
BETWEEN GROUPS 0.308 5 0.062 5.144 0.000 
WITHIN GROUPS 1.365 114 0.012 
TUKEY HSD MULTIPLE COMPARISONS: SIGNIFICANT COMPARISON PROBABILITIES 
1 2 3 4 5 
6 0 .010 0 .000 0 .010 
Arrival Age as continuous variable: 
ANALYSIS OF VARIANCE 
SOURCE SUM OF SQUARES DF MEAN SQUARE F PROBABILITY 
REGRESSION 0.247 1 0.247 20.433 0.000 
RESIDUAL 1.426 118 0.012 
Arrival Age and Stay Length as two continuous independent variables 
ANALYSIS OF VARIANCE 
SOURCE SUM OF SQUARES DF MEAN SQUARE F PROBABILITY 
REGRESSION 0.248 2 0.124 10.183 0.000 
RESIDUAL 1.425 117 0.012 
25. SUBADGRT 
As grouped category 
CHI-SQUARE = 6.729 DF= 
ANALYSIS OF VARIANCE 
SOURCE SUM OF SQUARES 
BETWEEN GROUPS 60.935 
WITHIN GROUPS 502.212 
TUKEY HSD MULTIPLE COMPARISONS: SIGNIFICANT COMPARISON PROBABILITIES 
1 2 3 4 5 
6 0.044 
5 
DF 
5 
114 
PROBABILITY = 0.000 
MEAN SQUARE F PROBABILITY 
12.187 2.766 0.021 
4.405 
Arrival Age as continuous variable: 
ANALYSIS OF VARIANCE 
SOURCE SUM OF SQUARES 
REGRESSION 
RESIDUAL 
50.406 
512.742 
DF MEAN SQUARE F 
1 50.406 11.600 
118 4.345 
PROBABILITY 
0.001 
Arrival Age and Stay Length as two continuous independent variables 
ANALYSIS OF VARIANCE 
SOURCE SUM OF SQUARES 
REGRESSION 
RESIDUAL 
50.664 
512.484 
2 
1 1 7 
DF MEAN SQUARE F PROBABILITY 
5 . 7 8 3 0 . 0 0 4 2 5 . 3 3 2 
4 . 3 8 0 
2 6 . SUBADGAR 
no s i g n i f i c a n t r e s u l t 
2 7 . SUBADURT 
As grouped category 
DF= CHI-SQUARE = 3.729 
ANALYSIS OF VARIANCE 
SOURCE SUM OF SQUARES 
BETWEEN GROUPS 92.963 
WITHIN GROUPS 458.309 
DF 
5 
114 
PROBABILITY = 0.017 
MEAN SQUARE F PROBABILITY 
1 8 . 5 9 3 4 . 6 2 5 0 . 0 0 1 
4 . 0 2 0 
TUKEY HSD MULTIPLE COMPARISONS: SIGNIFICANT COMPARISON PROBABILITIES 
1 2 3 4 5 
6 0 . 0 0 3 0 . 0 0 6 0 . 0 0 2 
Arrival Age as continuous variable: 
ANALYSIS OF VARIANCE 
SOURCE SUM OF SQUARES DF MEAN SQUARE F PROBABILITY 
REGRESSION 94.269 1 94.269 24.341 0.000 
RESIDUAL 457.003 118 3.873 
Arrival Age and Stay Length as two continuous independent variables 
ANALYSIS OF VARIANCE 
SOURCE SUM OF SQUARES DF MEAN SQUARE F PROBABILITY 
REGRESSION 96.612 2 48.306 12.431 0.000 
RESIDUAL 454.661 117 3.886 
28. SUBADUAR (**NOTE**) 
As grouped category 
ANALYSIS OF VARIANCE 
SOURCE SUM OF SQUARES DF MEAN SQUARE F PROBABILITY 
BETWEEN GROUPS 0.130 5 0.026 2.142 0.065 
WITHIN GROUPS 1.3 83 114 0.012 
Arrival Age as continuous variable: 
ANALYSIS OF VARIANCE 
SOURCE SUM OF SQUARES DF MEAN SQUARE F PROBABILITY 
REGRESSION 0.106 1 0.106 8.912 0.003 
RESIDUAL 1.406 118 0.012 
Arrival Age and Stay Length as two continuous independent variables 
ANALYSIS OF VARIANCE 
SOURCE SUM OF SQUARES DF MEAN SQUARE F PROBABILITY 
REGRESSION 0.126 2 0.063 5.298 0.006 
RESIDUAL 1.3 87 117 0.012 
29. PROSJGRT 
As grouped category 
CHI-SQUARE = 41.014 DF= 5 PROBABILITY = 0.000 
ANALYSIS OF VARIANCE 
SOURCE SUM OF SQUARES DF MEAN SQUARE F PROBABILITY 
BETWEEN GROUPS 57.659 5 11.532 9.962 0.000 
WITHIN GROUPS 131.966 114 1.158 
TUKEY HSD MULTIPLE COMPARISONS: SIGNIFICANT COMPARISON PROBABILITIES 
1 2 3 4 5 
6 0 .000 0 .000 0 .000 0 .000 0 .002 
Arrival Age as continuous variable: 
ANALYSIS OF VARIANCE 
SOURCE SUM OF SQUARES DF MEAN SQUARE F PROBABILITY 
REGRESSION 45.032 1 45.032 36.750 0.000 
RESIDUAL 144.593 118 1.225 
Arrival Age and Stay Length as two continuous independent variables 
ANALYSIS OF VARIANCE 
SOURCE SUM OF SQUARES DF MEAN SQUARE F PROBABILITY 
REGRESSION 45.876 2 22.938 18.670 0.000 
RESIDUAL 143.749 117 1.229 
30. PROSJGAR 
no s i g n i f i c a n t r e s u l t 
3 1 . ANASJURT 
As grouped category 
CHI-SQUARE = 3.068 DF= 5 PROBABILITY = 0.000 
ANALYSIS OF VARIANCE 
SOURCE SUM OF SQUARES DF MEAN SQUARE F PROBABILITY 
BETWEEN GROUPS 78.956 5 15.791 5.480 0.000 
WITHIN GROUPS 328.485 114 2.881 
TUKEY HSD MULTIPLE COMPARISONS: SIGNIFICANT COMPARISON PROBABILITIES 
1 2 3 4 5 
5 0 .016 0 .050 0 .048 0 . 0 3 1 
6 0 .007 0 .023 0 . 0 2 1 0 . 0 1 3 
Arrival Age as continuous variable: 
ANALYSIS OF VARIANCE 
SOURCE SUM OF SQUARES DF MEAN SQUARE F PROBABILITY 
REGRESSION 72.767 1 72.767 25.657 0.000 
RESIDUAL 334.673 118 2.836 
Arrival Age and Stay Length as two continuous independent variables 
ANALYSIS OF VARIANCE 
SOURCE SUM OF SQUARES DF MEAN SQUARE F PROBABILITY 
REGRESSION 86.769 2 43.385 15.829 0.000 
RESIDUAL 320.671 117 2.741 
32. ANASJUAR 
no significant result 
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33. ABALLGRT 
As grouped category 
CHI-SQUARE = 4.420 DF= 5 PROBABILITY = 0.491 
ANALYSIS OF VARIANCE 
SOURCE SUM OF SQUARES DF MEAN SQUARE F PROBABILITY 
BETWEEN GROUPS 29.603 5 5.921 2.737 0.023 
WITHIN GROUPS 246.580 114 2.163 
TUKEY HSD MULTIPLE COMPARISONS: SIGNIFICANT COMPARISON PROBABILITIES 
1 2 3 4 5 
6 0.011 
Arrival Age as continuous variable: 
ANALYSIS OF VARIANCE 
SOURCE SUM OF SQUARES DF MEAN SQUARE F PROBABILITY 
REGRESSION 17.514 1 17.514 7.990 0.006 
RESIDUAL 258.669 118 2.192 
Arrival Age and Stay Length as two continuous independent variables 
ANALYSIS OF VARIANCE 
SOURCE SUM OF SQUARES DF MEAN SQUARE F PROBABILITY 
REGRESSION 17.926 2 8.963 4.061 0.020 
RESIDUAL 258.257 117 2.207 
34. ABALLGAR 
no significant result 
35. ABALLURT 
As grouped category 
CHI-SQUARE = 2.004 DF= 5 PROBABILITY = 0.849 
ANALYSIS OF VARIANCE 
SOURCE SUM OF SQUARES DF MEAN SQUARE F PROBABILITY 
BETWEEN GROUPS 39.683 5 7.937 3.590 0.005 
WITHIN GROUPS 252.021 114 2.211 
TUKEY HSD MULTIPLE COMPARISONS: SIGNIFICANT COMPARISON PROBABILITIES 
1 2 3 4 5 
6 0 .009 0 .006 0 .022 
Arrival Age as continuous variable: 
ANALYSIS OF VARIANCE 
SOURCE SUM OF SQUARES DF MEAN SQUARE F PROBABILITY 
REGRESSION 34.704 1 34.704 15.934 0.000 
RESIDUAL 257.001 118 2.178 
Arrival Age and Stay Length as two continuous independent variables 
ANALYSIS OF VARIANCE 
SOURCE SUM OF SQUARES DF MEAN SQUARE F PROBABILITY 
REGRESSION 35.335 2 17.667 8.063 0.001 
RESIDUAL 256.369 117 2.191 
3 6. ABALLUAR 
no significant result 
37. SIMPGRT 
As grouped category 
CHI-SQUARE = .533 DF= 5 PROBABILITY = 0.258 
ANALYSIS OF VARIANCE 
SOURCE SUM OF SQUARES DF MEAN SQUARE F PROBABILITY 
BETWEEN GROUPS 44.099 5 8.820 2.594 0.029 
WITHIN GROUPS 387.557 114 3.400 
TUKEY HSD MULTIPLE COMPARISONS: SIGNIFICANT COMPARISON PROBABILITIES 
1 2 3 4 5 
6 0.016 
Arrival Age as continuous variable: 
ANALYSIS OF VARIANCE 
SOURCE SUM OF SQUARES DF MEAN SQUARE F PROBABILITY 
REGRESSION 35.921 1 35.921 10.711 0.001 
RESIDUAL 395.734 118 3.354 
Arrival Age and Stay Length as two continuous independent variables 
ANALYSIS OF VARIANCE 
SOURCE SUM OF SQUARES DF MEAN SQUARE F PROBABILITY 
REGRESSION 36.310 2 18.155 5.373 0.006 
RESIDUAL 395.345 117 3.379 
38. SIMPGAR 
no significant result 
39. SIMPURT 
As grouped category 
CHI-SQUARE = 13.625 DF= 5 PROBABILITY = .018 
ANALYSIS OF VARIANCE 
SOURCE SUM OF SQUARES DF MEAN SQUARE F PROBABILITY 
BETWEEN GROUPS 49.192 5 9.838 2.698 0.024 
WITHIN GROUPS 415.723 114 3.647 
TUKEY HSD MULTIPLE COMPARISONS: SIGNIFICANT COMPARISON PROBABILITIES 
1 2 3 4 5 
6 0.014 
Arrival Age as continuous variable: 
ANALYSIS OF VARIANCE 
SOURCE SUM OF SQUARES DF MEAN SQUARE F PROBABILITY 
REGRESSION 32.991 1 32.991 9.013 0.003 
RESIDUAL 431.924 118 3.660 
Arrival Age and Stay Length as two continuous independent variables 
ANALYSIS OF VARIANCE 
SOURCE SUM OF SQUARES DF MEAN SQUARE F PROBABILITY 
REGRESSION 33.506 2 16.753 4.544 0.013 
RESIDUAL 431.408 117 3.687 
40. SIMPUAR 
no significant result 
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41. TNSGRT 
no significant result 
42. TNSGAR 
no s i g n i f i c a n t r e s u l t 
4 3 . TNSURT 
As grouped category 
CHI-SQUARE = 7.015 DF= PROBABILITY 0.220 
ANALYSIS OF VARIANCE 
SOURCE SUM OF SQUARES 
BETWEEN GROUPS 48.040 
WITHIN GROUPS 430.494 
DF 
5 
114 
MEAN SQUARE F PROBABILITY 
9 . 6 0 8 2 . 5 4 4 0 . 0 3 2 
3 . 7 7 6 
TUKEY HSD MULTIPLE COMPARISONS: SIGNIFICANT COMPARISON PROBABILITIES 
1 2 3 4 5 2 
0.026 0.043 
Arrival Age as continuous variable: 
ANALYSIS OF VARIANCE 
SOURCE SUM OF SQUARES 
REGRESSION 
RESIDUAL 
37.950 
440.584 
DF 
1 
118 
MEAN SQUARE F 
3 7 . 9 5 0 1 0 . 1 6 4 
3 . 7 3 4 
PROBABILITY 
0 . 002 
Arrival Age and Stay Length as two continuous independent variables 
ANALYSIS OF VARIANCE 
SOURCE SUM OF SQUARES 
REGRESSION 
RESIDUAL 
37.961 
440.573 
2 
1 1 7 
DF MEAN SQUARE F PROBABILITY 
5 . 0 4 0 0 . 0 0 8 1 8 . 9 8 0 
3 . 7 6 6 
4 4 . TNSUAR 
no significant result 
45. INFTGRT 
no significant result 
46. INFITGAR 
no significant result 
47. INFITURT 
As grouped category 
CHI-SQUARE = 6.791 DF= 
ANALYSIS OF VARIANCE 
SOURCE SUM OF SQUARES 
BETWEEN GROUPS 57.562 
WITHIN GROUPS 309.044 
PROBABILITY = 0.237 
DF MEAN SQUARE F PROBABILITY 
5 11.512 4.247 0.001 
114 2.711 
TUKEY HSD MULTIPLE COMPARISONS: SIGNIFICANT COMPARISON PROBABILITIES 
0.008 
2 
0.002 
3 
0.015 
4 
0.019 
5 
0.00? 
Arrival Age as continuous variable: 
ANALYSIS OF VARIANCE 
SOURCE SUM OF SQUARES 
REGRESSION 
RESIDUAL 
34.691 
331.916 
DF MEAN SQUARE F 
1 34.691 12.333 
118 2.813 
PROBABILITY 
0 . 001 
Arrival Age and Stay Length as two continuous independent variables 
ANALYSIS OF VARIANCE 
SOURCE SUM OF SQUARES 
REGRESSION 
RESIDUAL 
35.137 
331.470 
2 
117 
DF MEAN SQUARE F PROBABILITY 
6 . 2 0 1 0 . 0 0 3 1 7 . 5 6 8 
2 . 8 3 3 
4 8 . I N F I T U A R 
no s i g n i f i c a n t r e s u l t 
4 9 . NPGRT 
no significant result 
50. NPGAR 
no significant result 
51. NPURT (**NOTE**) 
As grouped category 
ANALYSIS OF VARIANCE 
SOURCE SUM OF SQUARES 
BETWEEN GROUPS 65.154 
WITHIN GROUPS 684.257 
DF 
5 
114 
MEAN SQUARE F 
13.031 
6.002 
2.171 
PROBABILITY 
0 . 062 
Arrival Age as continuous variable: 
ANALYSIS OF VARIANCE 
SOURCE SUM OF SQUARES DF MEAN SQUARE F PROBABILITY 
REGRESSION 43.124 1 43.124 7.205 0.008 
RESIDUAL 706.288 118 5.985 
Arrival Age and Stay Length as two continuous independent variables 
ANALYSIS OF VARIANCE 
SOURCE SUM OF SQUARES DF MEAN SQUARE F PROBABILITY 
3 . 805 0.025 REGRESSION 
RESIDUAL 
45.765 
703.646 
2 
117 
22.883 
6.014 
52. NPUAR 
no significant result 
53. SUPPORT 
As grouped category 
CHI-SQUARE = 12.734 DF= 5 PROBABILITY = 0.026 
ANALYSIS OF VARIANCE 
SOURCE SUM OF SQUARES DF MEAN SQUARE F PROBABILITY 
BETWEEN GROUPS 41.569 5 8.314 2.965 0.015 
WITHIN GROUPS 319.632 114 2.804 
TUKEY HSD MULTIPLE COMPARISONS: SIGNIFICANT COMPARISON PROBABILITIES 
1 2 3 4 5 
6 0.005 
Arrival Age as continuous variable: 
ANALYSIS OF VARIANCE 
SOURCE SUM OF SQUARES DF MEAN SQUARE F PROBABILITY 
REGRESSION 25.034 1 25.034 8.787 0.004 
RESIDUAL 336.167 118 2.849 
Arrival Age and Stay Length as two continuous independent variables 
ANALYSIS OF VARIANCE 
SOURCE SUM OF SQUARES DF MEAN SQUARE F PROBABILITY 
REGRESSION 25.530 2 12.765 4.449 0.014 
RESIDUAL 335.671 117 2.869 
54. SUPPGAR 
no significant result 
55. SUPPURT 
As grouped category 
CHI-SQUARE = 1.460 DF= 5 PROBABILITY = .918 
ANALYSIS OF VARIANCE 
SOURCE SUM OF SQUARES DF MEAN SQUARE F PROBABILITY 
BETWEEN GROUPS 44.100 5 8.820 3.753 0.003 
WITHIN GROUPS 267.929 114 2.350 
TUKEY HSD MULTIPLE COMPARISONS: SIGNIFICANT COMPARISON PROBABILITIES 
1 2 3 4 5 
6 0 .020 0 .008 0 .010 0 .015 0 .023 
Arrival Age as continuous variable: 
ANALYSIS OF VARIANCE 
SOURCE SUM OF SQUARES DF MEAN SQUARE F PROBABILITY 
REGRESSION 25.960 1 25.960 10.708 0.001 
RESIDUAL 286.069 118 2.424 
Arrival Age and Stay Length as two continuous independent variables 
ANALYSIS OF VARIANCE 
SOURCE SUM OF SQUARES DF MEAN SQUARE F PROBABILITY 
REGRESSION 26.698 2 13.349 5.474 0.0 05 
RESIDUAL 285.331 117 2.439 
56. SUPPUAR 
no significant result 
J. PEARSON CORRELATION 
N= 120 -(arrival age 0-14) 
comparison table of correlation 
-with arrival variable and staylength variable 
-for reaction time variables (28) 
(expect positive correlation) (expect negative correlation) 
PDGRT 
PDURT 
SUBGRT 
WHQURT 
SUBGPGRT 
SUBGPURT 
SUBNPGRT 
SUBNPURT 
SUBRCGRT 
SUBRCURT 
SUBWHGRT 
SUBWHURT 
SUBADGRT 
SUBADURT 
PROSJGRT 
ANASJURT 
ABALLGRT 
ABALLURT 
SIMPGRT 
SIMPURT 
TNSGRT 
TNSURT 
INFTGRT 
INFTURT 
NPGRT 
NPURT 
SUPPORT 
SUPPURT 
ARRIVAL 
0.363** 
0.136 
0.289** 
0.414** 
0.459** 
0.451** 
0.387** 
0.344** 
0.490** 
0.446** 
0.418** 
0.457** 
0.299** 
0.414** 
0.487** 
0.423** 
0.252* 
0.345** 
0.288** 
0.266** 
0.153 
0.282** 
0.177 
0.308** 
0.113 
0.240** 
0.263** 
0.288** 
PDGRT 
PDURT 
SUBGRT 
WHQURT 
SUBGPGRT 
SUBGPURT 
SUBNPGRT 
SUBNPURT 
SUBRCGRT 
SUBRCURT 
SUBWHGRT 
SUBWHURT 
SUBADGRT 
SUBADURT 
PROSJGRT 
ANASJURT 
ABALLGRT 
ABALLURT 
SIMPGRT 
SIMPURT 
TNSGRT 
TNSURT 
INFTGRT 
INFTURT 
NPGRT 
NPURT 
SUPPORT 
SUPPURT 
STAYLENGTH 
-0.103 
-0 
-0.122 
-0.139 
-0.079 
-0.343** 
-0.305** 
-0.439** 
-0.439** 
-0.449** 
-0.383** 
-0.346** 
-0.469** 
-0.443** 
-0.410** 
-0.456** 
-0.270** 
-0.409** 
-0.478** 
-0.461** 
220* 
-0.338** 
-0.279** 
-0.260** 
-0.264** 
-0.299** 
-0.245** 
-0.258** 
-0.286** 
* signif icant at p < .05 
** s ignif icant at p < .01 
N=120 -(arrival age 0-14) 
comparison table of partial correlation 
-with arrival/staylength variable and staylength/arrival variable 
-for reaction time variables (28) 
(expect positive correlation) 
ARRIVAL/STAYLENGTH 
PDGRT 0.328 
SUBGRT 0.044 
WHQURT 0.037 
SUBGPGRT 0.371* 
SUBGPURT 0.247 
SUBNPGRT 0.228 
SUBNPURT 0.163 
SUBRCGRT 0.395* 
SUBRCURT 0.254 
SUBWHGRT 0.269 
SUBWHURT 0.248 
SUBADGRT 0.353 
SUBADURT 0.248 
PROSJGRT 0.318 
ANASJURT -0.047 
ABALLGRT 0.350 
ABALLURT 0.227 
SIMPGRT 0.212 
SIMPURT 0.182 
TNSURT 0.270 
INFTURT 0.219 
NPURT 0.090 
SUPPORT 0.169 
SUPPURT 0.165 
(expect negative correlation) 
STAYLENGTH/ARRIVAL 
PDGRT -0.037 
SUBGRT -0.264 
WHQURT -0.405* 
SUBGPGRT -0.094 
SUBGPURT -0.220 
SUBNPGRT -0.171 
SUBNPURT -0.195 
SUBRCGRT -0.102 
SUBRCURT -0.207 
SUBWHGRT -0.160 
SUBWHURT -0.225 
SUBADGRT 0.058 
SUBADURT -0.177 
PROSJGRT -0.182 
ANASJURT -0.505* 
ABALLGRT 0.105 
ABALLURT -0.127 
SIMPGRT -0.082 
SIMPURT -0.091 
TNSURT -0.013 
INFTURT -0.095 
NPURT -0.162 
SUPPORT -0.101 
SUPPURT -0.132 
* significant at p < .05 
** significant at p < .01 
N=120 -(arrival age 0-14) 
comparison table of correlation 
with arrival variable and staylength variable 
-for accuracy rate variables (28) 
(expect negative correlation) (expect positive correlation) 
PDGAR 
PDUAR 
SUBGAR 
WHQUAR 
SUBGPGAR 
SUBGPUAR 
SUBNPGAR 
SUBNPUAR 
SUBRCGAR 
SUBRCUAR 
SUBWHGAR 
SUBWHUAR 
SUBADGAR 
SUBADUAR 
PROSJGAR 
ANASJUAR 
ABALLGAR 
ABALLUAR 
SIMPGAR 
SIMPUAR 
TNSGAR 
TNSUAR 
INFITGAR 
INFITUAR 
NPGAR 
NPUAR 
SUPPGAR 
5UPPUAR 
ARRIVAL 
-0.038 
0.086 
-0.070 
-0.031 
-0.034 
-0.026 
-0.166 
0.034 
-0.039 
-0 
-0.114 
-0.024 
-0.062 
-0.049 
-0.040 
0.064 
-0.060 
-0.035 
-0.083 
-0.108 
-0.141 
0.008 
-0.514** 
-0.382** 
-0.269** 
-0.236** 
-0.384** 
-0.265** 
224* 
PDGAR 
PDUAR 
SUBGAR 
WHQUAR 
SUBGPGAR 
SUBGPUAR 
SUBNPGAR 
SUBNPUAR 
SUBRCGAR 
SUBRCUAR 
SUBWHGAR 
SUBWHUAR 
SUBADGAR 
SUBADUAR 
PROSJGAR 
ANASJUAR 
ABALLGAR 
ABALLUAR 
SIMPGAR 
SIMPUAR 
TNSGAR 
TNSUAR 
INFITGAR 
INFITUAR 
NPGAR 
NPUAR 
SUPPGAR 
SUPPUAR 
STAYLENGTH 
0.063 
-0.052 
0.478** 
0.068 
0.039 
0.340** 
0.027 
0.270** 
0.024 
0.168 
0.141 
0.367** 
-0.008 
0.205* 
0.011 
0.225* 
0.082 
0.010 
0.056 
0.021 
0.011 
-0.086 
0.027 
0.021 
0.066 
0.117 
0.107 
-0.012 
* significant at p < .05 
** significant at p < .01 
N= 120 -{arr ival age 0-14) 
compar i son table of par t ia l correlat ion 
with a r r iva l / s t ay leng th variable a n d st; 
-for accuracy ra te variables (28) 
(expect negative correlation) 
ARRIVAL/STAYLENGTH 
SUBGAR - 0 . 5 1 1 * * 
SUBGPUAR - 0 . 4 9 2 * 
SUBNPUAR - 0 . 1 3 5 
SUBRCUAR - 0 . 5 9 7 * * 
SUBWHUAR -0.319 
SUBADUAR - 0 . 5 5 2 * * 
ANASJUAR - 0 . 1 1 0 
ABALLUAR - 0 . 1 1 2 
* s i g n i f i c a n t a t p < .05 
** s i g n i f i c a n t a t p < . 01 
eng th / a r r iva l variable 
(expect positive correlation) 
STAYLENGTH/ARRIVAL 
SUBGAR 
SUBGPUAR 
SUBNPUAR 
SUBRCUAR 
SUBWHUAR 
SUBADUAR 
ANASJUAR 
ABALLUAR 
0.003 
-0.118 
0.145 
-0.388 
0.070 
-0.308 
0.122 
-0.094 
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N= 120 -(arrival age 0-14) 
-reaction time by accuracy rate (expect positive correlation for all) 
-subjacency dependent variables (28) 
* significant at p < .05 
** significant at p < .01 
PDGAR 
PDUAR 
SUBGAR 
WHQUAR 
SUBGPGAR 
SUBGPUAR 
PDGRT 
-0.091 
PDURT SUBGRT WHQURT SUBGPGRT SUBGPURT 
-0.101 
0.048 
-0.102 
-0.092 
-0.392** 
SUBNPGAR 
SUBNPUAR 
SUBRCGAR 
SUBRCUAR 
SUBNPGRT 
-0.334** 
SUBNPURT SUBRCGRT SUBRCURT 
-0.235** 
-0.170 
-0.199* 
SUBWHURT SUBADGRT SUBADURT 
SUBWHGAR 
SUBWHUAR 
SUBADGAR 
SUBADUAR 
SUBWHGRT 
-0.192* 
-0.380** 
-0.026 
-0.390** 
-binding dependent variables (28) 
PROSJGRT ANASJURT ABALLGRT 
PROSJGAR 
ANASJUAR 
ABALLGAR 
ABALLUAR 
SIMPGAR 
SIMPUAR 
TNSGAR 
TNSUAR 
INFITGAR 
INFITUAR 
-0.180* 
-0.575** 
-0.299** 
ABALLURT 
0.159 
SIMPGRT SIMPURT TNSGRT TNSURT INFTGRT INFTURT 
-0.388** 
-0.006 
-0.128 
0.155 
-0.210* 
0.200* 
NPGAR 
NPUAR 
SUPPGAR 
SUPPUAR 
NPGRT NPURT 
-0.270** 
0.024 
SUPPORT SUPPURT 
-0.164 
0.145 
N=80 -(arrival age 3-14) 
comparison table of correlation 
-with arrival variable and staylength variable 
-for reaction time variables (28) 
(expect positive correlation) (expect negative correlation) 
PDGRT 
PDURT 
SUBGRT 
WHQURT 
SUBGPGRT 
SUBGPURT 
SUBNPGRT 
SUBNPURT 
SUBRCGRT 
SUBRCURT 
SUBWHGRT 
SUBWHURT 
SUBADGRT 
SUBADURT 
PROSJGRT 
ANASJURT 
ABALLGRT 
ABALLURT 
SIMPGRT 
SIMPURT 
TNSGRT 
TNSURT 
INFITGRT 
INFITURT 
NPGRT 
NPURT 
SUPPORT 
SUPPURT 
ARRIVAL 
0.524** 
0.132 
0.337** 
0.384** 
0.537** 
0.493** 
0.432** 
0.355** 
0.570** 
0.534** 
0.478** 
0.474** 
0.413** 
0.476** 
0.559** 
0.438** 
0.458** 
0.375** 
0.318** 
0.379** 
0.386** 
0.359** 
0.270** 
0.329** 
0.398** 
0.084 
0.410** 
0.404** 
PDGRT 
PDURT 
SUBGRT 
WHQURT 
SUBGPGRT 
SUBGPURT 
SUBNPGRT 
SUBNPURT 
SUBRCGRT 
SUBRCURT 
SUBWHGRT 
SUBWHURT 
SUBADGRT 
SUBADURT 
PROSJGRT 
ANASJURT 
ABALLGRT 
ABALLURT 
SIMPGRT 
SIMPURT 
TNSGRT 
TNSURT 
INFITGRT 
INFITURT 
NPGRT 
NPURT 
SUPPORT 
SUPPURT 
STAYLENGTH 
-0.469** 
-0.089 
-0.356** 
-0.420** 
-0.487** 
-0.465** 
-0.403** 
-0.353** 
-0.495** 
-0.512** 
-0.442** 
-0.432** 
-0.373** 
-0.439** 
-0.519** 
-0.478** 
-0.380** 
-0.357** 
-0.304** 
-0.343** 
-0.303** 
-0.318** 
-0.207* 
-0.306** 
-0.296** 
-0.131 
-0.373** 
-0.363** 
* significant at p < .05 
** significant at p < .01 
N=80 -(arrival age 3-14) 
comparison table of partial correlation 
-with arrival/staylength variable and staylength/arrival variable 
-for reaction time variables (28) 
(expect positive correlation) 
PDGRT 
SUBGRT 
WHQURT 
SUBGPGRT 
SUBGPURT 
SUBNPGRT 
SUBNPURT 
SUBRCGRT 
SUBRCURT 
SUBWHGRT 
SUBWHURT 
SUBADGRT 
SUBADURT 
PROSJGRT 
ANASJURT 
ABALLGRT 
ABALLURT 
SIMPGRT 
SIMPURT 
TNSGRT 
TNSURT 
INFITGRT 
INFITURT 
NPGRT 
SUPPORT 
SUPPURT 
ARRIVAL/STAYLENGTH 
0.475** 
0.115 
0.081 
0.465** 
0.364* 
0.332 
0.194 
0.571** 
0.362* 
0.381* 
0.405* 
0.361* 
0.385* 
0.440* 
0.092 
0.520** 
0.264 
0.220 
0.329 
0.500* 
0.336 
0.258 
0.329* 
0.573** 
0.352* 
0.360* 
(expect negative correlation) 
STAYLENGTH/ARRIVAL 
PDGRT 
SUBGRT 
WHQURT 
SUBGPGRT 
SUBGPURT 
SUBNPGRT 
SUBNPURT 
SUBRCGRT 
SUBRCURT 
SUBWHGRT 
SUBWHURT 
SUBADGRT 
SUBADURT 
PROSJGRT 
ANASJURT 
ABALLGRT 
ABALLURT 
SIMPGRT 
SIMPURT 
TNSGRT 
TNSURT 
INFITGRT 
INFITURT 
NPGRT 
SUPPORT 
SUPPURT 
-0.056 
-0.256 
-0.350* 
-0.083 
-0.148 
-0.115 
-0.185 
-0.001 
-0.198 
-0.112 
-0.080 
-0.060 
-0.105 
-0.137 
-0.398* 
-0.071 
-0.127 
-0.113 
-0.057 
-0.131 
-0.026 
-0.109 
-0.082 
-0.202 
-0.067 
-0.051 
* significant at p < .05 
** significant at p < .01 
N=80 -(arrival age 3-14) 
comparison table of correlation 
with arrival variable and staylength variable 
-for accuracy rate variables (28) 
(expect negative correlation) (expect positive correlation) 
PDGAR 
PDUAR 
SUBGAR 
WHQUAR 
SUBGPGAR 
SUBGPUAR 
SUBNPGAR 
SUBNPUAR 
SUBRCGAR 
SUBRCUAR 
SUBWHGAR 
SUBWHUAR 
SUBADGAR 
SUBADUAR 
PROSJGAR 
ANASJUAR 
ABALLGAR 
ABALLUAR 
SIMPGAR 
SIMPUAR 
TNSGAR 
TNSUAR 
INFITGAR 
INFITUAR 
NPGAR 
NPUAR 
SUPPGAR 
SUPPUAR 
ARRIVAL 
-0.223* 
0.198 
-0.355** 
-0.079 
-0.032 
-0.330** 
-0.079 
-0.233* 
-0.129 
-0.232* 
-0.144 
-0.323** 
0.081 
-0.263* 
0.028 
-0.304** 
-0.170 
0.027 
-0.106 
-0.007 
-0.071 
0.065 
-0.023 
0.062 
-0.166 
-0.091 
-0.135 
0.069 
PDGAR 
PDUAR 
SUBGAR 
WHQUAR 
SUBGPGAR 
SUBGPUAR 
SUBNPGAR 
SUBNPUAR 
SUBRCGAR 
SUBRCUAR 
SUBWHGAR 
SUBWHUAR 
SUBADGAR 
SUBADUAR 
PROSJGAR 
ANASJUAR 
ABALLGAR 
ABALLUAR 
SIMPGAR 
SIMPUAR 
TNSGAR 
TNSUAR 
INFITGAR 
INFITUAR 
NPGAR 
NPUAR 
SUPPGAR 
SUPPUAR 
STAYLENGTH 
0.148 
-0.096 
0.326** 
0.050 
0.038 
0.243* 
0.041 
0.239* 
0.061 
0.110 
0.095 
0.260* 
-0.014 
0.137 
-0.063 
0.298** 
0.076 
-0.071 
0.063 
-0.051 
-0.001 • 
-0.137 
-0.024 
-0.094 
0.095 
0.088 
0.066 
-0.085 
* signif icant at p < .05 
** s ignif icant at p < .01 
N=80 -(arrival age 3-14) 
comparison table of partial correlation 
with arrival/staylength variable and staylength/arrival variable 
-for accuracy rate variables (28) 
(expect negative correlation) (expect positive correlation) 
PDGAR 
PDUAR 
SUBGAR 
SUBGPUAR 
SUBNPUAR 
SUBRCUAR 
SUBWHUAR 
SUBADGAR 
SUBADUAR 
PROSJGAR 
ANASJUAR 
ARRIVAL/STAYLENGTH 
-0.385* 
0.469* 
-0.290 
-0.482* 
-0.107 
-0.555** 
-0.394* 
0.281 
-0.588** 
-0.109 
-0.186 
PDGAR 
PDUAR 
SUBGAR 
SUBGPUAR 
SUBNPUAR 
SUBRCUAR 
SUBWHUAR 
SUBADGAR 
SUBADUAR 
PROSJGAR 
ANASJUAR 
STAYLENGTH/ARRIVAL 
0.186 
0.312 
0.074 
-0.176 
0.146 
-0.373* 
-0.082 
0.230 
-0.374* 
-0.157 
0.136 
* s ignif icant at p < .05 
** s ignif icant a t p < .01 
N=80 -(arrival age 3-14) 
-reaction time * accuracy rate (expect positive correlation for all) 
-subjacency dependent variables (28) 
•significant at p < .05 
** significant at p < .01 
PDGAR 
PDUAR 
SUBGAR 
WHQUAR 
SUBGPGAR 
SUBGPUAR 
PDGRT PDURT 
-0.311** 
-0.082 
SUBGRT WHQURT SUBGPGRT SUBGPURT 
0.082 
-0.127 
-0.112 
-0.397** 
SUBNPGAR 
SUBNPUAR 
SUBRCGAR 
SUBRCUAR 
SUBNPGRT 
-0.454** 
SUBNPURT SUBRCGRT SUBRCURT 
-0.247* 
-0.176 
-0.233* 
SUBWHURT SUBADGRT SUBADURT 
SUBWHGAR 
SUBWHUAR 
SUBADGAR 
SUBADUAR 
SUBWHGRT 
-0.086 
-0.381** 
-0.098 
-0.398** 
-binding dependent variables (28) 
PROSJGAR 
ANASJUAR 
ABALLGAR 
ABALLUAR 
PROSJGRT ANASJURT ABALLGRT ABALLURT 
-0.125 
-0.617** 
-0.343** 
0.242* 
SIMPGRT SIMPURT TNSGRT TNSURT INFTGRT 
-0.487** SIMPGAR 
SIMPUAR 
TNSGAR 
TNSUAR 
INFITGAR 
INFITUAR 
-0.002 
-0.046 
0.179 
-0.329** 
INFTURT 
0.246* 
NPGAR 
NPUAR 
SUPPGAR 
SUPPUAR 
NPGRT 
-0.274* 
NPURT 
0.128 
SUPPORT SUPPURT 
-0.160 
0.201 
N=40 --(arrival age 0-2) 
comparison table of correlation 
with arrival variable and staylength variable 
-for reaction time variables (28) 
(expect positive correlation) (expect negative correlation) 
PDGRT 
PDURT 
SUBGRT 
WHQURT 
SUBGPGRT 
SUBGPURT 
SUBNPGRT 
SUBNPURT 
SUBRCGRT 
SUBRCURT 
SUBWHGRT 
SUBWHURT 
SUBADGRT 
SUBADURT 
PROSJGRT 
ANASJURT 
ABALLGRT 
ABALLURT 
SIMPGRT 
SIMPURT 
TNSGRT 
TNSURT 
INFTGRT 
INFTURT 
NPGRT 
NPURT 
SUPPORT 
SUPPURT 
ARRIVAL 
0.019 
-0.040 
-0.109 
-0.227 
-0.007 
-0.115 
-0.049 
-0.044 
-0.006 
0.013 
-0.140 
-0.298* 
0.076 
-0.078 
0.087 
-0.111 
-0.069 
0.017 
-0.232 
0.260 
0.035 
-0.154 
-0.043 
0.062 
0.051 
-0.079 
-0.216 
-0.036 
PDGRT 
PDURT 
SUBGRT 
WHQURT 
SUBGPGRT 
SUBGPURT 
SUBNPGRT 
SUBNPURT 
SUBRCGRT 
SUBRCURT 
SUBWHGRT 
SUBWHURT 
SUBADGRT 
SUBADURT 
PROSJGRT 
ANASJURT 
ABALLGRT 
ABALLURT 
SIMPGRT 
SIMPURT 
TNSGRT 
TNSURT 
INFTGRT 
INFTURT 
NPGRT 
NPURT 
SUPPORT 
SUPPURT 
STAYLENGTH 
0.285 
0.223 
0.250 
0.326* 
0.238 
0.190 
0.170 
0.167 
0.052 
0.271 
0.223 
0.082 
0.223 
0.147 
0.215 
0.292 
0.269 
0.089 
0.355* 
-0.117 
0.136 
0.253 
0.265 
0.064 
0.131 
0.134 
0.242 
0.030 
* significant at p < .05 
** significant at p < .01 
N=40 -(arrival age 0-2) 
comparison table of partial correlation 
with arrival/staylength variable and staylength/arrival variable 
-for reaction time variables (28) 
(expect positive correlation) 
ARRIVAL/STAYLENGTH 
PDGRT 0.176 
PDURT 0.070 
SUBGRT -0.001 
WHQURT -0.105 
SUBGPGRT 0.119 
SUBGPURT -0.040 
SUBNPGRT 0.031 
SUBNPURT 0.052 
SUBRCGRT -0.077 
SUBRCURT 0.161 
SUBWHGRT -0.053 
SUBWHURT -0.323* 
SUBADGRT 0.213 
SUBADURT -0.017 
PROSJGRT 0.222 
ANASJURT 0.019 
ABALLGRT 0.059 
ABALLURT 0.068 
SIMPGRT -0.096 
TNSGRT 0.116 
TNSURT -0.055 
INFTGRT 0.089 
INFTURT 0.110 
NPGRT 0.133 
NPURT -0.025 
SUPPORT -0.137 
SUPPURT -0.028 
(expect negative correlation) 
PDGRT 
PDURT 
SUBGRT 
WHQURT 
SUBGPGRT 
SUBGPURT 
SUBNPGRT 
SUBNPURT 
SUBRCGRT 
SUBRCURT 
SUBWHGRT 
SUBWHURT 
SUBADGRT 
SUBADURT 
PROSJGRT 
ANASJURT 
ABALLGRT 
ABALLURT 
SIMPGRT 
TNSGRT 
TNSURT 
INFTGRT 
INFTURT 
NPGRT 
NPURT 
SUPPORT 
SUPPURT 
STAYLENGTH/ARRIVAL 
0.361* 
0.254 
0.249 
0.280 
0.290 
0.173 
0.184 
-0.195 
0.291 
0.340 
0.200 
-0.058 
0.315* 
0.139 
0.312* 
0.300* 
0.295* 
0.119 
0.314* 
0.186 
0.229 
0.304* 
0.112 
0.188 
0.124 
0.182 
0.018 
* s ignif icant a t p < .05 
** signif icant at p < .01 
N=40 -{arrival age 0-2) 
comparison table of correlation 
with arrival variable and staylength variable 
-for accuracy rate variables (28) 
(expect negative correlation) (expect positive correlation) 
PDGAR 
PDUAR 
SUBGAR 
WHQUAR 
SUBGPGAR 
SUBGPUAR 
SUBNPGAR 
SUBNPUAR 
SUBRCGAR 
SUBRCUAR 
SUBWHGAR 
SUBWHUAR 
SUBADGAR 
SUBADUAR 
PROSJGAR 
ANASJUAR 
ABALLGAR 
ABALLUAR 
SIMPGAR 
SIMPUAR 
TNSGAR 
TNSUAR 
INFITGAR 
INFITUAR 
NPGAR 
NPUAR 
SUPPGAR 
SUPPUAR 
ARRIVAL 
-0.383* 
0.048 
-0.578** 
0.212 
-0.040 
0.240 
0.126 
0.137 
-0.203 
-0.055 
0.050 
0.242 
-0.007 
0.170 
-0.167 
-0.229 
0.067 
0.190 
0.213 
0.220 
0.077 
0.120 
-0.092 
0.193 
0.049 
0.245 
0.007 
0.115 
PDGAR 
PDUAR 
SUBGAR 
WHQUAR 
SUBGPGAR 
SUBGPUAR 
SUBNPGAR 
SUBNPUAR 
SUBRCGAR 
SUBRCUAR 
SUBWHGAR 
SUBWHUAR 
SUBADGAR 
SUBADUAR 
PROSJGAR 
ANASJUAR 
ABALLGAR 
ABALLUAR 
SIMPGAR 
SIMPUAR 
TNSGAR 
TNSUAR 
INFITGAR 
INFITUAR 
NPGAR 
NPUAR 
SUPPGAR 
SUPPUAR 
STAYLENGTH 
0.531** 
-0.104 
0.320* 
0.056 
0.076 
-0.059 
-0.007 
-0.217 
0.324 
-0.012 
-0.010 
0.210 
-0.065 
-0.014 
0.107 
-0.037 
0.042 
0.053 
-0.010 
-0.025 
-0.010 
0.121 
0.029 
0.076 
0.080 
-0.045 
0.039 
0.075 
* s ignif icant at p < .05 
** s ignif icant a t p < .01 
N=40 --(arrival age 0-2) 
comparison table of partial correlation 
with arrival/staylength variable and staylength/arrival variable 
-for accuracy rate variables (28) 
(expect negative 
PDGAR 
PDUAR 
SUBGAR 
WHQUAR 
SUBGPUAR 
SUBNPGAR 
SUBNPUAR 
SUBRCUAR 
SUBWHGAR 
SUBWHUAR 
SUBADGAR 
SUBADUAR 
ANASJUAR 
correlation) 
ARRIVAL/STAYLENGTH 
-0.188 
0.004 
-0.540** 
0.291 
0.264 
0.152 
0.052 
-0.074 
0.056 
0.411** 
-0.043 
0.202 
-0.302* 
(expect positive correlation) 
PDGAR 
PDUAR 
SUBGAR 
WHQUAR 
SUBGPUAR 
SUBNPGAR 
SUBNPUAR 
SUBRCUAR 
SUBWHGAR 
SUBWHUAR 
SUBADGAR 
SUBADUAR 
ANASJUAR 
STAYLENGTH/ARRIVAL 
0.449** 
-0.102 
0.086 
0.183 
0.056 
0.059 
-0.195 
-0.044 
0.014 
0.388* 
-0.084 
0.074 
-0.168 
* significant at p < .05 
** significant at p < .01 
N=40 - (a r r iva l age 0-2) 
-reaction t ime * accuracy r a t e (expect positive correlation for aJ> 
-subjacency dependen t variables (28) 
* s i g n i f i c a n t a t p < . 05 
** s i g n i f i c a n t a t p < . 01 
PDGAR 
PDUAR 
SUBGAR 
WHQUAR 
SUBGPGAR 
SUBGPUAR 
PDGRT PDURT SUBGRT WHQURT SUBGPGRT SUBGPURT 
0 .049 
- 0 . 1 8 7 
0 .226 
0 .134 
- 0 . 0 5 6 
0 . 0 0 5 
SUBNPGAR 
SUBNPUAR 
SUBRCGAR 
SUBRCUAR 
SUBNPGRT 
-0.073 
SUBNPURT SUBRCGRT SUBRCURT 
-0.014 
-0.258 
0.055 
SUBWHURT SUBADGRT SUBADURT 
SUBWHGAR 
SUBWHUAR 
SUBADGAR 
SUBADUAR 
SUBWHGRT 
-0.461** 
0.122 
0.111 
-0.240 
-binding dependen t variables (28) 
PROSJGRT ANASJURT 
PROSJGAR 
ANASJUAR 
ABALLGAR 
ABALLUAR 
SIMPGAR 
SIMPUAR 
TNSGAR 
TNSUAR 
INFITGAR 
INFITUAR 
-0.400** 
-0.438** 
ABALLGRT ABALLURT 
-0.225 
0.046 
SIMPGRT SIMPURT TNSGRT TNSURT INFTGRT INFTURT 
-0.121 
0 .006 
-0 .214 
0 .100 
0 .085 
0 .157 
NPGAR 
NPUAR 
SUPPGAR 
SUPPUAR 
NPGRT NPURT 
-0.275 
-0.156 
SUPPORT SUPPURT 
-0.149 
0.057 
N=40 -(arrival age 3-8) 
comparison table of correlation 
-with arrival variable and staylength variable 
-for reaction time variables (28) 
(expect positive correlation) (expect negative correlation) 
PDGRT 
PDURT 
SUBGRT 
WHQURT 
SUBGPGRT 
SUBGPURT 
SUBNPGRT 
SUBNPURT 
SUBRCGRT 
SUBRCURT 
SUBWHGRT 
SUBWHURT 
SUBADGRT 
SUBADURT 
PROSJGRT 
ANASJURT 
ABALLGRT 
ABALLURT 
SIMPGRT 
SIMPURT 
TNSGRT 
TNSURT 
INFTGRT 
INFTURT 
NPGRT 
NPURT 
SUPPORT 
SUPPURT 
ARRIVAL 
0.216 
0.273 
0.204 
0.156 
0.275 
0.297 
0.219 
0.224 
0.236 
0 
0.291 
-0.004 
0.253 
0.145 
0.082 
0.054 
0.311 
0.197 
0.061 
-0.032 
0.188 
0.165 
0 
0.160 
0.465** 
0.465** 
0.365** 
0.419** 
319* 
318* 
PDGRT 
PDURT 
SUBGRT 
WHQURT 
SUBGPGRT 
SUBGPURT 
SUBNPGRT 
SUBNPURT 
SUBRCGRT 
SUBRCURT 
SUBWHGRT 
SUBWHURT 
SUBADGRT 
SUBADURT 
PROSJGRT 
ANASJURT 
ABALLGRT 
ABALLURT 
SIMPGRT 
SIMPURT 
TNSGRT 
TNSURT 
INFTGRT 
INFTURT 
NPGRT 
NPURT 
SUPPORT 
SUPPURT 
STAYLENGTH 
-0.285 
-0.181 
-0.356* 
-0.232 
-0.409** 
-0.340* 
-0.249 
-0.310 
-0.373* 
-0.359* 
-0.332* 
-0.302 
-0.394* 
-0.276 
-0.365* 
-0.220 
-0.135 
-0.222 
-0.145 
-0.109 
-0.098 
-0.264 
-0.187 
-0.046 
0.027 
-0.220 
-0.105 
-0.214 
* signif icant at p < .05 
** signif icant at p < .01 
N=40 --(arrival age 3-8) 
comparison table of partial correlation 
-with arrival/staylength variable and staylength/arrival variable 
-for reaction time variables (28) 
(expect positive correlation) 
ARRIVAL/STAYLENGTH 
SUBGRT 0.069 
SUBGPGRT 0.346* 
SUBGPURT 0.131 
SUBRCGRT 0.372* 
SUBRCURT 0.045 
SUBWHGRT 0.263 
SUBADGRT 0.292 
SUBADURT 0.240 
PROSJGRT 0.135 
ANASJURT -0.004 
INFTURT -0.080 
NPGRT 0.283 
SUPPORT 0.366* 
(expect negative correlation) 
STAYLENGTH/ARRIVAL 
SUBGRT -0.319* 
SUBGPGRT -0.224 
SUBGPURT -0.270 
SUBRCGRT -0.174 
SUBRCURT -0.335 
SUBWHGRT -0.191 
SUBADGRT -0.238 
SUBADURT -0.148 
PROSJGRT -0.292 
ANASJURT -0.220 
INFTURT -0.088 
NPGRT 0.178 
SUPPORT 0.091 
* significant at p < .05 
** significant at p < .01 
N=40 -(arrival age 3-8) 
comparison table of correlation 
-with arrival variable and staylength variable 
-for accuracy rate variables (28) 
(expect negative correlation) (expect positive correlation) 
PDGAR 
PDUAR 
SUBGAR 
WHQUAR 
SUBGPGAR 
SUBGPUAR 
SUBNPGAR 
SUBNPUAR 
SUBRCGAR 
SUBRCUAR 
SUBWHGAR 
SUBWHUAR 
SUBADGAR 
SUBADUAR 
PROSJGAR 
ANASJUAR 
ABALLGAR 
ABALLUAR 
SIMPGAR 
SIMPUAR 
TNSGAR 
TNSUAR 
INFITGAR 
INFITUAR 
NPGAR 
NPUAR 
SUPPGAR 
SUPPUAR 
ARRIVAL 
0.008 
0.002 
-0.052 
0.315* 
0.023 
-0.013 
-0.349* 
-0.034 
-0.112 
0.030 
0.202 
-0.080 
0.107 
0.033 
-0.146 
0.030 
0.011 
0.023 
-0.010 
-0.018 
0.171 
-0.016 
0.078 
0.071 
-0.170 
-0.003 
0.159 
0.057 
PDGAR 
PDUAR 
SUBGAR 
WHQUAR 
SUBGPGAR 
SUBGPUAR 
SUBNPGAR 
SUBNPUAR 
SUBRCGAR 
SUBRCUAR 
SUBWHGAR 
SUBWHUAR 
SUBADGAR 
SUBADUAR 
PROSJGAR 
ANASJUAR 
ABALLGAR 
ABALLUAR 
SIMPGAR 
SIMPUAR 
TNSGAR 
TNSUAR 
INFITGAR 
INFITUAR 
NPGAR 
NPUAR 
SUPPGAR 
SUPPUAR 
STAYLENGTH 
0.019 
0.305 
0.095 
-0.330* 
0.036 
-0.192 
0.067 
0.016 
0.014 
-0.269 
-0.083 
-0.045 
0.046 
-0.208 
-0.106 
-0.011 
-0.062 
0.019 
0.061 
0.324 
-0.061 
-0.040 
0.020 
-0.068 
-0.046 
0.015 
-0.168 
0.050 
* signif icant at p < .05 
** signif icant at p < .01 
N=40 -(arrival age 3-8) 
comparison table of partial correlation 
-with arrival/staylength variable and staylength/arrival variable 
-for accuracy rate variables (28) 
(expect negative correlation) 
ARRIVAL/STAYLENGTH 
PDGAR 0 . 0 2 5 
PDUAR 0 . 2 3 0 
WHQUAR 0 . 1 9 4 
SUBGPGAR 0 . 0 5 9 
SUBGPUAR - 0 . 1 6 1 
SUBNPGAR - 0 . 4 8 3 * * 
SUBRCUAR - 0 . 1 5 9 
SUBWHGAR 0 . 2 2 1 
(expect positive correlation) 
STAYLENGTH/ARRIVAL 
PDGAR 0 . 0 3 3 
PDUAR 0 . 4 2 8 * 
WHQUAR - 0 . 2 2 6 
SUBGPGAR 0 . 0 6 7 
SUBGPUAR - 0 . 2 7 8 
SUBNPGAR 0 . 1 6 7 
SUBRCUAR - 0 . 3 5 4 * 
SUBWHGAR 0 . 0 3 5 
* significant at p < .05 
** significant at p < .01 
N=40 -(arrival age 3-8) 
-reaction time * accuracy rate (expect positive correlation for all) 
-subjacency dependent variables (28) 
* significant at p < .05 
** significant at p < .01 
PDGAR 
PDUAR 
SUBGAR 
WHQUAR 
SUBGPGAR 
SUBGPUAR 
PDGRT PDURT SUBGRT WHQURT SUBGPGRT SUBGPURT 
-0.089 
-0.084 
0.187 
-0.017 
0.066 
-0.198 
SUBNPGAR 
SUBNPUAR 
SUBRCGAR 
SUBRCUAR 
SUBNPGRT 
-0.636** 
SUBNPURT SUBRCGRT SUBRCURT 
-0.082 
-0.164 
0.006 
SUBWHURT SUBADGRT SUBADURT 
SUBWHGAR 
SUBWHUAR 
SUBADGAR 
SUBADUAR 
SUBWHGRT 
0.152 
-0.193 
0.114 
-0.399* 
binding dependent variables (28) 
PROSJGRT ANASJURT 
-0.301 PROSJGAR 
ANASJUAR 
ABALLGAR 
ABALLUAR 
SIMPGAR 
SIMPUAR 
TNSGAR 
TNSUAR 
INFITGAR 
INFITUAR 
-0.013 
ABALLGRT ABALLURT 
-0.273 
0.381* 
SIMPGRT SIMPURT TNSGRT TNSURT INFTGRT INFTURT 
-0.318* 
0.137 
-0.021 
0.267 
- 0 . 4 2 3 * * 
0 .273 
NPGAR 
NPUAR 
SUPPGAR 
SUPPUAR 
NPGRT 
-0.274 
NPURT 
0.269 
SUPPORT SUPPURT 
-0.018 
0.302 
N=40 -(arrival age 9-14) 
comparison table of correlation 
-with arrival variable and staylength variable 
-for reaction time variables (28) 
(expect positive correlation) (expect negative correlation) 
PDGRT 
PDURT 
SUBGRT 
WHQURT 
SUBGPGRT 
SUBGPURT 
SUBNPGRT 
SUBNPURT 
SUBRCGRT 
SUBRCURT 
SUBWHGRT 
SUBWHURT 
SUBADGRT 
SUBADURT 
PROSJGRT 
ANASJURT 
'ABALLGRT 
ABALLURT 
SIMPGRT 
SIMPURT 
TNSGRT 
TNSURT 
INFTGRT 
INFTURT 
NPGRT 
NPURT 
SUPPORT 
SUPPURT 
ARRIVAL 
0.381** 
0.109 
0.177 
0.289 
0.419** 
0.432** 
0.313* 
0.385* 
0.467** 
0.448** 
0.518** 
0.342* 
0.220 
0.460** 
0.534** 
0.259 
0.362* 
0.508** 
0.299 
0.421** 
0.358* 
0.361* 
0.284 
0.508** 
0.141 
0.268* 
0.389** 
0.445** 
PDGRT 
PDURT 
SUBGRT 
WHQURT 
SUBGPGRT 
SUBGPURT 
SUBNPGRT 
SUBNPURT 
SUBRCGRT 
SUBRCURT 
SUBWHGRT 
SUBWHURT 
SUBADGRT 
SUBADURT 
PROSJGRT 
ANASJURT 
ABALLGRT 
ABALLURT 
SIMPGRT 
SIMPURT 
TNSGRT 
TNSURT 
INFTGRT 
INFTURT 
NPGRT 
NPURT 
SUPPORT 
SUPPURT 
STAYLENGTH 
-0.249 
0.000 
-0.183 
-0.326* 
-0.292 
-0.309 
-0.262 
-0.276 
-0.291 
-0.341* 
-0.361* 
-0.226 
-0.143 
-0.332* 
-0.369* 
-0.326* 
-0.222 
-0.330* 
-0.217 
-0.270 
-0.226 
-0.192 
-0.045 
-0.329* 
-0.075 
-0.260 
-0.332* 
-0.268 
* significant at p < .05 
** significant at p < .01 
N=40 —(arrival age 9-14) 
comparison table of partial correlation 
-with arrival/staylength variable and staylength/arrival variable 
-for reaction time variables (28) 
(expect positive correlation) 
PDGRT 
WHQURT 
SUBGPGRT 
SUBGPURT 
SUBNPGRT 
SUBNPURT 
SUBRCGRT 
SUBRCURT 
SUBWHGRT 
SUBWHURT 
SUBADURT 
PROSJGRT 
ANASJURT 
ABALLGRT 
ABALLURT 
SIMPURT 
TNSGRT 
TNSURT 
INFTGRT 
INFTURT 
NPURT 
SUPPORT 
SUPPURT 
ARRIVAL/STAYLENGTH 
0.465** 
0.094 
0.478* 
0.477* 
0.274 
0.423* 
0.598** 
0.457* 
0.590** 
0.414* 
0.503* 
0.616** 
0.021 
0.471* 
0.624** 
0.525* 
0.454* 
0.525* 
0.613** 
0.626** 
0.165 
0.328 
0.587** 
(expect negati 
PDGRT 
WHQURT 
SUBGPGRT 
SUBGPURT 
SUBNPGRT 
SUBNPURT 
SUBRCGRT 
SUBRCURT 
SUBWHGRT 
SUBWHURT 
SUBADURT 
PROSJGRT 
ANASJURT 
ABALLGRT 
ABALLURT 
SIMPURT 
TNSGRT 
TNSURT 
INFTGRT 
INFTURT 
NPURT 
SUPPORT 
SUPPURT 
ve correlation) 
STAYLENGTH/ARRIVAL 
-0.109 
-0.253 
-0.077 
-0.059 
-0.051 
-0.050 
0.170 
0.011 
0.093 
0.093 
0.055 
0.106 
-0.309 
0.140 
0.151 
0.134 
0.124 
0.213 
0.427* 
0.153 
-0.133 
-0.080 
0.184 
* significant at p < .05 
** significant at p < .01 
N=40 -(arrival age 9-14) 
comparison table of correlation 
-with arrival variable and staylength variable 
-for accuracy rate variables (28) 
(expect negative correlation) (expect positive correlation) 
PDGAR 
PDUAR 
SUBGAR 
WHQUAR 
SUBGPGAR 
SUBGPUAR 
SUBNPGAR 
SUBNPUAR 
SUBRCGAR 
SUBRCUAR 
SUBWHGAR 
SUBWHUAR 
SUBADGAR 
SUBADUAR 
PROSJGAR 
ANASJUAR 
ABALLGAR 
ABALLUAR 
SIMPGAR 
SIMPUAR 
TNSGAR 
TNSUAR 
INFITGAR 
INFITUAR 
NPGAR 
NPUAR 
SUPPGAR 
SUPPUAR 
ARRIVAL 
-0.342* 
0.160 
-0.036 
-0 
-0.122 
-0 
-0.092 
-0 
-0.218 
-0.220 
-0.274 
-0 
0.084 
-0 
-0.136 
-0.169 
-0.044 
0.126 
-0.167 
0.238 
-0.154 
0.239 
0.170 
0.056 
-0.024 
-0.117 
-0.006 
0.059 
417** 
497*"' 
450** 
442** 
417** 
PDGAR 
PDUAR 
SUBGAR 
WHQUAR 
SUBGPGAR 
SUBGPUAR 
SUBNPGAR 
SUBNPUAR 
SUBRCGAR 
SUBRCUAR 
SUBWHGAR 
SUBWHUAR 
SUBADGAR 
SUBADUAR 
PROSJGAR 
ANASJUAR 
ABALLGAR 
ABALLUAR 
SIMPGAR 
SIMPUAR 
TNSGAR 
TNSUAR 
INFITGAR 
INFITUAR 
NPGAR 
NPUAR 
SUPPGAR 
SUPPUAR 
STAYLENGTH 
0.110 
-0.094 
0.066 
0.253 
0.065 
0.292 
0.096 
0.343* 
0.057 
0.054 
0.061 
0.277 
0.011 
0.144 
0.116 
0.175 
-0.091 
-0.202 
0.030 
-0.313* 
-0.108 
-0.292 
-0.202 
-0.119 
0.000 
0.090 
-0.067 
-0.146 
* significant at p < .05 
** significant at p < .01 
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N=40 -(arrival age 9-14) 
comparison table of partial correlation 
-with arrival/staylength variable and staylength/arrival variable 
-for accuracy rate variables (28) 
(expect negative correlation) (expect positive correlation) 
PDGAR 
WHQUAR 
SUBGPUAR 
SUBNPUAR 
SUBRCUAR 
SUBWHUAR 
SUBADGAR 
SUBADUAR 
ABALLGAR 
SIMPUAR 
TNSGAR 
SUPPGAR 
ARRIVAL/STAYLENGTH 
-0.632** 
-0.548** 
-0.668** 
-0.456* 
-0.437* 
-0.563** 
0.228 
-0.752** 
-0.281 
-0.007 
-0.528** 
-0.143 
PDGAR 
WHQUAR 
SUBGPUAR 
SUBNPUAR 
SUBRCUAR 
SUBWHUAR 
SUBADGAR 
SUBADUAR 
ABALLGAR 
SIMPUAR 
TNSGAR 
SUPPGAR 
STAYLENGTH/ARRIVAL 
-0.377 
-0.169 
-0.223 
-0.008 
-0.283 
0.157 
0.187 
-0.435* 
-0.308 
-0.318 
-0.557* 
-0.177 
* s ignif icant at p < .05 
** signif icant at p < .01 
N=40 --(arrival age 9-14) 
-reaction time * accuracy rate (expect positive correlation for all) 
-subjacency dependent variables (28) 
* s i g n i f i c a n t a t p < .05 
** s i g n i f i c a n t a t p < .01 
PDGAR 
PDUAR 
SUBGAR 
WHQUAR 
SUBGPGAR 
SUBGPUAR 
PDGRT PDURT SUBGRT WHQURT SUBGPGRT SUBGPURT 
- 0 . 3 5 5 * 
- 0 . 1 1 7 
0 . 2 4 5 
- 0 . 1 9 1 
- 0 . 3 0 3 
- 0 . 4 2 5 * * 
SUBNPGAR 
SUBNPUAR 
SUBRCGAR 
SUBRCUAR 
SUBNPGRT 
-0.334* 
SUBNPURT SUBRCGRT SUBRCURT 
-0.309 
-0.181 
-0.239 
SUBWHURT SUBADGRT SUBADURT 
SUBWHGAR 
SUBWHUAR 
SUBADGAR 
SUBADUAR 
SUBWHGRT 
-0.274 
-0.410** 
-0.384* 
-0.359* 
-binding dependent variables (28) 
PROSJGRT ANASJURT 
PROSJGAR 
ANASJUAR 
ABALLGAR 
ABALLUAR 
SIMPGAR 
SIMPUAR 
TNSGAR 
TNSUAR 
INFITGAR 
INFITUAR 
-0.144 
-0.625** 
ABALLGRT ABALLURT 
-0.322* 
0.127 
SIMPGRT SIMPURT TNSGRT TNSURT INFTGRT INFTURT 
-0.590** 
-0.050 
-0.033 
0.133 
-0.275 
0.219 
NPGAR 
NPUAR 
SUPPGAR 
SUPPUAR 
NPGRT 
-0.210 
NPURT 
-0.122 
SUPPORT SUPPURT 
-0.155 
0.114 
N=15 -IBN-RT) 
-reaction time * accuracy rate (expect positive correlation for all) 
-subjacency dependent variables (28) 
* significant at p < .05 
** significant at p < .01 
PDGAR 
PDUAR 
SUBGAR 
WHQUAR 
SUBGPGAR 
SUBGPUAR 
PDGRT PDURT SUBGRT WHQURT SUBGPGRT SUBGPURT 
0.000 
-0.497 
-0.505 
0.145 
-0.461 
0.561* 
SUBNPGAR 
SUBNPUAR 
SUBRCGAR 
SUBRCUAR 
SUBNPGRT 
-0.139 
SUBNPURT SUBRCGRT SUBRCURT 
0.364 
-0.415 
0.130 
SUBWHURT SUBADGRT SUBADURT 
SUBWHGAR 
SUBWHUAR 
SUBADGAR 
SUBADUAR 
SUBWHGRT 
-0.057 
0.435 
-0.071 
0.047 
-binding dependent variables (28) 
PROSJGRT ANASJURT 
PROSJGAR 
ANASJUAR 
ABALLGAR 
PROSJGAR 
SIMPGAR 
SIMPUAR 
TNSGAR 
TNSUAR 
INFITGAR 
INFITUAR 
0.029 
-0.230 
ABALLGRT ABALLURT 
0.083 
-0.364 
SIMPGRT SIMPURT TNSGRT TNSURT INFTGRT INFTURT 
0.000 
0.180 
-0.144 
-0.113 
0.214 
-0.448 
NPGAR 
NPUAR 
SUPPGAR 
SUPPUAR 
NPGRT 
0.108 
NPURT 
-0.234 
SUPPORT SUPPURT 
-0.374 
0.008 
3 
N=15 -(MN-RT) 
-reaction time by accuracy rate (expect positive correlation for all) 
-subjacency dependent variables (28) 
* significant at p < .05 
** significant at p < .01 
PDGAR 
PDUAR 
SUBGAR 
WHQUAR 
SUBGPGAR 
SUBGPUAR 
PDGRT PDURT SUBGRT WHQURT SUBGPGRT SUBGPURT 
-0.086 
0.135 
-0.451 
-0.285 
-0.686** 
-0.243 
SUBNPGAR 
SUBNPUAR 
SUBRCGAR 
SUBRCUAR 
SUBNPGRT 
0.086 
SUBNPURT SUBRCGRT SUBRCURT 
-0.064 
-0.331 
-0.220 
SUBWHURT SUBADGRT SUBADURT 
SUBWHGAR 
SUBWHUAR 
SUBADGAR 
SUBADUAR 
SUBWHGRT 
-0.061 
-0.322 
-0.675** 
-0.082 
-binding dependent variables (28) 
PROSJGRT ANASJURT 
PROSJGAR 
ANASJUAR 
ABALLGAR 
ABALLUAR 
SIMPGAR 
SIMPUAR 
TNSGAR 
TNSUAR 
INFITGAR 
INFITUAR 
-0.296 
-0.277 
ABALLGRT ABALLURT 
-0.117 
-0.243 
SIMPGRT SIMPURT TNSGRT TNSURT INFTGRT INFTURT 
-0.021 
0.266 
-0.374 
-0.366 
-0.101 
-0.360 
NPGAR 
NPUAR 
SUPPGAR 
SUPPUAR 
NPGRT 
-0.391 
NPURT 
-0.114 
SUPPORT SUPPURT 
0.128 
-0.555* 
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University of Illinois at Urbana-Champaign—responsibilities include typing, 
filing, and keeping correspondence records. 
Secretarial work for the journal World Englishes, Blackwell, Oxford and 
various other volumes written and edited by Braj B. Kachru, Department of 
Linguistics, University of Illinois at Urbana-Champaign—responsibilities 
include typing, filing, and correspondence with contributors. 
Member of Local Organizing Committee for the following academic conferences 
held at the University of Illinois at Urbana-Champaign—responsibilities 
include typing, filing, correspondence with presenters, design of program, 
scheduling of presentations, and selection and rejection of presentation 
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