Abstract. We prove well-posedness and rough path stability of a class of linear and semi-linear rough PDE's on R d using the variational approach. This includes well-posedness of (possibly degenerate) linear rough PDE's in L p (R d ), and then -based on a new method -energy estimates for non-degenerate linear rough PDE's. We accomplish this by controlling the energy in a properly chosen weighted L 2 -space, where the weight is given as a solution of an associated backward equation. These estimates then allow us to extend well-posedness for linear rough PDE's to semi-linear perturbations.
Introduction
In this paper we use the variational approach to prove well-posedness for a class of linear and semi-linear rough PDE's on R d of the following type,
where L and Γ are (linear) differential operators of second (resp. first) order as detailed in (2.1),(2.2) below, W a (geometric) rough path and, with focus on the L 2 -scale a Lipschitz non-linearity of the form F :
which allows for non-linear dependence on ∇u. Integrated in time, the above equation reads
Γu r dW r , provided u is sufficiently regular (in space) such as to make Lu, Γu and F (u) meaningful, and provided the last term makes sense as rough integral. Since we do not expect our solutions to be regular in space, Lu and Γu are understood in the weak sense. More precisely, (1.1) means that, for all s < t, on some time horizon [0, T ],
for suitable test functions φ. We will use a non-degeneracy condition on L to define F (u) and the last term is a real valued rough integral. Note that the rough integral will be defined as having the local expansion
Let us first consider the linear case, that is
This setting already contains the model problem du t = ∆u t dt + V · ∇u(t)dW t , with u 0 = u 0 (x) ∈ L 2 (R d ) and a vector field V = V (x), studied in [3] , subsequently analyzed in detail in [9] with general second (resp. first) linear differential operators. Our methods are different, and we are instead able to adapt the rough path Feynman-Kac representation (cf. [2] , [7] ) in terms of the diffusion process with generator L and Γ as well as the rough signal W. In contrast to [2] , we here consider the solution u and the expansion (1.2) as functions in an appropriate Sobolev-space rather than pointwise.
To show uniqueness, we introduce the corresponding backward equation
which again admits a rough path Feynman-Kac representation. Using a duality argument, (1.5)
then allows us to infer uniqueness of the forward equation (1.3) from existence of the backward equation (1.4) , and vice versa. We shall frequently jump between the two equations (1.3) and (1.4) whenever one equation is more convenient. Note that this analysis is valid also when L is degenerate.
In the case that where L is non-degenerate, we specialize to the L 2 -scale, and obtain energy estimates, similar to these of [3, 9] , but with different methods. It will not surprise readers familiar with Feynman-Kac theory for PDE's, that we require more regularity assumption than what a pure PDE approach (including [9] ) requires. In turn, our construction yields fine-information about the stochastic characteristics in term of hybrid rough / Itô diffusions, enables us solve an open problem in the afore-mentioned works concerning the rough path stability in the natural function space where the solutions live. That is, by a direct analysis of the Feynman-Kac formula and a corresponding Lyapunov function, we can show continuity of the solution map as function from geometric rough path space C α g ([0, T ]), with "Brownian" roughness α ∈ (1/3, 1/2], into
where σ is a square root of the diffusion matrix and we note that there is no rough path term. In addition we show that f is bounded away from 0 and ∞ which allow us to infer from (1.6) the energy estimates for variational solutions. We note that a similar technique was applied in [11] to obtain energy estimates for a class of rough PDE's of Burgers type.
With this precise linear solution theory in place, we then develop a novel (two-parameter) semigroup view which contains the effect of the rough driver. This allows for semi-linear perturbations, taking a mild solution point of view, with the appealing feature that we can deal with semi-linear rough PDE's essentially by semi-group methods, without further direct input from rough path analysis.
More specifically, we show well-posedness of the semi-linear rough PDE (1.1) by introducing the mild formulation (1.7)
where P W st g the solution of (1.3) at time t when started at time s in g ∈ L 2 (R d ). Well-posedness of (1.7) is shown using a standard fix point argument. Due to a technical difficulty (which could be avoided by working with p-variation paths instead of Hölder continuous paths) we only prove that the formulation (1.1) implies the formulation (1.7) and not the converse implication. This however, is enough to show well-posedness of (1.1), since we can use rough path continuity to show existence of a solution to (1.1). Uniqueness follows immediately from the well-posedness of (1.7).
A crucial step in our analysis underlying (1.5), (1.6) and then (1.1) =⇒ (1.7) relies on a product formula for rough evolutions in Banach-spaces, see Lemma 6. To the best of our knowledge, semi-linear rough PDE's of the type (1.3) have not been considered in the variational setting in the literature so far. In the linear case, the recent works [1] (resp. [3] ) consider the case L = 0 (resp. L = ∆) and Γ of pure transport type and use an intricate doubling of the variables argument and a rough version of the Gronwall lemma, first introduced in [3] , to obtain energy estimates. Using these techniques, the work [9] study the forward equation in (1.3) in divergence form under optimal conditions on the coefficients in the drift term.
Notation and definitions
2 : s < t}. For a Banach space E, a mapping g : ∆([0, T ]) → E will be said to be α-Hölder continuous provided
We denote by C α 2 ([0, T ]; E) the space of all α-Hölder continuous functions equipped with the above semi-norm. We let
where we have defined the increment δf st := f t − f s . The second order increment for a mapping g : ∆([0, T ]) → E is by somewhat abusive notation defined by δg sθt := g st − g θt − g sθ .
We shall work with the usual Sobolev spaces W n,p (R d ) with norm denoted · n,p , and for simplicity we denote by H n := W n,2 (R d ) with norm · n := · n,2 . For smooth and compactly supported functions f and
dx and by the same bracket the extension of the bi-linear mapping
Moreover, when q is such that q
We consider the following second order operator
and the first order operator
. Here, and for the rest of the paper we use the convention of summation over repeated indices.
The formal adjoints of these operators are given by 
2 ) is a rough path provided (2.5) holds. Denote C α ([0, T ]; R e ) the set of all rough paths and by W α := W α + W 2α the induced metric. We shall say that W is a geometric rough path if there exists a sequence, W (n), of smooth paths such that if W(n) defined by (2.4) with W (n) instead of W , we have that W(n) → W with respect to the metric · α . We denote by C α g the subset of all geometric rough paths, and notice that they satisfy the following symmetry
Indeed, it is enough to notice that this is satisfied for any smooth path, and then take the limit in the rough path metric.
We shall use the notion of a controlled rough path as first introduced in [8] .
Definition 1 (Controlled path). A pair of functions
is said to be controlled by W in E provided
and |δY
We denote by (Y, Y ′ ) α,W ;E the infimum over all constants such that the above analytic bounds hold, and by D , which we equip with the seminorm (·, · ′ ) α,W ;E . We shall sometimes refer to Y ′ as the Gubinelli-derivative.
Remark 2. The statement "controlled by W in E" is not standard, but it allows us to differentiate between the strong and weak solutions, by letting E be either
The main technical tool for constructing integrals w.r.t. rough paths is the following result. For a proof, see e.g. [7] . For a controlled path we may define the rough path integral of u w.r.t. W as follows; define the local expansion G ∈ E e with components
st . Using Chen's relation (2.5) we have
By Lemma 3 there exists a unique path I with values in E e such that
and we have |I 
for all φ ∈ V we may define the rough path integral
e as the unique function satisfying
The following lemma is the main technical tool of the paper. It replaces the tensorization argument in [1] , [3] and [9] .
controlled by W in E * , and we have set
Moreover, assume f : [0, T ] → E satisfies
In addition, we assume that u (respectively f ) is controlled by W in E * (respectively E). Then, if W is a geometric rough path we have
Proof. Assume for simplicity that A = K = 0. By definition of u, it is the unique path
Moreover, by assumption we have
Similarly f is the unique path f :
, and by assumption we have
where we have used that W is geometric and we have defined
It is easy to see that we have |u(f ) ♮ st | |t − s| 3α . Since 3α > 1, the result follows from the uniqueness of Lemma 3.
With a definition of the rough integral at hand we can go on to define the notion of a solution to our main equations.
Definition 7 (Backward RPDE solution). Given an α-Hölder rough path
is a regular backward solution to
and if the following holds as equality in
Remark 9. Given a backward RPDE solution, driven by (W t ) with terminal data u T , it is easy to see that v t := u T −t solves a forward RPDE solution driven by (W T −t ) and initial data v 0 = u T .
Well-posedness of linear equations
We denote by X the solution of
The main objective of this section is to prove that
is a solution to the backward equation
) the above expressions yield a weak solution (respectively regular solution). When W is a smooth path, this is already well known, and we will prove the result by showing that (
as well as using the rough path stability of the controlled spaces. A step towards this goal is to consider the diffusion X as a solution to the rough differential equation
where we have defined the d B + e-dimensional rough path Z = (Z, Z) where For more details, see [4] . We will denote by Φ the flow generated by (3.3).
3.1. Weak solutions.
, the Feynman-Kac formula (3.2) yields an analytically weak backward RPDE solution u.
Proof. For simplicity we assume b = c = γ = 0.
We start by showing that u is a well defined element of L p (R d ). Define the random variable J := sup x |det(∇Φ −1 t,T (x))|. From Lemma 37 and Proposition 35 we know that E[J] < ∞. We write
where we have used Hölder's inequality and
. By Lemma 39 we see that
is P -a.s. controlled by Z = (B, W ) in R and we have the estimate
Written explicitly, we have
Using the above, independence of Brownian increments and the fact that
To see that u is an analytically weak solution we argue by rough path continuity. In fact, for W smooth it is well known that u is an analytically weak solution of
equipped with the weak*-topology is clear; by density it suffices to take φ ∈ C ∞ c (R d ) and show the continuity W → (u t , φ). The latter is equal to
which is continuous w.r.t. W. We can then take the limit in every term in the equation, using rough path stability to see that u indeed satisfies the equation.
3.2. Regular solutions.
, the FeynmanKac formula (3.2) yields a regular backward RPDE solution.
Proof. Assume for simplicity that γ j = b j = c = 0. We start by showing that u is a well defined element of
. With the notation of the proof of Theorem 10 we write
The latter factor can be bounded in the same way as in the proof of Theorem 10. From Proposition 36 and Lemma 37 the first factor is also bounded. By the assumptions on 
and
see [2, Lemma 32] . Moreover,
so that by Lemma 33 we have
Written explicitly,
The proof that u in fact satisfies the equation is similar as in the proof of Theorem 10.
We end this section with an ad-hoc result that will be needed to use Lemma 6. Proof. The proof is similar to the proof of Theorem 11, we only need to check that (
The result follows from the same argument as in Theorem 11 coupled with Lemma 31.
3.3. Uniqueness. In this section we prove the uniqueness of the solutions for a certain class of coefficients. The proof is based on a duality trick; existence of the solution to the backward problem plus existence of a solution to the forward problem couple with the product formula, Lemma 6, gives uniqueness via a standard trick.
Given
, we show uniqueness of weak solutions to the backward RPDE
, there exists a unique analytically weak backward RPDE solution u. A similar result holds in the forward case.
Proof. Since the equation is linear, it is enough to prove that the only solution to
is the trivial solution u = 0. For simplicity we show that u 0 = 0. 
The bounded variation term is obviously equal to 0, which gives
Energy estimates
In this section we use a new method, first introduced in [11] , to find energy estimates. The method relies on finding a set of suitable space-time test functions that equilibrate the energy of the noise in the system. We assume u is a weak solution to the forward equation
The main result of this section is the following.
Moreover, assume the following non degeneracy condition
, and the following energy inequality holds
where C can be chosen uniformly in bounded sets of W and depends on λ as well as
The strategy of the proof is as follows. First we prove Theorem 14 for g smooth. Then, since the solution is actually a regular solution, we may use Lemma 6 to multiply the solution by itself and obtain an equation for u 2 . We then again use the product formula, Lemma 6, and a solution to a backward problem defined on W 3,∞ (R d ) to transform the equation for u 2 into an expression without a rough path integral term. This method replaces the so-called "Rough Gronwall" in [3] , [9] .
Since the estimate in Theorem 14 is uniform in g 0 we use the stability g → u in
Proof. Since g is smooth we know that
is a multiplier on H 3 we have from Remark 5 that
Using Lemma 6 we get
Let us write this expression more explicitly. Straightforward computations gives
which gives us the equation for u
We proceed to find a suitable transformation that allows us to find the energy of the solution u.
Then there exists a solution to the backward equation
Moreover, there exists a constant m > 0 such that
for almost all r, x.
Proof. Assume for simplicity that b j = c = 0. Existence of a solution to equation (4.4) is already proven in [2] . In fact, it is shown that the solution is in C 4 b (R d ) and the solution is given by
and we recall the notation (2.3). The upper bound, f r (x) ≤ m is already proved in [2] . For the lower bound we argue as follows: for any random variable, F , Jensen's inequality gives
thus, the lower bound is proved if we can show that
is bounded above. This follows by the same way as for the upper bound of f .
Using the above lemma we will transform (4.3) into an equation where we can easily find the energy estimates. This step should be thought of as the equivalent of the rough Gronwall lemma in [3] , and f r (x) above as the correct rough exponential to prove this estimate.
Proposition 17. Assume g is smooth. Then the energy estimate of Theorem 14 hold.
Proof. Using Lemma 6 applied to u 2 and f as taking values in (
Using the upper and lower bounds on f we get
where we have used λ|ξ| 2 ≤ σ i,k σ j,k ξ j ξ i .
We are now ready to finish the proof of Theorem 14.
and denote by u n the sequence of solutions corresponding to the initial condition g n . Since the equation is linear, u n − u m is a solution to the same equation with the initial condition replaced by g n − g m . From Proposition 17 we see that u n is a Cauchy sequence in the Banach space
Denote by u its limit in these spaces, which from the stability in Theorem 10 gives that the solution u also satisfies (4.2).
Rough path stability
In this section we prove that the solution of the backward equation
under the non-degeneracy condition (4.1). We prove this by direct analysis of the Feynman-Kac formula as follows.
Supposing first that the final condition g is continuous and arguing by rough path stability for RDE's we get continuity of the mapping W → E[g(Φ t,T (x)]. This means that the main challenge to prove the desired stability is to show that one can use dominated convergence to conclude
To do this we show that, uniformly in the rough path metric, we have control on the spread of the mass of the Markov semi-group as follows.
Lemma 18. Define the function V (x) = e −|x| . Then we have
In fact, there exists a constant C such that
Proof. From [5, Lemma 4, Corollary 3] we have |Φ
The result follows immediately since N [0,T ] (Z) has Gaussian tails uniformly over bounded sets of W, see Proposition 36.
We start by showing continuity in L 2 (R d ). Notice that we do not use the non degeneracy condition (4.1) for this result.
Then the solution map
Proof.
Step 1: we first fix g ∈ C c (R d ) and show the rough path stability W → u. By the rough path stability W → Φ t,T (x) we have that
Thus, to show that
it is enough to show that we may use dominated convergence. Since g has compact support, it is clear that e |x| g(x) is uniformly bounded in x. We get
Step
Since the mapping g → u is linear, we get from (3.4) that
This gives
Since ǫ was arbitrary, the result follows.
as well as the non degeneracy condition (4.1). Then the solution map
Proof. The proof is similar to the proof of Theorem 19, except we will use the energy estimates (4.2) instead of (3.4).
Step 1: we first fix g ∈ C 1 c (R d ) and show the rough path stability W → u. We have
By the rough path stability W → Φ t,T (x) and W → ∇Φ t,T (x) we have that
it is enough to show that we may use dominated convergence. Since g has compact support, it is clear that e |x| |∇g(x)| 2 is uniformly bounded in x. We get
as in the proof of Theorem 19. Define the functions
Since the equation is linear, we get from Theorem 14 that
Remark 21. We note from the proofs of Theorem 19 and Theorem 20 that we have a Lipschitz-type continuity in the initial condition g.
Semi-linear perturbation
In this section we study the semi-linear equation
for some non-linearity F :
A solution to (6.1) is defined in a similar way as the analytically weak solution in Definition 8, except we need more regularity on the solution to make sense of F (u).
Definition 22. We say that
The rest of this section is devoted to proving the following well-posedness result.
Assume the non linearity is Lipschitz, from
Then there exists a unique solution to (6.1).
Uniqueness and existence will be proven separately, in Proposition 26 and Proposition 27, respectively.
The proof will be based on Duhamel's principle, i.e. in the mild formulation of the equation. The twist is that we will consider the two parameter semi-group generated by the diffusive and the rough terms. More precisely, if we denote by P W s· the operator
where v denotes the solution to (6.1) with F = 0 starting at time s in g. The Duhamel's principle in the classical setting then tells us that an equivalent formulation of (6.1) is given by
As soon as P W is defined, the notion of solution to the above equation, as well as its well-posedness, will be standard.
We start by showing well-posedness of (6.3). Proof. We set up a contraction mapping on the space
where the initial condition u 0 is fixed. We first show that Ξ is well defined. From Theorem 14 we get P W 0· u 0 ∈ X . Moreover, it is clear that we have
, and we have the bound
Finally, to see that Ξ is a contraction, we write for u, v ∈ X using similar computations as above
which shows that
It follows that Ξ is a contraction mapping with a unique fix point provided T is small enough. It is now standard to extend the solution on a general time interval [0, T ] by iteration.
We go on to show that a variational solution, (6.1), is a solution to (6.3).
Then a solution to (6.1) is a solution to (6.3). In particular, using Proposition 25, solutions to (6.1) are unique.
Proof. With Lemma 6 this is straightforward. Assume u is a solution to (6.1). Let φ ∈ C ∞ c (R d ) and denote by v the backward solution to
From Lemma 6, similarly as in the proof of Theorem 13, we get
and by noticing that we may write v s = P W, * st φ where P W, * st is the adjoint of P W st , we get
Since φ was arbitrary in C ∞ c (R d ) the result follows.
Note that even though we do not prove equivalence of the two definitions, the one implication is enough to show well-posedness of (6.1). Indeed, since we have shown that (6.1) implies (6.3) this immediately gives uniqueness of (6.1).
To show existence of a solution to (6.1) we argue by rough path continuity. For a smooth path the formulations are classically equivalent. To take the limit in the approximation we shall use a compactness criterion also used in [11] . The computations below will show precisely the missing ingredient to show that the definitions are equivalent and also hint at how this could be solved, see Remark 28.
Proposition 27. Under the assumptions of Theorem 23 there exists a solution to (6.1).
Proof. Assume first that W is smooth. With the notation of the previous proposition, notice first that similar (but easier) computations as in the proof of Theorem 11 shows that for φ ∈ H 1 we have
Since W is smooth, u satisfies (6.3), which gives that for any φ ∈ H
uniformly in the rough path metric. This shows that
This shows that uniformly over bounded sets of W α , the solution u remains in a bounded set of
which is compactly embedded into
for any compact K ⊂ R d , see e.g. [11, Lemma A.1] . In the above we have denoted by L 2 (K) w the usual L 2 space equipped with its weak topology. Now, for any geometric rough path W, we take a sequence W n of smooth paths converging to W in the rough path metric. Then the sequence of corresponding solution u n is relatively compact in
We may thus take a sub-sequence converging to u and taking the limit in the equation (6.1) we obtain a solution. See [11, Theorem 4.2] for precise details.
Remark 28. We note that in order to show that a solution to (6.3) is controlled by W in H −1 , one would proceed as in the above proof up to (6.6). However, the estimate in (6.6) is not enough to show that the term t s P W rt F (u r )dr showing up in the expansion (6.5) is a remainder in H −1 in the sense of controlled paths, see Definition 1. One could circumvent this by introducing p-variation spaces which would give a direct approach to show that the mild and variational formulations actually are equivalent.
Appendix
The main objective of the appendix is to develop the theory of controlled rough paths for compositions by L p (R d )-functions needed for the paper. This is not possible for a general controlled 
. We introduce the appropriate notion of non-degeneracy which prevent this situation.
Definition 29. We shall say that a controlled path (Y,
with the bound
Proof. We begin by showing the estimates for smooth g, and the general case will follow by taking approximations.
where we have used det(∇Y t (x)) ≥ ζ(Y ).
For the Gubinelli derivative, we consider
. For the first term we write
p , where we have used
For technical reasons, in Theorem 13 and Lemma 15 we shall need also to construct the rough path integral as an W 3,p (R d )-valued object. This necessitates more regularity on the coefficients. The proof follows from a tedious generalization of Lemma 30.
Proof. From Lemma 30 we know that for any h ∈ L q (R d ) we have
Replacing h by ∇h in the above inner product we get
The first term can be bounded using Lemma 30. The second term is bounded by the assumption
The last term is bounded by Lemma 30;
Similarly we get
The general statement is proved using similar, though more involved computations, and is left to the interested reader.
It is straightforward to see that the space D 
Combined with Lemma 30 we get the following.
We shall show that the uniform bounds in (7.1) holds for flows generated by RDE's. 
has Gaussian tails. Moreover, we have the continuity
We remark that for the rough path constructed above, the random variable Z p p−var does not have Gaussian tails, which makes it an ill-suited norm for studying linear RDE's under expectations. However, the next result show how N [0,T ] (Z) is an appropriate tool for these equations.
Proposition 36. Assume Z is an α-Hölder geometric rough path, α ∈ (
and 
Lemma 37. Denote by Ψ the flow generated by the RDE
Then there exists C > 0 such that we have
The inverse flow and the Jacobian satisfies (see e.g. [2, Lemma 27])
T,T (y) = y and d∇Ψ det(∇(Y s (x) + θδY st (x))).
Step 1: We first choose θ 0 such that (7.6) inf Moreover, we know that δ∇Y : [0, T ] 2 × R d → R d×d is a bounded and continuous map. Assume now that (7.6) does not holds, which means that there exists (s n , t n , x n , θ n ) ∈ [0, T ] 2 × R d × [0, 1] with lim n θ n = 0 such that det(∇(Y sn (x n ) + θ n δY sntn (x n ))) ≤ C 2 exp{−CN [0,T ] (Z)} + 1 n By the boundedness of δ∇Y we have for a sub-sequence that lim k ∇Y sn k (x n k ) = M ∈ R d×d and lim k δ∇Y sn k tn k (x n k ) = N ∈ R d×d . By the continuity of the determinant we get
which is a contradiction.
Step 2: We show that for any θ 0 > 0 we have for some constants C and k.
Proof. Since Ψ Above the constants C and k may vary from line to line.
