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Rivers modify coastal and open ocean salinity, stratification, and biogeochemistry. It is 
challenging to resolve or represent riverine, estuarine, and coastal processes that influence the 
delivery and transport of river waters to the ocean in Earth system models. This study improves 
and examines performance of the Parallel Ocean Program (POP) within the Community Earth 
System Model (CESM) with respect to riverine freshwater and analyzes river influences 
throughout the global ocean. Applied improvements are: imposing river runoff as point sources, 
using local reference salinities when coupling runoff to the ocean, and parameterizing estuarine 
mixing and exchange with the newly developed Estuary Box Model (EBM). The EBM 
successfully represents outflow salinity and volume fluxes for the Columbia River test case. 
Intercomparison of CESM runs shows strong sensitivity to the treatment of rivers. Improved 
representation increases near-surface surface salinity and reduces stratification near river mouths. 
There also are significant regional and remote changes in near-surface salinities. To assess model 
skill, a new climatology is created by averaging salinity observations from the World Ocean 
Database directly onto the POP grid cells, avoiding larger-scale spatial filtering that create high 
salinity biases in coastal regions. Model skill scores relative to the new climatology show that 
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improvement in near-surface salinity is primarily attributed to focusing runoff as point sources and 
applying local reference salinities. Improvements in near-surface salinity stratification are 
primarily due to the EBM. Skill improvements extend far offshore and increase with proximity to 
the coast, particularly approaching major river mouths. With the applied improvements, river 
waters are tracked through the ocean with passive tracers. River tracer concentrations are high near 
river mouths, the global coastal ocean, and throughout much of the near-surface Arctic and North 
Atlantic Oceans. Rivers strongly influence near-surface salinity stratification in these areas. Rivers 
have stronger stratification contributions than precipitation and sea-ice melt near river mouths and 
on the Eurasian Arctic continental shelf. River water residence times for continental shelves range 
from 1 to 15 years. In the open ocean, river waters also are drawn into ocean interior driven by 
NADW formation and reach the deep South Atlantic Ocean after four decades.   
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Chapter 1. Introduction and objectives 
All rivers run into sea, its greatness contains everything. The thousand-metered cliff stands, only 
with no desire can it be firm. --- Lin Zexu 
 
Rivers discharge on average 1.25 Sv (1 Sv=1 × 106 m3/𝑠𝑠) of freshwater from the land to 
the global ocean. The local variability of the terrestrial hydrological cycle integrated over 
potentially large drainage basins up to continental scales is then imposed on the coastal ocean at 
the scale of individual river mouths. In nature, estuaries transform river inputs before they enter 
the ocean. As riverine freshwater flows toward the ocean, it mixes with and entrains underlying 
seawater entering though the estuary mouth. The corresponding estuary exchange flow can be 
many times greater than the river discharge, particularly for partially to well-mixed estuaries. 
The saltwater ultimately exits along with riverine freshwater as a mixed (non-zero salinity) 
outflow to the coastal ocean. These mixing processes are typically neither included nor resolved 
in the ocean component of Earth system models. Furthermore, many Earth system models apply 
artificial methods for imposing riverine freshwater inputs on the global ocean that deviate 
considerably from the natural system. Given the importance of rivers in modifying coastal and 
open ocean salinity, stratification, and biogeochemistry, it is critically important to examine and 
improve Earth system model performance with respect to riverine freshwater and analyze river 
influences throughout the global ocean. This study pursues these overarching objectives for the 
Parallel Ocean Program (POP) ocean component of the Community Earth System Model 
(CESM). 
 The first major objective is improving the representation of riverine freshwater inputs in 
the CESM by including parameterized estuary mixing, remapping the riverine runoff as point 
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sources, and using locally varying and time evolving reference salinities for virtual salt fluxes 
involved in coupling river runoff in the POP (Chapter 2). A physically based Estuary Box Model 
(EBM) is developed to parameterize the mixing processes in estuaries. The EBM represents the 
estuary exchange circulation with a two-layer box structure. The governing equations are steady-
state balances for water volume, density (and salinity via the linear equation of state), and 
gravitational potential energy. It takes as input the river volume flux from the land surface model 
and the subsurface salinity at the estuary mouth from the ocean model. It delivers the estuarine 
outflow salinity and net volume flux into and out of the estuary to the ocean model. Five 
parameters are required for each estuary: width, total depth, lower layer thickness, and two 
adjustable dimensionless vertical and horizontal mixing constants. The EBM performance is 
assessed relative to observations and high resolution hydrodynamic simulation results for the 
Columbia River test case. Then the sensitivity of CESM ocean salinity fields to the treatment of 
river inputs (including the EBM) is evaluated. 
The second major objective is developing an appropriate hydrographic climatology and 
assessing model skill improvements in the coastal and open ocean associated with the advances 
in the treatment of river inputs (Chapter 3). The new climatology averages the original 
observational data of the World Ocean Database (WOD) directly onto the CESM ocean-
component POP grid cells without spatial interpolation, smoothing, or other gap-filling 
techniques to avoid coastal ocean salinity biases that likely are present in the World Ocean Atlas 
(also based on WOD). The skill score compares the model error relative to the new climatology 
of runs with advanced, intermediate, and standard treatment of rivers in CESM. Skill 
improvements in both near-surface salinity and salinity stratification are assessed with particular 
emphasis on trends with distance away from major river mouths and the global coast.  
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The final major objective is tracking river waters throughout the world ocean and 
compare river influences relative to precipitation and sea-ice melt surface freshwater sources 
(Chapter 4). Passive tracers are added to the POP, the ocean-component of CESM to track river 
water, as well as precipitation and sea-ice melt water for a 300-year simulation that includes the 
improved representation of river inputs. The distributions of river water in global ocean as well 
as its effects on salinity stratification are studied and compared to water tracer concentrations 
associated with precipitation and sea-ice inputs. River water residence time on the continental 
shelves for each ocean are calculated and compared. River waters pathways and transit times 
through the deep ocean also are tracked, with emphasis on the Atlantic Ocean. 
The Summary (Chapter 5) includes overall conclusions and avenues for future research. 
The research approach is applicable to other current and future Earth system models besides the 
CESM selected for this study. 
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Chapter 2. A Box Model for Representing Estuarine Physical Processes in 
Earth System Models 
The wise man looks into space, and does not regard the small as too little, nor the great as too 
much; for he knows that there is no limit to dimensions. --- The Analects of Lao Tzu 
 
 
This chapter has been published on the journal of Ocean Modeling: 
Sun, Q., Whitney, M. M., Bryan, F. O., & Tseng, Y. H. (2017). A box model for representing 
estuarine physical processes in Earth system models. Ocean Modelling, 112, 139-153. 
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2.1 Introduction 
Rivers deliver an annual average of 1.25 Sv (1 Sv=1 × 106 m3s−1) of freshwater to the 
ocean (Durack, 2015). These inputs, however, have much larger impacts on oceanic dynamics 
than would be guessed based on their volume flux alone. Riverine freshwater lowers surface 
salinity and introduces stratification that can reduce mixed layer thickness, modify currents, and 
influence air-sea interaction. Coles et. al. (2013) show that the Amazon River freshwater has 
pathways into the western tropical and subtropical gyres of the North Atlantic. In the Bay of 
Bengal, the summer monsoon induced riverine discharge can inhibit the air-sea heat exchange by 
decreasing the Sea Surface Salinity (SSS) to build a barrier layer (Vinayachandran, Murty, & 
Babu, 2002). Such impacts on ocean salinities and stratification depend on how riverine 
freshwater initially enters the ocean (Hordoir, Polcher, Brun-Cottan, & Madec, 2008). In nature, 
estuaries transform river inputs before they enter the ocean. Tides and other processes (e.g. 
winds) generate shear-driven mixing and internal wave breaking entrains saltwater into the 
fresher layer (Dyer, 1998). This mixing and entrainment drives an estuarine exchange flow (or 
gravitational circulation) that draws saltwater into estuaries; the saltwater ultimately exits along 
with riverine freshwater as a mixed (non-zero salinity) outflow to the coastal ocean (e.g. 
MacCready & Geyer, 2010). Estuaries and their mixing processes have spatial scales below that 
which can be explicitly represented in Earth system models (ESMs) with horizontal resolutions 
typically 100 km or coarser. This study develops and applies an Estuary Box Model (EBM) to 
represent estuarine processes in ESMs. It provides a physically-based method for introducing 
riverine freshwater to the model ocean without significantly increasing computational time. 
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2.2 Background 
In ESMs the riverine discharge is usually introduced into the ocean component with zero 
salinity; implicitly neglecting any estuary mixing or exchange. In addition, instead of applying 
the freshwater inflow as a horizontal flux entering through the coastal boundary, the riverine 
freshwater is often applied to the ocean surface as a vertical flux of “augmented precipitation” 
over a specified ocean region (often hundreds of kilometers wide) surrounding the actual river 
mouth (Griffies, et al., 2005 and Tseng, et al., 2016). Some models such as the Community Earth 
System Model (CESM) employ the virtual salt flux (VSF) formulation that handles river inputs 
(and precipitation) by removing salt from the ocean surface instead of adding freshwater volume. 
The VSF for rivers is calculated by multiplying the freshwater volume flux with a reference 
salinity that is usually taken as a global constant (e.g. 34.7 PSU in the CESM) in order to assure 
global salt conservation. Yin, et al. (2010), and Tseng, et al. (2016) show the limitations of the 
global reference salinity and use a local reference salinity instead. These studies also distribute 
the riverine freshwater vertically over several layers or enhance horizontal mixing at river 
mouths to diffuse the freshwater horizontally. The Tseng, et al. (2016) sensitivity study shows 
that ocean model results strongly depend on the river input methods and finds that CESM can be 
run successfully without the large spreading regions typically used. All these methods omit the 
important natural physical processes that fresh riverine runoff will be pre-mixed with saltier 
oceanic water within estuaries, rather than discharged into ocean with zero salinity.  
Garvine and Whitney (2006) made a first attempt to parameterize the estuarine mixing 
processes for climate models. They built an estuary box model based on the potential energy 
anomaly concept introduced by Simpson et. al. (1990) and compared results to observations for 
the Delaware Bay. Rice et. al. (2008) added a two-layer formulation to this box model. Hordoir, 
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et. al. (2008) implemented a shelf box model based on the idea of potential energy anomaly (in 
NEMO, Nucleus for European Modelling of the Ocean) that reproduced the coastal overturning 
on the Mekong shelf for both upwelling- and downwelling-favorable winds. Herzfeld (2015) 
developed a numerical method to introduce the riverine freshwater input and include upper and 
lower layer exchange by considering estuary salt wedge adjustment that is most appropriate for 
highly stratified estuaries with weak tides and/or strong river discharge. MacCready and Geyer 
(2010) summarize up-to-date estuarine mixing parameterizations in their review paper. Their 
review provides the theoretical basis and parameterizations that support the development of the 
new EBM that represents the essential influence of estuarine exchange flow. In this study we 
focus on the formulation of a new EBM and its calibration and validation against observations 
for a well-observed estuary system – the Columbia River. We additionally demonstrate the 
practicality of its application in ESMs, and make an initial assessment of its impact in a global 
simulation with the CESM. A more thorough analysis of impacts on the global climate, the 
sensitivity to parameter choices within the EBM, and broader comparisons with observations 
will be addressed in subsequent studies. 
 
2.3 Estuary Box Model development 
2.3.1 Configuration 
The EBM is a two-layer rectangular box with constant width (W), constant total depth 
(H), and time-varying length (L) (Figure 2.1). Each layer has a constant thickness (h and H-h for 
the lower and upper layers, respectively) and a vertically uniform (but horizontally varying) 
salinity and density; thus, the estuary model water column is vertically piecewise constant. The 
salinity and density are allowed to vary horizontally to better represent horizontal gradients in 
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salinities at the mouth boundary; the domain including the EBM and connecting ocean model has 
a horizontally piecewise continuous salinity solution. L is the landward extent of the lower-layer 
saltwater intrusion that adjusts to forcing conditions; this estuary length adjustment allows for 
simplifications later and better represents estuarine dynamics (MacCready & Geyer, 2010). The 
x-axis originates at the mouth and is positive towards the ocean. The z-axis is defined positive 
upward from the bottom. Riverine freshwater discharge (QR) enters through the estuary head. 
Oceanic saltwater flows into the EBM through the mouth lower layer (QLM); note that QLM is 
negative. Tidal pumping (e.g. MacCready, 2007) can drive a net horizontal salt flux into the 
mouth upper layer. The tidal pumping results from differences in salt advection during flood and 
ebb, which can be modeled as a diffusive flux in subtidal analysis (averaged over tidal 
variations). The upper and lower layers in the EBM communicate via vertical tidal mixing and 
by the upward advection (associated with estuary exchange flow). Mixed estuarine water flows 
to the coastal ocean though the mouth upper layer (QUM).  
2.3.2 Continuous governing equations 
The fundamental governing equations are tidally-averaged (subtidal), laterally-averaged, 
and steady-state. Estuaries experience non-steady-state dynamics over several time scales, but 
the steady-state dynamics assumed here are expected to provide a reasonable representation of 
the estuaries over monthly time scales. The volume balance, i.e. the incompressible continuity 
(Eqn. 2.1), involves the along-estuary and vertical velocities (u and w).  
∂u
∂x + ∂w∂z = 0 Eqn. 2.1 
The salinity balance (Eqn. 2.2) includes advection and diffusion with horizontal and vertical 
eddy diffusivities (KH and KV). 
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∂(uS)
∂x + ∂(wS)∂z = ∂∂x �KH ∂S∂x� + ∂∂z �KV ∂S∂z� Eqn. 2.2 
A linear equation of state (Eqn. 2.3) is used to calculate density from salinity, where ρ0 is 1000 kg m−3 and β is 7.7 × 10−4 PSU−1 (MacCready, 1999). 
ρ = ρ0(1 + βS) Eqn. 2.3 
Converting the salinity balance (Eqn. 2.2) into density balance and multiplying it by gz yield the 
potential energy equation (Eqn. 2.4), where the gravitational potential energy density (PE) is ρgz.  
∂(uPE)
∂x + ∂(wPE)∂z = ∂∂x �KH ∂(PE)∂x � + ∂∂z �KV ∂(PE)∂z � − Kvg ∂ρ∂z − g ∂Kvρ∂z + wgρ Eqn. 2.4 
The vertical boundary conditions are no-normal-flow through the surface and flat bottom (w = 0) 
and no density sinks or sources ( dρ/dz = 0 ). Freshwater fluxes from precipitation and 
evaporation are neglected within the estuary as small relative to the river inputs. In the following 
sections, the continuous governing equations are integrated over the estuary domain and 
parameterizations are applied where required.  
2.3.3 Estuary-integrated volume and density balances 
Vertically and horizontally integrating the continuous volume balance (Eqn. 2.1) over the 
entire estuary box domain yields an estuary integrated balance between the river inflow, lower-
layer inflow, and upper-layer outflow at the mouth (Eqn. 2.5); QUM and QR are positive and QLM 
is negative. 
𝐐𝐐𝐔𝐔𝐔𝐔 + 𝐐𝐐𝐋𝐋𝐔𝐔 − 𝐐𝐐𝐑𝐑 = 𝟎𝟎 Eqn. 2.5 
After vertically integrating the continuous salinity equation (Eqn. 2.2) the vertical 
advection and vertical diffusion terms become zero (because of vertical boundary conditions). 
Subsequent horizontal integration (of the equivalent density equation) yields an estuary-
integrated balance (Eqn. 2.6) among mass fluxes associated with subtidal flow and horizontal 
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diffusion through the mouth upper-layer (associated with tidal pumping), and it is assumed there 
is no diffusion through the other boundaries.  
ρLMQLM + ρUMQUM − ρRQR = (ρLM − ρUM)a0at QUt2  Eqn. 2.6 
The tidal pumping term is based on Stommel and Farmer (1952), MacCready (2004) and 
MacCready (2007) and derived in the Appendix A. QUt is defined as positive and is the average 
tidal volume flux during half a tidal cycle, with QUt = 2W(H − h) ut π⁄  (as in Eqn. A3) where ut  is the tidal current amplitude. The geometric coefficient at  (Eqn. A10 and Eqn. A11) 
represents the fraction of tidal volume exchange in which the saltier oceanic water replaces 
estuarine water. MacCready (2007) found that the horizontal diffusion at the estuarine mouth 
might be overestimated by using this approach, so a coefficient a0 is included as a free parameter. 
Note that ρLM (SLM) is used to represent the density (salinity) entering from outside the estuary. 
Also note that ρUM represents upper-layer conditions at the estuary mouth open boundary and is 
greater than or equal to the upper layer-averaged density within the estuary. 
2.3.4 Estuary-integrated potential energy balance 
Vertically and horizontally integrating the continuous PE  equation (Eqn. 2.4) and 
multiplying by the estuary width yields the estuary-integrated PE balance (Eqn. 2.7). 12 gρLMQLMh + 12 g(ρUMQUM − ρRQR)(H + h)  = 14 a0atg(ρLM − ρUM)QUt(H + h)+ KVgW� [ρL(x) − ρU(x)]dx0
−L
+ W� � wgρdzH
0
dx0
−L
 Eqn. 2.7 
The terms on the left-hand side represent advection of PE due to horizontal fluxes into or out of 
the estuary. The first term on the right-hand side of Eqn. 2.7 is upper-layer integrated horizontal 
diffusion at the mouth (tidal pumping), which is parameterized as in the density balance (Eqn. 
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2.6). The next term is from the vertical diffusion of PE and has been written assuming KV is 
vertically uniform. The estuary-integrated vertical diffusion terms are non-zero because of the z 
dependence in the second, third and fourth terms on the right-hand side of the continuous PE 
equation (Eqn. 2.4). The vertical diffusion increases the potential energy in the water column, so 
it has the positive sign. The integrals for the mass lifting term, the final term in Eqn. 2.7, are 
evaluated in next section. 
2.3.5 Vertical velocity, density distribution, and estuary length 
It is assumed that the vertical velocity w in the estuary box is independent of x. The w 
vertical profile is approximated by a vertically piecewise linear function (Eqn. 2.8) with a 
maximal positive (upward) value wi at the layer interface and zeros at the surface and bottom. 
w(z) = �wi H − zH − h               h < z ≤ Hwi zh                        0 ≤ z ≤ h  Eqn. 2.8 
Because of the steady-state volume balance, vertical volume flux exiting the lower layer through 
the layer interface (wiLW) must equal −QLM. By substituting wi = −QLM/(LW) and integrating wgρ over the EBM, the (positive) lifting term in the PE balance (Eqn. 2.7) is solved in Eqn. 2.9.  
� � wgρdzH
0
dx0
−L
= − 12 g QLMLW �(H − h)� ρU(x)dx0−L + h� ρL(x)dx0−L � Eqn. 2.9 
A linear density distribution (in the x-direction) with a constant layer density difference is 
employed in the exchange-dominated solution of MacCready (1999) and other studies (e.g. 
Huijts, et al., 2009). Observations also suggest the linear approximation is appropriate (Garvine, 
1992). Consequently, the horizontal density distribution is approximated by linear functions in 
each EBM layer (Eqn. 2.10).  
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ρU(x) = �ρLM − ρRL x + ρUM     − Δx < x ≤ 0       
ρR                                   − L ≤ x ≤ −Δx with Δx = ρUM − ρRρLM − ρR L  
Eqn. 2.10           ρL(x) = ρLM − ρRL x + ρLM         − L ≤ x ≤ 0 
The density distribution is horizontally piecewise continuous with ocean-side salinities at the 
mouth; there the upper and lower layer densities reach ρUM and ρLM, respectively. The layer 
density difference is constant except in the segment from Δx (where the upper-layer starts to 
deviate from 0 PSU and ρR) to the head of EBM (where the lower-layer reaches 0 PSU and ρR) 
where layer density difference linearly decreases to zero. From these approximations, the density 
integrals in (Eqn. 2.7 and Eqn. 2.9) can be solved analytically (Eqn. 2.11). 
� ρU(x)dx0
−L = 12 ρUM2 − ρR2ρLM − ρR L + (ρLM − ρUM)ρRρLM − ρR L Eqn. 2.11                                 � ρL(x)dx0
−L
= 12 (ρLM + ρR)L 
MacCready and Geyer (2010) provide the length scale (L) of the estuary salinity intrusion in 
exchange-dominated estuaries (Eqn. 2.12). 
L = 0.024a1 �WHc4QRSc2�1 3⁄ H2KV    with c = �gβSLMH Eqn. 2.12 
In this equation, a1 is an adjustment coefficient, c is an upper bound for the internal wave speed, 
and Sc is Schmidt Number (Sc=2.2 for this application). The Schmidt Number may vary from 
estuary to estuary in nature, but the value chosen here is commonly used for estuarine studies. 
The underlying principle is the salinity intrusion has adjusted to river discharge and mixing 
conditions (represented by KV). Applying this fully-adjusted length scale is consistent with the 
EBM steady-state dynamics and ultimately removes the KV  dependence in the solution (as 
derived below). Therefore, it reduces the number of parameters required by the EBM. 
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Eqn. 2.8 to Eqn. 2.12 are substituted into Eqn. 2.7 to yield a new form of the PE balance 
(Eqn. 2.13).  12 gρLMQLMh + 12 g(ρUMQUM − ρRQR)(H + h)  = 14 a0atg(ρLM − ρUM)QUt(H + h)+ 0.012a1 �WHc4QRSc2�1 3⁄ g(ρLM − ρUM) (ρLM + ρUM − 2ρR)ρLM − ρR WH2
−
14 g (H − h)(ρUM2 + 2ρLMρR − 2ρUMρR) − HρR2 + hρLM2ρLM − ρR QLM 
 
 
 
 
Eqn. 2.13 
The PE balance depends on fluxes and densities at the mouth and head, estuary width, layer 
thicknesses and total depth, the geometric coefficient for tidal pumping (at is set in Eqn. A10 or 
Eqn. A11) and two free parameters (a0 and a1) that can be used to tune horizontal diffusion and 
vertical mixing strength for a given estuary. The left-hand side of the Eqn. 2.13 represents the PE 
fluxes directly associated with horizontal advection through the head and mouth, while the right-
hand side includes the contributions of tidal pumping through the mouth, estuarine mixing, and 
upwelling associated with estuary exchange flow. 
2.3.6 Dimensional solution 
The steady-state volume, density, and potential energy layer integrated balances (Eqn. 2.5, 
Eqn. 2.6, and Eqn. 2.13) constitute a system of nonlinear equations to solve the three unknowns QLM, QUM, and ρUM. SUM is found afterwards by applying the linear equation of state (Eqn. 2.3). 
Substituting Eqn. 2.5 and Eqn. 2.6 into equation Eqn. 2.13 gives a cubic polynomial function 
(Eqn. 2.14) that yields QLM.  
λ3QLM3 + λ2QLM2 + λ1QLM + λ0 = 0       with 
𝜆𝜆3 = −H 
𝜆𝜆2 = 2QR(2H − h) + a0atQUtH 
Eqn. 2.14 
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𝜆𝜆1 = 0.096a1 �WHc4QRSc2�1 3⁄ H2WQR − QR(2H − h)(QR + a0atQUt) − a02at2 QUt24 H 
𝜆𝜆0 = −0.048a1 �WHc4QRSc2�1 3⁄ H2W(QR + a0atQUt)QR 
Eqn. 2.14 
(continue) 
For the EBM, only the negative real root of the QLM makes sense physically (indicating lower-
layer flow into the estuary) and Eqn. 2.14 always has only one valid root with positive a0 and a1 
values. Substituting the QLM  solution into volume conservation (Eqn. 2.5) yields the QUM 
solution in Eqn. 2.15.  QUM = QR − QLM Eqn. 2.15 
Subsequently, ρUM is gained from water mass conservation (Eqn. 2.6) as given in Eqn. 2.16. 
ρUM = �ρRQR − ρLMQLM + ρLMa0at QUt2 � �QUM + a0atQUt2 ��  Eqn. 2.16 SUM can be solved using the linear equation of state (Eqn. 2.3) with ρUM calculated in Eqn. 2.16. 
Alternately, substituting the linear equation of state (Eqn. 2.3) for all the densities in Eqn. 2.16 
and applying the volume balance (Eqn. 2.5) yields an equation for SUM that is analogous to Eqn. 
2.16 but with the densities replaced by salinities (Eqn. 2.17). 
SUM = SLM �−QLM + a0atQUt2 � �QUM + a0atQUt2 ��  Eqn. 2.17 
Note that SUM reduces to SLM|QLM|/QUM if tidal pumping is omitted by setting a0 to zero. 
2.3.7 Implementation of EBM in Earth system models 
2.3.7.1 Implementation as lateral boundary condition 
The EBM can be implemented in global ocean models in a straightforward manner by 
specifying horizontal volume and salt fluxes through the land-ocean coastal boundary. This 
coupling approach is a modification to that used by Herzfeld (2015) in a regional model and 
Griffies et al (2005) in a global model. The specified upper layer (HU) in the global ocean model 
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is where the volume and salt fluxes enter the ocean, and the lower layer (HL) is where volume 
and salt fluxes are removed from ocean (Figure 2.2a). Note that the coupling layer thicknesses HU and HL do not have to match the EBM layer thickness (H-h) and h and often will be thicker 
due to the coarser vertical resolution in many global ocean models. Coupling the EBM maintains 
zero net salt flux over the water column at the coastal boundary because the salt removed from 
ocean model lower levels is returned (and effectively upwelled) to the upper levels. The EBM 
exchange flow also does not create net volume flux through the coastal boundary and the net 
volume flux is entirely associated with the river runoff.  
The volume fluxes through the specified upper and lower layer at the ocean model coastal 
boundary can be implemented following Eqn. 2.18.  
Q(Z) = �α(Z)QUM      − HU < Z ≤ 0                      α(Z)QLM       − (HU + HL) < Z ≤ −HU 0                         Z ≤ −(HU + HL)                with  
⎩
⎪
⎨
⎪
⎧� α(Z)0
−HU
= 1         
� α(Z)−HU
−(HU+HL) = 1 Eqn. 2.18 
The model vertical coordinate Z in Eqn. 2.18 is positive upwards from the surface, Z is negative 
throughout the water column. The α(Z)  is a flexible vertical weighting function, and the 
summation of the α(Z) within the upper layer has to equal one, and it is the same for the lower 
layer (e.g. α1 = α2 = α3 = α4 = 0.5 in the Figure 2.2a). The volume flux QUM is positive since 
it enters the ocean, and QLM is negative since it leaves the ocean. In practice the volume fluxes 
are implemented as velocities at the velocity-grid on the land-ocean interface. The approaches 
will vary between different numerical grid structures. For the staggered C-grid, the velocity 
points are in the middle of the tracer grid cell lateral faces. Thus, the implemented velocity for 
each grid cell can be found by dividing the weighted volume flux by the area of the grid cell face 
on the land-ocean boundary. For the staggered B-grid, the velocity points are at the corners of 
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tracer grid cell. Then the volume fluxes can be evenly split into the two adjacent velocity points. 
The vertical integral of volume flux will equal the riverine discharge QR  on the ocean-land 
boundary after correct coupling implementation. 
The lower layer salinity SLM for the salt flux calculations is calculated with Eqn. 2.19.  
SLM = ∑ �Si,k ∙ dZk�−HU−(HU+HL)HL  Eqn. 2.19 
The dZk in Eqn. 2.19 is the thickness of the tracer grid cell at vertical level k (e.g. dZ3 = dZ4 
and SLM = Si,3 2⁄ + Si,4 2⁄  in the Figure 2.2a). SLM also is used to force the EBM. Salt fluxes for 
the upper layer involve the effective salinity SEFF calculated in Eqn. 2.20. SEFF = SLM QLMQLM − QR Eqn. 2.20 
SEFF  is appropriate for the advective salinity balance SEFFQUM = SLM|QLM|  imposed by this 
coupling method at the coastal boundary. SEFF equals SUM if tidal pumping is not included in the 
EBM solution (i.e a0 is zero), but is otherwise lower than SUM (Eqn. 2.17). For all grid cells 
within the lower layer (HL), the land-ocean interface should have the same tracer value SLM. And 
for all grid cells within the upper layer (HU), the land-ocean interface should have the same 
tracer value SEFF . In practice, the salinity value on the ghost grid cells might need to be 
calculated with the employed tracer advection scheme, so that the salinity values at the land-
ocean boundary can be ensured. The salt fluxes are calculated by multiplying the salinity by 
volume fluxes crossing the coastal boundary. The vertical integral of the total salt flux on the 
coastal boundary will be zero after correct coupling implementation.  
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2.3.7.2 Implementation as virtual salt fluxes 
In this study, the EBM is implemented within CESM to test the global performance. The 
Parallel Ocean Program version 2 (POP) is the ocean component of CESM (Danabasoglu, et al., 
2012). The riverine freshwater runoff in the POP is treated as a virtual salt flux (VSF) through 
the air-sea interface, so there are no volume or mass fluxes crossing the land-ocean coastal 
boundary. In this situation, the riverine runoff and estuarine exchange are handled as vertical salt 
flux convergence terms in the salinity conservation equation (Eqn. 2.21) (Tseng, Bryan, & 
Whitney, 2016): DSDt = ∇(K∇S) + ∂∂Z �κ �∂S∂Z − γS�� − ∂FR∂Z − ∂FREX∂Z  
with κ ∂S
∂Z�Z=0 = −FS(0)   and    κγS|Z=0 = 0 Eqn. 2.21 
where Z is the POP vertical coordinate (positive upwards from the surface, Figure 2.2b), K is the 
isopycnal skew-diffusion tensor, κ  is the diapycnal diffusivity and κγS  is the KPP counter 
gradient flux in the boundary layer. The FS(0) includes all the freshwater VSF applied as surface 
boundary condition and is positive upwards (when salt is removed from the ocean), but this term 
excludes river runoff for the EBM implementations. The details of FS(0) treatment is discussed 
in Tseng, et al. (2016). The last two terms on the right-hand side of Eqn. 2.21 represent the salt 
flux convergences given by −∂F∗ ∂Z⁄ . The riverine freshwater VSF FR (Eqn. 2.22) and estuarine 
exchange flow VSF FREX (Eqn. 2.23) are distributed vertically in the water column by specifying 
layer thicknesses HU and HL. 
FR(Z) = �FR(0) �1 + ZHU�    − HU < Z ≤ 00                                    Z ≤ −HU        with   FR(0) = QRS Eqn. 2.22 
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FREX(Z) =
⎩
⎪
⎨
⎪
⎧FREX(−HU)−ZHU                      − HU < Z ≤ 0                     FREX(−HU) HU + HL + ZHL   − (HU + HL) < Z ≤ −HU0                                                    Z ≤ −(HU + HL)           with   FREX(−HU) = −QLM(SLM − SEFF) 
Eqn. 2.23 
The choice of HU  and HL  in the POP are flexible and do not have to match the EBM layer 
thicknesses (H − h and h). The upper and lower layers in the POP each have to span at least one 
vertical level of the tracer grid cell. The treatment for the riverine freshwater (Eqn. 2.22) is same 
as the approach of Tseng, et al. (2016). The riverine freshwater VSF FR is positive and increases 
toward the ocean surface (Eqn. 2.22), thus FR is divergent (−∂FR ∂Z⁄ < 0) and makes negative 
contributions in the salinity conservation equation (Eqn. 2.21) within the upper layer (HU). The 
vertical integral of −∂FR ∂Z⁄  over the entire water column yields −FR(0). In nature, lower-layer 
water is upwelled within the estuary and then transported back into the coastal ocean with the 
upper-layer outflow. The lower-layer (saltier) water entering the estuary is entrained from the 
continental shelf and there is horizontal divergence in the vicinity of the entrainment zone that 
requires a downwelling of near-surface (fresher) water if a steady-state volume balance is 
maintained. The net effects on the salinity field are bringing saltier water to the surface within 
the estuary and moving fresher water to deeper depths somewhere outside the estuary. In this 
coupling method both the upwelling and downwelling are applied within the same ocean tracer 
grid cells as the river runoff, thus there is no net volume flux due to exchange flow within the 
water column and only the vertical distribution of net salt fluxes needs to be represented. In the 
POP, the exchange flow is applied as upwelling VSF (FREX) that increases from zero at bottom 
of lower layer (−HU − HL) toward the layer interface (−HU), then decreases to the zero at ocean 
surface (Eqn. 2.23). Note that the QLM is negative because the water is taken away from the 
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ocean (Figure 2.1), so the FREX  is positive (upward) (Figure 2.2b). FREX  is convergent 
(−∂FREX ∂Z⁄ > 0, positive contributions in Eqn. 2.21) within the upper layer (Z > −HU) and 
divergent (−∂FREX ∂Z⁄ < 0, negative contributions in Eqn. 2.21) within the lower layer (Figure 
2.2b). The tracer values for calculating FREX are the lower layer salinity SLM (Eqn. 2.19), and the 
effective estuarine outflow salinity SEFF (Eqn. 2.20). With this coupling method, the exchange 
volume flux balances within the same column of ocean grid cells, so the vertical integral of 
−∂FREX ∂Z⁄  over the water column is zero. 
 
2.4 Columbia River test case 
2.4.1 Observational data  
The EBM is tested and evaluated for the Columbia River estuary with observations and 
output from a high-resolution Regional Ocean Modeling System (ROMS) simulation. For 
comparisons with observations, the EBM is forced with the daily discharge for 2013 calculated 
as the sum of USGS stream-gage observations on the Columbia River (#14105700) and its 
downstream tributaries in Willamette River (#14197900), Lewis River (#14222500 and 
#14220500) and Cowlitz River (#14243000). Tidal information used to assess tidal pumping is 
derived from the NOAA sea level record at Hammond, OR (#9439011) near the Columbia River 
mouth. The daily tidal amplitude (ηt) is set by averaging the two high tides each day if the EBM 
forcing includes the spring-neap tidal variations. Otherwise, the record-averaged tidal amplitude 
is used. The corresponding tidal velocity amplitude (ut) forcing is estimated from the depth-
averaged long-wave solution ut = ηt�g/H. The EBM upper-layer salinities are compared to 
daily-averaged estuarine outflow salinities calculated from observations collected at the NOAA 
National Data Buoy Center Station JTAW1 (collected 6.4 meters below mean water level at a 6-
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minute interval). Any data gaps are linearly interpolated prior to daily averaging. The oceanic 
inflow water salinity is set to 32 PSU since no observational record is available for the time 
period. This value is a reasonable estimate for ambient shelf waters, but it excludes time 
variations of shelf-water salinity. The total depth of estuary box is calculated from the General 
Bathymetric Chart of the Oceans (GEBCO) global 30 arc-second data, which gives the root 
mean squared depth of 10.93 meters. The EBM upper layer has the same thickness as the lower 
layer (the interface is at mid-depth). The box width is set to 3.67 km, the mouth width measured 
from Google Earth.  
2.4.2 Comparisons with observations 
In this testing, the diffusion adjusting constants a0  and a1  are constrained using the 
MATLAB function “fminsearch” (Lagarias, et al., 1998), that gives optimized parameters for the 
smallest Root Mean Squared Error (RMSE) of outflow salinities between EBM and observations. 
The best-fit values are a0=1.20 and a1=0.93 (Table 1). The observed Columbia River estuary 
outflow salinities show clear spring-neap tidal variations (Figure 2.3a), with amplitudes of 
approximately 5 to 8 PSU. Outflow salinities are fresher between April and July and saltier from 
August to December due to the river discharge annual cycle. The EBM solution performs well in 
representing both the spring-neap outflow salinity variations and the seasonal salinity changes 
(Figure 2.3). The RMSE between EBM results and observations is 1.7 PSU (10% of the observed 
mean outflow salinity) with the squared correlation coefficient (R2) of 0.70 and bias of -0.06 
PSU.  
For ESMs focused on long-term variations of the global ocean, the spring-neap tidal 
variations may become less important. So the EBM without spring-neap tidal variations is tested 
with constant tidal amplitude (ηt=1.01 m, ut=0.96 m s−1). A 5th order Butterworth low-pass 
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filter with cut-off period of 33 days is employed to filter out the spring-neap signals (and higher 
frequency variations) from the observed river discharge for forcing and the observed outflow 
salinity data for comparison. The a1 value (0.93) is kept the same as before. In this case, the tidal 
pumping geometric ratio at is constant, so it is combined with a0  to yield the tidal pumping 
adjusting constant a2 = a0at . This simplifies the EBM parameter space in the ESMs. The 
optimization function gives a2=0.70. The EBM calculated outflow salinities compared to the 
filtered observations have RMSE of 1.11 PSU, R2 of 0.81 and mean bias of -0.02 PSU (Figure 
2.3b). The EBM follows the seasonal variation of Columbia River outflow salinities, although it 
has a saltier outflow in spring and fresher outflow in summer. The EBM works well to represent 
the estuary outflow salinity in the case of Columbia River, which encourages its application to 
other estuaries and within ESMs. 
2.4.3 ROMS simulation data 
Observational time series of volume fluxes at estuary mouths are uncommon, but 
regional ocean models can provide these fluxes. A pre-existing ROMS simulation of the 
Columbia River and the adjacent ocean region provides a comparison for EBM results. The 
model details are described in Giddings, et al. (2014). The comparison data are the ROMS results 
for 2005. They are tidally averaged with a low-pass Godin 24/24/25 filter (Godin, 1972). Volume 
fluxes are calculated at the head (QR forcing for the EBM) and at the estuary mouth (QUM and QLM for comparison with EBM). QLM for ROMS is determined by the spatially integrating all 
landward velocities through the mouth. QUM for ROMS is calculated according to Eqn. 2.5 for 
the most consistent comparison with EBM steady dynamics. The calculated QUM is somewhat 
lower than the spatial integral of seaward velocities through the mouth because it omits the 
seaward compensation flow for the landward Stokes transport (Ianniello, 1979 and 1981) that is 
Page 22 of 131 
 
not included in EBM dynamics. The ROMS inflow salinities through the mouth (SLM forcing for 
EBM) are calculated by dividing total landward salinity fluxes through the mouth by QLM. The 
ROMS outflow salinities (SUM for comparison with EBM) are calculated in analogous fashion to SLM  and can be compared to EBM output. EBM tidal forcing for 2005 is calculated from 
observed harmonic constituents as in the previous comparison. The same estuary box dimensions 
are employed as for the comparison with observations, and the mixing constants a0 and a1 also 
are kept same as the previous observation comparison run, so that the EBM parameter values can 
be evaluated with ROMS results. 
2.4.4 Comparison to the ROMS simulation 
The comparisons of EBM with ROMS are shown in Figure 2.4. For the estuarine outflow 
salinity (Figure 2.4a), EBM has a RMSE of 3.11, R2  of 0.54 and bias of -1.33 PSU. The 
agreement can be increased by changing the mixing coefficients to find the best-fit EBM solution 
for ROMS, but this was not done as the coefficients already are set based on observations. The 
EBM includes the spring-neap cycles of the outflow salinity, although their amplitudes are 
smaller than in ROMS. In general, the lower-layer inflow salinity has much smaller variations 
than the upper-layer outflow salinity which has considerable variability associated with tides and 
river discharge. A couple of shelf freshening events in March and May cause drops of EBM 
outflow salinity that are not shown in the ROMS simulation. The mismatch is attributed to the 
EBM steady state salt balance that does not allow for a delayed and smoothed response to sudden 
forcing changes seen in nature (MacCready, 1999 and 2007) and the ROMS results. This is not a 
major limitation in ESMs since periods of interest are usually seasonal to multi-decadal 
variability and estuary response generally occurs over shorter time scales.  
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The outflow volume fluxes from EBM matches well with ROMS results (Figure 2.4b), 
with RMSE of 513 m3s−1 (7.6% of the ROMS mean outflow volume flux), R2 of 0.89 and a 125 m3s−1 bias. The lower-layer inflow volume fluxes from the EBM and ROMS have similar 
mean values, but the EBM result has less high-frequency variability. In the high discharge period, 
the EBM tends to overestimate the outflow volume flux. Physically, with rising river discharge, 
the stratification in an estuary increases, which can inhibit turbulent mixing through the layer 
interface and reduce estuary exchange flow. In the case of Columbia River estuary, it changes 
from a partially mixed type to the salt wedge type with increased vertical stratification. EBM can 
capture the estuarine type transition by reducing the lower-layer volume flux (associated with 
estuary exchange flow), but it has a weaker response than in ROMS. Nevertheless, EBM works 
well to represent the seasonal, even spring-neap, variations of Columbia River estuary outflow 
volume flux from ROMS results. 
To test the EBM without the spring-neap tidal signal, all ROMS data are smoothed with 
the same low-pass filter used for the no-spring-neap observational data. The filtered river 
discharge and lower-layer salinity are used to force the EBM, and the filtered outflow volume 
fluxes and salinities are compared to EBM results. The EBM employs the same dynamic 
parameters as in the comparison with the filtered observations (Table 2.1). The agreement is 
improved with RMSE of 1.74 PSU, R2 of 0.82 and a −1.20 PSU bias for outflow salinity, and 
RMSE of 330 m3/s, R2 of 0.98 and a 123 m3s−1 bias for outflow volume fluxes (Figure 2.4c 
and d). It indicates that the EBM works well for long-period or low-frequency forcing. As the 
high frequency forcing is filtered out, estuaries tend to achieve a quasi-steady-state balance that 
is well represented by EBM steady-state dynamics. Thus, the EBM can work well in the ESMs 
even though it neglects the short-term estuary adjustment.  
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2.5 Applying the EBM globally 
One challenge to implementing the EBM in an ESM is specifying parameters for all 
estuaries globally. The Dai and Trenberth (2002) dataset shows that the 20 largest rivers (the 
global TOP 20) contribute to over 60% of total global riverine freshwater runoff into the oceans. 
The Amazon River alone accounts for almost 25% of total global discharge. Many of the largest 
rivers have been well studied, therefore observational data and/or regional simulations exist to 
calibrate EBM mixing parameters and set box geometry. The Columbia River is a good example 
that has both observational and simulation data. Smaller rivers in the dataset have smaller 
individual contributions on freshwater discharge, but their summation is significant globally and 
their individual inputs are important locally. Many of these rivers do not have enough data to 
calibrate EBM parameters. A short path to get the EBM working for these rivers is to find a 
universal relationship between riverine forcing and estuarine response. 
Hansen and Rattray (1966) developed the stratification-circulation diagram to 
quantitatively classify estuaries. They found that scaled stratification δS/S0 (the top-to-bottom 
salinity difference divided by the sectional mean) in the estuary depends on the densimetric 
Froude number QR/(cWH). In general, the stratification increases with rising Froude number. 
The EBM can be parameterized for the rivers outside of global TOP 20 in an ESM, so that their 
outflow salinities (and mouth stratification) follow this general trend. The original scaled 
stratification is modified to (SLM − SUM)/SLM for application at the EBM mouth. Geyer (2010) 
applied observations from 13 estuaries (Figure 2.5), and shows that the bulk stratification rises 
with increasing densimetric Froude number. Geyer (2010) includes two scalings to predict 
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stratification, but they overestimate stratification for estuaries with high densimetric Froude 
numbers and do not asymptote to the completely stratified limit. 
The EBM is set up with a uniform box frame with H = 10 m and h = 5 m. The mixing 
parameters of the EBM are then optimized to get the smallest RMSE for all with observation 
points on Figure 2.5. The width scales out of the solution when expressed in terms of the 
densimetric Froude number; consequently, the width does not need to be specified. One EBM 
run includes tidal pumping with ut = 1 m/s and the other neglects tidal pumping by setting a2 to 
zero. The EBM solutions follow the general trend of the observations. EBM solutions with or 
without tidal pumping both converge and asymptote to complete stratification at high flow 
conditions with larger riverine densimetric Froude numbers. In the lower Froude number region, 
the EBM with tidal pumping has less stratification, because the tidal pumping helps to increase 
the estuarine outflow salinity. These results encourage the global application of the EBM and 
indicate that even the solution without tidal pumping works well. They provide a basis for 
generic EBM parameters that can be applied even if there is not enough information to set 
estuary-specific values. 
 
2.6 EBM test in global climate model 
2.6.1 CESM and EBM settings 
The EBM is implemented and tested in the ocean component POP of the CESM version 
1.1.1 with nominal 1˚ horizontal resolution. The POP has 60 vertical z-levels with 10 m 
resolution in the first 15 levels and is stretched to 250 m resolution for the deepest ocean. For the 
runs discussed here, the ocean and sea-ice components are active, while the atmospheric 
component and river freshwater input are decoupled and prescribed with the 1948-2007 COREII 
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forcing (Large & Yeager, 2009; Griffies et al, 2009). The model is run for 60 years (one cycle of 
the forcing), and the climatological averages of the last 30 years’ results are used for evaluations. 
The EBM parameters are specified individually for each of the global TOP 20 rivers 
(Table 2.2). The total depth (H) is either picked from literature or calculated from the General 
Bathymetric Chart of the Oceans (GEBCO) data set (IOC, IHO , & BODC, 2003) as the root 
mean square depth in the selected estuary area. The width (W) of the box at its mouth is either 
from literature or measured from the Google Earth Pro v.7.1.2.2041 with its Line Ruler tool. If 
there is more than one channel connecting to the ocean, the box width is taken as the combined 
width of the channels. The lower-layer thickness is taken as half the total depth for all rivers. The 
mixing parameters (a1  and a2) of the EBM for TOP 20 rivers are individually optimized to 
match the observed outflow salinity with MATLAB function “fminsearch” (Lagarias, Reeds, 
Wright, & Wright, 1998) in offline integrations. The 60-year-averaged monthly discharge of 
each individual river is taken from the Dai and Trenberth (2002) database. The annual mean of 
Mean High Water (MHW) level is regenerated from the Regional and Local Tidal Solutions of 
the OSU Tidal Data Inversion (Egbert & Erofeeva, 2002), literature studies, or NOAA buoys. 
Finally, the optimized mixing parameters are found by minimizing the RMSE between the 
calculated annual mean outflow salinity and comparison data from published observations or 
regional numerical studies. The studies used to determine the mixing parameters are listed in 
Table 2.2. For other rivers, outside of the TOP 20, the default EBM has a common depth of 10 m 
and the mouth width of 2 km. The mixing parameters are from the generic fit described in the 
previous section (Figure 2.5). The contribution of tidal pumping in the default EBM is neglected. 
Three test cases (VSFEBM, VSFROF, and VSFSPRD, where “VSF” indicates the virtual 
salt flux coupling method) are used to illustrate the effects of estuary exchange in the POP. The 
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EBM is implemented in the VSFEBM case for all rivers in the POP. The VSFROF is a 
comparison case in which the EBM exchange circulation is not implemented and the same runoff 
(“ROF”) is applied, so only riverine freshwater convergence term (−∂FR ∂Z⁄ ) is included (Eqn. 
2.21). The layer thicknesses for coupling with CESM are HU = 20 m (spanning the top two grid 
levels) and HL = 20 m (spanning the next two grid levels) (Figure 2.2b). If the local water depth 
is less than 40 m, HU  is held constant and HL  is reduced. Each river runoff point and the 
corresponding exchange flow (in VSFEBM only) is mapped to a single T-grid column near the 
river mouth in the VSFEBM and VSFROF cases. The VSFSPRD case represents the runoff 
treatment used in prior studies (e.g. Tseng, et al., 2016 experiment B300CS): the riverine 
freshwater is included in the FS(0)  term as surface boundary condition in Eqn. 2.21 and 
horizontally spread over a large region (by a e-folding length scale of 1000 km with a maximum 
spreading radius of 300 km Gaussian distribution) rather than distributed vertically and focused 
horizontally at the runoff points as in the other cases. The other differences for VSFSPRD are the 
constant global reference salinity for riverine freshwater VSF computation (instead of a time and 
spatially variable reference salinity) and no EBM. 
2.6.2 Interpretation of CESM results 
The sea surface salinity (SSS) of the VSFEBM case and differences from other cases are 
shown in Figure 2.6. Fresh regions are evident near all major river mouths. There are large 
differences between the VSFEBM and VSFSPRD cases that exceed 1 PSU in many areas near 
major rivers (the SSS difference even exceeds 7 PSU near the Amazon River mouth) (Figure 2.7). 
VSFEBM and VSFROF are fresher than VSFSPRD adjacent to river mouths because runoff 
from each river is focused at one point. Introducing river inputs over large spreading regions in 
VSFSPRD is one reason VSFEBM and VSFROF are saltier at most other points offshore of 
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major rivers. Also the offshore SSS is higher in VSFEBM and VSFROF because of the direct 
effects of vertically distributing the river inputs over a thicker layer (instead of immediately at 
the surface), and riverine freshwater VSF differences due to the local (instead of global) 
reference salinity. SSS at river mouths are further increased in VSFEBM due to the upwelling of 
saltier waters via estuary exchange flow VSF convergence (Eqn. 2.21). Indirect effects arise 
from coastal stratification and circulation changes as well as advection by ocean currents that 
transports salinity differences to remote areas (especially in the North Atlantic and Arctic) 
(Tseng, et al., 2016).  
Comparison between VSFEBM and VSFROF isolates the effects of introducing estuary 
exchange. VSFEBM is saltier at river runoff points because of the vertical salt flux imposed by 
EBM. VSFEBM is also (approximately 0.1 PSU) saltier in many coastal regions. There are, 
however, several regions where SSS is lower in VSFEBM; remote freshening (< 0.05 PSU) 
spreads into the North Atlantic that is linked to the St. Lawrence and the Amazon. The 
freshening relative to VSFROF is counterintuitive and is linked to secondary effects resulting 
from modifications to stratification, ocean currents, and the local reference salinities (that evolve 
differently in the two cases) used in the riverine freshwater VSF calculation. Similar freshening 
occurs for the Changjiang, Bay of Bengal, and Kara Sea (Figure 2.6). Overall, the CESM case 
comparison indicates significant local, regional, and even global sensitivity to including 
estuarine dynamics. 
The Columbia and Amazon Rivers provide examples of model sensitivity to the treatment 
of river inputs. The SSS is freshest close to the coast near both rivers (Figure 2.7). As mentioned, 
VSFEBM is fresher than VSFSPRD and saltier than VSFROF at the focused runoff points. For 
the Columbia, these same differences extend along the coast. Farther away from the coast, 
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VSFEBM is saltier than VSFSPRD for both river regions due to the horizontal spreading of 
runoff in VSFSPRD and other factors mentioned above. The differences between VSFEBM and 
VSFROF in the Columbia show the anticipated higher SSS originating from the exchange flow 
VSF convergence imposed by estuary circulation. Near the Amazon, VSFEBM has lower 
salinities than VSFROF due to the secondary effects described above; the influence of the 
Amazon contributes to differences throughout the North Atlantic. Salinity stratification near the 
river mouth changes among cases (Figure 2.8). VSFEBM is less stratified than VSFROF and 
removes the problematic near-bottom salinity overshoot (>45 PSU) near the Amazon and other 
large rivers that otherwise occurs for focused river inputs. The salinity overshooting is also found 
by Tseng, et al. (2016) in the sensitivity tests of the riverine freshwater input approaches. In this 
previous study, the salinity over- and under-shooting occur at river mouths with large runoff and 
intensify as the horizontal spreading area for riverine freshwater inputs is decreased. The estuary 
exchange flow imposed by the EBM avoids large salinity numerical artifacts without having to 
impose arbitrarily large horizontal spreading regions as in VSFSPRD. 
The modeled salinity profiles are further compared with salinity climatology from high 
resolution (0.25-degree) World Ocean Atlas 2013 (WOA) (Zweng, et al., 2013); the nearest-
neighbor point to the corresponding POP grid cell are used. The spatial filtering in WOA (Zweng, 
et al., 2013) tends to create a positive salinity bias in the coastal ocean, especially in the regions 
close to the riverine freshwater sources, because typically higher offshore salinities contribute to 
the filtered coastal salinity values. The native World Ocean Database 2013 (WOD) salinities also 
are averaged within each POP T-grid cell to avoid the influence of spatial filtering. The model 
vertical salinity profiles at Columbia River mouth are plotted against corresponding WOA and 
WOD profiles (Figure 2.8a). None of model results agree with climatology through the entire 
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water column, but VSFSPRD surface salinities are closer to the spatially filtered WOA and the 
other cases are closer to WOD. There are no WOD data available for the Amazon River mouth 
T-grid cell and the WOA has a surface salinity (at z=0) without any subsurface data; therefore no 
profile comparison can be made. 
The sensitivity analysis in this paper has focused on long-term mean salinity fields, but 
seasonal cycles also are important. The seasonal SSS cycle (represented as monthly averages 
over the 30-year analysis period) at Columbia, Amazon, Brahmaputra and St. Lawrence river 
mouths are plotted for the three CESM testing runs (Figure 2.9). For all four rivers, there are 
clear seasonal cycles that vary among the runs. The VSFSPRD case has higher salinities because 
the river inputs are spread over large areas (as previously described) and a seasonal cycle that 
can be larger (e.g. Amazon), smaller (e.g. Columbia and Brahmaputra), or similar (e.g. St. 
Lawrence) to the other cases. It is counterintuitive that the Amazon cycle is largest in the 
VSFSPRD case, but the contributing factors include no vertical spreading of the strong river 
runoff, changes related to the reference salinity for VSF calculation, and interactions with the 
ambient ocean currents. In all four rivers, the VSFEBM case has higher SSS than the VSFROF 
case due to the vertical salt flux imposed by estuarine exchange flows (as previously described), 
but the seasonal cycles are quite similar. The Brahmaputra River is discharged into the Bay of 
Bengal where the SSS varies strongly with monsoon seasonal wind. High-resolution ROMS 
results in Jana, et al. (2015) show that SSS varies from lower than 24 PSU during the Indian 
summer monsoon season to 31 PSU during the winter monsoon period on northern Bay of 
Bengal. The VSFEBM SSS vary between 23 PSU and 30.2 PSU and are closest to the ROMS 
results for the area. The regional model of Rahaman, et al. (2014) suggests the SSS varies in 
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North Bay of Bengal between 29 to 32 PSU, while the VSFEBM results shows smaller and 
saltier annual SSS change between 32 and 33 PSU. 
The modeled annual SSS cycles at the four river mouths discussed above are also 
compared with WOA and WOD climatology in the single T-grid cell (Figure 2.9). For the 
Columbia, the SSS cycle for VSFSPRD is closer to WOA then other two cases, but all cases 
have much smaller SSS cycle amplitude than WOD (with a different timing). There are no WOD 
data available within the T-cell adjacent to the Amazon mouth, and the nearest WOA grid does 
not have subsurface salinity to make fair comparisons with the POP SSS at 5m. At the 
Brahmaputra River mouth, VSFSPRD is closest to WOA though the WOA amplitude is 
somewhat larger. The other runs are closer to the large salinity range indicated by WOD with its 
spiky oscillation of SSS during February to May and low salinity in October. At St. Lawrence 
River lower estuarine mouth, all runs are considerably fresher than the WOA and WOD salinities 
(VSFSPRD has the smallest different and VSFROF has the largest difference). It is worth noting 
that some of the SSS mismatch can be attributed to a mismatch between model runoff location 
and the natural riverine freshwater distribution (e.g. Saucier et al., 2003). Overall, the 
comparisons among model results and climatology are not conclusive. There is a tendency for 
VSFSPRD and WOA to be closer to each other, but this is likely because the spreading of river 
inputs in the model and the spatial filtering radius in WOA both smooth the sharpness of the 
riverine freshwater fronts near the river mouths and increase coastal salinities. VSFROF and 
VSFEBM have the capacity to include the lower salinities and larger annual cycles indicated by 
WOD, but it is hard to distinguish which run is better by these comparisons alone. It is also 
worth noting that differences between the WOA and WOD are at least as large as the differences 
among model runs. This suggests a need for an improved global climatology that pays particular 
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attention to coastal salinities. Though the model-climatology comparisons are inconclusive, the 
VSFEBM configuration includes estuarine processes and therefore more of the physics 
governing river inputs to the ocean. 
 
2.7 Discussion 
Adding the estuarine exchange flows in the POP also has impacts on the climate process 
beyond the costal oceans. It is shown that SSS decreases in North Atlantic and increases in the 
Pacific, Indian, South Atlantic, and Southern Oceans, although the change is smaller than in 
coastal regions (Figure 2.6c). Ongoing testing (not shown here) suggests that including the EBM 
in the fully-coupled CESM may reduce ice formation in the Labrador Sea and can alter the 
Indian Ocean Dipole. In the current study, the EBM is only applied to salinity, but it will be 
useful to extend the approach to temperature and biogeochemical tracers in the future. Including 
nutrient upwelling by estuary exchange flow, for instance, likely will have significant impacts on 
primary productivity in global climate models in some coastal regions and perhaps farther 
offshore. It would be best to also include parameterizations that represent the nonconservative 
biogeochemical transformations within estuaries.  
The EBM is designed for the specific needs of the coarse horizontal resolution climate 
ocean models with computational constraints. The EBM is physically-based and represents many 
of the essential estuarine processes. As mentioned in the introduction, Herzfeld (2015) developed 
a method that continuously adjusts to the landward propagation of an oceanic salt wedge into the 
estuary and then enforces zero net salt flux through the mouth and a net volume flux equaling 
river discharge. This solution does increase the salinity of the upper-layer flow from the estuary 
to the ocean, however it typically will have weaker exchange, be more stratified, and have a 
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fresher upper-layer than the EBM solution since it does not include estuarine tidal mixing, a 
critically important factor in driving estuary exchange. It is worth mentioning that MacCready 
(2011) discusses an alternative approach to calculate estuarine exchange flow by using isohaline 
coordinates that could be incorporated into ocean models. It is important to note that high-
resolution hydrodynamic models of estuaries are able to better represent individual estuaries by 
including more complex geometries, flow-topography interactions (e.g. sills), wind-forced 
circulation, and other non-steady dynamics. Consequently, coupling hydrodynamic estuarine 
models within ESMs will provide a more complete representation of estuarine influences on the 
global ocean. The computational burden, however, would be far larger than the negligible 
calculation times for the EBM. In future studies, it will be worthwhile to compare results for the 
different strategies of representing estuarine processes in ESMs. 
 
2.8  Summary 
The Estuary Box Model (EBM) is a physically-based approach to represent unresolved 
estuarine processes in global ocean models such as the POP within the CESM. Steady-state 
balances for water volume, density (and salinity via the linear equation of state), and 
gravitational potential energy are employed. It is assumed that the estuary length (associated with 
the saltwater intrusion) is fully-adjusted to the river discharge and tidal mixing. Analytical 
solutions for estuarine outflow salinity and volume fluxes are found by considering river forcing 
and vertical and horizontal tidal mixing that drive estuarine exchange and transform pure river 
water to an outgoing mixture of freshwater and saltwater. The forcings required for the EBM are 
river discharge, inflowing seawater salinity, and tidal amplitude (if horizontal diffusion via tidal 
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pumping is included). Five parameters are required for each estuary: width, total depth, lower 
layer thickness, and two adjustable dimensionless vertical and horizontal mixing constants. 
The forcing data collected from observations and ROMS simulation are used to perform 
offline tests of EBM in the Columbia River estuary. The geometries of EBM box structures are 
calculated basic on the GEBCO and Google Earth measurements. And the mixing parameters are 
optimized with MATLAB intrinsic function. EBM results successfully represent seasonal 
outflow salinity variations associated with river discharge variability and outflow volume fluxes. 
The EBM is applied globally in the POP for a CESM (sea-ice-ocean-only) run and compared to 
an otherwise identical case without estuary processes and a case with settings typical of prior 
studies. Comparisons indicate strong sensitivity to the treatment of rivers in CESM; there are 
significant local, regional, and remote effects. The EBM now is included as an option in CESM 
version 2. A future paper will compare CESM to an appropriate observational coastal 
climatology and explore dynamical changes introduced by rivers. 
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Tables and Figures 
 
Table 2.1 Columbia EBM test case settings 
EBM Runs Observations: 
Spring-neap 
Observations:  
No spring-neap 
ROMS:  
Spring-neap 
ROMS: 
No spring-neap 
H, h (m) 10.93, 5.47 10.93, 5.47 10.93, 5.47 10.93, 5.47 
W (km) 3.67 3.67 3.67 3.67 
River forcing Daily USGS QR Filtered Daily USGS QR Daily ROMS QR Filtered Daily ROMS QR 
Tidal forcing Daily NOAA ut ut = 0.96 (m s−1) Daily NOAA ut ut= 0.96 (m s−1) 
𝐒𝐒𝐋𝐋𝐔𝐔 (PSU) 32 32 ROMS SLM Filtered ROMS SLM 
Coefficients a0=1.2, a1=0.93 a2=0.7, a1=0.93 a0=1.2, a1=0.93 a2=0.7, a1=0.93 
a0*at= 
a2 
1.2*(varying at)= 
(varying a2) 
1.2*0.59= 
0.7 
1.2*(varying at)= 
(varying a2) 
1.2*0.59= 
0.7 
Comparison Daily NOAA SUM Filtered NOAA SUM ROMS SUM, QUM ROMS SUM, QUM 
 
 
Table 2.2 EBM parameters for TOP 20 rivers in the POP of CESM, where W is the width, H is 
the height and 𝐡𝐡∗ is the layer depth ratio(h/H) for the box dimensions. The 𝐚𝐚𝟏𝟏 and 𝐚𝐚𝟐𝟐 are the 
dimensionless coefficients for vertical mixing and tidal pumping in the EBM. 
River Name     W (m) H (m) h∗ (-) a1 (-)  a2 (-) References to get annual mean SUM 
Amazon          50000 21.8 0.5 1.00 0 Geyer (1995) 
Congo           9740 8.0 0.5 1.04 2.57 Eisma and Van Bennekom (1978) 
Orinoco         17000 10.0 0.5 1.52 0 Bone et. al. (2011) 
Changjiang      28870 7.4 0.5 1.59 0 Zhang et al. (2011) 
Brahmaputra     11000 14.0 0.5 0.16 0 Rao (2005) 
Mississippi     4000 12.0 0.5 1.07 3.84 Georgiou and Hanegan (presentation) 
Yenisey         61500 3.8 0.5 1.29 0 Burenkov and Vasil'kov (1995) 
Parana          30000 7.5 0.5 0.58 0 Fossati and Piedra-Cueva (2008) 
Lena            5800 9.3 0.5 0.11 0 Cauwet and Sidorov (1996) 
Mekong          15200 6.5 0.5 1.13 0.89 Nguyen and Savenije (2006) 
Tocantins       62000 16.0 0.5 0.03 0 Barthem and Schwassmann (1994) 
Ob              47270 8.6 0.5 0.02 0 Burenkov and Vasil'kov (1995) 
Ganges   9000 14.0 0.5 0.05 0 Rao (2005) 
Irrawaddy  35140 22.5 0.5 0.15 0 Kravtsova et al. (2009) 
St. Lawrence     4680 42.9 0.5 1.03 2.57 Ingram and Ei-Sabh (1990) 
Amur            20000 14.3 0.5 0.11 0 Shevchenko et al. (2013) 
Mackenzie       25000 2.8 0.5 1.16 0.51 Emmerton et al. (2008) 
Xijiang         29000 5.2 0.5 0.28 0 Zu and Gan (2015) 
Columbia        3670 10.9 0.5 1.10 1.08 NOAA buoy jtaw1 
UNIFORM 2000 10.0 0.5 0.88 0 Geyer (2010) 
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Figure 2.1 Schematic representation of the EBM. Thick solid lines indicate closed boundaries, 
dotted lines show open boundaries, and the dashed line is the layer interface. Volume fluxes 
along with salinities are represented with arrows at open boundaries. Shear induced turbulent 
mixing (coupled upward and downward open arrows) and the upward advection associated with 
exchange flow (upward solid arrows) connect the upper and lower layers. The color gradient 
represents salinity variations from fresher (lighter shades) to saltier (darker shades) waters. 
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Figure 2.2 Schematic representation of EBM implementations for the climate ocean models with 
a) real boundary fluxes treatment and b) virtual salt fluxes treatment. The solid or dashed lines 
bounded boxes are the typical numerical grid cells with tracer point “T” in the middle. The 
shaded grid cells are on land and the thicker solid lines show the vertical ocean-land boundaries. 
The colored arrows indicate the volume fluxes in (a) and virtual salt fluxes in (b) cross the grid 
faces, and the 4-points stars are located where the salinity values given by EBM. The 𝐇𝐇𝐔𝐔 and 𝐇𝐇𝐋𝐋 
show the upper and lower layer thicknesses in the POP. The values of VSF (𝐅𝐅𝐑𝐑 and 𝐅𝐅𝐑𝐑𝐑𝐑𝐑𝐑) on the 
grid cell interfaces shown in the (b) are practically for the POP with equal 𝐝𝐝𝐙𝐙𝐤𝐤. 
 
 
 
 
 
 
(a) (b) 
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Figure 2.3 Comparisons of daily mean outflow salinity given by the EBM (blue) and 
observations (red) for 2013 at the Columbia River mouth. (a) With the spring-neap 𝐐𝐐𝐫𝐫 and 𝐮𝐮𝐭𝐭 
and (b) without spring-neap tidal variations.  
 
 
 
 
 
 
 
 
 
 
 
 
(a) 
(b) 
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Figure 2.4 Columbia River estuary comparisons between the EBM solution and the ROMS 
simulation. (a) and (b) compare salinity and volume fluxes with spring-neap tidal variations 
included. (c) and (d) compare salinity and volume fluxes without spring-neap tidal variability. 
 
 
 
 
 
(a) 
(c) 
(b) 
(d) 
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Figure 2.5 Scaled stratification at estuary mouths vs. scaled river discharge (a densimetric 
Froude number). Black dots are observations in 13 estuaries regenerated from Geyer (2010). 
Dashed lines are Geyer’s solutions considering tides (green) and neglecting tides (magenta). 
Solid (blue and red) lines are the solutions of EBM. The blue line shows the tidal pumping 
neglected EBM with a1 = 0.876 , which gives a RMSE  of 0.086 and R2  of 0.93 to the 
observations. And the red line with tidal amplitude of 1 meter to force the tidal pumping and the 
mixing parameters a1 = 0.200, a2 = 0.285, which gives a RMSE of 0.082 and R-squared of 
0.94. 
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Figure 2.6 (a) Sea surface salinity (SSS) of the VSFEBM case averaged over the last 30-year 
simulation period. The cyan lines show the global major rivers from the World Data Bank II. (b) 
SSS differences (VSFEBM – VSFSPRD) and (c) SSS differences (VSFEBM – VSFROF) over 
the same period. 
(a) 
(b) 
(c) 
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Figure 2.7 SSS in the VSFEBM case around the (a) Columbia and (d) Amazon River mouths. 
SSS differences (VSFEBM – VSFSPRD) around the (b) Columbia and (e) Amazon River 
mouths. SSS differences (VSFEBM – VSFROF) around the (c) Columbia and (f) Amazon River 
mouths. 
 
 
 
 
 
(a) (b) (c) 
(d) (e) (f) 
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Figure 2.8 Vertical salinity profiles at the (a) Columbia River mouth (123.96oW, 46.76oN) and 
(b) Amazon River mouth (49.56oW, 0.13oN) in the POP for the VSFSPRD (circles), VSFEBM 
(squares), and VSFROF (diamonds) cases. The black triangles show the annual mean 
climatology data. The downward triangles are from the nearest WOA13 0.25-degree salinity to 
the POP T-grid, and the upward triangles are the POP T-grid cell averaged native WOD13 
salinity. No WOA13 or WOD13 data are available at the Amazon mouth location. 
 
 
 
 
 
 
 
 
 
 
 
(a) (b) 
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Figure 2.9 30-year averaged surface salinity seasonal cycle at (a) Columbia 
(123.96oW, 46.76oN), (b) Amazon (49.56oW, 0.13oN), (c) Brahmaputra (89.84oE, 21.58oN), 
and (d) St. Lawrence (67.11oW, 49.41oN) River mouths in the POP. The black triangles show 
the annual mean climatology data. Coincident WOA13 and WOD13 salinities are shown with 
black downward and upward triangles, respectively (as in Figure 2.8). 
 
 
  
(a) (b) 
(c) (d) 
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Chapter 3. Assessing the skill of the improved treatment of riverine 
freshwater in the Community Earth System Model (CESM) relative to a new 
salinity climatology 
I'll believe anything, no matter how wild and ridiculous, if there is evidence for it. The wilder and 
more ridiculous something is, however, the firmer and more solid the evidence will have to be. 
--- Isaac Asimov 
 
 
This chapter has been resubmitted to the Journal of Advances in Modeling Earth Systems after 
the 1st revision: 
Sun, Q., Whitney, M. M., Bryan, F. O., & Tseng, Y. H. (2019). Assessing the skill of the 
improved treatment of riverine freshwater in the Community Earth System Model (CESM) 
relative to a new salinity climatology. Journal of Advances in Modeling Earth Systems (under 
review). 
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3.1 Introduction 
The exchange of freshwater between rivers and oceans in the estuaries represents a 
unique scale-interaction in the climate system. The local variability in the terrestrial hydrologic 
cycle is integrated by rivers over potentially large drainage basins (up to semi-continental scales), 
and is then imposed on the coastal ocean at the scale of a river mouth. Consequently, 
appropriately treating riverine freshwater discharge into the oceans in Earth system models is a 
challenging problem. The riverine freshwater is often discharged into the ocean component of 
Earth system models with zero salinity, and applied to the ocean surface as a vertical flux of 
“augmented precipitation” over a specified ocean region (often hundreds of kilometers wide) 
surrounding the actual river mouth (Griffies et al., 2005). Virtual salt flux (VSF) formulations 
are also commonly used (including in the Community Earth System Model, CESM), to handle 
river inputs by removing salt from the ocean surface, rather than adding freshwater volume. 
Tseng et al. (2016) find that water column stability near river mouths can be significantly 
changed by choosing different spreading functions for riverine runoff and/or a different reference 
salinity for VSF calculations. Sun et al. (2017) develop a physically based estuary box model 
(EBM) to parameterize the unresolved estuarine mixing processes and resulting estuarine 
exchange flow in the Earth system models. The EBM is implemented globally in the Parallel 
Ocean Program version 2 (POP) of the CESM. Their results show that the salinity field of world 
ocean and its seasonal cycles near the river mouths are affected by the estuarine mixing. It is 
unclear, however, which choice for treating the riverine freshwater in Earth system models 
performs best relative to observations. A quantitative comparison with a global salinity 
climatology with appropriate values near coasts is required.  
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The climatology of the World Ocean Atlas (WOA) (Zweng et al. 2013; Locarnini et al. 
2013) is widely used for initial conditions or restoring data (e.g. Voldoire et al., 2013 and 
Balmaseda et al., 2013), model assessment (e.g. Stammer et al., 2014 and Schmidtko et al., 2013), 
and theoretical studies (e.g. Yaremchuk 2006 and Yu, 2011), but it has limitations for the present 
application. The WOA provides a global large-scale climatology, but the data processing 
methods (described below) can lead to local climatology distortions where the salinity changes 
sharply, such as near major river plumes. Furthermore, horizontal smoothing and data gap filling 
at the scale of hundreds of kilometers likely induces salinity biases. The nearshore salinity in the 
WOA can have high positive bias, as offshore sea water is often saltier than the coastal water. 
The use of WOA for coastal applications is thus problematic. 
In this study, a new salinity and temperature climatology with better representation of the 
coastal ocean is generated based on the original observational data in the World Ocean Database 
(WOD). The spatial resolution of the original data is largely preserved by avoiding any 
secondary statistical processing, such as interpolating and correlating to fill spatiotemporal data 
gaps and large-scale horizontal smoothing. The nominally one-degree POP tracer grid (T-grid) 
structure is employed to create the gridded climatology (WOD2POP). The nominally one-degree 
POP grid (in mid-latitude) converges toward Arctic and equator, where the tracer grid cell 
volume can change by a factor of three. The vertical resolution of POP grid cells is 10 m thick 
for the upper 15 levels and is stretched to 250 m at ocean bottom. Generating the climatology 
directly onto the one-degree POP grid facilitates the evaluation of model results. Model runs 
compared to WOD2POP include a control case with rivers imposed as horizontally spread 
surface forcing, an intermediate case based on the point source with vertically distributed river 
inputs, and an advanced case that adds the estuarine circulation to the intermediate case via the 
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EBM. The sensitivity of the solutions to additional options for treating riverine freshwater and 
estuarine processes are further assessed. Skill score is calculated based on the mean square errors 
from the climatology of the intermediate and advanced POP cases relative to the control case. 
The skill score assesses the model performance and examines different treatments of riverine 
freshwater and estuarine processes. Although our focus is on the coastal ocean salinity, the 
statistical comparisons extend out to the open ocean. The construction of the new climatology 
and comparisons to WOA are described in the following section, followed by the model result 
comparisons. The last two sections include a discussion of the model assessment and major 
conclusions. 
 
3.2 Climatology development and comparison 
3.2.1 World Ocean Atlas  
The WOA is publicly available from the National Oceanography Data Center (NODC). 
The original data are obtained mainly from three data management projects: Intergovernmental 
Oceanographic Commission (IOC) Global Oceanographic Data Archaeology and Rescue 
(GODAR) project (Levitus et al., 2005), IOC World Ocean Database (WOD) project (Boyer et 
al., 2013) and IOC Global Temperature Salinity Profile Project (GTSPP) (IOC, 1998). The WOD 
database is the most systematic and updated global ocean climatology among them. WOA 
processing methods are described in detail in Zweng et al. (2013) for salinity and in Locarnini et 
al. (2013) for temperature; some key processing steps are described here. Several statistical, 
interpolation, and averaging methods are employed to generate the gap-free and smoothly-
varying WOA salinity climatology. First, the original cast data are merged from the 
observational depths to a set of standard depths using a Lagrange polynomial or linear 
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interpolations according to the availability of original data. Then, the data at standard levels are 
smoothed or filtered by three-pass analysis with influence radii of 892, 669, and 446 km for the 
one-degree, and 321, 267, and 214 km for the quarter-degree objectively analyzed atlas. Gaps are 
filled through a multistep spatiotemporal process described in Zweng et al. (2013). The quarter-
degree decadal objectively analyzed mean annual World Ocean Atlas 2013 V2 (WOA for 
convenience) is averaged into the POP spatial grid (specifically the tracer T-grid cells) to 
generate the WOA2POP climatology for salinity and temperature. Then the WOA2POP is 
compared with the newly developed climatology (WOD2POP), which is described next section. 
3.2.2 WOD2POP climatology 
To generate the new WOD2POP climatology, the observational data are taken only from 
eight datasets of the WOD that include both temperature and salinity. The primary data quality 
control benefits from the rigorous data control of the WOD itself (see Appendix B) and only the 
accepted data (with zero flags) for both cast profiles and individual observational data are 
admitted in the next step to create the gridded WOD2POP climatology. 
 The spatial grid of the POP is employed to generate the climatology for salinity and 
temperature from the original WOD cast records. First, the observational data are gathered into 
each individual POP T-grid cell for each month and under the same dataset type according to 
their cast information of latitude-longitude position, recording time and observational depth. All 
temperatures are converted to potential temperatures relative to the sea surface to avoid pressure 
influence during the vertical averaging of data. The first averaging step calculates monthly-
averaged values for each observational dataset type (Table B1) within each POP T-grid cell. 
Then, the corresponding monthly mean climatology is calculated over the monthly-averaged 
values from the eight dataset types. With this procedure, datasets are given equal weighting and 
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the issue of imbalanced number of observations between datasets is avoided. Finally, the annual 
mean of the WOD2POP climatology is obtained by averaging over all available monthly mean 
values in each POP T-grid cell. None of the statistical interpolating, filtering, and gap-filling 
methods employed by WOA are used. Thus, the spatial scales of the WOD salinity and 
temperature variations are largely preserved in the WOD2POP climatology, down to the 
resolution of the POP grid itself. 
Because the temperature and salinity data may not always concurrent in the same 
measurement and each vertical measurement also has different vertical sampling resolution in 
different date, the averaging methods (described above) could potentially create unstable water 
columns in the POP spatial grids. To find the problematic profiles in the WOD2POP climatology, 
the potential density is calculated from the salinity and temperature of the WOD2POP with the 
non-linear equation of state of seawater (McDougall et al., 2003). Vertical density gradients are 
calculated between two closest POP levels with climatological data. Any density inversions are 
eliminated by removing (i.e. replacing with a missing value) the salinity and temperature from 
the shallower cell. 
With these treatments, the oceanic grids of the POP are not fully covered by the 
climatology data (Figure 3.1). Table 3.1 reveals the global data coverage for different ocean 
regions. The WOD2POP climatology has data coverage for more than 84% of the POP cells with 
depths shallower than 150 m between 66.33𝑜𝑜𝑁𝑁  and 62𝑜𝑜𝑆𝑆 . The percentage of WOD2POP 
coverage slightly increases with distance from land-ocean boundary toward the open ocean. The 
coverage rate of all depths and the entire global ocean is lower (~75%) mainly due to fewer 
observations in the deep ocean. The gaps in the WOD2POP climatology are not filled in order to 
avoid introducing artificial data points. The climatological data coverage (Table 3.1) is sufficient 
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to allow intercomparisons between different ocean regions. Seasonal sampling bias arises in the 
high-latitude ocean and other areas; these are described in the following section and in the 
Discussion. Because no smoothing or despiking has been applied, the WOD2POP climatology 
contains some peak values which make the horizontal salinity gradients irregular in some areas 
(Figure 3.1). Those data points often have extreme values, but they are still accepted by the 
WOD with good data flag, and are included in both the WOA and WOD2POP climatology. 
Again, these treatments are aimed at eliminating any artificial smoothing effects on the 
climatological salinity and temperature, especially in the coastal regions. Both salinity and 
temperature climatology in monthly and annual format are available as supplementary 
information for this article.  
3.2.3 Comparison of WOA and WOD2POP 
Before the model results are compared with the WOD2POP climatology, it is important to 
check the original presumption that the WOA may have large distortions in the coastal ocean. 
The near-surface salinity differences at the POP surface layer (centered at 5 m depth) are plotted 
by subtracting the WOD2POP from the WOA2POP (Figure 3.2). The overall root mean square 
error (𝑅𝑅𝑅𝑅𝑆𝑆𝑅𝑅) for the near-surface salinity is 0.77 𝑃𝑃𝑆𝑆𝑃𝑃. The differences clearly show regional 
patterns. The large salinity distortions occur in frontal zones, where the salinity changes sharply. 
On the continental shelf ocean surface, the WOA2POP often has higher near-surface salinity 
than WOD2POP close to riverine freshwater sources, and the salinity becomes lower in the 
WOA2POP moving offshore. This is mainly due to the spatial smoothing and interpolating 
techniques used to generate WOA, that artificially increase the salinity nearshore close to 
riverine freshwater sources and decreases salinity offshore. Similar difference patterns also can 
be found across some major ocean fronts (e.g. Gulf Stream). The WOA2POP climatology has 
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overall higher near-surface salinity in the Arctic Ocean compared to WOD2POP. The time series 
of data coverage of the WOD show that the observational data are often collected during late 
boreal summer until early fall (July to October with data cover rate between 14% to 26% for 
entire water depth), and less than 10% (often less than 7%) for other seasons in Arctic Ocean. 
Because the original data have higher coverage rate in the summer during the fresher sea ice 
melting period, the WOD2POP climatology tends to have lower salinity than the 
spatiotemporally filled WOA climatology in the Arctic. 
To quantify the overall differences of salinity between WOA2POP and WOD2POP 
climatology, the bias is calculated as follows, 
𝐵𝐵𝐵𝐵𝐵𝐵𝑠𝑠 = ∑ [(𝐴𝐴𝑖𝑖 − 𝑂𝑂𝑖𝑖) ∗ 𝑉𝑉𝑖𝑖]𝑁𝑁
∑ 𝑉𝑉𝑖𝑖𝑁𝑁
 Eqn. 3.1 
where 𝐴𝐴 is WOA2POP, O is WOD2POP, 𝑉𝑉 is the volume of POP tracer grid cell (with index i) 
and 𝑁𝑁 is total number of the POP tracer grid cells occupied by data available in both WOA2POP 
and WOD2POP. To illustrate the bias changes with distance from the coast, the POP grids are 
masked for distances of 150, 300, 500 and 1000 km stepwise away from the coastline (Figure 
3.3a) until the entire open ocean is covered. The bias is calculated for the upper 150 m 
(excluding north of 66.33𝑜𝑜𝑁𝑁 for the Arctic and south of 62𝑜𝑜𝑆𝑆 for the Antarctic), and for total 
depth integrated entire ocean. Inland seas (e.g. Baltic, Black, Caspian, and Red Sea) are excluded 
from the masks because they are not connected to the open ocean.  
The positive salinity bias rises towards coastal ocean (Figure 3.4a), which is consistent 
with our presumption that the WOA processing methods tend to increase coastal ocean salinity. 
The largest salinity bias in the upper ocean is above 0.04 PSU near the coast. The total depth 
integrated ocean has similar salinity bias changes, although they are much lower than the upper 
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ocean, because the salinity change is small in the deeper ocean. Sun et al. (2017) find the salinity 
changes in the coastal ocean by estuarine parameterizations near river mouths are of the same 
order as WOA salinity bias near the coast. Therefore, the salinity bias in the WOA is not 
negligible when considering effects of the riverine freshwater on the global ocean. Note that the 
bias for salinity is not zero even for the global ocean calculation. This nonzero value may arise 
from the differences between the averaging methods used to construct WOD2POP and the 
averaging/smoothing methods for WOA. The 𝑅𝑅𝑅𝑅𝑆𝑆𝑅𝑅 (Figure 3.4b) reveals again that the errors 
of WOA increase toward the coast for salinity. The upper ocean is the major source of the errors 
while the deep ocean water properties are not greatly affected by the statistical smoothing 
treatment. 
The WOA also has its own estimations of bias between “statistical mean” values and 
objectively analyzed mean values which are commonly used as climatology. But the statistical 
mean values used in the WOA already have been interpolated into the standard depths from the 
original WOD cast values in observational depth, while the WOD2POP is generated by simply 
averaging all WOD cast values within the POP T-grid cell. Although creating the statistical mean 
values from the same standard depth seems more physically reasonable, we cannot avoid the 
uncertainties introduced by the vertical interpolation. The uncertainty can grow in coastal regions, 
where salinity and temperature profiles can change greatly over small vertical scales. The WOA 
also has published the estimations of bias between statistical and objective means, but its 
estimations show clearly spatial patterns of measurement array and track lines. The WOD2POP 
climatology provides an alternative way to estimate the bias of objectively analyzed climatology 
in WOA from its most original cast values. Furthermore, the WOD2POP climatology calculates 
monthly averages from each data source before averaging them together for the combined 
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monthly average values. This method avoids artifacts such as salinity and temperature anomalies 
driven by high-frequency data sources (e.g. gliders) that remain apparent in the WOA “statistical 
mean” comparison fields. 
 
3.3 Comparisons of model results with climatology 
CESMv1 is used in the current study with only the coupled ocean and sea-ice 
components. The atmospheric component and river freshwater inputs are prescribed with the 
interannual varying 1948-2007 COREII forcing (Large & Yeager, 2009; Griffies et al., 2009). 
The river runoff is based on monthly Dai and Trenberth (2002). The rivers are imposed as virtual 
salt fluxes (as described earlier). All experiments restart from the 300th year of a spin-up 
simulation (five cycles of forcing), and run for one cycle of the forcing (60 years). The salinity 
field in coastal regions responds quickly to riverine freshwater forcing changes, so the 
climatological averages over the last 30 years can be used for analysis. Three primary 
experiments that differ only by their treatment of rivers and estuaries are compared in this study. 
The VSFSPRD control case imposes river runoff as an outward virtual salt flux at the surface 
that is spread in a Gaussian distribution with e-folding scale of 1,000 km and maximal radius of 
300 km centered at each coastal discharge point. The VSFROF intermediate case applies point-
source river runoff at the closest ocean cell to each river mouth and vertically distributes river 
runoff over the upper two cells with total water depth of 20 m. Furthermore, this run switches 
from a global reference salinity for computing riverine virtual salt fluxes to a local and 
temporally evolving reference salinity (Tseng et al., 2017). The VSFEBM advanced case 
includes the same treatment improvements for river runoff as in VSFROF and includes an 
estuarine exchange flow for salinity represented by the estuary box model. The estuary exchange 
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flow removes a salt flux from lower layers and adds it to upper layers at the river runoff points. 
These three cases are identical to the cases with the same names in Sun et al. (2017); that paper 
describes the development of the EBM and includes further model details. Configuration 
differences among the VSFSPRD, VSFROF, and VSFEBM cases are summarized in the Table 
3.2. Two additional cases exploring sensitivity to EBM parameters, VSFEBM_Gen and 
VSFEBM_1010 are listed in Table 3.2 and will be discussed in section 2.4. 
We focus on the salinity in the model comparisons with climatology, as it is most directly 
influenced by the treatment of riverine freshwater in the model. The near-surface salinity of the 
VSFEBM case and its differences from WOD2POP are represented in Figure 3.5 by comparing 
the salinities in the POP surface layer (centered at 5 m depth). Many general features in the near-
surface salinity are shared by the model and climatology. In the open ocean, the modeled salinity 
field agrees well with the climatology with differences usually less than 1 PSU. In the coastal 
ocean, however, the salinity differences increase considerably. The Arctic Ocean has overall 
higher salinity errors than other ocean basins. It is worth noting that the WOD2POP climatology 
has uneven seasonal data coverage in the Arctic Ocean (further discussed in the Discussion), so 
the seasonal salinity comparisons will be more reliable than the annual mean comparisons for the 
global ocean.  
Model performance is statistically evaluated relative to climatology and between cases 
using the skill score (𝑆𝑆𝑆𝑆) involving the POP tracer cell volumetric weighted mean square errors 
(𝑅𝑅𝑆𝑆𝑅𝑅) of salinity and salinity stratification as follows,  
𝑅𝑅𝑆𝑆𝑅𝑅 = ∑ [(𝐴𝐴𝑖𝑖 − 𝑂𝑂𝑖𝑖)2 ∗ 𝑉𝑉𝑖𝑖]𝑁𝑁
∑ 𝑉𝑉𝑖𝑖𝑁𝑁
   𝐵𝐵𝑎𝑎𝑎𝑎   𝑅𝑅𝑆𝑆𝑅𝑅𝑅𝑅 = ∑ [(𝐵𝐵𝑖𝑖 − 𝑂𝑂𝑖𝑖)2 ∗ 𝑉𝑉𝑖𝑖]𝑁𝑁 ∑ 𝑉𝑉𝑖𝑖𝑁𝑁  Eqn. 3.2 
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𝑆𝑆𝑆𝑆 = �1 − 𝑅𝑅𝑆𝑆𝑅𝑅
𝑅𝑅𝑆𝑆𝑅𝑅𝑅𝑅
� × 100%  Eqn. 3.3 
𝑅𝑅𝑆𝑆𝑅𝑅 (Eqn. 3.2) compares the model run (𝐴𝐴) to the new WOD2POP climatology observations 
(𝑂𝑂), 𝑅𝑅𝑆𝑆𝑅𝑅𝑅𝑅 (Eqn. 3.2) compares the reference model run (𝐵𝐵) to the same observations, and 𝑆𝑆𝑆𝑆 
assesses agreement with climatology for model run 𝐴𝐴 relative to reference run 𝐵𝐵. As in Eqn. 3.1, 
𝑉𝑉 is the volume of each POP tracer cell (with index i) and the 𝑁𝑁 is total number of the POP 
tracer cells covered by both simulation and climatological data. Positive 𝑆𝑆𝑆𝑆 (Eqn. 3.3) indicates 
that the agreement with the climatological salinity in the model case 𝐴𝐴 is improved compared to 
referenced model case 𝐵𝐵. Zero 𝑆𝑆𝑆𝑆 means no change of the 𝑅𝑅𝑆𝑆𝑅𝑅, though the spatial distribution 
of errors may differ among runs. Negative 𝑆𝑆𝑆𝑆  reveals degradation of the agreement with 
climatology. 𝑆𝑆𝑆𝑆  based on the 𝑅𝑅𝑆𝑆𝑅𝑅  has been applied to assess model performance in many 
previous studies (e.g. Murphy, 1988 and 1992; Oke et al., 2002). For all comparisons of annual 
mean results in this section, the Arctic and high latitude Southern Ocean are excluded for the 
reason that the WOD2POP climatology does not have data availability in all seasons. The 
seasonal coverage of the WOD2POP and local 𝑆𝑆𝑆𝑆  seasonal variations are in presented in 
Discussion section.  
The global performance of the advanced case by including the EBM and other riverine 
treatment improvements (VSFEBM) is statistically assessed with 𝑆𝑆𝑆𝑆 relative to the VSFSPRD 
standard control case as reference. The VSFEBM case has positive 𝑆𝑆𝑆𝑆 for annual mean salinity 
in the upper 150 m ocean excluding the Arctic and the Antarctic (Figure 3.6a). The most 
significant improvement is found offshore of the TOP 20 river (Table 3.3) mouths with about a 
14% 𝑆𝑆𝑆𝑆 and corresponding 𝑅𝑅𝑆𝑆𝑅𝑅 reduction relative to climatology. Globally by considering all 
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rivers, the model salinity field has a 10% 𝑆𝑆𝑆𝑆 (and 𝑅𝑅𝑆𝑆𝑅𝑅 reduction) within 150 km from the global 
coastline (Figure 3.3a). Salinity skill improvements extend far from the coast. 
Near-surface salinity stratification is calculated with salinity differences between the first 
and the forth POP vertical layers in upper 40 m ocean. The corresponding salinity stratification 
𝑆𝑆𝑆𝑆 is assessed for the VSFEBM case (𝐴𝐴) relative to the VSFSPRD control reference case (𝐵𝐵) and 
WOD2POP observations (𝑂𝑂 ) (Eqn. 3.2 and Eqn. 3.3). Impressively, the vertical salinity 
stratification 𝑆𝑆𝑆𝑆 reaches 28% within 300 km of the TOP 20 river mouths (Figure 3.6c). For the 
global coastal ocean, the 𝑆𝑆𝑆𝑆 is up to 6%. The skill improvements for vertical stratification also 
extend far into the ocean. 
The effects of including estuary exchange flow by implementing the EBM in the 
advanced VSFEBM case are isolated with 𝑆𝑆𝑆𝑆 relative to the VSFROF intermediate run as the 
new reference case. The changes of annual mean salinity 𝑆𝑆𝑆𝑆  by the net effects of estuarine 
exchange flow are in general much smaller than the effects from riverine treatment 
improvements included in both cases (i.e. point source river runoff and local reference salinity 
for riverine VSF calculations, as described in Tseng et al., 2016). Overall, the salinity 𝑆𝑆𝑆𝑆 
increase in the upper 150 m ocean due to the EBM is less than 1.6% locally close to TOP 20 
river mouths, and negligible for global coastal ocean (Figure 3.6b). However, parameterizing 
estuarine mixing has huge impacts on the upper 40 m oceanic salinity stratification (Figure 3.6d), 
where the 𝑆𝑆𝑆𝑆 is 24% close to the TOP 20 mouths, which accounts for almost all of the skill 
improvement relative to the VSFSPRD control case (Figure 3.6c, and described in the previous 
paragraph). This result suggests that close to the river mouths, the effects of estuarine mixing 
become the dominant factor compared to effects from other river runoff treatments. Considering 
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the entire global coastline, however, the 𝑆𝑆𝑆𝑆  changes in stratification due to net effects of 
estuarine mixing is negligible, which suggests other processes or error sources may dominate the 
model-climatology mismatch in coastal ocean stratification. Even if the effects of estuarine 
processes on global coastal ocean stratification are small, it is still necessary to include them to 
provide the model some physically based mixing where rivers are discharged into the ocean.  
Comparisons between model cases and WOD2POP climatology can be further described 
with the model bias (using Eqn. 3.1), 𝑅𝑅2 (Eqn. 3.7), standard deviation error (𝑆𝑆𝑆𝑆𝑆𝑆𝑅𝑅) (Eqn. 3.8) 
of salinity and 𝑅𝑅𝑅𝑅𝑆𝑆𝑅𝑅 (Eqn. 3.9, the square root of the 𝑅𝑅𝑆𝑆𝑅𝑅 defined in Eqn. 3.2).  
𝜇𝜇𝐴𝐴 = ∑ (𝐴𝐴𝑖𝑖𝑉𝑉𝑖𝑖)𝑁𝑁∑ 𝑉𝑉𝑖𝑖𝑁𝑁   𝐵𝐵𝑎𝑎𝑎𝑎  𝜇𝜇𝑂𝑂 = ∑ (𝑂𝑂𝑖𝑖𝑉𝑉𝑖𝑖)𝑁𝑁∑ 𝑉𝑉𝑖𝑖𝑁𝑁  Eqn. 3.4 
𝜎𝜎𝐴𝐴
2 = ∑ [(𝐴𝐴𝑖𝑖 − 𝜇𝜇𝐴𝐴)2 ∗ 𝑉𝑉𝑖𝑖]𝑁𝑁
∑ 𝑉𝑉𝑖𝑖𝑁𝑁
  𝐵𝐵𝑎𝑎𝑎𝑎  𝜎𝜎𝑂𝑂2 = ∑ [(𝑂𝑂𝑖𝑖 − 𝜇𝜇𝑂𝑂)2 ∗ 𝑉𝑉𝑖𝑖]𝑁𝑁 ∑ 𝑉𝑉𝑖𝑖𝑁𝑁  Eqn. 3.5 
𝜎𝜎𝐴𝐴𝑂𝑂 = ∑ [(𝐴𝐴𝑖𝑖 − 𝜇𝜇𝐴𝐴) ∗ (𝑂𝑂𝑖𝑖 − 𝜇𝜇𝑂𝑂) ∗ 𝑉𝑉𝑖𝑖]𝑁𝑁 ∑ 𝑉𝑉𝑖𝑖𝑁𝑁  Eqn. 3.6 
𝑅𝑅2 = � 𝜎𝜎𝐴𝐴𝑂𝑂
𝜎𝜎𝐴𝐴𝜎𝜎𝑂𝑂
�
2
 Eqn. 3.7 
𝑆𝑆𝑆𝑆𝑆𝑆𝑅𝑅 = 𝜎𝜎𝐴𝐴 − 𝜎𝜎𝑂𝑂 Eqn. 3.8 
𝑅𝑅𝑅𝑅𝑆𝑆𝑅𝑅 = √𝑅𝑅𝑆𝑆𝑅𝑅 Eqn. 3.9 
The 𝜇𝜇 is mean, the 𝜎𝜎 is standard deviation, and the 𝑉𝑉𝑖𝑖 is the volume of each POP T-grid cell with 
WOD2POP data. The 𝜎𝜎𝐴𝐴2 and 𝜎𝜎𝑂𝑂2 are the POP T-grid cell volumetric weighted variances of model 
results (𝐴𝐴) and the WOD2POP climatology observations (𝑂𝑂), and the 𝜎𝜎𝐴𝐴𝑂𝑂 is volumetric weighted 
covariance. The statistics reported in Table 3.4 are for the upper 150 m ocean annual mean 
salinity with the Arctic and high latitude Southern Ocean excluded. For the comparisons within 
the 300 km global coastal band, there are no significant statistical differences between the 
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VSFEBM advanced case with the VSFROF intermediate case, which indicates that the effects of 
estuarine mixing are overall small for the global coastal salinity. However, compared to the 
VSFSPRD control case, the integrated effects of all improvements to the treatment of riverine 
freshwater can be seen from decreases in 𝑅𝑅𝑅𝑅𝑆𝑆𝑅𝑅 (as described before in terms of the 𝑆𝑆𝑆𝑆 and 𝑅𝑅𝑆𝑆𝑅𝑅) 
and 𝑆𝑆𝑆𝑆𝑆𝑆𝑅𝑅 . Within the 500 km radius from TOP 20 river mouths, the negative bias in the 
VSFSPRD control case compared to climatology agrees with the original presumption that 
artificially spreading river runoff makes the upper ocean too fresh in coastal regions. It is 
important to point out that the bias, 𝑅𝑅𝑅𝑅𝑆𝑆𝑅𝑅 and 𝑅𝑅2 of WOA2POP with WOD2POP within the 
300 km global coastal band indicate a closer match between climatology than between any of the 
model runs and climatology.   
 
3.4 Assessment of additional test cases 
3.4.1 Setting EBM with generic parameters 
The EBM requires five independent parameters (as described in Sun et al., 2017). For 
each river/estuary, three of them are used to prescribe the width, total depth and lower layer 
thickness of the two-layer box. The other two parameters are the adjustable dimensionless 
vertical and horizontal mixing constants. In the VSFEBM case, the EBM parameters are 
specified for the global TOP 20 rivers (Table 3.3) ranked by their mean annual runoff; while 
generic parameters are applied for the other 2,343 rivers in the model. Sun et al. (2017) represent 
these lower-ranked rivers by optimizing the generic parameters based on the observational data 
from thirteen estuaries (Geyer, 2010). Because the total runoff of the TOP 20 rivers is about half 
of the global annual riverine freshwater runoff into the ocean, the EBM parameter specifications 
aim to improve the accuracy of the estuarine mixing for these large rivers with appreciable 
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influences on the coastal stratification. Under some circumstances (e.g. for paleoclimate 
applications), however, the parameters for the largest rivers are hard to constrain, so specifying 
appropriate individualized parameters is difficult. From the model sensitivity point of view, it is 
also interesting to see if customizing EBM parameters for individual rivers is necessary or not. In 
the VSFEBM_Gen test case (Table 3.2), the EBM for all runoff points (including the global TOP 
20 rivers) use the same generic parameters, while all other model settings are kept same as the 
VSFEBM case.  
The annual mean salinity field in the VSFEBM_Gen case has a positive 𝑆𝑆𝑆𝑆 compared to 
the VSFSPRD control case in the upper 150 m ocean excluding the Arctic and Antarctic 
regardless of the distance from the coast (Figure 3.6a). The 𝑆𝑆𝑆𝑆 for the VSFEBM_Gen relative to 
the VSFSPRD control reference case is about 2% lower than the analogous 𝑆𝑆𝑆𝑆 for the VSFEBM 
case near the TOP 20 rivers and 1% lower along the global coastal band. The negative 𝑆𝑆𝑆𝑆 
between the VSFEBM_Gen test case and the VSFROF intermediate case (Figure 3.6b) and little 
changes in other statistical terms (Table 3.4) reveals that applying the EBM with only generic 
parameters for all rivers provides no statistical benefit in the representation of the salinity field 
globally in coastal ocean, but the 𝑆𝑆𝑆𝑆 still shows limit improvement locally 500 km from the TOP 
20 river mouths. In contrast, the positive salinity 𝑆𝑆𝑆𝑆 for the VSFEBM advanced case relative to 
the VSFROF case, further highlights that the customization of EBM parameters for TOP 20 river 
is necessary to improve the salinity predictions of the POP. The Atlantic is the most affected 
ocean basin by using generic parameters. The model salinity bias increases in North Atlantic 
chiefly because of weak mixing in Amazon and Orinoco rivers with generic EBM parameters. 
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For the salinity stratification in the upper 40 m ocean, the VSFEBM_Gen case has a 
positive 𝑆𝑆𝑆𝑆 compared to the VSFSPRD control case, but the 𝑆𝑆𝑆𝑆 is only two thirds the analogous 
𝑆𝑆𝑆𝑆 in the VSFEBM case within 300 km from the TOP 20 river mouths. In the regions with radius 
of 150 km from the river mouths, the 𝑆𝑆𝑆𝑆 of VSFEBM_Gen case in salinity stratification is less 
than a half the VSFEBM case 𝑆𝑆𝑆𝑆  (Figure 3.6c). These skill reductions are primarily due to 
weaker mixing, as the comparisons with VSFROF intermediate case show considerable 
decreases in 𝑆𝑆𝑆𝑆 for the isolated estuarine processes (Figure 3.6d) locally within 150 km from 
TOP 20 river mouths. At the global scale, the 𝑆𝑆𝑆𝑆 in salinity stratification is also reduced by using 
generic parameters for the EBM in the VSFEBM_Gen case. Overall, the EBM with generic 
parameters does little harm to the model globally, although the comparisons with VSFROF 
intermediate case show small degradations in salinity field and for vertical salinity stratification. 
In the circumstances of paleoclimate studies (e.g. for river-borne isotopes) where custom EBM 
parameters are unavailable, the VSFEBM_Gen can provide more realistic conditions than 
without including parameterized estuarine mixing. When available, customized EBM parameters 
for major rivers improves 𝑆𝑆𝑆𝑆 and therefore is preferable for simulating modern-day and near-
future periods. 
3.4.2 Sensitivity of EBM implementation depth 
 In nature, the estuarine exchange is observed as real volume fluxes through the river 
mouth with brackish oceanward (tidally averaged) near-surface flow and salty landward near-
bottom flow. In the POP, however, the freshwater input is treated as virtual salt flux. A salt sink 
tendency term is applied in the salinity tracer equation at the surface layers of water column 
close to river mouths in order to mimic riverine freshwater input. The net effect of estuarine 
mixing is represented as a salt source tendency term in surface layers and a salt sink tendency 
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term in subsurface layers of same water column. The water column integral of the salt flux 
tendencies due to estuarine mixing equals zero, as the mixing only vertically redistributes the salt. 
The water depths have to be specified for the salt flux tendencies when the estuarine mixing is 
implemented in the POP. 𝐻𝐻𝑈𝑈  is the implementation depth associated with the salt sinks 
corresponding to riverine freshwater inflow and the salt sources due to estuarine mixing in the 
surface layers.𝐻𝐻𝐿𝐿 is the depth below 𝐻𝐻𝑈𝑈 associated with the salt sinks corresponding to estuarine 
mixing in subsurface layers. More detailed descriptions and mathematical formulae can be found 
in Sun et al. (2017). 
The sensitivities of 𝑆𝑆𝑆𝑆 with different implementation depths of the EBM for upper ocean 
salinity are further studied. In the VSFEBM advanced case, the implementation depths are set to 
𝐻𝐻𝑢𝑢 = 20 𝑚𝑚  (two surface POP layers) for riverine freshwater runoff distributions, and 𝐻𝐻𝐿𝐿 =20 𝑚𝑚 𝑜𝑜𝑜𝑜 10 𝑚𝑚 (two or one subsurface layers, depending on the available local water depth) for 
estuary exchange flow. The implementation depth in the VSFEBM_1010 case (Table 3.2) is 
reduced to 10 m (the first POP layer) for 𝐻𝐻𝑈𝑈, and 10 m (the second POP layer) for 𝐻𝐻𝐿𝐿, which are 
expected to better represent the shallow depths of riverine freshwater from river mouth. The one 
exception is the Amazon River mouth, where 𝐻𝐻𝐿𝐿 is set to 20 m (the second and third POP layer) 
due to the exceptionally large magnitude of the Amazon sources and sinks. The 𝑆𝑆𝑆𝑆 to assess the 
VSFEBM_1010 case is shown in Figure 3.6. 
 In the VSFEBM_1010, the effects of riverine freshwater and estuarine mixing are more 
constrained to the sea surface and smaller regions near river mouths, which makes the model 
results closer to the WOD2POP salinity climatology and also closer to the natural conditions, 
where the river plumes usually are shallow. With this advantage of a shallower implementation 
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depth, the upper 150 m salinity 𝑆𝑆𝑆𝑆  of VSFEBM_1010 is slightly higher than the VSFEBM 
compared to the VSFSPRD standard control case (Figure 3.6a). TheVSFEBM_1010 has a much 
better 𝑆𝑆𝑆𝑆 and the lowest 𝑅𝑅𝑅𝑅𝑆𝑆𝑅𝑅 (Table 3.4), compared to the VSFROF intermediate case than the 
advanced VSFEBM case offshore of the TOP 20 river mouths. Globally, the VSFEBM_1010 
case also show higher 𝑆𝑆𝑆𝑆  than the advanced VSFEBM case within 1000 km from coastline 
(Figure 3.6b). For the vertical salinity stratification in upper 40 m ocean (Figure 3.6c & d), 
however, the VSFEBM_1010 case does not show improved 𝑆𝑆𝑆𝑆. As a result, the offshore salinity 
field in the VSFEBM_1010 case has higher 𝑆𝑆𝑆𝑆  than the VSFEBM case, but it shows less 
improvement in the vertical salinity stratification than the VSFEBM case referred to the control 
and intermediate cases.   
 Overall, changing the implementation depth is less important than either including point 
source river runoff and using local reference salinity or including the EBM as originally 
implemented.  
 
3.5 Discussion 
The new WOD2POP provides advantages over the WOA in representing the scales of 
salinity variability in coastal areas. Nevertheless, gaps remain unfilled in the new climatology 
(i.e. ocean grid cells without observations) and uneven seasonal sampling tends to bias the mean 
annual climatology in higher-latitudes and potentially other regions. The mean annual data which 
are calculated by averaging all available monthly mean values have relatively high global 
coverage rates (Table 3.1). Besides the varying data coverage with distance from the coast, the 
coverage also changes with time and different basins. The monthly data coverage rate for the 
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salinity in upper 150 m is plotted for individual ocean basins (Figure 3.7). The Pacific, Atlantic 
and Indian oceans have relatively small seasonal changes in data coverage rate. The Southern 
Ocean has clear seasonal changes with higher data coverage rate in southern summer. The 
seasonal sampling bias is even larger in the northern high latitude ocean, where the data in July 
and August have more than double the coverage rate as compared with the boreal winter. The 
mean annual climatology value is assigned in WOD2POP, even if there is only one cast data 
available in the WOD in single month in a POP grid cell. Therefore, in areas with large seasonal 
sampling bias, the WOD2POP climatology cannot represent the actual mean annual value in that 
cell, especially if it is in a region with high seasonal salinity or temperature variations. The WOD 
data occupancy of seasons is calculated for the POP ocean; ideally all grid cells have data for all 
four seasons and severe seasonal sampling bias can occur when only one or two seasons have 
data. For the upper 150 m ocean (Figure 3.8), the coastal ocean usually has been covered with 
data available from all four seasons. But some seasonal sampling bias can still be found in 
regions, such as the northeastern Brazil coast, Caribbean Sea, eastern coast of northern tropical 
Pacific Ocean, Banda Sea, Andaman Sea and the Sea of Okhotsk. The high-latitude ocean (north 
of the Arctic Circle 66.33𝑜𝑜𝑁𝑁, or south of 62𝑜𝑜𝑆𝑆) clearly lacks full seasonal data coverage, so the 
mean annual comparisons of model results with the original WOD in these regions should be 
trusted less than comparisons excluding high-latitude regions. Instead, the global summer 
seasonal climatology is useful to assess the entire ocean. The spatial and monthly data coverage 
rate of WOD2POP reveals that this climatology has good representation of mean annual salinity 
in coastal oceans. Improvements beyond the WOD2POP climatology can be made to avoid the 
coastal salinity bias in WOA. One possible alternative is to use more sophisticated objective 
mapping methods than simple bin-averaging as used in WOD2POP. Applying the interpolation 
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methods of Dunn and Ridgway (2002) and Ridgway et al. (2002) can sufficiently reduce the 
influence of offshore observations on coastal analyses. Furthermore, it is best to develop a 
climatology that is independent of the target model grid (such as the POP in the present study) so 
that it can be more readily applied to other Earth system models. 
Seasonal variability in the salinity 𝑆𝑆𝑆𝑆 is checked for the upper 150 m ocean for global 
spring, summer, fall and winter by excluding the high latitude ocean, while the 𝑆𝑆𝑆𝑆 for Arctic 
Ocean is only looked at in fall. The 𝑆𝑆𝑆𝑆  relative to the VSFSPRD control case shows great 
seasonal variation with positive values in spring, summer and winter, while there is some 
degradation in fall very close to TOP 20 river mouths within the 150 km radius (Figure 3.9a). 
The variations of 𝑆𝑆𝑆𝑆 are primarily due to the seasonal cycles of river runoff, because the skill 
improvement with estuarine mixing provided by the EBM relative to the VSFROF intermediate 
case is relative small (Figure 3.9b). The fall season 𝑆𝑆𝑆𝑆 in the Arctic Ocean in both reference 
cases are negative, which reveals that the EBM and other river runoff treatments do not benefit 
the salinity field around the largest Arctic rivers (Ob, Yenisey, Lena and Mackenzie Rivers). 
Further investigation of the treatment of these rivers in CESM is warranted. 
Close to major rivers and the global coast, the VSFEBM advanced case has higher skill 
than the VSFSPRD reference case and it is closer to the natural system with point source runoff 
treatment, local reference salinities, and parameterized estuary mixing. But there are other 
sources of errors that remain and may have more significant influences on model-climatology 
mismatch near the coastal ocean. First, the locations of ocean currents near shelf regions are 
often not appropriately represented in the POP ocean. The near-surface salinity (in the POP 
surface layer centered at 5 m depth) of the VSFEBM case and its differences from WOD2POP 
are shown in Figure 3.5. Compared to the corresponding near-surface salinity plot of WOD2POP 
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in Figure 3.1, the separation point of Gulf Stream is clearly shifted from its natural position near 
Cape Hatteras to Cape Cod in the model. Late separation of western boundary currents is a well-
known problem in one-degree global ocean models (e.g. Griffies et al., 2005 and Gent et al., 
2011). The entire U.S. eastern coastal ocean has high salinity bias, shown in Figure 3.5b, chiefly 
because of the mismatch of Gulf Stream location. The Kuroshio Current has similar issue that 
induces a positive near-surface salinity bias on the Japanese eastern coastal ocean north of Cape 
Nojima-zaki. Secondly, the shelf and slope current properties are not well represented in the POP. 
The Labrador Current is much saltier in the model than in the climatology (Figure 3.5b). This 
may also contribute to the mismatch of Gulf Stream location in the model and in the climatology, 
because both currents interact on the Middle Atlantic Bight. Another issue is the locations of 
many river mouths in model differ from their actual geographic positions. Significant near-
surface salinity differences in a dipole form can be seen in the northern Sea of Japan and in the 
southern Sea of Okhotsk (Figure 3.5b). In the POP, the strait connecting both seas is closed due 
to low horizontal resolution, so the runoff of Amur River freshwater is artificially discharged 
into the Sea of Japan. In the nature, the Amur River discharges into Amurskiy Liman, which acts 
as the Amur River estuary and its flow directions are controlled by the background sea level 
difference between Sea of Japan and Sea of Okhotsk (Abrosimova et al., 2009). The flow 
direction of Amurskiy Liman water changes due to seasonal wind reversals. Overall, the Sea of 
Okhotsk receives more freshwater originating from Amur River than the Sea of Japan. This kind 
of mismatch of river mouth location induces the positive near-surface salinity bias in southern 
Sea of Okhotsk, and negative bias in entire Sea of Japan. Similar positioning issues can also be 
found for the Ob, Irrawaddy, Changjiang, and Columbia Rivers and others. Some of them (e.g. 
Ob, Changjiang and Columbia) have their mouth shifted a couple of degrees away from their 
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natural locations. Others (e.g. Xingu, Xijiang, Ganges and Brahmaputra) have separated runoff 
into the POP coastal ocean, but in nature they have confluences before reaching the ocean, i.e. 
the Xingu is a tributary of Amazon, Xijiang is a tributary of Zhujiang river, Ganges and 
Brahmaputra are combined with Meghna river before discharging into the Bay of Bengal. All 
these coastal ocean issues in the POP create mismatch with the coastal salinity climatology that 
the estuarine mixing parameterizations of EBM cannot improve. Consequently, significant 
challenges remain in representing the coastal ocean in Earth system models. 
The VSFEBM_Gen test case with generic EBM parameter values applied to all global 
rivers has lower 𝑆𝑆𝑆𝑆 than the VSFEBM case that has individualized parameter values for the 
twenty largest rivers. The test cases are run both to reveal the sensitivity associated with EBM 
parameter values and the viability for climate scenario applications for which specific rivers and 
their parameter values can be difficult to determine. Since the 𝑆𝑆𝑆𝑆 is higher for the VSFEBM case 
than the VSFEBM_Gen test case, it points to the importance of customizing EBM parameter 
values for the twenty largest rivers, and this also suggests customizing parameter values for 
additional rivers may further improve model skill. Nevertheless, representing estuarine exchange 
flow, even in this generic fashion, may still be of benefit if other model tracers (e.g. nutrients, 
carbon, and ideal age) are cycled with the exchange flow. The sensitivity test of implementation 
depth (VSFEBM_1010) shows that the salinity 𝑆𝑆𝑆𝑆 close to coast can be improved by reducing 
the vertical spreading depth of riverine freshwater and estuarine exchange flow. Yankovsky and 
Chapman (1997) show that there are two different types buoyancy-driven river plumes: bottom-
advected and surface-advected plumes. For the bottom-advected type, freshwater occupies the 
entire water column with depths much greater than the river mouth depth. And the plume depth 
increases as it extends offshore until the alongshore velocity in the bottom boundary layer is 
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reversed. The surface-advected type forms a freshwater plume with large offshore extent, but 
with shallow thickness that typically is less than or equal to the river mouth depth near shore and 
reduces to zero towards the offshore plume front. In general, the plume types depend on river 
discharge, river outflow depth, coastal water depth, Coriolis and density anomaly from ambient 
coastal sea water. In the POP, however, the finest vertical resolution at sea surface is 10 m, 
which already exceeds the total depth of most rivers at their mouth. If the vertical estuarine 
circulation is taken into account, then the riverine outflow depth is even shallower than the total 
depth of river mouth. Therefore, the representation of riverine freshwater in the ocean is still 
limited by the POP model vertical resolution, particularly for rivers with surface-advected 
plumes. 
 
3.6 Conclusions 
Climatological salinity and temperature fields have been generated from the original 
observational data of World Ocean Database (WOD) with the POP tracer grid cells as the spatial 
frame to facilitate comparisons to model results. To avoid any artificial distortions of data in the 
coastal ocean, no spatial interpolation, smoothing, or other gap-filling techniques, are applied; 
this sets the new WOD2POP climatology apart from the World Ocean Atlas (WOA). 
Comparisons between WOA and the new WOD2POP climatology reveals that the WOA salinity 
fields at frontal zones, such as on the shelf and along ocean currents, have relatively high bias. 
Globally, the positive salinity bias of WOA increases toward the land-ocean boundary. Therefore, 
the new WOD2POP climatology is better suited to evaluating Earth system model performance 
in the coastal ocean, especially where WOD observations span all seasons and seasonal sampling 
bias (most common at high-latitudes and at deeper depths) are avoided. 
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Assessment of model performance focuses on CESM ocean-ice coupled model runs that 
differ in their treatment of riverine freshwater. The advanced case includes horizontally focused 
and vertically distributed runoff forcing, local reference salinities for riverine virtual salt fluxes, 
and estuarine exchange flow for salinity calculated by the estuary box model (EBM). This case 
has positive skill score (𝑆𝑆𝑆𝑆) in its agreement to the new WOD2POP climatology relative to the 
standard control case with horizontally spread surface runoff forcing, a global reference salinity 
for virtual salt fluxes, and no representation of estuarine exchange flow. The 𝑆𝑆𝑆𝑆 grows larger 
towards the coast and reflects a 10% reduction in the model mean square error of salinity relative 
to climatology. Close to the river mouths, especially the TOP 20 rivers, the 𝑆𝑆𝑆𝑆  increase 
tremendously for both upper ocean salinity (about 14% within 500 km) and stratification (30% 
within 300 km). Most of the skill improvement for salinity is associated with horizontally and 
vertically remapping river runoff closer to its natural distribution. While including estuarine 
mixing with the EBM is a secondary factor in improving salinity skill, the EBM is the major 
factor in the large skill improvement near the TOP 20 river mouths. Applying customized EBM 
parameter values for the TOP 20 largest rivers is an important step because a test case with 
generic EBM parameter values for all rivers had lower 𝑆𝑆𝑆𝑆 than the customized EBM case and the 
intermediate case without the EBM. The sensitivity test with shallow implantation depth of EBM, 
but customized parameter for the TOP 20, has some improvement for salinity in global coast, but 
it makes less changes in the stratification. Though 𝑆𝑆𝑆𝑆 increases have been achieved by improving 
the representation of riverine freshwater, there are many other sources of disagreement between 
model and climatology in the coastal ocean (e.g. more accurate locations for river mouths, 
improved representations of coastline geometry and bathymetry, and better solutions for ocean 
currents) that merit further attention. 
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Tables and Figures 
 
Table 3.1 Percent coverages of WOD2POP climatology relative to the oceanic POP T-grids in 
different bands from coasts. 
Upper ocean (≤ 150 𝑚𝑚) and excluding the 
Arctic (> 66.33𝑜𝑜𝑁𝑁) and Antarctic (> 62𝑜𝑜𝑆𝑆) All depths throughout global ocean 
Distance from 
coast (km) Salt Temperature 
Distance from 
coast (km) Salt Temperature 
0 - 150 84.6% 84.2% 150 75.2% 76.5% 
0 - 300 87.2% 86.7% 300 76.3% 77.7% 
0 - 500 89.5% 88.9% 500 76.9% 78.2% 
0 - 1000 91.8% 91.1% 1000 78.1% 79.4% 
Open ocean 93.1% 92.3% Open ocean 80.1% 80.9% 
 
Table 3.2 Settings summary for CESM cases. 
Case name River runoff mapping Reference salinity Estuary exchange flow 
VSFSPRD 
(control) 
Spreading with e-folding 
scale of 1000 km, 
applied only at surface 
 
Global constant 
salinity value NO 
VSFROF 
(intermediate) 
Point sources in single 
tracer cells, vertically 
spread over two layers. 
Local tracer cell 
salinity value NO 
VSFEBM 
(advanced) 
Point sources in single 
tracer cells, vertically 
spread over two layers. 
Local tracer cell 
salinity value 
YES. EBM parameters are 
unique for TOP 20 rivers, generic 
for others. 
VSFEBM_Gen 
Point sources in single 
tracer cells, vertically 
spread over two layers. 
Local tracer cell 
salinity value 
YES. EBM parameters are 
generic for all rivers. 
VSFEBM_1010 
Point sources in single 
tracer cells, no vertical 
spread (applied only at 
surface layer). 
Local tracer cell 
salinity value 
YES. EBM parameters are 
unique for TOP 20 rivers, generic 
for others. The EBM is 
implemented with 𝐻𝐻𝑈𝑈=10 m and 
𝐻𝐻𝐿𝐿=10 m, except at Amazon river 
with 𝐻𝐻𝐿𝐿=20 m. 
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Table 3.3 Name of TOP 20 rivers ranked by their runoff in the POP of CESM 
Rank River name Rank River name Rank River name Rank River name 
1 Amazon          6 Mississippi     11 Tocantins       16 Amur            
2 Congo           7 Yenisey         12 Ob              17 Xingu   
3 Orinoco         8 Parana          13 Ganges   18 Mackenzie       
4 Changjiang      9 Lena            14 Irrawaddy  19 Xijiang         
5 Brahmaputra     10 Mekong          15 St. Lawrence     20 Columbia        
 
Table 3.4 Statistics of model salinity to climatology comparisons for upper 150 m ocean within 
the 300 km band originated from global coastlines (Figure 3.3a) or 500 km from TOP 20 river 
mouths (Figure 3.3b) excluding the Arctic and Antarctic regions. The compared model case 
name is noted as 𝑨𝑨 and annual mean salinity climatology as 𝑶𝑶, which are indicated as subscripts 
in the Eqn. 3.1, Eqn. 3.7, Eqn. 3.8 and Eqn. 3.9. 
Band & distances Case A name 𝐵𝐵𝐵𝐵𝐵𝐵𝑠𝑠 𝑅𝑅2 𝑆𝑆𝑆𝑆𝑆𝑆𝑅𝑅 𝑅𝑅𝑅𝑅𝑆𝑆𝑅𝑅 
300 km band from 
global coastlines 
VSFSPRD 0.070 0.84 0.082 0.606 
VSFROF 0.080 0.85 0.067 0.580 
VSFEBM 0.078 0.85 0.066 0.579 
VSFEBM_Gen 0.079 0.85 0.068 0.581 
VSFEBM_1010 0.080 0.86 0.064 0.578 
WOA2POP 0.027 0.91 -0.076 0.319 
500 km band form 
TOP 20 river mouths 
 
VSFSPRD -0.072 0.71 -0.073 0.993 
VSFROF 0.020 0.74 -0.107 0.925 
VSFEBM 0.005 0.74 -0.112 0.921 
VSFEBM_Gen 0.017 0.74 -0.108 0.924 
VSFEBM_1010 0.019 0.75 -0.120 0.919 
WOA2POP 0.074 0.58 0.013 0.535 
 
  
Page 73 of 131 
 
 
 
Figure 3.1 Mean annual near-surface salinity (centered at 5 m depth) of the WOD2POP in units 
of PSU. 
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Figure 3.2 Near-surface mean annual salinity (centered at 5 m depth) differences by subtracting 
the WOD2POP from the WOA2POP, where the red dots show the near-surface salinity 
differences higher than 0.2 PSU, while the blue dots are the salinity differences lower than -0.2 
PSU. 
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Figure 3.3 Coastal band masks of the POP. The distances that are 150, 300, 500 and 1000 km 
away from the origins are marked with green, red, blue and yellow color. The origins in (a) are 
the global land-ocean boundary, while the origins in (b) are locally centered at model runoff 
locations of TOP 20 rivers. The dashed lines indicate the northern limit (north of 66.33𝑜𝑜) and the 
southern limit (south of 62𝑜𝑜) for the comparisons excluding the Arctic and Antarctic. The thick 
black line and indicate the coastline, and the thin blue lines show the major river in the world. 
Grey shaded areas are not included in the analysis. 
 
 
(b) 
(a) 
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Figure 3.4 𝐵𝐵𝐵𝐵𝐵𝐵𝑠𝑠 and 𝑅𝑅𝑅𝑅𝑆𝑆𝑅𝑅  of WOA2POP from the WOD2POP for salinity. The solid lines 
show the upper 150 m oceans excluding the Arctic and Antarctic with coastal band masks (in 
Figure 3.3a). The dashed lines represent the entire depth-integrated ocean. 
 
 
 
 
 
 
 
 
 
 
 
 
(a) (b) 
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Figure 3.5 Near-surface salinity (centered at 5 m depth) of (a) VSFEBM, the case of CESM with 
EBM implemented, and (b) near-surface salinity differences of VSFEBM minus WOD2POP. 
 
 
 
 
 
 
(b) 
(a) 
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Figure 3.6 Skill score (𝑆𝑆𝑆𝑆) for model comparisons with the WOD2POP climatology salinity (a) 
(b) and salinity stratification (c) (d) by excluding the Arctic and Antarctic. The names of the 
cases used in the 𝑆𝑆𝑆𝑆 calculations are listed in the legend with the format “assessed case 𝐴𝐴 vs 
reference case 𝐵𝐵: masks”, and the names of experimental cases and their details are listed in the 
Table 3.2. The WOD2POP climatology is employed as observations (Eqn. 3.3). Solid lines are 
the results from mask bands originated from the TOP 20 runoff locations (Figure 3.3b), while the 
dashed line are the results from the mask bands originated from global coastlines (Figure 3.3a). 
The salinity 𝑆𝑆𝑆𝑆 is calculated with the upper 150 m ocean, and the stratification 𝑆𝑆𝑆𝑆 is calculated 
with salinity differences from the upper 40 m ocean. 
(a) (b) 
(c) (d) 
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Figure 3.7 The POP ocean basin colored index (a) with modifies color index for northern high 
latitude oceans (https://www.ncl.ucar.edu/Applications/popmask.shtml), and the monthly POP ocean 
tracer cell coverage rate by the WOD salinity data for each basin in the upper 150 m (b). The 
northern high-latitude ocean includes the basins with indices 8 through 11. 
 
 
 
 
 
 
 
 
 
 
 
 
(a)  (b) 
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Figure 3.8 Seasonal WOD data coverage for upper 150 m of the ocean. The dark-color shaded areas 
have WOD observations available from all four seasons, and light-colored areas do not have any 
WOD data available. 
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Figure 3.9 Seasonal salinity Skill score (𝑺𝑺𝑺𝑺) calculated with TOP 20 river coastal band (Figure 
3.3b) for model comparisons with the WOD2POP climatology. The names of the cases used in 
the 𝑺𝑺𝑺𝑺 calculations are listed in the legend with the format “assessed case A vs reference case B: 
basin season”, and the WOD2POP climatology is employed as observations (Eqn. 3.3). The solid 
lines show the 𝑺𝑺𝑺𝑺 for four seasons excluding the high latitude oceans, while the dashed lines are 
the 𝑺𝑺𝑺𝑺 for Arctic Ocean in fall. 
 
 
  
(a) (b) 
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Chapter 4. A model tracer study tracking global riverine freshwater in the 
world ocean 
In a good bookroom you feel in some mysterious way that you are absorbing the wisdom 
contained in all the books through your skin, without even opening them. --- Mark Twain 
 
 
This chapter is ready for submission to the Journal of Advances in Modeling Earth Systems: 
Sun, Q., Whitney, M. M. & Bryan, F. O. (2019). A model tracer study tracking global riverine 
freshwater in the world ocean. Journal of Advances in Modeling Earth Systems (ready for 
submission). 
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4.1 Introduction 
Although the water stored in rivers is small (0.0002%) compared to other global 
hydrologic reservoirs, their flux into ocean can play important roles in the global hydrological 
cycle and ocean dynamics. The net water vapor transported in the atmosphere from ocean to land 
returns to the ocean as riverine freshwater, and the terrestrial hydrological variabilities are 
integrated by rivers over potentially large drainage areas and then imposed in the coastal ocean at 
the scale of river mouths. Within estuaries, riverine freshwater and saltier waters mix (due to 
tides, winds, waves, and shear associated with gravity currents) and strong estuarine exchange 
flow (particularly in partially to well-mixed estuaries) can cycle waters through the estuary (e.g, 
Dyer, 1998 and MacCready & Geyer, 2010). In many cases, these processes transform the 
estuary outflow into a mixture of riverine freshwater and salty coastal ocean waters. The 
freshwater introduced by rivers increases local stratification and changes hydrography on the 
continental shelf. Under the influence of Earth’s rotation, buoyant plumes form and move along 
the coast in the direction of Kelvin wave propagation. Shear-induced mixing can increase the 
salinity and reduce the buoyancy of the plume. Winds can modify plumes and upwelling-
favorable wind events can mix and transport the otherwise coastally-trapped riverine freshwater 
within the plume across shelf and export it to the open ocean. Exchange with the open ocean also 
can occur via interactions with topography, shelf and ocean currents, fronts, and eddies (e.g., 
Zimmermann, 1980; Garvine, Wong, & Gawarkiewicz, 1989; Chapman & Gawarkiewicz, 1995 
and Brink, 2016). Frequently, rivers are considered important only in estuaries and the coastal 
ocean. Some recent studies have focused on global riverine freshwater export into the open 
ocean (e.g., Sharples, et al., 2017; Izett & Fennel, 2018a). Izett and Fennel (2018b) estimate the 
riverine freshwater and nutrients delivery across the shelfbreak (200m isobath) and find 
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considerable variations of export timescales for different rivers. Coles et al. (2013) study the 
pathway of Amazon River water, which contributes about 20% of global total riverine freshwater 
runoff (Dai & Trenberth, 2002). Their drifter data reveal that the Amazon River water can be 
carried by local and large-scale ocean currents and spread into the tropical Atlantic. Jahn, et al. 
(2010) shows the results of Arctic river water pathway using the passive tracers in the CESM. 
This study is well motivated by her works, but uses more comprehensive passive tracers for all 
freshwater sources in global ocean. 
The main objective of the current study is applying the ocean component of the 
Community Earth System Model (CESM) to analyze the role of rivers throughout the global 
ocean. Distributions and pathways of river waters in the surface and interior ocean are revealed 
with passive tracers. Riverine influence on near-surface salinity and stratification are studied and 
compared to influences related to direct precipitation and sea-ice melt. Coastal residence times of 
river water and transit times into the ocean interior are calculated. The consequences of model 
limitations on these findings also are discussed.  
 
4.2 Methodology 
4.2.1 Model    
The Community Earth System Model is employed for study of riverine freshwater 
distributions and its effects on ocean dynamics. The ocean component of CESM is the Parallel 
Ocean Program (POP). It has nominal 1˚ horizontal resolution and 60 vertical z-levels with 10m 
vertical resolution in the first 15 levels and stretched to 250m resolution for the deepest ocean. 
The ocean and sea-ice components are active in this study, while the atmospheric component and 
river runoff are decoupled and prescribed with the 1948-2007 COREII forcing with seasonal and 
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interannual variability (Large & Yeager, 2009 and Griffies, et al., 2009). CESM employs the 
virtual salt flux (VSF) formulation to deal with the freshwater forcing. Instead of adding river 
runoff or precipitation etc. as freshwater sources, salt is removed through the ocean surface via 
corresponding VSF. Similarly, salt is added via VSF for evaporation instead of removing 
evaporated water from the model. Sea-ice melting and freezing are treated as salt sinks and 
sources with corresponding VSF. In the calculation of VSF for atmospheric and sea-ice-melt 
freshwater forcing, the global mean oceanic salinity (34.7 PSU) is used as reference. For the 
riverine freshwater forcing, the local salinity at the runoff applied cell is employed as refence 
with a global salinity correction term. River runoff is treated as point sources (rather than 
horizontally spread over large regions) and estuarine mixing is parameterized with the estuarine 
box model (EBM) to provide an improved physically-based method of imposing riverine 
freshwater into the POP. The details about the VSF calculations and river runoff treatments with 
EBM can be found in Tseng et al. (2016) and Sun et al. (2017). 
The model starts from a simulation of the previous 300 years and continually runs for 
another 300 years analysis period with tracers implemented (as described below). Results 
averaged over the second year of the analysis run show relatively short-term river water 
pathways and river influences on near-surface ocean stratification. Results averaged over the last 
30 years (271 to 300 model years) are analyzed for relatively long-term pathways and water 
transit times through the surface and deep Atlantic Ocean. 
4.2.2 Water tracers 
The tracer module in the POP applies the advection-diffusion equation (analogous to the 
equations for temperature and salinity) to evolving concentrations (𝐶𝐶) of each tracer as in Eqn. 
4.1 
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DCDt = ∇(K∇C) + ∂∂Z �κ �∂C∂Z − γC��, Eqn. 4.1 
where t  is time, DC/Dt  is the material derivative including advection, Z  is the POP vertical 
coordinate with zero at the sea surface and positive upward, K is the isopycnal skew-diffusion 
tensor, κ is the diapycnal diffusivity and γC is the KPP counter gradient flux in the boundary 
layer. The surface boundary conditions are set by Eqn. 4.2 
κ
∂C
∂Z�Z=0 = FC    and    κγC|z=0 = 0, Eqn. 4.2 
where FC is the tracer flux forcing through the surface and the surface counter gradient flux is 
zero.  
 Separate water tracers are evolved to track rivers (𝐶𝐶𝑅𝑅 ), precipitation (𝐶𝐶𝑃𝑃 ), sea-ice 
meltwater (𝐶𝐶𝑀𝑀), and the water initially in the ocean (𝐶𝐶𝑖𝑖𝑖𝑖𝑖𝑖) at the start of the tracer analysis model 
run. The sum of all water tracers at each location is: 
𝐶𝐶𝑡𝑡𝑜𝑜𝑡𝑡 = 𝐶𝐶𝑅𝑅 + 𝐶𝐶𝑃𝑃 + 𝐶𝐶𝑀𝑀 + 𝐶𝐶𝑖𝑖𝑖𝑖𝑖𝑖 Eqn. 4.3 
The corresponding surface flux forcing for each tracer are FR, FP, FM, and Fini:   F𝑅𝑅 =   qRC0 + 𝑊𝑊𝑅𝑅(qE + qI)   with    𝑊𝑊𝑅𝑅 = 𝐶𝐶𝑅𝑅 𝐶𝐶𝑡𝑡𝑜𝑜𝑡𝑡⁄  Eqn. 4.4.1 F𝑃𝑃 =   q𝑃𝑃C0 + 𝑊𝑊𝑃𝑃(qE + qI)   with    𝑊𝑊𝑃𝑃 = 𝐶𝐶𝑃𝑃 𝐶𝐶𝑡𝑡𝑜𝑜𝑡𝑡⁄  Eqn. 4.4.2 F𝑀𝑀 =   q𝑀𝑀C0 + 𝑊𝑊𝑀𝑀(qE + qI)   with    𝑊𝑊𝑀𝑀 = 𝐶𝐶𝑀𝑀 𝐶𝐶𝑡𝑡𝑜𝑜𝑡𝑡⁄  Eqn. 4.4.3 F𝑖𝑖𝑖𝑖𝑖𝑖 =   𝑊𝑊𝑖𝑖𝑖𝑖𝑖𝑖(qE + qI)   with    𝑊𝑊𝑖𝑖𝑖𝑖𝑖𝑖 = 𝐶𝐶𝑖𝑖𝑖𝑖𝑖𝑖 𝐶𝐶𝑡𝑡𝑜𝑜𝑡𝑡⁄  Eqn. 4.4.4 
where q∗  indicate the volume fluxes from different sources or sinks, 𝐶𝐶0  is the source tracer 
concentration ( 𝐶𝐶0 = 1 ), and W* is a weighting function that is the ratio of the tracer 
concentration to the total water tracer concentration. Tracer concentrations range between zero 
and one. The river runoff (qR), precipitation (qP), and sea-ice-melt (qM) volume flux forcing are 
positive (into the ocean). Evaporative volume flux (qE) and sea-ice formation (qI) volume fluxes 
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are negative (out of the ocean). The weighing function is applied because evaporation and sea-
ice formation remove tracers according to the proportion of each tracer in the surface cells.   
𝐶𝐶𝑖𝑖𝑖𝑖𝑖𝑖  is initialized at 𝐶𝐶0 = 1 throughout the ocean. This tracer only has a surface sink, 
therefore concentrations decrease over time as initial water continues to be removed by 
evaporation and sea-ice formation. The other tracers are initialized as uniformly zero and have 
both sinks and sources. Globally, the tracer inputs from rivers, precipitation, and sea-ice melt 
exceed tracer loss from evaporation and sea-ice formation; therefore, the global integrals of 𝐶𝐶𝑅𝑅, 
𝐶𝐶𝑃𝑃, and 𝐶𝐶𝑀𝑀 increase over time. The expectation is the initial ocean water will be replaced by 
newly input water from rivers, precipitation, and sea-ice melt as the model run continues. If 
evolved long enough (for many thousand years), no initial ocean water tracer would remain and 
the entire ocean would be composed of a mixture of water originating from rivers, precipitation, 
and sea-ice melt. The model ocean would remain salty, so it is clear from this limit that these 
tracers eventually will not reflect freshwater concentrations even though they originate from 
freshwater sources (or nearly freshwater in the case of sea-ice melt). It is expected that 𝐶𝐶𝑡𝑡𝑜𝑜𝑡𝑡 will 
locally equal one everywhere at all times. Model limitations described in the Discussion, 
however, cause this condition not to hold everywhere locally even though the global average 
𝐶𝐶𝑡𝑡𝑜𝑜𝑡𝑡 is one. 
Because this study is focused on the river water distributions and its influences on ocean 
dynamics, the river tracer is further divided into three groups, i.e. the Amazon River, the TOP 2-
20 rivers (Table 4.1) and the remaining 2,343 rivers included in the model forcing. The Amazon 
River is the world largest river, and its runoff accounts for about 20% of global total annual 
runoff in the POP. The rivers in the TOP 2-20 also have relatively large individual input into the 
POP, and they occupy another 30% of global total annual runoff. Although the rivers in the last 
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group are individually small, together they still contribute about 50% of the riverine freshwater 
into the POP. Results of distributions for each river group are presented and compared to each 
other. 
 
4.3 Results 
4.3.1 Distributions at the ocean surface 
The 30 years (271-300 model years) averaged results are used here to show the long-term 
distribution of river tracers at the global ocean surface (at 5 m water depth). The river tracer 
concentrations are high close to river mouths. In offshore coastal regions and even in the open 
ocean, river waters also can have significant contributions. 
The Amazon River (Figure 4.1a) has a mean discharge over 0.2 Sv, the largest river 
discharge in the world. Its plume has tracer concentrations of 5% along the Brazil and about 3% 
in the Gulf of Mexico and Caribbean Sea. From there, the Amazon River tracer is spread widely 
into the North Atlantic with concentration of 1-2%. The farthest footprint of the Amazon River 
tracer is found in the Arctic Ocean, where its concentration is usually lower than 1%. The 
Amazon River water is mainly carried and spread by oceanic currents. The first main path of the 
Amazon River water is carried by the coastal Brazil Current and North Equatorial Current into 
the Gulf of Mexico, from there the Gulf Stream carries the Amazon River water across the North 
Atlantic, where some of it then reaches the Arctic. The second minor path is the Amazon River 
water carried by the North Equatorial Counter Current in the tropical Atlantic toward the western 
coast of Africa. But due to strong mixing along the Equator, the Amazon River tracer quickly 
losses its concentration and less than 1% can be seen near the sea surface south of the equator. 
These results agree well with the study by using 1 6⁄ 𝑜𝑜  HYCOM model combined with 
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comprehensive observational data (Coles, et al., 2013). 
The second river tracer is for the global TOP 2 to 20 rivers (Figure 4.1b). Although they 
are not as individually powerful as the Amazon, they do have relatively high regional 
contributions. Their freshwater bulges extend well past the shelfbreak with tracer concentrations 
higher than 3%. In the surface open oceans, as a group together, they have concentration of 2-3% 
in the entire Arctic Ocean and more than 1% in the North Atlantic Ocean. Unlike the Amazon 
River, the tracer from this group of rivers can cover almost the entire ocean surface, although its 
concentration in Pacific and Southern oceans are much less than 1%. Both advective transport 
via ocean currents and cross-shelf transport are important for freshwater spreading into open 
oceans. For example, the tracer originating from the Columbia River is carried by California 
Current and transported southward along the U.S. west coast. It also shows relatively high 
concentrations offshore of Oregon and Washington. In nature, high coastal concentrations are 
due to buoyancy-driven plume transport (Yankovsky & Chapman, 1997), mixing induced by 
eddies (Banas, MacCready, & Hickey, 2009), and/or wind-driven transport (Lentz, 2004). The 
coarse model grid of the POP does not resolve the first two processes, thus wind-driven currents 
and horizontal diffusion in the model are the most likely candidates. The rivers in this group can 
reinforce each other as well. The Tocantins and Orinoco rivers are carried by the Brazil current, 
and together with the contribution from the Mississippi River they make a tracer concentration 
well above 1% in the Gulf of Mexico. The similar effect can also be found in the Amur River 
plume carried eastward by the Kuroshio Current to reinforce the northeastern Pacific Ocean with 
Columbia River. Local interactions of rivers can have even larger effects on the regional ocean, 
such as in Bay of Bengal and on the Eurasian Arctic continental shelf. 
In the last group of rivers with relatively small individual runoff (Figure 4.1c), the river 
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bulges are hard to distinguish individually at river mouths, but as a group together they have 
tracer concentrations of at least 2% in the global coastal ocean. These small rivers collectively 
are large contributors in the Arctic Ocean with tracer concentrations of 3% and in the entire 
Atlantic and Indian oceans with tracer concentrations well above 1%. In subpolar Pacific Ocean, 
the river tracer concentration in this group is also above 1%. The rivers reinforce each other 
locally along the coast. The horizontal diffusion in the model and wind driven cross-shelf 
transport are major mechanisms transporting the river water from the coast to open ocean in this 
group, because the horizontal tracer gradients are generally parallel to the coastal lines.  
The tracer that represents all the global rivers combined has concentrations that are 
usually close to or higher than 20% locally at large river mouths (Figure 4.2a). Among the open 
oceans, the Arctic Ocean has the highest river tracer concentrations, with 6-12%. Concentrations 
are about 3% in the midlatitude and subpolar regions of the North Atlantic, they increase to 
about 6% close to its western boundaries. The combined river tracer concentrations are generally 
low in Pacific and Indian ocean, expect in the Bay of Bengal, where the Ganges, Brahmaputra 
and Irrawaddy rivers with other smaller rivers together make the river tracer concentration higher 
than 3%. 
4.3.2 Comparison with other freshwater sources 
River waters are discharged from the land-ocean boundary and become the dominant 
freshwater contributor in the coastal ocean. Although these waters shown by tracers can be 
exported into the open oceans, the spreading and mixing reduces their concentration. There are 
other sources of freshwater, which become dominant contributor in regional seas and the open 
oceans. From the aspect of global hydrological cycle, the freshwater input by precipitation is 
about ten times higher than the total river runoff (Oki, Entekhabi, & Harrold , 2004). Sea-ice 
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meltwater also can be a large source in high latitude oceans. 
Precipitation undoubtedly is the dominant source of freshwater in global open ocean 
(Figure 4.2b). Long-term (averaged over the last 30 years of the 300 years analysis model run) 
concentrations of the precipitation tracer are about 20-45% in the tropical and midlatitude oceans, 
with some spatial variations due to changes in evaporation. In the Arctic Ocean, the precipitation 
tracer concentrations reduce to 15-20%, while in the high latitude Southern Ocean they are well 
below 15%. In high latitude oceans, sea-ice meltwater becomes a major source (Figure 4.2c). In 
the Arctic Ocean, the sea-ice meltwater tracer has long-term concentrations of at least 12%, 
while close to the coast of Antarctic tracer concentrations are above 6%. 
The relative influence of rivers on near-surface ocean waters is assessed with the ratio of 
river tracer concentration to total tracer concentration of all freshwater sources (rivers, 
precipitation, and sea-ice melt) for the long-term results (Figure 4.3). Although rivers 
collectively account for only about 9% of the annual mean total freshwater input into the ocean 
(Table 4.2), they have higher ratios in many areas. The ratios of river tracer vary considerably 
from basin to basin. The Arctic Ocean has overall highest ratio, where 12% to more than 30% of 
total freshwater is contributed by rivers from the Eurasian coast. On the North American side of 
Arctic Ocean, the river water accounts for at least 9% in the total freshwater present at sea 
surface. The Atlantic Ocean contains higher river water ratio than the Pacific and Indian oceans. 
The North Atlantic has a river tracer ratio of 9-18%. The Arctic and North Atlantic Oceans 
clearly have higher river tracer ratio than the global mean riverine freshwater influx ratio. 
Locally, the rivers also have relative high tracer ratio of at least 9% in global coastal oceans with 
increased values toward river mouths. In some regional seas, such as Hudson Bay, 
Mediterranean Sea, Bay of Bengal etc., the rivers become the dominant freshwater source. Since 
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global river inputs are 9% of the total input from rivers, precipitation, and sea-ice melt, this is a 
useful threshold for interpreting river tracer ratio. About 13% of the near-surface ocean area has 
river tracer ratio that exceed 9% and thus have higher relative concentrations than the input ratio. 
4.3.3 Effects on upper ocean stratification 
As riverine freshwater is discharged into the ocean, it reduces the salinity of sea water 
and increases stratification. The riverine freshwater may have a dominant influence on coastal 
ocean stratification and also may influence open ocean stratification. The tracer information can 
be used to analyze the contributions of freshwater from individual sources on salinity 
stratification. As the initial ocean water is replaced with freshwater tagged with tracers from 
known sources, the contributions of riverine freshwater on the salinity stratification can be 
illustrated with the ratio of vertical tracer gradients (Eqn. 4.5). 
𝜕𝜕𝐶𝐶𝑅𝑅
𝜕𝜕𝜕𝜕
𝜕𝜕𝐶𝐶𝑅𝑅
𝜕𝜕𝜕𝜕 + 𝜕𝜕𝐶𝐶𝑃𝑃𝜕𝜕𝜕𝜕 + 𝜕𝜕𝐶𝐶𝑀𝑀𝜕𝜕𝜕𝜕  Eqn. 4.5 
The near surface freshwater tracer concentrations are usually higher than in the 
subsurface ocean. But inverse tracer profiles can occur, if the evaporation overcomes the 
freshwater inputs, such as in the subtropical salinity maximal zones. To avoid the influences of 
inverse vertical tracer profiles, the contributions of river water in upper 409 m ocean is 
calculated. The rivers commonly dominate the freshwater tracer stratification in the global 
coastal ocean (Figure 4.4). Near river mouths, the rivers contribute more than half of the tracer 
stratification. On the Arctic Eurasian continental shelf, the contributions of river are also over 50% 
among the contributions of freshwater from other sources. The influence of rivers on 
stratification is not limited to the continental shelf. The Amazon River has dominant effects on 
salinity stratification in western boundary of tropical North Atlantic Ocean with over 30% 
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contributions among other freshwater sources. The Congo River, on the eastern boundary of 
tropical South Atlantic Ocean also has overwhelming influence on salinity stratification. These 
results agree well with study of Tzortzi (2015) that the riverine freshwater input could have 
similar correlations with seasonal sea surface salinity (SSS) variability as the net atmospheric 
freshwater input along the eastern and western boundaries of tropical Atlantic Ocean. In most 
open ocean areas, the influence of rivers on salinity stratification are usually below 20%. 
Therefore, the atmospheric freshwater input is still the most important controlling factor on open 
ocean salinity stratification, while in Arctic and Southern Ocean, the salinity stratification is 
mainly controlled by sea-ice melt freshwater. 
4.3.4 River residence and flushing time on global shelves 
The river waters are most commonly present in coastal ocean, where their tracer 
concentration typically is much higher than in the open ocean. In the long-term, the river tracer 
concentration in the global coastal ocean can approach a steady state as the import from the land-
ocean boundary and the export at continental shelfbreak (due to many processes) reach 
equilibrium. An accurate representation of the river waters residence time (Nixon, et al., 1996 
and Dettmann, 2011) of the continental shelf can be calculated once this quasi-equilibrium state 
has been reached. Residence times can differ from coast to coast, and in general depend on the 
import rate of the river runoff, total volume of the coastal ocean and the mean river tracer 
concentration in the region. 
For this analysis, the coastal ocean is bounded by the geographic locations of the 200 m 
isobath determined by ETOPO1 data (Amante & Eakins, 2009). It is important to note that the 
water depth in the POP model can be deeper than 200 m within these bounds due to coarse 
horizontal resolution and representation of bathymetry. Also at least one tracer cell in the POP 
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coastal ocean is kept everywhere in case the ETOPO1 200m isobath is narrower than the cross-
shelf distance of that coastal cell. The global coast oceans are separated into ten regions (Figure 
4.5) with their boundaries defined by the COastal Segments and related watershed CATchments 
(COSCAT) (Laruelle, et al., 2013). Eight of them are assigned to major ocean basins, (i.e., Arctic, 
Atlantic West/East, Pacific West/East, Indian West/East, and Southern Oceans) and another two 
are for regional seas (the Nordic and Labrador Seas). Inland seas and semi-enclosed regional 
seas (e.g. Hudson Bay and Mediterranean Sea) are excluded from this analysis. The river water 
residence time 𝑆𝑆 at time 𝑡𝑡 is defined as the time interval necessary for the time integral of prior 
river runoff entering the control volume to equal the total river tracer volume currently on the 
continental shelf (Eqn. 4.6), 
� Fdt = �CdV𝑡𝑡
𝑡𝑡−𝑇𝑇
 Eqn. 4.6 
where F is the river runoff, C is local river tracer concentration and V is volume of the continental 
shelf in the model. The river runoff changes with time, if the residence time is longer than a 
month. This method is employed by Deignan-Schmidt & Whitney (2018) to analyze river water 
residence times in the Long Island Sound estuary. The residence times are calculated for the TOP 
20 rivers individually with their runoff and tracer volume on the shelf region where they 
discharge into the ocean (Figure 4.6a). For the remaining rivers in the 3rd river tracer group, the 
residence times are shown as shelf regions with summarized runoff and tracer volume on the 
shelves (Figure 4.6b). 
The 300 years simulation is not long enough for the river water to reach equilibrium in 
coastal oceans, as the residence times still increase with time. The residence times are averaged 
over last 30 model years (271-300 model years), and they vary between 1 to 15 years. In the TOP 
20 rivers, the Amazon, Congo and Orinoco rivers have relatively short residence times, because 
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they have higher runoff than other rivers. The Mississippi, Parana and Columbia rivers also have 
short residence times for the reason that they discharge into regions with narrow continental 
shelves. The Chengjiang flows into East China Sea, the Mekong discharges in to South China 
Sea and the Amur River runs into Japanese Sea in the model. These rivers have longer residence 
times, as the shelves are broad which can hold more riverine water. For the same reason in the 
Arctic Ocean, the Yenisey, Ob and Lena Rivers have longer residence times on the Eurasian 
shelf, while the Mackenzie River has relative shorter residence time on the North Canadian shelf. 
For the remaining rivers in the 3rd river tracer group. The Southern Ocean has the shortest 
residence time due to its narrow shelf. The West Pacific shelf has a longer residence time than 
the East Pacific shelf, as the west has the broader shelf ocean. The West Indian Ocean has a 
longer residence time than the East Indian Ocean, which is induced by the seasonal change 
monsoon wind. In the West Indian Ocean, especially along the western Indian coast where the 
Indus River discharges in to Arabian Sea, the monsoon wind tends to hold the river water longer 
on shelf. The North and West Atlantic Ocean have very similar river residence times, although 
the west has slightly wider continental shelf. The Arctic Ocean has the highest river residence 
time among all oceans, because it is a semi-enclosed basin with broad shelves. The semi-
enclosed Labrador Sea has also the longest residence time, while the Nordic Sea with openings 
to both the Arctic and Atlantic has a shorter river residence time. 
The approach for calculating residence times involves tracers continuously released from 
rivers.  An alternate approach for estimating shelf time scales involves an impulse tracer release 
to calculate shelf flushing times. In this test case, all freshwater tracers are release for the first 
model year, and then all source of freshwater tracers are shut down for the rest of the model run. 
All other model settings are same as the long-term continually released tracer test, except this 
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case runs only for 60 years. The river tracer volume on the shelves are normalized by the river 
total tracer volume released by the runoff. As the TOP 20 rivers have high runoff, the 
percentages of river tracer on shelves can be illustrated with their peak ratios (Table 4.1). For 
Amazon, Congo, and Orinoco Rivers with huge runoff and discharge into narrow shelves, the 
percentages of river water remaining on shelves are usually about 10 to 20%, while for the rivers 
on broad shelves, the percentages are mostly higher than 80%, such as Chengjiang, Yenisey, Ob 
and Amur Rivers. Comparing these results to Izett and Fennel (2018b) for the Mississippi and 
Columbia rivers, the POP agrees well very with the retained riverine freshwater ratio from their 
study (30% for Mississippi and 27% for Columbia), but the POP overestimates the cross-shelf 
transport part. 
The flushing time of river tracer remaining on the shelves are calculated with last 
occurred 37% (i.e. 1/𝑒𝑒) of tracer volume ratio to the peak ratio for TOP 20 rivers individually 
(Figure 4.6a) and for rest rivers in each shelf regions (Figure 4.6b). This threshold percentage 
corresponds to the e-folding time scale for exponential decay that is a flushing time scale, as in 
the continuously stirred tank reactor approach described in Monsen et al (2002). In general, the 
Top 20 rivers can be separated into two groups. One group has flushing times higher than or 
similar to their residence times, such as Amazon, Congo, Orinoco, Brahmaputra, Mississippi, 
Parana, Irrawaddy, St. Lawrence, Xingu, Makenzie and Columbia Rivers. Many of these rivers 
discharge onto narrow continental shelves, where their percentages of river water tracer 
remaining on shelves are usually less than 40% (except the St. Lawrence). Most of the pulse 
river tracer in this group are transported across the shelf break, but the remaining tracers are held 
by alongshore transport processes on the shelf. The St. Lawrence is a fjord-type estuary and has 
77% pulse tracer on the shelf at its peak. Its tracers are mixed in a relatively deep shelf ocean and 
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tends to stay for long times on the shelf. Another group of rivers, such as Cahngjiang, Yenisey, 
Lena, Mekong, Tocantins, Ob, Ganges, Amur and Xijiang, commonly have more than 60% of 
pules tracer on remained on shelves at peak times (except Mekong, Tocantins and Ganges). The 
residence time of this group of rivers are usually much higher than their flushing time, because 
the one-year impulse runoff tracer volume is not enough to achieve an equilibrium of tracer 
volume on the broad shelves. The Ganges and Tocantins Rivers discharge on narrow shelves and 
have low remaining pulse tracer on shelf oceans, but they still have shorter flushing time, for the 
reason that their buoyancy plumes are forced to leave shelf by the downstream rivers (Amazon 
and Brahmaputra). The Vietnam shelf is narrow, so the only 36% of Mekong pulse tracer 
remains on shelf. But for the continually released case, the Mekong tracer can flow into semi-
enclosed Gulf of Tokin or the Gulf of Thailand, where the tracer has a long residence time on the 
shallow shelf. In the 3rd river group, flushing times are commonly lower than their residence 
times, except on the Antarctic shelf, where the flushing times are almost tripled from their 
residence times. 
Overall, the freshwater residence times and flushing times are comparable, the median 
residence times are 3 to 5 years for TOP 20 rivers and for the rest rivers, and the median flushing 
time is about 3 years for all rivers. Certainty, some river water enters the open ocean over short 
time intervals (days to weeks), but these calculations indicate much of the river water remains or 
returns to the shelf over multiyear time scales. Notably, these riverine freshwater flushing times 
are several times longer than river plume flushing times implied by Izett and Fennel (2018b) 
based on parameter-space analysis of 100-day high-resolution simulations of idealized river 
plumes.  
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4.3.5 Distributions in the ocean interior 
River waters commonly are tracked while they are still near the coastal ocean surface. As 
it travels offshore, it is mixed with oceanic water, loses its buoyancy and can enter the subsurface 
ocean. The distributions of river tracers from results above show river waters are present at the 
surface of the Nordic Sea, Denmark Strait, and Labrador Sea. North Atlantic Deep Water 
(NADW) forms in these regions and enters the Atlantic Meridional Overturning Circulation 
(AMOC), so the river waters can possibly be carried by the deep-water formations into the ocean 
interior. 
Comparing the long-term river tracer concentrations between the depths of 985 m (Figure 
4.7a) and 2,414 m (Figure 4.7b), indicates the differences in river water pathways. The subpolar 
North Atlantic has the river water tracer accumulated at the depth of 985 m. At intermediate 
depth above the AMOC, the horizontal tracer concentration contours spread slowly and are 
generally parallel to lines of latitude. The river tracer front (the 3% concentration contour) is 
around 30𝑜𝑜𝑁𝑁 in the North Atlantic after 300 model years. At the depth of 2,414m, however, the 
gradients of river tracer concentration changes to primarily longitudinal with higher values along 
the western boundary of Atlantic. The transport rate at this depth is much faster than at the 
intermediate depth. After 300 model years, the river tracer front has extended past the equator, 
reaches Southern Ocean and enters the Antarctic Circumpolar Current. It is different from the 
traditional shorter-term view that river waters are expected to only be near-surface and not 
spread through the ocean interior. The river water ratio relative to other is well preserved in the 
AMOC, which indicates little changes in freshwater composition since leaving the source 
regions of AMOC in the subpolar Atlantic (Figure 4.9c & d). 
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4.3.6 Transit time in the AMOC 
As river water is discharged from different locations along the land-ocean boundaries, its 
fronts will arrive in the specified positions in the ocean at different times. Transit times are 
particularly interesting for the spread of biogeochemical tracers and contaminants entering the 
ocean with river waters. For this analysis, the freshwater transit time is defined by the first 
occurrence of permanently positive tracer concentration higher than 1 × 10−6. Four locations at 
the origins of AMOC and following its path are selected, because it is the fastest way for 
freshwater to enter the lower arms of the global ocean thermohaline circulation. At the surface of 
the Nordic Sea (Figure 4.8a), the precipitation arrives instantaneously in the first month, while 
the river water comes four months later, and sea-ice meltwater is there in about 1.5 years. The 
lag in river and sea-ice melt water arrival times indicates that this position is far from the rivers 
and sea-ice melt but has direct atmospheric input. Precipitation is the dominant freshwater source 
in this region. A clear seasonal cycle is apparent in the precipitation tracer concentration with 
little variabilities in river and sea-ice melt water tracer concentrations. In the Labrador Sea 
(Figure 4.8b), all sources arrive in the first model month, this location is close to the source of all 
freshwater input types. The tracer concentrations from all sources have strong seasonal cycles 
here, while the sea-ice meltwater is the highest freshwater contributor in this region. Both Nordic 
and Labrador seas are the origins of NADW. Interestingly, they are dominated by different 
sources of freshwater.  
To look at the composition of freshwater in the NADW, two locations in the AMOC core 
at a depth of 2,414 m are selected in the North Atlantic at 30𝑜𝑜𝑁𝑁 and South Atlantic at 30𝑜𝑜𝑆𝑆 
(Figure 4.7b). The lag of sea-ice melt water from NADW formation regions to 30𝑜𝑜𝑁𝑁 is about 11 
years (Figure 4.8c). Also the tracers from different sources arrive at 30𝑜𝑜𝑁𝑁 at different times with 
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an interval of about five years. The delay of river and precipitation water is not likely induced by 
the arrival time differences at the origins of NADW formation, as the lags between different 
sources of freshwater is no longer than two years (Figure 4.8a & b). It is also unlikely that 
freshwater from different sources can have different sinking rates, because they are well mixed 
in the upper ocean mixed layer before experiencing deep winter convection. The most likely 
reason for the lags in arrival time of freshwater from different sources is the variations of 
freshwater composition at different NADW formation regions. The precipitation is the major 
source of freshwater in Nordic Sea, while the Labrador Sea is initially dominant by the sea-ice 
melt water. The deep convection in Labrador Sea carries the freshwater with the higher ratio of 
sea-ice melt water and arrives at 30𝑜𝑜𝑁𝑁 before the deep water originating from the Nordic Sea. 
This character of lag between different freshwater sources is preserved and propagates into deep 
South Atlantic Ocean in 30𝑜𝑜𝑆𝑆 (Figure 4.8d), where the front of sea-ice melt water tracers can be 
seen about 23 years after reaching the sea surface in Labrador Sea. In both deep-water locations 
in North and South Atlantic Ocean, little seasonal variations can be found for freshwater from all 
sources. 
The constituents of freshwater at same locations are calculated for the last 30 model years. 
Although the model does not reach the steady state, the ranking of sources in the freshwater 
constituent in these locations is unlikely to be changed. The precipitation remains as the majority 
source of freshwater at surface of Nordic Sea (Figure 4.9a), while the sea-ice melt becomes the 
second-ranked at the surface of Labrador Sea (Figure 4.9b). In the deep Atlantic Ocean, the river 
and sea-ice melt water have almost the same ratio at 30𝑜𝑜𝑁𝑁 and 30𝑜𝑜𝑆𝑆, and the summation of both 
freshwater sources occupies slightly over 25% of total freshwater carried by the AMOC (Figure 
4.9c & d). In all station locations from the surface sources to the core of AMOC, the portion of 
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river water does not change much, and its relative contributions is about 30% higher than its 
global mean influx rate of total freshwater into the ocean, although the precipitation is still the 
dominant source of freshwater in the AMOC. 
4.4 Discussion  
The river, precipitation, and sea-ice melt water tracers collectively track all the freshwater 
sources entering the model and the initial water tracer tracks the water that was in the ocean 
when tracers were initialized. The sinks for all these tracers are evaporation and sea-ice 
formation. Globally, the water sources and sinks would balance each other for a global steady-
state water balance. The POP, however, has a global steady-state salt (not water) balance 
imposed. As a check, the global mean salinity has exceedingly small changes (order 10−6 PSU) 
in one 60-year COREII forcing cycle. The global water sources are slightly larger than the sinks 
(Table 4.2), thus the global total tracer content (the ocean integral of 𝐶𝐶𝑡𝑡𝑜𝑜𝑡𝑡) increases slightly over 
time (Table 4.3). Freshwater tracers are imposed as true mass sources even though the model 
represents the influence of rivers, precipitation, and sea-ice melt as virtual salt fluxes that remove 
salt. The VSF approach affects salinities but does not directly affect the continuity and 
momentum equations. Consequently, even a major river plume (e.g. the Amazon) cannot directly 
displace model ocean waters. This opens the possibility of areas with overlapping tracer 
concentrations where 𝐶𝐶𝑡𝑡𝑜𝑜𝑡𝑡 exceeds one. These areas occur in the model near major rivers and in 
sea-ice melt regions. Similarly, evaporation and sea-ice formation are tracer sinks even though 
the model adds salt through the VSF approach. High evaporation or sea-ice formation areas can 
have 𝐶𝐶𝑡𝑡𝑜𝑜𝑡𝑡  values less than one because there is no continuity or momentum requirement to 
replace water removed from the surface. These mismatches are unavoidable for water tracers in 
models applying the VSF approach. The next generation of global ocean models (e.g. MOM6) 
Page 102 of 131 
 
apply water sources and sinks and should avoid this issue. 
More generally, the interpretation of water tracer fields requires care in long-term model 
solutions. As described in the Methods, even though the river, precipitation, and sea-ice melt 
tracers are freshwater sources, salt can eventually be mixed or diffused into the tracer fields. 
Thus, the tracers cannot be considered purely freshwater tracers in the long-term. Nevertheless, 
the long-term tracer fields continue to track pathways of water originating from rivers, 
precipitation, and sea-ice melt.  
Because of the coarse (nominally 1o) horizontal resolution of the POP model 
configuration, the internal Rossby radii of river plumes are not resolved and consequently the 
buoyancy-driven along-shore transport of riverine freshwater is not well represented in the model. 
As a result, the river water bulges accumulate around the river mouths in the model. For some 
large rivers with high runoff, such as Congo River, the bulges of river water also can extend over 
shelfbreak, and cause underestimation of the actual coastal river water residence time. But there 
is also a counter effect induced by coarse model resolution. Coastal upwelling-favorable winds 
are generally weaker in the POP than in natural conditions partially due to interpolation of 
overland winds with oversea winds (Small et al., 2015). Because upwelling and wind-driven 
cross-shelf delivery of riverine freshwater is weak in the model, the river water may stay in 
coastal ocean longer and the coastal residence time is overestimated. Other effects, such as 
missing shelfbreak front, can also make the model too permissive of shelf-ocean exchange and 
increase the residence times. Overall, it is expected that higher resolution models should be able 
to better represent shelf-ocean exchange and comparing river water residence times among 
models is an important metric for assessing model behavior in coastal waters. 
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4.5 Conclusions 
This study focuses on the distributions and effects of river water in global ocean. Passive 
tracers set to track river water, as well as precipitation and sea-ice melt freshwater, are added in 
the POP component model of CESM for a 300-year simulation.   
Near-surface river tracer concentration is highest outside major river mouths and is high 
throughout the global coastal ocean. Amazon River waters have far reaching open ocean 
influence as it is transported through the Gulf of Mexico and in the North Atlantic midlatitude 
gyre as well as spreading across the tropical Atlantic. Water from other rivers interact with each 
other both locally and remotely and influence much of the coastal ocean as well as some open 
ocean areas. The Arctic Ocean has the highest river tracer concentrations, followed by the North 
Atlantic. River tracer concentrations are generally low in Pacific and Indian ocean (expect in the 
Bay of Bengal). 
River water concentration is compared to tracer concentration of water input from 
precipitation and sea-ice melt. In most areas of the open ocean, river contributions to near-
surface freshwater are much smaller than precipitation and/or sea-ice melt (at high latitudes). 
Nevertheless, there are many regions where the river tracer ratio is higher than the 9% ratio of 
river runoff to all freshwater sources, particularly near river mouths, the global coastal ocean, 
and throughout much of the Arctic and North Atlantic Oceans. Rivers are the dominant 
freshwater source in some regional seas. 
Rivers have strong influences on near-surface salinity stratification. Rivers contribute 
over half the salinity stratification near river mouths. More than 50% of the salinity stratification 
on the Arctic Eurasian continental shelf is associated with rivers. In the open ocean, the Amazon 
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and Congo Rivers respectively are the predominant freshwater influences on salinity 
stratification in the western and eastern boundaries of the tropical North Atlantic. In most other 
open ocean areas, the influence of rivers on salinity stratification are usually below 20%. 
Calculated river water residence times for continental shelves range from 1 to 15 years, 
with the Southern Ocean having the shortest and the Labrador Sea having the longest. Shelf 
residence times increase from the Atlantic, Pacific, Indian, to the Arctic Oceans. Their median 
flushing times are shorter than the residence times. In the open ocean, river waters also are drawn 
into ocean interior driven by NADW formation. The composition of river waters in the AMOC 
are consistent from the source regions to the downstream branches. River waters reach the deep 
North Atlantic Ocean in the AMOC in about two decades and reach the deep South Atlantic 
Ocean with about another two decades.   
Rivers are found to have far-reaching influences in the global ocean. Future work should 
involve linking these tracked river waters to biogeochemical distributions and tracking waters 
through all parts of the hydrologic cycle in a fully coupled Earth system model such as CESM. 
The approach of the current study can be applied to higher resolution models that better represent 
coastal processes and the implications for the fate and transport of river waters can be assessed. 
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Tables and Figures 
 
Table 4.1 Name of TOP 20 rivers (with abbreviations) ranked by their runoff in the POP, and the 
peak percent of tracer remaining on the shelf in the impulse released test case. 
Rank River name On shelf (%) Rank River name On shelf (%) 
1 Amazon (AMZ) 13 11 Tocantins (TNT) 22 
2 Congo (CNG) 21 12 Ob (OBR) 97 
3 Orinoco (ONC) 17 13 Ganges (GNG) 44 
4 Changjiang (CHJ) 83 14 Irrawaddy (IRW) 41 
5 Brahmaputra (BMP) 40 15 St. Lawrence (STL) 77 
6 Mississippi (MSP) 31 16 Amur (AMR) 81 
7 Yenisey (YNS) 89 17 Xingu (XNG) 18 
8 Parana (PRN) 33 18 Mackenzie (MKZ) 37 
9 Lena (LNA) 91 19 Xijiang (XJG) 64 
10 Mekong (MKG) 36 20 Columbia (CLB) 29 
 
Table 4.2 The POP freshwater surface flux budget (Sv or 106 m3/s), averaged of one cycle of 
COREII: 
ROFF (river):                  1.2157 
PREC (rain + snow):     12.4675 
MELT+ (sea-ice melt):   0.5765 
MELT- (sea-ice form):  -0.1830 
EVAP:                          -13.9590 
Total:                              0.1177 
 
 
Table 4.3 The POP freshwater tracer budget (tracer concentration * T-cell volume) in 106km3, 
averaged over last 60 years (241-300 model years): 
River volume:                  8.1  
Precipitation volume:     78.4 
Sea-ice melt volume:   10.1 
Initial ocean volume (after 240 years):  1229.5 
Initial ocean volume (at beginning):  -1325.1 
Total:                              1.0 
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Figure 4.1 Near-surface (at 5 m depth) 30-year averaged (271-300 model year) annual mean 
tracer concentrations (as percentages) for the (a) Amazon River, (b) TOP 2 to 20 rivers, and (c) 
the rest of 2,343 rivers. The gray color shaded areas are below 0.15%. 
(a) 
(b) 
(c) 
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Figure 4.2 Near-surface 30-year averaged annual mean tracer concentrations (as percentages) 
from (a) all rivers, (b) precipitation, and (c) sea-ice melting. The Nordic and Labrador Sea 
locations marked with stars in (a) are used in the surface transit time analysis. 
(a) 
(b) 
(c) 
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Figure 4.3 Near-surface ratio (%) of river tracer concentrations to the combined total tracer 
concentrations from rivers, precipitation and sea-ice melt. 
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Figure 4.4 The percentage (%) of riverine freshwater contribution to salinity stratification in the 
upper 409 m ocean averaged over 271-300 model years, calculated from tracers of all freshwater 
sources. 
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Figure 4.5 Color shaded masks of coastal oceans used in residence and flushing time 
calculations and results shown in Figure 4.6. The indexed shelves are Southern Ocean (SO), 
Pacific Ocean West (POw), Pacific Ocean East (POe), Indian Ocean West (IOw), Indian Ocean 
East (IOe), Atlantic Ocean West (AOw), Atlantic Ocean East (AOe), Arctic Ocean (ArcO), 
Labrador Sea (LS) and Nordic Sea (NS). 
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Figure 4.6 The river residence and flushing times on shelf ocean in (a) the TOP 20 group and (b) 
the remaining rivers. River and shelf abbreviations are given in Table 4.1 and Figure 4.5, 
respectively. 
 
 
 
 
 
 
(a) 
(b) 
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Figure 4.7 Annual mean total river tracer concentrations (as percentages) averaged over 30 years 
(a) above AMOC at depth of 985 m and (b) within the AMOC at depth of 2,414 m. The North 
and South Atlantic locations marked with stars are used in the deep-water transit time analysis. 
 
 
 
 
 
 
 
(a) 
(b) 
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Figure 4.8 Freshwater tracer concentrations at stations in the (a) Nordic Sea (60𝑜𝑜𝑁𝑁, 11𝑜𝑜𝑊𝑊) at 
5m depth, (b) Labrador Sea (61𝑜𝑜𝑁𝑁,  61𝑜𝑜𝑊𝑊) at 5m depth, (c) North Atlantic (30𝑜𝑜𝑁𝑁, 74𝑜𝑜𝑊𝑊) at 
2,414m depth and (d) South Atlantic (30𝑜𝑜𝑆𝑆, 43𝑊𝑊) at 2,414m depth. The location of the stations 
is marked with stars on Figures 2a and 5b. 
 
 
(a) (b) 
(c) (d) 
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Figure 4.9 Composition of the total freshwater (averaged for model years 271-300) at stations in 
the (a) Nordic Sea (60𝑜𝑜𝑁𝑁, 11𝑜𝑜𝑊𝑊) at 5m depth, (b) Labrador Sea (61𝑜𝑜𝑁𝑁,  61𝑜𝑜𝑊𝑊) at 5m depth, (c) 
North Atlantic (30𝑜𝑜𝑁𝑁, 74𝑜𝑜𝑊𝑊) at 2,414m depth and (d) South Atlantic (30𝑜𝑜𝑆𝑆, 43𝑊𝑊) at 2,414m 
depth. The station locations are marked with stars in Figure 4.2a and 4.5b. 
  
(b) (a) 
(c) (d) 
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Chapter 5. Summary 
A happy man is too satisfied with the present to dwell too much on the future. --- Albert Einstein 
 
 
The Estuary Box Model (EBM) adds a physically based parameterization of unresolved 
estuarine mixing processes in the Community Earth System Model (CESM). The EBM results 
successfully represent seasonal outflow salinity variations associated with river discharge 
variability and outflow volume fluxes for the Columbia River test case. The EBM is applied 
globally in the POP for a CESM (sea-ice-ocean-only) run and compared to an otherwise identical 
case without estuary processes and a case with settings typical of prior studies. There is a strong 
sensitivity to the treatment of rivers. Compared to the standard version of CESM, which treats 
runoff as an augmentation to precipitation horizontally spread over large areas, the EBM 
increases sea surface salinity and reduces stratification near river mouths. The EBM also leads to 
significant regional and remote changes in CESM ocean surface salinities. The EBM now is 
included as the default option in CESM version 2.  
In order to assess skill improvements associated with the treatment of rivers in CESM, a 
new climatology (WOD2POP) has been generated from the World Ocean Database (WOD) 
without the large-scale spatial filtering of the World Ocean Atlas (WOA) that is shown to create 
positive salinity biases that grow large near the coasts. The advanced CESM run (with 
horizontally focused and vertically distributed runoff forcing, local reference salinities for 
riverine virtual salt fluxes, and estuarine exchange flow for salinity calculated by the EBM) has 
positive skill in its agreement to the new WOD2POP climatology relative to the standard control 
case (with horizontally spread surface runoff forcing, a global reference salinity for virtual salt 
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fluxes, and no representation of estuarine exchange flow). The skill grows larger towards the 
coast and reflects a 10% reduction in the model mean square error of salinity relative to 
climatology. Close to the river mouths, especially the TOP 20 rivers, the skill scores increase 
tremendously for both upper ocean salinity (about 14% within 500 km) and stratification (30% 
within 300 km). Most of the skill improvement for salinity is associated with horizontally and 
vertically remapping river runoff closer to its natural distribution. The EBM is the major factor in 
the large salinity stratification skill improvement near the TOP 20 river mouths.  
River waters are tracked through the global ocean with passive tracers in the POP model 
of CESM. Near-surface river tracer concentrations are highest outside major river mouths and 
are high throughout the global coastal ocean. Rivers collectively represent only 9% of the 
freshwater inputs to the global ocean, but river waters comprise a greater proportion of the 
freshwater in many near-surface ocean areas, particularly near river mouths, the global coastal 
ocean, and throughout much of the Arctic and North Atlantic Oceans. Rivers have stronger 
contributions to near-surface salinity stratification than precipitation and sea-ice melt near river 
mouths and on the Eurasian Arctic continental shelf. In the open ocean, the Amazon and Congo 
Rivers respectively strongly influence salinity stratification in the western and eastern boundaries 
of the tropical North Atlantic. River water residence times for continental shelves range from 1 
to 15 years, with the Southern Ocean having the shortest and the Labrador Sea having the longest. 
Shelf residence times increase from the Atlantic, Pacific, Indian, to the Arctic Oceans. The 
median flushing times of river on the global shelves is shorter than their residence times. In the 
open ocean, river waters also are drawn into ocean interior driven by NADW formation. River 
waters reach the deep South Atlantic Ocean and the Antarctic Circumpolar Current in the 
Southern Ocean by the end of the 300-year model run.   
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The CESM solutions for near-surface salinity and stratification are highly sensitive to the 
treatment of rivers and the skill has been improved through the EBM and other changes to river 
input methods. Rivers are found to dominant effects in the global coastal ocean and have far-
reaching influences in some areas of the global open ocean. Future work should involve linking 
these tracked river waters to biogeochemical distributions and tracking waters through all parts 
of the hydrologic cycle in a fully coupled Earth system model such as CESM. The approach of 
the current study can be applied to higher-resolution and next-generation models that better 
represent coastal processes and the implications for the fate and transport of river waters can be 
assessed. 
  
Page 119 of 131 
 
Appendix A: Parameterization of tidal pumping for the EBM 
The tidal pumping of salt through the mouth upper-layer (represented as a horizontally 
diffusive flux in subtidal analysis) is derived in this section. Stommel and Farmer (1952) propose 
that the estuarine outflow into the ocean has a jet-like form during ebb tide and the inflow during 
flood is entrained from a semi-circular zone. Thus, much of the water passing into the mouth is 
not the same as the water that left the estuary during the preceding ebb. The net effect over a 
tidal cycle is oceanic water near the estuarine mouth is pumped into the estuary and some 
freshwater is ejected to the coastal ocean (Figure A1). Tidal pumping drives a tidally-averaged 
salt mass (and salinity) flux and PE flux into estuary; it acts as a horizontal diffusive flux in the 
subtidal balances. MacCready (2004) parameterizes the horizontal diffusivity at mouth of the 
estuaries based on the tidal pumping concept. The EBM development also is parameterized by 
following this idea and the flood entrainment region is generalized to a semi-ellipse that 
accommodates both narrow mouths (previously considered) and wider mouths relative to the 
tidal excursion (Figure A1). 
The tidal pumping derivation begins with specifying the jet-like water mass lost during ebb: Mebb = ρUMWLt(H − h) . The water mass gained during flooding is: Mflood = [ρUM(WLt −A) + ρLMA](H − h) , where Lt  is the tidal excursion (specified below) and A  is the non-
overlapping area between the ebb jet and flood inflow zone. For simplicity, it is assumed that the 
oceanic inflow water (from the non-overlapping part of the flood inflow) has the same density as 
the water through the lower layer mouth. Note that the tidal exchange volume WLt(H − h) is the 
same for flood and ebb. The net mass change in one tidal cycle is:ΔM = Mflood − Mebb =at(ρLM − ρUM)WLt(H − h) , with at = A (WLt)⁄ . The coefficient at  is the ratio of the non-
overlapping volume (of oceanic water) to the total ebb/flood exchange volume. This approach 
imitates the MacCready (2004) to parameterize the horizontal diffusivity KHM at estuary mouth 
based on ideas of Stommel and Farmer (1952). MacCready (2007) finds, however, the KHM is 
overestimated comparing to observations, so he gives a reduction factor by ϵ = 0.1 . In the 
current development of the EBM, the a0 is the corresponding free parameter. If the a0 bigger 
than 1, it is reveals that the horizontal diffusivity is larger than using estimation of the tidal 
pumping geometric ratio (at). Therefore, the horizontal diffusivity KHM can be parameterized as: KHM = a0at Lt2Tt  Eqn. A 1 
The tidal excursion (Lt) is defined in terms of the tidal current amplitude (ut) of the linear 
sinusoidal tidal wave with tidal period Tt (Eqn. A2); Lt is the distance water moves out from the 
estuary on ebb. Lt = � utsin(ωt) dtTt2
0
= Tt
π
ut Eqn. A2  
The average volume flux magnitude during either flood or ebb is found by dividing the tidal 
exchange volume by half the tidal period (Eqn. A3). QUt = 2 utπ W(H − h) Eqn. A3 
Vertically and horizontally integrating the horizontal diffusion term in the continuous PE balance 
(Eqn. 2.4), applying the no-diffusive-flux conditions at the head and lower-layer at the mouth, 
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and representing the upper-layer horizontal density gradient as (ρLM − ρUM)/Lt  gives the 
horizontal diffusive power in unit length of crossing estuary direction (Eqn. A4). 
� �
∂
∂x �KH ∂(PE)∂x �dzH0 dx0−L  = 12 KHM ρLM − ρUMLt g(H2 − h2)                                                                 = 12 a0at(ρLM − ρUM) QUt2W g(H + h) Eqn. A4 
An analogous substitution is made for the horizontal diffusive flux in the PE balance (Eqn. 2.7 
and Eqn. 2.13). For completeness, the tidal pumping geometric ratio at  for flood zone, which 
can vary from a semi-ellipse to a semicircle. The product of the semi-major (r1) and semi-minor 
(r2) axes of the semi-ellipse that equals the flood jet area is given by Eqn. A5. r1r2 = 2WLtπ  Eqn. A5 
The solutions for each radius are given by Eqn. A6 and Eqn. A7. r2 = �   Lt                    W > πLt/2�2WLt/π        W ≤ πLt/2 Eqn. A6 r1 = 2WLtπr2  Eqn. A7 
The sector angle θ in all cases is defined in equation (Eqn. A8), where rs (Eqn. A9) is the radius 
along sector angle θ (Figure A1). 
θ = sin−1 � W2rs� Eqn. A8 rs = �LT2 − W24r22 (Lt2 − r22)  Eqn. A9 
For the semi-elliptical (wide-mouth) case (Figure A1b), the at equation (Eqn. A10) involves the 
semi-major axis r2 (Eqn. A6), the sector angle θ (Eqn. A8) and the ellipse radius along the sector 
angle (rs) calculated with equation (Eqn. A9):  at = 1 − 2F + W2 rs ∙ cos(θ)WLt   with  F = Ltr22 �θ + tan−1 � (Lt − r2) ∙ sin(π − 2θ)(Lt + r2) + (Lt − r2) ∙ cos(π − 2θ)�� 
 
Eqn. A10 
For cases where the mouth is relatively narrow and/or tides are strong (Figure A1a), the flood 
zone becomes semicircular (r1 = r2 = rS) and the surface area ratio at is calculated by equation 
(Eqn. A11). 
at = 1 − 2WLtπ ∙ θ + W2 �2WLtπ ∙ cos(θ)WLt  Eqn. A11 
If the overlap area is simplified as a rectangular and the flooding zone half circle, then the KHM 
solution will be same as MacCready (2004) employed.  
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Tables and Figures 
 
 
Figure A1 Schematic representation of tidal pumping effects in EBM upper layer for estuaries 
with (a) a narrow mouth and/or strong tides and (b) a wide mouth and/or weak tides. The yellow 
shade indicates the water released during ebbs and the blue shade shows the oceanic inflow 
water during floods (the green shade indicates the overlap region). The ebb and flood regions 
have the same water volume. The parameters marked with arrows are described in the appendix.  
  
(a) (b) 
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Appendix B: Introduction of primary data quality control in the WOD 
The profiling data are organized into 11 datasets with similar instruments and depth 
resolutions in World Ocean Database 2013 (WOD). There are only 8 datasets which contain both 
salinity and temperature measurements in casts: ocean station data (OSD), conductivity-
temperature-depth data (CTD), profiling floats data (PFL), moored buoy data (MRB), drifting 
buoys data (DRB), undulating ocean recorder data (UOR), surface-only data (SUR) and glider 
data (GLD). The total number of cast profiles and the temporal coverage are listed in the Table 
B1. 
The data used for climatology calculations undergo strict quality control by the IOC. First, 
the data are converted to the standard units of the WOD (PSU for salinity, Celsius for 
temperature, and meters for depth), and the cast location and time also are verified. Then the 
cruise information and a number for identifications are assigned to each cast profile. Duplicated 
cast profiles and duplicated observational depth within casts are identified. The duplicated data 
are either omitted or merged. Finally, the quality control flags for both statistic and stability 
checks are applied either for single observational value (Table B2), or for the entire cast profile 
(Table B3). The primary data quality control benefits from the rigorous data control of the WOD 
itself, and only the data with flag number “0” (accepted data) for both entire profile (Table B3) 
and individual observations (Table B2) are used in the WOD2POP climatology. 
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Tables and Figures 
 
Table B1 Total number of cast profiles and time span for each dataset type of WOD which 
contains both salinity and temperature measurements (Boyer et al., 2013) 
Dataset Number of cast 
 
Time coverage 
Ocean Station Data (OSD) 
Temperature 2,382,296 (1873-2012) 
Salinity 2,382,296 (1873-2012) 
Conductivity-Temperature-Depth (CTD) 
Temperature 847,566 
(1961-2012) 
Salinity 819,675 
Profiling floats data (PFL) All variables 1,020,213 (1994-2012) 
Moored buoy data (MRB) All variables 1,411,762 (1980-2012) 
Drifting buoys data (DRB) All variables 154,900 (1985-2013) 
Undulating ocean recorder data (UOR) 
Temperature 88,170 
(1992-2004) Salinity 86,454 
Surface-only data (SUR)  
Temperature 506,062* 
(1867-2010) 
Salinity 1,958,361* 
Glider data (GLD) All variables 103,798 (2004-2012) 
* For the SUR the number indicates the total number of observations. 
 
Table B2 WOD Flags for individual observation (Boyer et al., 2013) 
Flag Description 
0  accepted value  
1  range outlier (outside of broad range check)  
2  failed inversion check  
3  failed gradient check  
4  observed level “bullseye” flag and zero gradient check  
5  combined gradient and inversion checks  
6  failed range and inversion checks  
7  failed range and gradient checks  
8  failed range and questionable data checks  
9  failed range and combined gradient and inversion checks  
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Table B3 WOD Flags for entire cast profile (Boyer et al., 2013) 
Flag Description 
0  accepted cast  
1  failed annual standard deviation check  
2  two or more density inversions (Levitus, 1982 criteria)  
3  flagged cruise  
4  failed seasonal standard deviation check  
5  failed monthly standard deviation check  
6  failed annual and seasonal standard deviation check  
7  bullseye from standard level data or failed annual and monthly standard deviation check  
8  failed seasonal and monthly standard deviation check  
9  failed annual, seasonal and monthly standard deviation check  
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