ABSTRACT Precise craniotomy localization is essential in neurosurgical procedures, especially during the preoperative planning. The mainstream craniotomy localization method utilizing image-guided neurosurgery system (IGNS) or augmented reality (AR) navigation system require experienced neurosurgeons to point out the lesion margin by probe and draw the craniotomy manually on the patient's head according to cranial anatomy. However, improper manual operation and dither from the AR model will bring in errors about craniotomy localization. In addition, there is no specific standard to evaluate the accuracy of craniotomy. This paper attempts to propose a standardized interactive 3D method using orthogonal transformation to map the lesion onto the scalp model and generate a conformal virtual incision in real time. Considering clinical requirements, the incision can be amended by 3D interaction and margin modification. According to the IGNS and the virtual incision, an actual craniotomy will be located on the patient's head and the movement path of the probe will be recorded and evaluated by an indicator, which is presented as an evaluated standard to measure the error between virtual and actual craniotomies. After the experiment, an incision is drawn on a 3D printing phantom based on the generated virtual one. The results show that the proposed method can generate a lesion-consistent craniotomy according to the size of the lesion and the mapping angle and delineate the incision on the patient's head precisely under the IGNS.
I. INTRODUCTION
Accurate craniotomy localization is recognized as a key for the success of minimally invasive neurosurgery [1] . The knowledge of anatomical location about lesions and the development of the incision localization contribute essentially to reduce mortality and morbidity of neuro-surgery [2] . Precise craniotomy not only reduces patient trauma, but also facilitates postoperative recovery. Meanwhile, localization has brought two issues: (1) where the incision must be planned in the scalp and (2) how to determine the size and shape of incision. Ideally, the neurosurgeon will design an incision that will allow access to all the relevant parts of the anatomy but minimize the extent of brain that is exposed [3] . In fact, only according to Computed Tomography (CT) or Magnetic Resonance (MR) images, it is not convenient for surgeons to precisely determine the shape and position of the incision. The utilization of image-guided neurosurgery system (IGNS) combined with a three-dimension (3D) incision localization is expected to achieve the above goals.
Multiple methods have focused on defining the correct size and position of the skin incision. Frame-based, stereotactic localization was the common technology with the lower rate of neurological deficits and complications in the past. [4] . Due to the inconvenience and the low accuracy, it has gradually given way to frameless IGNS in the late 1980s. IGNS quickly became an essential neurosurgical tool for craniotomy. Thus, some publications exploited frameless IGNS to locate lesion, design surgical route or control lesion resection in neurosurgical routine and mentioned that one of the most valuable applications of frameless IGNS was the localization of the craniotomy [6] . Wagner et al. [7] pointed out that in 40% of cases that had been performed by intraoperative IGNS, the system was only needed to define the size and position of the craniotomy. Mahvash et al. [8] showed that the mean error of the craniotomy localization significantly larger using conventional planning, but image guided surgery can reduce error and prevent oversized craniotomy. Therefore, the frameless IGNS should be popularized for craniotomy localization.
During the cranial procedure, the IGNS is used to accurately visualize the shape and spatial location of lesion in the virtual reconstructed brain, providing a wealth of anatomical information to surgeons for preoperative planning. A prerequisite for the reliable use of IGNS is the registration between the preoperative image obtained from CT or MR images and the intraoperative patient's anatomy. This step is called patient-to-image registration, whose purpose is to find the transformation relationship between the two coordinate systems [9] . When an eligible registration is achieved, the position of a surgical probe with extensive line will be tracked accurately and rendered in the IGNS view. Then, surgeons will use dots to outline the tumor relying on extensive line of probe's tip and connects these to create the contour of the tumor on the patient's head for a custom-tailored skin incision [10] .
At present, a common method for craniotomy localization is based on commercial navigation system with augmented reality (AR). AR allows merging surgical field from the real environment with virtual information and vice versa [11] . Combined with a head-up display (HUD), neurosurgeons could observe virtual lesion through ''3D model views'' or ''silhouette views'' in real surgical view of the microscope and use the probe to draw the skin incision on patient's head [12] , [13] . Unfortunately, the lesion model would dither in the HUD view caused by optical marker mistaken recognition, resulting in the manual errors occur and the incision to be oversize or undersize. Additionally, the lesion silhouette view is superimposed directly into the surgical field but lacks spatial information. Thus, it is difficult to accurately quantify the size and position of the designed incision without specific standard. Moreover, a literature review on AR-based surgical neuronavigators was presented; there are no prospective studies showing a significant difference between AR-aided surgeries versus navigation-guided procedures in terms of morbidity, mortality, and clinical effectiveness [14] . Therefore, this paper attempts to propose an IGNS-based standardize method to address two main issues, namely, (1) determining the size and shape of craniotomy on the scalp relying on the lesion margin with optimization algorithm in real time; (2) delineating the actual incision by the IGNS and providing a probe's tip record method to evaluate the two craniotomy boundaries.
Compared with the mainstream method, our proposed method designs the incision preoperatively and delineates it on the patient's head through IGNS to reduce the effect of manual errors or image dither. It is divided into three parts, including preprocessing, mapping, and delineation. In the preprocessing phase, the scalp and lesion are segmented out from the patient's preoperative CT images (CTs) and reconstructed into a 3D model that stored as a point cloud.
At the mapping step, we use orthogonal transformation to map the boundary of the lesion onto the screen to generate a mask image of lesion margin with same size as the rendering window in virtual space. Then, according to the coordinate transformation between world system and screen system as well as the mask image, the corresponding point cloud on the scalp is extracted and modified to generate a virtual incision for meeting clinical requirements. Meanwhile, the position of the incision is determined based on anatomy information by 3D interaction. At last, under the IGNS, the craniotomy would be delineated on the patient's head using the tracked probe, whose tip would be recorded to construct a new opening in the virtual space. The new craniotomy will compare with the previous one to evaluate its accuracy.
The rest of the paper is organized as follows: Section II introduces the workflow of the proposed craniotomy localization method, including medical image acquisition and processing, the mapping from lesion onto scalp accelerated by octrees, and the assessment about the craniotomy delineation. Section III describes experimental results about the running time and accuracy of our method. Section IV and V discuss the significance of the proposed method and conclude avenues of future work.
II. CRANIOTOMY LOCALIZATION A. MEDICAL IMAGE ACQUISITION AND PROCESSING
To obtain the virtual 3D models, a small brain lesion dataset was built. This dataset included 8 cases with 3101 CTs. All image data were acquired through TOSHIBA Aquilion PRIME performed at the first affiliated hospital of Sun Yat-sen University. The mode we use is helical scan and the thickness of each slice is 0.5mm to meet the needs of the IGNS. Next, we segmented and visualized the 3D scalps and lesions.
Segmentation is significant for identifying region of interest (ROI) in medical images. Before medical 3D reconstruction, the relevant ROI anatomical image was efficiently obtained from the raw CTs by threshold and Fast Marching method [15] . Due to some outliers in the raw image, they were removed with an anisotropic diffusion filter, which can preserve edges while smoothing image [16] . The CT value of the scalp differs from that of other anatomical structures, therefore we used threshold method to extract the scalp. While the lesion is similar to the soft tissue, its boundary is blurred and cannot be obtained by the threshold, thus we considered to use fast marching with pyramid algorithm [17] . At first, original images are downsampled based on pyramid algorithm, and then the fast-marching method is used to segment the lesion on the low-resolution images, which can improve remarkably the speed of segmentation. After obtaining the lesion margin on the low-resolution images, it is regarded as seed points of images which are upsampled to the high-resolution images. The margin was corrected continuously with the fast marching until the resolution is the same as the original images. The segmented results are shown in Fig. 1(a-b) .
Medical image reconstruction is mainly based on 3D data and the workstation must support 3D interaction functions which allow the real-time exploration of 3D data [18] . According to segmented results, we obtained the image data of scalp and lesion. These two-dimensional (2D) images are then processed to obtain a single slice of 3D by merging two 2D image slices using the Marching Cubes algorithm [19] . Thereafter, the 3D model of scalp and lesion can be reconstructed and visualized. Fig. 1(c) shows the result of the reconstruction. By the way, the 3D visualization of scalp must cover at least the whole brain with the help of the rotation function, so that the 3D model of lesion can map flexibly to the scalp.
B. MAPPING FROM THE LESION TO THE SCALP 1) COORDINATE TRANSFORMATION
If the information of brain lesion requires to be transferred onto the scalp model, the transformation of coordinate system between polygonal data and viewing window should be determined first. For convenience, there are five coordinate systems including modeling-coordinate system S m , the world-coordinate system S w , the camera-coordinate system S c , the normalized coordinate system S n and the screen-coordinate system S s , which indicate that how 3D models projected onto the screen by coordinate conversion. Each model is created with its own S m to specify the location of vertexes and then placed in the S w to describe relative position between the models. To explain the rigid transformation between S m and S w , let p c and p w be the coordinates of an arbitrary vertex in S m and S w , respectively and the corresponding equation as follows:
where R mw represents a 3×3 rotation matrix and T mw is a 3×1 translation vector. Models in the S w should be captured by a virtual camera model and projected to the screen. To ensure the accuracy of the projection, the camera model is described as an ideal orthographic camera, as shown in Fig. 2 , with custom extrinsic parameters including a rotation matrix R wc , a translation vector T wc and a cuboid viewing frustum. The origin O c in S c is set at the center of viewpoint, and z c is parallel to the optical axis. x c and y c align with the direction of x s and y s in S s , respectively. Since the result of model rendering depends on the position and orientation of camera, the transformation relationship between S c and S w can be obtained from
According to the extent of viewing frustum, each 3D coordinate point in the S c is converted to the S n by using an orthogonal transfer matrix M norm . Thus, the transformation equation as follows: where M norm is a 4×4 transfer matrix as follow:
Meanwhile, any position p n (x n ,y n ,z n ) in S n would be projected onto the screen orthogonally. Due to the lack of z-axis in 2D screen, the z coordinate values within symmetric viewing frustum are renormalized on the range from 0 to 1.0 for use in the visibility determination procedures. This allows the screen to be referenced as z = 0, and the transformation from the S n to S s is
where M screen is a 4×4 transfer matrix as follow:
According to Eqs. (1) (2) (3) (4) , each vertex of model can be mapped onto the screen so that the screen coordinates and the outline of models can be obtained, and vice versa [20] .
2) LESION MARGIN EXTRACTION AND PROCESSING
The purpose of extracting the lesion margin is to determine the location and extent of incision within the scalp.
Directly utilizing Eqs. (1-4) , the screen coordinates of lesion can be obtained. However, the lesion model is wire-frame, causing the screen coordinates to be discrete, and it is difficult to extract the margin of lesion. As a result of above facts, an approach for extracting lesion margin is presented.
The first step is the pretreatment of coordinates. Only the margin points should be preserved, so the points inside the lesion would be removed to simplify extraction algorithm. The entire coordinates of lesion are divided into a grid whose size is the bounding box of the lesion. Then, the simplification of point set is realized with an 8-neighborhoods traversal operator. When coordinates all exist in 8 neighboring cells of the operator, indicating that points in the center cell are not on the margin, that points would be removed (Fig. 3(a) ). Subsequently, the remaining points are constructed to a series of triangular grids using the Delaunay algorithm [21] . According to these triangular grids, the connection between the vertices would be obtained, and then a fast margin-detection algorithm is adapted to lesion margin extraction. In the process of margin extraction, it is important to compare the angle relationship between the vectors composed of vertices in the triangular grids for detecting lesion margin. We have the following algorithm.
As shown in the Fig. 3(b) , the lesion margin in the screen-coordinate system can be readily derived based on the Margin-Detection algorithm.
In practical clinic application, the size of craniotomy needs to be amended based on the position and size of lesion. Occasionally, if the lesion is small, the incision should be VOLUME 7, 2019 expanded to avoid the instruments get stuck and facilitate lesion resection. As for the large one, a larger opening is generated in general. However, it leads to more exposure of the brain that would increase the complications rate. Therefore, neurosurgeons apply the keyhole concept to design a smaller opening for the large lesion. Looking through a keyhole, one can overlook the interior of the brain with a sector visual field [22] . In additions, too complicated lesion margin is not conducive to surgeons designing the opening. Considering the clinic situation, we designed the following algorithm to smooth and modify the lesion margin for the convenience of surgeons.
In this algorithm, the number of iterations iter will affect the smoothness of margin and the final vector v can be calculated by above algorithm to control the smoothing direction (see Fig. 3(c) ). Besides, the step length s will influence the rate of smoothing. Thus, these parameters need to be set by surgeons according to clinic requirements. Based on the above smoothing algorithm, the lesion margin will be easier for surgeons to operate. Combined the above concept of keyhole, the size of margin can be modified by the ratio a.When the ratio a is greater than 1, the lesion margin will expand, otherwise it shrinks (see Fig. 3(d) ). We can set this parameter to control the size of margin for the incision modification. Next, the processed margin will be used as a mask for lesion mapping.
3) OPTIMIZATION ALGORITHM FOR CRANIOTOMY GENERATION
Calculating the mapping from lesion to screen, directly using the Eqs. (1-4) , is feasible and accurate. Thanks to the large number of points in the scalp model, it is time consuming to compute screen coordinates of model. To extract the relevant points on the virtual skin rapidly. An optimization algorithm called octree decomposition is introduced to divide the scalp model and accelerate the craniotomy generation.
An octree is a hierarchical data structure that represents point cloud stored by the 3D polygonal model information in an eight-way branching tree [23] . The root node of the tree depicts a cubic space called minimum bounding box which includes the whole 3D object. The first level of the octree is composed of eight nodes also known as octants. Their child nodes are formed by halving bounding box along each axis direction, and so are child nodes in the next level. Nodes are classified into three types that are full, empty and partial, depending on the status about occupied by the object [24] . Each partial node is recursively subdivided into eight octants until all its leaf nodes are filled by the object completely or isolated from the object, or the default threshold value is not less than the maximum number of points per octant.
During the mapping calculating phase, the point cloud of scalp is divided iteratively according to the octree algorithm. Every octant contains eight vertices that indicate the size of space occupied by the point cloud. Next, eight vertices of the octant expressed by V = {v i |i = 1, . . . , 8} are mapped onto the screen to acquire the corresponding coordinates (1-4) , According to the mask image, pixels are divided into the inside and outside of the lesion. If a point p w from point cloud is transformed by Eqs. (1-4) and its screen coordinates p s is located within the mask image, the point p w will be preserved. Similarly, if the screen point set U from eight vertices V falls completely inside the lesion, the entire point cloud in the octant will be saved in Fig. 4(a) , otherwise it will be eliminated in Fig. 4(b) . With respect to these octants filled partially by point cloud (partial node) would be subdivided to distinguish the different kinds of child in Fig. 4(c-d) . Whether octants are retained, deleted, or continue to subdivide, can be determined by the relationship between the vertices screen coordinates U and mask image.
After the point cloud of scalp is divided in Fig. 5(a) , we need to distinguish the front and back of the scalp with the lesion as the boundary, because there is no depth information in a 2D mask. By setting a plane as the separated plane that parallel to the view plane and goes through a lesion point farthest from the screen, all octants in front of the separated plane and within the lesion are retained (see Fig. 5(b) ). Eventually, the mapped points from the lesion would be constructed into a surface and the margin of surface would be extracted regarded as the craniotomy on the scalp (Fig. 5(c) ). The craniotomy, at the same time, can be amended by a realtime 3D interaction. Besides, applying the Algorithm 1 and 2, we can obtain a smoothed, expanded or shrinked craniotomy to meet surgical requirements (Fig. 5(d-f) ).
C. CRANIOTOMY DELINEATION
At the delineation step, an IGNS should be established to draw the generated craniotomy onto patient's head by the probe, as well as to evaluate difference between the two of craniotomy outline in virtual space. Current commercial navigation systems lack moving path record and calculation about the probe, thus we set up an IGNS with a record module. According to the module, the position of the probe's tip can be recorded to form a trace when the probe moves along the virtual boundary.
After a good patient-to-image registration is achieved, the probe is tracked and displayed on the screen. The module is Obtain the final vector v = v 1 +v 2 and save it into vector set V 8. end 9. P out = P in + s * V; 10. Compute the mean radius r out of P out ; 11. Compute the ratio a by a = r in / r out and modify P out by a to avoid the size is reduced. 12. end Output: lesion margin point set P out .
started when surgeons point the probe to the patient's head. Subsequently they can draw craniotomy outlines on the scalp VOLUME 7, 2019 while looking at the virtual tip to adjust the probe. When the tip returns to the origin, a virtual closed curve will be formed, and an actual craniotomy will be generated on the scalp. The two curves are consistent; hence, the virtual craniotomy is regarded as a duplicate from the actual one in virtual space and named the drawn craniotomy to distinguish the generated craniotomy. To evaluate the delineation error, a method is proposed for mean distance measurement between the two virtual craniotomies. More specifically, it first samples two outlines to take the point sets of them and let C D = {p i |i = 1, . . . , n} and C G = {q j |j = 1, . . . , m} be the point sets of the drawn craniotomy and generated craniotomy. Secondly, it traverses each point p i in C D to find the closest point q k from C G . Then, the point q k connects q k−1 and q k+1 to draw line segments l k−1,k and l k,k+1 . Thirdly, it selects the minimum distance d i from p i to line segments l k−1,k , and l k,k+1 , which would be built a set of distances D DG = {d i |i = 1, . . . , n}. Similarly, the minimum distance g j between the q j in C G and curve from C D would be collected to build a set D GD = {g j |j = 1, . . . , m}. Finally, the mean distance d mean would be calculated as the standard for delineation error evaluation. The error equation as follow:
III. RESULT
To implement our proposed method, we established an IGNS that consists of an optical tracking system with a tracked probe and a navigation system which includes a workstation and two monitors. The overview of the IGNS is shown in Fig. 6 . The IGNS is manufactured by Aimooe, Inc. (Guangzhou, China). More detail information can be seen at: https://www.aimooe.com. The accuracy of tracking is depended on patient-image space registration accuracy. With respect to probe tip localization, the accuracy of the probe is typically configuration dependent, and the above parameters have been reported in our previous research [25] . A navigation software is integrated in workstation that is Lenovo ThinkStation P410 with an Intel Xeon E5-2620 at a 2.10 GHz CPU and a 16GB RAM, supporting GPU accelerated 3D graphic rendering. Two monitors show navigation interface with anatomy information as well as the position of the tracked probe. Moreover, a 3D printing head phantom with six reflective markers, based on one of 8 actual CTs, is used for simulation of craniotomy delineation in real surgery.
A. EVALUATION OF CRANIOTOMY GENERATING TIME
Since our proposed method was implemented with 3D models of lesion and scalp, we segmented and reconstructed 8 CTs to display the relative position between lesion and skin in virtual space. According to the position of the lesion, surgeons were asked to select different perspectives that based on patient's anatomy for each CTs to locate the best craniotomy. Then we compared the running time between the proposed method and a method calculating all points of the scalp directly by Eqs. (1-4) . Fig. 7 illustrates the results of 3D surface reconstruction and craniotomy boundary about the 8 raw CTs. A surface is formed by extracting the points of scalp which intersect with the mask image generated by the lesion mapping in screen coordinate system. Then the contour of the surface was extracted to construct the cranial opening on the skin. Besides, all lesions were surrounded by boundaries from the selected perspectives. Table 1 shows a summary of running time by two methods with octree and without octree. From the table1, the mean running time is reduced from 11921 to 502 ms, which is equal to about 96% of the mean time saved. The method without octree needs to traverse all points of scalp, so its runtime depends mainly on the number of scalp's points. The more points, it is more time consuming. Although the runtime of proposed method is also affected by the points' number of scalp and lesion, it is generally negligible compared to the method without octree. Therefore, our craniotomy localization method can basically be achieved in real time.
B. ACCURACY OF CRANIOTOMY DELINEATION
In the simulation of craniotomy delineation, we used the tracked probe to delineate an outline on the phantom along the virtual opening boundary under the guidance of the IGNS. Simultaneously, the record module was activated to evaluate the accuracy of craniotomy delineation. Thereafter, the error between two craniotomies was calculated according to Eq. (5).
In the phantom, the lesion model represents a left temporoparietal hematoma. By the position of the lesion, a left temporal craniotomy was generated by our proposed method in virtual space (see Fig. 8(a) ). After patient-to-image registration with good accuracy, as shown in Fig. 8(b) , a closed craniotomy curve was drawn on the phantom. Fig. 8 (c) exhibits two craniotomies, of which the red is the designed one, and the blue is the movement path of the probe. The two craniotomies are perfectly consistent based on the error analysis on YOZ plane (Fig. 8(d) ). In addition, the value of d mean is 0.71mm, which explains it is a proper operation for this case.
Furthermore, we located 4 craniotomies on the virtual model from 4 perspectives and draw them onto head phantom through the same way as depicted in Fig. 8 . Then, the values of d mean in different perspectives were also calculated by Eq. (5). Fig. 9 shows the results of d mean and the shape of two craniotomy boundaries in different cases. The mean distance d mean indicates the error of craniotomy delineation and the main cause of delineation error comes from manual operation. Once the probe is far away from the generated curve by improper operation, the value of d mean will be increased. In Fig. 9 , the coincidence of the two craniotomies is reduced in case 1 to 4, resulting in the value of d mean rises gradually. The results suggest that the mean error goes up rapidly when improper operation in drawing occurs. If the error exceeds the expected value of surgeons, the record module will remind them to redraw the curve. The value of d mean can correctly reflect the concordance in two outlines of craniotomy, thus, it can be regarded as an indicator for evaluation of craniotomy delineation.
IV. DISCUSSION
The craniotomy localization in today's neurosurgical procedure requires experienced surgeons to design the skin incision according to the margin of lesion by the probe, especially in neuro-oncological surgery. Nowadays, to obtain the lesion margin, different AR-aided navigation systems were applied for overlaying the virtual lesion into the real surgical views. The silhouette of lesion can be merged into the HUD view. It is more intuitive for surgeons to observe the shape of lesion and resect the diseased tissue. Unfortunately, the 3D model would be shaken or offset in the AR-aided surgical field by marker mis-recognition, which is inconducive to surgeons designing incisions along the lesion margin. Furthermore, the lesion silhouette is just a 2D image and it is lack of spatial information to help detect whether it matches patient's scalp. Therefore, it is difficult to evaluate the performance about the preoperative incision design and intraoperative craniotomy delineation. To standardize craniotomy localization, our proposed method focuses on two issues, namely, virtual incision generation and actual craniotomy delineation and evaluation.
To generate virtual incision on the scalp model, a conformal mapping from lesion to scalp needs to be created. The reason why the mapping must be conformal is to minimize the damage to patients when the lesion would be completely removed. In general, an intracranial superficial lesion, such as meningioma, glioma and hematoma, require a lesion-consistent craniotomy. However, applying the keyhole concept, a large lesion in the depth (for example of the skull base) needs a smaller incision than a superficial lesion [1] . Thus, the purpose of our proposed method is offering a precise tool for surgeons to design an appropriate incision on actual patient's head without complex AR technology. Through above algorithms, the incision can be amended in different cases to adapt to clinical requirements. The lesion margin can be smoothed, shrinked or expanded and an appropriate craniotomy will be generated on the virtual patient's head to guide the surgeon in preoperative planning.
Additionally, compared with the ''silhouette view'' in AR-aided navigation system, our craniotomy has spatial information and it is composed of 3D points in world coordinate system. Applying the coordinate transformation between patient and image space, these points can be transferred to actual surgical space for providing guidance of craniotomy delineation. Nevertheless, manual incision delineation is still prone to error and intra-operator variability, resulting in large error caused by improper operation. Although the value of d mean can be an indicator for evaluation of accuracy about craniotomy delineation by Eq. (5), the error cannot be controlled by algorithm and should only be controlled by surgeons. If this error exceeds the expected value, surgeons must redraw the boundary. To avoid errors caused by poor manual delineation, an ideal solution that bring in a robotic arm instead of human hands could make manual error under control. Several papers consider the use of robots to remove lesions according to a planned path [26] . Hu et al. [27] adopted a tissue phantom to simulate the robotic brain tumor resection based on the path planning and the results show the RMS error between the actual path and generated is computed as 0.207mm in 3D space. It is more accurate and convenient than manual operation. However, the technology is still experimental in phantom testing and not widely available to clinical trial. Our method provides the actual coordinates of the virtual craniotomy and the coordinate transformation, which can transfer into a series of machine instructions. Then, the robot would execute these instructions to draw the craniotomy without extra manual operation. In the future, an automatic robot system will be set up to be introduced in surgical routine for precise craniotomy localization.
V. CONCLUSION
In this study, a novel interactive 3D craniotomy localization method is proposed to determine the position and size of the craniotomy on patient's head. The proposed method is capable to generate a virtual incision by lesion mapping as a reference during a preoperative planning and to provide an evaluation standard for craniotomy delineation in an ongoing image-guided surgical procedure. Since all coordinates of the craniotomy are obtained quantitatively, its size and position could be evaluated precisely. Moreover, the results of simulation demonstrate that the two outlines of craniotomies have higher concordance when eligible operations are finished. It means that our proposed method could locate a conformal craniotomy boundary and has potential to reduce the exposure of the brain.
We speculate that the standard craniotomy localization workflow has a significant effect in the future of image-guided neurosurgical operations. All data about the craniotomy could be quantified. Thus, it makes the surgical procedure will be more precise and convenient. Our future work will focus on quantifying the craniotomy amendment, researching the application of robots in image-guided neurosurgical craniotomy delineation and applying our proposed craniotomy localization method in clinical study to evaluate its performance.
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