Abstract. In this note, by analyzing the behavior at infinity of the matrix symbol of an invariant operator P with respect to a fixed elliptic operator, we obtain a necessary and sufficient condition to guarantee that P is globally hypoelliptic. We also investigate relations between the global hypoellipticity of P and global subelliptic estimates.
Introduction
The aim of this note is to study the global hypoellipticity of strongly invariant operators defined on a closed smooth manifold M . More precisely, let P : D ′ (M ) → D ′ (M ) be a linear continuous operator that commutes with an elliptic operator E defined on M and assume that the domain of the adjoint operator P * contains C ∞ (M ). The assumption of commutativity introduces on M a Fourier analysis relative to the elliptical operator E and the assumption on the domain of the adjoint operator ensures that the Fourier coefficients of P u are the product of its matrix symbol σ P by the Fourier coefficient of u ∈ C ∞ (M ). For more details, see [7] .
We recall that an operator L is globally hypoelliptic (GH) on M if the conditions u ∈ D ′ (M ) and Lu ∈ C ∞ (M ) imply u ∈ C ∞ (M ). This property has been widely studied on the torus, as we can see in [1] [2] [3] [4] [8] [9] [10] [11] [12] [13] . Now, for some particular types of operators on closed manifods, see [5, 6] .
In [10] , S. Greenfield and N. Wallach present a first study on the global hypoellipticity of differential operators that commute with an elliptic operator on a closed manifold. More recently, in [7] , J. Delgado and M. Ruzhansky have developed a theory on strongly invariant operators by obtaining a precise characterization of the necessary and sufficient conditions to construct a consistent Fourier analysis with respect to an elliptic operator on a closed manifold. In this note we use this characterization and its properties to extend some of the results obtained by Greenfield and Wallach to the context of strongly invariant operators.
First, in Section 2, we introduce the notation and the results necessary for the development of this note. Next, in Section 3, we present a version, for strongly invariant operators, of Greenfield's and Wallach's classical theorem, which relates global hypoellipticity of an operator to the behavior of its symbol at infinity. Finally, in section 4, we study some of the connections between global hypoellipticity and the validity of global subelliptic estimates.
Fourier analysis associated to an elliptic operator
Let N 0 = N ∪ {0}, ·, · be the usual inner product of C d and M be a n-dimensional closed smooth manifold endowed with a positive measure dx. Consider the space L 2 (M ) of square integrable complex-valued functions on M with respect to dx and denote by H s (M ) the standard Sobolev space of order s on M , thus
Following the construction proposed by J. Delgado and M. Ruzhansky (see [7] ), we introduce a discrete Fourier analysis in M that is associated to an elliptic operator. Let E = E(x, D x ) be a fixed classical positive elliptic pseudo-differential operator of order ν ∈ R, then:
1. the eigenvalues of E, counted without multiplicities, form a sequence
2. for each λ j , the eigenspace E λj of E has finite dimension d j , E λj is a subspace of C ∞ (M ) and
3. there is an orthonormal basis {e k j ; 1 k d j and j ∈ N 0 } for L 2 (M ) consisting of smooth eigenfunctions of E such that for each j ∈ N 0 , {e 
4. the Fourier coefficients of f ∈ L 2 (M ), with respect to this orthonormal basis, are given by
We also write
where u(j) = u(j, 1), . . . , u(j, d j ) and e j (x) = e 1 j (x), . . . , e dj j (x) ; 6. smooth functions on M are characterized by
and, by duality, distributions are characterized by
The next results and definitions are a consequence of the results and remarks in Section 4 of [7] (fim).
, then the following conditions are equivalent:
(ii) For each j ∈ N 0 and 1 ≤ k ≤ j, we have P Ee
The matrices σ(ℓ) in (2.5) and in (2.6) coincide. Moreover, if P extends to a linear continuous operator P :
, then the above properties are also equivalent to:
Definition 2.2. If any of the equivalent conditions (i) − (iv) are satisfied, we say that the operator P is invariant with respect to E (or simply E-invariant) and its matrix symbol is the sequence σ P of matrices given by properties (iii) and (iv).
If P extends to a linear continuous operator P :
and satisfies any of the equivalent conditions (i) − (v), we say that P is strongly invariant with respect to E.
Any E-invariant operator P can be written in the following way:
In particular,
Proposition 2.3. Let P be an E-invariant operator with symbol σ P satisfying the following property: there exist C > 0 and m ∈ R such that
Let us denote by Σ the class of all matrix symbols, that is,
Definition 2.4. We say that a symbol σ ∈ Σ has moderate growth if there are N ∈ N and C > 0 such that
If σ ∈ Σ has moderate growth, the order of σ is defined by ord(σ) . = inf{N ∈ R; (2.9) holds}.
When the symbol of an E-invariant operator P has moderate growth, we define the order of P as being the order of its symbol σ P .
In the remainder of this note, we fix on M a classical positive elliptic pseudo-differential operator E = E(x, D x ) of order ν ∈ R. Moreover, whenever we refer to an invariant (or strongly invariant) operator, it shall mean that such invariance occurs with respect to the operator E.
Global hypoellipticity for strongly invariant operators
We claim that the relation (3.1) remains valid for elements of
In order to relate the global hypoellipticity of an operator to the behavior of its symbol at infinity, we introduce the following number.
is globally hypoelliptic if and only if there exist constants L, m and R such that
By hypothesis, for each j ≥ R, we have m(σ P (j)) = 0, that is σ(j) is invertible for any j ≥ R, and we can write
Thus, for j ≥ R,
It follows from 2.3 that u ∈ C ∞ (M ), therefore P is globally hypoelliptic. On the other hand, proceeding by contradiction, we will construct an element
, which will prove that P is not globally hypoelliptic, contradicting the hypothesis.
Suppose that for any L, m, and R, it is possible to find j > R such that
In particular, for L = R = 1 and m = −ν, there is j 1 > 1 such that m(σ P (j 1 )) < (1 + λ j1 ) −1 , thus there exists a j1 ∈ C dj 1 with a j1 = 1 and
−2 , thus there exists a j2 ∈ C dj 2 with a j2 = 1 and
Proceeding by induction, we obtain a sequence {a j k } k∈N , with a j k ∈ C dj k , a j k = 1 and
where
, for all k ∈ N. Now let us prove that P f ∈ C ∞ (M ). Since P is strongly invariant with respect to E we have
By (3.4) we have
Let N ∈ N such that 1 + λ j k ≥ 1, for all k ≥ N . Thus for k N we have
and for k < N we obtain
Thus, by condition 2.3, P f ∈ C ∞ (M ), which finishes the proof.
Definition 3.4. The exponent of hypoellipticity of a globally hypoelliptic operator P , denoted h(P ), is the supreme of all m ∈ R such that the condition (3.3) is satisfied. If P is not globally hypoelliptic, we set h(P ) . = −∞.
Remark 3.5. If P is a globally hypoelliptic invariant operator, then the property (3.3) holds for all m h(P ). In particular, if P has order N , then h(P ) ≤ N.
Global subelliptic estimates
We denote by ker P the kernel of a linear operator P :
, and by (ker P ) H s the kernel of P in H s (M ) which naturally inherits a Hilbert space structure from H s (M ).
Lemma 4.1. Let P be a strongly invariant operator of order d > 0. If ker P ⊂ C ∞ (M ) then the dimension of ker P is finite.
Proof. By Corollary 2.3, P extends to a continuous linear operator from
It follows from the Rellich-Kondrachov Lemma that the inclusion i :
Proposition 4.2. Let P be a strongly invariant operator. Then, for all j ∈ N, there exists C j > 0 such that
Proof. First, note that if f ⊥ (ker P ) H s and f (j) = 0, for some j ∈ N, then
Indeed, suppose that there are j 0 ∈ N and f 0 ⊥ (ker P ) H s such that σ P (j 0 ) f 0 (j 0 ) = 0 and f 0 (j 0 ) = 0. Note that
and, by construction,
This way, f | E λ j 0 ∈ ker P and f, f | E λ j 0 H s = 0, since f ⊥ ker P . So f (j 0 ) = 0, which leads us to a contradiction. Now we prove the proposition. Fixed j ∈ N, suppose by contradiction that there is a sequence of functions f k ⊥ (ker P ) H s such that f k (j) = 0 and
Thus, for h k = 1
we have h k = 0 and
Thus, the sequence {h k } k∈N is limited in H t (M ), for all t ∈ R. From the Rellich-Kondrachov Lemma, we have that {h k } has, for every t ∈ R, a convergent subsequence. In particular, by also denoting {h k } the convergent subsequence, there exists
Since h k ⊥ ker P , for each k ∈ N, we obtain g ⊥ ker P . By continuity of P , we have P h k → P g. By (4.1), we have P h k → 0. Thus, P g = 0 and g ∈ ker P . Therefore, g = 0, which contradicts (4.2). Proposition 4.3. Let P be a strongly invariant operator. If P is globally hypoelliptic, then there is C > 0, such that, for all m < h(P ), we have
Proof. Since P is globally hypoelliptic, by Theorem 3.3 and Definition 3.4, for m < h(P ), there are L > 0 and R ∈ N such that
And by Theorem 4.2, for each j ∈ N, there is C j > 0 such that
The last proposition gives a necessary condition for the global hypoellipticity of strongly invariant operators on M . On the other hand, it is easy to prove that if inequality (4.3) holds for any m > 0 and ker P ⊂ C ∞ (M ), then this condition is also sufficient. Therefore, given its importance, we shall highlight this condition for further reference:
ker P ⊂ C ∞ (M ) and ∃C > 0 such that, if m > 0 and s ∈ R then P f s ≥ C f s+m , for all f ⊥ (ker P ) H s . 
Proof. Sufficiency. Recall that P extends to a continuous linear operator on all Sobolev spaces. Therefore, if f ∈ C ∞ (M ), we can write f = f 1 + f 2 , with f 1 ∈ (ker P ) H s and f 2 ⊥ (ker P ) H s . Thus, P f = P f 2 and f
, by Lema 4.1, the dimension of ker P is finite and all the norms on ker P are equivalent. Therefore, there is K 1 > 0 such that
By (4.4), we have P f 2 s ≥ C f 2 s+m , thus
for some s ∈ R. By (4.5) we have f ∈ H s+m (M ) and replacing s by s + m we get f ∈ H s+2m . By induction we have f ∈
. Now, assume that the inequality (4.4) is not valid, then it is possible to obtain a sequence of functions f j ⊥ (ker P ) H s such that f j s+m = 1, for all j ∈ N and P f j s → 0, as j → ∞.
By the Rellich-Kondrachov Lemma, {f j } has a convergent subsequence
and, by continuity, we have P f j k → P g in H s−d (M ). Since P f j s → 0, we have P f j s−d → 0, therefore P g = 0 and g ∈ ker P . However, f j ⊥ (ker P ) H s and f j → g ∈ H s (M ), hence g ⊥ (ker P ) H s . In this way, we have g ∈ (ker P ) H s ∩ (ker P ) ⊥ s , which implies that g = 0.
On the other hand, by (4.5), 1 = f j s+m ≤ K( f j s + P f j s ). When j → ∞ we have 1 ≤ K g s = 0, which is a contradiction. So the inequality (4.4) is true. Proposition 4.5. Let P be a strongly invariant operator of order d 0 and m > 0. Then (4.5) implies that
Proof. By using the same arguments from the proof of Proposition 4.4, we have ker
, then we can assume that f j ⊥ (ker P ) H s , for all j ∈ N. Indeed, for each f j ∈ C ∞ (M ) we can write f j = f 1j + f 2j , with f 1j ∈ (ker P ) H s and f 2j ⊥ (ker P ) H s . Since ker P ⊂ C ∞ (M ) and f j ∈ C ∞ (M ), we have f 2j ∈ C ∞ (M ) and P f 2j = P f j → g. Let us treat the cases when { f j s } is bounded and when { f j s } is unbounded separately.
First assume that { f j s } is bounded. Since {P f j } is convergent in H s (M ), the sequence { P f j s } is bounded and, by (4.5), we have that { f j s+m } is bounded. Thus, by the Rellich-Kondrachov Lemma, the sequence {f j } has a convergent subsequence in H s (M ), which we continue to denote
, by continuity of P , we have P f j → P h in H s−d (M ). Since P f j → g in H s (M ) and d 0, then s − d < s and we have P h = g.
Finally, by (4.5), h s+m ≤ K( h s + P h s ) = K( h s + g s ). Thus, h ∈ H s+m (M ). By induction we have h ∈ s H s (M ) = C ∞ (M ). Now, assume that { f j s } is unbounded. Then it is possible to obtain a subsequence, which we continue to denote {f j }, such that f j s → ∞.
Since { P f j s } is bounded, because P f j → g in H s (M ), setting f j = f j / f j s we have P f j s = P f j s f j s −→ 0, By 4.5, f j s+m ≤ K( f j s + P f j s ), which implies that { f j s+m } is bounded. Now, by the Rellich-Kondrachov Lemma, this sequence has a convergent subsequence in H s (M ), which we continue to denote by { f j }.
Thus, f j → t ∈ H s (M ) and P t = 0, hence t ∈ ker P .
However, f j ⊥ ker P in H s (M ), thus t ⊥ ker P and t = 0. Moreover
which contradicts the statement of t = 0. Then { f j s } must be bounded, once we take it as perpendicular to ker P . Theorem 4.6. Any strongly invariant operator P , defined on M , satisfying condition (4.6) is globally hypoelliptic.
Proof. Let P be a strongly invariant operator on M and assume that P f = g ∈ C ∞ (M ), with f ∈ D ′ (M ). Since D ′ (M ) = s H s (M ), then f ∈ H s (M ), for some s ∈ R. By density, we obtain a sequence {f j } j in C ∞ (M ) such that f j → f in H s (M ), and therefore P f j → P f = g in H s−d (M ). Thus, by (4.6), there is h ∈ C ∞ (M ) such that P h = g and P (f − h) = P f − P h = g − g = 0, that is, f − h ∈ ker P .
Since ker P ⊂ C ∞ (M ), we have f −h ∈ C ∞ (M ). Thus, f = (f −h)+h ∈ C ∞ (M ) and P is globally hypoelliptic.
