Abstract We consider a complex representation of an arbitrary planar polygon P centered at the origin. Let P
Introduction
Suppose we have an arbitrary planar polygon P with N vertices. Let x = (x k ) ∈ R N and y = (y k ) ∈ R N be the vectors of x and y coordinates that specify the vertices of P, connected in order to form the N -gon.
We consider a simple construction, which starts with one polygon and returns a new polygon whose vertices are the midpoints of the edges of the original one. Thus, we construct a new N -gon P (1) by averaging the vertices of the old N -gon. We show this averaging process in Figure 1 , where we consider a regular pentagon and two steps in the averaging procedure. The original pentagon is blue, the pentagon obtained after one averaging is red, and the pentagon obtained after a second averaging is green. The present study of repeated polygon averaging with normalization was inspired by the paper From Random Polygon to Ellipse: An Eigenanalysis [1, SIAM Review, 2010] , where the authors use matrix eigen-analysis to investigate the limiting behavior of randomly generated planar polygons. In our paper, we take a different, yet completely natural, analytical approach from that of [1] , and use complex representations of planar polygons and a different normalization procedure. We reformulate the same problem of repeated polygon averaging with normalization, as stated in [1] , in terms of iterated, normalized circular convolutions modulo N , thus allowing the tools of Fourier analysis to be used to solve the same problem but in a more straightforward and insightful way, free from any matrix analysis. The main problem is stated in [1, SIAM Review, 2010] as the following Conjecture:
No matter how random the initial polygon, the edges of the repeatedly convolved and normalized polygon eventually 'uncross', and in the limit the vertices appear to arrange themselves around an ellipse ...
The elliptical limiting behavior is valid for a large class of generic planar polygons (e.g. randomly generated ones) but not all planar polygons. We give an example of a special class of star-shaped polygons for which the elliptical limiting behavior does not hold. For this class of polygons, the iterated, normalized circular convolutions result in a rotated and scaled down copy of the original star-shaped polygon with zero centroid. We also took on the challenge that was expressed at the end of [1] to investigate the higher-dimensional case. After some preliminary computer experiments, we understood how to generalize the planar results to the higher-dimensional case, again using Fourier analysis. We hope to complete and publish soon the results in the higherdimensional case.
In [1] , we find only two general references and no discussion about the long history of this problem that appears to have fascinated many mathematicians since the 19th century. In that regard, we attempt to give a somewhat more complete account of the history of this problem and related ones, to the best of our knowledge. The topic of using Fourier representations of polygons, along with circulant matrices to study the smoothing behavior of iterated averaging transformations of planar and nonplanar polygons, mostly without normalization, has a long history and an extensive literature devoted to it, starting from a paper by Darboux written in 1878 [2] , where he solved the problem of polygon averaging without normalization, using a Fourier approach. Jesse Douglas, who won the Fields Medal in 1936 for solving the Plateau problem, studied the geometry of polygons in the complex plane, along with problems of iterated averaging in geometry [3, 4] , as did E. Kasner in the early 1900s (see the references in [3] ). Long after the results by Darboux were forgotten, other researchers rediscovered some of these results. Among them, we mention I. J. Schoenberg in 1950 [5] , J. H. Cadwell in 1953 [6] , E. R. Berlekamp et al. in 1965 [7] , L. Fejes Tóth in 1969 [8, 9] , P. J. Davis in 1977 [10] , R. J. Clarke in 1979 [11] . In particular, in [11] , we find another matrix-based study of sequences of polygons, while [7] considers a form of polygon normalization in the planar case, using a Fourier approach, and concludes with comments on repeated averaging of nonplanar polygons without normalization. Many other researchers worked on related problems connecting Fourier analysis with Euclidean geometry, see [12, 13, 14, 15, 16, 17, 18, 19, 20] , and the references therein. We should mention that in [15] Chang and Davis placed the problem of iterative processes in geometry within the context of circulant matrices, while in [12] P. J. Davis placed the Napoleon-Douglas-Neumann theorem within the same context. Circulant matrices can be understood as the matrix representations of circular convolutions -an idea developed in [20] to give a simple description of circulant polygon transformations and their iterates in the context of Napoleon's and the Petr-Douglas-Neumann theorem.
The midpoint averaging is a linear map, which commutes with affine transformations of the plane. There has been much recent progress in the study of somewhat similar but non-linear construction, which commutes with projective transformations and iterates polygons in the setting of projective (rather than affine) geometry. One of these discrete dynamical systems is the Pentagram Map that has attracted much attention recently. Another is the Projective Heat Map. See R. E. Schwartz's forthcoming research monograph [21] . In the context of multiscale filtering of signals (including digital imaging), introduced by Witkin [22] , polygon normalizations appear in affine invariant evolution processes for smoothing planar curves, derived from an affine geometric heat flow (see [19] and the references therein). In [23] , the author proposes an algorithm of evolution of a point set on the plane, based on the results from [1] , which drives the whole set to a certain regular configuration, and connections to formation control methods are discussed. In [24] , the authors consider a problem of controlling a formation of mobile agents, inspired by the results from [1, 23] .
We believe it is worthwhile to use the modern language of circular convolutions and discrete Fourier analysis to understand more simply and elegantly various classical problems in geometry. One of the aims of this paper is to shed new light on this beautiful, classical subject by using the modern tools of Fourier analysis, and attract the attention of students and researchers in engineering, physics and other applied fields. The latter is also one of the reasons we decided to have a somewhat leisurely presentation style, given the diverse readership of this journal.
The paper has two parts: the first part investigates the classical case of repeated polygon averaging without normalization applied to planar polygons, and introduces in this context the modern machinery of circular convolutions to understand the limiting behavior of the repeated polygon averaging in terms of the discrete uniform probability distribution, being the limit of repeated circular convolutions of a non-trivial, finite, discrete probability distribution with itself. The second part investigates the more difficult case with polygon normalizations, using again the language of circular convolutions. We show that if the normalized convolution is repeated sufficiently many times, then the vertices of the limiting polygon lie on an ellipse, specified by the principal components of the discrete Fourier transform of the original polygon. We derive a complete and compact analytical description of the limiting elliptical form using the tools of discrete Fourier analysis.
Alongside the analytical investigations, we carry out some computer experiments using the free and open-source software R [25] to generate regular and random planar polygons for our computer explorations and visualizations. For more details on using R for simulation and visualization insights, we refer the interested reader to [26] . We were tempted to shorten the length of the paper by skipping various details and not including many visualizations. However, our goal was to increase the pedagogical value of the article by providing all details and beginning with a short visual gallery of polygon smoothing.
A Visual Gallery of Polygon Smoothing
In this short section, we show three visualizations of repeated averaging with normalization applied to random and star-shaped planar polygons. Figure 2 , we generate a random polygon in blue, centered at the origin, and visualize 20 mid-point polygon averagings, with normalization, colored in gray. We also plot the ordered vertices of the final polygon in red. Even at this stage we can see how the averaged polygons get gradually untangled and the elliptic shape of the limiting polygon starts taking form. Example 2 In Figure 3 , we generate a random polygon centered at the origin and plot in blue the vertices of the limiting polygon after 100 mid-point polygon averagings with normalization. In addition to the mid-point averaging process, which is the main interest of our study, we show an example of an arbitrarily weighted averaging, where we take a weight vector to be defined as p = (p 0 , 1 − p 0 ) with p 0 > 0. Figure 4 , we plot a 3rd order, star-shaped 11-gon in blue. We then perform 30 steps from the normalized averaging process by plotting the resulting vertices in gray, using the weights p 0 = 0.98 and p 1 = 0.02. The vertices of the final polygon, after 30 polygon averagings with normalizations, are plotted in red. 
Example 1 In

Example 3 In
Here, x k = z k and y k = z k represent the real coordinates of the k-th vertex P k in the plane.
We use the following notation for the vectors of real vertex coordinates: x = (x k ) and y = (y k ) in R N . We index the vertices, starting from 0 index, that is, we let k = 0, 1, . . . , N − 1. The closed, planar polygon P is formed by successively joining the vertices in order, and also by joining the last vertex z N −1 with the first one z 0 :
The natural periodicity of the vertices of the closed N -gon allows us to extend the finite vector of complex numbers z = (z k )
Definition 2 We extend the finite complex representation
Remark 1 Given this periodicity, we always compute the indices mod N . This is the reason we take the indices from 0 to N − 1, rather than 1 to N .
A Circular Convolution of Planar Polygons
Let P be a closed, planar N -gon with a complex representation given by z = (z k ). We define a weighted averaging of the polygon as follows.
Definition 3 (Weighted Averaging) Let P (1) be the closed N -gon derived from P by an averaging procedure, specified by the weight vector p = (p 0 , p 1 ) such that p 0 + p 1 = 1 and p 0 > 0, p 1 > 0. We define the weighted averaging of the polygon in terms of the complex representation z (1) of P (1) , given by:
Remark 2 In Definition 3, the first component of z (1) represents the averaging of the last and first polygon vertices. The natural periodicity in this N -gon averaging process hints at the idea of using circular convolution modulo N , as a natural framework for this kind of periodic averaging.
, and consider both sequences as N -periodic. The circular convolution of the vector z = (z k ) with the vector p = (p k ), denoted by p z, is a vector of size N , whose jth component, for j = 0, . . . , N − 1, is given by:
where the indices (j − k) are taken mod N , so that z −1 = z N −1 etc.
Remark 3
In this paper, we assume that all symbols in bold represent vectors of size N , unless otherwise stated, and whether real or complex should be clear from the context.
The proof of Lemma 1 follows at once from Definition 4:
, and the polygon z gives the polygon weighted averaging, as given in Definition 3:
Averaging and Normalization Procedure
We construct a new planar N -gon P (1) by averaging the vertices of the original N -gon. According to Lemma 1, we can identify this averaging process with a particular case of a circular convolution mod N using a weight vector p = (1/2, 1/2, 0, . . . , 0) ∈ R N . We are interested in an iterative polygon procedure that involves a coupled polygon vertex averaging and normalization. After each averaging step, we want to normalize the resulting polygon. One approach would be to normalize the real coordinate vectors x (1) and y (1) that result from the averaging step, so that they have a unit 2-norm. However, given that we use a complex representation for the planar polygons, we normalize the complex vector z (1) → z (1) /||z (1) || instead, using the complex 2-norm. We repeat this averaging and normalization process with the goal of understanding analytically the resulting limiting behavior.
A Short Review of Discrete Fourier Analysis
We include this short, reference section for completeness, and to avoid confusion that could result from using different normalizations for the discrete Fourier transform, given the diverse readership of this journal, and the fact that people in mathematics, physics and engineering often use slightly different definitions in the context of Fourier analysis. We provide some details about the DFT F, the inverse Fourier transform F −1 , the Convolution theorem and Parseval's relation. For the proofs of all theorems in this section, and for more details on discrete Fourier analysis, we refer the reader to [27, 28] .
Remark 4 Note that all vectors in this section are considered N -periodic.
The Discrete Fourier Transform and its Inverse
The kth component Z k of Z is given by:
The DFT is invertible.
Theorem 1 (Inverse Fourier Transform)
We get back the original vector z = (z j ) by applying the inverse discrete Fourier transform
is exactly equal to z j :
The Convolution Theorem
Theorem 2 (The Convolution Theorem) Let Z = (Z k ) be the DFT of z = (z k ) and W = (W k ) be the DFT of w = (w k ). We then have the following:
where the symbol • stands for element-wise vector multiplication. We can express (7) component-wise:
6.3 Parseval's Relation
We then have the following equality:
Alternatively, we can express (3) using the complex 2-norm:
7 Iterated Circular Convolution of Generic Planar Polygons Without Normalization
In this section, we present a novel approach to the classical case of repeated polygon averaging without normalization. Our approach uses the modern language of circular convolutions to understand the limiting behavior of the iterated polygon averaging in terms of the discrete uniform probability distribution, being the limit of the repeated circular convolution of any non-trivial weight vector with itself.
p is different from a discrete delta. We can interpret the non-negative weights as probabilities, and the vector p as a non-trivial, discrete, finite probability distribution.
Definition 7 For a given planar polygon z, we define the centroid or center of mass, denoted by z , to be the planar point given by the arithmetic mean:
In this study, we are mostly interested in the specific weight vector p = (p 0 , p 1 , 0, . . . , 0) ∈ R N , with p 0 + p 1 = 1 and p 0 , p 1 > 0, as implied by Def. 6.
Lemma 2 Let p = (p 0 , p 1 , 0, . . . , 0) ∈ R N be a non-trivial weight vector. The circular convolution mod N of the polygon z with the weight vector p preserves the centroid of the polygon:
Proof The proof follows from Lemma 1, since:
where the second equality is obtained after grouping terms involving the same z-components and using that p 0 + p 1 = 1.
Remark 5 Lemma 2 can be generalized for any non-trivial, i.e. different from the discrete delta, weight vector, as given by Definition 6.
Example 4 In Figure 5 , a random planar 12-gon is shown after 10, 20 and 50 iterations of circular convolution mod 12, along with the center of mass z (the point in red), which remains fixed under circular convolution. The generalization of Lemma 2 for an arbitrary, non-trivial weight vector implies the following:
The centroid of any planar polygon z is fixed under repeated circular convolution with any non-trivial weight vector p:
One of the key results in this section is the following:
Theorem 4 (Central Limit for Circular Convolution) In the limit of repeated circular convolutions mod N of any non-trivial weight vector p with itself, we get the discrete uniform probability distribution:
Remark 6 Theorem 4 can be interpreted as a form of the Central Limit Theorem (CLT) for repeated circular convolutions of finite discrete probability distributions, represented by the weight vector p. The classical CLT for repeated linear convolutions of finite, discrete probability distributions, leads to a Gaussian shape in the limit.
Proof According to the Convolution Theorem 2, we have the following:
where P = F[p] ∈ C N is the DFT of the weight vector p = (p j ). According to (5) , the kth component is given by:
where p j ≥ 0 and
For k = 0, we have:
Thus, we have the following limit:
Using the continuity of the DFT we have the following:
The component-wise limits imply the following vector identity:
where F −1 is the inverse DFT, and according to (1), we have:
Example 5 In the left panel of Figure 6 , we plot a random probability mass function (pmf) p ∈ R 4 ( p k = 1). In the middle panel, we apply 5 circular convolutions to this pmf with itself. Even after 5 convolutions, the limiting distribution appears very close to the discrete uniform distribution (1/4, . . . , 1/4). In the right panel, we apply 5 linear convolutions to the same pmf with itself, and the Gaussian curve starts taking shape.
The next theorem is a modern version of a classical result, first proved by Darboux in 1878 [2] , using the language of circular convolutions and the novel observation made in Theorem 4. Theorem 5 In the limit of repeated circular convolutions mod N of a generic planar N -gon z, with any non-trivial weight vector p ∈ R N , the polygon collapses to its centroid z . More precisely, we have the following vector-valued limit (computed component-wise) for the sequence of convolved N -gons:
Proof According to Theorem 4, we just need to show that circular convolution with the discrete uniform probability distribution results in a vector of N copies of the centroid of z:
Verifying this identity is a simple application of Definition 4, and we leave it as an exercise for the reader.
Iterated Normalized Circular Convolutions
In this section, we consider iterated, normalized circular convolutions of a generic, planar N -gon z with a weight vector p = (1/2, 1/2, 0, . . . , 0) ∈ R N . We start with a generic, e.g. randomly generated, planar polygon z centered at the origin, that is, having a zero centroid z = 0. Each iteration step, in the algorithm of iterated, normalized circular convolutions, consists of two procedures:
1. Perform a circular convolution of z with the weight vector p to obtain the averaged polygon w (1) .
Normalize the resulting polygon w
(1) into z (1) to have a unit 2-norm.
Remark 7 According to Lemma 2, the centroid of the convolved polygon is fixed under circular convolution with a weight vector, thus all convolved polygons remain centered at the origin.
The next iteration step repeats procedures 1. and 2. above. More precisely, we have the following sequence of transformations:
Iteration
Step 1:
Iteration
Step 2:
where the second equality in Iteration Step 2 follows by linearity of convolution:
The nth step in this iteration procedure gives:
Step n:
Remark 8 The linearity of convolution implies that the iterated sequence of alternating convolution and normalization for finite sequences is equivalent to convolving without normalizing at each step, but rather normalizing at the final step only. In that regard, the n-fold convolution before the final normalization is w (n) = n p z. For the final, normalized polygon ||z (n) || = 1, z (n) = 0. The algorithm of iterated, normalized circular convolutions gives a sequence of polygons z, z (1) ,z (2) ,. . .,z (n) , whose limiting behavior we now investigate.
First, we want to investigate the structure of the n-fold circular convolution of the original polygon, without normalization.
Definition 8 Let w
(n) = n p z be the nth fold circular convolution without normalization. The nth fold normalized polygon is then z (n) = w (n) /||w (n) ||.
k ) be the DFT of w (n) , and Z = (Z k ) be the DFT of the initial, generic polygon z. For each k = 0, 1, . . . , N − 1, we have:
Proof The Convolution Theorem (2) implies:
where the • operator is the element-wise multiplication of vectors. We can write this vector equation component-wise:
where
Applying the Convolution Theorem 2 again, gives:
where • n represents an element-wise multiplication applied n times. This vector equation, written component-wise, is equivalent to:
The kth component of the DFT of p = (0.5, 0.5, 0, . . . , 0), is given by:
where we used that cos(πk/N ) = 1 2 (e iπk/N + e −iπk/N ). Using (30), (32) and (33), we complete the proof:
Theorem 7 The kth component of the DFT
k ) of the normalized sequence of convolved planar polygons z (n) is given by:
where in the second equality we used the linearity of the DFT. Parseval's relation (3), gives us a link between the 2-norms of a vector and its DFT:
From (37) and (36) we have the following:
We can express this vector equation element-wise:
where the complex 2-norm is given by:
In the second equality above, we shifted the starting index from k = 0 to k = 1 since the centroid is fixed at the origin under circular convolutions, which implies that W (n) 0 = 0 for each iteration n. From (30), (39) and (40), the kth component (k = 0, 1, . . . , N −1) of the DFT of the normalized polygon after n circular convolutions is given by the expression:
Remark 9 Since the original polygon has a zero centroid, we have that Z 0 = 0, hence Z (n) 0 = 0 for each iteration n.
Theorem 8 (DFT of Normalized, n-fold Convolved N -gon) The DFT of the normalized N -gon after n circular convolutions mod N of the weight vector p with the original N -gon z is given by:
where M n is defined in (54), and α is defined in (48).
Proof The DFT of the normalized polygon after n circular convolutions has the following general structure:
where each component Z 
The components Z (n) 1
and Z
(n)
N −1 of the DFT Z (n) dominate the other components, which tend to 0 very fast as the number of convolutions n gets large. To see this, we look into the structure of the components:
where we used that cos(π/N ) > 0 for N ≥ 3, and all remaining terms in the denominator for k = {1, N − 1} are of order O(α 2n ) as lim n→∞ α 2n = 0 for |α| < 1, and α is defined to be:
Similarly, we have:
On the other hand, the k = 2 component has the following structure:
More generally, all higher harmonics in the DFT of Z (n) have similar structure for k = 2, 3, . . . , N − 2:
We make the following definitions:
where lim n→∞ M n = M , and we have the following vector representation of the DFT of the normalized polygon after n circular convolutions:
Next, we prove one of the main results of this study, valid for a large class of generic, planar polygons (but not all polygons).
Theorem 9
Repeatedly applying a normalized, circular convolution to a random planar N -gon with zero centroid, results in a limiting polygon inscribed in the ellipse z(t) given by the complex representation:
, and M = |Z 1 | 2 + |Z N −1 | 2 . As before, (Z 1 , Z N −1 ) is the principal harmonic pair in the DFT of the original polygon z. The limiting ellipse (56) is inclined at an angle (Arg(Z 1 ) + Arg(Z N −1 ))/2 relative to the positive real axis. The lengths a and b of the major and minor semi-axis, and the foci distance c from the origin, are given by:
Proof We apply the inverse DFT to Z (n) , using Theorem 1, to get back to the polygon z (n) , obtained after n circular convolutions with normalization, whose kth vertex is given by:
where we used that Z
Mn . We can rewrite (61) in the following form:
where we make the following definitions:
Thus, all vertices of the polygon z (n) = (z (n) k ), obtained after n circular convolutions, lie on the curve given by the complex equation:
where the polygon vertices z
As a function of the number of convolutions n, (62) results in at most 2N different limiting forms, thanks to the phase factors e ∓iπn/N . Thus, z n (t) is periodic in n with period 2N . After a large number n of convolutions, the error term O(α n ) is negligible and the continuous limiting form is given by the curve:
, and a 2 =
. Note that the phase factors e ∓iπn/N are absorbed by e ±i2πk/N . The curve z(t) in (65) is actually an ellipse given in a complex form. Essentially, the ellipse is built by the vector sum of the rotated planar vectors a 1 and a 2 , given as complex numbers, where the phase factor e i2πt rotates a 1 counter-clockwise, and e −i2πt rotates a 2 clock-wise, and as t increases from 0 to 1, the resulting vector sum describes a complete ellipse. The parameters of the ellipse are given in terms of the complex numbers a 1 and a 2 . Let a 1 and a 2 be given in their polar form:
For t 1 = (θ 2 − θ 1 )/4π the vectors a 1 and a 2 get both rotated onto the line passing through 0 that makes an angle of (θ 1 + θ 2 )/2 with the positive x-axis, and the two vectors, being in phase, point in the same direction:
Thus, a = |a 1 | + |a 2 | is the maximum modulus of z(t), and it is therefore the length of the major semi-axis of the ellipse, which forms an angle φ = (θ 1 +θ 2 )/2 with the positive real axis.
and the two vectors now point in opposite directions and lie on the minor axis, perpendicular to the major axis (since their arguments differ by π/2). Thus, b = ||a 1 | − |a 2 || is the length of the minor semi-axis of the ellipse. The foci lie on the major axis at a distance c from the center of the ellipse. This ellipse is centered at zero since the center is the intersection of the major and minor axes, and they intersect at 0. Since c 2 = a 2 − b 2 = 4|a 1 a 2 |, we have c = 2 |a 1 a 2 |. Thus, for the limiting ellipse, we get the expressions for the lengths a and b of the major and minor semi-axis, as well as the foci distance c, as given in (57), (58) and (59).
Remark 10
If it happens for |Z 1 | and |Z N −1 | that either one or the other (but not both) is zero, then z(t) is a circle centered at zero of radius 1/ √ N . We have a proper ellipse if |Z 1 | = |Z N −1 | and none of the moduli is zero. If |Z 1 | = |Z N −1 |, the minor axis collapses and as a result the ellipse degenerates to the major axis. If |Z 1 | = |Z N −1 | = 0, then the higher harmonic pair Z 2 and Z N −2 become the dominant terms in the limiting form, which can be analyzed in a similar way. Figure 7 , we plot the ellipse for a random choice of the vectors a 1 and a 2 controlling its complex representation, as given by (56). a 1 a 2 Fig. 7 The ellipse based on its complex representation, for a random choice of a 1 and a 2 .
Example 6 In
Example 7 In Figure 8 , we generate a random polygon with N = 15 vertices, with zero centroid. We then perform n = 100 normalized circular convolutions on this polygon using the mid-point averaging weight vector p. The resulting 100-fold convolved and normalized polygon is represented by the blue dots. The smaller red dots are computed by the analytical expression that we derived in (62), and the limiting elliptical form z(t), given by (56), is also plotted in red. 
Repeated Circular Convolutions of Star-Shaped Polygons
The elliptical limiting behavior is valid for a large class of generic planar polygons (e.g. randomly generated ones) but not all planar polygons. We now give an example of a special class of star-shaped polygons for which the elliptical limiting behavior does not hold. For this class of polygons, the iterated, normalized circular convolutions result in a rotated and scaled down copy of the original star-shaped polygon.
Definition 9
We define the regular, mth order, star-shaped polygon with N vertices, to be given by its complex representation z = (z k ):
where N/2 stands for the integer part, and k = 0, 1, . . . , N − 1.
Theorem 10
The polygon z (n) , resulting from n circular convolutions with normalization of the regular, mth order, star-shaped N -gon z is given by:
be the DFT of the initial polygon z. Componentwise, we have:
where δ j,m is the Kronecker delta. Let W (n) = (W (n) k ) be the DFT of the polygon obtained after n circular convolutions, without any normalization, that is W (n) = F[ n p z]. Component-wise, by the Convolution theorem:
Let z (n) = n p z || n p z|| be the complex representation of the normalized polygon after n circular convolutions; its DFT Z (n) = (Z (n) k ) is given by:
where the second equality follows from Parseval's relation between the complex 2-norms of a vector and its DFT. From (72) we can compute the 2-norm:
Thus, from (72), (73) and (75), we have the following result for the DFT of the normalized star-shaped polygon after n circular convolutions:
where m < N/2 so that the denominator does not vanish. Thus, all components of the DFT Z (n) are zero, except for the mth component:
√ N e −iπmn/N since the cosine ratio becomes one for m < N/2. We get back to the polygon representation z (n) resulting from n normalized circular convolutions, by applying the inverse DFT:
where z k is the kth vertex of the original polygon z = (z k ).
Example 8 In Figure 9 , we plot the initial 3rd order, star-shaped 10-gon in blue, and the resulting polygon after 5 normalized, circular convolutions in red. We also plot with blue points the final 5-fold convolved and normalized polygon, coded according to the analytical expression obtained for z (n) in (70), which represents a rotation and scaling of the original star-shaped polygon.
Concluding Remarks
This study investigates an averaging problem of planar polygons in terms of repeated circular convolutions with and without normalization. We apply the powerful machinery of discrete Fourier transforms and circular convolutions to analyze the limiting behavior of the sequence of convolved and normalized polygons. This Fourier approach allows for a complete and insightful understanding of the limiting forms for a large class of polygons. In particular, we investigate generic, e.g. randomly generated planar polygons, as well as star-shaped polygons. In the case of random polygons, the key insight from this approach is the observation that the repeated application of circular convolution with normalization removes the higher harmonic pairs in the Fourier transform of the original polygon, and after sufficiently many convolutions, the scaled down principal harmonic pair dominates the Fourier transform of the repeatedly convolved and normalized polygon, thereby controlling the limiting elliptical shape. However, in the case of star-shaped polygons, the iterated, normalized circular convolutions result in a simple rotation and scaling of the original polygon, and the elliptical limiting behavior is not valid anymore.
In addition to planar polygons, we have been investigating the iterated normalized circular convolutions of higher dimensional, random polygons. We hope to complete and publish the higher-dimensional results soon. The problems we consider in this study have connections to a number of important mathematical tools and this opens up a rich area for investigations from a pedagogical perspective as well. The machinery being used includes circular convolutions, discrete Fourier transforms and their inverses, the Convolution theorem, Parseval's relation, a complex representation of an ellipse, and basic notions from linear algebra.
The mid-point averaging map is a linear transformaton that is closely related to the heat equation: the vertex coordinates of the new polygon are averages of the vertex coordinates of the original one. In that context, we recently discovered another potentially useful application of repeated polygon averaging to mathematical finance, more specifically, the pricing of financial derivatives, and we hope to complete and publish these results soon. There are various applications of polygon smoothing in the context of multiscale filtering of signals, including digital imaging and computer graphics. Polygon smoothing, with normalizations, appears in affine invariant evolution processes for smoothing planar curves, derived from an affine geometric heat flow. An interesting future project would be to investigate the limiting polygon forms resulting from iterated, normalized circular convolutions, using the discrete, fractional Fourier transform.
As one of the goals of this paper is to shed new light on this beautiful subject, we hope that it will attract the attention of students and researchers in engineering, physics and other applied fields.
