Classical regression analysis is usually performed in two steps. In a first step an appropriate model is identified to describe the data-generating process and in a second step statistical inference is performed in the identified model. In this paper we investigate a sequential and a non-sequential design strategy, which take into account these different goals of the analysis for a class of nested models. It is demonstrated that non-sequential designs usually identify the 'correct' model with a higher probability than sequential methods. Although non-sequential designs can never be guaranteed to achieve the best possible efficiency in the 'correct' model, it is demonstrated by means of a simulation study that for realistic sample sizes the efficiencies of the non-sequential designs for the estimation of the parameters in the 'correct' model are at least as high as the corresponding efficiencies of the sequential methods.
I
Optimal design theory usually assumes precise knowledge of the underlying model of the data-generating process; see for example Silvey (1980) . However, in many applications such knowledge is not available and the analysis of the data is usually performed in two steps. The data are first used to identify an appropriate model from a given class of competing models and the second step consists of statistical analysis in the identified model, such as parameter estimation or prediction. An optimal design for one task may be highly inefficient for the other. Consider for example the regression model Y= f (X)+e,
where e has a standard normal distribution. The real-valued function f is assumed to belong to a given class of linear nested models,
say, where
are the competing nested models, 1∏l 1 <l 2 <. . .<l k , and f 1 , . . . , f l k are given regression functions. Typically, discrimination between these models is performed by a sequence of tests for the hypotheses H 0j : f=g j−1 versus H 1j : f=g j , while the inference in the identified model is usually done by classical methods for linear regression (Seber, 1977) . In the literature there are essentially two strategies for determining efficient designs for the different objectives of discrimination and inference. Numerous authors combine all aspects of interest in one design criterion; see for example Atkinson & Cox (1974) , Läuter (1974) , Dette (1990 Dette ( , 1994 Dette ( , 1995 , Spruill (1990) and Pukelsheim & Rosenberger (1993) . The resulting optimality criteria are called compound or composite optimality criteria and the corresponding design is non-sequential in the sense that all observations are taken at one stage. The second approach is based on sequential methods; see for example Andrews (1971) , Montepiedra & Yeh (1998) and Biswas & Chaudhuri (2002) . Analysis based on data from a sequential design is usually very difficult (Silvey, 1980) , because a sequential design yields dependencies in the data and classical estimation and distribution theory is not directly applicable. In Biswas & Chaudhuri's (2002) sequential strategy the corresponding tests used in the discrimination step maintain their preassigned levels and the sequential design is able to identify the correct model with a probability converging to one if the sample size tends to infinity. Moreover, the sequential design converges to the optimal design corresponding to the 'true' model. The purpose of the present paper is to compare these designs with the non-sequential discrimination designs and model-robust designs based on compound optimality criteria. In contrast to the work of Biswas & Chaudhuri (2002) , who discussed the performance of sequential designs from an asymptotic point of view, we concentrate on the finite sample properties of sequential and non-sequential designs. In § 2 we will briefly review the two concepts. In § 3 we investigate the rate of misspecifications and the efficiencies of the different designs in the identified model. For illustration we consider univariate cubic polynomials and quadratic models with two factors in a simulation study. It is demonstrated that non-sequential procedures usually yield substantially smaller rates of misspecification compared to the sequential procedures. Additionally, in the examples considered in our study the efficiencies of the non-sequential designs for estimating the parameters in the identified model are not substantially worse than the corresponding efficiencies of the sequential designs; in many cases they are even better. We also give some theoretical remarks which explain that the empirical results are representative of a broad class of models and designs. Our results demonstrate that in general non-sequential designs should usually be preferred in this context.
T    
2·1. Non-sequential discrimination and model-robust designs The strategy of combining two or more aspects in one optimality criterion was first considered by Läuter (1974) ; see also Dette (1990) and Pukelsheim & Rosenberger (1993) , for example. Most authors use optimality criteria based on determinants and we will Designs for discrimination between models restrict our investigation to this type of criterion. Let X j µRn×l j denote the design matrix in the model g j defined in (1·3) based on a sample of n observations ( j=1, . . . , k). Noting that the jth model contains l j unknown parameters, Läuter (1974) proposed to choose the design points such that the geometric mean
is maximal, where |A| denotes the determinant of the matrix A. Here the quantities l j are nonnegative weights with sum 1 reflecting the experimeter's prior belief about the adequacy of the jth model. We call a design maximising the function in (2·1) an optimal modelrobust design for the models g 1 , . . . , g k , with respect to the prior l=(l 1 , . . . , l k ). In the case of univariate and multivariate polynomial models, optimal model-robust approximate designs, in other words probability measures with finite support on the design space, have been determined by Dette (1990) and Dette & Rö der (1995) , respectively.
For model discrimination a different optimality criterion is appropriate. Note that efficient discrimination between the models g j−1 and g j requires precise estimation of the 'highest' coefficients b j,l j−1 +1 , . . . , b j,l j corresponding to the functions f l j−1 +1 , . . . , f l j in the jth model defined by (1·3). Define
where I s µRs×s denotes the identity matrix. Then it is well known (Silvey, 1980 ) that the volume of the ellipsoid of concentration for the parameters b j,l j−1 +1 , . . . , b j,l j is proportional to the determinant
Consequently, a good discrimination design for the models g 1 , .
. . , g k should make these quantities as small as possible, and following Läuter (1974) we propose to choose the design such that
becomes maximal. Such a design maximising the function in (2·3) is called an optimal discrimination design for the models g 1 , . . . , g k , with respect to the prior l=(l 1 , . . . , l k ). Optimal discrimination designs for polynomial models have been determined by Spruill (1990) , Dette (1994 Dette ( , 1995 and Dette & Rö der (1997) . We note finally that there exists a sequence of stepwise F-tests corresponding to the criterion (2·3). Starting with the model g k we test the hypotheses
with bT j =(b j,1 , . . . , b j,l j )T successively at a specified level, a j µ(0, 1) say, and we select the model g j 0 for which the test first rejects the corresponding hypothesis. The test in the jth step is the classical F-test, which is based on the statistic
where  j denotes the residual sum of squares based on a least squares fit of the model g j to the total sample. Under the null hypothesis (2·4) F j~F
It is easy to see, that for any design with determinant n−1|XT k X k |Ác>0 in the model g k , increasing sample size and levels converging to 0, this procedure identifies the 'correct' model with a probability converging to 1. This remark applies in particular if the optimal modelrobust designs, maximising the function (2·1), or the optimal discrimination designs are used.
2·2. A sequential strategy
In this section we briefly describe the sequential approach of Biswas & Chaudhuri (2002) . The method starts with a convex combination of the D-optimal designs for the individual models and this design is updated in several steps. Let j j denote the approximate, in the sense of Kiefer (1974) , D-optimal design for the regression model g j ( j=1, . . . , k) and assume that N=m 0 +m 1
. . , k) and consider as the design for the first stage
the uniform mixture of the k D-optimal designs. The first m 0 observations are chosen at experimental conditions sampled randomly from the design j(0). This defines the initial design, which is sequentially updated by sÁ0 steps in the following way. For r=1, . . . , s the sample of m 0 +. . .+m r−1 observations is used to test successively the hypotheses
Note that the hypothesis H 0j is valid if and only if the parameters b j,l j−1 +1 , . . . , b j,l j in the model g j vanish simultaneously, which means that the model g j−1 should be preferred to g j . The hypothesis H 0j will be rejected at level aj r if T j r >cj r , where
and (i) j denotes the residual sum of squares based on a least squares fit of model g j to the m i observations in the ith step (i=0, . . . , r−1). Note that, in contrast to the classical F-statistic defined in (2·5), these sums are calculated separately for each sample of m i observations (i=0, . . . , r−1). The nonstandard F-test is needed to obtain exact tests for dependent data generated by the sequential design. Biswas & Chaudhuri (2002) showed that the critical values cj r are the aj r quantiles of an F-distribution with r(l j −l j−1 ) and
observations is then defined as follows. Let j 0 denote the first index for which the null hypotheses H 0k , . . . H 0j 0 +1 are accepted and the null hypothesis H 0j 0 is rejected; if all tests accept the corresponding null hypothesis we put j 0 =1. Then the model g j 0 is selected and the design is updated by
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and c is a normalising constant defined by the condition W k i=1 a(r) i =1. The next m r design points are then generated from the design j(r).
This procedure is repeated to obtain m 0 +. . .+m s =n observations, where the observations at the rth stage are taken by sampling randomly from the design j(r). Finally, the sequence of tests for the hypotheses H 0k , H 0k−1 , . . . , H 02 based on the statistics T k s+1 , . . . , T 2 s+1 is performed for the total sample and the model g j 0 is chosen for which the corresponding test first rejects the null hypothesis. Biswas & Chaudhuri (2002) showed that, under appropriate asymptotic assumptions on n, s, m 0 , . . . , m s and aj r (r=0, . . . , s, j=2, . . . , k), this procedure identifies the 'correct' model with probability converging to one. Moreover, the information matrix of the design j s =W s−1 i=0 m i n−1j(i) in the identified model, g j 0 say, converges in probability to the information matrix of the D-optimal design for this model, M j 0 say, and the corresponding parameter estimator in the identified model is asymptotically normal with mean b j 0 µRl j0 and covariance matrix n−1M−1 j 0 ; see Biswas & Chaudhuri (2002) for more details.
A     - 
3·1. Introduction Usually efficiencies are used to compare different designs (Pukelsheim, 1993, p. 132) , but because of the randomness of the sequential procedures these efficiencies cannot be calculated. In this section we first apply a different approach, which is based on a detailed simulation study of the sequential and non-sequential procedures and takes into account the two different goals of the design of experiment. Secondly, further theoretical explanation of the empirical findings will be given. In the numerical study we simulated 10 000 times a specific scenario for the designs described in § 2. In each simulation we investigate the performance of the different designs and discrimination strategies, where the level of the corresponding F-tests was always taken as 5%. These simulations are used for two purposes. First, we estimate the rate of a correct identification of the underlying model by simply counting how often the 'correct' model is chosen in the 10 000 trials. Secondly, we determine the D-efficiency |XT j 0 X j 0 |1/l j in the model identified. This calculation is straightforward for a non-sequential design and this design is used for the efficiency calculations; for more details see § § 3·2 and 3·3.
We considered two models, the cubic univariate polynomial model and a quadratic model with two factors, for which the D-optimal designs in the nested submodels, required in the sequential procedure of Biswas & Chaudhuri (2002) , and the optimal model-robust and optimal discrimination designs are known from the literature. Several other cases have been shown to display a similar behaviour in a technical report by the authors, available from http://www.ruhr-uni-bochum.de/mathematik3/preprint.htm
For the sake of simplicity we restrict ourselves to the approximate design case and in our simulation study the experimental conditions are chosen randomly from the corresponding approximate designs. 
3·2. Discrimination designs for the cubic regression model
In this case we have k=3, l 1 =2, l 2 =3, l 3 =4 and the matrix K j in (2·3) reduces to the ( j+1)th unit vector e j+1 µRj+1 ( j=2, 3) . The D-optimal designs are known to have equal masses at the points −1, 1, for the linear regression model g 1 , −1, 0, 1, for the quadratic regression function g 2 and −1, −1/√5, 1/√5, 1, for the cubic model g 3 , respectively (Pukelsheim, 1993, p. 217) We compare the sequential designs with the non-sequential discrimination and model robust designs proposed in § 2. For the sake of brevity and transparency we consider one optimal model-robust design, one optimal discrimination design and one sequential design with total sample size n=100. For the last-named design we use two stages and sample sizes m 0 =m 1 =50, because this design yields the highest probability of correct specification and very good efficiencies with respect to estimation in the identified model among the sequential designs.
As the model-robust design we choose the design
which maximises the criterion (2·1) for the uniform prior l 1 =l 2 =l 3 =1 3 ; see Dette & Studden (1997, p. 192) . The discrimination design is defined by
and corresponds also to a uniform prior. If the linear model is the 'correct' one the differences between the three designs are negligible and therefore not depicted. The probabilities of correct specification and the efficiencies in the cubic and quadratic models are shown in Fig. 1 . The optimal discrimination and model-robust designs perform substantially better with respect to the criterion of correct specification than the sequential procedure of Biswas & Chaudhuri (2002); see Fig. 1(a) . Of the non-sequential designs Designs for discrimination between models j disc is better than j rob . The conclusion for the quadratic model is similar, although now there is little to choose between j disc and j rob . However, these designs have a substantially better rate of correct specification than the sequential design of Biswas & Chaudhuri (2002) . Sequential designs with more than two stages usually have a substantially worse performance; see results in our report and the discussion in § 3·4.
A comparison of the efficiencies of the three designs can be found in Figs 1(b) and (d) for the cubic and quadratic model, respectively. In the cubic polynomial case the design of Biswas & Chaudhuri (2002) is about 10% less efficient than the non-sequential designs, while the latter two differ by only about 3%. In the quadratic case the model-robust design and the sequential design yield the best efficiencies and j disc is worst, with a loss of efficiency of approximately 11% compared to the best case.
In summary we found a clear ranking with respect to the criterion of correct model identification, but there seem to be only minor differences with respect to the efficiency criterion. The sequential design has the lowest probabilities of correct identification of the underlying model. This difference can be substantial. For example, if b 33 =0·5 or b 22 =0·5 the probability of correct specification is about 166% or 33% larger for j disc in the cubic or quadratic model, respectively. A comparison of efficiencies shows a loss of about 12% for the design of Biswas & Chaudhuri (2002) if the cubic model is 'correct' and a loss of about 11% for the discrimination design if the quadratic model is 'correct'. From these results we recommend j rob for statistical inference in the cubic model. If model identification is considered as the more important goal, j disc could be used instead.
3·3. Discrimination designs for multi-factor models As pointed out by a referee the observations of § 3·2 may depend on the number of factors in the model. In order to study this effect we investigate a second example, for which the model-robust, discrimination and D-optimal designs are also known from the literature. The model under consideration is the quadratic model with two factors,
and the nested models are given by
The D-optimal designs can be found by standard methods as given in Pukelsheim (1993) and are not stated explicitly for the sake of brevity; see also Kono (1962) and Lim & Studden (1988) for some particular cases. Model-robust designs and optimal discrimination designs for the class {g 1 , . . . , g 5 } have been determined by Dette & Rö der (1995 . The discrimination design j disc with respect to a uniform prior coincides with the D-optimal design for the full model (Kono, 1962) , while the model robust design j rob has mass 0·16 at the four points (%1, %1), mass 0·08 at (%1, 0) and (0, %1), and mass 0·04 at the origin. The total sample size is n=200 and for the sequential method of Biswas & Chaudhuri (2002) we considered the case of m 0 =m 1 =100. Figures 2(a) and (c) show the corresponding probabilities of correct specification if the model g 5 (x)=1+x 1 +x 2 +x 1 x 2 +x2 1 +b 55 x2 2 or g 2 =1+x 1 +b 22 x 2 is the underlying model as b 55 and b 22 vary. Figures corresponding to the cases g 4 and g 3 are very similar and are therefore not depicted, while we did not find any substantial differences between the designs in the model g 1 . Again we observe substantially higher probabilities of correct identification for the non-sequential designs. In all cases considered the non-sequential designs performed substantially more reliably than the sequential procedure with respect to the criterion of correct model identification. A comparison of the efficiencies for the three designs is presented in Figs 2(b) and (d) corresponding to the cases where the model g 5 or g 2 is the 'correct' regression model, respectively. Here we observe much smaller differences between the sequential and non-sequential designs. For example, in the model g 5 , j disc is the best, because it is in fact also D-optimal for the quadratic regression, but the other designs are at most 2% less efficient. In summary, our simulation results show that for models with two factors the non-sequential designs have a substantially better performance than the sequential designs proposed by Biswas & Chaudhuri (2002) . The differences between the efficiencies are either negligible or non-sequential designs are more efficient. Moreover, the non-sequential designs are again substantially more reliable with respect to correct identification of the underlying model. Designs for discrimination between models 
3·4. Some theoretical explanation
The empirical results of the preceding sections and in our technical report indicate that non-sequential designs yield a better rate of correct specification of the 'correct' model. A general proof of this fact seems to be difficult because of the randomness of the sequential procedure. Nevertheless, in this section we indicate that non-sequential designs will be more efficient for model identification in most cases. For the sake of simplicity we assume that l j =j+1 ( j=1, . . . , k) and that model g k 0 is the correct model (1∏k 0 ∏k). Other cases can be treated in exactly the same way and are not presented here. We investigate the probability that the tests reject the hypothesis H 0k 0 in the k 0 th step. Classical theory for linear models (Seber, 1977) shows that this probability is given by
where F(1, n−k 0 , d2) denotes a random variable with an F-distribution with (1, n−k 0 ) degrees of freedom and noncentrality parameter
F 1,n−k 0 ,1−a is the corresponding (1−a)-quantile of the central F-distribution, e k 0 µRk 0 denotes the k 0 th unit vector and n is the sample size. Similarly, the rejection probability for the sequential procedure of Biswas & Chaudhuri (2002) in the final step is
where
and X(i) k 0 is the design matrix from the sample of the ith step. It is easy to see, at least numerically, that for fixed d2 the probabilities ( p(s, d2)) s=1,2... are decreasing with s. In Table 1 we show the smallest value d A 2 such that p(s, d A 2)=p(1, d2), for various values of s, n and k 0 , where we put d2=1. s=2 s=3 s=5 s=9  s=2 s=3 s=5   50  1·42  1·76  2·35  3·42  1·43  1·79  2·49  7·18  1·45  1·87  4·33  100  1·41  1·72  2·24  3·07  1·41  1·73  2·25  3·19  1·41  1·74  2·30  200  1·40  1·71  2·19  2·95  1·41  1·71  2·20  2·98  1·40  1·71  2·20  2  1·39  1·69  2·15  2·85  1·39  1·69  2·15  2·85  1·39 1·69 2·15 The values in Table 1 can be used as follows. Suppose that the sample size is n=100, the number of unknown parameters in the true model is k 0 +1=3 and the sequential procedure uses s=5 steps. If X k 0 is a non-sequential design with probability p(1, d2) of rejecting H 0k 0 , then the noncentrality parameter of the test obtained from a sequential design X(0) k 0 , . . . , X(s) k 0 has to satisfy d A 2Á2·24d2 in order to obtain the same probability of rejection for the sequential procedure. Note that the values in the table are increasing with the number of steps in the sequential procedure. This means that an increasing number of steps in the sequential procedure yields a loss in the rate of correct specification, which we have also observed empirically; see our technical report. Therefore, in our numerical comparisons in § §3·2 and 3·3 we actually used a small number of stages for the sequential design. Sequential procedures with more steps will yield lower rates of correct specification.
In general define for a non-sequential design j with design matrix
as its D 1 -efficiency for testing the hypothesis H 0k 0 , where the supremum is taken over the class of all designs. Denote by j s = W s−1 i=0 m i n−1j(i) the sequential design, where j(i) corresponds to the design matrix X(i) k 0 of the ith step, i=0, . . . , s−1. If c is the value Designs for discrimination between models obtained from Table 1 and the non-sequential design has D 1 -efficiency
then we have that
and consequently the sequential design yields a smaller rate of rejection compared to a non-sequential design satisfying (3·14), independently of the particular choices j(i) in the individual steps of the sequential procedure. For example, suppose that the class of competing models contains k=5 models and that the sequential design takes n=100 observations in s=5 stages. In this case we have cÁ2·24 and any non-sequential design with efficiency eff k 0 (j)>0·44 will yield a higher rate of correct specification than any sequential design of Biswas & Chaudhuri (2002) . Note that the efficiencies eff 1 (j), . . . , eff k (j) enter into the optimality criterion (2·1) and (2·3). Therefore the model-robust and optimal discrimination designs often have efficiencies larger than 1/c if the number of steps in the sequential procedure is large. Moreover, the estimate in (3·15) corresponds to an over-optimistic assessment of the sequential design, because we replaced all efficiencies eff k 0 (j(i)) by 1 to obtain the inequality. Since j(i) is a convex combination of the D-optimal designs for the models g 1 , . . . , g k , the efficiencies eff k 0 (j(i)) for testing the hypothesis H 0k 0 will usually be much smaller than 1 and the estimate in (3·15) can be improved substantially, if these efficiencies are known. Consider for example the one-dimensional polynomial regression model of § 3·2, the sequential design with s=2 steps and assume that the quadratic model is correct, so that k 0 =2. In the best case the quadratic model is correctly identified in the first step of the sequential procedure. In this optimal case the sequential design is adapted to the correct quadratic model in the second step, which yields for the D 1 -efficiencies eff k 0 (j(1))j63·2% and eff k 0 (j(2))j73·2%. From (3·15) we therefore obtain the improved estimate
Thus, if the non-sequential design has D 1 -efficiency of at least 0·667/1·42=0·4697 in the quadratic model, it yields a larger probability of rejection than the sequential design of Biswas & Chaudhuri (2002) . In the present case the designs j rob and j disc have efficiencies 0·648 and 0·670, respectively, which explains our empirical results. In other scenarios, involving Fourier regression models and models with more factors, we observed exactly the same phenomena; see our technical report. These arguments indicate that in general non-sequential discrimination or model-robust designs yield substantially higher rates of correct specification than sequential designs. Although we have only considered sequential designs with two stages in this study additional simulations show that, for realistic sample sizes, designs with more stages do not perform significantly better with respect to the efficiency criterion, see our technical report, but are substantially worse with respect to the criterion of correct specification. We finally note that these observations are nearly independent of the sample size; see Table 1 and note that the efficiencies do not depend on the sample size n. The reason for the superiority of the non-sequential designs is the use of a nonstandard F-test in the method of Biswas & Chaudhuri (2002) , and the sequential methods could be improved by using alternative tests, which keep the preassigned level.
