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TOWARDS THE BERTRAM-FEINBERG-MUKAI CONJECTURE
NAIZHEN ZHANG
Abstract. In this paper, we prove the existence portion of the Bertram-Feinberg-Mukai Con-
jecture for an infinite family of new cases using degeneration technique. This not only leads to a
substantial improvement of known results but also develops finer tools for analyzing the moduli
of rank two limit linear series which should be useful for other applications to other higher-rank
Brill-Noether Problems.
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2 NAIZHEN ZHANG
1. Introduction
Brill-Noether theory studies the moduli space of vector bundles of fixed rank and degree, with
given amount of global sections, over algebraic curves of a given genus. It relates the intrinsic
geometry of a curve to its extrinsic geometry. For example, in the classical case, we study the
extrinsic data of maps from a curve to projective spaces through studying the moduli of linear
series, i.e. pairs of the form (L , V ), where L is a line bundle and V is a space of sections.
There, the basic questions are non-emptiness, dimension count, connectedness and smoothness
of the moduli space and all of them were answered in early 1980’s by Kempf, Kleiman-Laksov,
Griffiths-Harris, and Gieseker. ([ACGH85],[Gie82],[HG80])
Brill-Noether theory has been shown to be useful in studying the geometry of the moduli
space of genus g curves Mg via effective divisors. The Brill-Noether Theorem indicates that
the space of degree d, dimension k linear series on a general genus g curve is empty, when ρ =
k(d− k+1)− (k− 1)g < 0. For (k, d, g) such that ρ = −1, consider all genus g curves with degree
d, dimension k linear series, then one gets a natural candidate for an effective divisor inMg. With
this observation, Eisenbud and Harris showed that Mg is of general type for g ≥ 24. ([EH87])
Higher-rank Brill-Noether theory is a natural generalization of the classical case, which studies
high-rank linear series. Geometrically, they correspond to maps from curves to Grassmannians.
High-rank Brill-Noether theory is also useful in studying the birational geometry ofMg. One well-
known application due to Farkas and Popa produced a counterexample to the slope conjecture.
([FP05])
Following Narasimhan and Seshadri, another viewpoint towards high-rank Brill-Noether the-
ory is related to the representation theory of the fundamental group of the underlying Riemann
surface. For example, rank 2 linear series with canonical determinant of certain dimension corre-
spond to some type of irreducible SU(2)-representations of the fundamental group. (See [Muk].)
Other interesting applications lie in the study of Fano 3-folds, vector bundles on K3 surfaces and
classification of curves of low genera, to name a few. (See [Muk88], [Muk93], [Muk92], [Muk10].)
Recently, Bhosle, Brambila-Paz, and Newstead used high-rank Brill-Noether theory to solve a
conjecture by Butler related to classical linear series. (See [BBPN].)
It was conjectured by Bertram, Feinberg ([BF98]) and Mukai ([Muk95]) that the moduli space of
rank two vector bundles with canonical determinant and at least k sections on a genus g curve has
expected dimension ρg,k = 3g−3−
(
k+1
2
)
. In these pioneering papers, the moduli count was verified
for some lower genuses. Later, in [TiB04], the conjecture was partially verified by Teixidor i Bigas
for the following cases: When k = 2k1 + 1 is odd, it was verified for all g ≥ k21 + k1 + 1; and when
k = 2k1 is even, it was verified for all g ≥ k21 , k1 > 2, together with the cases (g, k) = (5, 4), (3, 2).
This was achieved using degeneration technique, involving limit linear series ((Ej , Vj), (φj)) (see
section 5) on a chain of elliptic curves, Xg = C1 ∪ ... ∪ Cg, with the following property: for every
component Cj , E |Cj is semi-stable over Cj . More recently, Lange, Newstead and Park showed
non-emptiness of the moduli space for g ≥ k(k−1)4 + 1, k ≥ 8, where g is an odd prime number.
For these known results, the parameters (g, k) should satisfy some inequality of the form g ≥
k21 + αk1 + β, where k1 =
⌊
k
2
⌋
. Note that the Bertram-Feinberg-Mukai Conjecture (existence
portion) is made for all (g, k) satisfying an inequality of the form 23k
2
1 +αk1+ β. In this paper, we
improve the known results so that asymptotically g ∼ 1112k
2
1 . To the author’s knowledge, this is the
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first known result reducing the quadratic coefficient of the cut-off inequality to a number strictly
smaller than 1. To do so, we utilize limit linear series ((Ej , Vj)(φj)) (see Section 5) such that not
all vector bundles Ej are semi-stable, but nevertheless the resulting bundle on the whole curve Xg
still satisfies certain semi-stability condition. Our main result is the following:
Theorem 1.1. For the pairs of (g, k) satisfying one of the following:

g ≥ k21 + k1 − ⌊
(k1−2)
2+3
12 ⌋, k = 2k1 + 1 ≥ 5
g ≥ k21 − ⌊
(k1−4)
2
12 ⌋ − 1, k = 2k1 ≥ 8,
such that ρg,k = 3g − 3 −
(
k+1
2
)
≥ 0, in general the rank two Brill-Noether locus with canonical
determinant has at least one component of the expected dimension ρg,k.
Technically, we relate various limit linear series moduli stacks via naturally defined stack mor-
phisms and thus reduce the combinatorial complexity in the analysis. We analyze fibers of these
stack morphisms, introduce the notion of configuration at a point, which together lead to a purely
combinatorial moduli counting procedure. These aspects should be useful when we apply the same
technique to other Brill-Noether Problems.
A brief structure of the paper is as follows: In section 3 and 8, we give numerical descriptions of
semi-stability and canonical determinant conditions for vector bundles on the degenerated curve.
Instead of the usual notion of µ-semi-stability after Seshadri, we adopt the notion of ℓ-semi-stability
define by Osserman in [Oss14]. This greatly simplifies the verification of the stability condition.
Section 4, 5, 6, 7 provide basic terminologies and preliminary results on limit linear series, config-
urations and vanishing sequences. Some result from section 4 is also used in [OTiB14] in a more
general context. Section 9 and 10 contain the main constructions and proofs, while we leave some
of the technical results in the appendix. We derive our final conclusion in section 11.
Acknowledgments. The author would like to thank his advisor Brian Osserman for introducing
this problem and his tireless instructions, without which this paper would not have come into
existence.
2. Notations and Convention
Notation 1 ρg,k = 3g − 3−
(
k+1
2
)
.
Notation 2 L(g, k) =


2(g − k21) when k = 2k1 is even
2(g − (k21 + k1 +
1
2
)) when k = 2k1 + 1 is odd.
Notation 3 Denote |A| to be the cardinality of a finite set A.
Notation 4 Given a sequence (a1, ..., an), denote (a1, a2, ..., an)
Reverse = (an, an−1, ..., a1).
Notation 5 Let s be a section of a vector bundle E on a smooth algebraic curve C. Let P
be a point on C. We denote ordP (s) to be the order of vanishing of s at P . Let V be a k-
dimensional subspace of Γ(E ). We denote VanP (V ) to be the vanishing sequence of V at P .
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Notation 6 Let E be a vector bundle on a smooth algebraic curve C. Let P be a point on
C, and V be a subspace of Γ(E ). We denote V (−nP ) = V ∩ Γ(E (−nP )) to be the subspace of
sections in V , vanishing to order at least n at P .
Notation 7 Let C be an elliptic curve, and P,Q ∈ C be two general points. Write O(a, b)⊕O(c, d)
for the locally-free sheaf O(aP + bQ)⊕ O(cP + dQ).
Notation 8 Denote Xg to be a chain of g elliptic curves. When g < g
′, we write Xg ⊂ Xg′
only when Xg is the connected sub-curve consisting of the first g irreducible components of Xg′ .
We also denote ωg to be the dualizing sheaf on Xg.
Notation 9 Let E be a rank-r vector bundle on a smooth algebraic curve C. Denote Aut0(E ) to
be the group of automorphisms in compatible with a fixed determinant map ψ : ΛrE → L.
Notation 10 Let E be a vector bundle on a smooth curve C, P be a point on C. Suppose
s is a section of E vanishing to order a at P . Fix t to be a uniformizer at P . Denote s|P to
be the image of t−as in PE |P under the projectivization map E |P → PE |P . Notice that s|P is
independent of the choice of the uniformizer.
Notation 11 In a sequence of integers, we write (..., [a]n, ..) to indicate n consecutive a’s.
Notation 12 Given Notation 11, denote
a(k) =


([0]2, [1]2, ..., [k1 − 1]2, k1)T for k = 2k1 + 1 being odd
([0]2, [1]2, ..., [k1 − 1]2)T for k = 2k1 being even.
Notation 13 Denote Iso(A,B) to be the set of isomorphisms between two objects A,B in some
category C.
Notation 14 Let G be an algebraic stack. Denote |G| to be its underlying topological space.
Notation 15 Let ψ : G → H be a 1-morphism between algebraic stacks. Denote |ψ| to be
the induced map between underlying topological spaces |G| → |H|.
Notation 16 Denote Gk,EHT2,L ,d•(Xg) to be the moduli stack of rank two, dimension k, Eisenbud-
Harris-Teixidor limit linear series over a chain of g curves, with component-wise degree d• =
(d1, ..., dg) and determinant L . Denote G
k,EHT
2,L ,d•,aΓ
(Xg) to be its locally-closed substack of limit
linear series with prescribed vanishing sequences aΓ at the nodal points of Xg.
Notation 17 When fixing G = Gk,EHT
2,ωg,d•,aΓ
(Xg) (Notation 16), for r < g we denote Gr =
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Gk,EHT
2,ωr(ArPr+1),dr•,a
Γ
r
(Xr), where Xr is the sub-curve consisting of the first r components, d
r
• =
(d1, ..., dr), Ar = 2g(g − r) −
g∑
i=r+1
di and a
Γ
r consists of the vanishing sequences at the first r − 1
nodal points.
For 1 < r1 < r2 < g, denote Gr1,r2 = G
k,EHT
2,ωr1,r2((2g−Ar1 )Pr1+Ar2Pr2+1),d
r1,r2
• ,a
Γ
r1,r2
(Xr1,r2), where
Xr1,r2 is the cub-curve of Xr2 consisting of its last r2 − r1 + 1 components, a
Γ
r1,r2
consists of the
vanishing sequences at the r1-th,(r1+1)-th,...,(r2+1)-th nodal points, ωr1,r2 is the dualizing sheaf
on Xr1,r2 and d
r1,r2
• = (dr1 , ..., dr2).
Convention Throughout the paper, we work over an algebraically closed field K, whose char-
acteristic is zero.
Let E be a rank two locally-free sheaf on a smooth projective curve C. Define u(E ) =
max{deg(L ) − deg(E )2 }, where L runs through all invertible sub-sheaves of E . Throughout this
paper, when referring to moduli stacks of limit linear series of the form Gk,EHT2,ωg ,d•,aΓ(Xg), we restrict
ourselves to the open locus determined by the condition u(Ej) ≤
1
2 for all j (see also A.17), where
Ej is the underlying vector bundle of the limit linear series over the j-th component of Xg.
3. ℓ-Semi-stability Sheaves over Reducible Nodal Curves
In this paper, we approach the Bertram-Feinberg-Mukai Conjecture using degeneration tech-
nique. To do so, we need to analyze “limits” of stable vector bundles over the degenerated curve.
In [TiB04], Teixidor i Bigas also used degeneration technique to obtain a partial result on the
existence portion of the conjecture. There, Teixidor i Bigas considered vector bundles E on a
reducible nodal curve X with the following property: for every component Cj , E |Cj is semi-stable.
Beyond the cut-off line for this partial result (see Introduction), one can no longer utilize vector
bundles on X with such nice properties to tackle the problem: such vector bundles do not have
sufficiently many sections. Therefore, to improve the result in [TiB04], some E |Cj have to be
unstable. We use the quantity L(g, k) (seeNotation 2) to measure the complexity of construction
for a certain pair (g, k): the larger |L| is, the more Cj ’s there are on which E |Cj is unstable.
Yet still we always want to consider (semi)-stable vector bundles on X . Therefore, the first
thing to clarify is the notion of (semi)-stability on a reducible nodal curve. For reasons explained
later, we consider the notion of ℓ-(semi)-stability recently defined by Osserman in [Oss14]:
Definition 3.1. Let E be a rank r vector bundle on a nodal curve X . We say that E is ℓ-
semistable (resp. ℓ-stable) if for all proper subsheaves F ⊆ E of constant rank r′, χ(F)
r′
≤ χ(E )
r
(resp. χ(F)
r′
< χ(E )
r
).
This notion is useful in degeneration type argument involving vector bundles on curves, due to
the following result in [Oss14]:
Proposition 3.2. (Proposition 1.4 in [Oss14]) ℓ-(semi)stability is open in families.
Consequently, if E is a vector bundle on an irreducible family X → S of curves which is
generically smooth, and is ℓ-(semi)stable on some nodal fiber Xs, then it is generically (semi)stable.
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On a reducible nodal curve, one also has the notion of µ-(semi)stability for vector bundles
([Ses82]):
Definition 3.3. Let X be a nodal curve with components Ci. A polarization µ of X is a choice
of rational numbers wi ∈ (0, 1) such that
∑
w1 = 1. A depth one sheaf E of rank n on X is said
to be (semi)stable with respect to µ if for every torsion-free subsheaf F of E with rank ri on Ci,
χ(F )∑
wiri
(≤) <
χ(E )
rank(E )
.
Remark 3.4. When χ(E ) = 0, this notion is independent of the choice of µ.
The notion of ℓ-(semi)stability is weaker than µ-(semi)stability. See the following example.
Example 3.5. Let X be a chain of two smooth curves, C1, C2. Denote P = C1 ∩ C2 to be the
nodal point. Consider a rank two locally-free sheaf E on X such that such that E |Ci = Li,1⊕Li,2
is decomposable for i = 1, 2. Moreover, suppose
χ(L1,1) = 0, χ(L1,2) = 2, χ(L2,1) = χ(L2,2) = 0;L2,1 6∼= L2,2;
and the gluing at P is chosen so that L1,2 is not glued to L2,1 or L2,2. Notice that χ(E ) = 0.
Since there exists F ⊂ E only supported on C1 and χ(F ) = χ(L1,2(−P )) = 1 > 0, E is not
µ-semistable. However, the assumption that L2,1 6∼= L2,2, and the assumption on the gluing at P
imply that any subsheaf F of rank 1 on X has χ(F ) ≤ 0. Hence, E is ℓ-semistable.
On a reducible curveX , ℓ-semistability is also more flexible than µ-semistability in the following
way: given some E which is ℓ-semistable, one may have some component Ct of X such that χ(E |Ct)
is arbitrarily large or small. (This is impossible for µ-semistable sheaves with some general µ.)
Example 3.6. Let E be an ℓ-semi-stable locally-free sheaf on a reducible nodal curve X . Suppose
X1, X2 are connected sub-curves of X and X = X1 ∪X2, X1 ∩X2 = {P}. Let E ′ to be a sheaf on
X such that E ′|X1 = E |X1(nP ), E
′|X2 = E |X2(−nP ) and the gluing at P is induced by the gluing
of E at P .1 Then, E ′ is also ℓ-semistable. This is obvious, since if F ′ ⊂ E ′ is a subsheaf of constant
rank such that χ(F ′) > χ(E ′), then there exists some F ⊂ E such that F |X1 = F
′|X1(−nP ),
F |X2 = F
′|X2(nP ) and χ(F ) > χ(E ), which violates the ℓ-semistability of E .
One main motivation for applying the notion of ℓ-semistability is the following (see [Oss14]):
ℓ-semistability behaves well with respect to gluing two nodal curves at a (smooth) point.
Proposition 3.7. Let X = Y ∪Z be a nodal curve, and the subcurves Y and Z meet at P . Given
a vector bundle E on X of rank r, if E |Y and E |Z are ℓ-semistable on Y and Z resp., then E is
ℓ-semistable on X.
This turns out to be very helpful in practice. For our application, what matters is to give a
simple (sufficient) condition for a rank 2 vector bundle E (with canonical determinant) over some
reducible nodal curve X to be ℓ-semistable. Based on Proposition 3.7, we shall try to decompose
1
E |X1 |P and E |X1(nP )|P (similarly, E |X2 |P and E |X2(−nP )|P ) are naturally identified up to a scalar. Given an
isomorphism E |X1 |P
∼
→ E |X2 |P , one non-canonically gets an isomorphism E |X1(nP )|P
∼
→ E |X2(−nP )|P . However,
the choice of scalar does not affect our discussion here.
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X into a union of connected sub-curves X i, where X i and X i+1 meet at a nodal point; it then
suffices to check that every E |Xi is ℓ-semistable over X
i. Moreover, given any E , we shall try to
decompose X in a way such that there is a simple criterion for E |Xi to be ℓ-semistable.
Before we discuss the details, an important point to make is that one does not need to consider
arbitrarily general ℓ-semistable sheaves. Based on the work by Teixidor-i-Bigas in [TiB08] (See
Claim 2.3 in [TiB08]), it is unnecessary to consider vector bundles on X whose restriction to
one component is “too” unstable. (This applies generally, not just in the canonical determinant
situation.) We therefore work under the following assumptions:
Situation 3.8. (1) X is a chain of n smooth curves, C1, ..., Cn.
(2) E is a rank 2 vector bundle over X such that E |Ct = Lt,1 ⊕ Lt,2 is decomposable and
|χ(Lt,1)− χ(Lt,2)| ≤ 1.
(3) (χ(Lt,1), χ(Lt,2)) ∈ {(A,A+1), (A+1, A+1), (A+1, A+2), (A+2, A+2)}, for all t and
some integer A.
Remark 3.9. The first assumption reflects our choice of a particular kind of reducible nodal curves
to degenerate to. The second assumption reflects the observation in [TiB08] mentioned above.
We justify the third assumption as follows: one can define an equivalence relation among locally-
free sheaves on X , namely F is similar to F ′ if and only if for every t, F ′|Ct = F |Ct(−atPt +
at+1Pt+1) for integers a1, ..., an+1 (a1, an+1 = 0), and the gluing for F
′ at Pt is induced by the
gluing for F at Pt. (See Example 3.6.) It is easy to see that anyF satisfying the second assumption
is similar to some F ′ which satisfies assumption (3). Eventually, we want to consider sections of
certain vector bundles F on X . However, this is equivalent to considering corresponding sections
of a similar vector bundle. This will be obvious once we describe our constructions.
We want to understand which locally-free sheaves E in Situation 3.8 are ℓ-semistable.
In general, to check ℓ-semistability in rank 2, one needs to check all subsheaves F ⊂ E of
rank 1. For any given F of rank 1, one can decompose X into a union of connected sub-curves
X1, ..., Xm, where X i and X i+1 meet at a nodal point, such that Fi := F |Xi/Torsion is locally-
free on X i. It is not hard to see that χ(F ) =
∑m
i=1 χ(Fi). Moreover, Fi is not saturated (in
E |Xi) at P = X
i ∩ X i+1 if i 6= m, and not saturated at P ′ = X i−1 ∩ X i if i 6= 1. Furthermore,
suppose E is in Situation 3.8, we define the following quantities:
(1) fj := E |Cj − 2A, and fj ∈ {1, 2, 3, 4}.
(2) Given a rank 1 subsheaf F and suppose Cj ⊂ X
i,
ǫj(F ) :=


fj
2 − 1 if E |Cj is semistable and Fi|Cj not a summand of E |Cj
fj
2 if E |Cj is semistable and Fi|Cj a summand of E |Cj
fj+1
2 if E |Cj is unstable and Fi|Cj destabilizes E |Cj
fj−1
2 if E |Cj is unstable and Fi|Cj does not destabilize E |Cj
(3) Given a rank 1 subsheaf F , νi(F ) :=


0 if i = 1 = m
1 if i = 1 or m, and 1 6= m
2 otherwise
.
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Using these notations, one can express χ(F ) as follows
(1) χ(Fi) =
∑
j:Cj⊂Xi
(A+ ǫj(F ))− (mi − 1)− νi(F ) = mi ·A+
∑
j:Cj⊂Xi
ǫj(F )−mi + 1− νi(F )
(Here, mi is the number of irreducible components of X
i.)
Consequently, χ(F ) =
∑
χ(Fi) = n · A+
∑n
j=1 ǫj(F )−
∑
i(mi − 1 + νi(F )).
A simple counting shows that
∑
i(mi − 1 + νi(F )) = m+ n− 2. So, we get
(2) χ(F ) = n · A+
n∑
j=1
ǫj(F ) −m− n+ 2
Meanwhile, µ(E ) =
2nA+
∑
j fj−2(n−1)
2 = nA+
∑
j fj
2 − (n− 1), with fj = 1, 2 or 3. Therefore, the
ℓ-semistability condition reduces to the following inequality:
(3)
n∑
j=1
ǫj(F ) − (m− 1) ≤
∑
j fj
2
, ∀F ⊂ E of rank one
We now state a simple criterion for a particular type of locally-free sheaves on X to be ℓ-semistable.
Proposition 3.10. Suppose E is a locally-free sheaf on X of Situation 3.8. If E |Ct is unstable
for at most two t, then E is ℓ-semistable if and only if there does not exist an invertible subsheaf
L ⊂ E such that L |Ct is a summand of E |Ct whenever E |Ct is semistable and L |Ct destabilizes
E |Ct whenever E |Ct is unstable.
Proof. Define ν(E ) = |{t|E |Ct is unstable}|. By 3.7, if ν(E ) = 0, then E is ℓ-semistable.
Suppose ν(E ) = 1 and E |Ct is unstable. By inequality (3), a rank one subsheaf F violates the
ℓ-semistability condition if and only if ǫt(F ) =
fj+1
2 , ǫj(F ) =
fj
2 for all j 6= t and m = 1. This
means that F ⊂ E is invertible and F |Cj is a summand of E |Cj for all j 6= t, and F |Ct = Lt,2
(the destabilizing summand of E |Ct).
When ν(E ) = 2 and E |Ct1 , E |Ct2 are unstable, still using inequality (3), one can conclude that
E is ℓ-semistable if and only if there does not exist an invertible subsheaf F such that F |Cj is a
summand of E |Cj for all j 6= t1, t2, and F |Ct1 = Lt1,2, F |Ct2 = Lt2,2 (destabilizing summands of
E |Ct1 , E |Ct2 resp.). 
For our application, this criterion is good enough: we shall consider vector bundles E on X of
Situation 3.8, such that one can decompose X as a union of connected sub-curves X i and there
are at most two components Ct in every X
i such that E |Ct is unstable. We use Proposition 3.10
to verify that E |Xi is ℓ-semistable. It then follows from Proposition 3.7 that E is ℓ-semistable.
Remark 3.11. We briefly mention the benefit from adopting the notion of ℓ-semistability instead
of µ-stability. On one hand, it greatly reduces the combinatorial complexity which occurs in our
original approach using the latter notion. On the other, in situations where χ(E ) 6= 0, one does
not need to make choices of polarizations on the nodal curve X .
We end up this section by clarifying a theoretical point: although the Bertram-Feinberg-Mukai
conjecture is stated for stable vector bundles, it suffices to check semi-stability condition for our
constructions. This is justified by the following lemma:
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Lemma 3.12. Let (g, k) be a pair of positive integers. Suppose L(g, k) < 0, then over a general
smooth projective curve of genus g, there does not exist a strictly semi-stable, rank 2, vector bundle
E with canonical determinant such that h0(E ) ≥ k.
Proof. A strictly semi-stable, rank 2, vector bundle E can be realized as 0→ L → E → L ′ → 0.
If det(E ) ∼= ω is canonical, we further get L ⊗L ′ = ω, and deg(L ) = deg(L ′) = g − 1.
By Riemann-Roch theorem, h0(L ) − h0(ω ⊗L−1) = h0(L ) − h0(L ′) = 1 + (g − 1)− g = 0,
i.e. h0(L ) = h0(L ′). We shall show that h0(L ) < k2 .
First, suppose k = 2k1 + 1 is odd. L < 0 implies g ≤ k21 + k1. We compute the classical
Brill-Noether number ρ(k1 + 1, g − 1, g) = (k1 + 1)(g − k1 − 1) − k1g = g − k21 − 2k1 − 1. When
g ≤ k21 + k1, this number is negative. By Brill-Noether theorem, the classical Brill-Noether space
Gk1g−1 is empty on a general curve.
Similarly, when k = 2k1 is even, the classical Brill-Noether number ρ(k1, g − 1, g) = k1(g −
k1) − (k1 − 1)g = −k21 + g. L < 0 implies g < k
2
1 , i.e. ρ(k1, g − 1, g) < 0. Again, the classical
Brill-Noether space is empty on a general curve.
Combine the above two paragraphs, and assume the curve is general. We see that when k =
2k1+1 is odd, h
0(L )+h0(L ′) = 2h0(L ) ≤ 2k1 < k; and, when k = 2k1 is even, h0(L )+h0(L ′) <
2k1 = k. Therefore, h
0(E ) < k in both cases. This proves the claim. 
Therefore, in verifying the existence portion of the conjecture for (g, k) such that L(g, k) < 0,
it suffices to check ℓ-semi-stability condition.
4. Configurations of Fibers of Sections
In order to prove existence results in Brill-Noether Theory via degeneration, we need to analyze
sections of vector bundles E on a reducible nodal curve X . When doing so, one often comes across
the following questions: when do two sections s, s′ ∈ Γ(E ) give the same line inside a fiber E |P ?
Given two general points P,Q, if s, s′ give the same line inside E |P , what can be said about their
fibers at Q? In this section, we focus on this topic and develop some results applicable to our
application. We shall answer this question in the case of rank two for vector bundles on an elliptic
curve C of the form O(a1P + (b− a1)Q)⊕O(a2P + (b− a2)Q) under some relevant assumptions.
These questions also come up in the broader context of rank two Brill-Noether Problems with fixed
special determinant and our results are useful in greater generality (see [OTiB14]).
Remark 4.1. Let E = O(Z1)⊕O(Z2)⊕ ...⊕O(Zr) be a decomposable, semi-stable, rank r vector
bundle over an elliptic curve C, where Z1, ..., Zr are pairwise non-linearly equivalent effective
divisors of C. Then, up to scalar multiplication, there exist unique sections T1, ..., Tr of E such
that Ti is a section of the summand O(Zi) and the divisor it induces is Zi. Hereafter, when E is
of this form, we fix an r-tuple of such sections and refer to them as the canonical sections of E .
Lemma 4.2. Let C be an elliptic curve, and P,Q be two general points on C. Suppose E =
O(a1P + (b − a1)Q) ⊕ O(a2P + (b − a2)Q) (0 ≤ a1, a2 ≤ b) and O(a1P + (b − a1)Q) 6∼= O(a2P +
(b− a2)Q). Consider pairs (s1, s2) ∈ Γ(E )× Γ(E ) satisfying:
(1) ordP (si) = ei, ordQ(si) = b− ei − 1 (i = 1, 2);
(2) si|P 6= Tj |P ∈ PE |P , si|Q 6= Tj|Q ∈ PE |Q for i = 1, 2, j = 1, 2 (see Notation 12);
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(3) s1, s2 are linearly independent.
(4) s1|P = s2|P ∈ PE |P , s1|Q = s2|Q ∈ PE |Q.
Then, there exists such a pair (s1, s2) in Γ(E )× Γ(E ) if and only if
e1 + e2 = a1 + a2 − 1, ai − ei 6= 0, 1, and e1 6= e2.
Proof. Given T1, T2 as in 4.1, any section s of E can be written as s = gT1 + hT2, where g, h are
two rational functions on C.
Assume e1 + e2 = a1 + a2 − 1 holds.
Since deg(O((a1 − e1)P + (1− (a1 − e1))Q)) = 1, by Riemann-Roch Theorem, there exists (up
to a scalar) a unique g1 ∈ K(C) such that ordP (g1) ≥ −(a1 − e1), ordQ(g1) ≥ −(1 − (a1 − e1)),
having no poles elsewhere. Since P,Q are general, as long as a1 − e1 6= 0, 1, one has
h0(O((a1 − e1 − 1)P + (1− (a1 − e1))Q)) = h
0(O((a1 − e1)P + (−(a1 − e1))Q)) = 0.
Hence, one gets ordP (g1) = −(a1 − e1), ordQ(g1) = −(1− (a1 − e1)).
Similarly, one gets (up to scalar) a unique h1 ∈ K(C) such that ordP (h1) = −(a2 − e1),
ordQ(h1) = −(1− (a2 − e1)), having no poles elsewhere.
Utilizing the group structure on C, we consider λ ∈ Aut(C) given by λ : C → C : x 7→
−x + P + Q. Note that λ(P ) = Q, λ(Q) = P . We define g2 := h1 ◦ λ, h2 := g1 ◦ λ, and take
s1 := g1T1 + h1T2, s2 := g2T1 + h2T2.
We now check that (s1, s2) is a pair with the desired properties. One can directly compute
ordP (si) = ei, ordQ(si) = b− ei − 1 for i = 1, 2.
The second condition follows from the fact that g1, h1, g2, h2 are all non-zero.
Linear independence of s1, s2 follows trivially from the assumption e1 6= e2.
Lastly, we get
s1|P = m1 · T1|P + n1 · T2|P ,
s2|P = m2 · T1|P + n2 · T2|P ,
s1|Q = n2 · T1|Q +m2 · T2|Q,
s2|Q = n1 · T1|Q +m1 · T2|Q,
where m1 = (t
a1−e1
1 g1)(P ), n1 = (t
a2−e1
1 h1)(P ), m2 = (t
a1−e2
2 h1)(Q), n2 = (t
a2−e2
2 g1)(Q) and t1, t2
are uniformizers at P,Q resp. Hence, by taking suitable constant multiples of g1, h1 resp., we can
get a pair (s1, s2) such that s1|P = s2|P , s1|Q = s2|Q with all the desired properties.
Conversely, suppose such a pair (s1, s2) exists. First of all, it is clear that ai − ei 6= 0, 1
must hold; otherwise, condition 2 would be violated. If e1 = e2, condition 3 would be violated.
Again, we have si = giT1 + hiT2 (i = 1, 2) and:
(gi) = (ei − a1)P + (a1 − ei − 1)Q+ Pi, i = 1, 2
(hi) = (ei − a2)P + (a2 − ei − 1)Q+Qi, i = 1, 2
Denote n = e1 + e2 − a1 − a2 + 1. Let D = (1 − n)Q + (n + 1)P . It is then not hard to see
that g1h2, g2h1 ∈ Γ(O(D)). Moreover, Γ(O(D)) = span(g1h2, g2h1); otherwise g1h2, g2h1 would
be dependent, and {P1, Q2} = {P2, Q1}, which would further imply P,Q are not general.
Now, the conditions s1|P = s2|P ∈ PE |P , s1|Q = s2|Q ∈ PE |Q can be interpreted as
g1h2
g2h1
(P ) =
g1h2
g2h1
(Q) = 1. In particular, ordP (g1h2−g2h1) > e1+e2−a1−a2 = n−1, and ordQ(g1h2−g2h1) >
TOWARDS THE BERTRAM-FEINBERG-MUKAI CONJECTURE 11
(a1− e1− 1)+ (a2 − e2− 1)+ 1 = −n− 1. Therefore, ordP (g1h2− g2h1) + ordQ(g1h2− g2h1) ≥ 0,
and g1h2 − g2h1 only has poles at P or Q. By the degree count, it cannot have zeros away from
P,Q either. Since P,Q are general points, it follows that g1h2 − g2h1 is a non-zero constant. But
1 ∈ Γ(O(D)) only if 1 − n ≥ 0, n+ 1 ≥ 0, which implies n = 0 or ±1. And when n = ±1, either
ordP (g1h2 − g2h1) > 0 or ordQ(g1h2 − g2h1) > 0, which is impossible. 
Corollary 4.3. Let C,P,Q, E be as given in Lemma 4.2. Suppose (s1, s2) ∈ Γ(E )×Γ(E ) satisfies
conditions 1-3 in 4.2. Then, s1|P = s2|P ∈ PE |P if and only if s1|Q = s2|Q ∈ PE |Q.
Proof. Let q be a point in PE |P not equal to T1|P , T2|P . For any e : 0 ≤ e ≤ b− 1 and e 6= a1, a2,
there exists (up to scalar) a unique section s such that s|P vanishes to orders e, b− e − 1 at P,Q
resp.
Given s1, s2 such that s1|P = s2|P ∈ PE |P , by Lemma 4.2, one can find some s
′
2 such that
s1|P = s′2|P ∈ PE |P , s1|Q = s
′
2|Q ∈ PE |Q and ordP (s
′
2) = ordP (s2) = e2, ordQ(s
′
2) = ordQ(s2) =
b− e2 − 1. By the observation in previous paragraph, since s2|P = s′2|P = s1|P ∈ PE |P , s2 and s
′
2
must be linearly dependent, so that s2|Q = s′2|Q ∈ PE |Q.
The other direction follows from same argument. 
On the other hand, if E = O(aP + (b− a)Q)⊕2, the situation is more rigid:
Lemma 4.4. Given C,P,Q as in Lemma 4.2, suppose E = O(aP +(b− a)Q)⊕2. Let s1, s2 be two
sections such that ordP (si) + ordQ(si) ≥ b− 1. Then,
s1|Q = s2|Q ∈ PE |Q if and only if s1|P = s2|P ∈ PE |P .
Proof. For c : 0 ≤ c ≤ b−1, c 6= a, a−1, there is (up to scalar) a unique section s of O(aP+(b−a)Q)
vanishing to orders c, d − 1 − c at P,Q resp. Hence, any section of E vanishing to such orders
at P,Q can be written as c1(s, 0) + c2(0, s), where (s, 0), (0, s) are the images of s under the two
natural injections, and c1, c2 ∈ K.
Similarly, any section vanishing to orders a, b − a at P,Q resp. can be written as c1(T, 0) +
c2(0, T ), where T is (up to scalar) the canonical section of O(aP + (b− a)Q).
The lemma follows immediately from these descriptions. 
The reader may have noticed that we only consider sections of E which only vanish at P,Q. In
this paper, we shall focus on such sections. Indeed, we here make a precise definition:
Definition 4.5. Let E = O(a1P + (b − a1)Q) ⊕ O(a2P + (b − a2)Q) (0 ≤ a1, a2 ≤ b) be a rank
two vector bundle over an elliptic curve. We say s is a section with maximal vanishing at P,Q,
if s is either a canonical section of E or ordP (s) + ordQ(s) = b− 1.
This idea of studying sections with maximal vanishing at two points of each component of a
chain of elliptic curves was first proposed by Teixidor i Bigas in [TiB04].
The rest of this section is devoted to proving a genericity type result. Roughly, it says that
given E is as in Lemma 4.2, in general two sections s1, s2 (which are not canonical sections) with
maximal vanishing at P,Q such that s1|P 6= s2|P should have s1|Q 6= s2|Q. This turns out to be
crucial in justifying our general construction.
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Theorem 4.6. Let (C,Q) be an elliptic curve. For P 6= Q ∈ C, define E P = O(a1P + (b −
a1)Q)⊕O(a2P + (b− a2)Q) (0 ≤ a1, a2 ≤ b) and fix a pair of canonical sections (T
P
1 , T
P
2 ) of E
P .
Consider sP1 , s
P
2 ∈ Γ(E
P ) satisfying:
(1) ordP (s
P
i ) = ei, ordQ(s
P
i ) = b− ei − 1 (i = 1, 2);
(2) sPi |P 6= T
P
j |P ∈ E
P |P , sPi |Q 6= T
P
j |Q ∈ E
P |Q (i, j = 1, 2);
(3) sP1 |Q = s
P
2 |Q ∈ PE
P |Q;
Suppose n = e1 + e2 − a1 − a2 +1 6= 0, ei 6= aj , aj − 1 and e2 > e1 +1 ≥ 0, a2 > a1 ≥ 0. Then, for
general choices of P, P ′ 6= Q, there does NOT exist an isomorphism φ : E P |P → E P
′
|P ′ sending
TP1 |P , T
P
2 |P , s
P
1 |P , s
P
2 |P to T
P ′
1 |P ′ , T
P ′
2 |P ′ , s
P ′
1 |P ′ , s
P ′
2 |P ′ respectively.
To prove this theorem, we reformulate our setup as follows: let C be an elliptic curve with
a chosen base point Q and fix two non-negative integers a1, a2. Given any non-torsion point
P ∈ (C,Q) and integers ei 6= aj , aj − 1 (i, j = 1, 2), we get a quadruple of rational functions
(g1, h2, g2, h2) such that
(gi) = (ei − a1)P + (a1 − ei − 1)Q+ Pi, (hi) = (ei − a2)P + (a2 − ei − 1)Q+Qi, i = 1, 2.
(We always assume e2 > e1 > 0, a2 > a1 > 0.) For any fixed choice of g1, h2, g2, h2,
g1h2
g2h1
defines a
degree 2 map C → P1, where P1, Q2 are the pre-images of 0 and Q1, P2 are the pre-images of ∞.
We start by a simple lemma.
Lemma 4.7. Define λij : C → C : P 7→ P ′, where P ′ ∼ (aj − ei)P + (ei − aj + 1)Q. Then, λij is
an endomorphism of C.
Proof. Notice that under our assumptions, aj−ei, ei−aj+1 6= 0, 1. Denote m = ei−aj. Then, λij
is the composition of the following morphisms: first, take C → J(C) : P 7→ [Q−P ]; then, compose
with J(C)→ J(C) : [Q−P ] 7→ m·[Q−P ]; further, compose with J(C)→ Pic1(C) : [D] 7→ [D+Q];
eventually, compose with the natural isomorphism Pic1(C)→ C. 
We now state and prove the main technical result which leads to Theorem 4.6:
Proposition 4.8. Suppose n = e1 + e2 − a1 − a2 + 1 6= 0. Fix Q to be the base point of C. Let
P be any non-torsion point of (C,Q), and denote gPi , h
P
i (i = 1, 2) to be four rational functions
determined (up to a scalar) by the following:
(gPi ) + (a1 − ei)P + (ei − a1 + 1)Q ≥ 0, i = 1, 2
(hPi ) + (a2 − ei)P + (ei − a2 + 1)Q ≥ 0, i = 1, 2
Then, the map τ : P 7→ ( g
P
1 h
P
2
gP
2
hP
1
)(P )/(
gP1 h
P
2
gP
2
hP
1
)(Q) extends to a rational function re1,e2 on C. If either
n > 0, or n < 0 and e2 > e1 + 1, then re1,e2 is non-constant.
Proof. Notice that although gPi , h
P
i are only determined up to a scalar, g
P
i (P )/g
P
i (Q) and h
P
i (P )/h
P
i (Q)
are well-defined. In particular, τ is well-defined over the locus of non-torsion points.
Let M :=Mor2(C,P1) be the quasi-projective scheme parametrizing degree 2 morphisms from
C to P1. (See [Gro] for Grothendieck’s construction of Hom schemes. See also Theorem A.1
in [Oss06a].) Consider the map φ : C ×M → P1 which sends a pair (P,H) to H(P ). This is
nothing but the universal object of the moduli scheme. We shall now construct a map C 99K P1
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which restricts to τ over the locus of non-torsion points and factorizes as C 99K Z
φ|Z
→ P1, where
Z ⊂ C ×M is birational to C.
First, let X be the locus of (P,H) in C ×M given by the condition H(Q) = 1. X is closed in
M since it is the pre-image of M ′ under the projection C ×M →M , where M ′ is the fiber over 1
under the evaluation map evQ :M → P1.
Next, let Y be the locus of (P,H) in C×M determined by the condition (H) = λ11(P )+λ22(P )−
λ12(P )−λ21(P ), where λij are as in Lemma 4.7. We claim Y is also closed in C×M . There are two
natural morphisms p1, p2 :M → Sym
2 C = Hilb2(C), taking a degree 2 map to its zeros and poles
respectively. Denote Y1 to be the equalizer of the diagram C×M ⇒ Hilb2(C) ∼= Sym
2 C, where the
top arrow is C×M → C
(λ11,λ22)
→ C2 → Sym2 C, and the bottom arrow is C×M →M
p1
→ Sym2 C.
Similarly, denote Y2 to be the equalizer of a diagram of the same shape, with top arrow replaced
by C×M → C
(λ12,λ21)
→ C2 → Sym2 C, and the bottom arrow replaced by C×M →M
p2
→ Sym2 C.
Then, Y = Y1 ∩ Y2 is the intersection of two closed sub-schemes, which is closed.
Define Z = X ∩ Y ⊂ C × M , which is closed in C ×M . Consider the first projection π1 :
C ×M → C. We claim that π1 maps Z bijectively to C′ := C\E, where E is the finite set of
points consisting of (e2−e1)-torsions, |ei−aj |-torsions (i, j = 1, 2) and (a2−a1)-torsions of (C,Q).
First of all, HP :=
gP1 h
P
2
gP
2
hP
1
fails to give a degree 2 map to P1 if and only if {λ11(P ), λ22(P )} ∩
{λ12(P ), λ21(P )} 6= ∅. But λii(P ) = λij(P ) if and only if P is an (a2 − a1)-torsion, and
λii(P ) = λji(P ) if and only if P is an (e2 − e1)-torsion. Secondly, when P is not (a2 − a1)-
torsion or (e2 − e1)-torsion, HP (Q) = 1 holds (up to appropriate scaling) if and only if Q /∈
{λ11(P ), λ12(P ), λ21(P ), λ22(P )}, i.e. P is not an |ei − aj |-torsion for any i, j.
Thus, ∀P ∈ C′, there exists a unique H ∈ M satisfying the conditions H(Q) = 1, and (H) =
λ11(P ) + λ22(P ) − λ12(P ) − λ21(P ). In particular, π1|Z : Z → C′ is a bijective morphism. Since
C′ is a non-empty open sub-variety of C, Z must be a quasi-projective curve and π1|Z sends its
generic point to the generic point of C. This induces an isomorphism K(C) → K(Z), since we
are working over a base field of characteristic zero. Thus, C and Z are birational. One can then
conclude that there is a rational map C 99K Z
φ|Z
→ P1, which extends to a rational function re1,e2
on C; over the locus of non-torsion points, it restricts to the map τ .
It only remains to check non-constancy of re1,e2 . It is not hard to see that over the locus P is
non-torsion, re1,e2(P ) ∈ K
∗. To show it is non-constant, it then suffices to show re1,e2 has zeros or
poles. To do so, it further suffices to show that there exists some P which is |ei′ − aj′ + 1|-torsion
for some i′, j′, and is not |ei − aj |-torsion for any i, j, nor (e2 − e1)-torsion, nor (a2 − a1)-torsion.
We first assume n = e1 + e2 − a1 − a2 + 1 > 0. Based on our assumptions on e1, e2, a1, a2, one
has the following possibilities:
1. e2 > a2 > e1 > a1; 2. e2 > e1 > a2 > a1;
3. e2 > a2 > a1 > e1; 4. a2 > e2 > e1 > a1.
Notice that in the first two cases e2−a1+1 > 2 is strictly larger than any of |ei−aj|, or a2−a1, or
e2− e1. Therefore, one can find some P which is an (e2− a1+1)-torsion, but not |ei− aj|-torsion,
nor (e2 − e1)-torsion, nor (a2 − a1)-torsion, such that re1,e2(P ) =∞, and we are done.
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In the third case, consider e′1 such that e
′
1 + e1 = a1+ a2− 1. Then, e
′
1 > a2 and one can check
e2 > e
′
1 > a2 > a1. By Lemma 4.2, the rational function re1,e2 agrees with re′1,e2 on the locus on
non-torsion points. Hence, it suffices to see that re′
1
,e2 is non-constant, which follows directly from
our discussion of the second case.
In the last case, given n > 0, one gets e2 − a1 + 1 > e2 − a1 ≥ a2 − e1 > a2 − e2. Also,
e2 − a1 + 1 > e2 − e1 and e2 − a1 + 1 > e1 − a1 + 1 > e1 − a1. Therefore, to show there exists
some (e2 − a1 + 1)-torsion which is not |ei − aj |-torsion for any i, j, nor (e2 − e1)-torsion, nor
(a2 − a1)-torsion, it suffices to show e2 − a1 + 1 ∤ a2 − a1. But given that n > 0 and e2 6= a2 − 1,
e2 − a1 + 1 < a2 − a1 = (a2 − e2) + (e2 − a1) < 2(e2 − a1). The result then follows.
Hence, when n > 0, re1,e2 is always non-constant.
When n < 0, one can apply a similar case by case analysis to prove the result. 
Eventually, we prove Theorem 4.6:
Proof of Theorem 4.6. By our assumptions and Corollary 4.3, TP1 |P , T
P
2 |P , s
P
1 |P , s
P
2 |P are four
distinct points in PE P |P .
For any fixed P , sP1 , s
P
2 determines a quadruple of rational functions (g
P
1 , h
P
1 , g
P
2 , h
P
2 ) on C, up
to scalars.
Given the condition sP1 |Q = s
P
2 |Q ∈ PE |Q, (
gP1 h
P
2
gP
2
hP
1
)(Q) = 1. Suppose we fix some P and consider
general choice of P ′. The condition φ(TP1 |P ) = T
P ′
1 |P ′ , φ(T
P
2 |P ) = T
P ′
2 |P ′ , φ(s
P
1 |P ) = s
P ′
1 |P ′
determines φ. If further φ(sP2 |P ) = s
P ′
2 |P ′ , one gets (
gP1 h
P
2
gP
2
hP
1
)(P ) = (
gP
′
1 h
P ′
2
gP
′
2
hP
′
1
)(P ′) = m ∈ K∗.
By Proposition 4.8, for any given m ∈ K∗, equations

(
gP1 h
P
2
gP
2
hP
1
)(P ) = m
(
gP1 h
P
2
gP
2
hP
1
)(Q) = 1
hold only for finitely many P ∈ C. Hence, Theorem 4.6 follows. 
5. Rank Two Limit Linear Series
Limit linear series was first defined in rank one by Eisenbud and Harris in [EH86]. In higher
rank, the corresponding theory was developed by Teixidor i Bigas in [TiB91]. Recently in a
preprint ([Oss]) Osserman gave a stack structure for moduli of objects considered by Eisenbud,
Harris and Teixidor (which we shall refer to as Eisenbud-Harris-Teixidor limit linear series,
or EHT limit linear series for short) and proved a smoothing theorem (see Theorem 11.5) which
theoretically justifies the degeneration approach towards higher rank Brill-Noether Problems.
In this section, we recall some key definitions in [Oss] and elaborate on some of the technical
issues. In particular, we shall introduce the notion of (rank two) EHT-limit linear series over a
chain of N smooth projective curves, which we denote as XN .
Definition 5.1. Let E be a vector bundle on XN , with irreducible components C1, .., CN . We
call ~d = (deg(E |C1), ..., deg(E |CN )) the multi-degree of E .
Let d, d1, ..., dN be integers satisfying the identity
∑
j dj − 2b(N − 1) = d with respect to some
b.2 Denote Gk2,dj (Cj) to be the stack of rank two linear series of degree dj , dimension k over the
2For a discussion on the parameter b, see Section 6.2 in [Oss].
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component Cj . Suppose Cj ∩ Cj+1 = Pj+1. Denote M2(Pj) to be the stack of rank two vector
bundles over Pj . Further denote P
k
2,d•
to be the product of Gk2,dj (Cj)’s fibered over the M
2(Pj)’s.
Remark 5.2. Following the convention in [Oss], instead of taking the the fibered product along
the natural restriction maps Gk2,dj (Cj) → M
2(Pj),Gk2,dj (Cj) → M
2(Pj+1), we first choose some
appropriate twisting of Ej , E
′′
j = Ej(ej,1Pj + ej,2Pj+1) such that
∑
deg(E ′′j ) = d and then take the
restrictions.
The motivation is the following: any rank two, degree d vector bundle E on XN can be thought
of as a collection of rank two vector bundles (E ′′j )
N
j=1 over the components together with some
chosen gluing isomorphisms at the nodes. The sections of E can also be thought of as sections of
E ′′j glued at the nodes. Start with a datum in P
k
2,d•
, we have vector bundles Ej over Cj with degree
dj , where
∑
dj − 2b(N − 1) = d. By choosing different twisting at the nodes, we obtain rank two
vector bundles of different multi-degrees overXN . In this convention of taking the fibered product,
we essentially fix a multi-degree and take gluing data for the vector bundle of this multi-degree.
Following notations in Remark 5.2, let ~d = (deg(E ′′1 ), ..., deg(E
′′
N )). DenoteM2,~d(XN ) to be the
moduli stack of rank two, multi-degree ~d vector bundles on XN . It is easy to see that there is a
forgetful map π : Pk2,d• →M2,~d(XN ) (see also [Oss], remarks following Notation 4.1.1).
Remark 5.3. There is a simple description of geometric fibers of π. Let x : spec(F )→M2,~d(XN )
represent a point of |M2,~d(XN )| corresponding to some vector bundle E
′′ such that E ′′|Cj = E
′′
j .
The fiber πx is representable by a product of Grassmannians: G :=
∏
Gr(k,Γ(Ej)), where E1, ..., EN
are vector bundles which differ from E ′′1 , ..., E
′′
N by the fixed twisting in the definition of P
k
2,d•
.
We now give the definition of rank two limit linear series on a chain XN of smooth curves:
Definition 5.4. Let ((Ej , Vj)
N
i=1, (φj)
N
j=2) be a K-valued point of P
k
2,d•
(XN ), where (Ej, Vj)
is the corresponding point in Gk2,dj (Cj) and φj : E
′′
j−1|Pj
∼
→ E ′′j |Pj (See Remark 5.2). Then,
((Ej , Vj)
N
j=1, (φj)
N
j=2) is a rank two, degree d, dimension k Eisenbud-Harris-Teixidor limit
linear series (EHT-limit linear series in short) if:
(1) H0(Ej(−(b+ 1)Pj)) = 0, H0(Ej(−(b+ 1)Pj+1)) = 0, where
∑
dj − 2b(N − 1) = d.
(2) Let bj,1 ≥ ... ≥ bj,k, aj+1,1 ≤ ... ≤ aj+1,k be the vanishing sequences of Vj , Vj+1 at Pj+1
resp. Then, bj,i + aj+1,i ≥ b, for all i.
(3) For every j, there exist bases {sj,j1 , ..., s
j,j
k }, {s
j,j+1
1 , ..., s
j,j+1
k } of Vj such that ordPj (s
j,j
i ) =
aj,i, ordPj+1 (s
j,j+1
i ) = bj,i; and if bj,i + aj+1,i = b, φj+1(s
j,j+1
i |Pj+1) = s
j+1,j+1
i |Pj+1 .
We say ((Ej , Vj)
N
j=1, (φj)
N
j=2) is refined, if bj,i + aj+1,i = b for all i, j.
We also refer to d• as the componentwise degree of ((Ej , Vj)
N
j=1, (φj)
N
j=2).
Remark 5.5. We clarify condition (3) in 5.4: sj,jP |P (Notation 10) is a point in PEj|P . Here,
we abuse notation and refer to sj,ji |P (resp. s
j,j+1
i |P ) as some lift of the point to E |P . Since
span(sj,j1 , ..., s
j,j
k ) = span(a1s
j,j
1 , ..., aks
j,j
k ) = Vj , ∀a1, ..., ak ∈ K
∗, this does not cause ambiguity.
Note that instead of specifying one degree d vector bundle on XN , the data of a limit linear
series give a collection of similar (in the sense of Remark 3.9) degree d vector bundles E ′ each of
which is determined as follows: for every j, E ′|Cj = Ej(ej,1Pj + ej,2Pj+1) for some ej,1, ej,2 ∈ Z
such that ej,2 + ej+1,1 = −b and E ′|Cj is glued to E
′|Cj+1 via an isomorphism induced by φj+1.
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The last part makes sense, since (φj)
N
j=2 was given for some E
′′ of a particular multi-degree ~d (see
Remark 5.2); any similar vector bundle of a different multi-degree d′• can be obtained from E
′′ by
twisting by a line bundle Od′′
•
,d′
•
on XN , which restricts to O(−njPj + nj+1Pj+1) on Cj , where nj
are integers such that det(E ′′|Cj)
−1 ⊗ det(E ′|Cj ) = O(−2njPj + 2nj+1Pj+1). (We shall refer to
such an E ′ as a vector bundle induced by the limit linear series ((Ej , Vj), (φj)).)
Following [Oss] 4.2.1, there exists a stack Gk,EHT2,d,d• (XN ) of rank two, degree d, dimension k
EHT-limit linear series, which is a locally closed substack of Pk2,d•(XN ).
For our context, we now define the the moduli of limit linear series with fixed determinant:
Definition 5.6. Denote M2,~d,L (XN ) to be the moduli stack of pairs (E , ψ), where E is a rank
two, multi-degree ~d vector bundle on XN and ψ : det(E ) → L is an isomorphism (after appro-
priate twisting of det(E ) at the nodes, see Definition 8.1). Then, the moduli stack of rank two,
componentwise degree d•, dimension k EHT-limit linear series with fixed determinant L is the
(2-)fibered product
Gk,EHT2,L ,d•(XN ) := G
k,EHT
2,d,d•
(XN )×M
2,~d
(XN )M2,~d,L (XN ).
Remark 5.7. In other words, besides the usual data of an EHT-limit linear series, we further specify
an isomorphism from the determinant to the prescribed line bundle. Automorphisms of objects
in this stack are automorphisms of limit linear series that are compatible with this isomorphism.
Consequently, the stack dimension in the fixed determinant case agrees with the dimension of the
corresponding coarse moduli space.
Lastly, we recall the following definitions from [OTiB14]. They are useful in our construction
and relevant to the smoothing theorem (Theorem 11.5) we shall apply:
Definition 5.8. Let C be a smooth projective curve over K. Let (E , V ) be a pair, where E is a
rank-r vector bundle on C, and V is a k-dimensional space of sections. Given P,Q ∈ C, denote
VanP (V ) = (a1 ≤ ... ≤ ak), and VanQ(V ) = (b1 ≥ ... ≥ bk). We say a basis {si} of V is (P,Q)-
adapted, if ordP (si) = ai, ordQ(ai) = bi, for all i. If V admits an adapted basis, we say (E , V ) is
(P,Q)-adaptable.
Definition 5.9. Let XN be a chain of smooth projective curves C1, ..., CN , with Pj , Qj ∈ Cj , and
Qj glued to Pj+1. A refined Eisenbud-Harris-Teixidor limit linear series, ((Ej , Vj), (φj)) is said to
be chain adaptable, if the pair (Ej , Vj) is (Pj , Qj)-adaptable, for j = 2, ..., N − 1.
6. Restrictions on Vector Bundles from Prescribed Vanishing Data
In practice, we shall construct families of rank two limit linear series on a chain XN by pre-
scribing vanishing sequences at all nodal points Pj . These vanishing data play a central role in our
analysis. In this section, we discuss various restrictions on the underlying vector bundles resulting
from prescribing vanishing data at Pj . They turn out to be useful in moduli counting.
Situation 6.1. Throughout this section, we implicitly assume the following:
(1) C is an elliptic curve and P,Q are two general points on C.
(2) Let V ⊂ Γ(E ) be a k-dimensional subspace of a rank two vector bundles E , whose vanishing
sequences at P,Q are (a1 ≤ ... ≤ ak) and (b1 ≥ ... ≥ bk).
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(3) u(E ) ≤ 12 (see Convention).
Remark 6.2. Notice that the third assumption here is consistent with the third assumption in 3.8.
Under these assumptions, we first do a simple calculation.
Lemma 6.3. Given C, E , V and P,Q ∈ C and the vanishing sequences (ak), (bk) as in 6.1, for
every t ∈ {1, ..., k}, dim(V (−atP − btQ)) ≥ |{i|ai ≥ at, bi ≥ bt}|. In particular, ∃s ∈ V such that
ordP (s) ≥ at, ordQ(s) ≥ bt.
Proof. Clearly, dim V (−atP ) = |{i|ai ≥ at}|, dimV (−btQ) = |{i|bi ≥ bt}|. Since (ai) is increasing
and (bi) is decreasing,
|{i|ai ≥ at}|+ |{i|bi ≥ bt}| = k + |{i|ai ≥ at, bi ≥ bt}|.
Thus,
dimV (−atP − btQ) = dim(V (−atP ) ∩ V (−btQ)) ≥ (k + |{i|ai ≥ at, bi ≥ bt}|)− k
= |{i|ai ≥ at, bi ≥ bt}|.
(4)

Lemma 6.4. Suppose there exists i1, i2 such that ai1 + bi1 = ai2 + bi2 = d. Then, deg(E ) ≥ 2d. If
deg(E ) = 2d, then E ∼= O(ai1P + bi1Q)⊕ O(ai2P + bi2Q).
Proof. By Lemma 6.3, there are two sections s1, s2 ∈ V whose vanishing orders at P,Q sum up
to d or higher. Suppose E is indecomposable, since no indecomposable vector bundle of negative
degree over an elliptic curve has a section, deg(E ) ≥ 2d. If it is decomposable, if s1, s2 are both
section of one summand of E , it must have degree ≥ d+1; otherwise, both summands have degrees
≥ d. Given u(E ) ≤ 12 (see Convention), deg(E ) ≥ 2d always holds.
If deg(E ) = 2d, by the theory of Atiyah bundles (See [Ati57]), an indecomposable, degree 2d
vector bundle can have at most one section whose vanishing orders at P,Q sum up to d. Hence,
E must be decomposable. But then the degrees of both summands must be exactly d. So, E is
semi-stable and of the suggested form. 
Lemma 6.5. Suppose ∃ℓ such that aℓ+bℓ = d+1; for some i, ai = ai+1 and ai+bi = ai+1+bi+1 =
d. Then, deg(E ) ≥ 2d+ 1. If deg(E ) = 2d+ 1, then E ∼= O(aℓP + bℓQ)⊕ O(aiP + biQ).
Proof. If E is indecomposable, since at least one section has vanishing orders at P,Q sum up to
d+1 or larger, deg(E ) ≥ 2d+2. If it is decomposable, since one summand has degree ≥ d+1, by
the third assumption in 6.1, deg(E ) ≥ 2d+ 1.
If deg(E ) = 2d+ 1, since an indecomposable vector bundle of this degree cannot have a section
whose vanishing orders at P,Q sum up to d+ 1, E must be decomposable. By assumption (3) in
6.1, the degrees of the two summands must be d+1 and d resp. By 6.3, E has two sections whose
vanishing orders at P,Q are at least ai, bi resp. Hence, E must be of the suggested form. 
7. Vanishing Sequences and Existence of Adapted Bases
As mentioned earlier, we shall specify families of rank two limit linear series on a chain XN by
prescribing vanishing sequences at all the nodal points. A first thing to check is the legitimacy of
the prescribed vanishing sequences.
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Another related problem is the existence of adapted basis of Vj . The existence of such basis
simplifies moduli counting procedure: if Vj always admits a adapted basis, we can consider possible
choices for Vj by considering all possible choices of such basis. Hence, we first establish some
criterion for their existence. More importantly, after working out moduli counts for limit linear
series, we need to apply the smoothing theorem (Theorem 11.5) to derive corresponding moduli
counts for linear series on smooth curves. The smoothing theorem only applies to loci of chain-
adaptable limit linear series.
We start with a result for semi-stable, rank two vector bundles over an elliptic curve:
Lemma 7.1. Let C be elliptic, P,Q be two general points on C. Let (a1 ≤ ... ≤ ak), (b1 ≥ ... ≥ bk)
be two non-negative integer vectors such that ∀i, d ≥ ai + bi ≥ d − 1 and ∃!i1 < i2 such that
ai1 + bi1 = ai2 + bi2 = d. Suppose every integer appears in (ai) or (bi) at most twice, and
6 ∃i 6= i1, i2 such that ai = ai1 and bi = bi2 .
Then, the vector bundle E = O(ai1P + (d − ai1)Q) ⊕ O(ai2P + (d − ai2)Q) (d ≥ ak) admits a
k-dimensional subspace V of sections such that VanP (V ) = (a1, ..., ak),VanQ(V ) = (b1, ..., bk).
Moreover, any such V admits a (P,Q)-adapted basis.
Proof. We shall prove the existence of one such V and the existence of an adapted basis for every
V possible, by showing that the vanishing sequences force V to have some sections s1, ..., sk with
vanishing orders ai, bi at P,Q resp., and the vector bundle E has such sections as required.
Under the assumptions here, for any i, the pair (ai, bi) is in one of the following situation: (1)
ai + bi = d− 1, and both ai, bi are non-repeated vanishing orders; (2) ai + bi = d− 1, and exactly
one of ai, bi is a repeated vanishing orders, which is repeated once; (3) ai + bi = d − 1, and both
ai, bi are repeated exactly once in the following way: ai = ai+1, bi = bi+1 (or ai = ai−1, bi = bi−1);
(4) ai + bi = d.
Hereafter, for any i, we shall specify one section si in V vanishing to order ai at P , and bi at Q.
First, consider situation (4), i.e. i = i1 or i2. By lemma 6.3, we have dimV (−aiP − biQ) ≥ 2 if
ai1 = ai2 , and dimV (−aiP − biQ) ≥ 1 otherwise. In any case, V always contains a two subspace
V ′ spanned by two sections whose vanishing orders at P,Q are ai1 , d−ai1 and ai2 , d−ai2 resp. We
take si1 , si2 to be two such sections. Note also in the case ai1 = ai2 , situation (2) cannot occur.
Now suppose ai + bi = d − 1. By direct computation we know Γ(E ) contains a unique two-
dimensional subspace of sections vanishing to orders precisely ai, bi in situation (1) and (3); it
contains a unique two-dimensional subspace of sections vanishing to orders at least ai, bi which
contains a canonical section in situation (2). Correspondingly, in situation (1)-(3), V must contain
the following: in (1), V must contain an si vanishing to order precisely ai, bi at P,Q resp.; in (2),
V must contain some si which together with one canonical section span Γ(E (−aiP − biQ)); in (3),
V must contain Γ(E (−aiP − biQ)), i.e. some si−1, si (or si, si+1) which span Γ(E (−aiP − biQ)).
Since in all four situations such si can be found, and they together form an adapted basis of V ,
we have proved the lemma. 
Next, we establish a similar result for certain unstable vector bundles on an elliptic curve.
Lemma 7.2. Let C be elliptic curve, P,Q be two general points on C. Let (a1 ≤ ... ≤ ak), (b1 ≥
... ≥ bk) be two non-negative integer vectors of length k satisfying the conditions in lemma 6.5
(with aj , aℓ as in 6.5). Suppose the following conditions hold:
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(1) ∀i, d+ 1 ≥ ai + bi ≥ d− 1.
(2) For any c ∈ Z, |{i|ai = c}| ≤ 2, |{i|bi = c}| ≤ 2.
(3) For any (a, c) ∈ Z2 such that (a, c) 6= (aj , bj), |{i|(ai, bi) = (a, c)}| ≤ 1.
(4) For any (a, d− a) ∈ Z2 such that (a, d− a) 6= (aj , bj), |{i|(ai, bi) ≥ (a, d− a)}| ≤ 1.
(5) There does not exist some i such that ai + bi = ai+1 + bi+1 = d − 1, ai+1 = ai + 1 and
ai, ai+1, bi, bi+1 are all non-repeated.
Then, the vector bundle E = O(aℓP +(d+1−aℓ)Q)⊕O(ajP +(d−aj)Q) on C (d ≥ ak) admits
a k-dimensional subspace V of sections such that VanP (V ) = (a1, ..., ak),VanQ(V ) = (b1, ..., bk).
Moreover, any such V admits an adapted basis realizing the two vanishing sequences at P,Q
simultaneously.
Proof. By condition (1), we break {1, .., k} into three subsets:
{1, ..., k} = {ℓ} ∪ {i|ai + bi = d} ∪ {i|ai + bi = d− 1}.
Similar to the previous lemma, we prove the existence of such V and the existence of an adapted
basis for every V possible, by showing that the vanishing sequences force any V possible to have
some s1, ..., sk with vanishing orders ai, bi at P,Q resp., and the vector bundle E actually has such
sections.
Case 1: i = ℓ. Since aℓ + bℓ = d+ 1, any V must contain the canonical section of the summand
O(aℓP + (d+ 1− aℓ)Q).
Case 2: ai + bi = d. For any i such that ai + bi = d, we have two situations. First, i = j or
j + 1 (j as given in 6.5). In this case, by condition (2) and the assumptions made in 6.5, any
k-dimensional sub-space V with the given vanishing sequences must contain Γ(E (−aiP − biQ)),
since by 6.3 dimV (−aiP − biQ) ≥ 2 and dimΓ(E (−aiP − biQ)) = 2; in particular, it must contain
two linearly independent sections sj , sj+1 such that ordP (s) = ordP (s
′) = aj = aj+1, ordQ(s) =
ordQ(s
′) = bj = bj+1. Second, i 6= j, j+1. By condition (4), ai 6= aℓ, bi 6= bℓ. In this case, we know
E has precisely one section (up to scalar multiplication), si, vanishing to orders ai, bi at P,Q resp.,
and no sections vanishing to order strictly higher at one of the two points. Thus, any feasible V
must contain si, since dimV (−aiP − biQ) ≥ 1.
Case 3: ai + bi = d− 1. If one of ai, bi is repeated, by condition (3) and 6.3, dimV (−aiP−biQ) ≥
2. In particular, there is a section s vanishing to order ai, bi at P,Q resp and we are done. So we
assume ai, bi are both non-repeated.
Suppose V does not contain a section vanishing precisely to orders ai, bi at P,Q resp. Then,
it must contain a section s such that either (a) ordP (s) ≥ ai + 1, ordQ(s) = bi, or (b) ordP (s) =
ai, ordQ(s) ≥ bi+1 holds. (Note that one cannot have aℓ > ai, bℓ > bi by the monotonicity of (ai)
and (bi).) Suppose V contains s satisfying (a). In particular, ordP (s) is one entry in (ai). Given
E , if ordP (s) = ai + 2, then ordP (s) = aℓ, ordQ(s) = bℓ = bi. This violates the assumption that
ai, bi are both non-repeated. If ordP (s) = ai + 1, since ai + bi = d− 1 and (bi) is non-increasing,
by condition (3) and (5), one must have ai+1 = ai + 1 and bi+1 = bi − 1 and bi − 1 is repeated.
But then V contains a section s vanishing to orders precisely ai+1, bi+1 at P,Q resp., which is not
a section of the destabilizing summand of E . This implies that ai+1 is repeated, but in this case
ai < ai+1 < ai+2 and we get contradiction. So V must contain some s vanishing to orders ai, bi at
P,Q. By symmetry, same holds if we start by assuming (b).
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Since dimΓ(E (−aiP −biQ)) = 3 and is spanned by two sections of O(aℓP +bℓQ), together with
another section vanishing to orders ai, bi at P,Q. Therefore, such si exists.
Thus, any V with the given vanishing sequences at P,Q resp. must contain such sections
s1, ..., sk, which form an adapted basis. Moreover, E has such sections. Hence, we are done. 
8. The Fixed Determinant Condition
In a broader context, the Bertram-Feinberg-Mukai conjecture is one evidence of the following
phenomenon: the locus of rank two linear series where the underlying vector bundles have some
fixed (special) determinant L, tends to have an expected dimension that is larger than the expected
dimension for a general rank two Brill-Noether locus (i.e. where the determinant is allowed to vary).
In proving existence results for fixed determinant cases using degeneration, we need to discuss what
it means for a limit linear series ((Ej , Vj)
N
j=1, (φj)
N
j=2) to have a fixed determinant.
A well-known important fact is the following: let π : X → B be a family3 of curves over the
spec of some DVR whose special fiber is a reducible nodal curve of compact type. By analyzing
Picd(X/B), we know that any degree d line bundle Lη over the generic fiber extends to the whole
family, but the extension is not unique. More precisely, if L is an extension of Lη, then L
′ is also
an extension, where L ′ and L differ in the following way: let Ci, Cj be two components of X0
meeting at P , L ′|Ci = L |Ci(aP ), L
′|Cj = L |Cj (−aP ); this turns out to be the only flexibility
in extending Lη. (See Chapter 5.C in [HM98].) Therefore, when considering vector bundles on a
reducible nodal curve of compact type, we adopt the following definition:
Definition 8.1. Let X be a reducible nodal curve of compact type with components C1, ..., Cn,
and E is a rank-r vector bundle on X . If Ci, Cj meet at one point, denote Pj,i = Pi,j = Ci ∩ Cj .
Fix a line bundle L on X . We say E satisfies the fixed determinant condition with respect
to L if the following conditions hold:
(1) For every j, ΛrE |Cj ∼= L |Cj (
∑
s as,jPs,j), where s runs through all indices such that
Cs ∩ Cj 6= ∅ and as,j ∈ Z.
(2) For all j1, j2 such that Cj1 ∩ Cj2 6= ∅, aj1,j2 = −aj2,j1 .
In cases where X is a chain, this condition has a simple characterization:
Lemma 8.2. Let L be a line bundle on a chain XN with multi-degree (w1, ..., wN ). Denote
C1, ..., CN to be the components of XN and suppose Cj ∩ Cj+1 = Pj+1. A rank-r vector bundle E
on XN with multi-degree (d1, ..., dN ) satisfies the fixed determinant condition with respect to L if
and only if for every j:
ΛrE |Cj ∼= L |Cj (−
j−1∑
t=0
(wt − dt)Pj +
j∑
t=0
(dt − wt)Pj+1).
(w0 = d0 = 0 and P1, PN+1 are some fixed general points on C1, CN respectively.)
Proof. This is a straightforward interpretation of Definition 8.1 and the proof is trivial. 
3Technically, a flat and proper family such that fibers are 1-dimensional, geometrically connected and geometrically
reduced.
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Next, we apply this lemma to rank two limit linear series ((Ej , Vj), (φj)) over XN , where
deg(Ej) = dj and
∑
dj − 2b(N − 1) = d. By Remark 5.5, a limit linear series gives a collection of
similar vector bundles. Notice that if one of these vector bundles satisfies the fixed determinant
condition with respect to L , then all vector bundles induced by the limit linear series satisfy the
same condition. Thus, we make the following definition:4
Definition 8.3. A rank two limit linear series ((Ej , Vj), (φj)) on a chain XN is said to satisfy
the fixed determinant condition with respect to line bundle L if one (and equivalently, all) of the
vector bundles E ′ induced by ((Ej , Vj), (φj)) satisfies this condition.
One further gets:
Lemma 8.4. Let L be a line bundle of multi-degree (w1, ..., wN ) on a chain XN with components
C1, ..., CN such that Cj∩Cj+1 = Pj+1. A rank two limit linear series ((Ej , Vj), (φj)) on XN , where
deg(Ej) = dj and
∑
dj − 2b(N − 1) = d, satisfies the fixed determinant condition with respect to
L if and only if for every j:
Λ2Ej ∼= L |Cj ((2b(j − 1) +
j−1∑
t=0
(wt − dt))Pj + (
j∑
t=0
(dt − wt)− 2b)Pj+1).
5
Proof. Suppose E ′|Cj = Ej(−aj,1Pj − aj,2Pj+1) for all j. As discussed above,
aj,2 + aj+1,1 = b for every j.
By comparing the degrees of E1 and L |C1 , one gets Λ
2E1
∼= L |C1((d1 − w1)P2).
By definition 8.1, Λ2E ′|C1 ∼= L |C1((d1 − w1 − 2a1,2)P2) implies
Λ2E ′|C2 ∼= L |C2((2a1,2 − d1 + w1)P2 + eP3), for some integer e.
Thus,
Λ2E2 ∼= L |C2((2a2,1 + 2a1,2 − d1 + w1)P2 + (e+ 2a2,2)P3)
= L |C2((2b + w1 − d1)P2 + (e + 2a2,2)P3).
By degree comparison, one can conclude that e+ 2a2,2 =
∑2
t=1(dt − wt) + 2b.
Since the same calculation applies for every j, by induction we are done. Note that this condition
is independent of the choice of E ′ among the vector bundles induced by the limit linear series. 
For our application, we specialize to the canonical determinant case. Denote ω to be the
dualizing sheaf on a chain XN of smooth projective curves and suppose the genus of component
Cj is gj with
∑
gj = g. Based on the remark and Theorem 5.2.3 in [Con00], ω is a line bundle
determined as follows:
ω|C1 = ω1(P2), ω|Cj = ωj(Pj + Pj+1), ω|CN = ωN (PN ),
where ωj be the canonical sheaf on Cj .
In particular, for the canonical determinant, one can re-write 8.2 as a condition involving ωj :
4This works well for limit linear series of arbitrary rank, but here we shall focus on the rank two case.
5Again, P1, PN+1 are general points on C1, CN respectively; d0 = w0 = 0.
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Corollary 8.5. A rank two limit linear series ((Ej , Vj), (φj)) on the chain XN satisfies the canon-
ical determinant condition if and only if for every j:
det(Ej) = ωj((
j−1∑
t=1
(2gt)−
j−1∑
t=1
dt + (j − 1) · 2b)Pj + (2 +
j∑
t=1
dt − (j − 1) · 2b−
j∑
t=1
(2gt))Pj+1).
Throughout our construction, all Cj shall be elliptic and deg(Ej) ∈ {2g− 1, 2g− 2, 2g− 3}, with
a simple pattern. In this case, the canonical determinant further simplifies as follows:
Corollary 8.6. Let Xg be a chain of g elliptic curves. Let ((Ej , Vj)
g
j=1, (φj)
g
j=2) be a rank two,
degree 2g− 2, limit linear series on Xg such that deg(Ej) = dj and
∑
dj − 2(g− 1)2 = 2g− 2 (i.e.
b = g − 1). If further the odd dj’s are
djt =


2g − 1 when t is odd
2g − 3 when t is even
(t = 1, ..., 2T ).
Then, it satisfies the fixed determinant condition with respect to ω if and only if:
det(Ej) =


O((2j − 3)Pj + (dj − (2j − 3))Pj+1) j2s−1 < j ≤ j2s
O((2j − 2)Pj + (dj − (2j − 2))Pj+1) otherwise.
9. General Framework and Terminologies
We are now ready to describe our general framework.
Hereafter, denoteXg to be a chain of g elliptic curves whose irreducible components areC1, ..., Cg
and P2, ..., Pg to be the nodes of X . Moreover, we specify P1, Pg+1 to be smooth points on X1, Xg
respectively. We always make the assumption that Pj , Pj+1 are general points in Cj . Also denote
ωg to be the dualizing sheaf on Xg.
We shall consider various moduli stacks of rank two limit linear series with canonical determi-
nant, fixed componentwise-degree and prescribed vanishing sequences at P2, ..., Pg. It is shown in
[Oss] (Proposition 4.2.4) that the moduli stack of rank two refined Eisenbud-Harris-Teixidor limit
linear series with canonical determinant and componentwise-degree d•, G
k,EHT,ref
2,ωg,d•
(Xg), is a disjoint
union of substacks, each of which corresponds to a set of fixed vanishing sequences at P2, ..., Pg,
presented as a k × (2g − 2) matrix aΓ = [VanP2(V1), ...,VanPj (Vj),VanPj (Vj+1), ...,VanPg (Vg)]:
Gk,EHT,ref2,ωg ,d• (Xg) =
∐
Gk,EHT
2,ωg ,d•,aΓ
(Xg).
6
Standard Vanishing Conditions. As mentioned in the Introduction, the existence portion of
the BFM-conjecture was partially verified by Teixidor-i-Bigas in [TiB04] for all g, k such that
L(g, k) ≥ 0 (Notation 2). In this paper, we focus on the cases where g, k satisfy the conditions
ρg,k ≥ 0, L(g, k) < 0. Note that the smallest g, k for which these conditions hold is g = 6, k = 5.
Clearly, these vanishing conditions aΓ play a central role in our construction. Nevertheless, one
may not want to consider arbitrary feasible vanishing conditions, since counting dimensions of cor-
responding moduli stacks may be complicated. The next definition specifies the kind of vanishing
conditions considered in this paper, which we shall refer to as standard vanishing conditions.
6Here, Γ refers to the dual graph of Xg, which does not get into play in this paper.
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Definition 9.1. Fix positive integers g and k. Fix also an integer vector (d1, ..., dg) of length g
satisfying the following conditions:
• dj ∈ {2g − 3, 2g − 2, 2g − 1};
• denote djt (t = 1, ..., 2T ) to be the odd dj ’s, then dj2s−1 = 2g− 1 and dj2s = 2g− 3, for all
s, with j1 = 2;
• d1 = dg = 2g − 2.
Let (Vanj1,Vanj2)
g
j=1 be a set of 2g non-negative integer vectors of length k satisfying the following
set of conditions:
(1) for j = 1, ..., g − 1 and i = 1, ..., k, bi,j + ai,j+1 = g − 1;
(2) when dj = 2(g − 1), (Vanj1), (Vanj2) satisfy conditions in Lemma 7.1 with d = g − 1;
(3) when dj = 2g − 1 (resp. 2g − 3), (Vanj1), (Vanj2) satisfy conditions in Lemma 7.2 with
d = g − 1 (resp. d = g − 2);
(4) ak,2 + bk,2 = g − 1;
(5) ak,jt ≤ k1+ jt−1 and if ak,jt = k1+ jt−2, then either t is even or ak,jt+bk,jt =
1
2 (djt −1);
if ak,jt = k1 + jt − 1, then t is odd and ak−1,jt < ak,jt ;
(6) If bk,jt = g − 1− k1 − jt, then ak,j + bk,j = g − 2 for all j : jt < j < jt+1.
We shall say (Vanj1,Vanj2)
g
j=1 is a (g,k)-standard vanishing condition at P1, ..., Pg+1.
Definition 9.2. We shall also say a k × (2g − 2) matrix aΓ is (g, k)-standard, if the columns of[
a(k) aΓ a(k)Reverse
]
(see Notation 4,12) form a (g, k)-standard vanishing condition.
One motivation for using standard vanishing conditions is the following: under mild assump-
tions, for all limit linear series ((Ej , Vj), (φj)) on Xg such that (VanPj (Vj),VanPj+1(Vj)) is (g, k)-
standard, the bundles Ej are fixed:
Lemma 9.3. Suppose
[
a(k) aΓ a(k)Reverse
]
= (Vanj1,Vanj2)
g
j=1 is (g, k)-standard. Let ((Ej , Vj), (φj))
be a rank two, dimension k, degree 2g − 2 limit linear series whose componentwise degree is
d• = (d1, ..., dg) and VanPj (Vj) = Vanj1,VanPj+1(Vj) = Vanj2. If u(Ej) ≤
1
2 (see Convention),
then Ej is determined to be a decomposable vector bundle. In this case, b = g − 1.
Proof. By definition, deg(Ej) = dj for all j. By Lemma 6.4, 6.5, all Ej are decomposable and fixed.
Since
∑
dj = 2g(g − 1) and
∑
dj − 2b(g − 1) = 2g − 2, one gets b = g − 1. 
Remark 9.4. By Lemma 9.3, the vector bundles E1, .., Eg are the same for any K-valued object of
Gk,EHT2,ωg ,d•,aΓ(Xg). We shall refer to E1, ..., Eg as the underlying vector bundles of G
k,EHT
2,ωg,d•,aΓ
(Xg)p.
Since our main goal is the BFM-conjecture, in practice we shall restrict ourselves to standard
vanishing conditions which determine E1, ..., Eg such that the induced vector bundle on Xg satisfies
the canonical determinant condition.
Another motivation for using standard vanishing condition aΓ is that all objects in Gk,EHT
2,ωg ,d•,aΓ
(Xg)
are chain-adaptable (see Section 5). This follows directly from the definition of (g, k)-standardness.
Adapted Bases and Configurations of Sections at a Point. Following the previous section,
when aΓ is (g, k)-standard, all objects in Gk,EHT
2,ωg ,d•,aΓ
(Xg) have fixed underlying vector bundles.
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Therefore, when counting the dimension of this stack, after taking into consideration automor-
phisms of the underlying bundles, we can focus on moduli in the choices of Vj and gluing at the
nodes. Since all limit linear series here considered are chain-adaptable, counting the moduli in
choices of Vj reduces to counting the moduli in choices of (Pj , Pj+1)-adapted basis. However, a
major difficulty lies in analyzing feasibilities/possibilities of gluing at the nodal points of Xg. To
facilitate such analysis, we introduce various notations and definitions.
In Definition 5.4, we use φj to denote an isomorphism E
′′
j−1|Pj → E
′′
j |Pj . It induces an isomor-
phism PEj−1|Pj → PEj|Pj . We abuse notation and denote the latter as φj as well.
Definition 9.5. Let V be an n-dimensional space of sections of some rank two vector bundle E on
an elliptic curve C. Let P be a point on C, and (bi) be the vanishing sequence of V at P . Denote
NV (P ) = {i|bi is a non-repeated vanishing order of V at P}.
We call a partition τV (P ) of NV (P ) the configuration at P of V , if ∀s, s′ ∈ V such that
ordP (s) = bj1 , ordP (s
′) = bj2 , s|P = s
′|P (see Notation 10) if and only if j1, j2 belong to the
same index set in τV (P ).
We denote |τV (P )| to be the size of a configuration at P , i.e. the number of disjoint subsets
τV (P ) divides NV (P ) into.
Let V ′ ⊂ V be s sub-space of sections. Suppose the following are true:
(1) NV
′
(P ) ⊂ NV (P );
(2) any element in τV
′
(P ) is a subset of one element in τV (P );
(3) no two elements in τV
′
(P ) are subsets of the same element in τV (P ).
Then, we say τV
′
(P ) is a sub-configuration of τV (P ).
Given τV (P ), suppose bi1 , ..., biS are the non-repeated vanishing orders in (bi). Let si be any
section in V vanishing to order bim at P (m = 1, ...,M). We call (sim |P )
M
m=1 to be the sequence
of points associated to V in PE |P .
Example 9.6. We list a few examples and conventions for configurations:
(1) For any object ((Ej , Vj), (φj)) in G
k,EHT
2,ω,d•,aΓ
(Xg), it is clear that N
Vj (Pj+1) = N
Vj+1(Pj+1)
and τVj (Pj+1) = τ
Vj+1 (Pj+1). Therefore, we simply write N(Pg+1) for the set of indices of non-
repeated vanishing orders in the vanishing sequence and τ(Pj+1) for any possible configuration.
Note: this does NOT suggest that the configuration is fixed among different limit linear series.
(2) We say a configuration at P is trivial if |N(P )| ≤ 1. Now suppose P = Ct ∩ Ct+1 is a
nodal point on a chain Xg. When justifying the existence of chain-adapted limit linear series
((Ej , Vj), (φj)) on Xg, if τ(Pt+1) is trivial, then there is no obstruction to the existence of such
limit linear series coming from the choice of φt+1.
(3) Suppose Et = ⊕2s=1O(csPt + (d − cs)Pt+1) and the prescribed vanishing sequence at Pt is
(ai). Suppose further ∃i, i′ ∈ N(Pt) such that τVt(Pt) contains an element S and S ⊃ {i, i′}.
If ai + ai′ = c1 + c2 − 1, then by Lemma 4.2, 4.4, i, i′ are also contained in some element in
τVt(Pt+1); if ai + ai′ 6= c1 + c2 − 1, then i, i′ do not belong to a same index set in τVt(Pt+1) unless
O(c1Pt + (d− c1)Pt+1) ∼= O(c2Pt + (d− c2)Pt+1).
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(4) Suppose Et = ⊕
2
s=1O(asPt + (d − as)Pt+1), Et+1 = ⊕
2
s=1O((as + 1)Pt + (d − as − 1)Pt+1).
Suppose further a1, a2, a1 + 1, a2 + 1 are non-repeated vanishing orders in VanPt(Vt). Then, the
sequence of points in PEt|Pt (resp. PEt+1|Pt) associated to Vt (resp. Vt+1) must contain T
t
1 |Pt , T
t
2 |Pt
(resp. T t+11 |Pt , T
t+1
2 |Pt), where T
t
1 , T
t
2 (resp. T
t+1
1 , T
t+1
2 ) are canonical sections of Et (resp. Et+1)
(see Remark 4.1). Moreover, φt+1(T
t
i |Pt) = T
t+1
i |Pt for i = 1, 2.
10. General Induction Arguments
In this section, we shall inductively define (g, k)-standard vanishing conditions aΓ for varying
pairs of (g, k) such that an open substack of Gk,EHT2,ωg ,d•,aΓ(Xg) has dimension ρg,k. This is done
for an infinite collection of (g, k) such that L(g, k) → −∞ as g, k increase. The construction is
accomplished in multiple steps.
Step 1: Fix k = 2k1 +1 ≥ 5. Suppose G
k,EHT
2,ωg ,d•,aΓ
(Xg) is non-empty. Then, G
k+2m,EHT
2,ωg(NPg+1),dˆ•,cΓ
(Xg)
(N > k1+m) is also non-empty. Here, dˆi = di+2N and c
Γ is a (k+2m)× (2g− 2) matrix defined
using aΓ. More precisely, there is a morphism from a substack of Gk+2m,EHT
2,ωg(NPg+1),dˆ•,cΓ
(Xg) onto some
non-empty open substack of Gk,EHT2,ωg ,d•,aΓ(Xg) with fiber dimension 1.
Step 2: For q = max{1, ⌊k13 ⌋}, take N = 4k1 + 6 − q and let g
′ = g + N, k′ = k + 4. Let
Gk
′,EHT
2,ωg(NPg+1),dˆ•,cΓ
(Xg) be the moduli stack defined in Step 1. We further define a (g
′, k′)-standard
vanishing condition cΓ
′
such that cΓ consists of the first 2g − 2 columns of cΓ
′
. This defines
a new moduli stack Gk
′,EHT
2,ωg′ ,d
′
•
,cΓ
′
g′
(Xg′) of limit linear series on a chain of g
′ elliptic cruves, Xg′ ,
where the first g entries of d′• are precisely the entries of dˆ•. We further show there is a for-
getful morphism from an open substack of Gk
′,EHT
2,ωg′ ,d
′
•
,cΓ
′
g′
(Xg′) onto some locally closed substack of
Gk,EHT
2,ωg(NPg+1),dˆ•,cΓ
(Xg).
Step 3: Repeat the process in Step 2 for N = 2k1 + 2, g
′ = g + N and k′ = k + 2. This
gives an inductive construction in which L(g, k) is constant as g, k vary. Combining this with the
previous step, we get the construction for the main result of this paper in cases where k is odd.
Step 4: Every Gk
′,EHT
2,ωg′ ,d
′
•
,cΓ
′
g′
(Xg′) in Step 2, Step 3, induces some G
k′−1,EHT
2,ωg′′ ,d
′′
•
,cΓ
′′ (Xg′′ ), where
N ′ = k
′−1
2 , g
′′ = g−N ′ and d′′• = (d
′
1, ..., d
′
g′′)− (2N
′, ..., 2N ′). This gives the construction for the
main result in cases where k is even.
10.1. Induction Step 1. The intuition behind Step 1 is very simple: let E be some vector bundle
on a smooth projective curve C and V be an n-dimensional space of sections of E . For any n > 0,
one can always find a (k + n)-dimensional space V ′ of rational sections containing V . This is the
same as saying that ∃V ′ ⊂ Γ(E (Z)) of dimension k+n containing V (Z), where D is some effective
divisor of C of sufficiently large degree.
Now start with any genus g, dimension k limit linear series ((Ej , Vj), (φj)), to get a family of
genus g′, dimension k′ limit linear series, we take an effective divisor Zj of degree g
′ − g on every
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component Cj of Xg and consider Ej(Zj) in place of Ej. We do not take arbitrary Zj or arbitrary
k′-dimensional subspace of Γ(Ej(Zj)) containing Vj(Zj); rather, we want its vanishing sequence to
be of some desired form. We make this idea precise via the following lemma.
10.1.1. The Construction in Step 1.
Lemma 10.1. Fix k = 2k1 + 1 ≥ 5. Suppose aΓ is a (g, k)-standard. Let d• = (d1, ..., dg) be a
sequence of non-negative integers, with dj1 , ..., dj2T being the only odd entries of d•. Moreover, for
j = 1, ..., g, the pair (ai,2j−2) and (ai,2j−1) satisfy either Lemma 7.1 (or Lemma 7.2) with d =
1
2dj
(or d = 12 (dj − 1)).
Fix some integers n = 2m > 0 and N > k1 +m. Let dˆ• = (dˆ1, ..., dˆg) = d• + (2N, ..., 2N) and
aˆΓ = aΓ + A, where A is a k × (2g − 2) matrix whose 2j-th columns are all (0, ..., 0)T and whose
(2j − 1)-th columns are all (N, ..., N)T , for j = 1, ..., g − 1.
Then, there exists a unique (k+n)×(2g−2) matrix cΓ = (cij) satisfying the following conditions:
(1) (cij)i≤k = aˆ
Γ.
(2) For j = 1, ..., g − 1, ci,2j−1 + ci,2j = g +N − 1.
(3) For j = 1, ..., g, if (ai,2j−2) and (ai,2j−1) satisfy Lemma 7.1 (resp. Lemma 7.2) with
d = 12dj (resp. with d =
1
2 (dj − 1)), so do (ci,2j−2) and (ci,2j−1) with d =
1
2 dˆj (resp. with
d = 12 (dˆj − 1)).
7
(4) For i = k + 1, ..., k + n, if ci,2jt−2 + ci,2jt−1 =
1
2 (dˆjt − 1), then ci,2jt+1−2 + ci,2jt+1−1 =
1
2 (dˆjt+1−1)−1; if ci,2jt−2+ci,2jt−1 =
1
2 (dˆjt−1)−1, then ci,2jt+1−2+ci,2jt+1−1 =
1
2 (dˆjt+1−1).
(5) ck+n,2 + ck+n,3 =
1
2 (dˆ2 − 1).
Proof. See Appendix Proposition A.1. 
10.1.2. Sufficiently Generic Objects. Given a (g, k)-standard aΓ and the corresponding cΓ as in
10.1, we shall relate some locally closed substack G0 of Gk+2m,EHT
2,ωg(NPg+1),dˆ•,cΓ
(Xg) to G
k,EHT
2,ωg ,d•,aΓ
(Xg)
via some stack morphism ψ. However, ψ will not be surjective and we describe objects in
Gk,EHT
2,ωg ,d•,aΓ
(Xg) over which ψ has non-empty fibers. To do so, we need some technical definitions.
We start with a simple observation.
Example 10.2. Let E = O(aP + (d − a)Q) ⊕ O(cP + (d − c)Q) be a vector bundle over an
elliptic curve, where P,Q are general points and 0 ≤ a, c ≤ d. For e : 0 ≤ e ≤ d such that
e 6= a−1, a, c−1, c, Γ(E (−eP − (d−1−e)Q)) is two-dimensional and consists of sections vanishing
precisely to order e, d−1−e at P,Q resp. Suppose span(s1, s2) = Γ(E (−eP −(d−1−e)Q)). Then,
span(s1|P , s2|P ) = E |P , span(s1|Q, s2|Q) = E |Q. The conditions s1|P 7→ s|Q, s2|P 7→ s2|Q linearly
extends to an isomorphism E |P → E |Q, which induces an isomorphism τ(e) : PE |P → PE |Q.
More generally, let ((Ej , Vj), (φj)) be an object in G
k,EHT
2,ωg ,d•,aΓ
(Xg). Suppose Ej = O(aj , d−aj)⊕
O(cj , d− cj) (Notation 7) for j : j1 < j < j2. Fix a sequence of integers ej1+1, ..., ej2−1 such that
ej 6= aj−1, aj, cj−1, cj. By previous observation, one gets isomorphisms τ(ej) : PEj |Pj → PEj |Pj+1
by fixing a basis for Γ(Ej(−ejP − (d− 1− ej)Pj+1)). In particular, τ := τ(ej2−1) ◦ ... ◦ τ(ej1+1) is
an isomorphism PEj1+1|Pj1+1 → PEj2−1|Pj2−1 .
7We define (ai,0) = a(k), ai,2g−1 = a(k)Reverse, (ci,0) = a(k + n), (ci,2g−1) = (N + k1, [N + k1 − 1]2, [N + k1 −
2]2, ..., [N ]2, N − 1− k1, [N − 2− k1]2, [N − 3− k1]2, ..., [N −m− k1]2, N −m− k1 − 1).
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Example 10.2 motivates the following definition:
Definition 10.3. Given some (g, k)-standard aΓ, let ((Ej , Vj), (φj)) be an object of G
k,EHT
2,ωg,d•,aΓ
(Xg).
Fix q ∈ PEj1 |Pj1+1 , q
′ ∈ PEj1+M |Pj1+M and suppose for all j : j
1 < j < j1+M , Ej = O(aj , d−aj)⊕
O(cj , d− cj) is semi-stable. Let a be an integer such that a+ p 6= aj1+p − 1, aj1+p, cj1+p − 1, cj1+p
for all p = 1, 2, ...,M − 1. Define
τa := φj1+M ◦ τ(a+M − 1) ◦ ... ◦ τ(a+ 2) ◦ φj1+2 ◦ τ(a+ 1) ◦ φj1+1.
Here, τ(ej) : PEj |Pj → PEj |Pj+1 is the isomorphism defined in Example 10.2.
For any a ∈ Z, we say q is glued to q′ in a-th order via φj1+1, ..., φj1+M , if for some
S ≥ max{0,M − a} there exists s ∈ Γ(Ej1(SPj1+1)), such that:
(1) ordPj1+1(sj1) = a+ S ≥ 0 and s|Pj1+1 = q;
(2) τb−a−1(q) = q
′.8
In this case, suppose s′ ∈ Γ(Ej1+M (SPj1+M )) such that ordPj1+M (s
′) = b − a + M − 1 and
s′|Pj1+M = q
′, we also say s is glued to s′ via φj1+1, ..., φj1+M .
Recall that we denote E1, ..., Eg to be the underlying vector bundles of G
k,EHT
2,ωg ,d•,aΓ
(Xg) (see
Remark 9.4). Among them, Ej1 , ..., Ej2T are the only unstable bundles.
Definition 10.4. Given any jt, denote q
t
1 (resp. q
t
2) to be the point in PEjt |Pjt (resp. PEjt |Pjt+1)
which is the image of sections of the destabilizing summand of Ejt . A geometric object ((Ej , Vj), (φj))
of Gk,EHT
2,ωg ,d•,aΓ
(Xg) is said to be sufficiently generic if ∀t, qt2 is not glued to q
t+1
1 in a-th order, for
all a such that a+N is a non-repeated integer among ck+1,2jt−1, ..., ck+n,2jt−1, where c
Γ = (ci,j),
N and n are as in Lemma 10.1, with the parameter S in Definition 10.3 taken to be N .9
This is the key notion needed for analyzing induction Step 1. An important property we shall
apply is that being sufficiently generic is an open condition. We start with an auxiliary lemma.
Lemma 10.5. Let E1, ..., Eg be the underlying vector bundles of G
k,EHT
2,ωg ,d•,aΓ
(Xg). Suppose for all
j : jt < j < jt+1, Ej = Lj,1 ⊕ Lj,2 is semi-stable. Let a be an integer satisfying the following
condition:
a ≤ ak,2jt−1, with equality only when ak,2jt−1 < ak−1,2jt−1
and ak,2j−2 + ak,2j−1 = g − 2, ∀j : jt < j < jt+1.
(5)
Then, “qt2 is glued to q
t+1
1 in a-th order via φjt+1, ..., φjt+1” is a closed condition.
Proof. Given (5), for all j : jt < j < jt+1, b − a + (j − jt) > max{aj , cj}. In particular, b − a +
(j − jt) 6= aj − 1, aj , cj − 1, cj.
By definition, if qt2 is glued to q
t+1
1 in a-th order, τb−a−1(q
t+1
1 ) = q
t
2, where
τb−a−1 : PEjt(NPjt+1)|Pjt+1 → PEjt+1 |Pjt+1
10
8Here, τb−a−1 should be thought of as the naturally induced isomorphism from PEj1 (SPj1+1)|Pj1+1 to
PEj1+M (SPj1+M )|Pj1+M .
9Technically speaking, one should call this property sufficiently generic with respect to N , but we will refer to it as
is stated, since N is clear from the context.
10See Definition 10.3.
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is an isomorphism. Since τb−a+1 is a composition of φj ’s and some τ(ej)’s, where τ(ej) is a
fixed isomorphism PEj(NPj+1)|Pj → PEj(NPj+1)|Pj+1 , this clearly poses a closed condition on∏
Iso(PEj |Pj+1 ,PEj+1|Pj+1). It further induces a closed condition on G
k,EHT
2,ωg ,d•,aΓ
(Xg) since there is
a morphism Gk,EHT2,ωg ,d•,aΓ(Xg)→
∏
Iso(Ej |Pj+1 , Ej+1|Pj+1 ) →
∏
Iso(PEj|Pj+1 ,PEj+1|Pj+1), where the
first arrow is a forgetful morphism. 
Corollary 10.6. Suppose aΓ is (g, k)-standard. Then, being sufficiently generic is an open con-
dition on Gk,EHT
2,ωg,d•,aΓ
(Xg).
Proof. First of all, by conditions 2, 4 and 5 in Lemma 10.1, one gets ck+1,2j−1 = ck+1,2j−3 + 1 =
g + N − 1 − k1 − j. Hence, the condition that ck+n,2jt−1 ≤ a + N ≤ ck+1,2jt−1 implies that
a ≤ g−1−k1− jt. By condition 5 in the definition of (g, k)-standardness, ak,2jt−1 = g−1−k1− jt
only if ak,2j−2 + ak,2j−1 = g − 2, ∀j : jt < j < jt+1; if ck+1,2jt−1 = ck,2jt−1, then ak−1,2jt−1 >
ak,2jt−1 must hold. Hence, condition (5) in Lemma 10.5 holds for all vanishing orders in question.
Consequently, being sufficiently generic is then the complement of finitely many closed conditions.
Hence, the corollary follows. 
Analogously, we also describe a substack of Gk+n,EHT
2,ωg(NPg+1),dˆ•,cΓ
(Xg), which maps onto sufficiently
generic objects in Gk,EHT
2,ωg,d•,aΓ
(Xg):
Lemma 10.7. Define G0 to be the fully faithful sub-category of Gk+n,EHT
2,ωg(NPg+1),dˆ•,cΓ
(Xg) consisting
of objects ((Ej , Vj), (φj)) satisfying the following conditions:
(1) For every j, Vj contains some k-dimensional subspace V
′
j such that
VanPj (V
′
j ) = (ci,2j−2)i≤k,VanPj+1 (V
′
j ) = (ci,2j−1)i≤k;
(2) given V ′j as in (1), denote E
′
j := Ej(−NPj+1) and i : Γ(E
′
j ) → Γ(Ej) to be the obvious
injection, ((E ′j , i
−1(V ′j )), (φj)) is an object in G
k,EHT
2,ωg,d•,aΓ
(Xg).
Then, G0 is a locally closed substack of Gk+n,EHT
2,ωg(NPg+1),dˆ•,cΓ
(Xg).
Proof. Define b′ by the equation
∑
deg(Ej)− 2b′(g − 1) = 2g − 2 + 2N and denote b = b′ −N .
Recall that φj are isomorphisms E
′′
j |Pj+1
∼
→ E ′′j+1|Pj+1 , where E
′′
j = Ej(−(b
′− bj)Pj − bj+1Pj+1)
and b1, ..., bg+1 are some pre-chosen integers such that b1 = b
′, bg+1 = 0. Note that it makes sense
to take gluing data φj in ((E
′
j , i
−1(V ′j )), (φj)), because
E
′′
j = Ej(−(b
′ − bj)(Pj)− bj+1(Pj+1)) = E
′
j (−(b− (bj −N))(Pj)− (bj+1 −N)(Pj+1))
and there is a canonical identification
E
′
g(−(b − (bg −N))(Pg) +N(Pg+1))|Pg
∼
→ E ′g(−(b − (bg −N))(Pg))|Pg .
A simple calculation shows that objects in G0 have the vanishing sequence (ci) at Pg+1:
(N + k1, [N + k1 − 1]2, ..., [N ]2, N − 1− k1, [N − 2− k1]2, ..., [N −m− k1]2, N −m− k1 − 1)
Fixing a vanishing sequence at the smooth point Pg+1 is equivalent to posing a Schubert condition
together with finitely many open conditions. They together determine a locally-closed substack G
of Gk+n,EHT
2,ωg(NPg+1),dˆ•,cΓ
(Xg). We claim that G0 is an open substack of G.
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Given an object ((Ej , Vj), (φj)) in G
k+n,EHT
2,ωg(NPg+1),dˆ•,cΓ
(Xg), for any j, Vj always contains some k-
dimensional subspace V ′j such that VanPj (V
′
j ) = (ci,2j−2)i≤k,VanPj+1 (V
′
j ) = (ci,2j−1)i≤k. Hence,
((Ej , Vj), (φj)) is not an object of G0 if and only if there do not exist such V ′j (j = 1, ..., g) that are
compatible with φ2, ..., φg.
First of all, if ck,2j−1 > ck+1,2j−1, then any V
′
j , V
′
j+1 satisfying the given vanishing conditions
will be compatible with φj+1. More precisely, the configuration τ
i(V ′j )(Pj+1) = τ
i(V ′j+1)(Pj+1) is a
sub-configuration of τVj (Pj+1) = τ
Vj+1 (Pj+1). Therefore, ((Ej , Vj), (φj)) is not an object in G0 if
and only if ∃j1 < j2 such that the following conditions hold:
(1) ck,2j1−2 < ck+1,2j1−2, ck,2j2−1 > ck+1,2j2−1 (and V
′
j2 = Vj2 (−ck,2j2−1Pj2+1));
(2) for all j : j1 < j < j2, ck,2j−2 = ck+1,2j−2, ck,2j−1 = ck+1,2j−1;
(3) there do not exist s1 ∈ Vj1 , s2 ∈ Vj2 such that ordPjt (s
t) = ck,2jt−2, ordPjt+1(s
t) = ck,2jt−1
for t = 1, 2, and s1|P
j1+1
is glued to s2|P
j2
via φj1+1, ..., φj2 .
Claim: for every fixed pair (j1, j2) of such indices, 1-3 form a closed condition on G.
By Step 4.1 in Appendix A.1 and Corollary A.3, the conditions ck,2j1−2 < ck+1,2j1−2, ck,2j1−1 =
ck+1,2j1−1 imply that j
1 = j2t for some t ≤ T , so Ej1 is unstable. We denote q
1 to be the image of
sections of the destabilizing summand of Ej1 in PEj1 |Pj1+1 . It is clear that by varying the choice
of V ′j1 , s
1|Pj1+1 could be any point in PEj1 |Pj1+1 but not q
1. Meanwhile, Ej2 is either semi-stable
or unstable; when it is semi-stable, s2|Pj2 is the image of one of the canonical sections of Ej2 in
PEj2 |Pj2 ; when it is unstable, s
2|P
j2
is the image of sections of the destabilizing summand. In
either case, s2|Pj2 is a fixed point q
2 in PEj2 |Pj2 . Hence, (j
1, j2) is a pair of indices satisfying the
conditions (1)-(3) if and only if q1 glues to q2 via φj1+1, ..., φj2 . Following the same argument as
in the proof of Lemma 10.5, we get the claim.
Consequently, G0 is the complement of a union of finitely many closed loci in G. Hence, it is a
open substack of G and a locally-closed substack of Gk+n,EHT
2,ωg(NPg+1),dˆ•,cΓ
(Xg). 
We are ready to describe the morphism ψ. In order to do so, we need to describe T -valued
points of Gk,EHT2,ωg ,d•,aΓ(Xg) where T is some arbitrary K-scheme. Following [Oss06b], we give a brief
summary of relevant definitions in A.3.
We now state and proof the main result for Induction Step 1:
Theorem 10.8. Fix k = 2k1 + 1 ≥ 5. Given G0 as in 10.7 and denote G1 to be the open substack
of Gk,EHT2,ωg,d•,aΓ(Xg) of sufficiently generic objects. Then, there is a stack morphism ψ : G
0 → G1.
Proof. We first describe the morphism ψ on objects. Let ((Ej , Vj), (φj)) be an object of G0. Recall
b′ is defined via the identity
∑
deg(Ej)− 2b
′(g − 1) = 2g − 2 + 2N .
Let T be some K-scheme and suppose ((Ej , Vj), (φj)) is an object of G0 over T . Here, Ej is a
rank two vector bundle on T × Cj , Vj is a rank-k sub-bundle (in the sense of A.10) of π
j
∗Ej and
φj : E
′′
j |T×Pj+1 → E
′′
j+1|T×Pj+1 . Here,
(1) πj∗ is the projection T × Cj → T ;
(2) E ′′j := Ej(−(b
′− ej)(T ×Pj)− ej+1(T ×Pj+1)), where e1, e2, .., eg+1 are some integers with
e1 = b
′, eg+1 = 0 (see Remark 5.2);
(3) (ci,2j−2) and (ci,2j−1)
Reverse are the vanishing sequences of Vj along Pj , Pj+1 (in the sense
of A.12) resp.
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Define ψ((Ej , Vj), (φj)) to be an object of the form ((E
′
j , V
′
j ), (φj)), where E
′
j = Ej(−N(T ×Pj+1)).
Note that by the proof of Lemma 10.7, it makes sense to take (φj) as the gluing data.
It remains to describe V ′j . We first decide notations for some bundle maps:
(1) Denote i : πj∗E
′
j → π
j
∗Ej to be the obvious inclusion map;
(2) denote V (−mP ) := ker(γjm(P )), where γ
j
m(P ) is the map Vj → π
j
∗(Ej |m(T×P )), for P =
Pj , Pj+1;
(3) denote γjm,L (P ) to be the map Vj(−mP ) → π
j
∗(Ej(−m(T × P ))|T×P )/L , where L is
some sub-line bundle of πj∗(Ej(−m(T × P ))|T×P ), for P = Pj , Pj+1.
We start from V ′g . Define V
′
g = i
−1(Vg(−NPg+1)). Since Vg has fixed vanishing sequence
along Pg+1, by Appendix Lemma A.13, Vg(−NPg+1) is a rank k sub-bundle of π
g
∗(Eg) (in the
sense of A.10) and hence V ′g is a rank k sub-bundle of π
g
∗(E
′
g). One can directly check that the
vanishing sequence of V ′g along Pg and Pg+1 (in the sense of A.12) are (ai,2g−2) and (k1, [k1 −
1]2, ..., [2]2, [0]2)
Reverse resp.
One then defines all V ′j in the following way:
Case 1 If ck,2j−1 > ck+1,2j−1, then V
′
j := i
−1(Vj(−ck,2j−1Pj+1)); by the same argument as for V ′g ,
V ′j is a rank-k sub-bundle of π
j
∗E
′
j satisfying the desired vanishing conditions.
Case 2 If ck,2j−1 = ck+1,2j−1, then there exists a smallest j
′ > j such that ck,2j′−1 > ck+1,2j′−1
and V ′j′ is defined as above. By Lemma A.13, Vj′(−ck,2j′−2Pj′ ) is a sub-line bundle of π
j′
∗ Ej′ .
Furthermore, a sub-line bundle of πj
′
∗ (Ej′(−ck,2j′−2(T × Pj′))|T×Pj′ ) is determined via the map:
Vj′ (−ck,2j′−2Pj′ )→ π
j′
∗ (Ej′ (−ck,2j′−2(T × Pj′ )))→ π
j′
∗ (Ej′(−ck,2j′−2(T × Pj′))|T×Pj′ ).
We denote this sub-line bundle to be L j
′
and define
V ′j′−1 := i
−1(ker(γj
′−1
ck,2j′−3,φ
−1
j′
(L j′ )
(Pj′ ))).
By Appendix Corollary A.14, V ′j′−1 is a rank k sub-bundle of π
j′−1
∗ E
′
j′−1 satisfying the desired
vanishing conditions. Notice it is important that we start with an object in G0 instead of arbitrary
objects in Gk+n,EHT
2,ωg(NPg+1),dˆ•,cΓ
(Xg); in general, V
′
j′−1 may have rank k − 1.
If j < j′ − 1, V ′j′−1(−ck,2j′−4Pj′−1) further determines a sub-line bundle L
j′−1 of
πj
′−1
∗ (Ej′−1(−ck,2j′−4(T × Pj′−1))|T×Pj′−1) and one can define V
′
j′−2 in a similar way to V
′
j′−1.
Hence, we can inductively define V ′j , ..., V
′
j′−1.
We have thus described all V ′j . Notice that V
′
j are compatible with the gluing data (φj) precisely
by their definition.
Next, we describe ψ for morphisms. Let x, y denote objects in G0 over K-schemes S and T
resp. There is an arrow ξ : y → x if and only if for some morphism f : S → T , there exists an
isomorphism y → f∗x. Note that isomorphisms of limit linear series are induced by isomorphisms
of the underlying bundles. Suppose y → f∗x is induced by (θj : Ej
∼
→ Fj), θj induces an
isomorphism Ej(−N(T × Pj+1)) → Fj(−N(T × Pj+1)), which further induces an isomorphism
ψ(y)
∼
→ f∗ψ(x). This determines a (Cartesian) arrow ψ(y) → ψ(x) which we define as ψ(ξ). It
only remains to show that this definition is functorial.
Given two arrows ξ1 : y → x and ξ2 : z → y over f : S → T and g : U → S resp., there exist
isomorphisms θ1 : y → f∗x and θ2 : z → g∗y induced by relevant vector bundle isomorphisms
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(θ1j ), (θ
2
j ). Then ξ2 ◦ ξ1 : z → x corresponds to an isomorphism induced by (θ
2
j ◦ g
∗θ1j ). Since
ψ(ξ1), ψ(ξ2) and ψ(ξ2 ◦ ξ1) are also induced by (θ
1
j ), (θ
2
j ) and (θ
2
j ◦ g
∗θ1j ) resp. (thought of as
isomorphisms between underlying vector bundles of ψ(y) and ψ(x), ψ(z) and ψ(y) , ψ(z) and ψ(x)
resp.), functoriality follows. Therefore, ψ is a stack morphism from G0 to Gk,EHT2,ωg ,d•,aΓ(Xg).
By looking at the induced topological map |ψ| (see Notation 15), one can conclude that ψ
factorizes through G1. 
We first prove a non-emptiness result for G0.
Proposition 10.9. For every point y ∈ |G1|, there exists x ∈ |G0| such that the induced map
|ψ| : |G0| → |G1| sends x to y.
Proof. We construct a pre-image ((Ej , Vj), (φj)) for an F -valued object ((E
′
j , V
′
j ), (φj)) of G1, where
F is some algebraically closed extension of K. Let Ej = E
′
j (NPj+1) and take the same gluing data
(φj). It then remains to define Vj . Recall that Vj is supposed to be of rank k + n = k + 2m.
Define V1 := ker(Γ(E1(−ck+n,1P2)) → E1(−ck+n,1P2)|P2)/L ), where L is a line bundle deter-
mined by
V ′1 (−k1P1)→ E
′
1(−ak,1P2)|P2 = E1(−ck,1P2)|P2
∼
→ E1(−ck+n,1P2)|P2 .
11
For a general j, notice that among the vanishing orders ck+1,2j−2, ..., ck+n,2j−2, only ck+1,2j−2,
ck+n,2j−2 could be non-repeated vanishing orders (see Appendix Lemma A.2, A.4). There are
three situations:
(a) ck+1,2j−2, ck+n,2j−2 are both repeated vanishing orders;
(b) only ck+n,2j−2 is non-repeated;
(c) ck+1,2j−2, ck+n,2j−2 are both non-repeated.
When ck+1,2j−2 is non-repeated, define L
j−1
1 to be the image of the map:
Vj−1(−ck+1,2j−3Pj)→ Ej−1(−ck+1,2j−3Pj)|Pj .
In this case, define
W1 := ker(Γ(Ej(−ck+1,2j−2Pj − ck+n,2j−1Pj+1))→ Ej(−ck+1,2j−2Pj)|Pj/φj(L
j−1
1 )).
When ck+n,2j−2 is non-repeated, define L
j−1
2 to be the image of the map:
Vj−1 → Ej−1(−ck+n,2j−3Pj)|Pj .
In this case, define
W2 := ker(Γ(Ej(−ck+1,2j−2Pj − ck+n,2j−1Pj+1))→ Ej(−ck+n,2j−2Pj)|Pj/φj(L
j−1
2 )).
We now define Vj inductively:
Case 1: Ej is semi-stable.
(1) In situation (a), Vj := V
′
j ⊕ Γ(Ej(−ck+1,2j−2Pj − ck+n,2j−1Pj+1));
(2) in situation (b), Vj := V
′
j +W2;
(3) in situation (c), Vj := V
′
j + (W1
⋂
W2).
11The last isomorphism is non-canonical, but L is independent of the choice of such an isomorphism.
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Case 2: Ej is unstable. Denote again Ej1 , ..., Ej2T to be the unstable bundles among E1, ..., Eg.
Define V ′′j := V
′
j + Γ(Ej(−ck+1,2j−2Pj − ck+n,2j−1Pj+1)).
(1) Situation (a) occurs if and only if j = j2t and we define
Vj := ker(V
′′
j → Ej(−ck+n,2j−1Pj+1)|Pj+1/L
j),
where L j is a line in Ej(−ck+n,2j−1Pj+1)|Pj+1 whose image qj in PEj|Pj+1
12 is glued to qj2t+1 in
ck+n,2j−1-th order, where qj2t+1 is the image of any section of the destabilizing summand of Ej2t+1
in PEj2t+1 |Pj2t+1 ;
(2) in situation (b), Vj := V
′′
j ;
(3) in situation (c), Vj := V
′
j + ker(V
′′
j (−ck+1,2j−2Pj)→ Ej(−ck+1,2j−2Pj)|Pj/φj(L
j−1
1 )).
Note that in case 2(1), the existence of such L j is guaranteed by the sufficient genericity of
((E ′j , V
′
j ), (φj)). 
Based on the construction in Theorem 10.8, we point out a fact which will be relevant to the
moduli count later:
Corollary 10.10. Given ψ : G0 → G1 as in Theorem 10.8 and F an algebraically closed extension
of K, let ((E ′j , V
′
j ), (φj)) be an F -valued object in Ob(G1). Then, an ((Ej , Vj), (φj)) in Ob(G
0) such
that ψ((Ej , Vj), (φj)) = ((E
′
j , V
′
j ), (φj)) is uniquely determined by the choice of Vj2T . Moreover, the
choice of Vj2T one-to-one corresponds to points in P(Ej2T |Pj2T+1)\{q
∗}, where q∗ is the image of
sections of the destabilizing summand of Ej2T .
Proof. Following the same construction as in 10.9, we claim that the proposed V1 is the only
k-dimensional subspace of Γ(E1) satisfying the desired vanishing conditions which is compatible
with φ2 and any feasible choice of V2: given the proposed vanishing conditions, V1 is uniquely
determined by q1, the image of
V1 → E1(−ck+n,1P2)|P2 → PE1(−ck+n,1P2)|P2 ;
since ck+n,2 + ck+n,3 =
1
2 (deg(E2) − 1), φ2(q1) must be the image of sections of the destabilizing
summand of E2 in PE2|P2 .
Similarly, in cases 1(2), 1(3), 2(3) in 10.8, Vj is determined by Vj−1, V
′
j and φj .
In cases 1(1), 2(2), Vj is uniquely determined by V
′
j and the vanishing conditions.
All Vj2t in 2(1) such that t < T are uniquely determined by V
′
j2t
, the vanishing conditions and
φj2t+1,...,φj2t+1 . Therefore, once Vj2T is chosen, all Vj are determined and hence a unique object
((Ej , Vj), (φj)) is obtained.
For the second part of the statement, notice that Vj2T is determined by its (Pj2T , Pj2T+1)-
adapted basis. Given V ′j2T and the vanishing conditions,
Vj2T (−(ck+n,2j2T−1 + 1)Pj2T+1) is uniquely determined and Vj2T depends only on the choice of a
section s such that ordPj2T (s) = ck+n,2j2T−2, ordPj2T+1(s) = ck+n,2j2T−1. Such sections one-to-one
corresponds to points in P(Ej2T |Pj2T+1)\{q
∗}. 
12PEj |Pj+1 is canonically isomorphic to PEj(−ck+n,2j−1Pj+1)|Pj+1 .
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A key notion throughout the rest of the paper is the fiber dimension of morphisms between
algebraic stacks. We quote the definition from [Oss13].
Definition 10.11. Given f : X → Y, a locally finite type morphism of algebraic stacks. For
x ∈ |X |, let y be a geometric point representing f(x) and x˜ a point of X ×Y y lying over x. We
define the fiber dimension δxf to be the dimension at x˜ of X ×Y y.
Proposition 10.12. Let ψ : G0 → G1 be as defined in 10.8. Then, δxψ = 1 for every x of |G
0|.
Proof. Suppose |ψ|(x) = y. Consider the fiber
Gy

// G0
ψ

spec(F )
y
// G1
Let ((E ′j , V
′
j ), (φj)) be the object in G1 represented by y. Denote Ej = E
′
j (NPj+1).
Objects in Gy are triples of the form (X, ((Fj ,Wj), (χj)), (fj)): X
f
→ spec(F ) is an F -scheme,
((Fj ,Wj), (χj)) an object in G0 over X , and (fj) gives an isomorphism between the image of
X , ((f∗E ′j , f
∗V ′j ), (f
∗φj)), and ψ((Fj ,Wj), (χj)) in G1. More concretely, ψ((Fj ,Wj), (χj)) is
isomorphic to ((f∗E ′j , f
∗V ′j ), (f
∗φj)) via (f1, ..., fg) if and only if the following holds:
Fj(−NPj+1)
∼
→
fj
f∗E ′j ,W
′
j = f
∗V ′j and f
∗φj = fj+1 ◦ χj ◦ f
−1
j for all j.
We now describe a 1-dimensional scheme Gy which represents Gy.
Let Gr(s,Γ(Ej); (ai,j), (bi,j)) be the locally-closed sub-scheme of Gr(s,Γ(Ej))
parametrizing subspaces of sections with vanishing sequences (ai,j), (bi,j) at Pj , Pj+1 respectively.
Denote
Gk =
g∏
j=1
Gr(k,Γ(E ′j ); (ai,2j−2), (ai,2j−1)),Gk+n =
g∏
j=1
Gr(k + n,Γ(Ej); (ci,2j−2), (ci,2j−1)).
The morphism spec(F )
y
→ G1 induces a morphism spec(F ) →M2,~d,ωg(NPg+1) and we have the
following (2-)fibered diagram:
G˜y //

Gk+n,EHT
2,ωg(NPg+1),dˆ•,cΓ
(Xg)
π

// Gk+n,EHT
2,2g−2+2N,dˆ•,cΓ
(Xg)

spec(F ) // M2,~d,ωg(NPg+1)
// M2,~d
By Remark 5.3 and the fact that Gk+n,EHT
2,2g−2+2N,dˆ•,cΓ
(Xg) is a locally closed substack of Pk2,d• , it follows
that G˜y is a locally closed sub-scheme ofGk+n. Since G0 is locally-closed in G
k+n,EHT
2,ωg(NPg+1),dˆ•,cΓ
(Xg),
we further conclude that the fiber G0y of G
0 over M2,~d,ωg(NPg+1) is also locally-closed in Gk+n.
Similarly, the fiber G1y of G1 over M2,~d,ωg(NPg+1) is locally-closed in Gk.
The morphism ψ induces a map between the fibers ψy : G
0
y → G
1
y. Define Gy = ψ
−1
y (V
′
1 , ..., V
′
g)
in G0y. This is equivalent to saying ((Ej , Vj), (φj)) is an object in G
0 over the object determined
by y. We claim Gy is 1-dimensional.
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Consider the morphism
Gy → Gr(k + n,Γ(Ej2T ); (ci,2j2T−2), (ci,2j2T−1))→ PEj2T (−ck+n,2j2T Pj2T+1)|Pj2T+1
where the first arrow is a projection and the second one is defined by sending Vj2T to the line
determined by Vj2T /i(V
′
j2T
), where i is the inclusion Γ(E ′j2T ) → Γ(Ej2T ). By Corollary 10.10, this
morphism maps injectively onto a dense open subset of the target. Hence, Gy is 1-dimensional.
That Gy represents Gy follows from the following commutative 2-diagram:
G0 ×M spec(F )×(G1×Mspec(F )) spec(F )
//

G0 ×M spec(F ) //

G0

spec(F ) // G1 ×M spec(F ) // G1
The right square is Cartesian, due to the canonical isomorphism
spec(F )×M G1 ×G1 G
0 = G0 ×M spec(F )
(see Tag 02XD, [Sta13]). Hence, the whole diagram is Cartesian. In particular,
G0 ×M spec(F )×(G1×Mspec(F )) spec(F ) is isomorphic to G
0 ×G1 spec(F ). So,
Gy = G
0
y ×G1y spec(F ) = G
0 ×M spec(F )×(G1×Mspec(F )) spec(F )
∼= G0 ×G1 spec(F ) = Gy .

10.2. Geometric Fibers of Certain Forgetful Morphisms. Hereafter, we focus on morphisms
between moduli stacks of Eisenbud-Harris-Teixidor limit linear series on chain Xg for different
g’s. In particular, given g < g′, there is a natural forgetful morphism Gk
′,EHT
2,ωg′ ,d
g′
• ,c
Γ
g′
(Xg′) → Gg
(Notation 17), defined by forgetting the part of data over the last g′ − g components.
In general, when g1 > g2 > g3, we have the following commutative diagram:
Gg1 Gg2
Gg3
pg1,g2
We shall study the dimension of the fiber of pg1,g2 over a geometric point represented by x :
spec(F )→ G2, i.e. the fibered product
Gg1,g2x //

G1
pg1,g2

spec(F )
x
// G2
Recall that the moduli stacks G1,G2 here considered satisfy the property that all K-valued
objects have the same underlying vector bundles.
Suppose x represents the object ((Ej , Vj), (φj)) in G2. Objects in Gg1,g2x over an F -scheme
X
p
→ spec(F ) are of the form
(X, ((Fj ,Wj), (χj)), (f1, ..., fg2)),
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where ((Fj ,Wj), (χj)) is an object in G1 over X such that pg1,g2((Fj ,Wj), (χj)) is isomorphic to
((p∗Ej, p
∗Vj), (p
∗φj)) via f = (f1, ..., fg2) where fj is an isomorphism between Fj(−(g1− g2)Pj+1)
and p∗Ej .
We shall now describe a smooth cover of Gg1,g2x .
Denote τPg2+1 := τ
Vg2 (Pg2+1). Define
W =
g1∏
j=g2+1
Gr(k,Γ(Ej); (ci,2j−2), (ci,2j−1))×
g1∏
j=g2+1
Iso(Ej|Pj+1 , Ej+1|Pj+1 ).
Let Nj be the number of non-repeated vanishing orders in (ci,2j−2). Since we restrict ourselves
to refined limit linear series, Nj equals the number of non-repeated vanishing orders in (ci,2j−3).
Define a morphism
g :W →
g1∏
j=g2+1
((PEj|Pj )
Nj × (PEj |Pj )
Nj )
sending ((Vj), (φj)) to ((q
g2 , pg2+1), ..., (qg1−1, pg1)), where
pj := (sj1|Pj , ..., s
j
Nj
|Pj ), q
j := (φj+1(s
j
1|Pj+1 ), ..., φj+1(s
j
Nj
|Pj+1 ))
and sji ∈ Vj is section realizing the i-th non-repeated vanishing order at the corresponding point.
Denote ∆j to be the diagonal of (PEj|Pj )
Nj × (PEj |Pj )
Nj and define ∆ =
∏g1
j=g2+1
∆j .
Define Gx to be the closed sub-scheme of g
−1(∆) parametrizing objects such that
τVg2+1(Pg2+1) = τPg2+1 .
Proposition 10.13. ∃u : Gx → Gg1,g2x , which is a
∏g1
j=g2+1
Aut0(Ej)-torsor.
Proof. Let F be an algebraically closed extension of K.
By Appendix A.16, the underlying vector bundles of an F -valued object in G1 (resp. G2)
corresponds to a locally closed point inside
∏g1
j=1M2,Lj (Cj) (resp.
∏g2
j=1M2,Lj (Cj)), where
M2,Lj (Cj) denotes the moduli stack of rank two vector bundles on Cj with some fixed determinant
Lj
∼= det(Ej).
Denote E1, ..., Eg2 to be the underlying vector bundles G1 (See Remark 9.4). Let Z be the
(reduced) locally closed substack of
∏g1
j=g2+1
M2,Lj (Cj), whose underlying topological space is a
singleton corresponding to the (fixed) vector bundles Eg2+1, ..., Eg1 .
Since we are only interested in dimensions of the moduli stacks, by the basic theory of stack di-
mension, we may pass to the induced reduced substack whenever necessary (see Tag 0509, [Sta13]).
Thus, one has the following 2-fibered diagram:
Gg1,g2x ×Z spec(K) //

spec(K)

Gg1,g2x // G1 // Z
where the bottom left arrow is the natural projection and the bottom right arrow is an obvious
forgetful morphism.
We show thatGx is isomorphic to Gg1,g2x ×Zspec(K). An object in the fibre product is determined
by three data: an object ((Fj ,Wj), (χj)) of G1; a limit linear series isomorphism h between
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((Fj ,Wj)j≤g2 , (χj)j≤g2 ) and (appropriate pull-back of) the data determined by x; isomorphisms
fj between Fj and (appropriate pull-back of) Ej for j = g2 + 1, ..., g1. Define a 1-morphism
θ : Gx → Gg1,g2x ×Z spec(K) as follows: given ((Vj)
g1
j=g2+1
, (φj)
g1
j=g2+1
), one naturally gets an object
((Ej , Vj)j≥1, (φj)j≥2) of G1 by using the data specified by x. θ then sends ((Vj)
g1
j=g2+1
, (φj)
g1
j=g2+1
)
to the object in the fibre product determined by this object of G1 together with identity bundle
morphisms. For morphisms, θ sends any Gx-morphism g to an arrow between corresponding
objects of the fibre product, one of which is identified with the pull-back of the other via g. In
particular, there is a 1-1 correspondence between morphisms in HomGx(S, T ) and morphisms from
θ(S) to θ(T ) and θ is fully-faithful.
It remains to show θ is essentially surjective. Consider an object ξ of Gg1,g2x ×Z spec(K). ξ
specifies an object ((Fj ,Wj), (χj)) of G1; a limit linear series isomorphism h induced by bundle
isomorphisms h1, ..., hg2 ; and bundles isomorphisms fg2+1, ..., fg1 . The data
((fj(Wj))j>g2 , (fj+1 ◦ χj ◦ f
−1
j )j>g2 ) gives an object σ of (the associated stack of) Gx. Then, ξ is
isomorphic to the image of θ(σ); the isomorphism is induced by h1, ..., hg2 , fg2+1, ..., fg1 .
We define u to be the morphism Gx
∼
→ Gg1,g2x ×Z spec(K) → G
g1,g2
x . The fact that u is a∏g1
j=g2+1
Aut0(Ej)-torsor follows from the fact that spec(K)→ Z is a
∏g1
j=g2+1
Aut0(Ej)-torsor. 
Corollary 10.14. dimGg1,g2x = dimGx −
g1∑
j=g2+1
dimAut0(Ej).
10.3. Induction Step 2. Given some non-empty stack Gk,EHT2,ωg ,d•,aΓ(Xg), where k = 2k1+1 is odd,
by Proposition 10.9, we obtain a non-empty substack G0 of Gk+4,EHT
2,ωg(NPg+1),dˆ•,cΓ
(Xg), whose objects
all have vanishing sequence
(6) (ci) := (N + k1, [N + k1 − 1]2, ..., [N ]2, N − 1− k1, [N − 2− k1]2, N − 3− k1)
along Pg+1. Denote c˜
Γ := [cΓ|ci], which is a (k + 4)× (2g − 1)-matrix.
Now we shall define another moduli stack Gk+4,EHT
2,ωg′ ,d
′
•
,cΓ
′
g′
(Xg′) of rank two limit linear series on a
chain of g′ elliptic curves, Xg′ , where g
′ > g. Technically, we need to specify a (k + 4)× (2g′ − 2)
matrix cΓ
′
g′ , which is (g
′, k+4)-standard. Specifically, we setup the following notations/definitions:
(1) Denote cΓ
′
g′ := (cij), where (cij)j≤2g−1 = c˜
Γ.
(2) Fix k = 2k1 + 1, take q = max{1, ⌊
k1
3 ⌋} and define N = 4k1 + 6− q.
(3) Define g′ := g +N .
(4) Denote k′ := k + 4.
(5) Define b′ = g′ − 1 which satisfies the equation
∑g′
j=1 d
′
j − 2b
′(g′ − 1) = 2g′ − 2.
It turns out that one does not need to write down cΓ
′
g′ explicitly. To reduce complexity in
describing our constructions, we first introduce a simplification for recording vanishing conditions.
Since the vanishing sequences (ci,2j−2), (ci,2j−1) either satisfy conditions in 7.1, or in 7.2 and the
vanishing at P1 is always ([0]2, ..., [k1 + m − 1]2, k1 +m), it suffices to record all the underlying
vector bundles (together with some extra data). We summarize this idea in the following two
lemmas:
Lemma 10.15. Fix an elliptic curve C, two general points P,Q ∈ C and a positive integer d.
Suppose (ai), (bi) are integer sequences satisfying Lemma 7.1 with respect to the given d. Then
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(ai), (bi) are determined by the pair (E , (ai)), where E is a rank two vector bundle on C of the
form O(ai1 , d− ai1)⊕ O(ai2 , d− ai2) (Notation 8).
Remark 10.16. Hereafter, we shall refer to such i1, i2 as special indices of (ai), (bi), when they are
in the situation of 7.1.
Proof. To give E is equivalent to specifying the special indices i1, i2. Given i1, i2 and (ai), (bi) is
determined by the following rule: bi =


d− ai for i = i1, i2
d− ai − 1 otherwise .

For Ej unstable, we have a similar result:
Lemma 10.17. Let (ai), (bi) be integer sequences of length k satisfying Lemma 7.2 with respect to
some given d. Then (ai), (bi) are determined by a triple (E , (ai), τ∗), where E is a rank two vector
bundle of the form O(aℓ, d+ 1− aℓ)⊕O(ai∗ , d− ai∗) and τ∗ is some subset of {1, ..., k} such that
∀i ∈ τ∗, ai is a non-repeated entry in (ai).
Remark 10.18. We also refer to ℓ, i∗ as the special indices of (ai), (bi), when they are in the
situation of 7.2.
Proof. Take τ∗ to be {i ∈ {1, ..., k}|ai is a non-repeated term in (ai), ai + bi = d}.
Given E , (ai) and τ∗, (bi) is determined by the following rule:
bi =


d+ 1− ai if i = ℓ
d− ai if i ∈ τ∗ or i : ai = ai+1
d− ai if i = i∗ + 1
d− 1− ai otherwise.

By Lemma 10.15, 10.17, when describing our inductive construction it suffices to specify the
vector bundles Ej , together with a set of indices τjt for each unstable bundle Ejt . Since E1, ..., Eg
are determined from the preceding step of induction, it suffices to do so for j > g.
10.3.1. The First Construction.
The following is a list of vector bundles and configurations for our first construction:
Eg+1, Eg+2, Eg+3 are semi-stable:
(1) Eg+1 = O(g − k1, b′ − (g − k1))⊕ O(g + k1, b′ − (g + k1));
(2) Eg+2 = O(g − k1, b′ − (g − k1))⊕ O(g + k1 + 2, b′ − (g + k1 + 2));
(3) Eg+3 = O(g − k1 + 1, b
′ − (g − k1 + 1))⊕ O(g + k1 + 3, b
′ − (g + k1 + 3)).
Eg+4 is unstable:
Eg+4 = O(g − k1 + 3, 5k1 − q + 3)⊕ O(g + k1 + 3, 3k1 − q + 2), τg+4 = {k + 1, k + 4}.
Eg+5, Eg+6, Eg+7 are semi-stable:
(1) Eg+5 = O(g − k1 + 4, b′ − (g − k1 + 4))⊕ O(g + k1 + 3, b′ − (g + k1 + 3));
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(2) Eg+6 = O(g − k1 + 6, b′ − (g − k1 + 6))⊕ O(g + k1 + 3, b′ − (g + k1 + 3));
(3) Eg+7 = O(g − k1 + 6, b
′ − (g − k1 + 6))⊕ O(g + k1 + 5, b
′ − (g + k1 + 3)).
Eg+8 is unstable:
Eg+8 = O(g − k1 + 5, b
′ − (g − k1 + 6))⊕ O(g + k1 + 8, b
′ − (g + k1 + 8)), τg+8 = {1, k}.
Eg+9 is semi-stable:
Eg+9 = O(g − k1 + 8, b
′ − (g − k1 + 7))⊕ O(g + k1 + 8, b
′ − (g + k1 + 8)).
For j = g + 9 + 11s+ t (0 ≤ s ≤ q − 2, 1 ≤ t ≤ 11), Ej are semi-stable except for t = 1, 4:
(1) Eg+10+11s = O(g−k1+11+14s, b′−(g−k1+11+14s))⊕O(g+k1+7+8s, b′−(g+k1+6+8s)),
τg+10+11s = {1};
(2) Eg+11+11s = O(g−k1+11+14s, b′−(g−k1+11+14s))⊕O(g+k1+8+8s, b′−(g+k1+8+8s));
(3) Eg+12+11s = O(g−k1+12+14s, b
′−(g−k1+12+14s))⊕O(g+k1+9+8s, b
′−(g+k1+9+8s));
(4) Eg+13+11s = O(g−k1+14+14s, b′−(g−k1+14+14s))⊕O(g+k1+9+8s, b′−(g+k1+10+8s)),
τg+13+11s = {5 + 6s, k, k + 1, k + 4};
(5) Eg+14+11s = O(g−k1+16+14s, b′−(g−k1+16+14s))⊕O(g+k1+10+8s, b′−(g+k1+10+8s));
(6) Eg+15+11s = O(g−k1+15+14s, b′−(g−k1+15+14s))⊕O(g+k1+13+8s, b′−(g+k1+13+8s));
(7) Eg+16+11s = O(g−k1+19+14s, b′−(g−k1+19+14s))⊕O(g+k1+11+8s, b′−(g+k1+11+8s));
(8) Eg+17+11s = O(g−k1+20+14s, b′−(g−k1+20+14s))⊕O(g+k1+12+8s, b′−(g+k1+12+8s));
(9) Eg+18+11s = O(g−k1+19+14s, b′−(g−k1+19+14s))⊕O(g+k1+15+8s, b′−(g+k1+15+8s));
(10) Eg+19+11s = O(g−k1+21+14s, b′−(g−k1+21+14s))⊕O(g+k1+15+8s, b′−(g+k1+15+8s));
(11) Eg+20+11s = O(g−k1+22+14s, b′−(g−k1+22+14s))⊕O(g+k1+16+8s, b′−(g+k1+16+8s));
For j > g + 11q − 2, Ej are semi-stable:
To shorten symbols, write h = g + 11q − 2 and consider all ℓ = 0, ..., k1 − 3q:
(1) Eh+4ℓ+1 = O(g − k1 + 14q + 5ℓ− 3, b′ − (g − k1 + 14q + 5ℓ− 3))⊕
O(g+ k1+8q+3ℓ− 1, b′− (g+ k1+8q+3ℓ+1));
(2) Eh+4ℓ+2 = O(g−k1+14q+5ℓ−2, b′−(g−k1+14q+5ℓ−2))⊕O(g+k1+8q+3ℓ, b′−(g+k1+8q+3ℓ));
(3) Eh+4ℓ+3 = O(g − k1 + 14q + 5ℓ− 2, b′ − (g − k1 + 14q + 5ℓ− 2))⊕
O(g + k1 + 8q + 3ℓ+ 2, b
′ − (g + k1 + 8q + 3ℓ+ 2));
(4) Eh+4ℓ+4 = O(g − k1 + 14q + 5ℓ− 1, b′ − (g − k1 + 14q + 5ℓ− 1))⊕
O(g + k1 + 8q + 3ℓ+ 3, b
′ − (g + k1 + 8q + 3ℓ+ 3)).
Eg′−3,...,Eg′ are semi-stable:
(1) Eg′−3 = O(g
′ − 4, 3)⊕2;
(2) Eg′−2 = O(g
′ − 4, 3)⊕ O(g′ − 2, 1);
(3) Eg′−1 = O(g
′ − 3, 2)⊕ O(g′ − 1, 0);
(4) Eg′ = O(g
′ − 1, 0)⊕2.
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10.3.2. Vanishing Sequences in the First Construction. For future reference, we list certain van-
ishing sequences in our first construction:
Lemma 10.19. We have
(ci,2g+5)
T = ([5k1 + 4− q]2, 5k1 + 2− q, [5k1 + 1− q]2, ..., [4k1 + 3− q]2︸ ︷︷ ︸
2k1−2 entries
,
3k1 + 3− q, [3k1 + 2− q]2, 3k1 − q);
(ci,2g+7)
T = (5k1 + 4− q, [5k1 + 3− q]2, 5k1 + 1− q, [5k1 − q]2, ..., [4k1 + 3− q]2︸ ︷︷ ︸
2k1−4 entries
,
4k1 + 2− q, 3k1 + 3− q, [3k1 + 2− q]2, 3k1 − q);
(ci,2g+13)
T = (5k1 + 1− q, [5k1 − q]2, [5k1 − 1− q]2, 5k1 − 3− q,
[5k1 − 4− q]2, ..., [4k1 − q]2, 4k1 − 1− q︸ ︷︷ ︸
2k1−5 entries
, 3k1 + 1− q, [3k1 − q]2, 3k1 − 3− q);
(ci,2g+15)
T = (5k1 − q, [5k1 − 1− q]2, 5k1 − 2− q, 5k1 − 3− q,
[5k1 − 5− q]2, ..., [4k1 − 2− q]2︸ ︷︷ ︸
2k1−4 entries
, [3k1 − 1− q]2, 3k1 − 2− q, 3k1 − 3− q);
(ci,2g+17)
T = (5k1 − 1− q, [5k1 − 2− q]2, [5k1 − 3− q]2,
[5k1 − 6− q]2, [5k1 − 7− q]2, ..., [4k1 − 3− q]2︸ ︷︷ ︸
2k1−4 entries
, [3k1 − 2− q]2, [3k1 − 3− q]2).
Lemma 10.20. For s = 0, ..., q − 1, we have:
(ci,2g+17+22s)
T = (5k1 − 1− q − 11s, [5k1 − 2− q − 11s]2, ..., [5k1 − 3− q − 14s]2︸ ︷︷ ︸
4+6s entries
,
[5k1 − 6− q − 14s]2, ..., [4k1 − 3− q − 11s]2︸ ︷︷ ︸
2k1−4−6s entries
, [3k1 − 2− q − 8s]2, [3k1 − 3− q − 8s]2).
(ci,2g+19+22s)
T = (5k1 − 1− q − 11s, 5k1 − 2− q − 11s,
[5k1 − 3− q − 11s]2, ..., [5k1 − 3− q − 14s]2︸ ︷︷ ︸
2+6s entries
, 5k1 − 4− q − 14s,
[5k1 − 6− q − 14s]2, 5k1 − 7− q − 14s, [5k1 − 8− q − 14s]2, ..., [4k1 − 3− q − 11s]2︸ ︷︷ ︸
2k1−8−6s entries
,
4k1 − 4− q − 11s, 3k1 − 1− q − 8s, [3k1 − 3− q − 8s]2, 3k1 − 4− q − 8s).
(ci,2g+25+22s)
T = (5k1 − 5− q − 11s, [5k1 − 6− q − 11s]2, ..., [5k1 − 7− q − 14s]2,︸ ︷︷ ︸
4+6s entries
5k1−8−q−14s, [5k1−9−q−14s]2, 5k1−11−q−14s, [5k1− 12− q − 14s]2, ...., [4k1 − 7− q − 11s]2,︸ ︷︷ ︸
2k1−8−6s entries
3k1 − 4− q − 8s, [3k1 − 5− q − 8s]2, 3k1 − 7− q − 8s).
Lemma 10.21. We have for ℓ = 0, ..., k1 − 3q + 1,
(ci,2h+8ℓ−1)
T = (5k1 − 12q − 4ℓ+ 10, [5k1 − 12q − 4ℓ+ 9], ..., [5k1 − 15q − 5ℓ+ 11]2︸ ︷︷ ︸
6q+2ℓ−2 entries
,
[5k1 − 15q − 5ℓ+ 8]2, ..., [4k1 − 12q − 4ℓ+ 8]2︸ ︷︷ ︸
2k1−6q−2ℓ+2 entries
, [3k1 − 9q + 6− 3ℓ]2, [3k1 − 9q + 5− 3ℓ]2).
10.3.3. Fiber Dimensions. Our next goal is to give an upper bound to the dimension of (an open
substack of)
Gk
′,EHT
2,ωg′ ,d
g′
• ,c
Γ′
g′
(Xg′) defined previously. We show that the dimension is bounded from above by ρg′,k′ .
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First of all, we establish some simple counting results on fiber dimensions of forgetful morphisms
pr+1,r in cases where Er+1 is semi-stable and decomposable.
Fix G = Gk
′,EHT
2,ωg′ ,d
g′
• ,c
Γ′
g′
(Xg′) and let Gr = G
k′,EHT
2,ωr(ArPr+1),dr•,c
Γ′
r
(Xr) (Notation 17).
Lemma 10.22. Consider the forgetful morphism pr+1,r : Gr+1 → Gr. Suppose cΓ
′
is (g′, k′)-
standard. Suppose also Er+1 = L ⊕L ′ is semi-stable and L 6∼= L ′.
Denote i1, i2 to be the special indices of (ci,2r), (ci,2r+1) and τ(Pr+1) to be the configuration at
Pr+1. Also introduce the following two index subsets:
(1) A1 = {St ∈ τ(Pr+1)|St ∋ i1 or i2};
(2) A2 = {St ∈ τ(Pr+1)|St ∋ is − 1 6= i1, i2 and cis−1,2r = cis,2r − 1, for s = 1, 2}.
Then, the fiber dimension mr+1 of pr+1,r at any point is less than 2− |A1
⋃
A2|.
Proof. Let x be any geometric point of Gr such that the fiber of pr+1,r at x, Gx, is non-empty.
Since Er+1 = L ⊕L ′ is semistable and L 6∼= L ′, dimAut
0(Er+1) = 1.
By Corollary 10.14, mr+1 = dim(Gx)− dim(Aut
0(Er+1)) = dim(Gx)− 1, where Gx is as given
in Proposition 10.13. Hence, it only remains to compute dim(Gx).
Consider the configuration τ(Pr+1) associated to x. Let (qt) be the sequence of points in PEr|Pr+1
associated to Vr . Vr+1, φr+1 are compatible with the configuration if and only if τ
Vr+1 (Pr+1) =
τ(Pr+1) and φr+1(qt) = pt, where (pt) is the sequence of points in PEr+1|Pr+1 associated to Vr+1.
Thus, dim(Gx) depends on the configuration τ(Pr+1). More precisely, we have the following
observations:
First of all, if some subset St in the configuration contains i1 (or i2), the associated point pt in
PEr+1|Pr+1 is the image of one of the canonical sections of Er+1. If Si contains i1 − 1 (or i2 − 1)
and ci1−1,2r = ci1,2r − 1, same is true. In either case, the condition φr+1(pt) = qt cuts out a
codimension 1 sub-scheme inside Iso(Er|Pr+1 , Er+1|Pr+1). Meanwhile, for all other indices i not in
the same St, given any point qi in PEr+1|Pr+1 , one can always find (up to scalar) a unique section
vanishing to order ci,2r, ci,2r+1 at Pr+1, Pr+2 resp.; hence, ∀qi, ∃(Vr+1, φr+1) such that qi is in the
sequence of points in PEr+1|Pr+1 associated to Vr+1.
Secondly, Vr+1 is uniquely determined by the associated sequence of points (pt).
Thirdly, denote f : Gx → Iso(Er|Pr+1 , Er+1|Pr+1) to be the obvious projection. Any non-empty
fiber of f is zero-dimensional, since φr+1 uniquely determines (pt), and hence determines Vr+1.
Due to the fixed determinant condition, dim Iso(Er|Pr+1 , Er+1|Pr+1) = 3. Thus,
dim(Gx) = dim Im(f) ≤ 3− |A1
⋃
A2|.
Since the fiber dimension mr+1 = dim(Gx)− 1, the lemma follows. 
Remark 10.23. A frequently encountered situation of τ(Pr+1) is the one in Example 9.6 (4). In
that case, mr+1 ≤ 0. To detect this situation, it suffices to look at the vector bundles Er, Er+1.
Very similarly, we also state the following lemma:
Lemma 10.24. Same setup as in Lemma 10.22, except that now assume Er+1 = L
⊕2. Then,
mr+1 ≤ 0.
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Proof. Notice that in this case dimAut0(Er+1) = 3. Again, the fibers of the projection f : Gx →
Iso(Er|Pr+1 , Er+1|Pr+1) is zero-dimensional. Since mr+1 = dim(Gx)−dimAut
0(Er+1) = dim(Gx)−
3, dim Iso(Er|Pr+1 , Er+1|Pr+1) = 3, the result follows. 
With the above two lemmas, we immediately obtain the following result:
Corollary 10.25. Given the construction in 10.3.1, we have the following upper bounds on the
fiber dimensions mr+1:
(1) mg+2 ≤ 2, mg+1,mg+5 ≤ 1, mg+3,mg+7,mg+9 ≤ 0;
(2) mg+6 ≤ 2 if k1 > 2, and mg+6 ≤ 1 if k1 = 2;
(3) mg+11+11s ≤ 2, mg+12+11s ≤ 0, mg+14+11s ≤ 1, mg+15+11s ≤ 1, mg+16+11s ≤ 2,
mg+17+11s ≤ 0, mg+18+11s ≤ 0, mg+19+11s ≤ 2, mg+20+11s ≤ 0, for s = 0, ..., q − 2;
(4) mh+4ℓ+1,mh+4ℓ+3 ≤ 2, mh+4ℓ+2,mh+4ℓ+4 ≤ 0, for ℓ = 0, ..., k1 − 3q;
(5) mg′−3 ≤ 0, mg′−2 ≤ 2, mg′−1 ≤ 0, mg′ ≤ 0.
Proof. By 10.22, statements of the form mj ≤ 2 are trivial.
For j = g + 3, g + 12 + 11s, g + 17 + 11s, g + 20 + 11s, h + 4ℓ + 2, h + 4ℓ + 4 and g′ − 1, the
conclusion follows from the observation in 10.23.
For j = g′ − 3, g′, the results follow from 10.24 directly.
For j = g + 1, g + 7, g + 9, g + 18 + 11s, g + 14 + 11s, g + 15 + 11s, the results follow from
recognizing the special indices and comparing the relevant vanishing orders (see the proof of B.1).
One can compute that c5,2g+10 is a repeated vanishing order if k1 > 2, but is non-repeated
vanishing if k1 = 2. This leads to the two different upper bounds for mg+6 in the two cases. 
If Er+1 is unstable, the situation is slightly more complicated. In general one needs to make a
choice of (qt) and (q
′
t) to determine Vr+1, where (qt) and (q
′
t) are the associated sequences of points
at Pr+1, Pr+2 resp.
Lemma 10.26. Same setup as in Lemma 10.22, except now assume Er+1 is unstable. Then, we
have mr+1 ≤ 1− ǫ+ |M |, where
(1) M = {i|ci,2r+1 is non-repeated, and ci,2r + ci,2r+1 =
1
2 (deg(Er+1)− 1)− 1};
(2) ǫ =


1 if ∃St ∋ i such that ci,2r + ci,2r+1 ≥
1
2 (deg(Er+1)− 1)
0 otherwise
.
Proof. In this case, dimAut0(Er+1) = 2. Again, following the notation in Corollary 10.14, we have
mr+1 = dim(Gx)− dimAut
0(Er+1) = dim(Gx)− 2.
Suppose i ∈M . In particular, ci,2r+1 6= ci1,2r+1, ci1,2r+1 − 1. Then,
dimΓ(Er+1(−ci,2rPr+1 − ci,2r+1Pr+2)) = 3
and Γ(Er+1(−ci,2rPr+1 − ci,2r+1Pr+2)) = span(s1, s2, s3) such that

ordPr+1(s1) = ci,2r + 1, ordPr+2(s1) = ci,2r+1
ordPr+1(s2) = ci,2r, ordPr+2(s2) = ci,2r+1 + 1
ordPr+1(s3) = ci,2r, ordPr+2(s3) = ci,2r+1
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Under our assumptions, Vr+1 always has a (Pr+1, Pr+2)-adapted basis, and such a basis is deter-
mined by the associated sequences of points (qt), (q
′
t) at Pr+1, Pr+2 resp. On one and, if St ∋ i
′
such that ci′,2r+ci′,2r+1 =
1
2 (deg(Er+1)−1), then qt = q
∗13. This poses one non-trivial closed con-
dition on Iso(Er|Pr+1 , Er+1|Pr+1). Thus, image of the projection f : Gx → Iso(Er|Pr+1 , Er+1|Pr+1)
has dimension ≤ 3− ǫ.
On the other hand, given φr+1, (qt) is determined. The fiber dimension of f is then bounded
from above by the choice of (q′t), which is bounded from above by |M |.
In summary, mr+1 = dim(Gx)− 2 ≤ (3 − ǫ+ |M |)− 2 = 1− ǫ+ |M |. 
Corollary 10.27. Given the construction in 10.3.1, we have the following upper bounds on the
fiber dimensions mr+1:
(1) mg+4 ≤ 1, mg+8 ≤ 2;
(2) mg+10+11s ≤ 3, mg+13+11s ≤ 1, for s = 0, ..., q − 2.
Proof. ǫ can be read off from the configuration data given in the construction; M can be deduced
from the given configuration τj , together with the vanishing sequences provided in 10.19, 10.20:
For j = g + 4, ǫ = 1 and M = {k}. So, mg+4 ≤ 1.
For j = g + 8, ǫ = 1 and M = {5, k + 3}. So, mg+8 ≤ 2.
For j = g + 10 + 11s, ǫ = 1 and M = {6s+ 5, k, k + 4}. So, mg+10+11s ≤ 3.
For j = g + 13 + 11s, ǫ = 1 and M = {1}. So, mg+13+11s ≤ 1. 
Remark 10.28. In general, it suffices to find upper bounds of fiber dimensions, rather than calculat-
ing the fiber dimensions. The reason is two-fold. First of all, if one can show dimGk
′,EHT
2,ωg′ ,d
g′
• ,c
Γ′
g′
(Xg′ ) ≤
ρg′,k′ and it contains limit linear series whose underlying vector bundle is semi-stable, by the fact
that ρg′,k′ is also a lower bound for the dimension of the semi-stable locus of G
k′,EHT
2,ωg′ ,d
g′
• ,c
Γ′
g′
(Xg′)
([BF98]), we’re done. Secondly, due to the vanishing sequences we prescribe at nodal points, it
turns out that for some g2 < g1 < g
′ the forgetful morphism pg1,g2 maps onto a closed substack
of Gg2 determined by some particular configuration τ(Pg2+1). In those situations, we sometimes
need to analyze fibers of forgetful morphisms pj′,j where j
′ − j > 1.
10.3.4. Conclusion from the First Construction.
In this part, we shall summarize out conclusion from Induction Step 2, Part 1. In particular, we
prove the following theorem:
Theorem 10.29. Let k = 2k1 + 1 be odd, and a
Γ be (g, k)-standard. Suppose Gk,EHT
2,ωg ,d•,aΓ
(Xg)
contains an open substack of expected dimension ρg,k of semi-stable EHT limit linear series, which
contains sufficiently generic objects. Let cΓ
′
g′ be as defined in section 10.3.1. Then, G
k′,EHT
2,ωg′ ,d
′
•
,cΓ
′
g′
(Xg′)
also contains an open substack of dimension ρg′,k′ of semi-stable limit linear series, which contains
sufficiently generic objects.
Remark 10.30. Intuitively, this theorem give the induction from (g, k) to (g + 2k + 4 − q, k + 4).
At every step of the induction, the parameter |L| increase by 2q.
13q∗ is the image of sections of the destabilizing summand of Er+1.
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Hereafter, whenever Er is unstable, we shall denote q
r
1 , q
r
2 to be the images of sections of the
destabilizing summand of Er in PEr|Pr ,PEr|Pr+1 resp. Whenever Er is semi-stable, we denote
qr1,1, q
r
1,2 (resp. q
r
2,1, q
r
2,2) to be the images of the canonical sections Er in PEr|Pr ,PEr|Pr+1 resp.
We carry out the dimension estimate in multiple steps:
Lemma 10.31. dimGg+9 ≤ dimGg + 6.
Proof. First of all, by Corollary 10.25, 10.27, we know the dimensions of fibers, mj for j =
g + 1, ..., g + 9, are bounded from above by 1, 2, 0, 1, 1, 2 (1, if k1 = 2), 0, 2, 0 resp. Hence,
dimGg+9 ≤ dimGg + 9 when k1 > 2, and dimGg+9 ≤ dimGg + 8 when k1 = 2.
To get the claimed dimension upper bound, one needs to analyze some of the configurations
more closely.
First of all, the special indices of (ci,g+16) and (ci,2g+17) are 5 and k + 4 (see the proof of B.1);
given (ci,2g+15) (see 10.19), τ(Pg+9) must contain some set S, which contains 5, k+3. In particular,
let s, s′ be two section in Vg+8 such that ordPg+9(s) = c5,2g+15, and ordPg+9(s
′) = ck+3,2g+15; then,
s|Pg+9 = s
′|Pg+9 must hold. This is a codimension one condition on Gg+8. Hence, dimGg+9 ≤
dimGg+8 − 1 +mg+9 ≤ dimGg+8 − 1.
Secondly, when k1 > 2,
c1,2g+14 + c1,2g+15, ck,2g+14 + ck,2g+15, ck+4,2g+14 + ck+4,2g+15 ≥
1
2
(deg(Eg+8)− 1).
Hence, τVg+8 (Pg+8) = {{1, k, k+ 4}, {6, k+ 1}} in general. The point associated to {1, k, k+ 4} is
the image of sections of the destabilizing summand in PEg+8|Pg+8 .
We claim that Gg+8 maps to a codimension one closed substack of Gg+7 and hence dimGg+8 ≤
(dimGg+7−1)+2 = dimGg+7+1. Given (ci,2g+13) in 10.19, one can see that c1,2g+12, ck,2g+12, ck+4,2g+12
are all non-repeated vanishing orders. For a general object in Gg+7, 1, k, k+4 do not belong to the
same set in τVg+7 (Pg+8). But for any object in Gg+8, τ(Pg+8) contains the set {1, k, k + 4}. This
poses a codimension one condition on Gg+7. Thus, dimGg+9 ≤ dimGg+7.
Similarly, given (ci,2g+5), (ci,2g+7) as in 10.19, one sees that
c3,2g+6 + c3,2g+7, ck+1,2g+6 + ck+1,2g+7, ck+4,2g+6 + ck+4,2g+7 ≥
1
2
(deg(Eg+4)− 1).
Since c3,2g+6, ck+1,2g+6, ck+4,2g+6 are the only non-repeated vanishing orders in (ci,2g+6), τ(Pg+4)
contains a single subset S = {3, k+1, k+4}, whose corresponding point in PEg+4|Pg+4 is q
g+4
1 . This
clearly poses a non-trivial closed condition on Gg+3, and hence dim Gg+4 ≤ (dimGg+3 − 1) + 1 =
dimGg+3.
Thus, when k1 > 2,
dimGg+9 ≤ dimGg +mg+1 +mg+2 +mg+3 +mg+5 +mg+6 +mg+7
= dimGg + 1 + 2 + 0 + 1 + 2 + 0
= dimGg + 6.
When k1 = 2, one gets fewer non-repeated vanishing orders in (ci,2g+14), and thus a different
configuration at Pg+8. However, by a very similar argument, one gets the same dimension estimate.

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Similarly, we have:
Lemma 10.32. For s = 0, ..., q − 2, dim Gg+11s+20 ≤ dimGg+9+11s + 9.
Proof. By Corollary 10.25, 10.27,
dim Gg+11s+20 ≤ dimGg+9+11s +
11∑
r=1
mg+9+11s+r ≤ dimGg+9+11s + 12.
To get the claimed upper bound, we need to further analyze the configurations.
Given τg+13+11s as in the construction, τ(Pg+13+11s) contains a set S which contains the indices
5 + 6s and k + 4. Hence, for any two sections t, t′ in Vg+12+11s such that
ordPg+13+11s(t) = c5+6s,2g+24+22s, ordPg+13+11s (t
′) = ck+4,2g+24+22s,
t|Pg+13+11s = t
′|Pg+13+11s must hold. Given (ci,2g+25+22s) in 10.19, the bundle Eg+13+11s, the data
τg+13+11s and the relevant special indices (see B.1), one can compute:
c5+6s,2g+22+22s + ck+4,2g+22+22s = (g − k1 + 12 + 14s) + (g + k1 + 9 + 8s)− 1,
c5+6s,2g+20+22s + ck+4,2g+20+22s = (g − k1 + 11 + 14s) + (g + k1 + 8 + 8s)− 1.
By Corollary 4.3, let s, s′ be any sections in Vg+10+11s such that
ordPg+11+11s (s) = c6s+5,2g+21+22s and ordPg+11+11s (s
′) = ck+4,2g+21+22s,
s|Pg+11+11s = s
′|Pg+11+11s must hold. Denote P to be the codimension one closed locus in Gg+10+11s
such that s|Pg+11+11s = s
′|Pg+11+11s ; the forgetful morphism pg+11+11s,g+10+11s maps Gg+11+11s to
P . Consequently,
dim Gg+11+11s ≤ (dimGg+10+11s − 1) +mg+11+11s ≤ dimGg+10+11s + 1.
Moreover, given (ci,2g+17+22s), (ci,2g+19+22s) (10.20), for a general object in Gg+12+11s,
τ(Pg+11+11s) = {{5 + 6s, k + 4}, {k}, {1, 2, 8+ 6s, k + 1}}
By 4.2, 4.3 and referring to relevant special indices, a general object in Gg+12+11s must have the
following configuration at Pg+13+11s:
{{1}, {2}, {5+ 6s, k + 4}, {8 + 6s, k + 1}, {k}}.
But for objects in Gg+13+11s, the configuration at Pg+13+11s should be
{{1}, {2}, {5+ 6s, 8 + 6s, k, k + 1, k + 4}}.
Consequently,
dimGg+13+11s ≤ (dimGg+12+11s − 2) +mg+13+11s.
Therefore,
dimGg+20+11s ≤ (dim Gg+12+11s − 2) +mg+13+11s +mg+14+11s + ...+mg+20+11s
≤ −1 + dimGg+9+11s +mg+10+11s +mg+12+11s + ...+mg+20+11s
= dim Gg+9+11s + 9.

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Corollary 10.33. dimG′ ≤ ρg′,k′ .
Proof. Clearly, Gg is a substack of G0 defined in Lemma 10.7. Denote G to be the open substack
of Gk,EHT
2,ωg,d•,aΓ
(Xg) of sufficiently generic objects.
Combine Proposition 10.12, Lemma 10.31, 10.32, Corollary 10.22, 10.24, we get
dimG′ ≤ dim Gg+9 +
∑
j>g+9
mj ≤ dimG + 1 + 6 + 9(q − 1) + 4(k1 − 3q + 1) + 2
= ρg,k + 4k1 − 3q + 4 = ρg′,k′ .

Given the condition that G contains sufficiently generic objects, one gets Gg is non-empty. A
careful analysis of the configurations τ(Pg+j) then shows G
k′,EHT
2,ωg′ ,d
′
•
,cΓ
′
g′
(Xg′) is non-empty. (See
Appendix B.7). One can also verify the canonical determinant condition easily. (See Appendix
B.5.) Moreover, the existence of non-empty semi-stable locus follows from posing some open
conditions on gluing data. (See Appendix B.12.) Similarly, the existence of sufficiently generic
objects. (See Appendix B.8) Therefore, Theorem 10.29 holds.
Corollary 10.34. Same setup as in 10.29. For any q′ : 1 ≤ q′ ≤ q, define g′ = g + 4k1 + 6− q′,
N = g′ − g and let d′• = d• + (2N, ..., 2N). Then, G
k′,EHT
2,ωg′ ,d
′
•
,cΓ
′
g′
(Xg′) contains an open substack of
dimension ρg′,k′ of semistable limit linear series, which contains sufficiently. generic objects.
Proof. We essentially utilize the same construction as for Theorem 10.29, replacing q by q′ every-
where. The dimension estimate and all other arguments apply. 
10.3.5. The Second Construction. In this part, we describe the construction for an induction ar-
gument, where k is odd and L(g, k) stays constant while k, g increase.
Suppose aΓ is (g, k)-standard and Gk,EHT
2,ωg ,d•,aΓ
(Xg) is non-empty. Take g
′ = g + 2k1 + 2 and
k′ = k+ 2. Let G0 be the stack defined in Lemma 10.7, with respect to N = g′ − g and n = 2. we
define Gk
′,EHT
2,ωg′ ,d
′
•
,cΓ
′
g′
(Xg′) by determining a (k + 2) × 2(g′ − 1)-matrix cΓ
′
g′ using the following data
(in this case, every Ej is semi-stable):
(1) Ej = O(g − k1 + 2t, 3k1 + 1− 2t)⊕ O(g + k1, k1 + 1), for j = g + 1 + t, 0 ≤ t ≤ k1 − 1;
(2) Ej = O(g − 1 + 2t, 2k1 + 2− 2t)⊕ O(g + 2k1 + 1, 0), for j = g + k1 + 1 + t, 0 ≤ t ≤ k1;
(3) Eg′ = O(g
′ − 1, 0)⊕2.
Fix G = Gk
′,EHT
2,ωg′ ,d
g′
• ,c
Γ′
g′
(Xg′) and let Gr = G
k′,EHT
2,ωr(ArPr+1),dr•,c
Γ′
r
(Xr) (Notation 17).
Here is the dimension estimate:
Lemma 10.35. dimGk
′,EHT
2,ωg′ ,d
′
•
,cΓ
′
g′
(Xg′) ≤ ρg′,k′ .
Proof. Still denote mj for the fiber dimension of the morphism pj,j−1 : Gj → Gj−1.
By the calculation in the proof of 10.7,
(ci,2g−1)
T = (3k1 + 2, [3k1 + 1]2, ..., [2k1 + 2]2, k1 + 1, k1)
For j = g + 1+ t, 0 ≤ t ≤ k1 − 1, special indices are i1 = 2t+ 1, i2 = k + 1; for j = g + k1 + 1+ t,
0 ≤ t ≤ k1, special indices i1 = 2t+ 1, i2 = k + 2.
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For g < j ≤ g′−2, one can inductively check that exactly one of ci1,2j−2, ci2,2j−2 is non-repeated,
where i1, i2 are the special indices. Hence, mj ≤ 1.
For j = g′ − 1, ck−1,2g′−4, ..., ck+2,2g′−4 are all non-repeated and mg′−1 ≤ 0.
mg′ ≤ 0 follows directly from 10.24.
Put together, we have the following computation:
dimG′′ ≤ dimGg +
g′∑
j=g+1
mj ≤ ρg,k + 1 + 1 · (g
′ − g − 2) + 0 + 0
= 3g − 3−
(
k + 1
2
)
+ 2k1 + 1 = ρg′,k′

In this case, since all Ej (j > g) are semi-stable, it is trivial to verify the semi-stability condition
on a non-empty open locus of G′′.
Meanwhile, one can verify the canonical determinant condition straightforwardly (see Appendix
Lemma B.6). Therefore, based on the non-emptiness result in Appendix Proposition B.10, we
arrive at the following:
Theorem 10.36. Let k = 2k1 + 1 be odd and a
Γ be (g, k)-standard. Suppose G = Gk,EHT2,ωg ,d•,aΓ(Xg)
contains an open substack of expected dimension ρg,k of semi-stable EHT limit linear series,
which contains sufficiently generic objects. Let Gk
′,EHT
2,ωg′ ,d
′
•
,cΓ
′
g′
(Xg′) be as defined in 10.3.5. Then,
Gk
′,EHT
2,ωg′ ,d
′
•
,cΓ
′
g′
(Xg′) contains an open substack of dimension ρg′,k′ of semi-stable limit linear series.
10.3.6. The Third Construction. We now describe a construction for cases where k is even. This
is based on the constructions for odd k’s.
Lemma 10.37. Given k = 2k1 + 1 ≥ 5, aΓ and d• = (d1, ..., dg) as in Lemma 10.1. Take m = 2,
N = 3k1 + 3. Define dˆ• := (d
′
1, ..., d
′
g) = d• + (2N, ..., 2N). Let c
Γ be the (k+ 4)× (2g − 2) matrix
obtained from Lemma 10.1 for such data. Denote cΓk+3 = (cij) to be the (k + 3)× (2g − 2) matrix
consisting of the first k + 3 rows of cΓ. Then, cΓk+3 satisfies the following conditions:
(1) For j = 1, ..., g − 1, ci,2j−1 + ci,2j = g + 3k1 + 2.
(2) For j = 1, ..., g, if (ai,2j−2) and (ai,2j−1) satisfy Lemma 7.1 (resp. Lemma 7.2) with d =
1
2dj (resp. d =
1
2 (dj−1)), so do (ci,2j−2) and (ci,2j−1), with d =
1
2d
′
j (resp. d =
1
2 (d
′
j−1)).
(3) For i = k + 1, ..., k + 3, if ci,2jt−2 + ci,2jt−1 =
1
2 (d
′
jt
− 1), then ci,2jt+1−2 + ci,2jt+1−1 =
1
2 (d
′
jt+1
−1)−1; if ci,2jt−2+ci,2jt−1 =
1
2 (d
′
jt
−1)−1, then ci,2jt+1−2+ci,2jt+1−1 =
1
2 (d
′
jt+1
−1).
Proof. Since cΓk+3 consists of the first k + 3 rows of c
Γ, conditions 1,3 are direct consequences
of Lemma 10.1. For condition 2, there are two cases. The assumptions in 7.1, 7.2 are either
considering the existence of special indices, or patterns of repetition among (ci,2j−2, c2j−1), or the
sum ci,2j−2+ ci,2j−1. If (ci,2j−2) and (ci,2j−1) satisfy Lemma 7.1 (or 7.2), so do (ci,2j−2)i≤k+3 and
(ci,2j−1)i≤k+3. 
Remark 10.38. For the third construction, space of sections with desired vanishing sequences still
admit adapted basis. This provides us with convenience when proving non-emptiness of the stack.
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Proposition 10.39. Denote G˜1 to be the open locus of sufficiently generic objects in G
k,EHT
2,ωg ,d•,aΓ
(Xg)
satisfying the following strengthened genericity property:
(A) For t = 1, ..., 2T , let qt1 (resp. q
t
2) be the image in PEjt |Pjt (resp. PEjt |Pjt+1) of sections of
the destabilizing summand of Ejt ; q
t
2 is not glued to q
t+1
1 in (ck+4,2jt−1 −N)-th order.
Suppose G˜1 is non-empty. Then, the locally closed substack of
Gk+3,EHT
2,ωg((3k1+3)Pg+1),dˆ•,cΓk+3
(Xg) consisting of limit linear series with vanishing sequence
(4k1 + 3, [4k1 + 2]2, ..., [3k1 + 3]2, 2k1 + 2, [2k1 + 1]2)
at Pg+1 is also non-empty.
Proof. Under the current assumption, Gk,EHT
2,ωg ,d•,aΓ
(Xg) contains sufficiently generic objects. By
Proposition 10.8, the locally closed substack G0 of Gk+4,EHT
2,ω((3k1+3)Pg+1),dˆ•,cΓ
(Xg) of limit linear series
with vanishing sequence
(4k1 + 3, [4k1 + 2]2, ..., [3k1 + 3]2, 2k1 + 2, [2k1 + 1]2, 2k1)
at Pg+1 is non-empty.
Recall the stack morphism ψ : G0 → G1 in Theorem 10.8. Let ((Ej , Vj), (φj)) be a K-valued
object in G0 over an object satisfying Property (A) under ψ. We shall determine a (k + 3)-
dimensional subspace V˜j ⊂ Vj for every j, with the desired vanishing sequences at each node.
Case 1: ck+3,2j−1 > ck+4,2j−1. In this case, V˜j := Vj(−ck+3,2j−1Pj+1).
Case 2: ck+3,2j−1 = ck+4,2j−1. In this case, one defines:
V˜j := ker(Vj → Ej(−ck+4,2j−1Pj+1)|Pj+1/L
j),
where L j is a line in the fiber whose image qj in PEj|Pj is glued to qjt in ck+3,2j−1-th order via
φj+1,...,φjt , where qjt is the image of sections of the destabilizing summand of Ejt in PEjt |Pjt and
jt > j is the smallest such index that Ejt is unstable. Notice that ((Ej , Vj), (φj)) is over an object
satisfying Property (A), so such L j always exists.
It is easy to see the V˜j thus chosen are compatible with the gluing data and have the desired van-
ishing sequences at Pj , Pj+1 resp. Hence, ((Ej , V˜j), (φj)) is an object of G
k+3,EHT
2,ω((3k1+3)Pg+1),dˆ•,cΓk+3
(Xg),
which is non-empty. 
Remark 10.40. Similar to being sufficiently generic, satisfying Property (A) is an open condition:
it is a complement of finitely many closed conditions.
Moreover, we have the following:
Lemma 10.41. ((Ej , V˜j), (φj)) obtained in 10.39 is uniquely determined by ((E
′
j , V
′
j ), (φj)) =
ψ((Ej , Vj), (φj)), where ψ is as defined in Theorem 10.8.
Proof. When j = 1, V˜1 = Γ(E1(−ck+3,1P2)) is obviously uniquely determined.
Given V˜j−1 and φj , if Ej is semi-stable, under our assumptions on vanishing sequences, V˜j is
uniquely determined by its associated sequence of points in PEj |Pj , which is determined by the
associated sequence of points of V˜j−1 together with φj . If Ej is unstable, V˜j is determined by its
associated sequence of points in PEj |Pj , PEj|Pj+1 . We have three cases to analyze:
(1) ck,2j−1 = ck+1,2j−1;
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(2) ck,2j−1 > ck+1,2j−1 > ck+2,2j−1;
(3) ck,2j−1 > ck+1,2j−1 = ck+2,2j−1.
In the first two cases, one can check that the two associated sequences of V˜j are solely determined
by (the associated sequences of) V ′j−1; in the third case, j = j2t−1 and the associated sequences
are determined by V˜j−1, φj ,..,φj2t and V˜j2t , where ck,2j2t−1, ck+1,2j2t−1 fall into one of the first two
cases and hence V˜j2t is determined solely by V
′
j2t
. 
We now work out the relevant fiber dimension.
Theorem 10.42. Let G˜1 be the substack of G
k,EHT
2,ωg,d•,aΓ
(Xg) of sufficiently generic objects satisfying
Property (A) (10.39) and G˜0 be the substack of Gk+3,EHT
2,ω((3k1+3)Pg+1),dˆ•,cΓk+3
(Xg) of objects satisfying
the two properties in Lemma 10.7 and the following one:
(A’) For t = 1, ..., 2T , let qt1 (resp. q
t
2) be the image in PEjt |Pjt (resp. PEjt |Pjt+1) of sections of
the destabilizing summand of Ejt ; q
t
2 is not glued to q
t+1
1 in ck+4,2jt−1-th order.
Then, there exists a stack morphism ψ2 : G˜0 → G˜1 with fiber dimension zero.
Proof. The construction of ψ2 is similar to the construction of ψ in Theorem 10.8.
Let ((Ej , Vj), (φj)) be an object over someK-scheme T . ψ2 sends ((Ej , Vj), (φj)) to ((E
′
j , V
′
j ), (φj)),
where E ′j := Ej(−(3k1 + 3)Pj+1) and V
′
j are defined as follows:
Case 1: ck,2j−1 > ck+1,2j−1. In this case, V
′
j := Vj(−ck,2j−1(T ×Pj+1)), which is a sub-bundle of
πj∗Ej(−(3k1 + 3)Pj+1) in the sense of A.10.
Case 2: ck,2j−1 = ck+1,2j−1. In this case, there exists a smallest j
′ > j such that ck,2j′−1 >
ck+1,2j′−1 and V
′
j′ is defined in Case 1. One can then inductively define V
′
j′−1, ..., V
′
j in exactly
the same way as in Theorem 10.8 and we omit the details.
The operation of ψ2 on morphisms is defined in the same way as for ψ in 10.8.
To conclude the fiber dimension over a geometric point x : spec(F )→ G˜1, we claim that in this
case the fiber G˜0x is just a point. Following Lemma 10.41 and by exactly the same kind of argument
as in Proposition 10.12, one can establish an equivalence of categories between spec(F ) and G˜0x.
This concludes the proof. 
Given Gk+3,EHT
2,ω((3k1+3)Pg+1),dˆ•,cΓk+3
(Xg) as in Theorem 10.42, denote g
′ = g+3k1+3. We now define
Gk+3,EHT
2,ωg′ ,d
′
•
,cΓ
′
g′
(Xg′) by determining some (k+3)× (2g
′− 2) matrix cΓ
′
g′ with c
Γ
k+3 being a sub-matrix
consisting of its first 2g − 2 columns. We shall present the data in the same way as before:
Eg+1 is unstable: Eg+1 = O(g − k1, b′ − (g − k1))⊕ O(g + k1, b′ − (g + k1 − 1)), τg+1 = {1, k}.
Eg+2, Eg+3, Eg+4 are semi-stable:
(1) Eg+2 = O(g − k1 − 1, b′ − (g − k1 − 1))⊕ O(g + k1 + 2, b′ − (g + k1 + 2));
(2) Eg+3 = O(g − k1 + 1, b′ − (g − k1 + 1))⊕ O(g + k1 + 2, b′ − (g + k1 + 2));
(3) Eg+4 = O(g − k1 + 2, b′ − (g − k1 + 2))⊕ O(g + k1 + 3, b′ − (g + k1 + 3)).
Eg+5 is unstable:
Eg+5 = O(g − k1 + 4, b′ − (g − k1 + 4)])⊕ O(g + k1 + 3, b′ − (g + k1 + 4)), τg+5 = {5, k + 1}.
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Eg+6,...,Eg′ are semi-stable:
(1) Eg+5+j = O(g − k1 + 5 + 2j, b′ − (g − k1 + 5 + 2j))⊕ O(g + k1 + 3, b′ − (g + k1 + 3)),
for j = 1, ..., k1 − 1;
(2) Eg+k1+5+2s = O(g + 5 + 3s, b
′ − (g + 5 + 3s))⊕ O(g + 2k1 + 3 + s, b′ − (g + 2k1 + 3 + s)),
for s = 0, ..., k1 − 2;
(3) Eg+k1+6+2s = O(g + 6 + 3s, b
′ − (g + 6 + 3s))⊕ O(g + 2k1 + 4 + s, b′ − (g + 2k1 + 4 + s)),
for s = 0, ..., k1 − 2;
(4) Eg′ = O(g
′ − 1, 0)⊕2.
Similar to the first construction, we list certain vanishing sequences:
Lemma 10.43. We have
(ci,2g+1)
T = (4k1 + 3, [4k1 + 2]2, 4k1 + 1, [4k1 − 3]2, ..., [3k1]2, 3k1 − 1, 2k1, [2k1 − 1]2);
(ci,2g+7)
T = (4k1 + 1, [4k1]2, 4k1 − 2, [4k1 − 3]2, ..., [3k1]2, 3k1 − 1, 2k1, [2k1 − 1]2);
(ci,2g+9)
T = ([4k1 − 1]2, [4k1 − 2]2, 4k1 − 4, [4k1 − 5]2, ..., [3k1 − 1]2, 3k1 − 2, 3k1 − 3,
2k1 − 1, [2k1 − 2]2);
(ci,2g+2k1+3)
T = ([3k1 + 2]2, [3k1 + 1]2, [3k1 − 1]2, ..., [2k1 + 3]2, 2k1 + 2, 2k1 + 1, 2k1,
2k1 − 1, [k1 + 1]2).
Eventually, we carry out the dimension estimate:
Lemma 10.44. If G˜1 (10.42) is non-empty, dimG
k+3,EHT
2,ωg′ ,d
′
•
,cΓ
′
g′
(Xg′) ≤ ρg′,k′ .
Proof. We still denote Gr = G
k+3,EHT
2,ωr(ArPr+1),d′r• ,c
Γ′
r
(Xr) (Notation 17) and mr+1 for the fiber dimen-
sion of pr+1,r : Gr+1 → Gr.
Note that G˜0 defined in Theorem 10.42 is a non-empty open substack of Gg.
Given the vanishing sequences in 10.39, 10.43, one can read off relevant information and apply
10.26 to conclude:
mg+1 ≤ 1− 1 + 2 = 2,mg+5 ≤ 1− 1 + 2 = 2.
By referring to the bundles, one sees that τ(Pg+4), τ(g+k1+6+2s) fall into the situation in 10.23
and mg+4 ≤ 0, mg+k1+6+2s ≤ 0 for s = 0, ..., k1 − 2.
Given (ci,2g+9) in 10.43 and Eg+5+j (j = 1, ..., k1 − 3), it is easy to see that k + 1 is always
a special index and ck+1,2g+2j+9 = g + k1 + 3 is always a non-repeated vanishing order. Hence,
mg+5+j ≤ 1 for j = 1, ..., k1 − 3.
Given (ci,2g+1), (ci,2g+2k1+3) (10.43) and Eg+2, Eg+k1+3, conclude mg+2 ≤ 0,mg+k1+3 ≤ 0.
By 10.24 and referring to the bundles, get mg+k1+4 ≤ 0,mg′ ≤ 0.
Given (ci,2g+2k1+3) (10.43) and Eg+k1+2, it also follows that a general object in Gg+k1+2 has
configuration {{k−2, k+1}, {k−1}, {k}} at Pg+k1+3. Given Eg+k1+3, a general object in Gg+k1+3
has configuration {{k − 2, k + 1}, {k − 1, k}} at Pg+k1+3. Consequently,
dimGg+k1+3 ≤ (dim Gg+k1+2 − 1) +mg+k1+3.
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Combine all the results, we have
dimGk+3,EHT
2,ωg′ ,d
′
•
,cΓ
′
g′
(Xg′) ≤ ρg,k +
g′∑
j=g+1
mj
= [ρg,k + 2 + 0 + 2 + 0 + 2 + (k1 − 3) · 1− 1] + 0 + 0 + (k1 − 1) · (2 + 0) + 0
= ρg,k + 3k1 = ρg′,k′

Again, one can verify the canonical determinant condition straightforwardly (see Appendix B.6).
Based on the non-emptiness result in Appendix B.11 and the verification of semi-stability condition
in B.13, we draw the following conclusion:
Theorem 10.45. Let k = 2k1+1 be odd and a
Γ be a (g, k)-standard vanishing condition. Suppose
Gk,EHT
2,ωg ,d•,aΓ
(Xg) contains an open substack of dimension ρg,k of semi-stable EHT limit linear se-
ries with sufficiently generic objects satisfying Property (A) (10.39). Then Gk+3,EHT
2,ωg′ ,d
′
•
,cΓ
′
g′
(Xg′) also
contains an open substack of semi-stable limit linear series of expected dimension ρg′,k′ .
11. Final Conclusion
In this section, we shall summarize our main results. We start with the computation for the
base case of the induction.
11.1. The Base Case. The base case for our induction is where (g, k) = (6, 5). In this case we
define
aΓ =


5 0 5 0 5 0 4 1 3 2
5 0 5 0 4 1 4 1 2 3
3 2 4 1 3 2 2 3 2 3
3 2 2 3 2 3 1 4 0 5
2 3 2 3 1 4 1 4 0 5


5×10
.
Proposition 11.1. Denote d• = (10, 11, 10, 10, 9, 10). Then, dimG
5,EHT
2,d•,aΓ
(X6) ≤ 0 and contains a
non-empty, semi-stable locus.
Proof. One can easily check aΓ is (6, 5)-standard. In particular, the underlying bundles are
E1 = O(5P2)
⊕2
E3 = O(5P4)⊕ O(3P3 + 2P4)
E5 = O(3P5 + 2P6)⊕ O(4P5)
E2 = O(5P3)⊕ O(2P2 + 4P3)
E4 = O(P4 + 4P5)⊕ O(4P4 + P5)
E6 = O(5P6)
2
and the canonical determinant condition is satisfied.
To verify the moduli count, we utilize our results on fiber dimensions in Lemma 10.22, 10.24,
10.26. As before, denote Gj to be the stack of limit linear series on the first j component of X6,
to which G5,EHT2,d•,aΓ(X6) admits a natural forgetful morphism.
We need to compute the dimension of G1 separately. Given the vanishing sequences a0 :=
(0, 0, 1, 1, 2), a1 := (5, 5, 3, 3, 2), there exists a smooth cover u : Gr(5,Γ(E1); a0, a1) → G1, which
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is an Aut0(E1)-torsor. Since Gr(5,Γ(E1); a0, a1) is 1-dimensional (a 5-dimensional space of sec-
tions is uniquely determined by the choice of a section s such that ordP1(s) = ordP2(s) = 2),
dimAut0(E1) = 3, we conclude that G1 has stack dimension −2.
By Lemma 10.22, 10.24, 10.26, we get the fiber dimension mj ( forj = 1, ..., 5) is bounded from
above by 0, 2, 0, 0, 0 resp. Hence, dim G6 ≤ 0.
We now show G is non-empty. To do so, one can first take any V1, ..., V6 with the desired
vanishing sequences at the nodes (the existence of such Vj is a consequence of the fact that a
Γ is
(6, 5)-standard) and then find feasible φ2, ..., φ6 correspondingly. Among the configurations, only
τ(P4) is non-trivial. Hence, one only needs to show the existence of a feasible φ4. Given any choice
of V3 and V4, let s, s
′ be any sections in V3, V4 resp. such that ordP3(s) = 2, ordP3(s
′) = 3 and
denote q31, q32 (resp, q41, q42) to be images of the canonical sections of E3 (resp. E4) in PE3|P4
(resp. in PE4|P4). If s|P4 6= q31, q32, s
′|P4 6= q41, q42, one can always find some φ4 such that
φ4(q31) = q41, φ4(q32) = q42 and φ4(s|P4) = s
′|P4 and hence we are done.
To see that it contains a non-empty semi-stable locus, notice that the vector bundle E ′ on X6
given by ((Ej)
6
j=1, (φj)
5
j=2) satisfies the assumption in Proposition 3.10. Hence, for the resulting
bundle to be semi-stable it suffices to show there does not exist some invertible sub-sheaf L of E ′
such that L |C2 ,L |C5 are the destabilizing summands of E2, E5 resp.
For this to hold, denote q21 to be the point in PE2|P3 which is the image of sections of the
destabilizing summand and q31, q32 to be the points in PE3|P3 which are images of the canonical
sections of E3. When choosing φ3, we require that φ3(q21) 6= q31, q32. It is a non-empty condition,
because the configuration τ(P3) is trivial, a3,4 is the only non-repeated vanishing order and 3 is
not a special index of (ai,4) and (ai,5). 
11.2. Summary of the Main Results. Recall that we give three inductive constructions in
chapter 5. In all cases we consider, L(g, k) ≤ −1. Hence, g ≤ k21+k1 when k = 2k1+1, and g ≤ k
2
1
when k = 2k1. Let (g(n), k(n)) be the parameters in the n-th step of each induction. We have:
(1) For the first construction, (g(n + 1), k(n + 1)) = (g(n) + 2k(n) + 4 − q, k(n) + 4), where
(g(1), k(1)) can be any pair for which one has a construction and q : 1 ≤ q ≤ max{1,
⌊
k(n)−1
6
⌋
}.
(2) For the second construction, (g(n+1), k(n+1)) = (g(n)+k(n)+1, k(n)+2) with (g(1), k(1))
being any pair in (1).
(3) In the third construction, we give a construction for parameters
(g′, k′) = (g +
3
2
(k + 1), k + 3),
for every pair of (g, k) in (1) and (2).
Lemma 11.2. Given the base case (g, k) = (6, 5), the constructions in (1) and (2) run through
all pairs in S1
⋃
S2
⋃
S3, where
S1 := {(g, k)|L(g, k) = −1, ρg,k ≥ 0},
S2 := {(g, k)|k ≥ 9, k ≡ 1(mod 4), k
2
1 + k1 ≥ g ≥ k
2
1 + k1 − 1−
⌊
(k1 − 2)2
12
⌋
},
S3 := {(g, k)|k ≥ 7, k ≡ 3(mod 4), k
2
1 + k1 ≥ g ≥ k
2
1 + k1 −
⌊
(k1 − 2)2 + 3
12
⌋
}.
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Proof. To get the pairs in S1, apply the 2nd construction with (g(1), k(1)) = (6, 5).
To get the pairs in S2, set (g(1), k(1)) = (6, 5) in the first construction. Then, k(n) ≡ 1(mod
4). Denote k1(n) :=
k(n)−1
2 , q(n) = max{1,
⌊
k1(n)
3
⌋
}.
Elementary computation shows that L(g(n+ 1), k(n+ 1)) = L(g(n), k(n))− 2q(n).
Also,
g(n+ 1) =
1
2
L(g(n+ 1), k(n+ 1)) + (k21(n+ 1) + k1(n+ 1) +
1
2
)
= −1−
⌊
(k1(n+ 1)− 2)2
12
⌋
+ k21(n+ 1) + k1(n+ 1)
Notice that for any n, g(n) is the smallest g such that L(g, k) = L(g(n), k(n)) for some k ≥ 9
and g ≥ k21 + k1 − 1 −
⌊
(k1−2)
2
12
⌋
. Without loss of generality, one can check that for (g, k) =
(g(n)− k(n)− 1, k(n)− 2), the desired inequality does not hold.
If k ≡ 1(mod 4), then k = k(m) for some (g(m), k(m)) in situation (1). Suppose g = k21+k1−1−⌊
(k1−2)
2
12
⌋
, then (g, k) = (g(n), k(n)) for some n in situation (1); suppose g > k21+k1−1−
⌊
(k1−2)
2
12
⌋
,
we have two possibilities:
(1) For some n, k = k(n) and q(n) − 1 ≥ g − g(n) ≥ 1; in this case, the construction for the
pair (g, k) is directly obtained from the first construction (see Corollary 10.34);
(2) k = k(n) and g − g(n) > q(n) − 1; the construction for such a pair is obtained using the
second construction via some induction starting from a pair (g∗, k∗), where g∗ = g(m)+ ǫ,
k∗ = k(m) for some m < n, q(m)− 1 ≥ ǫ ≥ 1.
Hence, the constructions run through all pairs in S2.
It remains to consider pairs in S3. Reset (g(1), k(1)) = (12, 7) and use the first construction.
Again one can compute
g(n+ 1) =
1
2
L(g(n+ 1), k(n+ 1)) + (k21(n+ 1) + k1(n+ 1) +
1
2
)
= −
⌊
(k1(n+ 1)− 2)2 + 3
12
⌋
+ k21(n+ 1) + k1(n+ 1)
Then, by the same argument as for the previous case, we conclude the constructions run through
all pairs in S3 as well. 
Corollary 11.3. The construction in (3) runs through all pairs in T1
⋃
T2, where
T1 = {(g, k)|k = 2k1 ≥ 8, k ≡ 0(mod 4), k
2
1 + k1 ≥ g ≥ −2−
⌊
(k1 − 4)2
12
⌋
+ k21},
T2 = {(g, k)|k = 2k1 ≥ 10, k ≡ 2(mod 4), k
2
1 + k1 ≥ g ≥ −1−
⌊
(k1 − 4)2
12
⌋
+ k21}.
Proof. It suffices to see that (g, k) ∈ S2 is equivalent to the condition (g +
3
2k, k + 3) ∈ T1; the
condition (g, k) ∈ S3 is equivalent to the condition (g +
3
2k, k + 3) ∈ T2. 
Corollary 11.4. For the following pairs of (g, k):

k21 + k1 ≥ g ≥ k
2
1 + k1 −
⌊
(k1−2)
2+3
12
⌋
, k = 2k1 + 1 ≥ 5;
k21 + k1 ≥ g ≥ k
2
1 −
⌊
(k1−4)
2
12
⌋
− 1, k = 2k1 ≥ 8.
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the moduli stack Gk,EHT
2,ωg,d•,aΓ
(Xg) contains a non-empty open substack of semi-stable EHT limit
linear series, of dimension ρg,k.
Proof. For all (g, k) ∈ S in Lemma 11.2, k21 + k1 ≥ g ≥ k
2
1 + k1 −
⌊
(k1−2)
2+3
12
⌋
, k = 2k1 + 1 ≥ 5.
For all (g, k) ∈ T in Corollary 11.3, k21 + k1 ≥ g ≥ k
2
1 −
⌊
(k1−4)
2
12
⌋
− 1, k = 2k1 ≥ 8.
The corollary follows from Proposition 11.1 and Theorem 10.29, 10.36 10.45. 
Eventually, we paraphrase the smoothing theorem from [OTiB14] for the special case of canonical
determinant to conclude that the corresponding space of linear series on a smooth curve genus g
has one component of the expected dimension.
Theorem 11.5. [Theorem 1.2 in [OTiB14]] Suppose the stack of chain-adaptable, rank 2, dimen-
sion k, limit linear series with canonical determinant, on a chain Xg of genus g, has expected
dimension ρg,k at one point. Then, for a general smooth curve C of genus g, the space of rank
2, dimension k linear series with canonical determinant is non-empty, with one component of the
expected dimension.
In our construction, all limit linear series are chain-adaptable. Moreover, in Appendix Lemma
B.12, we have verified that on a non-empty open locus the data satisfy the semi-stability condition.
Recalling Lemma 3.12, one can then conclude that for all pairs (g, k) in Corollary 11.4, the corre-
sponding moduli space of linear series has one component of expected dimension, which contains a
non-empty open locus on which the vector bundles underlying the linear series are all stable. This
combined with the well-known existence result in [TiB04] due to Teixidor i Bigas (See Theorem
1.1 in [TiB04]) gives Theorem 1.1.
Appendix A. Technical Results in Induction Step 1
Proposition A.1. In Lemma 10.1, the matrix cΓ is determined by the following conditions:
(1) (ci,j)i≤k = aˆ
Γ.
(2) For j = 1, ..., g − 1, ci,2j−1 + ci,2j = g +N − 1.
(3) For j = 1, ..., g, if (ai,2j−2) and (ai,2j−1) satisfy Lemma 7.1 with d =
1
2dj , so do (ci,2j)
and (cj,2j+1), with d =
1
2d
′
j.
14
(4) For j = 1, ..., g, if (ai,2j−2) and (ai,2j−1) satisfy Lemma 7.2 with d =
1
2 (dj − 1), so do
(ci,2j−2) and (ci,2j−1) with d =
1
2 (d
′
j − 1).
(5) For i = k + 1, ..., k + n, if ci,2jt−2 + ci,2jt−1 =
1
2 (d
′
jt
− 1), then ci,2jt+1−2 + ci,2jt+1−1 =
1
2 (d
′
jt+1
−1)−1; if ci,2jt−2+ci,2jt−1 =
1
2 (d
′
jt
−1)−1, then ci,2jt+1−2+ci,2jt+1−1 =
1
2 (d
′
jt+1
−1).
(6) ck+n,2 + ck+n,3 =
1
2 (d
′
2 − 1).
15
Under these conditions, one can obtain at most one cΓ satisfying all the conditions. We shall
describe this cΓ and then check that it indeed satisfies all the conditions.
Recall that in our context, the condition “(ai,2j−2) and (ai,2j−1) satisfy Lemma 7.1” is equivalent
to Ej being semi-stable and decomposable, and “(ai,2j−2) and (ai,2j−1) satisfy Lemma 7.2” is
equivalent to Ej being unstable. We shall refer to these equivalent conditions interchangeably.
14Recall that (ai,0) = a(k), (ai,2g−1) = a(k)
Reverse, (ci,0) = a(k + n),
(ci,2g−1) = (N + k1, [N + k1 − 1]2, ..., [N ]2, N − 1− k1, [N − 2− k1]2, ..., [N −m− k1]2, N −m− k1 − 1).
15For the definition of n,N, dj , d′j , see Lemma 10.1.
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A.1. Determining cΓ.
Step 1 From condition 1, one gets (ci,j)i≤k = aˆ
Γ.
Step 2 Let g′ = g+N . From condition (3), one gets ci,1 = (g
′−2)−
⌊
i−1
2
⌋
for i = k+1, ..., k+n.
Step 3 From condition 2, for j = 1, ..., g, (ci,2j) = (g
′ − 1, ...., g′ − 1)− (ci,2j−1).
Step 4 We claim that (ci,1), ..., (ci,2j−2) uniquely determine (ci,2j−1). Given Step 1, it suffices
to determine (ci,2j−1)i>k. There are two cases to consider: (1) Ej is semi-stable; (2) Ej is unstable.
Step 4.1 If Ej is semi-stable, from condition 3, ci,2j−1 = (g
′ − 2)− ci,2j−2 for all i > k.
Step 4.2 For (ci,2jt−1), recall j1 = 2. Given Step 3, (ci,2) is determined. By conditions 4 and 6,
for all i > k,
ci,3 =


1
2
(d′2 − 1)− 1− ci,2 when i is even
1
2
(d′2 − 1)− ci,2 when i is odd.
By condition 5, (ci,2jt−1)j>k are inductively determined for all t.
Thus, there is at most one cΓ satisfying conditions 1-6.
A.2. cΓ satisfies all the conditions in A.1. Following Step 1-Step 4, conditions 1, 2, 5, 6
automatically hold. It remains to check (3) and (4). We break this process into several lemmas.
First, we point out some simple patterns among the entries of cΓ thus determined. They can
all be checked by elementary calculation and we omit the proofs.
Lemma A.2. Let e = ck+1,2jt−2. Then,
(ci,2jt−2)i>k =


(e, e+ 1, e+ 1, ..., e+ (m− 1), e+ (m− 1), e+m) if t is odd
(e, e, ..., e+ (m− 1), e+ (m− 1)) if t is even.
Corollary A.3. Let e = ck+1,2jt−1. Then,
(ci,2jt−1)i>k =


(e, e, e− 1, e− 1, ..., e− (m− 1), e− (m− 1)) if t is odd
(e, e− 1, e− 1, e− 2, e− 2, ..., e− (m− 1), e− (m− 1), e−m) if t is even.
Lemma A.4. Suppose j 6= j1, ..., j2T . Let e = ck+1,2j−2, f = ck+1,2j−1. Then,
(ci,2j−2)i>k =


(e, e+ 1, e+ 1, ..., e+ (m− 1), e+ (m− 1), e+m) if |{jt|jt < j}| is even
(e, e, ..., e+ (m− 1), e+ (m− 1)) if |{jt|jt < j}| is odd;
(ci,2j−1)i>k =


(f, f − 1, f − 1, ..., f − (m− 1), f − (m− 1), f −m) if |{jt|jt < j}| is even
(f, f, ..., f − (m− 1), f − (m− 1)) if |{jt|jt < j}| is odd.
Lemma A.5. For j = 1, ..., g − 1, (ci,2j−1) is non-increasing and (ci,2j) is non-decreasing.
Proof. To verify this, notice that if all (ci,2j−1) are non-increasing, then all (ci,2j) are non-
decreasing. So it suffices to check the former. For any j, by Step 1, (ci,2j−1)i≤k = (aˆi,1),
and is non-increasing; by Corollary A.3 and Lemma A.4, (ci,2j−1)i>k is non-increasing as well. So
it further suffices to show ck,2j−1 ≥ ck+1,2j−1.
Before we check this, notice that by our construction ck+1,2j−1 = ck+1,1−(j−1), for j = 2, ..., g.
Also, by Step 2, ck,1 = ck+1,1 = (g + n− 2)− k1.
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By condition 5 in Definition 9.1, ck,2jt−1 ≥
1
2 (d
′
jt
− 1)− 1 − (k1 + jt − 2). Since d′jt ≥ 2g
′ − 3,
ck,2jt−1 ≥ g
′ − 1− k1 − jt = ck+1,1 − (jt − 1) = ck+1,2jt−1.
Now consider j 6= j1, ..., j2T . Let jt be the largest index among j1, ..., j2T smaller than j. For
all j′ : jt < j
′ ≤ j, ck,2j′−2 + ck,2j′−1 ≥ g′ − 2 = ck+1,2j′−2 + ck+1,2j′−1. Since we have already
shown ck,2jt−1 ≥ ck+1,2jt−1, one can conclude ck,2j−1 ≥ ck+1,2j−1.
This shows (ci,2j−1) is non-increasing for all j. 
We now finish checking conditions 3 and 4 using the next three lemmas.
Lemma A.6. The entries of cΓ are all non-negative.
Proof. From Step 1, it is clear that ci,j ≥ 0, for i = 1, ..., k and j = 1, ..., 2g − 2. In particular,
ci,2j−1 ≤ g′ − 1, for i = 1, ..., k. If 0 ≤ ci,2j−1 ≤ g′ − 1, then from Step 3, the lemma follows.
By Lemma A.5, ∀i > k, ci,2j−1 ≤ c1,2j−1 ≤ g′−1 and (ci,2j−1) is non-increasing. It then suffices
to show ck+n,2j−1 ≥ 0.
From Step 2, Step 4.1, Step 4.2, ck+n,2j−1 ≥ (g′ − 2)− (k1 +m)− (j − 1) for all j.
Since j ≤ g and g′ − g > k1 +m, we have ck+n,2j−1 > 0. So the lemma holds. 
Lemma A.7. If Ej is semi-stable, then (ci,2j−2) and (cj,2j−1) satisfy Lemma 7.1, with d = g
′− 1.
Proof. When Ej is semi-stable, let i1 < i2 be the special indices, i.e.
ai1,2j−2 + ai1,2j−1 = ai2,2j−2 + ai2,2j−1 = g − 1.
It then follows from Step 1, Step 2, Step 4.1 and explicitly computing (ci,2g−2) that for all j,
ci1,2j−2 + ci1,2j−1 = ci2,2j−2 + ci2,2j−1 = g
′ − 1; ci,2j−2 + ci,2j−1 = g
′ − 2, for i 6= i1, i2.
To verify this lemma, it remains to check the following two conditions:
(a) Every integer appears in (ci,2j−2) (resp. (ci,2j−1)) at most twice.
(b) There does not exist i 6= i1, i2 such that ci,2j−2 = ci1,2j−2, ci,2j−1 = ci2,2j−1.
We first check (a). Since (ci,0) = a(k + n) (Notation 12) satisfies (a), it remains to look at
j = 2, ..., g. Since (ci,2j−2)i≤k = aˆ
Γ, every integer appears in (ci,2j−2)i≤k at most twice. By Lemma
A.4, every integer appears in (ci,2j−2)i>k at most twice. Hence, it suffices to check the following:
either ck,2j−2 < ck+1,2j−2, or ck−1,2j−2 < ck,2j−2 = ck+1,2j−2 < ck+2,2j−2.
By definition, ck−1,0 < ck,0 = ck+1,0.
For any j > 2 such that Ej is semi-stable, either ∃t such that jt < j < jt+1 or j > j2T .
First, suppose j is between some jt and jt+1.
When t is odd, by the (g, k)-standardness of aΓ, one of the following holds:
(1) ck,2jt−2 < ck+1,2jt−2;
(2) ck−1,2jt−2 < ck,2jt−2 = ck+1,2jt−2 < ck+2,2jt−2 and ck,2jt−1 > ck+1,2jt−1.
In either case, ck,2jt−2+ck,2jt−1 =
1
2 (d
′
jt
−1) and therefore ck,2jt−1 > ck+1,2jt−1. ∀j : jt < j < jt+1,
ck,2j−2 + ck,2j−1 ≥ g
′ − 2 = ck+1,2j−2 + ck+1,2j−1.
Thus we have ck,2j−2 < ck+1,2j−2, for all j : jt < j < jt+1.
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When t is even, ck,2jt−2 < ck+1,2jt−2. If ck,2jt−1 > ck+1,2jt−1, we are done. Otherwise we have
ck,2jt−1 = ck+1,2jt−1 and ck,2jt−2 + ck,2jt−1 =
1
2 (d
′
jt
− 1) − 1. By the monotonicity of (ci,2jt−2)
and the fact that ck−1,2jt−2 + ck−1,2jt−1 ≥
1
2 (d
′
jt
− 1) − 1, one must have ck−1,2jt−1 > ck,2jt−1.
Therefore, ck−1,2j−2 < ck,2j−2 ≤ ck+1,2j−2 < ck+2,2j−2, for all j : jt < j < jt+1.
For j > j2T , a similar argument applies.
Thus, we have checked that every integer appears in (ci,2j−2) at most twice. For j = 1, ..., g− 1,
(ci,2j−1) = (g
′ − 1, ...., g′ − 1) − (ci,2j), so every integer appears in (ci,2j−1) at most twice. And
(ci,2g−1) visibly satisfies this condition. Hence, (a) holds for all j.
Lastly, (b) could only be violated by some i between i1 and i2. But (ci,j)i≤k = aˆ
Γ, so this is
impossible. 
This verifies condition 3 in A.1. Eventually, we check condition 4:
Lemma A.8. ∀t, (ci,2jt−2), (ci,2jt−1) satisfy Lemma 7.2 with d =
1
2 (d
′
jt
− 1).
Proof. It is obvious that d + 1 ≥ ci,2jt−2 + ci,2jt−1 ≥ d − 1 and the special indices ℓ, i
∗ (Remark
10.18) are inherited from (ai,2jt−2), (ai,2jt−1).
By Lemma A.5, (ci,2jt−2) is non-decreasing and (ci,2jt−1) is non-increasing. Hence, we are left
to check the following:
(a) Any integer appears in (ci,2jt−2) (resp. (ci,2jt−1)) at most twice.
(b) ∀(a, c) 6= (ci∗,2jt−2, ci∗,2jt−1), |{i|(ci,2jt−2, ci,2jt−1) = (a, c)}| ≤ 1.
(c) ∀(a, d− a) 6= (ci∗,2jt−2, ci∗,2jt−1), |{i|(ci,2jt−2, ci,2jt−1) ≥ (a, d− a)}| ≤ 1.
(d) 6 ∃ i such that ci,2jt−2+ci,2jt−1 = ci+1,2jt−2+ci+1,2jt−1 = d−1 and ci+1,2jt−2 = ci,2jt−2+1,
where ci,2jt−2, ci+1,2jt−2, ci,2jt−1, ci+1,2jt−1 are non-repeated vanishing orders.
We verify (a) by induction on t. Recall j1 = 2. By Lemma A.7, every integer appears in
(ci,1) at most twice, so every integer appears in (ci,2) = (g
′ − 1, ..., g′ − 1) − (ci,1) at most twice.
By Step 4.2, one can check directly that every integer appears in (ci,3) at most twice. Now
suppose every integer appears in (ci,2jt−2), (ci,2jt−1) at most twice. By Lemma A.7, every integer
appears in (ci,2j−2), (ci,2j−1) at most twice, for any j between jt and jt+1; hence, the same holds
for (ci,2jt+1−2).
As for (ci,2jt+1−1), it is non-increasing by Lemma A.5. By Step 1 and Step 4.2 resp., every inte-
ger appears in (ci,2jt+1−1)i≤k at most twice, and in (ci,2jt+1−1)i>k at most twice as well. Therefore,
if ck,2jt+1−1 > ck+1,2jt+1−1, we are done. Now suppose ck,2jt+1−1 = ck+1,2jt+1−1. We claim t must
be even. First of all, ck,3 > ck+1,3. When t = 2p+ 1 is odd, by Step 4.2 and (g, k)-standardness
of aΓ, there are at least p + 1 many j ∈ {j1, .., j2p+1} such that ck,2j−2 + ck,2j−1 =
1
2 (d
′
j − 1),
while there are at least p + 1 many j’s such that ck+1,2j−2 + ck+1,2j−1 =
1
2 (d
′
j − 1) − 1; more-
over, ck,2j−2 + ck,2j−1 ≥ ck+1,2j−2 + ck+1,2j−1 for any j 6= j1, ..., j2T . Therefore, when t is odd,
ck,2jt−1 > ck+1,2jt−1. But given t is even, (a) is a consequence of Corollary A.3.
To check (b), it only remains to see (ck,2jt−2, ck,2jt−1) 6= (ck+1,2jt−2, ck+1,2jt−1). This holds:
by Lemma A.2 and Corollary A.3, either ck+1,2jt−2 = ck+2,2jt−2 or ck+1,2jt−1 = ck+2,2jt−1; if
(ck,2jt−2, ck,2jt−1) = (ck+1,2jt−2, ck+1,2jt−1), condition (a) would be violated.
For (c), it could only be violated if
(ck,2jt−2, ck,2jt−1) = (ck+1,2jt−2, ck+1,2jt−1 + 1) = (a, d+ 1− a).
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This cannot happen: ck,2jt−1 = ck+1,2jt−1 only if t is odd, otherwise it would violate (a); but when
t is odd, by Step 4.2, ck+1,2jt−2 + ck+1,2jt−1 = d− 1.
For (d), it suffices to see that the index k does not violate this condition. When t is odd, by
(g, k)-standardness of aΓ, either ck,2jt−2 = ck+1,2jt−2 or ck,2jt−2 + ck,2jt−1 = d; when t is even,
ck+1,2jt−2 + ck+1,2jt−1 = d. In any case, (d) holds.
This proves the lemma. 
Thus, we have verified Proposition A.1. Consequently, we have:
Corollary A.9. All K-valued objects ((E ′i , V
′
i ), (φi)) in G
0 (see Theorem 10.8) have same under-
lying vector bundles. Moreover, ((E ′i , V
′
i ), (φi)) is chain-adaptable.
A.3. Sub-bundles of Push-forwards. To discuss objects in Gk,EHT
2,ωg ,d•,aΓ
(Xg) over an arbitrary
K-scheme T , we quote the following notion of a generalized sub-bundle from [Oss06b]:
Definition A.10. Let π : X → B be a morphism of schemes and E be a vector bundle on X . A
sub-sheaf V ⊂ π∗E is said to be a sub-bundle if it is locally-free and VS → πS∗ES is injective for
all base-changes S → B.16
In this subsection, we show some sub-sheaves of push-forwards of vector bundles are sub-bundles
in the sense of A.10. We first recall some basic definitions:
Definition A.11. Let f : E → F be a morphism between two locally-free sheaves on a scheme
X . We say that f has rank r if Z(Λr+1f) = X and Supp(Λrf) = ∅; in this case, we also denote
rank(f) = r.
Definition A.12. Let E be a locally-free sheaf on T × C, where T is a K-scheme C is a smooth
projective curve and P is a point on C. Suppose V is a rank-k sub-bundle of π∗E in the sense of
A.10. Denote γm : V → π∗(E |m(T×P )) to be the obvious map factorizing through π∗E .
We say a sequence of integers (c1 ≤ ... ≤ ck) is the vanishing sequence of V along P , if the
following conditions are satisfied:
(1) ∀i, rank(γci) = |{t|ct < ci}|;
(2) ∀i, rank(γci+1)− rank(γci) = |{t|ct = ci}|.
Obviously, sub-bundles in general may not have a vanishing sequence along P . Also, if T is a
point, this agrees with the usual notion of vanishing sequence of a linear system over C at P .
Lemma A.13. Let T be a K-scheme, C be a smooth projective curve and E be a rank-r vector
bundle on T × C. Denote π : T × C → C to be the projection map. Given a point P ∈ C,
suppose V is a sub-bundle of π∗E which has a fixed vanishing sequence (ci) along P . Define
γm : V → π∗(E |m(T×P )) to be the obvious map factoring through π∗E . Then, V (−mP ) := ker(γm)
is a sub-bundle of π∗E .
Proof. This essentially follows from Proposition 20.8 in [Eis94] unraveling our definition of the
vanishing sequence of a sub-bundle. 
16VS → πS∗ES is the composition VS → (π∗E )S → πS∗ES .
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Corollary A.14. Given the same setup as A.13, let L be a sub-line bundle of π∗(E (−m(T ×
P ))|T×P ) and define γm,L to be the map V (−mP ) → π∗(E (−m(T × P ))|P )/L . If γm,L is
surjective, then ker(γm,L ) is a sub-bundle of π∗(E ) of rank rank(V (−mP ))− rank(E ) + 1.
Proof. Given Lemma A.13, when γm,L is surjective, it is a surjective map from a locally-free sheaf
to a locally-free sheaf of rank rank(E )− 1. Hence, ker(γm,L ) is a sub-bundle of V (−mP ) of rank
rank(V (−mP ))− rank(E ) + 1 in the usual sense. Since V (−mP ) is a sub-bundle of π∗(E ) in the
sense of A.10, the result follows. 
A.4. Some Locally Closed Points of the Moduli of Vector Bundles.
Lemma A.15. Let C be a smooth projective curve and X be the spectrum of a DVR, with η being
the generic point and 0 being the closed point. Suppose L1,L2 are two line bundles on C and
E is a rank two locally-free sheaf on X × C. Denote p1 : X × C → X, p2 : X × C → C be the
projection maps. If Eη ∼= p∗2L1 ⊕ p
∗
2L2|η, then h(L
∨
i ⊗ E0) ≥ 1 (i = 1, 2). Moreover, if L1
∼= L2,
h(L ∨i ⊗ E0) ≥ 2.
Proof. Denote Cη, C0 to be the fibers of X × C → X over the generic fiber and the special fiber
respectively. Since Eη ∼= p∗2L1 ⊕ p
∗
2L2|η, h(Cη, p
∗
2Li|
∨
η ⊗ Eη) = h(Cη, (p
∗
2L
∨
i ⊗ E )η) ≥ 1.
By the Semi-continuity Theorem, h(C0, (p
∗
2L
∨
i ⊗E )0) = h(C0, p
∗
2Li|
∨
0 ⊗E0) ≥ 1. In other words,
h(L ∨i ⊗ E0) ≥ 1 for i = 1, 2.
If L1 ∼= L2, Eη ∼= p∗2L1 ⊕ p
∗
2L2|η implies there are two linearly independent maps from p
∗
2L1|η
to Eη, i.e. h(Cη, (p
∗
2L
∨
1 ⊗ E )η) ≥ 2. Hence, h(L
∨
1 ⊗ E0) ≥ 2. 
Lemma A.16. Same setup as in Lemma A.15. Suppose that 0 ≤ deg(L2) − deg(L1) ≤ 1,
u(E0) ≤
1
2 (see Convention) and det(E0) = L1 ⊗L2. Then, E0
∼= L1 ⊕L2.
Proof. First, consider the case where deg(L2) − deg(L1) = 1. By Lemma A.15, take a non-
zero map φ : L2 → E0 be some non-zero morphism. Since an indecomposable vector bundle of
negative degree has no sections, E0 must be decomposable. By the determinant condition and that
u(E0) ≤
1
2 , conclude E0
∼= L1 ⊕L2.
Now consider the case deg(L2) = deg(L1) and L1 6∼= L2. By A.15, we have a map L1⊕L2 → E0
whose restriction to every summand is non-zero. The image Q of this map cannot be rank one,
because otherwise deg(Q) ≤ deg(L1) by the bound on the unstability of E0; since L1 6∼= L2, they
cannot both map non-trivially to Q. Thus, rank(Q) = 2 and L1 ⊕ L2 injects into E0. Since
deg(E0) = deg(L1 ⊕L2), E0 ∼= L1 ⊕L2.
Eventually, assume deg(L2) = deg(L1) and L1 ∼= L2. Since h0(L ∨1 ⊗ E0) ≥ 2, there exists an
injective map L ⊕21 → E0. Since deg(L
⊕2
1 ) = deg(E0), we still get the claim. 
We now show certain points of
∏g
j=1M2,Lj (Cj) are locally-closed, where M2,L (Cj) is the
moduli stack of rank two vector bundles with fixed determinant Lj on some elliptic curve Cj .
Proposition A.17. For j = 1, ..., g, let Ej be a rank two vector bundle on Cj satisfying the
following properties:
Ej = Lj,1 ⊕Lj,2,Lj,1 ⊗Lj,2 ∼= Lj , 0 ≤ deg(Lj,2)− deg(Lj,1) ≤ 1.
Then, the point of Z of
∏g
j=1M2,Lj (Cj) corresponding to the tuple (E1, ..., Eg) is locally-closed.
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Proof. Let Uj be the sub-stack of M2,Lj (Cj) of objects with bounded in-stability: u(E ) ≤
1
2 .
This is known to be an open condition (see [HL10]).17 Hence, U :=
∏
Uj is an open sub-stack of∏
M2,L (Cj). Suppose x : spec(K)→ U represents a point in |U| which corresponds to a tuple of
vector bundles (E1, ..., Eg) satisfying the properties stated above. Claim: x is a closed point in |U|.
By Proposition 7.2.2 in [LMB00], suppose x specializes to y in |U|, there is morphism spec(R)→
U , where R is a discrete valuation ring whose closed point is mapped to y, fitting into the following
2-commutative diagram:
spec(K ′) //

spec(K)
x
// U

spec(R) // U
where K ′ is some field extension of K containing R. Recall also that a morphism spec(R) → U
corresponds to an object in U(spec(R)), i.e. a collection of (isomorphism classes of) vector bundles
E˜1, ..., E˜g, with E˜j over Cj × spec(R). Moreover, let η be the generic point of spec(R), up to a
base-change by spec(K ′)→ η, E˜j |η is isomorphic to some decomposable vector bundle. We claim
that E˜j|η is indeed decomposable. Note that Ej|η ⊗ K ′ ∼= (Lj,1 ⊕ Lj,2) ⊗ K ′, where Lj,1 and
Lj,2 are line bundles over K. In particular, hom(Lj,i ⊗K ′, Ej|η ⊗K ′) ≥ 1, and when Lj,1 ∼= Lj,2
hom(Lj,i⊗K ′, Ej|η⊗K ′) ≥ 2. Denote K ′′ to be the fraction field of R and we haveK ′ ⊃ K ′′ ⊃ K.
By restriction of scalars, hom(Lj,i⊗K ′′, Ej|η) ≥ 1, and when Lj,1 ∼= Lj,2 hom(Lj,i⊗K ′′, Ej |η) ≥ 2.
Using a similar argument as in the proof of Lemma A.16, one gets the claim.
It is clear that the proof of the closedness of x in U reduces to the case g = 1. In that case,
Lemma A.16 implies that y = x and hence we are done. 
Appendix B. Technical Results in Induction Step 2
B.1. On the (g, k)-standardness Conditions.
Lemma B.1. The vanishing condition cΓ
′
in section 10.3.1 is (g′, k′)-standard.
Proof. In Appendix A we have checked that for j ≤ g, (ci,2j−2), (ci,2j−1) satisfy conditions 1-4
in Definition 9.1. For j > g, the vanishing sequence are determined by the data given in 10.3.1.
Concretely, given (ci,2j′−2), (ci,2j′−1) for all j
′ < j, then (ci,2j−2) is determined by condition 2 in
9.1 and (ci,2j−1) is calculated following Lemma 10.15 or 10.17. Thus, to verify 1-4 in 9.1 for c
Γ′ ,
it remains to check (ci,2j−2), (ci,2j−1) satisfy the conditions in Lemma 7.1 or Lemma 7.2.
Inductively, we check that every integer appears in (ci,2j−1) at most twice (which then implies the
same property for (ci,2j)). Assume this is true for (ci,2j−2). When Ej = ⊕2s=1O(isPj+(d−is)Pj+1),
by 10.17 it suffices to see ci1,2j−2 − 1, ci2,2j−2 − 1 are non-repeated vanishing orders (if ci1,2j−2 =
ci2,2j−2, ci1,2j−2 − 1 should not be in (ci,2j−2)). When Ej = O(cℓ,2j−2, (d + 1) − cℓ,2j−2) ⊕
O(ci,2j−2, d − ci,2j−2), it suffices to check cℓ,2j−1 appears at most twice and ci−1,2j−1 > ci,2j−1.
We verify these by listing the special indices and comparing the relevant vanishing orders:
17This essentially follows from Proposition 2.3.1 in [HL10].
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j special indices relevant vanishing orders
g + 1 i1 = 2, i2 = k + 1 ck,2g ≤ ck+1,2g − 3 < ck+2,2g − 3
g + 2 i1 = 1, i2 = k + 2 ck+1,2g+2 = ck+2,2g+2 − 2
g + 3 i1 = 2, i2 = k + 3 ck+1,2g+4 < ck+2,2g+4 = ck+3,2g+4
g + 4 ℓ = 3, i = k + 2 c1,2g+7 > c3,2g+7, ck+1,2g+7 = ck+2,2g+7 + 1
g + 5 i1 = 4, i2 = k + 2 c3,2g+8 = c4,2g+8 − 2, ck,2g+8 < ck+1,2g+8 < ck+2,2g+8
g + 6 i1 = 5, i2 = k + 1 c3,2g+10 < c4,2g+10 < c5,2g+10
ck−1,2g+10 < ck,2g+10 < ck+1,2g+10
g + 7 i1 = 5, i2 = k + 3 c3,2g+12 < c4,2g+12 < c5,2g+12 < c6,2g+12
ck+1,2g+12 < ck+2,2g+12 < ck+3,2g+12
g + 8 ℓ = k + 4, i = 2 c1,2g+15 > c2,2g+15, ck+3,2g+15 = ck+4,2g+15 + 1
g + 9 i1 = 5, i2 = k + 4 c3,2g+16 < c4,2g+16 < c5,2g+16
ck+2,2g+16 < ck+3,2g+16 < ck+4,2g+16
For s = 0, ..., q − 2,18 we have:
j special indices relevant vanishing orders
g + 10 + 11s ℓ = k + 1, i = 6 + 6s c5+6s,2j−1 = c6+6s,2j−1 + 2, ck,2j−1 > ck+1,2j−1
g + 11 + 11s i1 = 6 + 6s, i2 = k + 2 c5+6s,2j−2 = c6+6s,2j−2 + 2, ck+1,2j−2 = ck+2,2j−2 + 2
g + 12 + 11s i1 = 7 + 6s, i2 = k + 3 c5+6s,2j−2 < c6+6s,2j−2 < c7+6s,2j−2
ck+1,2j−2 < ck+2,2j−2 < ck+3,2j−2
g + 13 + 11s ℓ = 8 + 6s, i = k + 2 c6+6s,2j−1 > c8+6s,2j−1, ck+1,2j−1 > ck+2,2j−1
g + 14 + 11s i1 = 6s+ 9, i2 = k + 2 c8+6s,2j−2 = c9+6s,2j−2 − 2,
ck,2j−2 < ck+1,2j−2 < ck+2,2j−2 = ck+3,2j−2
g + 15 + 11s i1 = 6s+ 7, i2 = k + 4 c7+6s,2j−2 < c8+6s,2j−2 < c9+6s,2j−2,
ck+3,2j−2 = ck+4,2j−2 − 2
g + 16 + 11s i1 = 6s+ 10, i2 = k + 1 c9+6s,2j−2 = c10+6s,2j−2 + 2, ck,2j−2 ≤ ck+1,2j−2 − 2
g + 17 + 11s i1 = 6s+ 11, i2 = k + 2 c9+6s,2j−2 < c10+6s,2j−2 < c11+6s,2j−2
ck,2j−2 < ck+1,2j−2 < ck+2,2j−2
g + 18 + 11s i1 = 6s+ 9, i2 = k + 4 c7+6s,2j−2 < c8+6s,2j−2 < c9+6s,2j−2
ck+2,2j−2 < ck+3,2j−2 < ck+4,2j−2
g + 19 + 11s i1 = 6s+ 10, i2 = k + 3 c9+6s,2j−2 = c8+6s,2j−2 − 2, ck+2,2j−2 = ck+3,2j−2 − 2
g + 20 + 11s i1 = 6s+ 11, i2 = k + 4 c9+6s,2j−2 < c10+6s,2j−2 < c11+6s,2j−2
ck+2,2j−2 < ck+3,2j−2 < ck+4,2j−2
Denote h = g + 11q − 2 and for p = 0, ..., k1 − 3q,
19 we have:
j special indices relevant vanishing orders
h+ 4p+ 1 i1 = 6q + 2p, i2 = k + 1 c6q+2p−1,2j−2 = c6q+2p,2j−2 − 3, ck,2j−2 = ck+1,2j−2 − 2
h+ 4p+ 2 i1 = 6q + 2p+ 1, i2 = k + 2 ci1−2,2j−2 < ci1−1,2j−2 < ci1,2j−2
ck,2j−2 < ck+1,2j−2 < ck+2,2j−2
18This part of the construction is only relevant when k1 ≥ 6.
19This part of the construction is only relevant when k1 ≥ 3.
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h+ 4p+ 3 i1 = 6q + 2p, i2 = k + 3 c6q+2p−1,2j−2 = c6q+2p,2j−2 − 2
ck+2,2j−2 = ck+3,2j−2 − 2
h+ 4p+ 4 i1 = 6q + 2p+ 1, i2 = k + 4 ci1−2,2j−2 < ci1−1,2j−2 < ci1,2j−2
ck+2,2j−2 < ck+3,2j−2 < ck+4,2j−2
g′ − 3 i1 = k + 1, i2 = k + 2 ck,2g′−8 = ck+1,2g′−8 − 3 = ck+2,2g′−8 − 3
g′ − 2 i1 = k + 1, i2 = k + 3 ck,2g′−6 = ck+1,2g′−6 − 2, ck+2,2g′−6 = ck+3,2g′−6 − 2
g′ − 1 i1 = k + 2, i2 = k + 4 ck,2g′−4 < ck+1,2g′−4 < ck+2,2g′−4 < ck+4,2g′−4
g′ i1 = k + 3, i2 = k + 4 ck+2,2g′−2 = ck+3,2g′−2 − 2 = ck+4,2g′−2 − 2
For all j such that Ej is semi-stable, one can check that either (1) i2− i1 > 2, or (2) i2− i1 = 1,
or (3) i2 − i1 = 2 but ci2,2j−2 − ci1,2j−2 ≥ 2. In particular, 6 ∃i 6= i1, i2 such that ci,2j−2 = ci1,2j−2,
ci,2j−1 = ci2,2j−1. So, all assumptions in 7.1 are satisfied.
For all j such that Ej is unstable, conditions 1, 3, 4 in Lemma 7.2 are incorporated in the rules
in Lemma 10.17, so it only remains to show there does not exist some i such that ci,2j−2+ci,2j−1 =
ci+1,2j−2 + ci+1,2j−1 = d− 1, ci+1,2j−2 = ci,2j−1 + 1 and ci,2j−2, ci+1,2j−2, ci,2j−1, ci+1,2j−1 are all
non-repeated. To do so, we look at vanishing sequences in 10.19, 10.20:
For j = g + 4, 6 ∃ i such that ci,2j−2 is non-repeated and ci,2j−2 + ci,2j−1 = d− 1.
For j = g+8, the i’s such that ci,2j−2 is non-repeated and ci,2j−2+ci,2j−1 = d−1 are i = 6, k+1.
For j = g+10+11s (s = 0, ..., q−2), 6 ∃ i such that ci,2j−2 is non-repeated and ci,2j−2+ci,2j−1 =
d− 1.
For j = g + 13 + 11s (s = 0, ..., q − 2), the i’s such that ci,2j−2 is non-repeated and ci,2j−2 +
ci,2j−1 = d− 1 are i = 1, 2; yet c2,2j−1 is a repeated vanishing order.
We have thus verified conditions 1-4 in Definition 9.1.
To check condition 5 in 9.1, notice that for jt ≤ g, by Step 4.2,
ck+4,2jt−2 =


(k1 + 2) + jt − 1 when t is odd
(k1 + 2) + jt − 2 when t is even.
By Lemma A.2, when t is odd, ck+3,2jt−2 < ck+4,2jt−2. Thus, for jt ≤ g, condition 5 holds. Given
the vanishing sequences in 10.19, 10.20, one can compute:
For j = g + 4, ck+4,2j−2 = (k1 + 2) + (g + 4)− 1 and ck+3,2j−2 < ck+4,2j−2.
For j = g + 8, ck+4,2j−2 = (k1 + 2) + (g + 8)− 2 and g + 8 = j2t for some t.
For j = g + 10 + 11s (s = 0, ..., q − 2), ck+4,2j−2 = g + k1 + 8 + 8s < (k1 + 2) + j − 2.
For j = g + 13 + 11s (s = 0, ..., q − 2), ck+4,2j−2 = g + k1 + 11 + 8s < (k1 + 2) + j − 2.
Hence, we have verified condition 5.
Eventually, condition 6 trivially holds since by Step 4.1 ck+4,2j−2 + ck+4,2j−1 = g
′ − 2 for all
j : jt < jt+1.
Therefore, cΓ
′
is (g′, k′)-standard. 
Also, for the second construction:
Lemma B.2. The cΓ
′
g′ constructed in section 10.3.5 is (g
′, k + 2)-standard.
Proof. This is simpler than proving B.1. For j ≤ g, by the same argument as in the proof of B.1,
one verifies the needed conditions for data over C1, ..., Cg using Lemma A.2-A.8. For j > g, we
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claim all Ej are semi-stable and (ci,2j−2), (ci,2j−1) satisfy 7.1 with d = g
′− 1. This can be checked
in the same way as in B.1:
For j = g + 1 + t (t = 0, ..., k1 − 1), the special indices are i1 = 2 + 2t and i2 = k + 1,
c2t,2j−2 < c2t+1,2j−2 < c2t+2,2j−2, ck,2j−2 ≤ ck+1,2j−2 − 2.
For j = g + 1 + t+ k1 (t = 0, ..., k1), i1 = 1 + 2t, i2 = k + 2, c2t−1,2j−2 < c2t,2j−2 < c2t+1,2j−2
and ck,2j−2 < ck+1,2j−2 < ck+2,2j−2.
For j = g′, ck,2g′−2 = ck+1,2g′−2 − 2 = ck+2,2g′−2 − 2.
It remains to check conditions 5, 6 in Definition 9.1. But in this case Ej is unstable only if j < g.
Therefore, using the same argument as in Lemma B.1 (for j ≤ g ), we get the result. 
Remark B.3. For our third construction, we do not need the cΓ
′
g′ to be (g
′, k′)-standard. Existence
results for the cases where k is even are deduced from cases where k is odd. Moreover, the feasibility
of the third construction follows easily:
Lemma B.4. The vanishing sequences (ci,2j−2), (ci,2j−1) determined in 10.3.6 satisfy conditions
in Lemma 7.1 (resp. 7.2) if Ej is semi-stable (resp. unstable).
Proof. Notice that by our construction, cΓ
′
g′ consists of the first k+3 columns of a (g
′, k+4)-standard
vanishing condition obtained by the first construction. All conditions in 7.1 or 7.2 are inherited by
such a sub-matrix except for 5 in 7.2. Since either ck+2,2jt−2 = ck+3,2jt−2 or ck+2,2jt−1 = ck+3,2jt−1
always holds, the lemma follows. 
B.2. On the Canonical Determinant Condition. Secondly, we show that the canonical de-
terminant condition is preserved under the inductions.
Lemma B.5. Any limit linear series obtained in the first construction satisfies the canonical
determinant condition.
Proof. Notice that this is a condition on the vector bundles E1, ..., Eg′ .
By Corollary 8.6, the canonical determinant condition can be checked by looking at the coeffi-
cient of Pj in det(Ej) = O(ajPj + bjPj+1). For j ≤ g, Ej = E ′j (NPj+1), where E
′
1, ..., E
′
g are the
underlying vector bundles of objects in Gk,EHT2,ωg ,d•,aΓ(Xg). Therefore, det(Ej) satisfies the numerical
condition in 8.6 for j ≤ g.
For j > g, one can compute directly that
det(Ej) =


O((2j − 3)Pj + (2g
′ − 2j)Pj+1) for j = g + 8, g + 13 + 11s (s = 0, ..., q − 2),
O((2j − 2)Pj + (2g′ − 2j + 1)Pj+1) for j = g + 4, g + 10 + 11s (s = 0, ..., q − 2),
O((2j − 3)Pj + (2g′ − 2j + 1)Pj+1) for j = g + 5, g + 6, g + 7, g + 11 + 11s, g + 12 + 11s,
O((2j − 2)Pj + (2g′ − 2j)Pj+1) otherwise.
This verifies the canonical determinant condition for our first construction. 
Lemma B.6. Any limit linear series obtained in the second or third construction satisfies the
canonical determinant condition.
Proof. The argument is the same as in B.5 and hence omitted. 
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B.3. Non-emptiness and Sufficient Genericity Assumptions. One of the most important
tasks is to show the limit linear series stacks we constructed are non-empty. Moreover, the stacks
in the first and second construction should contain sufficiently generic objects.
We now establish a non-emptiness result for the first induction. Due to the similarity in con-
struction, it suffices to consider only the case g′ = g + 4k1 + 6−
⌊
k1
3
⌋
.
Proposition B.7. Given Gk,EHT
2,ωg ,d•,aΓ
(Xg) and G
k+4,EHT
2,ωg′ ,d
′
•
,cΓ
′
g′
(Xg′ ) as in 10.3.1. Suppose G
k,EHT
2,ωg ,d•,aΓ
(Xg)
is non-empty with sufficiently generic objects, then Gk+4,EHT
2,ωg′ ,d
′
•
,cΓ
′
g′
(Xg′) is also non-empty.
Proof. Denote G = Gk+4,EHT
2,ωg′ ,d
′
•
,cΓ
′
g′
(Xg′) Gr = G
k+4,EHT
2,ωr(ArPr+1),dr•,c
Γ′
r
(Xr) (Notation 17).
Denote E1, ..., Eg′ to be the underlying vector bundles of G.
By Proposition 10.9 and our assumption, Gg is non-empty.
Given (ci,2g+17+11s) (10.20), τ(Pg+10+11s) is trivial.
Given (ci,2h+8ℓ−1) (10.21) and Eh+4p+1, ..., Eh+4p+4, one can inductively see that τ(Pj) is trivial
for j = h+4p+1, h+4p+3; τ(Pj) is of the of the situation in Example 9.6 (4) with only one other
non-repeated vanishing order than ci1−1,2j−2, ci1,2j−2, ci2−1,2j−2, ci2,2j−2 (i1, i2 are the special
indices), for j = h+ 4p+ 2, h+ 4p+ 4.
Similarly, given (ci,2g′−9) (take ℓ = k1 − 3q + 1 in 10.21) and Eg′−3, ..., Eg′ , one sees that τ(Pj)
is trivial for j = g′ − 3, g′ − 2, g′; τ(Pg′−1) is of the of the situation in Example 9.6 (4) with only
one other non-repeated vanishing order than ci1−1,2g′−4, ci1,2g′−4, ci2−1,2g′−4, ci2,2g′−4.
In these cases, if Gj−1 is non-empty, Gj is always non-empty: given any K-valued object
((Ej′ , Vj′)j′<j , (φj′ )j′<j) in Gj−1, there is no obstruction in finding φj , Vj so that ((Ej′ , Vj′ )j′≤j , (φj′ )j′≤j)
is an object in Gj . Consequently, the proof reduces to showing Gg+9 and Gg+10+11s,g+20+11s
(Notation 17) are non-empty, for s = 0, ..., q − 2.
We first show Gg+9 is non-empty.
Given Eg+8, Eg+9, (ci,2g+13), (ci,2g+15) (10.19), τ(Pg+9) = {{1, 4, k + 4}, {5, k + 3}}. It is not
hard to see that there exist Vg+8 ⊂ Γ(Eg+8), Vg+9 ⊂ Γ(Eg+9) with the desired vanishing sequences
and this configuration at Pg+9. Moreover, c5,2g+14, ck+3,2g+14 are repeated vanishing orders. So,
if Gg+8 is non-empty, easy to see Gg+9 is non-empty.
We claim a general object in Gg must have configuration {{1, k + 1}, {k + 4}} at Pg+1: Let
Ej1 , ..., Ej2p be the unstable bundles such that jt ≤ g. Inducting from the base case in 11.1, one
can show c1,2j2p−1, ck+1,2j2p−1 obtained in 10.1 are always non-repeated and c1,2j2p−2+ c1,2j2p−1 =
ck+1,2j2p−2 + ck+1,2j2p−1 =
1
2 (dj2p − 1). Therefore, there exists one set in τ(Pj2p+1) containing
1, k + 1. For j = j2p + 1, ..., g, c1,2j−2 + ck+1,2j−2 = ci1,2j−2 + ci2,2j−2 − 1. By applying Lemma
4.2, 4.4 repeatedly, one gets τ(Pj+1) contains a set containing 1, k + 1 (j = j2p + 1, ..., g) and
hence the claim. Given Eg+1 and (ci,2g−1) (see Equation 6), it is clear that Gg+1 is non-empty and
τ(Pg+2) = {{3, k + 1}, {k+ 4}}.
By Lemma 4.2 again, one can show that Gg+2 is non-empty and a general object must have
configuration {{1, k + 3}, {2, k+ 2}, {3, k+ 1}, {k + 4}} at Pg+3.
Given (ci,2g+5), (ci,2g+7) (10.19), τ(Pg+4) = {{3, k + 1, k + 4}}. Gg+4 is non-empty given Gg+3
is non-empty with some object realizing this configuration at Pg+4.
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Furthermore, c3,2g+6, ck+1,2g+6, ck+4,2g+6 are non-repeated and
c3,2g+6 + c3,2g+7 = ck+1,2g+6 + ck+1,2g+7 = ck+4,2g+6 + ck+4,2g+7 =
1
2
(deg(Eg+4)− 1).
While there exists some Vg+3 for which τ
Vg+3 (Pg+4) = {{3, k + 1, k + 4}}, by Theorem 4.6, such
Vg+3 has τ
Vg+3(Pg+3) = {{1, k+ 3}, {2, k+ 2}, {3, k+ 1}, {k+4}}. To see Gg+3 is non-empty, one
can choose Vg+3 and φg+3 first and find appropriate Vg+2 ⊂ Γ(Eg+2) in compatible with the choice
of φg+3. By Theorem 4.6 again, in general τ
Vg+2 (Pg+2) = {{3, k + 1}, {k+ 4}}.
Given (ci,2g+5), (ci,2g+7) (10.19), τ
Vg+4 (Pg+5) = {{1, 4, k+ 1, k+ 4}, {k}} for any feasible Vg+4.
Given Eg+5, 4 is a special index for (ci,2g+8) and (ci,2g+9). There exists Vg+5 ⊂ Γ(Eg+5) satisfying
the desired vanishing conditions which contains some si ∈ Γ(O(c4,2g+8Pg+5 + c4,2g+9Pg+6)) for
i = 1, 4, k + 1, k + 4 such that ordP5(si) = ci,2g+8, ordP6(si) = ci,2g+9. In particular, Gg+5 is
non-empty. Moreover, τVg+5 (Pg+6) = {{1, 4, k+ 3, k + 4}, {k}}.
Similarly, one can show Gg+6 is non-empty. By Lemma 4.2 and Theorem 4.6, conclude that
τVg+6 (Pg+7) = {{1, k + 4}, {4, k+ 3}, {5, k+ 2}, {6, k+ 1}, {k}}.
Given (ci,2g+13) (10.19) and Eg+7, one can calculate
c6,2g+12 + ck+1,2g+12 = c5,2g+12 + ck+3,2g+12 − 1.
By Lemma 4.2, τVg+7 (Pg+8) contains {6, k + 1} in general.
To show G8 is non-empty, we choose Vg+6, Vg+7, Vg+8, φg+7, φg+8 compatibly.
Given Eg+8 and ci,2g+15 (10.19), c1,2g+14, ck,2g+14, ck+4,2g+14 are non-repeated and
c1,2g+14 + c1,2g+15 = ck,2g+15 + ck,2g+15 = ck+4,2g+15 + ck+4,2g+15 =
1
2
(deg(Eg+8)− 1),
τ(Pg+8) contains {1, k, k+ 4}.
20 So, τ(Pg+8) has to be {{1, k, k + 4}, {6, k+ 1}}.
Recall Vj is determined by its (Pj , Pj+1)-adapted basis: {s
j
i}
k+4
i=1 , where
ordPj (si) = ci,2j−2, ordPj+1(s
j
i ) = ci,2j−1.
Denote q to be the image of sections of O(g − k1 + 6, b′ − (g − k1 + 6)) ⊂ Eg+6 in PEg+6|Pg+7 and
q′ to be the image of sections of O(g − k1 + 6, b
′ − (g − k1 + 6)) ⊂ Eg+7 in PEg+7|Pg+7 . Given the
vanishing sequences, it is clear that φg+7(q) = q
′ must hold.
Take any such φg+7. Since s
g+7
k+3 is a canonical sections of Eg+7, φg+7 determines s
g+6
k+3 and
hence sg+64 . Given that τ(Pg+6) = {{1, 4, k + 3, k + 4}, {k}}, s
g+6
1 , s
g+6
k+4 are also determined.
Consequently, sg+71 , s
g+7
k+4 are determined. Similarly, s
g+7
6 , s
g+7
k+1 are determined using the φg+7
hereby chosen: φg+7(s
g+7
k+1|Pg+7) = s
g+6
k+1|Pg+7 ; yet s
g+6
k+1 is a canonical section of Eg+6.
To determine Vg+6, Vg+7, we are left with determining s
g+6
k and s
g+7
k . Take any Vg+8 whose
(Pg+8, Pg+9)-adapted basis satisfies
sg+86 |Pg+8 = s
g+8
k+1|Pg+8 , s
g+8
5 |Pg+9 = s
g+8
k+3|Pg+9
and any φg+8 such that φg+8(s
g+7
1 |Pg+8) = s
g+8
1 |Pg+8 , φg+8(s
g+7
6 |Pg+8) = s
g+8
6 |Pg+8 , one then
determines sg+7k via the condition φg+8(s
g+7
k |Pg+8) = s
g+8
k |Pg+8 = s
g+8
1 |Pg+8 . Correspondingly,
sg+6k is determined using φg+7 chosen previously.
20When k = 5, there are fewer non-repeated vanishing orders in (ci,2g+14) and τ(Pg+8) is different; the argument
for non-emptiness of Gg+9 is even simpler in that case. See Lemma 10.31 also, for the derivation of dimension upper
bound in that special case.
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For Vg+6, Vg+7, Vg+8 and φg+7, φg+8 hereby determined and any K-valued object in Gg+5 one
can find some φg+6 to conclude that Gg+8 (and hence G9) is non-empty.
Similarly, we show that Gg+10+11s,g+20+11s (Notation 17) is non-empty. Given (ci,2g+39+11s)
(10.20), one can inductively calculate the following:
(1) τ(Pg+20+11s) = {{6s+ 12, k + 4}, {6s+ 13, k + 3}, {1}} and is of the situation in 9.6 (4).
(2) τ(Pg+19+11s) is trivial.
(3) τ(Pg+18+11s) = {{6s+ 8, k + 4}, {6s+ 9, k + 3}, {1}} and is of the situation in 9.6 (4).
Therefore, the question reduces to showing: (1) Gg+11+11s,g+17+11s (Notation 17) is non-empty;
(2) a general object of it admits the desired configuration at Pg+18+11s.
First of all, we choose Vg+11+11s, Vg+12+11s, φg+11+11s, φg+12+11s consistently.
A general Vg+10+11s satisfying the desired vanishing conditions must have
τVg+10+11s (Pg+11+11s) = {{1, 2, 6s+ 8, k + 1}, {6s+ 5, k + 4}, {k}}.
Given Eg+11+11s and by 4.2, 4.6, there exists Vg+11+11s such that
τVg+11+11s (Pg+11+11s) = {{1, 2, 6s+ 8, k + 1}, {6s+ 5, k + 4}, {k}},
τVg+11+11s (Pg+12+11s) = {{1}, {2}, {6s+5, k+4}, {6s+8, k+1}, {6s+9, k+3}, {6s+10, k+2}, {k}}.
Similarly, given Eg+13+11s and (ci,2g+25+22s) (10.20), for a general Vg+13+11s satisfying the
vanishing condition,
τVg+13+11s (Pg+13+11s) = {{1}, {2}, {6s+ 5, 6s+ 8, k, k + 1, k + 4}},
τVg+13+11s (Pg+14+11s) = {{1}, {6s+ 6, 6s+ 9, k, k + 1, k + 4}}.
After deriving (ci,2g+23+22s) from (ci,2g+25+22s) (10.20) and Eg+13+11s, one can see that there
exists Vg+12+11s such that τ
Vg+12+11s (Pg+13+11s) = {{1}, {2}, {6s+ 5, 6s+ 8, k, k + 1, k + 4}}.
Still denote {sji} to be a (Pj , Pj+1)-adapted basis. Choose s
g+11+11s
6s+5 , s
g+12+11s
6s+5 , which are not
sections of one summand of the corresponding bundles. This immediately determines φg+12+11s
since τ(Pg+12+11s) is of the situation in Example 9.6 (4). Consequently, s
g+11+11s
i , s
g+12+11s
i
are determined for i = 6s + 8, k, k + 1, k + 4. This further determines φg+11+11s as well as
sg+11+11s1 , s
g+11+11s
2 (and hence Vg+11+11s); and even further, s
g+12+11s
1 , s
g+12+11s
2 (and hence
Vg+12+11s). Eventually, one can find φg+13+11s according to Vg+12+11s thus chosen and conclude
that Gg+11+11s,g+13+11s is non-empty.
Fix some object of Gg+11+11s,g+13+11s. Given (ci,2g+25+22s) (10.20) and Eg+14+11s, one can
derive (ci,2g+27+22s) and find Vg+14+11s, φg+14+11s in compatible with Vg+13+11s determined by
the fixed object; furthermore, τVg+14+11s (Pg+15+11s) = {{1}, {6s+ 6, 6s+ 9, k, k + 3, k + 4}}.
Similarly, after deriving (ci,2g+29+22s) from (ci,2g+27+22s), one can find Vg+15+11s, φg+15+11s in
compatible with Vg+14+11s previously chosen and
τVg+15+11s (Pg+16+11s) = {{1}, {6s+ 8, 6s+ 9, k, k + 3, k + 4}}.
Lastly, we choose Vg+16+11s, Vg+17+11s as follows. By referring to Eg+16+11s, Eg+17+11s, easy to
see τ(Pg+17+11s) is of the situation in 9.6 (4). Therefore, fixing s
g+16+11s
6s+8 , s
g+17+11s
6s+8 which are not
sections of one summand of the corresponding bundles determines φg+17+11s. Moreover, s
g+16+11s
i
(i = 6s+9, k, k+3, k+4) is determined by the condition sg+16+11si |Pg+16+11s = s
g+16+11s
6s+8 |Pg+16+11s .
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Consequently, sg+17+11si (i = 6s+ 9, k, k + 3, k + 4) is determined by the condition
φg+17+11s(s
g+16+11s
i |Pg+17+11 ) = s
g+17+11s
i |Pg+17+11 .
Eventually, choose any φg+16+11s such that φg+16+11s(s
g+15+11s
6s+8 |Pg+16+11s ) = s
g+16+11s
6s+8 |Pg+16+11s .
This will determine sg+16+11s1 , s
g+17+11s
1 and hence Vg+16+11s, Vg+17+11s.
Thus, Gg+11+11s,g+17+11s is non-empty. So is G
k+4,EHT
2,ωg′ ,d
′
•
,cΓ
′
g′
(Xg′). 
Next, we verify the existence of sufficiently generic objects:
Proposition B.8. Let G = Gk+4,EHT
2,ωg′ ,d
′
•
,cΓ
′
g′
(Xg′) be as defined in Proposition B.7. If G is non-empty,
then it contains sufficiently generic objects (N = g′ − g, n = 4).
Proof. Denote c˜Γ
′
to be the (k′ + 4) × (2g′ − 2) matrix obtained from cΓ
′
g′ using Lemma 10.1.
For j = jt (t = 1, ..., 2T )
21, denote qt1 (resp. q
t
2) to be the image of sections of the destabilizing
summand of Ejt in PEjt |Pjt (resp. PEjt |Pjt+1).
Recall that being sufficiently generic means qt2 is not glued to q
t+1
1 via φj1+1, ..., φjt+1 in the
ci,2jt−1-th order, where i > k
′ and ci,2jt−1 is a non-repeated vanishing order. By Corollary A.3,
when t is odd, all ci,2jt−1 (i > k
′) are repeated vanishing orders. Hence, it suffices to consider cases
where t < 2T is even. Moreover, when t is even, at most ck′+1,2jt−1, ck′+4,2jt−1 are non-repeated.
Note that G5,EHT
2,ω6,d•,aΓ
(X6) in Proposition 11.1 has sufficiently generic objects for a trivial reason:
there are only two unstable bundles among E1, ..., E6. In general, suppose the moduli stack con-
structed for some pair (g, k) has sufficiently generic objects. We claim the moduli stack constructed
for (g′, k′) = (g + 4k1 + 6− q, k + 4) also has sufficiently generic objects. The statement fails only
if the following happens: for some even t smaller than 2T , qt2 is glued to q
t+1
1 in ci,2jt−1-th order
for some i ≤ k′ via φjt+1, ..., φjt+1 and ANY (k
′ + 4)-dimensional space of sections V˜jt+1 with the
desired vanishing sequences at Pjt+1, Pjt+2 has the configuration τ
V˜jt+1(Pjt+1) containing a set S
such that S ⊃ {i, k′ + 1} or S ⊃ {i, k′ + 4}.
We first consider all jt such that jt > g and t < 2T is even. They are jt = g + 8, g + 13 + 11s
(s < q − 2). For jt = g + 8, it suffices to notice that jt+1 = g + 10 and c1,2g+17 is the only
non-repeated vanishing order in (ci,2g+17)i≤k′ . Using Lemma 10.19, calculate ci,2g+16 = g−k1+5;
by Proposition A.1, one can also compute that ck′+1,2g+16 = g + k1 + 12. Since
c1,2g+16 + ck′+4,2g+16 > c1,2g+16 + ck′+1,2g+16 = 2g + 17 > ci1,2g+16 + ci2,2g+16 = 2g + 16,
where i1, i2 are the special indices of (ci,2g+16), (ci,2g+17), by Lemma 4.2, we can conclude that
sufficient genericity will not be violated for jt = g + 8 in general.
Similarly, by Lemma 10.20, c1,2g+26+22s = g−k1+10+11s; by Proposition A.1, ck′+1,2g+26+22s =
g − k1 + 17 + 11s. In particular, c1,2g+26+11s + ck′+1,2g+26+11s > ci1,2g+26+22s + ci2,2g+26+22s and
by Lemma 4.2, Theorem 4.6, we can conclude that sufficient genericity will not be violated for
jt = g + 13 + 11s.
One still needs to consider jt < g where t < 2T is even. But based on our construction, the
new non-repeated vanishing orders to consider are relatively bigger than the ones in the previous
inductive step. Based on the previous argument, one can conclude immediately that sufficient
genericity will not be violated for any t such that jt < g.
21Recall that E1, ...,Ej2T are the unstable bundles among E1, ..., Eg′ .
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This concludes the proof. 
Remark B.9. Notice that the existence of sufficiently generic objects for n = 4 follows from the
fact that all the non-repeated vanishing orders are large enough so that no obstruction could occur.
By exactly the same justification, one can establish the existence of sufficiently generic objects for
n = 2 as well as the existence of sufficiently generic objects satisfying the strengthened genericity
assumption (Property A) in Proposition 10.39.
Consequently, we can establish the non-emptiness result for the second induction.
Proposition B.10. Let G = Gk+2,EHT
2,ωg′ ,d
′
•
,cΓ
′
g′
(Xg′) be as given in 10.3.5. Then G is non-empty.
Proof. By the previous remark and Proposition 10.8, Gg (Notation 17) is non-empty.
For all j > g, Ej are semi-stable and decomposable. Given the special indices for j = g +
1, ..., g+ k1 (see the proof of 10.35), one can show that for general choices of Vj , the configurations
at Pj should be {{2t− 1, k + 1}, {k + 2}} and the point associated to {2t− 1, k + 1} is the image
of a canonical section of Ej.
By the same argument as in the proof of Proposition B.7, one can conclude that there exists a set
in τVg (Pg+1) containing {1, k + 1}. Since the associated sequence of points at each node contains
only two points, compatible gluing isomorphisms exist. By induction, Gg+k1 is non-empty.
Consequently, τVg+k1 (Pg+k1+1) = {{k, k + 1}, {k + 2}}. By direct computation,
ck,2g+2k1 + ck+1,2g+2k1 = ci1,2g+2k1 + ci2,2g+2k1 − 1.
It follows from Lemma 4.2 that for j : g′ − 1 ≥ j ≥ g + k1 + 1,
τVj (Pj) =


{{k, k + 1}, {k+ 2}} j = g + k1 + 1
{{1}, {k, k+ 1}, {2t, k+ 2}} otherwise
τVj (Pj+1) =


{{1}{k, k+ 1}, {2, k+ 2}} j = g + k1 + 1
{{1}, {k, k+ 1}, {2t+ 2, k + 2}} otherwise
It is then not hard to see Gg′−1 is non-empty.
Since τ(Pg′ ) is trivial, G is also non-empty. 
Eventually, we establish the non-emptiness result for the third construction.
Proposition B.11. Let G = Gk+3,EHT
2,ωg′ ,d
′
•
,cΓ
′
g′
(Xg′) be as given in 10.3.6. Then G is non-empty.
Proof. By Proposition 10.39, Gg is non-empty.
Given (ci,2g+2k1+3) (10.43) and Eg+k1+4, one can compute (ci,2g+2k1+5) to see that τ(Pg+k1+4)
is trivial. Moreover, given Ej for j ≥ g + k1 + 4, conclude by induction that τ(Pj) is either trivial
or of the situation in Example 9.6 (4) (with no other non-repeated vanishing orders). Therefore,
the question reduces to showing Gg+k1+4 is non-empty.
Given (ci,2g+9) (10.43) and Eg+5+j (j = 1, ..., k1 − 3), one can inductively show that a general
Vg+5+j satisfying the desired vanishing conditions must have
τVg+5+j (Pg+5+j) = {{2j+3, k+1}, {k−1}, {k}}, τ
Vg+5+j(Pg+6+j) = {{2j+5, k+1}, {k−1}, {k}}.
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Given (ci,2g+2k1+3) (10.43) and Eg+k1+2, by 4.6 one can find Vg+k1+2 such that
τVg+k1+2(Pg+k1+2) = {{k−2, k+1}, {k−1}, {k}}, τ
Vg+k1+2(Pg+k1+3) = {{k−2, k+1}, {k−1, k}}.
Meanwhile, given (ci,2g+2k1+3) (10.43), any feasible Vg+k1+3 must have
τVg+k1+3(Pg+k1+3) = {{k − 2, k + 1}, {k − 1, k}} and τ
Vg+k1+3(Pg+k1+4) is trivial.
It is then not hard to see that G is non-empty if Gg+5 is non-empty and contains an object whose
configuration at Pg+6 is {{5, k+ 1}, {k − 1}, {k}}.
By the same argument as in the proof of B.7, objects in Gg must have configuration {{1, k+1}}
at Pg+1. Given (ci,2g+1) (10.43), one can directly compute that a general Vg+1 would have:
τVg+1(Pg+2) = {{1, 4, k + 1, k + 2}, {k}, {k+ 3}}.
A general Vg+2 should have
τVg+2 (Pg+2) = {{1, 4, k+ 1, k + 2}, {k}, {k+ 3}}, τ
Vg+2(Pg+3) = {{1, 4, k+ 1}, {k}}.
Deriving (ci,2g+5) from (ci,2g+1) (10.43) and applying 4.2, 4.6, one can see that there exists Vg+3
such that τVg+3 (Pg+3) = {{1, 4, k+ 1}, {k}} and τVg+3 (Pg+4) = {{1}, {4, k+ 1}, {2, k+ 3}, {3, k+
2}, {k}}. So Gg+3 is non-empty. Note also τ(Pg+4) is of the situation in Example 9.6 (4).
Fix some object of Gg+3 and denote {s
j
i} to be a (Pj , Pj+1)-adapted basis of Vj . We choose
Vg+4 in the following way: choose s
g+4
4 (and hence s
g+4
k+1), not a section of one summand of Eg+4;
this determines a unique feasible φg+4. Consequently, s
g+4
1 , s
g+4
k are determined by the following
conditions:
φg+4(s
g+3
1 |Pg+4) = s
g+4
1 |Pg+4 , φg+4(s
g+3
k |Pg+4) = s
g+4
k |Pg+4 .
This determines Vg+4. Given (ci,2g+7) (10.43) and Eg+4, one can compute
c4,2g+6 + ck+1,2g+6 = 2g + 4 = ci1,2g+6 + ci2,2g+6 − 1
(i1, i2 are the special indices). By Lemma 4.2, τ
Vg+4 (Pg+5) = {{4, k + 1}, {1}, {k}}.
Eventually, c4,2g+8 + c4,2g+9 = ck+1,2g+8 + ck+1,2g+9 =
1
2 (d
′
g+5 − 1). Hence a general feasible
Vg+5 must have τ
Vg+5 (Pg+5) = {{4, k + 1}, {1}, {k}}, τVg+5(Pg+6) = {{5, k + 1}, {k − 1}, {k}}.
This shows that Gg+5 is non-empty and hence G is non-empty. 
B.4. Semi-stable Locus. Eventually, we check that there is a non-empty open locus on which
the semi-stability condition holds.
Lemma B.12. Starting from G5,EHT2,ω6,d•,aΓ(X6), every moduli stack constructed in 10.3.1 contains a
non-empty locus of objects satisfying the ℓ-semi-stability condition.
Proof. We first break Xg′ into various blocks X
1, ..., Xr satisfying the following properties:
(1) X i = Cji ∪ ... ∪ Cji+ni consists of some consecutive components of Xg′ ;
(2) X i and X i+1 intersect at a nodal point;
(3) For every i and j = ji, ..., ji+ni, the vector bundles Ej are of one of the following situations:
(a) Eji ,...,Eji+ni are all semi-stable;
(b) Eji , Eji+ni are unstable, and Ej are semi-stable for j : j
i < j < ji + ni.
We shall refer to a block X i as a basic block of type (a) (or (b)) of Xg′ .
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To check a K-valued object ((Ej , Vj), (φj)) satisfies the ℓ-semi-stability condition, by 3.7, it
suffices to show that the bundle E i on X i determined by ((Ej)
ji+ni
j=ji , (φj)
ji+ni
j=ji+1) is ℓ-semi-stable for
every i.22 Clearly, ((Ej)
ji+ni
j=ji , (φj)
ji+ni
j=ji+1) satisfies the conditions in Situation 3.8. By Proposition
3.10 it suffices to check there does not exist an invertible sub-sheaf L of E i such that L |C
ji
,
L |C
ji+ni
are the destabilizing summands of Eji and Eji+ni resp. and E |Cj is one summand of Ej .
In 11.1, we have shown that the lemma holds for the base case. In each induction step there are
some more basic blocks than in the preceding step. For the first construction, it suffices to look at
the following basic blocks: Cg+4 ∪ ... ∪Cg+8, Cg+10+11s ∪ ... ∪Cg+13+11s (0 ≤ s ≤ q − 2), since all
other basic blocks are of type (a).
For Cg+4 ∪ ... ∪ Cg+8, notice that Eg+6 is of the form L1 ⊕L2 where L1 6∼= L2. Denote q to
be the image of sections of O(g + k1 + 5, b
′ − (g + k1 + 3)) ⊂ Eg+7 in PEg+7|Pg+7 . When choosing
φg+7, we can further require that φ
−1
g+7(q) is not the image of either of the canonical sections of
Eg+6. This will guarantee the ℓ-semi-stability of the bundle given by ((Ej)
g+8
j=g+4, (φj)
g+8
j=g+5).
For Cg+10+11s ∪ ... ∪ Cg+13+11s, note that Eg+11+11s is of the form L1 ⊕L2 where L1 6∼= L2.
Denote q to be the image of sections of the destabilizing summand of Eg+10+11s. In determining
φg+11+11s we further require φg+11+11s(q) is not the image of either of the canonical sections of
Eg+11+11s. This will guarantee the ℓ-semi-stability of the bundle given by ((Ej)
g+8
j=g+4, (φj)
g+8
j=g+5).

For the second construction, K-valued objects in Gk+2,EHT
2,ωg′ ,d
′
•
,cΓ
′
g′
(Xg′ ) satisfy the property that Ej
is semi-stable for all j > g. The non-emptiness of ℓ-semi-stable follows trivially.
Lastly, we verify the semi-stability condition for our third construction:
Lemma B.13. Every moduli stack constructed in 10.3.6 contains a non-empty locus of objects
satisfying the ℓ-semi-stability condition.
Proof. Similar to the proof of Lemma B.12, it suffices to consider the basic block Cg+1 ∪ ...∪Cg+5
and justify that one can find ((Ej , Vj), (φj)) such that the bundle E
′ given by ((Ej)
g+5
j=g+1, (φj)
g+5
j=g+2)
is ℓ-semi-stable.
To see this, note that Eg+3 is of the form L1 ⊕L2 where L1 6∼= L2. Denote q to be the point
associated to the set {1, 4, k + 1} in τ(Pg+3). In determining φg+3 we further require φg+3(q) is
not the image of either of the canonical sections of Eg+3. This will guarantee the ℓ-semi-stability
of the bundle given by ((Ej)
g+1
j=g+5, (φj)
g+5
j=g+2) and hence proves the lemma. 
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