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a b s t r a c t
The homotopy analysis method (HAM) is used to develop an analytical solution for the
cooling of turbine disks with a non-Newtonian viscoelastic fluid. Results are presented for
the velocity and temperature fields and the Nusselt number is determined as a function of
the cross viscosity parameter D2, the Reynolds number, Re, and the Prandtl number, Pr. The
present results corroborate well with the numerical and perturbation results reported in
other research literature on the problem. The auxiliary parameter in the homotopy analysis
method is derived by using the averaged residual error conceptwhich significantly reduces
the computational time. The use of optimal auxiliary parameter provides a superior control
on the convergence and accuracy of the analytic solution.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
Non-Newtonian fluid flows and heat transfer behavior have become increasingly important as the application of non-
Newtonian fluid perpetuated through various industries including polymer processing, electronic packing, and drag reduc-
tion and cooling problems [1,2]. In recent years there has been a considerable interest in the channel flow of non-Newtonian
fluid because of its various applications in different fields of engineering. In particular the interest in heat transfer problem
of non-Newtonian fluids has grown considerably. Hot rolling, extrusion of plastics, flow in journal bearings, lubrication and
flow in a shock absorber are some typical examples to name. The study of the channel flow of non-Newtonian fluids and
related heat transfer problems has been carried out by number of researchers under varied assumptions [3–6]. This problem
can bemodeledmathematically by nonlinear ordinary differential equation systems. The solution of this nonlinear problem
is normally obtained by using, for example, the perturbationmethod [7]. In the present paper we consider a non-Newtonian
viscoelastic fluid flow on a turbine disc for cooling purposes. The significant objective is to report a highly accurate analytic
solution of the problem derived using the homotopy analysis method (HAM). The solution’s form is an algebraic expres-
sion which makes it computationally much easier compared with the solution given in [7]. A highly accurate and widely
used technique for solving nonlinear problems is the homotopy analysis method (HAM) [8–11], which has been success-
fully applied to many nonlinear problems in science and engineering [12–18]. Unlike the perturbation techniques, HAM is
independent of any small physical parameters. More importantly, unlike the perturbation and non-perturbation methods,
HAM provides a simple way to ensure the convergence of series solution so that one can always get accurate enough ap-
proximations even for the strongly nonlinear problems. Furthermore, HAM provides the freedom to choose the so-called
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Fig. 1. Analytical model of channel flow.
auxiliary linear operator so that one can approximate a nonlinear problem more effectively by means of better base func-
tions, as demonstrated by Liao and Tan [10]. The degree of freedom is so large that even the second-order nonlinear two-
dimensional Gelfand equation can be solved by means of a 4th-order auxiliary linear operator within the framework of the
HAM as shown in [10]. Especially, by means of the HAM, a few new solutions of some nonlinear problems [19,20] have been
achieved which otherwise were not solvable by other analytic methods.
2. Equations of motion
Weconsider the problemof non-Newtonian viscoelastic fluid flowon a turbine disc being cooled by the flow. The physical
model of this problem is presented in Fig. 1. The r-axis is parallel to the surface of disk and the z-axis is normal to it. The
porous disc of the channel is at z = +L. The wall that coincides with the r-axis is heated externally and from the other
perforated wall non-Newtonian fluid is injected uniformly in order to cool the heated wall. In this perspective the flow
field may be assumed to be stagnation flow with injection. For a steady, axisymmetric and non-Newtonian fluid flow, the
following equation can be written in cylindrical coordinates [7]:
the continuity equation
∂rur
∂r
+ ∂ruz
∂z
= 0, (1)
the momentum equations
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and the energy equation
ρ C

ur
∂T
∂r
+ uz ∂T
∂z

= k∇2T + Φ. (4)
The analytical model under consideration leads us to the following boundary conditions:
z = 0; ur = uz = 0, T = Tw (5)
z = L; ur = 0, uz = −V , T = T0. (6)
In the above equations, ur and uz are the velocity components in the r and z directions, V is the injection velocity, ρ is
the density, p is the pressure, T is the temperature, C is the specific heat, k is the heat condition coefficient of the fluid,
τrr , τzz, τθθ , τrz are the components of the stress matrix and Φ is the dissipation function. The definition of the stress
components are
τrr = φ1Arr + φ2A2rr + φ3Brr ,
τθθ = φ1Aθθ + φ2A2θθ + φ3Bθθ ,
τzz = φ1Azz + φ2A2zz + φ3Bzz,
τrz = φ1Arz + φ2A2rz + φ3Brz,
and the dissipation function is defined as:
Φ = τrr ∂ur
∂r
+ τθθ urr + τzz
∂uz
∂z
+ τrz

∂ur
∂z
+ ∂uz
∂r

. (7)
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To seek similarity solutions for Eqs. (1)–(4) subject to the boundary conditions (5)–(6), we introduce the following dimen-
sionless similarity variables:
η = z
L
, ψ = V r2 f (η), uz = −2V f (η), ur = VrL f
′(η), (8)
T = T0 +
−
n=0
Cn
 r
L
n
qn(η), (9)
where prime denotes differentiation with respect to η. Using Eqs. (8)–(9) and eliminating the pressure term, Eqs. (1)–(4)
reduce to the following ordinary differential equations or similarity equations:
f (iv)
Re
− D2(4f ′′f ′′′ + 2f ′f (iv))− D3(4f ′′f ′′′ + 2f ′f (iv) + 2ff (v))+ 2ff ′′′ = 0 (10)
1
Pr Re
q′′n − nf ′qn + 2fq′n = 0, (n = 0, 2, 3, 4, . . .) (11)
where D2 = φ2ρL2 ,D3 = φ3ρL2 , Re is the injection Reynolds number and Pr is Prandtl number. The boundary conditions using
the dimensionless variables (8)–(9) are
f (0) = f ′(0) = f ′(1) = 1− f (1) = 0, (12)
qn(0) = 1, qn(1) = 0. (13)
Eqs. (10)–(11) with the boundary conditions (5)–(6) for D3 = 0 are solved by perturbation method [7]. In this article, we
reconsider these equations and solve the problem by homotopy analysis method (HAM).
3. Homotopy analysis method
Let us define the (jointly continuous) map F(η; q) → f (η) and Qn(η; q) → qn(η), where the embedding parameter
q ∈ [0, 1], such that, as q increases from 0 to 1, F(η; q) and Qn(η; q) vary from the initial guesses to the exact solutions
f (η) and qn(η), respectively. To ensure this, we construct the following zero-order deformation equations of the governing
equations:
(1− q)Lf [F(η; q)− f0(η)] = h¯f q Nf [F(η; q)], (14)
(1− q)LQ [Qn(η; q)− qn,0(η)] = h¯q q NQ [F(η; q),Qn(η; q)], (15)
where h¯f and h¯q are two convergence-control parameters [11] which helps to ensure the convergence of the solution
series; the operator Nf [F(η; q)] is defined by the governing equation (10); NQ [F(η; q),Qn(η; q)] is defined by the governing
equation (11) depending on the two-dimensional or the three-dimensional case. So Nf and NQ can be expressed by
Nf [F(η; q)] := 1Re
∂4F
∂η4
− D2

4
∂2F
∂η2
∂3F
∂η3
+ 2∂F
∂η
∂4F
∂η4

+ 2 F ∂
3F
∂η3
, (16)
NQ [F(η; q),Qn(η; q)] := 1Pr Re
∂2Qn
∂η2
− n ∂F
∂η
Qn + 2 F ∂Qn
∂η
. (17)
The boundary conditions (12) and (13) yield
F(0; q) = 0, ∂F
∂η
(0; q) = 0, ∂F
∂η
(1; q) = 0, (18)
1− F(1; q) = 0, Qn(0; q) = 1, Qn(1; q) = 0. (19)
Lf and LQ are auxiliary linear operators defined by
Lf := 1Re
∂4
∂η4
, (20)
LQ := 1Re Pr
∂2
∂η2
. (21)
Clearly, when q = 0 the zero-order deformation equations (14), (15) and (18) to (19) give rise to
F(η; 0) = f0(η), Qn(η; 0) = qn,0(η). (22)
When q = 1, they become
F(η; 1) = f (η), Qn(η; 1) = qn(η). (23)
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Here, f0(η) and qn,0(η) are initial guesses. We can assume the initial guess of f (η) to be
f0(η) = c0 + c1η + c2η2 + c3η3,
where c0, c1, c2 and c3 are constants to be determined by the first equation in Eqs. (18) and (19), such that
f0(η) = 3η2 − 2η3. (24)
The initial guess of qn,0(η) is simple. We can assume qn,0(η) = d0 + d1η, with constants d0 and d1 being determined by the
last equation in Eq. (19), such that
qn,0(η) = 1− η. (25)
Expanding F(η; q) and Qn(η; q) in the Maclaurin series with respect to the embedding parameter q, we obtain
F(η; q) = f0(η)+
∞−
k=1
fk(η) qk, (26)
Qn(η; q) = qn,0(η)+
∞−
k=1
qn,k(η) qk, (27)
where
fk(η) = 1k!
∂k
∂qk
F(η; 0), qn,k(η) = 1k!
∂k
∂qk
Qn(η; 0). (28)
Assuming that above series converges at q = 1, we have
f (η) = f0(η)+
∞−
k=1
fk(η), (29)
qn(η) = qn,0(η)+
∞−
k=1
qn,k(η). (30)
Differentiating the zero-order deformation equations (14), (15) and (18) to (19)m times with respect to q, then setting q = 0,
and finally dividing bym!, we have the high-order deformation equations (m ≥ 1)
Lf [fm − χmfm−1] = h¯f Rm, (31)
LQ [qn,m − χmqn,m−1] = h¯q Sm, (32)
with the boundary conditions:
fm(0) = 0, f ′m(0) = 0, f ′m(1) = 0, fm(1) = 0, (33)
qm,n(0) = 0, qm,n(1) = 0, (34)
where
χm =

0, m = 1;
1, m > 1, (35)
and
Rm = 1Re f
(iv)
m−1 − D2

4
m−1−
i=0
f ′′i f
′′′
m−1−i + 2
m−1−
i=0
f ′i f
(iv)
m−1−i

+ 2
m−1−
i=0
fif ′′′m−1−i, (36)
Sm = 1Re Pr q
′′
n,m−1 − n
m−1−
i=0
f ′i qn,m−1−i + 2
m−1−
i=0
fiq′n,m−1−i. (37)
Then the solutions for Eqs. (31) and (32) can be expressed by
fm(η) = χmfm−1 + h¯f L−1f [Rm] + C0 + C1η + C2η2 + C3η3, (38)
qn,m(η) = χmqn,m−1 + h¯q L−1Q [Sm] + B0 + B1η, (39)
where Ci and Bi are the six integral constants to be determined by the six boundary conditions (33) and (34). Also, L−1f
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Fig. 2. The velocity in the middle of the channel versus h¯ for the 15th-order approximation with Re= 1 and D2 = 0.01.
and L−1Q denote the inverse linear operators of Lf and LQ so that the problem is closed. For example, solving the first-order
deformation equation, we have
f1(η) = −15 h¯f Re η
6 + 2
35
h¯f Re η7 + 12 h¯f Re η4 D2 − 245 h¯f Re η
5 D2
+ η3

18 h¯f Re
35
− 48
5
h¯f ReD2

− η2

13 h¯f Re
35
− 12
5
h¯f ReD2

, (40)
qn,1(η) =

3 h¯q Pr Re
10
+ 3
10
h¯q n Pr Re

η − h¯q n Pr Reη3
+

−1
2
h¯q Pr Re+ h¯q n Pr Re

η4 +

h¯q Pr Re
5
− 3
10
h¯q n Pr Re

η5. (41)
With the aid of mathematical software, such as Mathematica, it is easy to proceed to high orders. Noting that, unlike all
other analytical techniques such as the perturbation method, Adomian decomposition method, δ-expansion method, and
so on, the solutions given by the HAM contain auxiliary parameters h¯f and h¯q, which can be used to control and adjust the
convergence region and rate of the HAM solution series.
4. Convergence of HAM solution
It has been proved that, as long as a series solution given by the homotopy analysis method converges, it must be one
of exact solutions. So it is important to ensure that the solution series Eqs. (40)–(41) are convergent. Note that the solution
series contain the auxiliary parameters h¯f and h¯q, which provides uswith a simpleway to adjust and control the convergence
of the solution series. In general, by means of the so-called h¯-curve, i.e., a curve of a versus h¯. As pointed by Liao [9], the valid
region of h¯ is a horizontal line segment. To see the range of admissible values of these parameters, the curves of h¯f and h¯q are
plotted in Figs. 2 and 3 given by 15th-order approximation. To choose optimal value of auxiliary parameter, the averaged
residual errors (see Ref. [21] for more details) are defined as
Ef ,m = 1K
K−
j=0

Nf

m−
i=0
Fi(j1η)
2
,
Eq,m = 1K
K−
j=0

NQ

m−
i=0
Qn,i(j1η)
2
,
where 1η = 1/K and K = 20. For a given order of approximation m, the optimal values of h¯f and h¯q are given by the
minimum of Em, corresponding to nonlinear algebraic equations
dEf ,m
d h¯f
= 0, dEq,m
d h¯q
= 0.
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Fig. 3. The temperature in the middle of the channel versus h¯ for the 15th-order approximation with Re= 1, Pr= 1, n = 2 and D2 = 0.01.
Table 1
The optimal values of h¯f and h¯q for different values of n, when Re= 1, Pr= 2.5 and D2 = 1/10.
n h¯f h¯q
0 −1.1309 −0.3088
2 −1.1309 −0.2934
3 −1.1309 −0.2516
4 −1.1309 −0.2244
8 −1.1309 −0.1580
Table 2
The optimal values of h¯f and h¯q for different values of D2 , when Re= 1, Pr= 2.5 and n = 3.
D2 h¯f h¯q
0 −0.9946 −0.6223
0.01 −1.0021 −0.6228
0.10 −1.1309 −0.2516
It is noted that the optimal value of h¯f is replaced into the equations, then the optimal value of h¯q is derived. Tables 1 and 2
show optimal values obtained for the auxiliary parameters h¯f and h¯q. To see the accuracy of the solutions, the residual errors
are defined for the system as
REf = F
′′′′
k (η)
Re
− D2(4F ′′k (η)F ′′′k (η)+ 2F ′k(η)F ′′′′k (η))+ 2Fk(η)F ′′′k (η),
REq = 1Pr ReQ
′′
n,k(η)− nQn,kF ′k(η)+ 2FkQ ′n,k,
where Fk(η) and Qn,k(η) are kth-order approximations of f (η) and qn(η), respectively. Figs. 4–5 show the residual error for
15th-order approximation.
5. Results and discussion
Gas turbines play a vital role in the today’s industrialized society, and as the demand for power increases, the power
output and thermal efficiency of gas turbines must also increase. One method of increasing both the power output and
thermal efficiency of the engine is to increase the temperature of the gas entering the turbine. In the advanced gas turbines of
today, the turbine inlet temperature can be as high as 1500 °C; however, this temperature exceeds the melting temperature
of the metal airfoils. Therefore, it is imperative that the blades and vanes are cooled, so they can withstand these extreme
temperatures. Cooling air around 650 °C is extracted from the compressor and passes through the airfoils.With the hot gases
and cooling air, the temperature of the blades can be lowered to approximately 1000 °C, which is permissible for reliable
operation of the engine. It is widely accepted that the life of a turbine blade can be reduced by half if the temperature
prediction of the metal blade is off by only 30 °C. In order to avoid premature failure, designers must accurately predict
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Fig. 4. The residual error for Eq. (10) using 15th-order of approximations when Re= 1, Pr= 2.5, n = 3 and D2 = 0.01.
Fig. 5. The residual error for Eq. (11) using 15th-order of approximations when h¯f = −1.1309, Re= 1, Pr= 2.5, n = 3 and D2 = 0.1.
the local heat transfer coefficients and local airfoil metal temperatures. By preventing local hot spots, the life of the turbine
blades and vanes will increase.
The velocity distributionwithin the channel is shown in Figs. 6–8 for various values of the injection Reynolds number (Re)
and cross viscosity parameters (D2 and D3). Fig. 6 indicates that the velocity distribution is symmetrical and parabolic for a
Newtonian fluid (D2 = D3 = 0). As the cross viscosity parameter increases, the velocity distribution becomes antisymmetric,
the amplitude of the maximum velocity decreases and the location of the maximum velocity point tends to move closer to
the inner wall. As the injection Reynolds number increases, these effects become more pronounced.
Fig. 9 shows the results for the friction factor as a function of the injection Reynolds number. The friction factor varies
approximately linearly with Re. As the cross viscosity parameter D2 increases, the friction factor reduces. This indicates
that the viscoelastic fluids display drag reducing properties. This will have a lot of impact in pumping costs associated with
turbine disc cooling.
The temperature distribution in the channel is shown in Figs. 10 and 11. As the power law exponent (n) increases,
temperature decreases. As the injection Reynolds number increases, the thermal boundary layer thickness decreases.
Tables 3 and 4 show the effect of the injection Reynolds number and cross viscosity parameter D2 on the dimensionless
heat transfer rate (Nusselt number). As the injection Reynolds number increases, heat transfer rate increases. As the power
law exponent (n) increases, the heat transfer rate increases. This indicates that non-isothermal surfaces promote higher heat
transfer rates. As the cross viscosity parameter D2 increases, heat transfer rates get augmented. This would suggest that the
viscoelastic fluids display high heat transfer coefficients while reducing the drag.
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Fig. 6. f ′(η) for Re= 1.0 and D2 = 0, 0.1, 0.2.
Fig. 7. f ′(η) for Re= 50.0 and D2 = 0.001, 0.002, 0.004.
Table 3
The results of Perturbation method (PM) [7], Numerical method (NM) and HAM for Nusselt number with Pr= 2.5 and D2 = 0.01.
Re HAM NM PM [7]
n = 0 n = 2 n = 3 n = 4 n = 0 n = 2 n = 3 n = 4 n = 0 n = 2 n = 3 n = 4
0.5 1.3738858 1.8639317 2.0575087 2.2281432 1.373886 1.863932 2.057509 2.228143 1.3739 1.8639 2.0575 2.2281
1.0 1.7207583 2.4391487 2.7030342 2.9301554 1.720758 2.439149 2.703034 2.930155 1.7208 2.4392 2.7030 2.9302
5.0 3.5129421 4.9437176 5.4545573 5.8921054 3.512942 4.943718 5.454557 5.892105 3.5107 4.9410 5.4517 5.8891
10 4.9555733 6.9422858 7.6504104 8.2566991 4.955573 6.942286 7.650410 8.256699 4.9414 6.9254 7.6329 8.2388
A comparison of the numerical results for heat transfer rates with those reported by Kurtcebe and Erim [7] indicates that
the present results are highly accurate.
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Fig. 8. f ′(η) for Re= 100.0 and D2 = 0, 0.001.
Fig. 9. f ′′(0) for different values of D2 versus Re.
Table 4
The results of Perturbation method (PM) [7], Numerical method (NM) and HAM for Nusselt number with Pr= 2.5 and D2 = 0.02.
Re HAM NM PM [7]
n = 0 n = 2 n = 3 n = 4 n = 0 n = 2 n = 3 n = 4 n = 0 n = 2 n = 3 n = 4
0.5 1.3739038 1.8638437 2.0573482 2.2279052 1.373904 1.863844 2.057348 2.227905 1.3739 1.8639 2.0573 2.2279
1.0 1.7211537 2.4392804 2.7029703 2.9298886 1.721154 2.439280 2.702970 2.929889 1.7211 2.4392 2.7029 2.9299
5.0 3.5425906 4.9789117 5.4909012 5.9291587 3.542591 4.978912 5.490901 5.929159 3.5323 4.9664 5.4779 5.9158
10 5.0924533 7.1069938 7.8217148 8.4326152 5.092453 7.106994 7.821715 8.432615 5.0103 7.0086 7.7198 8.3284
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Fig. 10. qn(η) in Re= 15.0, Pr= 2.5 and D2 = 0.01 for different values of n.
Fig. 11. qn(η) in Re= 2.5, Pr= 2.5 and D2 = 0.01 for different values of n.
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