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Death and resurrection of a current
by disorder, interaction or activity
Thibaut Demaerel and Christian Maes
Instituut voor Theoretische Fysica, KU Leuven
Because of disorder the current-field characteristic may show a first order phase
transition as function of the field, at which the current jumps to zero when the
driving exceeds a threshold. The discontinuity is caused by adding a finite correlation
length in the disorder. At the same time the current may resurrect when the field
is modulated in time, also discontinuously: a little shaking enables the current to
jump up. Finally, in trapping models exclusion between particles postpones or even
avoids the current from dying, while attraction may enhance it. We present simple
models that illustrate those dynamical phase transitions in detail, and that allow
full mathematical control.
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I. INTRODUCTION
Dynamical phase transitions in general refer to abrupt changes in macroscopic dynamical
properties. A relevant observable is the current in a nonequilibrium system, which
depending on various external conditions and internal parameters may for example jump
between different values, or be either strictly zero or nonzero. There is a large literature
on the discussion of such transitions in terms of current fluctuations, especially starting
from the nontrivial phase diagram for asymmetric exclusion processes; see [1] and e.g. the
recent [2, 3] and references therein. An approach which starts from modifying the weight
of path-space histories is much related and brings the subject also closer to the nature
of glassy dynamics [4] and kinetically constrained dynamics [5, 6]. Obviously, to allow
for nonanalytic behavior in the current characteristic (e.g. as function of the driving)
we need to take some thermodynamic limit, but the dynamical transitions are visible al-
ready for sufficiently large systems as it should to be observable in real experimental set-ups.
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2In the following section we present random walk models where the current or speed shows
a first order phase transition: strictly above a threshold in the driving field, the current
tumbles to zero in a discontinuous way. In Section III we show how adding activity via a
time-dependence in the field (“shaking”) may make the current nonzero in regimes where
it vanishes otherwise. Then, in Section IV we consider the effect of particle interactions
and specifically the influence of exclusion versus inclusion on the behavior of the current.
Clearly many-body effects do have an influence on localization, see e.g. [7, 8].
In all cases, proofs can be made mathematically rigorous but in the present paper we
mostly sketch the more heuristic arguments for the claims.
The general context has been considered before for a multitude of reasons. Random
walks or diffusions in random media is of course a famous subject covering a vast range of
domains; see e.g. [9–11], and we cannot even start giving a proper introduction or a more
complete list of references. Another very related connection is to glassy behavior, ageing
and/or anomalous diffusion in trapping models. Again the literature is immense and we
only recall some aspects in the beginning of Section III. This paper emphasizes the aspect
of dynamical phase transition in a number of simple models where the novelty is mostly
in the (1) example of an overdamped diffusion in a random potential with a first–order
transition as function of the field, (2) in the idea of resurrection of the current as function
of the dynamical activity, here induced by (even a little) shaking, and (3) how all that may
be modified depending on the nature of repulsive versus attractive interaction between the
particles. The models allow a complete mathematical treatment.
II. THE SUDDEN DEATH OF A CURRENT
One of the first theoretical physics examples where a particle current was seen to die
beyond a treshold value for the external field is in [12]. That paper deals mainly with a
two-dimensional set-up where the square lattice is diluted via independent bond removal.
When there is percolation of bonds a particle is driven through the (infinite) percolation
cluster and it is seen numerically that the current (strictly) dies when pushing too hard. In
this context, we agree to say that a function f : (0,+∞)→ R “dies” when f is nonzero on
an interval of the form (0, xd) with xd <∞ and it vanishes on (xd,+∞).
3The situation is of course reminiscent of the Lorentz gas with randomly placed obstacles,
where, for the same physical reasons, a negative differential conductivity can be observed
on finite graphs. By now there is a large literature on such phenomena; see e.g. [13–19].
Still in [12], two different mechanisms are identified as responsible for the suppression of
the current: first there is the possibility that the traversable “backbones”, i.e. the paths that
remain open after the completion of the bond-removal process, display kinks. A particle will
then have a hard time to move beyond the kink, since the external bias discourages this.
Second, there are dead-ends attached to the backbones, i.e. paths with only one entrance.
Particles may waste some time there before resuming the useful part of their journey.
A. The effect of disorder along the backbone
To probe the effect of the kinks, Dhar and Bharma consider a one-dimensional and
simpler version of the process. Here is a simple example in the same vein:
Let w = (wx, x ∈ Z) be independent {0, 1}-random variables, where wx = 1 with proba-
bility ρ, and wx = 0 with probability 1−ρ, for fixed density ρ ∈ [1/2, 1]. Given a realization
of that field w, we introduce the driving parameter p ∈ [1/2, 1] and we consider the discrete–
time nearest–neighbor random walk Xt on Z with transition probabilities
Prob[Xt+1 = x+ 1|Xt = x] = (2p− 1)wx + (1− p)
Prob[Xt+1 = x− 1|Xt = x] = (1− 2p)wx + p (1)
Since ρ ≥ 1/2 there is a bias to the right when p > 1/2. That is a typical example of a
RWRE in dimension 1 as studied by Solomon [19] for which the speed
v(ρ, p) = lim
t
1
t
Xt
exists and is explicit. The result is that when 1/2 < p < ρ, there is the nonzero speed
v(ρ, p) =
(2p− 1)(ρ− p)
ρ(1− p) + p(1− ρ) > 0
while, if p ≥ ρ, then v(ρ, p) = 0. In other words, the current dies (continuously) at p = ρ.
There remains the linear response regime where v(ρ, p) ' ε(2ρ − 1) is increasing for small
4ε = p − 1/2 > 0 and ρ > 1/2, but then, for higher values of p, the current reaches a
maximum and decreases to zero at p = ρ.
Note that the opposite phenomenon is also possible, as in depinning transitions [20–22], or
as in the case of a yield stress where a solid starts to show plastic deformation and flows
only beyond a certain stress. In such and other similar cases, the corresponding diffusion
constant remains zero then for small but finite driving, and the system only starts to
“move” for large enough external field where also the Sutherland-Einstein relation between
mobility and diffusion constant strictly fails. See also [23] for a discussion on anomalous
diffusion due to disorder and/or interaction.
Observe also that a priori the disorder can work both on the bond or on the site variables.
Below, starting from equation (2), we work with the bond version, where the “force” is
random (entropic disorder). In that case (bond disorder), there does need to be a correlation
between going forward and backward; for site disorder it is the local escape rate which is
variable (frenetic disorder).
There are also simple examples of overdamped diffusive systems with a current that goes
to zero at some value of the external force. Here however and as a new aspect to the theory
and to the phenomena introduced above, we present a case, as in the title of the present
section, where the current goes to zero with a jump (discontinuously).
Consider xt ∈ R and the overdamped diffusion at times t ≥ 0,
x˙t = F (xt) +
√
2 ξt, x0 = 0 (2)
for standard white noise ξt. We put kBT = 1 with T the temperature as energy reference,
and the friction γ = 1 also for convenience. The force F = −V ′ and the potential V is a
random, continuous and piecewise smooth potential on R in such a way that its increments
V (x+ ∆x)−V (x) have a distribution that does not depend on x. For the sake of simplicity
we continue here with one specific choice, while the mathematical treatment allows a much
larger class of examples.
We take a parameter w ∈ (0, 1) to make a Bernoulli sequence zi = 1 with probability w
and zi = −1 with probability 1 − w for i ∈ Z0. When zi = +1 we associate to it a length
5`i > 0 which is drawn with probability density
ρ+(`) =
1
`0 L(ν`0)
e−ν`
1 + (`/`0)2
, L(s) =
∫ +∞
0
e−s u
1 + u2
du (3)
with parameters ν, `0 > 0. For `0 ↑ ∞ the random length has an exponential distribution
with average ν−1. See Fig. 1. The potential V on R is obtained from associating to i a slope
E > 0 and length `i when zi = 1, and a slope −E and length L (fixed) when zi = −1. By
fixing V (0) = 0 we can construct the whole potential that way, and the force F = −V ′ is
defined by joining the slopes. For large w (close to one) there will be long intervals where
the slope in V is upward and the force points to the left. More explicitly, we define x0 = 0
and
xi =
i∑
j=1
[`j δzj ,1 + L δzj ,−1], i = 1, 2, . . .
xi = −
−1∑
j=i
[`j δzj ,1 + L δzj ,−1], i = −1,−2, . . . (4)
so that the force equals
F (x) = E when x ∈ (xi−1, xi) for zi = 1, i = 1, 2 . . .
F (x) = −E when x ∈ (xi−1, xi) for zi = −1, i = 1, 2, . . . (5)
and similarly for x < 0.
By choosing L large enough we make sure that the potential tilts downward on average in
the direction of increasing x. The average force to the right is indeed
〈F 〉 = E (1− w)L− w〈`〉
(1− w)L+ w〈`〉 , with 〈`〉 = −`0
d logL
ds
(ν `0)
We have a net driving to the right for large enough L. The interpretation where the
randomness is associated to the geometry of a one-dimensional channel is displayed in the
lower part of Fig.1. This clarifies also the link with the kinks considered in [12]. The
intervals [xi−1, xi] are either pointing to the right (in the direction of the external field
E > 0) when zi = −1, or pointing to the left (against the external field) when zi = +1.
In that picture, the external field always points to the right with amplitude E but by
the geometry of the channel, particles need to move against the field on some (random)
stretches of length `i during their journey. In other words, the points xi become traps when
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FIG. 1: Top picture: The random potential discussed in the text. Here z1 = z3 = z6 = −1
and z2 = z4 = z5 = 1. Lower picture: the channel-interpretation corresponding to the
potential above.
zi = +1, zi+1 = −1, and more so for large E. Trapping may of course also happen on a larger
scale, in a combination or sequence of smaller traps as in Fig. 1. It is then not so surprising
that the current (to the right) dies for large E or for small ν. As we will show the cur-
rent in fact goes to zero at E = ν with a jump, i.e., in a right-discontinuous way (see Fig. 2).
The argument can be sketched as follows: If the expected length of the random intervals
[xj, xj+1] is bounded (as it is), then using the law of large numbers one can prove that the
7asymptotic speed
v = lim sup
t→∞
x(t)
t
a.s.
=
〈x1 − x0〉
〈∆t0〉 =
〈x1〉
〈∆t0〉 (6)
where 〈∆t0〉 is the average time required for the particle to hit x1 if it starts at x0 = 0 It
is therefore essential to compute the expected time (first passage time) 〈∆tj〉 to cross an
interval [xj, xj+1]. Averaging (only) over the dynamics we have Dynkin’s formula [24, 25],
〈∆tj〉 =
∫ xj+1
xj
dy
∫ y
−∞
dz eV (y)−V (z) (7)
Note that the right-hand side has the dimension of length-squared = time, as one can see
from the equation of motion (2) where the diffusion constant is taken dimensionless.
We rewrite this as
〈∆tj〉 =
∫ xj+1
xj
dy
e
V (y)−V (xj)
∫ xj
−∞
dz eV (xj)−V (z)︸ ︷︷ ︸
κj
+
∫ y
xj
dz eV (y)−V (z)

= κj
∫ xj+1
xj
dy eV (y)−V (xj)︸ ︷︷ ︸
=:Bj
+
∫ xj+1
xj
dy
∫ y
xj
dz eV (y)−V (z)︸ ︷︷ ︸
=:Cj
Here (Bj)j and (Cj)j are iid, (κj)j is stationary, and κj and Bj are mutually independent.
Next we take the expectation over the disorder,
〈∆tj〉 = κB + C
To determine κ, note that
κj+1 =
∫ xj+1
−∞
dz eV (xj+1)−V (z)
= eV (xj+1)−V (xj)︸ ︷︷ ︸
=:cj
∫ xj
−∞
dz eV (xj)−V (z) +
∫ xj+1
xj
dz eV (xj+1)−V (y)︸ ︷︷ ︸
=:Aj
= cjκj + Aj
where cj and Aj are iid, and cj and κj are mutually independent. Taking expectations on
both sides yields κ = cκ+ A. Hence (since κj is a positive random variable),
κ =

A
1−c when c < 1
+∞ otherwise
8We conclude that
〈∆tj〉 =

AB
1−c + C when c < 1
+∞ otherwise.
(8)
To see where the asymptotic speed is nonzero, we thus need to check where c < 1, and
to verify when A,B,C are bounded:
c(E) = (1− w) e−EL + w ∫∞
0
d`ρ+(`) e
E`
A = 1−w
E
e−EL(eEL − 1) + w
E
∫∞
0
d`ρ+(`)e
E`(1− e−E`)
B = A
C = (1− w) ( e−EL−1
E2
+ L
E
) + w
E
∫∞
0
d`ρ+(`)[
1
E
(eE` − 1)− L]
(9)
We see that c(E) < 1 for E small enough. In fact,
c(E) =
(1− w) e
−EL + w
`0L(ν`0)
∫∞
0
e(E−ν)`
1+(`/`0)2
d` when E ≤ ν
+∞ otherwise
(10)
For fixed ν and `0 we can choose w > 0 very small and L sufficiently large so that c(E) < 1
on the interval [0, ν]. Also A, B and C are, as a function of E, bounded on the interval
[0, ν]. We conclude that the speed goes to zero at E = ν in a right-discontinuous way (see
Fig. 2). It is also clear from the calculation (1) why it goes to zero at all, and (2) why it
goes to zero with a jump. Ad (1) there is little new except that there are few and simple
diffusion models where the death of a current is shown in that generality. Ad (2) there is
something new here and the origin of the jump (and first-order transition) can be traced
back to the finite exponential moment
〈eν`〉 = pi
2L(ν `0) <∞
by the finiteness of `0. That `0 being finite means that the disorder deciding the length of the
positive slopes in the potential V is not entirely multiplicative: the (more microscopic) steps
in the disorder are not independent and the large `−decay of the length of the “bad” domains
follows a type of Ornstein–Zernike law (polynomial correction to exponential decay).
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FIG. 2: The speed-field-characteristic for w = 0.005, 0.05, 0.1, 0.3 resp. and
L = ν = `0 = 1. Computed via (6), (8), (9)
B. The role of dead-ends for the diffusion of independent particles
In Section II A we already outlined a scenario how kinks in the backbone may give rise
to a first-order transition in the speed of the particle. In this section, we look at a con-
tinuous time-discrete space RW. The state space S is arranged in a “comb”-geometry, as a
cartoon for a backbone with dead-ends. We refer to Fig. 3. More precisely, the sites are on
M := {(n,m) ∈ Z2 | 0 ≤ m ≤ Ln} where the (Ln)n are positive integers, independent and
identically distributed with finite expectation, E[Ln] <∞.
The inter-site jump rates are
• e±E1/2 for jumps from site (n, 0) to (n± 1, 0).
• eE2/2 for jumps from site (n,m) to (n,m+ 1) (provided m ≤ Ln − 1 of course).
• e−E2/2 for jumps from site (n,m) to (n,m− 1)(provided m > 0 of course).
• All other inter-site jumps are forbidden.
We ask what aspect in the distribution of the random variable L0 could lead to a first-order
phase transition in the speed
v := lim sup
t→∞
n(t)
t
(11)
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FIG. 3: Walking on a random comb
Basically one proceeds by proving the three successive equalities
v
a.s.
=
1
〈∆t0〉 = tanh(E1/2)
1
〈∆˜t0〉
= 2 sinh(E1/2) e
E2 − 1
eE2〈eL0E2〉 − 1 (12)
where ∆t0 is the time required for the walker to reach the site (1, 0) for the first time when it
starts at the site (0, 0) and the average 〈...〉 is both over the random comb-geometry and the
jump dynamics. Likewise, 〈∆˜t0〉 is the average time required for the walker to reach either
(−1, 0) or (1, 0) given that it started at (0, 0). The first equality of (12) is a consequence of
the law of large numbers (for stationary processes). The second equality follows from the
following argument:
1. The average time for the walker to reach either (−1, 0) or (1, 0) given that it started
at (0, 0) is 〈∆˜t0〉 as said before
2. The probability for the walker to first jump to (±1, 0) is resp. eE1/2
eE1/2+e−E1/2 and
e−E1/2
eE1/2+e−E1/2 .
3. In the former case, we had ∆˜t0 = ∆t0. In the latter case, the particle jumped to (−1, 0)
after a time ∆˜t0. From there, it has to wait (on average) a time 〈∆t−1〉 = 〈∆t0〉 to
11
jump back to (0, 0) and then an addition time 〈∆t0〉 to finally jump to (1, 0). Therefore
〈∆t0〉 = 〈∆˜t0〉+ e
−E1/2
eE1/2 + e−E1/2
2〈∆t0〉,
or
〈∆t0〉 = 〈∆˜t0〉
tanh(E1) .
The third equality in (12) is shown through a straightforward exercise in the theory of
average escape times in a Markov jump process with finite state space.
Inspecting (12), we see again that the speed is zero either when E1 is zero or when
〈eL0E2〉 (which is a function E2) is zero. Very much similar as in Section II A we find that
when L0 is distributed in a non-multiplicative way, e.g. with
Prob [L0 = `] =
1
L(ν, L0)
e−νL
1 + (L/L0)2
, (13)
then the current goes to zero in a discontinuous way at E2 = ν. Note that a breaking of
multiplicativity such as in (13) is quite likely when considering the length-distribution of
dead-ends in percolation clusters: simply the conditioning on a dead-end being a dead-end
rather than a backbone does the job.
III. RESURRECTION OF A CURRENT
Given the importance of dynamical activity in nonequilibrium physics [26], we may
wonder if shaking may make the current to resurrect. We proceed wth additional features
related to the phenomenon that we discussed already in [27].
At the same time we enter here the realm of trapping models which since many years (cf
[28, 29]) have been central in questions of glassy behavior, ageing behavior or anomalous
transport. The trapping will here be realized by a crystalline comb-geometry.
We consider a continuous time random walk on the comb-like configuration space
Zn×{a, s} where a stands for “active” and s for “sleeping” (a trapped state) and Zn is the
ring with n sites; see Fig. 4 for a portion of that ring. The dynamics is a time-dependent
Markov process. The transitions are (j, a) → (j, s) at rate q(t), (j, s) → (j, a) at rate
p(t). Furthermore, to get a current we choose λ > 0 and let (j, a) → (j + 1, a) at rate
12
Etot(t)
λE(t)
E(t)
FIG. 4: The active a-states are represented by the black dots on the backbone of the comb,
while the sleeping s-states are represented by the black dots on the dents. The arrows on
the upper left illustrate the applied force: its magnitude and direction may change in time,
but its angle remains fixed. That is: the ratio of its horizontal and vertical components is
λ at all times.
qλ(t), (j + 1, a) → (j, a) at rate pλ(t) for all 1 ≤ j ≤ n (periodic). The fact that the
vertical and horizontal transition rates are coupled must be interpreted via the presence
of an external field for which the angle with the vertical is quantified with λ. We take
p(t)q(t) = 1 = pλ(t)qλ(t) to have a constant activity parameter.
With ρa(t) the total probability (at time t) to be in an active state and ρs(t) = 1−ρa(t) the
probability to be sleeping, ρ˙a(t) = p(t)ρs(t)− q(t)ρa(t) = p(t)(1− ρa(t))− q(t)ρa(t)ρ˙s(t) = q(t)ρa(t)− p(t)ρs(t) = q(t)(1− ρs(t))− p(t)ρs(t) (14)
The instantaneous macroscopic current over the ring J(t) is
J(t) = ρa(t)[q
λ(t)− pλ(t)] (15)
The time-dependence is chosen such that p(t) = q−1(t) is periodic with period τ = t1 + t2,
p(t) =
p1 when t ∈ [0, t1)p2 when t ∈ [t1, t1 + t2)
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0.2
0.4
0.6
0.8
J(E, λ=1.3, x=1,y=1)
J(E, λ=1, x=1,y=1)
J(E, λ=0.6, x=1,y=1)
J(E, λ=1.3, x=1,y=0)
J(E, λ=1, x=1,y=0)
J(E, λ=0.6, x=1,y=0)
FIG. 5: The shaken and unshaken currents J (E, x = 1, y = 1) resp. J (E, x = 1, y = 0) as
a function of E for λ = 1.3, λ = 1 and λ = 0.6 (the ordering in the legend agrees with the
top-down order of the graphs at E = 6).
Writing the escape rates and jump probabilities as
Λ1 = p1 + q1, Λ2 = p2 + q2
ρ1 =
p1
Λ1
, ρ2 =
p2
Λ2
one easily checks that ρa solving (14) converges for large t to the periodic function
ρa(t) =

(ρ2−ρ1)(1−e−Λ2t2 )
1−e−Λ1t1−Λ2t2 e
−Λ1t + ρ1 when t ∈ [0, t1] mod t1 + t2
(ρ1−ρ2)(1−e−Λ1t1 )
1−e−Λ1t1−Λ2t2 e
−Λ2(t−t1) + ρ2 when t ∈ [t1, t1 + t2] mod t1 + t2
(16)
In the steady state the average current J = 1
τ
∫ τ
0
J(t) is given by (x := Λ1t1, y := Λ2t2)
J = 1
t1 + t2
{∫ t1
0
ρa(t
′)[qλ1 − pλ1 ]dt′ +
∫ t1+t2
t1
ρa(t
′)[qλ2 − pλ2 ]dt′
}
(17)
=
1
(t1 + t2)(1− e−(x+y))
{
(ρ2 − ρ1)(1− e−x)(1− e−y) + ρ1x(1− e−(x+y))
Λ1
[qλ1 − pλ1 ]
+
(ρ1 − ρ2)(1− e−x)(1− e−y) + ρ2y(1− e−(x+y))
Λ2
[qλ2 − pλ2 ]
}
(18)
When we put q1 = p
−1
1 = e
E and p2 = q2 = 1, we have Λ1 = 2 coshE, Λ2 = 2, ρ1 =
e−E
2 coshE
and ρ2 =
1
2
. The expression for the average current J = J (E, x, y) reduces to
J = sinh(λE)
(x+ 2y coshE)(1− e−(x+y)) coshE
{
(coshE − e−E)(1− e−x)(1− e−y) + e−Ex(1− e−(x+y))}
(19)
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Putting y = 0 in this result brings us to the result of the time-independent system where
J (E, x, 0) = e−E sinh(λE)/ coshE, or
J (E, x, 0) ' eE(λ−2), E ↑ ∞
We see the familiar behavior of a current going to zero for large E provided 0 < λ < 2. The
physical reason is that as E increases the walker also goes to sleep more often.
However, if we keep x, y > 0 fixed in (19), one finds
J (E, x, y) ' eE(λ−1) (1− e
−x)(1− e−y)
2y(1− e−(x+y)) , E ↑ ∞
so shaking can indeed “resurrect” the current for λ ≥ 1; see Fig. 5. For λ ∈ (1, 2) the
current is exponentially smaller in E compared to the case when activity is added in terms
of shaking. Of course the limit of E ↑ ∞ cannot be exchanged with that of y ↓ 0, and
even for very small shaking (small y) the effect of resurrecting the current is immediately
there. Methods of enhancing flow or of restoring current are obviously of much practical
importance. Here and in [27] we propose that a little shaking can do a lot; see also [30] in
the case of granular suspensions.
Note that in the above example specific choices were made for the rates. More specifically:
one can make other choices regarding the amount of traffic between the different states and
how that depends on the external field. For virtually all choices one comes to the conclusion
that some amount of shaking can significantly boost the current and overall activity.
Secondly, the resurrection (as the vanishing) of the current here plays at large E; mathe-
matically in the limit E ↑ ∞ only. That is however the result of the uniform boundedness
of the depth of the traps, i.e. of the dents in Fig. 4.
In the next section we concentrate on the influence of interaction but we also make the
comb random. In other words we will make the sleeping state more dynamical and resolve
its microscopics.
IV. ADDING INTERACTION
So far we have studied the influence of disorder and activity on the current characteristic.
Here we show how the nature of the interaction can also dramatically and differently influence
the current.
15
A. Exclusion enhancing the current
1. Uniformly bounded traps
Before we make the comb random we consider the set-up of [16, 18], but with exclusion.
Consider therefore a system of N mutually excluding particles in Fig. 6. A cell has address
c = (`, n) where 1 ≤ ` ≤ L and 1 ≤ n ≤ 4.
1 2
3 4
E
1 12 2
3 34 4
FIG. 6: A comb like in Fig. 4 where the dents are bent inward. Figure courtesy by [16].
1 2 3 4 5 6
0.5
1.0
1.5
2.0
J(E, 0.5)
J(E, 0.25)
J(E, 0.125)
FIG. 7: Plot of the current (27) for the values ρ = 0.5, 0.25 and 0.125 respectively.
The particles have labels (are distinguishable) and the state of the system is therefore
x = (x1, . . . , xN) with each xi being some cell c. For the current that will not matter. The
dynamics is by exchanging the occupation between neighboring cells. Horizontal exchanges
(if permitted) have rates exp±E/2; vertical transitions (if permitted) have rate 1. The
permission depends on there being a “wall” or not between adjacent cells; see the thick
lines in Fig. 6. When there would be no exclusion and the particles are independent, the
current would become vanishingly small for large E.
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The stationary distribution is given by
Prob(x) =
1
Z exp
(
−
N∑
j=1
φ(xj)
)
(20)
where the potential φ(c) in a cell c is defined by
φ(c) = φ((`, n)) =
0 when n ∈ {1, 2, 3}−E otherwise. (21)
That stationary measure is a (Fermi-Dirac) product measure in the open finite system or in
the thermodynamic limit. Suppose indeed that particles are introduced both at (1, 1) and
(L, 2) at rates 1
1+θ
eE/2 and 1
1+θ
e−E/2 respectively, at least when those cells are not occupied
by a particle already. Likewise, for the exit of particles at (1, 1) and at (L, 2) we take the
rate 1
1+θ
. Then the stationary distribution is the grand-canonical one,
Prob(x) =
1
Ξ
∏
cell c
[θ−1e−φ(c)]dltac∈x (22)
The correct normalization is
Ξ =
∏
cell c
[1 + θ−1e−φ(c)] (23)
so that we can rewrite (22) in the familiar Fermi-Dirac form:
Prob(x) =
∏
cell c
[1 + θeφ(c)]1−dltac∈x
1 + θeφ(c)
. (24)
In the thermodynamic limit, a similar product distribution is stationary. In that setting,
one adjusts the chemical potential θ to fit that measure to the desired average particle
density.
In the 4-cell system, the n = 1, 2, 3-cells are occupied by a particle with probability 1
1+θ
.
The cell n = 4 is occupied with probability 1
1+θe−E . Since the measure is a product-measure,
the expected total number 4ρ of particles in one macroscopic unit is the sum of the expected
number of particles in each sub-cell, i.e.,
4ρ =
3
1 + θ
+
1
1 + θe−E
(25)
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If we now adjust E while the density ρ is to remain constant, θ becomes a function of E:
θ(E) =
[eE + 3− 4ρ(eE + 1)] +√[eE + 3− 4ρ(eE + 1)]2 + 4(4− 4ρ)4ρeE
8ρ
(26)
When ρ < 1/4, one has θ(E) ∼ 1−4ρ
4ρ
eE when E → +∞. When ρ = 1/4, it is θ(E) ∼ √3 eE/2.
Finally, when 1 < 4ρ < 4, θ(E)→ 4−4ρ
4ρ−1 when E → +∞. For the current J , one has
J(E) = Prob(cell n = 1 occupied)Prob(cell n = 2 unoccupied) eE/2
−Prob(cell n = 2 occupied)Prob(cell n = 1 unoccupied) e−E/2
=
2θ(E)
(1 + θ(E))2
sinh(E/2) (27)
Therefore,
lim
E→∞
J(E) =

0 when ρ < 1/4,√
1/3 when ρ = 1/4,
+∞ when 1/4 < ρ < 1
(28)
In other words, when the density becomes sufficiently elevated, the exclusion prevents
the current from dying. Note however that the current also depends on the choice of rates
and would change if the “time-scale” would also depend on E. For example, the dynamical
activity or traffic in a cell also changes with E. The sharp transition in (28) is on one specific
time-scale, but the general feature of exclusion promoting current seems more universal.
2. ASEP on random combs
We continue with the study of an asymmetric exclusion process on a comb whose dents
have a random (integer) length. We refer to Fig. 8. More precisely, the sites are on
M := {(n,m) ∈ Z2 | 0 ≤ m ≤ Ln} where the (Ln)n are positive integers, independent and
identically distributed with finite expectation, E[Ln] <∞.
The jump rates imposed on individual particles are identical to those considered for the
random walk in section II B, but of course we now impose that such jumps are annulled in
case the destination-site of the jump is already occupied by a particle.
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E
E1
E2
FIG. 8: The asymmetric simple exclusion process on a random comb.
Consider the single site occupation densities νsθ,E2 defined as
νsθ,E2 [s = (n,m) is occupied by a particle] =
1
1 + θe−mE2
νsθ,E2 [s = (n,m) is not occupied by a particle] =
θe−mE2
1 + θe−mE2
,
One can show that the product probability measure µθ,E2 = ⊗s∈Mνsθ,E2 is invariant under
the dynamics.
The fugacity θ determines the overall particle density
ρ(θ, E2) =
〈 number of particles on the sites ∪L0m=0 (0,m)〉
E[L0]
(29)
=
1
E[L0]
∞∑
j=0
Prob[L0 = j]
j∑
m=0
1
1 + θe−mE2
(30)
The translational (horizontal) current is
Jθ(E1) = Prob[site (0, 0) occupied and site (1, 0) unoccupied]e
E1/2
− Prob[site (0, 0) unoccupied and site (1, 0) occupied]e−E1/2
=
θ
(1 + θ)2
(eE1/2 − e−E1/2) (31)
19
The current vanishes in the limits θ → 0 and θ → +∞. The first limit corresponds to
the density approaching 1 (mathematically as a consequence of the monotone convergence
theorem); the other limit corresponds to the density going to zero (by the dominated con-
vergence theorem). To understand that Jθ(E1) > 0 for all E1 > 0, we need to see that
for nontrivial densities 0 < ρ < 1 there is a nonzero and finite fugacity. To arrive at that
we notice that θ 7→ ρ(θ, E2) is differentiable with respect to θ to any order. The inverse
function theorem implies that the strictly decreasing function ρ(θ, E2) can be inverted with
respect to θ to obtain a strictly decreasing function θ(ρ, E2). Hence, if 0 < ρ < 1, then
0 < θ(ρ, E2) < ∞ and therefore Jθ(ρ,E2)(E1) > 0 provided E1 > 0. We conclude that the
exclusion between the particles assures that an external field always gives rise to a nonzero
current. When there is no such exclusion (independent particles) and the dents have for
example an exponential distribution, there is a threshold in the external field above which
the current strictly vanishes.
B. Attractive zero-range process on random combs
Suppose now that particles are allowed to jump to already occupied sites. We take a zero
range process with constant rates. That means that the dynamics of the previous section
described in 2(a)–(b) still applies for precisely one particle on every occupied site; additional
particles, if present, are inactive until said particle has left the site.
In that case the product probability measure µθ,E2 = ⊗s∈Mνsθ,E2 is invariant under the
dynamics, where νsθ,E2 is defined as
νsθ,E2 [s = (n,m) is occupied by k ∈ N particles] =
(
θemE2
)k [
1− θemE2]
Note however that that is ill-defined unless θ emE2 < 1 for all m. Since m can take values
in a random range, depending on the length of the dent we must require that the random
variable Lj ∼ L0 has a finite support. So consider the above described asymmetric zero
range process on a random comb where the dents are uniformly bounded by length Lmax:
for every fixed E2 we have that µθ,E2 is well-defined for all θ < e
−LmaxE2 .
20
The translation (horizontal) current is
Jθ(E1) := Eθ,E2 [Number of particles at site (0, 0)]eE1/2
−Eθ,E2 [Number of particles at site (1, 0)]e−E1/2
=
∞∑
j=0
(
jθj(1− θ)) (eE1/2 − e−E1/2)
=
θ
1− θ (e
E1/2 − e−E1/2) < 1
eLmaxE2 − 1(e
E1/2 − e−E1/2)
We see that the current converges to zero if we let Lmax →∞: the current gets vanishingly
small as the support of the length distribution becomes infinite, for all fields E1 and allowed
densities. That is of course in sharp contrast with the exclusion process of the previous
section where the current (28) or (31) will keep away from zero, uniformly in any cut-off
Lmax.
V. CONCLUSION
We have presented mathematically fully treatable models of phase transitions in the
current. For independent particles we gave two models where the current vanishes discon-
tinuously beyond a certain field strength, either due to disorder along the backbone or due
to trapping in dead-ends. That threshold can be arbitrarily low when we add attraction as
in the zero range process of the previous section, but for exclusion processes at high density
there may not be a threshold at all. We have also demonstrated how an arbitrary weak
shaking in terms of a time-modulation can make the current nonzero in regimes where it
would otherwise vanish.
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