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ABSTRACT
REAL-TIME ANALYSIS AND CONTROL OF SERIAL PRODUCTION
LINES FOR ENERGY EFFICIENT MANUFACTURING
by
Guorong Chen
The University of Wisconsin-Milwaukee, 2014
Under the Supervision of Professor Liang Zhang
Productivity analysis, operation control and energy consumption reduction have been
the central topics in manufacturing research and practice. They are closely related
to each other. Control of production operations is considered as one of the most
economical methods to improve energy efficiency in manufacturing systems, while
system performance analysis serves as the base of production control. On the other
hand, effective operation control can result to energy efficiency in manufacturing.
Steady state analysis has been investigated extensively; however, transient analysis
remained largely unexplored. Our research focuses on system modeling, performance
analysis, and real-time operation control of serial production lines with unreliable ma-
chines and finite buffers, especially in transient period, with Bernoulli or geometric
reliability. Analytical results, practical case studies and applications for energy effi-
cient manufacturing are provided. A simulation using ARENA software to reproduce
and analyze brewery production line is performed.
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1CHAPTER I
INTRODUCTION
Improving productivity and quality has been the central topics in manufactur-
ing research and practice (see, for instance, monographs [1]-[4]). In recent years, with
increasing energy costs and global environmental concerns, reducing energy consump-
tion and greenhouse gas emissions has become a critical issue for the manufacturing
industry. In the U.S. alone, hundreds of millions of dollars are spent every year on
energy in automotive assembly plants (see [5]). In 2009, the manufacturing industry
in the U.S. as a whole spent over $96 billion on fuel and electricity [6]. The energy
expenditure in the transportation equipment manufacturing industry (NACIS code
336) is estimated at over $4 billion, in which $791 million are spent in vehicle as-
sembly plants (SIC 3711) [6]. To identify potential energy-saving opportunities, an
inside-out approach is proposed in [7], while indicators for benchmarking energy use
in manufacturing plants are developed in [8] and [9]. Moreover, studies have shown
that approximately 60% of the total energy consumed in an automotive assembly
plant is used during the painting process (see [10]). Further investigation indicates
that most of this energy is used for ventilation, heating, and air-conditioning in the
booths and ovens of a paint shop (see [11]). In addition to enormous amount of energy
consumption, the painting process is an indirect source of greenhouse gas emissions
as well, due to the carbon dioxide (CO2) emitted at the electric utility that generates
the electricity used by the painting process, and by the emission during the painting
process of volatile organic compounds (VOCs), a precursor to ozone. Indeed, dur-
2ing the painting process, considerable amount of VOC is generated and needs to be
destructed before being released to the environment [12].
In contrast to the vast studies on steady state behavior of production lines, very
few results are available in the literature on the transient properties of production sys-
tems. It has been shown that production losses during transient period can be as much
as 12% (see [13]). On the other hand, many production systems need to deplete parts
in the buffers at the end of a shift, such as perishable product, or the system suffers
a major breakdown, both of which will result to another transient production. The
current literature does offer a number of publications on the transients of queueing
systems. These studies, however, are mostly focused on singer-server or single-stage
queueing systems. One of the early papers in this direction is by [14], who studied
the approximation of state probability distribution in Markovian queueing systems
using Runge-Kutta, Liou’s method, and randomization. [15] discussed several issues
related to transient and steady state behavior of M/G/1 queues. In addition, [16]
and [17] studied the transients of GI/G/1 queues and M/M/1 queues, respectively.
[18] proposed an empirical formula to approximate the expected queue length during
transients of a single-server Markovian queue with infinite capacity and empty initial
occupancy. [19] discussed the transients in one-machine production systems using the
idea of Markov process absorption time. [20] derived closed-form expressions for ana-
lytical evaluation of state probability distribution during transients for a M/D/1/N
queue. [21] considered a pull production system as a closed M/M/1/0 queue and
analyzed the average and variance of its transient throughput. [22] developed an ap-
proach to estimate the performance of a G(t)/G/1/K loss-waiting queueing systems.
Other representative research in this area includes, but not limited to, [23], [24], [25],
[26], [27], [28], [29], [30], [31], as well as the references therein.
For multi-stage production systems, very few analytical results have been reported.
Among the limited number of publications available on this topic, [32] studied the
3transient behavior of a Markovian two-stage tandem queue with no in-process buffer.
[33] discussed the transients of a two-stage production system, in which the first stage
contains two parallel machines, the second stage is a merge machine, and the system
has no in-process buffer but a finished goods buffer. It is assumed in both papers
that the machines are reliable and have exponentially distributed processing times.
Also, [34] developed an algorithm for solving the partial differential equation, which
describes the evolution of the probability density function of a buffer with Markov-
modulated input and output flows. In addition to these analytical studies, computer
simulation has been used in the investigation of production system transients. For
instance, [35] and [36] proposed to approximate the transient performance in multi-
stage-multi-server production systems using exponential functions of time. However,
no insight on how to determine the parameters of the approximation formulas was
provided. This method was later applied by [37] to model the work-in-process in
a production system. In a recent paper, [38] applied time series analysis (ARMA
models) to approximate the transient performance of production systems. However,
this method requires a given simulation model for the system under consideration
in order to “train” the approximate time series model. If system parameters are
modified (e.g., through improvements), then the model must be re-trained. Finally,
using simulations, [39] studied the transient behavior of serial production lines with
reliable machines.
The productivity, quality, and energy performances of manufacturing systems are
closely related. Indeed, continuous improvement and efficient design for productivity
and quality usually lead to energy performance improvements as well. Although this
qualitative conclusion is agreed upon in numerous publications (see survey papers
[40] and [41]), very few quantitative studies on this issue have been carried out.
Due to the importance of painting in automotive assembly and its critical role in
energy consumption and greenhouse gas emissions, significant research efforts have
4been dedicated to improve its productivity, quality, energy, and environmental per-
formances. Specifically, an effective performance evaluation method is developed in
[42] and [43] to calculate the throughput in a paint shop with rework. In addition,
paper [44] investigates the effect of system design on the quality buy rate of a paint
shop. The effect of quality-quantity coupling in painting operations is studied in
[45], in which an improvement project is designed that results in significant quality
and productivity improvements. From the energy perspective, [46] develops a control
strategy in order to reduce the HVAC utility in the paint booth of an automotive
assembly plant, while [47] presents several case studies and guidelines to improve
energy efficiency in automotive manufacturing industry.
Research efforts for energy consumption reduction in manufacturing systems have
been centered at technology and process innovation. These projects, however, often
involve major capital investment of new equipment and material. Control of pro-
duction operations is considered as one of the most economical methods to improve
energy efficiency in manufacturing systems, since it usually does not require major
capital investment and has a relatively short payback period. However, very few
quantitative studies on this issue have been carried out. In two recent papers, using
simplified painting process models, [48] and [49] study the problem of optimal vehicle
batching and the design of spot repair capacity to reduce energy consumption for fixed
production volume, respectively, where it is assumed that the energy consumption is
a linear function of the number of jobs processed.
We explore energy saving opportunities through improvement in factory floor
operations. Shortening machines’ running time is one of the simplest way to reduce
energy consumption in manufacturing systems. Specifically, in the framework of
Bernoulli serial lines, we consider production systems with stripping operations. In
such systems, the in-process buffers have to be depleted at the end of each shift to
avoid quality deterioration during off-shift periods.
5Specifically, for Bernoulli production lines without buffer stripping, mathematical
models have been developed and several important properties of transient character-
istics have been studied in [13] and [50]. This analysis is later extended to serial lines
with two geometric machines in [51]. Finally, float-based systems with two Bernoulli
machines are studied in [52], and an application in dairy filling and packing produc-
tion systems is carried out in [53]. Transient analysis of the systems are carried out
and formulas to calculate the performance measures are derived. In addition, we
investigate the effect of machine startup schedule on the system performances and
develop optimal startup schedule which can lead to significant improvement in energy
utilization efficiency.
On the other hand, order completion time estimation is one of the most important
considerations in production planning and control, which involves the order type and
size as well as production capacity for the specific type of order. Unlike planning,
control is a deterministic process based on short-term detailed technical data to op-
timize production scheduling under resource capacity constraints, a mature research
area of operational research [54]. Well-controlled operation schedules may not only
increase productivity but also reduce energy consumption [55]. On the other hand,
research has primarily focused on completion time problems with serial systems in
which either intermediate storage is unlimited or the number of machines are not
more than three. For example, [56] addressed the determination of completion times
of serial multiproduct processes with three buffer types. An optimal scheduling to
minimize makespan and reduce energy and environmental effects with different types
of jobs and various machine speeds was proposed in [57] using multi-objective mixed
integer programming method, which required significant computation time. Paper
[58] proposed an improved mixed integer linear formulation and lower bounds for
minimizing makespan with batch processing machines. Paper [59] investigated the
distribution of completion time in a two-machine serial system with two kinds of
6jobs. An algorithm based on semi-Markovian decision processes and graph theory
to find a path which is a lower bound for expected completion time in the dynamic
PERT network was developed in [60]. Note that the simulation technique can be
applied to validate production process [61] and to determine order completion time
[62]. However, it is far from being satisfactory to the requirement of fast assessment
for real-time planning and control. Therefore, our research developed an analytical
approximation procedure to efficiently evaluate the order completion time as well as
important system structural properties.
The remainder chapters are organized as follows: Chapter II describes model and
performance measures of serial multi-machine production lines with Bernoulli and
geometric reliability and finite buffers. A recursive aggregation technique proposed
by [63] is included since the methods proposed in later chapters are an extension of
this method. Chapter III investigates energy consumption reduction in two-machine
production systems through effective scheduling of machine startup and shutdown.
Chapter IV extends the startup and shutdown scheduling discussion to production
lines with more than two machines. Chapter V investigates the order completion
time of a required demand size in serial lines. Chapter VI estimates geometric tran-
sient performance by transforming to Bernoulli lines with two methods. Chapter VII
derives closed-form formulas as well as approximation method to evaluate transient
performance of serial production lines with geometric machines. Chapter VIII con-
structs a simulation model using ARENA to perform productivity capacity analysis
in manufacturing. Chapter IX gives the conclusions and future work.
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BERNOULLI AND GEOMETRIC SERIAL
PRODUCTION SYSTEMS
2.1 Modeling and Performance Measures
2.1.1 Bernoulli serial production lines
The assumptions for a serial production line in Figure 2.1 with Bernoulli reliability
are as follows:
 
 
 
 
m1 m2 mM-1 mM b1 bM-1 
…… 
Figure 2.1: Serial production line
(i) The system consists of M machines and M − 1 in-process buffers.
(ii) The time axis is slotted with duration τ . The machines, mi, i = 1, . . . ,M , have
identical cycle time τ .
(iii) Each in-process buffer, bi, i = 1, . . . ,M − 1, is characterized by its capacity,
0 < Ni <∞.
(iv) Machine mi, i = 1, . . . ,M , when it is neither blocked nor starved, produces a
part during time slot n with probability pi(n) and fails to do so with probability
1− pi(n).
8(v) Machine mi, i = 2, . . . ,M is starved during a time slot if it is up and buffer
bi−1 is empty at the beginning of the time slot. It is assumed that machine m1
is never starved for raw material.
(vi) Machine mi, i = 1, . . . ,M − 1, is blocked during a time slot if it is up, buffer bi
has Ni parts at the beginning of the time slot and machine mi+1 fails to take a
part during that time slot. It is assumed that mM is never blocked.
(vii) All machines operate independently. If a machine is shut down during a shift,
it cannot be started again during the same shift.
Note that in large volume production systems, machine cycle time is practically
always constant or close to being constant. Note also that Bernoulli reliability model
is applicable to operations where the unscheduled downtime is, on the average, close
to the machine cycle time. This often happens in automotive painting and assem-
bly operations, where the downtime is primarily due to quality problems rather than
mechanical breakdowns. For example, a vehicle needs to be processed through the fol-
lowing operations: phosphate coating, electrocoating, sealing, sanding, prime booth
and oven, cleaning and preparation, paint booth and oven, and, finally, quality in-
spection. During this process, phosphate, electrocoating, prime oven & booth, and
paint booth & oven usually require buffer stripping.. In addition, the paint booth
and oven are the largest energy consumers in the painting process [11].
For assumption (iv), if the probability pi(n) is not time dependent, i.e., pi(n) = pi,
for all n, then pi could be used instead and is referred to as machine’s efficiency.
2.1.2 Geometric serial production lines
For a geometric serial line, the assumptions are all the same as Bernoulli lines except
that assumption (iv) is replaced by (iv’):
(iv’) The machines obey the geometric reliability model, i.e., machinemi, i = 1, . . . ,M ,
9will be up with probability Ri and down with probability 1−Ri when it is down
in the previous time slot, and will be up with probability 1−Pi and down with
probability Pi when it is up in the previous time slot. Machine will produce a
part during a time slot when it is up and neither blocked nor starved. Ri is
referred to repair rate and P breakdown rate.
Geometric lines have one-step memory and can be described by an ergodic Markov
chain. The states transition of geometric machines is illustrated by Figure 2.2. Note
also that the geometric reliability model is usually used when the machine’s average
downtime is much longer than its cycle time (see, for instance, [2, 1, 3, 64]). These
models are applicable in many manufacturing systems, such as machining, heat treat-
ment, washing, etc.
 
 
up down 
P 
1 − R 1 − P 
R 
Figure 2.2: States transition diagram of geometric machine
The states transition can be described mathematically by equation 2.1 and teh
uptime and downtime probability mass functions of machine mi are given by 2.2.
P [si(n+ 1) = 0|si(n) = 1] = Pi,
P [si(n+ 1) = 1|si(n) = 0] = 1− Pi,
P [si(n+ 1) = 1|si(n) = 1] = Ri,
P [si(n+ 1) = 0|si(n) = 0] = 1−Ri,
(2.1)
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where s(n) denotes status in time slot n, 0 is down and 1 is up.
P [tup = t] = Pi(1− Pi)t−1, t = 1, 2, . . . ,
P [tdown = t] = Ri(1−Ri)t−1, t = 1, 2, . . . , .
(2.2)
The average up- and downtime of machine mi are Ti,up = 1/Pi and Ti,down = 1/Ri
and machine efficiency is given by
ei =
Ri
Ri + Pi
=
Ti,up
Ti,up + Ti,down
.
2.1.3 Performance measures
The productivity performance measures of interest are:
• Production rate, PR(n): the expected number of finished parts produced by
mM during time slot n+ 1;
• Consumption rate, CR(n): the expected number of raw parts consumed by m1
during time slot n+ 1;
• Work-in-process, WIPi(n): the expected number of parts in buffer bi, i =
1, . . . ,M − 1, at the beginning of time slot n+ 1;
• Machine starvation STi(n): the probability that machine mi, i = 2, . . . ,M , is
starved during time slot n+ 1;
• Machine blockage BLi(n): the probability that machine mi, i = 1, . . . ,M − 1,
is blocked during time slot n+ 1.
In addition, to quantify the total production in a shift, we define the shift production
volume, SPV , as follows:
SPV =
Tshift−1∑
n=0
PR(n).
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Among these performance measures, PR(n), CR(n) and WIP (n) are called the
transient performance measures, since they are functions of time, while SPV is re-
ferred to as terminal performance measures. It should be noted that a machine may
be starved and blocked during the same time slot.
2.2 Approximation of Performance Measures of
Bernoulli Lines
2.2.1 Recursive aggregation procedure
There are closed-form formulas to calculate some performance measures in steady
state (see [4]) and/or transient period, some of which will be proposed in the follow-
ing chapters; however, the calculation requires significant time as the dimension of
the system grows. To resolve this issue, an aggregation-based recursive procedure is
proposed in [65] to approximate the transient performance of Bernoulli serial lines
with constant machine efficiencies. In fact, the idea of machine aggregation is orig-
inated in [63] to evaluate the steady state performance of Bernoulli serial lines. We
extend the aggregation procedure to evaluate the performance measures of Bernoulli
lines defined by (i)-(vii):
pbi(s+ 1;n) =
pi(n)
pfi (s;n)
· CR(n− 1; pfi (s;n),pbi+1(s;n), Ni, hi(0)),
i = 1, . . . ,M − 1, s = 0, 1, . . . , n = 1, 2, . . . ,
pfi (s+ 1;n) =
pi(n)
pbi(s+ 1;n)
· PR(n− 1; pfi−1(s+ 1;n),pbi(s+ 1;n), Ni−1, hi−1(0)),
i = 2, . . . ,M, s = 0, 1, . . . , n = 1, 2, . . . , (2.3)
with initial condition
pfi (0;n) = pi(n), i = 1, . . . ,M, n = 1, 2, . . . , (2.4)
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and boundary condition
pf1(s;n) = p1(n), p
b
1(s;n) = pM(n), ∀s = 0, 1, . . . , (2.5)
where
pbi(s;n) = [p
b
i(s; 1) . . . p
b
i(s;n)], i = 1, . . . ,M,
pfi (s;n) = [p
f
i (s; 1) . . . p
f
i (s;n)], i = 1, . . . ,M,
and PR(n− 1; v1,v2, v3, v4) and CR(n− 1; v1,v2, v3, v4) denote the production rate
and consumption rate, respectively, during time slot n, of a two-machine Bernoulli line
with buffer capacity v3, initial buffer occupancy v4 and time-dependent efficiencies of
the first and the second machine given by vectors v1 and v2. Formulas for calculating
these two functions are given in (4.5) and (4.6) with M = 2.
2.2.2 Properties and accuracy
Numerical Fact 2.1. For any n = 1, 2 . . . , sequences pbi(s;n), i = 1, . . . ,M − 1,
and pfi (s;n), i = 2, . . . ,M , are practically always convergent with respect to s with
probability 1, i.e.:
P [pbi(n) = lim
s→∞
pbi(s;n)] = 1, i = 1, . . . ,M − 1,
P [pfi (n) = lim
s→∞
pfi (s;n)] = 1, i = 2, . . . ,M,
n = 1, 2, . . . .
Justification: To justify this numerical fact, a total of 1,800,000 production lines
are generated with 100,000 for each M ∈ {3, 4, . . . , 20}. The max time duration is
selected as T = 10, 000 time slots. In addition, the machine efficiency, buffer capacity,
and initial buffer occupancy of the lines were selected randomly and equiprobably from
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the following sets:
pi(n) ∈ (0.5, 1), i = 1, . . . ,M, n = 1, . . . , T,
Ni = {1, 2, . . . , 10}, i = 1, . . . ,M − 1,
hi(0) ∈ {0, 1, . . . , Ni}, i = 1, . . . ,M − 1.
For each line, thus constructed, Recursive Procedure 1 was performed. To determine
the convergency of the procedure, introduce
∆1(s) =
M∑
i=1
T∑
n=1
[
|pfi (s;n)− pfi (s− 1;n)|+
|pbi(s;n)− pbi(s− 1;n)|
]
, s = 1, 2, . . . .
During the justification, it was observed that for each of the 1.8 million lines generated
above, there always exists an s0 such that ∆1(s) ≤ 10−8 for s ≥ s0. Therefore, we
conclude that Numerical Fact 5.1 holds, i.e., Recursive Procedure 1 is convergent. 
The implications of these parameter limits can be interpreted as follows: From
the point of view of buffer bi, i = 1, . . . ,M − 1, the upstream of the line, i.e., the
capability of producing parts into buffer bi during time slot n, is represented by
“virtual” Bernoulli machine mfi with time-dependent efficiency p
f
i (n). Similarly, the
downstream of the line, i.e., the capability of consuming parts from buffer bi during
time slot n, is represented by virtual Bernoulli machine mbi+1 with time-dependent
efficiency pbi+1(n). Finally, the raw material consumption is represented by p
b
1(n),
while the finished part production is represented by pfM(n).
Therefore, based on these interpretations, the following estimates for the produc-
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tivity performance measures are defined:
P̂R(n) = pfM(n+ 1), (2.6)
ĈR(n) = pb1(n+ 1), (2.7)
Ŵ IP i(n) = WIP (n; p
f
i (n),p
b
i+1(n), Ni, hi(0)),
i = 1, . . . ,M − 1, (2.8)
ŜT i(n) = ST (n; p
f
i (n),p
b
i+1(n), Ni, hi(0)),
i = 2, . . . ,M, (2.9)
B̂Li(n) = BL(n; p
f
i (n),p
b
i+1(n), Ni, hi(0)),
i = 1, . . . ,M − 1, (2.10)
where
pbi(n) = [p
b
i(1) . . . p
b
i(n)], i = 1, . . . ,M,
pfi (n) = [p
f
i (1) . . . p
f
i (n)], i = 1, . . . ,M,
and WIP (n − 1; v1,v2, v3, v4), ST (n − 1; v1,v2, v3, v4), and BL(n − 1; v1,v2, v3, v4)
denote the work-in-process, second machine starvation and first machine blockage,
respectively, during time slot n, in a two-machine Bernoulli line with buffer capacity
v3, initial buffer occupancy v4 and time-dependent efficiencies of the first and the
second machine given by vectors v1 and v2. Formulas for calculating these functions
are given in (4.7)-(4.9) with M = 2.
To evaluate the accuracy of these estimates, the following metrics are used:
δPR(n) =
|PR(n)− P̂R(n)|
pM(n+ 1)
· 100%,
δCR(n) =
|CR(n)− ĈR(n)|
p1(n+ 1)
· 100%,
δWIP (n) =
1
M − 1
M−1∑
i=1
|WIPi(n)− Ŵ IP i(n)|
Ni
· 100%,
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δST (n) =
1
M − 1
M∑
i=2
|STi(n)− ŜT i(n)|,
δBL(n) =
1
M − 1
M−1∑
i=1
|BLi(n)− B̂Li(n)|.
Note that pM(n+ 1) and p1(n+ 1) are used in δPR(n) and δCR(n) because PR(n)
and CR(n) are upper-bounded by pM(n + 1) and p1(n + 1), respectively. Then, we
calculated these accuracy metrics for the 1,800,000 lines generated in the justification
of Numerical Fact 5.1. As a result, among all systems studied, δPR(n) and δCR(n)
are typically within 2.5%, δWIP (n) is typically within 4%, and δST (n) and δBL(n)
are typically within 0.015. Therefore, we claim that Recursive Procedure 1 can be
used to estimate the productivity performance measures in Bernoulli serial lines with
time-dependent machine efficiencies, and, thus, can be applied to the systems defined
by assumptions (i)-(viii) with startup/shutdown times.
As an illustration, consider a five-machine Bernoulli line with time-dependent
machine efficiencies defined as follows (see also Figure 2.3):
p1(n) = 0.8 + 0.15 sin
( pi
15
· n
)
,
p2(n) = 0.75 + 0.2 sin
( pi
10
· n
)
,
p3(n) =
 0.9, if 30k ≤ n < 30k + 15, k = 0, 1, . . . ,0.7, otherwise,
p4(n) =
 0.83, if 11 ≤ n ≤ 55,0, otherwise,
p5(n) = 0.55 · e n120 , n ≤ 60.
In addition, let the shift duration be Tshift = 60 and assume the buffer capacity
and initial buffer occupancy are given by the following vectors:
N = [3, 5, 4, 2, 4, 5, 2],
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h(0) = [1, 3, 1, 0, 2, 0, 1].
The performance measure estimates for PR, CR and total WIP , obtained using
(2.6)-(2.8) and those obtained by simulations, are plotted in Figure 2.4. As one can
see, the performance estimates derived based on Recursive Procedure 1 can effectively
track the transients of the performance measures with high accuracy.
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Figure 2.3: Machine efficiencies as functions of time n
Clearly, this method enables analytical study of production lines with time-dependent
parameters, and can be applied to, for example, production systems with equipment
deterioration, operator fatigue, etc. It also provides an effective tool for other real-
time analysis and control problems in production systems.
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Figure 2.4: Illustration of performance estimation using Recursive Procedure
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CHAPTER III
FEEDBACK CONTROL OF OPERATION
SCHEDULE IN TWO-MACHINE BERNOULLI
SERIAL LINES
3.1 Introduction
In automotive paint shop systems, due to process and quality considerations, some of
the in-process buffers (for instance, those within the painting booths and ovens) must
be depleted at the end of each shift to maintain job condition and prevent quality
deterioration. Such activity is referred to as buffer stripping. In addition to painting
systems, buffer stripping is widely used in manufacturing systems with perishable
products (e.g., food production). Because of these depleted buffers, the downstream
machines will be starved for a certain period of time at the beginning of each shift.
It is intuitive that these machines should not be turned on immediately when a shift
starts but rather wait until some work-in-process has been accumulated in front of
them. Therefore, a number of questions arise. For example, how to evaluate the
performance of a production system with stripping? How does the startup schedule
affect the overall system performance? How to formulate an optimal startup schedule
such that the energy consumption is minimized while maintaining desired throughput
level of the system? How much energy could be saved using the optimal schedule?
The goal of this chapter is to provide answers to these questions.
This chapter investigates energy consumption reduction in production systems
through effective scheduling of machine startup and shutdown. Specifically, we con-
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sider serial production lines with finite buffers and machines having Bernoulli reliabil-
ity model. Using transient analysis of the systems at hand, an analytical performance
evaluation technique is developed for Bernoulli serial lines with time-dependent ma-
chine efficiencies. In addition, trade-off between productivity and energy-efficiency in
production systems is discussed and the energy-efficient production problem is formu-
lated as a constrained optimization problem. The effects and practical implications
of operations schedule are demonstrated using a numerical study on automotive paint
shop operations.
This chapter develops an effective analytical tool to evaluate the performance of
production systems with time-varying parameters of machine reliability. Using this
tool, production engineers and managers can predict the performance of the produc-
tion systems in real-time with high accuracy. In addition, based on this tool, pro-
duction operators can determine the machine startup and shutdown schedule based
on the current status of the line and production requirement. Numerical experiments
show that significant energy savings can be obtained by applying effective machine
operations schedule.
3.2 Model and Analysis
In this chapter we only study the case of two-machine lines. Extensions to longer
lines will be carried out in future work.
Consider a serial production line shown in Figure 3.1 defined by the assumptions
described in Chapter II. Additoinal assumptions are as follows:
Figure 3.1: Two-machine Bernoulli line
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(i) The system operates on a shift-basis, with shift duration Tshift time slots. At
the end of each shift, i.e., after the Tshift
th time slot, machine m1 is shut down
immediately, while machine m2 continues operating until the buffer is empty.
(ii) At the beginning of a shift, both machines are turned on immediately. In
addition, it is assumed that once turned on, the machines cannot be shut down
during the shift.
Note that assumption (i) in this chapter indicates that the system operates over a
finite period of time. Therefore, the steady-state analysis for serial production lines,
strictly speaking, is not applicable, and transient analysis of the system must be used.
Since no feedback control on the startup schedule of m2 is used, we refer to the system
as open-loop.
Closed-loop system: Closed-loop system is an open-loop system with the following
assumptions:
(iii) At the beginning of each shift, m1 is turned on immediately, while machine m2
starts up at the ts
th time slot, 0 ≤ ts ≤ TS, where TS ≤ Tshift is the latest
startup time.
To determine ts, introduce a feedback controller defined as follows:
u(n) =
 0, (m2 cannot start), if h(t) < h
∗,∀t ≤ n,
1, (m2 authorized to start), otherwise.
(3.1)
where h(t) is the buffer occupancy at the end of time slot t. In other words, in
a closed-loop system, m2 cannot start operating until enough (h
∗) parts have been
accumulated in the buffer. Therefore, ts is the smallest n to have u(n) = 1. Clearly,
for a closed-loop system, the control parameter h∗ should be selected appropriately
in order to achieve desired performance. In addition, as one can see, the open-loop
system can be regarded as a special case of the closed-loop system with h∗ = 0. (Note
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that since the Bernoulli machines do not possess memory, feedback controller (3.1)
only depends on the buffer occupancy.)
To construct the mathematical model of the system under consideration, note
that the open-loop system is actually a special case of the closed-loop system (when
h∗ = 0). Thus, the mathematical model and the results reported in subsequent
sections are directly derived for the closed-loop system. To accomplish this, we first
divide the system operation time into three stages:
• Stage 1 : Only machine m1 is operating, i.e., from time slot n = 0 till n = ts−1;
• Stage 2 : Both machines are operating, i.e., from time slot n = ts till n = Tshift;
• Stage 3 : Only machine m2 is operating, i.e., from time slot n = Tshift + 1 till
n = td, where td is the last time slot of m2 operation in a shift.
Stage 1: The operation of the system at hand during Stage 1 is described by
a Markov chain. The state of this Markov chain is the buffer occupancy at the
end of time slot n, h(n) ∈ {0, 1, . . . , N}, where state h∗ is an absorbing state for
this stage. Therefore, the startup time for m2, ts, is actually the time to ab-
sorption for this Markov process. Let xi(n) = P [h(n) = i], i = 0, . . . , N , and
x(n) = [x0(n) . . . xN(n)]
T . Then, the evolution of the system states can be expressed
as:
x(n) = A1x(n− 1), n = 1, 2, . . . , (3.2)
with initial condition h(0) = 0, i.e.,
x(0) = [1 0 . . . 0]T . (3.3)
The transition probability matrix A1 is given by
A1 =
 B1 0
0 0

(N+1)×(N+1)
, (3.4)
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A2 =

1− p1 p2(1− p1) 0 · · · 0
p1 1− p1 − p2 + 2p1p2 p2(1− p1) · · · 0
0 p1(1− p2) . . . . . . ...
...
...
. . . 1− p1 − p2 + 2p1p2 p2(1− p1)
0 0 · · · p1(1− p2) p1p2 + 1− p2
 .
(3.6)
B1 =

1− p1 0 · · · 0
p1
. . . . . .
...
...
. . . 1− p1 0
0 · · · p1 1

(h∗+1)×(h∗+1)
. (3.5)
Stage 2: The operation of the system during Stage 2 is also characterized by a
Markov chain with the state being the buffer occupancy. The (N + 1) × (N + 1)-
dimension transition probability matrix A2 is given by (3.6), and the evolution of the
system states can be expressed as:
x(n) = A2x(n− 1), n = ts, . . . , Tshift, (3.7)
with “initial” condition h(ts − 1) = h∗, i.e.,
x(ts − 1) = [0 . . . 0 xh∗(ts − 1) = 1 0 . . . 0]T . (3.8)
Stage 3: Similarly to Stages 1 and 2, the operation of the system during Stage
3 is also defined by a Markov chain but with the state 0 being an absorption state.
The transition probability matrix A3 is given by:
A3 =

1 p2 · · · 0
0 1− p2 . . . ...
...
. . . . . . p2
0 · · · 0 1− p2

(N+1)×(N+1)
. (3.9)
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The evolution of the system states can be expressed as:
x(n) = A3x(n− 1), n = Tshift + 1, Tshift + 2, . . . , td, (3.10)
where td is the time to absorption.
Therefore, the dynamics of the system is characterized by a series of linear systems
(3.2)-(3.10). These descriptions are the basis for the analysis carried out in this
chapter.
3.3 Performance Analysis
3.3.1 Performance measures
In the framework of the serial production line, the additional performance measures
of interest are:
• Running time, RTi: the expected number of time slots that machine mi, i = 1, 2,
is on;
• Overtime, OTi: the expected number of time slots that machine mi, i = 1, 2,
works after n = Tshift;
• Total energy, E: the expected total energy consumed by the production system
during a shift;
• Energy consumed per part, Ev: the average energy consumed to produce one
part.
Within these performances, it can be obtained immediately that RT1 = Tshift and
OT1 = 0. Below, we derive the formulas to calculate the other non-trivial performance
measures.
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3.3.2 Performance evaluation
Since the dynamics of the system defined by (i)-(vi) and (viii) are given by (3.2)-
(3.10), the transients of production rate and work-in-process during the shift can be
expressed as follows:
PR(n) = P [m2 up and b non-empty during the time slot]
= C1(n)x(n), (3.11)
WIP (n) =
N∑
i=0
i · P [buffer b has i parts during the time slot]
= C2x(n), (3.12)
where
C1(n) = p˜2(n)[0 1 . . . 1], (3.13)
C2 = [0 1 . . . N ], (3.14)
p˜2(n) =
 0, n = 0, 1, . . . , ts − 2,p2, n = ts − 1, ts, . . . , td. (3.15)
To calculate the terminal performance measures, the information about the startup
time of machine m2 must be known. Since ts is a random variable due to random
breakdowns of m1, we need to derive its probability distribution function. For sys-
tems defined by assumptions (i)-(vi) and (viii), it is easy to show that for any given
h∗ ≤ N , the startup time for m2 is a “bounded” negative binomial random variable
with probability mass function defined as follows:
P [ts = t] =

 t− 2
h∗ − 1
 ph∗1 (1− p1)t−h∗−1, if h∗ < t < TS,
1−∑TS−1i=h∗+1
 i− 2
h∗ − 1
 ph∗1 (1− p1)i−h∗−1, if t = TS,
0, otherwise.
(3.16)
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An illustration of the distribution of ts is shown in Figure 3.2.
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Figure 3.2: Probability distribution of m2 startup time ts under control (3.1) for p1 = 0.7, p2 = 0.9,
N = 20, Tshift = 100, TS = 40, h
∗ = 15
In addition, for sufficiently large Ts, the average startup time t¯s can be approxi-
mated as t¯s ≈ h∗/p1 + 1.
Next, we derive the expressions for evaluate the terminal performance measures.
For shift production volume, due to stripping operation, the following equation
holds:
SPV =
Tshift−1∑
n=0
PR(n) +WIP (Tshift)
= Ets

Tshift−1∑
n=t−1
PR(n|ts = t) +WIP (Tshift|ts = t)

=
TS∑
t=h∗+1
Tshift−1∑
n=t−1
C1(ts − 1)A2n−t+1x(ts − 1)+
C2A2
Tshift−t+1x(ts − 1)
)
P [ts = t], (3.17)
where P [ts = t], t = h
∗ + 1, . . . , TS, is calculated in (3.16). Similarly, it can be
obtained that
RT2 =
TS∑
t=h∗+1
(
C2A2
Tshift−t+1x(ts − 1)
p2
+ Tshift − t+ 1
)
P [ts = t].
26
(3.18)
In practice, the energy consumption of a machine is generally proportional to its
running time. Thus, in this paper, we evaluate the total energy consumed by the
system during a shift as follows:
E = α1RT1 + α2RT2, (3.19)
where αi, i = 1, 2, is the energy consumption of machine mi per cycle time. In prac-
tice, these constants can be evaluated based on the energy consumption mechanism
of the equipment (see [11] for example). Clearly, the energy consumed per part is
given by:
Ev =
E
SPV
. (3.20)
Although these formulas provide exact evaluation of the performance measures,
the computational burden can become intolerable as the dimension of the system
grows. To resolve this issue, an aggregation-based recursive procedure is proposed in
[65] and it is extended in Chapter II.
3.4 Monotonicity and Optimal Startup Schedule
3.4.1 Monotonicity
Numerical Fact 3.1. Consider a production line defined by assumptions (i)-(vi)
and (viii).
• OT2 is monotonically increasing as a function of h∗;
• RT2 is monotonically decreasing as a function of h∗;
• E is monotonically decreasing as a function of h∗.
Thus, as the control parameter h∗ increases, i.e., as more work-in-process is re-
quired to start m2, more time is needed for machine m2 to work “overtime.” This
is because later start will result in more work-in-process when m1 is shut down after
the Tshift
th time slot. On the other hand, later start will lead to shorter total running
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time for m2. Finally, since RT1 is always Tshift time slots, decreasing RT2 leads to
reduced total energy consumption E. An illustration of Proposition 1 is given in
Figures 3.3-3.5.
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Figure 3.3: OT2 as a function of h
∗ (p2 = 0.8, N = 20, Ts = 30, Tshift = 100)
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Figure 3.4: RT2 as a function of h
∗ (p2 = 0.8, N = 20, Ts = 30, Tshift = 100)
The monotonicity property of SPV , however, is more complicated, where SPV
could be monotonically increasing in h∗, monotonically decreasing in h∗, first increas-
ing then decreasing in h∗, etc. (see Figure 3.6 for an illustration).
Despite the complicated nature of SPV caused by the interactions among mul-
tiple system parameters, the monotonicity property Ev is relatively simple. Among
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Figure 3.5: E as a function of h∗ for α1 = α2 = 1 (p2 = 0.8, N = 20, Ts = 30, Tshift = 100)
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Figure 3.6: SPV as a function of h∗ (p2 = 0.8, N = 20, Ts = 30, Tshift = 100)
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numerous 10,000 randomly generated cases studied, only two patterns are observed
(see Figure 3.7). Therefore, we obtain the following result:
Numerical Fact 3.2. Consider a production line defined by assumptions (i)-(vi)
and (viii). Expected energy consumed per part, Ev, is either monotonically decreasing
in h∗, or non-monotonic convex (thus, first decreasing then increasing) in h∗.
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Figure 3.7: Ev as a function of h
∗ (p2 = 0.8, N = 20, Ts = 30, Tshift = 100)
3.4.2 Optimal startup schedule
To design an optimal startup schedule, we must first specify the objective. Since
improving the energy utilization is often the goal in energy efficient manufacturing,
we use Ev as the objective for optimal schedule. Based on the monotonicity property
of Ev outlined in Proposition 2, the following procedure is proposed:
Optimal schedule design procedure:
(i) For s = 1, select h∗(s) = 0 and let Ev(s = 0) =∞.
(ii) Evaluate Ev(s) using (4.2).
(iii) If Ev(s) < Ev(s− 1) and h∗(s) < Ts, then let h∗(s+ 1) = h∗(s) + 1 and return
to (b); otherwise, select h∗ = h∗(s) and terminate the procedure.
30
Example: Consider a production line defined by assumptions (i)-(vi) and (viii)
with parameters defined as follows:
p1 = 0.8, p2 = 0.95, N = 40, Ts = 60, Tshift = 450.
Assume that α1 = α2 = 1. Using the optimal schedule design procedure described
above, it can be obtained that the optimal control parameter for this system is h∗ =
40, i.e., machine m2 will not start until the buffer is full. The performance measures
of the open-loop system (i.e., when h∗ = 0) and the optimal controlled closed-loop
system is shown in Table 3.1. As one can see, using the optimal control of startup
schedule, the running time of m2 can be reduced by 11.1%, while the total shift
production volume remains practically the same. From the energy point of view, the
total energy consumption in a shift is reduced by 5.1% and the energy consumption
per part is reduced by 5.0%.
Table 3.1: Performance measure comparisons
Open-loop Optimal closed-loop
SPV 360 359.75
RT2 451.12 401.17
OT2 1.12 1.14
E 901.12 851.17
Ev 2.50 2.37
Practical implications: The example above illustrates the significance in energy
savings for a production system. In fact, the parameters are selected to reflect part
of the an automotive paint shop, where m2 is used to represent the painting booth,
while m1 the cleaning and preparation. In practice, the painting booth usually con-
sists of several lines in parallel, and, thus, has a higher efficiency than the upstream
operation. In addition, since the typical cycle time of an automotive assembly line is
approximately 1 min per job, we select Tshift = 450, which is roughly the duration of
an 8-hour shift. Note that during 2000 about 60% of the $700 million energy expen-
ditures in 37 U.S. automotive assembly plants are spent in painting processes. Thus,
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a 5% reduction in energy consumption will result in a saving of more than half mil-
lion dollars per year for each plant. Considering the rapidly increasing energy prices
during the past 10 years, the saving would be even more remarkable in present days.
It should be pointed out that this significant amount of savings is achieved without
any major equipment investment.
3.5 Summary
In this chapter, we study energy reduction problem in Bernoulli serial lines with strip-
ping operations through optimal control of machine startup schedule. Specifically, us-
ing transient analysis, analytical mathematical model is developed, which describes
the dynamics of the system. In addition, closed-form expressions are derived to evalu-
ate the productivity and energy performances. Based on these expressions, the effects
of startup schedule on system performances are discussed and procedures for devel-
oping optimal machine startup schedules are formulated. Numerical results show
that the optimal schedule can lead to significant improvements in energy utilization
efficiency.
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CHAPTER IV
CONTROL OF OPERATION SCHEDULE IN
MULTI-MACHINE SERIAL BERNOULLI LINES
4.1 Introduction
In this chapter, we extend the research in Chapter III and study the operations
schedule problem in the framework of serial production lines with multiple Bernoulli
machines and finite buffers.
4.2 Model and Performance Measures
Additional assumptions along with those for Bernoulli serial lines in Chapter II are
as follows:
(viii) The system operates on a shift-basis, with shift duration Tshift time slots. The
startup and shutdown times for machine mi, i = 1, . . . ,M , are Ton,i and Toff,i,
respectively. That is, machine mi is started at the beginning of time slot Ton,i,
where 1 ≤ Ton,i ≤ Tshift, and shut down at the end of time slot Toff,i, where
Ton,i ≤ Toff,i ≤ Tshift. In addition, assume that the warm-up time for mi,
i = 1, . . . ,M , is Twarm,i ≥ 0, i.e., after mi is turned on at Ton,i, it must wait for
additional Twarm,i time slots to start processing parts.
(ix) Once started, machine mi, i = 1, . . . ,M , consumes αi units of energy per time
slot until it is shut down. Finally, we assume that the system consumes α0 units
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of energy per time slot from the beginning of the shift until the shift is over and
all machines are shut down.
Remark: The energy performance of the machines are taken into account in
assumption (ix). While αi’s, i = 1, . . . ,M , characterize the energy consumption of
individual machines, α0 is used to quantify the energy shared by all operations, for
instance, heating and air-conditioning in the plant, etc. Production systems with
more complicated energy consumption models will be addressed in future work.
Below, we use the terms “startup/shutdown” and “on/off” interchangeably.
Let RTi denote the running time of machine mi, i = 1, . . . ,M , i.e., the total time
that mi is on (including warm-up):
RTi = Toff,i − Ton,i + 1.
Then, E and Ev can be evaluated as follows:
E =
M∑
i=1
αiRTi + α0Tshift
=
M∑
i=1
αi(Toff,i − Ton,i + 1) + α0Tshift, (4.1)
Ev =
E
SPV
. (4.2)
In this chapter, we develop methods to evaluate the performance measures of the
production system defined above and discuss the effects of machine startup/shutdown
schedule on these performances.
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4.3 Performance analysis
To analyze the performance of a production line defined by assumptions (i)-(ix), note
that the efficiency of machine mi, i = 1, . . . ,M , during time slot n is given by
pi(n) =
 pi, Ton,i + Twarm,i ≤ n ≤ Toff,i,0, otherwise.
Thus, the production system under consideration can be viewed as a Bernoulli serial
line with time-dependent machine efficiencies.
In the current literature, performance analysis of serial production lines with
Bernoulli machines during transients have been discussed in [13] and [65]. Specif-
ically, closed-form formulas have been derived to evaluate the productivity perfor-
mance measures of two-machine (see [13]) and M > 2-machine Bernoulli lines with
constant machine efficiencies (see [65]). For Bernoulli lines with time-dependent ma-
chine efficiencies, only formulas for two-machine lines are available (see [65]). In
this section, we develop techniques to evaluate the performance in M > 2-machine
Bernoulli lines with time-dependent machine efficiencies.
Clearly, the system described above is characterized by a time-inhomogeneous
Markov chain with S =
∏M−1
i=1 (Ni + 1) states defined by the occupancy of buffer bi
at the end of time slot n:
h(n) = [h1(n) h2(n) . . . hM−1(n)], hi(n) ∈ {0, 1 . . . , Ni}, i = 1, . . . ,M − 1.
The dynamics of the production system are defined by the following expressions:
hi(n+ 1) = h
′
i(n+ 1) + si(n+ 1) ·min{hi−1(n), Ni − h′i(n+ 1), 1},
i = 2, . . . ,M − 1,
h1(n+ 1) = h
′
1(n+ 1) + s1(n+ 1) min{N1 − h′1(n+ 1), 1}, (4.3)
where si(n) ∈ {1=up, 0=down}, i = 1, . . . ,M , denotes the status of mi during time
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slot n, and
h′M−1(n+ 1) = hM−1(n)− sM(n+ 1) ·min{hM−1(n), 1},
h′i(n+ 1) = hi(n)− si+1(n+ 1) ·min{hi(n), Ni+1 − h′i+1(n+ 1), 1},
i = 1, . . . ,M − 2.
To calculate the transition probability matrix of this Markov chain, we first rank the
system states based on the buffer occupancy, as illustrated in Table 7.1. Thus, given
any buffer occupancy status [h1 h2 . . . hM−1], the ranking of the state under this
arrangement can be calculated as
State ranking =
M−1∑
i=1
hiβi+1 + 1,
where
βi =

∏M−1
j=i (Nj + 1), for i = 1, . . . ,M − 1,
1, for i = M.
Table 4.1: Ranking the system states
State # h1 h2 . . . hM−2 hM−1
1 0 0 . . . 0 0
2 0 0 . . . 0 1
...
...
... . . .
...
...
NM−1 + 1 0 0 . . . 0 NM−1
NM−1 + 2 0 0 . . . 1 0
NM−1 + 3 0 0 . . . 1 1
...
...
... . . .
...
...
S − 1 N1 N2 . . . NM−2 NM−1 − 1
S N1 N2 . . . NM−2 NM−1
Next, note that for each time slot, the sample space is comprised of a total of
2M combinations of machine status. The probability of each of these combinations is
given by
P [s1(n) = α1, . . . , sM(n) = αM ] =
M∏
i=1
[pi(n)]
αi [1− pi(n)]1−αi , αi ∈ {0, 1}.
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Thus, for state i, i = 1, . . . , S, we can enumerate all 2M combinations of ma-
chine status and determine the corresponding outcome states using (7.14). Then, the
combinations of machine status that lead to the same outcome state j, j = 1 . . . , S,
are identified and the probabilities of these combinations are summed up to obtain
the transition probability from the original state i to this particular outcome state j.
Repeat this procedure for all S states and all transition probabilities can be obtained.
Using the state transition probabilities calculated above, the transition probability
matrix of the Markov chain that describes the M -machine Bernoulli line at hand can
be obtained. Let AM(n) denote this transition probability matrix during time slot
n, and x(n) = [x1(n) . . . xS(n)]
T denote the probability distribution of the states at
the end of time slot n. Thus, the evolution of the system is given by
x(n+ 1) = AM(n)x(n),
S∑
i=1
xi(n) = 1, n = 0, 1, . . . . (4.4)
In Control Theory, vector x(n) is often referred to as the state of linear system
(4.4).
Using the mathematical model developed above, it can be shown that the perfor-
mance of the production line can be calculated as:
PR(n) =
[
D1(n) D1(n) · · · D1(n)
]
x(n), (4.5)
CR(n) = D2(n)x(n), (4.6)
WIPi(n) =
[
D3,i D3,i · · · D3,i
]
x(n), i = 1, . . . ,M − 1, (4.7)
STi(n) =
[
D4,i(n) D4,i(n) · · · D4,i(n)
]
x(n), i = 2, . . . ,M, (4.8)
BLi(n) = D5,i(n) x(n), i = 1, . . . ,M − 1, (4.9)
where D1(n), D2(n), D3,i(n), D4,i(n) and D5,i(n) are row vectors with βM−1, S, βi,
βi−1 and S entries, respectively, given by:
D1(n) =
[
0 pM(n+ 1)JβM−1−1
]
,
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D2(n) = p1(n+ 1)JS −D5,1(n),
D3,i =
[
0Jβi+1 1Jβi+1 · · · NiJβi+1
]
,
D4,i(n) =
[
pi(n+ 1)Jβi 0JNi−1βi
]
,
D5,i(n) =
[
d5,i,1(n) d5,i,2(n) · · · d5,i,S(n)
]
,
d5,i,j(n) =

pi(n+ 1)(1− pi+1(n+ 1) + d5,i+1,j(n)),
j = (r − 1)βi +Niβi+1 + 1, . . . , rβi,
r = 1, . . . , S/βi+1,
0, otherwise,
with d5,M,j(n) = 0, j = 1, . . . , S, and JK denoting the 1-by-K matrix of ones, i.e.,
JK =
[
1 1 · · · 1
]
.
4.4 Optimal Operation Schedule
4.4.1 Productivity-energy tradeoff
In a production system defined by assumptions (i)-(ix), it is intuitive and easy to
show that
• SPV is monotonically decreasing in Ton,i, and monotonically increasing in Toff,i,
i = 1, . . . ,M ;
• E is monotonically decreasing in Ton,i, and monotonically increasing in Toff,i,
i = 1, . . . ,M .
However, in general, average energy consumption per part, Ev, does not possess
monotonic properties with respect to Ton,i or Toff,i.
4.4.2 Constrained optimal schedule
In manufacturing practice, although reducing energy consumption is desirable, meet-
ing certain production demand is usually a hard requirement. Therefore, in this
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subsection, we use production volume as a constraint and have energy efficiency as
the optimization objective.
Consider a production line defined by assumptions (i)-(ix). Introduce the following
notions:
Production requirement (R): the shift production volume of the line, SPV , in
units of the largest possible shift production volume of the system for any machine
startup/shutdown schedule.
Clearly, due to the monotonicity properties of SPV described above, the largest
SPV is achieved when all machines are started at the beginning of the shift and
shut down at the end of the shift, i.e., when Ton,i = 0 and Toff,i = Tshift, for all i =
1, . . . ,M . We denote this shift production volume as SPVmax. Then, the production
requirement can be expressed as
R =
SPV
SPVmax
.
Optimal operation schedule under production requirement R: the machine startup
times Ton,R = [Ton,1,R, . . . , Ton,M,R] and shutdown times Toff,R = [Toff,1,R, . . . , Toff,M,R]
such that the production requirement R is achieved while the resulting Ev is mini-
mized.
Exact formulas for optimal operation schedule are all but impossible to derive.
Therefore, we propose the following iterative procedure based on greedy algorithm to
obtain a sub-optimal one:
Algorithm 1 : Given R ∈ (0, 1],
1) Set k = 0, Ton,i,R(k) = 0 and Toff,i,R(k) = Tshift, i = 1, . . . ,M . Define
Ton,R(k) = [Ton,1,R(k), . . . , Ton,M,R(k)] ,
Toff,R(k) = [Toff,1,R(k), . . . , Toff,M,R(k)] .
2) Using Recursive Procedure 1, evaluate the energy consumption per part and
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shift production volume under machine startup schedule Ton,R(0) and shutdown
schedule Toff,R(0), denoted as
Êv(Ton,R(0),Toff,R(0)),
ŜPV (Ton,R(0),Toff,R(0)),
and, therefore, ŜPV max = ŜPV (Ton,R(0),Toff,R(0)). In addition, denote the
“best-so-far” operations schedule and the corresponding performance measures
as:
Tbeston,R = Ton,R(0),
Tbestoff,R = Toff,R(0),
ŜPV best = ŜPV (Ton,R(0),Toff,R(0)),
Ebest = E(Ton,R(0),Toff,R(0)),
Êbestv = Êv(Ton,R(0),Toff,R(0)).
3) For all i ∈ {1, . . . ,M}, calculate
Êv(Ton,R(k) + ei,Toff,R(k)),
ŜPV (Ton,R(k) + ei,Toff,R(k)),
where ei is the 1-by-M row vector with the ith element equal to 1 and all others
0.
4) Determine the set, Son(k) ⊆ {1, . . . ,M}, of all machines that satisfy the follow-
ing condition:
ŜPV (Ton,R(k) + ei,Toff,R(k)) ≥ R · ŜPV max, ∀i ∈ Son(k).
If Son(k) is empty, then go to Step 7); otherwise, identify machine mj within
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Son(k) such that
Êv(Ton,R(k) + ej,Toff,R(k)) < Êv(Ton,R(k) + el,Toff,R(k)), ∀l 6= j, l ∈ Son(k).
In addition, if Êbestv > Êv(Ton,R(k)+ej,Toff,R(k)), then update the “best-so-far”
solution:
ŜPV best = ŜPV (Ton,R(k) + ej,Toff,R(k)),
Ebest = E(Ton,R(k) + ej,Toff,R(k)),
Êbestv = Êv(Ton,R(k) + ej,Toff,R(k)),
Tbeston,R = Ton,R(k) + ej,
Tbestoff,R = Toff,R(k).
Finally, let Ton,R(k) = Ton,R(k) + ej and continue to Step 5).
5) For all i ∈ {1, . . . ,M}, calculate
Êv(Ton,R(k),Toff,R(k)− ei),
ŜPV (Ton,R(k),Toff,R(k)− ei).
6) Determine the set, Soff(k) ⊆ {1, . . . ,M}, of all machines that satisfy the follow-
ing condition:
ŜPV (Ton,R(k),Toff,R(k)− ei) ≥ R · ŜPV max, ∀i ∈ Soff(k).
If Soff(k) is empty, then go to Step 7); otherwise, identify machine mj within
Soff(k) such that
Êv(Ton,R(k),Toff,R(k)− ej) < Êv(Ton,R(k),Toff,R(k)− el), ∀l 6= j, l ∈ Soff(k).
In addition, if Êbestv > Êv(Ton,R(k),Toff,R(k)−ej), then update the “best-so-far”
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solution:
ŜPV best = ŜPV (Ton,R(k),Toff,R(k)− ej),
Ebest = E(Ton,R(k),Toff,R(k)− ej),
Êbestv = Êv(Ton,R(k),Toff,R(k)− ej),
Tbeston,R = Ton,R(k),
Tbestoff,R = Toff,R(k)− ej.
Finally, let Toff,R(k) = Ton,R(k)− ej, update k = k + 1, and return to Step 3).
7) Let
ŜPV end = ŜPV (Ton,R(k),Toff,R(k)),
Eend = E(Ton,R(k),Toff,R(k)),
Êendv = Êv(Ton,R(k),Toff,R(k)),
Tendon,R = Ton,R(k),
Tendoff,R = Toff,R(k),
and terminate the algorithm.
After the algorithm is terminated, machine startup schedule Tbeston,R and shutdown
schedule Tbestoff,R represent the operations schedule that has the smallest Êv among all
schedules evaluated during the course of the algorithm, and thus, is adopted as the
final solution. Note that based on our observation, among all solutions visited in
Algorithm 1, operations schedule [Tendon,R T
end
off,R] is practically always the one that
leads to the ŜPV closest to the production requirement. However, this schedule does
not necessarily have the smallest Êv. Below, we refer to these two schedules as the
best solution and the ending solution of Algorithm 1.
It should be noted that in practice real-time feedback control-based scheduling
is more desirable than off-line optimization because the “optimized” solutions are
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usually sensitive to system parameters, which are often identified with errors. There-
fore, in the current paper, we do not pursue the optimality of the greedy algorithm
formulated above but rather use it to demonstrate the potential improvement in
energy-efficiency one can obtain by appropriately designing machine operation sched-
ule. Investigations of system structural properties and development of effective and
efficient feedback controllers as well as robust optimization algorithms are considered
as important directions of future work.
4.5 Case Study
4.5.1 Motivation
Studies have shown that approximately 60% of the total energy consumed in an
automotive assembly plant is used during the painting process (see [10]). Further
investigation indicates that most of this energy is used for heating, ventilation, and air-
conditioning (HVAC) in the booths and ovens of the paint shop (see [11]). In addition
to enormous amount of energy consumption, the painting process is a huge source of
greenhouse gas emissions as well. Indeed, during the painting process, considerable
amount of volatile organic compound (VOC) is generated and needs to be destructed
before being released to the environment [12]. Due to the importance of painting in
automotive assembly and its critical role in energy consumption, significant research
efforts have been dedicated to improving its productivity and quality performances
(see [42, 43, 44, 45]). From the energy perspective, [46] develops a control strategy
in order to reduce the HVAC utility in the paint booth of an automotive assembly
plant, while [47] presents several guidelines to improve energy efficiency in automotive
manufacturing industry. In addition, [66] uses linear programming to optimize the
environmental performance in passenger car coating process. Despite these studies,
the effects of operations schedule on paint shop productivity and energy performance
have not been investigated, and, thus, are discussed in this section.
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4.5.2 System parameters selection
To carry out the analysis, consider an 11-machine Bernoulli serial line defined by
assumptions (i)-(viii) with machine efficiencies, warm-up times, energy consumption
rates as well as buffer capacities and initial occupancies are given in Table 4.2. In
addition, assume that Tshift = 500 and α0 = 5. Note that these parameters are chosen
so that they reflect typical production scenario in automotive paint shops (see [11],
[42, 43, 44, 45]).
Table 4.2: Paint shop production system parameters
Machine pi Twarm,i αi Ni hi(0)
1 0.80 20 5 5 4
2 0.82 20 13 8 3
3 0.75 15 7 10 2
4 0.80 5 12 3 0
5 0.75 10 3 3 2
6 0.76 10 12 8 0
7 0.77 30 8 25 12
8 0.70 5 1 6 5
9 0.82 10 12 11 0
10 0.80 30 12 14 0
11 0.78 5 1 - -
Using Recursive Procedure, it can be obtained that ŜPV max = 328.15 (i.e., when
Ton,i = 0 and Toff,i = Tshift) and the corresponding total energy consumption and
energy consumption per job are E = 45586 and Êv = 138.92, respectively.
4.5.3 Effects of operations schedule on system performance
To illustrate the consequence of an ill-designed machine startup and shutdown sched-
ule, assume that the following machine operation schedule is used:
Ton = [2, 12, 16, 10, 25, 13, 20, 32, 5, 0, 3, 25],
Toff = [450, 463, 446, 497, 500, 477, 490, 483, 472, 490, 497]
(4.10)
The resulting transients of PR, CR and WIP are evaluated using Recursive Pro-
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cedure and simulations, and shown in Figure 4.1. Note that Recursive Procedure
still provides highly accurate estimation for the transients of the performance mea-
sures. Note also that under this machine startup/shutdown schedule, both PR(n)
and CR(n) exhibit strong oscillations at the beginning of the shift. Such oscillations
are due to machine starvations and blockages caused by the inappropriate operations
schedule. In addition, these oscillations will lead to unnecessary production losses and
wasted energy during transients. In fact, under the machine startup and shutdown
schedule above, the system performance can be obtained as follows:
ŜPV = 299.92, E = 42725, Êv = 142.47.
As one can see, the inappropriate machine startup and shutdown schedule leads
to less production and more energy consumption per job.
To obtain an energy-efficient operations schedule, Algorithm 1 can be applied.
Assume the shift production volume of 299.92 is required, i.e., the production re-
quirement is R = 0.914. Then, the best solution from Algorithm 1 for the system
under consideration is as follows:
ŜPV best = 306.31,
Ebest = 40442,
Êbestv = 132.03,
Tbeston,R = [16, 14, 17, 28, 24, 25, 13, 46, 43, 37, 75],
Tbestoff,R = [432, 437, 448, 459, 463, 464, 469, 496, 497, 498, 500].
Therefore, the total energy consumption and energy consumption per part are re-
duced by 5.34% and 7.33%, respectively, from those obtained under operation sched-
ule (4.10). The resulting transients of PR, CR, and WIP are shown in Figure 4.2.
As illustrated in the figure, the performance measures exhibit smoother transients
compared to those shown in Figure 4.1. Moreover, the best solution from Algorithm
45
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Figure 4.1: System performance under ill-designed operations schedule
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1 also reduces E and Êv by 11.3% and 4.96% from operations schedule Ton,i = 0,
Toff,i = Tshift, i = 1, . . . ,M . It should be pointed out that during 2000 about 60%
of the $700 million energy expenditures in 37 U.S. automotive assembly plants are
spent in painting processes. Thus, a 5% reduction in energy consumption will result
in a saving of more than half million dollars per year for each plant. Considering the
rapidly increasing energy prices during the past 10 years, the saving would be even
more remarkable in present days. Note also that this significant amount of savings is
achieved without any major equipment investment.
Finally, we investigate the productivity and energy performance measures, ob-
tained under the best and ending solutions of Algorithm 1, as functions of production
requirement R in Figure 4.3. As one can see, all three performance measures obtained
under the best solution of Algorithm 1 are monotonically increasing in R. For the
ending solution of Algorithm 1, however, the resulting ŜPV and E are monotonically
increasing in R, while Êv is non-monotonic. This is because, the best solution focuses
on achieving lower energy consumption per job, while the ending solution aims at
cutting the production volume as close to the requirement as possible. As a result,
although the ending solution can lead to a smaller total energy consumption when R
is below a certain level, it may suffer from a lower energy efficiency due to smaller
production volume. Thus, in production practice, the decision maker should not sim-
ply focus on cutting total energy consumption but should examine the overall energy
efficiency in terms of energy consumption per job.
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Figure 4.2: Transients of performance measures under improved operations schedule
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4.6 Summary
In this chapter, we study productivity and energy performance in Bernoulli serial
lines with machine startup and shutdown schedule. Since the system operates in
transient regimes, steady state analysis is not applicable. Using Markovian analy-
sis, closed-form expressions are provided to calculate the performance measures of
Bernoulli serial lines with time-dependent machine efficiencies, and a recursive pro-
cedure based on aggregation is developed. Based on this technique, the effects of
machine startup and shutdown schedule on system performances are discussed and a
greedy algorithm-based procedure for obtaining sub-optimal operations schedules is
formulated. Numerical results show that the operations schedule can lead to signifi-
cant improvements in energy efficiency.
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CHAPTER V
ORDER COMPLETION TIME IN BERNOULLI
SERIAL SYSTEMS
5.1 Introduction
This chapter addresses analytical evaluation of order completion time in multi-machine
serial production lines with Bernoulli reliability and finite buffer capacity using tran-
sient analysis of the systems.
5.2 Model and Performance Measures
5.2.1 Model description
The considered production system is illustrated in Figure 2.1 with assumptions (i)-
(vii) in Chapter II. An additional assumption is as follows:
(viii) All buffers are empty initially and all machines begin to work until a batch of
D products are produced and no products are left in the buffers.
Batch/lot-based production operations are widely used in various manufacturing
systems. However, due to its finite size, these production activities are operated
partially or entirely in the transient regime, and, therefore, steady state analysis is,
strictly speaking, not applicable and transient analysis of the system must be carried
out.
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5.2.2 Performance measures
The productivity performance measures of interest are:
• Production rate, PR(n): the expected number of finished parts produced by
mM during time slot n+ 1;
• Consumption rate, CR(n): the expected number of raw parts consumed by m1
during time slot n+ 1;
• Work-in-process, WIPi(n): the expected number of parts in buffer bi, i =
1, . . . ,M − 1, at the beginning of time slot n+ 1;
• Completion time, CT : the expected completion time of the batch.
5.3 Analysis
5.3.1 Linear approximation
We assume in this section that the Bernoulli line has identical capacity for each buffer
and identical efficiency for each machine. There is a special case that can be addressed
analytically, where D = 1, i.e., the batch contains only one product. Then we have
the following theorem:
Theorem 5.1. The completion time for Bernoulli serial lines with identical ma-
chines and buffers if D = 1 is
E(CT |D = 1) =
∞∑
i=0
(M + i)
(
M + i− 1
M − 1
)
pM(1− p)i. (5.1)
Proof. Note that N has no impact on CT in this case and the shortest possible
completion time is M . The probability mass function of CT is given by
P{CT = M + i} =
(
M + i− 1
M − 1
)
pM(1− p)i, i = 0, . . . ,∞.
Taking expectation of the probabilities proves the theorem. Besides, according to
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Figure 5.1: Linear relationship between D and CT in a 10-machine Bernoulli line with efficiency of
0.8 and buffer capacity of 4
the fact that
∞∑
i=0
(
M + i− 1
M − 1
)
(1− p)i = 1
1− (1− p)M , |1− p| < 1,
it can be proved without much effort that
∞∑
i=0
P{T = M + i} = 1.
A 10-machine Bernoulli line is provided to illustrate the probability mass function
of CT obtained from simulation (see Figure. 5.1). As expected, the probability mass
function has single mode with a heavy right tail. Systems with distinct machines and
buffers maintain similar properties.
For D > 1, simulation experiments show that CT is approximately linear in
D. As an illustration, Figure. 5.2 displays this relationship in the system as in
Figure 5.1. The linear relationship can be explained by PR. Research (see [4])
shows that Bernoulli serial systems have short transient period and PR enters steady
state quickly. Therefore, extra operation time needed for extra demands will be
approximately a linear function of PR in steady states (PRss).
Thanks to the linearity between D and CT , a lower bound of CT can be given by
a straight line
E(CT ) = kD + b,
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Figure 5.3: Lower bound of CT in the system as in Figure. 5.1
where k = 1
PRss
, b = E(CT |D = 1) − 1
PRss
, and E(CT |D = 1) is from equation 5.1.
It is intuitive and can be proved that intercept b converges to M − 1 as efficiency
approaches 1. Figure. 5.3 is an example of this linear approximation.
The reason that the line is a lower bound of CT is intuitive. At the beginning
of the production, PR increases from zero to steady state level due to initial empty
buffer occupancy. As a result, the reciprocal of PR, i.e., the slope of the line, is
greater than that in actual line at the beginning. The lower bound also indicates
production loss during transient period resulting to longer CT .
The difference between actual CT and lower bound of CT worths our attention.
Two additional Bernoulli lines are provided for illustrations in Figure. 5.4. The first
line (top in Figure. 5.4) has 15 machines with efficiency of 0.7 and buffer capacity of
3. The second line (bottom in Figure. 5.4) has 20 machines with efficiency of 0.9 and
buffer capacity of 2. Table 5.1 summarizes differences between actual CT and lower
bound of CT for different D in absolute errors and relative errors.
Experiments show that if D is large, or the system enters steady state quickly,
i.e., with small M and/or greater pi, the relative disparity between actual and lower
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Figure 5.4: Lower bounds in two additional lines
Table 5.1: Difference between actual CT and lower bound of CT (relative errors in parentheses)
Line D = 10 D = 20 D = 50 D = 100 D = 200
1 5 (17%) 7 (16%) 10 (11%) 12 (8%) 14 (4%)
2 10 (22%) 13 (19%) 17 (14%) 19 (9%) 23 (6%)
3 4 (11%) 6 (12%) 8 (9%) 10 (6%) 12 (4%)
bound CT will become small and the lower bound could be an acceptable estimate
of CT if accuracy is not highly required.
The major advantage of the lower bound is that, since all values can be obtained
by formulas, the computation burden is much less than simulation and aggregation
technique introduced later, especially for large D.
5.3.2 Recursive aggregation approximation
Obviously CT can be obtained using simulation. However, due to long simulation
time, this method cannot satisfy real time analysis, control or scheduling optimization.
We propose an estimate method based on recursive aggregation technique. In this
method, a virtual machine m0 and a virtual buffer b0 are added to the beginning of
the Bernoulli line, with M + 1 machines and M buffers in total in the system, as
shown in Figure. 5.5. The virtual machine has efficiency of 0 all the time and the
virtual buffer has initial occupancy of D.
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Figure 5.5: Bernoulli serial line with virtual machine and buffer
To approximate the steady state performance of Bernoulli serial lines, a recur-
sive aggregation procedure has been developed in [4], which is extended to evaluate
transient period performance of Bernoulli serial lines in [67].
The system as in Figure. 5.1 with D = 100 is used to compare performance
measures in simulation and aggregation. PR(n) and CR(n) are compared in Figure.
5.6 while their relative errors, defined as follows, are shown in Figure. 5.7:
εPR(n) =
P̂R(n)− PR(n)
PRss
· 100%,
εCR(n) =
ĈR(n)− CR(n)
CRss
· 100%,
where P̂R(n) is estimated from aggregation and PR(n) from simulation. The same
notation applies to CR(n) in the definition. PRss = CRss = 0.7106 in this system.
The total work in process WIP (n), defined as follows, and WIP1, WIP5, WIP9 are
compared in Figure. 5.8:
WIP (n) =
M−1∑
i=1
WIPi(n)
The aggregation approach works very well before the virtual buffer depletes, but
it differs from simulation since then, except WIP (n). However, since we focus on
average completion time rather than the performance during the production duration,
such distortion does not impact this method significantly.
There is an issue that needs to address: how to cut off the line to obtain CT?
Ideally we wish to find a time slot n∗ so that the sum of production rate from time
slot 0 to n∗ is equal to D, which is almost impossible and inappropriate, since PR will
approach zero but is almost always greater than zero. Therefore we need to provide
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Figure 5.7: Relative errors in simulation and aggregation in the system as in Figure. 5.1
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Figure 5.8: WIP comparison in simulation and aggregation in the system as in Figure. 5.1
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Table 5.2: Parameters and values in cutoff experiment
Parameter Value Set
M {5, 10, 15, 20, 25, 30}
N {2, 4, 6}
p {0.7, 0.8, 0.9}
D {30, 60, 100, 150, 200}
Table 5.3: Proposed cutoffs
D (1,50) [50,100] (100,∞)
Cutoff 97% 98.5% 99%
cutoff criteria, such as 99%, 99.5%, etc., of D, to obtain expected completion time.
Let r denote the cutoff, then the CT is the smallest n∗ such that
n∗∑
n=0
P̂R(n) ≥ D · r.
In order to investigate the relation between cutoff criteria and CT , experiment
with 3,000 lines was conducted with parameters shown in Table 5.2.
Based on experiment, we propose appropriate cutoffs in Table 5.3, whose feasibility
is evaluated by
εr =
| ĈT − CT |
CT
· 100%.
The experiment result is summarized in Figure. 5.9. 52% of εr are less than 1%
and 94% are less than 3%, which is acceptable considering relatively small D (less
than 200). Another experiment allowing distinct machines and distinct buffers shows
similar accuracy.
Another experiment was conducted to test the proposed cutoff accuracy in more
general Bernoulli systems. In these systems, the buffer capacities can be different from
each other, and the efficiencies for each machine at each time slot can be different too,
i.e., pi(n) is randomly chosen from 0.7 to 0.99 for any i and any n. Buffer capacity
can be different from each other, i.e., Ni is randomly chosen in the integer set from 2
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Figure 5.9: Errors in aggregation with identical machines and buffers
Table 5.4: Parameters and values in cutoff test in general cases
Parameter Value Set
M [5 40]
Ni [2 6]
pi(n) [0.7 0.99]
D [20 300]
to 6 for any i. System parameters and value set are shown in Table 5.4. 10,000 lines
are included in this experiment.
The experiment result is summarized in Figure. 5.10, which shows that 93% of
the errors are within 2%. This is an acceptable result since the system parameters
obtained from facilities normally contains around 5% of discrepency. The experiment
also shows that small D leads to lowest accuracy.
As an illustration, Figure. 5.11 shows the best cutoff, i.e., under which CT is
equal to that in simulation, in a 10-machine line. In the figure, best cutoff increases
fast from D = 1 to around D = 50, which slows down while D ≥ 50 and almost
remains flat for D > 100. This is why D is broke into three intervals. Of course,
the proposed cutoffs do not guarantee the best result and other cutoffs with more
breakdown intervals for D will provide better results. However, they are simple and
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Figure 5.10: Errors in aggregation in general systems
provide acceptable level of accuracy.
There are two advantages in this method. The first one is that it can apply to
systems with distinct machines and buffers which are seen more often in practice.
Besides, it can also apply to systems with time varying parameters. The second
one is that it requires less computation time than simulation for small D, say, less
than 100. However, when D is much larger, the computation time is higher than
simulation.
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Figure 5.11: Best cutoff in 10-machine systems
5.4 Structural Properties
5.4.1 Reversibility
Consider a Bernoulli serial line L and its reverse Lr (see Figure. 5.12), experiments
support the following numerical fact:
Numerical Fact 5.1. The performance measures of a serial Bernoulli line, L,
and its reverse, Lr, are related as follows:
PRL(n) = PRLr(n), CTL = CTLr .
Justification: Two experiments, each with 10,000 lines, are conducted to justify
the reversibility, one in simulation and the other in aggregation, with parameter values
Figure 5.12: M -machine Bernoulli serial line and its reverse
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Figure 5.13: Reversibility test in simulation (left) and aggregation (right)
Table 5.5: Parameters and values in reversibility test
Parameter Value Set
M [3 40]
Ni [2 6]
pi(n) [0.5 0.99]
D [20 300]
in Table 5.5. Figure. 5.13 summarizes the relative errors in simulation aggregation,
whose values are calculated similarly in Figure. 5.10.
Results show that in simulation the error is almost less than 0.00% and the largest
error is about 0.06%; while in aggregation, the error is within 0.01% in most cases,
the largest error is 6.15% and only 425 lines have errors greater than 2%, which are
4.25% of total lines. Note that other performance measures do not hold this property.
As an illustration, obtained from simulation, performance measures of a 8-machine
line with D = 82 are shown in Figure. 5.14 and its reverse in Figure. 5.15. Original
line’s parameters are as follows:
N = {4, 6, 3, 4, 6, 3, 5},
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Figure 5.14: PR and CR of a 8-machine line and its reverse in simulation
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Figure 5.15: WIP of a 8-machine line and its reverse in simulation
p = {0.81, 0.58, 0.60, 0.58, 0.77, 0.71, 0.71, 0.51}.
The illustration verifies that PRL(n) = PRLr(n), which leads to CTL = CTLr .
Another serial line using aggregation is shown in Figure. 5.16 and Figure. 5.17 with
parameters as follows:
M = 10, D = 100, N = {2, 6, 6, 5, 2, 2, 2, 5, 2, 4},
p = {0.72, 0.87, 0.97, 0.78, 0.67, 0.85, 0.88, 0.56, 0.57, 0.62}.
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Figure 5.16: PR and CR of a 10-machine line and its reverse in aggregation
The same disparity occurs again when virtual buffer depletes. However, applying
the proposed cutoff, original line’s CT is 220, while the CT of its reverse is 222, with
relative error of (222−220)/220 = 0.9%. Note that original line’s CT in Figure. 5.14
is 343.01 and the CT of its reverse is 343.12, with relative error of 0.03%. Also note
that in both systems, with CT and system components unchanged, thanks to lower
WIP , their reverses are preferable to the original systems.
5.4.2 Monotonicity
In a production system defined by assumptions (i)-(vii), it is intuitive and supported
by experiments that:
• CT strictly monotonically decreasing in p;
• CT strictly monotonically decreasing in N and the decreasing rate slows down
very quickly.
As an illustration, Figure. 5.18 shows the sensitivity of CT to buffer capacity and
machine efficiency in a 10-machine system with D = 50.
The monotonicity property provides evaluation information to managers on sys-
tem improvement. Take the system in Figure. 5.18 as an example and assume that
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Figure 5.17: WIP of a 10-machine line and its reverse in aggregation
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Figure 5.18: CT sensitivity to buffer capacity and machine efficiency
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currently p = 0.8 and N = 2, which results to CT = 97. Increasing machine efficien-
cies to 0.9 can reduce CT to 78; however, increasing buffer size to 4 only reduce CT
to 95, and further buffer size increasing does not lead to noticeable CT reduction.
Therefore, investment in machines rather than buffers results to higher payback in
terms of CT .
5.5 Summary
This chapter investigates the expected order completion time in a multi-machine
Bernoulli serial line with unreliable machines and finite buffer capacity.
Special case with D = 1 is discussed and closed form formulas are provided.
Then a lower bound of CT is provided for D > 1 cases. A method based on recursive
aggregation technique by adding a virtual machine and a virtual buffer to the system is
developed to approximate CT . Appropriate cutoffs for this method are also provided.
Experiments show that this method maintains high accuracy and can be extended
to Bernoulli lines with distinct machines and buffers. The structural properties,
including reversibility and monotonicity, are also discussed at the end.
Therefore, this chapter provides technique to obtain order completion time and
insights on its reversibility and monotonicity, with which production operators and
managers can control and plan production more effectively to increase productivity,
satisfy customer demand, and/or reduce energy consumption.
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CHAPTER VI
GEOMETRIC TO BERNOULLI SYSTEMS
TRANSFORMATION
6.1 Introduction
It is easy to show that a geometric serial line is also characterized by a Markov chain
and similar approach can be applied to derive the performance evaluation formulas.
However, since geometric machines have one-step memory, an M-machine geometric
serial line has a total of 2M
∏M−1
i=1 (Ni+1) states, which is larger than a Bernoulli one.
Therefore, exact evaluation of geometric serial lines using closed-form expressions is
not pursued here. Instead, we approximate its performance measures by transforming
the system into a Bernoulli line. If the transformation maintains acceptable accuracy,
then we can apply the aggregation-based performance evaluation technique for the
transformed Bernoulli line and approximate the transients of the original geometric
line.
6.2 Method One
6.2.1 Methodology
For simplicity, we first consider the following M -machine geometric serial line:
• All the M ≥ 2 geometric machines are identical, i.e., they have the same P and
R;
• All the M − 1 buffers are identical, i.e., they have the same buffer capacity;
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• All machines are down and all buffers are empty initially.
We are looking for approximated production rate in Bernoulli lines (PRB), to
estimate production rate in geometric lines (PR). Therefore, the corresponding char-
acteristics in Bernoulli lines, pB, NB and τB need to be estimated so that the PR(n)
and PRB(n) are sufficiently close to each other.
The idea behind this method is to equalize the average downtime protection for the
two systems. Specifically, note that 1
R
and 1
pB
are the average downtime for geometric
and Bernoulli models, respectively. Then N1
R
or equivalently N × R measures how
many downtimes can be protected by the buffer on average. In Bernoulli model, this
corresponding value is NB × pB. To equalize the two systems, this value should be
equal. Thus, the corresponding Bernoulli line can be defined by, if N×R
pB
= N∗ is an
integer:
pB =
R
P +R
,
NB = N∗ + 1,
or, otherwise,
pB =
R
P +R
,
NB = dN∗e+ 1,
The extra unit buffer capacity is inspired by [4] and experiments show that this
transformation receives higher accuracy than that without the extra capacity.
Let e denote the machine efficiency in geometric lines. Then pB = e, i.e., both
geometric and Bernoulli machines have identical efficiencies. pB and e will be used
interchangeably in the following.
It is easy to calculate all the steady state performance measures of geometric and
Bernoulli lines, PRss, WIPss, and PR
B
ss, WIP
B
ss , respectively, which are assumed to
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be known. Then the production rate and total work-in-process during transient can
be characterized by normalized values. In the research, we divide the transient PR
and WIP by PRss and WIPss, respectively, to obtain the corresponding normalized
values. The closeness of PR and WIP between these two lines can be proved by
the closeness of the normalized values. We will still use PR and WIP to denote the
normalized values in the following for convenience.
However, experiments show that this method does not work so well regarding
WIP . Therefore we will only discuss PR approximation.
Note that the original and the transformed lines have different scale of the time
axis. For all non-zero PR and WIP , one time slot in the Bernoulli line is equivalent
to r = pB/R time slots in the geometric line. For example, assume that we obtain
the following PR for a transformed 5-machine Bernoulli line in the first 7 time slots:
PRB = [0 0 0 0 0.1 0.2 0.25]
Then we can obtain the PR for a 5-machine geometric line in the first 5 time slots:
PR = [0 0 0 0 0.1]
To obtain other PR in time slots followed, we need to know r to adjust the time
axis and the values. Assume that r = 2.5. Then the time slot 6 in Bernoulli line will
be time slot 5 + (6 − 5) × 2.5 = 7.5 in geometric line, and similarly time slot 7 in
Bernoulli line will be time slot 5 + (7 − 5) × 2.5 = 10 in geometric line. To obtain
PR(6), we apply linear interpolation:
PR(6) = PRB(5)× 7.5− 6
2.5
+ PRB(6)× 6− 5
2.5
Similarly we can approximate other PR(n). In this example,
PR = [0 0 0 0 0.1 0.12 0.16 0.21 0.23 0.25]
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Then there are 10 time slots in geometric line now.
6.2.2 Experiment
Case of integer N∗
The following parameters will impact or decide the accuracy of this method:
M, N, pB, r
To observe to what extend each parameter/factor will impact the accuracy and
which is the key impact factor, we design the following simulation experiments with
C++ programming:
M ∈ {5, 10, 15}, N ∈ {16, 24, 32}, pB ∈ {0.75, 0.85, 0.95}, r ∈ {2, 4, 8}
Therefore, there are 3 × 3 × 3 × 3 = 81 lines in total. We will monitor the PR
during transient and the corresponding average (absolute value of) difference between
the two lines and its standard deviation.
In the experiment, transient performance measures are obtained from time slot 0
to time slot 1,000 with 50,000 iterations, and steady state performance measures are
obtained from time slot 200,000 to time slot 300,000 with 20 iterations.
Note that NB ∈ {3, 4, 5, 7, 9, 13, 16}, more than twice of the average downtime of
Bernoulli lines, and
R ∈ {0.0938, 0.1063, 0.1187, 0.1875, 0.2125, 0.2375, 0.3750, 0.4250, 0.4750},
P ∈ {0.0063, 0.0125, 0.0188, 0.0250, 0.0313, 0.0375, 0.0625, 0.0750, 0.1250}.
Let us visually check the accuracy of the approximation of two individual lines in
Figure 6.1. The errors in the figure is the difference between PR(n) and PRB(n).
The PR approximation works well, normally within 2%. The noticeable fluc-
tuations in the very beginning of the shift are partially due to small absolute PR
values.
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Line 1: M = 5, N = 16, N∗ = 9, r = 2, e = 0.75
Line 2: M = 5, N = 32, N∗ = 17, r = 2, e = 0.95
Figure 6.1: Examples with small disparity for integer N∗
However, in some other systems, the approximation does not produce such ac-
ceptable results, two of which are shown in Figure 6.2.
Although there exists more discrepancy, the errors are still within 8% most of
the time. Significant disparity may be due to more machines, larger buffer capacities
and/or lower efficiencies, i.e., slower transients.
Case of non-integer N∗
The system parameters values in this experiment is as follows:
M ∈ {5, 10, 15}, N ∈ {10, 20, 40}, pB ∈ {0.75, 0.85, 0.95}, r ∈ {1.2, 5.5, 9.8}
There are 3× 3× 3× 3 = 81 lines in total as well. Other experiment parameters
are the same with integer case, such as the iterations and time slots.
In this case, for simplicity, we denote NB the smaller Bernoulli buffer capacity,
since the other Bernoulli buffer capacity can be obtained easily by adding one to
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Line 1: M = 15, N = 32, N∗ = 9, r = 4, e = 0.85
Line 2: M = 15, N = 32, N∗ = 9, r = 8, e = 0.75
Figure 6.2: Examples with large disparity for integer N∗
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it. Then NB ∈ {2, 3, 4, 5, 8, 9, 17, 34}, more than twice of the average downtime of
Bernoulli lines.
R ∈ {0.0765, 0.0867, 0.0969, 0.1364, 0.1545, 0.1727, 0.6250, 0.7083, 0.7917},
P ∈ {0.0051, 0.0091, 0.0153, 0.0255, 0.0273, 0.0417, 0.0455, 0.1250, 0.2083}.
Again, let us take a look at two lines (see Figure 6.3) and visually check the
accuracy first.
Line 1: M = 5, N = 10, N∗ = 10, r = 1.2, e = 0.75
Line 2: M = 15, N = 20, N∗ = 18, r = 1.2, e = 0.95
Figure 6.3: Examples with small disparity for non-integer N∗
PR approximation works well in these lines, with errors normally within 2%.
However, there exist some not so good examples (see Figure 6.4).
Experiments are conducted to check how the approximation responds to the
change of each parameter. The results are shown in Figure 6.5 with integer N∗
and in Figure 6.6 with non-integer N∗.
Based on the observations above, we have the following conjectures:
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Line 1: M = 10, N = 40, N∗ = 9, r = 5.5, e = 0.85
Line 2: M = 15, N = 40, N∗ = 6, r = 9.8, e = 0.75
Figure 6.4: Examples with large disparity for non-integer N∗
Figure 6.5: Parameters effect in approximation for integer N∗
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Figure 6.6: Parameter effects in approximation for non-integer N∗
• Approximation performance is monotonically decreasing in M ;
• Approximation performance is monotonically decreasing in N ;
• Approximation performance is monotonically increasing in e;
• Approximation performance is monotonically decreasing in r, especially for very
small r.
The summary for this method is that for small M , small N , large e, and/or large
r, i.e., short transient period, this approximate provides acceptable level of accuracy.
In those cases the method does not work well, further modification and improvement
are needed.
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6.3 Method Two
6.3.1 Methodology
This method is inspired by [4]. Assume all machines have identical efficiency and
initial (up or down) status, and all baffurs have identical capacity and level initial
occupancy h0. Then for n = 0, 1, 2, · · · ,
PR(n) =

0, if PRB(n) = 0;
PRB(n)× (1 + ∆
e
λ(n−k+1))M , if PRB(n) > 0;
where λ = 1−P−R, the second largest eigenvalue (SLE); k is the smallest number
of n such that PRB(n) > 0; r = e/k; and
∆ =

1− e, if machines are initially up;
−e, if machines are initially down.
The initial buffer occupancy in corresponding Bernoulli lines, hB0 , is estimated in
three conjectures:
hB0 = bh0r c, hB0 = dh0r e, hB0 = dh0r e+ 1,
where bxc calculates the biggest integer that is not greater than x and dxe the smallest
integer that is not less than x.
6.3.2 Experiment
Figure 6.7 are some examples of test results if machines are initially down using the
three approximations. PR and PRB are normalized, i.e.,
PR = PR
PRss
, PRB = PR
B
PRBss
.
Note that PRss ≈ PRBss.
Figure 6.8 are examples if machines are initially up.
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Line 1: M = 5, N = 12, h0 = 9, r = 4, e = 0.55
Line 2: M = 15, N = 12, h0 = 9, r = 4, e = 0.55
Line 3: M = 10, N = 18, h0 = 9, r = 6, e = 0.75
Figure 6.7: Examples for machines initially down
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Line 1: M = 5, N = 18, h0 = 9, r = 4, e = 0.55
Line 2: M = 15, N = 12, h0 = 9, r = 6, e = 0.55
Line 3: M = 10, N = 12, h0 = 6, r = 6, e = 0.55
Figure 6.8: Examples for machines initially up
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Other examples show similar disparity during transient period. Further investi-
gation shows that the third conjecture works better than the other two.
The summary for this method is that it does not estimate PR with acceptable
accuracy. Further modification and improvement are needed and will be future work.
6.4 Summary
This chapter investigates two methods to transform Geometric lines to Bernoulli lines
to estimate PR. When the transient period is short, Method One maintains high
accuracy; otherwise, the accuracy will be reduced. However, Method Two in general
does not maintain high accuracy. Further modifications are needed to improve the
approximation.
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CHAPTER VII
TRANSIENT ANALYSIS OF SERIAL
PRODUCTION LINES WITH GEOMETRIC
MACHINES
7.1 Introduction
Transients of serial production lines with finite buffers and unreliable machines have
only received some preliminary studies in a few recent publications. Applications of
Bernoulli line transient analysis have been reported in [49], [68] and [69]. In particular,
[69] extended the algorithm developed in [70] to Bernoulli serial lines with time-
varying machine parameters. Despite these important results regarding production
system transients, it should be noted that most of the analytical studies described
above are only for systems with machines having the Bernoulli reliability model,
which is applicable only in the cases where the machine downtime is, on the average,
comparable to its cycle time. Although [45] attempted to study the transient behavior
of serial lines with machines having the geometric reliability model, the results were
limited to the case of two-machine lines only. For longer lines, to the best of our
knowledge, no analytical methods have been developed for analysis of their transient
behavior, and simulation remains as the only tool for this purpose. Thus, the goal
of this chapter is to derive analytical models that describe the transients of serial
production lines with finite buffers and machines having the geometric reliability
model, and to develop analytical methods for their performance evaluation during
transients.
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7.2 Transient Performance of Individual Geomet-
ric Machines
Individual geometric machine with constant parameters: As it was men-
tioned above, transient analysis of individual geometric machines with constant pa-
rameters has been carried out in [45]. Since the performance evaluation method
derived is the foundation of the study in the chapter, we briefly review it below.
The state transition diagram for an individual geometric machine is shown in
Figure 7.1. Let xi(n), i ∈ {0 = down, 1 = up}, denote the probability that the
Figure 7.1: State transition diagram of a geometric machine
machine is in state i during time slot n, i.e., xi(n) = Prob[s(n) = i]. Clearly, the
system is characterized by a two-state ergodic Markov chain and the evolution of
state vector x(n) = [x0(n) x1(n)]
T can be described by
x(n+ 1) = A1x(n), x0(n) + x1(n) = 1, (7.1)
where
A1 =
 1−R P
R 1− P
 . (7.2)
The production rate and consumption rate of an individual machine can be calculated
as:
PR(n) = CR(n) = x1(n) = [0 1]x(n) = [0 1]A
n
1x(0), (7.3)
which are both linear in machine state x(n).
As an illustration, consider a geometric machine with breakdown probability P =
81
0.05 and repair probability R = 0.2. The transients of the system state and the
performance measures are given in Figures 7.2 and 7.3, assuming the machine is
initially down and up, respectively. As one can see, the initial condition of a machine
has strong impact on system transients − which may result in production loss (see
Figure 7.2) or production gain (see Figure 7.3).
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(a) Transients of xi(n) (b) Transients of PR(n) and CR(n)
Figure 7.2: Transients of an individual geometric machine when it is initially down
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Figure 7.3: Transients of an individual geometric machine when it is initially up
Individual geometric machine with time-varying parameters: When the
parameters of a geometric machine change over time, the system is characterized by
a two-state inhomogeneous Markov chain. Let P (n) and R(n) denote the breakdown
and repair probabilities of a geometric machine during time slot n, respectively. Then,
the state transition diagram for such an individual geometric machine is shown in
Figure 7.4.
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Figure 7.4: State transition diagram of geometric machine with time-varying parameters
Again, let xi(n), i ∈ {0, 1}, be the probability that the machine is in state i during
time slot n. Then, the evolution of the state vector x(n) = [x0(n) x1(n)]
T is given by
x(n+ 1) = A1(n)x(n), x0(n) + x1(n) = 1, (7.4)
where
A1(n) =
 1−R(n) P (n)
R(n) 1− P (n)
 . (7.5)
The production rate and consumption rate of this individual machine can be calcu-
lated as:
PR(n) = CR(n) = x1(n) = [0 1]x(n) = [0 1]A1(n− 1) · · ·A1(0)x(0). (7.6)
As an illustration, consider a geometric machine with time-varying breakdown
probability and repair probabilities depicted in Figure 7.5. The transients of the
system state and its performance measures are provided in Figures 7.6 and 7.7 for
different machine initial conditions.
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Figure 7.5: Breakdown and repair probabilities of a geometric machine as functions of time n
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Figure 7.6: Transients of an individual geometric machine with time-varying parameters when it is
initially down
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Figure 7.7: Transients of an individual geometric machine with time-varying parameters when it is
initially up
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In the next section, we will use the results on individual geometric machine with
time-varying parameters to describe the transient behavior of two-machine geometric
lines.
7.3 Transient Performance of Two-Machine Geo-
metric Lines
7.3.1 Mathematical analysis
Consider a two-machine geometric line illustrated in Figure 7.8. It is easy to show
Figure 7.8: Two-machine geometric serial line
that the system is characterized by an ergodic Markov chain. In addition to machine
state si(n), let h(n) denote the number of parts in the buffer at the beginning of time
slot n. Then, the state of the Markov chain is defined by a triple (s1(n), s2(n), h(n)),
where s1(n), s2(n) ∈ {0, 1} and h(n) ∈ {0, 1, . . . , N}. Clearly, the system has a total
of 4(N + 1) states. To calculate the transition probabilities among these states, we
arrange the states in the following manner: Let r(s1, s2, h) denote the order number
of state (s1, s2, h), s1, s2 ∈ {0, 1}, h ∈ {0, 1, . . . , N}. Define:
r(s1, s2, h) = 4h+ 2s1 + s2 + 1. (7.7)
Then, the arrangement of the 4(N + 1) system states can be summarized in Table
7.1. In other words, each system state is assigned a unique number ranging from 1
to 4(N + 1). For example, State 1 is when both machines are down and the buffer is
empty, while State 4(N + 1) is when both machines are up and the buffer is full.
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Table 7.1: Arrangement of the system states (k = 0, 1, . . . , N)
State number (r) s1 s2 h
4k + 1 0 0 k
4k + 2 0 1 k
4k + 3 1 0 k
4k + 4 1 1 k
Note that the transition of h(n) is deterministic given s1(n) and s2(n):
h(n+1) = h(n)−s2(n) min {h(n), 1}+s1(n) min {N − h(n) + s2(n) min {h(n), 1} , 1} .
(7.8)
The transitions of si(n)’s, on the other hand, are probabilistic based on (2.1). There-
fore, we can examine each of the 4(N + 1) states, then, based on (7.8), identify all
possible destination states after one time slot by enumerating all four combinations
of s1(n) and s2(n), and, finally, calculate the corresponding transition probabilities
using (2.1). Let A2 denote the transition probability matrix obtained and let xi(n),
i ∈ {1, 2, . . . , 4(N + 1)}, denote the probability that the system, i.e., the Markov
chain, is in state i during time slot n. Then, the evolution of the system state,
x(n) = [x1(n) x2(n) . . . x4(N+1)(n)]
T , is given by
x(n+ 1) = A2x(n),
4(N+1)∑
i=1
xi(n) = 1. (7.9)
Then the performance measures of the two-machine geometric line system can be
calculated as follows:
PR(n) = Prob[m2 is up and buffer b is not empty during time slot n]
= C1x(n) = [C1,0 C1,1 . . . C1,N ]x(n),
CR(n) = Prob[m1 is up and not blocked during time slot n]
= C2x(n) = [C2,0 C2,1 . . . C2,N ]x(n),
WIP (n) = C3x(n) = [C3,0 C3,1 . . . C3,N ]x(n), (7.10)
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ST2(n) = C4x(n) = [C4,0 C4,1 . . . C4,N ]x(n),
BL1(n) = C5x(n) = [C5,0 C5,1 . . . C5,N ]x(n),
where
C1,0 = [0 0 0 0], C1,i = [0 1 0 1], i = 1, . . . , N,
C2,N = [0 0 0 1], C2,i = [0 0 1 1], i = 0, . . . , N − 1,
C3,i = [i i i i], i = 0, . . . , N, (7.11)
C4,0 = [0 1 0 1], C4,i = [0 0 0 0], i = 1, . . . , N,
C5,N = [0 0 1 0], C5,i = [0 0 0 0], i = 0, . . . , N − 1.
Therefore, all these performance measures are linear in system state x(n).
As an illustration, consider a two-machine geometric line machine and buffer pa-
rameters:
P1 = 0.05, R1 = 0.2, P2 = 0.04, R2 = 0.15, N = 5.
Assume that both machines are initially down and the buffer is initially empty. The
transients of the performance measures of this system are illustrated in Figure 7.9.
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Figure 7.9: Transients of a two-machine geometric line
Finally, for systems with machines having time-varying parameters, the evolution
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of the system state, x(n), is given by
x(n+ 1) = A2(n)x(n),
4(N+1)∑
i=1
xi(n) = 1, (7.12)
where transition probability matrix A2(n) can be calculated using the same method
described above, but with Pi and Ri replaced by Pi(n) and Ri(n), respectively.
7.3.2 Equivalent aggregation
At the input end of a two-machine geometric serial line, the consumption of raw
materials is characterized by the joint effect of machine m1 and its blockage due to
downstream failures. In other words, we can view the raw materials as being con-
sumed by a “modified” version of m1 with the effects of both buffer b and machine m2
included. We referred to this as backward aggregation (since the buffer and machine
m2 are aggregated with and into m1 in the backward direction of the parts flow),
and refer to the modified m1 as m
b
1, where superscript b stands for “backward” (see
Figure 7.10(a)). Similarly, at the output end, the production of finished parts is char-
acterized by machine m2 and its starvation due to upstream failures. We aggregate
machine m1 and the buffer with m2 in the forward aggregation and obtain a modified
version of the second machine, mf2 , where superscript f stands for “forward” (see
Figure 7.10(b)).
(a) Backward aggregation (b) Forward aggregation
Figure 7.10: Equivalent aggregation of a two-machine geometric line
Since both m1 and m2 are geometric machines, we assume that the two aggregated
machines mb1 and m
f
2 are also geometric. However, due to system transients, the
parameters of mb1 and m
f
2 may change over time. Therefore, we let P
b
1 (n), R
b
1(n),
P f2 (n), andR
f
2(n) denote “breakdown” and “repair” probabilities ofm
b
1 andm
f
2 during
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time slot n, respectively. Then, based on the definition of a geometric machine, the
breakdown probability of machine mf2 is defined by
P f2 (n) = Prob[m
f
2 is down in time slot n+ 1|mf2 is up in time slot n]
= Prob[System doesn’t produce in time slot n+ 1|System produces a part
in time slot n]
=
∑
i∈Inp
∑
j∈Ip A2,ijxj(n)
PR(n)
,
where A2,ij is the element in the ith row and jth column of matrix A2, and Ip and
Inp are sets containing the indices of states in which the system produces and does
not produce a part in a time slot, respectively. Clearly, the indices contained in Ip
correspond to the 1-entries in C1, while the indices in Inp correspond to the 0-entries
in C1. Therefore, the numerator of the expression above is equal to the probability
that the system produces a part in time slot n and does not produce in time slot
n+ 1. Similarly, the repair probability of machine mf2 can be calculated as
Rf2(n) = Prob[m
f
2 is up in time slot n+ 1|mf2 is down in time slot n]
= Prob[System produces a part in time slot n+ 1|System doesn’t produce
in time slot n]
=
∑
i∈Ip
∑
j∈Inp A2,ijxj(n)
1− PR(n) .
The same approach also applies to the breakdown and repair probabilities of mb1,
which can be calculated as
P b1 (n) = Prob[m
b
1 is down in time slot n+ 1|mb1 is up in time slot n]
= Prob[System doesn’t consume in time slot n+ 1|System consumes a part
in time slot n]
=
∑
i∈Inc
∑
j∈Ic A2,ijxj(n)
CR(n)
,
89
Rb1(n) = Prob[m
b
1 is up in time slot n+ 1|mb1 is down in time slot n]
= Prob[System consumes a part in time slot n+ 1|System doesn’t consume
in time slot n]
=
∑
i∈Ic
∑
j∈Inc A2,ijxj(n)
1− CR(n) ,
where Ic and Inc denote the indices of states in which the system consumes and does
not consume a raw part in a time slot, respectively. In other words, the indices
contained in Ic correspond to the 1-entries in C2, while the indices in Inc correspond
to the 0-entries in C2.
With the breakdown and repair probabilities of mb1 and m
f
2 calculated, we are now
able to study their transient behavior using the results described in Section 7.2. Let
xfi (n), i ∈ {0 = down, 1 = up}, denote the probability that the aggregated machine
mf2 is in state i during time slot n. Thus, m
f
2 being up implies that the two-machine
line produces a finished part during this time slot. Then, the evolution of the vector
xf (n) = [xf0(n) x
f
1(n)]
T can be expressed as
xf (n+ 1) = Af1(n)x
f (n),
where
Af1(n) =
 1−Rf2(n) P f2 (n)
Rf2(n) 1− P f2 (n)
 ,
xf (0) = [1− PR(0) PR(0)]T .
Similarly, let xbi(n), i ∈ {0 = down, 1 = up}, denote the probability that aggregated
machine mb1 is in state i during time slot n. Thus, m
b
1 being up implies that the
two-machine line consumes a raw part during this time slot. Then, the evolution of
the vector xb(n) = [xb0(n) x
b
1(n)]
T can be expressed as
xb(n+ 1) = Ab1(n)x
b(n),
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where
Ab1(n) =
 1−Rb2(n) P b2 (n)
Rb2(n) 1− P b2 (n)
 ,
xb(0) = [1− CR(0) CR(0)]T .
Theorem 7.1. Consider a two-machine geometric line and its equivalent repre-
sentations resulted from backward and forward aggregations. Then,
PR(n) = xf1(n), CR(n) = x
b
1(n).
Proof. According to initial condition, xf1(0) = PR(0). Assume that x
f
1(n) = PR(n).
Then,
PR(n+ 1) =
∑
i∈Ip
xi(n+ 1)
=
∑
i∈Ip
∑
j
A2,ijxj(n)
=
∑
i∈Ip
∑
j∈Inp
A2,ijxj(n) +
∑
i∈Ip
∑
j∈Ip
A2,ijxj(n)
= Rf2(n)[1− PR(n)] +
∑
i
∑
j∈Ip
A2,ijxj(n)−
∑
i∈Inp
∑
j∈Ip
A2,ijxj(n)
= Rf2(n)[1− PR(n)] +
∑
j∈Ip
xj(n)
∑
i
A2,ij −
∑
i∈Inp
∑
j∈Ip
A2,ijxj(n)
= Rf2(n)[1− PR(n)] +
∑
j∈Ip
xj(n)−
∑
i∈Inp
∑
j∈Ip
A2,ijxj(n)
= Rf2(n)[1− PR(n)] + PR(n)[1− P f2 (n)]
= Rf2(n)x
f
0(n) + [1− P f2 (n)]xf1(n)
= xf1(n+ 1).
Similarly, we can prove that CR(n) = xb1(n) for n = 0, 1, . . . .
It should be noted that, although CR(n) and PR(n) provide the probability, i.e.,
efficiency, of raw material consumption and finished part production, respectively,
neither of them measures the dynamics of the consumption and production of the
system. Parameters P b1 (n), R
b
1(n), P
f
2 (n), and R
f
2(n), on the other hand, characterize
the dynamics of the two-machine system during transients by viewing the entire
system as individual geometric machines. In addition, it can be shown that as the
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system approaches steady state, the parameters of the two aggregated machines also
converge:
P b1 = lim
n→∞
P b1 (n), R
b
1 = lim
n→∞
Rb1(n), P
f
2 = lim
n→∞
P f2 (n), R
f
2 = lim
n→∞
Rf2(n),
and,
CRss = lim
n→∞
Rb1(n)
P b1 (n) +R
b
1(n)
= lim
n→∞
Rf2(n)
P f2 (n) +R
f
2(n)
= PRss,
where CRss and PRss are the steady state values of the system consumption rate
and production rate, respectively. Finally, it should be noted that the production
and consumption activities of the original two-machine line are not “Markovian” per
se and internal system state must be known in order to predict the system production
and consumption in the future. Indeed, during the equivalent aggregation, this infor-
mation has been incorporated in the calculation of parameters P b1 (n), R
b
1(n), P
f
2 (n),
and Rf2(n) through xj(n), PR(n) and CR(n). As a result, the up probabilities of the
aggregated machines coincide with the production rate and consumption rate of the
original system.
As an illustration, the transients of P b1 (n), R
b
1(n), P
f
2 (n), and R
f
2(n) of the system
discussed in the previous subsection is given in Figure 7.11. It can be observed in the
figure and should also be noted that although the steady state efficiency of the two
aggregated machines are identical, their corresponding steady state “uptimes” (i.e.,
1/P b1 and 1/P
f
2 ) and “downtimes” (i.e., 1/R
b
1 and 1/R
f
2) are not necessarily equal.
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Figure 7.11: Parameters of aggregated machines in a two-machine geometric serial line
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Finally, the equivalent aggregation described above also applies to systems with
time-varying parameters with the elements in A2 replaced by the corresponding ones
in A2(n), i.e.,
P b1 (n) =
∑
i∈Inc
∑
j∈Ic A2,ij(n)xj(n)
CR(n)
, Rb1(n) =
∑
i∈Ic
∑
j∈Inc A2,ij(n)xj(n)
1− CR(n) ,
P f2 (n) =
∑
i∈Inp
∑
j∈Ip A2,ij(n)xj(n)
PR(n)
, Rf2(n) =
∑
i∈Ip
∑
j∈Inp A2,ij(n)xj(n)
1− PR(n) .
In the next section, we will use the results on equivalent aggregation of two-
machine geometric lines to develop a method for performance evaluation in multi-
machine geometric lines.
7.4 Transient Performance of Multi-Machine Ge-
ometric Lines
7.4.1 Exact analysis: Markovian approach
Consider an M -machine geometric line. Due to the memoryless property of geometric
random variables, the system is still characterized by a Markov chain. Let hi(n)
denote the number of parts in buffer bi at the beginning of time slot n. Then, the
state of the Markov chain is defined by vector (s1(n), . . . , sM(n), h1(n), . . . , hM−1(n)),
where si(n) ∈ {0, 1}, i = 1, . . . ,M , and hi(n) ∈ {0, 1, . . . , Ni}, i = 1, . . . ,M − 1.
Clearly, the system has a total of S = 2M
∏M−1
i=1 (Ni + 1) states. To calculate the
transition probabilities among these states, we use the same approach described in
Subsection 7.3.1 to linearize the state space. Specifically, arrange the states from
State 1 to State S in the following manner: Let r(s1, . . . , sM , h1, . . . , hM−1) denote
the order number of state (s1, . . . , sM , h1, . . . , hM−1). Define:
r(s1, . . . , sM , h1, . . . , hM−1) = 1 +
M∑
i=1
siαi +
M−1∑
i=1
hiβi, (7.13)
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where
αi = 2
M−1, i = 1, . . . ,M,
βi =
 2
M
∏M−1
j=i+1(Nj + 1), i = 1, . . . ,M − 2,
2M , i = M − 1.
In this manner, each state is assigned a unique number between 1 and S. On the other
hand, given the order number r of a system state, r ∈ {1, . . . , S}, the corresponding
machine state s
(r)
i , i = 1, . . . ,M , and buffer state, h
(r)
i , i = 1, . . . ,M − 1, can be
obtained as follows:
h
(r)
i =

⌊
r
β1
⌋
, i = 1,
⌊
r−∑i−1j=1 h(r)j βj
βi
⌋
, i = 2, . . . ,M − 1,
s
(r)
i =

⌊
r−∑M−1j=1 h(r)j βj
α1
⌋
, i = 1,
⌊
r−∑M−1j=1 h(r)j βj−∑i−1j=1 s(r)j αj
αi
⌋
, i = 2, . . . ,M,
where bxc represents the largest integer not greater than x.
Similar to the two-machine case, the transitions of hi(n)’s are deterministic given
machine states s1(n), . . . , sM(n), and can be calculated based on the following equa-
tions:
hi(n+ 1) = h
′
i(n) + si(n) min{hi−1(n), Ni − h′i(n), 1}, i = 2, . . . ,M − 1,
h1(n+ 1) = h
′
1(n) + s1(n) min{N1 − h′1(n), 1},
(7.14)
where
h′M−1(n) = hM−1(n)− sM(n) min{hM−1(n), 1},
h′i(n) = hi(n)− si+1(n) min{hi(n), Ni+1 − h′i+1(n), 1}, i = 1, . . . ,M − 2.
(7.15)
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Next, we arrange all S system states from 1 to S based on the order number
calculated in (7.13) and define xi(n) = Prob[System in state i in time slot n]. Then,
the evolution of the state of the Markov chain, x(n) = [x1(n) x2(n) . . . xS(n)]
T , is
given by
x(n+ 1) = AMx(n),
S∑
i=1
xi(n) = 1. (7.16)
The performance measures of the system can be calculated as:
PR(n) = D1x(n) = [d1,1 d1,2 · · · d1,S] x(n),
CR(n) = D2x(n) = [d2,1 d2,2 · · · d2,S] x(n),
WIPi(n) = D3,ix(n) = [d3,i,1 d3,i,2 · · · d3,i,S] x(n), i = 1, . . . ,M − 1,
(7.17)
STi(n) = D4,ix(n) = [d4,i,1 d4,i,2 · · · d4,i,S] x(n), i = 2, . . . ,M,
BLi(n) = D5,ix(n) = [d5,i,1 d5,i,2 · · · d5,i,S] x(n), i = 1, . . . ,M − 1,
where
d1,r =
 1, if s
(r)
M h
(r)
M−1 > 0,
0, otherwise,
d2,r = 1− d5,1,r,
d3,i,r = h
(r)
i , i = 1, . . . ,M − 1, r = 1, . . . , S,
d4,i,r =
 s
(r)
i , if i 6= 1 and h(r)i−1 = 0,
0, otherwise,
d5,i,r =
 s
(r)
i
[
1− s(r)i+1 + d5,i+1,r
]
, if i 6= M and h(r)i = Ni,
0, otherwise,
i.e., d1,r, d2,r, d3,i,r, d4,i,r and d5,i,r denote the rth element in row vectors D1, D2, D3,i,
D4,i and D5,i, respectively. Clearly, all these performance measures are still linear in
system state x(n).
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As an illustration, consider a four-machine geometric line with machine and buffer
parameters:
Pi = 0.05, Ri = 0.2, i = 1, . . . , 4; Ni = 5, i = 1, . . . , 4.
Assume that all machines are initially down and the buffers are initially empty. The
transients of the performance measures of this system are illustrated in Figure 7.12.
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Figure 7.12: Transients of four-machine geometric line
Similar to the two-machine case, the mathematical model and the performance
evaluation formulas obtained above can be extended to systems with time-varying
machine parameters as well − by replacing transition probability matrix A2 with
A2(n), i.e., by replacing Pi and Ri with Pi(n) and Ri(n), respectively.
7.4.2 Approximate analysis: Recursive aggregation
Idea of the approach
Although equation (7.17) provides closed-form expressions to calculate the exact val-
ues of the performance measures in an M -machine serial line with geometric machines
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during transients, the cost of using this method may be huge: The calculation re-
quires constructing the S-by-S transition probability matrix AM , with S growing
exponentially in the number of machines and buffer capacities. For instance, for a
10-machine geometric line with all buffer capacities equal to 5, matrix AM has a total
of 1.0649× 1020 elements, which requires enormous memory space and computation
time to calculate even though the matrix is sparse. To overcome this issue, a compu-
tationally efficient procedure is necessary, and, thus, is developed in this subsection by
recursively applying the two-machine equivalent aggregation technique described in
Subsection 7.3.2 to M -machine lines so as to approximate the transient performance
measures.
To approximate the transient performance measures of Bernoulli serial lines, a
recursive aggregation procedure has been developed in [70]. The idea of this method
is to view the serial line from the perspective of buffer bi, i = 1, . . . ,M − 1, and
represent the upstream and downstream of the line by two virtual Bernoulli machines
with time-varying parameters. The parameters of these virtual Bernoulli machines are
obtained by aggregating two Bernoulli machines at a time based on the expressions
for the two-machine case. We extend this method to develop a procedure for transient
performance estimation in geometric lines.
The idea of this procedure is as follows: Consider a serial line with M geometric
machines. Assume that the parts flow in and out of buffer bi, i = 1, . . . ,M − 1,
can be represented by a two-machine geometric line shown in Figure 7.13. In this
representation, machine mfi is a modified version of the original machine mi, which
is intended to represent the aggregated behavior of all machines and buffers upstream
of bi producing parts into buffer bi. Similarly, machine m
b
i+1 is a modified version
of the original machine mi+1, which is intended to represent the aggregated behavior
of all machines and buffers downstream of bi consuming parts from buffer bi. We
assume that the two aggregated machines are still geometric but with time-varying
97
parameters during transients. Next, we apply the backward and forward aggregation
described in Subsection 7.3.2 to the two-machine lines shown in Figure 7.14 to form
machines mbi and m
f
i+1, and repeat this procedure to obtain all aggregated machines
in these virtual two-machine lines. Note that, during this process, the two machines
on the boundary, mf1 and m
b
M , remain the original machines m1 and mM since they
are the only system components upstream of b1 and downstream of bM−1, respec-
tively. Finally, this process may need to be repeated in several iterations to obtain
satisfactory parameters for all aggregated machines.
Figure 7.13: Two-machine line representation at buffer bi in an M -machine geometric serial line
(a) Backward aggregation (b) Forward aggregation
Figure 7.14: Aggregation in an M -machine geometric serial line
Mathematical realization
The mathematical realization of this procedure is given as follows: Assume we are
currently at the kth iteration of the procedure. Consider the two-machine line shown
in Figure 7.15, where P fi (k;n) and R
f
i (k;n) denote the breakdown and repair prob-
abilities of machine mfi at time n during the kth iteration of the procedure, and
P bi+1(k;n) and R
b
i+1(k;n) denote the breakdown and repair probabilities of machine
mbi+1 at time n during the kth iteration of the procedure. The initial buffer occupancy
is hi(0), while the initial state of the two virtual machines, s
f
i (0) and s
b
i+1(0), can be
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determined by
sfi (0) =
 1, if the original machine mi is up and not starved at time 0,0, otherwise, (7.18)
sbi+1(0) =
 1, if the original machine mi+1 is up and not blocked at time 0,0, otherwise. (7.19)
Let x(i)(k;n) = [x
(i)
1 (k;n) x
(i)
2 (k;n) . . . x
(i)
4(Ni+1)
(k;n)]T and A
(i)
2 (k;n) denote the state
of this two-machine system and its transition probability matrix at time n during the
kth iteration of the procedure, respectively. Then, the evolution of the two-machine
line can be calculated as
x(i)(k;n+ 1) = A
(i)
2 (k;n)x
(i)(k;n). (7.20)
In addition, the performance measures of the two-machine line can be calculated using
equation (7.10). Here, we use PR(i)(k;n) and CR(i)(k;n) to denote the production
rate and consumption rate of the system at time n during the kth iteration of the
procedure, respectively. Next, consider the two-machine line formed by buffer bi
in the middle but with original machines mi and mi+1 upstream and downstream,
respectively (see Figure 7.16). Let A˜
(i,b)
2 (k;n) and A˜
(i,f)
2 (k;n) denote the transition
probability matrices of the two systems (i.e., with original machines, see Figure 7.16(a)
and (b), respectively) at time n during the kth iteration of the procedure. Then, the
following equations for the recursive aggregation are formulated:
Figure 7.15: Two-machine line representation at buffer bi at the kth iteration
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(a) Backward aggregation (b) Forward aggregation
Figure 7.16: Two-machine lines at buffer bi with original and aggregated machines
Recursive Procedure 1:
P bi (k + 1;n) =
∑
j∈Inc
∑
l∈Ic A˜
(i,b)
2,jl (k;n)x
(i)
l (k;n)
CR(i)(k;n)
,
Rbi(k + 1;n) =
∑
j∈Ic
∑
l∈Inc A˜
(i,b)
2,jl (k;n)x
(i)
l (k;n)
1− CR(i)(k;n) ,
i = 1, . . . ,M − 1, k = 0, 1, . . . , n = 0, 1, . . . ,
P fi (k + 1;n) =
∑
j∈Inp
∑
l∈Ip A˜
(i,f)
2,jl (k;n)x
(i)
l (k;n)
PR(i)(k + 1;n)
,
Rfi (k + 1;n) =
∑
j∈Ip
∑
l∈Inp A˜
(i,f)
2,jl (k;n)x
(i)
l (k;n)
1− PR(i)(k + 1;n) ,
i = 2, . . . ,M, k = 0, 1, . . . , n = 0, 1, . . . ,
with initial condition
P fi (0;n) = P
b
i (0;n) = Pi, R
f
i (0;n) = R
b
i(0;n) = Ri, i = 1, . . . ,M, n = 0, 1, 2 . . . .
and boundary condition
P f1 (k;n) = P1, R
f
1(k;n) = R1, P
b
M(k;n) = PM , R
b
M(k;n) = RM ,
k = 0, 1, . . . , n = 0, 1, 2 . . . .
Numerical Fact 7.1. For any n ∈ {1, 2, . . . , }, sequences P bi (k;n), Rbi(k;n),
P fi (k;n), and R
f
i (k;n), i = 1, . . . ,M , are convergent with respect to k with probability
1, i.e., there exist limits P bi (n), R
b
i(n), P
f
i (n), and R
f
i (n), n = 1, 2, . . . , such that
Prob
[
lim
k→∞
P bi (k;n) = P
b
i (n)
]
= 1, Prob
[
lim
k→∞
Rbi(k;n) = R
b
i(n)
]
= 1,
Prob
[
lim
k→∞
P fi (k;n) = P
f
i (n)
]
= 1, Prob
[
lim
k→∞
Rfi (k;n) = R
f
i (n)
]
= 1,
i = 1, . . . ,M, n = 1, 2, . . . .
100
Justification: To justify this numerical fact, a total of 180,000 production lines
were generated randomly with 10,000 for each M ∈ {3, 4, . . . , 20}. For each line,
the machine repair probability and machine efficiency were selected randomly and
equiprobably from the following sets:
Ri ∈ (0.05, 0.5), ei ∈ (0.6, 0.99).
In other words, the average downtime of a machine is randomly selected from a range
of 2 to 20 cycle times, with efficiency from 60% to 99%. These parameter ranges
were used so that they could reflect typical production situations on the factory floor.
Then, the breakdown probability can be calculated based on the relationship that
ei = Tup,i/(Tup,i + Tdown,i) = Ri/(Ri + Pi). Next, the capacity of each buffer was
randomly selected from
Ni ∈ {dTdown,ie, dTdown,ie+ 1, . . . , 5dTdown,ie} .
Each machine was initially up or down with probability 0.5, and the initial occupancy
of each buffer was randomly and uniformly selected from {0, 1, . . . , Ni}. The total
time duration T of transient study was selected as 1,000 time slots, since preliminary
experiments showed that for most production lines with parameters selected from the
above ranges, PR(n) entered steady state before 1000 time slots. For each line, thus
constructed, Recursive Procedure 1 was performed. To determine the convergence of
the procedure, introduce
∆(k) =
M∑
i=1
T∑
n=1
[∣∣P bi (k;n)− P bi (k − 1;n)∣∣+ ∣∣Rbi(k;n)−Rbi(k − 1;n)∣∣+∣∣∣P fi (k;n)− P fi (k − 1;n)∣∣∣+ ∣∣∣Rfi (k;n)−Rfi (k − 1;n)∣∣∣] .
During the justification, it was observed that for each of the 180,000 lines generated
above, there always exists an k0 such that ∆(k) ≤ 10−6 for k ≥ k0 (in most cases,
k0 < 20). Therefore, we conclude that Numerical Fact 7.1 holds, i.e., Recursive
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Procedure 1 converges with probability 1.

Performance estimation
Based on Recursive Procedure 1 and Numerical Fact 7.1, the estimates of transient
performance measures for multi-machine geometric lines can be formulated as follows:
P̂R(n) = PR(n; PfM−1(n),R
f
M−1(n),P
b
M(n),R
b
M(n), NM−1), (7.21)
ĈR(n) = CR(n; Pf1(n),R
f
1(n),P
b
2(n),R
b
2(n), N1), (7.22)
Ŵ IP i(n) = WIP (n; P
f
i (n),R
f
i (n),P
b
i+1(n),R
b
i+1(n), Ni), (7.23)
ŜT i(n) =
Prob[mi is up at time n]
Prob[mfi is up at time n]
· ST (n; Pfi−1(n),Rfi−1(n),Pbi(n),Rbi(n), Ni−1),(7.24)
B̂Li(n) =
Prob[mi is up at time n]
Prob[mbi is up at time n]
·BL(n; Pfi (n),Rfi (n),Pbi+1(n),Rbi+1(n), Ni), (7.25)
where
Pfi (n) =
[
P fi (0) P
f
i (1) . . . P
f
i (n)
]
,
Rfi (n) =
[
Rfi (0) R
f
i (1) . . . R
f
i (n)
]
,
Pbi(n) =
[
P bi (0) P
b
i (1) . . . P
b
i (n)
]
,
Rbi(n) =
[
Rbi(0) R
b
i(1) . . . R
b
i(n)
]
,
and PR(n; v1,v2,v3,v4, N), CR(n; v1,v2,v3,v4, N), WIP (n; v1,v2,v3,v4, N),
ST (n; v1,v2,v3,v4, N) and BL(n; v1,v2,v3,v4, N) denote the production rate, con-
sumption rate, work-in-process, second machine starvation and first machine blockage
of a two-machine geometric line with buffer capacity N and machine parameters spec-
ified by vectors v1 (first machine breakdown probabilities from time 0 to n), v2 (first
machine repair probabilities from time 0 to n), v3 (second machine breakdown prob-
abilities from time 0 to n) and v4 (second machine repair probabilities from time 0
to n).
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To evaluate the accuracy of these estimates, the following metrics are defined:
δPR(n) =
|PR(n)− P̂R(n)|
PRss
· 100%,
δCR(n) =
|CR(n)− ĈR(n)|
CRss
· 100%,
δWIPi(n) =
|WIPi(n)− Ŵ IP i(n)|
Ni
· 100%, (7.26)
δSTi(n) = |STi(n)− ŜT i(n)|,
δBLi(n) = |BLi(n)− B̂Li(n)|.
Then, we calculated these accuracy metrics for all the 180,000 lines generated in
the justification of Numerical Fact 7.1. Specifically, performance measure estimate
P̂R(n), ĈR(n), Ŵ IPi(n), ŜTi(n) and B̂Li(n) were evaluated using (7.21)-(7.25) with
Recursive Procedure 1 terminated at ∆(k) ≤ 10−6. On the other hand, due to long
calculation time required by exact evaluation of the performance measures, the “true”
transient performance involved in (7.26) as well as the steady state performance PRss
were evaluated using simulations based on the following:
Simulation Procedure 1:
(1) Set the initial state of machines and the initial occupancy of the buffers the
same as the line generated in the justification of Numerical Fact 7.1.
(2) For transient performance evaluation, carry out 10,000 runs of the simulation
code for each line and calculate the average performance during each time slot.
(3) For steady state performance evaluation, carry out 20 runs of the simulation
code for each line. In each run, use the first 20,000 time slots as a warm-
up period and the subsequent 400,000 time slots to statistically calculate the
average performance.
(4) This results 95% confidence intervals of less than 0.001 for PRss and 0.005 for
PR(n).
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The resulting means and standard deviations of the accuracy metrics defined in
(7.26) are summarized in Figure 7.17. As one can see from the figure, although the
accuracy of the aggregation procedure varies significantly with the configuration of
the production lines considered (see the standard deviations of the errors illustrated in
the right column of Figure 7.17), the average of δPR(n) and δCR(n) is typically within
3-4%. Due to the higher complexity of the production system and the recursive
procedure, the level of accuracy is slightly lower than that of a similar technique
developed for Bernoulli serial lines reported in [70].
It should be noted that numerical experiments showed that the accuracy of the
recursive procedure is low when the buffer capacity in the system is small. This
observation is illustrated below for a five-machine line with identical machines Pi =
0.01 and Ri = 0.05 and identical buffers Ni = N . In this illustration, the buffers
are initially empty and the machines are initially up. Then, we increased the buffer
capacity N from 1 to 20 and evaluate the average accuracy of the recursive procedure
based on:
δ¯PR =
1
T
T∑
n=1
δPR(n), δ¯CR =
1
T
T∑
n=1
δCR(n), δ¯WIP =
1
T
T∑
n=1
δWIP (n),
δ¯ST =
1
T
T∑
n=1
δST (n), δ¯BL =
1
T
T∑
n=1
δBL(n).
The results are summarized in Figure 7.18 for T = 800. As one can see, the averages
of δPR, δCR, δWIP , δST and δBL are all monotonically decreasing in N . As N becomes
larger than 10, i.e., half of the machine average downtime, δ¯PR and δ¯CR are below
5%, δ¯WIP is less than 2.5%, and δ¯ST and δ¯BL are less than 0.02. Similar observations
have been made for lines with non-identical machines and non-identical buffers as well
that the accuracy of the recursive procedure is satisfactory when the capacity of each
buffer in the line is at least half of the longer average downtime of its two surrounding
machines.
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Figure 7.17: Accuracy of transient performance estimates
105
Thus, taking into account that the parameters of the machines and buffers are
rarely known on the factory floor with accuracy better than 5%-10% and that in-
process buffers are usually selected to accommodate at least one average downtime in
practice, we claim that Recursive Procedure 1 and equations (7.21)-(7.25) can be used
to effectively approximate the performance measures of serial lines with geometric
machines during transients. In addition, since all calculations involved in Recursive
Procedure 1 are based on two-machine line formulas, the computational effort is
greatly reduced compared to the exact calculations. Finally, since no other analytical
methods are available for transient performance evaluation of the production systems
considered in this chapter, no comparisons can be carried out at this point.
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Figure 7.18: Accuracy of transient performance as functions of buffer capacity N
As an illustration, consider a randomly generated six-machine geometric serial
line with machine and buffer parameters and initial condition given in Table 7.3. The
transient performance measures of this system, obtained using Simulation Procedure
1 and their approximate evaluation obtained using (7.21)-(7.25), are plotted in the left
column of Figure 7.19. The accuracy metrics calculated using (7.26) are also plotted
in the right column of Figure 7.19. As one can see from the figure, the estimates track
the real transient performance closely with very small errors.
Extension to systems with time-varying parameters
The recursive aggregation procedure developed in the above subsection can be ex-
tended to geometric lines with machines having time-varying parameters as well. In
106
Table 7.2: System parameters and initial condition
i 1 2 3 4 5 6
Pi 0.013 0.049 0.019 0.030 0.003 0.011
Ri 0.100 0.132 0.127 0.112 0.126 0.112
Ni 13 8 19 21 18 −
si(0) 1 1 1 1 1 1
hi(0) 4 4 16 17 17 −
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Figure 7.19: Comparison of simulation and approximate evaluation of transient performance mea-
sures of a geometric serial line
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this case, the aggregation formulas remain the same but the transition probability
matrices of the two-machine lines with original machines, A˜
(i,b)
2 and A˜
(i,f)
2 , must be
modified to take into account the time-varying machine parameters, i.e., with Pi and
Ri replaced by Pi(n) and Ri(n), respectively. Similar modifications in the initial
condition and boundary condition also must be made:
Initial condition:
P fi (0;n) = P
b
i (0;n) = Pi(n), R
f
i (0;n) = R
b
i(0;n) = Ri(n), i = 1, . . . ,M, n = 0, 1, 2 . . . .
Boundary condition:
P f1 (k;n) = P1(n), R
f
1(k;n) = R1(n), P
b
M(k;n) = PM(n), R
b
M(k;n) = RM(n),
k = 0, 1, . . . , n = 0, 1, 2 . . . .
Using similar numerical experiments, we obtained that the recursive procedure is
also convergent with probability 1. Moreover, equations (7.21)-(7.25) can still be used
to estimate the system transient performance with similar accuracy compared to the
results described in the previous subsection. As an illustration, consider a six-machine
geometric line with machines’ time-varying breakdown and repair probabilities plotted
in Figure 7.20. The capacities of the buffers as well as the system initial condition
are given in Table 7.3. For this system, the recursive procedure converges at the
6th iteration. The transients of the system’s performance measures, obtained using
Simulation Procedure 1 and formulas (7.21)-(7.25), are plotted in Figure 7.21. As
one can see, even with highly oscillating system parameters, the recursive procedure
and formulas (7.21)-(7.25) can still track the real transient performance very closely.
Table 7.3: Buffer capacities and system initial condition
i 1 2 3 4 5 6
Ni 43 33 22 20 17 −
si(0) 1 1 0 1 0 0
hi(0) 16 11 5 19 8 −
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Figure 7.20: Time-varying breakdown and repair probabilities of machines
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Figure 7.21: Comparison of simulation and approximate evaluation of transient performance in a
geometric serial line with time-varying parameters
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7.5 Summary
In this chapter, we study the problem of performance evaluation in serial production
lines with finite buffers and machines having the geometric reliability model. Specifi-
cally, we derive mathematical model for two-machine geometric lines and closed-form
formulas for transient performance evaluation. In addition, we develop the equivalent
aggregation technique to represent the dynamics of a two-machine geometric line as
a single geometric machine with time-varying parameters. Then, for M > 2-machine
lines, we, again, derive mathematical model and closed-form expressions for transient
performance evaluation using Markovian analysis. The resulting formulas, however,
requires extremely large amount of computing effort. To resolve this issue, a com-
putationally efficient algorithm based on recursive applications of the two-machine
equivalent aggregation technique is developed to approximate the transient produc-
tion rate with high accuracy.
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CHAPTER VIII
SIMULATION AND ANALYSIS OF BREWERY
PRODUCTION SYSTEM
8.1 Introduction
Due to insufficient production capacity in a local brewy company to meet increasing
market demand, we constructed a discrete event model and use ARENA, one of the
leading simulation software in the market, to simulate the brewy production line to
assess capacity utilization and seek potential improvements.
The system consists of filtration machines, storage tanks and packaging lines (see
Figure 8.1). There are three filtration machines: Pall1, Pall2 and CF, three storage
tanks with finite capacity: CFT1, CFT2 and CFT3, and three packaging lines: B11,
B14 and C10. Sufficient beer will be provided to filtration machines, i.e., they will
never be starved, which fill the storage tanks with beers; packaging lines then pull
the beers from storage tanks and fill them into bottles or cans of beers which will be
shipped out. It is assumed that the packaging lines will never be blocked.
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Figure 8.1: Brewy production line
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The brewy line produces four brands of beers: G5, JK, JC and 17. The system
currently operates six days a week (idle on Sunday) and 24 hours a day. The model
replicates one month’s production and will be verified by actual production of the
brewy line.
8.2 Modeling
8.2.1 Model Discretization
The flow of beer in the simulation is modeled as discretized into a series of “entities”,
where each entity represents one barrel of beer. For a producing unit operating at
a rate of 150 bbl/hr, one entity represents 24 seconds of production, which can be
considered as sufficiently fine for weekly or monthly study. In this simulation model,
we use discrete entities to approximate continuous flow of liquid. This technique is
widely used in simulation studies. As long as the volume represented by each entity
is significantly smaller than the production duration, the simulation model is valid.
In the current setting, we assume each entity represent one barrel of beer, which is
approximately 10.6 seconds of production at Pall1. In this case, we referred to the
time interval between two consecutive entities as cycle time, or cycle. For instance
Pall1’s cycle time is 3600/340 bph = 10.59 seconds/entity.
8.2.2 Filtration Machines
Each filter is characterized by its maximum speed (Pall1speed = 340 bbls/hr, Pall2speed
= 340 bbls/hr, CFspeed = 385 bbls/hr), maintenance schedule, initialization time,
and brand change-over matrix. When the simulation runs, the filter operates reli-
ably and continuously at its maximum speed unless the current batch finishes, the
downstream storage tanks is full, or the scheduled maintenance occurs. Each filter
is subject to four types of maintenance activities at every 6,000, 30,000, 100,000 and
250,000 bbls of production with durations of 3 hours, 18 hours, 6 hours, and 6 hours,
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respectively. In practice, to allow flexibility, a pair of upper bound and lower bound is
provided for each maintenance type so that an ending task will not be interrupted by
maintenance (LB6K = 4,000 bbls, UB6K = 6,500 bbls, LB30K = 25,000 bbls, UB30K
= 33,000 bbls, LB100K = 95,000 bbls, UB100K = 105,000 bbls, LB250K = 237,500
bbls, UB250K = 262,500 bbls). Moreover, before each batch of production, an ini-
tialization is required for the filters (3 hours for the Pall1, Pall2, and 3.5 hours for
CF). A 4-by-4 matrix defines the change-over times among different brands for each
filter with range from 10 minutes to 40 minutes. Finally, the CF must be shutdown
for 6 hours after every 60 hours of continuous production.
The simulation logic for the Pall1 filter is shown in Figure 8.2. In this model, an
entity is generated after 3 hours of initial startup and sterilization. Then, the model
checks if the current order of beer has been completed. If the order is complete, then
change over will be conducted on Pall1; otherwise, we hold the entity until its release
is authorized. The entity is then sent through Pall1 and proceeds to CFT1 or other
tanks depending on schedule. The production and system statistics are updated and
the next entity will wait for one cycle to enter the filtration system. Other filtration
machines maintain identical logic.
Create 1 
Entity 
Current Order 
Incomplete? 
Pall1 
Change Over 
Release Entity 
to Pall1? 
Send the Entity 
through Pall1 
Update Production 
and System 
Statistics 
Delay the next Entity 
for one Pall1 cycle  
True Authorized 
False Denied 
Figure 8.2: Simulation logic for Pall1 filter
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8.2.3 Storage Tanks
The current simulation model has three tanks, with capacities of 1,350 bbls, 1,350 bbls
and 1,850 bbls respectively. During production, the tank must maintain a minimum
level of beer which is 85 bbls. On the other hand, when a tank is full, the upstream
filter stops supplying beer to the tank until an empty space of at least 150 bbls is
available (by the downstream draw) in this tank. In addition, at the beginning of
each task, the tank is first “primed” with beer to 675 bbls before the downstream
fillers start to pull. Finally, the residual left in storage tanks at the end of a task is
”dumped” at the speed of 100 bbls/hr, or 25 minutes, whichever takes longer. Similar
to the filters, a 4-by-4 matrix defines the change-over times among different brands
for each tank.
The simulation module for storage tanks is constructed by continuously monitoring
the occupancy and determine if they need change over or weekly cleaning/sterilization.
Since no production from the filtration machines or the packaging lines can be per-
formed before the tanks finish sterilization, this module will be responsible of sending
central signals that will trigger the production of the entire system. In this module,
however, the entity that flows around is not a unit of beer but a virtual monitor.
When a sterilization process (either weekly or change over) starts, we set the status,
for instance, CFT1 by using CFT1Sterilizing = 1. After the sterilization completes,
we set the variable back to 0. If the sterilization is for the purpose of change over,
then the module will send signal to Pall1 and all three packaging lines when its change
over is finished. The logic is shown in Figure 8.3.
8.2.4 Packaging Lines
During production, the packaging lines operate at their maximum speeds (155 bbls/hr
for B11, 191 bbls/hr for B14 and 308 bbls/hr for C10). Similar to the filtration
machines module, each entity in packagine lines module also represents one barrel
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Create 1 
Entity 
Hold Entity until 
CFT1 is Empty 
CFT1 Weekly 
Sterilization? 
CFT1 CO 
Sterilization? 
Initialize CFT1 
Sterilization and Update 
System Statistics 
Delay for CFT1 
Weekly Cleaning 
Finish CFT1 Sterilization 
and Update System 
Statistics 
Does Weekly 
St. Cover CO? 
Initialize CFT1 Change 
Over and Update System 
Statistics 
Delay for CFT1 
Change Over 
Wait for Pall1  
Change Over 
Finish CFT1 Change Over 
and Update System 
Statistics 
True 
True True 
False 
False False 
Figure 8.3: Simulation logic for CFT1
of beer. However, since packaging lines produce at a lower speed , the cycle time is
different. In this case, assuming that each entity is one barrel, for instance, the cycle
time of B11 is 3600/155 bph = 23.23 seconds/entity.
Each packaging line undergoes weekly preventive maintenance with duration 8
hours, which occurs on every Tuesday morning for B11, every Monday morning for
B14, and every Wednesday morning for C10. Due to possible stops in the packaging
lines, such as wrong labeling, stuck and other mechenical issues, each of them is con-
sidered as “unreliable”, i.e., prone to failures of stoppages. The reliability is quantified
by the efficiencies (88.94%, 79.16% and 81.75%, respectively) of the lines and average
downtimes per occurrence. In addition, we assume the up- and downtime of the lines
follow exponential distribution (average uptime is 24.12 minutes, 11.4 minutes and
13.44 minutes, respectively, and average downtime is 3 minutes). Finally, a 4-by-4
matrix defines the change-over times among different brands for each packaging line.
The logic is shown in Figure 8.4.
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Create 1 
Entity 
Current Order 
for B11 
Incomplete? 
B11 
Change Over 
Release Entity 
from CFT#1 to 
B11? 
Send the Entity 
through B11 
Update Production 
and System 
Statistics 
Delay the next Entity 
for one B11 cycle  
True Authorized 
False Denied 
Figure 8.4: Simulation logic for B11
8.2.5 Interaction Among Components
According to operation practice, a filter can only supply beer to one tank at any
time, while a tank can supply arbitrary number of packaging lines simultaneously.
Some packaging lines can begin earlier than others. As mentioned above, during
production, the downstream packaging lines stop drawing beer from the tank, if its
occupancy hits the minimum level of beer. Also, when a tank is full, the upstream
filter stops supplying beer to the tank until an empty space of 150 bbls is created in
this tank.
The animation of this ARENA simulation model is shown in Figure 8.5 (the extra
filter Pall3 and extra packaging line C11 are for further what-if analysis).
8.2.6 Schedule
One month’s production will be scheduled ahead specifying the beginning of each
task, beer brand, volume of beer, filter, tank, and packaging line/lines. Figure 8.6
summarizes the prodcution schedule in August, 2011. Note that CF is not in pro-
duction in this month (it produced around 20,000 bbls in June, 2011). In the figure,
the four draft brands are illustrated in different colors, while the production volumes
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Figure 8.5: Simulation animation
Figure 8.6: August production schedule
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scheduled for each equipment are illustrated by the numbers in the colored blocks.
The filter-packing assignment for each task can be easily determined by looking at
the production volumes, while the assignment of the tanks is illustrated by the un-
derlines of the production volume (one line CFT1, double lines CFT2). During the
investigation, a few interesting rules are used in the BrewAS schedule: Pall1 always
releases beer to CFT1, and only supplies C10, while Pall2 always releases to CFT2,
and only supplies B11 and B14. CF and CFT3 are not used in the schedule. In
addition, Pall2 supplies beer to B11 and B14 simultaneous only when the current
task at one of two packaging lines is almost finished so that the intermediate tank
has sufficient work-in-process to avoid starvation.
To formulate the production schedule into a form that can be read by the simu-
lation model, we introduce the notions:
Batch: Certain volume of beer of a single brand that is scheduled to be con-
tinuously produced through the same filter and same tank but can be packaged in
one or more packaging lines;
Task : Part of a batch that belongs to the same packaging line.
Therefore, a batch consists of one (if a single packaging is involved) or more (if
more than one packaging is involved) tasks. We introduce the notion of task so that
beer of the same brand but different packaging can be produced in a serial matter
to avoid potential starvation. Each batch/task is defined by its earliest starting time
(day, hour, minute), brand, total volume required for each packaging line, the filter
to be used, and the tank to be used. Note that only one filter and one tank are used
in a single batch/task.
In addition, it is estimated that 5% of beer is lost in packaging and 2% extra
beers will be supplied to the filters to avoid possible shortage of beer. Thus, the total
volume of beer pumped to the filter is 7%.
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8.2.7 Data Collection
During a simulation run, the program tracks the states of every component of the
system (filters, tanks, and packaging lines). The summarized results in an external
MS Excel file include the beginning time and finish time, the total time duration that
the components reside in each state: Idle (during weekdays), Saturday, Sunday, Star-
vation, Downtime, Running, Changeover, Maintenance, and Blockage. Specifically,
we define:
• A packaging line is starved at a time moment if a task is scheduled at the
packaging line and the tank that supplies the line is below the minimum level.
• A filter is blocked if the filter still has beer to produce for the current batch/task
but the tank assigned to the batch/task is full.
Based on this information, we can summarize the utilization and the performance for
each component in this month. A chart based on the Excel output is shown in Figure
8.7.
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Figure 8.7: Components status chart
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Besides the Excel file, the simulation model can also display the status of each
component durign the one month produciton on the main screen of ARENA, which
is excerpted in Figure 8.8.
(a) Pall1 status
(b) CFT1 status
(c) B11 status
Figure 8.8: Selected components status on ARENA screen
8.2.8 Customizability
All parameters mentioned above can be modified based on actual production scenario
in the Excel file. The schedule of the batches/tasks can also be modified in the
same file. This file is used as the input to the simulation program. In addition, the
simulation can be expanded to include other parts of the brewery, for instance, other
(non-draft) brands.
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8.3 Model Validation
The model is run accroding to August schedule. The results are shown in Figure 8.7
and compared with the actual data collected from the packaging lines which is shown
in Table 8.1.
Table 8.1: Packaging lines comparison (in hours)
Line Qty(bbls) Obs Prod Non Prod Downtime Eff(%)
B11 Real 8,973 744 58 679 7.20 88.94
Sim 8,973 748 58 683 6.25 90.26
B14 Real 58,042 744 304 360 80.01 79.16
Sim 58,042 748 304 368 74.87 80.25
C10 Real 113,712 744 369 292 82.41 81.75
Sim 113,712 748 369 291 86.61 81.00
Table 8.1 shows acceptable accuracy of the model compared with reality. However,
as shown in Figure 8.7, there is significant starvation to B14 and C10, which should not
be seen in practice. Possible reasons include the errors in the equipment parameters,
scheduling pattern and volumes, and definition of starvations. Therefore, we modified
the schedule a little as follows:
Separate the original task 5 into two new tasks: tasks 5 and 6. In original task 5,
C10 pulls 14088 bbls from tank 1 which is fed by Pall2. In the modified tasks 5 and 6,
C10 pulls 5000 and 9088 bbls from tank 1, which are still fed by Pall 2, respectively.
The purpose of the modification is to avoid the 18-hour maintenance of Pall2 due to
30,000 bbls production happening during the task. Similar to the reasoning above, we
also separate the original task 11 and task 19.
The simulation result with the modified schedul is shown in Figure 8.9. There is
no significant starvation after modifying the schedule. It is reasonable and practical
that a major maintenance should not occur during production, which will most likely
lead to significant starvation and therefore production loss.
As seen from the above results, the ARENA simulation model produces similar
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Figure 8.9: Components status chart separating tasks
results to those collected in reality and is valid.
8.4 Production Capacity Analysis
An experiment is carried out to modify the schedule so that all tasks are pushed
to start as early as possible. Specifically, we combine the tasks appropriately and
change the beginning time of all tasks to 0:00am on August 1st, 2011: If there are
two or more consecutive tasks with the same assigned packaging line and the same
brand, then we combine them as one single task. The purpose of the modification is
to determine the earliest time for the system to finish all the schedule production of
the month.
Figure 8.10 and Table 8.2 show the simulation results based on the modified
schedules.
According to the simulation result, the total starvation time of B14 is 0.46 hours
and that of C10 is 8.46 hours, almost all of which are due to in-task maintenance
of the filters. As a result, the total running time under this schedule is 672 hours,
or 28 days. In other words, the system needs about 28 days to finish all the tasks
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Figure 8.10: Components status chart in capacity analysis
Table 8.2: Packaging lines comparison in capacity analysis (in hours)
Line Qty(bbls) Obs Prod Non Prod Downtime Eff(%)
B11 Real 8,973 744 58 679 7.20 88.94
Sim 8,973 672 58 606 7.78 88.15
B14 Real 58,042 744 304 360 80.01 79.16
Sim 58,042 672 304 295 73.08 80.61
C10 Real 113,712 744 369 292 82.41 81.75
Sim 113,712 672 369 271 85.63 81.18
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compared with 31 days in reality and therefore there is extra production capacity
available. We can also see that the in-task maintenance of the filters will result to
significant starvation time of packaging line.
8.5 Summary
The summaries for the ARENA simulation are:
• The model is valid and can mimic the production line with real time information;
• The simulation results show that there is at least 12% more productivity ca-
pacity in this system under appropriate production schedule. Therefore energy
consumption will be reduced due to less production running time;
• Increasing the speeds of or purchase additional filters and packaging lines will
increase productivity further;
• Purchase additional storage tanks will not increase productivity significantly.
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CHAPTER IX
CONCLUSIONS AND FUTURE WORK
9.1 Conclusions
Our research construct mathematical modeling of serial production systems with mul-
tiple unreliable machines and finite capacity buffers in between, where machines have
Bernoulli or geometric reliability. Then exact formulas and/or approximation ap-
proaches are developed to analyze system performance measures during transient
period. Based on these tools, real-time operation control and optimization are inves-
tigated and practical examples are provided. Results show that the research findings
lead to significant energy savings.
In Chapter II, Bernoulli and geometric serial lines are modeled and performance
measures are provided.
Chapter III studies energy reduction problem in Bernoulli serial lines with strip-
ping operations through optimal control of machine startup schedule. Specifically,
using transient analysis, analytical mathematical model is developed, which describes
the dynamics of the system. In addition, closed-form expressions are derived to evalu-
ate the productivity and energy performances. Based on these expressions, the effects
of startup schedule on system performances are discussed and procedures for devel-
oping optimal machine startup schedules are formulated. Numerical results show
that the optimal schedule can lead to significant improvements in energy utilization
efficiency.
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Chapter IV studies productivity and energy performance in Bernoulli serial lines
with machine startup and shutdown schedule. Since the system operates in transient
regimes, steady state analysis is not applicable. Using Markovian analysis, closed-
form expressions are provided to calculate the performance measures of Bernoulli
serial lines with time-dependent machine efficiencies, and a recursive procedure based
on aggregation is developed. Based on this technique, the effects of machine startup
and shutdown schedule on system performances are discussed and a greedy algorithm-
based procedure for obtaining sub-optimal operations schedules is formulated. Nu-
merical results show that the operations schedule can lead to significant improvements
in energy efficiency.
Chapter V investigates the structural properties of order completion time in
Bernoulli serial lines and take advantage of recursive aggregation technique to es-
timate order completion time with high level of computation efficiency and accuracy.
Experiment shows that the order completion time is approximately linear to batch
size and is reversible.
In Chapter VI, two methods are provided and invested to transform geometric
lines to Bernoulli lines to approximate PR in geometric lines. Results show that
they only obtain acceptable level of accuracy in certain production lines. Further
modifications of these two methods and explorations of other technique including
closed-form formulas will be future work.
Chapter VII develops mathematical models for transient analysis and derives
closed-form expressions for evaluating the production rate, consumption rate, work-
in-process, and probabilities of machine starvation and blockage, during transients, in
the framework of serial production lines with geometric machines and finite buffers.
In addition, a computationally efficient algorithm based on recursive aggregation is
developed to approximate the transient performance measures with high accuracy.
Numerical experiments show that the methods developed can be applied to systems
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with time-varying machine parameters as well.
In Chapter VIII, a simulation model is constructed using ARENA to mimic pro-
duction with three processes and perform productivity capacity analysis. Simulation
results show that the system has at least 12% extra productivity capacity.
In summary, this research develops formulas and algorithms to analyze serial pro-
duction lines with Bernoulli or geometric reliabilities during transient period. Based
on these mathematical tools, we perform real time analysis and investigate startup
and shutdown schedules to reduce energy consumption.
9.2 Future Work
Future work can be summarized in the following directions.
9.2.1 Performance Measures
We pay most attention to PR evaluations since this is the major concerns in man-
ufacturing. We also investigate the evaluations of CR, WIP , ST and BL. Based
on these system performance metrics, we will be able to evaluation derivative perfor-
mance measures, such as order completion time, total energy consumption, energy
consumption per parts, etc. However, some other performance measures can also
contribute to system performance analysis, such as bottleneck identification during
transient, the variance of the performance measures we investigates and parts’ resi-
dence time, which deserve our future endeavor.
Specially, chapter VI introduces two methods to transform geometric serial lines
to Bernoulli serial lines, which does not obtain acceptable accuracy in most cases.
We believe that some modifications of these methods will result to higher accuracy
of estimating system performance. Besides, estimating other performance measures
is also our future work direction.
On the other hand, in our research, most of the time we assume that buffers are
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empty and, for geometric lines, machines are all up or down at the beginning. These
are not necessarily the case in practice. Further investigations of systems with parts
in buffers and/or machines are not all up or down at the beginning are needed.
9.2.2 System Theoretical Properties
We have focused on performance measures evaluation; however, system theoretical
properties have not received much attention. For example, monotonicity, reversibility
and effects of up- and downtime of geometric serial lines during transient are all
important properties to help analyze production lines.
9.2.3 Schedule and Control
We only investigate control policies and mechanism for Bernoulli lines with threshold
and steepest ascent algorithms. However, similar analysis should also be performed
on geometric lines. Besides, other effective and efficient feedback controllers and
robust optimization algorithms for machine startup and shutdown should also be
investigated. Those algorithms should not only provide acceptable accuracy but also
give results in an acceptable time range for the sake of ”real time analysis”.
9.2.4 Other Reliabilities or Complex Structures
In terms of reliabilities, we only investigate the most common (and also simple)
reliabilities: Bernoulli and geometric. However, production lines with other practical
reliabilities should also be investigated, such as Rayleigh, Weibull, Gamma and Log-
normal reliabilities.
In terms of structures, we only investigate serial production lines. However, for
example, parallel production lines, assembly lines, closed lines and lines with rework
mechanism are also common in industry and we should evaluate performance of those
production lines during transient.
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9.2.5 Implementation
Our major effort is to develop formulas and methods to (exactly or approximately)
analyze production systems. However, significant effort should also be placed on in-
dustrial implementations, which will validate our models and methodologies. Note
that our research can not only apply to industrial production systems, but also apply
to many other areas, such as service, logistics, etc., since the machines in our re-
search can also represent doctors, trucks, etc., while buffers can also represent seats,
warehouses, etc.
9.2.6 Other Directions
Other directions include: extending the results to machines with warm-up times,
systems with other energy consumption models (such as machines having multiple
power states) and continuous improvement of systems having geometric reliability.
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