Ninety-two sets of observed dislocation densities for crept specimens of 21 types of ferritic/martensitic and austenitic steels, Al, W, Mo, and Mg alloys, Cu, and Ti including germanium single crystals were collected to verify an equation for evaluating the dislocation density during steady-state creep proposed by Tamura and Abe (2015). The activation energy, , activation volume, , and Larson-Miller constant, , were calculated from the creep data. Using these parameter constants, the strain rate, and the temperature dependence of the shear modulus, a correction term, , was back-calculated from the observed dislocation density for each material. is defined in the present paper as a function of the temperature dependences of both the shear modulus and pre-exponential factor of the strain rate. The values of range from −394 to 233 kJmol and average 2.1 kJmol , which is a value considerably lower than the average value of (410.4 kJmol ), and values of are mainly within the range from 0 to 50 kJmol . The change in Gibbs free energy, ∆ , for creep deformation is obtained using the calculated value of , and the empirical relation ∆ ≅ ∆ is found, where ∆ is the change in Gibbs free energy for self-diffusion of the main componential element of each material. Experimental data confirm the validity of the evaluation equation for the dislocation density.
Introduction
The measurement of dislocation density has been recognized as a major step in clarifying deformation mechanisms (Dorn & Mote, 1964; Kassner, Ziaai-Moayyed, & Miller, 1985) , because the dislocation density during deformation is closely related to deformation resistance (Taylor, 1934; Orowan, 1940) . Moreover, variations in the dislocation density during the creep of commercially available heat-resistant steel have been systematically studied for the evaluation of the creep lives of the steel (Sawada, Maruyama, Komine, & Nagae, 1997; Bazazi, 2009) . Dislocation densities have been measured employing the etch pit method (T. Hasegawa, R. Hasegawa, & Karashima, 1970) , transmission electron microscopy (TEM) (Ham, 1961) , scanning electron microscopy (Kamaladasa & Picard, 2010) , X-ray diffraction (XRD) analysis (Shintani & Murata, 2011) , and the stress or strain rate change test (SCH) (Yoshinaga, Matsuo, & Kurishita, 1984) . However, it is not unusual that the differences among the dislocation densities of the same specimen measured employing the different methods are more than an order of magnitude (Hayakawa et al., 2007a; Umezaki, Murata, Nomura, & Kubushiro, 2014; Roodposhti, Sarkar, Murty, & Scattergood, 2015) . This suggests the importance of not only selecting an appropriate method for a given specimen but also of considering the physical meanings of the observed values (Yoshinaga, Horita, & Kurishita, 1981; Pesicka, Kuzel, Dronhofer, & Eggeler, 2003) . In any method employed, much effort is required to prepare specimens and to precisely evaluate dislocation densities. Tamura et al. (2015) introduced an equation that can be used to directly evaluate a dislocation density from a set of steady-state creep rates under several assumptions. They derived an evaluation equation for the dislocation density by describing the creep rate using Orowan's equation (Equation 1 in the text) and assuming that the average dislocation velocity in Orowan's equation obeys the thermal activation equation (Equation 3 in the text). However, the temperature dependence of the pre-exponential factor in the equation for the creep rate cannot be determined experimentally, and the change in Gibbs free energy for creep (Equation 9 in the text) is therefore described by introducing a correction term, , which is the only adjustable parameter in the evaluation equation for the dislocation density. Finally, the value of for a state at the minimum creep rate (MCR) of tempered martensitic 9Cr-1W steel was calculated as −32.3 kJmol according to metallurgical considerations. As a result, the dislocation density was estimated as 3E13 m using this value of and the dislocation density is close to the value observed in many cases of tempered martensitic steel. It is important to generalize this evaluation method according to metallurgical considerations, which will be discussed elsewhere. The present report inspects the validity of the proposed evaluation equation for dislocation density from another angle. Here, as many data sets of both the observed values of dislocation density and the related creep data for the steady-state creep of metals as possible were collected and the values of were calculated back from the dislocation densities collected. This investigation focuses on cases where is negligibly small or cases where the proper value of is needed. As a result, if many cases of ≈ 0 are confirmed, a sufficient condition that forms a proposition that the evaluation equation is valid is demonstrated to be partially satisfied. Sherby, Orr, and Dorn (1953) found that the apparent activation energy for creep, , is equal to the activation enthalpy for self-diffusion, , for six types of pure metals tested at ⁄ ≈ 0.5, where and are the test temperature and melting temperature in units of Kelvin, respectively, and it was summarized in 1968 that this relation holds for 19 types of pure metals and AgBr, Al 2 O 3 , MgO, NaCl, and UO 2 (Sherby & Burke, 1968) . After the first finding of Sherby et al. (1953) confirmed this relation holds for 10 types of pure metals, and Garofalo (1966) confirmed this relation holds for 18 types of pure metals and AgBr. The cited investigations, in addition to detailed discussions on the dislocation motion by other researchers, revealed for certain that the creep of the pure materials is controlled by self-diffusion based on a single-vacancy mechanism. However, since the apparent activation energy for the creep or rupture of heat-resistant steels for practical use is considerably large, the relation = does not hold. For this relation to hold even for practical heat-resistant steels, the concept of internal stress was introduced (Williams & Wilshire, 1973; Cadek, 1987) , but this introduced new problems in that complicated work was necessary to measure the internal stresses and that the physical meanings of both the internal stress and stress exponent were not necessarily clear (Yoshinaga,1977) .
Meanwhile, when the value of is calculated for each dislocation density, we can determine the change in Gibbs free energy for creep, ∆ , and therefore, we can compare ∆ with the change in Gibbs free energy for self-diffusion, ∆ . We can thus further deepen the discussion on the validity of the evaluation equation for dislocation density through the comparison of these variables.
If the evaluation equation for the dislocation density is judged to be reasonable through this research, we can calculate the dislocation density using only a set of minimum creep rates, though we need to assume an adequate value of . Furthermore, if we assume this equation can be applied to the entire transition creep range except the range immediately after loading and we monitor nondestructively variations in the dislocation density using a set of creep curves, we can receive within a short time a sign indicating an unexpected decrease in the long-term creep rupture strength of heat resistant steel, which is one of the critical problems in developing ferritic/martensitic heat-resistant steel (Tamura et al., 2015) . If we get an early sign of an unexpected decrease in the long-term rupture strength of a heat-resistant steel for which a preliminary design has been completed, we can redesign the chemical composition and heat treatment of the heat-resistant steel under development without wasting time.
Outline of an Evaluation Equation
The evaluation equation was introduced as follows (Tamura et al., 2015) . The creep rate in a steady state of a crystal due to the glide motion of dislocations is described by Orowan's equation (Orowan, 1940 ):
where , , , , and are the creep rate under uniaxial tension, the factor of conversion from shear strain to tensile strain, the dislocation density, the length of the Burgers vector, and the average dislocation velocity, respectively. Equation 1 indicates that the dislocation density can be evaluated if the average dislocation velocity is described in a form using measurable parameters that can be induced from creep curves. Schoeck (1980) described the average velocity of dislocations that glide through a crystal in a thermally activated process:
where ̅ is the mean distance that the dislocation travels and is comparable to the average obstacle spacing, and and are the effective jump frequency and gas constant, respectively. The pre-exponential factor of Equation 2 depends on the microstructure and may change during creep. These variables cannot be estimated using creep curves. Therefore, the argument in the form of Equation 2 is not fruitful. Accordingly, in the previous paper (Tamura et al., 2015) we assumed that a dislocation can repeat single jumps perpendicular to a dislocation and towards the force with the help of a thermally activated process similar to self-diffusion through the crystal lattice. Finally, the average dislocation velocity is given by
where and are the Debye frequency and the ratio of the geometric mean to the algebraic mean, respectively. This assumption means that the velocity of a gliding dislocation for each elementary step in any of the following cases can be described by an equation of Arrhenius type and the average velocity is given by Equation 3, when the dislocation overcomes a potential barrier of dispersed particles by climbing or when atoms around a dislocation core move according to a mechanism like self-diffusion in a field where a potential barrier of dispersed particles is not so high. The pre-exponential factor of Equation 3 becomes = 2500 ms , if we assume that = 2.5E − 10 m, = 1, and = 1E13 s . The obtained value is approximately equivalent to the velocity of sound in metals and we can therefore regard the pre-exponential factor of Equation 3 as a constant, because the sound velocity in metals is approximately insensitive to the structure. Equation 3 does not ignore the meaning of the pre-exponential factor of Equation 2. Rather, we consider that the effect of ̅ in Equation 2 on the creep rate is reflected in Δ in Equation 3.
The change in Gibbs free energy, Δ , in an equilibrium state is expressed generally as
where , ∆ , , and are an increase in internal energy through the activation motion of a dislocation, the change in entropy, the applied normal tensile stress, and the activation volume, respectively. From Equations 1, 3, and 4, we obtain the creep rate rewriting = :
= exp Δ ⁄ )exp − − )/ ).
The experimentally obtained activation volume and activation energy are defined as
and = ln ⁄ ) + .
Combining Equations 5, 6, and 7, we obtain the relation
Therefore, as long as the third term of Equation 8 is clearly formulated, we cannot analytically solve Equation 5. Shoeck (1980) solved this problem by making reasonable assumptions such as = ⁄ , ), where is the shear modulus, and derived the equation 
In some cases, the temperature dependence of (i.e., the temperature dependence of ) can be neglected in Equations 9 and 10 (Schoeck, 1980) ; however, contains the variable of the dislocation density itself and we therefore consider the correction term, , as an adjustable parameter in this study. Selecting the adequate value as , we can calculate ∆ in Equation 9 and thus, according to Equations 1 and 3, the dislocation density is expressed by
In contrast, the correction term, , is estimated from the observed dislocation density:
and in Equation 9 are formulated using Equations 6 and 7 and the values of and are calculated as follows. By rearranging Equations 5 and 8, we obtain
and has been regarded as the universal constant, i.e., the Larson-Miller constant and ≈ 20, independent of not only the creep rate and test conditions but also the types of materials when the creep data are arranged using the units of Kelvin and hours (Tamura, Abe, Shiba, Sakasegawa, & Tanigawa, 2013) .
Equation 14
indicates that a linear relationship holds between log and at a constant temperature and it is well known experimentally for many heat-resistant steels and alloys that the MCR is inversely proportional to the logarithm of time to rupture, , (Monkman & Grant, 1956) . Equation 14 can therefore give the relation between log and at a constant temperature. It has been confirmed experimentally that this relation holds for creep rupture data of many heat-resistant steels and alloys with widely varying temperature and stress (Tamura, Esaka, & Shinozuka, 1999; Tamura, Esaka, & Shinozuka, 2003) . These results indicate that material constants, such as , , and , can be obtained and the related deformation mechanisms may be discussed for each material and a variety of test conditions. Certainly, although creep data with widely ranging test conditions for a specified material may be correlated using a single linear relation like Equation 14, the goodness of fit of an equation like Equation 14 to the creep data improves when all data ranging over 100,000 hours are classified into two or three groups. The changes in deformation mechanisms among these data groups can be discussed qualitatively, though an atomistic model of deformation cannot be specified even though the values, , , and , are calculated.
Analysis Method

Material and Data for Analysis
Types of materials for analysis are limited to metallic materials, the creep of which is controlled mainly by a dislocation creep mechanism, to avoid ambiguity that might arise when expanding the range of investigation. Finally, dislocation densities of 21 types of materials including steel materials, body-centered cubic (BCC) metals (Mo alloy, W, and W-Re alloy), face-centered cubic (FCC) metals (Al, Al-Mg alloy, Cu, and Ni), hexagonal closed-packed (HCP) metals (Ti and Mg alloy), and Ge were selected. Ge is not a metal, but deforms at high temperatures in a manner similar to the deformation of a metal. This report uses abbreviations such as 2.25Cr-1Mo steel and Gr. 91 steel (T-91, P-91, Gr. 91 of 9Cr-1Mo-VNb steel), which are derived from well-known industrial standards, and TZM and AZ31, which are popular alloy names. In calculating the value of in Equation 13, it is desirable to use creep data and dislocation density data obtained under similar conditions using the same material, but this is seldom possible. Therefore, in the present study, (1) the material for dislocation density measurements can be metallurgically regarded as an equivalent material for creep tests and (2) the test conditions for the dislocation density measurements are not far from the test conditions for the creep tests. Moreover, the following cases are analyzed. Although Equation 1 holds also for a nonsteady state, Equation 2 for a thermally activated process is generally considered to hold in a steady state.
In this sense, we analyze the steady-state creep rates or the MCRs tested under uniaxial tensile creep stresses, but flow stresses due to tension or torsion under a constant strain rate are also analyzed, if the flow rates are judged to be in a steady state.
Concerning dislocation density measurements, the dislocation densities measured employing TEM for a thin foil of a crept specimen for which the test temperature, stress, and strain rate are reported are preferentially selected, but the dislocation densities measured by XRD analysis and SCH are also analyzed if necessary. Moreover, we need information on not only the dislocation density but also the temperature, stress, and strain rate for the analysis. However, in the case of hot-rolled specimens, only a rolling temperature may be reported. In such cases, the flow stress is estimated using a typical rolling speed and related creep data, and the usability of the dislocation density of the rolled specimen is then judged by checking the estimated flow stress. We note that Robinson and Sherby (1969) estimated a reasonable value of the dislocation density of pure W referring to the relation between the apparent activation energy and the homologous temperature, ⁄ , and employing a method suggested by Hart (1957) . This value does not come from direct observations, but has been fully discussed and is thus accepted. Moreover, in the case of a lack of data for the dislocation density in a steady state, the initial dislocation density or the dislocation density after rupture is referred to if these values can be metallurgically regarded as those of a steady state.
Calculation of
The values of are calculated by analyzing 92 sets of data collected according to the above-mentioned considerations. The correction term, , is calculated using Equation 13 and the dislocation density and related creep data. In the calculation, we assume for any material that = 0.5, = 1E13 s , and = 1. The length of the Burgers vector is calculated from the lattice constant for the main componential element of the material at room temperature. In the case of metals having an HCP lattice, the distance between nearest-neighbor atoms in a basal plane is regarded as the length of the Burgers vector.
Temperature Dependence of the Shear Modulus
Before we calculate the correction term, , using Equation 13, we must calculate in Equation 13. For this purpose, the temperature dependence of the shear modulus of several materials was investigated. Figure 1 shows the relationship between the homologous temperature and the specific shear modulus for several materials; i.e., the shear modulus at a certain temperature divided by the shear modulus at room temperature, ⁄ for carbon steel (Ledbetter & Reed, 1973) , Gr.91, Type 316, and Ti (American Standard for Mechanical Engineering [ASME] BVP Code, 2015), 18Cr steel (Manninen & Saynajakangas, 2013) , Al (Takeuchi, Noda, Komori, Nyuko, & Kitagawa, 1977) , Cu (Ledbetter & Naimon, 1974) , W (Armstrong & Brown, 1964) , and Ge (Kardashev & Nikanorov, 1985) . Test temperatures for creep data collected for many heat-resistant steels are concentrated around ⁄ ≈ 0.6, which corresponds to ln ln ⁄ ≈ −0.5. Thus, in most cases, the value of is considered to be constant; i.e., ≈ 1.5. However, the specific shear modulus for 18Cr steel, Cu, Al, and W may considerably decrease at higher temperatures and the value of therefore increases as shown in Figure 1 . Meanwhile, values of the shear modulus at high temperatures around which hot working tests have been conducted may be lacking. In these cases, the calculation of is limited within a temperature range where the shear modulus data exist, without extrapolating a trend curve. When Young's moduli at high temperatures are available, they are converted to shear moduli arranging Poisson's ratio from 0.30 to 0.32. Furthermore, when the elastic properties of a specified material are not available, the elastic properties of a main componential element or an alloy for which the chemical composition is similar to that of the material considered are used, because the elastic properties can be regarded to be insensitive to the microstructure. 
Results of Analysis
The method used to analyze in the present study is the same for all 21 types of materials and the results of analysis for 1Cr-Mo steel are given as a typical example in this section. The results for the other 20 types of materials are given in the appendix (Figures A1-A22 ).
,
, and for Gr. II become 435.9 kJmol , 419.6 cm mol , and 19.15, respectively, using Equation 14 and the MCR data. These values seem to be comparable to those for the time to rupture of similar steels (Tamura et al., 1999; Tamura et al., 2013) . A high value of for Gr. I is considered to result from an increase in resistance against mobile dislocations due to the increase in dislocation density immediately after the loading of higher stress. Regression lines are drawn in the figure for each temperature of Grs. I and II using these parameter constants. The dislocation densities were reported for specimens that crept at temperatures higher than the test temperatures used by the NIMS, but the data point obtained at 630 ℃ and 60 MPa by Hayakawa et al. (2007a) (solid square) lies near the regression line at 630 ℃ for the NIMS data. There is a difference between the MCRs of Hayakawa et al. and the NIMS at 630 ℃, but such a difference should be metallurgically allowed. Other data obtained by Hayakawa et al. (2007a) were reported without a strain rate, and therefore, the data are plotted on each regression line with cross marks at the reported temperatures and stresses. The observed dislocation densities and the values of calculated for each data point using Equation 13 are listed in Figure 2 . The dislocation densities at 600 and 650 ℃ were observed employing TEM and that at 630 ℃ was calculated employing an SCH method. Hayakawa et al. (2007a) reported the dislocation densities as functions of creep strain to rupture at 600 to 650 ℃ and indicated that the dislocation densities observed by TEM were approximately one order of magnitude higher than those by SCH over the whole range of creep strain. Therefore, when the dislocation density is observed at 630 ℃ employing TEM, the dislocation density may become larger than that shown in the figure measured employing an SCH method. In that case, the value of may become larger (shift to the positive side) according to Equation 13. In any case, the absolute values of are not so large when compared with the value of for Gr. II. The temperature-dependence term of the shear modulus is set at = 1.733 to 1.897 using Young's modulus of a low-alloy steel and = 0.30 (ASME, 2015). 
Discussion
Extent of Test Conditions and Dislocation Density
Test Conditions for Creep and Hot Deformation
Test conditions for creep and hot deformation of materials analyzed are described in Section 4 and the appendix. The creep rates or flow rates range from 1.2E − 7 h to 1000 h and the geometric mean is 3.6E − 3 h , with most values being distributed between 1.2E − 4 h and 1 h . The homologous temperatures range from 0.46 to 0.72 and average 0.60. In other words, test conditions for which the values of are calculated are in the range of so-called high-temperature dislocation creep (i.e., ⁄ ≈ 0.6), excepting that the values of ⁄ are 0.28 for CP-Ti ( Figure A20 ), 0.98 for Ge ( Figure A22 ), 0.81 for pure Ni ( Figure A15 ), and 0.77 for pure Al at 450 ℃ ( Figure A11 ).
Although the instantaneous strain is generally small at sufficiently high temperatures, rather high stresses are applied at mid-range or low temperatures to detect observable MCRs, and as a result, many dislocations are introduced immediately after loading, which may affect the observed dislocation densities even in steady-state creep. The magnitude of the applied stress is then generalized by the proof stress at a certain temperature. The values of for most heat-resistant steels at high temperatures are documented in data sheets published by the NIMS (2.25Cr-1Mo, 1986a; Type 304, 1986b; 1Cr-0.5Mo, 1996; Alloy 800, 1998; Type 316, 2000; Gr.91, 2007 (Sharafat, Martinez, & Ghoniem, 1999) , TZM (Mrotzek, Hoffmann, Martin, & Oettel, 2007) , CP-Ti (Japan Institute of Metals, 1993) , and AZ31 (Nguyen et al., 2014) , the cited references were used. The values of at high temperatures of Ge were not found. The average of = 0.66 ⁄ for the test conditions at which calculations of were conducted. In other words, under most of the test conditions examined, the applied stresses are below each ; however, under 15 test conditions in total, the applied stresses are larger than each . Among these 15 cases, there are one to four cases for each steel or alloy, with the exceptions of carbon steel, low-alloy steel, and 18Cr steel.
Dislocation Density
Among the referred dislocation densities (i.e., 92 cases), the dislocation densities are observed by TEM in 49 cases, with the average dislocation density obtained by TEM being 3.2E13 m (with the geometric mean being 1E13 m ), and with most values being concentrated in the range from 1E12 to 1E14 m . Meanwhile, there are 36 cases of employing an SCH method, giving an average dislocation density of 2E13 m (with the geometric mean being 7.5E11 m ), which seems slightly lower than the density obtained employing TEM. However, we should consider that approximately half of the reported dislocation densities obtained employing an SCH method range from 1E9 to 2E11 m ; i.e., the values are considerably low. Four cases of CP-Ti and AZ31 were measured employing XRD analysis and had an average dislocation density of 4.1E15 m , which is about two orders of magnitude higher than densities for the other metals and alloys obtained employing TEM or XRD and reported in this paper (see Figure 2 and Figures A1 to A22 in the appendix).
The differences among the dislocation densities evaluated employing TEM and an SCH test are as follows. Hayakawa et al. (2007) themselves reported that the dislocation densities obtained by TEM are more than one order of magnitude larger than those obtained employing an SCH method for any creep strain up to the rupture of 1Cr-0.5Mo steel tested at 600 and 650 ℃ as shown in Figure 2 . They interpreted this fact as the dislocation densities observed employing TEM containing also immobile dislocations. However, a comparison of Figures A12 (Horiuchi et al., 1972) and A13 (Yoshinaga et al., 1984) shows in contrast that the dislocation densities measured using an SCH method are approximately 7 times those obtained by TEM for similar Al-Mg alloys tested under similar conditions. It is thus concluded that there are no essential differences in the dislocation densities obtained by a TEM observation and an SCH method, apart from the case for a detailed investigation of causes of the differences between individual cases. However, it should be remembered that the dislocation densities measured by Hayakawa et al. (1970; 2007a; 2007b) for alloy steels employing an SCH method are relatively low.
Incidentally, the differences in the dislocation densities evaluated employing TEM and XRD analysis are as follows. Umezaki et al. (2014) concluded from an investigation of the dislocation densities of type-304 stainless steel deformed under tension at 650 ℃ that there is no essential difference in the dislocation densities obtained by TEM and XRD analysis, though the dislocation densities obtained by TEM are a little higher than those obtained by XRD analysis. Moreover, Pesicka et al. (2003) reported that there was little difference in the dislocation densities obtained by TEM and XRD analyses for X20 steel that had crept at 650 ℃ with different heat treatments.
Meanwhile, dislocation densities of HCP metals have been measured in many cases using an indirect method, like XRD analysis, and we cannot find any report of a direct comparison between the methods of TEM and XRD. The following gives the dislocation densities of deformed HCP metals reported in the literature, while dislocation densities of CP-Ti are mainly reported with a type of Burgers vector, because several slip systems are usually activated in CP-Ti, besides twinning (Hanada, 1990) . The dislocation density of warm-rolled CP-Ti at 40% reduction (Dragomir et al., 2005 ) was = 4E14 m ( Figure A20 ), where the Burgers vector population of type <a> was the highest, and the dislocation densities of crept AZ31 Mg alloy at 350 ℃ (Roodposhti et al., 2015) were = 3E15 to 8E15 m ( Figure A21 ), where basal slip planes were assumed to be activated. Both CP-Ti and AZ31 Mg alloy are HCP metals and their dislocation densities were obtained by analyzing peak profiles of an XRD pattern. Alkhazraji et al. (2014) Adams (1965) obtained = 2.6E10 m as the average dislocation density on basal slip planes of Zn single crystals that crept by = 0.06 at room temperature employing an etch pit technique. However, in most cases the dislocation densities of HCP metals were indirectly studied employing X-ray diffraction and the abovementioned dislocation densities of HCP metals, ranging from = 1E14 to 8.0E15 m , are rather high as compared with dislocation densities of metals having a cubic lattice observed employing TEM, which range from = 5E11 to 3.5E14 m (see Figure 2 and Figures A3 to A8, A10 to A12, A14 to A19, and A22). The dislocation densities observed for CP-Ti and Mg alloy (Figures A20 and A21) employing XRD analysis are still higher than those observed for martensitic steels employing TEM ( = 1E14 to 3.5E14 m ) (see Figures A3 to A5 ). In other words, it has been accepted that the dislocation densities of HCP metals obtained by XRD analysis as shown in Figures A20 and A21 in the appendix may be somewhat higher than those of the corresponding specimens measured employing TEM or an etch-pit technique, though direct comparisons among different methods using the same specimen have not been reported. Alkhazraji et al. (2014) reported that the dislocation density obtained by XRD analysis was higher than that obtained employing TEM, which can be explained by dislocations in a thin foil for TEM observation readily leaving the specimen surface under the action of the traction force acting on dislocations near both sides of free surfaces.
Reliability and Deviation of the Values of and
The relative reliability of the calculated values of in this study is considered to be as high as that of 9Cr-1W steel (i.e., within about 3%) (Tamura et al., 2015) because most of data shown in Figure 2 and Figures A1-A22 are classified into several groups and the goodness of fit of Equation 14 to each creep data group is therefore similar to that in the case of 9Cr-1W steel. Relative reliability of the calculated values of in this study is considered to be at the same level as that of because the main component of is as shown by Equation 13. In other words, the relative reliabilities of both and are considered to be sufficiently high. However, we should discuss in detail the deviation based on the test methods adopted for each data set rather than the reliability based on the scattering of experimental data.
The change in due to a change in the observed dislocation density is evaluated using Equation 13 as ∆ = 2.3 ∆ log ).
As explained in Section 5.1.2, the difference between the dislocation densities of Al-Mg alloy measured employing TEM and SCH methods is within one order of magnitude. However, Hayakawa (2003 Hayakawa ( , 2007a Hayakawa ( , 2007b measured dislocation densities in ferritic/martensitic steels employing an SCH method and reported that the values were about two orders of magnitude lower than those measured employing TEM, the reason for which was given in the previous section. In this paper, the dislocation density is discussed mainly on the basis of TEM data, and therefore, when dislocation densities of the ferritic/martensitic steels investigated by Hayakawa are measured employing TEM instead of an SCH method, the change in at = 1000 K is calculated according to Equation 16 as
This value is approximately 5% to 9% of the measured values of and is not so large.
Meanwhile, the circumstances are rather complex for HCP metals, especially CP-Ti. The dislocation densities referred to for HCP metals (Figures A20 and A21) are obtained by XRD analysis. These values as explained in Section 5.1.2 are considered to be larger than those obtained employing TEM for metals other than HCP metals and still larger than those for martensitic steels ( Figures A3-A5 ). Although we could not find literature making a detailed comparison of the dislocation densities of the same specimen measured employing both TEM and XRD methods, if we assume that the imaginary dislocation density obtained employing TEM is one order of magnitude lower than that obtained by XRD analysis, the change in at = 1000 K can be calculated according to Equation 16 as
When we measure the dislocation densities for CP-Ti and Mg alloy employing TEM, the values of are considered to shift in the negative direction according to Equation 18. This change is approximately 5%-11% of the measured values of and is not so large.
We next discuss the effect of slip systems on , because the length of the vector is one of the variables in the calculation of , given by Equation 14, and there is a possibility of an increase in the average length of the Burgers vector, especially for CP-Ti (Hanada, 1990) . Roodposhti et al. (2015) and Fabian et al. (2007) confirmed that the major Burgers vector is type <a> for Mg alloys, and the assumption mentioned in Section 3.2 that the length of the Burgers vector is the distance between nearest-neighbor atoms in a basal plane is therefore valid. However, Dragomir et al. (2005) reported that in a warm-rolled CP-Ti specimen 40% of the activated Burgers vector is of type <a+c>, though the majority is still type <a>. In these cases, the length of the Burgers vector may increase to some extent on average, which shifts the value of of CP-Ti in the positive direction. Although the change due to the diversity of the type of Burgers vector cannot be estimated, the form of Equation 13 suggests that the effect is not as large as the effect of a change in the dislocation density (Equation 18).
Twinning is another concern when we evaluate the value of for HCP metals. The referred creep data of HCP metals (Taira et al., 1960; Dragomir et al., 2005; Hyun et al., 2014; Roodposhti et al., 2015) do not contain any information on twinning deformation. Twinning should affect the values of through the temperature dependence of the strain rate, given by Equation 7, and the strain rate due to twinning directly affects the value of through Equation 13. Although we cannot evaluate the effect of twinning on the value of , deformation due to twinning may be negligible at high temperatures (Akhtar, 1975; Hanada, 1990 ).
Moreover, we should discuss the deviation of for CP-Ti itself. Although the creep test temperatures of Mg alloy as shown in Figure A21 are around ≈ 0.67 ⁄ , those for CP-Ti are rather low, around ≈ 0.28 ⁄ . When the test temperature is low ( < 0.5 ⁄ ), the apparent activation energies for the creep of pure metals become lower than those for self-diffusion owing to defect-assisted diffusion. Sherby, Lytton, & Dorn (1957) and Robinson et al. (1969）reported the relationship between the homologous temperature, ⁄ , and the apparent activation energy for the creep of Al, Cu, and W, and it can be estimated on the basis of the trends of these experimental results that the apparent activation energy for creep at ≈ 0.28 ⁄ is 70% of the apparent activation energy for creep at ≥ 0.5 ⁄ . Therefore, for the creep of CP-Ti at ≈ 0.5 ⁄ , where many metals adopted in this study crept at around ≥ 0.5 ⁄ , the experimentally obtained activation energy is given by , / . = 0.7 ⁄ = 562 kJmol , = 393.5 kJmol .
According to this simple discussion, estimated at ≈ 0.5 ⁄ is 562 − 393.5 = 168.5 kJmol larger than observed at ≈ 0.28 ⁄ . The increase in due to the increase in is estimated from Equation 13 as
where the value of at ≈ 0.5 ⁄ is not experimentally obtained and the value = 1.444 at ≈ 0.28 ⁄ is thus used instead in the above estimation. The first term in Equation 13 contains a variable of dislocation density, and the dislocation density may change according to the change in the test temperature; unfortunately, we cannot estimate this effect. Even neglecting this effect and the effects of twinning deformation and the changes in the Burgers vector, the change in , when CP-Ti creeps at ≈ 0.5 ⁄ similarly to the many other metals studied here, is estimated to be as large as Δγ = −116 − 19 = −138 kJmol according to Equations 18 and 20. This value corresponds to about −35% of the observed at ≈ 0.28 ⁄ as shown in Figure A20 in the appendix A20. Finally, it can be said that for CP-Ti described in Figure A20 is a different kind of parameter as compared with parameters for most other metals.
Validity of the Evaluation Equation for Dislocation Density
Distribution of
The values of indicated in Figure 2 and Figures A1 to A22 are distributed from −394 to 233 kJmol and average +2.1 kJmol . In a frequency table (Table 1 ) of with intervals of 50 kJmol , the frequency of the distribution is highest between 0 and 50 kJmol ; i.e., 41 of the 98 cases. The range of the peak width of ±50 kJmol (i.e., from −50 to 100 kJmol ) accounts for about 60% of all values. Most of the values for pure Al and Al alloys fall in this band. Table 1 uses abbreviations such as LAS for carbon steel and low-alloy steels and Al for pure Al and Al alloys. In the present report, the abbreviations Cu, Ni, W, Mo, Ti, Mg, and Ge are frequently used to denote material groups, while the abbreviation Al specifically refers to the element aluminum.
In the range < −150 kJmol (i.e., large negative values), we find two cases of Mo, two cases of type-316 stainless steel, and seven cases of high-alloy martensitic steel (HAMS). The two cases of Mo involve 75% swaged TZM alloy and fully recrystallized TZM alloy, but high stress of = 1.3 was applied for the latter. Moreover, high stresses of about = 1.6
were applied also for the two cases of type-316 steel. Meanwhile, the applied stresses for the seven cases of HAMS were below each proof stress, but all seven cases of HAMS are Gr. 91 steel with high initial dislocation densities as observed by TEM; i.e., approximately = 1E14 m (Panait et al., 2010) . In materials that had large negative values of , many dislocations were introduced before loading owing to the martensitic microstructure, work hardening by swaging, or large instantaneous strain, and these materials are therefore called hard materials.
Meanwhile, in the range > 100 kJmol (i.e., large positive values), there is a case of pure Ni, two cases of 18Cr steel, four cases of Cu, and seven cases of W and W alloy. These materials hardly have strong strengthening factors and have microstructures like those of pure metals. These materials were tested at rather high homologous temperatures, the average being ⁄ = 0.6, and low stress levels, the average being ⁄ = 0.45. These materials with positive large values of are called soft materials. (2), HAMS (7) -150/-100 6 Ti, Ge, HAMS (4) -100/-50 7 ASS (7) - 50 The first term on the right side of Equation 13, an equation for calculating , is a function of the temperature, dislocation density, and strain rate, while the third term is a function of stress and the activation volume; i.e., these terms have multiple variables. Meanwhile, the second term has only one variable, namely the experimentally obtained activation energy, . Figure 3 then shows the correlation between and . Data points are distributed between the lines = −0.33 and = +0.79 and there are many data points near the line = 0, which is evident from Table 1 . Although all data points seem to be distributed randomly, the data points of the ferrous material are distributed closely around their regression line drawn in the figure. The absolute value of the reciprocal of the slope of the regression line (i.e., 1.86) is approximately close to the average of the temperature-dependence term of the shear modulus, = 2.28, as suggested by Equation 13. It is generally accepted that materials with large values of have high strength; therefore, it can be understood from the data points around the regression line that the values of of a hard material become negative and large. This trend is true for the Mo data group. The regression lines for Al and W data groups separately are drawn as broken lines with negative slopes like the slope of the regression line for the ferrous material. Data points for 18Cr steel and W, which are categorized as soft materials, are around the left side of each regression line, where the values of are small and the values are large and positive. The data points of the other soft materials, namely Cu, Ni, and Mg, are also distributed in the area where the values of are small and the values are large and positive, though regression lines for these materials are not drawn because the numbers of data for each are limited. It can be said from the correlations for each data group shown in Figure 3 that there exists a certain combination of material and test conditions which satisfies the relation of = 0 for each data group. , and the correction term, . Regression lines are given for ferrous materials, the W data group, and the Al data group. All data are plotted between two dot-dash lines. The abbreviations in the column denote data groups explained in Table 1 5.3.3 Introduction of Uncorrected Dislocation Density, Defining the dislocation density for = 0 in Equation 12 as uncorrected dislocation density, , Equation 13 can be rewritten as a simple equation, Figure 4 shows the relation between and for all data investigated. In the explanation of Table 1 , we use the term "hard material" when ≪ 0 and the term "soft material" when ≫ 0. Therefore, the terms hard and soft are schematically illustrated in the figure. The correlation for all data in Figure 4 is considerably better than that in Figure 3 , as expected from Equation 21. The regression line for the ferrous material is drawn in the figure with a solid line, and the correlation coefficient of | | = 0.95 is better than that of | | = 0.84 in Figure 3 . The first term of the regression equation, 206 kJmol , corresponds to the value of for = 1 m , i.e., a near-perfect crystal, and the coefficient of the second term, 16.9 kJmol , relates to the value of the average test temperature for the ferrous material times the gas constant, 2.3
. The intersection of the regression line and = 0, obs), is 1.5E12 m for the ferrous material. This intersection clearly indicates that the calculated dislocation density obtained using Equation 12 for the ferrous material assuming = 0 is equal to the observed dislocation density. It is therefore reasonable that 1.5E12 m is close to the observed dislocation densities of the crept ferrous materials in a steady state, as is seen in Figure 2 and Figures A6, A7, A8, and A10.
Incidentally, the uncorrected dislocation density, , which can be calculated using only experimental creep data for an individual data set without adjusting , depends on the temperature, stress, creep rate, and temperature-dependence term of the shear modulus, , and the values are distributed widely as shown in Figure 4 . As mentioned above, type-316 stainless steel with high applied stresses is already hardened at an early stage of transition creep, before the strain of the MCR, and HAMS is also hardened by its martensitic structure before creep tests. Therefore, in the cases of a hard material, the relation ≫ obs) is satisfied, where obs) is the jmsr.ccsenet.org Vol. 6, No. 2; observed dislocation density, and thus the values of the uncorrected term, , become negative and large as seen in Figure 4 and Figures A3, A4, A6, and A10. In contrast, in the cases of 18Cr steel, LAS tested at higher temperatures, HAMS tested at higher temperatures and lower stresses, and austenitic stainless steel (ASS) with low applied stresses, the relation < obs) holds, and thus, the values of the uncorrected term, , become positive as seen in Figure 4 and Figures A3 to A5, A8 to A10, and A12. given for ferrous materials (solid line) and all data (broken line). Symbols in the column denote data groups, explained in Table 1 . Materials are schematically categorized as "soft" and "hard" according to Table 1 and the explanation given in Section 5.3.1
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Feasibility of ≈ 0 in the Evaluation Equation for Dislocation Density, Equation 12
Figure 5 shows the relation between the homologous temperature of the LAS, HAMS, ASS, Al, Cu, and W data groups and , because many data in Figure 4 overlap near the line = 0. In Figure 5 , the relation obs) = 1.5E12 m for the ferrous material is drawn with a broken line, the value of which denotes the dislocation density at = 0 and at the same time corresponds to the imaginarily observed dislocation density. In the figure, the positive values of are shown by symbols distinguished from the negative values for each data group. The value of tends to decrease with an increase in ⁄ and, above ≈ 0.6 ⁄ or when < obs) for the ferrous material, the slope tends to become more gradual. The data of LAS and HAMS were recorded at ⁄ < 0.6 and are roughly classified into a high-strength group (solid circles, < 0) and a low-strength group (double circles, > 0). The uncorrected dislocation density, , of the high-strength group is large, ranging from 1E18 to 1E25 m , but of the low-strength group is below 1E13 m . Thereby, we find the middle group with < 0 and ≈ 1E12 m (circles). In this middle group, X20 steel tested at 550 ℃ and 120 MPa and considered a member of Gr. I ( Figure A6 , = −8.4 kJmol ) is included. This is because degradation may happen during long-term testing, which reduces as for LAS, even though X20 steel is an HAMS. In this group, the data of Panait et al. for which degradation was confirmed by long-term tests ( Figure A3 ) and the data for forged rotors tested at 600 ℃ and 160 MPa are also included. Figure 5 shows that the HAMS is classified into two groups with different values of , hard (solid circles) and soft (open circles) groups, even though the relation < 0 holds for both HAMS groups. The main factor that explains the difference between the two groups is the experimentally obtained activation energy,
, and the boundary between hard and soft groups is ≈ 640 kJmol . In the middle group, we find also the LAS of carbon steel, 1Cr-0.5Mo steel, and 2.25Cr-1Mo steel that were tested at low temperatures of < 0.5 ⁄ , which resulted in an increase in and < 0. The low-strength group (double circles, > 0) is mainly composed of LAS, but contains forged rotors tested at 650 ℃ ( Figure A5 ) and X20 steel tested at 650 ℃ and evaluated as a member of Gr. I ( Figure A6 ). The data of ASS are also classified into two groups according to the sign of . The main factor of the difference is the experimentally obtained activation energy,
, and when ≳ 440 kJmol , the correction term, , is negative and becomes large. In the Al group (square and double squares), we find a single case of < 0 tested at 450 ℃ shown in Figure A11 . The Al group with > 0 can be further classified into two groups depending on the value of and is small and is a little larger when ≳ 165 kJmol . For pure Cu and the W group, > 0 and is small in all cases. Figure 5. Uncorrected dislocation density, , as a function of homologous temperature, ⁄ . Symbols in the column denote data groups, explained in Table 1 . obs) ( for = 0 in Figure 4 ) for ferrous material is drawn as a broken line. Data for HAMS and the Al data group are classified into two groups according to the experimentally obtained activation energy,
Validity of the Evaluation Equation for Dislocation Density, Equation 12
Figures 4 and 5 confirm that the approximation of ≈ 0 in Equation 12 (i.e., obs) = 1.5E12 m ) holds for many kinds of materials in LAS, HAMS, ASS, and Al data groups. Therefore, Table 1, Figure 4 , and Figure 5 indicate that the proposition that the correction term of Equation 12 can be assumed to be approximately zero, ≈ 0 kJmol , is confirmed by many experimental results, and therefore, it can be concluded that a sufficient condition for Equation 12 to be valid for the calculation of dislocation densities in a steady-state creep is partially satisfied. Moreover, Figure 4 shows that obs) for all data including those of ferrous and non-ferrous materials tends to converge in a narrow range between 1E12 and 1E14 m . This range is similar to the range of dislocation densities usually observed employing TEM. We are thus able to confirm that the dislocation density calculated using Equation 12 and assuming = 0 is equal to the observed dislocation density if we can choose appropriate test conditions for any material, e.g., ⁄ ≈ 0.6 in Figure 5 . We thus conclude that the evaluation equation of the dislocation density in a steady state of metals is valid, although we made several assumptions when introducing Equation 12.
Relation between Steady-state Creep and Self-diffusion
The correction terms of Equations 9 and 12, , were calculated back using the observed dislocation densities and the changes in Gibbs free energy can therefore be calculated using Equation 9 for each steady-state creep of the materials investigated. Figure 6 shows the relation between the experimentally obtained activation energy and the change in Gibbs free energy for steady-state creep. We can confirm that these two variables are related to a weak positive correlation. This is expected because is a main configuration factor of ∆ . However, this is not true regarding an individual material. . Correlation between the experimentally obtained activation energy, , and the change in Gibbs free energy for creep, ∆ . Symbols in the column denote data groups, explained in Table 1 ; however, symbols in the figure denote the name of the element that is the main constituent element for each data group. Horizontal lines near each data group denote the activation enthalpy for the self-diffusion, , of each element
Horizontal bars in the figure indicate the values of activation enthalpy, , for self-diffusion of a main constituent element in each material. We find that, in most cases, the relation ≳ ∆ holds in Figure 6 . Figure 7 then shows the relation between ∆ and , where the diffusion data for each main constituent element refer to Fe (Oikawa, 1982) , Al (Neumann, Reimers, & Bartdorff, 1975) , Cu (Lam, Rothman, & Nowicki, 1974) , Ni (Maier, Mehrer, Lessmann, & Schule, 1976) , W (Mundy, Rothman, Lam, Hoff, & Nowicki, 1978) , Mo (Askill & Tomlin) , Ti (Koppers, Derdau, Friesel, & Herzig), Mg (Shewmon, 1963; Ganeshan, Hector Jr., & Liu, 2010) , and Ge (Letaw, Jr., Portnoy, & Slifkin,1956) . In referring to diffusion data, we selected diffusion data that were experimentally obtained at temperatures near the temperatures at which creep tests were conducted. The figure reveals that ∆ and have a strong correlation not only for cubic structure materials but also for HCP and diamond structure materials. We obtained the relation = 1.16∆ . Figure 7 . Correlation between the change in Gibbs free energy for creep, ∆ , and activation enthalpy for self-diffusion, . Symbols in the column denote data groups, explained in Table 1 jmsr.ccsenet.org Vol. 6, No. 2; Diffusion data for self-diffusion, especially in a cubic structure, are usually explained by a single-vacancy mechanism. Meanwhile, since Sherby et al. (1953) found the relation = for some pure metals, creep phenomena of metals have been interpreted using a mechanism of dislocation motions with the help of the formation and migration of single vacancies, whether the creep mechanism is based on a climb model or a jog model. However, for most heat-resistant steels and alloys that have actual uses, it is well known that the relations = and ≫ hold (Tamura et al., 1999; Tamura et al., 2003; Tamura et al., 2013) . To solve this apparent inconsistency, many studies have been performed as mentioned in Section 1, because the vacancy mechanism has been believed beyond doubt to be true even for the creep of most heat-resistant steels. However, the results of these activities are complicated and are not so easy to understand. Therefore, we have now calculated the changes in Gibbs free energy during steady-state creep using creep curves. We should not be satisfied simply by getting the relation = 1.16∆ (Figure 7) . Rather, we need to relate ∆ for creep with the change in Gibbs free energy for self-diffusion evaluated employing a single vacancy model.
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Mehrer (2007) expressed the diffusion coefficient for crystalline solids according to the single-vacancy mechanism of self-diffusion as
and
where , , , and ∆ are respectively the geometrical factor for random diffusion, the correlation factor, the lattice parameter, and the change in entropy for diffusion. Mehrer summarized the values of and for BCC, FCC, and HCP structures on the basis of a two-dimensional model (2D-HCP) and diamond structure as presented in Table 2 . The values of together with those of are reported for the main constituent elements in the literature mentioned above, and we can therefore calculate the changes in Gibbs free energy, ∆ , for the self-diffusion of each main constituent element at a temperature at which the dislocation density was observed. Figure 8 shows the relation between ∆ and ∆ . It is found that ∆ ≅ ∆ ; i.e., the changes in Gibbs free energy during the steady-state creep of many types of metals including heat-resistant steels having practical uses are approximately equal to the changes in Gibbs free energy for self-diffusion of the main constituent elements of the materials. In this study, as much information on the dislocation density and deformation rate in a steady state as possible was collected and analyzed as mentioned above on the basis of several assumptions. As a result, we obtained the definite relation ∆ ≈ ∆ as seen in Figure 8 . Therefore, although the two variables have a strong correlation with a high correlation coefficient, individual data points are scattered around the regression line ∆ = 0.98∆ . We should pay particular attention to the behavior of HCP metals. Regarding Ti and Mg, the changes in Gibbs free energy for self-diffusion in a basal plane were calculated employing a two-dimensional model, because calculation models for non-basal planes like the model expressed by Equation 23 have not yet been developed. For AZ31 Mg alloy, dislocation densities are estimated employing an XRD method assuming basal plane slip (Roodposhti et al., 2015) . In the case of the warm-rolled CP-Ti, however, it is confirmed only that the major slip direction is along the nearest-neighbor atom direction and it is not guaranteed that a basal slip system is the major system (Dragomir et al., 2005) . It is thus considered that the change in Gibbs free energy for self-diffusion (i.e., the vertical axis of Figure 8 ), ∆ , of CP-Ti should be plotted for reference.
The dislocation density of AZ31 Mg alloy is evaluated employing XRD analysis and the dislocation densities obtained are considered to be one order of magnitude higher than those obtained employing TEM as mentioned in Section 5.2. If we measure the dislocation density of AZ31 Mg alloy employing TEM, by which many data quoted in this report were obtained, and obtain values that are one order of magnitude lower, the values in each case decrease by approximately −19 kJmol −1 according to Equations 13 and 18 and the values of ∆ for creep decrease according to Equation 9. In this case, data points of the Mg data group shift to the left by approximately −19 kJmol −1 and become closer to the regression line.
Meanwhile, concerning CP-Ti, it seems inappropriate that ∆ for the creep of CP-Ti calculated using the estimated at = 0.28 ⁄ ( Figure A20 ) is directly compared with values of ∆ for other metals that are calculated using values of estimated at much higher temperatures. However, because the summation of the first and second terms of Equation 9 is + ⁄ , the effects of the test temperature on and cancel each other out and the effect of the test temperature on ∆ is thus considered to be negligible. Therefore, ∆ for creep of CP-Ti is considered to be affected by employing an XRD method as is the case for Mg alloy; i.e., the data point of CP-Ti in Figure 8 should be considered to be shifted to the left similarly to the case for Mg alloy when we compare ∆ for the creep of CP-Ti with values for other metals calculated employing TEM. Figure 8 . Correlation between the change in Gibbs free energy for creep, ∆ , and the change in Gibbs free energy for self-diffusion, ∆ , of the main constituent element for each data group. Symbols in the column denote data groups, explained in Table 1 . Diffusion data with a high value of ∆ for ultra-high-purity titanium are also plotted for discussion (see the main text). A regression line that passes through the origin for all data except the high-purity titanium data is drawn By the way, the value of ∆ of HCP Ti (solid circle in Figure 8 ) was calculated using Equations 22 and 23 and the diffusion coefficient reported by Koppers et al. (1997) , where CP-Ti with an HCP structure was used with impurity levels similar to those of CP-Ti that was used in creep tests. The regression line in Figure 8 is calculated for all data including a data point of Ti (solid circle). Most diffusion coefficients for self-diffusion in a basal plane of Ti reported in the literature (Dyment & Libanati, 1968) are ∆ ≈ 150 kJmol and ≈ 1E − 10 m s . However, using these values and Equation 23 results in negative values of the apparent change in entropy for diffusion, ∆ . The apparent changes in entropy for diffusion of Zr and Hf, which are both IV-a group elements, with an HCP structure are calculated using Equation 23 and both observed values of are also negative (Dyment et al., 1968) . However, the change in entropy for diffusion should theoretically be positive (Zener, 1952; Mendelev & Bokstein, 2010) . Regarding this problem, Koppers et al. (1997) themselves conducted a series of diffusion experiments using α-Ti with ultra-high purity and confirmed that ∆ = 306.0 kJmol and ≈ 1.4E − 3 m s . These values are similar to those of many metals with a cubic or an HCP structure and ∆S of ultra-high pure α-Ti becomes positive when using these values. ∆ was recalculated using ∆ and of ultra-high pure α-Ti and a new data point is plotted as a double circle in Figure 8 . Unfortunately, the new plot is away from the original regression line, though ∆S becomes positive. That of α-Ti with a normal impurity level is apparently small, resulting in ∆ < 0 , can be explained phenomenologically as follows. The diffusion coefficient for self-diffusion increases by adding a small amount of impurity to ultra-high purity Ti with an HCP structure, but the increase becomes large at lower temperatures and the slope of an Arrhenius plot therefore decreases and becomes small. Perez, Nakajima, and Dyment (2003) reviewed that the addition of Co to α-Ti increases the diffusion coefficient by more than an order of magnitude and proposed the mechanisms of ultra-fast diffusion. However, the enhancement of self-diffusion of α-Ti due to the addition of a very small amount of impurity has not been explained. Both values of ∆ of α-Ti shown in Figure 8 are calculated assuming the vacancy mechanism. However, it is well known that interstitial diffusion is far faster than substitutional diffusion (Mehrer, 2007) and, moreover, Mendelev and Bokstein (2010) reported on the basis of a molecular dynamics study that the self-diffusion of α-Zr based on the interstitial diffusion mechanism is faster than that based on the vacancy mechanism and that the difference in the diffusion coefficient between the substitutional and vacancy mechanisms jmsr.ccsenet.org Vol. 6, No. 2; is greater at lower temperatures. In other words, it is unclear how to calculate ∆ for HCP metals, which transform to BCC structures at higher temperatures, and therefore, plotting HCP data, especially data of Ti, in Figure 8 itself may be a problem. However, this problem is beyond the scope of the present study. Figure A20 is not as good as that in similar figures. For the aim of improving only the fitness of Gr. II in Figure A20 , excluding the low-strain-rate data may be effective. However, in that case, there are fewer data and the reliability is thus lower. Moreover, the strain rate and stress of the rolled data (cross mark in Figure A20 ) are not observed values. However, for all cases in the calculations using different values of the strain rate and stress estimated, values of ∆ of CP-Ti become approximately 100 kJmol as long as the dislocation density and rolling temperature observed do not change, and thus ∆ is certainly at least twice the change in Gibbs free energy of the hot deformed CP-Ti with an HCP structure. Incidentally, we see scattering around the regression line in cases other than HCP metals. Such scattering may be caused by inconsistency; e.g., the dislocation density was not observed using the same specimen used to obtain the values of , , and . Therefore, Figure 9 shows the relation between ∆ and ∆ for the selected cases where the dislocation density was observed employing only TEM and creep or steady-state hot deformation tests, from which the values of , , and were calculated, and using the same material in the creep or steady-state hot deformation test as that used in the TEM observation. If this restriction is strictly applied, all data of ferritic/martensitic steel are excluded. Therefore, the data of two cases of 1Cr-0.5Mo steel and a case of Gr. 91 steel are plotted in Figure 9 , where each material is specified using the same industrial standard, although the TEM observations and creep tests were conducted by different research groups. Figure 9 reconfirms that ∆ ≈ ∆ for material with a cubic lattice structure, including Ge, and the correlation coefficient is much improved from 94% to 98%. Figure 8 , but for selected data where the dislocation density is measured employing TEM and creep data were presented by the same research group that made the TEM observation. Three data for LAS and HAMS are added, where although the dislocation density and creep were measured by different authors, the materials tested are classified in the same group on an industrial scale From the above discussion it can be concluded that the changes in Gibbs free energy during steady-state creep or the deformation rate at high temperatures, ∆ , of many metallic materials including heat-resistant steels having practical uses and also Ge single crystals are almost equal to the changes in Gibbs free energy for self-diffusion, ∆ , based on the well-known vacancy mechanism, even though the experimentally obtained activation enthalpy for creep, , is much greater than the activation enthalpy for self-diffusion, . This conclusion of ∆ ≅ ∆ may be true also for HCP metals such as Mg alloy, although this relation does not sufficiently hold for HCP metals such as Ti, which are in the IV-a group of the periodic table and do not have stable HCP structures at higher temperatures. The relation ∆ ≅ ∆ surely indicates that the deformation mechanism of metals with a cubic lattice including high-strength heat-resistant steel is closely related with the diffusion of single vacancies. This interpretation was originally proposed for pure metals by Sherby, Orr, and Dorn (1953) and has since been widely accepted as a tacit understanding even for heat-resistant steel having high strength. Therefore, the validity of Equation 12, an equation used to evaluate the dislocation density, is confirmed.
The goodness of fit of Equation 14 to the creep data for CP-Ti shown in
Conclusion
Ninety-two data sets including the dislocation density in a steady-state deformation and the related creep or hot deformation rate of 21 types of metals (having BCC, FCC, and HCP structures) and Ge single crystals were collected. Using these observed dislocation densities, variations in the correction term, , used in the equations for calculating the change in Gibbs free energy and the dislocation density during steady-state creep were investigated. Moreover, the validity of the equation used to evaluate the dislocation density, which was previously proposed by the author and his colleague, was examined. The following are the main findings of the study.
1) There are many cases of ≈ 0. In this case, the changes in Gibbs free energy for creep can be estimated only using creep data or hot deformation data for a steady state.
2) The values of for high-Cr martensitic heat resistant steels with high strength and austenitic stainless steels with high applied stresses are negative and large.
3) The values of for pure metals and similar materials tested at rather high temperatures and low stresses are positive and large.
4) The changes in Gibbs free energy during creep evaluated using the calculated values of are almost equal to the changes in Gibbs free energy during the self-diffusion of each main constituent element of the materials based on the single vacancy mechanism for all materials investigated except pure Ti. This indicates that the creep mechanism of almost all materials investigated is closely related with the formation and migration of single vacancies.
5) The equation used to evaluate the dislocation density during steady-state creep, Equation 12, is considered valid, though it has the correction term of .
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Correction term in Equations 9 and 12 for calculating the dislocation density .6 cm mol , and 16.37, respectively. Regression lines are drawn as shown in the figure for each temperature of Grs. I and II using these parameter constants. The correction term, , is calculated using Equation 13 together with the dislocation density listed in the figure and the parameter constants, and the results are shown in Figure A2 . Hayakawa et al. (2007b) also reported dislocation densities at 630 ℃ and 675 ℃ and the corresponding values of are 11.9 kJmol and 9.2 kJmol , respectively. The absolute values of the correction term for 2.25Cr-1Mo are small and below 9% of of Gr. II. The temperature-dependence term of the shear modulus is set at = 1.740 to 2.134 using Young's modulus of low-alloy steel and = 0.30 (ASME, 2015). Figure A2 . MCRs for a 2.25Cr-1Mo steel tube (NIMS, 1986a ) (open marks) and a steel pipe (Hayakawa et al., 2007b ) (solid marks) as functions of stress. The values of are also shown for the dislocation density evaluated employing an SCH method at 600, 650, and 700 ℃ (Hayakawa et al., 2007b) .
A3. Gr. 91
Hayakawa, Terada, Yoshida, Nakashima, and Goto (2003) calculated the dislocation densities around MCRs at 640 to 700 ℃ for a modified 9Cr-1Mo steel tube employing an SCH method. Sawada et al. (1997) observed the dislocation densities in a state near the MCR at 600 ℃ for a Gr. 91 steel plate employing TEM. Panait, Zielinska-Lipiec, Koziel, Czyrska-Filemonowicz, Gourgues-Lorenzon, and Bendick (2010) observed the dislocation density of a ruptured specimen of a modified 9Cr-1Mo steel pipe at 600 ℃ for 113,431 h employing TEM. Figure A4 shows the correlation between the stress and MCR of a Gr. 91 steel plate from a data sheet No. D-1 of the NIMS, heat MgC (NIMS, 2007) that is coupled with the dislocation density data. The creep behavior of high-alloy martensitic steel is more complex than that of low-alloy steels shown in Figure 2 in the main text and Figure A2 . Data were therefore classified into four groups: Grs. I to III are characterized by stress levels and Gr. IV corresponds to long-term data around 600 ℃. A critical issue relating to high-alloy martensitic steel is that the long-term rupture strength unexpectedly decreases at high temperatures (Kushima, Kimura, & Abe, 1999; Tamura, 2015) . The creep behavior of Gr. IV may be related to this problem. The values of , , and are respectively calculated as 793.1 kJmol , 445.8 cm mol , and 39.50 for Gr. I, 862.4 kJmol −1 , 600.0 cm mentioned above. Data points obtained by Sawada et al. (1997) (solid triangle) and Panait et al. (2010) (solid diamond) are close to the regression lines at 600 ℃ for Grs. III and IV, respectively. All dislocation densities reported are given in the figure together with the test conditions. Hayakawa et al. (2003) reported the dislocation densities as functions of creep strain with test conditions, though the MCR for each test condition is unknown except in the case for 700 ℃. However, the creep rate at 700 ℃ and 59 MPa is close to the regression line at 700 ℃ for the NIMS data; therefore, the remaining data are plotted with cross marks on each regression line of Gr. III of the NIMS data. According to the NIMS data sheet (NIMS, 2007) , the MCRs of Gr. 91 steel are observed at a creep strain near 0.01; therefore, dislocation densities at a strain of 0.01 are read from the density vs. creep strain curves obtained by Hayakawa et al. (2003) . The values of are calculated by substituting the dislocation densities, the test conditions listed, and the values of , , and for Grs. III and IV mentioned above into Equations 13 and 14 and the results are given in the figure. The dislocation densities calculated employing an SCH method may be considerably lower than those obtained by TEM as shown in Figure 2 for 1Cr-0.5Mo steel. However, the values of obtained by Hayakawa et al. are large and negative and are comparable to those obtained by Sawada et al. (1997) ; i.e., the absolute value of is large and ranges from 16% to 25% of . In other words, the value of seems to be independent of the test method for dislocation density. Only obtained by Panait et al. (2010) among the given values is positive and rather small. It is reasonable to judge that this is not due to experimental error, and rather that the microstructure of Gr. 91 approaches the microstructures of the low-alloy steels as shown in Figure 2 and Figures A1 and A2 owing to microstructural degradation during long-term testing. Although the dislocation density obtained by Panait et al. (2010) was measured for a rupture specimen as described above, Panait's data should not be distinguished from those for the state of the MCR, because Panait et al. (2010) also showed that there were small variations in the initial dislocation density and the dislocation densities in the gauge and gripped portions of the rupture specimen over a period of 113 431 hours, that is, the dislocation density of Gr. 91 was stable during the whole duration of the creep rupture test at 600 ℃ under 80 MPa. The temperature-dependence term of the shear modulus is set at = 1.661 to 1.976 using Young's modulus of high-Cr alloy steel and = 0.30 (ASME, 2015). Creep rates other than solid marks were not reported by Hayakawa et al. (2003) and, therefore, the data were plotted as cross marks on the regression lines for Gr. III calculated using the MCR data for heat MgC. The test method, test conditions, and dislocation densities for each report are given in the figure and the calculated values of are also given for each dislocation density. The dislocation density indicated by an asterisk, reported by Panait et al. (2010) , was measured employing TEM for a gauge portion of a ruptured specimen A4. Gr. 92 Figure A4 . MCRs for Gr. 92 steel (Hasegawa, 2014) as functions of stress. MRC data at 650 ℃ of Co-modified Gr. 92 steel (Dudova, 2012) are also plotted as square marks, among which the dislocation density obtained by TEM was reported only for 140 MPa (solid square mark). The value of for the Co-modified Gr. 92 steel calculated using the parameter constants for Gr. II of the Gr. 92 steel (see text) is also given in the figure with the observed dislocation density Dudova, Plotnikova, Molodov, Belyakov, and Kaibyshev (2012) conducted creep tests at 650 ℃ for a 3% Co-modified Gr. 92 steel pipe and observed the dislocation density of a crept specimen at an MCR under 140 MPa employing TEM. Since we cannot perform an analysis with Equation 14 using their data alone, Figure A4 shows the MCRs of Gr. 92 (Hasegawa, 2014) , comparing with Dudova et al.'s data. The MCRs of Gr. 92 are classified into three groups, Grs. I-III, and regression lines are given according to stress levels. Despite a discrepancy in the slopes at 650 ℃ between the MCR of Gr. 92 (circles) and the Dudova's data (squares), Dudova's data are judged to belong to Gr. II of Gr. 92 steel, because the Dudova's data fall in the scatter band of Gr. 92 at 650 ℃. The values of , , and for Gr. II are calculated as 801.3 kJmol , 673.2 cm mol , and 36.14, respectively. The value of = −109.9 kJmol is obtained for Co-modified Gr. 92 steel using Equation 13 with parameter constants for Gr. II of Gr. 92 steel and using the creep data and the observed dislocation density of Co-modified Gr. 92 steel. The absolute value of is 14% of and is rather large. The temperature-dependence term of the shear modulus is set at = 1.898 using Young's modulus of high-alloy martensitic steel and = 0.30 (ASME, 015). Spiradek, Bauer, and Zeiler (1994) reported MCRs at 600 ℃ and 650 ℃ for 9Cr-1MoVNbB forged rotor steel; the results are shown in Figure A5 . All data are analyzed using Equation 14 and the values of 527.7 kJmol , 354.7 cm mol , and 22.20 are obtained for , , and , respectively. In the figure, regression lines are drawn using these parameter constants. Spiradek et al. (1994) themselves also observed the dislocation densities obtained employing TEM before and after creep rupture tests. The dislocation density of a ruptured specimen decreased only 50% from the initial dislocation density, and a similar trend was reported for a similar Gr. 91 (Panait et al., 2010 ) martensitic steel. Furthermore, the dislocation density of a similar X20 martensitic steel changes little after the MCR to rupture (Bazazi, 2009) . Therefore, the dislocation densities after rupture, , were used in the calculation of for the MCR. The values of at 600 ℃ and 650 ℃ are calculated as 28.2 kJmol and −0.9 kJmol , respectively. The absolute values of are small and below 5% of . The temperature-dependence term of the shear modulus is set at = 1.661 and 1.801 using Young's modulus of high-alloy martensitic steel and = 0.30 (ASME, 2015). Figure A5 . MCRs for forged rotor steel of 9Cr-1MoVNbB steel (Spiradek et al., 1994) as functions of stress. The values of dislocation density observed by TEM using ruptured specimens under the conditions given in the figure and the values of for each dislocation density calculated using parameter constants for the MRCs are also shown
A5. High-Cr Forged Rotor
A6. X20 CrMoV 121 Steel
Pesicka et al. (2003) and Bazazi (2009) observed the dislocation densities around the state of the MCR at 650 and 550 ℃ under stress of 120 MPa employing TEM and obtained values of 3E13 and 1E13 m , respectively. Straub et al. (Straub, Meier, Ostermann, and Blum, 1993; Straub 1995) observed the MCRs of X20 steel under a wide range of conditions. Creep data obtained by Straub et al. (1993) are shown in Figure A6 together with those obtained by Pesicka et al. (2003) and Bazazi (2009) . Among the data obtained by Straub et al. (1993) , the MCRs at 600 and 550 ℃ are judged to lie on approximately parallel linear lines and comprise one group named Gr. II. However, several MCR data in a low-strain-rate range at 600 and 550 ℃ seem to be approximately parallel to the data at 500 ℃ and this data group is named Gr. I. The values of , , and are respectively 428.1 kJmol , 230.1 cm mol , and 19.08 for Gr. I and 640.8 kJmol , 343.5 cm mol , and 31.19 for Gr. II. Using these parameter constants, regression lines and an extrapolation line at 650 ℃ for Grs. I and II are drawn as shown in Figure 8 . The MCRs obtained by Pesicka et al. (2003) and Bazazi (2009) are plotted by a solid square and a solid triangle, respectively. Bazazi's data point (solid triangle) seems to be on an extrapolation line at 550 ℃ for Gr. II. However, it is well known that the rupture strength of high-Cr martensitic steel unexpectedly decreases after long-term tests (Kushima et al., 1999; Tamura, 2015) , and therefore, if degradation like this occurs, the creep strength of X20 steel at 550 ℃ varies along a line from Gr. II to Gr. I after a long time. In this scenario, the creep strength of Bazazi's heat is strong by chance. In other words, we cannot decide to which group Bazazi's data belongs because the creep strength depends on not only the chemical composition but also heat treatment. The same is true of the data obtained by Pesicka et al. (2003) . The values of for the data of Pesicka et al.(2003) and Bazazi (2009) are calculated as shown in Figure A6 for Grs. I and II. It is reasonable to conclude that the values of range from −132.5 to −8.4 kJmol at 550 ℃ and from −102.2 to +24.4 kJmol at 600 ℃, because we cannot categorically decide to which group the data of Pesicka et al. (2003) and Bazazi (2009) belong. In the following numerical treatment, four values of shown in Figure A6 , and not the average, are regarded as the values for X20 steel. The absolute values of are respectively 2% to 5.6% and 16% to 21% of for Grs. I and II, and X20 steel seems to behave intermediately between low-alloy steel and high-alloy martensitic steel from the point of view of the values of and ⁄ . In any case, the correction term, , tends to increase or to be positive at higher temperatures. Pesicka et al. (2003) also reported a lower dislocation density of 1.4E13 m obtained by XRD analysis relative to that obtained by TEM for the same specimen. The values of obtained by XRD analysis for Grs. I and II are respectively 18.5 and −108.1 kJmol , and the value of tends to shift slightly to the negative side as suggested by Equation 13. It is found that to obtain an adequate value of , the collection of both creep data and the dislocation density by the same research group employing a specified method is necessary, yet it is unfortunately difficult to select such data at the present time. It is thus important to verify the collected data especially when we need to extrapolate the data. The temperature-dependence term of the shear modulus is set at = 1.547 and 1.801 for 650 and 550 ℃, respectively, using Young's modulus of high-Cr alloy steel and = 0.30 (ASME, 2015). Figure A6 . MCRs for X20 CrMoV 121 steel (Straub et al., 1993; Straub, 1995) as functions of stress. MRC data at 650 ℃ Pesicka et al., 2003) and 550 ℃ (Bazazi, 2009) of X20 steel are also plotted as a solid square mark and a triangle mark, respectively. The values of for X20 steel calculated using the parameter constants for Grs. I and II and the dislocation densities observed by TEM are also shown in the figure Figure A7 . Relations between the strain rate and flow stress at 0.4 strain for 18Cr-0.3Ti-0.1Nb steel (Mehtonen, 2014) obtained in hot compression tests. Flow stresses at different strains and at 750 ℃ of type-444 steel (Yamoah, 2013) are also plotted as solid triangle marks. The line near these triangles is an extrapolated regression line drawn using the higher temperature data of 18Cr-0.3Ti-0.1Nb steel. The values of for type-444 steel calculated using Equation 13 and the parameter constants, and , for 18Cr-0.3Ti-0.1Nb steel are also shown with the dislocation density observed by TEM
A7. 18 Cr steel
Yamoah (2013) conducted tensile tests of ferritic stainless steel of type 444 (18Cr-2Mo-0.5Nb steel) at 750 ℃ and observed the dislocation density during a steady-state flow employing TEM. No data for the deformation rate of the same material near the conditions of 750 ℃ were obtained, but Mehtonen (2014) summarized the results of high-temperature compression tests at temperatures ranging from 950 to 1050 ℃ for 18Cr-0.3Ti-0.1Nb steel, the composition of which is near to that of type-444 steel. Figure A7 shows the results obtained by Yamoah and Mehtonen. Mehtonen reported flow stresses at strain of = 0.4 and Yamoah reported flow stresses at = 0.03 and 0.14, but both flow stresses were for a steady state. By analyzing Mehtonen's data using Equation 14, the parameter constants of = 801.3 kJmol , = 673.2 cm mol , and = 36.14 are obtained. Regression lines for Mehtonen's data and an extrapolation line for Yamoah's data are drawn in the figure. Yamoah's data surprisingly lie on the line extrapolated using Mehtonen's data, though extrapolation is conducted beyond 200 ℃. This coincidence seems to arise from the fact that the chemical compositions of matrixes of the two steels may be similar, because the precipitation of the Laves phase is approximately completed and the precipitates are sufficiently coarsened, despite the difference in chemical composition of 2% of Mo between the two steels. The correction term of obtained using the dislocation density of type-444 steel is a considerably large positive value and is calculated as 217.1 and 212.9 kJmol for strains of 0.14 and 0.03, respectively. The temperature-dependence term of the shear modulus is set at = 14.28 for a temperature of 750 ℃ using Young's modulus of high-Cr alloy steel and = 0.30 (ASME, 2015).
A8. Type-304 Steel
Cuddy (1970) conducted creep tests of type-304 stainless steel at temperatures of 704 to 927 ℃ and observed the dislocation densities within the subgrains of specimens that crept to a strain of 0.23 employing TEM. Kassner et al. (1985) conducted torsion tests at 865 and 1065 ℃ and observed the dislocation densities of deformed specimens in a steady state employing TEM. Figure A8 shows the relation between the stress and steady-state creep rate at a strain of 0.15, which was reported by Cuddy himself (solid and open circles). Cuddy's data are classified into three groups, Grs. I-III, according to the stress level. For each data group, regression analyses were conducted using Equation 14 and the parameter constants , , and were respectively obtained as 463.4 kJmol , 383.3 cm mol , and 19.38 for Gr. I, 413.4 kJmol , 825.9 cm mol , and 14.72 for Gr. II, and 598.1 kJmol , 1207.7 cm mol , and 22.43 for Gr. III. Using these parameter constants, regression lines are drawn as shown in the figure. Among the data obtained by Kassner et al. (1985) , only a data point for a temperature of 865 ℃ is indicated by a solid square with a regression line for 865 ℃ as a member of Gr. II. The values of are calculated using Equation 13, the parameter constants given above, and the dislocation densities indicated in the figure, and the results are given in the figure. The calculated values of range from −76.9 to +38.4 kJmol . The absolute values of ⁄ are widely distributed in the range from 2% to 17%. The calculation of at high temperatures requires the values of elastic properties; the elastic properties of type 304 are listed up to 700 ℃ in a table published by the ASME (2015). In the above calculations, the elastic properties of 20Cr-30Ni-6Mo-1Cu alloy (UNS N808031) were used instead, and the temperature-dependence term of the shear modulus is set at = 1.485 to 1.711 using the relation = 0.31 (ASME, 2015). The NIMS (1986b) also provides creep data for type 304 at temperatures of 600 to 700 ℃ and the MCRs of heat ABE in the NIMS data sheet (triangles) are shown in Figure A8 . These data were classified into three groups, Grs. IV-VI, as shown in the figure, and regression analyses were conducted for each group. When we correlate Gr. IV of the NIMS data with Gr. I of Cuddy's data, it is found that the two groups can be regarded as the same. This suggests that the strain rate at a strain of 0.15 that Cuddy (1970) reported is metallurgically equivalent to the MRC observed at low temperatures, although, in general, an MCR is hardly observed at temperatures as high as those in Cuddy's test.
In the calculation of Figure A8 , there are problems relating to the difference in the deformation mode and the extrapolation of elastic properties. Thus, to ensure the reliability of the values of , the dislocation density obtained by Kassner et al. (1985) was reanalyzed using creep data for alloy 800, the chemical composition and microstructure of which are similar to those of type 304. Figure A9 shows the relation between the stress and steady-state creep rate reported by Milicka (triangles) (1989) and the MCRs reported by the NIMS (heat fCD in the NIMS data sheet (1998), circles) together with the data obtained by Kassner et al. (1985) Figure A9 , the data point of Kassner et al. (1985) is near the regression lines for 865 ℃ and, therefore, the data point of Kassner et al. (1985) for 865 ℃ is regarded as a member of Gr. III or IV. The values of for the data of Kassner et al. (1985) in the cases of Grs. III and IV are calculated as −41.0 kJmol and −6.1 kJmol , respectively. Combining the results of Figures A8 and A9 , the value of for the data of Kassner et al. (1985) is considered to be between −6.1 and +38.4 kJmol . Figure A8 . Steady-state strain rate at a creep strain of 0.23 (circle) (Cuddy, 1970) , deformation rate obtained in a torsion test (square) (Kassner et al., 1985) , and minimum creep rate (triangle) (NIMS, 1986b) as functions of stress for type-304 steel. The values of for type-304 steel calculated using the parameter constants for Grs. I and II, and dislocation density observed by TEM are also shown in the figure Figure A9 . Relations between stress and the steady-state creep rate for alloy 800 of Milicka (1989) (triangles) and the MCR provided by NIMS (1998) (circles). Data point for type-304 steel obtained in a torsion test (Kassner et al., 1986) shown in Figure A8 is replotted (square). Lines near a solid square mark are the extrapolated regression lines for Grs. II to IV at 865 ℃. The values of for type-304 steel calculated using the parameter constants for Grs. III and IV, and the dislocation density observed by TEM are also shown in the figure A9 . Type-316 steel Figure A10 . Relations between stress and the steady-state creep rate or MCR for type-316 steel (Challenger et al. 1973; NIMS, 2000) . Dislocation densities for solid marks were measured by Challenger et al. (1973) employing TEM and the results are given in the figure. The values of calculated using the dislocation densities and the parameter constants for Grs. I, II, and IV are also shown in the figure Challenger and Moteff (1973) conducted creep tests of type-316 stainless steel at temperatures from 593 to 816 ℃ and observed the dislocation densities of specimens that crept under a strain of 0.12 employing TEM. The NIMS (2000) also provided MCRs of type-316 stainless steel (heat ALL in the NIMS data sheet). Figure A10 shows the steady-state creep rates (Challenger et al., 1973) and MCRs (NIMS, 2000) of type-316 stainless steel as functions of stress. All data were classified without distinction into Grs. I to IV as shown in the figure and analyzed using Equation 14. The parameter constants, , , and , of Equation 14 are respectively 642.7 kJmol , 429.7 cm mol , and 28.54 for Gr. I, 387.5 kJmol , 423.7 cm mol , and 14.94 for Gr. II, 759.6 kJmol , 1346.2 cm mol , and 30.26 for Gr. III, and 561.1 kJmol , 802.7 cm mol , and 21.74 for Gr. IV. Regression lines are drawn for each data group as shown in the figure. In Figure A10 , the dislocation densities were measured for the test conditions as indicated by solid marks. The values of were calculated using these dislocation densities and Equation 13 and the results are given in the figure. The temperatures indicated near the solid marks slightly differ from the temperatures listed in the figure; e.g., 600 ℃ as an indicated temperature versus 593 ℃ as a listed temperature. This is because Challenger et al. (1973) performed creep tests at temperatures that were rounded numbers in the Fahrenheit unit, whereas the calculations were made using the correct temperatures. The absolute values of for high stresses at 593 and 650 ℃ are large, and ≈ 30% ⁄ . Excepting these two cases, however, the absolute values of ⁄ are small and ≈ 0% to 11.5% ⁄ . The temperature-dependence term of the shear modulus is set at = 1.370 to 1.634 using the elastic properties of 20Cr-30Ni-6Mo-1Cu alloy (UNS N808031), which is similar to type-316 steel, and = 0.31 (2015). Figure A11 . Relation between stress and the strain rate in a steady state for pure Al (Dushman et al., 1944; Sherby et al., 1954; Young et al., 1975) , Dislocation densities for solid marks were reported for 371 and 450 ℃ by Kassner (1990) . The values of calculated using the dislocation densities and the parameter constants for Grs. II and III are also shown Figure A12 . Relation between stress and the steady state creep rate for Al-6.2Mg alloy. Dislocation densities for solid marks were also measured by Horiuchi et al. (1972) employing TEM. The values of calculated using the dislocation densities and the parameter constants for Gr. I are also shown Figure A13 . Relations between stress and the MCR for Al-5.2Mg (Yoshinaga et al., 1984) . Dislocation densities for all specimens were evaluated by Yoshinaga et al. (1984) using a stress change method. The values of calculated using the dislocation densities and the parameter constants for Grs. I and IV are also shown Kassner (1990) reported the dislocation densities in a steady state in torsion tests conducted at 371 and 450 ℃ for pure Al. Figure A11 shows the strain rates in a steady state obtained by Dushman, Dunbar, and Huthsteiner (1944) , Dorn (1954), and Young, Robinson, and Sherby (1975) as functions of stress. Although the data of Young et al. (1975) , dislocation densities, and the parameter constants mentioned above as +36.0 and −30.4 kJmol , respectively. These values seem to be small, but the absolute values of ⁄ for Grs. II and III are respectively large and rather large; i.e., 25% and 9%, respectively. The temperature-dependence term of the shear modulus is set at = 1.53 and 1.91 using the elastic properties of pure Al (Takeuchi, Noda, Komori, Nyuko, & Kitagawa, 1977) . Horiuchi and Otsuka (1972) performed tensile creep tests on Al-6.2Mg alloy at 328 to 461 ℃ and observed the dislocation densities at 359 ℃ during a steady state. Figure A12 shows the steady-state creep rates as functions of stress. All data were classified into Grs. I and II as shown in the figure. The parameter constants, , , and , of Equation 14 are respectively 152.2 kJmol , 798.9 cm mol , and 10.67 for Gr. I and 156.2 kJmol , 2336.0 cm mol , and 9.65 for Gr. II. Regression lines are drawn using these parameter constants as shown in the figure. The values of at 359 ℃ are calculated as about 27 kJmol using Equation 13, the dislocation densities indicated, and the parameter constants mentioned above. These values seem to be small, but the absolute values of ⁄ are rather large like those of high-alloy martensitic steel; i.e., about 18%. Yoshinaga et al. (1984) performed tensile creep tests on Al-5.2Mg alloy at 573 to 300 to 400 ℃ and reported the steady-state creep rates and dislocation densities employing an SCH method. The temperature-dependence term of the shear modulus is set at = 1.491 using the elastic properties of pure Al (Takeuchi et al., 1977) and results are shown in Figure A13 . A comparison of Figures A12 and A13 confirms that Yoshinaga et al. (1984) investigated in detail the region near the boundary between Grs. I and II in Figure A12 . In Figure A13 , all data are classified into Grs. I to IV. To ensure a minimum number of data for each group, two or three data groups share a single data point as necessary; e.g., Grs. I to III share a single data point of 350 ℃ and 17. figure. The values of tend to decrease at higher temperatures and lower stresses in a manner similar to the variation in dislocation density. The values of investigated range from 4.5 to 51.0 kJmol and seem to be small, but the absolute values of ⁄ are large like those of high-alloy martensitic steel; i.e., about 20%. The temperature-dependence term of the shear modulus is set at = 1.341 to 1.641 using the elastic properties of pure (Takeuchi et al., 1977) . A comparison of the values of , , and of Gr. III in Figure A13 with those of Gr. I in Figure A12 shows that, with these two data groups having being obtained under similar conditions, the values of , , and are similar and therefore correspond to investigations of similar creep phenomena. However, it is found that the dislocation densities obtained employing an SCH method are approximately 7 times as large as those obtained by TEM, comparing the dislocation densities at 350 ℃ in Figure A13 with those at 359 ℃ in Figure 12A . In spite of these differences, the values of and ⁄ under similar test conditions are similar and do not depend on the test method; i.e., TEM or SCH. Figure A14 . Relation between stress and the steady state strain rate or flow rate for pure Cu (Raj et al., 1989) . Total dislocation densities obtained by Staker and Holt (solid triangle) (Staker et al., 1972) for pure Cu strained to 0.1 under tension and by obtained Hasegawa et al. (1973) (solid circle) for Cu-0.2Al alloy in a steady-state creep employing TEM are shown. The values of calculated using the dislocation densities and the parameter constants for Grs. II and III are also shown. Staker and Holt (1972) conducted tensile tests of pure Cu at temperatures at 500 to 700 ℃ and measured the total dislocation densities of specimens strained to = 0.1 employing TEM. Hasegawa, Karashima, and Ikeuchi (1973) observed the total dislocation density of Cu-0.2Al alloy that crept in a steady state at 480 ℃ employing TEM. Raj and Langdon (1989) reported steady-state creep rates under widely ranging conditions, which cover the test conditions for the abovementioned dislocation densities. The results are shown in Figure  A14 . Barrett, Lytton, and Sherby (1967) presented similar creep data for high-purity Cu at 412 to 538 ℃, but for clarity and because their data were limited, their results are not plotted. The data obtained by Raj et al. (1989) were classified into Grs. I to III as shown in the figure. The parameter constants, , , and , of Equation 14 are respectively 179.1 kJmol , 435.7 cm mol , and 9.56 for Gr. I, 184.7 kJmol , 666.0 cm mol , and 8.93 for Gr. II, and 222.8 kJmol , 3143.8 cm mol , and 8.51 for Gr. III. Regression lines for each data group are drawn as seen in the figure. The test conditions and the dislocation densities are also shown in the figure. The values of are calculated using Equation 13, the dislocation densities, and the parameter constants, and the results are given in the figure. The values of calculated are rather large, approximately +100 kJmol , and the values of ⁄ are considerably large, approximately 59%. The temperature-dependence term of the shear modulus is set at = 1.935 to 2.599 using the elastic properties of Cu (Ledbetter et al., 1974) .
A10. Al and Al alloy
A11. Pure Cu
The pure Cu that Staker et al. (1972) used was oxygen-free high-conductivity (OFHC) Cu with rather high impurity (e.g., P: 1000 to 10 000 ppm) and had fine grains with an average diameter of 0.05 mm. Meanwhile, the specimen of Hasegawa et al. (1973) was a Cu-0.24Al alloy melted in the laboratory using ultra-high-purity raw materials and had coarse grains. Moreover, the specimen of Raj et al. (1989) was high-purity OFHC Cu (O: 150 ppm) with an average grain size of 0.25 mm. The variations among these specimens may affect the deformation behavior of each, but the relations of the stress and strain rate are qualitatively similar among specimens. We therefore phenomenologically regarded these materials as similar pure Cu. Only the data of Staker and Holt at a temperature of 500 ℃ do not lie on the regression line of Gr. II; this discrepancy is not reduced by recalculating using the regression parameters of Gr. I. There are other references on the creep of pure Cu (Jenkins & Johnson, 1958; Andersson-Ostling & Sandstrom, 2009 ), but the creep strengths in the cited studies are far higher than those shown in Figure A14 . Moreover, Staker et al. (1972) reported the dislocation densities of pure Cu at temperatures lower than those shown in Figure A14 , but we did not find systematic creep data that are needed for the calculation of . Figure A15 . Relations between stress and the MCR or strain rate for pure Ni (Ohara, 1958) . The value of is calculated using the dislocation density obtained by Moiseeva et al. (1984) and parameter constants given in the text, and the result is shown in the figure Moiseeva, Okrainets, and Pishchak (1984) observed the dislocation density of pure Ni with coarse grains that crept in a steady state under tension at 900 ℃ and 19.8 MPa employing TEM. Ohara (1958) reported creep curves obtained at 500 to 700 ℃ for pure Ni with coarse grains. Figure A15 shows the relation between the stress and MCR, the values of which are read from the creep curves published by Ohara. The values of , , and of Equation 14 were calculated as 205.3 kJmol , 958.1 cm mol , and 6.47, respectively. Regression lines are drawn using these parameter constants and an extrapolated regression line at 900 ℃ is drawn as a dotted line. The creep rate reported by Moiseeva et al. (1984) is not indicated and a data point is therefore indicated on the extrapolated regression line by a cross mark. The dislocation density shown in the figure was read as = 7E12 m at a strain of = 0.06 on a curve of the density versus strain, because the variations of cell size, also reported in their report, was saturated at = 0.06. We obtained = 162.0 kJmol using the dislocation density and the parameter constants. This value of is a large and positive value and ⁄ = 79% is also large. In this calculation, extrapolation was conducted beyond 200 ℃ but the high values of and ⁄ are not strange, because a similar phenomenon was observed for Cu (see Figure A14 ). The temperature-dependence term of the shear modulus is set at = 1.863 using the elastic properties of Ni (Farraro & McLellan, 1977 ) and = 0.31.
A12. Pure Ni
A13. W and W alloy
Although we cannot find information on the observed dislocation density of pure W, Robinson et al. (1969) evaluated the dislocation density as 5E12 m for = 0.0001 ⁄ , where is Young's modulus at a certain temperature, discussing the relation between and ⁄ and the empirical relation among ⁄ , ⁄ , and , where is the effective diffusion coefficient. Figure A16 shows the relation between stress and the steady-state creep rate of pure W obtained by Flagella (found in Robinson et al., 1969) . The creep data shown are classified into Grs. I to IV as seen in the figure. The parameter constants, , , and , of Equation 14 are respectively 435.5 kJmol , 1989.6 cm mol , and 7.40 for Gr. I, 626.5 kJmol , 4251.8 cm mol , and 10.51 for Gr. II, 807.6 kJmol , 10 540 cm mol , and 12.47 for Gr. III, and 826.9 kJmol , 16 036 cm mol , and 12.11 for Gr. IV. Regression lines are drawn using these parameter constants as seen in the figure. The test temperature near = 0.5 ⁄ is 1800 ℃and the stress for = 0.0001 ⁄ at this temperature is 30.6 MPa. The creep rates at 1800 ℃ and 30.6 MPa were calculated for Grs. I and II using the abovementioned parameter constants and are plotted as cross marks in Figure A16 . The values of are calculated using Equation 13, the dislocation densities, and the parameter constants as 244.5 and 160.9 kJmol for Grs. I and II, respectively These values are large and ⁄ = 79% 26%, respectively. The temperature-dependence term of the shear modulus is set at = 1.723 using the elastic properties of W (Armstrong, 1964) and = 0.30. Figure A16 . Relations between stress and the creep rate in the steady state for pure W (Robinson et al., 1969) . The dislocation density of a crept specimen for = 0.0001 ⁄ is estimated to be approximately 5E12 m by Robinson et al. (1969) . The corresponding stress at 1800 ℃ is plotted with cross marks on the regression lines for Grs. I and II and the calculated values of are also shown Vandervoort (1970) observed the total dislocation densities of W-5Re alloy strained to 0.05 under tension at 1700 ℃ employing TEM. He also examined the stress dependence of the strain rate by changing the stress in a steady-state creep range at 1600 to 1900 ℃, and the results are shown in Figure A17 . All data were classified into Grs. I and II according to stress levels. The parameter constants, , , and , of Equation 14 are respectively 580.3 kJmol , 1972.3 cm mol , and 10.79 for Gr. I and 609.1 kJmol , 4515.7 cm mol , and 9.65 for Gr. II. Regression lines are drawn using these parameter constants as shown in the figure. The test conditions for the TEM observations are shown by squares in the figure. The values of are calculated using Equation 13, the dislocation densities, and the parameter constants and they are given in the figure. The average of is 121.6 kJmol . The average of ⁄ is a large value of 21%. The temperature-dependence term of the shear modulus is set at = 1.589 using the elastic properties of W (Armstrong et al., 1964 ) and = 0.30. Figure A17 . Relations between stress and the MCR for W-5Re alloy (Vandervoort, 1970) . Total dislocation density at 1700 ℃ under various stresses (Vandervoort, 1970) and the calculated values of are also shown Figure A18 . Relations between stress and the creep rate in a steady state for 75% swaged TZM alloy (Agronov et al., 1985) . The values of for Grs. I and II calculated using the initial value of the dislocation density, 1.9E13 m (Agronov et al., 1986 ) are shown and cross marks are plotted at the average stress and the estimated strain rate using Equation 14 for each Agronov, Freund, and Rosen (1986) observed the initial dislocation densities within sub-grains of TZM alloy swaged by 75%, and they also conducted creep tests of the alloy at 1100 to 1400 ℃ (Agronov Freund, & Rosen, 1985) . Figure A18 shows the results of the creep tests. All data were classified into Grs. I to IV according to the stress level. The parameter constants, , , and , of Equation 14 are respectively 533.3 kJmol , 435.8 cm mol , and 11.13 for Gr. I, 910.3 kJmol , 469.0 cm mol , and 24.20 for Gr. II, 625.9 kJmol , 252.1 cm mol , and 16.16 for Gr. III, and 1014.0 kJmol , 868.4 cm mol , and 25.81 for Gr. IV. Regression lines are drawn using these parameter constants as shown in the figure. The creep strengths of the swaged TZM alloy shown in Figure A18 are considerably higher than the creep strength of the recrystallized TZM alloy by Majumdar et al. (2009) . This is considered to be due to the introduction of fine precipitates and a dislocation substructure by swaging. The creep data of Grs. I and II, which are obtained at relatively low temperatures, become analysis objects if we assume that the initial dislocation structure introduced by swaging is almost stable at least up to the strain of the MCR as in the case of high-Cr martensitic steel (Panait et al., 2010) . The values of calculated for the average temperature and stress of Grs. I and II using Equation 13, the parameter constants mentioned above, and the observed initial dislocation density shown in the figure are 23.4 kJmol and −195.8 kJmol , respectively. The value of for Gr. II is a large negative value, but the absolute value of ⁄ is of the order of 22%. The temperature-dependence term of the shear modulus is set at = 1.377 and 1.480 for Grs. I and II using the elastic properties of pure Mo (Ciulik, 2005 ) and = 0.30. Figure A19 . Relations between stress and the steady-state creep rate for fully recrystallized TZM alloy (Ciulik, 2005) . Data for the black bold symbols are analyzed using Equation 14 and the parameter constants shown in the text are obtained. The value of is calculated as −393.3 kJmol using the initial value of the dislocation density, 6E12 m (Majumdar et al., 2009). The strain rate is calculated for the average stress and average temperature and the strain rate as a function of stress is plotted with a cross mark Dragomir et al. (2005) evaluated the dislocation density of the CP-Ti at 268 ℃ rolled for a 40% reduction in thickness employing XRD analysis. They also confirmed that a basal plane slip was a major slip system. This value is comparable to that of the rolled CP-Ti at room temperature determined by analysis of the synchrotron peak profile (Alkhazraji et al., 2014) . Figure A20 shows the relation between the stress and MCR of CP-Ti around the rolling temperature (Taira, Koterazawa, & Fukumori, 1960) . The creep data were classified into Grs. I and II. During classification of the creep data, creep data that were obtained at lower temperatures with lower strain rates and at higher temperatures with lower stresses by other researchers were also referred to (Fabian, Trojanova, & Kuzel, 2007) . The parameter constants, , , and , of Equation 14 are respectively 107.7 kJmol , 122.6 cm mol , and 8.86 for Gr. I and 393.5 kJmol , 1132.5 cm mol , and 17.70 for Gr. II. Dragomir et al. (2005) reported neither the flow resistance nor the strain rate during hot rolling. Then, assuming a strain rate of 1000 h during rolling in a laboratory, the flow resistance of 212.8 MPa can be estimated using the parameter constants of Gr. II and the data point is marked by a cross on the regression line at 268 ℃. This flow resistance is higher than the proof stress at 268 ℃ (approximately 100 MPa), and sufficiently lower than the tensile strength at room temperature for the 40% hot-rolled CP-Ti (i.e., 580 MPa (Alkhazraji et al., 2014) ); therefore, this value is reasonable. The value of calculated for Gr. II using Equation 13, the parameter constants mentioned above, and the observed initial dislocation density shown in the figure is −103.7 kJmol . The absolute value of ⁄ is 26%. The temperature-dependence term of the shear modulus is set at = 1.444 using the elastic properties of pure Ti (ASME, 2015) and = 0.32. Figure A20 . Relations between stress and the creep rate in the steady state for commercially pure Ti (Taira et al., 1960) . The value of was calculated as −103.7 kJmol using the parameter constants for Gr. II and the dislocation density estimated employing the X-ray method for the hot-rolled CP-Ti (Dragomir et al., 2005) A16. Mg alloy (HCP) Figure A21 . Relations between stress and the creep rate in the steady state for AZ31 Mg alloy Hyun et al. (2014) . Creep data (solid diamond marks) (Roodposhti et al., 2015) , the dislocation density obtained employing XRD analysis, and the calculated value of for each stress are also shown Fabian, Trojanova, and Kuzel (2007) reported the dislocation densities of pure Mg with ultra-fine grains smaller than 0.4 μm compressed at 23 to 200 ℃ employing XRD analysis and Matsunaga, Kameyama, Takahashi, and Sato (2009) reported the creep data of pure Mg with coarse grains of 120 μm. The combination of these data for pure Mg is unfortunately not suitable for the calculation of . Roodposhti et al. (2015) evaluated the dislocation densities of AZ31 Mg alloy with grains having an average diameter of 30 μm that crept to a steady state at 350 ℃ and 4 to 35 MPa employing XRD analysis. They also confirmed that a basal plane slip was a major slip system. Hyun and Kim (2014) conducted creep tests of AZ31 Mg alloy with 48-μm grains at 150 to 400 ℃. Ishikawa, Watanabe, and Mukai (2005) reported similar creep data at 23 to 450 ℃. Among these data, the steady-state creep rates at temperatures higher than 300 ℃ obtained by Hyun and Kim (2014) are plotted as functions of stress in Figure A21 . The indicated data were classified into Grs. I and II. The parameter constants, , , and , of Equation 14 are respectively 158.2 kJmol , 601.4 cm mol , and 12.0 for Gr. I and 167.7 kJmol , 1180.1 cm mol , and 11.60 for Gr. II. Regression lines for each data group are drawn in the figure. The steady-state creep rates are read from the creep curves presented by Roodposhti et al. (2015) and are indicated by diamond marks in the figure. Roodposhti et al. (2015) also reported the dislocation densities at 350 ℃ and 19 to 36 MPa, but the related steady-state creep rates could not be read with sufficient accuracy from their creep curves. The average value of calculated for Gr. II using Equation 13, the parameter constants mentioned above, and the dislocation densities shown in the figure, 3E15 to 8E15 m , is 95 kJmol . The absolute values of ⁄ are approximately 56%, which is considerably large. The temperature-dependence term of the shear modulus is set at = 1.983 using the elastic properties of pure Mg (Ishikawa, Watanabe, & Mukai, 2005; Somekawa, Hirai, Watanabe, Takigawa, & Higashi, 2005) . Figure A22 . Relations between stress and the steady-state creep rate of Ge single crystals (Myshlyaev et al., 1971) . The dislocation density (Myshlyaev et al., 1971 ) observed employing TEM (cross mark), and the calculated value of for the average temperature and the average stress are also shown Myshlyaev and Khodos (1971) conducted compression creep tests of Ge single crystals in the direction < 111 > at high homologous temperatures of 757 to 937 ℃ ( ⁄ = 0.84 to 0.98) and reported the average dislocation density in subgrains of a crept specimen to a steady state as 5E11 m employing TEM. Figure A22 shows the relation between the stress and steady-state creep rate of the Ge single crystals. The parameter constants, , , and , of Equation 14 for all data are 445.1 kJmol , 1268.6 cm mol , and 13.63, respectively. The value of was calculated using Equation 13, the parameter constants mentioned above, and the observed dislocation density as −102.0 kJmol for the average temperature and stress, because Myshlyaev and Khodos (1971) did not indicate creep conditions at which the dislocation density was observed. The creep rate for the average stress and temperature was calculated using Equation 14 and is indicated by a cross mark in the figure. The value of is rather large and the absolute value of ⁄ , 23%, is also rather large. The temperature-dependence term of the shear modulus is set at = 1.297 using the elastic properties of Ge (Kardashev et al., 1985 ) and = 0.30.
A14. Mo alloy
A15. CP-Ti (HCP)
A17. Ge single crystals (diamond structure)
Copyrights
Copyright for this article is retained by the author(s), with first publication rights granted to the journal.
This is an open-access article distributed under the terms and conditions of the Creative Commons Attribution license (http://creativecommons.org/licenses/by/4.0/).
