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A stochastic Gross-Pitaevskii equation is derived for partially condensed Bose gas systems subject to binary
contact interactions. The theory we present provides a classical-field theory suitable for describing dissipative
dynamics and phase transitions of spinor and multi-component Bose gas systems comprised of an arbitrary
number of distinct interacting Bose fields. A new class of dissipative processes involving distinguishable par-
ticle interchange between coherent and incoherent regions of phase-space is identified. The formalism and its
implications are illustrated for two-component mixtures and spin-1 Bose-Einstein condensates. For systems
comprised of atoms of equal mass, with thermal reservoirs that are close to equilibrium, the dissipation rates
of the theory are reduced to analytical expressions that may be readily evaluated. The unified treatment of
binary contact interactions presented here provides a theory with broad relevance for quasi-equilibrium and
far-from-equilibrium Bose-Einstein condensates.
I. INTRODUCTION
Ultracold spinor [1–10] and multi-component [11–18] Bose
gases have been experimentally studied in regimes where an
understanding of dissipative and thermal dynamics is neces-
sary. For example: (i) The relaxation dynamics of metastable
states arising from the immiscibility of components in a spin-1
sodium condensate [19]; (ii) Energy damping observed in the
spin oscillation dynamics of a spinor condensate [5], empiri-
cally described by an ohmic-like dissipation term; (iii) Con-
densation and magnetisation formation dynamics in a gas sud-
denly cooled to below the condensation temperature [20, 21].
Many open questions remain about dynamics in this regime
[9], hampered by the lack of theoretical techniques to model
these systems.
In this paper we develop a theoretical formulation appro-
priate to the high-temperature regime where the condensate
exists in the presence of a significant non-condensate pop-
ulation. Our approach is to extend the stochastic projected
Gross-Pitaevskii equation (SPGPE) [22], which has emerged
as a practical quantitative theory of high-temperature sin-
gle component Bose-Einstein condensates (BECs) [23–27].
This extension of the SPGPE theory involves generalising the
interactions to arbitrary binary contact interactions and ac-
counting for the multi-component reservoirs that describe the
high energy thermalised modes of the system. The resulting
spinor/multi-component evolution equations derived are of a
Gross-Pitaevskii form, but include additional noise and damp-
ing terms to describe the influence of the high energy modes.
These equations contain explicit projectors to restrict the dy-
namical description to the low energy region of the system,
i.e. the condensate and appreciably occupied low lying modes.
An important feature of multi-component and spinor systems
is that new classes of reservoir interactions emerge from the
possibility of inter-spin and spin-changing collisions, giving
rise to new types of noise and damping processes.
To put the SPGPE theory into context it is useful to dis-
cuss the various theories for describing the thermal dynam-
ics of single component gases, since a variety of methods
exist for this case and a number of comparisons to exper-
iments have been performed. At low to moderate temper-
atures generalised mean field theories have been developed,
and successfully modelled a number of experimental scenar-
ios. The Zaremba-Nikuni-Griffin (ZNG) [28–33], projected
Gross-Pitaevskii equation (PGPE) [34–44] (including appli-
cations to spinor condensates [45, 46]), and number conserv-
ing [47–49] theories each have advantages for describing BEC
evolution, namely, relative ease of handling thermal cloud
dynamics, inclusion of many appreciably populated coherent
modes, and inclusion of off-diagonal long range order, respec-
tively. At temperatures well below the BEC transition (Tc),
these effects are essential aspects of finite-temperature BEC
physics. However, for temperatures exceeding ∼ Tc/2, ther-
mal fluctuations from many high-energy incoherent modes
become appreciable, motivating an open systems approach.
Near the critical point, thermal fluctuations dominate, invali-
dating the ZNG and number-conserving approaches. Further-
more, while the PGPE approach remains an accurate descrip-
tion of a low-energy coherent fraction near equilibrium, it can-
not provide a consistent treatment of the large thermal frac-
tion. In this regime the SPGPE theory is valid and has been
shown to provide a quantitative model of experiments (e.g. see
[50–52]). This theory is valid across the phase transition to
Bose-Einstein condensation, enabling studies of critical phe-
nomena such as spontaneous vortex formation [50] (also see
[53] and [54]). The theory has also been applied to the dis-
sipative dynamics of topological excitations at high tempera-
ture [25, 26, 52, 55, 56]. A stochastic Gross-Pitaevskii equa-
tion formalism has also been developed by Stoof and cowork-
ers [33, 57–66] that does not impose an explicit projector, but
yields a similar description of the low energy region of the
system near equilibrium (also see [67–69]).
The outline of the paper is as follows: In Sec. II we out-
line the class of systems under consideration, and describe the
basic decomposition of the interaction Hamiltonian into a C-
region (coherent), and I-region (incoherent). In Sec. III we
derive an equation of motion for the density operator of the
C-region. In Sec. IV the high-temperature master equation is
mapped to a Fokker-Planck equation for the evolution of the
Wigner distribution, within the classical-field approximation.
In Sec. V the Fokker-Planck equation is mapped to an equiv-
alent stochastic differential equation. The rates of reservoir
interaction are evaluated in Appendix A, for the case where
the collision involves atoms of equal mass, with I-regions de-
2scribed by Bose-Einstein distributions. An explicit treatment
of the two-component mixture is given in Sec. V C, for which
all reservoir interaction processes are identified. As a final ap-
plication, in Sec. V D we demonstrate the additional energy-
damping terms arising in the equations of motion for spin-1
condensates. A concluding discussion of the theory and its
implications is given in Sec. VI.
II. SYSTEMS
In the following, except where stated otherwise, the Ein-
stein summation convention is adopted, whereby repeated
greek indices are summed from − f to f for spinor systems
of spin f , or from 1 to f for mixtures of f components.
A. System Hamiltonian
The Hamiltonian can be expressed in terms of a set of Bose
field operatorsΨσ(r) (a total of either 2 f +1 or f distinct fields
for spinor and mixture systems respectively) with commuta-
tion relations
[Ψν(r),Ψ†σ(r′)] = δνσδ(r − r′) (1)
The spinor Bose gas Hamiltonian
H ≡ Hsp + Hint (2)
is written in terms of the interaction Hamiltonian Hint, and the
single-particle Hamiltonian
Hsp =
∫
d3r Ψ†ν(r)H spν Ψν(r), (3)
where
H spν ≡ −
~
2∇2
2mν
+ Vν(r). (4)
The possibility of different masses is allowed for here, a fea-
ture that has important implications when dealing the multi-
component mixtures, such as, for example, the two compo-
nent system that can be regarded as pseudo-spin 1/2 [12, 70].
In general, the interaction Hamiltonian for the systems we
consider can be written as a local two-body interaction
Hint =
Cλνκσ
2
∫
d3r Ψ†
λ
(r)Ψ†ν(r)Ψκ(r)Ψσ(r). (5)
1. Spinor systems
For spinor systems multiple internal states of the same
atomic species coexist so that mν ≡ m, and the potentials in-
cur a linear and quadratic Zeeman shift due to an external bias
field that we take to be along z, in addition to any spin depen-
dence of the external trapping potentials (although typically
optical potentials are used which are spin-independent):
Vν(r) ≡ Vextν (r) − p(fz)νν + q(fz)2νν. (6)
where fx, fy, and fz are the spin matrices for system with total
spin f , and p and q parameterise the strength of the linear and
quadratic Zeeman shifts respectively.
The interactions are determined by
Cλνκσ ≡
4π~2
m
∑
F=0,2,...,2 f
aF〈 f , λ; f , ν|PF | f , κ; f , σ〉, (7)
where
PF ≡
F∑
J=−F
|F, J〉〈F, J| (8)
projects onto a two body state with total spin angular mo-
mentum F, and aF is s-wave scattering length of total spin-
F channel [8]. Note that the Clebsch-Gordon coefficients
〈 f , λ; f , ν|F, J〉 are only non-zero when J = λ + ν. The non-
vanishing terms in Eqs. (5), (7) thus conserve the z-projection
of angular momentum:
λ + ν = κ + σ. (9)
Furthermore, the interaction coefficients (7) satisfy the permu-
tation invariance
Cλνκσ = Cνλσκ = Cσκνλ = C
κσ
λν . (10)
2. Multi-component mixtures
In multi-component mixtures distinct atomic species with
differing mν are confined by different external potentials
Vextν (r), and interact in the cold-collision regime.
For these systems the interaction matrix elements in (5) are
given by (no summation)
Cλνκσ ≡
π~2aκσ
mκσ
(δκλδσν + δκνδσλ) (11)
where aκσ is the S -wave scattering length characterising the
two-body collision potential for species κ and σ, and m−1κσ =
m−1κ +m
−1
σ is the reduced mass. For any parametrisation of the
different species in the mixture, the constraints corresponding
to (9) become
λ = κ, ν = σ or (12)
λ = σ, ν = κ, (13)
and the permutation symmetries (10) are immediately evident
from the definition (11).
B. Decomposition into C- and I-regions
The field operator is decomposed as
Ψλ = φλ + ψλ, (14)
where
φλ ≡ PλΨλ, (15)
ψλ ≡ QλΨλ, (16)
3define orthogonal projectors for each spin state, so that
PλQλ = 0, and the low-energy field φλ(r) is projection onto
the set of modes with energies beneath cutoff ǫλcut, defining the
C-region.
Expanding Hint and utilizing the symmetries of Cλνσκ gives
CλνσκΨ
†
λ
Ψ†νΨκΨσ = Cλνσκ
[
φ
†
λ
φ†νφκφσ (17a)
+2φ†
λ
φ†νφκψσ + 2ψ
†
λ
φ†νφκφσ (17b)
+φ
†
λ
φ†νψκψσ + φλφνψ
†
κψ
†
σ + 2ψ
†
λ
φ†νφκψσ + 2ψ
†
λ
φ†νψκφσ (17c)
+2φ†
λ
ψ†νψκψσ + 2ψ
†
λ
ψ†νψκφσ (17d)
+ψ
†
λ
ψ†νψκψσ
]
. (17e)
Lines (17a) and (17e) can be absorbed in the system Hamilto-
nians for the C and I regions. The terms that contribute to the
reservoir interaction contain either one or two C-region op-
erators. The terms involving three C-region operators, (17b),
do not contribute to collision processes that both conserve en-
ergy and momentum, and hence give a vanishing contribution
to the reservoir theory.
The Hamiltonian can now be decomposed into H = H0 +
HI + H2 where
H0 =
∫
d3r φ†
λ
(r)H sp
λ
φλ(r)
+
1
2
∫
d3r Cλνκσφ
†
λ
(r)φ†ν(r)φκ(r)φσ(r), (18)
HI =
∫
d3r ψ†
λ
(r)H sp
λ
ψλ(r)
+
1
2
∫
d3r Cλνκσψ
†
λ
(r)ψ†ν(r)ψκ(r)ψσ(r), (19)
and H2 = H(1)2 +H
(2)
2 +H
(3)
2 has contributing reservoir interac-
tion terms given by
H(1)2 =
∫
d3r Cλνκσ
[
φ
†
λ
(r)ψ†ν(r)ψκ(r)ψσ(r)
+ψ†σ(r)ψ†κ(r)ψν(r)φλ(r)
]
(20)
and
H(2)2 =
1
2
∫
d3r Cλνκσ
[
φ
†
λ
(r)φ†ν(r)ψκ(r)ψσ(r)
+φλ(r)φν(r)ψ†κ(r)ψ†σ(r)
+2ψ†
λ
(r)φ†ν(r)φκ(r)ψσ(r)
+2ψ†
λ
(r)φ†ν(r)ψκ(r)φσ(r)
]
(21)
A detailed calculation shows that H(3)2 does not lead to col-
lisions that conserve energy and momentum [22], and thus
these terms are neglected hereafter.
III. C-REGION MASTER EQUATION
The system evolves according to the equation to motion for
the density operator
ρ˙ = − i
~
[H0, ρ] − i
~
[HI , ρ] − i
~
[H2, ρ]
≡ (L0 + LI + L2)ρ. (22)
Defining the projection operators for the system density oper-
ator
v(t) = Pρ = ρI ⊗ trI(ρ) ≡ ρI ⊗ ρC , (23)
w(t) = Qρ ≡ (1 − P)ρ, (24)
gives
v˙ = P [(L0 + LI + L2)(v(t) + w(t))] , (25)
w˙ = Q [(L0 +LI +L2)(v(t) + w(t))] . (26)
Laplace transforming, and taking the C- and I-regions as ini-
tially uncorrelated (w(0) = 0) gives
sv˜(s) − v(0) = P [(L0 +LI +L2)(v˜(s) + w˜(s))] , (27)
sw˜(s) = Q [(L0 +LI + L2)(v˜(s) + w˜(s))] . (28)
To correctly account for the mean field effect of scattering be-
tween I- and C-region atoms, the new superoperators may be
defined
LC ≡ L0 + PL2P, (29)
LIC ≡ L2 − PL2P, (30)
so that the system evolutionLC now includes the effect of for-
ward scattering. This procedure retains the mean field contri-
bution to the Hamiltonian evolution of the C-region, incurred
via scattering from the I-region. In terms of these superoper-
ators, the equations of motion are
sv˜(s) − v(0) = P [(LC +LI +LIC)(v˜(s) + w˜(s))] , (31)
w˜(s) = [s − Q(LC +LI +LIC)]−1v˜(s). (32)
Inverting via the convolution theorem and making the Markov
approximation gives the equation of motion
v˙(t) = LCv(t) +
{
PLIC
∫ 0
−∞
dτ e−(LC+LI )τQLIC
}
v(t),(33)
where LIC has been neglected in the exponential; the latter
approximation is physically justified as the interaction Hamil-
tonian is a weaker contribution to the evolution over the short
time interval included in the integrand, namely, the reservoir
correlation time.
A. Hamiltonian terms
The Hamiltonian terms arise from the LCv(t) term in (33)
ρ˙C
∣∣∣
HC
= − i
~
[HC , ρC], (34)
4where
HC ≡ H0 + HF , (35)
includes the forward-scattering Hamiltonian
HF ≡ 2Cλνλν
∫
d3r 〈ψ†
λ
(r)ψλ(r)〉φ†ν(r)φν(r). (36)
obtained from (30) and (9). It is convenient to include this
Hartree-Fock term in an effective potential by defining
Veffν (r) ≡ Vν(r) + 2Cλνλν〈ψ†λ(r)ψλ(r)〉, (37)
and the effective single particle Hamiltonian
H effν ≡ −
~
2∇2
2mν
+ Veffν (r) = H spν + 2Cλνλν〈ψ†λ(r)ψλ(r)〉. (38)
B. One-field terms
The one C-field terms in (33) are due to the one C-field
terms in (30),LIC ≡ L(1)IC +L(2)IC +L(3)IC , namely
ρ˙C
∣∣∣(1) ≡ trI
[{
PL(1)IC
∫ 0
−∞
dτ e−(LC+LI )τQL(1)IC
}
ρC(t) ⊗ ρI
]
.(39)
These terms are usually referred to as the growth terms in the
f = 0 theory. In general there is a growth contribution from
both one and two field terms, as described below. To distin-
guish the two spatio-temporal arguments that arise for field
operators in the master equation, use the shorthand
f ≡ ˆf (r, 0), (40)
¯f ≡ ˆf (r′, τ) (41)
where, as above, the hats are suppressed as the operator char-
acter will be clear from the context. The interaction picture
field operators are defined as
φλ(r, t) = eiHC t/~φλ(r, 0)e−iHCt/~, (42)
ψλ(r, t) = eiHI t/~ψλ(r, 0)e−iHI t/~. (43)
Evaluating the L(1)IC terms gives
ρ˙C
∣∣∣(1) =
CλνκσC
αη
γθ
~2
∫
d3r
∫
d3r′
∫ 0
−∞
dτ
{
〈 ¯ψ†
θ
¯ψ†γ ¯ψηψ
†
νψκψσ〉[φ†λ, ρC ¯φα]
+〈ψ†νψκψσ ¯ψ†θ ¯ψ†γ ¯ψη〉[ ¯φαρC , φ†λ]
+〈ψ†σψ†κψν ¯ψ†η ¯ψγ ¯ψθ〉[ ¯φ†αρC , φλ]
+〈 ¯ψ†η ¯ψγ ¯ψθψ†σψ†κψν〉[φλ, ρC ¯φ†α]
}
. (44)
For thermalised reservoirs with no spin-squeezing, the corre-
lation functions may be Hartree-Fock factorized as, for exam-
ple,
〈 ¯ψ†
θ
¯ψ†γ ¯ψηψ
†
νψκψσ〉 =
[
δθκδγσ〈 ¯ψ†κψκ〉〈 ¯ψ†σψσ〉
+δσθδγκ〈 ¯ψ†σψσ〉〈 ¯ψ†κψκ〉
]
〈 ¯ψνψ†ν〉δην,(45)
〈ψ†νψκψσ ¯ψ†θ ¯ψ†γ ¯ψη〉 =
[
δθκδγσ〈ψκ ¯ψ†κ〉〈ψσ ¯ψ†σ〉
+δσθδγκ〈ψσ ¯ψ†σ〉〈ψκ ¯ψ†κ〉
]
〈ψν ¯ψ†ν〉δην.(46)
Hartree-Fock factorizing as above, symmetrising with respect
to Cανκσ, and making use of Eq. (9) gives
ρ˙C
∣∣∣(1) = Γ
νκσ
α
~2
∫
d3r
∫
d3r′
∫ 0
−∞
dτ
{
〈 ¯ψνψ†ν〉〈 ¯ψ†κψκ〉〈 ¯ψ†σψσ〉[φ†α, ρC ¯φα]
+〈ψ†ν ¯ψν〉〈ψκ ¯ψ†κ〉〈ψσ ¯ψ†σ〉[ ¯φαρC , φ†α]
+〈ψν ¯ψ†ν〉〈ψ†κ ¯ψκ〉〈ψ†σ ¯ψσ〉[ ¯φ†αρC , φα]
+〈 ¯ψ†νψν〉〈 ¯ψκψ†κ〉〈 ¯ψσψ†σ〉[φα, ρC ¯φ†α]
}
, (47)
where
Γνκσα ≡
1
2
(Cανκσ +Cανσκ)2, (48)
determines the contribution of the particular process in ques-
tion.
The one-body Wigner function
Wσ(r, k) =
∫
d3v 〈ψ†σ(r + v/2)ψσ(r − v/2)〉eik·v (49)
can now be used to evaluate the one-body reservoir correlation
functions approximately. In the local density approximation,
the thermal equilibrium solution at temperature T = (βkB)−1,
and spin-dependent chemical potential µσ is the Bose-Einstein
distribution
Wσ(r, k) = [exp (β[~ωσ(r, k) − µσ]) − 1]−1, (50)
where the semi-classical energy for (38) is
~ωσ(r, k) ≡ ~
2k2
2mσ
+ Veffσ (r), (51)
and the effective potential includes all contributions from
external trapping potentials and due to self and cross-
interactions through two-body scattering. Defining u = (r +
r′)/2, v = r − r′, the two-point correlations can be approxi-
mated over the reservoir correlation time-scale of the τ inte-
gration in (47) as
〈ψ†σ(r, 0)ψσ(r′, τ)〉 ≈
∫
Iσ
d3k
(2π)3 Wσ(u, k)e
−ik·v−iωσ(u,k)τ,(52)
〈ψσ(r, 0)ψ†σ(r′, τ)〉 ≈
∫
Iσ
d3k
(2π)3 [1 +Wσ(u, k)]
×eik·v+iωσ(u,k)τ, (53)
〈ψσ(r′, τ)ψ†σ(r, 0)〉 ≈
∫
Iσ
d3k
(2π)3 [1 +Wσ(u, k)]
×e−ik·v−iωσ(u,k)τ, (54)
〈ψ†σ(r′, τ)ψσ(r, 0)〉 ≈
∫
Iσ
d3k
(2π)3 Wσ(u, k)e
ik·v+iωσ(u,k)τ, (55)
where the integral subscript Iσ denotes the semi-classical
I-region of phase-space for spin component σ, Iσ ={(r, k)|ǫcutσ ≤ ~ωσ(r, k)}. After making the above approxima-
tions for the short time evolution, the time integration may be
evaluated using∫ 0
−∞
e−iωτ dτ = πδ(ω) + iP(1/ω) ≈ πδ(ω) (56)
5where P is the principal value integral. These approxima-
tions for the reservoir correlation functions are summarised
by defining the growth amplitudes
G(+)νκσ(u, v, ǫ) ≡
1
2(2π)8~2
∫
Iν
d3k1
∫
Iκ
d3k2
∫
Iσ
d3k3
×[1 +Wν(u, k1)]Wκ(u, k2)Wσ(u, k3)ei(k1−k2−k3)·v
×δ(ǫ/~ + ων(u, k1) − ωκ(u, k2) − ωσ(u, k3)),
(57)
G(−)νκσ(u, v, ǫ) ≡
1
2(2π)8~2
∫
Iν
d3k1
∫
Iκ
d3k2
∫
Iσ
d3k3 Wν(u, k1)
×[1 +Wκ(u, k2)][1 + Wσ(u, k3)]ei(k1−k2−k3)·v
×δ(ǫ/~ + ων(u, k1) − ωκ(u, k2) − ωσ(u, k3)),
(58)
and the Hamiltonian evolution operator
LC A ≡ [A, HC]. (59)
The growth terms in the master equation now take the form
ρ˙C
∣∣∣(1) = Γνκσα
∫
d3u
∫
d3v
{
[
φ†α(u + v/2), ρC
{
G(+)νκσ(u, v, LC)φα(u − v/2)
}]
+
[{
G(−)νκσ(u, v, LC)φα(u − v/2)
}
ρC , φ
†
α(u + v/2)
]
+
[{
G(+)νκσ(u, v,−LC)φ†α(u − v/2)
}
ρC , φα(u + v/2)
]
+
[
φα(u + v/2), ρC
{
G(−)νκσ(u, v,−LC)φ†α(u − v/2)
}] }
, (60)
and now have a close formal correspondence with the f = 0
theory [22].
C. Two-field terms
The two C-field terms in (30) give the evolution
ρ˙C
∣∣∣(2) ≡ trI
[{
PL(2)IC
∫ 0
−∞
dτ e−(LC+LI)τQL(2)IC
}
ρC(t) ⊗ ρI
]
. (61)
Evaluating the superoperators, we find
ρ˙C
∣∣∣(2) =
CλνκσC
αη
γθ
~2
∫
d3r
∫
d3r′
∫ 0
−∞
dτ
{
〈 ¯ψ†α ¯ψθψ†λψσ〉[φ†νφκ, ρC ¯φ†η ¯φγ] + 〈ψ†λψσ ¯ψ†α ¯ψθ〉[ ¯φ†η ¯φγρC , φ†νφκ]
〈 ¯ψ†α ¯ψθψ†λψκ〉[φ†νφσ, ρC ¯φ†η ¯φγ] + 〈ψ†λψκ ¯ψ†α ¯ψθ〉[ ¯φ†η ¯φγρC , φ†νφσ]
〈 ¯ψ†α ¯ψγψ†λψσ〉[φ†νφκ, ρC ¯φ†η ¯φθ] + 〈ψ†λψσ ¯ψ†α ¯ψγ〉[ ¯φ†η ¯φθρC , φ†νφκ]
〈 ¯ψ†α ¯ψγψ†λψκ〉[φ†νφσ, ρC ¯φ†η ¯φθ] + 〈ψ†λψκ ¯ψ†α ¯ψγ〉[ ¯φ†η ¯φθρC , φ†νφσ]
}
.
(62)
Hartree-Fock factorizing as above, and making use of the
symmetries of Cλνκσ, we arrive at the master equation
ρ˙C
∣∣∣(2) =
Vλκσνγη
~2
∫
d3u
∫
d3v
∫ 0
−∞
dτ
{
〈 ¯ψ†κψκ〉〈 ¯ψλψ†λ〉
[
φ†νφσ, ρC ¯φ
†
η
¯φγ
]
+〈ψκ ¯ψ†κ〉〈ψ†λ ¯ψλ〉
[
¯φ†η ¯φγρC , φ
†
νφσ
] }
, (63)
where interaction matrix elements are now defined by (no
summation):
Vλκσνγη ≡ (Cλνκσ +Cλνσκ)(Cλγκη +Cλγηκ ). (64)
This tensor has the permutation symmetries
Vλκσνγη = Vλκηγνσ = Vκλνσηγ = Vκλγησν, (65)
and the spin-conservation condition Eq. (9) now imposes
λ + ν = κ + σ, (66)
λ + γ = κ + η, (67)
or equivalently
σ + γ = η + ν, (68)
2(λ − κ) = σ + η − ν − γ, (69)
reducing the effective number of indices in the summation to
four. The equivalent mass-conservation conditions for mix-
tures are given by (12) as
λ = κ = γ = η, ν = σ, or (70)
λ = σ = γ, ν = κ = η, or (71)
λ = σ = η, ν = κ = γ. (72)
Making use of the approximate short time evolution (52)-
(55), and evaluating the time integral, the master equation may
be written in terms of the scattering amplitude defined as
Mκλ(u, v, ǫ) ≡ 12(2π)5~2
∫
Iκ
d3k1
∫
Iλ
d3k2
×Wκ(u, k1)[1 +Wλ(u, k2)]ei(k1−k2)·v
×δ(ωκ(u, k1) − ωλ(u, k2) − ǫ/~). (73)
The two-field master equation then takes the form
6ρ˙C
∣∣∣(2) = Vλκσνγη
∫
d3u
∫
d3v
{ [
φ†ν(u + v/2)φσ(u + v/2), ρC
{
Mκλ(u, v, LC)φ†η(u − v/2)φγ(u − v/2)
}]
+
[{
Mλκ(u, v,−LC)φ†η(u − v/2)φγ(u − v/2)
}
ρC , φ
†
ν(u + v/2)φσ(u + v/2)
] }
. (74)
In the scalar theory these terms give rise to the scattering mas-
ter equation [22]. For colliding indistinguishable particles, the
interactions conserve particles in the C- and I-regions, while
transferring energy and momentum between them. When the
collision inputs are distinguishable, these terms also allow for
particle interchange between C- and I-regions of distinct spin
states (spin-swapping), corresponding to λ , κ in (69). The
latter process generates an effective growth/loss process for
the C-field dynamics. A formal decomposition of the two-
field interaction into distinct number and energy damping con-
tributions is given in Sec. V A.
D. Full master equation and equilibrium solution
The full master equation is given by (34), (60), (74) as
ρ˙C = ρ˙C
∣∣∣
HC
+ ρ˙C
∣∣∣(1) + ρ˙C
∣∣∣(2), (75)
and this equation of motion has a grand canonical equilibrium
solution.
1. Forward-backward relations
A straightforward calculation shows that the master equa-
tion rate functions are related by
G(−)νκσ(u, v, ǫ) = exp
[
β(ǫ + µν − µκ − µσ)]G(+)νκσ(u, v, ǫ), (76)
and
Mκλ(u, v, ǫ) = exp [−β(ǫ + µλ − µκ)]Mλκ(u, v,−ǫ). (77)
2. Grand canonical equilibrium
The forward-backward relations give the conditions for the
existence of a stationary solution. Without restricting the so-
lution to a global chemical potential, the density operator can
be assumed to be a tensor product of grand canonical density
operators for each spin state
ρs ∝ exp
[
β
(
µσNσC − HC
)]
, (78)
where
NσC =
∫
d3r Nσ(r), (79)
and
Nσ(r) = φ†σ(r)φσ(r) (80)
is the C-region number-density operator for spin state σ.
From (76) and (77) one then finds
{
G(−)νκσ(u, v, LC)φα(u − v/2)
}
ρs = ρs
{
G(+)νκσ(u, v, LC)φα(u − v/2)
}
exp
[
β(µα + µν − µκ − µσ)], (81){
G(+)νκσ(u, v,−LC)φ†α(u − v/2)
}
ρs = ρs
{
G(−)νκσ(u, v,−LC)φ†α(u − v/2)
}
exp
[−β(µα + µν − µκ − µσ)], (82){
Mλκ(u, v,−LC)φ†α(u − v/2)φα(u − v/2)
}
ρs = ρs
{
Mκλ(u, v, LC)φ†α(u − v/2)φα(u − v/2)
}
exp
[
β(µλ − µκ)]. (83)
Provided the exponential factors reduce to unity, the com-
mutators in the master equation cancel pair-wise and a grand
canonical equilibrium solution exists. This yields the growth
condition
µα + µν = µκ + µσ (84)
for each value of α, ν, κ, σ, and the more restrictive scattering
condition
µλ = µκ (85)
for all λ, κ. The full master equation thus has grand canonical
solution when µλ ≡ µ for all λ, given by
ρs = N exp [β (µNC − HC)], (86)
where
NC =
∑
σ
NσC , (87)
and N is a normalisation factor.
7E. Mapping to phase-space
The mapping to a set of equations of motion for classical
fields now proceeds along the following lines:
i) Linearize the forward-backward relations, appropriate for
the high temperature regime.
ii) Introduce an appropriate phase-space representation of
the density matrix. The Wigner representation provides
the correct framework for classical field theory.
iii) Define a set of projected functional derivatives that allow
mapping of the master equation terms to equivalent terms
in a Fokker-Planck equation (FPE) via a set of projected
operator correspondences.
iv) Carry out the mapping to FPE, neglecting terms of order
(βµ)2 or higher as small in the high temperature regime.
For positive semidefinite diffusion (as is the case for the
FPE obtained in our theory of the spinor system), the FPE
can be mapped to a diffusive stochastic process for clas-
sical fields variables.
IV. HIGH-TEMPERATURE FOKKER-PLANCK
EQUATION
A. Wigner representation
The master equation is mapped to an equation of motion
for the Wigner distribution via operator correspondences that
are well understood. The formulation for the spinor system is
given here, both for completeness, and to establish notation.
In the interests of rigour, we reinstate the explicit “hat” no-
tation for operators, in order to establish the mapping of the
quantum theory to classical fields.
Projected field theory as developed by Gardiner and co-
workers [22, 24] forms a fundamental framework for the
stochastic projected Gross-Pitaevskii theory. The projector
first enters dynamics when we consider the Hamiltonian evo-
lution governed by (35), and now requires explicit definition.
The field operators are expanded in a restricted orthogonal
basis as follows:
ˆφσ(r) ≡
∑¯
n
aˆnσYnσ(r), (88)
where the mode operators are bosonic:
[aˆnσ, aˆ†mν] = δnmδσν, (89)
[aˆnσ, aˆmν] = [aˆ†nσ, aˆ†mν] = 0, (90)
and the spatial degrees of freedom are expressed in a basis of
eigenfunctions of H spσ :
H spσ Ynσ(r) = ǫnσYnσ(r). (91)
Here the index n is understood to run over all quantum num-
bers required to specify the eigenmodes. The overbar notation
in the sum (88) denotes the restriction to a subset of modes
with single-particle energies lying beneath an energy cutoff:
ǫnσ ≤ ǫcutσ , as defines the projector. The field operator commu-
tator
[ ˆφσ(r), ˆφ†η(r′)] = δσηδσC(r, r′) (92)
gives a delta function for the C-region of spin state σ
δσC(r, r′) ≡
∑¯
n
Ynσ(r)Y∗nσ(r′) = Pσ(r, r′), (93)
where the latter identifies the kernel of the spatial projection
operators via the following definition
Pσ {h(r)} ≡
∫
d3r′ Pσ(r, r′)h(r′). (94)
In practice the basis for each spin state may only differ by the
choice of energy cutoff ǫcutσ .
We now introduce the symmetrically ordered quantum
characteristic function for the density operator ρˆC :
χW [{λnσ, λ∗nσ}] ≡ tr
ρˆC exp

∑¯
mν
λmνaˆ
†
mν − λ∗mνaˆmν

 , (95)
where as usual σ runs over all distinct fields and n runs over
all modes of a given field. The Wigner function for the system
of fields indexed by σ is then
W[{αnσ, α∗nσ}] =
∫ ∏¯
mν
d2λmν
π2
χW [{λqη, λ∗qη}]
× exp

∑¯
pκ
λ∗pκαpκ − λpκα∗pκ
. (96)
Corresponding to the quantum fields given in (88), we now
define the classical fields
φσ(r) ≡
∑¯
n
αnσYnσ(r), (97)
where αn,σ are c-numbers. We also require the projected func-
tional derivatives
¯δ
¯δφσ(r)
≡
∑¯
n
Y∗nσ(r)
∂
∂αnσ
, (98)
¯δ
¯δφ∗σ(r)
≡
∑¯
n
Ynσ(r) ∂
∂α∗nσ
. (99)
Using the standard operator correspondences for bosonic
modes [71], we obtain the operator correspondences for pro-
jected functional calculus of the spinor system
ˆφσ(r)ρˆ←→
(
φσ(r) + 12
¯δ
¯δφ∗σ(r)
)
W, (100)
ˆφ†σ(r)ρˆ←→
(
φ∗σ(r) −
1
2
¯δ
¯δφσ(r)
)
W, (101)
ρˆ ˆφσ(r) ←→
(
φσ(r) − 12
¯δ
¯δφ∗σ(r)
)
W, (102)
ρˆ ˆφ†σ(r) ←→
(
φ∗σ(r) +
1
2
¯δ
¯δφσ(r)
)
W. (103)
8B. Hamiltonian evolution
When mapping the master equation to a phase-space rep-
resentation, we should expect a close formal correspondence
between the Heisenberg equation of motion for the field oper-
ator and the classical equation of motion in the Wigner repre-
sentation, after truncation of third order terms [53]. Evaluat-
ing the Heisenberg equation of motion subject to the effective
Hamiltonian (35) gives
i~
∂ ˆφα(r)
∂t
= ˆLC ˆφα(r)
= Pα
{
H effα ˆφα(r) +Cανκσ ˆφ†ν(r) ˆφκ(r) ˆφσ(r)
}
, (104)
furnishing the PGPE for the C-region (including forward scat-
tering) in field operator form. The heuristic approach to ob-
taining the PGPE involves simply replacing the field operators
in this expression with classical fields [34]. Note that for the
scalar case this PGPE reduces to the well known projected
equation of motion for a single component BEC in the classi-
cal limit [35].
We now evaluate the Hamiltonian terms via the mappings
(100)-(103). We also adopt the convention that all quantities
arising from the previous sections that now appear without
hats are the corresponding classical field expressions, for ex-
ample
HC =
∫
d3r φ∗ν(r)H effν φν(r)
+
1
2
∫
d3r Cλνκσφ∗λ(r)φ∗ν(r)φκ(r)φσ(r). (105)
Making use of the permutation symmetries of Cλνκσ, and ne-
glecting the field commutator relative to the particle density,
as per the truncated Wigner approximation, we arrive at
∂W
∂t
∣∣∣∣∣∣
HC
=
∫
d3r
{
−
¯δ
¯δφα(r)
(−i
~
)
LCφα(r) + c.c.
}
W, (106)
where we define the classical field operator LC as the genera-
tor of time evolution via
PαLCφα(r) ≡
¯δHC
¯δφ∗α(r)
= Pα
{
H effα φα(r) +Cανκσφ∗ν(r)φκ(r)φσ(r)
}
(107)
corresponding to the quantum operator ˆLC . For notational def-
initeness we do not include the projector in the definition of
LC , however, we note that the projector is present in the FPE
drift term (106) due to the action of the projected functional
derivative. Our choice of LC thus means that the projector will
be explicitly stated in the C-field equations of motion that we
derive.
Mapping the drift term in the Fokker-Planck equation,
(106), to an equivalent stochastic differential equation gives
i~
∂φα(r)
∂t
= Pα
{
H effα φα(r) + Cανκσφ∗ν(r)φκ(r)φσ(r)
}
, (108)
namely, the PGPE C-field equation corresponding to the
Heisenberg equation of motion (104).
C. One-field terms
The high temperature treatment requires linearisation of the
forward-backward relations. The one-field terms are treated
by neglecting the C-region energy in the forward process, and
linearising the forward-backward relation (76) in the reverse
process:
G(+)νκσ(u, v, ǫ) ≈ G(+)νκσ(u, v, 0), (109)
G(−)νκσ(u, v, ǫ) ≈
(
1 − µνκσ − ǫkBT
)
G(+)νκσ(u, v, 0). (110)
where we introduce the effective chemical potential
µνκσ ≡ µκ + µσ − µν. (111)
The growth rates (57), (58) are narrowly peaked functions of
v, allowing integration over this variable. Integrating over
(57), we thus define the rate
Gνκσ(u) ≡
∫
d3v G(+)νκσ(u, v, 0), (112)
and make use of the linearised forward-backward relation
(110), to find
∂ρˆC
∂t
∣∣∣∣∣∣(1) = Γ
νκσ
α
∫
d3u Gνκσ(u)
{ [[
ˆφα(u), ρˆC
]
, ˆφ†α(u)
]
+
[
ˆφα(u),
[
ρˆC , ˆφ
†
α(u)
]]
− 1kBT
( [ {
(µνκσ − ˆLC) ˆφα(u)
}
ρˆC , ˆφ
†
α(u)
]
+
[
ˆφα(u), ρˆC
{
(µνκσ + ˆLC) ˆφ†α(u)
}]) }
. (113)
Mapping to FPE gives
∂W
∂t
∣∣∣∣∣∣(1) =
∫
d3r Γνκσα Gνκσ(u)
{
−
¯δ
¯δφα(r)
( (µνκσ − LC)φα(r)
kBT
)
+
¯δ2
¯δφα(r)¯δφ∗α(r)
+ c.c.
}
W. (114)
D. Two-field terms
Although convenient thus far, in its present form, the two-
field master equation (74) is not suitable for mapping to a
high-temperature Fokker-Planck equation as Mλκ cannot eas-
9ily be reduced to a single function to be expanded about ǫ = 0.
We can recast the scattering master equation in a form that
symmetrises the rate (73) with respect to κ ↔ λ by replacing
Vλκσνγη with the symmetrized expression
Λλκσνγη ≡
1
2
[
Vλκσνγη + Vκλνσηγ
]
, (115)
so that by constructionΛλκσνγη = Λκλσνγη, and we can now define
the symmetrised rate
Msλκ(u, v, ǫ) ≡
1
2
[Mλκ(u, v, ǫ) + Mκλ(u, v, ǫ)] , (116)
and write the two-field master equation as
ρ˙C
∣∣∣∣(2) = Λλκσνγη
∫
d3u
∫
d3v
{ [
φ†ν(u + v/2)φσ(u + v/2), ρC
{
Msλκ(u, v, LC)φ†η(u − v/2)φγ(u − v/2)
}]
+
[{
Msλκ(u, v,−LC)φ†η(u − v/2)φγ(u − v/2)
}
ρC , φ
†
ν(u + v/2)φσ(u + v/2)
] }
. (117)
This equation is now in a form suitable for finding a high-
temperature master equation as it only depends formally on
one function, Ms
λκ
(u, v, ǫ), that may be linearised in the high-
temperature regime. Suppressing the u, v arguments for
brevity, the forward-backward relation (77) with (116) now
gives
Msλκ(ǫ) =
e−βǫ
2
[
eβ(µλ−µκ)Mκλ(−ǫ) + eβ(µκ−µλ)Mλκ(−ǫ)
]
≃ e−βǫ
[
Msλκ(−ǫ)
+
β(µλ − µκ)
(
eβ(ǫ+µκ−µλ)Mλκ(ǫ) − Mλκ(−ǫ)
)
2
]
, (118)
where the high temperature expansion and FBR have been
used to simplify the brackets. It is easily shown that the fi-
nal bracketed term is of order β2 as ǫ → 0. Hence, at leading
order in βǫ
Msλκ(u, v, ǫ) ≈
(
1 − ǫ
2kBT
)
Msλκ(u, v, 0), (119)
namely the standard linearised FBR of the f = 0 theory [22],
and the high-temperature master equation for two-field terms
is
∂ρˆC
∂t
∣∣∣∣∣∣(2) = −Λ
λκ
σνγη
∫
d3u
∫
d3v Msλκ(u, v, 0)
{[
ˆφ†ν(u + v/2) ˆφσ(u + v/2),
[
ˆφ†η(u − v/2) ˆφγ(u − v/2), ρˆC
]]
+
1
2kBT
[
ˆφ†ν(u + v/2) ˆφσ(u + v/2),
[{
ˆLC ˆφ†η(u − v/2) ˆφγ(u − v/2)
}
, ρˆC
]
+
] }
, (120)
where [ ˆA, ˆB]+ ≡ ˆA ˆB + ˆB ˆA is the anticommutator. In the classical field approximation, this maps to the FPE
∂W
∂t
∣∣∣∣∣∣(2) = Λ
λκ
σνγη
∫
d3r
∫
d3r′ Msλκ
(
r + r′
2
, r − r′, 0
) [
−
¯δ
¯δφσ(r)
−
{
LCφ∗γ(r′)φη(r′)
}
kBT
φν(r)
 + c.c.
+
¯δ
¯δφσ(r)
φν(r)
¯δ
¯δφ∗η(r′)
φ∗γ(r′) + c.c.
−
¯δ
¯δφσ(r)
φν(r)
¯δ
¯δφγ(r′)
φη(r′) + c.c
]
W, (121)
where the action of LC is defined via (107) to reproduce the
algebra of commutators:
LCφν(r)φσ(r) ≡ [LCφν(r)]φσ(r) + φν(r)LCφσ(r), (122)
LCφ∗ν(r) ≡ −[LCφν(r)]∗. (123)
E. Canonical two-field interactions
To make a clearer connection with the single-field theory,
we consider the subset of processes for which the I-region
10
and C-region spin is conserved, κ ≡ λ, the spin conserva-
tion conditions (66), (67) enforce ν = σ and γ = η. These
processes generate canonical two-field interactions involving
energy and momentum transfer between C- and I-regions that
independently conserve spin populations. The master equa-
tion terms are
ρ˙C
∣∣∣(2),can =
Vλση
~2
∫
d3u
∫
d3v
∫ 0
−∞
dτ
{
〈 ¯ψ†
λ
ψλ〉〈 ¯ψλψ†λ〉
[
φ†σφσ, ρC ¯φ
†
η
¯φη
]
+〈ψλ ¯ψ†λ〉〈ψ†λ ¯ψλ〉
[
¯φ†η ¯φηρC , φ
†
σφσ
] }
, (124)
where the three-index tensor elements are defined as
Vλση ≡ Vλλσσηη = (Cλσλσ + Cλσσλ)(Cληλη +Cληηλ). (125)
The subset of these processes with σ ≡ η correspond to the
scenario familiar from the scalar BEC theory [22]. We can
also note the useful symmetry Vλση = Vλησ.
The scattering master equation for canonical two-field in-
teractions now takes the form
ρ˙C
∣∣∣(2),can =
∫
d3u
∫
d3v Vλση
{
[
Nσ(u + v/2), ρC
{
Mλλ(u, v, LC)Nη(u − v/2)
}]
+
[{
Mλλ(u, v,−LC)Nη(u − v/2)
}
ρC , Nσ(u + v/2)
] }
. (126)
The high temperature master equation is found from the linearized forward-backward relation (119), and takes the form
∂ρˆC
∂t
∣∣∣∣∣∣(2),can = −V
λ
ση
∫
d3u
∫
d3v Mλλ(u, v, 0)
{ [
ˆNσ(u + v/2),
[
ˆNη(u − v/2), ρˆC
]]
+
1
2kBT
[
ˆNσ(u + v/2),
[{
ˆLC ˆNη(u − v/2)
}
, ρˆC
]
+
] }
. (127)
These terms take the form of a generalised Quantum Brownian Motion [71], and act as a source of phase-diffusion [71].
Making use of
ˆLC ˆNσ(r) = −i~∇ · ˆJσ(r), (128)
where
ˆJσ(r) = i~2mσ
[
(∇ ˆφ†σ(r)) ˆφσ(r) − ˆφ†σ(r)∇ ˆφσ(r)
]
, (129)
and again neglecting third order terms, the master equation is mapped to the FPE
∂W
∂t
∣∣∣∣∣∣(2),can =
∫
d3r VλσηMλλ
(
r + r′
2
, r − r′, 0
) {
−
¯δ
¯δφσ(r)
( i~∇ · Jη(r′)
kBT
φσ(r)
)
+ c.c.
+
¯δ
¯δφσ(r)
φσ(r)
¯δ
¯δφ∗η(r′)
φ∗η(r′) −
¯δ
¯δφσ(r)
φσ(r)
¯δ
¯δφη(r′)
φη(r′) + c.c
}
W. (130)
V. EQUATION OF MOTION
We now carry out the mapping of the high-temperature
Fokker-Planck equation given by (106), (114), (121) as
∂W
∂t
=
∂W
∂t
∣∣∣∣∣∣
HC
+
∂W
∂t
∣∣∣∣∣∣(1) +
∂W
∂t
∣∣∣∣∣∣(2), (131)
to an equivalent stochastic differential equation.
A. Stochastic projected Gross-Pitaevskii equation
Carrying out the mapping to an equivalent stochastic diffu-
sion process [72], the equation of motion in Stratonovich form
can now be obtained as
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(S )dφα(r) = − i
~
Pα {LCφα(r)} dt (132a)
+Pα
{
Γνκσα Gνκσ(r)
kBT
(µνκσ − LC)φα(r)dt + dWα(r, t)
}
(132b)
+Pα
{∫
d3r′ ΛλκανγηMsλκ
(
r + r′
2
, r − r′, 0
) −
{
LCφ∗γ(r′)φη(r′)
}
kBT
φν(r)
 dt + iφν(r)dUνα(r, t)
}
. (132c)
α
ν
κ
σ
α
ν
κ
σ
C
I
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(a) (b)
FIG. 1. Schematic of reservoir-interaction processes for the binary
contact interaction Hamiltonian. Collision processes described by
(a) the one-field terms, and (b) the two-field terms given by (132b)
and (132c) respectively. In general the latter processes include grand-
canonical interactions with the reservoir involving both number and
energy exchange between C and I.
Here the chemical potentials are defined in (111), and the non-
linear operator LC is defined by (107), (105), and (122), (123).
The one-field rates are given by (48), (112), and the two-field
rates are given by (115), (64), and (116), (73).
The noises dWα, and dUνα are independent Gaussian Wiener
processes with non-vanishing correlation functions
dW∗α(r, t)dWη(r′, t) = 2Γνκσα Gνκσ(r)δαC(r, r′)δαηdt, (133)
dUνα(r, t)dUηγ(r′, t) = 2ΛλκανγηMsλκ
(
r + r′
2
, r − r′, 0
)
dt. (134)
Some comments are in order.
(i) The term (132a) gives the PGPE (108) for the C-field
evolution according to Hamiltonian (105). In addition to
the C-field evolution, this equation of motion allows for
spatial and temporal evolution of the I-regions through
the effective potential (36). These terms are not treated
further in the present work.
(ii) Simple growth SPGPE: If the reservoirs may be well ap-
proximated by Bose-Einstein distributions, and the two-
field interactions may be neglected — i.e. the C-regions
are not too far from equilibrium — then we recover a
description known as the simple growth SPGPE [23],
involving only the terms (132a) and (132b) and noise
(133).
(iii) Decomposition of two-field interactions: The two-field
terms, (132c) and noise (134), may be decomposed using
(125) as
Λλκανγη =
¯Λλκανγη + Vλαηδλκδανδγη, (135)
where the first term
¯Λλκανγη ≡ Λλκανγη − Vλαηδλκδανδγη, (136)
involves number and energy dissipation (grand canoni-
cal), and the second term is purely an energy-dissipative
process (canonical). The latter class of processes include
the energy transfer interaction known from the scalar
SPGPE theory [22], and additional interactions involv-
ing collisions between distinguishable particles.
In Figure 1 we give a schematic summary of the pro-
cesses involved in reservoir interactions for spinor and multi-
component systems.
B. SPGPE for spinors and equal-mass mixtures with
quasi-static reservoirs
For components with equal mass in the quasi-static reser-
voir regime, the rates can be evaluated analytically, as given
in Appendix A. This treatment of the rate functions will also
provide a good approximation for mixtures with small mass
imbalance. Under these assumptions, and making use of the
decomposition (135), the full SPGPE (132) can be reduced to
the SPGPE
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(S )dφα(r) = − i
~
Pα {LCφα(r)} dt (137a)
+Pα
{
Γνκσα Gνκσ
kBT
(µνκσ − LC)φα(r)dt + dWα(r, t)
}
(137b)
+Pα
{∫
d3r′ VλαηMλλ
(
r − r′)
( i~∇ · Jη(r′)
kBT
φα(r)
)
dt + iφα(r)dUα(r, t)
}
(137c)
+Pα
{∫
d3r′ ¯ΛλκανγηMsλκ
(
r − r′)
−
{
LCφ∗γ(r′)φη(r′)
}
kBT
φν(r)
 dt + iφν(r)dUνα(r, t)
}
, (137d)
where the noise correlations are
dW∗α(r, t)dWη(r′, t) = 2Γνκσα GνκσδαC(r, r′)δαηdt, (138)
dUα(r, t)dUη(r′, t) = 2VλαηMλλ
(
r − r′) dt, (139)
dUνα(r, t)dUηγ(r′, t) = 2 ¯ΛλκανγηMsλκ
(
r − r′) dt. (140)
The rate Gνκσ derived in Appendix A is independent of r,
Gνκσ = G0 ¯Gνκσ ≡ G0eβ(µσ−ǫcutσ )+β(µκ−ǫcutκ )
∞∑
r=0
eβr(µν−ǫ
cut
σ −ǫcutκ )Φ
[
eβ(µσ−ǫ
cut
σ ), 1, r + 1
]
Φ
[
eβ(µκ−ǫ
cut
κ ), 1, r + 1
]
, (141)
where the magnitude is
G0 =
m3
(2π)3~7β2 , (142)
and where Φ[z, x, a] = ∑∞k=0 zk/(a + k)x is the Lerch transcendent. The two-field rate Msλκ((r + r′)/2, r − r′, 0) has been reduced
to the non-local form
Msκλ(r) ≡
N0 ¯N sκλ
(2π)3
∫
d3k e
ik·r
|k| , (143)
where
¯N sκλ ≡
1
2
∞∑
p=1
(
epβ(µκ−ǫ¯κλ)Φ
[
eβ(µλ−ǫ¯κλ), 1, p
]
+ epβ(µλ−ǫ¯κλ)Φ
[
eβ(µκ−ǫ¯κλ), 1, p
])
, (144)
N0 = πm
2
(2π)2~5β , (145)
and the cutoff ǫ¯κλ is given by (A19).
Equations (137), (138), (139), (140) give a generalization
of the scalar SPGPE theory [22], as implemented in [23] and
[26], in a form suitable for numerical simulations of dissi-
pative dynamics and quench phenomena in spinor and multi-
component systems. We now apply this formalism to the sim-
plest examples, namely the two-component mixture, and the
spin-1 system.
C. Two-component mixtures
The simplest example involves a two-component mixture,
with equal (or nearly equal) constituent masses. Such a setup
occurs for different hyperfine levels of 87Rb, and has been
studied at length [15, 70, 73, 74]. The C-field region of the
system is described by Bose fields φ j(r) for j = 1, 2.
Hamiltonian terms.— Evaluating (137a), for m12 = m/2,
we find
~dφ j(r)
∣∣∣∣
HC
= −iP j{LCφ j(r)}dt, (146)
where
LCφ j(r) ≡ H effj φ j(r) +
4π~2a j j
m
|φ j|2φ j
+
4π~2a j(3− j)
m
|φ3− j|2φ j, (147)
giving the PGPE for Hamiltonian C-field evolution [53].
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One-field dissipation.— Evaluating the dimensionless rates
(141), and making use of (9), and the thermal de-Broglie
wavelength λdB ≡
√
2π~2/mkBT , (137b) gives
~dφ j(r)
∣∣∣∣(1) = P j
{
γ j(µ j − LC)φ j(r)dt + ~dW j(r, t)
}
, (148)
where
γ j =
1
πλ2dB
[
σ j j ¯G j j j + σ j(3− j) ¯G j(3− j) j
]
, (149)
and where σ jk = 4πa2jk(1 + δ jk) is the total cross-section for
scattering between j and k. The noise correlation is
dW∗j (r, t)dWk(r, t) =
2γ jkBT
~
δ
j
C(r, r′)δ jkdt. (150)
The first term in (149) recovers the known expression for the
damping rate of a scalar BEC [23], and the second term ac-
counts for the different scattering cross-section of distinguish-
able particles [See Figure 2 (a)].
Two-field dissipation: energy damping.— We first consider
the canonical energy dissipation terms, given by (137c). Eval-
uating the rates, we find
(S )~dφ j(r)
∣∣∣∣(2),V = P j
{
− iV Mj (r)φ j(r)dt
+i~φ j(r)dU j(r, t)
}
, (151)
where the energy-damping potential is
V Mj (r) = −~
∫
d3r′ M j(r − r′)∇ · J j(r′), (152)
with
M j(r) =
(
2σ j j ¯N j j + σ j(3− j) ¯N(3− j)(3− j)
) ∫ d3k
(2π)3
eik·r
|k| . (153)
The noise correlation is
dU j(r, t)dUk(r′, t) = 2kBT
~
M j(r − r′)δ jkdt. (154)
Using (A20) we have that ¯N j j = [eβ(ǫcutj −µ j) −1]−1, and the first
term in (153) recovers the scalar BEC result. [See Figure 2
(b)]
Two-field dissipation: particle exchange terms.— This pro-
cess involves distinct particles swapping between respective
C- and I-regions, given by (137d). Consequently this process
involves both energy and number exchange, as do the one-
field terms.
The mass-conservation rules (70)-(72) show the contribut-
ing interactions involving particle swapping for dφα are Λαλαλαλ
and Λαλ
αλλα
. Due to the form of Cλνκσ in (11) we also have
Λαλ
αλλα
= Λαλ
αλαλ
, so that the net term involves LCφ∗γφη+LCφ∗ηφγ.
Evaluating the term, we find
− LCφ∗2(r)φ1(r) − LCφ∗1(r)φ2(r) = i~∇ · (J12(r) + J∗12(r))
+(φ∗2(r)φ1(r) − φ2(r)φ∗1(r))V12(r),(155)
where
J12(r) = i~2m
{[∇φ∗2(r)]φ1(r) − φ∗2(r)∇φ1(r)} , (156)
V12(r) = Veff2 (r) − Veff1 (r)
+(4π~2/m)(a22 − a12)|φ2(r)|2
+(4π~2/m)(a12 − a22)|φ1(r)|2, (157)
describe kinetic and potential energy contributions respec-
tively. Note that both terms in (155) are explicitly imaginary,
and the term takes the form of a potential. However, as the po-
tential also acts as a coupling between the two fields, particle
transfer can occur. We then find, in general
(S )~dφ j(r)
∣∣∣∣(2), ¯Λ = P j
{
− iV Mj(3− j)(r)φ3− j(r)dt
+i~φ3− j(r)dU3− jj (r, t)
}
, (158)
where
V Mj(3− j)(r) = −~
∫
d3r′ M j(3− j)(r − r′)
×
[
∇ · JRj(3− j)(r′)
+
1
2i~
(φ∗3− j(r′)φ j(r′)
−φ3− j(r′)φ∗j(r′))V j(3− j)(r′)
]
, (159)
with
M j(3− j)(r) = 2σ j(3− j) ¯N sj(3− j)
∫ d3k
(2π)3
eik·r
|k| , (160)
and JRj(3− j)(r) = (J j(3− j)(r)+J∗j(3− j)(r))/2. The noise correlation
is
dU3− jj (r, t)dU3−kk (r′, t) =
2kBT
~
M j(3− j)(r − r′)δ jkdt. (161)
Using the symmetry V M12(r) = V M21(r) and considering the evo-
lution of the density difference due only to the potential in
(158), we find
∂
∂t
[N1(r) − N2(r)] =
2iV M12(r)
~
[φ∗2(r)φ1(r) − φ∗1(r)φ2(r)],
(162)
and it is clear that these terms cause particle exchange be-
tween the two C-regions, mediated by the I-region interaction
[See Figure 2 (c)].
D. Spin-1 Bose-Einstein condensates
For spin-1, the system is described by the spinor wave func-
tion φ(r) ≡ [φ1(r), φ0(r), φ−1(r)]T , and the matrix elements of
the interaction Hamiltonian can be written as [8]
Cλνκσ = c0δλκδνσ + c1
∑
j=x,y,z
(f j)λκ(f j)νσ, (163)
where the spin matrices are
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fx =
1√
2

0 1 0
1 0 1
0 1 0
 ; fy = i√2

0 −1 0
1 0 −1
0 1 0
 ; fz =

1 0 0
0 0 0
0 0 −1
 , (164)
and the interaction parameters are
c0 =
g0 + 2g2
3 =
4π~2
3m (a0 + 2a2), (165)
c1 =
g2 − g0
3 =
4π~2
3m (a2 − a0). (166)
We then find the non-zero terms are C±1,±1±1,±1 = c0+c1; C
00
00 = c0;
C±1,∓1±1,∓1 = c0−c1; C±1,0±1,0 = c0; C0,±1±1,0 = c1; C∓1,±1±1,∓1 = 0, and finally
C±1,∓10,0 = c1.
Hamiltonian terms.— Evaluating (137a), for m jk = m/2,
we find
~dφ j(r)
∣∣∣∣
HC
= −iP j{LCφ j(r)}dt, (167)
for j = −1, 0, 1, where the action of LC can be cast in standard
form [8], as
LCφ±1(r) =
[
H eff±1 + c0n(r) ± c1Fz(r)
]
φ±1(r)
+
c1F∓(r)√
2
φ0(r), (168)
LCφ0(r) =
[
H eff0 + c0n(r)
]
φ0(r)
+
c1F+(r)√
2
φ1(r) + c1F−(r)√
2
φ−1(r), (169)
where n(r) = |φ−1(r)|2+ |φ0(r)|2+ |φ1(r)|2, and the components
of the spin density vector F ≡ (Fx, Fy, Fz) are
Fx =
1√
2
[
φ∗1φ0 + φ
∗
0(φ1 + φ−1) + φ∗−1φ0
]
, (170)
Fy =
i√
2
[
−φ∗1φ0 + φ∗0(φ1 − φ−1) + φ∗−1φ0
]
, (171)
Fz = |φ1|2 − |φ−1|2, (172)
and F± ≡ Fx ± iFy =
√
2
[
φ∗±1φ0 + φ∓1φ
∗
0
]
. We thus find the
PGPE for Hamiltonian C-field evolution of a spin-1 Bose gas.
One-field dissipation.— Evaluating the one-field terms,
(137b), noting that Γνκσα = Γνσκα , we then require Γ±1±1±1±1 =
2(c0 + c1)2; Γ0000 = 2c20; Γ0,±1,0±1 = Γ±1,0,±10 = (c0 + c1)2/2;
Γ
∓1,±1,∓1
±1 = (c0 − c1)2/2, and Γ∓1,0,0±1 = Γ0,±1,∓10 = 2c21. We then
find the dissipation term
~dφ j(r)
∣∣∣∣(1) = P j
{
γ j(µ j − LC)φ j(r)dt + ~dW j(r, t)
}
, (173)
where
γ±1 =
4π
πλ2dB
[
2a22 ¯G±1,±1,±1 + a
2
2
¯G0,±1,0
+
(
2a0 + a2
3
)2
¯G∓1,∓1,±1 + 2
(
a2 − a0
3
)2
¯G∓1,0,0
]
,(174)
γ0 =
4π
πλ2dB
[
2
(
a0 + 2a2
3
)2
¯G0,0,0 + 4
(
a2 − a0
3
)2
¯G0,1,−1
+a22
(
¯G1,0,1 + ¯G−1,0,−1
) ]
. (175)
In this form the effective cross-sections may be identified, and
it is clear that distinguishable and indistinguishable collisions
are correctly accounted for. In terms of these damping rates,
the non-vanishing correlation function of the noise is
dW∗j (r, t)dWk(r, t) =
2γ jkBT
~
δ
j
C(r, r′)δ jkdt. (176)
The basic property of one-field damping is again evident in
spin-1, namely that it is driven by additive, delta-correlated
noise.
Two-field dissipation: energy damping.— To evaluate the
rate coefficients in (137c), we require V±1±1,±1 = 2(c0 + c1)2;
V0±1,±1 = (c0 + c1)2; V∓1±1,±1 = (c0 − c1)2; V±1±1,0 = (c0 + c1)2;
V0±1,0 = 2c0(c0 + c1); V∓1±1,0 = (c0 − c1)(c0 + c1); V±11,−1 = 2(c0 −
c1)(c0 + c1); V01,−1 = (c0 + c1)2; V00,0 = 4c20; V±10,0 = (c0 + c1)2.
Evaluating the rates, we find
(S )~dφ j(r)
∣∣∣∣(2),V = P j
{
− iV Mj (r)φ j(r)dt
+i~φ j(r)dU j(r, t)
}
, (177)
where the energy-damping potential is
V Mj (r) = −~
∫
d3r′ M jk(r − r′)∇ · Jk(r′), (178)
and the coefficients are
M jk(r) = X jk
∫ d3k
(2π)3
eik·r
|k| , (179)
with
X jk ≡ 4π
(
m
4π~2
)2
Vqjk ¯Nqq. (180)
The noise correlation is
dU j(r, t)dUk(r′, t) = 2kBT
~
M jk(r − r′)dt. (181)
We now see a new feature of spinor systems that is not evi-
dent in mixtures, namely, that the current-divergence of each
component contributes to the energy damping potential, with
weight (180). Evaluating these weights, and noting that X jk =
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FIG. 2. Illustration of reservoir-interaction processes in two-component mixtures [(a), (b), (c)], and spin-1 condensates (d). (a) Processes
contributing to one-field damping for the two-component mixture (the same processes occur in spinor systems for collisions between distin-
guishable particles). (b) Energy transfer processes arising from two-field damping. (c) Particle-transfer interactions arising from two-field
damping. (d) Example dissipative processes in a spin-1 system stemming from spin-changing collisions in one- and two-field damping (re-
spectively). Both processes generate particle exchange with the reservoir for the −1 component.
Xk j, we find the potentials are determined by
X±1,±1 = 4π
4a22 ¯N±1,±1 + a22 ¯N0,0 +
(
2a0 + a2
3
)2
¯N∓1,∓1
 ,(182)
X±1,0 = 4π
[
2a22 ¯N±1,±1 + 2a2
(
a0 + 2a2
3
)
¯N0,0
+a2
(
2a0 + a2
3
)
¯N∓1,∓1
]
, (183)
X±1,∓1 = 4π
[
2a2
(
2a0 + a2
3
)
¯N±1,±1 + a22 ¯N0,0
+2a2
(
2a0 + a2
3
)
¯N∓1,∓1
]
, (184)
X0,0 = 4π
[
a22
¯N1,1 + 4
(
a0 + 2a2
3
)2
¯N0,0 + a22 ¯N−1,−1
]
. (185)
While we do not give a detailed treatment the particle-
exchange terms given in (137d), it is clear that there is a pro-
liferation of new interaction processes for the spinor system
due to the occurrence of spin-changing collisions. In Fig-
ure 2 we give a schematic summary of the possible reservoir-
interaction processes in the two-component mixture, and give
examples of additional processes due to spin-changing inter-
actions, described by (137d), that can occur in the spin-1 sys-
tem.
VI. CONCLUSIONS AND OUTLOOK
In this paper we have generalised the SPGPE theory [22] to
systems of multi-component and spinor ultra-cold bosons sub-
ject to essentially arbitrary binary contact interactions. Our
aim has been to present a complete treatment of the reser-
voir interaction problem for such systems, within a unified
and tractable formalism, suitable for practical simulations of
the experimental regime. The theory reveals an additional
class of reservoir interaction processes (a generalisation of
the process referred to as “scattering” [22]) whereby atoms
from distinct C- and I-regions swap between regions, causing
particle-exchange with the reservoir [see Fig. 1 (b)]. This phe-
nomenon is illustrated in the context of the two-component
mixture. For spinor systems, the divergence of each com-
ponent’s current appears in the energy-damping potential, as
shown explicitly for spin-1. This stronger inter-component
coupling suggests that energy damping will play a more sig-
nificant role in spinor systems, consistent with observations
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of energy damping in spin-1 experiments [5]. The theory pre-
sented here provides a general framework for Bose-Einstein
condensates that can be used to find equations of motion for
any multi-component mixture, or spinor system of arbitrarily
high spin. Full stochastic simulations of quenches and dissipa-
tive dynamics in spinor systems and mixtures are an important
future aim. However we note that the purely damped equa-
tions, obtained by formally setting the noise in the SPGPE
to zero, provide a qualitative description of the essential phe-
nomenology of dissipative evolution [25, 26, 52, 75–77].
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Appendix A: Dissipation rates for equal-mass collisions
A somewhat simplified and high practical formulation can
be obtained by assuming the reservoirs are approximately in
equilibrium can thus be approximated as a Bose-Einstein dis-
tribution for some appropriate chemical potential and temper-
ature. While seemingly a highly restrictive approach, this as-
sumption does not greatly limit the dynamics of the C-region
as the PGPE evolves both the condensate and a significant
range of low energy non-condensate modes, and the I-region
begins at a rather high energy, imposing a separation of the
time scales characterising the C- and I-region evolution. Ex-
perimental quenches have also been successfully modelled us-
ing this approach [50], and it may be reasonably expected to
capture a great deal of the physics of the high temperature
regime corresponding to the neighbourhood of the phase tran-
sition. A further advantage of this approach is that there is
considerable simplification in the form of the rate functions,
namely that G(r) becomes spatially homogeneous over almost
all of the C-region, and M((r + r′)/2, r − r′, 0) only depends
on r − r′.
In the next sections we evaluate the rate functions for
the general case where each component can have a different
µσ, ǫ
cut
σ ,Veffσ (r).
1. One-field rate
A significant simplification of the formalism is afforded by
treating the I-regions as in thermal equilibrium. This may be
a reasonable approximation for many systems, as the cutoff
defining the I-region is set at quite high energy (∼ 3µ), and
thus there is a separation of timescales for the system evolu-
tion.
In the quasi-static regime, we expand the equilibrium Bose-
Einstein distribution (50) to give
Gνκσ(r) = 12(2π)5~
∞∑
p=1
∞∑
q=1
∞∑
r=0
×epβ[µκ−Veffκ (r)]+qβ[µσ−Veffσ (r)]+rβ[µν−Veffν (r)]
×
∫
Iν
d3k1
∫
Iκ
d3k2
∫
Iσ
d3k3 δ(3)(k1 − k2 − k3)
×δ
(
~
2
2m
[k21 − k22 − k23] − Veffνκσ(r)
)
×e−rβ~2k21/2m−pβ~2k22/2m−qβ~2k23/2m, (A1)
where
Veffνκσ(r) ≡ Veffκ (r) + Veffσ (r) − Veffν (r). (A2)
Evaluating the momentum conservation delta-function gives
k1 ≡ k2 + k3, and
Gνκσ(r) = 12(2π)5~
∞∑
p=1
∞∑
q=1
∞∑
r=0
×epβ[µκ−Veffκ (r)]+qβ[µσ−Veffσ (r)]+rβ[µν−Veffν (r)]
×
∫
Iκ
d3k2
∫
Iσ
d3k3 δ
(
~
2
m
k2 · k3 − Veffνκσ(r)
)
×e−β~2/2m(r[k2+k3]2+pk22+qk23)
×Θ
[
~
2(k2 + k3)2
2m
≥ ǫcutν − Vν(r)
]
, (A3)
where the phase space restriction for the k1 integral is ex-
pressed via the function Θ[a] ≡ 1 when a ≥ 1,and Θ[a] ≡ 0
otherwise. Since the energy-conservation delta function im-
poses k2 · k3 ≡ mVeffνκσ(r)/~, the Θ-function condition can be
written as
~
2
2m
(
k22 + k
2
3
)
≥ ǫcutν − Veffκ (r) − Veffσ (r). (A4)
Alternatively, using the Iκ, Iσ phase-space restrictions gives
~
2
2m
(
k22 + k
2
3
)
≥ ǫcutκ + ǫcutσ − Veffκ (r) − Veffσ (r), (A5)
and hence the condition (A4) always holds, provided
ǫcutνκσ ≡ ǫcutκ + ǫcutσ − ǫcutν ≥ 0. (A6)
As the cutoffs are typically of a similar magnitude, it will usu-
ally be the case that this inequality will be satisfied, and here-
after it is presumed to hold. Choosing the k2 and k3 z-axes
to coincide, the integral over their relative angle can be evalu-
ated using the energy-conservation delta function to yield an-
other Θ function. Changing variables to s = (r + p)β~2k22/2m,
t = (r + q)β~2k23/2m gives
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Gνκσ(r) = m
3
(2π)3~7β2
∞∑
p=1
∞∑
q=1
∞∑
r=0
epβ[µκ−V
eff
κ (r)]+qβ[µσ−Veffσ (r)]+rβ[µν−Veffκ (r)−Veffσ (r)]
(r + p)(r + q)
∫ ∞
smin(r)
ds e−s
∫ ∞
tmin(r,s)
dt e−t, (A7)
where
smin(r) = (r + p)β[ǫcutκ − Veffκ (r)], (A8)
tmin(r, s) = (r + q)βmax
{
ǫcutσ − Veffσ (r),Veffνκσ(r)2(r + p)β/4s
}
. (A9)
A major simplification is obtained by noting that the integrals
separate when tmin(r, s) ≡ (r + q)β[ǫcutσ − Veffσ (r)]. This condi-
tion allows the rates to be evaluated in closed form, and also
gives a result that is independent of r. Since s ≥ smin(r), this
condition can be written as
Veffνκσ(r)2 ≤ 4[ǫcutσ − Veffσ (r)][ǫcutκ − Veffκ (r)]. (A10)
When (A10) is satisfied, we arrive at the final result (141).
If all the trapping potentials and cutoffs are equal, the con-
dition reduces to Veff(r) ≤ 2ǫcut/3, as is known for the scalar
SPGPE [23]. To estimate the region of validity for the scalar
SPGPE, in a spherical harmonic trap with oscillator frequency
ω, the semiclassical turning point for the C-region is given
by ǫcut = mω2R2ǫ/2, and the condition holds for radii |r| ≤√
2/3Rǫ ≈ 0.8Rǫ , and hence the rate is position-independent
over the bulk of the C-region. It can be shown that the rate
reduces gradually near the edge of the C-region [23]. Thus
for typical spinor systems where the trapping potentials will
be very similar, if not identical, the position-independent ex-
pression (141) describes the reservoir coupling rate for growth
processes over the bulk of the C-region.
2. Two-field rate
The two-field rate (73) may also be evaluated in the quasi-
static reservoir approximation. We work with the fourier
transform
¯Mκλ(r, k) ≡
∫
d3v e−ik·vMκλ(r, v, 0), (A11)
which, upon expansion of the Bose-Einstein distributions,
gives
¯Mκλ(r, k) = 12(2π)2~
∞∑
p=1
∞∑
q=0
epβ[µκ−V
eff
κ (r)]+qβ[µλ−Veffλ (r)]
×
∫
Iκ
d3k1
∫
Iλ
d3k2δ(3)(k1 − k2 − k)
×δ
(
~
2
2m
(k21 − k22) + Veffκ (r) − Veffλ (r)
)
. (A12)
Evaluating the k2 integral gives k2 ≡ k1 − k. Making use of
the energy δ-function to simplify the new effective k2 cutoff
condition, the result may be expressed as
¯Mκλ(r, k) = 12(2π)2~
∞∑
p=1
∞∑
q=0
epβ[µκ−V
eff
κ (r)]+qβ[µλ−Veffκ (r)]
∫
Iκ
d3k1 e−β~
2(p+q)k21/2mΘ
~
2k21
2m
≥ ǫcutλ − Veffκ (r)

×δ
(
~
2
2m
(k2 − 2k · k1) + Veffλ (r) − Veffκ (r)
)
. (A13)
As in the previous section, in spherical coordinates the z-axis
of k1 can be taken along k, and the integral over the relative
angle gives an additional cutoff condition:
∫ π
0
sin θ dθ δ
(
~
2
2m (k
2 − 2kk1 cos θ) + Veffλ (r) − Veffκ (r)
)
=
m
~2k1k
Θ
[∣∣∣∣∣∣
~
2k2
2m
+ Veffλ (r) − Veffκ (r)
∣∣∣∣∣∣ ≤
~
2kk1
m
]
. (A14)
The rate can then be written as
¯Mκλ(r, k) = m2(2π)~3|k|
∞∑
p=1
∞∑
q=0
epβ[µκ−V
eff
κ (r)]+qβ[µλ−Veffκ (r)]
×
∫ ∞
kmin(r)
k1 dk1 e−β(p+q)~
2k21/2m, (A15)
where
~
2kmin(r)2
2m
≡ max
{
ǫcutκ − Veffκ (r), ǫcutλ − Veffκ (r),
~
2k2
8m
1 + 2m[V
eff
λ
(r) − Veffκ (r)]
~2k2

2 }
. (A16)
Assuming that the trapping potentials for each component
are very similar, a straightforward application of the semi-
classical argument given in Appendix A of Ref. [26] shows
that to a very good approximation the final term in Eq. (A16)
is always inferior to the larger of the first two terms. Hence,
the rate becomes independent of r, taking the form
¯Mκλ(r, k) = ¯Mκλ(k) ≡ Nκλ|k| , (A17)
where
Nκλ ≡
(
πm2
(2π)2~5β
) ∞∑
p=1
epβ(µκ−ǫ¯κλ)Φ
[
eβ(µλ−ǫ¯κλ), 1, p
]
, (A18)
ǫ¯κλ ≡ max
{
ǫcutκ , ǫ
cut
λ
}
. (A19)
18
We thus arrive at the quasi-static reservoir expression (143).
Finally, to recover the scalar BEC case, where κ ≡ λ, it can be
easily shown that
∞∑
p=1
zpΦ[z, 1, p] = z
1 − z . (A20)
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