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Abstract
The structure theorem is established which shows that an arbi-
trary multi-mode bosonic Gaussian observable can be represented as
a combination of four basic cases, the physical prototypes of which are
homodyne and heterodyne, noiseless or noisy, measurements in quan-
tum optics. The proof establishes connection between the description
of Gaussian observable in terms of the characteristic function and in
terms of density of the probability operator-valued measure (POVM)
and has remarkable parallels with treatment of bosonic Gaussian chan-
nels in terms of their Choi-Jamiolkowski form. Along the way we give
the “most economical”, in the sense of minimal dimensions of the
quantum ancilla, construction of the Naimark extension of a general
Gaussian observable. It is also shown that the Gaussian POVM has
bounded operator-valued density with respect to the Lebesgue mea-
sure if and only if its noise covariance matrix is nondegenerate.
1 Introduction
The most general definition of Gaussian observable for multi-mode bosonic
continuous-variable systems was formulated in the book [12], basing on im-
portant special cases previously considered by different authors (see e.g. the
book [9] and references therein). There are basic physical prototypes – one is
approximate or exact position measurement, the other is approximate joint
position-momentum measurement; in quantum optics these correspond to
(noiseless or noisy) homodyne vs (vacuum or thermal noise) heterodyne mea-
surements of the radiation field quadratures [1]. In this paper we establish the
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structure theorem which shows that an arbitrary multi-mode bosonic Gaus-
sian observable can be represented as a combination of these four basic types.
The proof establishes connection between the description of Gaussian observ-
able in terms of characteristic function and in terms of density of the prob-
ability operator-valued measure (POVM) and has remarkable parallels with
treatment of bosonic Gaussian channels in terms of their Choi-Jamiolkowski
form [10]. Along the way we give the “most economical” construction of the
Naimark extension of a general Gaussian observable, in the sense of the min-
imal dimensions of the quantum ancilla. It is also shown that the Gaussian
POVM has bounded operator-valued density with respect to the Lebesgue
measure if and only if its noise covariance matrix is nondegenerate.
The possibility of complete description of the structure of arbitrary Gaus-
sian observable demonstrated in theorem 1 renews the interest to the struc-
tural analysis of the general quantum Gaussian channels. That problem
is much more involved (cf. [19]) and was successfully solved only for the
gauge-covariant channels entailing resolution of the long-standing “Gaussian
maximizer” problem for the classical capacity of such channels [3]. In our
classification of Gaussian observables we do not impose the gauge-covariance,
but mention in passing that the gauge-covariant Gaussian observables fall
into our type 1. The classical capacity of the general type 1 Gaussian ob-
servables was computed in [15] under certain “threshold condition”. Notably,
the “Gaussian maximizers” and hence the (unassisted) classical capacity are
still open problems for general type 2 Gaussian observables which are in a
sense opposite to the gauge-covariant ones.
2 Gaussian Observables
Assume that we have two systems A and B, the system A is quantum bosonic
with s degrees of freedom (modes) and the system B is classical and de-
scribed by an m-dimensional linear space ZB = R
m. Let (ZA, ∆A) be the
symplectic vector space underlying the system A, which consists of vectors1
zA = [x1, y1, . . . , xs , ys]
t , and equipped with the symplectic form
∆A (z, z
′) = zt∆z′; ∆ = diag
[
0 −1
1 0
]
j=1,...,s
.
1We denote by t transposition of vectors and matrices.
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We denote by WA(zA) = exp iRAzA an irreducible Weyl system in a Hilbert
space HA , where RA = [q1, p1, . . . , qs , ps] are the canonical observables of
the system A. The Weyl canonical commutation relations imply
WA(zA)WA(z
′
A)WA(zA)
∗ = exp (−i∆A (z, z′))WA(z′A). (1)
Let M be an observable in HA with the outcome set ZB, given by the
probability operator-valued measure (POVM) M(dmz). The observable is
completely determined by the operator characteristic function (see [12]):
φM(w) =
∫
ZB
ei z
twM(dmz), z, w ∈ ZB.
It has the following characteristic properties : 1) φM(0) = IA; 2) w → φM(w)
is continuous in the weak operator topology; 3) for any choice of a finite
subset {wj} ⊂ ZB the block matrix with operator entries φM(wj − wk) is
nonnegative definite.
Observable M will be called Gaussian if its operator characteristic func-
tion has the form
φM(w) = WA(Kw) exp
(
iltw − 1
2
wtαw
)
(2)
= exp
(
i
(
lt +RAK
)
w − 1
2
wtαw
)
,
where l ∈ ZB, K : ZB → ZA is a linear operator (real 2s×m−matrix) and α
is a real symmetric m×m−matrix. The triple (l, K, α) defines parameters of
the Gaussian observable. The parameter l can be made zero by corresponding
shift of observable values z, and in what follows without loss of generality we
assume l = 0. Then (2) becomes
φM(w) = exp
(
iRAKw − 1
2
wtαw
)
. (3)
A necessary and sufficient condition for relation (2) to define an observable
is the matrix inequality [12]
α ≥ ± i
2
Kt∆K. (4)
In particular, sufficiency of the condition (4) can be established by using
a construction of the Naimark extension of observable M , which we give
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here in the “most economical” version, in the sense of the minimal number
of modes of the quantum ancilla.
We denote ∆K = K
t∆K, which is a skew-symmetric m ×m−matrix of
commutators between the components of the vector operator RK = RAK.
We denote by r∆K the rank of ∆K which is necessarily even, r∆K = 2s1, and
by rα the rank of the matrix α.
Theorem 1. Assume the condition (4), then there exists an ancillary
Bosonic system (ancilla) C with sC = rα − r∆K/2 quantum modes in the
space HC, built on a symplectic space (ZC ,∆C) , a Gaussian state ρC in
HC, and a projection-valued measure EAC(dmz) in the space HA⊗HC such
that
M(U) = TrC (IA ⊗ ρC)EAC(U), U ⊆ ZB, (5)
where IA is unit operator in HA. Namely, ρC is centered Gaussian state with
the covariance matrix αC satisfying
KtP tΛαCΛPK = α, (6)
where Λ is involution in ZC such that Λ∆CΛ = −∆C , and P is a projec-
tion; the projection-valued measure EAC is the joint spectral measure of the
commuting selfadjoint components of the vector operator
XB = RAK ⊗ IC + IA ⊗ RCΛPK. (7)
The main ingredient of the proof is the construction of the system C,
of the covariance matrix αC of the state ρC and of the transformation ΛP
underlying the definition of the spectral measure EAC , which will be given
in sec. 4. Assuming this, the characteristic function of the observable EAC
is
φEAC (w) =
∫
ZB
ei z
twEAC (d
mz)
= exp (iXBw) = exp i (RAK ⊗ IC + IA ⊗ RCΛPK)w
= WA(Kw)WC(ΛPKw),
whence, denoting by ρC the centered Gaussian state with the covariance
matrix α,
TrC (IA ⊗ ρC)φEAC (w) = WA(Kw) exp
(
−1
2
wtKtP tΛαCΛPKw
)
= WA(Kw) exp
(
−1
2
wtαw
)
= φM(w),
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and (5) follows.
Without loss of generality, we will assume that K is column-independent
(in particular, m ≤ 2s and KtK is nondegenerate m × m−matrix). This
means that the components of RAK ≡ RK are linearly independent. Also K
is an injection of ZB into ZA because Kw = 0 implies K
tKw = 0 and hence
w = 0.
General results of [8] imply that the POVM M can be represented as
M(U) =
∫
U
m(z)dmz, U ⊆ ZB, (8)
where m(z) are densely defined, positive definite, in general nonclosable,
quadratic forms. When they are closable, the values of the density m(z) are
bounded operators. Our analysis in section 4 will show the following result:
Proposition 1. The condition det α 6= 0 is necessary and sufficient for
the Gaussian POVM (2) to have bounded operator-valued density.
Meanwhile, assuming (8) we have
∫
ZB
ei z
twm(z)dmz = exp
(
iRAKw − 1
2
wtαw
)
.
Inverting the Fourier transform and using (1), we get
m(z) =
1
(2pi)m
∫
ZB
e−i z
tw exp
(
iRAKw − 1
2
wtαw
)
dmw
= WA(K1z)m(0)WA(K1z)
∗. (9)
Here K1 = ∆
−1
A K (K
tK)
−1
and
m(0) =
1
(2pi)m
∫
ZB
exp
(
iRAKw − 1
2
wtαw
)
dmw. (10)
The integrals converge in certain weak sense, i.e. as the integrals of matrix
elements
∫ 〈ϕ| exp (iRAKw) exp (−12wtαw) |ψ〉dmw, where ϕ, ψ belong to a
dense subspace containing all rapidly decreasing functions in the Schro¨dinger
representation. The relation (9) means that the Gaussian observable M has
the structure of a covariant POVM [9] with the “core” m(0).
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3 The basic types
We will study the possible form of the core m(0) for Gaussian observables.
The general case will turn out to be a combination of the three special cases
we first consider separately. The argument proceeds in parallel to [10] with
m(0) replacing the Choi-Jamiolkowski form of quantum Gaussian channels.
Type1. Let ZB = ZA, so that m = 2s, and assume that K hence ∆K is
nondegenerate. Then α is also nondegenerate by (4). By making the change
of variable Kw = z in (10) we get
m(0) =
1
(2pi)2s |detK|
∫
exp (iRAz) exp
(
−1
2
ztβ z
)
d2sz =
|detK1|
(2pi)s
ρβ,
where β = (K−1)t αK−1 and ρβ is the centered Gaussian density operator
with the covariance matrix β. Thus m(0) is a bounded (trace-class) operator.
Its maximal eigenvalue can be found as in [10] resulting in
‖ΩΦ‖ = |detK1|√
det
[
abs
(
∆−1K α
)
+ I2s/2
] , (11)
where abs
(
∆−1K α
)
is the matrix with eigenvalues equal to modulus of eigen-
values of ∆−1K α and with the same eigenvectors.
It may be convenient to distinguish the two subtypes of the type 1.
Type 1a. If α + i
2
∆K = K
t
(
β + i
2
∆
)
K is nondegenerate, then by
theorem 12.23 of [12] ρβ is a nondegenerate Gaussian density operator. A
special case is the thermal noise state with positive temperature.
Type 1b. If α + i
2
∆K is maximally degenerate i.e. rank
(
α + i
2
∆K
)
=
s, then ρβ is pure state, see [10] (the ground state of the Hamiltonian
RKα
−1RtK = RAβ
−1RtA) and ‖m(0)‖ = 1(2pi)s|detK| .
Type 1a. corresponds to multimode noisy heterodyning with generalized
thermal noise, while Type 1b – to heterodyning with the minimal quantum
(vacuum) noise. Gaussian observables of the type 1 were introduced first in
[7] (see also the book [9] and references therein). Their classical capacity was
studied in [15] and their entanglement-assisted capacity was found in [14].
Type 2. Let m ≤ s with α > 0, while ∆K = 0. Then RK = RAK is the
vector operator with commuting selfadjoint components. The integral (10)
is just the multivariate Gaussian density as a function of RK :
m(0) =
1
(2pi)s
√
detα
exp
(
−1
2
RKα
−1RtK
)
,
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which is a bounded operator. Since the spectrum of RK contains 0, we have
‖m(0)‖ = 1
(2pi)s
√
detα
. In particular, when m = s and K = diag [1 0]tj=1,...,s ,
we have RK = [q1,...,qs], so we obtain the multimode approximate position
measurement (with correlated Gaussian errors). The noisy homodyning in
quantum optics also belongs to this class. Multimode Gaussian observables of
the type 2 were considered in [16] where their entanglement-assisted classical
capacity was computed. Notably, the unassisted classical capacity is still an
open problem for this type of observables [5], [6].
Type 3. If α = 0 then ∆K ≡ Kt∆K = 0 (hence m ≤ s) by (4),
and RK = RAK is again the vector operator with commuting selfadjoint
components. Thus we obtain
m(0) =
1
(2pi)m
∫
exp (iRK z) d
mz = δ (RK) , (12)
where δ (·) is Dirac’s delta-function. In this case m(0) is not a bounded
operator, but an unbounded nonclosable form.
For example, in the case m = s, K = diag [1 0]tj=1,...,s this gives
〈ψ|m(0)|ψ′〉 = 1
(2pi)s
∫
〈ψ| exp (iqx) |ψ′〉dsx = 〈ψ|0〉〈0|ψ′〉
for continuous functions 〈x|ψ〉, 〈x|ψ′〉 in the Schro¨dinger representation. In
particular, multimode sharp position observable and noiseless homodyning
in quantum optics belong to this type. Gaussian observables of this form
were considered in [6] where their classical capacity was found and in [11]
where their entanglement-assisted classical capacity was computed.
Next we will show that in general one can have the combination of the
three types considered above.
4 Decomposition of a general Gaussian ob-
servable
Recall that m = dimZB and rα = rankα is the rank of the m×m−matrix
α. The following result is a generalization of the Williamson’s lemma [18], cf.
[2].
Lemma 1. Let α be a real symmetric matrix, ∆K – a real skew-
symmetric matrix such that α − i
2
∆K ≥ 0. Then there is a nondegenerate
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matrix T such that
α˜ = T tαT =

 a 0 00 I/2 0
0 0 0

 }r∆K}rα − r∆K
}m− rα
, (13)
∆˜K = T
t∆KT =

 ∆ 0 00 0 0
0 0 0

 , (14)
where
∆ = diag
[
0 −1
1 0
]
j=1,...,r∆K /2
, a = diag
[
aj 0
0 aj
]
j=1,...,r∆K /2
,
and aj ≥ 1/2.
Notice that r∆K = 2s1 is even while rα can be odd. Denote s2 = rα −
r∆K , s3 = m−rα the dimensions of the last two blocks in the decompositions
(13), (14).
Let e˜j, ; j = 1, . . . , m be the standard basis in Z˜B = R
m in which α,∆K
have the block diagonal form (13), (14) and let Z˜k be the subspace spanned
the vectors e˜j corresponding to the k−th block in the decompositions, k =
1, 2, 3. Then we have the direct sum decomposition
Z˜B = Z˜1 ⊕ Z˜2 ⊕ Z˜3. (15)
By making the substitution T−1z = z˜ in (10), we have z˜ = [z˜1, z˜2, z˜3]
t and
m(0) =
1
(2pi)m |det T |
∫ ∫ ∫
exp
3∑
k=1
(
iRKT z˜k − 1
2
z˜tkα
(k)z˜k
)
dz˜1dz˜2dz˜3,
where α(2) = Is2/2, α
(3) = 0 and the components of RKT z˜k and RKT z˜l com-
mute for k 6= l by (14). Hence the exponent under the integral splits into
product of three mutually commuting exponents, and m(0) can be decom-
posed into the product of commuting expressions of the types considered in
the cases 1-3 above (with possibly odd dimensions for z˜2, z˜3):
m(0) =
1
(2pi)m |det T |
3∏
k=1
∫
Z˜k
exp
(
iRKT z˜k − 1
2
z˜tkα
(k)z˜k
)
dz˜k. (16)
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In the cases 1,2, where the matrix α is nondegenerate, the integrals in the
product are given by bounded operators, while in the case 3, where the matrix
α is zero, the integral is an unbounded form. Hence we obtain proposition 1.
We will need some terminology from the theory of symplectic vector
spaces (see e.g. [17]). Let L be a linear subspace of the symplectic vec-
tor space (ZA,∆A). Symplectic complement L
⊥ of L is defined as
L⊥ = {z ∈ ZA : ∆A(z, z′) = 0 for all z′ ∈ L} .
The subspace is called symplectic if L ∩ L⊥ = [0], and isotropic if L ⊆ L⊥.
For an isotropic L one has dimL ≤ dimZA/2 = s. If L is maximal isotropic
(Lagrangian), then there is a direct complement of L – a Lagrangian subspace
L′ such that ZA = L⊕ L′.
The decomposition (15) implies
ZB = T (Z˜B) = Z1 ⊕ Z2 ⊕ Z3, (17)
where Zj = T (Z˜j), j = 1, 2, 3, and
ZA ⊇ K(ZB) = K(Z1)⊕s K(Z2)⊕s K(Z3), (18)
where ⊕s denotes the symplectic direct sum, meaning that the summands are
orthogonal with respect to the form ∆A. This can further be complemented
to the symplectic direct sum
ZA = Zˆ1 ⊕s Zˆ2 ⊕s Zˆ3 ⊕s Zˆ4, (19)
where Zˆ1 = K (Z1) , Zˆ2 = K (Z2) ⊕ [K (Z2)]′ , Zˆ3 = K (Z3) ⊕ [K (Z3)]′ and
Zˆ4 =
[
Zˆ1 ⊕s Zˆ2 ⊕s Zˆ3
]⊥
. Here Zˆ1 is symplectic subspace by construction,
dim Zˆ1 = 2s1 = r∆K . K (Z2) is isotropic subspace which lies in
[
Zˆ1
]⊥
, and
[K (Z2)]
′ is an isotropic subspace in the direct complement of K(ZB) of the
same dimensionality s2 = rα − r∆K and such that Zˆ2 = K (Z2) ⊕ [K (Z2)]′
is symplectic with dim Zˆ2 = 2s2 = 2 (rα − r∆K). Zˆ3 is built from K (Z3) in
a similar way and dim Zˆ3 = 2s3 = 2 (m− rα). For this construction to be
possible with nonintersecting [K (Z2)]
′ , [K (Z3)]
′ we must have
dim [K (Z2)]
′ + dim [K (Z3)]
′ ≤ 2s− dimK(ZB),
9
or m− r∆K ≤ 2s−m, the last inequality follows from m− r∆K ≤ s− r∆K/2
because the dimensionality of any isotropic subspace in ZA is ≤ s. Thus
Zˆ1 ⊕s Zˆ2 ⊕s Zˆ3 is symplectic subspace of dimensionality
2s1 + 2s2 + 2s3 = r∆K + 2 (rα − r∆K ) + 2 (m− rα) = 2m− r∆K ≤ 2s,
Hence it has the symplectic complement Zˆ4 which is either [0] or symplectic.
By construction, the subspaces Zˆj, j = 1, 2, 3, 4 are mutually symplectic or-
thogonal, so the product (16) can be further transformed into tensor product
in the space HA .
Lemma 2. Denote sC = rα− r∆K/2. Let α satisfy (4), then there exists
(sC × sC)−matrix αC ≥ ± i2∆C satisfying (6), namely
KtP tΛtαCΛPK = α,
where Λ is 2sC × 2sC−matrix defined in (21) below.
Proof. Define the basis in Zˆ1 = KT (Z˜1) ⊆ ZA as follows:
eˆj = KT˙ e˜2j−1, h˜j = KT˙ e˜2j ; j = 1, . . . , r∆K/2.
Then according to (14) it is symplectic
∆(eˆj , eˆk) = ∆˜K(e˜j , e˜k) = 0;
∆(eˆj , h˜k) = ∆˜K(e˜j , h˜k) = δjk; j, k = 1, . . . , r∆K/2.
Further, consider the basis eˆj = KT˙ e˜j+r∆K /2; j = r∆K/2 + 1, . . . , rα −
r∆K/2 = sC in K (Z2) and complement it by the basis h˜k; k = r∆K/2 +
1, . . . , rα − r∆K/2 in [K (Z2)]′ such that
{
eˆj, h˜k
}
is symplectic basis in Zˆ2 =
K (Z2)⊕ [K (Z2)]′ . Thus{
eˆj, h˜k; j, k = 1, . . . , rα − r∆K/2 = sC
}
becomes a symplectic basis in the subspace
ZC ≡ Zˆ1 ⊕s Zˆ2 ⊆ ZA (20)
supplied with the symplectic form ∆C which is restriction of ∆A to ZC .
Defining the involution Λ in ZC by
Λeˆj = eˆj , Λhˆj = −hˆj ; j = 1, . . . , rα − r∆K/2 = sC . (21)
10
and the projection P from ZA to K(Z1)⊕s K(Z2):
P eˆj = eˆj ; j = 1, . . . , sC , P hˆj = hˆj ; j = 1, . . . , r∆K/2
PzA = 0; zA ∈ [K (Z2)]′ ⊕s Zˆ3 ⊕s Zˆ4, (22)
we have Λ∆CΛ = −∆C and
KtP tΛ∆CΛPK = −∆K . (23)
Thus the commutator matrix ∆CK of the observables RCΛPK is equal to −∆K
implying that the commutators of the components of vector observable XB
in (7) are zeroes. Hence they have the joint spectral measure EAC(d
mz).
Define the sC × sC−matrix αC by the matrix elements
αC(Λeˆj,Λeˆk) = αC(Λh˜j,Λh˜k) = ajδjk,
αC(Λeˆj,Λh˜k) = 0; j, k = 1, . . . , rα − r∆K/2 = sC ,
where we put aj = 1/2 for j = r∆K/2 + 1, . . . , rα − r∆K/2 = sC . Then
it satisfies αC ≥ ± i2∆C implying that there is centered Gaussian state ρC
with the covariance matrix αC . Further, T
tKtP tΛαCΛKPT = α˜, so that
KtP tΛαCΛPK = α which means (6) .
This accomplishes the construction of the quantum ancilla C and the
spectral measure EAC , and hence the proof of theorem 1. 
Remark. From the construction above one can see also that if a hybrid
(quantum-classical) ancilla is allowed then it can have r∆K/2 = s1 quan-
tum modes (based on the subspace K (Z1)) and rα − r∆K/2 = s2 classical
dimensions (of the subspace K (Z2)).
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