Introduction
[2] At present, methane (CH 4 ) is the second most important increasing greenhouse gas with an estimated radiative forcing of 0.48 ± 0.05 Wm À2 [Intergovernmental Panel on Climate Change, 2007] . This radiative forcing is well constrained because the preindustrial and the present day global mean methane mixing ratios are accurately quantified. However, to predict future climate change requires detailed understanding of the various processes controlling methane, including natural processes and their feedbacks to climate change. This is a field of active scientific research where the uncertainties are large.
[3] In recent years the methane mixing ratio in the atmosphere has stabilized [Dlugokencky et al., 2003 ] and several processes have been suggested as an explanation. Emissions from natural gas production have likely declined owing to the collapse of the economy in the former Soviet Union in the early 1990s. Developed countries show stabilizing or decreasing emissions from several sources, including coal production, landfills, and cattle. These processes could have compensated continued emission increases in developing countries [Olivier, 2002; van Aardenne et al., 2005] . However, inverse modeling results by Bousquet et al. [2006] suggest that the recent stabilization is only a temporary phenomenon, caused by temporarily decreased wetland emissions compensating for structurally increasing fossil emissions. On the contrary, Keppler et al. [2006] speculate that the recent decrease in growth rate might be explained by large-scale tropical deforestation reducing methane emissions from vegetation, which will likely continue in the future. These studies nicely illustrate the current confusion about the future of methane, caused, in part, by insufficient understanding of its natural sources.
[4] To improve estimates of natural methane emissions on the global scale, historic variations of the methane mixing ratio are studied. Measurements on ice and firn [Etheridge et al., 1998; MacFarling Meure et al., 2006] convincingly demonstrate that the preindustrial, and supposedly undisturbed, methane level was about a factor 2.5 lower than today. The preindustrial CH 4 mixing ratio of $700 ppb has been used in the past to estimate the source strength of natural wetlands [Chappellaz et al., 1993; Houweling et al., 2000] , which was considered the dominant process in absence of anthropogenic sources. Those top-down estimates, however, have become increasingly uncertain after the discovery of methane emissions from plants .
[5] Ice core measurements of the historic variation of stable isotope ratios in methane provide additional process specific information, because the different sources emit at process-specific isotopic ratios. The first measurements of d 13 C-CH 4 for the period 0 -2000 A.D. [Ferretti et al., 2005] show two unexpected features: (1) a medieval d 13 C level of $À47% close to the present value and (2) a pronounced minimum at $À49% around 1800 A.D. In contrast, a wetland dominated CH 4 budget implies a fairly constant preindustrial level of d
13
C at $À50% [Houweling et al., 2000] . Two hypotheses have been put forward to explain the measurements: [Ferretti et al., 2005] propose that the high medieval d 13 C-CH 4 level is caused by a high level of preindustrial biomass burning, which they attribute to the intensive use of fire by native population of North and South America. The decrease in d 13 C-CH 4 between 1400 and 1700 A.D. is explained in part by the European colonists who decimated the native population, thereby significantly reducing the use of fire. Alternatively, Keppler et al. [2006] attribute the high medieval d 13 C-CH 4 level to CH 4 emissions from vegetation, however, they do not provide an explanation for the observed minimum.
[6] Additional isotopic evidence is provided by [Schaefer et al., 2006] who measured d 13 C-CH 4 during the last glacial-interglacial transition. According to their measurements, d
13 C-CH 4 remained at a fairly constant level of $À46% between the Younger Dryas and the Preboreal, during which CH 4 itself increased by 250 ppb. Since we can safely rule out any significant anthropogenic influence in this period, it can be concluded that the high preindustrial d 13 C-CH 4 level reflects natural conditions. Furthermore, these measurements and similar data from Sowers [2006] for CH 3 D suggest that the isotopic composition of natural CH 4 is rather insensitive to large climatic variations.
[7] In this study, an alternative scenario is proposed to explain the observed variation of CH 4 and d 13 C-CH 4 over the last millennium. It starts from the notion that, in a period of rapid societal and technological developments and a significant increase of the global population, anthropogenic perturbations are more likely to originate from an increase of human-related emissions rather than a decrease as suggested by Ferretti et al. [2005] . In fact, the observed d 13 C-CH 4 curve resembles an exponential function, except that it switches sign in the 19th century. Looking closer, it could be a superposition of two exponentially increasing functions, one negative, one positive, with the second starting later and quickly dominating the first. The hypothesis is that these functions reflect different stages of human development, the first dominated by agriculture (characterized by isotopically light CH 4 sources, such as cattle, rice cultivation and organic waste) and the second by industry (characterized by isotopically heavy fossil sources). This scenario has two further implications: (1) The high prebor- In general, fire frequencies have decreased over time in temperate ecosystems owing to diminishing use of fire as a land management tool and because of increased fire fighting, while fire frequencies have increased in tropical ecosystems owing to higher population that increasingly uses fire as a tool for land management and deforestation. To capture these dynamics, we scaled our burned fractions back in time not only on the basis of historical land use but also on the basis of historical population density. For tropical forest regions, burned fractions were scaled linearly back in time with population density, as fires rarely happen in tropical forest in natural state. In tropical savanna and forest regions population density determined only half the fire frequency, as these regions have a high fire frequency also in natural state [e.g., Van Wilgen et al., 2004] . Van Wilgen et al. [2004] showed that fires are usually set by humans before they are ignited by lightning, thus suggesting that the natural fire frequency is lower than at present. They also noted that several other factors influence fire frequency, including precipitation rates which govern the amount of fuel, and herbivory. However, for lack of any quantitative information these drivers were assumed constant.
[12] Our approach yields a similar trend for the 1900 -2000 period as found by Mouillot et al. [2006] , although our emission increase is somewhat larger because of a lower contribution of savanna emissions due to lower fuel loads. The lower fuel loads were the result of including herbivory and fuel wood collection in our modeling approach. In the boreal region we assumed no changes except for those caused by change in historic land use, which were small. Mouillot et al. [2006] found higher emissions in boreal America and Asia in 1900 than in the late 20th century, but we argue that our data includes recent high boreal fire years (1998, 2002, 2003) and our climatology may therefore be higher than average. However, there may have been a decrease in fire emissions from this region in the middle of the 20th century that is not captured in our modeling approach. In temperate regions, we assumed that fire frequencies were inversely related to population density, leading to decreasing emissions at these latitudes. This only slightly retards the global increase because emissions from temperate regions are an order of magnitude smaller than tropical emissions. Also note that high preindustrial fire frequencies in temperate regions, especially in the United States, may not have been as widespread as often assumed [Swetnam and Baisan, 1993] . Figure 2 shows our reconstructed historic time series of anthropogenic methane emissions (including biomass burning), which increase from 20 to 370 Tg CH 4 a À1 over the period 1000 to 2000 A.D.
Natural Emissions
[13] Natural methane emission are taken from scenario S3 of Houweling et al. [2006] , but are modified to account for climatic variations over the last millennium as described in this section. In section 1 we argued that natural sources of methane should have decreased during LIA to counteract rising anthropogenic emissions. For biomass burning this assumption is supported by ubiquitous evidence of increased biomass burning during anomalously warm and dry years , so a less frequent occurrence of such conditions during LIA likely led to lower emissions. In the case of wetlands, CH 4 emissions depend on several factors including temperature and precipitation. The assumption, which we will verify later in this section, is that during LIA temperature effects were dominant. For vegetation emissions no temperature dependence has yet been measured, except for emissions from plant litter, which, however, contribute only a small amount . In conclusion, the evidence for reduced natural emissions during LIA is not strong, but it is not an unrealistic possibility either. In our calculations, lacking sophisticated relationships between natural emissions and climate, we use the highly simplified equation
and E i (t) are time-dependent emissions, respectively, with and without climate correction, for process i, where i denotes either biomass burning, natural wetlands or vegetation. The temperature sensitivity is expressed by a Q 10 relation. In absence of further evidence we use the same Q 10 value for each process. T NH (t) is the time-dependent annual mean Northern Hemispheric (NH) temperature taken from the historic temperature reconstruction of Moberg et al. [2005] . The historic temperature variability is scaled by a factor a to account for uncertainties in the temperature reconstruction and differences between the NH mean and the average temperature to which methane sources are exposed. The climate sensitivity of the methane emissions is varied over a wide range in separate model simulations (CS1 -CS4), using the Q 10 and a values listed in Table 1 .
[14] For vegetation, in addition to temperature, land use change can be expected to have influenced the global emissions. This has been accounted for by coupling the land cover classes used by Klein Goldewijk [2001] to the vegetation class-specific methane emissions provided by Keppler et al. [2006] . Subsequently, the historic land use change maps by Klein Goldewijk [2001] have been used to derive historic changes in vegetation emission. In absence of land use estimates prior to 1700 A.D. a potential vegetation map is used neglecting any potential land-use change that might have occurred until then (amounting to $5% of the global land area in 1700 A.D.). Land use change has certainly also affected natural wetland emissions, but this is poorly documented for the global scale. A global review in framework of the Ramsar convention on wetland conservation points to a 50% reduction in wetland area since 1900 [Finlayson and Spiers, 1999] . However, such a large decrease seems difficult to reconcile with the observed increase in methane during this period. Since it is unclear how the combined effects of climate and land use change have influenced wetland emissions during the 20th century we apply equation (1) without further assumptions. For biomass burning emissions, the temperature correction is applied to the historic emissions explained in section 2.1.
[15] Figure 3 summarizes the resulting historic emissions per process and climate scenario. Overall, the applied climate sensitivity settings result in natural sources that are reduced by 0% (CS1) to 25% (CS4) during LIA Figure 2 correspond to those for CS1 in Figure 3 ).
[16] To verify the assumed response of wetland emissions to climate variability multiannual simulations have been performed with the wetland model by Walter and Heimann [2000] , covering the last millennium in 10-year intervals. The historic variations in precipitation, temperature and net primary production needed for these simulations are taken from output of the Bern Carbon cycle -Climate (Bern CC) model [Gerber et al., 2003] . In these simulations, the annual mean Northern Hemispheric temperature is rescaled to match the temperature reconstruction by [Moberg et al., 2005] . Figure 4 shows wetland emissions calculated using this approach, smoothed using a Gaussian filter with a s of 30 years to remove short-term variability. The results confirm that wetland emissions prior to 1900 A.D. are influenced mostly by changes in temperature. The limited influence of precipitation is explained by the fact that the climate model does not show a significant large-scale variation in precipitation on the timescale of several decades or longer. The simulations show a 5 Tg CH 4 a À1 reduction during the Little Ice Age in response to temperature decrease. Interestingly, the prescribed NPP variations, excluding land use change, cause a 10 Tg CH 4 a À1 increase of wetland emissions after 1900 A.D. As explained earlier, however, wetland drainage probably caused reductions by similar amounts or more. The results of the wetland model 
Model Description
[17] The temporal evolutions of atmospheric CH 4 and d 13 C-CH 4 are calculated using a single box representing the global atmosphere. This is adequate since CH 4 has a long lifetime ($9 years) and we are only interested in global mean mixing ratios. The active variables are the global mean mixing ratio of CH 4 and 13 CH 4 , for which we solve the equation
where C x (t) is the mixing ratio of x(= CH 4 or 13 CH 4 ). E x (t) and S x (t) represent the annual source and sink strengths of x per process i and j, and m air is the globally integrated mass of the atmosphere. The sources have been outlined in section 2 and the sinks have been taken from Houweling et al. [2000] . The prescribed OH sink accounts for a 7.5% decrease of OH since preindustrial times. The following isotopic fractionations have been applied for the sinks: 3.9% for OH [Saueressig et al., 2001] , 12% for the stratosphere [Brenninkmeijer et al., 1995] and 22% for soil oxidation [Tyler et al., 1994] .
Model Results and Discussion
[18] Box model simulations have been carried out for the period 0 -2000 A.D., however, only results for the last millennium will be analyzed and discussed. The 1000-year spin-up guarantees that the results are independent of the initial conditions (at negligible CPU costs). [Etheridge et al., 1998 ]. Squares represent measured d 13 C-CH 4 plus 1s uncertainty [Ferretti et al., 2005] . Colored lines represent box model simulations with temperature sensitivity increasing from red to light blue (CS1 -CS4).
[19] Overall the model reproduces the observed time evolutions satisfactorily. This is in particular true for d 13 C-CH 4 , which has been most troublesome to explain in the past. In the 20th century the model shows a more variable trend in d 13 C-CH 4 than the measurements. Similar differences, although less pronounced, were reported by Lassey et al. [2006] . The interruption of the d 13 C-CH 4 increase around 1950 is caused by a reduction in the growth rate of fossil CH 4 between 1930 and 1950, while other anthropogenic sources, notably emissions from cattle, continued to increase.
[20] The results in Figure 5 point to CS3 as the most realistic climate sensitivity. However, according to Figure 3 this implies a climate sensitivity that is about twice as high as predicted by the Walter and Heimann [2000] wetland model. For wetlands, the Q 10 of 10 used in CS3 is indeed high, although still within the range of 1.6-16 reported by Walter and Heimann [2000] . The choice of a = 1.5 is also pushing the temperature variations to the uncertainty limits reported by Moberg et al. [2005] . In fact, it may well overestimate the true temperature variation, since the long-term preindustrial temperature variation of $0.5°C derived by Moberg et al. [2005] is already substantially larger than the variation of $0.2°C reported by Jones and Mann [2004] . One could argue that the NH mean temperature is not representative for global methane sources. For example, temperature variations of the Arctic wetlands have likely been larger than the NH mean. In our source scenario, however, emissions from high northern latitudes do not dominate the overall budget. Nevertheless, Jones and Mann [2004] confirm that regional climatological variations have been substantially larger than the hemispheric mean, which adds considerable uncertainty to the preindustrial variation of natural methane emissions.
[21] The CH 4 results without temperature sensitivity (shown in red) are about 100 ppb higher than the measurements. This means that the required correction amounts to about 30% of the CH 4 difference between the Holocene and the Last Glacial Maximum. If equation (1) is extrapolated to a temperature decrease of 5°C, roughly representing glacial conditions, this leads to a methane mixing ratio of $400 ppb, which is close the observed level of 350 ppb. In contrast, the studies by Kaplan [2002] and Kaplan et al. [2006] indicate that source changes alone are insufficient to explain the mixing ratio difference between glacial and interglacial methane, calling for a significant change in its atmospheric lifetime. This argument, however, may also be true for LIA. If we had treated the climate sensitivity of the OH sink similar to what is used for the natural sources, then the required sensitivity would be less. It can be concluded that the reduction of natural sources during LIA needed to compensate the increase of fossil emissions is larger than expected, which could, however, be explained by simultaneous changes in OH.
[22] The difference in d
13
C-CH 4 between the scenarios with and without temperature sensitivity remains small. However, extrapolation to the Younger Dryas to Preboreal transition would imply a $1% change in d 13 C-CH 4 for a 250 ppb change in CH 4 , which is larger than the observed transition [Schaefer et al., 2006] , although still within the measurement uncertainty. Of course, our assumption of the same temperature sensitivity for biomass burning, wetlands and plants is rather arbitrary. Combinations are possible that make the d 13 C-CH 4 signature of the combined natural source independent of temperature. However, this doesn't significantly influence the mean temperature sensitivity needed to bring the model in agreement with both the CH 4 and d 13 C-CH 4 measurements.
[23] Next, we will analyze the robustness of the simulated temporal evolution of d 13 C-CH 4 , in particular, with respect to the assumed anthropogenic emissions prior to 1890 A.D. Besides the standard procedure explained in section 2.1, three additional simulations are performed assuming anthropogenic emissions proportional to (1) HYDE population, (2) the lower limit of HYDE (see Figure 1) , and (3) Ferretti et al. [2005] extended with HYDE after 1700 A.D. The CS2 climate sensitivity is used in each of these simulations.
[24] Figure 6 presents a similar comparison as Figure 5 except that now the different colors represent the different back-extrapolations of the anthropogenic emissions. Figure 6 clearly demonstrates that the shape of the simulated curve is rather sensitive to the applied extrapolation method. Direct scaling to population shifts the point from where anthropogenic emissions become important for d 13 C-CH 4 forward in time, deteriorating the agreement with the measurements. However, the climate sensitivity needed to reproduce CH 4 becomes also smaller. It is not quite clear why an exponential fit to population results in the most realistic simulation of d 13 C-CH 4 . To explain the differences between the scenarios, the period 1400 -1700 A.D. is important. The population statistics show an abrupt acceleration in population growth after $1600 A.D., which is smoothed by the exponential fit. One could speculate that the fast population increase prompted for a more efficient treatment of waste, which might have reduced per capita methane emissions for this process. Of course, in rapidly developing societies many other factors change also, adding complexity to the relationship between population numbers and methane emissions. Given the limited amount of information that is available to derive more realistic estimates, this complexity translates into a considerable uncertainty.
[25] Overall, the combined uncertainty of preindustrial human emissions and the climate sensitivity of natural sources are certainly larger than the differences between our simulations and the measurements. Although in our simulations SC3 performs better than the more realistic scenario SC2, it should in principle be possible, within the uncertainties, to obtain a perfect agreement with the measurements for each of these climate sensitivity scenarios. This means that rising anthropogenic emissions can indeed explain most of the observed d 13 C-CH 4 variations, providing observational support to our hypothesis. Further confirmation should come from more detailed analyzes of natural sources, which will, among others, require improved understanding of vegetation emissions. A solid prove of the hypothesis, however, will probably require additional observational constraints. These could come from measurements of 13 CH 4 , and preferably also CH 3 D, from Antarctica and Greenland.
[26] Further, our results show that it is possible to reproduce the available CH 4 and d
C-CH 4 measurements assuming a large source of methane from vegetation, although it doesn't proof that the emissions should indeed be large. In fact, the results by Keppler et al. [2006] still await confirmation by other research groups, and are even contradicted by recent laboratory measurements reported by Dueck et al. [2007] . Alternatively, a high natural level of biomass burning might explain the observed medieval d 13 C-CH 4 level [Ferretti et al., 2005 [Ferretti et al., , 2007 . However, it is difficult to imagine how preindustrial biomass burning could have been comparable to that at present, given the pressure of urbanization on ecosystems and associated increases in the average fire frequencies in tropical ecosystems. Furthermore, the emissions in deforestation regions are often the result of a highly mechanized deforestation regime, aided by heavy machinery [Morton et al., 2006] that would be difficult to achieve with manpower alone. Moreover, emissions as high as contemporary emissions are not sustainable for periods longer than 100 years as they implicate an annual loss of tropical forest of about 1% per year or higher.
[27] Among the remaining uncertainties is also the isotope fractionation of the atmosphere [see, e.g., Allan et al., 2001 Allan et al., , 2005 . Unless it has changed over the last millennium it doesn't provide an explanation why medieval d 13 C-CH 4 was comparable to its present day level. However, a different fractionation does influence the mean d 13 C-CH 4 level and thereby the relative importance of emissions from vegetation, wetlands and biomass burning.
[28] The question remains what shift in emissions is needed to explain the high medieval level of 13 CH 4 in absence of plant emissions and whether or not such a scenario can still explain the preindustrial d 13 C-CH 4 minimum. We attribute the preindustrial minimum to changes in anthropogenic sources, whereas the high medieval level of d 13 C-CH 4 must be caused by natural sources, which according to our hypothesis do not contribute significantly to the preindustrial variation of d To test this scenario, we attribute all vegetation emissions to biomass burning and natural wetlands under the extreme assumption that anthropogenic biomass burning replaced natural biomass burning without changing the total emissions, except for a modest increase in biofuel emissions of 5 Tg CH 4 a À1 . Then, to explain the medieval level of d 13 C-CH 4 , it still requires a fractionation of the tropospheric sink of about 5.5% (i.e., significantly larger than the 3.9% used in the base scenario). If we use this scenario in our model, including our parameterization of climate variability, then a close agreement is obtained between the model and the observed CH 4 and 13 CH 4 time series (not shown). Although, as explained earlier, we do not consider the assumed level of preindustrial biomass burning realistic, this experiment demonstrates that increasing preindustrial anthropogenic emissions can explain the preindustrial d 13 C-CH 4 variation, independent of specific assumptions regarding vegetation emissions.
[29] Finally, we would like to point to a remaining uncertainty that should be investigated in more detail in the future. This study and earlier studies of d 13 C-CH 4 assume that the isotopic signature of the sources have remained constant in time. It is known, however, that isotope signatures of individual sources are variable. For example, seasonal variation of the isotopic composition of methane emissions from rice cultivation have been reported by Bergamaschi [1997] and Marik et al. [2002] . Furthermore, it has been suggested that the fraction of methane from wetlands that is oxidized in the oxygen rich interface with the atmosphere is a function of climatic conditions [Sowers, 2006] . This could influence our d [Etheridge et al., 1998 ]. Squares represent measured d 13 C-CH 4 plus 1s uncertainty [Ferretti et al., 2005] .
since the isotopic signature of methane emissions from wetlands is directly related to the fraction of oxidation. In the [Walter and Heimann [2000] wetland model, however, the global mean fraction of oxidation remains surprisingly constant over the last millennium.
[30] Our simulations are sensitive to a change in the isotopic composition of organic matter in response to the observed 1.5% decrease of the atmospheric d 13 C of CO 2 during industrialization [Francey et al., 1999] . A changing competition between C3 and C4 grasses caused by the increase of CO 2 and global warming during the 20th century [Collatz et al., 1998 ] may have introduced additional isotopic shifts. The extent to which this affects the isotopic composition of methane emissions depends on the mean turnover time of the carbon pools involved. Several studies indicate that the bulk of dissolved organic matter is not much older than several years [Benner et al., 2004; Trumbore and Harden, 1997; Mayorga et al., 2005] . This might have caused a systematic decrease of the isotopic composition of wetland CH 4 by $1.5% since 1800 A.D. The same is probably true, to a varying extent, for most nonfossil sources of methane. How exactly a change in isotopic composition of about 1.5% can be accommodated in the 20th century 13 CH 4 budget requires further investigation.
Conclusions
[31] We have presented a new explanation for the observed variation of CH 4 and d 13 C-CH 4 over the last millennium. Our hypothesis shows that the unexpected variation in d 13 C-CH 4 can be explained by increasing anthropogenic methane emissions over the past millennium, in combination with a shift from nonfossil to fossil sources during the industrial period. Transient box model calculations confirm that this scenario can be brought in agreement with the measurements. It requires a larger than expected decrease of natural emissions during the Little Ice Age (equivalent to $100 ppb) to explain the observed CH 4 mixing ratios for that period, which might be explained by a change in OH. The required reduction of natural emissions is sensitive to the method that is used to extrapolate anthropogenic emissions to the period prior to 1890 A.D. Since both the pre-1890 anthropogenic emissions and the climate sensitivity of methane sources are highly uncertain we conclude that the differences between measurements and model simulations are within the uncertainties, and therefore our hypothesis may indeed be correct. Further verification calls for a more sophisticated modeling approach, including process modeling of natural methane sources. To unambiguously prove or falsify our anthropogenic emission hypothesis will probably require consistent measurements records of CH 4 , d
13 C-CH 4 , and dD-CH 4 from Antarctica and Greenland.
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