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APR TILTING MODULES AND GRADED QUIVERS WITH
POTENTIAL
YUYA MIZUNO
Abstract. We study quivers with relations of endomorphism algebras of APR tilting
modules. It is known that the quivers are given by reflections if the original algebras
have global dimension 1. We generalize this result for algebras with global dimension 2.
In particular, we give an explicit description of the quivers with relations by mutations
of quivers with potential (QPs). This result also provides a rich source of derived equiv-
alence classes of algebras in a combinatorial way. As an application, we give a sufficient
condition of QPs such that Derksen-Weyman-Zelevinsky’s question [DWZ, Question 12.2]
has a positive answer.
1. Introduction
Derived categories have been one of the important tools in the study of many areas of
mathematics. In the representation theory of algebras, tilting theory plays an essential role
to control equivalences of derived categories. More precisely, endomorphism algebras of
tilting modules are derived equivalent to the original algebra. Therefore, the relationship
between quivers with relations of endomorphism algebras and those of the original algebra
is very important and the same has been investigated by various authors.
The first well-known result is a so-called BGP-reflection functor [BGP]. This is the
origin of tilting theory, and now formulated in terms of APR tilting modules [APR]. Let
us recall an important property of APR tilting modules.
Theorem 1.1. [APR] Let KQ be a path algebra of a finite acyclic quiver Q and Tk be
the APR tilting KQ-module associated with a source k ∈ Q0. Then we have an algebra
isomorphism
EndKQ(Tk) ∼= K(µkQ),
where µk is a reflection at k.
Thus, in the case of path algebras, the quivers of endomorphism algebras of APR tilting
modules are completely determined by combinatorial methods.
One of the main purposes of this paper is to generalize the above result for a more
general class of algebras. Since path algebras have global dimension at most 1, it is
natural to consider algebras with global dimension at most 2. In order to deal with these
algebras, we use mutations of quivers with potential (QPs).
The notion of mutation was introduced by Fomin-Zelevinsky [FZ], which is an important
ingredient in cluster algebras. After that, Derksen-Weyman-Zelevinsky extend mutations
for QPs. It has recently been discovered that mutations of QPs have a close connection
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with tilting theory, for example [IR, BIRS, KY]. In this paper, we provide another type
of connection between mutations and tilting theory.
We consider the following steps for an algebra Λ.
1. Define the associated graded QP (QΛ,WΛ, CΛ).
2. Apply left mutation µLk to (QΛ,WΛ, CΛ).
3. Take the truncated Jacobian algebras P(µLk (QΛ,WΛ, CΛ)).
Then we can give a generalization of Theorem 1.1 as follows.
Theorem 1.2. (Theorem 3.1) Let Λ be a finite dimensional algebra with gl.dimΛ ≤ 2
and Tk be the APR tilting Λ-module associated with a source k. Then we have an algebra
isomorphism
EndΛ(Tk) ∼= P(µ
L
k (QΛ,WΛ, CΛ)).
We give two remarks about the theorem. First, if gl.dimΛ = 1, then P(µLk (QΛ,WΛ, CΛ))
is isomorphic to K(µkQ). Thus, Theorem 1.2 implies Theorem 1.1. Secondly, the con-
dition gl.dimΛ ≤ 2 is not necessary. In fact, it is enough to assume that the associated
projective module has the injective dimension at most 2.
Our second aim is to formulate the above result in terms of algebraic cuts and to
study the relationships between graded QPs and tilting theory. We will show that, from
a given QP with an algebraic cut, the new QP obtained by mutation at a strict source
also has an algebraic cut (Proposition 4.4). It implies that successive mutations give
APR-tilted (co-tiled) algebras and, consequently, provide a family of derived equivalence
classes of algebras. It also allows one to treat several representation theoretical problems
by combinatorial methods. Moreover, these treatments induce an analog of the Keller-
Yang’s approach [KY], where instead of Jacobian algebras P(Q,W ) and P(µk(Q,W )),
the authors investigated the Ginzburg dg algebras Γ(Q,W ) and Γ(µk(Q,W )) and showed
the derived equivalences between them. In our cases, we obtain the derived equivalences
between the truncated Jacobian algebras P(Q,W,C) and P(µLk (Q,W,C)) (Proposition
4.2).
Finally, we give an application to the question posed in [DWZ].
Question 1.3. [DWZ, Question 12.2] Is the isomorphism class of P(µk(Q,W )) deter-
mined by the isomorphism class of P(Q,W )?
We give a sufficient condition for QPs such that the question has a positive answer.
(Proposition 5.2).
Notation and convention. LetK be an algebraically closed field and putD := HomK(−,K).
Let Λ be a finite dimensional algebra. We denote by JΛ the Jacobson radical of Λ. All mod-
ules are left modules. We denote by modΛ the category of finitely generated Λ-modules
and by addM the subcategory consisting of direct summands of finite direct sums of M .
The composition fg of morphisms means first f , then g. We denote the set of vertices by
Q0 and the set of arrows by Q1 of a quiver Q. We denote by a : s(a) → e(a) the start
and end vertices of an arrow or path a. We denote by pdX and idX, respectively, the
projective dimension and injective dimension of a module X.
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2. Background
In this section, we give a summary of the definitions and results we will use in the next
sections. See references for more detailed arguments and precise definitions.
2.1. Quivers with potential. We review the notions initiated in [DWZ].
• Let Q be a finite connected quiver (possibly with loops and 2-cycles). We denote by
KQi the K-vector space with basis consisting of paths of length i in Q, and by KQi,cyc
the subspace of KQi spanned by all cycles. We denote the complete path algebra by
K̂Q =
∏
i≥0
KQi.
A quiver with potential (QP) is a pair (Q,W ) consisting of a quiver Q and an element
W ∈
∏
i≥2KQi,cyc, called a potential. For each arrow a in Q, the cyclic derivative
∂a : K̂Qcyc → K̂Q is defined by the continuous linear map satisfying ∂a(a1 · · · ad) =∑
ai=a
ai+1 · · · ada1 · · · ai−1 for a cycle a1 · · · ad. For a QP (Q,W ), we define the Jacobian
algebra by
P(Q,W ) = K̂Q/J (W ),
where J (W ) = 〈∂aW | a ∈ Q1〉 is the closure of the ideal generated by ∂aW with respect
to the J
K̂Q
-adic topology.
• Two potentials W andW ′ are called cyclically equivalent if W −W ′ lies in the closure
of the span of all elements of the form a1 · · · ad − a2 · · · ada1, where a1 · · · ad is a cyclic
path.
• A QP (Q,W ) is called trivial if W is a linear combination of cycles of length 2
and P(Q,W ) is isomorphic to the semisimple algebra K̂Q0. It is called reduced if W ∈∏
i≥3KQi,cyc.
• For two QPs (Q′,W ′) and (Q′′,W ′′) such that Q′0 = Q
′′
0, we define a new QP (Q,W )
as a direct sum (Q′,W ′) ⊕ (Q′′,W ′′), where Q0 = Q
′
0(= Q
′′
0), Q1 = Q
′
1
∐
Q′′1 and W =
W ′ +W ′′.
• For each vertex k in Q not lying on a loop (but possibly lying on a 2-cycle), we define
a new QP µ˜k(Q,W ) := (Q
′,W ′) as follows.
(1) Q′ is a quiver obtained from Q by the following changes.
• Replace each arrow a : k → v in Q by a new arrow a∗ : v → k.
• Replace each arrow b : u→ k in Q by a new arrow b∗ : k → u.
• For each pair of arrows u
b
→ k
a
→ v, add a new arrow [ba] : u→ v.
(2) W ′ = [W ] + ∆ is defined as follows.
• [W ] is obtained from the potential W by replacing all compositions ba by the
new arrows [ba] for each pair of arrows u
b
→ k
a
→ v.
• ∆ =
∑
a,b∈Q1
e(b)=k=s(a)
[ba]a∗b∗.
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2.2. Truncated Jacobian algebras.
Definition 2.1. [HI] Let (Q,W ) be a QP. A subset C ⊂ Q1 is called a cut if each cycle
appearing W contains exactly one arrow of C. Then we define the truncated Jacobian
algebra by
P(Q,W,C) := P(Q,W )/〈C〉 = K̂QC/〈∂cW | c ∈ C〉,
where QC is the subquiver of Q with vertex set Q0 and arrow set Q1 \ C.
Here, we recall some elementary notions. A basic element of K̂Q is a formal linear sum
of paths with a common start and a common end. Basic elements are called relations
if each element is a path of length at least 2. A set of relations R is called minimal if
r /∈ 〈R \ {r}〉 for any r ∈ R. Then, as introduced by Keller, we can naturally define a QP
with a cut from a given algebra. The reason we deal with completion is noted in [BIKR,
Section 7].
Definition 2.2. [K] Let Q be a finite connected quiver and Λ = K̂Q/〈R〉 be a finite
dimensional algebra with a minimal set R of relations.
Then we define a QP (QΛ,WΛ) as follows.
(1) (QΛ)0 = Q0.
(2) (QΛ)1 = Q1
∐
CΛ, where CΛ := {ρr : e(r)→ s(r) | r ∈ R}.
(3) WΛ =
∑
r∈R
ρrr.
Then the set CΛ gives a cut of (QΛ,WΛ).
2.3. APR tilting modules. We call a Λ-module T tilting module if (i) pdT ≤ 1, (ii)
Ext1Λ(T, T ) = 0, and (iii) there exists a short exact sequence 0→ Λ→ T0 → T1 → 0 with
T0, T1 in addT .
We call a Λ-module T ′ co-tilting module if DT ′ is a tilting Λop-module. Then we
introduce one of the most fundamental classes of tilting modules as follows.
Definition 2.3. Let Λ be a basic finite dimensional algebra and Pk be a simple projective
non-injective Λ-module associated with a source k of the quiver of Λ. Then, the Λ-module
Tk := τ
−Pk ⊕ Λ/Pk is called an APR tilting module, where τ
− denotes the inverse of the
Auslander-Reiten translation. Dually, we define APR co-tilting module.
We denote by νLk a left tilting mutation [HU, RS, U] for a source and non-sink k, which
is given by a minimal left add(Λ/Pk)-approximation of Pk and its cokernel. Then, we
have νLk (Λ) = τ
−Pk ⊕Λ/Pk. Thus, APR tilting modules are induced by tilting mutation.
Dually, we denote by νRk a right co-tilting mutation for a sink and non-source k.
3. Main theorem
3.1. Main result. Let Q be a finite connected quiver and Λ = K̂Q/〈R〉 be a finite dimen-
sional algebra with a minimal set of relations. Assume that Pk is the simple projective
non-injective Λ-module associated with a source k ∈ Q0. Our aim is to determine the
quiver and the set of relations of EndΛ(Tk).
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Consider the associated QP (QΛ,WΛ, CΛ) of Λ and we put µ˜k(QΛ,WΛ, CΛ) = (Q
′,W ′, C ′),
where W ′ and C ′ are given by
W ′ = [
∑
r∈R
ρrr] +
∑
a∈Q1,r∈R
s(a)=k=s(r)
[ρra]a
∗ρ∗r,
C ′ = { ρr | r ∈ R, s(r) 6= k}
∐
{ [ρra] | a ∈ Q1, r ∈ R, s(a) = k = s(r)}.
It is easy to check that C ′ is a cut of (Q′,W ′).
Then, we can achieve our aim as follows. our main result of this paper is the following
theorem.
Theorem 3.1. Let Λ = K̂Q/〈R〉 be a finite dimensional algebra with a minimal set R of
relations and Tk := τ
−Pk ⊕ Λ/Pk be the APR tilting module. Then if idPk ≤ 2, we have
an algebra isomorphism
EndΛ(Tk) ∼= P(µ˜k(QΛ,WΛ, CΛ)).
Note that the assumption idPk ≤ 2 is automatic if gl.dimΛ = 2.
Here, we will explain the choice of C ′. In fact, C ′ is naturally obtained by using graded
mutations. For this purpose, we recall graded QPs. We follow [AO].
Graded quivers with potential.
Definition 3.2. Let (Q,W ) be a QP. If we define a map d : Q1 → Z, then the degree
map on arrows induces a degree map on paths. We call a QP (Q,W, d) Z-graded QP if
each arrow a ∈ Q1 has a degree d(a) ∈ Z, and homogeneous of degree l if each term in W
has a degree l. In this case, (Q,W, d) naturally induces a grading on K̂Q =
∏
i≥0(K̂Q)i
and P(Q,W ) =
∏
i≥0P(Q,W )i.
• Two Z-graded QPs (Q,W, d) and (Q′,W ′, d′) are called graded right-equivalent if
Q0 = Q
′
0 and there exists a degree preserving isomorphism φ : (K̂Q, d) → (K̂Q
′, d′) such
that φ|
K̂Q0
= id and φ(W ) is cyclically equivalent to W ′.
• Let QP (Q,W, d) be a Z-graded QP of degree l. For each vertex k in Q not lying
on a loop (but possibly lying on a 2-cycle), we define a new graded QP µ˜Lk (Q,W, d) :=
(Q′,W ′, d′) as follows.
(1) (Q′,W ′) = µ˜k(Q,W ).
(2) The new degree d′ is defined as follows:
• d′(a) = d(a) for each arrow a ∈ Q ∩Q′.
• d′(a∗) = −d(a) for each arrow a : k → v in Q.
• d′(b∗) = −d(b) + l for each arrow b : u→ k in Q.
• d′([ba]) = d(a) + d(b) for each pair of arrows u
b
→ k
a
→ v in Q.
In particular, µ˜Lk (Q,W, d) also has a potential of degree l. Similarly, we can define
µ˜Rk at k. In this case, we define d
′(b∗) = −d(b) for each arrow b : u → k in Q and
d′(a∗) = −d(a) + l for each arrow a : k → v in Q.
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If (Q,W ) has a cut C, we can identify it with a Z-graded QP of degree 1 associating a
grading on Q by
dC(a) =
{
1 a ∈ C
0 a 6∈ C.
We denote by (Q,W,C) the graded QP of degree 1 with this grading. Then we can
interpret the truncated Jacobian algebra as the degree 0 part of P(Q,W ). If all arrows
of µ˜Lk (Q,W,C) have degree 0 or 1, then degree 1 arrows give a cut of µ˜k(Q,W ) since
µ˜Lk (Q,W,C) is homogeneous of degree 1. Therefore a cut of µ˜k(QΛ,WΛ) is naturally
induced as degree 1 arrows of left mutation µ˜Lk (QΛ,WΛ, CΛ) and the above C
′ is obtained
in this way. Furthermore, as in [AO, Theorem 6.4] and [DWZ, Theorem 4.6], we consider
the following lemma.
Lemma 3.3. For a graded QP (Q,W,C), the graded splitting theorem holds. Namely
(Q,W,C) is graded right-equivalent to the direct sum
(Qred,Wred, Cred)⊕ (Qtri,Wtri, Ctri),
where (Qred,Wred, Cred) is reduced and (Qtri,Wtri, Ctri) is trivial, both unique up to graded
right-equivalence.
Proof. Since each arrow has degree 0 or 1 andW ∈
∏
i≥2KQi,cyc, there exists no potential
consisting of one arrow. Therefore, a path of length 2 in W is of the form ab, where a is a
degree 1 arrow and b is a degree 0 arrow, and hence they are distinct arrows. Then, by the
similar argument of [DWZ, Proposition 4.4], the trivial QP is graded right-equivalent to
a graded QP (Q′,W ′, C ′) such that Q′ consists of 2n distinct arrows and W ′ =
∑n
i=1 aibi
and C ′ = {ai | i = 1, . . . , n}. Then the arguments of [DWZ, Theorem 4.6] still work and,
as pointed out in [AO, Theorem 6.4, Proposition 6.5], the right-equivalence given in the
proof of [DWZ, Lemma 4.8] is a degree preserving isomorphism and the reduction process
does not change the homogeneity of the potential. 
We call (Qred,Wred, Cred) a reduced part of (Q,W,C). We denote a reduced part of
µ˜Lk (QΛ,WΛ, CΛ) by µ
L
k (QΛ,WΛ, CΛ) and call it a left mutation. Similarly, we denote a
right mutation by µRk .
Because we have P(µ˜Lk (QΛ,WΛ, CΛ))
∼= P(µLk (QΛ,WΛ, CΛ)), we can rewrite Theorem
3.1 that we have an algebra isomorphism
EndΛ(Tk) ∼= P(µ
L
k (QΛ,WΛ, CΛ)).
3.2. Examples. In this subsection, we explain the theorem by some examples. We keep
the assumption of Theorem 3.1.
Example 3.4. If gl.dimΛ = 1, then we have Λ = KQ. Hence, we have
P(µLk (QΛ,WΛ, CΛ)) = P(µ
L
k (Q, 0, ∅)) = K(µkQ).
Thus, the mutation procedure is just reversing arrows having k. Therefore, the above
theorem gives the classical result Theorem 1.1.
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Example 3.5. Let Λ = K̂Q/〈R〉 be a finite dimensional algebra given by the following
quiver with a relation.
2
b
##●
●●
●●
1
a
;;✇✇✇✇✇
c ""❊
❊❊
❊❊
❊ 4
3
d
<<②②②②②②
〈R〉 = 〈ab〉.
Then we consider the APR tilting module T1 := τ
−P1 ⊕ Λ/P1 and calculate Q
′ and R′
satisfying K̂Q′/〈R′〉 ∼= EndΛ(T1) by the following steps. Here, we denote degree 1 arrows
by dotted arrows.
2
b
!!❉
❉❉
❉❉
❉
1
a
==③③③③③③
c !!❉
❉❉
❉❉
❉ 4
(QΛ,WΛ,CΛ)
=⇒
3
d
==③③③③③③
2
b
!!❈
❈❈
❈❈
❈
1
a
==④④④④④④
c !!❈
❈❈
❈❈
❈ 4
ρoo❴ ❴ ❴ ❴ ❴ ❴ µ˜
L
1=⇒
3
d
==④④④④④④
2
a∗
{{✇✇
✇✇
✇ b
##●
●●
●●
1
ρ∗ // 4
[ρa]qq
✲
●❬
[ρc]
mm
✑
✇❝3
d
;;✇✇✇✇✇c∗
cc●●●●●
〈R〉 = 〈ab〉. WΛ = ρab. W
′ = [ρa]b+[ρa]a∗ρ∗+[ρc]c∗ρ∗.
2
a∗
}}⑤⑤
⑤⑤
⑤⑤
µL
1=⇒ 1
ρ∗ // 4
[ρc]pp
✓
⑤❣
P(µL
1
(QΛ,WΛ,CΛ))
=⇒ Q′ =
3
d
==⑤⑤⑤⑤⑤⑤c∗
aa❇❇❇❇❇❇
2
a∗
{{✇✇
✇✇
✇
1
ρ∗ // 4
3
d
;;✇✇✇✇✇c∗
cc●●●●●
W ′ = [ρc]c∗ρ∗. 〈R′〉 = 〈c∗ρ∗〉.
Below we give more examples. From the left-hand side algebra Λ, we obtain the quiver
and the set of relations of EndΛ(T1), which is given by right-hand side in the following
diagrams.
(1) In this example, QΛ coincide with the above quiver, but the new quiver is different.
2
b
##●
●●
●●
1
a
;;✇✇✇✇✇
c ##●
●●
●● 4 =⇒
3
d
;;✇✇✇✇✇
2
a∗
{{✇✇
✇✇
✇
1
ρ∗ // 4
3
c∗
cc●●●●●
〈R〉 = 〈ab = cd〉. 〈R′〉 = 〈0〉.
(2) We do not need to assume that gl.dimΛ ≤ 2.
1
a // 2
b // 3
c

=⇒
4f 99
d // 5
e // 6
1
ρ∗
❯❯❯❯
❯❯❯❯
❯
**❯❯❯
❯❯❯❯
❯❯
2
a∗oo b // 3
c

4f 99
d // 5
e // 6
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〈R〉 = 〈abc, de, f3〉. 〈R′〉 = 〈a∗ρ∗ + bc, de, f3〉.
(3) We do not need to assume that QΛ has no multiple arrows.
1
a2 a1

4 =⇒
2
b // 3
c
OO 1 ρ∗
1
ρ∗
2 +3 4
2
b //
a∗
1
a∗
2
KS
3
c
OO
〈R〉 = 〈a1bc, a2bc〉. 〈R
′〉 = 〈a∗1ρ
∗
1+bc, a
∗
2ρ
∗
2+bc, a
∗
1ρ
∗
2, a
∗
2ρ
∗
1〉.
(4) A source vertex may lie on a 2-cycle of QΛ.
1
d //
a

4 =⇒
2
b
// 3
c
OO 1
ρ∗
66 4
d∗oo
2
a∗
OO
b
// 3
c
OO
〈R〉 = 〈abc〉. 〈R′〉 = 〈a∗ρ∗+ bc, d∗ρ∗〉.
As the examples show, we interpret degree 1 arrows as relations. We remark that these
considerations also appear in the study of cluster tilted algebras.
3.3. Proof of main theorem. To give a proof of the theorem, we recall the following
notation and result given by [BIRS].
Let Q be a finite quiver. For a ∈ Q1, define a right derivative ∂
r
a : JK̂Q → K̂Q and a
left derivative ∂la : JK̂Q → K̂Q by
∂ra(a1a2 · · · am−1am) =
{
a1a2 · · · am−1 if am = a,
0 otherwise,
∂la(a1a2 · · · am−1am) =
{
a2 · · · am−1am if a1 = a,
0 otherwise,
and extend to J
K̂Q
linearly and continuously. For the sake of simplicity of presentation,
we write Q(i, j) := {a ∈ Q1 | s(a) = i, e(a) = j} for a quiver Q and R(i, j) := {r ∈
R | s(r) = i, e(r) = j} for a set of basic elements R.
Theorem 3.6. [BIRS, Proposition 3.1, 3.3] Let Q be a finite connected quiver and Γ be a
basic finite dimensional algebra. Let φ : K̂Q→ Γ be an algebra homomorphism and R be
a finite set of basic elements in J
K̂Q
. Then the following conditions are equivalent.
(1) φ is surjective and Kerφ = I for the ideal I = 〈R〉 of K̂Q.
(2) The following sequence is exact for any i ∈ Q0.⊕
r∈R(−,i)
Γ(φs(r))
r(φ∂rar)a //
⊕
a∈Q(−,i)
Γ(φs(a))
a(φa) // JΓ(φi) // 0.
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First, we give the following observation to obtain some sequences, which play an im-
portant role for the proof. We keep the assumption and the notation of Theorem 3.1.
Observation 3.7. For the isomorphism φ : K̂Q/〈R〉 → Λ, we simply denote φ(p) by p
for any morphism p in K̂Q. We have the following complex
0 // Pk
a
//
⊕
a∈Q(k,−)
Pe(a)
∂lr
//
⊕
r∈R(k,−)
Pe(r),
where we denote by a := (a)a and ∂
lr := a(∂
l
ar)r.
On the other hand, since Pk is an indecomposable projective non-injective module, there
exists the following almost split sequence
(i) 0 // Pk
a
//
⊕
a∈Q(k,−)
Pe(a)
g
// τ−Pk // 0,
where g := a(ga) is defined by the above sequence.
Furthermore, for any simple Λ-module Si with i ∈ Q0, we obtain a minimal projective
resolution of Si
(ii) // Q
ℓ
//
⊕
r∈R(−,i)
Ps(r)
∂rr
//
⊕
b∈Q(−,i)
Ps(b)
b
// Pi // Si // 0,
where we denote by b := b(b), ∂
rr := r(∂
r
b r)b and ℓ is defined by the above sequence.
If Pk is a direct summand of
⊕
r∈R(−,i)
Ps(r), we can take the canonical injection e :
Pk →
⊕
r∈R(−,i)
Ps(r). Then, by (i), there exists ∂
l∂rr :
⊕
a∈Q(k,−)
Pe(a) →
⊕
b∈Q(−,i)
Ps(b) such
that e(∂rr) = a(∂l∂rr), where we denote ∂l∂rr := r,a(∂
l
a∂
r
b r)b. It induces a morphism
fr : τ
−Pk → Pi such that (∂
l∂rr)b = gfr.
Q
ℓ
//
⊕
r∈R(−,i)
Ps(r)
∂rr
//
⊕
b∈Q(−,i)
Ps(b)
b
// Pi
0 // Pk
a
//
?
e
OO
⊕
a∈Q(k,−)
Pe(a)
g
//
∂l∂rr
OO
τ−Pk
fr
OO
// 0.
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Then, by taking a copy of (i) for every r ∈ R(k, i), we have the following commutative
diagram
Q
ℓ
//
⊕
r∈R(−,i)
Ps(r)
∂rr
//
⊕
b∈Q(−,i)
Ps(b)
b
// Pi
0 //
⊕
r∈R(k,i)
Pk
⊕a
//
?
e
OO
⊕
a∈Q(k,−),r∈R(k,i)
Pe(a)
⊕g
//
∂l∂rr
OO
⊕
r∈R(k,i)
τ−Pk
f
OO
// 0,
where we denote by e the canonical inclusion and ⊕a :=
(a 0
. . .
0 a
)
, ⊕g :=
( g 0
. . .
0 g
)
and f := r(fr).
Next, we give the following lemmas. In the rest of this section, we put T := Tk for
simplicity.
Lemma 3.8. Let h : T →
⊕
b∈Q(−,i)
Ps(b) be a morphism. If hb = 0, then there exists
j : T →
⊕
r∈R(−,i)
Ps(r) such that j(∂
rr) = h.
Proof. By the sequence (ii), we have the following exact sequence
0→ Im ℓ→
⊕
r∈R(−,i)
Ps(r) → Im(∂
rr)→ 0.
Applying the functor HomΛ(T,−) to the sequence, we have the following exact sequence
HomΛ(T,
⊕
r∈R(−,i)
Ps(r)) −→ HomΛ(T, Im(∂
rr)) −→ Ext1Λ(T, Im ℓ).
Hence, it is enough to show that Ext1Λ(T, Im ℓ) = 0.
Note that we have Ext3Λ(Si, Pk)
∼= HomΛ(Q,Pk) since Pk is a simple module. Then,
by idPk ≤ 2, we have HomΛ(Q,Pk) = 0. Therefore, Pk is not a direct summand of Q.
Since Pk is a simple projective module, we have HomΛ(X,Pk) = 0 for any X ∈ modΛ if
X ≇ Pk. Therefore, if Pk is a direct summand of Im ℓ, then it contradicts the fact that
Q → Im ℓ is an epimorphism. Thus, Pk is not a direct summand of Im ℓ. Hence, by the
AR duality, we have Ext1Λ(T, Im ℓ)
∼= DHomΛ(Im ℓ, Pk) = 0. 
Lemma 3.9. The following sequence is exact.
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(iii)
⊕
r∈R(−,i),r /∈R(k,−)
Ps(r)
⊕
⊕
a∈Q(k,−),r∈R(k,i)
Pe(a)
(
∂rr 0
∂l∂rr ⊕g
)
//
⊕
b∈Q(−,i)
Ps(b)
⊕
⊕
r∈R(k,i)
τ−Pk
(
b
−f
)
// Pi.
Proof. By taking the mapping cone of the last commutative diagram of Observation 3.7
and canceling a direct summand
⊕
r∈R(k,i)
Pk, we obtain the desired sequence.

Lemma 3.10. Assume that
(
p2 p1
)
∈ HomΛ(T,
⊕
b∈Q(−,i)
Ps(b) ⊕
⊕
r∈R(k,i)
τ−Pk) satisfies
(
p2 p1
)( b
−f
)
= 0. Then we have p1 ∈ radΛ(T,
⊕
r∈R(k,i)
τ−Pk).
Proof. Let p1k : τ
−Pk →
⊕
r∈R(k,i)
τ−Pk be a restriction of p1 and p2k : τ
−Pk →
⊕
b∈Q(−,i)
Ps(b)
be a restriction of p2. Assume that p1k is a split monomorphism. Then there exist split
monomorphisms e : Pk →
⊕
r∈R(k,i)
Pk and e
′ :
⊕
a∈Q(k,−)
Pe(a) →
⊕
a∈Q(k,−),r∈R(k,i)
Pe(a), which
make the diagram below commutative. Since p2kb − p1kf = 0, we have (e
′(∂l∂rr) +
gp2k)b = e
′(∂l∂rr)b − gp1kf = 0. It implies that there exists v :
⊕
a∈Q(k,−)
Pe(a) →⊕
r∈R(−,i)
Ps(r) such that v(∂
rr) = e′(∂l∂rr) + gp2k.
Furthermore, since we have (ee − av)(∂rr) = ee(∂rr) − ae′(∂l∂rr) = 0, there exists
u : Pk → Q such that uℓ = ee−av. Because ee is a split monomorphism, this contradicts
the fact that uℓ+ av is not a split monomorphism.
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Q
ℓ
//
⊕
r∈R(−,i)
Ps(r)
∂rr
//
⊕
b∈Q(−,i)
Ps(b)
b
// Pi
0 //
⊕
r∈R(k,i)
Pk
⊕a
//
?
e
OO
⊕
a∈Q(k,−),r∈R(k,i)
Pe(a)
⊕g
//
∂l∂rr
OO
⊕
r∈R(k,i)
τ−Pk
f
OO
// 0
0 // Pk
u
QQ
a
//
?
e
OO
⊕
a∈Q(k,−)
Pe(a)
g
//
e′
OOv
WW
τ−Pk
p1k
OO
p2k
ZZ
// 0.

Now, using Theorem 3.6, we will show that P(µ˜Lk (QΛ,WΛ, CΛ))
∼= EndΛ(T ). For the
associated QP (QΛ,WΛ, CΛ), we put Q
′ := µ˜k(QΛ) and define an algebra homomorphism
φ′ : K̂Q′ → EndΛ(T ) as follows.
(1) Define φ′k = pi ∈ EndΛ(T ), where p is the canonical projection p : T → τ
−Pk and
i is the canonical injection i : τ−Pk → T . For i ∈ Q
′
0 and i 6= k, define φ
′i = φi.
(2) For a ∈ Q′ ∩Q, define φ′a = φa.
(3) For a∗, ρ∗r , [ρra] ∈ Q
′
1 with {a ∈ Q1 | s(a) = k} and {r ∈ R | s(r) = k}, define
φ′(a∗) = ga ∈ HomΛ(Pe(a), τ
−Pk),
φ′(ρ∗r) = −fr ∈ HomΛ(τ
−Pk, Pe(r)),
φ′([ρra]) = 0,
where ga and fr are given in Observation 3.7.
Then, by Theorem 3.6, it is enough to show the following two lemmas.
Lemma 3.11. We have the following projective resolution
0 // HomΛ(T,
⊕
a∈Q(k,−)
Pe(a))
· g
// radΛ(T, τ
−Pk) // 0.
Proof. Because (i) is an almost split sequence and Pk is a simple projective module, we
obtain an exact sequence
0 = HomΛ(T, Pk) −→ HomΛ(T,
⊕
a∈Q(k,−)
Pe(a)) −→ radΛ(T, τ
−Pk) −→ 0.

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Lemma 3.12. For the sequence (iii), we put f1 =
(
b
−f
)
and f2 =
(
∂rr 0
∂l∂rr ⊕g
)
. Then
we have the following projective resolution for i ∈ Q′0 with i 6= k.
HomΛ(T,
⊕
r∈R(−,i),r /∈R(k,−)
Ps(r)
⊕
⊕
a∈Q(k,−),r∈R(k,i)
Pe(a)
)
· f2 // HomΛ(T,
⊕
b∈Q(−,i)
Ps(b)
⊕
⊕
r∈R(k,i)
τ−Pk
)
· f1 // radΛ(T, Pi) // 0.
Proof. Step 1. We will show that f1 is right almost split in addT .
First, we will show that any morphism p ∈ radΛ(Λ/Pk, Pi) factors through f1. Since
Λ/Pk is a projective module, there exists m : Λ/Pk →
⊕
b∈Q(−,i)
Ps(b) ⊕
⊕
r∈R(k,i)
τ−Pk such
that mf1 = p by (ii).
Next, we take any morphism p ∈ radΛ(τ
−Pk, Pi). Since
⊕
a∈Q(k,−)
Pe(a) is a projective
module, there exists w1 :
⊕
a∈Q(k,−)
Pe(a) →
⊕
b∈Q(−,i)
Ps(b)⊕
⊕
r∈R(k,i)
τ−Pk such that w1f1 = gp
by (ii). On the other hand, since the given sequence (iii) is exact and aw1f1 = 0, there
exists w2 : Pk →
⊕
r∈R(−,i),r /∈R(k,−)
Ps(r)⊕
⊕
a∈Q(k,−),r∈R(k,i)
Pe(a) such that w2f2 = aw1. Note
that Pk is not a direct summand of
⊕
r∈R(−,i),r /∈R(k,−)
Ps(r) ⊕
⊕
a∈Q(k,−),r∈R(k,i)
Pe(a) and, in
particular, w2 is not a split monomorphism. Then because a : Pk →
⊕
a∈Q(k,−)
Pe(a) is
left minimal almost split by (i), there exists u1 :
⊕
a∈Q(k,−)
Pe(a) →
⊕
r∈R(−,i),r /∈R(k,−)
Ps(r) ⊕⊕
a∈Q(k,−),r∈R(k,i)
Pe(a) such that w2 = au1. Then by a(w1 − u1f2) = 0, there exists u2 :
τ−Pk →
⊕
b∈Q(−,i)
Ps(b) ⊕
⊕
r∈R(k,i)
τ−Pk such that gu2 = w1 − u1f2. Hence we have gu2f1 =
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w1f1 = gp and therefore we obtain u2f1 = p since g is an epimorphism.
⊕
r∈R(−,i),r /∈R(k,−)
Ps(r)
⊕
⊕
a∈Q(k,−),r∈R(k,i)
Pe(a)
f2
//
⊕
b∈Q(−,i)
Ps(b)
⊕
⊕
r∈R(k,i)
τ−Pk
f1
// Pi
Pk
a
//
w2
OO
⊕
a∈Q(k,−)
Pe(a)
u1 ▲▲▲▲▲▲▲▲▲▲▲▲▲
ff▲▲▲▲▲
g
//
w1
OO
τ−Pk
p
OO
u2 ❊❊❊❊❊❊❊❊❊❊❊
bb❊❊❊❊
// 0.
Step 2. We will show that f2 is a pseudo-kernel of f1 in addT .
Assume
(
p2 p1
)
∈ HomΛ(T,
⊕
b∈Q(−,i)
Ps(b)⊕
⊕
r∈R(k,i)
τ−Pk) satisfies
(
p2 p1
)( b
−f
)
= 0.
By Lemma 3.10, we can assume that p1 ∈ radΛ(T,
⊕
r∈R(k,i)
τ−Pk). Since g is right minimal
almost split by (i), there exists q1 ∈ HomΛ(T,
⊕
a∈Q(k,−),r∈R(k,i)
Pe(a)) such that p1 = q1(⊕g).
Hence, we have
(p2 − q1(∂
l∂rr))b = p2b− q1(∂
l∂rr)b
= p2b− q1(⊕g)f
= p2b− p1f
= 0.
Then, by Lemma 3.8, there exists q2 : T →
⊕
r∈R(−,i)
Ps(r) such that q2(∂
rr) = p2 −
q1(∂
l∂rr). Therefore, we have
(
q2 q1
)( ∂rr 0
∂l∂rr ⊕g
)
=
(
p2 p1
)
.
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T
p1

p2
yy
q1
④④
④④
④④
④④
④④
④④
④④
④④
④④
}}④④
④④
④④
④④
④
q2
ww
Q
ℓ
//
⊕
r∈R(−,i)
Ps(r)
∂rr
//
⊕
b∈Q(−,i)
Ps(b)
b
// Pi
0 //
⊕
r∈R(k,i)
Pk
⊕a
//
?
e
OO
⊕
a∈Q(k,−),r∈R(k,i)
Pe(a)
⊕g
//
∂l∂rr
OO
⊕
r∈R(k,i)
τ−Pk
f
OO
// 0.

Thus, we have completed the proof of Theorem 3.1.
Remark 3.13. We remark that we cannot drop the assumption idPk ≤ 2. For example,
let Λ be the algebra given by following quiver with relations.
2
b // 3
c // 4
d

1
a
OO
5 〈R〉 = 〈ab, bcd〉.
Then we can calculate Q′ and R′ satisfying K̂Q′/〈R′〉 ∼= EndΛ(T1), which is given by the
following quiver with relations.
2
a

3
c // 4
d

1
b
@@✂✂✂✂✂✂✂✂
5 〈R〉 = 〈bcd〉.
Remark 3.14. We remark that we cannot define the APR co-tilting module associated
with k in EndΛ(T ) since the vertex k is not sink. In this case, however, we can define
a BB co-tilting Γ-module T ′k := τSk ⊕ DΓ/Ik [BB], where Γ := EndΛ(T ), and we have
EndΓ(T
′
k)
∼= P(µRk µ
L
k (QΛ,WΛ, CΛ))
∼= Λ. Note that this is also pointed out in [L, Propo-
sition 3.2].
1
a

4
µL
1=⇒
2
b // 3
c
OO
µR
1⇐=
1
ρ∗ // 4
2
b //
a∗
OO
3
c
OO
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〈R〉 = 〈abc〉. 〈R′〉 = 〈a∗ρ∗ + bc〉.
4. QPs with algebraic cuts and mutations
In this section, we formulate the previous result in terms of algebraic cuts and consider
successive mutations of QPs. We will show that QPs with algebraic cuts are closed under
left mutations (respectively, right mutations) at a strict source (strict sink). As a conse-
quence, mutations of QPs give APR-tilted (co-tilted) algebras and, in particular, provide
a rich source of derived equivalent algebras with global dimension at most 2.
In the rest of this paper, we assume that Q is a finite connected quiver which is not
only one vertex for simplicity.
Definition 4.1. [HI] Let C be a cut of a QP (Q,W ).
• We say that a vertex k of Q is a strict source (respectively, strict sink) if all arrows
ending (starting) at k belong to C and all arrows starting (ending) at k do not belong to
C. Note that a strict source (respectively, strict sink) in Q gives to a source (sink) of QC .
• C is called algebraic if the following conditions are satisfied.
(1) P(Q,W,C) is a finite dimensional algebra with global dimension at most two.
(2) {∂cW}c∈C is a minimal set of generators of the ideal 〈∂cW | c ∈ C〉 of K̂QC .
We denote by W1 the set of reduced QPs with algebraic cuts.
Then we will restate Theorem 3.1 in terms of algebraic cuts and tilting mutations.
This proposition implies that left mutations induce left tilting mutations of the truncated
Jacobian algebra.
Proposition 4.2. Let (Q,W,C) be a QP of W1 and k be its strict source. We put
Λ := P(Q,W,C). Then we have
EndΛ(ν
L
k (Λ))
∼= P(µLk (Q,W,C)),
where νLk is a left tilting mutation.
Then, it is natural to consider iterated mutations of QPs. Indeed, we will show that
µLk (Q,W,C) also belongs to W1 and therefore we can apply Proposition 4.2 repeatedly.
The following easy observation is useful.
Lemma 4.3. Let (Q,W,C) be a QP with a cut and assume that (Q,W,C) is graded
right-equivalent to the direct sum
(Qred,Wred, Cred)⊕ (Qtri,Wtri, Ctri),
where (Qred,Wred, Cred) is reduced and (Qtri,Wtri, Ctri) is trivial. If {∂cW}c∈C is a min-
imal set of generators of the ideal 〈∂cW | c ∈ C〉 of K̂QC, then {∂cWred}c∈Cred is also a
minimal set of generators of the ideal 〈∂cWred | c ∈ Cred〉 of ̂K(Qred)Cred .
Proof. We put Q′ := Qred ⊕ Qtri, W
′ := Wred + Wtri, and C
′ := Cred + Ctri. Then,
by the assumption, {∂cW
′}c∈C′ is a minimal set of generators of 〈∂cW
′ | c ∈ C ′〉. Be-
cause {∂cWred}c∈Cred and {∂cWtri}c∈Ctri are linearly independent in 〈∂cW
′ | c ∈ C ′〉, the
assertion follows. 
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Then, we show that W1 are closed under left mutations at a strict source.
Theorem 4.4. Let (Q,W,C) be a QP of W1 and k be its strict source. Then we have
µLk (Q,W,C) ∈ W1.
Proof. We put Λ := P(Q,W,C). Then for the APR tilting Λ-module Tk, we have
P(µLk (Q,W,C))
∼= EndΛ(Tk) by Theorem 3.1. Thus, P(µ
L
k (Q,W,C)) is a finite dimen-
sional algebra, and we have gl.dimP(µLk (Q,W,C)) ≤ 2 by [APR, Proposition 1.15].
Next, we put (Q′,W ′, C ′) := µ˜Lk (Q,W,C). By the assumption of (Q,W,C), 〈∂cW | c ∈ C〉
is a minimal set of relations of K̂QC and gl.dimΛ ≤ 2. Then the projective resolutions of
Lemmas 3.11, 3.12 have length at most 1 and hence {∂c′W
′}c′∈C′ is a minimal set of gen-
erators of 〈∂c′W ′ | c′ ∈ C ′〉 in K̂QC′ . Then, by the graded splitting theorem and Lemma
4.3, we have µLk (Q,W,C) ∈ W1. 
Summarizing the preceding results and their dual statements, we obtain the following
corollary. In the corollary, we consider the following correspondence.
(1) If k is a strict source, we denote by νk left tilting mutation and by µk left mutation
of a QP.
(2) If k is a strict sink, we denote by νk right co-tilting mutation and by µk right
mutation of a QP.
We put υk(Λ) := EndΛ(νk(Λ)) for simplicity.
Corollary 4.5. Let (Q,W,C) be a QP of W1 and put Λ := P(Q,W,C). Assume that a
vertex ki is a strict source or strict sink in µk1 ◦ · · · ◦ µki−1(Q,W,C) for any 1 ≤ i ≤ N .
Then we have
P(µk1 ◦ · · · ◦ µkN (Q,W,C))
∼= υk1 ◦ · · · ◦ υkN (Λ).
Proof. By Proposition 4.2 or its dual statement, we have an isomorphism
P(µk1(Q,W,C))
∼= EndΛ(νk1(Λ)).
Then, by Proposition 4.4 or its dual statement, we have µk1(Q,W,C) ∈ W1. Therefore,
we can apply Proposition 4.2 repeatedly and the conclusion follows. 
Example 4.6. (1) It is known that, for a concealed algebra Λ of the Euclidean type Q˜,
Λ may be transformed by a sequence of APR tilts to KQ˜ [H]. Then we can restate the
claim by saying that the associated QP of Λ may be transformed by a sequence of left
mutations at strict sources to (Q˜, 0, ∅). The left-hand side algebra, where the relations
are given by commutative relations, is a concealed algebra Λ of the Euclidean type D˜9
[SS] and mutation procedures immediately show that we can obtain KD˜9 by a sequence
of APR tilts at the vertices 1,2, and 3.
1
✝✝
✝✝
✽
✽✽
✽✽
2
✝✝
✝✝
✝
✽
✽✽
✽✽
3

◦
✆✆
✆✆
// ◦ ◦
✾
✾✾
✾
oo ◦
✆✆
✆✆
µL
1
µL
2
µL
3=⇒
◦ // ◦ ◦
1
  ✁✁✁
✁
2

3
❃
❃❃
❃ ◦
^^❂❂❂❂
// ◦ ◦
@@✁✁✁✁oo ◦
^^❂❂❂❂
◦
OO
◦ ◦
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(2) In [HI], the authors gave a method to obtain a selfinjective QP (i.e., the Jacobian
algebra is finite dimensional and selfinjective) by mutations of QPs from a given selfinjec-
tive one. In the following diagram, from a left-hand side selfinjective QP, we can obtain a
new selfinjective one by mutations µ1µ6µ3.
3
b1
✻
✻✻
✻✻
µ1µ6µ3
=⇒
5
c1
DD✟✟✟✟✟
b2
✽

2
b3
✽
✽✽
✽a1
oo
6
c2
CC✝✝✝✝
4a2oo
c3✝
CC✝✝
1a3oo
3
a2
✝✝
✝✝
5
a3
✝✝
✝✝
2
a1
[[✽✽✽✽
6 a4 // 4 a5 // 1
a6
[[✽✽✽✽
W1=
∑
aicibi−a1b2c3, W2=a1a2a3a4a5a6.
Moreover, they showed that, if a selfinjective QP have a cut, a 2-representation-finite
algebra [IO1] was given by taking the truncated Jacobian algebras. In this examples we
can take, for instance, {a1, a2, a3} as a cut of W1 and {a1} as a cut of W2 and obtain two
2-representation-finite algebras. We are now able to know the relationship between them.
The following diagram immediately shows that they are derived equivalent.
3
✷
✷✷
✷
µR
1=⇒
5
EE☞☞☞☞
✻
✻✻
2
✻
✻✻
6
CC✟✟✟
4
CC✟✟✟
1
3
✵
✵✵
✵
µL
6=⇒
5
FF✍✍✍✍
✸
✸✸
2
6
EE☛☛☛
4 // 1
YY✸✸✸
3
✴
✴✴
✴
µL
3⇐=
5
GG✎✎✎✎
☞☞
☞
2
6 // 4 // 1
]]✿✿✿
3
☞☞
☞
5
☞☞
☞
2
6 // 4 // 1
XX✷✷✷
This example also shows that, while mutations of QPs do not correspond to the tilting
mutations for the first two Jacobian algebras (since they are selfinjective), they often
induce tilting mutations for the truncated Jacobian algebras by Proposition 4.2.
In this way, we can treat various kinds of representation theoretical arguments by purely
combinatorial methods.
5. application
Finally we pick up the following question.
Question 5.1. [DWZ, Question 12.2] Let (Q,W ) be a QP without loops and k ∈ Q is a
vertex not lying on any 2-cycle. If P(Q,W ) ∼= P(Q′,W ′) for some QP (Q′,W ′), do we
have P(µk(Q,W )) ∼= P(µk(Q
′,W ′)) ?
As an immediate consequence of previous result, we give a sufficient condition of QPs
which have a positive answer.
Theorem 5.2. Let (Q,W,C) and (Q′,W ′, C ′) be QPs of W1 and k be a strict source or
strict sink of (Q,W,C). If P(Q,W,C) ∼= P(Q′,W ′, C ′), then we have algebra isomor-
phisms P(Q,W ) ∼= P(Q′,W ′) and P(µk(Q,W )) ∼= P(µk(Q
′,W ′)).
For the proof, we recall the following notion and its property.
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Definition 5.3. [IO2, K] Let Λ be a finite dimensional algebra of global dimension at
most 2. The complete 3-preprojective algebra is defined as the tensor algebra
Π̂3(Λ) :=
∏
i≥0
Ext2Λ(DΛ,Λ)
⊗i
Λ
of the (Λ,Λ)-module Ext2Λ(DΛ,Λ).
Proposition 5.4. Let Λ = K̂Q/〈R〉 be a finite dimensional algebra with a minimal set R
of relations and gl.dimΛ ≤ 2. Then we have an algebra isomorphism Π̂3(Λ) ∼= P(QΛ,WΛ).
The above result is known for experts and also follows from the recent result of Keller
[K], which is treating more general situations.
This result immediately yields the following result.
Corollary 5.5. Let (Q,W,C) and (Q′,W ′, C ′) be QPs ofW1. If P(Q,W,C) ∼= P(Q
′,W ′, C ′),
then we have P(Q,W ) ∼= P(Q′,W ′).
Proof. Since we have P(Q,W ) ∼= Π̂3(P(Q,W,C)) by Proposition 5.4, we obtain
P(Q,W ) ∼= Π̂3(P(Q,W,C)) ∼= Π̂3(P(Q
′,W ′, C ′)) ∼= P(Q′,W ′).

Then we give a proof of Theorem 5.2.
Proof. We assume that k is a strict source. The proof is similar for a strict sink. By
the assumption and Corollary 5.5, we have P(Q,W ) ∼= P(Q′,W ′). On the other hand,
by Theorem 3.1, P(µLk (Q,W,C)) is determined by the algebra P(Q,W,C) and does not
depend on the choice of a QP. Therefore, we have P(µLk (Q,W,C))
∼= P(µLk (Q
′,W ′, C ′)).
Then, by Theorem 4.4 and Corollary 5.5, we have P(µk(Q,W )) ∼= P(µk(Q
′,W ′)). 
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