We investigate the spatially resolved stellar populations of a sample of seven nearby massive Early-type galaxies (ETGs), using optical and near infrared data, including K-band spectroscopy. This data offers good prospects for mitigating the uncertainties inherent in stellar population modelling by making a wide variety of strong spectroscopic features available. We report new VLT-KMOS measurements of the average empirical radial gradients out to the effective radius in the strengths of the Ca I 1.98 µm and 2.26 µm features, the Na I 2.21 µm line, and the CO 2.30 µm bandhead. Following previous work, which has indicated an excess of dwarf stars in the cores of massive ETGs, we pay specific attention to radial variations in the stellar initial mass function (IMF) as well as modelling the chemical abundance patterns and stellar population ages in our sample. Using state-of-the-art stellar population models we infer an [Fe/H] gradient of -0.16±0.05 per dex in fractional radius and an average [Na/Fe] gradient of -0.35±0.09. We find a large but radially-constant enhancement to [Mg/Fe] of ∼ 0.4 and a much lower [Ca/Fe] enhancement of ∼ 0.1. Finally, we find no significant IMF radial gradient in our sample on average and find that most galaxies in our sample are consistent with having a Milky Way-like IMF, or at most a modestly bottom heavy IMF (e.g. less dwarf enriched than a single power law IMF with the Salpeter slope).
INTRODUCTION
When studying an evolved population of stars, one of the key assumptions made concerns the form of the stellar initial mass function (IMF). The IMF -the initial distribution of stellar masses in a newly-formed stellar population -determines the future chemical evolution of the host galaxy, the rate of supernova explosions, and a variety of key observables. These include, critically, the mass-to-light ratio of the stellar population; any calculation of the stellar mass contained in a galaxy therefore depends on the IMF.
In our own galaxy, methods based on direct counting of stars have revealed that the IMF is remarkably uniform despite variations in environmental conditions (e.g. as reviewed by Bastian et al. 2010 ) with few exceptions (see e.g. † E-mail: padraig.alton@durham.ac.uk Luhman et al. 2003 , Marks et al. 2012 . Above 1M the IMF is well-described by a power law (Salpeter 1955 ) and at lower masses this power law turns over (see Kroupa 2001; Chabrier 2003) . Nevertheless, it is unclear whether the IMF in other galaxies has a similar functional form. In unresolved stellar populations constraining the IMF is challenging, but attempts to do so have met with a certain amount of success in recent years. A key result has been the measurement, using multiple different techniques, of IMF variations in massive early-type galaxies (ETGs). In these galaxies the IMF appears to be 'bottom-heavy', meaning that their stellar populations contain a larger fraction of dwarf stars than those in the Milky-Way: this can increase the mass-to-light (M/L) ratio of these galaxies by as much as a factor of two.
Some methods yielding bottom-heavy IMFs in ETGs arrive at the result indirectly, via constraints on the M/L ratio from gravitational lensing (e.g. Auger et al. 2010 , but see also Smith & Lucey 2013) or dynamics (e.g. Cappellari et al. 2012 ), or both (Thomas et al. 2011 ). There are alter-native interpretations of enhanced M/L ratios: variations in the high-mass end of the IMF can also increase the M/L of an old stellar population due to the inclusion of more dim stellar remnants and variations in the dark-matter content of a galaxy can also play a role in some cases.
An alternative, spectroscopic class of methods provide direct support for the bottom-heavy interpretation. Such methods involve fitting models to galaxy spectra. Certain spectral features are strong/weak in the spectra of dwarf/giant stars (or vice-versa) with the same surface temperature, chemical composition, and age. In old stellar populations the strength of these features therefore provides information about the relative contribution to the total light from dwarf and giant stars.
These methods have been used by, amongst others, Conroy & van Dokkum (2012b) (hereafter CvD12b), Smith et al. (2012) , Spiniello et al. (2012) , La Barbera et al. (2013) , Martín-Navarro et al. (2015) , and van Dokkum et al. (2017) to infer bottom-heavy IMFs in the most massive ETGs, although this result has been challenged by e.g. Zieleniewski et al. (2015) , McConnell et al. (2016) , and Vaughan et al. (2016) .
Spectroscopic models suffer from degeneracies between different properties, e.g. a feature sensitive to the IMF will also be sensitive to the abundance of one or more chemical elements. Simultaneous consideration of a wide variety of spectral features with different sensitivities to the underlying properties of the stellar population can break these degeneracies. Measurements of near-infrared features have begun to play a larger role in studies of this type: this wavelength regime contains a plethora of useful features, as outlined in Conroy & van Dokkum (2012a) (hereafter CvD12a). Moreover, advances in instrumentation and the development of empirical stellar spectral libraries at longer wavelengths (e.g. Rayner et al. 2009 ) allow much more accurate measurement and modelling of these features than has previously been possible. Recent examples include McConnell et al. (2016) , La Barbera et al. (2016) , van Dokkum et al. (2017) , Vaughan et al. (2016) , and Zieleniewski et al. (2017) , as well as the first paper in this series, Alton et al. (2017) -hereafter cited as Paper I (details below).
Particular attention has been paid in these studies to spatial variations in the form of the IMF. ETGs are thought to assemble most of their stellar mass rapidly in a (swiftly quenched) starburst phase at z∼2-3, before evolving passively through dry minor mergers. Observations indicate that during this latter phase ETGs greatly increase in size (e.g. Bezanson et al. 2009 , Hopkins et al. 2009 , Hopkins et al. 2010 ), a picture supported by simulations (e.g. Oser et al. 2010 , Oser et al. 2012 , Hilz et al. 2013 . Thus, the stellar populations in the outskirts of ETGs have a different physical origin than those in the core (where, due to signal-to-noise constraints, most existing observations have been made) and may, therefore, also be formed according to a different IMF. To date, however, the observational picture remains ambiguous, with Martín-Navarro et al. (2015) , La Barbera et al. (2016) , and van finding evidence for radial variations in the IMF in a number of ETGs, while in the works of Vaughan et al. (2016) , Zieleniewski et al. (2017) , and in Paper I no clear evidence is found.
The KMOS Infrared Nearby Early-Type Survey (KINETyS) is an investigation of the stellar population properties (principally ages, chemical abundances, and underlying IMF) of nearby ETGs, with a particular focus on radial variations of these properties. In the first KINETyS paper (i.e. Paper I) we presented VLT-KMOS spectra covering the 0.78-1.34µm range for a sample of eight nearby ETGs. Through measurements of a variety of spectral indices, in concert with archival optical data for the targets from the ATLAS 3D survey (McDermid et al. 2015) , we inferred radial stellar population gradients. By stacking spectra, we were able to track the average gradients for the sample out to the effective radius. We found some strong chemical abundance gradients (e.g. [α/H] = -0.20±0.01, [Na/H] = -0.53±0.07) but did not find evidence for radial IMF variations (variations in the fractional contribution of dwarf stars to the light were limited to a few percent at most), and were unable to constrain the abundances of some elements and stellar population age.
In this paper we extend the work presented in Paper I by measuring a set of gravity-sensitive spectroscopic features in the K-band. In principle this can further mitigate the degeneracies inherent in stellar population modelling, whilst also facilitating a comparison of models and data in this interesting yet still less-well-explored wavelength regime. While studies of the IMF rooted in infrared spectroscopy are becoming more common, there remains a great deal of lessexplored territory at longer wavelengths (> 1µm). Spectroscopic models indicate that this regime is no-less promising than the more commonly studied bands (e.g. see CvD12a), containing a multitude of strong absorption features with dependencies on a variety of stellar population properties.
In this work we deploy a more sophisticated approach to stellar population inference. We use an updated set of stellar population models, which are based on the updated IRTF library of Villaume et al. 2017b and are described in full in Conroy et al. 2018 . These models use a more comprehensive set of stellar population parameters than the models of Paper I. Hereafter we refer to these as the CvD16 models, and to those used in Paper I as the CvD12 models.
The paper is organised as follows: in Section 2 we present new K-band data from the KINETyS sample. In Section 3 we describe our procedures for measuring the strengths of various spectroscopic features. In Section 4 we present measurements of empirical spectroscopic gradients for K-band features in the KINETyS sample and compare these with predictions from the models of Paper I. In Section 5 we give details of our updated methods for stellar population inference and in Section 6 we present results thereby derived for the KINETyS sample. We discuss all our results in Section 7 and give our conclusions in Section 8.
DATA

Observations:
Seven of the eight nearby ETGs introduced in Paper I were re-observed with KMOS (Sharples et al. 2013) in the Kband (1.93-2.50 µm) using the same 'sparse mosaic' observing strategy as in that work (see Fig. 1 , Paper I). The data were obtained between 20 th February and 8 th of August 2016 (run ID: 097.B-0882(A), PI: Alton). Sample details are given in Table 1 . In the K-band, KMOS has resolving power R = 4200. For most targets we took 6×480s exposures on each pointing, resulting in a total on-source integration time of 2880s (for NGC 1407 and NGC 4621 it was only possible to take half as many exposures, for a total of 1440s on-source). The signal-to-noise ratio ranges from > 200 per pixel for the innermost region of the galaxies, falling to ∼ 10 at the effective radius (so those data are only useful when combined across the sample).
Data reduction:
The KMOS data were reduced mostly as in Paper I, using a slightly modified version of the ESO standard pipeline. However, we modified the atmospheric absorption correction procedure with the MolecFit (v1.0.2) tool. To achieve optimal performance we separately fit the atmosphere in two wavelength ranges, 19587-21075Å and 21075-23964Å, modelling H 2 O, CH 4 , and CO 2 absorption. The first of these ranges contains strong, broad absorption by CO 2 which makes it difficult to fit a polynomial continuum through this range. Splitting the fit into two (largely independent) segments prevents this issue from affecting the redder part of the spectrum where most of the stellar features of interest are.
We improve our methods from Paper I by characterising the variability of the atmospheric correction in each observing run, i.e. over six exposures (at each wavelength we estimate the 68% scatter between the set of six applied corrections). This likely represents an overestimate of the error (since, in reality, we expect that the atmospheric absorption profile will vary between observations, rather than differences being entirely due to observational uncertainties/scatter). Nevertheless we propagate this additional uncertainty to later reduction steps.
As before, spectra from the same radial extraction region were, for each galaxy, combined to create a single 1D spectrum for each physical region of the galaxy probed. This was accomplished by first dividing out continuum variations, then median-stacking the spectra.
Velocity dispersions and index measurements
In order to correct our measurements to a common velocity dispersion we made use of the redshifts and velocity dispersions derived in Paper I. We note that for spectra with such high intrinsic velocity dispersion, the difference in instrumental broadening between bands has a negligible effect, increasing the total velocity dispersion by <10 kms −1 and hardly affecting the correction of the index strengths. Table 2 describes all spectral features considered in this work. This set of indices includes three optical features, for which we use archival ATLAS 3D measurements presented in McDermid et al. (2015) -these are essential for providing good constraints on [Fe/H] and strengthen constraints on other properties. In addition, we make use of the index measurements presented in Paper I. Finally, for each spectrum we measured the equivalent widths of a set of K-band spectral indices.
For each feature we used the flux uncertainties to create a set of Monte-Carlo realisations of our spectra from which the uncertainties of these index measurements could be inferred. The measured velocity dispersions were used to correct all index measurements to 230 kms −1 ; the uncertainty on these corrections was also propagated. All measured equivalent widths and uncertainties are given in Appendix A, Tables A1 to A7.
Stacked spectra
As in Paper I we chose to make use of stacked spectra in our analysis, creating these by the same method as before (described below). This has a number of advantages, the most important being that stacking spectra with slightly different redshifts in the source rest-frame suppresses any systematics introduced in the observed rest-frame (e.g. due to poor subtraction of sky emission lines or sub-par telluric corrections). Additionally, stacked spectra can be used to constrain the average behaviour of the sample (and, in turn, this can be used to identify unusual objects that deviate from this average).
For the centrally extracted KMOS spectra, the stacking procedure was as follows: we shifted the input spectra into the rest-frame and binned them onto a common wavelength grid. We characterised the relative continuum variation by dividing each spectra by the mean spectrum and fitting a 6 th order polynomial to the ratio of the two. This relative continuum variation was then divided out and the median flux at each wavelength was evaluated. Errors were created by bootstrap resampling of the input spectra (since the scatter between galaxies is larger than the statistical uncertainty on any given spectrum).
We divided the other KMOS spectra by the centrallyextracted spectrum prior to stacking, so that we stacked the radial variations of the spectra. We then multiplied these 'variation stacks' by the stacked spectrum already derived from the central extraction region. This procedure maximises the radial variation signal: any constant offset in the strength of spectral features between different galaxies in the stack is divided out.
The KMOS K-band spectra are shown in Fig. 1 . We measured equivalent widths and statistical uncertainties of available spectroscopic features just as for the spectra of individual galaxies. These measurements are also provided in Appendix A, in Table A8 .
SPECTROSCOPIC RADIAL GRADIENTS
Interpretation of absorption line strengths
As outlined in the Introduction, absorption features in stellar population spectra encode information about the properties of the stars as well as kinematic information (recession velocities, velocity broadening). The strength of those spectral features in the light of individual stars depends on the chemical composition, age, and surface gravity of the star. Because of these dependencies it is in principle possible to constrain the chemical abundance pattern, population age, and relative contribution of dwarf and giant stars to the total light (and thus the IMF).
We present the strengths of four K-band features (definitions are given in Table 2 ) in seven ETGs at five radial locations. These features are as follows: Table 1 . List of sample galaxies with observation details and key properties listed. Effective radii and total (J-band) magnitudes within the effective radius were extracted from 2MASS J-band images and used to calculate the mean surface brightness. Recession velocities were derived using pPXF and σ(R eff /8) values and fast/slow rotator status were taken from the ATLAS 3D survey (except for NGC 1407 for which a value was derived from our pPXF fits). Relative M/L taken from CvD12b. 19740-19765 19770-19795 19800-19840 new KMOS data Ca I (1.98 µm b) 19800-19840 19845-19880 19885-19895 Ca I 1.98 µm
The comparatively weak Ca I doublet is principally sensitive to Ca abundance and the IMF, becoming stronger as Ca abundance increases and as the IMF becomes more bottomheavy. This feature was first highlighted in CvD12a as an IMF-sensitive index with the potential to help constrain the shape of the low-mass IMF, but to our knowledge has not been measured before. In Appendix B we show that (given other constraints on f dwarf ) Ca I 1.98 µm can indeed provide information about the IMF shape. This feature lies next to a band of strong telluric absorption and so in some cases is difficult to measure with precision.
Na I 2.21 µm
This strong feature is, in principle, extremely useful for constraining [Na/Fe], since its sensitivity to the IMF is comparatively limited, in contrast to the Na I lines at 0.82µm and 1.14µm. Previous work (Smith et al. 2015b and see also Paper I) has indicated that in the CvD12 models, the strengths of these lines are in tension with each other, given other constraints. The measurement of other strong Na features may help to resolve this tension: although the optical Na I 0.59µm line would be more readily measurable and even less sensitive to the IMF, the Na I 2.21µm line can nonetheless provide a valuable constraint. Like the 0.82µm and 1.14µm lines, Na I 2.21µm is unaffected by interstellar absorption from dust and gas. This feature has been studied previously at an empirical level in non-spatially resolved spectra by Silva et al. (2008) and Mármol-Queraltó et al. (2009) . Although at the time accurate SSP models were not available in the K-band, Na I 2.21 µm was noted to correlate strongly and positively with galaxy velocity dispersion and also to be very strong in comparison to measurements of Milky Way stars. This latter result was also found by Davidge et al. (2008) , in which radial variations of this feature in the central 1 of compact el- Figure 1 . K-band spectra from KMOS, median-stacked at fixed fraction of the effective radius. Even in the outlying regions of the galaxy the signal of the strong absorption features are recovered via this method. The hatched region shows a region of particularly strong telluric absorption (atmospheric transmission 50%). The features listed in Table 2 are shown by the light blue bands.
liptical galaxies were studied. Meneses-Goytia et al. (2015) compared these strengths with new K-band SSP models, confirming that these generally predicted lower strengths for Na I 2.21 µm than had been measured. A more recent treatment by La Barbera et al. (2017) using a new version of the MILES SSP models studied this and other Na features in the optical and near infrared, finding that the strength of the feature could only be reproduced by a combination of Na superabundance and a bottom-heavy IMF.
Ca I 2.26 µm
This strong line is not particularly sensitive to the IMF, being principally sensitive to the Ca abundance in the CvD16 models, with minor contributions from other elements. Silva et al. (2008) found that it did not correlate strongly with galaxy velocity dispersion, but showed significant scatter, while Cesetti et al. (2009) reported a loose positive correlation. Ca I 2.26 µm has not been well-studied using SSP modelling.
CO 2.30 µm bandhead
The extremely strong CO molecular absorption bands at the red end of the K-band are most prominent in giant starsand so decline in strength if the IMF is bottom-heavy. A competing effect comes from [C/Fe] , an increase in which will, of course, strengthen these features. The CO bandhead has in the past been used to measure stellar kinematics (e.g. Lyubenova et al. 2008 , Vanderbeke et al. 2011 as well finding use in discussions of stellar populations at an empirical level, e.g. Silva et al. (2008) , Cesetti et al. (2009) . Both these studies found significant correlation between CO and measurements of optical features. Davidge et al. (2008) studied radial variation in this feature's strength in the central 1 of compact ellipticals, finding evidence for a complex radial behaviour in some galaxies; the strength rises out to R = 0.3 , then falls for R > 0.3 . Mármol-Queraltó et al. (2009) discussed the CO bandhead in the context of stellar population models, arguing that it could be used to test for extended star-formation histories in ETGs by probing the contribution to the light of intermediate-age stars.
Absorption feature gradients
In Paper I we were able to constrain the stellar population gradients in our sample, finding evidence for strong chemical abundance gradients that seemed to be fairly consistent across our sample. We now present radial gradients in the strengths of the K-band absorption lines we have measured (the first time these gradients have been measured, in some cases) and compare these with the predictions of the best-fit model from Paper I.
In Fig. 2 we show the predictions derived from the models used in Paper I (i.e. the CvD12 models) against the new measurements, given the best-fit parameters we found previously. These predictions indicate that the strength of the Ca features should be approximately constant with radius, which the data bear out. However, the 'canonical' model of Paper I severely overpredicts the strengths of the Ca I features. The canonical model used the minimum set of stellar population parameters required to explain the optical, IZ-, and YJ-band data adequately. That model also underpredicts the CO bandhead a line, but does not account for variations in the abundance of carbon, which the CO bandhead's strength crucially depends on. In Paper I we explored a model with a [C/H] parameter included, finding this necessary to account for the low strength of the Hβ line. While the value of this parameter was not very well constrained, this model is much less discrepant with the CO bandhead's strength, suggesting good prospects for constraining the carbon abundance in the updated model framework. We also explored a model that incorporated two additional nuisance parameters, ∆T eff and [O, Ne, S/α]; this model produced much better estimates for the Ca I lines. Finally, the Na I 2.21 µm line exhibits a steeper gradient than is predicted in any of the models used in Paper I (despite the steep [Na/H] gradient we inferred).
The model sensitivities of these features and good S/N of some our measurements indicate that these data will add significant additional constraining power to our stellar pop- Figure 2 . Measurements from the stacked KMOS K-band spectra with errors (large black symbols). Also shown are the predictions of the best-fit models from Paper I, which were not constrained using these data (i.e. these are true predictions). ulation analysis. In Table 3 we give the best-fit empirical spectroscopic gradients derived for these features (via the same procedure as in Paper I), with associated statistical uncertainties. The strengths of the Na I 2.21 µm feature and the CO a line appear to flatten/turn over in the innermost region, where two spectra were extracted from the central IFU for each galaxy. It is important to understand whether this issue results from real variation of the stellar populations or some unaccounted-for observational effect. An instrumental issue seems unlikely, as the two data points are extracted from the same IFU. Furthermore, the effect is not seen in the Ca I 2.26 µm feature. The effects of observational seeing can in principle reduce the difference between the two measurements by spreading light from one region into another; we expect this effect to be limited since the seeing for these observations was typically <1.4 (the central extraction region has this diameter). Nor is the seeing for these observations notably worse (on average) than for the IZ and YJ observations we made.
STELLAR POPULATION ANALYSIS
Updated model implementation
For this work, as in Paper I, model parameter estimation is accomplished using the emcee routine (Foreman-Mackey et al. 2013 ). This is a python implementation of an affineinvariant Markov-Chain Monte Carlo (MCMC) ensemble sampler (see Goodman & Weare 2010) used to characterise the posterior probability distribution for a chosen model, given data and statistical uncertainties.
For this purpose we here make use of an updated version of the CvD12 models used in Paper I. The CvD16 models are constructed from an expanded library of stellar spectral templates incorporating stars with a variety of metallicities (Villaume et al. 2017a) , spanning the range [Z/H] = -1.5 to [Z/H] = +0.2. In Fig. 3 we show a few of these models corresponding to the K-band spectra of different stellar populations with different chemical abundance patterns and IMFs.
The CvD16 models allow more freedom in the IMF parametrization. In Paper I, IMF variations were parametrized with a single parameter, f dwarf , while the underlying shape of the IMF was assumed to be a single powerlaw below 1 M . f dwarf was defined as the fractional (J-band) luminosity contributed by stars of mass less than 0.5 M .
In Paper I we showed that for the spectral features used in our earlier analysis, index strength variations are approximately linear with respect to the f dwarf parameter, with little dependence on the IMF shape. However, the models indicate that the effect of IMF shape is not negligible for the K-band indices we have measured here. This is because the strengths of different features trace the contribution to the light from stars in different mass ranges. Full details are given in Appendix B.
Because of this dependence on the IMF shape, in this work we use models with additional freedom in the IMF parametrization. Therefore, in this work the IMF is modelled as a broken power law, comprising two sections (0.08 M -0.5 M and 0.5 M -1.0 M ) with independent power-law slopes X1 and X2. In this formalism, the Kroupa IMF (i.e. the Milky Way IMF) can be specified by X1 = 1.3, X2 = 2.3.
The CvD16 models also make use of a different approach to modelling the chemical abundance pattern of the stellar populations to the CvD12 models. The overall metallicity of the population is now represented using the relative logarithmic abundance [Z/H] (where [Z/H] = 0 corresponds to the solar abundance pattern), while individual variations in element abundances are computed with respect to the overall metallicity (i.e. they are parameterised as [X/Z]). In addition, the response of the index strengths to variations in the abundance of particular elements varies with [Z/H] in the updated models, meaning the responses are now coupled.
The full set of parameters used in this work for population inference is given in Table 4 , along with the cut-off limits of the prior distribution.
For the purpose of presenting our results, some of the model parameters are remapped to alternative quantities for clarity and ease of comparison with other works. Stellar population age, rather than log(t age ) is given. The segmented IMF slopes are converted to f dwarf and also to the relative V-band M/L ratio. The latter describes the ratio of M/L for two populations, one formed via the chosen IMF and the other according to a Kroupa IMF (but, to aid comparison, without adjusting for metallicity or age; we assume [Z/H] = 0 and t age =13.5 Gyr). To describe the abundances, we compute Model parameter Minimum value Maximum value log(t age /Gyr) log(7.0) log(14.0) X1 1.0 3.5 X2 1.0 3.5
Comparison with previous model implementation
To allow a meaningful comparison, we first use these models to fit the optical, IZ-, and YJ-band stacked data presented in Paper I in order to (a) reproduce the results already given and (b) highlight any differences due to the model changes prior to including the information from our new K-band measurements, i.e. isolate the effect of updating the model framework. To achieve this, we set up the models with the constraint X1 = X2 (i.e. we limited ourselves to the case of a single power-law description of the IMF). We assumed an old age (t = 13.5 Gyr) and included measurements of the optical features Fe 5015 and Mgb in the fit. We fit for metallicity, the IMF slope, and abundance variations in Fe, Mg, Na, Ca, and K. The results of a set of MCMC runs with 100 walkers and 900 steps (after 100 burn-in steps) are given in Table 5 .
These results are broadly consistent with those presented in Paper I, Table 9 . For clarity we reorganise those results so that they are reported in terms of the same parameters as in Table 5 and can thus be directly compared (see Table 6 Thomas et al. (2003) would indicate a gradient of -0.20±0.03, consistent with the new result. Meanwhile [Ca/Fe] is constant with radius and it's clear that Ca is much less over-abundant than Mg; the new model does however prefer a modest enhancement in the core, which was not the case previously. For [Na/Fe] we infer a stronger enhancement than in Paper I, although the two results are not strongly in tension and we find a consistent gradient. Finally, the IMF we infer is more Milky Way-like, rather than modestly bottom-heavy as found previously. In summary, using the updated models we find qualitatively similar results to those which were presented in Paper I.
These results are more readily compared with the lit- Upper panels: close-up view of each measured feature, with the models normalised with respect to the feature pseudo-continua. erature than in the form presented in Paper I. It is instructive to make a comparison with the results of McDermid et al. (2015) , which were calculated via the models of Schiavon (2007) using the same optical data we used for our analysis (and assuming no IMF variations). In the central 0.125 R eff of the galaxies from our sample (excluding NGC 1407, which they did not observe) the median age they find is 13.7±2.1 Gyr, the median [Z/H] = 0.06±0.05, and the median [α/Fe] is 0.28±0.05. The latter is a little lower than our value, which may be due to the different models used, the extra indices we fit, the use of additional parameters we include, or a combination of all of these.
In the next section we present the results of our full analysis, making use of the K-band data as well as the optical/IZ/YJ measurements, additional stellar population parameters, and the data from individual galaxies.
RESULTS
We now use the CvD16 models in conjunction with all available data, including the KMOS measurements of the K-band indices, to infer stellar population parameters for our sample. As well as the data used in Section 4, we make use of the K-band data and include Hβ in the fit: in Paper I we showed that Hβ's sensitivity to various poorly constrained parameters such a [C/H] and stellar age reduced its constraining power substantially. However, with the additional sensitivity to these parameters provided by the CO bandhead our ability to constrain these parameters improves somewhat, unlocking Hβ's potential as a constraint on the age of the stellar population.
While we do not expect to be able to constrain the abundance of α elements other than Mg and Ca, we nevertheless marginalise over the parameters [Ti/Fe] and [O, Ne, S/Fe] .
To obtain these results we made use of all available feature measurements, with two exceptions. First, we found that in the updated model framework the predicted MgI 0.88 µm line is much stronger, given the same stellar population parameter values. This puts the new model prediction in tension with the data (we show the change to the models in Fig. 4) . Secondly, we were concerned that the CO 2.30 µm b line might be subject to much greater contamination (from a combination of increasing thermal background, stronger telluric absorption, and sky emission lines) than the CO 2.30 µm a line, although in the models the strengths of the two are strongly coupled. We therefore used only the a line in the fit. For this strong feature the formal statistical uncertainty of the equivalent width is small, so we lose very little constraining power by doing this.
In Table 7 we give the best-fit stellar population parameters inferred from the stacked spectra and provide best-fit parameter gradients with associated statistical uncertainty. All MCMC runs used 100 walkers and 900 steps after a 100 step burn-in.
Comparison with results from Paper I
Including the K-band measurements and additional model parameters modifies our results to some extent. In Fig. 5 we show the parameters inferred from the stacks using only a Figure 4 . We show a fiducial case for the old (CvD12) and new (CvD16) SSP model grids, with a Kroupa IMF, solar abundance pattern, and a stellar population age of 13.5 Gyr. In the updated model grids (which we remind the reader are constructed from an expanded empirical spectral library) the Mg I 0.88 µm feature (the region around which we show here alongside feature and pseudo-continuum definitions) is much stronger.
limited set of indices (Mgb, Fe 5015, IZ-and YJ-band measurements) and parameters (blue) and those inferred when data from the K-band and Hβ are included along with a comprehensive set of model parameters (red). Generally, as expected, our results are not radically altered with respect to those obtained previously, although the best-fit [Z/H] is an exception. The inferred IMF is consistent with Milky Waylike throughout. The inferred age is consistent being constant with radius (approx. 10 Gyr) or else gradually declining with radius. While we initially assumed an extremely old stellar population this slight difference does not in practice affect the inferred values of the other model parameters.
In Fig. 6 we compare the two sets of model predictions to the actual measured line indices. This demonstrates several key points. For the most part, the simpler model reproduces the optical, IZ band, and YJ band indices adequately. However, as in Paper I it is challenging to simultaneously fit Na I 0.82 µm and Na I 1.14 µm. By contrast, the updated model now underpredicts the strength of Hβ, whereas previously the model tended to overpredict Hβ. As noted in Paper I, increased abundance of carbon can weaken Hβ. The inclusion of a metallicity parameter in the model means we now implicitly assume [C/H] rises in the core along with the α-elements and Fe, explaining this change. Likewise, while the CvD16 model grids do not include variations in [Al/Fe], the Al I 1.31 µm feature's strength is no longer in strong tension with the model, suggesting that the assumption that aluminium tracks overall metallicity is reasonable. This is a significant advantage of the new model formalism.
However, the simpler model does a poor job of predicting the K-band indices (we remind the reader that the simpler model was not fit to these indices). This shows that the K-band indices are adding useful information, which we take advantage of by using the more sophisticated model with additional parameters (a two-part power law IMF, stellar population age, [C/Fe], [Ti/Fe] , and [O, Ne, S/Fe]). This model does a much better, though still imperfect job of fitting the K-band data, without compromising the fit to the bluer spectral features. Table 7 . Headline results: estimated parameter values for the stacked spectra, acquired using the CvD16 models and the full set of index measurements. For the IMF we fit a two-part power law with slopes X1 and X2, and we fit for stellar population age and total metallicity, as well as the abundances of various elements of interest. R1 and R2 correspond to the two extraction regions in the central IFU (< 0.7 , > 0.7 ) while R3, R4, and R5 correspond to the rings of IFUs arranged at ∼ 1/3 R eff , ∼ 2/3 R eff , and ∼ R eff . . Two sets of model predictions (equivalent widths inÅ) generated from the parameters shown in Fig. 5 . The simpler model (blue) was not fit to Hβ, Mg I 0.88µm, Al I 1.31µm, or any of the K-band indices. The more complex model uses more parameters and is fit to Hβ and the K-band features (except CO b). As with the simpler model, it is not fit to Mg I 0.88µm or Al I 1.31µm. MNRAS 000, 1-24 (2018) Figure 7 . The centrally extracted stacked spectrum in the region of each index definition with shaded uncertainties, alongside models generated from the parameters shown in Fig. 5 (same colour scheme). The feature band for each index is shaded blue, while the pseudo-continuum regions are hatched. Although the model parameters are inferred from the measured equivalent widths, in most cases the models match the data within the uncertainties fairly well, especially for the strongest features. Note that spectra are normalised with respect to the pseudocontinuum (e.g. Na I 0.82µm looks quite different to its appearance in the 'raw' spectra because of this).
R1
In Fig. 7 we show how the CvD16 spectral models corresponding to these parameters appear when directly compared to the data. Specifically, we show the spectral region around each index for the centrally extracted stack, normalised by the pseudo-continuum bands on either side of each feature. We thus view the stacked spectrum as it appears when the index measurements are made. We remind the reader that the shaded regions of uncertainty correspond to the scatter amongst the spectra used to construct the stack, rather than the formal statistical error. We constructed the overplotted spectral models by linear interpolation of the CvD16 models, broadening this model to the velocity dispersion found using pPXF. We can thereby closely examine those features where the measured index strength is less well-fit by the model and perhaps determine the cause.
Results for individual galaxies
In this section we report the results for individual galaxies, comparing these with the average radial trends obtained from the stacked data. We fit these galaxies with the same set of model parameters and features as the stack where possible, although for some galaxies a full set of features is not available (note that we do not provide fits for NGC 4486 since, as noted in Paper I, the optical data suffer from contamination by AGN emission). Results are provided for the three innermost extraction regions (the subdivided central IFU field and the innermost ring of IFUs at ∼ 1 3 R eff ) where the S/N is sufficient. For each extraction region we present a table of results spanning the full sample (see Tables 8,  9 , and 10). Note that we did not obtain additional K-band data for NGC 0524 but have nonetheless fit the data via the updated model formalism. Likewise, we have created fits for NGC 1407 and NGC 3379 for which YJ-band data were not available. These results are presented in graphical form for key parameters in Fig. 8 .
Analysis of results
[O, Ne, S/Fe]
In the full fit, we marginalise over the nuisance parameter [O, Ne, S/Z] which captures the (small) model variations due to variations in poorly-constrained α-elements. As with other abundance parameters, we convert this to the more informative form [O, Ne, S/Fe]. As is clear from Fig. 5 , the inferred values of [O, Ne, S/Fe] are extremely high, albeit poorly constrained. While the expected enhancement should be similar to that of [Mg/Fe] , the most probable values appear to be systematically offset by approximately 1σ. This appears to be driven by the Na I 0.82 µm feature, which can be weakened somewhat by large values of this parameter, reducing the tension with the redder Na I feature strengths. In Table 11 we present the results of fitting the stacks without this parameter (assuming [O, Ne, S/Fe] = 0 instead). This allows us to show that the principal knock-on effect of including the [O, Ne, S/Fe] parameter is to increase the inferred [Na/Fe] value, since larger values can be reconciled with the Na I 0.82 µm feature's strength. The effect on the IMF is negligible.
Mg I 0.88 µm
As mentioned above, in the updated model framework it is challenging to fit our measurements of the Mg I 0.88 µm feature, and so we did not include this feature in the fits so as to avoid biasing them. In Fig. 9 we show an indexindex plot for the stack measurements; we also show the model grids under variation of metallicity and [Mg/Fe] for a bottom-light and a bottom-heavy IMF. The data appear offset from the model grid.
An examination of the Mg I 0.88 µm line in Fig. 7 suggests that the issue could be related to the pseudocontinuum definition in conjunction with differences between the model and the data in terms of long range spectral variations. On the red side of the feature the pseudocontinuum band could be affected by the Ti I 0.89 µm break.
[Na/Fe] As in Paper I, the recovered sodium abundance is often very high. Once again, there is tension in the best-fit model between the various Na I features. Examination of Fig. 6 suggests that the model tends to overestimate the strength of Na I 0.82 µm and underestimate the strength of Na I 2.21 µm.
As was discussed in Smith et al. (2015b) the Na I 1.14 µm line has been found to be unusually strong in massive ETGs, which is difficult to reconcile with the SSP models without violating other constraints. Our finding of a discrepancy between the Na I 0.82 µm and Na I 2.21 µm lines indicates that the Na I 2.21 µm line is similarly (or perhaps even more) discrepant. This contrasts with the findings of La Barbera et al. (2017) , in which two massive ETGs were studied. The authors found that a different set of stellar population models that include coupled spectral responses to changes in the IMF and Na abundance are able to simultaneously match the strength of the Na I lines.
The discrepancy is shown particularly clearly in Fig. 10 , which shows three index-index plots for the stacked spectra. Na I 0.82 µm is comparatively insensitive to [Z/H] and is best-fit with a fairly low [Na/Fe] in all cases. By contrast, the other two lines require either extremely high [Z/H] or [Na/Fe] (in the case of Na I 1.14 µm, the required [Z/H] would be prohibitively high). We may also examine the relevant panels in Fig. 7 , which shows the features from the centrally-extracted stacked spectrum alongside the models. Na I 0.82 µm can be reproduced by the more complex model, but as just discussed is weaker than can be accounted for with the simpler model. Na I 1.14 µm is reproduced by both models, but Na 2.21 µm appears discrepant in shape on the blue side of the feature.
The IMF: bottom-heavy or Milky Way-like?
The CvD16 models allow the IMF additional flexibility, with the functional form modelled as a two-part broken power law with slope X1 below 0.5 M and X2 between 0.5-1.0 M . In practice, this means that the relative contributions of the least massive stars and the ∼ 0.5 M stars can be varied separately -in reality of course varying the upper slope X2 will increase/decrease the contribution of both, so the two parameters have some degeneracy. Figure 8 . Stellar population fitting results for individual galaxies (red circles) as well as the stack (black squares). The fit incorporates the K-band data where available and shows the behaviour of key (well-constrained) parameters. We exclude NGC 1407 and NGC 4486 as without good-quality optical data the fits are not well-constrained. For the stacked spectra, the IMF we recover is consistent with the Milky Way IMF in all cases (in contrast to Paper I, where a modestly bottom-heavy IMF was preferred). The individual galaxies show scatter of ∼ 2% in f dwarf around a mean of 5.6% (where a Kroupa IMF corresponds to f dwarf = 5%) and in almost all cases are consistent with this mean value within the estimated statistical uncertainties. The individual galaxies appear offset from the stack in one case: this may be indicative of unaccounted-for systematics (the [Ca/Fe] abundance shows an offset at a similar level in the same bin).
Compared to the results presented in Paper I, however, the distribution of IMFs is considerably tighter than before and with the addition of new data and updated models we infer lower contributions to the light from dwarf stars (e.g. for the centrally extracted stack, 90% of draws from the posterior probability distribution correspond to f dwarf < 8.4%, corresponding to the Salpeter IMF, whereas in Paper I we found f dwarf = 9.4±2.1%).
The relationship between the IMF slope/slopes and the index strengths is highly non-linear. We now discuss the consequences of this for the inferred parameters. In Fig.  11 we give as an example the joint and marginal posterior probability distributions over X1 and X2 inferred for the innermost spectrum of NGC 5813. The marginalised distributions of these two parameters are broad and somewhat skewed. While some covariance between the two parameters remains, this is mitigated by the use of multi-band data. To aid comparison, we plot three lines of constant f dwarf . While the form of the IMF varies between points on one of these lines, the chosen values of f dwarf correspond to Milky Waylike, Salpeter, and X = 3 power law IMFs respectively: most of the joint probability is enclosed between the first two of these.
In Fig. 12 we transform this distribution into the posterior probability for f dwarf and relative M/L. These parameters are quite strongly correlated, as is clear from the figure. Note that the posterior probability distributions are less skewed than for X1, X2 (as might be anticipated from the roughly linear dependence of f dwarf on the index strengths, which have symmetric statistical uncertainties). Crucially, these distributions are more strongly peaked because of the non-linear response of the index strengths to the IMF slope. Expressed another way, the plateau in the X1 posterior distribution is due to the fact that the indices change little for variations in that range (and neither does f dwarf ). It is therefore not immediately clear from the individual most probable values of X1 and X2 whether or not we find a bottom-heavy IMF, whereas examination of the joint distribution, or the f dwarf distribution does indicate a modestly bottom-heavy IMF (though nevertheless consistent with Milky Way-like within the uncertainties). For this reason we ensure that all results presented in this work include f dwarf and relative M/L values as well as the constraints on the power-law slopes (while cautioning the reader that the most probable values quoted may not appear to agree in an intuitive way).
Shape of the IMF
Spectroscopic techniques for constraining the IMF are fairly insensitive to the functional form of the IMF, principally measuring the fractional contribution to the total light from dwarf stars. Nonetheless, given measurements of a wide set of absorption indices with sensitivities to different stellar mass ranges (as in this work), some information about the IMF shape can in principle be recovered. In practice, some covariance between the IMF broken power law slopes X1 and X2 remains, meaning the signal is weak. In Fig. 13 we show the posterior probability distribution of the quantity X2-X1, a quantity which we use here as a proxy for IMF shape. The larger this quantity, the more sharply the IMF turns over at low stellar masses. Lines of constant X2-X1 lie approximately orthogonal to lines of constant f dwarf in the (X1,X2) plane (e.g. Fig. 11 ). For a Milky Way IMF X2-X1 = 1, while for a single power law such as the Salpeter IMF it is zero. While some studies have focussed on single power laws, others, for example La Barbera et al. (2016) , explore bottom-heavy IMFs with X1 = 1.3 (as in the Milky Way) and X2 > 2.3, i.e. X2-X1 > 1. For the stacked spectra, this proxy for IMF shape is not well-constrained, but appears to prefer (at a marginal level) IMFs that break less sharply at low mass. However, this is because with poor constraints on the IMF shape the marginalised distribution reflects the imposed prior. MCMC walkers exploring low f dwarf regions are constrained more tightly in X2-X1 around zero, so if f dwarf is not well-constrained in the middle of the prior box then when we marginalise over the full posterior distribution more walkers will be found in the vicinity of X2-X1 = 0 than if we had drawn uniformly from [f dwarf , X2-X1] instead. Note that in the work presented in Paper I we explicitly made use of a uniform prior in f dwarf , while X2-X1 was implicitly fixed to zero.
Effect of the prior on inference of the IMF
Evaluation of the posterior probability distribution for the IMF requires that a prior probability distribution be specified. In the work we have presented so far, we have assumed an equal prior probability for any value of X1 and X2 within set limits. This is not the only possible choice; an alternative would be to assume equal prior probability for any value of f dwarf within certain limits and likewise for our proxy for IMF shape, X2-X1. Such a prior is very far from uniform in X1, X2.
In Fig. 14 we demonstrate the difference between these two scenarios. The plot shows the density of points randomly and uniformly drawn from X1 and X2 within the bounds of the prior in f dwarf , X2-X1 space as well as estimates of the marginalised distributions of these points, which we can identify with the corresponding prior on f dwarf and X2-X1. It is clear that this prior picks out preferred values for these quantities. Likewise, a uniform prior on these quantities would pick out preferred values of X1, X2. Note that in the work presented in Paper I we explicitly made use of a uniform prior in f dwarf .
It is crucial to quantify the effect that our choice of prior may have on our results, so to this end we re-ran MCMC using a uniform prior on both f dwarf and X2-X1. It is important to note that this requires us to explore a more restricted pa- Figure 12 . This plot corresponds to Fig. 11 , with the inferred posterior distribution of X1 and X2 for NGC 5813 recast into values of f dwarf and V-band mass-to-light ratio (normalised so that M/L = 1 for a Milky Way-like population). The thick black line corresponds to the region enclosed by the priors on X1 and X2.
rameter space (4% < f dwarf <15%, -1.5 < X2-X1 < 1.5) in order to remain within the CvD16 model grids. The results for most parameters are unchanged, but the prior unsurprisingly has an effect on the most probable values of the IMF parameters. In Fig. 15 we show the marginalised posterior distributions for X2-X1 computed for each of the stacked spectra.
This makes clear that in some cases the evidence provided by our data (as averaged in the stacked spectra) generally favours IMFs that steepen at low stellar masses, but not decisively so. For Kroupa, X2-X1 = 1, which in the innermost stacked spectrum is somewhat in tension with the Figure 13 . This plot indicates our constraints on the shape of the IMF via the difference in the power law slopes X1 and X2. The kernel density estimates show the posterior probability distributions of this quantity for the five stacked spectra. For the Milky Way IMF, X2-X1 = 1, whereas for a single power law (e.g. the Salpeter IMF) it is zero. The signal is weak since the IMF-dependent changes to spectral features principally track f dwarf . Because of this the posterior distributions reflect the imposed prior on X1 and X2, a point we explore in more detail in Appendix C.
data (about 5% of draws from the posterior distribution have X2-X1 > 1). On the other hand, whereas in Fig. 13 the stack from the next extraction region out appeared to decisively exclude the Kroupa shape, Fig. 15 shows that the data are completely unable to constrain the shape under our alternative prior. It is clear that any attempt to extract information about the IMF shape from spectroscopic data must pay close attention to the chosen prior probability distribution.
In Table 12 we show how our results are modified using the alternative prior. This approach yields somewhat more bottom-heavy IMFs, which are nonetheless consistent with Kroupa (for which f dwarf 5%). In the central extraction region the inferred f dwarf and X2-X1 would also be consistent with a Salpeter single power-law, similar to the result obtained in Paper I (in which a prior that was uniform in f dwarf was used).
Finally, in Fig. 16 we show an equivalent plot to Fig.  11 but with the inference carried out under a prior that is uniform in f dwarf and X2-X1. The results for this spectrum are comparable: a modestly bottom-heavy IMF is preferred, albeit one that steepens rather than flattens at lower stellar mass (note that the shapes are nonetheless consistent, given the uncertainties).
DISCUSSION
We have measured the radially-varying strengths of several K-band absorption lines for seven of the eight ETGs in the KINETyS sample, finding a significant gradient in the strength of the Na I 2.21 µm line and rather flat radial profiles for the Ca I features at 1.98 µm and 2.26 µm and also the CO bandhead at 2.30µm.
Using the CvD16 SSP models and our own code for stellar population parameter fitting, we extended the work presented in Paper I. Our results are broadly consistent with those previously presented, but the more extensive parameter coverage of the new models -combined with the additional data -allow us to place better constraints on the IMF and chemical abundance properties of our sample than was previously possible.
As before, we do not find strong evidence for IMF variations in our sample of galaxies, either on average (via the stacked data) nor in individual galaxies. Indeed, the new parameter fits generally favour Milky Way-like IMFs and provide little evidence for an IMF gradient. Moreover, we now model the IMF as a two-part power law, mitigating any issues that might have arisen from our previous single parameter treatment, though at the expense of some additional ambiguity in the interpretation of the results. Our results contrast with e.g. van Dokkum et al. (2017) , in which the IMF in was found to typically be very bottom-heavy (f dwarf >20%) in the core regions of ETGs and consistent with Milky Way-like at half the effective radius. On the other hand, they are not dissimilar from those in La Barbera et al. (2017) , in which two ETGs are studied and found (using an IMF model assumed to flatten below 0.5M ) to have more modestly bottom-heavy IMFs in their core re- Figure 14 . Density distribution in f dwarf vs. X2-X1 space for points drawn uniformly from 0.5 < X1, X2 < 3.5. This demonstrates that a prior probability distribution on X1 and X2 which is uniform between some limits (in this case, 0.5 < X1, X2 < 3.5) corresponds to a peaked distribution in both f dwarf and X2-X1. Table 12 . Estimated parameter values for the stacked spectra, acquired using the updated models and the full set of index measurements. For the IMF we fit a two-part power law with slopes X1 and X2, but used a prior distribution that was uniform in f dwarf and X2-X1 (instead of in X1 and X2). We also fit for stellar population age and total metallicity, as well as the abundances of various elements of interest (we note that the IMF prior has negligible impact on these). gions (f dwarf 8.4%). Given the sensitivity of our results to the prior on the IMF this level of IMF variation is not necessarily inconsistent with our findings. As stellar population synthesis models have become more sophisticated, especially with respect to their treatment of the IMF functional form, it has become apparent that IMF variations may be quite subtle in many cases. For example, Newman et al. (2016) showed that a stacked spectrum derived from observations of high-mass ETGs (σ 280 kms −1 ) can, when modelled with a flexible IMF model consisting of a two-part power law and a variable low-mass cut-off, be reproduced with only a modest enhancement in stellar M/L (or f dwarf ). The same observations require a power law with a steeper-than-Salpeter slope if a single-slope IMF with fixed low-mass cut-off is assumed. Moreover, Newman et al. show that a model with such a flexible IMF can significantly reduce the tension between results from spectroscopy and from lensing measurements for the three lensed ETGs with Milky Way-like M/L presented in Smith et al. (2015a) . If these fairly modest enhancements to the dwarf Figure 15 . This plot indicates our constraints on the shape of the IMF via the difference in the power law slopes X1 and X2. The kernel density estimates show the posterior probability distributions of this quantity for the five stacked spectra. For the Milky Way IMF, X2-X1 = 1, whereas for a single power law (e.g. the Salpeter IMF) it is zero. The signal is weak since the IMF-dependent changes to spectral features principally track f dwarf . Because of this the posterior distributions reflect the imposed prior on X1 and X2; by contrast to Fig. 13 a uniform prior on X2-X1 has been used here.
star content of ETGs are typical, the contribution of dwarf stars to the integrated light may be increased by only one or two percent in the majority of galaxies, which would be consistent with our findings here.
Concerning the recovered abundance gradients, in our new formalism we fit explicitly for total metallicity and then consider the variations of particular elements on top of this trend. On average, we find strong [Na/Fe] radial gradients in our sample, i.e. [Na/H] ramps up in the core faster than the overall metallicity trend would predict (by contrast, while Mg and perhaps Ca are enhanced, they are superabundant by a constant factor with respect to Fe throughout). This lends credence to our suggestion, first made in Paper I, that the metallicity-dependent yield of Na is playing a role in these galaxies. The extreme [Na/H] values we infer (typically 0.5-0.6 in the central extraction regions of the KINETyS sample, consistent with the result from the stacked spectrum for this region) potentially pose a challenge; SSP models must rely on theoretical predictions rather than empirical spectra since metal-rich stars so superabundant in Na are not observed in the Milky Way.
Our results indicate some tension between the measurements of different Na lines, which might be accounted for by a modelling issue of this kind. In Fig. 10 we showed how for the stacked spectra the Na I 0.82 µm line strength at face value appears to prefer lower values of [Na/Fe]. Index vs. index grids should be treated with caution due to the cumulative minor effects of various unaccounted-for parameters.
For example, in this case the inclusion of a [Ti/Fe] parameter (as in the more complex model presented above) can reduce the tension significantly, though not entirely. This is because Na I 0.82 µm lies within a broad Ti absorption band. The effect of this enhanced Ti is to weaken the measured equivalent-width somewhat. This and other parameters can therefore help to reconcile the measurements by allowing weaker Na I 0.82 µm at higher [Na/Fe]. Nevertheless, some systematic tension remains between the three infrared Na I features, which may be partially due to the modelling of these features in highly Na-enhanced populations (but see La Barbera et al. 2017 ).
Proper constraints on [Na/Fe] are crucial, as Na abundance has important effects on the strength of other indices, in particular the Wing-Ford band. In Fig. 17 we show how this effect can explain the radial behaviour of the Wing-Ford band in the stacked KMOS spectra. The same figure also shows that it would be challenging to reconcile this measurement with a systematically bottom-heavy IMF in the cores of our sample galaxies, in contrast to the results of e.g. Martín-Navarro et al. (2015) and van Dokkum et al. (2017) . Note, however, that an even more flexible IMF prescription that included a flexible low-mass cutoff in the IMF could help mitigate this tension, since the Wing-Ford band is principally sensitive to the lowest mass dwarf stars. La Barbera et al. (2016) . These studies find a range of values for the Wing-Ford (FeH) band, from 0.4-0.6Å, whereas our measurements from KMOS data lie primarily between 0.2-0.3Å. However, it is notable that e.g. Zieleniewski quantifies possible systematics affecting FeH and concludes that true values of the strength as low as 0.2-0.3Å (at 200 kms −1 velocity dispersion) are not implausible; FeH is a weak feature and so is hard to measure accurately. Therefore this tension may simply reflect the varying systematics affecting different studies. In the case of our results, we do not find that removing FeH from consideration leads to more bottom-heavy IMFs being recovered (although of course the statistical uncertainty is on the value of f dwarf is somewhat increased -by 6% on average in the stacked spectra -without it).
CONCLUSIONS
We have built upon the work presented in Paper I in several important ways. First, we have deployed a significantly more advanced implementation of our stellar population parameter inference code. The updated code capitilises on recent advances by using the state-of-the-art CvD16 stellar population models. These are based on a much-improved stellar spectral library and feature a more comprehensive set of stellar population parameters than the CvD12 models that we used previously, including the ability to model IMFs with different shapes and to vary the overall metallicity. Secondly, we have obtained K-band spectroscopy of almost all of the KINETyS sample, allowing us to make measurements of previously underutilised spectral features as stellar population diagnostics. This adds significant discriminatory power to Fig. 6 ), consistent with the strongly increasing Na abundance, which barely affects Fe 5015 but has a significant effect on the Wing-Ford band. Note that a more bottom-heavy IMF would tend to make FeH stronger while leaving Fe 5015 largely unchanged -the shift for a Salpeter single power law is indicated by the offset light grey grid -so would require e.g. even more extreme Na abundance to match the KMOS measurements.
our method, allowing us to further break degeneracies between model parameters. Our conclusions are as follows:
(i) We used stacked spectra extracted from different radii within the KINETyS sample to investigate the radial behaviour of four K-band spectral features. We found a strong decline in the strength of the Na I 2.21µm line with radius (−0.53 ± 0.08 per decade in R/R eff ), and fairly constant strength for two Ca I features. The CO 2.30 µm a line likewise appears roughly constant in strength (−0.11 ± 0.13).
(ii) We use our updated stellar population spectral index fitting code in conjunction with these measurements to place additional constraints on the stellar populations of our sample. From the stacked spectra we recover an average metallicity gradient ∆[Z/H] of −0.11 ± 0.03 per decade in R/R eff and measure the abundances of several α-capture elements, finding flat trends in the relative abundances [Mg/Fe] (iii) We find a very strong radial gradient in [Na/Fe] of −0.35±0.09, a tighter constraint than that presented in Paper I, aided by our measurements of the Na I 2.21µm line. However, there is mild tension between the absolute strengths of the three Na I features we measure, which may be a consequence of the theoretical modelling of Na line strengths in stellar populations where Na is superabundant. The extreme abundance of Na implied by our measurements in the cores of massive ETGs may be explained by the metallicitydependent nucleosynthetic yield of Na.
(iv) For the IMF, we infer a Milky Way-like, non-radially varying IMF both for the stacked spectra and most of the individual galaxies in the sample.
Our results appear to indicate that the principal driver of radial spectroscopic variations is the abundance gradients created by the ETG formation process. On average, we infer that IMF variations in massive ETGs are subtle in most cases and we do not find compelling evidence for strong radial variations in the IMF in the inner regions. This stands in contrast to some recent results. In future it will be important to compare constraints from different methods (e.g. spectroscopy and dynamics) in individual galaxies in order to address this tension.
APPENDIX A: MEASUREMENTS OF ABSORPTION FEATURE INDICES
The full set of measurements for individual galaxies and the stacked spectra are presented in this appendix. These measurements are corrected to 230 kms −1 . The velocity dispersions of the K-band stacked spectra were measured using pPXF (Cappellari & Emsellem 2004 ) using the spectral region around the CO bandhead (21200-23400Å). These velocity dispersion measurements are also given in the data tables.
The measured equivalent widths for the KMOS data are presented galaxy-by-galaxy in Tables A1 to A7. The data from the stacked spectra are given in Table A8 .
APPENDIX B: INFERENCE OF THE IMF SHAPE
It is possible to characterise the IMF in a variety of ways. In Paper I, we chose to use the quantity f dwarf , the fractional contribution of dwarf stars to the total light, to parametrize the IMF. This choice was motivated by the linearity of the response of the model equivalent widths to changes in f dwarf , a property not shared by other possible parametrizations such as the fractional contribution of dwarf stars to the total stellar mass, or indeed the IMF power law slope. Moreover, we found that for the spectral features analysed in Paper I the strength of IMF-sensitive features was approximately independent of the particular shape of the IMF.
We make a clearer demonstration of this point in Fig.  B1 . For each of the spectral indices considered in Paper I we show f dwarf plotted against index strength for a grid of IMFs parametrized according to a two-part broken power law, comprising two sections (0.08 M -0.5 M and 0.5 M -1.0 M ) with independent power-law slopes X1 and X2. For this grid X1, X2 run from 0.5 to 3.5 (where X1 = X2 = 2.3 corresponds to the Salpeter IMF). Fig. B1 shows that in general the grids fold up tightly around the linear relation we assumed in Paper I (e.g. Na I 0.82 µm, Na I 1.14 µm, Ca II Triplet). Tthe parameters X1 and X2 have some degeneracy and feature strengths principally track f dwarf . Nevertheless, shape-dependent deviations clearly do matter in some cases (e.g. FeH 0.99 µm and Hβ strength can both vary by 10% at fixed f dwarf ). It is also noteworthy that for bottom-light IMFs (lower fraction of dwarf stars than the Milky Way case, which can be approximated as X1 = 1.3, X2 = 2.3) the linear relation tends not to be a good model. However, in different wavelength regimes, different stars dominate the total luminosity. One way to extract more information about the detailed shape of the IMF may be to consider spectral indices over a long wavelength range. In Fig. B2 a similar set of relationships to those depicted in Fig. B1 are shown for four K-band (∼ 2 µm) spectral features; all of these have significant sensitivity to the IMF and all apart from Na I 2.21 µm have a fairly strong dependence on the IMF shape.
This suggests that with a sufficiently wide range of spectral feature measurements, we may be able to recover some information about the shape of the IMF, or else at the least should marginalise over reasonable variations in shape to ensure that we obtain robust results. We therefore model the measured features with a broken power law as just described, calculating f dwarf post hoc. When necessary to discuss our inference of the IMF shape, we use the quantity X2-X1, which (as described in Section 6.3) varies approximately independently of f dwarf in the CvD16 models. Figure B1 . A set of spectral indices, computed for a flexible two-part power-law IMF (described in the text) with slope X1 below 0.5 M and X2 above. Units are index equivalent width inÅ. The black grid shows the predictions of the model assuming various combinations of values for X1 and X2 between 0.5 and 3.5. The blue points mark the diagonals of the grid (X1 = X2, the single power-law case) and the blue line is a linear fit to these points for f dwarf >5%. In each panel the most convex IMF is marked with a green star. Figure B2 . Four K-band spectral indices, computed for a flexible two-part power-law IMF (described in the text). Units are index equivalent widths inÅ. In this case some indices have non-negligible dependence on the detailed IMF shape: the one-to-one relationship between f dwarf and feature strength given by the blue line only holds strongly for Na I 2.21 µm. In each panel the most convex IMF is marked with a green star. 
