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CHAP1ER 1 
INIRODUanON 
1.1. Structural Optimisation and Reliability 
The ultimate goal in structural design may be described in terms of a set of 
predefined functions which the structure needs to perform satisfactorily and if possible 
j with minimum cost including the initial construction cost as well as the expected loss 
f 
during its lifetime. During the past. two decades, various mathematical optimization 
techniques have been developed and widely recognized to be powerful tools for this 
f purpose. 
I 
In the practical application of the optimization methods to a structural design, the 
major considerations may be stated as follows: 
I 1. Selection of the proper objective function to be minimized. 
2. Decision on the constraints, that the structure has to satisfy 
I 3. Choice of the proper nonlinear/linear programming techniques, by which the 
J optimal solution may be obtained. 
If all the parameters involved in the design process, such as loadings, material 
prop!rties, cost, etc., are known exactly and the structural behavior can be predicted 
a.ccu rate I)" me tho do 10 gies are available to ach ieve designs as state d above. However, 
most man-made and environmental loads are highly uncertain, e.g., they are random 
in occurrence time, intensity, and duration, and within each occurrence the load may 
also fluctuate randomly. Also, these loads mayor may not occur simultaneously. 
In view of the inherent random nature of the loading and materials as well as the 
imperfect structural analysis, the structural optimization need to be based on a 
consideration of the structural reliability, i.e., an optimum is achieved in terms of 
j 
2 
risk- benefit trade-off. It is a rational approach to the pro blem of designing structures 
under un ce rtain tie s. 
In the reliability-based structural optimization, the selection of limit states and 
corresponding target reliabilities are the most important considerations. The limit 
states may be classified according to whether it is at the member-level or system-level 
and whether it is the ultimate limit state or serviceability limit state. Depending on 
the limit state to be checked, the target reliability should be chosen accordingly. 
Generally speaking, lower risk ( higher reliability) may be needed for the ultimate 
limit state, whereas a moderate risk level may be acceptable for the serviceability limit 
state. In most recent developments of the new code formats ( e.g., Ellingwood, et al., 
1980 ), the member-level, ultimate limit state has been used. 
An important question, therefore, is what level of reliability should be attained 
which is acceptable to the users of the structure? A practical approach to this 
problem is to use the reliability implied in the current practice as a guidance to select 
the target re liability. 
However, only the member-level reliability has been indirectly considered In 
most codes ( i.e., through the use of safety checking equations). Some codes put 
constraints on the system-level, serviceability limit state, such as deflection and drift 
limits. The safety of the structural system against the ultimate limit state, such as 
plastic collapse, however, is equally important and the neglect of the system level 
rtdiability may cause serious undesirable consequences. 
To achieve the optimal design with given reliability constraints, the nonlinear 
programming technique may be used, that is, the optimum solution may be searched 
by using one of the currently available algorithms. However, incorporating a proper 
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3 
algorithm into the reliability-based design under multiple loads such that the optimum 
point can be determined without extensive numerical effort requires additional 
research. 
1.2. Object a.nd Scope 
The objective of this study IS to develop a methodology for reliability-based 
structural optimization under time varying random loadings with emphasis on realistic 
modeling of the loadings and the effect of uncertainties of loadings on the design. It 
includes studies on optimization problem formulation, load modeling, efficient 
re liability calculation as well as mathematical nonlinear programm ing. As the Inost 
difficult problems in such optimization are the accurate evaluation of the reliability 
under combined loads and the large amount of computation required .in the reliability 
analysis, the primary attention is given to these problems. 
As the optimal design may change according to the different optimization criteria 
III the formulation, the sep.sitivity of the design to formulations is examined. The 
effect of member level v.s. system level reliability constraints on the design are 
investigated and the relationship between the reliabilities at these two levels in an 
optimal design is also investigated to seek general guidelines for selecting proper target 
'.~ ..... 
re liabilities. 
Based on a tri-modal upper bound, a point estimate for the system reliability is 
deve loped for more accuracy without extensive computational effort. This tri-modal 
point estimate also ensures the continuity of the system reliability function, which is a 
necessary condition in many optimization algorithms. The advanced first-order, 
second-moment method is examined in the context of its application to the 
optimization problems and some suggestions are made to gIve more consistent and 
accurate results. 
A general methodology for large system designs is developed, by which the 
computational work can be reduced drastically. It is well known that in most 
reliability-based structural optimization problems, the tedious and expenSIve 
computational work may cause significant difficulties. 
A powerful unidirectional minimization method IS developed and applied 
successfully to large scale problems. This is demonstrated by numerical examples and 
comparison with other techniques. 
The load com bination rules in the current codes are examined through the use of 
the proposed load models and the load combination method. Based on the results, 
some improvements over the current load combination rules are suggested~ 
Structures in this study are limited to plane frame structures of either prismatic 
rectangular members or W shape structural steel members and are assumed to be 
subjected to static loads and equivalent static loads ( for dynamic amplification.). The 
reliability constraints are on the plastic yielding capacities being exceeded of the 
members or plastic collapse of the systems. 
1.3. Organiza.tion 
Chapter ~ contains a brief reVIew of the preVIOUS works and the general 
formulations of the reliability-based structural optimization problem. The relevant 
nonlinear programming techniques are discussed. 
Chapter 3 summarizes the methods for the reliability analysis at both the 
member-level and system-ieveL The load modeis are explained in detail. 
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1 
In Chapter 4, the load combination rules in the current codes are examined using 
the methods developed. Possible improvements are suggested and the potential of the 
J use of the LRFD ( Load and Resistance Factor Design) formats in the reliability-base d optimization is examined. 
1 Chapter 5 gives numerical examples and discusses the results which verify the 
methodology developed in this study. Parametric studies are also given. 
Chapter 6 discusses the computational aspects of the mathematical nonlinear 
1 programmmg. 
Chapter 7 gives the summary and the conclusions of the study. 
t 
a 
1.4. Notation 
I influence area. 
I B space between frames 
c, cost due to system failure 
I D dead load 
E earthquake load 
E[-] expecte d value 
f x( x) pro bability density function 
objective function in optimization 
constrain t function in optimization 
limit state function 
H height 
parameter of Type-II distribution 
L length 
. .., 
. "i 
1 
LT 
M 
Pe- gIven 
Ps- glVe1l 
R 
s 
w 
x 
a 
a/ , u/ 
f3 
f3m 
/35 
I 
~ e.o.v. v, 
f 
K, A 
J.L 
6 
sustained live load 
transient live load 
bending moment 
plastic moment capacity 
allowable probability of mem ber failure 
allowable probability of system failure 
system failure probability function 
resistance 
load acting on structure 
equivalent static seismic load 
we igh t or cost function 
wind load 
design variable 
mean outcrossing rate 
parameters of Type-I distribution 
re liability index 
mem ber re liability index 
system re liability index 
load factor in LRFD format 
coefficient of variation 
deviation 
occurrence rate 
mean intensity 
r 
r 
t 
l . 
f 
I 
.-; 
\ 
l 
I 
I 
I 
I 
I 
r 
! 
l 
[ 
l 
7 
Jl d mean duration of load . 
p correlation coefficient 
(7 standard deviation 
¢> augmented function in penalty function method; 
resistance factor in LRFD format 
8 
CHAP'IER 2 
:ME'IH OnOLOGY FOR RELIABILITY-BASED S'IRUCTURAL OPTI:MIZA'IlON 
2.1. Review or Previous Works 
In most previous works on the reliability-based structural optimization, it was 
assumed that loadings are time invariant, I.e., represented by random variables acting 
either individually or simultaneously on the structure. Therefore, in some works such 
as Parimi and Cohn ( 1978), the structural reliability is checked under fixed sets of 
loading conditions. A different value of intensity is assumed in each set, i.e., a lower 
intensity of a load is used when other loads are also present than when the load acts 
alone. The design is governed by the loading set yie lding the most undesirable 
response. Through this scheme, the combined action of randomly arriving 
independent loads has been taken into account. This is' essentially the idea of the so 
called Turkstra's rule for the load combina.tion, which has been used in a recent 
reliability-based code format ( Ellingwood, et al., 1980). 
\\Then considering structures subjected to dynamic loads, most works. are limited 
to either equivalent static load for dynamic effect or time history analysis. Continuous 
stochastic processes have also been used to model the randomly fluctuating dynamic 
load input for each occurrence. The combined action with other loads, however, is 
rare Iy co ns ide re d. 
Optimization under static loadings is well summarized in ~1oses ( 1969 ), 
Vanmarcke ( 1973 ), and Frangopol ( 1985). Rae ( 1979 b) surveyed the literatures 
related to the reliability-based structural optimization under dynamic load effects. I 
Generally speaking, a different formulation is used depending on whether the r 
! 
t 
loads acting on a structure are static or dynamic. A good summary of the l 
1 
1 
J 
I 
, 
I 
j 
j 
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9 
form ulations widely used for static loads is presented by Parimi and Cohn ( 1978 ). 
They may be classified into three groups, namely 
1) Minimizing the initial cost ( or structure weight) subjected to a given structural 
reliability. 
2) Minimizing the probability of failure ( or maximizing the reliability) subjected to 
a given initial cost. 
3) Minimizing the total expected cost, which includes the initial cost and the 
expected loss in case of failure. Sometimes the optimal solution is searched by 
maximizing the total net benefit expected during the operation of the struct.ure, 
in which the initial construction cost, the expected loss due to failure and the 
benefit derived from the operation are considered. 
Most studies have given the primary attention to the system-level reliability such 
as plastic collapse failure of system, sometimes at the expense of compromising the 
m em ber-leve 1 re liability. However, se Ie ction of the system-Ieve 1 target re liability is 
generally difficult. It is widely recognized that the selection of an acceptable safety 
level is a complicated decision making process requiring engineering, economic and 
social considerations. 
In the group 3 formulation, some of the expected loss ( such as human life, 
environmental effects, etc.) ma.y not be easily converted into monetary value. 
Therefore, such an optimization IS also difficult to implement. An interesting work 
has been presented by Surahman and Rojiani ( 1983), in which the nonstructural 
portion of the initial cost has been computed by a method of real estate evaluation and 
the expected loss by a met.hod based on statistics used in the insurance business. 
10 
The constraints employed in the dynamic problems may be listed as follows: 
1) maximum stress or bending moment, 
2) maximum displacement ( e.g., sidesway of the top floor due to earthquake load ), 
3) fatigue damage, 
4) maximum acceleration of the top floor, 
5) lower and upper bounds on the natural frequency, etc. 
The first two constraints are widely used when the equivalent static load is used for 
dynamic effect, e.g., Kato, et al. ( 1972 ) and Davidson, et al. ( 1977 b). The last 
three are often additional constraints when the dynamic loads are modeled by 
contin uous stoch astic processes ( mostly Gaussian white noise excitation), e.g., 
Balasubramonian ( 1981 ) and Rao ( 1981 ). I 
2.2. Reliability-Based Structural Optimization under Stochastic Loads 
The loading systems treated in the most previous works were assume d to be 
I 
random variables. In reality, however, most loadings acting on the structures are I 
random in intensity as well as in occurrence time and duration. To include the load I 
variability in time, the load needs to be described in terms of stochastic processes. 
The evaluation of the failure probability of a structure subjected to a number of r 
stochastic load processes has been one of the most difficult problems in the reliability 
analysis commonly known as the load combination problem. Simple load combination r 
rules, such as Turkstra's rule, Load Reduction Factor method, Square Root of Sum of 
Squares ( SRSS ), etc., have been used for this purpose. Most of them, however, are 
not adequate in reflecting the time varying nature of loads ( Wen, 1980a). Among I 
the recently developed methods for combination of loads and load effects, the Load L 
Coincidence Method ( Wen, 1977, 1980 a, 1980 b; Pearce and \-Ven, 1983 ) proves to 
1. 
j 
1 
1 
1 
I ) 
I 
1 
1 
! 
1-
I 
f 
, 
I 
1 
1 
'.I 
1 
j 
11 
gIve consistently accurate results for a wide range of load combinations and is 
relatively simple to use. Thus, the Load Coincidence Method will be employed to 
evaluate the reliability in this study. More details will be given later ( Chapter 3 ). 
It has been well known that the establishment of an acceptable target pro bability 
of failure at either the system or member level is generally difficult. The selection of a 
proper level of safety may be based on a risk-benefit trade-off by considering cost of 
construction, benefit from the operation of the structure, cost of consequence of 
failure and discount factor for future loss in terms of present value, etc. 
Alternatively, the reliability level implied in the current codes, which has been 
continually modified as experience and knowledge accumulate on the loadings, 
construction materials as well as structural design, may serve as an useful guidance for 
selecting tbe urget reliability. Current codes are mainly concerned with safety 
checkinf, of elt'ments, such as beam, column, connection, etc. Design according to 
current code p;ocedure, therefore, mayor may not yield a satisfactory system safety. 
Con ..... e r.: ely, ttl e d t"~ ign satisfying only the syste m-Ieve I reliability may not satisfy the 
elemer:t-l{"\{' ~ ~':' i;'ibdlt)" requirements in the current codes. Therefore, an optimization 
with c~r::< t~~"::", :. of botb the system and member failures may produce a more 
Ttl e f' \ is .:l.', r~ C' f tb e system re liability is ge ne rally qu ite diffi cu It and costly as 
the ~t~i/~' .. "!' h'~ ;ne~ large and complex, especially when it is subjected to multiple 
time vary Ir:: r j :.....:~. and for redundant structures which may have many possible 
modes of f ... :,<;;-(' Structural failure may be described in terms of a particular limit 
state of int.eres:, e.g., total collapse ( formation of a plastic hinge mechanism) or 
individual member damage. In most structures, however, the potential failure modes 
12 
may be correlated and the exact probability of system failure is difficult to obtain. 
Approximate methods may be used to determine the lower and upper bounds for the 
probability of failure. The upper bound is generally used to constrain the system 
re liability in the optimization process. However, the bounds become wide as the 
number of potential failure modes increases, also when correlations between modes 
are high. Therefore, a method which gIves accurate point estimate IS needed ill an 
optimization study. 
PNET me thod ( Ma and Ang, 1981 ) has been deve loped to give a poin t estimate 
for the system reliability. The accuracy of the approximation mainly depends on the 
selection of the demarcating correlation coefficient, which devides failure modes into 
being either perfectly correlated or statistically independent. As a result, the reliability 
function may be a discontinuous function of the system paramet.ers (design 
variables), which may hamper the mathematical optimization process. In this study, 
the tri-modal point estimate ( Section 3.4 ) is used, which assumes the continuity and 
yet gives a good approximation without extensive computational effort. 
As previously mentioned, the optimal design may be quite sensitive to the 
formulation. The following four most widely used formulations are examined ill this 
study: 
Find ~ which minimizes 
1) 
(2.1.1) 
subject to 
gl(~) =Prob [h,(.f) ~ 0 ] - P;-glVen ~ 0 (2.1.2) 
for i = 1 to m 
•... 
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2) 
(2.2.1) 
subject to 
(2.2.2) 
for i = 1 to m 
3) 
(2.3.1) 
subject to 
(2.3.2) 
4) 
( 2.4) 
I with no constrain ts 
, in which 
= 0 bjective functio-n 
= design vector 
w(.~) = weight or cost of structure 
C[ = loss due to system failure 
Ps(.~.) = system failu~ probability function 
= i-th elementrlevel reliability constraint 
= i-th element-level limit state function 
= preassigned allowable probability of failure at element level 
j 
Ps- glVe1I = preassigned allowable probability of failure at system level 
m = n urn ber of constrain ts 
j 
14 
The first formulation, Eq. 2.1, represents the basic design concept proposed in 
the current study, i.e., the optimum design should· satisfy assigned member-level 
re liabilities as we II as the system-Ieve I reliability. A ccording to form uiation 1, the 
optimum design will be selected such that it must be inside of a feasible region of 
member-level constraints and optimum in terms of system-level reliability. This may 
be called a "Bi-level formulation". This is a mixed formulation of the groups 1 and 3 
discussed in Section 2.1. 
The last three formulations may be called "Uni-level formulations", Slllce they 
consider either system-level or member-level reliability alone. Formulation 2 ( Eq. 
2.2 ) will be used in this study to examine the relation between reliabilities at the 
member and system levels. Formulations 3 and 4 are currently widely used. 
C, in formulations 1 and 4 may consist of two parts, i.e., the cost of 
reconstruction Of fepair of structure, CR , and the nonstructural damage or loss, CD' If 
necessary. the b-:-0 .. f'lt from the operation of structures, CBl may be also considered in 
the second p3....""t. ! .. 
fIll t. 1.\ - lR Ps(Z') + CD Ps(~) + CB [1- Ps(~)] 
.. 1\ + [CR ... CD - CB ] Ps(~) + CB 
Since CB i~ cC'::·~.l.::· :'::-~ be deleted from formulation, I.e., 
where 
(2.5 ) 
As mentioned already, CD IS difficult to compute. In formulation 1, however, the 
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safety of a structure is constrained mainly by gl~.) and Ps(.~) is a secondary constrain t 
used to achieve a better design, i.e., the estimate of C/ may not be critical to the safety 
of stru cture. 
In this study, the system failure probability and the loss due to the failure are 
assumed to be time invariant. It is recognized that the loss, G/, may be more 
realistically represented by a time varying function, i.e., considering the discount factor 
for future loss or benefit. However, with emphasis on the realistic modeling of 
loading, the time dependent nature of the cost will not be considered in this study for 
sim plicity. 
To illustrate the formulation, consider a design of a one-bay one-stray frame as 
shown Figure 2.1-a. The structure is subjected to three time-varying loa.ds represented 
by pulse processes ( Fig. 3.1). Their statistics are given in Table 5.1. All the 
members are assumed to have prismatic rectangular sections. Therefore, the weight 
functIOn ( volume) is 
w(.~) =2H xf +L xi (2.5 ) 
The probability of system failure through the plastic hinge mechanisms is to be 
COD!tramed. The resistance capacities are assumed to be perfectly correlated along a 
member and perhaps partially correlated between members. Ten possible collapse 
mod~s shown in Figure 2.1-b are considered to compute the system reliability, Ps(.~). 
The details of its computation are to be described in .Chapter 3. 
The member-level reliability constraints, gl~), are imposed on 3 critical sections 
as indicated in Figure 2.1-a. The ultimate limit state is defined for the member as 
follows. For the beam element, section 1, the plastic bending moment capacity is 
ch e cke d, I.e., th e lim it state constraint is, therefore, 
x 
L 
H 
B 
1-< 
assumed critical 
span length 
frame height 
s 1 
L 
section 
space between frames 
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X· 1. 
M· 1. 
S· 1. 
I a :beam-end b: column-top 
c:column-bottom 
Xl M3 H 
J 
1 
section dimension 
plastic momen t capacity 
applied load 
(a) Configuration of Frame 
(1) (2) 
~ ~ 
1 (4) 1 1 (6) 1 
1 (7) 1 1 (8) 1 1 (9) 1 
1 1 (10 ) (b) Plastic Hinge Mechanisms 
Figure 2.1 Example Frame and Loadings 
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( 2.7) 
where Mp = plastic bending moment capacity, and Ml = induced bending moment at 
end of beam. For the column, at sections 2 and 3, the following equation is used to 
consider the effect of axial force: 
( 2.8) 
j where Py = yielding axial force ca.pacity, and P = induced axial force. Eq. 2.8 gives a 
conservative result. The limit state constraints for sections 2 and 3 are, therefore, 
gl(.~) = Prob [ M' ~ M: ] - P;-gi1Jf:fI ~ 0 ( 2.9) 
for i = 2 and 3 
Since three intermittent loads are acting on the frame, the term of Prob[-] IS solved 
• l 
using the Load Coincidence Method ( Section 3.2 ), e.g., 
Pr.o b [ M ~ Alp] = 1 - ex p [- AT] (2.10) 
where T = lifetime and 
(2.11) 
is the mean failure rate in which K'S 3.re rates of occurrence of individual loads or 
coincidence of different loads and p's are conditional probabilities of failule given 
occurrence, for example, 
P 13 = Pro b [ M 13 ~ M p ] (2.12) 
where M 13 = bending moment induced by combined action of loads 51 and S3 and k13 
is its mean occurrence rate. Greater details are given in Chapter 3. 
j 
j 
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2.3. Nonlinear Programming Techniques 
2.3.1. Constrained Optimization Techniques 
As stated earlier, the reliability-based structural optimization problem under 
time-varying stochastic loads can be formulate d as a nonlinear problem with nonlinear 
constraints, which may be solved by the mathematical nonlinear programming. 
There are many techniques available for the solutions of constrained nonlinear 
problems. They can be classified into two broad categories, namely, the direct 
methods and the indirect methods depending on whether or not the original 
constrained problem is transformed into an unconstrained problem. Most of the 
current methods are summarized in Table 2.1. 
An investigation has be en conducted by Carpenter and Smith ( 1977 ) on the 
- ----
I 
computational efficiency of various algorithms using test problems of the weight I 
optimization of plane trusses and plane stress plates. The results are of limited use, 
since the computational efficiency of an algorithm depends highly on the shapes and I 
size of the problem to be solved and only deterministic constraint problems are 
considered in that study. I 
Frangopol ( 1985) has indicated that the interior penalty function methods 
indirect method) are attractive and efficient for problems with up to around eight 
design variables. However, for larger scale problems, the feasible direction methods 
direct method) is more efficient. 
In many reliability-basea optimization works ( such as Davidson, et al., 1977; 
Rao , 1981), the interior penalty function methods are employed because: 1) all I 
intermediate design vectDrs lie inside of the feasible region, and 2) the algorithms for 
the unconstrained minimization are well developed and generally reliable. 
L 
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Table 2.1 Constrained Nonlinear Programming Techniques 
Constrained Nonlinear 
Programming Techniques 
Direct Methods I 
1) Heuristic Search Methods 
- Complex method 
2) Linear Approximation Methods 
- Cutting plane method 
- Method of approximate 
programming by Griffith 
and Stewart 
3) Methods of Feasible Directions 
- Zoutendijk's method 
- Rosen's gradient proj~~tion 
method 
- Generalized reduced gradient 
method 
- Robust feasible directions 
method 
4) Random Search Method 
- Monte Carlo method by 
Luus and Jaakola 
Indirect Methods I 
1) Variable Transformation Method 
2) Penalty Function Methods 
- Interior penalty function 
method 
- Exterior penalty function 
method 
- Augmented Lagrange multiplier 
method 
20 
Thus, the SUMT ( Sequential Unconstrained Minimization Technique USIng an 
interior penalty function; Ra.o, 1979a) will be used in this study. The penalty 
function method transforms a constrained nonlinear problem into an unconstrained 
one by adding a penalty function to the original objective function, i.e., the original 
problem ( Eq. 2.1 and Eq. 2.2 ) is converted into the following form; 
<Pi; =<p(~,ri;) 
= f(~) + rt '~l G, rJ(~) 1 (2.13) 
where rt is a penalty parameter which is a positive constant and decreases with each 
iteration, I.e., ri;+l < ri;, and GJ is a function of the constrain t, g;(~). The summation 
term on the right-hand side is the penalty function. 
In the interior penalty function method with ineguality constraints, GJ IS usually 
tak e n as an in ve rs e 0 f g) ~ ), 1. e . , 
(2.14) 
III this formulation 
for feasible region 
on active constrain t 
for infeasible region 
Therefore, GJ goes tD positive infinity as the design point reaches the constraint. It 
should be noted that, if needed, normalization factors and scaling factors may be used. 
Substituting Eq. 2.14 into Eq. 2.13, 
(2.15) 
The augmented objective function <PI; is then minimized by an unconstrained 
minimization algorithm, coupled with the one-dimensional search technique. 
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The convergence to the optimum point with sequentially decreasing rt is 
demonstrated with a two variables problem ( Fig. 2.2). X' denotes the mInImUm 
point of each sequence. The sequential nature of the method allows a gradual 
approach to the criticality of the constraints. 
In SUMT, more iterations give a better design, however, the efficiency decreases 
near the optimum point. As the convergence rate can be predicted from the penalty 
parameter, rtl the iteration, therefore, can be terminated using rt. 
2.3.2. Unconstrained Minimization Algorithms 
The currently available algorithms for the unconstrained minimization are listed 
in Table 2.2. These a.re also grouped according to the order of derivatives required. 
In structural optimization, derivatives of higher order lead to the higher 
computation cost, whereas when lower order derivatives are used, the num ber of 
search directions or iterations required to reach the optimal solution Increases. 
Therefore selection of the algorithm to use requires careful judgement. 
The computational efficiency of some of the algorithms in Table 2.2 coupled with 
the SUMT method are examined by Carpenter and Smith ( 1975). Their conclusions 
can be summarized as follows: 
1) the methods requiring derivatives are superior to Powell's method. 
2) Newton's method performs best on problems of small number of variables but as 
the number of design variables increases, its computational advantage over the 
.f 
variable metric method diminishes. 
3) Newton's method is greatly affected by errors in derivatives, especially the second 
order ones. Therefore, unless derivatives are 0 btained directly without using a 
finite difference technique, Newton's method should not be used. 
22 
(b) 
(c) 
Figure 2.2 Convergence in Penalty Function Method 
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Table 2.2 Deriyatives Required in Alternative ~1ethods 
( af te r C arpe n te r an d S m i th , 1975) 
Derivatives Required 
None 
First 
First and Second 
Powell's 
Stewart 
Methods 
Steepest Descent Method 
Conj ugate Gradient Method 
Var i a b 1 e Met ric ~1 e tho d 
Newton's 
In the usual probabilistic constraint problems, SInce it IS almost imI?Ossible to 
obtain the dtrivatives directly, Powell's method( Davidson, et al., 1977b ) and variable 
metric method( Rao, 1981 ) are 'used frequently. 
In the pres~nt study, the variable metric method will be used, since the Powell's 
method, althougb being simple to use, performs poorly, especially when the function 
is not well bt' h ~ \' e d 
2.3.3. Unidiroed.ianal Minimization Techniques 
The lln((\o~~ra.lOed multi-dimensional minimization techniques mentioned in the 
precedlr.~ H(!;( t decIde a search direction, along which the minimum point is 
searched tbf'{''J~b a. proper one-dimensional search method. Since a considerable 
portion of tbf c-,mp'Jutional work is usually done in one-dimensional searches, an 
efficient ~cbolqut 15 needed to find the minimum point. 
~Y1ost one~dlmensional search methods can be grouped into two categories, 
namely, the elimination methods and the interpolation methods. The Golden Section 
24 
method and Fibonacci method are widely used ones of the first category. The second 
category includes the quadratic interpolation method, the cubic interpolation method, 
etc. 
As mentioned in the preceding section, the augmented function, rP b approaches 
infinity near the active constraints ( In Fig. 2.3, the left axis is the active constraint. ) 
and the shape is somewhat distorted to one side. Therefore, the interpolation 
methods ( using either quadratic or cubic functions) are found to be inefficient. The 
Golden Section method, the most popular elimination method, is not efficient either 
when used in conjunction with the penalty function method ( Moe, 1973 ). 
Lund has recommended the use of polynomial interpolations for the objective 
and the constraint functions, which are usualiy rather smooth and may be weB 
approximated by polynomials ( Moe, 1973). The augmented function, rPb is then 
expressed in terms of the polynomials approximating the objective and constraint 
functions. The details are available in Appendix A. 
This indirect curve fitting method is very efficient for small SIze problems, i.e., 
involving a small number of design variables and constraints. For large scale 
problems, however, this method may be costly and may introduce a quite large error 
in ¢b since each constraint requires a polynomial interpolation and the error may be 
cumulative. Therefore, under these circumstances a direct curve fitting method may 
be more desirable. 
In this study, an uni-dir~ctional sea.rch technique is used based on the inverse B-
spline curve fitting method, which performs fitting very well regardless of the shape of 
the function. The general technique is described in Appendix B. 
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x2 + 0.01 ( -2 2 I-x - x-2 
1 .:2 1 .3 1 .4 
X 
1 .5 
(a) 4 Points Interpolation ( 1st Curve Fitting ) 
3.2 I ¢ 3. 
\ 
2.8 \ 
2.6 \ 
\ 
2.4 
2.2 
2. 
1 .8 
1 .6 
1 .4 
.... 
- - -
1.2 X 
1. 1 .04 1 .08 1 • 12 1 • 16 1 .2 
(b) 4 Points Interpolation ( 2nd Curve Fitting ) 
Figure 2.3 Inverse B-Spline Curve Fitting --- Ex. 1 
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The efficiency of this method is demonstrated for two cases in Fig. 2.3 and Fig. 
2.4 ( note : the dashed lines denote the inverse B-spline curve fitting. ) The curve 
fittings by a quadratic interpolation are also shown together ( ticked lines). The exact 
functions are plotted as solid lines. Fig. 2.3-a shows the 1st curve fitting using 4 
points and Fig. 2.3-b shows the 2nd curve fitting at the vicinity of the minimum based 
on the result in Fig. 2.3-a. Note that the figures a and b are in diff erent scales. The 
relative tolerance, E, a measure of the accuracy of the search techniques, is defined as 
DX 
€=---X"u-Xi (2.15) 
,where .6..X = absolute tolerance = I XG - X, L XG = approximated answer, X, = 
exact answer, ~ = upper bound for minimum, and Xi = lower bound for minimum. 
In Fig. 2.3, two consecutive spline curve fittings, a) and b), yield an answer with 
a convergence rate. f, of 0.011. The functions in tPJ: are evaluated 8 times, whereas 
the Golden Section method requires 12 evalua.tions of tPJ: to achieve E = 0.013 
(Vancierpla..:lts, 1984) The function shown in Fig. 2.4 is more distorted than the 
function in FIb :2 3 However, the convergence rate of 0.007 is accomplished with 2 
curve fittltl~s f; ~v~luations), which is the accuracy achievable with 13 or 14 
evaluations r \ t~;,. (;~'d~n Section method. 
It is fcllr.d f~';r~ thf> application to practical problems that the first curve fitting 
results in a~ :~-:- .. ; ';:1;;f" ~:-ura.cy inmost cases except when the design vector is very 
near the coo~tr::i:;,t. It may be concluded that this technique is a powerful search 
method, esp{'ej.i.:. \Ir b~D do high accuracy is required on the optimum design for large 
scale problems Tbe efficiency of this method is also compared with the indirect curve 
fitting method proposed by Lund ( Chapter 5 ). 
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(b) 4 Points Interpolation ( 2nd Curve Fitting ) 
Figure 2:4 Inverse B-Spline Curve Fitting --- Ex. 2 
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Finding the bounds for the mInImUm, inside of which the mInImUm is assumed 
to locate, is another obstacle in the penalty function method, since the trial points out 
of the feasible region are rejected. Therefore some of the trial points are not used 
efficiently. A technique is proposed in Appendix C, in which the infeasible trial point 
is used tD efficiently select the next trial point. 
The usefulness of all methods developed In this section IS demonstrated In the 
practical optimization problems ( Chapter 5 ). 
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CHAPIER 3 
LOAD MODELING AND RELIABILI'IY ANALYSIS 
3.1. Load Modeling 
:t-v1ost loads acting on the structure occur with random intensities and durations. 
They mayor may not coincide and may be correlated in intensity, occurrence time, 
and duration, e.g., wind and wave, wind and snow, etc. To include the randomness 
inherent in the structural loads, the loads need to be modeled as stochastic processes. 
The Poisson Pulse process, shown in Fig. 3.1, is an efficient model for a. variety of 
static loads or equivalent static load effects for dynamic loads ( Wen, 1977 ). 
The Poisson rectangular pulse process has been widely used for the static loads; it 
will be used in the present study. Explaining this process briefly, the occurrence times 
are represented by the points of the Poisson process with a mean arrival rate A. For 
the always-on loads, A =1t"d 1 , i.e., Altd =1, in which ltd is the mean duration of the 
load. The process becomes more sparse with decreasing Altd. The load intensity 
(pulse height) III each occurrence is an independent and identically distributed 
random variable. 
To mode I the loads on a structure, data on the intensities, occurrences, and 
durations are required. Recently, load surveys have been conducted in the areas of 
the live loads on the buildings, wind loads, snow loads, and earthquake loads. 
Statistics of these loads used in this study are summarized in Section 3.3. 
3.2. Load Coincidence Method 
J For the reliability analysis under time varying loads, the failure probability can be 
evaluated as that of time dependent processes outcrossing the safe domain in a 
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prescribed duration, i.e., lifetime of structure. An approximate solution based on a 
Poisson outcrossing assumption is 
(3.1 ) 
,where p/(O) is the instantaneous probability of failure, a is the mean crossing rate, 
and t is the duration. VYhen Pf(O) «at and at IS small as in usual reliability 
pro blems, Eq. 3.1 can be simplified as 
~ at 
( 3.2) 
As mentioned earlier, a will be computed by the Load Coincidence method III this 
study. 
Since the general developments of the Load Coincidence method are well 
described in the references, Wen, 1977, 1980a, 1980b; Wen and Pearce, 1981; Pearce 
and Wen, 1983, only brief formulation will be given in the followings. The mean 
crossing rate out of the safe domain is ( Pearce and Wen, 1983 ) 
,where 
11 11- 1 11 11- 2 11- 1 11 
a = l: 1'C1PI + l: I; 1'C1)PI) + 2: I: 2: )..1)tPI)t 
1=1 1=1)=1+1 1=1)=I+lt=J+1 
11 1 
I'C , = )..1- ~ )..1) +"2 
)=1 
;;'=1 
11 
I'C I) = ).. I) - 2: ).. IJl 
.c=l 
.c~1 
l;'=f 
n 11 
~l: )..I)t 
;=H=l 
;;'=1 t;'=1 
t::/-; 
( 3.3) 
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PI = conditional failure probability given an occurrence of load in process 51( t). 
PI) = conditional probalility given a coincidence of loads in processes SI(t) and S)(t). 
AI) = mean rate of coincidence of loads in processes SI( t) and 5)( t). 
AI = mean occurrence rate of loads in process 51( t). 
/'C 1 = mean occurrence rate of individual loads without coincidence events. 
J.Ld, = mean duration of loads in process SI(t). 
\Vb.en an always-on load, such as a sustained live load, is included, the Eq. 3.3 may be 
modifie d as 
where 
n 
a: = /'CaPa + E /'ClaPla 
1=1 
/'C, + AIAa J.L d, 
J1.d = 
') J.L I + J.L J 
n- 1 11 11- 2 11-1 11 
+ L: L: /'C1)aPI)G + L: L: L: /'C1)i:aPI)i:a ( 3.4) 
!=1;=1+1 !=l)=I+l~=)+l 
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Pa = conditional probability of failure gIven the structure is su bjected to the always-
on load only. 
conditional probabilityof failure given an occurrence of load in process i. 
The second terms on the right-hand side of equations for KIa, KI)a, andKI)&G are 
correction terms. Neglect of these terms may introduce a considerably unconservative 
error, especially when I-Ld,'S are large. This fornlulation is verified by Monte-Carlo 
sim ulations. The comparison with Eq. 14 in Wen, 1990a for cases with one always-on 
load and one int.ermittent load is tabulated in Table 3.1. It is found that Eq. 3.4 yields 
consistent estimates in a wide range, whereas without the correction terms it may 
underestimate the crossing rate in low thresho ld leve Is. 
As mentioned already, some of loads may be dependent, l.e., wind and wave 
loads. Studies ( e.g., Isytimov and Mikitiuk, 1976, etc. ) have shown that there is a 
positive correlation between wind and snow loads. 'When the occurrence clustering 
among loads is taken into account, the mean rate of coincidence of loads in Eq. 3.4 
may be computed through the use of conditional occurrence rate functions ( Wen and 
Pearce, 1991 ). 
VYhen two loads are clustered around the same occurrence time (a parent 
process) and the occurrence delay times are assumed to be random and follow 
exponential distribut.ions, the mean rate of coincidence of two loads is 
(3.5 ) 
where 
Load 1 
Load 2 
Threshold 
3.25 
3.0 
2.75 
2.5 
2.25 
2.0 
1 . 75 
1 .5 
Load 1 
Load 2 
Threshold 
4.5 
4.0 
3.75 
3.5 
3.25 
3.0 
2.75 
2.5 
2.0 
1 .5 
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Table 3.1 1\.1 ean Crossing Rate Estimate 
a) Case 
Distribution Intensity Occurrence Rate Duration Mean S.D. (/yr . ) (yr.) 
Gamma 1.0 0.2 0.5 2.0 
Gamma 0.5 0.2 4 0.01 
Monte Carlo Eq. 3.4 Eq. 14 in Wen, 1980 
0 0.915 x 10-5 0.910 x 10-5 
0.125 x 10-3 0.936 x 10-4 0.931 x 10-4 
0.917 x 10-3 0.831 x 10-3 0.826 x 10-3 
0.596 x 10-2 0.636 x 10-2 0.625 x 10-2 
0.383 x 10-1 0.404 x 10- 1 0.372 x 10- 1 
0.201 0.202 0.144 
0.741 0.751 0.300 
1 .894 1 .926 0.397 
b) Case 2 
Distribution Intensity Mean S. D. 
Occurrence Rate 
(/yr.) 
Duration 
(yr. ) 
Gamma 
Gamma 
1.0 
0.5 
Monte C~lo 
0.200 x 10-3 
0.120 x 10-2 
0.350 x 10-2 
0.670 x 10-2 
0.129 x 10-1 
0.281 x 10-1 
0.566 x 10-1 
o. 118 
O. 41 5 
1 . 156 
0.5 
0.2 
Eq. 3. 4 
0.309 x 10-3 
0.153 x 10-2 
0.340 x 10-2 
0.744 x 10-2 
0.153 x 10- 1 
0.322 x 10- 1 
0.647 x 10- 1 
0.127 
0.435 
1 . 190 
2.0 
2.0 
Eq. 
0.5 
0.1 
14 in Wen, 1980 
0.247 x 10-3 
0.121 x 10-2 
0.269 x 10-2 
0.589 x 10-2 
0.120 x 10- 1 
0.251 x 10- 1 
0.496 x 10- 1 
0.946 x 10-1 
0.287 
0.619 
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conditional probability of occurrence of load lD process 51( t) gIven a parent 
process ( such as storms) occurs. 
P = mean occurrence rate of parent process. 
a l = mean delay time of occurrence of load lD process 51 ( t) from occurrence of 
paren t pro cess. 
AI = mean occurrence rate of loads in process 51 ( t) 
PI + p?1 
PI mean occurrence rate of loads in process 51(t) independently from parent event. 
The details of derivation are gIven lD Wen and Pearce( 1981). Some other 
distributions for the delay times are also available. 
The conditional probability of failure in Eq. 3.4, such as PIG' PI)G' etc., may be 
obtained b3!ed on the existing methodology; it may be the probability of failure of 
member or ~yst.em depending on the constraints used. In the following sections, the 
load modeL:1 b and computational aspects of the reliability analysis that are related to 
the or~:m:::~!I~r: process in terms of the first order method will be discussed. 
b '--t:, >,.~: ~ the statistics of the resistance and loads considered in this study 
are b'f ~:. : '" .. ~,. c! The statistics are basically derived from the load and resistance 
para~."~";, , rr"'!vI'~ ID Ellingwood, et al., 1980, i.e., the distributions and parameters 
are dt'CT~ ~ : ;: .. : ~ ~~~:y to match the extreme values of loads used in Ellingwood, et al., 
1980. SC:-:H (:~'n ~~udies on loads are also reviewed for the details. 
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3.3.1. Resistance 
The probability distribution of the resistance is assumed to be lognormal. The 
overall uncertainty in the resistance is represented by a coefficient of variation of 0.11 
in all cases. It is generally be lieved that the nominal resistance is sligh tly smaller than 
the real value in most cases. A bias factor of l.05, therefore, is assumed. 
3.3.2. Dea.d Load 
The dead load is assumed to consist of two components, i.e., the weights of the 
structure and all material permanently fastened thereto. Therefore, the dead load may 
be assumed to be constant throughout the life time and to be modeled with a random 
variable. 
Based on the references (such as Gallo and Aug, 1976; Rojiani, 1978; 
Ellingwood, et al., 1980 ), the total uncertainty in the dead load effect is found to be 
in the range of 0.09 to 0.16. The present study will take the total uncertainty of 0.12 
and the bias factor of 1.05. It is assumed that the de"ad load effect follows the normal 
distribu tion as in most previous works. 
3.3.3. Live Load 
The live loads acting on t.he structures may be modeled properly with stochastic 
processes because of their time-varying nature in intensity, occurrence time, duration, 
etc. The real live loads may have variations in space as well. However, the equivalent 
uniformly distributed load ( EUD L ), which is assumed to produce the same load 
eff ect as the real load does, is commonly used for simplicity. 
Recognizing that live load may consist of two distinct parts: the ordinary load 
with long duration and the extra-ordinary load with relatively short duration, the live 
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load can be represented as the superposition of two load processes designated the 
sustained live load and the tra.nsient live load. 
In this study, the live loads are modeled as Poisson square wave processes with 
Ga.mma distributed intensit.ies. The specific parameters, such as mean durations, 
uncertaint.ies in intensit.y, etc., are discussed in the followings. 
Sust.ained Live Load --- The general change of its intensity may happen with 
uncommon events, such as remodeling, change of occupant, etc. The NBS survey 
data. on the office buildings in U.S.A. (Culver, 1975) show an average occupancy 
duration of 8 yrs., whereas the U.K. survey on the office buildings in London 
( :M itchell and \Voodgate, 1971 ) results in 8.8 yrs. Another survey conducted by 
M itche II ( 1959 ) for te nan t changes in London offi ce flats show a me an tim e of 7.4 
yrs. A 11 surveys show good agreement in the mean occupancy time of the office 
b u i 1 din g te n an ts . 
The uncertainty III the load intensity is obtained USIllg the model proposed by 
Ellingwood and Culver ( 1977 ), which is based on the works by :McGuire and Cornell 
( 1974 ) and Peir a.nd Cornell ( 1973): 
(3.5 ) 
Ils 
\'.'here Aj = influence a.rea. and k = coefficient needed to get an equivalent uniformly 
distributed load. Therefore k ma.y vary with different types of load effect. A k of 2.2, 
however, has been suggested for simplicity. The other parameters should be 
determined to provide a reasonable fit to the survey data. Based on two load surveys 
38 
( NBS and U.K. ), the following values are taken in this study, i.e., a 2 = 23.2 ( pS/2), 
a; = 7355 (pS/2), and J-Ls = 11.7 ( ps/ ). 
There will be also uncertainties of the load modeling and the structural analysis. 
For the live load modeling, a C.O.v. of 0.10 is used ( Ellingwood, et al., 1980). The 
uncertainty in the transformation of load into load effect shows a range from 0.05 to 
0.20 ( G aIlo and A ng, 1975; Ellingwood, et al., 1980; Ravindra and G alam bos, 1978 ). 
0.10 is taken for modeling error and analysis error, respectively. 
The overall uncertainty in the sustained live load effect is: 
(3.7) 
Table 3.2 shows a comparison with the values used by Ellingwood, et al., 1980. They 
are generally in a good agreement. 
Tran~ient L,vf' Load --- To distinguish between the sustained and transient loads 
such as working personnel, furniture, machine, etc.), Karman (1959) has 
recommended tha~ ior most structural purposes a load may be considered permanent 
when it eXI5L~ f--.,:- r.;'!re than 5% of the operation time of the structure, e.g., 1.2 hrs 
per day or 18 c::.:."· t"'; yt'ar 
Peir (197) ~.'l. developed a stochstic model assuffimg that the load might be 
cause d by rar. ~ ~. -:-at{"d load cells such as crowds of people, groups of stacking 
furnitur~5, et.:' Ttl'" \' of the proposed model is 
t r = 
JAmk (J.Lra~+J.L~a;+J.L~J.L;) 
J-LQJ-L rAm 
(3.8) 
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Table 3.2 C.O.v. of Sustained Live Load Effect 
AI ( ft 2) 200 1000 5000 10,000 
Ellingwood, et ala ( 1 980) . 0.80 0.50 0.45 0.40 
Proposed 0.88 0.55 0.46 0.45 
Table 3.3 Mean and C.O.v. of Lifetime Maximum Live Load 
* Sustained 
~ Live 
/'\ . 
. 
( 6".2 I 
I, .. I.. J 
lJ S 
-f"',-' t:. ...; ,-' 11.6 
... .,,)...J 11.6 
1 GO: '1.6 
~ ("', .... , -'. t:. ,J '-' \..; , 1.6 
5"''''''' vv_ I 1 i .6 
O:'he~ S:.a::s:'ics 
• :;- ~ / yr. ) 
Load 
Os 
0.85 
0.68 
0.55 
0.50 
0.46 
* lJd s 
Lifetime 
* 
Ell ingwood 
Transient and 
Li ve Load Culver 
~T °T ~L °L 
8.0 1 . 02 55.5 0.19 
-. 
9.3 0.67 44.7 0.17 
6.9 0.49 35. 1 O. 1 6 
5. 1 0.40 30.3 0.16 
3.3 0.32 26. 1 0.16 
** 8 (yr.) AT ::: 1 (/yr.) 
NOTE: .. Based on Ellingwood and Culver, 1977. 
••• Based on McGuire and Cornell, 1974 . 
***. Assumed. 
Maximum 
Load 
Coincidence 
Method 
~L °L 
62.7 o. 19 
52.8 O. 15 
40.8 0.13 
35.7 o. 13 
31 .8 0.13 
0.01 (yr.) 
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where 
Q = weight of component 
r = number of components 
Am = expected number of load cells 
J.1- = mean 
(7 = standard deviation 
Peir has assumed the following values, I.e., Am = JA1 - 154/3 for A1 ~ 200 ft 2 , P-r 
= 5, (7 r = 2, J1.Q = 145 Ibs, (7 Q = 30 Ibs, k = 2.2. Substituting all parameters, 
2.7771 o T = ------::--1.. ( 3.9) 
The total uncertainty in the transient live load effect is 
(3.10) 
Lifetime Maximum Live Load --- The statistics of the lifetime maximum live 
load ( e.g., 50 yrs ) may be difficult to be directly obtained because of the insufficient 
data. With proper load models of the sustained and transient live loads, however, the 
maximum load can be estimated by a load combination analysis. 
Since the exact probability distribution of the lifetime maximum load is difficult 
to obtain, as an approximate solution, most researchers ( ~1cGuire and Cornell, 1974; 
Ellingwood and Culver, 1977; Ellingwood, et al., 1980 ) have fitted the upper fractiles 
( 0.9 - 0.99 ) of the lifetime maximum load using a Type-I extreme value distribution 
of largest values. However, this technique does not provide basis for combination of 
various live loads. 
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For this reason, the Load Coincidence method is used in the present study. The 
accurracy of the method has been demonstrated in Table 3.1. In Table 3.3, some 
numerical results are compared with those in Ellingwood and Culver ( 1977). The 
load coincidence method gives slightly higher mean values with moderately smaller 
c.o.v.'s. 
3.3.4. "Wind Load 
The parameters ill the stochastic process models for wind loads are determined 
f 
such that the SO-yrs maxImum values match those gIven ill the NBS study ( Simiu, 
1979). First, the mean number of occurrences of significant wind, such as storms, is 
I assumed. The statistics of the wind speed in each occurrence is then derived from the 
SO-yr maximum va.lues given, in which the wind speed is assumed to follow Type-I 
distribution. Using the equation and parameters given ill the ANSI study 
f 
t ( Ellingwood, et aI., 1980 ), the wind loads, normalized by a nominal load, W j Wn , are 
sim ulated and a Type-I extreme value distribution is fitted over the range of the 
1 
. j dis tribu tio n above its 90th pe rce n tile . 
The goodness of fit of a Type-I distribution is shown in Fig. 3.2, in which the 
mean occurrence rate is assumed to be 10 per year. A result of one simulation for the 
SO-yrs ma.:ximum wind load is also demonstrated. It is found that WjWn is fitted very 
well by a Type-I distribution with UI = 0.08 and (XI = 7.97, where UI = the 
I 
.. 
characteristic largest value and (XI = inverse measure of dispersion. Therefore, the 
mean is O.IS and the C.O.v. is 1.06. For the SO-yrs maximum load, UI = 0.6S and (XI 
= 3.73, i.e., mean = 0.80 and C.O.v. = 0.43. 
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Irregular lines -- Monte Carlo simulation 
( N = 4000 ) 
Dashed lines -- Fitted, Type-I 
Intensity of 50 yrs-max. 
CL = 3. 81 u = 0.64 
Intensity of each occurrence 
CL = 7.76 u = 0.07 
3. 4. 6. 6. 7. 8 . 
, I I I 
0.90 0.95 0.99 0.995 0.999 0.9995 
Figure 3.2 Probability Distribution of Wind Load 
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When the mean occurrence rate of 20 per year is used, UI = 0.03 and (XI = 8.54, 
I.e., mean = 0.10 and C.O.v. = 1.54. For each cas~, 4000 data points have been 
sim ulate d for 5 times and the ir mean is obtained. 
A ccording to Ravindra and G alam bos ( 1978 ), the uncertainty III the load 
modeling is taken to be 0.24, and that in the structural analysis is 0.05. Therefore the 
overall uncertainty in the wind load effect is 
8 WLE = vi 0 a, /w. + 0.052 + 0.242 (3.11) 
3.3.5. Ea.rthquake Load 
The equivalent static seismic load for dynamic effect is used in this study. The 
seIsmIC loading induced by ground acceleration is computed following the ATC-3 
outline ( 1978). The equivalent static load is mainly a function of the so-called 
effective peak velocity-related acceleration and the gravity loads acting on the structure 
when the earthquake load occurs. 
The Type-II extreme value distribution is assumed to govern the probabilistic 
characteristic of the peak acceleration as done in most previous works ( Ellingwood, et 
al., 1980). The uncertainty in the peak acceleration is taken to be klI = 2.3, i.e., 
c.o.V. = 1.38, from the Ellingwood's work ( 1980 ), where klI = shape parameter of 
Type-II distribu tion. 
In most cases, the uncertainty in the gravity loads has been neglected, since that 
of the maximum peak ground acceleration is dominant. For the same reason the 
probabilistic distribution function may be assumed to be a Type-II as well 
(Ellingwood, etal., 1980). 
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It should be also mentioned that there will be positive corre lations between the 
equivalent static seIsmIC load and the gravity loads. This has not been adequately 
examined. Following the ATC-3 outline, the equivalent static seismic load, denoted 
by Vs , is 
Vs = CAW (3.12) 
where C = coefficient which is a function of structural parameters, A = effective peak 
velocity-re lated acceleration, and W = gravity loads. When the dead and sustained 
live loads are combined, Eq. 3.12 becomes 
(3.13) 
and the co rre lations are 
(3.14.1) 
(3.14.2) 
where 
(3.15) 
and KLs = ratio of the mean sustained live load to the dead load. 
P Vs.D is negligible, since b D is usually very small. P Vs.Ls is also small as far as the 
sustained live load is not large, i.e., KLs is small. For example, using 8D = 0.1, bA = 
1.38, KLs = 0.2 and OL = 0.5, Pv D = 0.05 and Pv L = 0.05. However, when KL 
s s' s' s s 
is large, the correlation may need to be taken into account; for KLs of 0.5, PVs.L
s 
= 
0.14. 
It should be noticed that the neglect of the correlations and the uncertainty from 
sources other than the maximum peak acceleration may underestimate the failure 
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1 probability. The effect of the neglect on the design will be examined with numerical 
.] examples in Chapter 5. 
1 3.4. First Order Method 
\\Then the limit state, h(~), is a linear function of load eff ects and resistance and 
1 
I if all the random variables are normal, probability of failure can be evaluated in closed 
.J 
J 
form. In reality, however, the random variables in the structural reliability analysis are 
generally nonnormally distributed and h(~) is quite often nonlinear. The probability 
I of failure can be obtained through the use of either numerical integration or Monte-
Carlo simulation. Those methods, however, require large computational effort, which 
J increases with the power of the number of random variates considered. 
I As an approximation, the re liability can be evaluated in the equivalent normal 
space by a transformation of variables. The performance function becomes nonlinear 
J even when it is linear in the original space and hence first order approximation 
( linearization) of the nonlinear limit surface is generally required. It has been shown 
(Bennett and Ang, 1983) that the so called "first-order method ( linearization)" 
generally gives accurrate results, especially in the low risk range ( large t3 ). 
In the remainder of this section, the computational aspects and results of some 
J approximate algorithms will be discussed. 
1 
. 3.4.1. Cl~e5t Point to Origin and Rackwitz and Fiessler Algorithm 
1 
The Rackwitz and Fiessler algorithm ( Rackwitz and Fiessler, 1978 ) is t.he most 
J widely used method for the reliability evaluation, which is based on a linearization 
i 
r 
method and the principle of normal tail approximation at the design point. 
.J 
j 
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This design point IS where the joint density function of the standard normal r 
variates reaches a maximum on the failure surface in the transformed space, i.e., the 
point ciosest to the origin. Rackwitz and Fiessier proposed an iterative algorithm to r 
find the design point. However, it is pointed out that the use of the Rosenblatt l 
:i 
transformation ( Ang and Tang, 1984) and nonlinear minimization yields identical 
f 
results. i 
3.4.2. Most Probable Failure Point and Programming Method 
Shinozuka (1983), and Veneziano and Aurian (1983) suggested that 
transformation and linearization at a point having the maximum original joint density 
on the limit state would give a more reasonable approximation. Note that the point I 
generally differ from the foregoing design point. As far as the joint density function is 
available and at least first order differentiable in a given domain, this point can be I 
found using a nonlinear constrained minimization technique, such as a gradient I 
projection method as recommended by Veneziano and Aurian ( 1983 ). 
When this minimization problem has one linear equality constraint, l.e., a linear I 
limit state function, it can be easily converted to an unconstrained minimization r 
problem as followings ( note that uncorrelated random variates are assumed) : .. 
Original problem r 
Find ~ 
which mllllmizes l 
n 
- r v( x) = - n f y{ x,) 
• .... \.- ~ .JL..L - .... ,.. ~, 
1=1 
(3.15) I 
\ 
L 
I 
I 
I 
I 
I 
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r 
l 
J 
1 
J 
J 
subject to 
Conjuga.te problem 
F1nd .;. 
which minimizes 
47 
11 
II f Xc (XI:) 
1:=1 
I::f; I 
for i = any number out of 1 to n 
( 3.17) 
(3.18) 
The variable metric method ( Section 2.3.2 ), which is more powerful and converges 
better than the gradient projection method especially when the objective function is 
highly distorted and eccentric, can then be used. 
Some discussion on comparIson of two algorithms IS gIven ill the following 
section. 
3.4:.3. Determination or Design Point 
For nonlinear performance functions, there may be more than one point on the 
failure surface which give local minimum distance. Madsen, Krenk, and Lind ( 1985 ) 
suggest to take the minimum value of ~ out of all of the stationary values in the case 
of a convex failure surface ( curv'"ed toward the origin located in a safe domain). 
Since the linearization of a convex surface always yields unconservative results, the 
smallest ~ is obviously the best approximation, while the largest ~ is the best estimate 
for a concave limit state. 
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R - Xl -
Hean 
R 1000 
Xl 200 
X2 200 
600 
X2 = 0 
c.o.v. Distribution 
0.11 Lognormal 
1.03 Type-II 
1.00 Type-I 
800 
Figure 3.3 Determina.tion of Linearization Point --- Case 1 
(Contour Lines of Distance of Linearized Failure Surface to Origin) 
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R - Xl - X2 = 0 
Hean c.o.v. Distribution 
R 1000 0.11 Lo gnormal 
Xl 150 1.03 Type-II 
X2 150 1. 00 Type-I 
-, 
Most Probable Failure Point 
--- Global l'laximum 
Most Probable Failure Paine 
--- Local Haxirnum 
R-F Point 
convergence from means 
convergence from modified 
s ta rt ing paine 
Figure 3.4 Determination of Linearization Point --- Case 2 
(Contour Lines of Original Joint Density) 
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It is found that there is also more than one design point in the linear combination 
problem as long as the random variates are nonnormal ( Fig. 3.3 and Fig. 3.4 ), 
especially when the risk level of interest is low and/or the uncertainties are high. 
For example, multi possible design points have been found in the following three 
cases, often encountered in the reliability analysis: 
Com bination 1 : Type-I + Type-II + ( other distribu tion ) 
Corn bination 2 : G aroma + Type-II + ( other distribution) 
Com bination 3 : Type-II + Type-II + ( other distribution) 
Some comparisons of numerical results based on different algorithms are sbown 
III Fig. 3.5. Because of the computational difficulty in the evaluation of the exact 
reliability, the nUr:1ber of random variables is limited to three. It is found that all 
approximate methods yield unconservative estimates and the smallest fJ is the best 
approx imation 
For the proD:n:15 III this study, the most probable failure point III the original 
space gives estlrn:lt!'" vt'ry close to those of R-F approximation. However, the search 
for the most p:- ti~ .. r:itlure point generally requires more computation especially 
when the nur:.tn r :-~H: ~()m · .. ariates involved is large. It is also found that the global 
maximum ]C>l:1t ,:,!.~ ., t"!nt does not necessarily give better result. For example, see 
Fig. 3.4 and T~1~ 't' ~ if. wblch an example of five random variates is summarized. 
The R-F alb0r:~t.:;o, ' .. ~ 1:: the present study for the reasons stated in the foregoing. 
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R - Xl - X2 • I) 
::e.:lIl c .. J. v. Distri:'l.:tion 
.. I ~~00 ;1 11 
Ii") V:l rv 
.\: i LOO ':;)ry 
:;u~e rical 
?,-? poir.t 
:'0';:10 r.::al 
T:.'j')e-i. L 
TytJO! - r 
lnte;r.:ttion 
"1 ( fro~ ~e.:tn5 
R-? ?o in t <~ ( from r.oc!if:cc star:::'ng 
:':05 t ? re!::>aD le ?ail~re Peint 
( 10COll :naxil:1ur.l near R-F point ::2 ) 
-----
" 
" 
-----
" 
" 
" 
" 
pc i:;: 
k 2.2 2.3 2.4 2.5 
I 
(5 1.66 1.33 1.14 1.00 
X2 
(5 1.72 1.38 1.18 1.03 
Xl 
(a) Case of Type-II + Type-I 
R - Xl - x~ = 0 
I ~:'".:ln c.o.v. !)istr:':'ut:'on 
R 1 lCOO 0.11 Lo'Snor~al 
Xl I vary 1. 03 Type-II 
:<z 100 0.90 Gar.~-;-.a 
./"'" 
/" ~ 
- - - - - -'" 
,/ 
/ 
20 40 60 
(b) Case of Type-II + Gamma 
) 
2.6 
0.90 
0.53 
-------
Figure 3.5 Accuracy of Linearization Method 
""'t ~ 
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Table 3.4 Investigation on Linearization Points 
Limit State R - Xl - X z - X3 - X. = 0 
Mean c.o.v. Distribution 
R 1000. O. 11 Log-normal 
Xl 75. 0.10 Normal 
X2 70. 0.90 Gamma 
X3 70. 0.90 Type-I 
X4 24. 1. 38 Type-II 
Starting Point R-F Point Local Max. Density Pt. 
(1000,75,70,70,24) (843,76,546,202,19) ---
8 = 4.343 
* (1000,75,70,70,785) (962,75,62,70,755) 
B = 3.680 
( 1000, 75, 70, 831 ,24) (843,76,546,202,19) 
B = 4.343 
(1000,75,831,70,24) (843,76,546,202,19) 
B = 4.343 
NOTE: *: Joint density 0.5042 x 10-6 
**: Joint density 0.7947 x 10-6 
(936,75,18,53,790) 
B = 3.693 
** (827,76,603,134,13) 
B = 4.360 
(827,76,603,134,13) 
B = 4.360 
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3.5. Evaluation of Probability of Union of Failure Modes 
3.5.1. Bounds on System Reliability 
A structure or a structural system may fail in many possible ways, e.g., system 
co llapse through the formation of plastic hinge mechanisms. These failure modes are 
generally correlated to each other. In the system reliability analysis, it is necessary to 
evaluate the probability of the union of all the potential failure modes. This 
pro bability may be given by 
n 
PI =PI + :E SMe 
1:==2 
(3.19) 
in which PI = probability of failure of the most significant mode, i.e., a mode with the 
smallest ~ among the linear failure surfaces. The modes are ordered such that 
~I: ~ fil:+1' SMe is the additional probability of failure due to the k-th mode, i.e., 
SM, =Prob [( k- th_mode fails) n (all modes of i < k survive) ] ( 3.20) 
The exact computation of SMI; is quite difficult as k becomes large. The so-called bi-
modal bounds are widely used as approximations of PI' The upper bound is 
~ PI + t {PI: - max P ( EI: E,) } 
1:==2 i<A. 
(3.21) 
and the lower bound is 
PI ~ P, + t max [( P, - %:: P(E,E,) }; 0 ] (3.22) 
where P(Ei;E,) = Prob [Ei; n EI] and E, = i-th failure event . 
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This bi-modal formulation yields generally narrow bounds on PI' However, 
when the structure is large, and many potential failure modes with high correlations 
between modes need to be considered, the bound usually becomes wide. The bounds 
on the system reliability may be improved by considering the intersections of three 
modes ( Ramachandran, 1985). These bounds may be called "tri-modal bounds". -
The tri-modal upper bound is 
PI =:; PI + (Pz- P(E2EI) } 
+ t [Pt - P(EtE)) - rr:ax f P(EtE1 ) - P(EtE)EJ }] 
t=3 .t.<Jt. t 
i~j 
(3.23 ) 
(3.24 ) 
where P( EtEJE,) = Prob [Et n E) n E/ l In these equations, the j-th mode is the 
mode wb ich bas the largest P{EtE1 ) for i < k, and the l-th mode has the second 
larges t P( E t E,). Eq. 3.24 is a. weakened version of Eq. 3.23, however requires less 
computational effort. The tri-modallower bound is: 
p, ~ PI .... { Pz - PCE2 E1) } 
+ t max [( P, - 't' [ P(E,E}) - max P(E,EA) ] } ; a ] 
t=3 )=1 "<;. 
(3.25) 
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3.5.2. Approximate Solutions for Intersections 
In general, the evaluation of the exact probability of an intersection of events, 
either P(E,E)) or P(~E)Et), is difficult. In this section, the point estimates for the 
probability of two joint events and the probability of three joint events are proposed to 
reduce the computational effort. All of the failure events are assumed either to have 
an original linear limit state or to be converted to an equivalent linear limit state in the 
stan dard space. 
TWO JOINT EVENTS --- D itlevsen's approximation IS the widely used bounds on 
where 
P( A) = <I> ( - ~ I) <I> ( - ~ ,d 
P(B) = <I>(-~)) <I>(-~B) 
~ A = ( ~) - P I) ~ I ) / vi 1 - P 13 
f3 B = ( f3 I - P I) (3) ) / vi 1 - P I~ 
4>( - ) = standard normal function 
(3.26) 
This bound, however, becomes very wide when (3) is very close to f31 and PI) close to 
1, in which PI) is the correlation coefficient between i-th and j-th modes. When ~I and 
I f31 - ~) I are large, or PI) is small, the contribution of P(E,E)) to the probability of the 
union is negligible, i.e., the error introduced from the approxim-ation of P(E,EJ is not 
important. 
A point estimate for P(E,Ej ) is made in this study as follows: 
( 3.27) 
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where 
F'J =0.75/3, {I + ( 1_0.:~ )0.70 } {I + 1.1 /3?10 exp( -81/3, - /3) I) } 
~} IS determined empirically. Eq. 3.27 yields good estimates when I j3j - /3) I is small 
and PI} is large. However, to ensure the approximate in the range of low PI} ( e.g., PI] 
< 0.5 ), Eq. 3.27 is bounded by D itlevsen's bounds. 
Some numerical comparisons are shown in Figure 3.5, in which Eq. 3.27 is used 
to compute the probability of a union of two modes, i.e., 
(3.28 ) 
(~ ')0) 
\,u .... '" 
where 4>2 (-) is a binormal integral. In Figure 3.5, the point estimate( Eq. 3.29 ) 
normalized by Eq. 3.28 is plotted( dashed line). Ditlevsen's bounds ( solid lines) are 
also given. The improvement is clearly indicated. 
THREE JOINT EVENTS --- A lower bound for P(EIE]El;) has been suggested by 
Ramachandran( 1985 ), and applied effectively to the tri-modal lower bound ( Eq. 
3.25 ). However, it tends to be too unconservative for some cases ( see examples 
given at the end of this section), since the bound is derived from the following 
inequality based on statistical independence, l.e., 
for PI]~O 
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Dit1evsen's Bounds 
Proposed Approximation 
.81 3.00 
62 - 3.10 
-- ------ -
0.2 0.4 0.6 0.8 
61 3.00 
62 = 3.30 
Figure 3.6 Accuracy of D itlevsen 's Bounds and 
Proposed Approximation 
p 
I 
1.0 
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=P[ (E, IEt)(E;IEt) 1 Pt 
~ P(E,IEt ) P(E;IEt) Pt 
P( E,Et ) P( EJEt ) 
Pt 
( 3.30) 
To ensure the positive correlation between (E, lEt) and (E;IEt), the following condition 
IS gIven: 
(3.31 ) 
Since subscripts i, j, and k may be interchanged arbitrarily, the largest among all 
possible lower bounds is the best. However, it is recognized t~at when PI; is large, Eq. 
3.30 is too unconservative. 
A po in t estimate for P( Et E; Ed in Eq. 3.24 is made in th is study as fo llows: 
(3.32) 
For small p){, Eq. 3.32 may overestimate P( EtE)E{). In most cases, however, it is 
found that Eq. 3.32 slightly underestimates the probability of the tri-section. To verify 
this approximation, two examples are given after Ramachandran ( 1985 ): 
Case 1: 
f3t =1.72; f3j =1.39; f3{ =1.67 
Pt; =0.80; PJ;/ =0.75; p;/ =0.32 
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[
Ramachandran's lower bound =0.435 X 10- 2 
Eq.3.32 =0.872 X 10- 2 
P(EcEIEj ) =1.000 X 10- 2 
Case 2: 
f3c =2.99; (3) =2.61; f31 =2.38 
PC) =0.64; Pcl =0.56; P)l =0.98 
[
Ramachandran's lower bound =0.180 X 10- 3 
Eq.3.32 =0.220 X 10- 3 
P(E,EIEJ =0.320 X 10- 3 
It IS found that when the Ramachandran's bound IS too unconservative, the 
approximation m Eq. 3.32 gIves better results. In this study, therefore, Eq. 3.32 IS 
used with the Ramachandran's bound as a lower limit. 
3.5.3. Point Estima.te of System Relia.bility 
Since the point estimate for the tri-section underestimates the real probability in 
general, the use of Eq. 3.32 in the tri-modal upper bound does not guarantee the 
bound any more. However, the use of an unconservative approximation for a 
conservative bound may result in a good point estimate. 
To examine the accura.cy of the proposed tri-modal point estimate for the system 
re liability, the example given in Chapter 2 is used ( Fig. 2.1, in which L = 20 ft, H = 
15 ft, and B = 15 ft). The statistics of the applied loads and the resistance are gIven 
III Table 5.1. Table 3.5 shows the comparison of the methodologies widely used for 
the system reliability, such as uni-modal bounds, bi-modal bounds usmg either the 
exact binormal integral or D itlevsen's bounds, PNET point estimate ( Ma and Ang, 
1981 ), etc. The system collapse probability is computed for the design based on 
Formulation 2 in Chapter 2. The system reliability is given for 3 different correlation 
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Table 3.5 ComDarison of Methodoloe:ies for SYStem Reliability 
. ~"' 
Method System Probabil i ty (x 10 -2) 
p = 0.0 p = 0.5 p = 1 .0 
Uni-Mode 0.6028 0.6849 0.7959 
Upper Ditlevsen' s 1 0.5171 0.5012 0.3438 Bound Bi-Mode 
Exact 2 0.4646 0.4038 0.3235 
Exact 2 0.4254 0.3499 0.3189 
Point Tri -Mode 
Estimate Approximate
3 0.4181 
--
0.3443 0.3168 
PNET4 0.4629 0:2904 0.2837 
Exact 0.3827 0.2834 0.2842 
Lower Bi-Mode 
Bound Ditlevsen's 0.3644 0.2773 0.2838 
Uni-Mode 0.1906 0.2308 0.2837 
--
lUse the Ditlevsen's bounds on P( E. E . ) , Eq. 3. 17. 
1 J 
2Use the exact value for PCE.E.). 
1 J 
3Use the proposed point es timat e of P(E.E.), Eq. 3. 18. 
1 J 
4Use the demarcating correlation of 0.90. 
NOTE: Loadings in Table 5.1 with {~} {60, 4000, 500} 
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coefficients between member resistances, l.e., P12 = P13 = P2!, = 0.0, 0.5, or 1.0, in 
which '1' denotes the left-side column, '2' the beam, and '3' the right-side column. 
The perfect correlation is assumed for sections along a member. 
Figure 3.7 shows the variation of the tri-modal point estimate with respect to the 
mean intensity of the wind load, S2, for different correlation coefficient between 
member resistances. The bi-modal bounds are also plotted for comparison. In this 
figure, the exact binormal integral is used to calculate P{EIE)). It is found that the 
tri-modal point estimate converges to the bi-modal upper bound with increasing PI), 
i.e., incre asing corre lation coefficient betwe en the failure modes. This convergence is 
an expected behavior, and demonstrates the good performance of the proposed tri-
modal point estimate. 
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CHAPTER 4 
USE OF LRFD FORMATS IN DESIGN" 
4.1. Introduction 
It is widely recognized that the random nature of structural loads and resistance 
should be taken into account in the design process. However, it is tedious to perform 
the reliability analysis, such as the methodology explained in Chapter 3, in practical 
designs. The current practice accomplishes this reliability requirement approximately 
by using a set of safety checking formats, e.g., a set of load and resistance factors in 
the ultimate strength design, and a safety factor for the allowable stress in the working 
stress design. 
Since the variabilities of loads and resistance can not be adequately represented 
by one safety factor, the Load and Resistance Factor Design ( LRFD ) formats are 
recommended in the new codes world-wide. In the LRFD formats, each load is 
assigned a load factor reflecting the random nature inherent in that load, and similiarly 
for resistance. The general format is 
( 4.1) 
where ¢ is a resistance factor, II is a load factor, and QI is generally the characteristic 
value of the load effect. The nominal values of QI usually correspond to the means 
of lifetime maximum loads. 
The LRFD format is a useful tool for the load combinations because of its 
simplicity. Once the load and resistance factors in the formats are decided, the tedious 
probabilistic analysis can be avoided. 
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Although it is clear that the reliability-based structural optimization is a rational 
design procedure, its application to large and complex structures, however, has been 
limited, especially when a large number of loadings have to be considered. One of the 
reasons may be the tedious and costly reliability analysis required as stated in the 
foregoing. In the general optimization process, the reliability constraints ( sometimes 
also part of the objective function) need to be evaluated repeatedly. The numerical 
eff ort increases with the power of the number of design variables. The work required 
for a large structure with many design variables, therefore, tends to be excessive. 
This difficulty may be removed by the use of the LRFD formats for the load 
combinations. In the following sections, therefore, the use of the LRFD formats in 
the reliability-based structural optimization is studied. 
4.2. LRFD Fermata in Current Codes 
Ellingwood. G alam bos, MacGregor, and Corne II ( 1980 ) deve loped a pro bability 
based load criterion for buildings based on an extensive study on the random load and 
resistance and :1 C'a::~·~J.'..lon with various existing standards. Using the LRFD formats 
( Eq. 4.1 ). a ~d :f i0~ combinations have been propos.ed to attain a consistent 
reliability lev"! f:-,~ a. ~d,. range of design situations ( e.g., regarding loads, materials, 
locations. 5tru"'~ .~:l.. ~ l~·~ C5, etc.). However, the proposed set of load combinations 
has its limlt:l~lc,~. :~. :i-~ :''', ::lg a consistent reliability level, since the lifetime reliability 
considering a!l j.~: ::~' I' :'.:)t defined. 
Consider a !)~r~::-ttHt under dead, sustained live, transient live, wind, and 
earthquake loads denoted by D, L s , L T , W, and E, respectively. According to the 
current code formats, the design must be checked for the following combinations: 
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1. Dead + Sustained Live + Transient Live 
2. Dead + Sustained Live + Wind 
3. Dead + Sustained Live + Earthquake 
Tb is is the list of load combinations which are most like ly to happen during the 
lifetime. That is, the codes consider only the reliability of the structure under a 
particular combination of loads. For example, based on the calibration of various 
existing standards, Ellingwood, et al. (1980) proposed different target reliability 
leve Is, denote d ~ T, for diff eren t load combinations in order to be consisten t with 
current practice. The target reliability indices are: ~T = 3.0 for combinations involving 
gravity loads only (dead, live and snow), and ~T = 2.5 and ~T = 1.75 for 
cODlbinations containing wind and earthquake loads, respectively. These reliability 
levels generally does not represent the reliability level of the structure under all loads 
during its lifetime. 
N egle cting some of theE.?tential loads will resu It obviously in an unconservative 
design, even though it is true that the chance of the simultaneous occurrence of some 
loads, such as earthquake and severe wind, is small. "When the loads of the 
intermittent type, such as transient live, wind, and earthquake loads, are equally 
important, the underestimate of the failure probability over the lifetime may be 
significant ( Pearse and Wen, 1983 ). 
The lifetime reliability implied in the current codes may be used as a basis for 
selecting the target reliability for the reliability-based optimization. For this purpose 
the implied lifetime reliability is evaluated. The limitation of the LRFD formats in the 
current codes may be also demonstrated. The Load Coincidence method is used for 
this purpose. 
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The first step of evaluation is to design a structural member achieving the target 
re liabilities unde r the postu lated load com binations. The life time re liability is then 
evaluated considering all loads. 
These evaluations are performed for a range of time varylllg loads. The 
probabilistic load and resistance models are those given in Chap. 3 and consistent with 
the statistics used by Ellingwood, et al. (Table 4.1 ). The results are tabulated in 
Table 4.2 for some typical design situations, in which the resistances required under 
Table 4.1 Statistics of Loads and Resistance 
~ Mean Mean :)istribution * Bias Occurr ence Duration Function c.o.v. Factor Rate (/ yr. ) (yr.) 
I Resi.st.an:e I L..og-normal o. 11 1. 05 --- ---
--
I 
Dead Loa(! I 
(D) I ~Jormal 0.12 1. 05 --- ---
I 
Sust~H'·.eC I 
Live Loa: I ** Ga'T'!ma 0.55 --- 0.125 8.0 (U ! 
Transie;:t. I 
** Live Loa: Gamma 0.54 --- 1.0 0.01 
(L,J 
1 
Wind Load 
(W) Type- I 1. 09 --- 10.0 0.001 
Earthquake Type-II 1. 38 0.3 x 
10-6 
Load ( E) --- 2.0 (9.5 sec. ) 
NOTE: * - C.O.v. of load effect. 
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the three current load combinations are also shown. Note that the maXImum among 
the three ( with an '*' ) controls the design. The susta.ined and transient live loads are 
assumed to have the same mean intensity for simplicity. 
It is found in Table 4.2-a that for E(W), mean value of wind load equal to 0.20D 
( D = mean value of dead loa.d ), regardless of earthquake load intensity, the current 
LRFD yields the same design, I.e., with a resistance of 3.55D for E(W) = 0.20D. 
Similarly for E(W) = 0.25D, the required resistance IS 4.04D. As a result, the 
lifetime reliability index for E(W) = 0.20D drops from 2.28 for E( E) = 0.050D to 
l.58 for E(E) = 0.125D. This kind of design may not be reasonable, namely a higher 
risk of failure is accepted under stronger earthquake loads. This is due to the fact t.hat 
all designs in that column are governed by the 2nd load combination including the 
wind load, in which the target reliability index imposed is 2.5 
Another flaw is found from the comparison of the design cases with superscript 3 
and 4 in Table 4.2-a. It is' kD9._wn that the philosophy in the curren t practice is to allow 
a higher risk under the seismic load ( /3 T = l.75 ) than under the wind load ( /3 T = 
2.5 ) as shown in the comparison of the cases with superscript 1 and 3. The member 
of the design case 4 experiences larger wind load and lower earthquake load than that 
of the design case 3. The lifetime reliability of the design case 4, however, is lower 
than that of the design case 3, therefore the procedure is internally somewhat 
inconsistent. 
As mentioned earlier, the lifetime reliability is only slightly lower than the target 
index when the design is decided. by a load combination in which only one load is 
dominant. For example, design case with superscript 1, in which the lifetime reliabiiity 
under all loads is 2.35 as compared with the target reliability against wind of 2.50 . 
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Table 4.2 Lifetime Reliability Implied in Current Practice 
~ E( E) 0.10D 0.15D 0.20D 0.25D 
B 2.05 2. 18 2.28 2.35 
* 
Rl 2.74 D 2.74D 2.74D 2.74D 
* * 4.04 D *1 0.050D R2 2.71 D 3.09D 3.55D 
R3 2.l9D 2.l9D 2.19D 2.l9D 
B 1. 74 1 . 92 2.08 2.19 
Rl 2.74 D *5 2.74D 2.74D 2.74D 
* * * 0.075D R'J 2.71 D 3.09D 3.55D 4.04D 
.:... 
R3 2.63D 2.63D 2.63D 2.63D 
B 1. 74 1 .68 1. 88 2.02 
Rl 2.74D 2.74D 2.74D 2.74D 
3. 09D *4 * * o. , 00 D R2 2.7' D 3.55D 4.04D 
* 
R3 3.08D 3.08D 3.08D 3.08D 
B 1. 75 1. 74 1 .68 1 .85 
R, 2.74D 2.74D 2.74D 2.74D 
3. 55D *2 * 0.125D R2 2. 7' D 3.09D 4.04D 
3.54D*3 * R3 3.54D 3.54D 3.54D 
B Implied lifetime reliability (T L = 50 yrs.). 
E( - ) Mean intensity of load for each occurrence. 
* Lar gest dimension out of 3 desi gns. 
R, Res i stance required to attain B 3.00 under D + L + S LT· 
R2 Resistance required to attain B 2.50 under D + L + s w. 
R3 Resistance required to attain B 1. 75 under D + L + S E. 
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Table 4.2 ( continued) 
0.25D. 
~ E(E) 0.10D 0.15D 0.20D 0.25D 
B 2.24 2.17 2.28 2.35 
* Rl 3.05D 3.05D 3.050 3.05D 
* * * 0.050D R2 2.88D 3.20D 3.64D 4. 11 D 
R3 2.310 2.310 2.31D 2.31 D 
B 1 .93 1 .93 2.09 2.19 
* Rl 3·05D 3.05D 3.05D 3.05D 
* * * 0.075D R2 2.88D 3.20D 3.64D 4. 11 D 
R3 2.68D 2.68D 2.68D 2.68D 
B 1 . 72 1. 70 1. 89 2.02 
R1 3.05D 3.05D 3.05D 3.05D 
* * * 0.100D R2 2.88D 3.20D 3.64D 4. 11 D 
* R'J 3.13D 3. 13D 3.13D 3. 13D 
.J 
B 1. 74 1 . 74 1. 69 1. 86 
R1 3.05D 3.05D 3.05D 3.05D 
* * 0.125D R2 2.88D 3.20D 3.64D 4.11 D 
* * R3 3.59D 3.59D 3.59D 3.590 
! 
8 Implied lifetime reliability (T = L 50 yrs. ) . 
E (- ) Mean intensity of load for each occurrence. 
i 
* Largest dimension out of 3 desi gns. 
R, Resistance required to attain B 3.00 under D + LS + LT' 
R2 Resistance required to attain 8 2.50 under D + L + W. S 
... R3 Resistance required to attain 8 1 .75 under D + L + E. S 
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Table 4:.2 ( co n tin u e d ) r 
~ E(E) O. 10D 0.15D 0.20D 0.25D 
0.050D 2.36 2.20 2.28 2.35 
0.075 D 2.07 1. 98 2.09 2.19 
f 
0.100D 1. 81 1. 75 1 .90 2.03 
0.125D 1. 74 1. 73 1 . 71 1. 87 
I 
I ~ 0.10D 0.15D 0.20D 0.25D E( E) I 
0.050D 2.45 2.37 2.27 2.34 
0.075D 2. 18 2.13 2.09 2.20 
0.100D 1 . 94 1 . 91 1 . 91 2.04 
0.125D 1 . 72 1. 70 1 . 72 1. 87 
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However, when more than one combination are equally important, such as the design 
case 5, the lifetime reliability under all loads of 1.74 is significantly lower than the 
intended target value of 3.00 against dead plus live loads which controls the design. 
In the following section, an additional checking equation considering the lifetime 
reliability is proposed as a correction for the above mentioned undesiable features of 
the current format. 
4.3. LRFD Formats for Reliability-Based Optimization 
4.3.1. Varying Target Reliability Based on Current Codes 
Based on the foregoing discussion on the lifetime reliability inherent ill the 
curren t practice, the fo llowing 0 bservations are re levan t. 
f 1. f3c increases as the wind load effect becomes dominant and when the live load 
e ff e ct is not large. 
2. f3c increases as the live load effect becomes dominant. 
3. f3 c decreases with increasing earthquake load eff ect. 
4. The target reliability intended is not accomplished in the current practice. 
It should be also noticed that if only one time varying load is considered, or other 
loads are small enough to be neglected, f3c will be 3.0 for the transient live load, 2.5 
for the wind load, and 1.75 for the earthquake load, respectively. 
It may be interpreted that the lifetime target relibility which vanes according to 
the loading environment is consistent with wha.t is intended in the current practice. 
Furthermore, lower reiiabiiity is aiiowed for the situation that a load with larger 
uncertainty dominates, as is seen that live load has smaller uncertainty compared with 
wind load, which in turns has smaller uncertainty compared with earthquake load. 
1 
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Based on the results in Table 4.2, an example set of the target reliabilities is 
selected as shown in Fig. 4.1. In this set, the values at the four corners are taken 
from Table 4.2-a. Then the larger value between the reliability implied in the current 
codes and the linear interpolation from the aforementioned four fixed values, is taken 
as the target value at the checking points. 
Since the LRFD formats in the current codes can not achieve the target lifetime 
re liability as given in the example set. A new checking format considering all loads is 
added. 
The reliability-based design problem is then formulated as follows: 
Find the resistence, R, which satisfies the following reliability constraints, 
Prob [ R <D+Ls+LT+W+E-J S 4> ( - ,B T)- (4.2.1) 
Prob [R < D +Ls+LT] < 4>( - 3.0) ( 4.2.2) 
Prob [R < D + Ls + W ] < 4>(-2.5) ( 4.2.3) 
Pro b [R < D + L s + E] S 4>( - 1.75) (4.2.4) 
III which f3 T is th e target life time re liability index gIve n III Fig. 4.1 and Pro b [ - 1 
denotes the probability that R is smaller than any combination of loads listed during 
the lifetime. These reliability constraints may be translated in the LRFD formats as 
¢R > 
¢R > 
¢>R > 
¢>R > 
I b D n + 11 L 11 + 'Ilr W n + '11: En 
IbDn + 'IILn 
I~Dn + ItL1I + 'Irv Wn 
I fy D n + It L n + 'I tEn 
( 4.3.1) 
( 4.3.2) 
( 4.3.3) 
( 4.3.4) 
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O.lOD O.lSD O.20D O.2SD E(W) 
Example Target Reliability 
--------- Reliability Implied in Current Codes 
( Table 4.2-a ) 
ficul"e"1 Varying Target Reliability Based on Current Codes 
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where the subscript n denotes the nominal load effect. In this study, the mean of the 
lifetime maximum load is used as the nominal loads for time varying loads and the 
mean is used for the dead load. 
The load and resistance factors, I and rP, then are decided as done in the ANSI 
study ( Ellingwood, et a.1., 1980), except that the relative weight factors for the live 
load are not included. The process is 
Find a set of 'lJ and rP 
which minimize 
S( rP, 'lJ ) = t [R ,B - R ~ 12 
,=1 
( 4.4) 
for j = 1 to 4 
where n is the number of the different design loading situations and j corresponds to 
the constraints given in Eq. 4.2. RA is the resistance according to Eq. 4.3, e.g., for j = 
I, 
( 4.5) 
and RB is the resistance that satisfies Eq. 4.~.1. This is, therefore, a multiple linear 
regression problem. 
For the example target reliability shown in Fig. 4.1, if the resistance and dead 
load factors are fixed at 0.90 and 1.10, respectively, Eq. 4.3 becomes 
o. 90R ~ l.IOD" + 0.87 Ln + l.02 Wn + 0.64 En 
O.90R ~ l.IOD" + 1.66L" 
O.90R ~ 1.IOD" + 0.52L" + 1.50 Wn 
O.90R ~ l.IOD n + 0.07 L" + 2.I9E" 
(4.5.1) 
( 4.5.2) 
( 4.5.3) 
(4.5.4) 
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The lifetime reliability achieved by using the design formats in Eq 4.6, is shown 
in Table 4.3. The deviation defined as 
D .. PA - P T 00 eVlatlOn = Xl 
PT ( 4.7) 
is also listed, where PA is the lifetime reliability implied in Eq. 4.6. 
The deviations are reasonably small. The undesirable situations mentioned in the 
preceding section are removed because of the additional equation which considers all 
of the potential loads. 
It should be noticed that the target reliabilities preassigned to the constraints m 
Eq 4.2 must be compatible. For example, if the lifetime target reliability imposed m 
Eq. 4.2.1 is much higher than that implied in the last three constraints, the negative 
deviation arising in Eq. 4.3.1 can not be properly corrected by other equations. 
In the following section, the feasibility of the use of the LRFD formats III the 
reliability-based structural optimization will be discussed when a lifetime target 
reliability, f3 T, is the only concern, i.e., a constant value of PT is chosen regardless of 
diff eren t loading situations . 
4.3.2. Constant Target Reliability 
Consider the lifetime reliability level under the loading system used III the 
preceding section ( Table 4.1 ), however, a constant target reliability index of 2.0 
during the lifetime is used for all loading situations. The design problem is to find R 
which satisfies 
Pro b [R < D + L s + L T + W + E ] ~ cp ( - 2.00) (4.8.1) 
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Table4.3 Varying Target Lifetime Reliability (Fig. 4.1) and Reliability 
Implied in Checking Formats (Eq. 4.8) 
~ E( E) 0.10D 0.15D 0.20D 0.25D 
/ 
-
.2. 18 8T 2.05 2.28 2.35 
-
-
* 8A 2.24 2.30 2.30 2.32 0.050D 
D +9% +5% +1 % 
8T 1 .95 2.05 2.13 2. 19 
8A 1. 99 2. 11 2.15 2.17 0.0750 
0 +2% +3% +1 % 
-'-
I:( 1. 85 1. 91 1 07 2.02 
--T I 
I • J f 
. 
** B • 1. 78 1. 93 2.02 2.04 
O. 1 00 D i'\ 
D -4% +1 % +3% 
B .... i -c:: 1. 78 1. 82 1. 85 --~ 
r 
I 
.. 
: 
.. 74 1 .76 1. 88 1 .94 
... . 
O. 125 D ,.. 
... I 
-1% -1% +3% 
"" ! 
Li!"e::~ .. - ........ 1:.~.ty implied using Eqs. 4.6. 
D ---" x 100. 
* Most cO:'"' • .3e"Vd,:.ve deviation. 
** Mos t un co r.se~ va:':, ve de vi at ion. 
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W'hen the format of Eq. 4.3.1 is used alone, the deviation is very serIOUS when the 
loading environment is extreme ( e.g., when wind or .earthquake load dominates; see 
Table 4.4 ). 
Adding the following constraints with proper target reliability values obtained by 
a trial and error procedure, the deviation is significantly reduced ( Table 4.4 ): 
Prob [R < D + Ls + W ] ~ 4>( - 2.25) 
Prob [R < D + Ls + E] ~ 4>(-2.00) 
( 4.8.2) 
( 4.8.3) 
Therefore the maximum of the three R's satisfying the following conditions governs 
the design: 
o. 90R ~ l.IOD n + 0.56Ln + 0.68 Wn + 1.66En 
0.90R ~ 1.IODn + 0.61L n + 1.40 Wn 
0.90R ~ l.IOD n + 0.05Ln + 2.83En 
..... Concluding Remark 
(4.9.1) 
( 4.9.2) 
(4.9.3) 
It is found that the load checking format including all of the potential loads is 
nece~sar)" to achieve consistent lifetime reliabilities. With this addition, the LRFD 
format.5 are useful tools for the load combination analysis in the reliability-based 
optlm l:ation. Although, the deviation for certain extreme loading situations ( load 
ratios) may still be significant. For example, when a constant f3T is aimed for, it is 
found tha~ the deviation increases with b. / M(P), where b. = range of the mean of 
load P and M(P) = median of E(P). However, the deviation is negligible ( of the 
order of 10- 2 in terms of f3) for b. / M(P) ~ 0.5 in most cases. Therefore, the 
deviation may be reduced by narrowing the ranges of load ratios. This can be 
achieved by grouping the critical sections to be checked in the design into some sub 
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Table 4.4 Constan t Target Lifetime Re liability (~T = 2.00) and 
Reliability Implied in Checking Formats (Eq. 4.9) 
~ E( E) O.lOD 0.15D 0.20D O.25D 
8, 2. '0 2.08 , .80 1. 44 
0.050D 82 -- -- 2. 13 2. '0 
* 
8, 2.09 2.15 2.10 , .90 
0.075D 82 -- -- -- 1. 98 -'-. 
8, 1. 97 2.05 2.09 2.06 
O. , 00 D 
82 2.00 -- -- --
8, 1. 88 1. 95 2.0' 2.05 
O. , 25 D 
82 2.00 1. 99 -- --
Without correction formats. 
With correction formats. 
** 
Indicates the design is not affected by the correction formats. 
* Most conservative deviation. 
** Most unconservative deviation. 
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sets according to the intensities of the load effects. This will be demonstrated in the 
following chapter. 
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CHAP'lER 5 
NUMERICAL EXMvfPLES AND SENSITIVITY ANALYSIS 
5.1. Introduction 
The proposed methodology for the reliability-based optimization is illustrated with 
numerical examples. The dependence of design on optimization formulation IS 
examined first. The sensitivities of the implied reliability of the optimum design to 
the change of parameters, such as cost of failure, target reliability level, mean load 
intensity, load dependency ( clustering), etc., are then investigated. The example 
problem given in Chapter 2, a one-bay one-story frame subjected to three pulse type 
intermitten t loads, is used for this purpose. 
To s how the workability of the LRFD formats III the reliability- based 
optimization. two example structures are designed. The first is a two-bay two-story I 
frame. and the second a one-bay five-story frame. Both frames are under dead, live, 
wind, and earthquake loads during their lifetime. The two structures used are 
assumed to have prismatic rectangular sections. However, the two-bay two-story I 
frame IS abo designed using W shape structural steel members ( AISC Manual, 1980 ) 
to demonstrate the applicability of the methodology to practical design. The first 
frame is al~o used to investigate the proposed line search technique and examme the 
convergence in the nonlinear mathematical programmmg. 
5.2. Problem Description l 
The problem formulations illustrated in Chapter 2 are examined with emphasis r 
on the role of the member-level reliability constraints in Formulation 1 ( Bi-Ievel ). 
The variation of the optimum design due to different formulation is studied in terms r 
t 
l 
, 
I 
; 
j 
·.1 
I 
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of the objective function ( cost), the implied system reliability, and the implied 
member reliability. In addition, the sensitivity of the optimum design to the failure 
cost, GI , in Form ulation 1 and 4 ( Eq. 2.1 and 2.4 ) is also examined. 
The one-bay one-story frame example is used to give numerical comparison. The 
statistics of the applied loads and resistance are given in Table 5.1. The load Sl is the 
gravity load, which is assumed to be uniformly distributed ( with a unit of Ibl ft 2 ). 
This load represents the effect of sum of dead a.nd live loads. S2 is a point load due to 
wind, whereas S3 is a point load due to earthquake. Both loads have a unit of lb. 
The failure cost, GI , in Formulations 1 and 4 is replaced by a function of the 
in i ti al cos t ( 0 r v 0 I u me), w ( .! ), i. e . , 
( 5.1 ) 
III which Np is the factor for non-structural loss, which may include equipment loss, 
1 
Ta.ble 5.1 Statistics of Applied Loads and Resistance 
Mean Mean 
Occurrence Duration 
C.O.v. Distribution Rate (I yr. ) (yr. ) 
* Resistance O. " Lognormal 
Gravity Load (S, ) 0.40 Normal 0.5 2.0 
Wind Load (S2 ) 1. '0 Type-I 10.0 0.01 
Earthquake Load (53 ) 1. 38 Type-II 2.0 0.00001 
NOTE: *. Bias factor of 1. 05 is used. 
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human injury, loss of expected benefit from the system operation, etc., and Np2 
represents the cost of the structural repaIr or reconstruction. These values are 
functions of the limit state considered in the design process. In this study, since the 
plastic collapse is considered, a value of 1 for Np and a relatively high value for Np 2 1 
may be appropriate. Obviously, a larger value for Np generally leads to a safer design. 1 
The sensitivity of the design to the change in Np is also examined. When a st.ructure 
1 
is designed to perform important functions with expensive equipment, a more reliable 
structure is required and a higher construction cost can be allocated. The objective 
function, f(~), of Formulations 1 and 4 is in fact a measure of the "lifetime cost", and 
w(~) the "initial cost". 
The lifetime target reliability of each member under -all loads is assigned as 
constraint in these optimization formulations. In this section, for simplicity, a 
constant target reliability index 13 m of 2.00 is used, where the subscript 'm' denotes the 
member reliability. This may be slightly higher than those implied in the current 
codes whe n the earthquake load is dominant and lower than the code value under 
other loads. 
In the reliability analysis of plastic hinge mechanisms, the resistance capacities are 
assumed to be perfectly correlated along a member and statistically independent 
between members. The sensitivity to the correlation between member capacities is 
f 
I 
I 
I 
\ 
also examined. t 
5.3. Dependence on Optimization Formulation 
A comparison of the implied safety and cost of the optimal design based on 
Formulation 1 ( Eq. 2.1 ) and Formulation 4 ( Eq. 2.4 ) is shown in Fig. S.l-a and 
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5.2-a for two different mean intensities of the wind load, i.e., I1-s = 2000 lb and I1-s = 
2 2 
5000 lb. The member reliabilities achieved by these formulations are shown in Fig. 
5.1-b and 5.2-b. As expected, Formulation 4, with consideration of only the system 
collapse probability, can not control the member reliability ( Figures '-b'). Some 
member reliabilities, such as those at the top ( triangle) and the bottom ( rectangle) 
of the column, are quite sensitive to the change in Npl ( failure cost), and the 
differences due to formulations are small at large Np . However, the reliability at the 
1 
end of the beam ( circle) is hardly aff ected by the change in Npl . Under the loadings 
of Fig. 5.2 it is found that using a Np of 100 in Formulation 4 achieves a ~m of only 
1 
0.75 at the end of the beam ( not shown in Fig. 5.2 ), whereas in Formulation 1, the 
constraint imposed at the beam remains active, even at large values of Np . 
1 
In both formulations ( 1 and 4 ), a larger Npl results in a higher reliability against 
system collapse, ~s, as expected. However, the system collapse reliability changes 
only moderately, whereas the initial cost ( volume) and the lifetime cost increase 
rather steeply with increasing value of Np . 
1 
A t low values of Np , since the design based on Formulation 1 is governed by the 
1 
member reliability constraints, there is some difference between two formulations in 
the system collapse reliability and the cost. However, this difference becomes smaller 
as N p increases. Because of the additional mem ber-Ieve I constraints, Formulation 1 
1 
requires a higher cost than that by Formulation 4. This additional cost, however, 
ensures acceptable me m ber re liabilities. 
To examine the effect of the failure cost term III the objective function in 
Formulation 1, the results of Formulation 1 are compared with those of Formulation 2 
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( Eq. 2.2 ) in Figure 5.3 for varying mean intensity of the wind load. In Formulation 
I, Np = 30 is used. The resistance capacities are assumed to be partially corre lated 
1 
between members, i.e., a constant correlation coefficient of 0.5 is assumed for this 
example. As expected, the additional failure cost term increases the system reliability 
and requires a larger dimension. If a lower value of N p is used, the increment would 
1 
be smaller. The system reliability implied in a design by Formulation 2 will be studied 
more in the following section. 
The frame is redesigned using Formulation 3 ( Eq. 2.3 ), in which a fJs of 2.50 is 
assigned for the system reliability constraint. The implied member reliability is plotted 
against mean wind load in Fig. 5.4. Due to the lack of the member-level reliability 
constraints, the implied reliability of the beam ( solid line-') i~ rather poor, particularly 
at high win d leve Is. 
It is concluded from the foregoing results that the member-level reliability 
constrain ts in Formulation 1 plays an importan t ro Ie of achieving a more re liable 
design at perhaps a slightly higher cost for both construction and design. The 
computation of the member reliability is much simpler than that of the system 
reliability. It is found that the implied member reliability is not affected much by the 
system reliability constraint in Formulations 3 and 4. Note that in Formulation 4, the 
system reliability is constrained by using the failure cost term. 
In the optimization process based on the penalty function method, these 
member constraints limit the augmented objective function in such a way that the 
convergence generally becomes faster. The use of the penaity function method, 
however, may not be efficient in Formulation 3, which has only one constraint 
( system failure probability), especially when the constraint bounding the feasible 
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regIOn is very flat resulting in a very distorted augmented objective function. Other 
techniques, such as direct methods, need to be examined for Formulation 3. 
5.4. Sensitivity of Design and Implied Reliability 
Using the developed methodology, the sensitivities of the design and the implied 
system reliability to the target level of member reliability, load intensity, dependences 
between loads and resistances are examined. This study may provide a basis for 
selecting the target reliabilities ( both member and system levels) under various 
loading situations. The design a.ccording to Formulation 2 is used for this purpose. 
5.4.1. Member Reliability Constraints 
As mentioDed previously, the probability of system,. failure is generally difficult I 
and costly to compute If there is a specific reiation between the member and system I 
reliabilities and the 5ystem reliability can be controlled by the member reliability, the 
use 0 f Form u latio n ~ wou Id save much computational effort. Therefore, the possible J 
relationship is In\'e5~i;~ted 
Fig. S 5 ~t8"'< .!.:~ \"ariations of the implied system collapse probability to the ,I 
change of t!.:~ r.:":-~.~ .. :l"yel target reliability, 13m, for some selected loadings. It is 
fo un d th at ~~;,. :;:; ... ~ • \~ ~.{' m re liability is qu ite se ns itive to the change of th e targe t 
'. c ban ging rate is almost constan t. Therefore, the implied 
system reltati:I~ ... :J ~~:1'o b(' adjusted by regulating the target member reliability, 13m. 
It is also found ~!:\t ~~.~ Implied system reliability is more sensitive to the member 
reliability when thr ",.[.,j bad is more dominant. I 
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5.4.2. Intensity of Load 
Fig. 5.6 shows the variation of the implied system reliability to the change of the 
mean intensities of wind and earthquake loads, i.e., Jts and Jts. The constant 
2 3 
member reliability of 13m = 2.00 is assigned for all cases. It is found that for a given 
wind load, the system failure probability, Ps, increases with increasing mean intensity 
of earthquake load. The system failure probability, Ps, rapidly increases until the 
earthquake load becomes dominant over the wind load; after that it tends to stabilize. 
The system failure probability decreases with increasing wind load when the 
earthquake load is dominant. When the wind load becomes dominant, however, the 
system failure probability increases slightly. \\Then both mean intensities increase 
together, the system failure probability increases. In general, .a higher system collapse 
probability results under a dominant earthquake load than under a dominant wind 
load. Therefore, a higher target member reliability should be assigned for the design 
under a dominant earthquake loading situation if a comparable reliability level against 
the system collapse is desired. This is largely due to greater uncertainty associated 
with earthquake than wind load. The reverse would be true ( e.g., a lower target 
reliability) if a load with smaller uncertainty dominates, such as gravity load. 
5.4.3. Dependence between Member Resistances 
The correlation coefficient between member resistances may be an important 
factor for evaluation of the system reliability. Fig. 5.7 shows the variation of the 
implied system reliability of the optimum design with respect to the correlation 
coefficient between member resistances. A perfect correlation is still assumed along a 
member. A constant correlation coefficient is used, i.e., P12R = P13R = pz/ ( in 
which '1' denotes the left side column, '2' the beam, and '3' the right side column ). 
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It is found that when the earthquake load is dominant over the wind load, the 
implied system reliability, f3s, increases as PI]R increases. However, when the wind 
load is dominant, f3s decreases with increasing PI]R. 'Wben both loads are comparable, 
the correlation between member resistances has no significant effect. 
That is, the assumption of statistical independence between the member 
resistances may be conservative or unconservative depending on the loading situation, 
therefore one should be careful when making such assumptions. 
5.4.4. Dependence between Loa.ds 
Correlation between Sei3mic Load and Gravity Load --- The possible correlation between 
the equivalent static seismic load and the gravity load has been neglected in most 
works. 
Table 5.2 shows the variation of design with respect to the correlation coefficient, 
I.e., from P = 0.0 to p. = 0.3 ( Section 3.3.5). It is found that neglecting this 
correla.tion may lead to a unconservative design, but the difference is small. 
Clu~ter;ng of Load~ Load Intemity Correlatz'on --- As shown in Eg. 3.5, the mam 
parameters for occurrence clustering are conditional probability of occurrence, P" 
mean occurrence delay time, ai, and mean occurrence rate of parent process; p. The 
correlation between load intensities can be represented by a correlation coefficient, 
Pss. The sensitivity of the design and implied reliability to these parameters is studied 
in Fig. 5.8, where the load S3 is assumed to represent a load correlated and clustered 
with the wind load ( e.g., wave or snow load ). It is assumed that the load S3 follows a 
Type-II extreme value distribution. 
The variation of the design to the change of P SZS 3 is shown for diff eren t 
combinations of PI and mean duration of the pulse load, I1d,' It IS found that the 
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Table 5.2 Effect of Correlation between Equivalent Static Seismic 
Load and Gravity Load 
~S = 1000 ~S = 3000 
3 3 
System Increment System Increment 
Correlation Failure Volume of Fail ur e Volume of 
Coefficient (P S) (in3 ) Volume (PS) (in3 ) Volume 
0.0 -2 13706 -2 24598 3.27x10 -- 3.50x10 --
o. 1 3.21x10 -2 13823 +0.85% 3.44x10 -2 24810 +0.86% 
0.2 3.15xl0 -2 13943 +1 . 73% 3.38xl0 -2 25009 +1 .67% 
0.3 3.09x10 -2 14055 +2.55% 3.32x10 -2 25195 +2.43% 
Load Mean c.o.v. Distribution A (/yr. ) ~d (yr. ) 
Gravity ( S 1 ) 60 (psf) 0.4 Normal 0.5 2.0 
Wind (S2 ) 2000 (lb) 1. 10 Type-I 10.0 0.01 
Earthquake (S3 ) Vary (1 b) 1. 38 Type-II 2.0 0.00001 
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implied system reliability is not affected very much by the load dependences. 
However, the design ( required volume of structure) IS more sensitive to these 
parameters since there is a greater chance of coincidence of loads and hence a higher 
combined effect when the conditional probability of occurrence, PI' IS higher and/or 
the mean duration, p. d,' is longer. 
5.5. Use of LRFD Formats in Reliability-Based Optimization 
5.5.1. Introduction 
The aforementioned methodology of the reliability-based structural optimization 
may be difficult to apply to the design of large systems because of the lengthy 
computation involved in the reliability analysis. The use of LRFD formats may 
significantly reduce the computation in the optimization as far as only the member 
reliability constraints are used, I.e., Formulation 2. The feasibility of this method has 
been examined III Chapter 4. Herein, its applicability and effectiveness are 
demonstrated by designing two large example frames, I.e., a two-bay two-story frame 
and a five-story frame. Both frames are subjected to dead, sustained live, transient 
live, wind, and earthquake loads during their lifetime of 50 years. In these examples, 
it is assumed that there is no correlation between load intensities and no occurrence 
clustering. 
Optimization procedure using LRFD formats is as follows: 
Step 1 --- Assume the dimensions of the structural elements. 
Step 2 --- Compute the load effects at the critical sections under the individual load. 
Step 3 --- G roup the se ctions according to the load ratio; such as L /D, W /D, E/D 1 etc. 
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Step 4 --- Obtain the LRFD formats corresponding to a preassigned member-level 
target reliability under all loads, for each group ( refer to Section 4.3 ). 
Step 5 --- Find the optimum design using the LRFD formats determined in Step 4. 
Step 5 --- Calculate the reliability under all loads and check the deviation from the 
target re liability. 
Step 7 --- If the deviation is acceptable, terminate the process. 
Step 8 --- Otherwise, go back to Step 2 with the member dimensions obtained in Step 
5. 
The assumption required in Step 1 is found not to be critical to the efficiency of 
process. The common starting design vectors used in the usuai optimization work are 
satisfactory for this process. 
As in the one-bay one-story frame used in foregoing sections, the bending 
moment is checked for beams, and the combined stress of the bending moment and 
the a:xial forct' l~ checked for columns. 
5.5.2. "I\..-c> Bay ~Story Frame 
TL~ ~·.i·,~:'~!,(' ~bown in Fig. 5.9 is to be designed usmg the member-level 
rellat,;;~ .. (' :.<:-~:.~ The lifetime member-level target reliability index is assigned to 
be ~ 00 T~ I' ;.. ,":,', jj,t!C rectangular sections are used in this example. The assumed 
critic!: q~: ~:' e.:1' !Defcated in Fig. 5.9. Table 5.3 contains the statistics of the loads 
and tbe" rf~O:;i:~1' Tbt' design process is illustrated as follows: 
Step 1 --- :\ "e~ c'! deSIgn variables is assumed, e.g., {~ } = { 10.0, 8.0, 10.0, 8.0, 7.0, 
10.0 }. 
Step 2 --- The load effects are computed at 12 assumed critical sections. 
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Table 6.3 Statistics of Loads and Resistance for 2-Bay 2-Story Frame 
Distribution 
Function Mean 
Resistance Lognormal 36 (ksi) o. 11 
Dead Load Normal 50 (psf) 0.12 
i 
Sustained Gamma 15 (psf) 0.56 Li ve Load 0.45 
Transient Gamma 15 (psf) 0.55 Live Load 0.45 
Wind Load Type- I 
W1 =1500 (lb) 
u1 =1 .5 
Earthquake Type- I I 0.05 (g) 1. 38 Load 
--- -- ~-
NOTE: *. A 
. I 
2 800 ft (for outer colunmns). 
**: A I 
2 1600 ft (for mid-columns). 
(): c.o.v" of load effect. 
Mean 
Bias Occurrence 
c.o.v. Factor Rate (/yr.) 
1. 05 --
1.05 --
* (0.58)** 
-- 0.125 (0.47) 
·If 
(0.57)** 
-- 1.0 (0.47) 
( 1 .09) -- 10.0 
( 1. 38) -- 2.0 
....--J 
-
Mean 
Duration 
(yr. ) 
--
--
8.0 
0.01 
0.001 
0.3xl0 
-6 (9.5 sec.) 
--J 
to 
to 
~ ... -.... 
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Step 3 --- Based on the information obtained in Step 2, 3 groups are made, I.e., 
Group 1 : Sections 1, 2,7, 8, 10, 11, and 12 
Group 2 : Sections 3, 4, 5, and 5 
Group 3 : Section 9 
Step 4 --- Obtain the coefficients of the LRFD formats ( refer to Section 4.3 for 
details ). 
Step 5 --- Two local minimums are found as listed in Table 5.4. Both local minimums 
have 5 active constrain t.s for 5 design variables, respectively. 
Step 5 --- The member reliabilities under all loads implied in each minimum design are 
computed ( Table 5.4 ). 
Step 7 --- Sin ce til edt V iatiu ns of the calcu late d re liability i:ndic~s from the target valu e 
of 2.0 are quite large. Step 2 through Step 5 are repeated for both local mmlmums, 
respectively. 
Step 3 --- For tb~ f;:-:~ \oc:11 minimum, the assumed critical sections are grouped into 8 
cases, whereJ.."- [; f:::';P are used for the second local minimum. 
Step 5 --- Tt-:e rt:-:.::ati(!n process is briefly summarized in Table 5.5. The calculated 
reliabilities :if'" ", :: .... D t() bee los e to th e targ e t val u e 0 f 2.0. 
Step 7 --- Sl:-1:-t" :~,,. ~ .. \ j:\t: C 15 acceptable for both cases, the process is terminated. 
General Rcmar~ -.. T:l" j"Vl:ltlon of the achieved reliability from the target reliability 
becomes acc!'p:~i~ ,. ;,.('.L'~ ~ly the second iteration even though the assumption made 
in Step I is fl.r alA:1' r~'r;~ th(' optimum. The first local minimum leads leads to the 
global optimum It L roued that two local minimum lead to designs which are quite 
different as shown In Fig. ,s.IO-a, i.e., the global minimum has slender outer columns 
and a thick inner column at the first story, whereas the local minimum has thick outer 
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Table 5.4 Two-Bay Two-Story Frame Design: Trial 1 
a) Local Mi nimum 1f1 
x, x2 x3 
10.0 10.0 10.0 
1. 49 9.05 6.83 
Cri tical Section 
Number 
1 
2 
3 
8 
'0 
1 1 
x4 x5 
'0.0 10.0 
5.99 4.06 
Related Des i gn 
Variable 
x3 
x6 
x2 
x.( 
v 
b) Local Minimum #2 
x, x2 x3 x4 x5 
10.0 5.0 5.0 9.0 5.0 
7·37 2.7' 6.36 4.60 6. , 7 
Critical Section Related Desi gn 
Number Vari able 
2 x6 
'j y 
..J 
"2 
5 x5 
7 x3 
9 x, 
12 x4 
x6 Volume 
, 0.0 , 93200. 
5.42 64758. 
Exact Lifetime 
Reliability ( 6 ) 
x6 
8.0 
6. 15 
2.179 
2. 381 
1 .998 
2.321 
2.464 
2. 112 
Volume 
128868. 
70058. 
Exact Lifetime 
Reliability ( 8) 
2.474 
2·397 
2.010 
2.106 
2.002 
2.220 
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Table 5.5 Two-Bay Two-Story Frame Design: Trial 2 
a) Global Minimum 
Design Varia ble xl x2 x3 x4 x5 x6 Volume 
Start 3.0 11 .0 8.0 8.0 6.0 7.0 102876. 
Optimum 1. 31 9.28 6.36 5.68 4.26 5.37 61279. 
Critical Section Related Des i gn Exact Lifetime 
Number Variable Reliability ( B ) 
1 x3 2.017 
2 x6 2.030 
Acti ve 3 x2 2.003 
Cons trai nts 6 x5 2.001 
10 xl 1 .966 
1 1 x4 2.012 
4 x2 2.754 .-
5 x5 2.422 
Inactive 7 x3 2.402 
Constraints 8 x6 2.265 
9 x, 2.028 
12 x4 2.437 
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Table 5.5 ( continued) 
b) Local Minimum 
xl x2 x3 x4 x5 x6 Volume 
7.5 3.0 6.5 5.0 6.5 6.5 7571 4. 
7.49 2.01 6.12 4.22 6.26 5.76 65582. 
Critical Section Related Desi gn Exact Lifetime 
Number Var i able Reliability ( B ) 
2 x6 2.003 
5 x5 2.002 
7 x3 2.010 
9 Xl 2.002 
1 2 x4 2.022 
1 x3 2.281 
--
3 x2 2.373 
4 x2 2.458 
6 x5 2.273 
8 x6 2.979 
1 0 x, 2.743 
11 x4 2.774 
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columns and a slender inner column. It is interpreted that since the horizontal loads 
( wind and earthquake loads) are more dominant than the vertical loads ( dead and 
live loads), the designs of columns on the first floor seem to be mainly governed by 
the moments induced by the horizontal loads. Therefore, the total section area 
required to carry the horizontal loads tends to be lumped in one or two columns to 
maximize the section modulus using least section area ( l.e., volume). Note that 
since the design is symmetric w.r.t. the center line of the frame, only half of the frame 
is shown. 
However, both designs may not be acceptable. Since the optimization has been 
done with respect to the reliability constraints on the plastic moment capacity for the 
combined effect of bending moment and axial force but no b:uckling is included, as a 
result, some columns turn out to be very slender. The structure is redesigned with 
additional slenderness ratio constraints assigned to the columns, l.e., 
( 5.2) 
for i = 1, 2, 4, an d 5 
The process is repeated twice agam for the global minimum, and the results for the 
se con d Ite ration are tabu lated in Table 5.B. As expe cted, the slenderness ratio 
constraint on Xl becomes active. Two optimum designs, i.e., one without and 
another with the slenderness ratio constraints, are depicted together in Fig. 5.10-b. 
5.5.3. Five-Story Plane Frame 
The structure shown in Fig. 5.11 is designed for two different target reliabilities 
for the member-level constraints. In the first design, a constant lifetime target 
reliability index of 2.00 is assigned. In the second design, the reliability levels implied 
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Table 5.6 Two-Bay Two-Story Frame Design with Slenderness 
Ratio Constrain t.s 
Variable x x2 x3 1 x 4 x5 x6 Volume 
4.5 9.5 7.5 6.5 4.6 6.0 83030. 
3.60 8.98 6.37 5.50 4.50 5.41 64306. 
Critical Section Relat ed Des i gn Exact Lifetime 
Number Variable Reliability un 
1 x3 2.02 
-. 
2 x6 2.09 
3 x2 2.0' 
Constraints 6 x5 2.01 
, , x4 2.02 
Slender ness Ratio x, --
Section Related 9 x, 2.47 
to x, 10 x, 2.61 
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III the current codes are assigned, i.e., 3.00 under dead, sustained live, and transient 
live loads, 2.50 under dead, sustained live, and wind loads, and 1.75 under dead, 
sustained live, and earthquake loads. To show the inconsistency of the lifetime 
reliability implied by the load combinations recommended in the current codes, the 
secon'd example is solved for two different span lengths, i.e., L = 20 ft and L' 30 ft. 
The wind load a.t each level is computed following the power law given for the 
area of a city center, i.e., 
V(z) = ( _z 1°04 VG 
1700 ( 5.3) 
The point wind loads at each floor level, which are normalized by the point load at the 
top of the first story, W 1S, are shown in Fig. 5.11-b. In this figure, the subscript of W 
indicates the level of the point . .load applying. The statistics of the loads and the 
resistance are same as in the example of Section 5.5.2 ( Table 5.3 ) except E( W 1S ) 
500 lb instead of E( W 1S) = 1500 lb and E(A) = 0.04g instead of E(A) = 0.05g. 
The assumed critical sections are indicated in Fig. 5.11-a. This is a problem of 8 
variables and 15 member-level constraints. Since 3 LRFD formats are used for each 
constraint, 45 mathematical constraints are involved in the actual optimiz~tion process . 
For the first case ( 13m = 2.00 ), the process is finished after one iteration. This 
fast convergence is due to the good assumption in Step 1 ( which is the starting point 
in Table 5.7). In Step 3, 5 groups are used for 15 sections. The results are 
summarized in Table 5.7. 
In the second case,S more sections are constrained. Since a high target reliability 
is assigned to the combination of dead, sustained live, and transient live loads, and the 
combined load effect under that combination may have a maximum at the center of 
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1 
J 
1 Table 5.7 5-Story Frame Design w.r.t. 13m = 2.00 (L = 20 ft) 
Design Varia ble xl x2 x3 x4 x5 x6 x7 Xs Volume 
I Start 10.0 9.5 9.5 9.0 9.0 10.0 9.5 9.0 240S40. 
Optimum 7.20 6.16 5. S4 5.13 4. 71 7.56 7.27 5.77 10S375. 
Critical Section Related Design Exact Lifetime 
Number Variable Reliability ( B) I 
1 xl 2.01 
3 x2 2.01 
I 
t:.. 
x3 2.01 v 
Active 7 x4 1. 99 I 
Constraints 10 x5 2.01 
11 x6 2.02 
--
I 
1 2 x7 2.02 
1 4 Xs 2.03 ..., ! 
j 
1 
. ~ 
1 
I 
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the floor rather than the end of beam, one more constraint IS added per beam. 
Therefore, this is a problem of 8 variables and 20 constraints ( i.e., 60 mathematical 
constraints). Table 5.8 summarizes the results for L= 20 ft, whereas the case of L 
= 30 ft is contained in Table 5.9. For the case of L = 30 ft, 7 groups are used in 
Step 3. Both cases require only 1 iteration. 
For the case of L = 20 ft, the lifetime member reliability under all loads ranges 
from fJ = 1.95 ( top of 5-th floor column) to fJ = 2.17 ( bottom of first floor 
column ), whereas it ranges more widely for the case of L = 30 ft, i.e., from f3 = 
1.77 ( bottom of 4-th floor column) to fJ = 2.37 ( top of 5-th floor column). In the 
case of L = 30 ft, Section 7 ( bottom of 4-th floor column) is not an active 
constraint under the load combinations recommended in the current codes. However, 
it turns out to have the lowest lifetime re liability. 
5.5.4. Use of W Shape Structural Steel Members 
The two-bay two-story frame shown in Fig. 5.9 is to be designed using W shape 
steel members ( AISC Manual, 1980). Since these sections are available discretely, it 
is necessary to determine continuous functions representing the relationships between 
the section properties, such as weight ( w ), area ( A ), plastic section modulus ( Z ), 
moment of inertia ( I), and radius of gyration ( r). Approximate functions are 
obtained for the so-called economy sections which provide a given section modulus for 
the least weight ( or least section area). These sections are listed in Table 5.10 ( after 
AISC Manual, 1980). The above relationships are represented as functions of area, 
A, since the weight of member, W, is a linear function of area, I.e., 
W = 490 A 
144 ( 5.4) 
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Table 5.8 5-Story Frame Design w.r.t. Re liability Leve Is 
Implied in Current Codes (L = 20 ft) 
x1 x2 x3 x4 x5 x6 x7 
10.0 9.5 9.5 9.0 9.0 10.0 9.5 
7.35 6.26 5.92 5.14 4.68 7.68 7.36 
* Critical Section Governing Related Des i gn 
Number Equation Variable 
1 w xl 
3 W x2 
6 W x3 
7 w x4 
10 L x5 
1 1 w x6 
1 2 w x7 
1 4 w x8 
2 - Xl 
4 - x2 --, . 
5 - x3 
8 - x4 
9 - x5 
1 3 - x7 
15 - x8 
",:: :::,::-~~ination which controls the design: 
::::r: ~:. na t i on of D + LS + LT 
:oobination of D + LS + W 
COIii bi na t i on of D + T. 
-S + E 
x8 Volume 
9·.0 240840. 
5.72 11 0664. 
Exact L if et i me 
Reliability ( B) 
2.17 H 
2.15 
2.13 
1. 99 
1.95 L 
2. 17 
2. 14 
1. 98 
2.77 
2.17 
2.31 
2.16 
2.50 
2.43 
2.80 
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Table 5.9 5-Story Frame Design w.r.t. Re liability Leve 1s 
Implie d in Curren t Codes (L = 30 ft) 
Design Variable x, x2 x3 x4 x5 x6 x7 
Start 10.0 9.5 9.0 8.5 8.0 10.0 9.5 
Optimum 7.67 6.60 6.52 5.36 6.63 7.94 7.S2 
*' Critical Section Governing Related Design 
Number Equation Variable 
1 W x, 
3 W x2 
6 w x3 
Active 8 W x4 
Constraints 10 L x5 
1 1 w X6 
1 2 w x7 
1 4 L Xs 
2 - x1 
4 - x2 
5 - x3 
Inacti ve 7 - x4 Constraints 
9 - x5 
1 3 - x7 
15 - Xs 
NOTE: H: Largest B 
L: Lowest 8 
*'. The load combination which controls the design: 
L: Combination of D + LS + LT 
W: Combination of D + L_ + W ~ 
E: Combi nat ion of D + LS + E 
x8 Volume 
9.0 283860. 
6.74 166427. 
Exact Lifetime 
Reliability ( 8 ) 
1. 91 
1. 90 
1. 90 
1. 78 
2.37H 
1. 93 
1. 89 
1. 95 
2.64 
1. 93 
2.16 
1 .77 L 
3.16 
2.14 
2.53 
r 
I 
t 
r 
i 
I 
I 
'I. 
I 
I: 
r [ 
L 
{ 
! 
L 
1 
1 
I 
1 
} 
I 
I 
j 
1 
\ 
.... 
\ 
. ....J 
I 
. J 
j 
113 
Ta.ble 5.10 Economy W Shape Sections (after AISC Manual, 
8th ed., 1980) 
Plastic Section Moment of Radius of 
Area Modulus Inertia Gyration 
Des i gnat ion (in2) On3) On4) (in) 
W 6x 9 2.68 6.23 1 6.4 2.47 
W 8x 10 2.96 8.87 30.8 3.22 
w 10x 12 3.54 12.6 53.8 3.90 
w 12x 14 4. 1 6 17.4 88.6 4.62 
W 12x 16 4. 71 20. 1 103. 4.67 
w 12x 1 9 5.57 24.7 1 30. 4.82 
W l4x 22 6.49 33·2 1 99. 5.54 
w 16x 26 7.68 44.2 301 . 6.26 
\oJ 14x 30 8.85 47.3 291 . 5.73 
\tv' l6x 31 9.12 54.0 375. 6.41 
W 14x 34 10.0 54.6 340. 5.83 
~ l8x 35 10. 3 66.5 510. 7.04 
W 18x 40 11.8 78.4 612. 7.21 
'",' 21x 44 13.0 95.4 843. 8.06 
w..' 21x 50 14.7· 110.0 984. 8. 18 
'-
~. 24x 55 16.2 134.0 1 350. 9. 11 
W 24x 62 18.2 153.0 1550. 9.23 
w 24x 68 20. 1 177.0 1830. 9.55 
,i 24x 76 22.4 200.0 2100. 9.69 
.W'!' 27x 8~ 24.8 244.0 2850. 10.7 
'wo.' 27x 94 27.7 278.0 3270. 10.9 
w 30x 99 29. 1 312.0 3990. 11.7 
w 30xl08 31. 7 346.0 4470. 11.9 
~. 30x 116 34.2 378.0 4930. 12.0 
W 33x 118 34.7 415.0 5900 . 13.0 
W 33x130 38.3 467.0 6710. 13.2 
W 36x135 39.7 509.0 7800. 14.0 
w 33x 1 41 41 .6 514.0 7450. 13.4 
W 36x150 44.2 581 .0 9040 . 14.3 
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Table 5.10 ( continued) 
Plastic Section Moment of 
Area Modulus Inertia 
Designation (in2 ) (in3 ) (in4 ) 
W 36x160 47.0 624.0 9750. 
W 36x170 50.0 668.0 10500. 
W 36x182 53.6 718.0 11300. 
W 36x 194 57.0 767.0 12100. 
W 33x201 59. 1 772.0 11500. 
W 36x210 61 .8 833.0 1 3200. 
W 36x221 65.0 855.0 12800. 
W 36x230 67.6 943.0 15000 
w 36x245 72. 1 1010.0 1 61 00. 
w 36x260 76.5 1080.0 17300. 
W 36x280 82.4 11 70.0 189qO. 
W 36x300 88.3 1260.0 20300. 
Radius of 
Gyration 
(i n) 
14.4 
14.5 
14.5 
14.6 
14.0 
14.6 
14. 1 
14.9 
15.0 
15.0 
15. 1 
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in which 'A' has a unit of in 2 and 'w' of lb 1ft. In this study, the following functions 
are obtained by revising the functions given in Brown and Ang ( 1955 ) for the new 
sections listed in AISC Manual, 1980 : 
z = 11668 ,; A l.hl + 192151 
l15.44 A - 109.31 
I = 4.35 A 2.01 
258.05 A - 2483.87 
r = 3.22 A 0,(2 - 1.77 
---.. 
0.024 A + 13.22 
- 731254 (5.5.1) 
for A ~ 43 in 2 
(5.5.2) 
for 43 < A ~ 88.3 in 2 
(5.5.1) 
for A ~ 44.1 in 2 
( 5.5.2) 
for 44.1 < A ~ 88.3 in 2 
(5.7.1) 
for 2.7 < A ~ 45.5 in2 
( 5.7.2) 
for 45.6 < A ~ 88.3 in2 
These functions are shown in Figures 5.12, 5.13, and 5.14, respectively. The function 
for the radius of gyration, r, is to be used for the slenderness ratio constraints. 
The optimization procedure using W shape sections requires one more step 
beyond Step 7 listed in Section 5.5.1. In this step, the optimal W shape sections 
available should be selected from Table 5.10 and the reliabilities for the selected 
mem be rs should be checked again. 
The two-bay two-story frame is designed to withstand the loadings in the example 
of Section 5.5.2 ( Table 5.3) except E(E) = {100, 30, 30, 5000, O.lg} instead of 
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E(E) { 50, 15, 15, 1500, 0.05g}. A constant target reliability index of 2.00 is aimed 
for. 
The proposed design process is repeated twice as summarized in Table 5.11. 
However, the first iteration achieves a better design than in the case of Section 5.5.2, 
since the assumed design in Step 1 has relative member sizes closer to the optimum 
values. In this example, only one local minimum is found. In the first iteration, 3 
groups are used whereas 5 groups are used for the second iteration. 
It is found that the second iteration does not improve the final design using W 
shape sections available in the AISC Manual. Therefore, moderate deviat.ions existing 
in the result of the first iteration, e.g., f3 = 2.24 at the critical section 2, may be 
accepted. 
5.5.5. Conclusion 
The LRFD formats are successfully applied to the reliability-b3Sed optimization. 
The use of LRFD formats makes the mam optimization process much simpler since 
"--.. -
th e te dious re liability analysis and the load combination work are carried out for each 
small group in Step 3. The computational effort is reduced to about ~ or ~ of that 
3 4 
needed for the original formulation for both frames. 'Nhen applied to larger 
structures, the use of LRFD formats will be more efficient. 
The load combination fonnats in the current codes are examined in the structural 
de sign pro blems. It is found that the lifetime me m ber re liability un der all 10 ads 
implied in the design following the current codes varies widely even in one structure. 
In addition, the lifetime reliability changes greatly from structure to structure, e.g., 
from the frame with L = 20 ft to the frame with L = 30 ft, even under the same set 
of loadings. 
120 
Table 5.11 Two-Bay Two-Story Frame Using W Shape Sections 
a) Trial 111 Using Eqs. 5.5, 5.6, and 5.7 
Design Variable A1 A,., A..., AI, A,- A6 Volume I c.. J '-I ::> 
Start 40 40 40 35 35 35 72720. 
Optimum 32.5 38.2 30.9 25.7 28.6 26.7 57759. 
Critical Section Related Des i gn Exact Lifetime 
Number Variable Reliability ( S ) 
, 
A3 2.042 
2 A6 2.240 
Active 3 A2 2.007 
Constraints 6 % 2.006 
9 A, 1 .997 
12 A4 2.084 
b) Trial #2 USing Eqs. 5.5, 5.6, and 5.7 
Design Variable A, A2 A3 A4 A5 A6 Volume 
Start 36 43 35 30 35 30 65580. 
Optimum 32.5 38.8 30.6 25.1 28.5 25.2 56804. 
Critical Section Related Des i gn Exact Lifetime 
Number Variable Reliability (8) 
2 A6 2.008 
3 A2 2.022 
Acti ve 6 % 2.006 
Constraints 7 A3 2.000 
9 A1 2.002 
12 A4 2.002 
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Table 5.11 ( continued) 
c) Optimum Design Using W Shape Sections Selected from AISC Manual 
1 2 3 4 5 6 
Desi gnation W 30x116 W 36x135 w 30x108 W 27x 94 w 30x 99 w 27x 94 
Area ( A) 34.2 39.7 31.7 27.7 29. 1 27.7 
Plas tic 
Section 378 509 346 278 31 2 278 
Modulus 
Slenderness 
Ratio of 15.0 12.9 -- 13.2 12.3 --
Column (H/r) 
Critical Section Related Des ign Exact Lifetime 
Number Variable Reliability (8) 
2 A6 2.377 
3 A2 2.092 
6 A5 2.062 Active 
Cons trai nts 7 A3 2.101 
9 A1 2.100 
'-_ .. 
1 2 A4 2.304 
1 A3 2.126 
4 A2 2.463 
Inacti ve 5 ~ 2.256 
Constraints 8 A6 2.364 
1 0 A, 2.575 
1 1 A4 3.646 
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CHAP'IER 6 
CO:MPUTATIONAL ASPECTS OF MATHEMATICAL NONLINEAR PROGRAMMING 
6.1. Efficiency of Unidirectional Search Method 
The efficiencies of two unidirectional search methods, the direct and indirect 
curve fi ttings ( Se ction 2.3.3 ), are examined. For a small size problem, e.g., the one-
bay one-story frame· in this study, the indirect curve fitting method is generally 
efficient. However, the direct curve fitting method using the inverse B-spline curve is 
found to be equally efficient. 
To show their efficiencies III larger problems, the example of 2-bay 2-story frame 
( Section 5.5.2 ) is used. This problem contains 5 variables and 35 constraints. Fig. 
5.1 shows a comparIson of the two methods, in which the objective values achieved 
are given for different programming parameters. In this figure, 'J' is the number of 
iterations of the unconstrained minimization in the penalty function method, and 'K' 
is the minimum number of line searches per unconstrained minimization. 
For the purpose of comparison, only two convergence criteria are used to 
terminate the iteration of the line searches in each unconstrained minimization, I.e., 
(5.1.1) 
(5.1.2) 
where <PI = augmented function after i-th line search, E(1) = convergence criteria for 
J-th unconstrained minimization, and NL = number of line searches in J-th 
unconstrained minimization. The first convergence criterion is for the changing rate 
of the augmented function, <p, and the second IS for the mlllimum number of line 
searches per unconstrained minimization. When both criteria are satisfied, the 
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iteration of the line search IS terminated. In this example, t( J) becomes more 
stringent as 'J' Increases, I.e., €(l) = 0.0020, €(2) = 0.0016, etc., and €(J) 0.0005 
for J 2: 5. 
It is found that the indirect curve fitting method is more sensitive to the value of 
'K' than the direct method, and that the direct method yields slightly better results. 
This implies that the indirect curve fitting method is not efficient in searching for the 
minimum along a predecided direction in this example of large problem. 
The direct curve fitting method, using a 4 points inverse B-spline curve, needs 4 
evaluations of functions for one curve fitting trial, whereas the indirect curve fitting 
requires 3 evaluations. However, it is found that the use of the indirect curve fitting 
method requires the same amount of computational effort, since more curve fittings 
are generally required for each line search to satisfy the criteria imposed for an 
acee ptable curve fitting. 
It is expected that the efficiency of the indirect method will be diminished in 
solving larger problems. Therefore, the direct method using the inverse B-spline 
curve fitting is recomme nded for large pro blems. However, more cases may nee d to 
be tested in the future to make a more definitive conclusion. 
6.2. Selection of Penalty Parameter 
The selection of the penalty parameter In Eq. 2.13 is important and the 
convergence is quite sensitive to this selection. The sensitivity of the optimization 
process to the values of the penalty parameters, the initial value and the reducing 
factor, is shown in Fig. 5.2. 
Based on the experience of this study, it is found that the initial penalty 
parameter, rl, of 0.2 works well and the reducing factor, rT , may be chosen out of the 
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range from 0.01 to 0.1. Fig. 6.2 shows the convergence to the optimum, l.e., 
decreasing objective value, and the required total number of computations of 
functions ( objective and constraints ), 'M', for two cases, l.e., rr = 0.02 and rr 
0.05. The direct curve fitting method is used in this case. 
As expected, the case of rr = 0.02 converges faster up to J = 5. After that, the 
difference between the two cases is negligible. For each unconstrained minimization, 
slightly more computation is performed for the case of rr = 0.02. It should also be 
noticed that smaller penalty parameters, r1 and rr, do not always guarantee better 
convergence, and that using excessively small values for those parameters may result 
in a failure to find the optimum solution. Therefore, moderate values should be 
selected, i.e., 0.1 through 0.3 for rl, and 0.01 - 0.1 for r T • 
6.3. Termination Criteria in Unconstrained Minimization 
It is found tb~t the termination criterion on the minimum number of line 
se arc he s pe r e:lC bun constrained minimization, IS qu ite importan t. When an 
augmented fun("~I~)n to be minimized has a distorted shape and/or the decision of the 
value for d J! I"~ d;~·':"ult. the convergence criterion of Eq. 6.1.2 is necessary. A larger 
number ier '.." ~~ .. '~" a better solution for each unconstrained minimization step. 
To o.a:-:'" ~~J "-covergence behavior with respect to 'K', the optimization 
proble m ., i" ~.~ I • \:l:"IOUS choices of the value of 'K' without considering other 
g, 63 shows the results of 5 selected cases. For three cases, a 
constant 't\': ;i,. c" .. :~ hr J = 1 through J = 5, i.e., K = 4, K = 5, or K = 6. In 
two other C3...'~: t .. :'::-!,,~3.Ses with the increasing number of 'J', i.e., K = 3-4-5-6-6 or 
4-5-6-6-6 for J = 1 tc 5 
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It is shown that an adequate number of line searches for each unconstrained 
minimization IS very important, l.e., adequate convergence criteria for each 
unconstrained minimization save unnecessary computational effort and yield a better 
solution. It is also found that if th~ minimum of each unconstrained minimization 
step is not found properly, more iterations of the unconstrained minimization step are 
mean in g I e s s. 
For example, the case of a constant K = 4 achieves a volume of 62200 at J = 5,' 
l.e., L = 20, where 'L' is the cumulated number of line searches and is printed by 
each point. However, the case of varymg 'K', i.e., 4-5-6-6-6, converges to a volume 
of 61500 at J = 3, i.e., L = 15. In contrast, the case of a constant 'K' of 5 achieves a 
volume of 61830 at J = 3, i.e., L = 15. 
Among the cases examined, the case of 4-5-5-5-5 gIves the best solution with 
reasonable computational effort. Therefore, a stringent convergence criteria ( more 
line searches) is not necessary at the beginning stages ( low' J'). However, if the 
convergence criteria are too generous for the first few unconstrained minimization 
steps, and the starting position for the following step is far away from the minimum at 
high 'J' (small penalty parameter), then it IS difficult to converge to the real 
ffillllmUID, even with more line searches at high 'J'. An example is the difference 
between the cases of a constant 'K' of 5 and a varying 'K' ( 3-4-5-6-6 ) at J = 4 and J 
= 5. 
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This phenomenon is due to the sequentially converging character of the penalty 
function method. It also explains why it is said that the use of excessively small 
penalty parameters, r1 and r y , may result in a failure to find the optimum solution. 
The results shown in Fig. 6.3 demonstrate the advantage of the decreasing f:( J) in 
Section 6.1. 
6.4. Concluding Remark 
The indirect curve fitting method for the line search is efficient for the small size 
problems. However, the direct curve fitting method using the inverse B-spline curve 
is efficient and yields better solutions for larger size problems. 
Adequate convergence criteria for each unconstrained minimization step In the 
penalty function method need to be selected to save computationai effort and ensure a 
more accurate solution. 
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CHAP'IER 7 
SUM:MARY AND CONCLUSIONS 
7.1. Summary 
A methodology to achieve an optimal design subjected to the reliability 
constraints is developed, with emphasis on the realistic load mode lings using stochastic 
processes. Various formulations for the optimization are examined, to which the 
optimal design is found to be ve ry sensitive. Se Ie cting the proper formulation may 
give a more reliable design with less computational effort. 
The Load and Resistance Factor Design ( LRFD ) formats are incorporated into 
the reliability-based structural optimization. The LRFD formats recommended in the 
current practice is modified by adding an equation considering all of the potential loads 
acting on a structure and the lifetime reliability under these loads. It is necessary to 
achieve more consistent lifetime reliability level over various loading situations. 
A tri-modal point estimate is developed, which approximates the system failure 
probability more accurately without extensive computational effort. This also 
guarantees the continuity of the system reiiabiiity function with respect to the design 
variables, which is essential in the mathematical optimization programming. 
An unidirectional search method is suggest.ed using the inverse B-spline curve 
fitting technique. Its efficiency is compared favora.bly with other search methods. 
Based on developed methodology, the sensitivity of the optimal design to the 
change of the design parameters ( such as the member level reliability, load intensity, 
dependences between member resistances, dependences between loads, etc.) is 
studied, with emphasis on the variation of the system level reliability with respect to 
these parame ters. Th is may provide a basis for se Ie cting a prope r target re liability. 
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7.2. Conclusions 
Based on the results of this study, the following conclusions may be drawn; 
1. The proposed methodology provides an efficient procedure for optimal design 
under time varying random loads such that given reliability constraints are 
satisfied. U sing this methodology, the loadings on a structure are taken in to 
account more realistically in the design. 
2. For a reliability-based structural optimization, a formulation with consideration of 
both system and member reliabilities produces a more balanced design. The 
member level reliabilities ca.n not be controlled properly by the constraint 
imposed on the system level relia.bility. Therefore, a formulation considering 
only the system reliability may not lead to a sound design. However, the system 
reliability is well governed by the member reliability constraints. As the system 
reliability is difficult and costly to comput.e, therefore, a viable approach is to 
achieve a balanced design by regulating only the member reliabilities. 
3. The use of the LRFD formats for the reliability-based optimization saves 
significant computational effort without compromlsmg too much on accuracy. 
The additional equation considering all the loads and the lifetime reliability is 
necessary to achieve consistent reliability level for various loading situations. 
Without this additional checking equation, as in the LRFD formats in the current 
practice, th e resu lting design may have inconsiste ney in th e implie d life time 
re liability_ 
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4. The assumption of statistical independence between member resistances may be 
conservative or unconservative depending on the loading situations. Therefore, 
judicial assumption and selection of correlation coefficient between member 
resistances are needed. In general, the mean durations of time varying loads 
have little influence on the optimal design. However, when the loads are highly 
correlated in their intensities and occurrence times, the design is sensitive to the 
change of the mean durations. Under such circumstance, consideration of the 
dependences and load duration in addition to the intensity may be necessary. 
t 
5. The tri-modal point estimate of the system reliability is quite efficient and shows 
a good performance in the mathematical programming. Based on the results of 
the numerical examples, it is believed that the point estimate is generally I 
conservative or very ciose to the exact reliability. The improvement of the tri-
I modal poin t estimate over the bi-modal bounds may be more significant for 
systems having more failure modes. However, a further study on the accuracy is I 
needed. 
I 
6. The proposed unidirectional search method usmg the inverse B-spline curve 
fitting method is found to be very efficient, especially when used in conjunction 
with the penalty function method and when the problem has a large number of 
design variables and constraints. 
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APPENDIX A 
INDIRECT O:NE-DIMENSIONAL SEARCH TECHNIQUE 
The technique proposed by Lund may be summarized as follow: 
(1) Evaluate the objective and constraints, f(a) and gJ(a), at the starting point ao and 
a step length al' 
(2) The f(a) and gJ(a) functions are linearly interpolated through ao and a1: 
( 3) Assemble an approx imate expression of the cP, function: 
m 
cP c( a, r,) = a + b a - r, 2: 
J=l dJ + e)a 
1 
The derivative with respect to a is 
(4) a2 is computed from 4>1' = o. 
(5) Evaluate f( a) and g)(a) at a2' 
(A.I) 
(A.2) 
(A.3) 
(A.4) 
(6) The quadratic interpolations are performed for f( a) and g;( a) through ao, aI, and 
(7) Assemble an approximate form of ¢t using Eq. A.5 and Eq. A.6: 
m 
cP,(a,rt) = a + ba + ca 2 - r, 2: 
)=1 d;+eJ a+fJa2 
1 
(A.5) 
(A.6) 
(A.7) 
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The derivative is 
(A.8) 
(8) a3is obtained numerically from ¢>/ = 0, and the f(a3) and gAa3) are evaluated. 
(9) If the interval for a minim urn is covered by the smallest and largest values of ao, 
aI, an d a2, go to S te p (11). 
(10) Select a new proper set of ao, alJ and a2 either out of ao, all a2, and a3 or 
searching new a's to satisfy the condition for the interval of a minimum. Go to 
Step (5). 
(11) Check the convergence criteria. If satisfied, stop the process. Otherwise, go to 
Step (10). 
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APPENDIXB 
INVERSE B-SPLlNE CURVE FITIlNG 'IECHNIQUE 
The inverse B-spline interpolation is a powerful curve fitting technique, in which 
a curve consists of some segments and each segment is then int.erpolated with a 
polynomial function under constraints on the continuity between each polynomial up 
to the (M-l)th derivative. ( Note the degree of the polynomial is M. ) Therefore, the 
cubic B-spline is continuous up to 2nd derivatives along the interpolated curves. The 
B-sp line form u lation is we II described in the literature, e.g., Gordon and Riesenfeld, 
1974; Wu, 1980; etc. 
In the present formulation, an mverse uniform B-spline curve fitting technique 
uSlllg eu bie po Iyn om ials IS proposed and its mathematical form ulation is reviewed 
briefly without det:liled derivation. The application as a search method is then 
discussed. The general procedure of the search technique using the B-spline IS as 
follows: 
(1) FlDd th (' u t:'pe rand lower bounds for a minim urn. 
(2) Divldr tbt" range between the bounds equally into (n-I) segments. Note It is 
(ound tbat 3 ~t"gments are usually enough. 
(3) Tbf H'~;::;f curve is defined by so-called control vertices, y, which are 
136 
6 0 Vi P 1 
1 4 1 V2 P2 
1 
- (B.l) 6 
1 4 1 
0 6 Vn Pn 
where E. is a vector of original functions evaluated at n equally located points. 
(4) Define two artificial vertices, Vo and Vn+b from 
(5) Now the cubic polynomial of the i-th segment can be set up as follows: 
F, ( ¢» = [¢> 3 ¢> '2 ¢> 1 ] [ C ] [ V,_ 1 V; V; +1 V1+2 ] T 
for i = 1 to n-l 
. (B.2) 
(B.3) 
where ¢> IS a normalized parametric coordinate c;!.efined as 0 ~ ¢> ~ 1 for each 
segment, and 
[c] 1 
6 
-1 3 -3 
3 -6 3 
-3 0 3 
1 4 1 
1 
o 
o 
o 
The superscript T denotes the transpose of a vector. 
(6) Check the stationary points for each spline curve, F" i.e., 
for i = 1 to n-l 
where 
(B.4) 
(B.5 ) 
(B.6) 
: 
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(7) If <P s,.. [0,1] or F."(<Ps,,) < 0, then discard those points, in which 
(B.7) 
(8) Otherwise, check the convergence criteria. If not good, select the new bounds 
for a minimum out of the available data and go to Step (2). 
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APPENDIXC 
SEARCH OF BOUNDS FOR :MINIMUM 
With reference to Fig. C.I, when the first trial step is selected to be AI, the 
se cond trial step size, )..2, should be chosen to be larger than AI' In most cases, A2 is 
decided from A,+l = 2 A,. However, A2 locates out of the feasible region so other trial 
step size is needed. 
In general cases, the next trial step IS assumed to be between Al and A2, e.g., 
)..1 + A2 
As = Recogonizing that the reliability constraint functions are monotonically 
2 
increasing and the ir changing rates increase with increasing A in the range of low risk, 
i.e., the first derivative is positive, as shown in Fig. C.I, the values of constraints 
evaluated at AZ can be used more efficiently to decide the next trial step. That is, if 
the next trial step, AS. is approximated from a linear interpolation of g,(A) using Al and 
A2, the new step A3 is always inside of the feasible region and usually close to the limit 
state. And the ~ondition for the minimum is generally satisfied with AS' If not, 
another 1:!J{'ar t:~~;po!3.tion with A2 and)..3 is performed. 
Anotbe; ;~:l..: c for the use of a linear interpolation IS that a point located too 
close t.c 3. C":-i~.-~ .,:-:.1: state IS not desirable. Since the augmented function, ¢>b is 
positive 1~;5r: '", ;"'1:: :lrtlve constraint, the interpolation search method may not work 
well by st.3.;~.:L. I~ ":. ~ 'l':-b bounds. 
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