Abstract-Using data on the age, sex, ethnicity, and criminal involvement of more than 14 million residents of all ages residing in approximately 4,000 Dutch neighborhoods, we test if an individual's criminal involvement is affected by the proportion of criminals living in his or her residential neighborhood. We develop a binomial discrete choice model for criminal involvement and estimate it on individual data. We control for both the endogeneity that may be related to unobserved neighborhood characteristics and for sorting behavior. We find significant social interaction effects, but our findings do not imply multiple equilibria or large multiplier effects.
that have an average population of 4,000 residents and an average surface of 10 square kilometers (approximately 4 square miles), whereas most previous studies applied their model to larger entities, such as cities and precincts. The detailed spatial scale is not only important for statistical reasons (e.g., it ensures less heterogeneity within and more heterogeneity between observations) but also from a substantive point of view. In order for the choices of individuals to be affected by those of others in their environment, they must be aware of these choices. Most individuals are much more likely to be aware of the behavior of residents in their own neighborhood than of the behavior of residents in remote parts of their city or region. In addition to measurement at a detailed spatial scale, we also consider the possibility that social interactions may be age specific. Because age segregation is endemic in all societies (Hagestad & Uhlenberg, 2006) , and consequently most individuals are more aware of the behaviors of peers in their own age groups than of those who are much older or much younger, and because the criminological literature emphasizes the role of peers in criminal decision making, we also test age-specific social interactions. 2 A second advantage of our data is that they include individual choices. Our data refer to individual neighborhood residents, which allows us to analyze offender rates (percentages of neighborhood residents suspected of being involved in crime in a given year) rather than crime rates. This allows us to separate crimes from offenders, that is, choices from agents. This contrasts with the study by Glaeser et al. (1996) , which was based on crime rates-annual numbers of crimes per capita committed within the geographic boundaries of cities or precincts-forcing the authors to make assumptions on the number of crimes committed per criminal.
Another important advantage of our data is that they facilitate the inclusion of individual characteristics (sex, age, and ethnic origin) that are strongly correlated with criminal involvement. This allows us to take into account stylized facts about individual determinants of criminal conduct, such as the overrepresentation of males, adolescents, and nonnative residents among the criminal population. Our analysis includes the age (sixteen categories), sex (male versus female), ethnic origin (native versus foreign), neighborhood of residence (4,028 neighborhoods), and criminal record of the complete registered 2006 population aged 10 to 89 of the Netherlands. The sample totals 14.3 million SOCIAL INTERACTIONS AND CRIME REVISITED 623 residents, of whom just over 21,300 were registered for being suspected by the police of having committed a crime in 2006.
As is well known, the identification of endogenous social interactions is complicated by the reflection problem (Manski, 1993) , which "arises when a researcher observing the distribution of behavior in a population tries to infer whether the average behavior in some group influences the behavior of the individuals that comprise the group" (p. 532).
Several approaches to identify social interactions have been used in the literature. For example, Glaeser et al. (1996) develop a model with three types of agents-die-hard law breakers, die-hard law abiders, and those whose behavior depends on that of a close neighbor-and take the predictions of this model to their aggregate data. Bertrand, Luttmer, and Mullainathan (2000) , who study welfare use, exploit differences between language groups and locations to identify network effects. Our empirical work is based on a binomial logit model of an individual's choice of whether to be a criminal. Explanatory variables include individual as well as neighborhood characteristics, one of which is the fraction of criminals residing in the neighborhood. Brock and Durlauf (2001) provide a set of conditions under which such endogenous social interactions are identified in binomial discrete choice models and can be separated from contextual effects. We employ the methodology of Berry, Levinsohn, and Pakes (1995) , making use of a constructed instrumental variable inspired by the work of Bayer and Timmins (2007) .
To anticipate our results, we find significant positive effects of social interaction, especially among young people, after controlling for the impact of unobserved neighborhood effects and eliminating possible effects of sorting. Further, we find that the strongest interaction effects are present for property crimes. However, our models do not suggest that multiple equilibria are relevant for the Dutch case. Nor do they imply large social multiplier effects of criminal behavior.
The remainder of this paper is structured as follows. The next section discusses the economic and criminological literature on crime and social interactions. Section III addresses the model and the estimation methodology. Section IV describes the data used. Section V presents the findings, after which the final section concludes and provides suggestions for future research.
II. Literature
In criminological research, it has long been observed that peer delinquency and individual delinquency are correlated-that those who break the law tend to associate with others who also break the law-although empirically the proposition is tested almost exclusively among juveniles, not adults. Two mechanisms have been hypothesized to underlie this correlation. The first mechanism is social learning (Akers, 1977; Sutherland, 1947) , according to which criminal behavior is learned from delinquent peers. People are more likely to commit crime if peers also commit crime, and learning includes being taught the tangible techniques of committing crime but also learning cognitive techniques of neutralization to overcome moral concerns (Sykes & Matza, 1957) . This mechanism is an example of contextual interaction with regard to learning specific skills, as well as endogenous interaction, because it implies behavioral interdependence (referring to the decomposition terms of behavioral similarity in groups by Manski, 1993) .
The second mechanism is group selection. According to this argument, criminality itself is caused by other factors (such as weak social bonds or low self-control; see Gottfredson & Hirschi, 1990) , and the propensity of an individual to be a criminal is not caused by the company of criminal friends. Instead, causality runs the other way: criminals tend to seek the company of other criminals. Because association is also based on geographical proximity (Festinger, Back, & Schachter, 1950) , peer group or neighborhood selection induces behavioral similarity in criminality. This mechanism is an example of correlated effects, as it is not driven by behavioral dependence with respect to the decision to become a criminal.
The correlation between peer delinquency and individual delinquency is thus hypothesized to be affected by processes of selection and influence in social interactions between peers. In one of the first criminological studies to employ longitudinal network analyses to study the causal ordering of selection and influence, Weerman (2011) shows that only the average delinquency level of one's friends in the school network has a significant, although relatively small, effect on individual delinquent behavior. Patacchini and Zenou (2012) also study delinquency in peer networks and find a "conformism" effect of peers' delinquency for all crimes, but especially for petty crimes.
Social influence thus seems to be important to explain the correlation between peer delinquency and individual delinquency. Measuring the full extent of social networks to identify and estimate social interactions may, however, be unnecessarily demanding, because social interactions are likely to play a role not only in networks of strong ties but also in networks of weak ties. Social interactions may even work vicariously, including mechanisms that do not rely on the identification of other individuals. For example, an individual's decision to commit crime may be affected by merely observing the behavior of unknown others, or even by just observing the outcomes of it (e.g., vandalism), and inferring the behavior.
In this paper, we focus on the endogenous interactions between neighborhood residents and test the hypothesis that, all other things being equal, an individual's decision to be a criminal positively depends on the proportion of neighborhood residents who are criminals. Thus, we expect that one's behavior is influenced by observing or learning about the behavior of other neighborhood residents. Relevant examples for the purposes of this paper are (a) see crime take place, (b) hear about crime taking place from offenders or victims in one's peer group, (c) see the results of crime, 624 THE REVIEW OF ECONOMICS AND STATISTICS and (d) become a victim of crime. The neighborhood is an important context for studying the role of social interactions in crime. The focus on neighborhood as the presumed geographic unit of analysis where individuals interact is logical, given the wealth of published research on neighborhood effects (for an overview of outcomes unrelated to crime, see Sampson, Gannon-Rowley, and Morenoff, 2002) .
We analyze property crime and violent crime separately as well as jointly in an overall measure that includes both types of crime. The rationale for separating the two is that if criminal social interactions exist, they may be crime type specific. This would mean that an individual's decision to become involved in property crime depends on the proportion of property offenders (but not on the proportion of offenders of violent crime) in his or her environment and that the probability of becoming involved in violent crime depends on the proportion of violent offenders (but not on the proportion of property offenders) in the area. Violent crime includes offenses like homicide, assault, vandalism, sexual assault, and robbery. Property crime includes offenses like burglary, larceny, theft, and arson. Because violent crime has a strong reciprocal nature (assault often takes place for reasons of revenge, and the perpetrators of assault are often identified while those of property crime often are not), we hypothesize that the social interaction effect for violent crime is larger than for property crime.
III. The Model
This section presents the model and the method of estimation. We use a binomial logit model for the choice whether to be a criminal. This choice is determined by personal characteristics as well as neighborhood characteristics. Idiosyncratic differences in individual choice behavior are captured by the conventional logit error term. We also address unobserved neighborhood effects by introducing elements of the approach pioneered by Berry et al. (1995) along the lines of Walker et al. (2011) in their model of social interactions in travel mode choice. Subsequently, we deal with the issue of identification of the social interaction effect, and we address the endogeneity of the social interaction effect. The final subsection discusses an implication of our model: the existence of multiple neighborhood offender rate equilibria.
A. The Choice of Whether to Be a Criminal
The model we use focuses on an individual's choice to become a criminal. This choice is conditional on the neighborhood in which the individual resides; we think of it as being based on a comparison of the utilities of being a criminal and being a law abider. We denote the difference between these two utilities for individual i living in neighborhood j as y ij . It is important to note that it is only the difference between these two utilities that determines the decision to become a criminal. One may think of the utility of not being a criminal as the outside option in our model. The utility of this outside option does not need to be specified and is allowed to vary over the neighborhoods and individuals. It may depend, for instance, on labor market opportunities.
The variable y ij , and, henceforth, the choice to become a criminal, depends on personal characteristics X ij and neighborhood characteristics Z j . A social interaction effect is present if the expected value of the offender rate in neighborhood j, C j , has an impact on the probability that a particular individual i living in that neighborhood chooses to be a criminal. 3 Let C ij be a 0-1 variable that indicates whether individual i living in neighborhood j is a criminal. The probability that C ij equals 1 is the probability that the variable y ij is positive. We assume that y ij is linear in the (observed) personal and neighborhood characteristics. Since we are imperfectly informed about these characteristics, we also introduce two random variables: ij for unobserved personal characteristics and ξ j for unobserved neighborhood characteristics. We assume that these variables (i.e., ξ j and ij ) are independent of the personal characteristics X ij . Moreover, we assume that ξ j is independent of Z j and, conditional on X ij , ij is independent of all neighborhood-specific attributes Z j , E(C j ), and ξ j . The variable y ij is thus specified as
We assume that the variable ij is logistically distributed, so that the probability that C ij equals 1 is given by the logit expression
Note that Pr(C ij = 1|X ij , Z j , E(C j )) refers to an individual i, whereas E(C j ) refers to the population of the neighborhood. E(C j ) can be interpreted as the expected value that a randomly chosen individual living in j is a criminal. 4 Without the social interaction and unobserved neighborhood effects (γ = ξ j = 0), this is a standard binomial logit model. When there is social interaction but no unobserved heterogeneity (ξ j = 0), this is the logit version of the binomial model of Brock and Durlauf (2001) .
The unobserved heterogeneity term ξ j captures neighborhood characteristics that may have an impact on an individual's probability to become a criminal but are unobserved by the analyst. The importance of such unobserved heterogeneity in discrete choice models is analyzed thoroughly by Berry (1994) and Berry et al. (1995) in their seminal study of the automobile market. Their approach is used in other fields as well. For instance, Walker et al. (2011) apply a model like equation (2), but without neighborhood variables Z j , to study the effect of social interactions on travel mode choice. Berry et al. (1995) suggest a two-stage procedure. In the first step, the neighborhood-specific terms are taken together in a single neighborhood constant δ j ,
B. Identification
and this binary logit regression of C ij on X ij and a neighborhood dummy is estimated by maximum likelihood, based on the assumptions listed above. In the second stage, the alternative specific constants are analyzed further by writing them again as
The unobserved heterogeneity terms ξ j are now the residuals of the linear regression equation. Manski (1993) studies identification of a linear model with social interactions in which there are endogenous interaction effects as well as contextual effects. In our model, the variable E(C j ) embodies an endogenous social interaction effect, while contextual effects may be included in the vector Z j when it contains variables like the average age of neighborhood inhabitants. In Manski's model, the two effects cannot be distinguished. Brock and Durlauf (2001) show that the nonlinearity that occurs in a discrete choice model like equation (2) has identifying power. They develop a set of conditions under which all the remaining parameters are identified. These conditions apply to the model, equation (2), when the term referring to unobserved heterogeneity is absent.
Model (2) is identified if the parameters α and δ in equation (3) are identified and if the parameters β and γ in equation (4) are identified. Manski (1988) shows that the multinomial logit model is identified, so α and δ in equation (3) are not a problem. In Manski's (1993) linear model, C ij is on the left-hand side of the linear equation of interest, whereas in equation (4), it is inside the estimated neighborhood-specific constant δ j . This is the reason Manski's reflection problem does not occur in the present context. This implies that γ in equation (4) does not cause the same problem as in Manski (1993) .
However, there is another problem that has to be faced: the term ξ j , which represents unobserved heterogeneity, has an impact on all C ij 's and therefore also on E(C j ). E(C j ) is therefore expected to be correlated with ξ j . The reason is that a high value of ξ j makes it more likely that any individual in the neighborhood is a criminal, which tends to increase E(C j ). Hence the error term in equation (4) is not independent of the explanatory variables. In section IIIC, we propose a solution to this problem using an instrumental variable approach.
C. Endogeneity
As an instrument, we need an additional variable that is correlated with E(C j ) but orthogonal to ξ j . Since it is difficult to find such variables, 5 we will construct such an instrument on the basis of the structure of the model, adapting an idea that was developed originally by Bayer, McMillan, and Rueben (2004) . The basic idea is that our model can be used to predict the offender rates that would be observed if there would not be unobserved heterogeneity-that is, if all ξ j 's would be equal to 0. These predicted offender rates are, by construction, independent of the ξ j 's, are likely to be strongly correlated with the actual, observed offender rates if the exogenous variables are salient, and make use of exogenous information that is not present in equation (4), namely, the personal characteristics X ij of the inhabitants of the neighborhoods. 6 Moreover, these counterfactual offender rates clearly satisfy the exclusion restriction.
To see how the procedure works, start by observing that according to the model, the expected offender rate is
where the summation is over all individuals living in neighborhood j and B j is the total number of these individuals. It is easy to verify that in equation (5), there is a positive correlation between the unobserved neighborhood characteristics and the offender rate. If we know the true values of the coefficients α, β, and γ, we would be able to compute counterfactual choice probabilities, denoted as IE(C j )'s, for the situation in which unobserved neighborhood effects were absent, that is, for a situation in which all ξ j 's are equal to 0. The IE(C j )'s are, by construction, uncorrelated with the ξ j 's, probably highly correlated with the E(C j )'s, and satisfy the exclusion restriction. We thus use the exogenous characteristics X ij and Z j of individuals and neighborhoods to compute counterfactual choice probabilities for each individual that jointly predict counterfactual offender rates that are independent of the unobserved neighborhood characteristics.
The instrument is thus computed by removing the unobserved heterogeneity terms ξ j from equation (5) and computing the expected offender rate implied by the resulting equation: 7
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In the cases we consider, this equation always has at least one equilibrium. Although there can be multiple equilibria, the value of the instrument can always be defined unambiguously, as we discuss in online appendix A. A complication associated with implementing the suggested procedure is that equation (6) uses the true (estimated) coefficients of the model, which can only be obtained through the use of the instrument. Bayer and Timmins (2007) therefore propose an iterative procedure in which one starts with an informed guess of the instrument values, 8 then computes the coefficient estimates, and use them to recompute the instrument until convergence is achieved (see also Bayer et al., 2004) . In practice, this procedure works well. Convergence always occurred quickly, and simulation exercises confirm that the final values of the estimated coefficients are independent of the starting values in all cases considered. (See online appendix A for a detailed discussion.)
A possible concern with this procedure is that not all of the characteristics X ij and Z j are exogenous. It is conceivable that some of them are correlated with the unobserved neighborhood characteristics. We come back to this in section V.
D. Social Interaction and Multiple Equilibria
The implications of the presence of social interaction in our choice model at the neighborhood level can be investigated on the basis of equation (5). We can interpret the right-hand side of this equation as a mapping of E(C j ) into itself. To focus on essentials, we assume a neighborhood populated by individuals who are identical 9 (apart from the idiosyncratic term in the logit model) and simplify equation (5) as
In this equation, φ j summarizes all other neighborhood and individual characteristics. It is not difficult to verify that
The first term on the right-hand side is a multiplier that equals 1 if there is no social interaction (γ = 0) and is larger than 1 whenever there is positive social interaction (γ > 0). As noted above, this multiplier could be responsible for spatial variation in offender rates much larger than one would expect on the basis of a model without endogenous social interactions. Brock and Durlauf (2001) provide an analysis of the equilibria in this model. They show that for positive values of γ, there may exist three equilibria. Figure 1 illustrates this situation for φ j = −5.1 (based on average estimation results we discuss below) and various values of γ. Equilibria occur where the curves cross the 45 degree line. For γ = 0.1 and γ = 0.15, there are indeed three equilibria. The high and stable equilibrium refers to a situation in which almost everybody is involved in criminal activities. In the other two equilibria, criminals are a minority, but the size of the minority differs significantly. The proportion of criminals equals either 1.5% or 27% (for γ = 0.15) or 52% (for γ = 0.10). The 1.5% equilibrium is stable, but the other two are not. The next section shows that the average offender rate in the Netherlands lies around 1.5%. However, the next section shows as well that there is substantial spatial variation in offender rates. This example therefore suggests that the model can be consistent with the presence of a different proportion of criminals in neighborhoods who are similar in all characteristics. Although the exact location of the equilibria depends on individual and neighborhood characteristics, our numerical experiments suggest that the offender rate at the stable equilibrium with the highest offender rate is unrealistically high.
IV. Data
Criminal behavior is notoriously difficult to measure. Because it is morally objectionable and legally sanctioned, many people are unwilling to confess their involvement in crime, to law enforcement as well as to researchers. Although quite a few surveys ask adolescent subjects to report their involvement in criminal conduct (a few examples include Elliott, Huizinga, & Ageton, 1985; Farrington et al., 1996; Wikström et al., 2012) , crime self-report surveys are rare among adult populations (but see Morselli & Tremblay, 2004) .
To measure criminal behavior, we therefore used anonymized national population data from the Dutch National Police. The police information system from which the data were extracted contains data on all individuals who have been arrested by the Dutch police as criminal suspects in a particular year. It is estimated that more than 90% are subsequently either convicted in court or receive a fine or community service by the public prosecutor's office in lieu of prosecution (this often happens in the case of relatively minor crimes) (Blom et al., 2005) . The data contain some personal characteristics (sex, age, country of birth, parents' countries of birth, postal code of residential address) and also details about all crimes of which the individual has been suspected (including the dates and the types of crime). In the analysis in this paper, we use being a suspect of any crime(s) in the year 2006 as the dependent variable, as well as separate indicators for being suspected of violent and property crime. Violent crime includes homicide, assault, vandalism, sexual assault, and robbery; property crime includes burglary, larceny, theft, and arson. The two types do not exclude each other, so a single person can be suspected of both crime types within the same year. Although information about individual crime frequency is available, only the contrast between criminals (one or more crimes) and noncriminals (no crimes) was used in the analysis. This is unlikely to have any effects on outcomes because the overall variation in criminal involvement is almost completely captured by the distinction between criminals (1.3% of the population) and noncriminals (98.7% of the population).
Because the police information system is used for investigative purposes, it is updated continuously; updates include changes of address as well as removal of individuals after an expiration period, the length of which depends on the seriousness of their criminal record. The database used in this analysis was an archival copy of the information system and included crimes already removed from the real "living" information system. Data from special investigative services are excluded, so that tax and other economic crimes, social security fraud, and environmental crimes are underrepresented.
There are some well-documented disadvantages of using police records to measure criminality. First, a substantial percentage of crimes never come to the attention of the police, either because there is not an individual victim to report it (e.g., drug dealing) or because the victim does not report the crime to the police (Goudriaan, Lynch, & Nieuwbeerta, 2004) . Second, in most jurisdictions, the police solve only approximately 20% of all crimes (Dodd et al., 2004) . As a consequence, any estimate of criminality based on police data must be a severe underrepresentation. Third, specific surveillance or investigative strategies that the police use may result in some areas being more intensely supervised and investigated than others, resulting in an overrepresentation of these areas in the data. Fourth, police records have data on suspects, but some of these people may be unjustly suspected and will not be convicted subsequently in court. Notwithstanding these limitations police records are the best available large-scale measures of criminality To obtain a full population data set on criminal involvement in 2006 in the Netherlands, we used population data from Statistics Netherlands as of January 1, 2006, which cross-tabulates neighborhood of residence (4,028 neighborhoods) with age (twenty categories, each five years width), sex (male versus female), and ethnicity (native versus nonnative). As the police records contain these four variables as well, both sources can be combined to create a national data set containing approximately 16 million individuals. Because in the Netherlands only individuals of age 12 and older can be prosecuted, age categories 0 to 4 years and 5 to 9 years were removed from the analysis. Persons aged 10 or 11 are included because the population data are available only in five-year age categories. Because no individuals above age 89 were prosecuted in 2006, ages 90 and above were also removed from the analysis. The remaining data set contains 14,301,005 individuals aged 10 to 89 in 2006.
For this population, figure 2 displays the number of individuals who were suspected of criminal involvement during the year 2006, per 1,000 residents of the same sex, age category, and ethnic origin. 10 The figure confirms three stylized facts about criminality: the arrest rates of men are five times larger than those of women (Mears, Ploeger, & Warr, 1998; Steffensmeier & Allan, 1996) , the arrest rates of residents with foreign origin are more than three times larger than those of native Dutch residents (Blokland et al., 2010) , and the arrest rates of all groups peak during adolescence and early adulthood at ages 15 to 24 (Blokland, Nagin, and Nieuwbeerta, 2005) . On average, 1.5% of the age 10 to 89 population became a crime suspect in 2006. For boys in the age category 15 to 24 years, the percentage is more than four times larger than the average.
The police records include the six-digit postal codes of the residential addresses of the individuals. Throughout the 628 THE REVIEW OF ECONOMICS AND STATISTICS Netherlands, there are about 435,000 six-digit postal code areas. In nonrural areas they are roughly the size of a football field and contain approximately twenty residential properties and forty residents. Because they were created with pedestrian postal delivery services in mind, single codes are nearly always on the same street, apply to adjacent properties, and are not subdivided by physical barriers that impede pedestrian or car transportation. The focus of our investigation is the proportion of neighborhood residents involved in crime. 11 In line with definitions of "neighborhood" as a locus of social interaction elsewhere in the literature, our analysis uses the four-digit Dutch postal code number as the spatial unit of analysis-a spatial aggregation of the six-digit postal code. Following Walker et al. (2011) , we assume that "these postal code boundaries delineate spatial peers and that individuals within a postal code are more similar, exerting a stronger influence than individuals who live outside of one's postal code" (p. 368). Many other studies in the Netherlands have used the four-digit postal code as a neighborhood delineation criterion (e.g., Bernasco & Kooistra, 2010; Nieuwbeerta et al., 2008; Wilsem, Wittebrood, & de Graaf, 2006) . 11 When the peer group is located in the neighborhood, the chance of interaction with a criminal is affected not only by the relative number of criminals but also by the size of the area. Thus, the social interaction effect can alternatively be defined as the percentage of residents per square mile exhibiting a given behavior.
Substantive arguments for neighborhood as a valid spatial reference group were given in section II. There are also several methodological arguments in favor of the neighborhood (instead of a larger or smaller spatial unit). First and foremost, larger areas such as cities ensconce within-city heterogeneity (and therefore between-neighborhood differences) in criminality. Second, smaller areas than neighborhoods, such as streets, result in very skewed crime distributions that are more difficult to model properly. Third, no or very few areal data are available at smaller spatial scales than neighborhoods. Because previous scholars have used cities as units of analysis, we bolster our argument for smaller areal units by presenting figure 3, which provides a view of neighborhoods in Amsterdam, the capital of the Netherlands. These figures show that the percentage of criminal suspects per municipality disguises large withinmunicipality differences. For example, whereas 2.2% of the population of Amsterdam was suspected of a crime in 2006 (1.8% and 1.2% for violent crime and property crime, respectively), the percentage of suspected criminals per neighborhood ranges from 0% to about 5% (0-4% and 0-3% for violent crime and property crime, respectively).
Geographically, the Netherlands is a small country with a total land surface of 41,526 square kilometers. The total country consists of 4,028 four-digit postal code areas with an average surface of 10.31 square kilometers and an average population of 4,073 inhabitants. Similar to U.S. census tracts, the sizes of these "neighborhoods" depend on population density. In urban areas where population densities are high, the surfaces of neighborhoods tend to be relatively small, whereas they are larger in rural areas where population densities are low.
To account for possible spurious findings, we control for several well-known correlates of crime in criminological research about neighborhood differences in crime. Classic and contemporary criminological studies have consistently found that high population turnover, ethnic heterogeneity, low socioeconomic status, and the presence of one-parent households correlate with higher offender rates (e.g., Bursik & Grasmick, 1993; Glaeser & Sacerdote, 1999; Sampson & Groves, 1989; Sampson, Raudenbush, & Earls, 1997) . These neighborhood characteristics are hypothesized to affect crime in two distinct ways: by decreasing social cohesion and (expectations of) social control by impeding proper socialization of youth by parents and other neighborhood residents. We therefore merge our data set with two additional neighborhood data sets. 12 The first is the neighborhood data from the Statistics Netherlands from which we extract address density, percentage single-person households, average household size, number of shops, percentage owner-occupied housing, school density, and percentage single-parent households. The second is the Geomarketing data from WDM Netherlands, which is in itself composed of several (marketing) databases. This database gives us information about neighborhood mobility (in-and out-migration), average level of education, a measure for the average social class, and the number of double-income households within a neighborhood.
In addition, we aim to control for the effect of the presence and activities of law enforcement agencies. To that effect we use data from the Dutch Police Population Monitor of 2005, a biannual (cross-sectional) victimization survey spanning the entire Netherlands (n = 52,560). Several questions in this survey deal with the perception of the neighborhood by its residents. We aggregated the individual survey responses about the "perceived availability of the police" in their neighborhood to the four-digit postal code level. Perceived availability of the police is a combination of agreement ratings of five statements: "You don't see the police enough in this neighborhood," "They don't exit their vehicles often enough," "They are not approachable enough," "They do not have enough time for many things," and "They don't come quickly when you call them" (0 = agree, 1 = don't agree, don't disagree, 2 = disagree, with "don't know" recoded to answer category 1). The responses to these five questions 12 The actual number of resulting neighborhoods in our analyses is lower than the figure of 4,028 for two reasons. First, if the neighborhood is very sparsely populated (such as harbors and industrial areas), exogenous explanatory neighborhood variables such as age or household structure are not allowed to be reported because of privacy reasons and, the neighborhood drops out of our analysis. Second, if there is no criminal variation within a neighborhood (i.e., no criminals live in the neighborhood), then the neighborhood drops out of our analysis as well. The former does not lead to significant selection problems; the latter, however, might pose a potential problem, which we deal with in section V.
were summed, resulting in a scale ranging from 0 to 10 (higher values indicating better availability). The mean of these individual-level summary values per four-digit postal code is the final availability of police per neighborhood variable (n = 3,356, mean = 4.8, sd = 1.5).
Finally, it is to be expected that the impact of social interaction varies with residential density. Denser neighborhoods presumably lead to more interaction among residents because meeting probabilities are larger. 13 To control for this effect, we incorporate an interaction effect between social interaction and residential density.
V. Results
This section presents our estimation results. 14 We start in section VA with the basic model of equation (3) and estimate it for the total population. Since it may be argued that social interactions are especially important among adolescents, who are also the most frequent offenders, we then estimate the model only for the group aged between 12 and 18. The results are discussed in section VB. Possible effects of sorting are probably less relevant for this group since most of them did not choose their own residential location. However, sorting may still be a concern when parents' characteristics are correlated with those of their children. As this is probably the case, we also present, in section VC, a version of the model in which indicators of neighborhood demographics have been replaced by averages over municipalities. The argument to support this specification is that choice of a residential neighborhood takes place within a larger (labor market) region that is taken as given by a household (see as well, e.g., Evans, Oates, & Schwab, 1992) . This implies that the demographic characteristics of this larger area are also taken as given, whereas those of smaller geographical units are selected by the residential location choices of households. An additional advantage of the switch to averages of demographic characteristics of larger areas is that it removes the possible effects of differences in policing that are related to the neighborhood demographics (e.g., areas may have less or more intensive police surveillance) from the model. In this model, we also find significant endogenous social interaction effects for the total population as well as for the young. Table 1 presents the estimation results of equation (3) for the entire Dutch population, omitting the neighborhoodspecific constants δ j . The sociodemographic variables included are a sex indicator (0 for males, 1 for females), an ethnicity indicator (0 for native Dutch or born in a Western 13 See, for instance, Glaeser and Sacerdote (1999) for a discussion. 14 The neighborhood-specific constants have been estimated by maximum likelihood with the Stata software package. Our second-stage models have been estimated by two-stage least squares using the R software package (R Core Team, 2014), most notably using the AER package (Kleiber & Zeileis, 2008) . The estimation results confirm the descriptive statistics visualized in figure 2. Males and nonnatives are much more likely to become involved in crime than females and native Dutch residents, and crime involvement quickly increases with age during adolescence and then gradually decreases. While the estimated parameters for violent crime are similar to the estimates for general crime, the property crime estimates indicate that the age-crime curve for property crime peaks at younger ages.
A. The Basic Model
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A higher value of the neighborhood-specific constant δ j means that, conditional on sex, age, and ethnic origin, neighborhood residents are more likely to be involved in crime. The first-stage model imposes a structure on the effects of individual characteristics, but it is silent about the mechanisms underlying between-neighborhood variation: these have to be sorted out in the second stage. The kernel density estimates of the shape of the δ j distributions are presented in figure 4 . All three density functions are single peaked and almost symmetric. The kernel density function of violent crime is similar to that of crime in general, whereas the kernel density function of property crime clearly has a higher mean and standard deviation. Table 2 presents the results of the second stage. 15 Of all three definitions of crime (all crime, violent crime, and 15 The number of neighborhoods differ because specific neighborhood variables are missing due to privacy reasons and neighborhoods drop out because they contain no criminals. The former occurs in neighborhoods with a very small number of inhabitants, and the latter could occur as well property crime), we first present the OLS result and then the 2SLS results. For instruments of Offender rate and Offender rate × density, we used the counterfactual offender rate (IE(C j )) as defined in equation (6), and the multiplicative interaction effect of the counterfactual offender rate and the address density (IE(C j ) × density). Table B .2 in the online appendix reports the results of the first-stage regression on our social interaction variable (Offender rate) and interaction effect (Offender rate × density). As these tables clearly show, the instruments we use are relevant. The counterfactual offender rate is significant and shows a positive correlation with Offender rate, as expected. The counterfactual offender rate times the address density is significant as well and shows a positive relation with the interaction term: Offender rate × density. By construction, the counterfactual offender is uncorrelated with the error term ξ. We note that the way we compute our instruments implies that they are functions of the estimated parameters. This should in principle be taken in more populated neighborhoods. Section VD addresses the second cause of missing neighborhoods. Standard errors in parentheses and controlled for neighborhood or municipality average variables as reported in table B.3 in the online appendix. Significance at *p < 0.1, **p < 0.05, ***p < 0.01.
into account in the computation of the standard errors. However, since no methods for doing so appear to be available in the literature, we had to leave this issue unaddressed. Columns 1 and 2 in table 2 present the most important results from our second-stage regression on neighborhood constants for our total sample and covariates measured at the neighborhood level. Table B .3 in the online appendix gives the full results of this regression, including the coefficients for the demographic control variables. The main conclusion is that the hypothesized social interaction effect (i.e., the effect of the neighborhood percentage of other residents involved in crime) that appears to be strong and highly significant in the OLS regressions, disappears completely in the 2SLS results. The estimates of most other variables in the 2SLS estimation change little with one exception: the coefficient for single-parent households was (unexpectedly) significantly negative in the OLS regression but becomes positive, larger in absolute value, and strongly significant in the 2SLS regressions. A large and highly significant coefficient on the share of single-parent households is in line with earlier analyses (notably Glaeser & Sacerdote, 1999) .
The estimated coefficients of the other variables are in line with studies on neighborhood-level correlates on crime and delinquency, which generally show that indicators of social and economic disadvantages (low education, low income, high neighborhood mobility, and high proportions of single-person and single-parent households) are associated with more crime. 16 
B. Only the Young
In columns 3 and 4 in table 2, we report estimation results for a sample of persons between 12 and 18 years. The results of the first-stage (binomial logit) estimates are available from the authors on request. Here, we discuss only second-stage results. As we have seen, most crimes are committed by young people, which makes it interesting to give separate attention to this group. It may also be conjectured that social interactions are more important for these persons. 17 Finally, a focus on the young may to some extent alleviate potential concerns about sorting effects, as they did not choose their 16 Our results are robust to the specification used. Only if we omit singleparent households do we get higher social interaction effects (up to γ = 0.18−0.20 for all and violent crime, respectively, and convergence problems for property crime). Using different instruments, in particular the spatial lags of surrounding neighborhoods, does, however, significantly increase the social interaction effect (with γ ranging from 0.54 to almost 1).
17 There is evidence of strong age segregation in social contacts, see, for instance, Hagestad and Uhlenberg (2006) .
THE REVIEW OF ECONOMICS AND STATISTICS residential neighborhood themselves. (See section VC for even further consideration of sorting effects.)
Columns 3 and 4 confirm the general conclusion from columns 1 and 2 in that an apparently strong social interaction effect decreases substantially once we take into account the possible impact of unobserved neighborhood characteristics. However, the Offender rate variable now remains (marginally) significant for all crime and for property crime. Moreover, we now find a significantly positive impact of density (addresses per hectare) and a significantly negative impact of the interaction between the offender rate and density for all types of crime. We therefore conclude that for the young, social interaction and an urban (high population density) environment are significant determinants of criminality.
C. Municipal Demographics
There are two other concerns with the estimates presented thus far that we investigate further in this section. We noted already that sorting may disturb our results. Offender rates may affect the composition of the population in neighborhoods, for instance, because high-income households avoid locating in areas with a high share of criminals and become underrepresented there, while other household types, for instance, those that experience more tight financial constraints, become overrepresented. If this happens, the share of criminals in the neighborhood becomes correlated with the demographic composition of that neighborhood, and this complicates the measurement of the determinants of criminality. It may even be argued that this effect is present if we consider only the young people who did not themselves choose their residential neighborhood, since their characteristics are correlated with those of their parents through nature and nurture. To address the sorting issue, Evans et al. (1992) , who use binomial choice models to study peer effects in teenage behavior (pregnancy and school dropout), propose using averages over larger geographical areas. They argue that sorting refers mainly to the choice of a neighborhood within a metropolitan area, whereas households take the general demographic characteristics of this larger area as given. We follow their line of reasoning here and replace the demographic characteristics of the neighborhood by the average values of these variables in the municipality. 18 This reformulation of the model addresses a second concern. Bertrand et al. (2000) motivate the use of area-wide averages of welfare use as a means to avoid possible bias associated with unobserved characteristics that individuals in a particular neighborhood have in common with others who belong to the same group. In the context of this paper, a potentially important effect is the attention given by the police to a particular neighborhood, which may well 18 The variables concerned are: density one-parent households, average persons per household, average educational attainment, average social class, percentage double-income households, percentage in-and out-migration, percentage owner-occupied housing, and average on-street police presence.
be correlated with the demographic characteristics of the neighborhoods. If the police have a given capacity per larger geographical unit, our alternative specification should be expected to be more robust against this possible source of bias as well.
The results of the alternative specification for the total population and for the young only are presented in table 2 in columns 5 and 6, and 7 and 8, respectively. For the young and for property crime, we now find highly significant endogenous social interaction effects. Although in the 2SLS regressions, these effects are smaller than indicated by simple OLS, they remain substantial. There is now also in all cases but one a highly significant positive effect of address density, while the interaction effect is negative. We conclude from these results that sorting as well as possible differences in the attention the police pay to various neighborhoods had an important impact on the earlier results. We regard the specification with neighborhood demographics as the preferred one.
D. Sensitivity Analysis
Median regression. Some neighborhoods drop out of our sample because there is no within-neighborhood crime variation; that is, no criminals live in those neighborhoods. For all crime and the total sample, only 2.4% of the relevant neighborhoods drop out of the sample, but for only the young and property crime, this percentage increases to 20.3%. To assess whether this makes a large impact, we therefore impute the value of −3.5 for all the missing δ's (this is slightly less than the minimum of all δ's we observe) with an accompanying standard error of 1, which is typically the standard error of neighborhoods with a very small number of criminals. We then compute the associated instruments as the expected offender rate implied by equation (6) and our estimates of α and β.
In our second stage, we estimate a median regression. To do so, we use the control function approach in quantile regression models as advocated by Lee (2007) . The results can be found in table B.4 in online appendix B and are robust with respect to the value of the imputed δ's, the value of standard error of the δ's and the exact nonparametric form of the reduced-form residuals in the second stage of the analysis. In general, the median regression results for the offender rate are slightly more positive and significant (most notably for property crime and municipality average variables), but concur with the estimates in table 2 and confirm our results.
Alternative instruments. The instrument for the social interaction effect that we have proposed follows seamlessly the logic of our model and works well in practice. As we pointed out, the main issue is that this instrument brings in additional exogenous information: the personal characteristics of the inhabitants of various neighborhoods (compare the motivation of a similar instrument in Bayer & Timmins, 2007) . However, it is possible to exploit this in other ways than we have done. One possibility is to compute the counterfactual offender rates without using the social interaction effect (by settingγ equal to 0). This would remove the possibility of multiple equilibria, although this comes possibly at the cost of a loss in correlation between the instrument and the observed offender rates. Moreover, it addresses a concern that some may have with the computation of our instrument: that it could be weak if it uses only the exogenous information incorporated in X ij and Z j without incorporating the impact of the social interaction effect. We have therefore computed the instrument alternatively with the social interaction coefficient set equal to 0, keeping everything else in the procedure unchanged. The results of estimating the models of table 2 with this alternative instrument are reported in table B.5 in the online appendix. In almost all cases, there are only minor changes in the estimated coefficients. The single exception is model 2 for property crime, where the estimated coefficients for the field effect and its interaction with population density become much larger in absolute value (although negative).
One disadvantage of this approach is that the use of an iteration process for the counterfactual offender rates remains. We therefore computed an instrument where we set bothβ andγ at 0 when computing the instrument. These results can be seen in table B.5 in the online appendix. Again, in all cases, we see only minor changes in the coefficients when compared with tables 2 and B.5. Note that although we circumvent the iteration process, we still need imputed coefficientsα for the computation of the instrument. Although table 1 clearly shows that the coefficientsα are precisely estimated, one might still object to the use of any imputed coefficients in the calculation of our instrument.
Therefore, we go one step further and make no attempt to compute counterfactual offender rates, but use the personal characteristics of the inhabitants of the neighborhoods as instruments. This would imply the use of standard IV procedures. Using, for example, the age of the inhabitants of the neighborhood as an instrument yields qualitatively similar results as reported in tables 2 and B.5, although the standard errors are unsurprisingly larger due to the loss of correlation between the instrument and the observed offender rates. 19 
E. Implications
In this section we present the implications of our coefficient estimates for the equilibria. We start with investigating the implications of our model for the equilibrium offender rates. To do this we construct three diagrams similar to figure 1, but based on our estimation results and computed for the actual population, which is (of course) heterogeneous. Because of heterogenenous populations, these diagrams differ across neighborhoods. These figures specifically refer to the largest neighborhood (Molenvliet) of the small 19 In the case of total crime for the whole sample with neighborhoodspecific demographics, the estimated offender rates in this case yield 0.086 with a standard error of 0.048. Full results are available on request. town of Woerden, whose characteristics are considered by marketers as average for the Netherlands. For a total overview of the equilibria for all neighborhoods for the youth and neighborhood-average exogeneous variables, we refer to figure A.2 in online appendix A. Figure 5 is based on the estimates listed in column 4 of table 2. It illustrates that multiple equilibria for property crime are possible in the model that refers only to the youth. In all three cases shown, there is an equilibrium close to the 1% or 2% crime rates that most of the neighborhoods exhibit; this particular neighborhood displays a 2.4% general crime rate, a 1.7% violent crime rate, and a 1.2% property crime rate. Here, the low equilibria and observed crime rates do not differ by more than 2.5% for more than 95% of the neighborhoods. For property crime, there is a second stable equilibrium at a very high level-close to 92%-of crime. The attraction basins of these two stable equilibria are separated by the third, unstable, equilibrium that is located above the maximum share of criminals in our data. These models therefore do not suggest that neighborhoods may switch from the low to the high equilibrium.
Figures 6 and 7 show the equilibria for our total sample and for youth only, respectively, implied by the models that use municipality average covariates (columns 6 and 8 in table 2). Now the attraction basins of the low-share equilibria are much smaller. Indeed, figure A.2 in online appendix A and analogous figures for other types of crime 20 show that unstable equilibria that indicate the upper bound of this basin are within the range of a few neighborhoods only, mostly with respect to property crime. 21 Although this may be interpreted as suggesting that some Dutch neighborhoods may run the 20 Available on request. 21 Not surprisingly, the empirical distribution of neighborhood offender rates is highly skewed to the right. Ninety percent of all neighborhoods for all crime to more than 95% for property crime display offender rates below 5%. For all three types of crime, not more than four neighborhoods display offender rates above 10%. risk of moving toward a much higher level of criminality, we do not observe such high offender rates in the data for any of the Dutch neighborhoods. We interpret this as indicating that (at least in the present circumstances) the lower-level equilibrium is the only relevant one. The social multiplier of criminal behavior implied by our model was derived in equation (8). It gives the additional impact of a change in an exogenous variable on the equilibrium offender rate that is caused by the social interaction effect. Since the expression E(C j )(1−E(C j )) reaches a maximum value of 0.25 for E(C j ) = 0.5, whereas the offender rates we observe are in general much lower and our estimates of the field effect γ are well below 1, we should not expect large values of this multiplier. Computations reveal that for the model referring to youth only, with municipality averages of the demographic variables (column 8 of table 2) this multiplier reaches values in the range 1.018 to 1.031 (for neighborhoods with high offender rates, E(C j ) = 0.1), which is indeed small.
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VI. Discussion
Social interactions may be caused by a variety of mechanisms, including contacts at school and work or through social and other media. In line with previous work on social interactions and with the comprehensive literature on neighborhoods and crime (see Sampson et al., 2002) , our study focused on social interactions through coresidence and locational spillovers.
On the basis of previous literature, we hypothesized that positive social interactions play a role in crime-in particular, in violent crime. Using data on individual choices and taking unobserved neighborhood characteristics and sorting into account, our analysis of offender rates confirms this expectation. They indicate a positive and significant endogenous social interaction effect for crime overall, as well as for violent crime and property crime considered separately. However, our models do not suggest that multiple equilibria are relevant in the present Dutch circumstances. Nor do they imply important social multiplier effects of criminal behavior. This contrasts with some earlier research on social interactions and crime (Glaeser et al., 1996) . We suggest that prior research may have overestimated endogenous social interaction effects by lack of individual data at a detailed spatial scale. In particular, we demonstrated that there exist huge individual differences in crime involvement by sex, age, and ethnic background, which have hardly been accounted for in prior research on social endogenous interactions and crime.
Nevertheless, in line with much of the prior literature, we did find positive social interaction effects in all three models once endogeneity and sorting effects were taken into account. The result for violent crime is easiest to interpret. Apart from violent crime's reciprocal nature, another interpretation might be that social interactions apply to violent crime because violent crimes are overt predatory contact crimes that presume an interaction between the offenders and their victims. In neighborhoods where individuals live among others who are prone to violence, the risk of violent victimization is relatively high and might be lowered by gaining a reputation of toughness. Thus, being a violent offender may deter violent predators and thereby prevent future violent victimization (Dur & van der Weele, 2013; Fagan & Meares, 2008; Silverman, 2004) . The larger coefficient for the social interaction effect related to property crime is perhaps a bit more difficult to interpret. Although the large majority of property crimes (e.g., larceny, burglary) are covert crimes that are perpetrated without any contact between the perpetrator and the victim and without the victim being able to identify the perpetrator (and often also vice versa), it also covers crimes that have a social component. For instance, shoplifting may give the delinquent a reputation in his (or perhaps her) peer group that evokes similar behavior by others.
As we have pointed out already in this paper, there are some advantages as well as disadvantages of using police-recorded data on criminal behavior. First, some crimes are not reported to the police (more than 50% according to Goudriaan et al., 2004) , and, second, the police solve only 20% of the recorded crimes (Dodd et al., 2004) . Police data thus suffer from both type 1 and type 2 errors (although, as we have argued, the likelihood of a false positive is quite small). In future research, such misclassification issues might be dealt with. Lewbel (2000) has shown that binary discrete-choice models with misclassification are nonparametrically identified, and Hausman, Abrevaya, and Scott-Morton (1998) provide techniques for estimating this model.
A second issue that could be addressed further in subsequent research is that we found the share of single-parent households to be an extremely important variable. We were, however, unable to test the hypothesis suggested by this finding: that criminals often belong to such households since our data inform us only about the share of one-parent households per neighborhood. With better data, this issue could be addressed.
In a critique of the empirical literature on social interactions, Manski (2000) claims that the analysis would benefit from the performance of well-designed experiments in controlled environments and from careful elicitation of persons' subjective perceptions of the interactions in which they participate. Falk, Fischbacher, and Gächter (2010) adopt the first suggestion and demonstrate social interactions in an experiment on behavior in a public goods game. However, ethical considerations and Institutional Research Board regulations prohibit experimental studies of criminal behavior of the type and severity that we study. Therefore, in this paper, we chose the second-best alternative and estimated a structural discrete model using state-of-the-art techniques to tease out social interactions with an exceptionally rich and comprehensive data set. Our results confirm the presence of social interaction effects, but according to our estimates, they are not strong enough to make the presence of multiple equilibria in Dutch neighborhoods likely. The implied social multiplier is small, almost negligible. The bottom line of our findings therefore is that in our data, the variation in exogenous determinants of crime, like the demographic composition of the area and personal characteristics, appears to be more relevant for the explanation of geographical differences in offender rates than social interactions.
