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Motivation
Let us start from motivation of the contents in this paper. Let M be a compact oriented smooth four manifold, and let:
be an open subset. X inherits smooth structure from M . Our basic question is what kinds of complete Riemannian metrics X can equip, and to describe their characteristics.
Let us explain our strategy by using Yang-Mills gauge theory. Let E → M be a complex vector bundle, and assume that the Donaldson invariant Q(E) = 0 does not vanish. Let g be a complete Riemannian metric on X, and choose exhaustion K 0 K 1 · · · X by compact subsets with a family of Riemannian metrics h i on M with h i |K i = g|K i . Choose ASD connections A i with respect to (E, M, h i ). Then after suitable gauge transform, they converge to another ASD connection A over some E → (X, g) on each compact subset such that its curvature F A lies in L 2 of X.
One asks when a standard mechanism of functional analysis in Yang-Mills theory cannot be constructed over (X, g). So suppose g could accept such analytic setting over (X, g) . If a regular moduli space should be empty and A hits the element in the moduli space, then one can conclude that such metric g cannot exist.
This type of the argument can work well for the class of manifolds with cylindrical end. In particular one can verify a fact that K3 surface does not admit smooth connected sum decomposition whose one side corresponds to sum of E 8 term ( [D1] , [DK] ). If one tries to follow such argument in a general case, one of the striking difficulty appears that A is far from an L 2 connection, even though its curvature F A is the case. This essentially comes from a serious property that the L 2 de Rham differential does not have closed range in general.
In this paper we discover that (non) existence of certain L 2 harmonic forms guarantee non trivial reduced cokernel and allow some computation of the cohomology group of some AHS complex on X. In this paper we apply the above phenomena to the case of Seiberg-Witten theory. Let us fix a spin c structure on M , and consider a family of Riemannian manifolds (M, h i ) as above. Let us choose solutions (φ i , A i = A 0 + a i ) to the SW equation with respect to (M, h i ). Then the solutions converge to some pair (φ, a) over X on each compact subset of X. We construct new function spaces and the linearized map of a variant of Seiberg-Witten map between them:
Our main result is gathered as follows: Theorem 1.1. (1) Suppose the family (M, h i ) has uniformly positive scalar curvatures at infinity. Then the pair defines an element:
If a self dual L 2 harmonic form u exists on X, which is L 2 exact at infinity, then no families of one forms {a i } i with ||da i || L 2 ≤ C, can converge to u in L 2 on each compact subset. In particular:
(3) Suppose X is simply connected. Then there is an injection:
into the space of anti self dual L 2 harmonic forms from the first cohomology of the above variant of AHS complex. Modeled on the above functional spaces, one can obtain a continuous Seiberg-Witten map:
on which the Gauge group acts continuously. In particular the above pair (φ, a) gives a solution to the above SW equation:
SW (φ, a) = 0.
To develop moduli theory further, we have to construct generic perturbation theory for this functional analytic setting. It does not seem to follow a standard argument, and we will continue more detailed analysis in future.
Our argument heavily depends on the Stokes theorem, and by this reason we are currently not able to apply it to Yang-Mills gauge theory, since structure group is non commutative.
L 2 harmonic forms
Let (X, g) be a complete Riemannian four manifold.
2.1. De Rham differential. We start from observing the following locally separating property. For simplicity of the argument, assume that end X is homeomorphic to [0, ∞) × S 3 .
Lemma 2.1. Suppose an element 0 = [u] ∈ H 2 c (X; R) exists so that X u ∧ u > 0 is positive. Then there are no families a l ∈ C ∞ c (X; Λ 1 ) such that convergence:
d(a l ) → u holds smoothly on each compact subset.
Proof. Take an embedded Riemann surface Σ ⊂ X which represents a Poincaré dual class to u. Suppose such family {a l } l could exist. Then by Stokes theorem, the convergence:
2.2. Self dual differential. The above argument heavily depends on the Stokes theorem, and it cannot be directly applied to the self dual differential in general. However a certain L 2 harmonic form allows to follow a parallel argument.
One can obtain L 2 harmonic self dual 2 forms in the following way:
has closed range. Then any element in the cokernel can be represented by an L 2 harmonic self dual 2 form.
As a preliminary to the argument below, we have the following: Lemma 2.3. Suppose that (X, g) is of bounded geometry. Then there is > 0 and exhaustion by compact subsets such that there are uniform quasi isometries:
where N (K i ) is tubular neighbourhood.
Proof. Let x 0 ∈ X be any point and d : X → [0, ∞) be the distance function from x 0 so that it is smooth except at x 0 . Choose r 1 << r 2 << · · · → ∞ so that all r i are regular values of d. Then each level set:
gives the desired compact subset. q.e.d.
Later on we choose K i so that they satisfy such uniform quasi isometries.
Lemma 2.4. Suppose a non zero L 2 harmonic self dual 2 form exists:
Then there are no sequences a i ∈ Ω 1 c (X) with uniform bound:
Proof.
Step 1: Assume it could exist. For any δ > 0, there is a compact subset
On the other hand there is i 0 such that for any i ≥ i 0 ,
also holds. Then the equalities hold:
Since both the estimates hold:
the following statement holds; for any δ > 0, there is i 0 and a compact subset K ⊂ X such that for all i ≥ i 0 , the estimates hold:
Step 2: On the other hand consider the equalities:
So the estimate holds:
Choose K = K i . By the assumption, there is uniform quasi isometry N (K i ) ∼ = ∂K i × (− , ). Since the integrals:
are uniformly bounded, it follows that there are t i ∈ (− , 0] so that
holds. By the same way, one may assume the convergence:
Let us replace ∂K by ∂K i × {t i } and apply the above estimates. Then one can obtain an estimate:
This is a contradiction, since ||u|| L 2 (X) > 0 is positive. q.e.d.
Remark 2.5. The condition on a i is too strong for our later purpose, and in 2.3 below we use a weaker condition on a i assuming a stronger one on u.
Lemma 2.6. Suppose an L 2 harmonic self dual 2 form u ∈ H + (X; R) exists such that it is exact u = dα except compact subset K ⊂ X. Then any a ∈ Ω 1 c (X\K) satisfies vanishing:
Proof. We have the equality:
since u is self dual. By the assumption, u|X\K = dα holds for some α ∈ Ω 1 (X\K). Then:
Choose a compactly supported cut off function ϕ : X → [0, 1] with:
Then we have the equalities:
These equalities are combined to obtain the conclusion. q.e.d.
2.3. Asymptotic convergence. Let us say that a closed form u on X is L 2 exact at infinity, if there is a compact subset K ⊂ X such that it is exact except K:
The following proposition requires no uniform bound on L 2 norms of a i .
Proposition 2.7. Suppose a non zero L 2 harmonic self dual 2 form 0 = u ∈ H + (X; R) exists, which is L 2 exact at infinity. Then there are no families a i ∈ C ∞ c (X; Λ 1 ) such that: (1) convergence:
holds in L 2 norm on each compact subset, and (2) uniform bound holds:
Step 1: Suppose such a sequence could exist. Let us fix i 0 and choose arbitrarily small δ > 0. Then we obtain the estimates:
if i ≥ i 0 is sufficiently large.
Step 2: However the equalities:
hold by Stokes theorem. So the estimate:
holds by step 1 with a similar argument as step 2 in lemma 2.4. This contradicts to the lower bound in step 1. q.e.d.
Lemma 2.8. Suppose a non zero L 2 harmonic self dual 2 form 0 = u ∈ H + (X; R) exists, which is L 1 exact at infinity. Then there are no families a i ∈ C ∞ c (X; Λ 1 ) such that:
Proof. The argument is quite parallel to proposition 2.7.
Suppose such a sequence could exist. Let us fix i 0 and choose arbitrarily small δ > 0. We obtain the estimate:
However the equalities:
hold by the Stokes theorem. So the estimate holds:
The right hand side is bounded by some small δ, by a similar argument as step 2 in lemma 2.4. This is a contradiction. q.e.d.
2.4. AHS complexes over cylindrical manifolds. The Atiyah-HitchinSinger (AHS) complex is an elliptic differential complex over a complete Riemannian four manifold X:
+ ) −→ 0 where d + is the composition of the differential with the projection to the self dual 2 forms. Notice that H 0 = 0 always holds when X is non compact.
Suppose end X is isometric to the product M × [0, ∞), where (M, g ) is a closed Riemannian 3 manifold. Such a space is called as a cylindrical manifold. Denote the product metric by g + dt 2 on M × R. By use of the formal L 2 adjoint, we obtain the elliptic operator:
Then one can canonically identify:
where the identifications are given by:
Then:
is represented as:
The following is well known:
Lemma 2.9. Suppose Q is invertible. Then the AHS complex is Fredholm. Hence L 2 harmonic self-dual 2 form exists, if H 2 has positive dimension.
Now consider the case when Q is not necessarily invertible. Let us fix a small and positive δ > 0. Then for 0 < µ ≤ δ, put:
Let us extend τ as a function τ : X → [0, ∞) so that it coincides with τ (m, t) on end X. Then define the weighted Sobolev k norms on X by:
We write by (L 2 k ) µ as the space of the completion of C ∞ c (X) with respect to the norm, since the isomorphism class of the function spaces is determined by µ > 0, rather than τ itself.
Then we have the weighted AHS complex:
Let us introduce the isometries:
holds, and put:
Passing through the isometries, we obtain:
Then we have the following expression on the end M × [0, ∞):
It follows from straightforward calculations that the operator:
gives an isomorphism for any small µ > 0. In particular I −1 τ P τ I τ and hence P τ both give the invertible operators on the end.
Let u ∈ (L 2 k−1 ) τ (X; Λ + ) be an element in the cokernel of d + . In the weighted case, the weighted L 2 -formal adjoint operator is given by:
Proposition 2.10. Suppose H 2 (X; R) = 0 holds. Then for any small µ > 0,
Proof. For the proof see [K1] . For convenience, we give a proof below.
Step 1: Let us take a representative u ∈ H 2 . One may choose u so that it
Since H 2 (X; R) = 0, one may express e τ u = dµ, µ ∈ Ω 1 (X). Let us denote µ| endX = β + f dt, where β does not contain dt component. Then we have the following relation:
where both d 3 and * 3 are on M . Let us decompose β t = β 1 t + β 2 t , where β 1 t (β 2 t ) consists of a (co)closed form on M . Then from the last two terms, one finds d 3 f t = (β 1 t ) . In particular one may represent:
By the decomposition, one finds a positive constant C such that:
Step 2: Now we have the next relations (put µ = β 2 t on the end): M ) . One may assume that for every t, µ t ∈ C ∞ (Λ 1 (M )) lies on the orthogonal complement of ker d 3 . * 3 d 3 is invertible on (ker d 3 ) ⊥ and is self adjoint with respect to L 2 inner product. Since µ satisfies the equation ( ∂ ∂t + * 3 d 3 )µ = 0, it satisfies the exponential decay estimate. More precisely there exist constants C > 0, λ 0 > 0 which are independent of µ, with the estimate:
Notice that µ can at most satisfy the following growth:
Combining these estimates, one gets the exponential decay estimate on µ. Then by elliptic estimate, dµ also exponentially decaies on the end. q.e.d.
2.5.
Method of cut off. Proofs of our non surjective results in 2.2 and 2.3 use boundary integrals, which depends on lemma 2.3, and hence requires bounded geometry on (X, g). One can avoid such boundary integral by passing through a method of cut off functions, whose idea has appeared in [G] . The author is grateful to M. Furuta on discussion in 2.5. This widely generalizes the class of metrics we can apply there. Even though in later sections we still have to assume bounded geometry on (X, g), it will make sense to describe another approach to these results.
Let K i K i+1 · · · X be exhaustion by compact subsets as above. Assume moreover there are cut off functions:
Such family of cut off functions exists when (X, g) is complete.
Let us give another proof of proposition 2.7 without the condition of bounded geometry on (X, g), just using χ i as above.
Proof. The proof goes as the same way as the proof of proposition 2.7 until step 1 so that positivity K i 0 u ∧ d + a i > 0 holds. Since the estimates hold:
we obtain positivity:
On the other hand consider:
Then we have the estimates:
which is arbitrarily small for large i. This is a contradiction. q.e.d.
One can also verify lemma 2.4 and lemma 2.8 in 2.2 in a parallel way, without using boundary integrals.
Hodge theory on manifolds with boundary
Hodge theory has been extensively developed on manifolds with boundary. We refer [S] for its basic theory, and review basic known facts from it.
Let X 0 be a compact Riemannian manifold with boundary so that a neighbourhood of the boundary N (∂X 0 ) is diffeomorphic to ∂X 0 × [0, ). At a boundary point x ∈ ∂X 0 , the normal direction n x is uniquely determined as the outward vector which is orthogonal to all the tangent vectors in ∂X 0 at x.
For a vector field X on a neighbourhood of boundary, denote the vector field on the boundary by X t as the orthogonal complement to the normal vector field n. Then for a k form ω, denote:
We put:
Let L 2 l (X 0 ; Λ k ) be the Sobolev l-norm, and denote by
1 (X 0 ; Λ k ) and:
Let d * := (−1) mk+m+1 * d * and put:
where m = dim X 0 . We also denote:
Definition 3.1. The Dirichlet integral:
be the orthogonal complement, and put:
is a closed linear subspace. Recall the Green's formula:
where ω ∈ L 2 1 (X 0 ; Λ k−1 ) and η ∈ L 2 1 (X 0 ; Λ k ). The followings are key results to our analysis. See [S] for the proofs.
Lemma 3.2. The Dirichlet integral is equivalent to H 1 norm on H k D (X 0 ) so that therte is a constant c, c > 0 such that the uniform estimates hold:
Actually φ D is a strong solution to the equation:
holds for some c > 0.
. Let us check tη 1 = 0. By definition tη = 0 holds, and tη 2 = tdd * φ D = dtd * φ D = 0. So tη 1 = 0 holds. Next take a harmonic form u ∈ H k D (X 0 ). It follows from the Green's formula that the equalities:
hold. η 1 = d * dφ D and hence the equality:
holds. Then apply lemma 3.2 to and obtain the bound:
3.1. Dirichlet to Neumann conditions. There are basic relations:
Denote:
. Lemma 3.6. The Dirichlet integral is equivalent to H 1 norm on H k N (X 0 ) so that therte is a constant c, c > 0 such that the uniform estimates hold:
Proof. It is easy to check that Hodge * gives an isomorphism:
. Then apply lemma 3.2 so that the bounds:
hold. Since the equalities:
hold with equivalence c || * ω|| 2 H 1 ≤ ||ω|| 2 H 1 ≤ c|| * ω|| 2 H 1 for some c , c > 0 which is determined only by * , so the conclusion holds.
q.e.d.
holds. Actually φ N is a strong solution to the equation:
Then apply theorem 3.3 to * η so that there is a unique form
Put φ N := * φ D , which gives a strong solution to the equation:
Compare the condition in the following proposition with lemma 3.4:
Proof. Consider η 1 := d * dφ N . Let us check η 1 ∈ H k N (X 0 ) . nη 1 = 0 holds, since:
Take a harmonic form u ∈ H k N (X 0 ). Since ndφ N = 0 on ∂X 0 , it follows from the Green's formula that the equality holds:
Then apply lemma 3.6 to and obtain the bound:
holds. So we obtain the desired estimate:
Corollary 3.9. Let η ∈ H 1 Ω k (X 0 ). Then there is a harmonic form u ∈ H k N (X 0 ) and an exact form dµ ∈ H 1 Ω k (X 0 ) such that:
Later we need a special case as below. Let Y 0 ⊂ X 0 be an embedding of compact submanifolds with boundary which satisfy ∂Y 0 ∩ ∂X 0 = φ. 
satisfies the lower bound:
Proof. It follows from corollary 3.9 that ω := η − u − dµ admits the estimates:
However u = df on Y 0 by the condition. So we put:
Review of Seiberg-Witten theory
Let us quickly review Seiberg-Witten theory over compact four manifolds.
4.1. Clifford algebras. Let V be a real four dimensional Euclidean space, and consider the Z 2 graded Clifford algebra Cl(V ) = Cl 0 (V ) ⊕ Cl 1 (V ). Let S be the unique complex 4 dimensional irreducible representation of Cl(V ). The complex involution is defined by:
where {e i } i is any orthonormal basis. It decomposes S into their eigen bundles as S = S + ⊕ S − , and induces the eigenspace decomposition:
− by left multiplication. It turns out that the isomorphisms hold:
Passing through the vector space isomorphism Cl 0 (V ) ∼ = ∧ 0 ⊕ ∧ 2 ⊕ ∧ 4 , the former corresponds as follows:
where the self-dual form corresponds to the trace free part. Then for any vector v ∈ S + , v⊗v * ∈ End(S + ) can be regarded as an element of a self-dual 2 form, if its trace part is extracted:
4.2. Seiberg-Witten map over compact four manifolds. Let M be an oriented compact Riemannian four manifold equipped with a spin c structure L. Let S ± and L be the spinor bundles and the determinant bundle respectively. Let A 0 be a smooth U (1) connection on L. With a Riemannian metric on M , it induces a spin c connection and the associated Dirac operator D A 0 on S ± . Fix a large k ≥ 2 and consider the configuration space:
Then we have the Seiberg-Witten map:
Notice that the space of connections is independent of choice of A 0 as far as
The action of the gauge transformation u ∈ G * on the spinors are complex multiplications, and on 1 form is given by:
while is trivial on self-dual 2 forms. The map F is equivariant with respect to G * actions, and hence the gauge group acts on the zero set:
Moreover the quotient space B 0 ≡ D/G * is Hausdorff.
Definition 4.1. The based Seiberg-Witten moduli space is given by the quotient space:
Any connection A 0 +a with a ∈ L 2 k (M ; Λ 1 ⊗iR) can be assumed to satisfy Ker d * (a) = 0 after gauge transform. Such gauge transformation is unique, since it is based so that locally constant functions cannot appear. The slice map is given by the restriction:
whose zero set is equal to the based moduli space equipped with natural S 1 action:
The Seiberg-Witten moduli space is defined by
Scalar curvature
Let h λ be a family of Riemannian metrics on M , and (φ λ , A = A 0 + a λ ) be solutions to SW equation with respect to (M, h λ ).
Proposition 5.1. Let X ⊂ M be an open subset, and suppose there is a compact subset K ⊂ X such that the scalar curvatures κ λ on M are:
(1) uniformly bounded from below:
(2) and uniformly positive on the complement of K:
Then there is a constant c > 0 determined by C, δ and vol K such that the uniform bounds hold:
Proof. For simplicity of the notation, we omit to denote λ and just write (φ, A = A 0 + a). It follows from the Weitzenböck formula:
that the equality holds:
On the other hand by the defining equation, we have the equalities:
Now we have the estimate:
Hence:
By the assumption, we have the estimate:
The right hand side is bounded by vol(K) −1 ( K |φ| 2 vol) 2 by Cauchy-Schwartz.
Hence we obtain the uniform bound:
The left hand side of ( * ) is bounded by K (C − |φ| 2 )|φ| 2 vol. By elemen-
4 , we have the bound:
Combining these estimates, we obtain both the uniform bounds:
and hence X |φ| 2 vol, X |φ| 4 vol ≤ c by restriction. Then the uniform bound:
holds by the equality
is a topological invariant which takes an integer value k. So the bound:
Combining with the above, we obtain the bound ||da|| L 2 (M ) ≤ c and hence the desired estimate:
Remark 5.2. We have not assumed that the solution is gauge fixed, and hence we have some freedom of choice of solutions among its gauge equivalent class.
Suppose X is spin with a complete Riemannian metric (X.g), and let A be the spin connection with the Dirac operator D. . Lemma 5.3. Suppose κ is uniformly positive on the complement of K:
Then D is Fredholm, and hence there is a bound:
for any L 2 section φ, where π is the projection to ker D.
Proof. It follows from [GL] that D has closed range with finite dimensional kernel. Let us decompose
Convergent process
Let M be a compact oriented smooth four manifold, and X ⊂ M be an open subset equipped with a complete Riemannian metric g on X. Later on assume that X is simply connected. Choose exhaustion by compact subsets:
so that the inclusion I i : K i ⊂ K i+1 induces null homomorphism on the fundamental groups:
Let h λ be a family of Riemannian metrics on M . The family is called uniformly bounded, if their injectivity radii > 0 are uniformly bounded from below, and their metric tensors are uniformly bounded in C ∞ on any local coordinates.
Definition 6.1. Let (X, g) be a complete Riemannian metric.
A family of metrics h i on M has uniformly positive scalar curvatures at infinity on the pair (M, X), if
(1) κ i is uniformly positive on the complement of K 0 :
(2) h i is of uniformly bounded geometry with:
Two properties follow from (2) above; (3) the scalar curvature κ i of h i is uniformly bounded from both sides:
4) g is of bounded geometry, and its scalar curvature κ is uniformly positive at infinity:
We say that a complete Riemannian metric g has strongly positive scalar curvature at infinity, if it admits a family {h i } i as above.
6.1. Convergent process. Assume that a family of metrics h i on M has uniformly positive scalar curvatures at infinity on the pair (M, X), such that h i converge to g on X on each compact subset as above. Let (A i := A 0 + a i , φ i ) be a family of SW solutions with respect to the metrics (M, h i ).
Corollary 6.2. Suppose a non zero L 2 harmonic self dual 2 form 0 = u ∈ H + (X, g) exists, which is L 2 exact at infinity.
Then any subsequence of the family {d + (a i )} i cannot converge to u in L 2 on each compact subset.
Proof. This follows from proposition 2.7 and proposition 5.1.
It follows from proposition 5.1 that there is a constant C such that the uniform bounds:
hold. It follows from remark 5.2 that one may assume the gauge fixing:
Notice that both L 2 and L 4 norms on spinors are invariant under gauge transform.
6.2. Regularity on spinors. The following is known (see [K2] ):
Lemma 6.3. Suppose (X, g) is of bounded geometry. Then there is a continuous embedding:
Consider the situation in 6.1, and fix i 0 . It follows from corollary 3.10 with remark 5.2, and proposition 5.1 that after gauge transform, the estimate:
Hence we obtain L 2 1 bound by elliptic estimate:
is a solution to SW equation, the equality:
holds. So we obtain the estimate by lemma 6.3:
Again by elliptic estimate, we obtain the uniform bound:
Regularity on one forms. Recall the Weitzenböck formula:
It follows from the defining equation of SW, we have the equality:
Since the metrics are uniformly bounded, there is a constant C such that the estimate:
It is well known that the SW solution admits L ∞ bound:
the equality holds: ∇F
Then we have the estimate:
In particular we have a bound ||F
≤ C which is independent of i 0 . As a result we obtain the bound:
In total we have the estimates as below:
In precise, they should be described as a 
loc to a solution (φ, A 0 +a) to the SW equation over (X, g) with the bounds:
Functional spaces
Let (X, g) be an oriented complete Riemannian four manifold, and fix exaustion by compact subsets:
where K L implies that the interiorL comtains K. Later on we assume that the boundaries ∂K i consist of compact submanifolds which satisfy the conclusion in lemma 2.3.
Let us also fix a family of constants:
which appear in corollary 6.4. We will choose these constants so that the Poincaré inequality:
holds, where:
Definition 7.1. Let us introduce the following function spaces:
(1) D 1 and D 0 on spinors are given by completion of compactly supported smooth sections by the norms:
(2) L 1 on one forms are given by completion of compactly supported smooth sections by the norm:
Proposition 7.2. There exists a continuous SW map:
given by:
The only thing to be checked is continuity of the Clifford multiplication. This is verified below.
Lemma 7.3. There is a continuous map:
given by the Clifford multiplication (a, φ) → a · φ.
Proof. By lemma 6.3, we obtain the estimates:
. This implies continuity of the multiplication:
q.e.d. 7.1. Gauge group. Let us introduce Gauge group in this functional analytic setting.
Definition 7.4. L 2 (X) is given by completion of compactly supported smooth functions by:
The U (1) gauge group is defined by:
Notice two aspects:
(1) G(X) is a group and its multiplication is continuous, since the structure group is abelian.
(2) Since d 2 f = 0 holds, the differential:
is continuous.
Lemma 7.5. The gauge group action on spinors gives a continuous map:
Proof. Consider the equality:
Then we have the estimates: 1
This implies that exp(if )φ ∈ D 1 (X). q.e.d.
AHS index estimate.
Consider the AHS bounded complex:
Corollary 7.6. Suppose a non zero L 2 harmonic self dual 2 form u ∈ H + (X; R) exists, which is L 2 exact at infinity. Then:
has non trivial reduced cokernel.
In particular the inequality holds:
Proof. It follows from proposition 2.7 that u does not lie in the closure of the image of d + . q.e.d.
Let us consider the first cohomology group. Recall that we have assumed that X is simply connected.
Lemma 7.7. For any a ∈ L 1 (X) with da = 0, there is some f ∈ L 2 (X) such that the equality holds: df = a.
Proof. Since H 1 dR (X; R) = 0 holds, there is some g ∈ L 2 1 (X) loc with a = dg. Let us consider restrictions g i := g|K i ∈ L 2 1 (K i ). It follows from the Poincaré inequality that there are constants
2 (K i ) satisfy the estimates:
Hence by diagonal method, h i weakly converge to some f ∈ L 2 2 (X) loc with df = a so that the estimate holds for each i 0 :
. Then we have the estimate on the sums:
This implies f ∈ L 2 (X).
Corollary 7.8. There is an injection:
where the right hand side is the space of L 2 anti self dual harmonic two forms, and the left hand side is the first cohomology group of the AHS complex of L * (X).
In particular H 1 (L * (X)) = 0 holds if H − (X) = 0.
Hence da is an L 2 anti self dual harmonic two form:
If da = 0 holds, then a = df for some f ∈ L 2 (X) by lemma 7.7, which represents zero in H 1 (L * (X)).
7.3. Dirac index estimate.
Lemma 7.9. The equality holds:
1 (X; S + ) holds by elliptic regularity. Conversely any ψ ∈ L 2 1 (X; S + ) is in L 4 (X; S + ) by lemma 6.3. Hence there is a continuous injection:
Then the image of:
1 (X; S + ) with D A 0 (ψ) = ρw and satisfies the estimate: ||ψ|| L 2 1 (X) ≤ C||ρw|| L 2 (X) for some constant C. By lemma 6.3, ψ ∈ L 4 (X; S + ) and hence ψ ∈ D 1 (X) + .
On the other hand:
hence the conclusion follows. q.e.d. Lemma 7.11. The linear map:
Step 1: For any > 0, there is i 0 with ||φ 0 || L 4 (K c i 0 ) < , since φ 0 ∈ L 4 (X). Then the estimates hold:
Step 2:
Then the claim follows by applying the Sobolev multiplication again.
Step 3: By Step 2, the map φ 0 ⊗ is locally compact. Now take a bounded sequence
hold. hence we have the estimate:
This implies that the map φ 0 ⊗ is compact. q.e.d.
Similarly:
is also compact.
Lemma 7.12. Let (φ 0 , a 0 ) be as above. Then the following maps:
Step 1: Let us consider the latter. We have the estimates:
. For any > 0, there is i 0 so that the estimate holds:
Take a bounded set {φ l } l in D + 1 (X). It follows from corollary 6.4 that a ∈ (L 2 2 ) loc and the Sobolev multiplication (L 2 2 ) loc × (L 2 1 ) loc → (L 2 1 ) loc that a 0 · φ l admits a subsequence which converge to w in L 2 loc with:
In particular:
By diagonal method, one can choose another subsequence so that a 0 · φ l converge to w in D − 0 (X).
Step 2: Next consider the former. Notice that an element b ∈ ker d * ∩ L 1 (X) is in (L 2 1 ) loc by elliptic estimate. It follows from the equality D A 0 (φ 0 ) = −a 0 · φ 0 with the Sobolev multiplication above that φ 0 ∈ (L 2 2 ) loc holds. For any > 0, there is i 0 so that the estimate ||φ 0 || L 4 (K c i 0 ) < holds. Hence:
Take a bounded set {b l } l in L 1 (X). Then by the Sobolev multiplication above, b l · φ 0 ∈ (L 2 1 ) loc , and a subsequence converge in L 2 loc to w with:
This verifies that the former map is also compact.
7.5. Reduced Fredholm indices and compact perturbation. In our framework, compact perturbation seems too strong, if one tries to construct a moduli theory with our function spaces. Below we will point out that a finite rank perturbation can work from functional analytic view point. Let l : H → H be a bounded map with dense image, between two Hilbert spaces so that the kernel of l is finite dimensional. The reduced Fredholm index is given by: red-ind l := dim ker l − dim H /l(H).
Let k : H → W ⊕ V := H be a compact operator, where W = l(H) and V is finite dimensional. In general ker(l + k) or H /(l + k)(W ) are not necessarily finite dimensional. For example, let H and W be both the closure of infinite direct sum of real numbers ⊕ ∞ i=1 R i , and put l as the coordinatewise map with l(v i ) = i −1 v i . Then l is injective and has dense image. So both ker l and W/l(W ) are zero. However since l itself is compact, one can put k = −l and hence l + k = 0.
Recall that a compact operator can be approximated by finite rank operators so that k is a limit of such operators in operator norm.
Again let l and k be as above. Let k be a finite rank approximation of k so that the range k (H) consists of a finite dimensional vector subspace. Step 2: Notice that the reduced codimension of l concides with the kernel of its adjoint l * . So dim ker l * is also finite dimensional. Then by step 1, dim ker(l + k ) * = dim red-codim (l + k ) < ∞ since the rank of the adjoint operator (k ) * is also finite.
Step 3: It follows from step 1 and 2 that the reduced Fredholm indices of l + sk are all finite for 0 ≤ s ≤ 1.
Let (l + k ) t be a family of bounded operators with (l + k ) 0 = l + k and (l + k ) 1 is the partial unitary corresponding to the polar decomposition. So (l + k ) 1 is Fredholm. Moreover for all 0 < t ≤ 1, one can assume that (l + k ) t are all Fredholm. Then: ind (l + k ) 1 = red-ind (l + k ) holds. Moreover (l + sk ) 1 are Fredholm family, and hence their indices are invariant. Hence: red-ind (l + k ) = ind (l + k ) 1 = ind l 1 = red-ind l.
