The application of computer-aided diagnosis system for early diagnosis of lung diseases to achieve the purpose of early treatment is the best solution. 
Introduction
With the development of computed tomography (CT), CT scans are usually applied to examine the pathological changes of the tissues inside the body. However, to examine the pathological change of the tissues, CT scans generate a large number of images. Thus, radiologists are exhausted when trying to diagnose pathological changes using a lot of CT images. With the development of CT scanning for diagnosis of lung disease, There is a growing widespread use of CT scans Computer-aided diagnosis system (CAD) [1, 2, 3, 4] , there are many lung diseases in CT, such as pulmonary embolism, lung nodules, The application of computer-aided diagnosis system for early diagnosis of these diseases to achieve the purpose of early treatment is the best solution [5, 6, 7] . Using CAD systems to detect lung diseases such as emphysema and lung cancer is one of the important fields in the medical image processing nowadays [5, 6, 7] .
Feature extraction is very important step for recognizing abnormal regions from the medical image. In recent years texture features such as the gray level difference method (GLDM), the gray level run-length method (GLRLM), and the spatial gray level dependent method (SGLDM) [9] have been widely used to represent medical image characteristics that are inaccessible to human observers. However, these methods extract texture features in a given direction and two dimensions. The texture features extracted by using only a single given direction and two dimensions lose some neighboring information of the pixels. This paper aims to extract accurately in lung CT image of emphysema 3D area by 3D texture feature for emphysema diagnosis and extraction. According to our research motivation, we put forward a 3D texture feature extraction system used in the detection of pulmonary emphysema.
The main contributions of this paper are: By using the proposed CUIM, rich information is extracted from the images and the texture features based on CUIM are distinctive for CT images analysis.
The proposed CUIM can extract image features in 3D multiple directions and achieve rotation invariance.
Related work
SGLDM has been widely used in medical image analysis [19, 20] . The SGLDM derives texture features by means of the spatial distribution of pairs of gray levels having certain distance and orientation. The method is based on the assumption that the texture-context information in an image is contained in the overall spatial relationship that the gray level goes from one to another [21] . This method estimates the second order joint conditional probability density function f (i, j|d, θ). Each f (i, j|d, θ) is the probability of going from gray level i to gray level j with an intersample space d and a direction θ, where θ is usually 0°, 45°, 90°, and 135° [6] . For an image with a gray level of 256,when we fix the inter sample distance and the direction, a spatial-dependent matrix M(d, θ) with size of 256×256 by using f (i, j|d, θ) can be shown as follows: gray values within the run. The element
of the gray level run length matrix is defined as follows:
This element specifies the estimated number of times an image contains a run of length j, for gray level i, in the direction of angleθ. Five kinds of texture features (short runs emphasis, long runs emphasis, gray level non-uniformity, run length non-uniformity, run percentage) are defined based on the gray level run length matrix for describing the image characteristics.
The GLDM [13] is based on the absolute differences between pairs of gray levels in an image. Let I(x, y) be the image intensity function. Then for any given displacement δ=(Δx, Δy) we can calculate the absolute gray level difference between this pair, i.e.,
be the estimated probability density function associated with the possible values of D δ , i.e.,
As described above, the texture features based on SGLDM,GLRLM and GLDM are also extracted from only one single given direction and two dimensions. They not only lose the 3D neighboring pixel information, but are also not rotation invariant. Both disadvantages are limitations of the application.
The distances between every two points in 3D dataset are different. The distance between two adjacent CT images which is much longer than the distance between the two near points in the same CT image. So, Interpolation is needed. Trilinear interpolation is a method of multivariate interpolation on a 3-dimensional regular grid. It approximates the value of an intermediate point (x,y,z) within the local axial rectangular prism linearly, using data on the lattice points.
As shown in fig. 1 , the distance between P0 and P1 is x, and the distance between P0 and P2 is y, the distance between P0 to P4 is z. Then the weight of P0 is r/x, and the weight of the P1 is (1-r/x), other vertexs also can have the weight similarly, the point P formulas for the the gray value of point P can be obtained as follows: 
Lung region location
To extract texture features and recognize the lesion regions in the lung, the lung region in the CT image should be located. Fig.2 shows the four steps of our lung region location phase: histogram equalization, adaptive threshold determination, morphology method, and lung region growing. Comparing in the whole CT slices data, CT values in lung always lie in a relatively narrower range and differentiate more clearly among the tissues in Non-lung area. CT value distributions in typical histograms of CT image have several characteristic peaks, corresponding to trachea, fat tissues, and opacified vessels. However, the image quality of clinical data is often not sufficient for segmentation. The concentration and injection rate determine the pacification of vessels. If the opacification is not adequate, the peak CT value of opacified vessels moves close to that of soft tissues, or cannot be distinguished easily.
The thresholds are determined based on the histogram analysis, as described below. For major large blood vessels segmentation, the threshold value Thight should be chosen at a relatively higher level in the distribution of range of the opacified vessels and must be high enough so that many noisy structures are not included. It is set as 136. This threshold is adapted to each dataset because of varied contrast enhancement.
We confine the viable CT value of T hight to be among [50 255] for avoiding air and metal, and to be among the range [T1 T2] using which the segmented region must be 0.01-0.1of entire Lung Region for avoiding the deficit of pulmonary parenchyma and for excluding large blood vessels, liver, tissue and etc.
For the background regions and patient bed, the threshold T low should be a lower value to exclude more peripheral structures, and set as 75. A mask is created by combining pixels in CT image whose CT value are higher than Tlow and pixel whose CT value are lower than Thight. In order to locate the lung region in the CT image, the Adaptive threshold determination method [15] , which gives two proper thresholds to segment the pulmonary parenchyma and large blood vessels, liver, tissue and etc., is applied to the enhanced image to obtain a binary image. Fig.6 shows a binary image of Fig.5 . Following the binarization process, the morphology method (Open) is then applied so as to remove the noise in the binary image. Fig.7 shows the morphology image obtained from As shown in Fig.7 , we can get the lung region by region growing. Thus, by subtracting the lung region in Fig.6 from that in Fig.7 , we obtain the lung region without vessels in the CT image. Figs.8 and 9 show lung region without vessels and the Sub-regions of the lung, respectively. Figure 9 . Sub-regions of the lung
Figure 8. Lung region without vessels

Texture feature extraction
Feature extraction is very important for pathological change recognition in the CT images. Generally, pathologically changed regions in the CT images are found with some essential local structure and brightness characteristics. For example, tumor regions are brighter than their backgrounds; emphysema regions are darker and smoother than the normal regions. As we can observe, the emphysema region is darker than the normal region and its surface is smooth [16] .
To extract the texture features from the lung and recognize the lesion regions, we separated the lung region into 30-by-30 sub-regions as Liang et al. [16] did. Fig.9 shows the sub-regions of a lung image. The sub-regions that cover more than 70% of the lung will be calculated during the texture extraction [17] .
Brightness uniformity estimation using CLBP
In order to extract texture features in multiple directions to represent the brightness uniformity pattern of the image, we propose an extension of rotation invariant cubic local binary pattern (CLBP). The CLBP generates binary codes by thresholding the neighboring pixels with respect to the center pixel value. It generates a binary code -1 if the value of neighbor pixel is smaller than that of the center pixel，and when they are equal it generates a binary code 0. Otherwise, it generates a binary code 1. These binary codes are then multiplied with the corresponding weights and the results are then summed up to generate an CLBP code, which is calculated as follows:
Where (x c , y c ) is the position of the center point, g c is the pixel value of the center point. Whereas gp is the pixel value of the neighboring pixel, P is the number of neighbor pixels, R is the radius and To obtain rotation invariance, the original CLBP was then extended to a sphere symmetric neighbor set of P members on a sphere region with radius R using "uniform" patterns [20] . The interpolation method is applied to calculate the gray value of the neighboring pixels, which do not fall exactly in the pixel position. This rotation invariance CLBP can be obtained as follows: 
As we can see from (9), the brightness relationship between the center point and its neighboring pixels is divided into three situations. Different situations are given by different labels (-1, 0, and 1). This pattern can distinguish the brightness relationship between the center point and its neighboring pixels in more details. U is used to estimate the uniformity that corresponds to the number of spatial transitions, i.e., bitwise 0/1 changes between neighboring bits in the sphere. Thus, the larger U is, the more spatial transition occurs in the local pattern. Fig.11 is an example of the local uniform patterns with different U. 
Cubic local structure uniformity estimation using gradient orientation difference
The CLBP well describes the gray level relationship between the center pixel and its neighbors; however, it fails to describe the local structural information of these pixels. Fig.12 (a) and (b) are two 3-by-3 models of local regions in a sample image. As we can observe, the center points of both models have the highest gray values. Thus, their CLBP values are the same. However, as shown in both figures, their local structures are different. To describe the local structures of the image features [21] [22], we propose to apply the gradient orientations of the points.
(a) (b) Figure 12 . The gradient orientation of two points
The arrows in Fig.12 (a) and (b) denote the gradient orientation of both center points. As we can see, the gradient orientation depends on the local structure around the center point. In this case, though the CLBP values of both center points are the same, their gradient orientations are quite different. So we propose to calculate the gradient orientation difference between two points to evaluate the similarity of their local structures. Fig.13 illustrates the gradient orientation differences in a model defined by CLBP where the arrows denote the orientation of the points.
Figure 13. Gradient orientation differences
As shown in Equation (11), the gradient orientation denotes the local structure around P(x, y, z). We can obtain three images from the topological structure of the points by three different coordinate planes, as Fig.14 shows. (a) (b) (c) Figure 14 . The structure distribution of the points by different coordinate planes Let the image intensity function be S(x, y, z). The gradient orientation of point P(x, y, z) in coordinate planes xoy as Fig.14(a) shows is calculated as follows:
Similarly, the gradient orientations of point P(x, y, z) in coordinate planes xoz and yoz are calculated as follows:
Finally, The gradient orientation of point P(x, y, z) is obtained by: (15) The gradient orientation difference between point P (x, y, z) and its neighboring point P (x n , y n , z n ) is obtained by: (16) Now, the gray level of point P (x, y, z) is used to denote its brightness, the CLBP is employed to denote the brightness uniformity of the neighbors of P (x, y, z), and the gradient orientation difference is applied to denote the local structural uniformity among P (x, y, z) and its neighbors. Suppose the number of neighboring points is N, defined radius is R, and neighboring points are P(x 1 , y 1 , z 1 ), P(x 2 , y 2 , z 2 ), …, P (x n , y n , z n ), we define a pair of uniformity based values between a given point P(x, y, z) and its neighbor point P(x 1 , y 1 , z 1 ): (17) Where g c is the gray level of P(x, y, z). Similarly, the pairs of uniformity based values for P(x, y, z) and P(x 2 , y 2 , z 2 ), …, P(x P , y P , z p ) can be obtained by Equation (17) . As we can see in Equation (13), the GCLBP is the gray level based CLBP, which is a combination of the gray level and the CLBP. The gray level is degraded by the CLBP. Thus, if the points around P(x, y, z) are uniform, GCLBP will obtain a lower value, or vice versa. We can estimate the bright and structural uniformity by applying Equation (17) . Now, we can define a conditional probability density function U(GCLBP, GOD|N,R) based on Equation (17), where 0<GCLBP <L (suppose the gray level range is 0~L), and 0<GOD<D (suppose the range of the degrees of gradient orientation difference is 0~D). Finally, we can obtain a matrix with the size of L*D based on the function U (GCLBP, GOD|N,R) as follows:
Because the proposed method can represent the uniformity of the local brightness and structure, we call it as the Uniformity Interpolation Method (UIM) for local brightness and structure. Hence, the following six texture features are defined for the CT image analysis.
5）Grey Level Uniformity Homogeneity （GLUH）：
6）Grey Level Uniformity Extent（GLUE）：
In these six features, entropy is an indication of the complexity within an image; a complex image produces a high entropy value [24] . The GOUE is a measure of the structural uniformity of an image. GODE is a measure of the image structure difference. For homogeneous image region, the variance characteristics statistics is small, and vice versa. GLUH is a measure of the degree of image texture local change. GLUE is a measure of the degree of image grey value distribution. Since these features are measures of the uniformity of the image brightness and structure, we will use these features for lesion region recognition in lung CT image.
Experimental Results
Image Collection
To evaluate the performance of the proposed method, 1757 CT images of 30 patients were taken from Hospital, including 5 normal lung (NL, 433 images) subjects, 11 patients with centrilobular emphysema (CLE,339 images), 14 patients with panlobular emphysema (PLE, 492 images) .These images were acquired with 5mm slice and a sharp kernel (B70f) by using the 16-detector row CT. The selected data were stored in BMP format with 256 gray levels. Table 1 shows the information of the CT images. 
Performance evaluation
In the final phase of a computer-aided diagnosis (CAD) system, the machine classifier was employed to recognize diseases in the medical images. In recent years, the support vector machine (SVM) has been proposed as an effective method for pattern recognition. A support vector machine (SVM) is a concept in computer science for a set of related supervised learning methods that analyze data and recognize patterns, used for classification and regression analysis. The standard SVM takes a set of input data and predicts, for each given input, which of two possible classes the input is a member of, which makes the SVM a non-probabilistic binary linear classifier. Given a set of training examples, each marked as belonging to one of two categories, an SVM training algorithm builds a model that assigns new examples into one category or the other. An SVM model is a representation of the examples as points in space, mapped so that the examples of the separate categories are divided by a clear gap that is as wide as possible. New examples are then mapped into that same space and predicted to belong to a category based on which side of the gap they fall on. It has demonstrated good performance in various application,such as human face recognition,text categorization,image retrieval system,and CAD systems [18] ,therefore, to evaluate the performance of the proposed method,we applied the SVM to recognize lung disease in our system.
We evaluated the performances of the methods according to the Sensitivity, Specificity, and Accuracy. We define the True Positive, True Negative, False Positive, and False Negative based on the sub-regions as follows:
True Here, the abnormal sub-region is defined as the one in which is covered by any percent of the lesion area. And the normal sub-region is defined as the one without any percent of the lesion area.
The Sensitivity, Specificity, and Accuracy are then defined as follows: sensitivity(%)=TP/（TP+ FN）×100 （25） specificity(%)=TN/（FP+TN）×100 （26） accuracy(%)=（TP+TN）（TP + FN + FP +TN）×100 （27） As we can see from these tables (table 3,table 4 and table5), the performance of Cubic Uniformity Interpolation Method (CUIM) is better than the other methods (SGLDM, GLRLM, and GLDM).
Summary
Texture feature is one of the most popular feature analysis methods for medical image processing. The spatial gray level dependence method (SGLDM), Gray Level Run Length Method(GLRLM), and Gray Level Difference Method (GLDM) are three of the useful texture analysis methods that are frequently employed in CT image analysis. However, we found that the performance of these methods depends on the directions for feature extraction,which are not invariant to image rotation. The SGLDM is a powerful method for object discrimination but the computation of texture features using SGLDM is complicated [19] . This paper proposes a new texture extraction method (Cubic Uniformity Interpolation Method for three dimensional local brightness and structure) based on the CLBP and gradient orientation difference. By joining the gray level and the CLBP,the proposed method extracts brightness uniformity information from the image. The gradient orientation difference method is then proposed to represent the local structural uniformity pattern of the image.
Since the proposed method can derive rich information from the image in three-dimensional directions, texture features extracted by using CUIM are more distinctive than those of the SGLDM, GLRLM, and GLDM and they are rotation invariant.
Experimental results show that CUIM can achieve better sensitivity,specificity, and accuracy than those of the SGLDM, GLRLM ,and GLDM.
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