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Abstract
In the literature, all the known high-rate MDS codes with the optimal repair bandwidth possess a significantly large sub-
packetization level, which may prevent the codes to be implemented in practical systems. To build MDS codes with small
sub-packetization level, existing constructions and theoretical bounds imply that one may sacrifice the optimality of the repair
bandwidth. Partly motivated by the work of Tamo et al. (IEEE Trans. Inform. Theory, 59(3), 1597-1616, 2013), in this paper, we
present a powerful transformation that can greatly reduce the sub-packetization level of any MDS codes with respect to the same
code length n. As applications of the transformation, four high-rate MDS codes having both small sub-packetization level and
near optimal repair bandwidth can be obtained, where two of them are also explicit and the required field sizes are comparable
to the code length n. Additionally, we propose another explicit MDS code that have small sub-packetization level, near optimal
repair bandwidth, and the optimal update property. The required field size is also comparable to the code length n.
Index Terms
Distributed storage, high-rate, MDS codes, sub-packetization, repair bandwidth.
I. INTRODUCTION
In distributed storage systems such as Hadoop Distributed File System (HDFS) and Google File System (GFS), redundancy
is imperative to ensure reliability. An attractive solution is to call upon maximum distance separable (MDS) codes, which
provide the optimal tradeoff between fault tolerance and storage overhead. By distributing the codeword across distinct storage
nodes, it can be ensured that in the case of node failure, the missing data can be recovered from the data at some surviving
nodes, named helper nodes as well. In storage scenarios, one of the most important parameters is the repair bandwidth, which
is defined as the amount of data downloaded from the helper nodes to repair the failed node. Particularly, Dimakis et al.
[1] derived a lower bound on the repair bandwidth of MDS codes, which motivated abundant recent research in coding for
distributed storage [2]–[15].
In the literature, most existing MDS codes with the repair bandwidth achieving the lower bound in [1] are known as array
codes [16]. A codeword of an (n, k) array code is an N × n matrix, where the parameter N is called the sub-packetization
level and n is called the code length. When deploying an array code to a distributed storage system, a code symbol (i.e., a
column) corresponds to a storage node. Then, an array code is said to have the MDS property if every k out of the n columns
of the matrix can recover the rest n− k columns. It was proved in [1] that the repair bandwidth γ(d) of an (n, k) MDS array
code with sub-packetization level N should satisfy
γ(d) ≥ γ∗(d) ,
d
d− k + 1
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2where d (k ≤ d ≤ n− 1) is the number of helper nodes. An MDS array code is said to have the optimal repair bandwidth if
γ(d) = γ∗(d). In the particular case, when d = n−1, γ∗(d) can be reduced to the minimal value n−1n−kN . Therefore, d = n−1
is the main concern in most known works [3]–[11], [14]. In this paper, we also follow the same setting. Besides, we focus on
MDS array codes, and will be abbreviated as MDS codes.
Up to now, various MDS code constructions with the optimal repair bandwidth have been proposed, where some of the
notable works are [2]–[6], [12]–[15]. However, in the high-rate regime, all the known (n, k) MDS code constructions with the
optimal repair bandwidth possess a significantly large sub-packetization level N , usually N ≥ r
n
r+1 where r = n − k [10].
Further in [17], it was shown that for an (n, k) MDS code with the optimal repair bandwidth, a sub-packetization level N
with N being exponential in k is necessary. An MDS code with larger sub-packetization level can lead to a reduced design
space in terms of various system parameters and makes management of meta-data difficult. Furthermore, it is not easy to be
implemented in practical systems [18].
Existing constructions and theoretical bounds imply that one may construct high-rate MDS codes with small sub-packetization
level by sacrificing the optimality of the repair bandwidth. In [18], two high-rate (n, k)MDS codes with small sub-packetization
level were presented, the first one can have a sub-packetization level as small as N = rτ where τ is any positive integer and
r = n − k, while the repair bandwidth is (1 + 1τ ) times the optimal value
n−1
r N . However, the code is constructed over a
significantly large finite field Fq with q > n
(r−1)N+1, which may prevent it to be deployed in practical systems. While the
second MDS code with small sub-packetization level in [18] is not fully explicit. In [3], an (n = sk′ + 2, k = sk′) MDS
code with sub-packetization level 2k
′−1 and near optimal repair bandwidth only for systematic nodes was proposed, which is
termed duplication-zigzag code in this paper. In fact, the duplication-zigzag code was constructed based on s-duplication of
the (k′ + 2, k′) zigzag code but however can only support two parity nodes.
In this paper, we aim to construct high-rate MDS codes that have both small sub-packetization level and near optimal repair
bandwidth for general parameters n and k, while over a small finite field Fq . We notice that there exist abundant high-rate MDS
codes with the optimal repair bandwidth but require a large sub-packetization level in the literature [3]–[9], [11]–[13], [19],
which intrigue us to think whether can we construct high-rate MDS codes that have both small sub-packetization level and near
optimal repair bandwidth by using the abundant high-rate MDS codes with the optimal repair bandwidth. Partly motivated by
the work in [3], we present a powerful transformation that can convert any MDS code into another MDS code with much longer
code length, such that the new MDS code slightly increase the repair bandwidth but can keep the sub-packetization level as that
of the original MDS code, or equivalently the generic transformation can reduce the sub-packetization level N of the original
codes with respect to the same code length n. By directly applying the generic transformation to several known high-rate MDS
codes with the optimal repair bandwidth, we get four high-rate (n, k) MDS codes that have both small sub-packetization level
N and near optimal repair bandwidth, with two of them are explicit and the required field sizes are comparable to the code
length n. Besides, we propose another new MDS code that have small sub-packetization level, near optimal repair bandwidth,
and the optimal update property, while the required field size is also comparable to the code length n. The obtained MDS
codes outperform the first MDS code construction in [18] in terms of the field size and outperform the first code in both [12]
and [19], the second MDS code construction in [18] in terms of the sub-packetization level.
The remainder of the paper is organized as follows. Section II reviews some necessary preliminaries. Section III proposes the
generic transformation and the asserted properties. Section IV demonstrates several applications of the generic transformation
with two of them are explicit. While Section V presents another new explicit construction of high-rate MDS code over a small
finite field that have small sub-packetization level, near optimal repair bandwidth, and the optimal update property. Section
VI gives comparisons of some key parameters among the MDS codes proposed in this paper and some existing notable MDS
codes. Finally, Section VII provides some concluding remarks.
II. PRELIMINARIES
In this section, we introduce some preliminaries on high-rate MDS codes, and a series of special partitions for a given basis
set.
3A. (n, k) MDS codes
Denote by q a prime power and Fq the finite field with q elements. Let f0, f1, · · · , fn−1 be the data stored across a
distributed storage system consisting of n nodes based on an (n, k) MDS code, where fi is a column vector of length N over
Fq . Throughout this paper, we consider the (n, k) MDS codes that defined in the following parity-check form:
At,0f0 +At,1f1 + · · ·+At,n−1fn−1 = 0, t ∈ [0, r), (1)
where r = n− k, At,i, t ∈ [0, r), i ∈ [0, n) are nonsingular matrices of order N over Fq, termed as coding matrices.
Note that for each t ∈ [0, r),
n−1∑
i=0
At,ifi = 0 contains N equations, for convenience, we say that
N−1∑
i=0
At,ifi = 0 is the t-th
parity-check group.
B. The MDS property
An (n, k) MDS code with coding matrices At,i, t ∈ [0, r), i ∈ [0, n) possesses the MDS property that the source file can
be reconstructed by connecting any k out of the n nodes. That is, any r × r sub-block matrix of

A0,0 A0,1 · · · A0,n−1
A1,0 A1,1 · · · A1,n−1
...
...
. . .
...
Ar−1,0 Ar−1,1 · · · Ar−1,n−1


is nonsingular [12].
Particularly, if
At,i = A
t−1
i , t ∈ [0, r), i ∈ [0, n) (2)
for some matrices Ai of order N , then we have the following result.
Lemma 1 ( [12]). An (n, k) MDS code defined by (1) and (2) is said to have the MDS property if AiAj = AjAi and Ai−Aj
is nonsingular for all i, j ∈ [0, n) with i 6= j.
C. Repair
When repairing a failed node i of an (n, k) MDS code, assume that we download an amount of βi,j symbols from each
helper node j, where i ∈ [0, n), j ∈ [0, n)\{i}. In fact, the data downloaded from helper node j can be represented by Ri,jfj ,
where Ri,j is a βi,j ×N matrix of full rank, and is called repair matrix of node i.
Clearly, based on the rN parity-check equations in (1), we need to get N linearly independent equations with respect to
the N unknowns of fi. In this paper, similarly to that in [19], for convenience, we only consider the symmetric situation that
exact N/r linearly independent equations are acquired from each of the r parity-check groups, where the N/r equations are
linear combinations of the corresponding N parity-check equations. Precisely, the N/r linearly independent equations from
the t-th parity-check group can be obtained by multiplying it with an N/r ×N matrix Si,t of full rank, where Si,t is called
the select matrix in [19]. As a consequence, the following linear equations are available.


Si,0A0,i
Si,1A1,i
...
Si,r−1Ar−1,i

 fi
︸ ︷︷ ︸
useful data
+
n−1∑
j=0,j 6=i


Si,0A0,j
Si,1A1,j
...
Si,r−1Ar−1,j

 fj
︸ ︷︷ ︸
interference by fj
= 0,
thus regenerating node i requires that
4(i) the coefficient matrix of the useful data is of full rank, i.e.,
rank(


Si,0A0,i
Si,1A1,i
...
Si,r−1Ar−1,i

) = N, i ∈ [0, n), (3)
(ii) the interference caused by fj can be determined by the data Ri,jfj downloaded from node j for all j ∈ [0, n)\{i}, i.e.,
rank(


Ri,j
Si,0A0,j
Si,1A1,j
...
Si,r−1Ar−1,j


) = rank(Ri,j), i, j ∈ [0, n) with i 6= j,
which means that
rank(
(
Ri,j
Si,tAt,j
)
) = rank(Ri,j), i, j ∈ [0, n) with i 6= j, t ∈ [0, r). (4)
The repair bandwidth of node i is then
γi =
n−1∑
j=0,j 6=i
rank(Ri,j) =
n−1∑
j=0,j 6=i
βi,j . (5)
Obviously, if γi = (n−1)
N
r , then node i is said to have the optimal repair bandwidth, which can be accomplished if βi,j = N/r
for all j ∈ [0, n)\{i}.
In addition to the (near) optimal repair bandwidth, an (n, k) MDS code is also preferred to have the optimal update property,
that is, the minimal number of elements need to be updated when an element in a systematic node changes its value. In [12],
Ye and Barg showed that an (n, k) MDS code defined in the form of (1) and (2) has the optimal update property if all the
coding matrices are diagonal. Besides, repair-by-transfer is also a preferred property that repairing of a failed node involves
mere transfer of data and without need for any arithmetic operations either at the helper nodes or at the replacement node
[23]. Therefore, an MDS code has the repair-by-transfer property if each row of its repair matrix has only one nonzero entry.
D. Partition of basis {e0, · · · , eN−1}
Assuming that N = rm for two integers r and m with r,m ≥ 2, let e0, · · · , erm−1 be a basis of F
rm
q . For simplicity, one
can regard them as the standard basis, i.e.,
ei = (0, · · · , 0, 1, 0, · · · , 0), i ∈ [0, r
m),
with only the ith entry being nonzero.
In [14], a series of special partitions of the set {e0, · · · , erm−1} is given for r = 2. These set partitions can be easily
generalized to the general case of r ≥ 2, which will play an important role in our proposed new constructions.
For consistency, we follow the notations in [14] hereafter. Given an integer 0 ≤ a < rm, denote by (a0, · · · , am−1) its r-ary
expansion, i.e., a =
m−1∑
j=0
rm−1−jaj . For 0 ≤ i < m and 0 ≤ t < r, define a subset of {e0, · · · , erm−1} as
Vi,t = {ea|ai = t, 0 ≤ a < r
m}, (6)
where ai is the ith element in the r-ary expansion of a. Furthermore, for 0 ≤ t < r, we define a special subset of
{e0, · · · , erm−1} as
V∗,t = {ea|a0 + a1 + · · ·+ am−1 = t, 0 ≤ a < r
m}, (7)
5which will be used in the MDS code construction in Section V.
Straightforwardly, |Vi,t| = r
m−1, and {Vi,0, Vi,1, · · · , Vi,r−1} is a partition of the set {e0, · · · , erm−1} for any i ∈ [0,m) ∪
{∗}. Table I gives two examples of the set partitions defined in (6) and (7).
TABLE I
(A) AND (B) DENOTE THE m+ 1 PARTITIONS OF THE SET {e0, · · · , erm−1} DEFINED BY (6) AND (7) FOR m = 3, r = 2, AND m = 2, r = 3,
RESPECTIVELY.
i 0 1 2 * i 0 1 2 *
Vi,0
e0 e0 e0 e0
Vi,1
e4 e2 e1 e1
e1 e1 e2 e3 e5 e3 e3 e2
e2 e4 e4 e5 e6 e6 e5 e4
e3 e5 e6 e6 e7 e7 e7 e7
(A)
i 0 1 * i 0 1 * i 0 1 *
Vi,0
e0 e0 e0
Vi,1
e3 e1 e1
Vi,2
e6 e2 e2
e1 e3 e5 e4 e4 e3 e7 e5 e4
e2 e6 e7 e5 e7 e8 e8 e8 e6
(B)
Based on the m+ 1 set partitions defined by (6) and (7), let us define
Vi+sm,t = Vi,t, where i ∈ [0, m) ∪ {∗}, s ≥ 1, and t ∈ [0, r). (8)
Further, for any 0 ≤ i1, i2 < sm and i1 6≡ i2 mod m, we define Vi1,i2,t1,t2 = Vi2,i1,t2,t1 = Vi1,t1 ∩ Vi2,t2 , i.e.,
Vi1,i2,t1,t2 = Vi2,i1,t2,t1 = {ea|ai1 = t1, ai2 = t2, a ∈ [0, r
m)},
where 0 ≤ t1, t2 < r. Then, we have
Vi1,t1 = Vi1,i2,t1,0 ∪ · · · ∪ Vi1,i2,t1,r−1. (9)
For convenience of notation, we also denote by Vi1,t1 and Vi1,i2,t1,t2 the r
m−1 × rm and rm−2 × rm matrices, whose rows
are formed by vectors ei in their corresponding sets, respectively, such that i is sorted in ascending order. For example, when
r = 2 and m = 3, V1,0 can be viewed as a 4× 8 matrix as follows
V1,0 =
(
e⊤0 e
⊤
1 e
⊤
4 e
⊤
5
)⊤
,
where ⊤ represents the transpose operator.
III. A GENERIC TRANSFORMATION
In this section, we present a generic transformation that can convert any MDS code with the optimal repair bandwidth
defined in the form of (1) to a new MDS code with longer code length and near optimal repair bandwidth. The transformation
can be performed through the following two steps.
Step 1: Choosing an (n′, k′) MDS code with the optimal repair bandwidth as the base code
We choose an (n′, k′) MDS code with the optimal repair bandwidth over a finite field contain at least q′ elements that
defined in the form of (1) as the base code. Let N denote its sub-packetization level, r = n′ − k′, and let A′t,i, t ∈ [0, r),
i ∈ [0, n′) denote its coding matrices while the N/r×N matrices R′i,j and S
′
i,t, i, j ∈ [0, n
′) with j 6= i, t ∈ [0, r), respectively
denote the repair matrices and select matrices.
Step 2: The transition from the base code to the new MDS code
Through the generic transformation, we intend to design a new (n = k+ r, k) MDS code over certain finite filed Fq having
arbitrary code length n while maintaining the same sub-packetization level N . By convenience, we assume that n is a multiple
6of n′. Note that through puncturing, we can obtain (n, k) MDS codes where n is not a multiple of n′ [6], [22]. In the following,
let n = sn′, where s ≥ 2.
The transition from the base code to the new MDS code is done by designing the coding matrices, the repair matrices, and
the select matrices of the new MDS code from those of the base code as follows.
At,ln′+p = xt,ln′+pA
′
t,p, (10)
Ri,j =
{
R′i%n′,j%n′ , if j 6≡ i mod n
′,
I, otherwise,
(11)
and
Si,t = S
′
i%n′,t (12)
where xt,ln′+p ∈ Fq\{0}, t ∈ [0, r), l ∈ [0, s), p ∈ [0, n
′), i, j ∈ [0, n) with j 6= i, and % denotes the modulo operation.
Like many MDS codes in the literature, the MDS property of the resultant code can be guaranteed by the Combinatorial
Nullstellensatz in [20], which is as follows.
Lemma 2. (Theorem 1.2 of [20]) Let Fq be an arbitrary field, and f = f(x1, · · · , xn) be a polynomial in Fq[x1, · · · , xn].
Suppose that the degree deg(f) of f is
n∑
i=1
ti, where each ti is a nonnegative integer, and the coefficient of
n∏
i=1
xtii in f is
nonzero. Then, if S1, · · · , Sn are subsets of Fq with |Si| > ti, there are s1 ∈ S1, · · · , sn ∈ Sn so that
f(s1, · · · , sn) 6= 0.
Similarly to Theorem 7 in [10] and Lemma 7 in [15], by virtue of Lemma 2 we have the following result to ensure the
non-singularity of the related sub-block matrices.
Theorem 1. The new (n, k) code over Fq obtained by the generic transformation can possess the MDS property if q > N
(
n−1
r−1
)
.
Proof. It is sufficient to show that any r × r sub-block matrix of
A =


x0,0A0,0 x0,1A0,1 · · · x0,n−1A0,n−1
x1,0A1,0 x1,1A1,1 · · · x1,n−1A1,n−1
...
...
. . .
...
xr−1,0Ar−1,0 xr−1,1Ar−1,1 · · · xr−1,n−1Ar−1,n−1


is nonsingular. For any J = {j0, j1, · · · , jr−1} ⊂ [0, n), let PJ be the r × r sub-block matrix of A formed by the r block
columns indicated by J , i.e.,
PJ =


x0,j0A0,j0 x0,j1A0,j1 · · · x0,jr−1A0,jr−1
x1,j0A1,j0 x1,j1A1,j1 · · · x1,jr−1A1,jr−1
...
...
. . .
...
xr−1,j0Ar−1,j0 xr−1,j1Ar−1,j1 · · · xr−1,jr−1Ar−1,jr−1

 ,
which is nonsingular if det(PJ ) is nonzero. Define P =
∏
J⊂[0,n)
PJ , i.e., det(P ) =
∏
J⊂[0,n)
det(PJ ). Thus, it suffices to prove
that there is an assignment to the variables xt,i, t ∈ [0, r), i ∈ [0, n) that does not evaluate det(P ) to zero.
Clearly, det(PJ ) is a homogeneous polynomial of degree rN with the term(
r−1∏
t=0
det(At,j′t)
)
xN0,j′
0
xN1,j′
1
· · ·xNr−1,j′
r−1
where (j′0, j
′
1, · · · , j
′
r−1) enumerates all the permutations of (j0, j1, · · · , jr−1). Then, det(P ) is a homogeneous polynomial
of degree rN
(
n
r
)
, where each element xi,j (i, j ∈ [0, r)) has degree at most N
(
n−1
r−1
)
. Therefore, by Lemma 2, there is an
assignment for the variables xi,j over a field Fq of size greater than N
(
n−1
r−1
)
1. This finishes the proof.
1Note that the field size required for the base code is >= q′, therefore, q should actually satisfy q ≥ max{q′, N
(
n−1
r−1
)
+1}. However, the smallest field size
required for any known explicit MDS code in the literature is far less than N
(
n−1
r−1
)
+1, based on this, we make an assumption here that q′ < N
(
n−1
r−1
)
+1.
7Theorem 2. Every failed node of the new (n = sn′, k) code obtained by the generic transformation can be regenerated by
the repair matrices defined in (11). Further, the repair bandwidth of each node is (1 + (s−1)(r−1)n−1 ) times the optimal value,
where r = n− k.
Proof. Since the (n′, k′) base code possesses the optimal repair bandwidth, by (3) and (4), we have
rank(


S′i,0A
′
0,i
S′i,1A
′
1,i
...
S′i,r−1A
′
r−1,i

) = N, for i ∈ [0, n
′). (13)
and
rank(
(
R′i,j
S′i,tA
′
t,j
)
) = N/r, for t ∈ [0, r), i, j ∈ [0, n′) with i 6= j. (14)
Firstly, we verify (3) for the new code. For any i ∈ [0, n), write i as i = un′ + i′, where u ∈ [0, s) and i′ ∈ [0, n′). Then,
by (10) and (12),
rank(


Si,0A0,i
Si,1A1,i
...
Si,r−1Ar−1,i

) = rank(


S′i′,0A
′
0,i′
S′i′,1A
′
1,i′
...
S′i′,r−1A
′
r−1,i′

) = N,
where the last equality follows from (13).
Next, we check (4) for the new code. For i, j ∈ [0, n) with j 6= i, we rewrite i and j as i = un′ + i′ and j = vn′ + j′,
where u, v ∈ [0, s) and i′, j′ ∈ [0, n′). When i′ 6= j′,
rank(
(
Ri,j
Si,tAt,j
)
) = rank(
(
R′i′,j′
S′i′,tA
′
t,j′
)
) = N/r = rank(Ri,j), t ∈ [0, r),
where the second equality follows from (14). When i′ = j′,
rank(
(
Ri,j
Si,tAt,j
)
) = rank(
(
I
Si,tAt,j
)
) = N = rank(Ri,j), t ∈ [0, r).
Therefore, according to (5), the repair bandwidth of node i is
γi =
n−1∑
j=0,j 6=i
rank(Ri,j) = (n− 1)
N
r
+ (s− 1)
(r − 1)N
r
= (1 +
(s− 1)(r − 1)
n− 1
)γoptimal
where γoptimal = (n− 1)
N
r is the optimal value for the repair bandwidth.
Remark 1. In fact, any (n′, k′) MDS code without the optimal repair bandwidth can also be chosen as the base code in
the generic transformation, let (n′ − 1)b denote the repair bandwidth, i.e., a failed node can be regenerated by downloading
an amount of b symbols from each surviving nodes, then the repair bandwidth of the resultant MDS code would be (1 +
(s−1)(N/b−1)
(n−1) )(n− 1)b by a similar analysis as the proof of Theorem 2.
IV. MDS CODE CONSTRUCTIONS BY DIRECTLY APPLYING THE GENERIC TRANSFORMATION
In this section, by directly applying the generic transformation in Section III to the two (n′, k′) code constructions in [12],
which are respectively termed Ye-Barg code 1 and Ye-Barg code 2 in this paper, the first (n′, k′) MDS code construction in
[19], which is termed the improved Ye-Barg code 2 (since it is an improvement of the Ye-Barg code 2 in [12] with respect to
the field size), and the MDS code in [6], [13], which is termed the optimal sub-packatization code, respectively, we get four
MDS codes with small sub-packetization level.
8A. An (n, k) MDS code C1 by applying the generic transformation to the Ye-Barg code 1 in [12]
The (n′, k′) Ye-Barg code 1 was defined in [12] in the form of (1) and (2), with the optimal update property and the
sub-packetization level is N = rn
′
where r = n′ − k′. More precisely, the coding matrices A′i, i ∈ [0, n
′) of the (n′, k′)
Ye-Barg code 1 are defined as 

Vi,0
Vi,1
...
Vi,r−1

A
′
i =


λi,0Vi,0
λi,1Vi,1
...
λi,r−1Vi,r−1

 , (15)
where λi,0, λi,1, · · · , λi,r−1 ∈ Fq′\{0}, q
′ > rn′, and the repair matrices and select matrices are defined by
R′i,j = S
′
i,t = Vi,0 + Vi,1 + · · ·+ Vi,r−1, i, j ∈ [0, n
′) with j 6= i, t ∈ [0, r).
Directly applying the generic transformation in Section III, we have the following result.
Theorem 3. Choosing the Ye-Barg code 1, defined by the coding matrices (15), as the base code for the generic transformation
in Section III, we can get an (n = sn′, k) MDS code C1 over Fq with q > N
(
n−1
r−1
)
, where k = n− r. Specifically, the sub-
packetization level of the MDS code C1 is r
n′ while the repair bandwidth is (1 + (s−1)(r−1)n−1 ) times the optimal value.
B. Two (n, k) MDS codes C2 and C3 by applying the generic transformation respectively to the Ye-Barg code 2 in [12] and
the improved Ye-Barg code 2 in [19]
For consistency, we borrow the notations in [19] and [12] in what follows. Let N = rn
′−1 where r = n′ − k′. For any
a ∈ [0, N) with (a0, a1, · · · , an′−2) being its r-ary expansion, define
a(i, u) = (a0, · · · , ai−1, u, ai+1, · · · , an′−2)
and
a(i, j, u, v) = (a0, · · · , ai−1, u, ai+1, · · · , aj−1, v, aj+1, · · · , an′−2), (16)
where 0 ≤ i < j < n′ − 1 and u, v ∈ [0, r).
The (n′, k′) Ye-Barg code 2 in [12] and the (n′, k′) improved Ye-Barg code 2 in [19] were defined in the form of (1) and
(2), with the repair-by-transfer property and the sub-packetization level is N = rn
′−1 where r = n′ − k′. More precisely, the
coding matrices A′i, i ∈ [0, n
′) of the (n′, k′) Ye-Barg code 2 in [12] are defined by
A′i =
N−1∑
a=0
λi,aie
⊤
a ea(i,ai+1) for i ∈ [0, n
′ − 1) and A′n′−1 = I,
where
λi,ai =
{
ci, if ai = 0,
1, otherwise,
with c being a primitive element in Fq′ and q
′ > n′.
While the coding matrices A′i, i ∈ [0, n
′) of the (n′, k′) improved Ye-Barg code 2 in [19] are defined by
A′i =
N−1∑
a=0
λi,ae
⊤
a ea(i,ai+1) for i ∈ [0, n
′ − 1) and A′n′−1 = I, (17)
where
λi,a =


c, if
i∑
t=0
at = 0,
1, otherwise,
(18)
9with c being a primitive element in Fq′ , and q
′ = 3 if r is even and q′ > r otherwise.
The Ye-Barg code 2 in [12] and the improved Ye-Barg code 2 in [19] have the same repair matrices and select matrices,
which are respectively defined by
R′i,j =
{
Vi,0, if i ∈ [0, n
′ − 1)
V∗,0, if i = n
′ − 1.
(19)
and
S′i,t =
{
Vi,0, if i ∈ [0, n
′ − 1),
V∗,r−t, if i = n
′ − 1.
By directly applying the generic transformation in Section III, we have the following result.
Theorem 4. Respectively choosing the (n′, k′) Ye-Barg code 2 in [12] and the (n′, k′) improved Ye-Barg code 2 in [19] as
the base code for the generic transformation in Section III, we can get two (n = sn′, k) MDS codes C2 and C3 over Fq with
q > N
(
n−1
r−1
)
, where k = n − r. Particularly, for both the MDS codes C2 and C3, the sub-packetization level is r
n′−1 while
the repair bandwidth is (1 + (s−1)(r−1)n−1 ) times the optimal value.
Note that for the resultant code obtained by the generic transformation, the required field size is relatively large and the
construction is inexplicit. In the following, we provide a solution to dramatically reduce the field size of the MDS codes C2
and C3 by providing a concrete assignment of the coefficients xt,j , t ∈ [0, r) and j ∈ [0, n) in (10). Hereafter, we only give
the detailed analysis of the concrete coefficient assignment of xt,j , t ∈ [0, r) and j ∈ [0, n) in (10) to the MDS code C3, while
for MDS code C2, we just give the results but omit the analysis since it is similar to that of the MDS code C3.
Noth that the coding matrices of the (n = sn′, k) MDS code C3 are given by
At,i = xt,iA
′
t,i′ = xt,i(A
′
i′ )
t (20)
where t ∈ [0, r), i = un′+ i′ for some u ∈ [0, s) and i′ ∈ [0, n′), and A′i′ is defined as in (17). Then we have the following
result.
Theorem 5. The field size q of the MDS code C3 can be reduced to q > sr by setting
xt,i = x
t
i = c
⌊ i
n′
⌋t (21)
in (20) for t ∈ [0, r) and i ∈ [0, n), where c is a primitive element of Fq.
Before proving Theorem 5, we introduce some results related to the coding matrices (see (17)) of the (n′, k′) improved
Ye-Barg code 2 in [19] first.
Lemma 3 (Lemma 2, [19]). For any i, j ∈ [0, n′) with i 6= j, A′iA
′
j = A
′
jA
′
i, where A
′
i and A
′
j are defined as in (17).
Lemma 4 (Lemma 3, [19]). For any a ∈ [0, N) and 0 ≤ i < j < n′ − 1, we have
(i)
r−1∏
t=0
λi,a(i,j,ai−t,aj+t+l) = c, j > i;
(ii)
r−1∏
t=0
λj,a(i,j,ai−t,aj+t+l) = 1 or c
r, j > i;
(iii)
r−1∏
t=0
λj,a(j,aj+t) = c, j ≥ 1,
where l ∈ [0, r) is a constant, λi,a and a(i, j, u, v) are respectively defined in (18) and (16).
Lemma 5 (Lemma 4, [19]). For any i ∈ [0, n′ − 1) and X =
N−1∑
a=0
xae
⊤
a ∈ F
N
q , we have A
′
iX =
N−1∑
a=0
λi,axa(i,ai+1)e
⊤
a , where
A′i is defined as in (17).
Based on Lemmas 3-5, we are now ready to prove Theorem 5.
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Proof of Theorem 5 Note that by (20) and (21), we have that the code C3 is defined in the form of (1) and (2), with
At,i = A
t
i = (c
⌊ i
n′
⌋A′i′)
t for t ∈ [0, r) and i = un′ + i′ ∈ [0, n). That is
Aun′+n′−1 = c
uA′n′−1 = c
uI and Aun′+i = c
uA′i =
N−1∑
a=0
cuλi,ae
⊤
a ea(i,ai+1) for i ∈ [0, n
′ − 1), u ∈ [0, s). (22)
By Lemma 1, the code C3 possesses the MDS property if AiAj = AjAi and Ai − Aj is nonsingular for all i, j ∈ [0, n)
with i 6= j. By Lemma 3 and (22), we easily see that AiAj = AjAi holds for any i, j ∈ [0, n) with i 6= j. Next, we show that
Ai−Aj is nonsingular. Note that Ai−Aj being nonsingular is equivalent to say that for any X =
N−1∑
a=0
xae
⊤
a , (Ai−Aj)X = 0
implies X = 0. In the following, we analysis it through three cases. Let us rewrite i = un′ + i′ and j = vn′ + j′ for some
u, v ∈ [0, s) and i′, j′ ∈ [0, n′), where (u, i′) 6= (v, j′).
Case 1: If i ≡ j mod n′, i.e., i′ = j′ and u 6= v, then by (22), we have
Ai −Aj = (c
u − cv)A′i′ ,
which is nonsingular.
Case 2: If i 6≡ j mod n′, i′ 6= n′ − 1, and j′ 6= n′ − 1, then by Lemma 5, we have
(Ai −Aj)X
= (cuA′i′ − c
vA′j′ )X
=
N−1∑
a=0
(cuλi′,axa(i′,ai′+1)e
⊤
a − c
vλj′,axa(j′,aj′+1)e
⊤
a )
= 0
if and only if
cuλi′,axa(i′,ai′+1) − c
vλj′,axa(j′,aj′+1) = 0, a ∈ [0, N),
which is equivalent to
xa =
cvλj′,a(i′,ai′−1)
cuλi′,a(i′,ai′−1)
xa(i′,j′,ai′−1,aj′+1) =
∏r−1
t=0 c
vλj′,a(i′,j′,ai′−t,aj′+t−1)∏r−1
t=0 c
uλi′,a(i′,j′,ai′−t,aj′+t−1)
xa, a ∈ [0, N). (23)
Applying Lemma 4 to (23), we get
(crv − cru+1)xa = 0, or (c
rv+r−1 − cru)xa = 0
if j′ > i′ and
(crv+1 − cru)xa = 0, or (c
rv − cru+r−1)xa = 0
otherwise. Note that c is a primitive element over Fq with q ≥ sr+1, while rv, ru, ru+1, rv+1, ru+r−1, rv+r−1 ∈ [0, q−1)
therefore, (crv − cru+1)(crv+r−1 − cru)(crv+1 − cru)(crv − cru+r−1) 6= 0, thus xa = 0 for all a ∈ [0, N), i.e., X = 0.
The above analysis implies that Ai −Aj is nonsingular.
Case 3: If i 6≡ j mod n′ and either i′ = n′ − 1 or j′ = n′ − 1, W.L.O.G., assuming that i′ = n′ − 1, then j′ 6= n′ − 1.
Similarly to Case 2, we have
xa = xa
r−1∏
t=0
cvλj′,a(j′,aj′+t)
cu
,
which in conjunction with Lemma 4, we have (crv+1 − cru)xa = 0, this implies xa = 0 for all a ∈ [0, N), i.e., X = 0.
The above analysis implies that Ai −Aj is nonsingular. This finishes the proof.
Theorem 6. The MDS code C3 has the repair-by-transfer property.
Proof. This is because each row of the repair matrix has only one nonzero element according to (11) and (19).
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Similarly, we have the following results for the code C2.
Theorem 7. The field size q of the MDS code C2 can be reduced to q > max{sr, n
′} by setting xt,i = c
⌊ i
n′
⌋t in (10) during the
transformation for t ∈ [0, r) and i ∈ [0, n), where c is a primitive element of Fq . Besides, C2 also has the repair-by-transfer
property.
C. An (n, k) MDS code C4 by applying the generic transformation to the optimal sub-packatization code in [6], [13]
Note that the (n′, k′) MDS codes in [6], [13] have the same parameters and the same properties, their sub-packetization
level are r
n′
r where r = n′ − k′, these two MDS codes are equivalent and are constructed over a finite field Fq′ with q
′ > n′.
We term the codes in [6], [13] as the optimal sub-packatization code in this paper. For more details, please refer to [6], [13].
By applying the generic transformation to the optimal sub-packatization code in [6], [13], we have the following result.
Theorem 8. Choosing the (n′, k′) optimal sub-packatization code in [6], [13] as the base code for the generic transformation
in Section III, we can get an (n = sn′, k) MDS code C4 over Fq with q > N
(
n−1
r−1
)
where k = n − r. Especially, the
sub-packetization level of the MDS code C4 is r
n′
r while the repair bandwidth is (1 + (s−1)(r−1)n−1 ) times the optimal value.
V. AN (n, k) MDS CODE C5 WITH THE OPTIMAL UPDATE PROPERTY AND SMALL SUB-PACKETIZATION OVER SMALL
FINITE FIELDS
In this section, we propose an explicit (n, k) MDS code construction with small sub-packetization level over small finite
fields. The technical used hereafter is somewhat very similar to that of the generic transformation in Section III. Nevertheless,
unlike the coarse method for the coefficient assignment based on the Combinatorial Nullstellensatz, herein we have an elaborate
one to reduce the field size dramatically.
Before constructing the code C5, we first construct an alternative code C
′
5 to ease the notation. Next, the desired code C5
with flexible length is constructed by puncturing C′5.
Construction 1. Let N = rn
′
and n = wrn′, where w and n′ are two positive integers. Construct an (n, k) MDS code C′5
with longer code length given by (1) and (2), where Ai, i ∈ [0, n) satisfy

Vi,0
Vi,1
...
Vi,r−1

Ai =


λi,0Vi,0
λi,1Vi,1
...
λi,r−1Vi,r−1

 , (24)
with λi,0, λi,1, · · · , λi,r−1 ∈ Fq\{0}, and the repair matrices and select matrices are respectively defined by
Ri,j =
{
Vi,0 + Vi,1 + · · ·+ Vi,r−1, if j 6≡ i mod n
′,
I, otherwise.
(25)
and
Si,t = Vi,0 + Vi,1 + · · ·+ Vi,r−1, t ∈ [0, r). (26)
Theorem 9. Every failed node of the MDS code C′5 defined in Construction 1 can be regenerated by the repair matrices defined
in (25) and (26) if λi,0, λi,1, · · · , λi,r−1 are pairwise distinct for each i ∈ [0, n). Furthermore, the repair bandwidth of each
node is (1 + (wr−1)(r−1)n−1 ) times the optimal value.
Proof. Firstly, for i ∈ [0, n), by (24), we have

Vi,0
Vi,1
...
Vi,r−1

A
t
i =


λti,0Vi,0
λti,1Vi,1
...
λti,r−1Vi,r−1

 , t ∈ [0, r). (27)
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Then,
rank(


Si,0A0,i
Si,1A1,i
...
Si,r−1Ar−1,i

)
= rank(


Si,0
Si,1Ai
...
Si,r−1A
r−1
i

)
= rank(


Vi,0 + Vi,1 + · · ·+ Vi,r−1
λi,0Vi,0 + λi,1Vi,1 + · · ·+ λi,r−1Vi,r−1
...
λr−1i,0 Vi,0 + λ
r−1
i,1 Vi,1 + · · ·+ λ
r−1
i,r−1Vi,r−1

)
= rank(


1 1 1 1
λi,0 λi,1 · · · λi,r−1
...
...
. . .
...
λr−1i,0 λ
r−1
i,1 · · · λ
r−1
i,r−1




Vi,0
Vi,1
...
Vi,r−1

)
Obviously, the rank is N if λi,u 6= λi,v for all u, v ∈ [0, r) with u 6= v.
Next, we prove that (4) holds. By means of (9) and (27), if j 6≡ i mod n′, then we have
rank(
(
Ri,j
Si,tAt,j
)
)
= rank(


r−1∑
u=0
Vi,u
r−1∑
u=0
Vi,uA
t
j

)
= rank(


r−1∑
u=0
Vi,u
r−1∑
u=0
Vi,j,u,0A
t
j
r−1∑
u=0
Vi,j,u,1A
t
j
...
r−1∑
u=0
Vi,j,u,r−1A
t
j


)
= rank(


r−1∑
u=0
Vi,u
λtj,0
r−1∑
u=0
Vi,j,u,0
λtj,1
r−1∑
u=0
Vi,j,u,1
...
λtj,r−1
r−1∑
u=0
Vi,j,u,r−1


)
= rank(Ri,j);
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Otherwise, we have
rank(
(
Ri,j
Si,tAt,j
)
) = rank(

 Ir−1∑
u=0
Vi,uA
t
j

) = rank(

 Ir−1∑
u=0
λtj,uVj,u

) = rank(Ri,j).
Therefore, by (5) the repair bandwidth of node i is
γi =
n−1∑
j=0,j 6=i
rank(Ri,j) = (n− 1)
N
r
+ (wr − 1)
(r − 1)N
r
= (1 +
(wr − 1)(r − 1)
n− 1
)γoptimal,
where γoptimal = (n− 1)
N
r is the optimal value for repair bandwidth.
Theorem 10. The MDS code C′5 defined in Construction 1 possesses the MDS property if
(i) λi,u 6= λj,v for all u, v ∈ [0, r) and i, j ∈ [0, n) with j 6≡ i mod n
′,
(ii) λi,u 6= λi+gn′,u for all u ∈ [0, r), g ∈ [1, wr), and i ∈ [0, n
′).
Proof. By Lemma 1, the MDS code defined in Construction 1 possesses the MDS property if AiAj = AjAi and Ai − Aj
is nonsingular for all i, j ∈ [0, n) with i 6= j. From (24), it is obvious that Ai is diagonal for i ∈ [0, n), then AiAj = AjAi
holds for any i, j ∈ [0, n) with i 6= j. Next, we show that Ai −Aj is nonsingular.
According to (24), if j 6≡ i mod n′, then
rank(Ai −Aj)
= rank(


Vi,0
...
Vi,r−1

 (Ai −Aj))
= rank(


Vi,j,0,0(Ai −Aj)
...
Vi,j,0,r−1(Ai −Aj)
...
Vi,j,r−1,0(Ai −Aj)
...
Vi,j,r−1,r−1(Ai − Aj)


)
= rank(


(λi,0 − λj,0)Vi,j,0,0
...
(λi,0 − λj,r−1)Vi,j,0,r−1
...
(λi,r−1 − λj,0)Vi,j,r−1,0
...
(λi,r−1 − λj,r−1)Vi,j,r−1,r−1


)
= N
⇔ λi,u 6= λj,v for all u, v ∈ [0, r),
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where the second identity follows from (9); Otherwise,
rank(Ai −Aj)
= rank(


Vi,0
...
Vi,r−1

 (Ai −Aj))
= rank(


Vi,0Ai − Vj,0Aj
...
Vi,r−1Ai − Vj,r−1Aj

)
= rank(


(λi,0 − λj,0)Vi,0
...
(λi,r−1 − λj,r−1)Vi,r−1

)
= N
⇔ λi,u 6= λj,u for all u ∈ [0, r);
where the third equality follows from (8).
In the following, we give an assignment of the values λi,u, i ∈ [0, n), u ∈ [0, r) so that the requirements in Theorems 9
and 10 can be satisfied.
Theorem 11. Let q be the least prime power such that q > wrn′, and ξ
(z)
j,u , j ∈ [0, n
′), u ∈ [0, r), z ∈ [0, w) be wrn′ pairwise
distinct nonzero elements in Fq . Then, the requirements in Theorems 9 and 10 can be satisfied if we set λi,t = ξ
(z)
j,t+u for
i ∈ [0, n) and t ∈ [0, r), where i = zrn′ + un′ + j, j ∈ [0, n′), u ∈ [0, r), z ∈ [0, w) and the subscript t + u is computed
modulo r.
Proof. It is easy to verify that the requirements in Theorems 9 and 10 can be satisfied with such assignments. Thus, we omit
the proof here.
In the following, we give a concrete example of the MDS code C′5 according to Theorem 11.
Example 1. Let w = r = 2 and n′ = 3, then the coding matrices of a (12, 10) MDS code C′5 over F13 are given as
A0 =


e0
e1
e2
e3
−e4
−e5
−e6
−e7


, A1 =


2e0
2e1
−2e2
−2e3
2e4
2e5
−2e6
−2e7


, A2 =


3e0
−3e1
3e2
−3e3
3e4
−3e5
3e6
−3e7


, A3 =


−e0
−e1
−e2
−e3
e4
e5
e6
e7


, A4 =


−2e0
−2e1
2e2
2e3
−2e4
−2e5
2e6
2e7


, A5 =


−3e0
3e1
−3e2
3e3
−3e4
3e5
−3e6
3e7


,
A6 =


4e0
4e1
4e2
4e3
−4e4
−4e5
−4e6
−4e7


, A7 =


5e0
5e1
−5e2
−5e3
2e4
5e5
−5e6
−5e7


, A8 =


6e0
−6e1
6e2
−6e3
6e4
−6e5
6e6
−6e7


, A9 =


−4e0
−4e1
−4e2
−4e3
4e4
4e5
4e6
4e7


, A10 =


−5e0
−5e1
5e2
5e3
−5e4
−5e5
5e6
5e7


, A11 =


−6e0
6e1
−6e2
6e3
−6e4
6e5
−6e6
6e7


.
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To save space, we only give the repair matrices and select matrices of node 0, which are
R0,j =


I, if j = 3, 6, 9,

e0 + e4
e1 + e5
e2 + e6
e3 + e7

 , otherwise,
and
S0,0 = S0,1 =


e0 + e4
e1 + e5
e2 + e6
e3 + e7

 .
According to Theorems 9 and 10, rn′ distinct nonzero elements are needed to build every consecutive n′ coding matrices.
While Theorem 11 and Example 1 show that the same rn′ distinct nonzero elements can be used to build the first n′ coding
matrices, the second n′ coding matrices, · · · , and the r-th n′ coding matrices to reduce the field size. This is why we focus
on the code length of C′5 being a multiple of rn
′. Further, a desired code with code length being an arbitrary multiple of n′
can be yielded from the following result.
Theorem 12. For any positive integer s, we can obtain an (n = sn′, k = n − r) MDS code C5 over a finite filed Fq with
q > ⌈ sr ⌉rn
′ through puncturing the (wrn′, wrn′− r) MDS code C′5 with w = ⌈
s
r ⌉, whose repair bandwidth is (1+
(s−1)(r−1)
n−1 )
times the optimal value.
Theorem 13. The MDS code C5 have the optimal update property.
Proof. Note that all the coding matrices of the MDS code C5 are diagonal. By the definition of the optimal update property
and the arguments in [12], we conclude that the MDS code C5 have the optimal update property.
VI. COMPARISONS
In this section, we do comparisons of some key parameters among the MDS codes proposed in this paper and some existing
notable MDS codes, where Table II illustrates the details.
It is seen that all the three classes of MDS codes [4], [6], [7], [12], [13] with the optimal repair bandwidth have significantly
large sub-packatization level, while the new MDS codes proposed in this paper and the recent proposed MDS codes in [18]
have very small sub-packatization level and near optimal repair bandwidth. Under the same parameters n and k, it is seen that
the new MDS codes C1-C5 have the following advantages and disadvantages compared with existing notable MDS codes.
• The new MDS codes C1-C5 have the same repair bandwidth as that of the first MDS code in [18].
• Compared with the first MDS code in [18], the new MDS codes C1-C5 especially C2, C3, and C5 are built on a much smaller
finite field while maintain the same repair bandwidth, the new MDS code C4 also has the same sub-packetization level as
that of the first MDS code in [18], while the other new MDS codes however require a slightly larger sub-packetizaiton
level.
• The new MDS codes C1 and C5 have the optimal update property while the new MDS codes C2, C3, and C4 have the
repair-by-transfer property.
• If setting n′ = rτ in the new MDS codes such as in code C5, then it has a smaller sub-packatization level, which is around
1
logn times that of the second MDS code in [18] while under the same field size level and the same repair bandwidth
level.
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• The new MDS codes C1-C5 can support any number of parity nodes while the punctured duplication-zigzag code
2 in [3]
can only support two parity nodes.
TABLE II
A COMPARISON OF SOME KEY PARAMETERS AMONG THE (n, k) MDS CODES PROPOSED IN THIS PAPER AND SOME EXISTING NOTABLE (n, k) MDS
CODES, WHERE n = sn′ , r = n− k
Sub-packatization
Field size
The ratio of repair bandwidth
Property Memo
level N to the optimal value
The new MDS code C1 rn
′
q > N
(
n−1
r−1
)
= 1 + (s−1)(r−1)
n−1
< 1 + r
n′
optimal update Thm 3
The new MDS code C5 rn
′
q > ⌈ s
r
⌉rn′ = 1 + (s−1)(r−1)
n−1
< 1 + r
n′
optimal update Thms 12, 13
The second MDS code in [18] O(rrτ logn) O(n) ≤ 1 + 1
τ
Ye-Barg code 1 in [12] rn q ≥ rn 1 (optimal) optimal update
The new MDS code C2 rn
′
−1 q > max{sr, n′} = 1 + (s−1)(r−1)
n−1
< 1 + r
n′
repair-by-transfer Thm 7
The new MDS code C3 rn
′
−1 q > sr = 1 +
(s−1)(r−1)
n−1
< 1 + r
n′
repair-by-transfer Thms 5, 6
The improved Ye-Barg code 2 in [19] rn−1 q > r 1 (optimal) repair-by-transfer
Punctured duplication-zigzag code [3] rn
′
−1 q > s = 1 +
(s−1)(r−1)
n−1
< 1 + r
n′
repair-by-transfer
The new MDS code C4 r
n′
r q > N
(
n−1
r−1
)
= 1 +
(s−1)(r−1)
n−1
< 1 + r
n′
repair-by-transfer Theorem 8
The first MDS code in [18] r
n′
r q > n(r−1)N+1 = 1 +
(s−1)(r−1)
n−1
< 1 + r
n′
repair-by-transfer
Optimal sub-packatization
r
n
r q > n 1 (optimal)
optimal sub-packatization
code [6], [13] w.r.t. the bound in [21]
VII. CONCLUDING REMARKS
In this paper, we provided a powerful transformation that can greatly reduce the sub-packetization level N of the original
codes with respect to the same code length n. Four applications of the transformation were demonstrated with two of them
are explicit and over a small finite field. In addition, another explicit MDS code construction over a small finite field and with
small sub-packetization level, small repair bandwidth as well as the optimal update property was presented. The comparisons
show that the obtained MDS codes outperform the first MDS code construction in [18] in terms of the field size and outperform
the first code in both [12] and [19] in terms of the sub-packetization level.
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