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Zusammenfassung
Metamodellierung im Sinne der Meta Object Facility (MOF) stellt ei-
ne Methode fu¨r die strukturelle Definition der abstrakten Syntax von Mo-
dellierungssprachen und Modellen im Softwareentwicklungsprozess dar.
Um Modellsimulation und dynamische Analysen fu¨r metamodellbasierte
Sprachen zu unterstu¨tzen, fehlt es an einem Kalku¨l zur operationalen
Semantik. In dieser Arbeit wird ausgehend von MOF die Aktionsseman-
tikMActions entwickelt, die die Definition von operationaler Semantik
als Verhalten in Metamodellen ermo¨glicht. Diese Erweiterung geht ein-
her mit der Beschreibung von Laufzeitmodellen sowie Zusta¨nden und
Parallelita¨tseigenschaften, so dass eine Verifikation von dynamischen Ei-
genschaften mo¨glich wird. Zu diesem Zweck wird mit der Linear Tem-
poral Object Constraint Language (LT-OCL) exemplarisch eine pra¨dika-
tenlogische Temporallogik entwickelt, die eine metamodellunabha¨ngige
Analyse fu¨r ausfu¨hrbare Modelle erlaubt. Dabei ist die Semantik von
temporalen Ausdru¨cken u¨ber Zusta¨ndsa¨nderungen von (aufgezeichne-
ten) Ausfu¨hrungsla¨ufen beschrieben, wobei eine Linearisierung paralle-
le A¨nderungen zusammenfu¨hrt. Als weiteren Anwendungsfall der dyna-
mischen Analyse untersuchen wir die Relation zum Verhaltensvergleich
im Sinne der Bisimulationstheorie. Metamodelle, Aktionssemantik und
Temporallogik werden mittels einer erweiterten Abstract State Machine
(ASM) formal beschrieben und kommen in zwei Fallstudien zur Anwen-
dung (Timed Automata und C#).
Abstract
Object-oriented metamodelling as defined by the Meta Object Faci-
lity (MOF) provide a means to describe the structure of models and the
abstract syntax of modelling languages at various stages in a software
development process. However, MOF lacks concepts for the definition of
operational semantics and there is no support for dynamic model analy-
sis based on the semantics and abstract states of a language definition.
This thesis investigates on extending the metamodelling framework with
an action semantics — the MActions — to support the definition of
operational semantics in metamodels and enable simulation as well as
verification of dynamic properties. For this purpose, runtime models are
incorporated with semantics for states, time, and properties of paralle-
lism that allow a generic analysis solely bound to a certain metamodel
definition. Furthermore, we develop the Linear Temporal Object Cons-
traint Language (LT-OCL) to perform a dynamic analysis of execution
runs based on the executable models. The semantics of this temporal
predicate logic is bound to state changes of (recorded) execution traces
that are linearizations of parallel changes of the runtimes model. This
establishes the link to the theory of bisimulation as a second applicati-
on case of dynamic analysis. Abstract State Machines (ASM) have been
used to formally define the action language in conjunction with metamo-
dels and the temporal logic. As proof of concept of the whole approach,
the framework has been implemented and applied to two languages as
case studies (namely Timed Automata and C#).
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Modellbildung und Simulation sind seit Jahrzehnten etablierte Techniken der Soft-
ware- und Systementwicklung. Die Idee der modellgetriebenen Softwareentwicklung,
wie z.B. die Model Driven Architecture-Initiative (MDA) der Object Management
Group (OMG), geht einen Schritt weiter und ru¨ckt das Modell in den Mittelpunkt
des gesamten Entwicklungsprozesses. Modellgetrieben (engl. model-driven) bezeich-
net deshalb nicht nur die vollsta¨ndige Generierung eines lauffa¨higen Programms
aus Modellen, sondern insbesondere eine durchga¨ngige Modellbildung in nahezu al-
len Prozessphasen, Automatisierung durch Modelltransformationen, Wiederverwen-
dung von Modellen, integrierte Werkzeuglandschaften und Nachverfolgbarkeit (engl.
Traceability) [1][2].
Bevor eine genauere Definition des Modellbegriffs fu¨r diesen Kontext gegeben
wird (vgl. 1.1), soll der besondere Stellenwert von Sprachen zur Modellbeschreibung
hervorgehoben werden. Das Spektrum der verwendeten Sprachen in der Software-
entwicklung reicht von natu¨rlicher Sprache (z.B. Wortmodelle oder informelle Do-
kumente mit skizzenhafter Darstellung), u¨ber (semi-)formale Modellierungssprachen
(z.B. Unified Modelling Language, Petri-Netze) bis hin zu Programmiersprachen [3].
Daru¨ber hinaus kommen fu¨r verschiedene Fachgebiete heutzutage vermehrt sog. Do-
main Specific Languages (DSLs) zum Einsatz, die spezielle Konzepte zur Beschrei-
bung von doma¨nenspezifischen Pha¨nomenen bereithalten [4]. Auch wenn historisch
die einzelnen Spracharten ihre Wurzeln in unterschiedlichen Forschungsgebieten der
Informatik haben, stellt die Metamodellierung eine universell einsetzbare Methode
dar, um Sprachdefinitionen und verschiedenste Artefakte in Softwareentwicklungs-
projekten pra¨zise zu beschreiben [5][6][7]. Im Zentrum stehen Modelle als struktu-
rierte Daten, die als Instanz eines Metamodells in Struktur und Verhalten charak-
terisiert sind. Die Meta Object Facility (MOF, [8]) der OMG zur objektorientierten
Definition von Metamodellen hat sich dafu¨r als Standard durchgesetzt [9][10][11][12].
Diese Konvergenz der Beschreibungsmittel fu¨r Modelle und Sprachen durch ein ge-
meinsames Metamodellierungs-Framework schafft die Grundlage zur einheitlichen
Definition und Analyse von Modellen als
”
Sprachinstanzen“.
Abgesehen von der strukturellen Beschreibung durch Metamodelle besteht im
Hinblick auf die dynamische Semantik (auch: Ausfu¨hrungssemantik, vgl. 1.1.2) von
Modellen (noch) kein einheitliches Vorgehen. An dieser Stelle setzt die vorliegen-
de Arbeit an. Durch Erweiterungen von MOF um eine Operationale Semantik, den
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MOF Actions (kurz: MActions), wird die Basis zur Modellausfu¨hrung gelegt. Das
daraus resultierende, erweiterte MOF-Framework stellt die Basis dieser Arbeit dar.
Darauf aufbauend lassen sich verschiedene Methoden zur Analyse entwickeln, die an
die operationale Semantik von Metamodellen gebunden sind und somit universell fu¨r
verschiedenste Sprachdefinitionen einsetzbar werden. Im Fokus unserer Analyse sol-
len dabei Softwaremodelle und Softwaremodellierungssprachen stehen. Als weiteren
Schwerpunkt entwickeln wir zur dynamischen Analyse eine Temporallogik, die Linear
Temporal Object Constraint Language. Diese stellt exemplarisch eine Analysesprache
zur automatischen U¨berpru¨fung von temporalen Ausdru¨cken u¨ber Ausfu¨hrungsla¨ufe
dar.
Damit ist der Rahmen dieser Arbeit vorgezeichnet. Im Folgenden werden einlei-
tend verwendete Begriffe eingefu¨hrt und eingeordnet, die eine pra¨zise Kommunikati-
on u¨ber den Forschungsgegenstand ermo¨glichen sollen. Da diese Arbeit sich zwischen
den verschiedenen Forschungsgebieten Softwaretechnik, Simulation- und Systemana-
lyse sowie theoretischer Informatik einordnet, sei angemerkt, dass eine einheitliche
Terminologie notwendigerweise mit Kompromissen einhergeht. Dieses Vorgehen er-
laubt jedoch erst eine Einordnung in die unterschiedlichen Kontexte. Nach dieser
Einleitung wird in Abschnitt 1.3 die Arbeitshypothese dieser Dissertation und der
Lo¨sungsansatz dargelegt. Der weitere Aufbau der Arbeit ist in Abschnitt 1.4 ersicht-
lich.
1.1 Modelle und Sprachen
Im Kontext der MDA sind Modelle Ausdruck der Funktion, der Struktur und/o-
der des Verhaltens eines Systems [1]. Modelle dienen zur Kommunikation u¨ber ein
System1 und sind synonym zum Begriff der Spezifikation. Modelle werden notiert
und kommuniziert unter Zuhilfenahme von Sprachen (Modellierungs- oder Spezifi-
kationssprachen). Laut MDA wird ein Modell als formal bezeichnet, wenn es u¨ber
ein MOF-Metamodell definiert ist. Formal sollte hier nicht verwechselt werden mit
dem Begriff eines formalen Systems, dem ein rigoroses mathematisches Modell zu
Grunde liegt. MOF-Modelle (Instanzen von Metamodellen) stellen, wie in anderen
Kontexten u¨blich, ein Hilfsmittel zum Umgang mit der Realita¨t dar, d.h. sie bil-
den ein Original(-system) ab, unterliegen Techniken der Abstraktion und dienen
einem Modellzweck (vgl. [13]). Dennoch besteht ein Modell nicht als Satz von Diffe-
rentialfunktionen oder Gleichungssystemen, sondern als Objektgraph. Die Struktur
dieses Objektgraphen definiert ein Metamodell mittels objektorientierter Konzep-
te, die im MOF-Standard vorgegeben sind, d.h. Klassen, Attribute, Assoziationen,
usw. (vgl. [8]). Man spricht davon, dass ein Modell zu einem Metamodell konform
ist, wenn es eine gu¨ltige Instanz im Sinne der MOF-Spezifikation ist. Die Instanzi-
ierung von MOF, und dabei insbesondere die Problematik der Metaebenen, werden
uns eingehender in Kapitel 2.2 bescha¨ftigen.
1.1.1 Metamodelle und Sprachdefinitionen
Um den Zusammenhang von Metamodellen und Sprachdefinitionen herauszustel-
len, wird eine genauere Definition von Sprachen, als sie in der MDA gegeben wird,
beno¨tigt. Die Elemente einer Sprache werden ga¨ngigerweise in Syntax, statische Se-
1System ist hier im Sinne einer Systemtheorie zu verstehen und meint nicht ausschließlich Soft-
ware. Die MDA-Spezifikation sagt an dieser Stelle nichts genaueres aus
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mantik und dynamische Semantik eingeteilt2. Auf Syntaxebene unterscheidet man
die konkrete Syntax von der abstrakten Syntax (engl. abstract syntax ), historisch be-
gru¨ndet in der Verarbeitung von textuellen Sprachen durch Parser. Dabei produziert
ein Parser als Resultat einen sog. abstrakten Syntaxbaum (engl. abstract syntax tree,
AST), der akzeptierte Wo¨rter als logische Baumstruktur repra¨sentiert. Der AST
dient als Grundlage zur U¨berpru¨fung der statischen Semantik (semantische Analy-
se) und der weiteren Verarbeitung z.B. in einem Compiler. Heutzutage wird eine
klare Definition von ASTs immer schwieriger, da das Abstraktionsniveau dieser Re-
pra¨sentationsform vom Verwendungszweck und eingesetzten Werkzeugen abha¨ngt3.
Meist wird stufenweise eine logische Struktur in eine andere u¨berfu¨hrt, es finden
also mehrere Transformationen der Eingabe statt. Zum Beispiel wird ein vom Lexer
erzeugter Tokenstream in mehreren Durchga¨ngen zum Syntaxbaum transformiert.
Wa¨hrenddessen finden u.U. Bezeichnerauflo¨sungen statt oder syntaktische oder se-
mantische Pra¨dikate werden ausgewertet.
Metamodelle ermo¨glichen eines Definition dieser Strukturen, weshalb im Wei-
teren der Begriff der abstrakten Syntax einer Sprache gleichbedeutend verwendet
wird zu dem Begriff des Metamodells. Dabei lassen sich z.B. die genannten Struk-
turen der verschiedenen Abstraktionsstufen beim Parsen entweder durchweg mit
Metamodellen beschreiben, oder aber es steht am Ende dieses Prozesses ein gu¨lti-
ges Modell, das einer Metamodelldefinition genu¨gt. Diese Sicht la¨sst sich auch auf
graphische Sprachen u¨bertragen, die keine Ausnahme bilden4. Wir gebrauchen im
Folgenden den neutraleren Begriff der Notation oder Repra¨sentation synonym zu
dem der konkreten Syntax (anstatt
”
konkrete Syntax“ verwenden wir ferner einfach
”
Syntax“ als Kurzform). Es wird angenommen, dass es zu den Konzepten, die in
einem Metamodell definiert sind, eine oder mehrere Repra¨sentationsformen gibt, die
dem jeweiligen Anwendungskontext angepasst sind. So wird z.B. fu¨r Metamodelle
dem MOF-Standard entsprechend eine Teilsprache von UML als Notation verwen-
det. Es wird ferner angenommen, dass ein Metamodell – dem Anwendungszweck
entsprechend – fu¨r jede Sprache angegeben werden kann. Bespiele fu¨r solche Meta-
modelldefinitionen existieren bereits fu¨r eine Vielzahl von Sprachen (u.a. UML [3],
OCL [17], QVT [18], SDL [19], Java, C/C++, C# [20]).
Mit Blick auf die statische Semantik ergeben sich als Konsequenz aus dieser
Definition unmittelbar die folgenden Eigenschaften:
• Die statische Semantik spiegelt sich zu einem gewissen Teil im Metamodell wi-
der, da ein Metamodell i.Allg. nicht nur einen einfachen Syntaxbaum definiert,
sondern einen getypten Graphen. Im Umkehrschluss muss eine gewisse seman-
tische Analyse bereits vor der Erzeugung einer gu¨ltigen Metamodellinstanz
stattfinden.
• Die Regeln der statischen Semantik einer Sprache lassen sich unter zu Hilfe-
nahme der Object Constraint Language (OCL) spezifizieren und u¨berpru¨fen.
Dies gilt fu¨r alle Regeln, die sich als Bedingungen in Pra¨dikatenlogik erster
Stufe ausdru¨cken lassen.
• Die syntaktische und semantische Analyse einer Sprache bleibt zwar weiter-
hin bestehen, der Fokus fu¨r eine Sprachanalyse (und insbesondere der dyna-
mischen Semantik) richtet sich jedoch nur noch auf das Modell. Syntax und
2die Pragmatik spielt fu¨r die technischen Betrachtungen in der Informatik i.Allg. eine unterge-
ordnete Rolle, vgl. [14]
3so la¨sst z.B. ANTLR eine Annotation der Struktur sowie Aktionen zu deren Gestaltung an die
Grammatik zu. Somit lassen sich u.U. direkt Graphstrukturen beim Parsen erzeugen, vgl. [15]
4Auch wenn formale Definitionen graphischer Sprachen selten sind, existieren vergleichbare Ver-
fahren zu deren Beschreibung mittels Graphgrammatiken, z.B. GenGed [16]
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Sprachkonstrukte sind entkoppelt und die statische Semantik ist letztendlich
Teil desselben Modells.
Dieses Versta¨ndnis der abstrakten Syntax betont den U¨bergang von der Grammatik-
und syntaxbezogenen Sicht auf eine Sprache hin zu einer konzeptbezogenen Definiti-
on der Sprachstruktur: anstatt u¨ber eine Formale Grammatik die Syntax der Sprache
zu definieren, liegt der Fokus auf der Struktur der abstrakten Syntax. Zudem ist ein
Rahmenwerk gegeben, in dem sich sowohl textuelle Sprachen als auch graphische
Sprachen mit denselben Mitteln beschreiben lassen.
1.1.2 Dynamische Semantik
Neben der strukturellen Beschreibung der abstrakten Syntax und statischen Seman-
tik definiert die dynamische Semantik das Verhalten einer Sprache. In der Informa-
tik spricht man verku¨rzt meist einfach von Sprachsemantik (auch Ausfu¨hrungsse-
mantik), weil der Anwendungskontext fast ausschließlich die Ausfu¨hrung eines Pro-
gramms ist. Hierzu wurden im Laufe der Jahrzehnte eine Vielzahl unterschiedlicher
Ansa¨tze entwickelt, die sich in drei Kategorien einteilen lassen:
Axiomatische Semantik Abgeleitet aus der mathematischen Logik und Modell-
theorie bilden Axiome ein formales System zur Sprachbeschreibung. Eine axio-
matische Definition durch Schlussregeln erlaubt eine Herleitung (d.h. Bewei-
sen) von Eigenschaften mittels eines Theorembeweisers. Es lassen sich nicht nur
Korrektheitsbeweise von Programmen erstellen (z.B. wie im Hoare-Kalku¨l),
sondern auch die Korrektheit von Spracheigenschaften nachweisen (z.B. Typ-
sicherheit).
Denotationelle Semantik Eine denotationelle Definition der Sprachsemantik ist
eine Abbildung der Sprachkonstrukte auf ein mathematisches Objekt oder auf
eine Sprache mit formaler Semantik. Somit wird die Bedeutung der Sprache
mittels einer Interpretationsfunktion zuru¨ckgefu¨hrt auf die Bedeutung und Ei-
genschaften eines bekannten Objekts (meist Funktionen, deshalb auch Funk-
tionssemantik). Letzteres wird auch als semantische Doma¨ne (engl. semantic
domain) bezeichnet.
Operationale Semantik Das Verhalten einer Sprache wird als Interpretation auf
einer abstrakten Maschine (Turing Maschine o.A¨.) definiert, meist angegeben
als schrittweise Zustandsa¨nderung der abstrakten Maschine. Als Spezialfall
gilt die von Plotkin entwickelte Strukturelle Operationale Semantik (SOS), die
durch Transitionsregeln (syntaxorientierte Schlussregeln) Zustandsu¨berga¨nge
beschreibt [21].
Es sei angemerkt, dass sich diese drei Methoden naturgema¨ß u¨berschneiden. So
ist z.B. in der denotationellen Semantik eine Axiomatisierung des mathematischen
Objekts gegeben und die SOS bildet ein formales System von Schlussregeln. Die
Operationale Semantik tra¨gt daru¨ber hinaus Zu¨ge eines U¨bersetzungsprozesses von
der (abstrakten) Syntax einer Sprache in ein formales System. Allen dreien ist eine
rigorose mathematische Formalisierung gemein.
Mit Blick auf die Praxis la¨sst sich eindeutig eine Tendenz zur Anwendung der
operationalen Semantik feststellen. Dies ha¨ngt vermutlich damit zusammen, dass
die exakte Beschreibung von Ausfu¨hrungsaspekten insb. fu¨r die Vergleichbarkeit von
Implementierungen einer Sprache zuna¨chst im Vordergrund steht. Angefangen mit
der ALGOL 60-Spezifikation [22] wurden verschiedenste Programmier- und Spezi-
fikationssprachen (teilweise) formal definiert, so zum Beispiel C++ [23], Java [24],
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C# [25], SDL [26], UML [27][28][29]. Fu¨r die Formalisierung gibt es im Allgemei-
nen kein einheitliches Vorgehen. Die wohl am weitesten verbreitete Methode ist die
der Abstract State Machines (ASMs [30][31]). Das von Gurevich et al. entwickelte
mathematische Modell basiert auf algebraischen Strukturen, die abstrakte Zusta¨nde
repra¨sentieren und deren Tra¨germengen und Operationen sich u¨ber die Ausfu¨hrungs-
zeit a¨ndern. Die Abstract State Machine Language stellt eine Umsetzung in Richtung
einer formalen Spezifikationssprache dar (AsmL [32]). Daneben existieren vergleich-
bare Herangehensweisen die sich auf attributierte Graphen und Graphtransforma-
tionen stu¨tzen (z.B. [29]).
Neben formalen Methoden wird oftmals ausschließlich natu¨rliche Sprache zur
Beschreibung der dynamischen Semantik verwendet (z.B. die Programmiersprachen
C [33] oder C# [34]). So definiert z.B. die UML2-Spezifikation jegliches dynamische
Verhalten rein in englischer Sprache, was nicht zuletzt bei den u¨ber 40 Semantic
Variation Points zu mehrdeutigen Interpretation fu¨hrt [35][3]. Es mag u¨berraschen,
aber abgesehen von ALGOL 60 wurde eine formale Definition einer Sprache fast
immer nach deren Implementierung und Verbreitung erstellt5. Ein Grund hierfu¨r ist
die Tatsache, dass eine formale, semantische Spezifikation nicht unbedingt eine ge-
eignete Vorlage fu¨r Implementierungen bietet. In der Praxis wird deshalb eine
”
prag-
matische“ Spezifikation einer formalen vorgezogen und u.U. Aspekte einer Sprache
nachtra¨glich formalisiert, um Korrektheitsbeweise zu fu¨hren.
Heutzutage dient der Einsatz von Methoden zur operationalen Semantik neben
der pra¨zisen Definition der dynamischen Semantik vielfach ausschließlich der unmit-
telbaren Ausfu¨hrbarkeit. Der Trend weg von Allzwecksprachen hin zu immer neuen
doma¨nenspezifischen und angepassten Modellierungssprachen schafft eine Notwen-
digkeit fu¨r pragmatische Ansa¨tze, die – wenn auch nicht immer mathematisch formal
fundiert – eine schnelle Werkzeugentwicklung unterstu¨tzen. In diese Kategorie fa¨llt
auch die von Watt und Mosses entwickelte Methode der Action Semantics (dt. Ak-
tionssemantik, vgl. [37]), die den Gesichtspunkt der Programmausfu¨hrung betont.
1.1.3 Operationale Semantik fu¨r Metamodelle
Wesentliche Probleme der hier betrachteten metamodellbasierten Sprachdefinition
sind eine fehlende mathematisch formale Definition von MOF sowie die konzeptio-
nelle Trennung zwischen Notation und abstrakter Syntax. Die traditionell syntax-
orientierten Ansa¨tze, entwickelt fu¨r textuelle Sprachen, lassen sich nur mit Mu¨he auf
Metamodelle u¨bertragen, die eine standardisierte, graphische UML-Notation besit-
zen. Auch wenn eine Einbettung graphischer Elemente einer Sprache in eine formale
Beschreibungsform denkbar ist (wie z.B. von Bo¨rger fu¨r eine Definition der UML-
Aktivita¨ten mittels ASM gezeigt, vgl. [27]), bezieht sich die Beschreibung auf die
Notation und nur indirekt auf das Metamodell. Zudem setzt die fehlende Formalisie-
rung der graphischen Syntax eine gewisse Intuition fu¨r die Einhaltung der Gu¨ltigkeit
von Diagrammen voraus. Eine andere Lo¨sung besteht in der U¨berfu¨hrung des Meta-
modells in ein formales System, wie es z.B. der OCL-Standard macht (vgl. Appendix
A in [17]), wobei denotationell alle Konzepte auf mathematische Objekte abgebildet
werden; vorstellbar wa¨re auch eine vergleichbare Vorgehensweise fu¨r die Beschrei-
bung der operationalen Semantik.
Eine Reihe von Ansa¨tzen bescha¨ftigt sich mit dieser Problematik. Sie bieten
neben (semi-)formalen Methoden durch U¨bersetzung in bekannte Kalku¨le auch di-
rekte Annotationen von Semantikbeschreibungen in Metamodellen als Lo¨sung. Mit
5vgl. [36]
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operationaler Semantik in Metamodellen sind Ansa¨tze gemeint, die Techniken zur
Definition innerhalb der Metamodellierungsarchitektur MOF bereitstellen, ohne in
eine semantische Doma¨ne abzubilden. Diese Ansa¨tze verfolgen a¨hnliche Formen von
Aktionssprachen, Graph- oder Modelltransformationen wie die in dieser Arbeit ein-
gefu¨hrten MActions (z.B. [38],[39],[29],[40]). Diese Ansa¨tze, welche teilweise als
dynamische Metamodellierung bezeichnet werden (Engels et al.), sind im Allge-
meinen dadurch charakterisiert, dass sie operationale Semantik als (Spezialfall der)
Modelltransformation betrachten und Konzepte zur schrittweisen Modella¨nderung
einfu¨hren.6
Aus dieser Motivation heraus und dadurch dass durch Erweiterung der Metamo-
dellierung um eine operationale Semantik eine Reformalisierung unno¨tig und Model-
le direkt ausgefu¨hrt und weitergehend (dynamisch) analysiert werden ko¨nnen, ent-
wickeln wir in Kapitel 2 und 3 die MActions als Aktionssemantik. Eine ausfu¨hr-
lichere Diskussion der Grundproblematik der Anwendung der etablierten Kalku¨le
SOS und ASM sowie verwandter Arbeiten folgt in Kapitel 5.
1.1.4 Modellausfu¨hrung, Laufzeitmodell
Aus diesen U¨berlegungen heraus bezeichnen wir im Folgenden mit dem Begriff
der Modellausfu¨hrung (engl. model execution) allgemein den Prozess der schritt-
weisen Abarbeitung eines Modells durch eine (abstrakte) Maschine. Dabei ent-
spricht dieser Prozess der operationalen Semantik des Modells und deckt sich mit
der nicht weiter spezifizierten Begrifflichkeit der model execution im Kontext der
MDA (vgl. [1][41][42]). Die Sprache zur Definition der Modellvera¨nderung ist dabei
zuna¨chst zweitrangig.
Wie bei der Programmausfu¨hrung a¨ußert sich das Verhalten eines Modells bei
seiner Ausfu¨hrung durch A¨nderungen der Konfigurationen. Wir bezeichnen deshalb
mit Laufzeitmodell (engl. runtime model) die Objekte eines Modells, die sich bei
der Modellausfu¨hrung u¨ber die Zeit a¨ndern (Zustandsgro¨ßen). Dadurch grenzen wir
das Laufzeitmodell von der abstrakten Syntax ab, indem wir alle Elemente zur ab-
strakten Syntax za¨hlen, die sich wa¨hrend der Modellausfu¨hrung nicht vera¨ndern und
somit statisch sind. Diese Einteilung entspricht der Metapher vom Programm und
Prozess, bei der der Prozess alle zum Ablauf beno¨tigten Verwaltungsinformationen
mit sich fu¨hrt. Konsequenterweise behalten wir den Begriff der Ausfu¨hrungsumge-
bung (engl. execution environment, vgl. [1]) auch fu¨r Modelle bei.
Weitergehende Betrachtungen zur Modellausfu¨hrung sowie der Definition des
Laufzeitmodells finden sich in Kapitel 3.
1.1.5 Simulation vs. Modellausfu¨hrung
Da die Modellausfu¨hrung durch operationale Semantik zu U¨berschneidungen mit
dem Begriff der Simulation fu¨hrt, soll in diesem Abschnitt kurz eine genauere Einord-
nung und Abgrenzung der bisher vorgestellten Konzepte gegenu¨ber der Simulation
gegeben werden. Vorweg sei angemerkt, dass der Begriff Simulation ein in sich hete-
rogenes Forschungsfeld bezeichnet und hier nur die allgemeine Terminologie gekla¨rt
werden kann [43].
6Einige Autoren benutzen auch den Begriff der ausfu¨hrbaren Metamodelle (engl. executable meta-
models). Diese Begrifflichkeiten sind natu¨rlich wo¨rtlich genommen unzutreffend, da die Metamodelle
selber nicht ausgefu¨hrt werden, sondern die Modelle, die sie definieren – sie betonen vielmehr die
Ausfu¨hrungssemantik innerhalb der Metamodellierung
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Definiert man Simulation vereinfacht als experimentelles Analyseverfahren mit
den Phasen Modellbildung, Modellausfu¨hrung und Auswertung (vgl. [44]), so ist die
modellgetriebene Softwareentwicklung ein Spezialfall der Simulation im Hinblick auf
die Modellausfu¨hrung. In diesem Fall ist das untersuchte System Software. Gemein-
samkeiten ko¨nnen bei allen Phasen gefunden werden, wobei der Modellzweck eines
Softwaremodells als Abstraktion einer zu entwickelnden Software fast ausschließlich
der Spezifikation dient. Somit geschieht die Modellbildung im Vorfeld als Referenz
einer mo¨glichen Implementierung, wohingegen Simulationsanalysen durch Experi-
mente eines gegebenen Softwaresystems eher selten sind.
Softwaresimulation existiert meist dort, wo Anforderungen durch ein exaktes Mo-
dell pra¨zisiert werden, eine vollsta¨ndig lauffa¨hige Spezifikation kostengu¨nstiger als
eine direkte Entwicklung ist, oder aber der Entwicklung auf der Zielplattform externe
Faktoren im Wege stehen (z.B. Verfu¨gbarkeit der Hardware bei der Steuergera¨teent-
wicklung in der Automobilindustrie, o.A¨.). Dies trifft insbesondere auf den Bereich
der eingebetteten (missionskritischen) Systeme zu, wo sich Softwaresimulation mit-
tels spezialisierter Werkzeuge und eigenen Modellbeschreibungssprachen (Simulati-
onssprachen) etabliert hat, um zudem Analysen des Modells im Vorfeld zu ermo¨gli-
chen (z.B. MATLAB Simulink, SCADE oder PragmaDev SDL-RT [45][46][47]).
Bei der Simulation eingesetzte Simulationssprachen sind an den Anwendungskon-
text angepasste, spezialisierte Programmiersprachen und ko¨nnen deshalb als DSLs
betrachtet werden (vgl. [48][49][50]). Historisch gesehen haben sie sich aufgrund ih-
rer auf die Simulation zugeschnittenen Konzepte herausgebildet (z.B. GPSS oder
Simula [51]). Charakteristische Eigenschaften von Simulationssprachen sind u.a.
die Handhabung von Zeit als unabha¨ngige Modellgro¨ße (kontinuierlich vs. diskret),
Zufa¨lligkeit von Ereignissen, der Umgang mit Nebenla¨ufigkeit (Prozessinteraktionen,
Ereignisbehandlung, parallele Simulation) und die Behandlung von Ein- und Aus-
gabedaten (vgl. [52]). Zudem kommt der Visualisierung des Systemzustandes durch
Animationen eine besondere Rolle zu. Umgekehrt hatte die Entwicklung von Simu-
lationssprachen einen direkten Einfluss auf die Evolution der Programmiersprachen,
so haben z.B. Smalltalk und spa¨ter C++ die Abstraktionsmechanismen der Objek-
torientierung aus Simula u¨bernommen (vgl. [53]). Neben der Vielzahl von speziali-
sierten Simulationssprachen und -werkzeugen werden oftmals Programmiersprachen
in Kombination mit (Simulations-)Bibliotheken eingesetzt (z.B. [54]). Diese bieten
verschiedene Abstraktionen zur effizienten Formulierung eines Simulationsproblems
oder der Visualisierung an [55]. Da die dynamische Semantik letztlich durch die
verwendete Programmiersprache vorgegeben ist, bedarf es hier keiner zusa¨tzlichen
Konzepte zur Definition der Ausfu¨hrungssemantik.7
Daraus gefolgert bilden Simulationssprachen in Bezug auf die dynamische Se-
mantik keine Ausnahme und die in Abschnitt 1.1.2 eingefu¨hrten Konzepte lassen
sich unmittelbar u¨bertragen. Wie bei Programmiersprachen wird die operationale
Semantik in gleicher Weise definiert, auch wenn der (Modell-)Zeit ein besonderer
Stellenwert zukommt. Die Metamodellierung zur Definition der abstrakten Syntax
erga¨nzt um operationale Semantik kann somit ebenfalls als Basis fu¨r Simulations-
sprachen dienen.
In Bezug auf die Terminologie basiert in dieser Arbeit Simulation immer auf der
in Abschnitt 1.1.4 und 1.1.3 beschriebenen Form der Modellausfu¨hrung. Demnach ist
ein Simulator ein Werkzeug zur Modellausfu¨hrung im Rahmen einer Metamodellie-
rungsarchitektur, ein Simulationslauf (syn. Modelllauf, Simulationsexperiment) das
7Die Realisierung mittels einer Allzweck-Programmiersprache kann auch als sog. interne DSL
betrachtet werden (vgl.[4])
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ablaufende Verhalten u¨ber einen bestimmten Zeitraum im Simulator (vgl. [56]) etc.
1.1.6 Produkt vs. Modell
Bei der Softwaresimulation erscheint die klassische Trennung von Produkt, als Syn-
onym fu¨r das zu entwickelnde System und Modell aufgehoben, zumal beide virtuell
im Speicher eines Rechners existieren, durch eine Programmier- und Modellierungs-
sprache ausgedru¨ckt sind und Verhalten beschreiben. Dennoch unterliegen Modelle
Techniken der Abstraktion, d.h. sie beschreiben nur die Aspekte des Systems, die
fu¨r den jeweiligen Zweck gefordert sind. Dadurch ko¨nnen im Allgemeinen Aussagen
u¨ber Eigenschaften eines Modells nicht ohne weitere Pru¨fung auf das zu entwickelnde
Produkt u¨bertragen werden.
Betrachtet man den Ausfu¨hrungsaspekt, kann eine Softwaremodellausfu¨hrung
zuna¨chst prinzipiell nicht von einer Produktausfu¨hrung (Implementierung) unter-
schieden werden. In besonderen Fa¨llen kann das beobachtete Verhalten aus Sicht eines
externen Betrachters sogar zwischen Produkt und Modell identisch sein und sich le-
diglich durch genaueres betrachten der Zwischenschritte der ausfu¨hrenden Maschine
(oder der Performance) unterscheiden. Um eine klare Unterscheidung der Begrifflich-
keiten zu erhalten, soll unter Produkt im weiteren ein bina¨res Programm verstanden
werden, das im Allgemeinen auf einer Hardware ausgefu¨hrt wird8 und das sich vom
Softwaremodell durch seinen (Anwendungs-)Zweck unterscheidet (vgl. 1.1.5). Das
Produkt ist demnach das Ergebnis eines Kompilierungsprozesses durch einen Com-
piler und automatisch abgeleitet aus der Implementierung (als Quelltext9, Implemen-
tierungsmodell). Es stellt das letzte Glied in der Entwicklungskette dar. Das Produkt
ist durch seinen Anwendungskontext im realen System charakterisiert, wa¨hrend das
Modell in einer ku¨nstlichen Umgebung der Analyse dient und nach Bedarf von Im-
plementierungsdetails abstrahiert.
Es sei angemerkt, dass die Art der Ausfu¨hrung durch einen Interpreter oder
Compiler keine Rolle fu¨r die vorangehende Definition spielt. Eine Ausfu¨hrung durch
einen Interpreter ist lediglich durch den fehlenden U¨bersetzungsprozess abzugrenzen,
wobei bei einem Kompilierungsvorgang ein Programm oder Modell zuna¨chst in eine
andere Repra¨sentation u¨berfu¨hrt wird, welche anschließend unmittelbar auf einer
Maschine ausgefu¨hrt wird10.
Wir unterscheiden ferner den Kompilierungsvorgang als die operationale se-
mantikerhaltende Spezialform eines (Code-)Generators. Letzterer produziert aus ei-
nem Modell entweder ein anderes Modell, Quelltext oder eine kodierte Form zur
Ausfu¨hrung und realisiert somit eine Modelltransformation. Insbesondere fordern
wir von einem Generator – im Gegensatz zu einem Compiler – nicht, dass er die dy-
namische Semantik erha¨lt. Dies wird insbesondere in Grenzbereichen von z.B. Echt-
zeitanforderungen deutlich, wenn simulierte Kommunikation durch realen Austausch
von Daten im System von Bandbreite, Durchsatz oder Prozessortaktung abha¨ngt.
8Als Sonderfall rechnen wir auch Bytecode-Repra¨sentationen eines Programms dazu, wie z.B. bei
der Java Virtual Machine oder der Common Language Runtime der .NET Plattform (vgl. [57][58]).
9Quelltext wird als Sonderfall eines Modells aufgefasst, vgl. 2.1
10Diese Trennung kann natu¨rlich die Vielfalt der interpretierten Sprachen und Hybridausfu¨hrungs-
umgebungen wie das Just-In-Time kompilieren etc. nicht in ihrer Ga¨nze erfassen. Streng genommen
gibt es keinen Unterschied zwischen Modellausfu¨hrung und Programmausfu¨hrung – die Terminolo-
gie ist lediglich historisch zu begru¨nden durch die Interpretation eines Programms durch Hardware
bzw. durch Software
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1.1.7 Dynamische Analyse
Dynamische (Programm-)Analyse (engl. Dynamic Analysis, DA) bezeichnet die Ana-
lyse von Eigenschaften eines ausfu¨hrenden Programms [59]. Im Gegensatz zur stati-
schen Analyse, die ohne eine Ausfu¨hrung auskommt und in der Regel alle potentiell
mo¨glichen Ausfu¨hrungsla¨ufe eines Programms beru¨cksichtigt, dient ein oder einige
wenige Abla¨ufe als Grundlage der Analyse. Demnach gleicht die Aussagema¨chtigkeit
einer DA dem von Testla¨ufen. Deshalb soll zuna¨chst kurz der Begriff des Testens
beleuchtet und gegenu¨ber der DA und der Simulation abgegrenzt werden.
Testen ist ein Vorgehen, bei dem ein System oder eine Komponente (1) unter vor-
bestimmten Bedingungen ausgefu¨hrt wird, wobei (2) Beobachtungen oder Aufzeich-
nungen vorgenommen werden, um (3) diese anschließend auszuwerten (vgl. [60]).
Vergleicht man diese allgemeine Definition mit der der Simulation (s. Abschnitt 1.1.5),
so ergeben sich methodische U¨berschneidungen in den Punkten (1) bis (3). Tatsa¨chlich
unterscheidet sich der methodische Ablauf einer Simulation vom Testen nur durch
ihren experimentellen Charakter, bei dem der Ausgang i.Allg. offen ist. Beim Testen
wird ein bestimmtes Ergebnis erwartet, um ein Produkt- oder Modellverhalten zu
besta¨tigen oder zu falsifizieren, was dann als Erfolg oder Misserfolg eines Tests ge-
wertet wird. Simulationsexperimente hingegen suchen (ergebnisoffen) nach Gleich-
gewichtszusta¨nden, (In-)Stabilita¨ten, Empfindlichkeiten der Systemparameter des
Modells oder gegenu¨ber Eingaben vor dem Hintergrund von Langzeiteffekten etc.
(s.a. [13]).
Der Softwaretest im Besonderen validiert eine Implementierung gegen ihre Spe-
zifikation, d.h. das Erfolgskriterium der Tests ist durch die Spezifikation vorgegeben.
Setzen wir die Spezifikation mit Modellen gleich (wie es in der MDA getan wird),
so stellt der Softwaretest abstrakt den Vergleich eines Modellverhaltens gegen das
tatsa¨chliche Produktverhalten dar. Im Hinblick auf die Unterscheidung zwischen
Modell und Produkt zielt Testen also auf das Produkt (oder Teile dessen) ab. Im
Weiteren verstehen wir deshalb unter Testen den Vorgang der Validierung des Pro-
dukts, im Gegensatz zum Modelltest, der als Spezialfall das Modell zum Testge-
genstand hat. Unter dem weitgedehnten Begriff des Modellbasierten Testens (engl.
model-based testing)11 fasst man alle Ansa¨tze zusammen, die im Kern das Ableiten
von Testfa¨llen aus Modellen gemeinsam haben (vgl. [61]). Dies subsumiert z.B. das
Generieren von Testfa¨llen oder Testdaten direkt aus einem Spezifikationsmodell, das
Beschreiben von Testspezifika durch Erweiterungen im (oder separat zu) einem Mo-
dell (z.B. als Annotationen oder Testmodelle) sowie Ansa¨tze zur Interpretation von
Spezifikationsmodellen wa¨hrend des Tests (z.B. passives Testen, back-to-back -Tests).
Dynamische Modellanalyse fußt – genau wie Testen – auf der Beobachtung, Mes-
sung und Auswertung von (abgeleiteten) Zustandsgro¨ßen und deren Entwicklung
u¨ber die Zeit. Basis ist also bei beiden die Modellausfu¨hrung. Der Unterschied ge-
genu¨ber dem Testen kann zum einen in der methodischen Zielsetzung sowie zum
anderen in der Herangehensweise gesehen werden. Die DA ist in vielen Fa¨llen er-
gebnisoffen, versucht qualitative oder quantitative Eigenschaften wa¨hrend der Mo-
dellausfu¨hrung zu pru¨fen oder zu finden und zeigt somit eher starke A¨hnlichkeiten
mit dem Simulationsexperiment. Ferner zielt sie nicht (ausschließlich) auf das Pro-
dukt. Noch wichtiger ist die Unterscheidung in der Beschreibung von erwartetem
Verhalten. Dazu werden formale, meist modale Logiken verwendet, um Aussagen
u¨ber gu¨ltige Analyseszenarien oder Eigenschaften zu formulieren, die dem Modell-
checking entlehnt sind. Beispiele umfassen u.a. Zustandsautomaten oder zeitliche
11als Synonym auch modellgetriebenes Testen (engl. model-driven-testing)
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Pra¨dikate/Pfadausdru¨cke, die gu¨ltiges Verhalten beschreiben. Es werden somit insb.
keine Assertions in zu durchlaufende Szenarien wie in Testfa¨llen eingefu¨gt, sondern
vielmehr indirekt u¨ber zeitgebundene Pra¨dikate ausgedru¨ckt. Unter dem Aspekt der
Pru¨fung im Sinne eines pass/fail -Verhaltens la¨sst sich die DA als Methode zwischen
Modellchecking und Testen einordnen, mit U¨berschneidungen zu letzterem, wenn
formalisierte Testmodelle zum Einsatz kommen.
Als Technik werden bei der DA Zustandsgro¨ßen in Form von Programmpfaden
(engl. Traces) aufgezeichnet und ausgewertet. Diese Form der Messung von Pro-
grammzusta¨nden ist zentraler Bestandteil der DA und ein weiterer Aspekt, der sie
vom Testen mit Zusicherungen unterscheidet. In Abgrenzung zum Modellchecking
wird also nicht ein kompletter Zustandsraum gezielt durchsucht, sondern es werden
vielmehr einzelne Programmabla¨ufe analysiert (es findet also insb. keinerlei Back-
tracking statt). Daru¨ber hinaus existiert die Runtime Verification (RV) als Teilgebiet
der DA, welche in den letzten Jahren zunehmend popula¨rer wurde [62][63]. Ziel der
RV ist es, das Vertrauen in eine korrekt funktionierende Implementierung durch
kontinuierliche U¨berwachung (engl. monitoring) eines Programms zu steigern und
bei Abweichungen ggf. sogar einzugreifen.12 Dies umfasst sowohl Techniken zur on-
line U¨berwachung wa¨hrend der Programmausfu¨hrung, als auch Offline-Auswertung
nach der Ausfu¨hrung.
Fu¨r Metamodelle mit operationaler Semantik existieren hinsichtlich dynamischer
Analysen nur wenige Forschungsarbeiten (s.a. 5.4). Um fu¨r Metamodelle dynami-
sche Analysen durchfu¨hren zu ko¨nnen, bedarf es einer genaueren Betrachtung des
Laufzeitmodells, der erzeugten Zusta¨nde sowie des Aufzeichnens von Zusta¨nden die
wa¨hrend Modellausfu¨hrung entstehen. Dieser Problematik widmet sich Kapitel 4.
Dort wird des Weiteren auch ein Ansatz zum Verhaltensvergleich erarbeitet, der
u¨ber die DA hinaus zum Zwecke von Modelltests eingesetzt werden ko¨nnte.
1.2 Stand der Technik und Wissenschaft
Bevor wir zur Zielsetzung der Arbeit und Formulierung der Arbeitshypothese kom-
men, soll der zum Zeitpunkt dieser Dissertation in Forschung und Entwicklung er-
reichte Stand der Technik kurz zusammengefasst werden, um die in dieser Arbeit
vorgestellten Neuerungen und Erkenntnisse besser bewerten zu ko¨nnen.
Wa¨hrend die Idee der modellgetriebenen Softwareentwicklung verschiedenste
Bereiche der Informationstechnologie durchdrungen hat, wird ein Großteil heuti-
ger Software (noch) nicht modellbasiert entwickelt [64]. Hierfu¨r gibt es vielfa¨lti-
ge Gru¨nde. Moderne Programmiersprachen bieten Abstraktionsmechanismen, die
mit denen von Modellierungssprachen vergleichbar sind. Zudem verfu¨gen sie u¨ber
ma¨chtige Werkzeugunterstu¨tzung, Frameworks und Bibliotheken, welche oftmals
noch fu¨r Modellierungssprachen fehlen. Eine Implementierung, welche auf einer in-
formellen Spezifikation basiert, verspricht somit ku¨rzere Entwicklungszeiten als eine
vollsta¨ndige Modellierung des Verhaltens der Software, obwohl Studien Gegenteili-
ges belegen [65][66]. Dahingegen hat die Metamodellierung bei der Entwicklung von
Werkzeugen und Softwaresystemen Einzug erhalten, zumindest was die strukturierte
Definition von Artefakten betrifft (siehe z.B.[5][12][67]). Die Beschreibung, Verwal-
tung und Pflege von Modellen, welche auf Metadatendefinitionen fußt, stellen bereits
etablierte Techniken in der Entwicklung dar. Dabei kommen mehr und mehr spezia-
lisierte Constraint- und Transformationssprachen zum Einsatz (z.B. [68][69][70]).
12Diese Techniken fallen letztlich in die gleiche Kategorie wie z.B. Sicherheitsmechanismen in
sicherheitskritischen Systemen.
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Im Zuge einer zunehmenden Zahl von Modellierungssprachen, Programmierspra-
chen, DSLs etc. kommt der Entwicklung von Werkzeugen und -umgebungen fu¨r
diese Sprachen eine immer gro¨ßere Bedeutung zu. Die Vielfalt sowie der Anspruch
an heutige Sprachen reichen dabei von der Beschreibung einfacher, sequentieller
Abla¨ufe bis hin zu reaktiven und dynamischen Prozessen, die mittels althergebrach-
ter Kalku¨le zur operationalen Semantik nur schwer fassbar sind. Bedenkt man den
Einsatz der unterschiedlichen Sprachen in verschiedenen Phasen eines Entwicklungs-
prozesses, ergeben sich daraus (Sprach-)Integrationsprobleme. Neben diverser, inte-
grierter Sichten auf ein oder mehrere Modelle in unterschiedlichen Notationen spielt
die pra¨zise, menschenlesbare und adaptierbare Definition der dynamischen Seman-
tik eine Schlu¨sselrolle, um Ausfu¨hrungsaspekte einer neuen Sprache eindeutig zu
beschreiben und ggf. zu integrieren.
In der Praxis zeigt sich eine Diskrepanz zwischen der objektorientierten Be-
schreibung durch Metamodelle und den etablierten formalen, meist mathematisch-
algebraischen Kalku¨len zur Definition operationaler Semantik, da beide Techniken
nicht zuletzt historisch separaten Forschungsfeldern entsprungen sind. Diese Kluft,
manchmal auch auf die Formel Modelware vs. Grammarware gebracht, stellt fu¨r
Sprachentwickler eine allta¨glich neu zu u¨berwindende Hu¨rde dar und zwingt Ent-
wickler zum Ausweichen und reformalisieren der selben Konzepte in anderen Nota-
tionen. Zudem werden verbreitete Kalku¨le wie ASMs oder formale Schlussregeln wie
SOS oftmals als kryptisch empfunden und fu¨gen sich in ihrer Herangehensweise nur
unzureichend in die
”
Metamodellierungswelt“ ein. Die existierenden Kalku¨le und
Techniken fokussieren daru¨ber hinaus immer nur auf eine (Modellierungs-)Sprache
und bieten keinerlei Mo¨glichkeiten sprachunabha¨ngig (d.h. metamodellunabha¨ngig)
Modellsimulationen in Form von dynamischen Analyse auszuwerten.
1.3 Ziele der Arbeit
Aus der dargestellten Problemlage heraus ergeben sich mehrere Ziele fu¨r die vorlie-
gende Arbeit:
1. Bereitstellung geeigneter Modellierungstechniken fu¨r MOF-Metamodelle zur
Definition operationaler Semantiken, so dass Ausfu¨hrungsaspekte pra¨zise be-
schrieben und Modelle simuliert werden ko¨nnen. Neben der abstrakten und
konkreten Syntax vervollsta¨ndigen diese Konzepte das MOF-Metamodellie-
rungsframework und erlauben somit umfassende Sprachdefinitionen aller Aspek-
te einer Sprache, ohne auf andere Formalismen ausweichen zu mu¨ssen. Im
einzelnen bedeutet dies:
(a) Identifikation von fehlenden Konzepten zur Modellsimulation in bislang
statischen MOF-Modellen.
(b) Analyse und Vergleich existierender Techniken zur Metamodellierung.
Dazu sollen insb. diese Fragen beantwortet und diskutiert werden:
i. Ko¨nnen etablierte Kalku¨le wie z.B. ASMs genutzt bzw. fu¨r Metamo-
delle adaptiert werden? Wo ergeben sich Vor- und Nachteile?
ii. Welche Konsequenzen ergeben sich aus der Metadatenhierarchie fu¨r
operationale Semantiken und wie gliedern sich Modelle fu¨r Ausfu¨hrungs-
aspekte in die Metaebenen ein?
iii. Gibt es Mo¨glichkeiten, die Akzeptanz durch Sprachdesigner mittels
verbreiteter Notationen zu erho¨hen (z.B. Standard-UML)?
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(c) Einordnung und Bewertung der neuen Techniken in Bezug auf herko¨mm-
liche Modellsimulation.
i. Wie sehen Simulationen mit den neuen Techniken aus und ko¨nnen
ausgewertet werden (s.a. 2.)?
ii. Wie lassen sich typische Simulationseigenschaften wie Zeit, Paralle-
lita¨t, Zusta¨nde, diskrete und kontinuierliche Simulationen etc. abbil-
den?
iii. Ergeben sich Komplexita¨tsprobleme durch Aspekte operationaler Se-
mantiken in Metamodellen und sind diese u¨berhaupt in einer Imple-
mentierung brauchbar?
2. Entwicklung einer metamodellunabha¨ngigen Methode zur dynamischen Analy-
se von Modellen, um eine Validierung wa¨hrend und nach der Modellausfu¨hrung
zu ermo¨glichen. Dabei soll darauf verzichtet werden, Modelle in anderer Form
zu reformalisieren und stattdessen eine ad-hoc U¨berpru¨fung dynamischer Ei-
genschaften ermo¨glicht werden:
(a) Wie ko¨nnen dynamische Eigenschaften u¨ber beliebige operationale Se-
mantiken und Metamodellen beschrieben werden?
(b) Wie ko¨nnen Eigenschaften wie Zusta¨nde, Parallelita¨t und Zeit generisch
in der Auswertung beru¨cksichtigt werden?
(c) Wo zeigen sich Parallelen zu existierenden Techniken und Kalku¨len, die
sich nicht im Kontext einer Metadatenhierarchie bewegen? Wo ergeben
sich Vor- und Nachteile?
3. Formalisierung der entwickelten Modellierungstechniken. Es soll hierbei um ein
solides theoretisches Fundament fu¨r die dynamischen Analyse gehen, daru¨ber
hinaus soll auch ein Vergleich und eine Einordnung zu etablierten Kalku¨len
zur operationalen Semantik geliefert werden. Dabei sind folgende Fragen zu
diskutieren:
(a) Wie ko¨nnen statische und dynamische Aspekte von Metamodellen ein-
heitlich mathematisch formalisiert werden?
(b) Ergeben sich Vorteile durch eine Nutzung von Metamodellen gegenu¨ber
formalen Kalku¨len?
Langfristig sollen die in 1. bis 3. untersuchten Konzepte einer Lo¨sung von In-
tegrationsproblematiken bei sprachu¨bergreifender Simulation dienen. Durch zuneh-
menden Einsatz der Metamodellierung soll dabei (a) Vergleichbarkeit von Verhalten
verschiedener Sprachen, (b) das Einbeziehen von Teilen echter Systeme in die Simu-
lation ohne proprieta¨re Schnittstellen und Bru¨che in der Beschreibung operationaler
Semantik und (c) das Sammeln von Testdaten wa¨hrend der Simulation zur Wieder-
verwendung in Test- und Integrationsphasen ermo¨glicht werden.
1.4 Lo¨sungsansatz und Aufbau der Arbeit
Der metamodellbasierte Sprachentwurf ermo¨glicht eine nach objektorientierten Prin-
zipien strukturierte, universelle Vorgehensweise und wird deshalb als Basis zur Modell-
und Sprachdefinition verwendet. In diesem Kontext wird darauf aufbauend mittels
MActions eine Sprache zur operationalen Semantik entwickelt, die sich durch Er-
weiterungen von MOF in die Metamodelle nahtlos einfu¨gt und eine Modellausfu¨hrung
und -analyse erlaubt. Fu¨r dieses Framework werden mittels Zustandsbetrachtungen
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von Ausfu¨hrungsla¨ufen dynamische Analysen und Verhaltensvergleiche metamodel-
lunabha¨ngig mo¨glich. Dieser Linie folgend gliedert sich die Dissertation im Weiteren
in die folgenden Kapitel:
• In Kapitel 2 werden die Grundlagen eingefu¨hrt, auf denen die Forschungsarbeit
fußt. Neben Basisdefinitionen wird der Metamodellierungsstandard MOF um
ein neues Instanziierungskonzept erga¨nzt, mit dessen Hilfe sich Laufzeitstruk-
turen fu¨r operationale Semantiken integrieren lassen. Das dadurch entstehende
εMOF- Framework wird als semantische Referenz der weiteren Arbeit algebra-
isch formalisiert (Abschn. 2.4). Anschließend fu¨hren wir die etablierten Kalku¨le
SOS und ASM zu operationaler Semantik ein, um darauf aufbauend die Akti-
onssemantik MActions definieren zu ko¨nnen. Das Kapitel schließt mit einem
Ru¨ckblick auf Konzepte der Temporallogik, welche fu¨r die dynamische Analyse
in Kapitel 4 mittels LT-OCL essentiell sind.
• Das entstandene Metamodellierungs- und Simulationsframework der MActi-
ons wird in Kapitel 3 definiert. Dort findet sich die metazirkula¨re Definition
der Sprache fu¨r MOF-Modelle, welche dadurch eine operationale Semantik
erhalten und weitergehend analysiert werden ko¨nnen. Zusa¨tzlich wird durch
Ru¨ckgriff auf die Referenzsemantik aus Kapitel 2 eine a¨quivalente Sprachdefi-
nition angegeben, die zum einen als formale Basis und zum anderen in Kapitel 5
der Diskussion der Unterschiede im Vergleich zu etablierten Ansa¨tzen dient.
Das Kapitel schließt mit dem Beweis der Turing-Vollsta¨ndigkeit der MActi-
ons.
• Kapitel 4 entwickelt das Framework weiter und zeigt, wie Modellzusta¨nde und
deren Aufzeichnung zu einer dynamischen Analyse der Modelle genutzt wer-
den. Basierend auf diesen Zustandsdefinitionen wird gezeigt, wie der Verhal-
tensvergleich von Modellen im Sinne einer Bisimulation mo¨glich gemacht wird.
Zur automatisierten Auswertung wird die Sprache LT-OCL entworfen und an-
hand einer Fallstudie beispielhaft deren Anwendung gezeigt. Eine weitere Fall-
studie zur Sprache C# wurde aus Gru¨nden der U¨bersichtlichkeit in Appendix
A verlagert.
• Eine kritische Reflexion der Konzepte und Ergebnisse dieser Arbeit findet sich
in Kapitel 5. Die vorangegangenen Kapitel vermeiden eine detaillierte Ausein-
andersetzung zum Vorteile einer klaren und kompakten Darstellung. Es werden
neben einer Gegenu¨berstellung der Kalku¨le SOS, ASM und MActions u.a.
die Motivation des Ansatzes reflektiert, Teilaspekte zur operationalen Seman-
tik diskutiert und in Relation zu verwandten Arbeiten gesetzt. Offengebliebene
Fragestellungen und eine mo¨gliche Perspektive zur weiteren Forschung in Rich-
tung modellorientierter Analysen runden das Kapitel ab, bevor eine Kapitel 6
die wichtigsten Ergebnisse zusammenfasst.
18 KAPITEL 1. EINLEITUNG
KAPITEL 2
Grundlagen, Formalisierung, Methoden
In diesem Kapitel werden Grundlagen erarbeitet, die im Weiteren als Basis zur
operationalen Semantik in Metamodellen und der dynamischen Analyse dienen. Da-
zu wird in einem ersten Schritt die Metamodellierung konzeptionell erweitert und
mathematisch formalisiert. Das entstehende εMOF erweitert dabei das MOF-Meta-
Metamodell um das Konzept einer logischen Instanziierung und wird mittels uni-
verseller Algebra formal gefasst. Darauf aufbauend la¨sst sich im Anschluss fu¨r die
operationale Semantik eine Aktionssemantik definieren, die als Ausfu¨hrungskalku¨l
mittels einer Erweiterung der Abstract State Machines (ASM) beschrieben ihrer-
seits semantisch pra¨zise definiert wird. Dazu ist ein spezieller ASM-Typ no¨tig, der
die Konzepte der Metamodellierung mit Metaebenen und Instanziierung sowie OCL
verbindet und als formaler Kern der MActions und der dynamischen Analyse die-
nen wird.
2.1 Metamodellierung
Die Metamodellierungsarchitektur MOF mit ihrem Schichtenmodell der Metaebenen
bildet die konzeptionelle Referenz zur objektorientierten Metamodellierung1. Es exi-
stieren verschiedene Implementierungen des Standards, die die plattformunabha¨ngi-
gen Konzepte in unterschiedlichen Technologien realisieren (z.B. [72][73][74][70]).
In dieser Arbeit beziehen wir uns auf das Eclipse Modeling Framework (EMF) als
Quasi-Referenzimplementierung2 des EMOF-Teils des Standards [72], welches als
Basis fu¨r die prototypische Umsetzung dieser Arbeit diente. Die technologiebeding-
ten Abweichungen zur MOF-Spezifikation sind an gegebener Stelle kenntlich gemacht
und diskutiert.
Aus diesem Grund werden wir zuna¨chst die MOF-Spezifikation bzgl. Metaebe-
nen genauer untersuchen und anschließend in Abschnitt 2.4.2 eine mathematische
Fundierung der Konzepte erarbeiten.
1Als Referenz dient uns die Meta Object Facility (MOF) Version 2.x, da alle wesentlichen
OO-Konzepte enthalten sind, vgl. [8]. Fu¨r eine allgemeine Definition zu ’Objektorientierten-
Metamodellierungsframeworks’ s.a. Scheidgen [71]
2vgl. OMG/Eclipse Symposium [75]
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2.2 MOF-Metamodellierungsarchitektur
Kern der MOF-Spezifikation ist die Schichtenarchitektur, bei der Modelle anhand ih-
rer gegenseitigen Beziehung Metaebenen zugeordnet werden (vgl. [76]). Dabei ist ein
Modell einer Ebene immer u¨ber ein Metamodell der daru¨ber liegenden Ebene struk-
turell beschrieben.3 Wa¨hrend die MOF1.x-Spezifikationen noch von den klassischen
vier Schichten M0 bis M3 ausgehen, verallgemeinert die MOF2.0 diese Architektur
auf beliebig viele Ebenen und ru¨ckt die Beziehung zwischen Objekt (Daten) und
Klasse (Metadaten) in den Mittelpunkt. Entscheidend ist, dass die Eigenschaften
eines jeden Objekts durch Navigation zu seinem beschreibenden Metaobjekt (Clas-
sifier) abgefragt werden kann (vgl. Abschnitt 7.2. in [8]).
Die Thematik der Instanziierung bekommt besondere Relevanz fu¨r diese Arbeit,
wenn man sich der dynamischen Semantik in Bezug auf die Beschreibung des Lauf-
zeitmodells na¨hert. Wie einleitend erwa¨hnt, beschreibt ein Metamodell die abstrakte
Syntax einer Sprache. Inhaltlich entha¨lt dieses demnach nur diejenigen Sprachmit-
tel, die eine Sprache rein strukturell ausmachen (also quasi aus Sicht des Anwen-
ders). Werkzeuge, die das dynamische Verhalten realisieren, mu¨ssen daru¨ber hinaus
ein Laufzeitmodell implementieren, welches implizit in der informell beschriebenen
dynamischen Semantik vorgegeben ist. So ist z.B. durch Quelltext der Programmier-
sprache C – also einem Modell in Textform – ein Verhalten definiert, welches durch
Ausfu¨hrung auf einer oder mehrerer Maschinen umgesetzt wird. Diese Maschinen
verwalten die Laufzeitgro¨ßen in strukturierter Form, die durch die Ausfu¨hrungsse-
mantik der Sprache C im Standard festgehalten sind. Fu¨r dieses Beispiel sind das
Programmschrittza¨hler, Variablenbelegungen, allozierter Heap, Stackframes etc. Um
eine operationale Semantik zu beschreiben, fehlen im Metamodell also Konzepte
fu¨r Laufzeitgro¨ßen und deren Verhalten. Folgt man der Metapher von Programm
und Prozess, so kann ein konkretes Prozessverhalten als Instanz eines Programms
betrachtet werden. Als Folge lassen sich deshalb Laufzeitgro¨ßen in die Schichten-
architektur als
”
M0-Laufzeitstrukturen“ einordnen. Die Beziehungen zwischen den
Modellen ist in Abbildung 2.1 dargestellt.
Konzeptionell verbindet die Objekte auf den Metaebenen M1 bis M3 die instan-
ceOf -Beziehung. Im Zentrum steht dabei das Metamodell als abstrakte Syntax, das
um Elemente fu¨r Laufzeitgro¨ßen erweitert wird. Dieses zweite Metamodell definiert
die Struktur der Laufzeitgro¨ßen als Laufzeitmetamodell und ist selbst eine
”
echte“
Instanz des MOF-Meta-Metamodells. Bereits eingezeichnet ist auch die Erga¨nzung
derMActions auf M3, welche Konstrukte zur Definition der operationalen Seman-
tik ermo¨glicht. Die Beziehungen zwischen den Modellen auf M2 sowie dieMActions
werden im Kapitel 3 genauer beschrieben. Im Folgenden soll zuna¨chst ein genauerer
Blick auf die Einordnung des Laufzeitmodells geworfen werden.
Die Laufzeitumgebung transformiert das Laufzeitmodell wa¨hrend der Ausfu¨hrung
anhand einer operationalen Semantik (M2) und erzeugt dadurch das eigentliche Ver-
halten. Konsequenterweise kann demnach aus Sicht des M1-Modells das Laufzeitmo-
dell wie oben erwa¨hnt der Ebene M0 zugeschrieben werden, jedoch ist es als Instanz
des Laufzeitmetamodells (M2) strukturell beschrieben.
Dieser Widerspruch la¨sst sich ohne weiteres nicht auflo¨sen, es sei denn, man
verzichtet auf die Instanzbeziehung zwischen M1-Modell und Laufzeitmodell, oder
erlaubt einen
”
Bruch“ zwischen den Ebenen. Aus dieser Argumentation heraus be-
darf es einer genaueren Betrachtung der Instanziierung und der mit ihr verbundenen
3Generell spricht man von Modellen der Ebene Mx, um die Relationen zwischen Modellen klar
zum Ausdruck zu bringen

















































2.3 Instanziierung und Metaebenen
Tatsa¨chlich ist die Metadatenhierarchie durch das Reflection Package im MOF-
Standard spezifiziert (vgl. [8], Kapitel 9). Die Klasse Object, als Basistyp fu¨r alle
Instanzen, erlaubt die Navigation zwischen Metaebenen mit Hilfe der Operation
getMetaClass, die diejenige Klasse zuru¨ckliefert, welche Attribute und Operatio-
nen des Objekts definiert. Dabei kann diese Klasse durch ihre Eigenschaft als Objekt
wiederum erneut Instanz einer anderen Metaklasse sein. Den Abschluss in den Ebe-
nen bildet die meta-zirkula¨re Definition ≪der einen≫ MOF-Klasse ClassM3 und
somit des gesamten Meta-Metamodells u¨ber sich selbst.
Die im MOF-Standard verwendete Form der Instanziierung beruht auf der zwei-
stufigen Unterscheidung zwischen Typebene (Klasse) und Instanzebene (Objekt),
welche auch als flache Instanziierung (engl.: shallow instantiation) bezeichnet wird.
Wie in objektorientierten Programmiersprachen spezifiziert die Klasse die Eigen-
schaften, die die Instanzen sowohl in ihrer Struktur als auch in ihrem Verhalten
charakterisieren. Die strukturellen Eigenschaften von MOF-Instanzen sind im MOF
Instance Model beschrieben (s. Abbildung 2.2). Instanzen besitzen fu¨r Attribute
ihrer Klasse sog. Slots, die Werte fu¨r primitive Datentypen (StructureSlot) oder
Referenzen (LinkSlot) enthalten.
In Bezug auf die Zuordnung zu den Metaebenen ergibt sich allerdings aus dieser
Instanziierung eine Dichotomie, die der MOF-Standard nicht auflo¨st: wa¨hrend eine
Klasse Meta-A auf Ebene M2 als Instanz der MOF-Klasse ClassM3 die Struktur
seiner Instanzen auf M1 klar festlegt, bezeichnen wir diese mit A, so ist nicht genauer
definiert wie die Instanzen von A auf M0 wiederum strukturiert sind. Angenommen
A ist auf M1 nun wiederum eine Klasse (Instanz der Klasse ClassM3), stellt sich
die Frage, ob nun Meta-A seine Struktur beschreibt oder aber ClassM3. Es bleibt
unklar, welche Slots A besitzt. So gesehen ergibt sich ein Widerspruch, wenn man
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Abbildung 2.2: CMOF Instance Model (Quelle: Abschnitt 15 CMOF Abstract Se-
mantics, [8])
annimmt, dass A nun beides ist, eine Instanz von Meta-A (mit entsprechenden Ei-
genschaften) und ClassM3. Andersherum folgt daraus, dass MOF nicht mit mehr
als den drei Ebenen M1 bis M3 umgehen kann.
Schaut man sich Implementierungen des Standards an, wie diese in der Praxis
das Problem lo¨sen, so stellt man fest, dass alle genau auf drei Metaebenen beru-
hen [72][77][73][12][78].
2.3.1 Logische Instanziierung
Die Ursache des obigen Problems liegt in der Verbindung der Definition von flacher
Instanziierung mit der Zuordnung von Objekten zu Metaebenen. Da durch die fla-
che Instanziierung von Klasse zu Objekt letztere keine Instanzen haben, la¨uft die
Instanziierung nach zwei Ebenen zwangsla¨ufig aus, d.h. MOF (Ebene M3) erlaubt
die Definition von Klassen (Ebene M2), die wiederum Objekte beschreiben (Ebene
M1). Klar definiert ist dabei die Instanziierung M3-M2 sowie M2-M1, weil diese per
se durch die flache Instanziierung vorgegeben ist, also jede Klasse wird instanziiert
zu einem Objekt diesen Typs, jedes Attribut/Referenz der Klasse zu Slots innerhalb
des Objekts etc. Im Gegensatz dazu existiert kein Mechanismus, der die
”
Instanzi-
ierung von M1-Objekten“ regelt (vgl. Widerspruch in Abschnitt 2.3). Anders gesagt
gibt es in MOF keine Mo¨glichkeit auszudru¨cken, ob und wie Objekte die Instanziie-
rungseigenschaft erhalten, außer wenn sie eine direkte Instanz von ClassM3 sind.
Zur Lo¨sung dieses Problems wurden in der Vergangenheit verschiedene theo-
retische Vorschla¨ge diskutiert, um die Multiebenen-Metamodellierung zu ermo¨gli-
chen. Diese reichen von PowerTypes und des Prototypical Concept Patterns, die eine
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Verbindung von Vererbung und Instanziierung verwenden, bis hin zu tiefer Instan-
ziierung (engl. deep instantiation). Fu¨r eine U¨bersicht und Zusammenfassung der
Vorschla¨ge siehe Atkinson und Ku¨hne in [79][80].
Nach einer Reihe von Konzeptversuchen entlang kleinerer Beispielsprachen wur-
de untersucht, inwieweit sich diese Vorschla¨ge zur Anwendung auf die Definition
des Laufzeitmodells eignen. Dabei konnten die folgenden Beobachtungen gemacht
werden:
• Die Modellierung der Laufzeitinstanzen auf M0 folgte nie strikt der Instanzi-
ierungsbeziehung. Strukturell haben M1-Objekte also nicht als ’Classifier’ die
Struktur der M0-Objekte definiert. Die notwendigen Informationen der Lauf-
zeitzusta¨nde beschra¨nkte sich u¨berwiegend auf Erga¨nzungen der im M1-Modell
enthaltenen Strukturen um Zeiger zur Ablaufbeschreibung und Strukturen zur
Verwaltung von Werten bzw. Zusta¨nden.
• Obwohl verschiedene Sprachen modelliert wurden, folgte die Zuordnung von
M0-Objekten zu M1-Objekten gleichbleibend dem kontextsensitiven Muster
der Instanzbeziehung, bei dem ein zugeordnetes M1-Objekt eine Art Bezeich-
ner fu¨r eine Gruppe von Laufzeitobjekten darstellt.
• Auch wenn die Trennung zwischen abstrakter Syntax und Laufzeitmodell kon-
zeptionell eine Zuordnung zu verschiedenen Metaebenen rechtfertigt, la¨sst sich
selbiges Ziel auch ohne neue Sprachkonzepte erreichen, indem alle Laufzeitkon-
zepte einfach durch die normalen OO-Sprachkonstrukte im selben Metamodell
modelliert werden.
• Die beno¨tigten Laufzeitstrukturen konzentrieren sich im Vergleich zur abstrak-
ten Syntax auf einige wenige Konstrukte. Bei der expliziten Erweiterung des
Metamodells um diese Laufzeitstrukturen wurden selbst bei der Modellierung
einer Maschine zur Definition der Programmiersprache C# (inkl. Threading)
weniger als ein Dutzend Klassen beno¨tigt, um alle Laufzeitkonzepte zu erfassen
(vgl. Appendix A)
Unter Beru¨cksichtigung dieser Tatsachen wurden publizierte Vorschla¨ge zur Multi-
ebenen-Metamodellierung mit den aufgefu¨hrten Beobachtungen verglichen und auf
ihre Anwendbarkeit hin bewertet. Da keiner dieser Vorschla¨ge alle Anforderungen
erfu¨llte, ergab sich fu¨r uns die Notwendigkeit, ein erweitertes Instanziierungskonzept
zu entwerfen, welches wir als logische Instanziierung bezeichnen.
Kernidee ist die Differenzierung der ga¨ngigen, flachen Instanziierung in der Ob-
jektorientierung zum Erzeugen eines Objekts mit der in der Klasse vorgegebenen
Struktur (d.h. Slots fu¨r Attribute und Referenzen) von der rein logischen Metaob-
jekt- Referenzierung. Erstere bezeichnen wir deshalb auch als physikalische instance-
of (PIO)-Relation, die neben der Struktur eines Objekts auch seinen Typ (Classifier)
festlegt, der fu¨r Inklusionspolymorphie von Attributen und Operationen ausgewer-
tet wird. Im Gegensatz dazu bietet die logische instance-of (LIO)-Relation eine an
jedem Objekt verfu¨gbare Referenz zu einem anderen Objekt: seinem Metaobjekt.
Diese Relation stellt eine besondere Form der Assoziation dar, welche wa¨hrend der
Erzeugung einmalig auf das Metaobjekt gesetzt wird. Ab diesem Zeitpunkt ist eine
Navigation zwischen Objekt und Metaobjekt mo¨glich (und a¨ndert sich nicht mehr).
2.3.2 Definition der Instanziierung
Um die erla¨uterten Formen der Instanziierung zu unterscheiden, geben wir zuna¨chst
ein eigenes Instanzmodell fu¨r MOF an, welches das in Abb. 2.2 gezeigte ersetzt und
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beide Formen der Instanziierung (PIO und LIO) unterstu¨tzt. Dieses wurde in ver-
einfachter Form bereits in [69] zur Coevolution von Modellen und Metamodellen
verwendet. Zentrale Bestandteile sind die Klassen Object und Slot, welche or-
thogonal zum MOF-Meta-Metamodell Objektstrukturen beschreiben. Wohlgemerkt




Lo¨st man sich fu¨r einen Moment von der Zuordnung eines Modells oder Objekts
zu einer Metaebene, so kann der gesamte Modellraum als ein zusammenha¨ngender
Objektgraph angesehen werden, bei dem einigen Relationen eine besondere Bedeu-
tung zukommt. Instanziierung ist so gesehen eine geregelte Form der Erweiterung
dieses Graphen, indem man an die Instanziierung gewisse strukturelle Bedingungen
knu¨pft, wie neue Objekte beschaffen sein sollen. Diese reinen Struktureigenschaften
regelt MOF letztendlich informell, in dem es sich auf die Klasse-Objekt-Beziehung
(und damit der ga¨ngigen, flachen Instanziierung) stu¨tzt. Mittels des Instanzmodells
aus Abb. 2.3 ko¨nnen wir den gesamten Objektgraphen nachbilden und diese In-
stanziierungsbeziehung deklarativ explizit formulieren. Dabei ist die Klasse-Objekt-
Beziehung durch die Referenz classifier repra¨sentiert. Fu¨r die Klasse Object er-
geben sich folgende Bedingungen:
context Object
inv C01:
−− Nur die Klasse EMOF::Class im MOF−Modell kann zweimal instantiiert werden
self.classifier.classifier = EMOF::Class
inv C02:
−− fu¨r alle Properties einer Metaklasse und ihrer Superklassen existiert
−− ein entsprechender Slot in der Instanz
let
metaProperties = self.classifier.collectSupertypes−>collect
( slots−>select ( prop.definingFeature = EMOF::ownedProperties).values)
in
metaProperties−>forAll( attr | self.slots.exists(s|s.definingFeature = attr))
and
metaProperties−>size() = slots.size()
−− Hilfsoperation zum Sammeln aller Superklassen
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def collectSupertypes : Set(Object) =
let supertypes = self.slots.select(definingFeature = EMOF::superClass) in
supertypes.collect(collectSupertypes).union(supertypes).union(self)
Durch C01 und C02 ist sowohl die Struktur als auch die Beziehung einer In-
stanz zur definierenden Klasse festgelegt. Der rekursive Abschluss u¨ber die Klasse
EMOF::Class kann ferner durch spezielles Setzen der classifier-Referenz dieser
Klasse auf sich selbst (d.h. self) beschrieben werden. Intuitiv ergibt sich fu¨r jedes
Property (d.h. Attribute und Referenzen) ein entsprechender Slot, der Informatio-
nen aufnehmen kann. Welche Informationen in einem Slot abgelegt werden ko¨nnen,
ist durch die folgenden Konsistenzbedingungen der Klasse Slot geregelt:
context Slot
inv C03:
−− Der classifier eines Slots ist immer EMOF::Property
definingFeature.classifier = EMOF::Property
inv C04:
−− Werte in Slots haben den Typ den das Property spezifiziert
let
type = definingFeature.slots.select(definingFeature = EMOF::type).values
in
type.notEmpty() implies values−>forAll(classifier = type)
inv C05:
−− Kardinalita¨ten der Werte entsprechend der Spezifikation ihres Classifiers
let
lower = definingFeature.slots.select(definingFeature = EMOF::lower).values
upper = definingFeature.slots.select(definingFeature = EMOF::upper).values
in
values−>size() > lower and values−>size() < upper
inv C06:
−− Mengeneigenschaften isOrdered und isUnique sind ebenfalls passend zur
−− Spezifikation des Properties
let
isUnique = definingFeature.slots.select(definingFeature = EMOF::isUnique)
in
isUnique implies values.isUnique()
Das Constraint C03 korrespondiert zu C01 um sicherzustellen, dass die Instanziie-
rung von Properties immer in Slots entsprechender Instanzen mu¨ndet. Die restlichen
Bedingungen C04 bis C06 garantieren die weitergehenden Eigenschaften eines Attri-
buts/einer Referenz.
Zuru¨ckkommend auf die Diskussion der Metaebenen kann die Ebene, auf der
sich ein Objekt befindet, a posteriori anhand seiner classifier-Referenz nur rela-
tiv bestimmt werden. Legt man die MOF-Klasse als quasi Fixpunkt mit M3 fest,
ko¨nnen demnach alle Objekte eines Metamodells fu¨r die gilt self.classifier =
EMOF::Class als M2 zugeho¨rig betrachtet werden, wa¨hrend M1-Objekte als In-
stanzen dieser M2-Klassen nur der obigen Bedingung C01 genu¨gen. Trotzdem ist
Vorsicht geboten. Mit gleicher Argumentation ko¨nnen auch die Klassen des MOF-
Modells selbst als Instanzen von EMOF::Class als M2 zugeho¨rig betrachtet werden!
Dieser (scheinbare) Widerspruch lo¨st sich auf, wenn man bedenkt, dass die Klas-
sen im MOF-Modell meta-zirkula¨r beschrieben sind: MOF ist eine Instanz von sich
selbst. Andersherum gesehen existieren eigentlich immer nur zwei
”
echte“ Metaebe-
nen (sieht man von EMOF::Class einmal ab), na¨mlich die der Klassen (M2) und die
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ihrer Instanzen (M1), weil wir dies ja auch als flache Instanziierung gefordert haben.
Mit Blick auf die in Abschnitt 2.3.1 eingefu¨hrte logische Instanziierung, la¨sst
sich MOF um eine zusa¨tzliche Referenz metaClass erweitern, die dieser Relation
zwischen Klassen entspricht. Abbildung 2.4 zeigt den relevanten Auszug des MOF-







Abbildung 2.4: Um logische Instanziierung erweitertes MOF-Modell (Auszug)
Fu¨r das Instanzmodell ergibt sich eine entsprechende Erweiterung um die Refe-
renz metaObject, die bereits in Abb. 2.3 verzeichnet ist. Das Verha¨ltnis zwischen
beiden im Objektgraphen beschreiben wir mit einer erga¨nzenden Bedingung:
context Object
inv C07:
−− Stehen zwei Klassen in einer logischen Instanziierungsbeziehung, so mu¨ssen Instanzen
−− dieser Klassen entsprechend mit einer metaObject−Referenz versehen sein
let
metaClass = self.classifier.slots.select(definingFeature = EMOF::metaClass).values
in
metaClass implies self.metaObject.classifier = metaClass
Es sei angemerkt, dass wir im MOF-Modell nur die Referenz metaClass ein-
gefu¨hrt haben, diese allerdings nicht selbst auf das MOF-Modell angewendet haben.
Da im Prinzip alle Klassen physikalische Instanzen von MOF::Class sind, ko¨nnte
also lediglich MOF::Class eine logische Instanz von sich selbst sein, da alle anderen
Klassen keine Objekte als Instanzen besitzen. Faktisch fu¨hrt dies im Objektgraphen
allerdings dazu, dass alle Klassen in einem Metamodell zusa¨tzlich zur classifier-
Referenz auch noch eine metaObject-Referenz auf MOF::Class ha¨tten. Sinnvoller ist
es, das Instanzmodell als logisches
”
Laufzeitmodell“ fu¨r ein Metamodell zu betrach-
ten. Deshalb kann die Klasse Object als Instanz von MOF::Class als alternative
Sicht auf den Modellgraphen gesehen werden. Beide beschreiben unterschiedliche
Aspekte der Metadatenhierarchie, tatsa¨chlich mu¨ssen wir uns aber fu¨r eine Form
der Modellierung entscheiden (vgl. 2.4.2).
2.3.3 Beispiel zur logischen Instanziierung
Die eingefu¨hrte logische Instanziierung soll ein Beispiel verdeutlichten. Abbildung 2.5
zeigt ein M2-Metamodell mit drei Hauptklassen MetaConcept, Concept und Instance,
die durch die logische InstanceOf-Beziehung strukturell Konzepte u¨ber drei logische
Metaebenen LM1 bis LM3 hinweg beschreiben. Wa¨hrend MetaConcept einen Namen
hat, bestehen Concept-Objekte aus einer Menge von Items. Instanzen von Concept,
modelliert durch die Klasse Instance, besitzen nur einen Wert.
































Abbildung 2.5: Metamodell mit mehreren logischen Metaebenen
Als physikalische Instanzen (<<P-instanceOf>>, classifier Link) sind z.B. die
als M1-Modell kenntlich gemachten Beispielinstanzen beschrieben, die u¨ber drei logi-
sche Metaebenen verteilt sind. Untereinander sind die Objekte mittels der logischen
instanceOf-Beziehung verbunden (also durch den metaObject-Link). Somit kann
ein Metamodell wie gezeigt beliebig viele Metaebenen definieren, wobei es selbst die
Struktur aller Instanzen beschreibt.
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2.4 Formalisierung von Metamodellen
Unsere Strategie zur mathematischen Formalisierung setzt auf den algebraischen
Beschreibungsformen der Signaturen und Algebren auf. Diese erlauben eine daten-
strukturorientierte Sicht auf Modelle und versprechen eine abstrakt kompaktere Be-
schreibungsform als elementarere mathematische Strukturen. Weitere Argumente
sind die bereits existierende Formalisierung der Sprache OCL mittels einer Algebra
und nicht zuletzt die Aussicht, eine vermeintlich native Verbindung mit ASM her-
stellen zu ko¨nnen. Aus diesen Gru¨nden wurden Alternativen wie z.B. attributierte
Graphen, Kategorien oder andere Strukturen verworfen. Aktuelle Forschungen zu
MOF untersuchen vergleichbare Ansa¨tze, z.B. durch eine Abbildung auf ausfu¨hr-
bare Termersetzungslogiken (engl. executable rewriting logic, vgl. [81]), die im Kern
wiederum auf Algebren basieren.
2.4.1 Grundlagen: Algebren
Dieser Abschnitt fu¨hrt die wichtigsten algebraischen Definitionen und Notationen
ein. Wo immer mo¨glich folgen wir den ga¨ngigen Notationen (s.a. [82][83]).
Definition 1 (Signatur) Sei S eine nichtleere Menge von Sorten und Ω eine
Familie von n-stelligen Operationssignaturen der Form Ω = (Ω)op mit op ∈ (D1 ×
· · · × Dn × C)∗, wobei D{1..n}, C ∈ S. Dann bezeichnet das Tupel Σ = (S,Ω) eine
algebraische Signatur. D bezeichnet die Doma¨nen einer Operation, C die Kodoma¨ne.
Einstellige Operationen bezeichnen wir als Konstanten.
Erga¨nzend zu Signaturen nutzen wir Familien von freien Variablen V ar = (V ars)s∈S ,
meist um Substitutionen in Termen durchzufu¨hren. Wir verzichten auf separate
strikte Definition einer Signatur mit Variablen (etwa Σ = (S,Ω, V ar)) und verwen-
den Variablenmengen freizu¨gig. Fu¨r Variablen fordern wir o.B.d.A. eine Benennung,
die nicht mit den Operationen kollidiert und eindeutig ist.
Definition 2 (Σ-Algebra) Sei Σ = (S,Ω) eine Signatur gema¨ß Definition 1.
Fu¨r alle op : s1 . . . sn → s ∈ Ω sei opA : As1 × · · · × Asn → As eine Abbildung
u¨ber As, s ∈ S als Mengen. Dann bezeichnet das Paar AΣ = ((As)s∈S , (opA)op∈Ω)
eine Σ-Algebra. As nennen wir die Tra¨germenge zur Sorte s, opA die Interpretation
von op in A. Fu¨r Konstantensymbole c :→ s fordern wir, dass ein ausgezeichnetes
Element cA ∈ As definiert wird.
Eine Algebra bezeichnen wir auch als semantische Doma¨ne einer Signatur, frei nach
Scott-Strachey (vgl. [84]). Als Syntaxkonvention notieren wir Tra¨germengen (engl.
domains) als Menge in Großbuchstaben der Form:
Objects = { Menge aller Objekte }
Boolean = {true, false}
String = {ω | ω ∈ N+}
Definition 3 (Terme) Die sortenindizierte Familie von Mengen TΣ,s(V ar) u¨ber
Variablen V ar zur Sorte s ∈ S bezeichnet (allgemeine) Terme u¨ber der Signatur Σ
und ist wie folgt definiert:
1. Variablen sind Terme: v ∈ TΣ,s(V ar) fu¨r alle v ∈ V ars
2. Konstanten sind Terme: c ∈ TΣ,s(V ar) fu¨r alle c :→ C mit c ∈ Ω
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3. Operationen sind Terme: op(t1, . . . , tn) ∈ TΣ,s(V ar) fu¨r alle op : s1 . . . sn →
s ∈ Ω und t1..n ∈ TΣ,s(V ar)
Ein Term ist geschlossen, wenn er keine Variablen entha¨lt, andernfalls ist er offen.
Terme u¨ber einer Signatur lassen sich unter Angabe einer Variablenbelegung und ei-
ner Algebra interpretieren. Fu¨r die Variablenbelegung nehmen wir eine Abbildungs-
familie β an, mit βs : V ars → As zur Sorte s, die jeder Variablen ein Element aus As
zuweist. Der Einfachheit halber lassen wir die Indizes weg, wenn sich die Zuordnung
aus dem Kontext ergibt.
Definition 4 (Termauswertung, Terminterpretation) Sei Σ eine Signa-
tur, AΣ eine Algebra und β eine Variablenbelegung. Die Termauswertung (syn. In-
terpretationsfunktion) I : TΣ(V ar)→ opA ist eine Familie von Abbildungen fu¨r alle
Sorten s ∈ S, die sich rekursiv definiert:
1. fu¨r alle Variablen v ∈ V ars : IsJvK := βs(v)
2. fu¨r alle Konstanten c :→ s ∈ Ω : IsJcK := cA
3. fu¨r alle Terme op(t1, . . . , tn) ∈ TΣ,s(V ar) :
IsJop(t1, . . . , tn)K := opA(IJt1K, . . . , IJtnK)
Durch Formeln, Gleichungen und Pra¨dikate werden Σ-Algebren im Allgemeinen um
mehrsortige Pra¨dikatenlogik erster Stufe erga¨nzt:
Definition 5 (Formeln, Pra¨dikate, Gleichungen) Sei TΣ(V ar) die Men-
ge allgemeiner Terme zur Signatur Σ, dann bezeichnet die Menge FΣ(V ar) die For-
meln u¨ber Σ und der Variablenmenge V ar:
i. Verum und Falsum sind Formeln: ⊤,⊥ ∈ FΣ(V ar)
ii. Propositionen sind Formeln: ¬ϕ, (ϕ∨ψ), (ϕ∧ψ), (ϕ→ ψ), (ϕ↔ ψ) ∈ FΣ(V ar),
fu¨r ϕ,ψ ∈ FΣ(V ar)
iii. Gleichungen sind Formeln: (s = t) ∈ FΣ(V ar), mit s, t ∈ TΣ(V ar)
iv. Pra¨dikate sind Formeln: p(t1, ..., tn) ∈ FΣ(V ar) wobei p : ⟨s1...sn⟩ ∈ P eine
Menge von n-stelligen Pra¨dikaten erga¨nzend zu Σ ist und ti ∈ TΣ fu¨r i =
1, . . . , n
v. Allquantor und Existenzquantor bilden Formeln: (∀xϕ) ∈ FΣ(V ar) und (∃xϕ) ∈
FΣ(V ar), fu¨r ϕ,ψ ∈ FΣ(V ar) und x ∈ V ar
Die Menge der durch Quantoren gebundenen Variablen einer Formel (oder Terme)
ϕ ∈ FΣ(V ar) bezeichnen wir mit BV (ϕ), freie Variablen mit FV (ϕ). Im Gegen-
satz zu Elementen der Tra¨germengen einer Algebra erhalten Formeln immer einen
Wahrheitswert bei der Auswertung:
Definition 6 (Formelauswertung, Gu¨ltigkeit) Seien ϕ,ψ ∈ FΣ(V ar) For-
meln u¨ber einer Signatur Σ, AΣ eine Algebra und β eine Variablenbelegung. Die
Gu¨ltigkeit einer Formeln ϕ ist die Zuordnung eines Wahrheitswertes, geschriebenJϕKAβ ∈ {true, false}, und induktiv definiert:
1. J⊤KAβ := true
2. J⊥KAβ := false
3. J¬ϕKAβ :=  true wenn JϕKAβ = falsefalse sonst
4. Jϕ ∨ ψKAβ :=  true wenn JϕKAβ = true oder JψKAβ = truefalse sonst
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5. Jϕ ∧ ψKAβ :=  true wenn JϕKAβ = true und JψKAβ = truefalse sonst
6. Jϕ→ ψKAβ :=  true wenn JϕKAβ = false oder JψKAβ = truefalse sonst
7. J(s = t)KAβ :=  true wenn JsKAβ = JtKAβfalse sonst
8. J∀xϕKAβ :=  true wenn fu¨r alle a ∈ As gilt: JϕKAβ[x/a] = truefalse sonst
9. J∃xϕKAβ :=  true wenn fu¨r mindestens ein a ∈ As gilt: JϕKAβ[x/a] = truefalse sonst
Eine Algebra AΣ erfu¨llt eine Formel unter der Belegung β, notiert (A, β) |= ϕ, gdw.JϕKAβ = true, sonst (A, β) 2 ϕ.
Formeln und Pra¨dikaten schaffen einen allgemeinen pra¨dikatenlogischen Kern, der
unabha¨ngig von der
”
Werteinterpretation“ normaler Operationen semantisch gleich-
bleibend ist. Diesen verwenden wir in den weiteren Ausfu¨hrungen nicht nur fu¨r die
Definition von ASM, sondern auch um einheitlich u¨ber Temporallogik sprechen zu
ko¨nnen (s. Abschnitt 2.7). Relationen und Pra¨dikate verwenden wir synonym, d.h.
ein Tupel der Form r : ⟨N ,N⟩ = {(x, y) | x ̸= y, x, y ∈ N} bezeichnet ein Pra¨dikat.
Anmerkung: Da Funktionen generell n-stellige Abbildungen der Form:
f : D1 × · · · × Dn → C sind, bezeichnet man auch ausgewiesene Funktionen wie:
p : D1 × · · · × Dn → Boolean als Pra¨dikate, d.h. Funktionen, die in die Menge
Boolean = {true, false} abbilden. Die Dualita¨t zwischen Pra¨dikaten als Teil von
Formeln (ohne Zieldoma¨ne) und expliziten Funktionen in die Doma¨ne Boolean
akzeptieren wir, damit pra¨dikatenlogische Formeln eigensta¨ndig verwendet werden
ko¨nnen.
Zudem werden wir ga¨ngige Datenstrukturen und damit einhergehend Syntaxer-
weiterungen verwenden, deren Definition hier kurz skizziert werden soll. Fu¨r Se-




Seq(D) =def {Index indizierte Multimenge u¨ber D}
add(x, xSeq) : D × Seq(D)→ Seq(D)
addAt(x, i, xSeq) : D × N× Seq(D)→ Seq(D)
remove(x, xSeq) : D × Seq(D)→ Seq(D)
removeAll(xSeq, ySeq) : Seq(D)× Seq(D)→ Seq(D)
first(xSeq) : Seq(D)→ D ∪ {undef}
select(xSeq, i) : Seq(D)× N→ D ∪ {undef}
empty(xSeq) : Seq(D)→ Boolean
length(xSeq) : Seq(D)→ N
∪Seq : Seq(D)× Seq(D)→ Seq(D)
∩Seq : Seq(D)× Seq(D)→ Seq(D)
Die Funktionssignaturen haben die ihrem Namen implizierte Semantik. Indexwerte
beginnen bei eins, ungu¨ltige Eingabewerte liefern immer den Wert undef . Weite-
re MOF/OCL-spezifische Datentypen, wie Bag oder OrderedSet, werden bei der
Formalisierung nicht unterschieden, wir verwenden stattdessen immer den Listen-
typ. (Praktisch tragen die anderen Sammlungsmengen außer dem Aspekt der Ver-
nachla¨ssigbarkeit der Reihenfolge von Elementen keine weitere Semantik.) Weiterhin
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definieren wir Stapel in a¨hnlicher Form:
Stack(D) =def {LIFO Sequenz u¨ber D, doppelte Elemente sind erlaubt}
push(x, xStack) : D × Stack(D)→ Stack(D)
pop(xStack) : Stack(D)→ Stack(D)
top(xStack) : Stack(D)→ D ∪ {undef}
size(xStack) : Stack(D)→ N
element(xStack, i) : Stack(D)× N→ D ∪ {undef}
2.4.2 Metamodelle als Algebren
Algebraische Signaturen beschreiben Syntaxdefinitionen mit Sorten und daru¨ber
operierende Funktionen und haben somit Metamodellcharakter. Soll die dynami-
sche Semantik mit ASMs oder mit vergleichbaren Kalku¨len beschrieben werden,
muss zuna¨chst eine einheitliche Verbindung von MOF, dem Instanziierungskonzept
aus Abschnitt 2.3.2 sowie OCL hergestellt werden. Zu diesem Zweck adaptieren und
erweitern wir den Ansatz des von Richters et al. in [85] entwickelten formalen Objekt-
modells (engl. object model), der eine algebraische Formalisierung fu¨r UML-Klassen
darstellt und im OCL-Standard Anwendung findet (vgl. nicht normativen Anhang
A in [17]). Dieses Objektmodell erga¨nzen wir um die eingefu¨hrte logische Instanzi-
ierung und entwickeln dazu einen abstrakten ASMOCL-Interpreter, der OCL und
ASM zusammenfu¨hrt und der eigentlichen Definition der dynamischen Semantik
der MActions-Sprache dient. Diese Vorgehensweise u¨ber aufeinander aufbauende














2.4.3 Klassen- und Objektmodelle
Das algebraische Objektmodell4 von Richters wurde zwar fu¨r UML Klassen entwor-
fen, la¨sst sich jedoch durch weitere Einschra¨nkungen auch fu¨r MOF-Metamodelle
verwenden. Diese Abbildung auf Mengen, Funktionen und Relationen ist einfach ge-
halten und kommt ohne algebraische Konzepte ho¨herer Stufe aus (d.h. Morphismen
zwischen Algebren oder a¨hnlichem) und bietet sich fu¨r eine Verknu¨pfung mit ASM
an. Wir werden diese Abbildung so konstruieren, dass sich u¨ber das in Abschnitt 2.3.2
4Die Namensgebung erscheint verwirrend, zumal das Objektmodell eine Denotation der Klas-
sen ist — Objekte werden als konkrete Zusta¨nde dieses Modells in einer Doma¨ne angesehen. Wir
behalten hier diese Namen bei, um mit der Materie vertraute Leser nicht zu verwirren
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eingefu¨hrte Instanzmodell beliebige Metaebenen erstellen und u¨ber Aktionen mani-
pulieren lassen. Im Folgenden adaptieren wir die wichtigsten Definitionen, fu¨r weitere
Details sei auf Anhang A in [17] sowie [85] verwiesen.
Die Grundidee des Objektmodells ist Metamodellklassen hinsichtlich ihrer Struk-
tur zuna¨chst als Bezeichner in einer Menge Class zu fu¨hren, dem Attribute, As-
soziationen und Operationen zugeordnet werden. Die Semantik erhalten Elemen-
te dieser speziellen Signatur M dann anschließend durch eine Algebra, die als
Auswertungsfunktion I die Abbildung auf Standarddoma¨nen fu¨r Zahlen und Men-
gen spezifiziert. Um die Eigenschaften des OCL- und UML-Typsystems inklusi-
ve Primitiven nachzubilden, werden Typen als getrennte Signaturen modelliert.
Ein Typ T ist somit syntaktisch mittels einer Signatur ΣT beschrieben, wobei die
Operationsmenge Ω ihre Semantik direkt durch eine vordefinierte Auswertungs-
funktion IT bezieht. Zum Beispiel sind die primitiven Typen durch die Menge
TP = {Boolean, Integer,Real, String} beschrieben, wobei die Interpretationsfunk-
tion diese Elemente wie folgt auf Zieldoma¨nen abbildet:
I(Boolean) = {true, false} ∪ {⊥} (2.1)
I(Integer) = Z ∪ {⊥} (2.2)
I(Real) = R ∪ {⊥} (2.3)
I(String) = A∗ ∪ {⊥} (2.4)
Als Besonderheit sei darauf hingewiesen, dass Doma¨nen in der Regel um das Element
⊥ fu¨r undef erweitert werden, um sa¨mtliche Abbildungen zu totalisieren. Operatio-
nen der einzelnen Typen sind erwartungsgema¨ß spezifiziert und im Folgenden nur
in Ausnahmefa¨llen wiederholt.
Definition 7 (Objektmodell) Sei A ein Alphabet, N die Menge aller nicht-
leeren Namen u¨ber A+. Sei weiterhin T die Menge aller Typen mit T = TP ∪
TOCL ∪ TC ∪ TEnum,5 wobei TC die zu den Metamodellklassen korrespondierenden
Objekttypen bezeichnet, dann ist das Tuple
M = ⟨Class,Att,Op,Assoc,Meta, associates, roles,multiplicities,≺⟩
ein Objektmodell, mit
I. Class ⊆ N als Menge von Klassennamen (
”
Klassifikatoren“),
II. Att als Menge der Operationssignaturen die jeder Klasse c seine Attribute
zuordnet: {Att}c∈Class = {a : tc → t | a ∈ N , tc ∈ Tc, t ∈ T }
III. Op einer entsprechende Operationszuordnung fu¨r jede Klasse: {Op}c∈Class =
{ω : tc × t1 × · · · × tn → t | ω ∈ N , tc ∈ Tc, t, t1, . . . , tn ∈ T }
IV. Assoc ⊆ N als Menge aller Assoziationsnamen und den drei Funktionen:





as → ⟨c1, c2⟩





as → ⟨r1, r2⟩
5TOCL bezeichnet zum einen die speziellen OCL-Typen (wie z.B.OclAny, OclVoid) als auch
Mengen- und Tupeltypen
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as → ⟨M1,M2⟩, wobei M1,M2 ⊆ N0
V. Meta ⊂ Cl2 mit Cl2 = {(cl1, cl2) | cl1 ̸= cl2, cl1, cl2 ∈ Class} eine partielle
Ordnung u¨ber den Klassifikatoren, die die Metaobjekt Referenzierung (logische
Instanziierung) nachbildet
VI. ≺⊂ Cl2 eine partielle Ordnung, die die Generalisierungshierarchie der Klassen
nachbildet
Es ist anzumerken, dass die obige Definition nicht nur eine Erweiterung des Objekt-
modells durch Meta ist, sondern in puncto Assoziationen vom Original abweicht,
da MOF nur bina¨re Assoziationen erlaubt (vgl. auch [17], Abschnitt A.1.1.7).
Des Weiteren spezifiziert der OCL-Standard einige Zusatzbedingungen zur vor-
genannten Definition, die wir hier nicht wiederholen wollen. Hauptsa¨chlich dienen
diese der Eineindeutigkeit und Konsistenz des Objektmodells, die dem Leser be-
reits intuitiv aus der Metamodellierung bekannt sind. Fu¨r Details s. [17], Abschnitt
A.1.1.5 und A.1.1.6. Wichtiger fu¨r die weiteren Definitionen sind einige zusa¨tzliche
Hilfsfunktionen und Mengen, die im Weiteren Verwendung finden:
parents : Class→ P(Class), parents(c) = {c′|c′ ∈ Class ∧ c ≺ c′} (2.5)








In der Herangehensweise des OCL-Standards sind Instanzen (d.h. UML-Modelle)
durch Systemzusta¨nde (engl. system states) repra¨sentiert. Fu¨r die weitere Betrach-
tung gehen wir zuna¨chst von Modellen als statischen Instanzen aus, bevor wir
bezu¨glich der Ausfu¨hrungssemantik Modellzusta¨nde in Kapitel 4 detaillierter un-
tersuchen. Basis der Interpretation sind Objektmengen zu jeder Klasse, bei der ein





, . . . } (2.8)
Die Doma¨ne einer Klasse C ∈ Class ist somit gegeben durch:
IClass =

{oid(C′) | C′ ∈ Class ∧C′ ≼ C} (2.9)
Folglich ist die Doma¨ne der Links zwischen Objekten u¨ber das Kreuzprodukt ihrer
Klassen verbindenden Assoziationen definiert:
IAssoc(as) = IClass(C1)× IClass(C2) (2.10)
Zwischen TC und Class existieren ferner zwei Funktionen, die Klassennamen auf
Typen abbilden und umgekehrt:
typeOf : Class→ TC (2.11)
classOf : TC → Class (2.12)
Jeder Systemzustand σ(M) stellt eine Algebra zu einem ObjektmodellM dar (vgl.
auch [17], appendix A, Definition A.12 ”System State”). Diese Algebra wollen wir
im Folgenden einfach mit Modellalgebra bezeichnen:
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Definition 8 (Modellalgebra) Sei M ein Objektmodell. Dann bezeichnet die
Struktur
σ(M) = ⟨σClass, σAtt, σAssoc, σMeta⟩
eine Modellalgebra (ehem. Systemzustand) des Objektmodells M, wobei:
• σClass(C) ⊂ oid(C) eine endliche Menge von Objektbezeichnern ist (die Ob-
jekte)
• σAtt eine Menge von Funktionen die Attributen Werte zuweist:
σAtt(a) : σClass(C)→ I(t) fu¨r alle a : tC → t ∈ Att∗C
• σAssoc eine endliche Menge von Links ist:
as ∈ Assoc : σAssoc(as) ⊂ IAssoc(as), von der wir fordern, dass sie konsistent
mit der Abbildung von Multiplizita¨ten in multiplicity ist
• σMeta die spezielle Linkmenge der Metaobjektreferenzen ist: Meta(ref) =
σMeta(ref) ⊂ ICl(ref) × ICl(ref) wobei ICl = {(Cl1,Cl2) | Cl1,Cl2 ∈
IClass ∨Cl1,Cl2 ∈ IAssoc)}
Bei der Namensgebung folgen wir der Konvention aus Abschnitt 2.4.1, d.h. Tra¨ger-
mengen werden in Großbuchstaben (z.B. Sorte) und Attribute in der
”
Kamelru¨cken-
Notation“ (engl. Camel-Back Notation, z.B. typeOf) notiert. Fu¨r Tra¨germengen und
Operationen nutzen wir weiterhin die Indexnotation:
σClass(MetaClass) ≡MetaClassσ (2.13)
σAtt(attribute) ≡ attributeσ (2.14)
Erga¨nzend fu¨hren wir zu diesen Definitionen vereinfachte Syntaxkonventionen
ein (”syntactic sugar”), die uns Zugriff auf zusammenha¨ngende Daten der Objekte
erlauben. Um den aktuellen Wert eines Attributs fu¨r ein Objekt abzufragen, nutzen
wir die allgemein u¨bliche Punktnotation auch bei Algebren, wobei der Punkt ’.’ als
Funktion wie folgt auf Operationen zuru¨ckgefu¨hrt werden kann:
obj.prop = value ≡ σAtt(obj)(prop) = value mit obj ∈ σClass, value ∈ I(t)
Es ist Anzumerken, dass durch die bisherigen Definitionen die Einbettung der
Semantik von OCL-Ausdru¨cken im Hinblick auf das orthogonale Instanzmodell of-
fen bleibt. Bislang existiert kein OCL-Ausdruck, der die Navigation der logischen
Instanziierung ermo¨glicht, auch wenn bereits strukturell alle Informationen inMeta
vorgegeben sind. Zudem passt diese Abbildung noch nicht zur Repra¨sentation der
Klasse-Objekt-Beziehung des Instanzmodells. Mit anderen Worten existieren zwei
gleichwertige Sichten auf den Objektgraphen eines Metamodells:
1. Die Abbildung der Metamodellklassen nach Definition 7 und 8 auf die Mengen
Class, dessen Typ T sowie σClass fu¨r deren Objekte. U¨ber dieser Abbildung
sind OCL-Ausdru¨cke definiert.
2. Das Instanzmodell aus Abb. 2.3 fu¨hrt unter Anwendung der Definitionen 7
und 8 alternativ hingegen zu der generischen Objektbeschreibung Object
und σObject fu¨r Objekte und Klassen.
Theoretisch ließe sich u¨ber die mathematische Modelltheorie oder a¨hnlichem eine
Abbildung zwischen beiden Strukturen konstruieren, bei der letztlich die Signaturen
und Algebren aufeinander isomorph abgebildet wu¨rden. Alternativ ließe sich eine
vollsta¨ndig neue OCL-Interpretationsfunktion rein u¨ber dem Instanzmodell aufset-
zen, die nur auf Object, Slot etc. fußt. Beides wa¨re eine aufwendiges Unterfangen
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und ha¨tte im Hinblick auf die darauf aufbauende dynamische Semantik keinen Mehr-
wert. Deshalb verzichten wir auf eine solche vollsta¨ndige Konstruktion und werden
fu¨r die formale Semantik lediglich die Variante ohne Instanzmodell beru¨cksichti-
gen, da durch die Erweiterung um Meta die selbe (genauer gesagt: eine isomorphe)
Semantik angegeben werden kann.
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2.5 Operationale Semantik
Operationale Semantik beschreibt Sprachsemantik als schrittweise Zustandsa¨nde-
rung auf einer abstrakten Maschine [26]. Seit den fru¨hen Arbeiten zur mathemati-
schen Formalisierung von McCarthy in den sechziger Jahren (vgl. [86]) finden heute
meist Derivate der Strukturellen Operationalen Semantik (SOS) Anwendung, die
auf Arbeiten von Gordon Plotkin zuru¨ckgeht [21][87]. Dabei ist der urspru¨ngliche
Ansatz, den Anfangszustand in Relation zum Endzustand nach Abarbeitung eines
Programms zu betrachten, einer Formalisierung von einzelnen Sprachkonzepten als
schrittweise Zustandsa¨nderung gewichen6. Anstatt u¨ber Regeln vollsta¨ndige Ablei-
tungsba¨ume fu¨r ein Programm aufzustellen, entsteht durch Ru¨ckgriff auf Transiti-
onssysteme und Konfigurationen eine kompaktere und direkte Formalisierung der
Ausfu¨hrungssemantik einer jeden Anweisung, meist u¨ber deren abstrakte Syntax.
Im Folgenden fu¨hren wir die Grundlagen und Ansa¨tze ein, auf die auch MActions
zuru¨ckgreifen und die in Kapitel 5 in Relation dazu besprochen werden.
Definition 9 (Transitionssystem) Ein beschriftetes Transitionssystem (engl.
Labeled Transition System, LTS) ist ein Tupel T = (Γ, Act,→) mit
1. Γ einer Menge von Konfigurationen (Zusta¨nde),
2. Act eine Menge von Aktionen,
3. →⊆ Γ×Act× Γ der beschrifteten Transitionsrelation und
Die Transitionsregeln werden in der Form γ
a−→ γ′ mit γ, γ′ ∈ Γ notiert, a benennt
informell die ausgefu¨hrte Konfigurationsa¨nderung7.
Oftmals wird diese Definition variiert und um ausgezeichnete Konfigurationen er-
weitert (z.B. Labeled Terminal Transition System, LTTS ), etwa:
T = (Γ, Act,→,Γ0,Γϵ), (2.15)
wobei Γ0,Γϵ ⊆ Γ Anfangs- und Endkonfiguration markieren (vgl. Abschnitt 2.7).
Mittels dieser Definition la¨sst sich die Semantik einer Programmausfu¨hrung als Se-
quenz π = γ0
a1−→ γ1 a2−→ . . . an−→ γn eindeutig beschreiben, d.h. die durchlaufenen
Konfigurationen bilden einen Pfad (engl. Trace) durch den mo¨glichen Zustandsraum
(somit auch Trace-Semantik, vgl. [89], [90], [91]). Nicht terminierende Programme
ergeben entweder eine unendliche Sequenz, oder sie sind stuck at und erreichen nie
eine Endkonfiguration γϵ.
Um die Transitionsregeln fu¨r eine Sprache L anzugeben, muss der Zusammen-
hang von Konfigurationen und abstrakter Syntax hergestellt werden. Unter der An-
nahme, das die abstrakte Syntax in Form von Termen u¨ber einem Alphabet oder
Signatur (mit Variablen) beschrieben ist, ergibt sich fu¨r die Notation die folgende
Form von Transitionsregeln (vgl. [21]):
⟨S1, σ1⟩ a1−→ ⟨S′1σ′1⟩, . . . , ⟨Sn, σn⟩ an−→ ⟨S′n, σ′n⟩
⟨S, σ⟩ a−→ ⟨S′, σ′⟩
(2.16)
wobei ⟨S, σ⟩ a−→ ⟨S′, σ′⟩ eine Transition von einer Anweisung S mit Konfiguration σ
unter einer Aktion a ∈ Act in die Folgekonfiguration σ′ und einem verbleibenden
6SOS wird gerne auch als small step Semantik bezeichnet, im Gegenzug zur ’natu¨rlichen’ oder
big step Semantik
7Anmerkung: Aktionen dokumentieren hier also lediglich das geschehene und sind nicht
”
die
treibende Kraft“ bzw. repra¨sentieren nicht Aktionen der modellierten Sprache, auch wenn sie in
anderen Kontexten dazu verwendet werden (z.B. in CSS, s. Milner [88]).
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Restprogramm S′ ausdru¨ckt. Mittels Pra¨missen wird ein Kriterium zur Anwendbar-
keit bzw. Gu¨ltigkeit vorgegeben, das dem gleichen Schema folgt. Diese Inferenzregeln
werden somit zweidimensional interpretiert:
1. Die schrittweise Abarbeitung eines Programms ist unterhalb des Transitions-
strichs notiert. Hier wird der eigentliche Effekt eines Sprachkonstrukts S bei
Konfiguration σ beschrieben und es ergeben sich lineare Programmabla¨ufe, die
das Verhalten charakterisieren.
2. Die Pra¨missenausdru¨cke oberhalb des Transitionsstrichs als unmittelbare Kon-
stituenten geben an, wann eine Regelanwendung gu¨ltig ist und erkla¨ren somit,
warum etwas passiert. Jede Regel erha¨lt hieru¨ber einen vollsta¨ndigen Ab-
leitungsbaum, der im Prinzip jeden Einzelschritt einer komplexen Regel zu
Zwecken der Verifikation nachweist.
A¨nderungen an der Konfiguration werden abstrakt u¨ber Variablen in einer seman-
tischen Doma¨ne in der Form σ′ = σ[m/v] angegeben, d.h. σ′ ergibt sich durch
Aktualisierung der Variablen v, welcher m als neuer Wert zugeordnet wird. Der In-
ferenzvorgang zeigt Zu¨ge von Termersetzungssystemen, da Regeln u¨ber Termen mit
Variablen operieren und diese bei der Abarbeitung verarbeiten8.
Wa¨hrend Plotkin selbst fu¨r Terme lediglich Produktionsregeln der Form c ::=<
expr1 > | < expr2 > | . . . angibt und die Definition eines formalen Kalku¨ls schuldig
bleibt (vgl. [87]), gehen Autoren wie Bloom, Meyer, Aceto, Henessy, Barendregt et
al. u¨ber algebraische Kalku¨le einen Schritt weiter (z.B. [93],[94],[95]). Insbesondere
das oftmals verwendete GSOS -Regelformat (”Grand SOS”) im Kontext von Pro-
zessalgebren definiert Transitionsregeln u¨ber Terme einer Signatur Σ (vgl. Def. 1
und 3). Die abstrakte Syntax repra¨sentieren geschlossene Terme xi, yi, t ∈ TΣ, die





aij−−→ yij |1 ≤ j ≤ ml





wobei f die ausgefu¨hrte Operation darstellt (l ≥ 0 ist ihre Stelligkeit, ml, nl ≥
0) mit t als Zielterm. Die Pra¨missen t
b9 beschreiben negative Transitionsregeln.
Im Vergleich zum Transitionssystem gema¨ß Def. 9 sind die Konfigurationen also
”
nur noch“ Terme9 und die eigentliche Transitionsrelation ist →⊆ TΣ(V ar)×Act×
TΣ(V ar) (fu¨r weitere Details sei auf [96] verwiesen).
Verallgemeinert basiert eine SOS also auf dem allgemeinen Prinzip: ⟨AS, σ⟩Machine,
wobei AS die abstrakte Syntax repra¨sentiert, σ eine Struktur fu¨r Konfigurationen
und Machine einen Satz von Regeln, wie die AS verarbeitet wird. Im Zuge der
algebraischen Definitionen wollen wir unter Struktureller Operationaler Semantik
allgemein solche Kalku¨le fassen, die Terme unter Schlussregeln und Konfigurationen
herleiten:
Definition 10 (Strukturelle Operationale Semantik) Sei Σ eine Signa-
tur, V ar eine Menge von Variablen und si, ti, x ∈ TΣ(V ar) Terme. Ein Strukturelle
Operationale Semantik fu¨r eine Sprache L ist definiert als ein Transitionssystem
8Tatsa¨chlich zeigte Buth in [92], wie SOS Regeln als Termersetzungssystem umgeformt werden
ko¨nnen um die Regelanwendung und somit Konfigurationen zu simulieren
9Die Algebra ist hier quasi die Termalgebra zur Signatur Σ als einzig zula¨ssige Interpretation,
die alle notwendigen Informationen kodiert (also dem no junk/no confusion-Prinzip folgend)
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⟨si, σ⟩ ai−→ ⟨ti, σi⟩

∪mi=1 ⟨si, σi⟩ bi9
⟨s, σ⟩ a−→ ⟨t, σ′⟩
(2.18)
wobei alle a, ai, bi ∈ Act annotierte Aktionen sind, alle σ, σ′, σi ∈ Γ Elemente einer
Konfigurationsmenge.
Wir sehen GSOS-Regeln als algebraisches Redukt eines SOS mit Γ = {ϵ} und
den in 2.17 gezeigten Einschra¨nkungen bzgl. der Konklusion (ohne Beweis). Diese
allgemeine Form der Regeln soll die Bedeutung der Konfigurationen, die zumMAc-
tions-Laufzeitmodell werden, betonen (s. Abschnitt 2.6.1). Fu¨r ein SOS-Beispiel
siehe Kapitel 5.2.
2.5.1 Abstract State Machines
Wa¨hrend der Ansatz von GSOS-Systemen ausschließlich auf Termen beruht, ver-
folgt der ASM-Kalku¨l eine Beschreibung des operationalen Verhaltens mittels sich
a¨ndernder Algebren. ASM, alias Evolving Algebras, erlauben dazu dynamische Defi-
nitionen der Tra¨germengen und Funktionen, so dass mittels Updates Vera¨nderungen
an den Algebren mo¨glich werden [97]. Wir fu¨hren die wichtigsten Definitionen ein,
die fu¨r unsere Formalisierung und Diskussion wichtig sind. Fu¨r weitere Details sei
auf [97] verwiesen, fu¨r ein Beispiel s.a. Kapitel 5.2.
Kernidee der ASM ist es, ein Transitionssystem als Zustandsautomat aufzuset-
zen, bei der die Konfigurationen Γ durch Algebren beschrieben werden und somit
abstrakte Zusta¨nde repra¨sentieren. Eine Transitionsregel (Update) beschreibt, wie
ein Term im Folgezustand ausgewertet wird. Ein Ablauf besteht somit aus einer
Folge von sich a¨ndernden Σ-Algebren: π = A0
Update1−−−−−→ A1 Update2−−−−−→ A2 Update3−−−−−→ . . . .
Gurevich fu¨hrt fu¨r die ASM-Definition die Unterscheidung zwischen static und dy-
namic Operationsfunktionen ein, wobei erstere in jedem Zustand gleich ausgewertet
werden und letztere durch Updates vera¨ndert werden ko¨nnen10. Zudem wird fest-
gelegt, dass die Sorte Boolean mit fester Interpretation auf die Werte true, false
Teil einer jeden Signatur eines ASM ist und generell alle Funktionen mittels des
Elementes undef totalisiert werden11.
Neben den Operationen ist das Vera¨ndern der Tra¨germengen entscheidend. Des-
halb werden die Tra¨germengen As in einem Zustand An von dem ”unendlichen
Elementvorrat“ – dem Superuniversum – unterschieden (geschrieben |A|). Elemen-
te entstehen deshalb nicht, sondern wechseln lediglich vom Superuniversum in die
Tra¨germenge (dem Universum) oder zuru¨ck. Dazu wird im Allgemeinen die Syntax
import υ R verwendet, wobei υ direkt in R gebunden wird12.
ASM-Regeln werden in der Literatur syntaktisch teilweise mit einiger Freiheit
notiert13, wir folgen dem vermeintlichen Original von Gurevich aus [97] (s.a. [83],
Kapitel 2):
10Die weitere Unterscheidung in controlled, monitored und shared wird uns erst in Kapitel 5
bescha¨ftigen
11undef muss deshalb zu jeder Tra¨germenge hinzugefu¨gt werden
12Alternativ ohne Bindung extend Dom with υ oder Dom := Dom ∪ {υ}
13siehe z.B. [97][24][26]
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Definition 11 (ASM-Regeln) Sei Σ eine Signatur, sowie TΣ(V ar) und FΣ(V ar)
die Menge der Terme und Formeln. Eine Regeldefinition wird durch das Schlu¨ssel-
wort Rule gekennzeichnet:
Rule r(x1, . . . , xn) = R,mit x1, . . . , xn ∈ V ar als Parametern (2.19)
R ist die eigentliche Regel und besteht syntaktisch rekursiv aus den folgenden Ele-
menten:
1. Skip-Regel: skip
2. Update-Regel: f(t1, . . . , tn) := s, mit t1, ..., tn, s ∈ TΣ.
3. Block-Regel: R S, mit R,S als Regeln
4. If-Regel: if ϕ then R else S endif mit ϕ ∈ FΣ(V ar) und R,S Regeln
5. Forall-Regel: forall x with ϕ do R enddo mit R einer Regel, x ∈ FV (ϕ)
6. Let-Regel: let x = t in R mit x ∈ V ar und t ∈ TΣ
7. Call-Regel: r(t1, . . . , tn), mit t1, ..., tn ∈ TΣ
Syntaktisch werden komplexere Regeln mittels Makros und abgeleiteter Bezeich-
ner weiter strukturiert (z.B. [27][26]). Dabei steht die Konvention:
RuleMacro(v1, . . . , vn) ≡ Rule(v1, . . . , vn) (2.20)
fu¨r ein Regelmakro, bei dem Rule u¨ber die Variablen v1, . . . , vn parametrisiert
wird. Abgeleitete Bezeichner der Form Derived(v1, . . . , vn) =def f(v1, . . . , vn) mit
f ∈ FΣ(V ar) definieren in gleicher Form parametrisierte Terme. Die Gesamtheit
aller ASM-Regeln, Makros und dazugeho¨rige abgeleiteten Bezeichner werden in der
Menge R zusammengefasst.
Definition 12 (ASM) Eine Abstract State Machine (abstrakte Zustandsma-
schine) ist ein Tupel ASM = (Σ,R,A0, ϱ) bestehend aus einer Signatur Σ, einer
Menge von ASM-Regeldefinitionen R, einer Σ-Algebra A0 als Anfangszustand und
einer ausgezeichneten Regel ϱ, der Hauptregel mit FV (ϱ) = ∅.
Transitionsregeln erhalten ihre Semantik u¨ber Mengen von sog. ”Update-Sets”14.
Ein Update als Element dieser Menge ist ein Tripel (f, (a1, . . . , an), b), das angewen-
det auf einen Zustand Ai die Interpretation der Funktion f im Folgezustand Ai+1
neu zu b redefiniert, d.h. ein Update U beschreibt die Transition fAi(a1, . . . , an)
U−→
fAi+1(a1, . . . , an) = b. Voraussetzung fu¨r eine Menge von Updates ist deren Wider-
spruchsfreiheit, die u¨ber den folgenden Kalku¨l definiert ist (vgl. [83], Kapitel 2):
14Gelegentlich wird die Notation ∆(R, S) genutzt, um die A¨nderungen einer Regel R im Zustand
S zu beschreiben.
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1. JskipKAβ ◃ ∅
2. Jf(t) := sKAβ ◃ {(f, a, b)} wenn a = JtKAβ und b = JsKAβ
3.
JRKAβ ◃ U JSKAβ ◃ VJR SKAβ ◃ U ∪ V
4.
JRKAβ ◃ UJif ϕ then R else S endifKAβ ◃ U wenn JϕKAβ = true
5.
JSKAβ ◃ UJif ϕ then R else S endifKAβ ◃ U wenn JϕKAβ = false
6.
JRKAβ[a/x] ◃ UJlet x = t in RKAβ ◃ U wenn a = JtKAβ
7.
JRKAβ[a/x] ◃ Ua, fu¨r alle a ∈ IJforall x with ϕ do R enddoKAβ ◃ U mit I = {a ∈ |A| : JϕKAβ[a/x] = true}
8.
JRKAβ[a/x] ◃ UJr(t)KAβ ◃ U wenn r(x) = R und a = JtKAβ
Die Semantik der Regeln 2. und 3. artikulieren bereits, dass mehrfache gleichzei-
tige Updates mittels Blockregeln innerhalb einer Transition erlaubt sind, solange sie
widerspruchsfrei sind. Damit ergibt sich eine Ausfu¨hrung eines ASM nach Def. 13:
Definition 13 (ASM-Ausfu¨hrungslauf) Sei ASM = (Σ,R,A0, ϱ) eine ab-
strakte Zustandsmaschine und β eine Variablenbelegungsfunktion. Ein Ausfu¨hrungs-
lauf (kurz: Lauf) des ASM ist eine endliche oder unendliche Sequenz von Zusta¨nden
S0,S1, S2, . . . , die den folgenden Bedingungen genu¨gt:
1. S0 = A0
2. Wenn JϱKSnβ nicht definiert oder widerspru¨chlich, dann ist Sn der letzte Zustand
der Sequenz
3. Falls JϱKSnβ gu¨ltig ist, so ergibt sich Sn+1 induktiv unter Anwendung der Menge
von Updates U aus Sn.
Dieses als ASM-Basismodell bezeichnete Regelkalku¨l beschreibt also im Gegen-
satz zu den SOS-Systemen die Abarbeitung eines Programms (als Eingabeterm)
nicht durch Termvera¨nderung, sondern ausschließlich mittels A¨nderung an Algebren
als Konfigurationen. So gesehen formuliert der ASM-Kalku¨l operationale Semantik
diametral entgegengesetzt zu den GSOS-Systemen (s.a. Diskussion in Kapitel 5.2).
Auch wenn wir nicht in Ga¨nze alle verschiedenen Erweiterungen von ASM einfu¨hren
ko¨nnen, werden wir an gegebener Stelle immer wieder Zusa¨tze und Abweichungen
vom Basismodell diskutieren und in Abschnitt 2.6.1 sogar unsere eigene Erweite-
rung vornehmen. Diese wird insb. einen erweiterten forall-Operator nutzen, der
unter Beru¨cksichtigung der entstehenden Zusta¨nde die Ausfu¨hrungssemantik entwe-
der sequentiell (Standardsemantik) oder parallel ausfu¨hrt (vgl. Bo¨rger et al. [98]):





forall υ in ϕ do seq
R(υ)
enddo
forall υ in ϕ do par
R(υ)
enddo
Diese Erweiterung ist notwendig, da das Basismodell sonst alle Updates immer par-
allel ausfu¨hren wu¨rde, was bei der Definition von imperativen Sprachkonstrukten zu
einer expliziten Sequentialisierung u¨ber z.B. extra Variablen fu¨hren wu¨rde.
2.5.2 Determinismus und Zufall
Ein Ausfu¨hrungslauf beschreibt bisher immer eine (potentiell unendliche) Sequenz
von Zusta¨nden, wobei jeder Zustandsu¨bergang deterministisch ist15. Um nichtdeter-
ministisches Verhalten zu modellieren, existiert eine Erweiterung fu¨r ASM mittels
des sog. choose-Konstruktors (s. [97]):
choose υ in U satisfying ϕ(υ)
R
endchoose
wobei υ eine Variable u¨ber der (mo¨glicherweise unendlichen) Tra¨germenge U , R eine
Regel und ϕ eine Formel ist16. Die Semantik der Regeln vera¨ndert sich dadurch so,
dass R unter nichtdeterministischer Auswahl eines Elements aus U ein Update-Set
∆(R,S) auswa¨hlt, das als Transition ausgefu¨hrt wird.17 Alternativ ko¨nnten mit einer
vorher festgelegten monitored-Funktion zufa¨llig Elemente geliefert werden, die in
einer Regel zu Entscheidungen u¨ber if-then-else fu¨hren. Der choose-Konstruktor
macht diese implizite Konvention zum expliziten Konzept in ASM.
Diese Form von modelliertem Zufall steht in engem Zusammenhang mit dem Pro-
blem der Fairness bei konkurrenter Ausfu¨hrung von Prozessen, das sich im wesent-
lichen im Scheduling fu¨r konkrete Implementierungen niederschla¨gt (s.a. Park [99]).
Fairness-Eigenschaften werden wir auf Ebene der
”
Meta-Semantik“ der MActions
ausklammern, da mo¨gliche Parallelita¨t von Aktionen letztlich durch die konkrete
Definition einer operationalen Semantik entschieden wird (s. Abschn. 2.5.4). Auf
Ebene der Metasemantik ko¨nnen wir nur eine Wahrscheinlichkeitsfunktion bereit-
stellen, so dass echte Zufa¨lligkeit und Parallelita¨t u¨berhaupt mo¨glich wird, auf der
Fairness-Definitionen aufbauen ko¨nnen (vgl. 2.5.4). Fu¨r eine Diskussion siehe Kapi-
tel 5.2.2.
2.5.3 Parallelita¨t und Nebenla¨ufigkeit in Operationaler Semantik
Die Beschreibung von Parallelita¨t und Nebenla¨ufigkeit in Programmier- und Mo-
dellierungssprachen ist ein wesentlicher Aspekt der operationalen Semantik. Es exi-
stieren eine Reihe verschiedener Modelle fu¨r Nebenla¨ufigkeit mit unterschiedlichen
15Fu¨r ASM vgl. Diskussion zu ”conservative determinism” vs. ”local nondeterminism” in [97];
s.a. Kapitel 5
16Anmerkungen: υ wird auch main existential variable genannt, satisfying ist syntaktisch optio-
nal und impliziert ϕ = ⊤
17Man mu¨ßte eigentlich von Indeterminismus sprechen, da es sich bei der Auswahl um ein zufa¨lli-
ges Ereignis handelt. Nichtdeterminismus hingegen geht auf die Automatentheorie zuru¨ck
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Schwerpunkten, die im Kern meist das Konzept von Prozessen und Kommunikation
u¨ber Nachrichten beinhalten (z.B. CCS [88], Π-Kalku¨l [100], CSP [89], TLA [101]).
Im Hinblick auf Sprachsemantik fokussieren wir auf den ASM-Kalku¨l sowie dessen
Erweiterungen. Weitergehende Diskussionen zu SOS, CCS und CSP finden sich in
Kapitel 5.
Die bisher betrachteten rein sequentiellen Abla¨ufe, gegeben durch ein Transiti-
onssystem (LTS, SOS oder ASM), waren charakterisiert durch das stete Voranschrei-
ten von einer Konfiguration zur na¨chsten. Dies hat sich als Konfigurationssequenz im
Trace manifestiert. La¨sst man eine Ausfu¨hrung von mehreren Prozessen parallel zu,
ergibt sich als Konsequenz bezogen auf Aktionen und Ereignissen in den Prozessen
u.U. keine globale Ordnung. Anders formuliert besteht nicht fu¨r jedes Paar von Ak-
tionen in verschiedenen Prozessen eine vorher/nachher Relation im Sinne von Lam-
ports happend before-Relation (vgl. [101]). Ausfu¨hrungsla¨ufe von Prozessen ko¨nnen
somit nur durch partiell geordnete Abla¨ufe (engl. partially ordered run) beschrieben
werden. Aus der Mo¨glichkeit dynamisch weitere Prozesse zu erzeugen, zu beenden
und zu kommunizieren ergeben sich ferner Baum-, Gitter- oder Graphstrukturen, je
nach modellierter Information (vgl. [90]). Unter Linearisierung (Sequentialisierung)
eines Prozesses verstehen wir den sequentiellen Ablauf seiner eigenen Aktionen/Er-
eignisse. Weitergehend beschreibt eine gemeinsame Vergangenheit zweier Prozesse
die Schnittmenge ihrer Linearisierungen.
Fu¨r ASM existiert eine Erweiterung namens Distributed ASM, die u¨ber Agenten
als parallel ablaufende Prozesse Nebenla¨ufigkeit beschreibt (vgl. [97]). Eine endliche
Menge von Agenten arbeiten individuell jeweils eine Hauptregel (Programm) ab,
u.U. gestartet von einem eigenen initialen Zustand. Ein Schritt (move) eines Agenten
ist ein ’lokales’ Update des globalen Zustands:
Update(a,S) = Update(Prog(a), V iew(a))
wobei a ∈ Agent die Menge der Agenten, Prog(a) die Hauptregel eines Agenten und
V iew(a) eine Projektion des globalen Zustands S als Sicht des Agenten bezeichnet.
Eine zusa¨tzliche Funktion Self : → Agent wird gesondert fu¨r jedes Programm
interpretiert und liefert den Agenten, der das Programm gerade abarbeitet. Die
Semantik der Ausfu¨hrungsla¨ufe ist u¨ber partiell geordnete Abla¨ufe definiert, wobei
partiell hier eine Halbordnung meint, die nicht total ist. Fu¨r weitere Details sei auf
Gurevich [97] verwiesen, einen komplexeren Anwendungsfall fu¨r die Sprache SDL
beschreibt Prinz in [26].
Damit es zu partiellen Ordnungen beim Ablauf kommt, bedarf es neben einem
gemeinsamen Satz von geteilten Informationen (Zustandsgro¨ßen, Ereignisse, ausge-
tauschten Nachrichten, Uhren etc.) immer auch einem Satz von rein lokalen Infor-
mationen, die exklusiv dem Prozess zugeordnet sind. Bei verteilten ASMs sind dies
die moves von Agenten. Das partielle Abla¨ufe in ihrer Semantik schwer zu fassen
sind beschreibt Gurevich in [102].
Fu¨r die weitere Betrachtung in dieser Arbeit nutzen wir partielle aber totale
Ordnungen und nicht verteilte ASMs aus folgender Motivation heraus. Nehmen wir
fu¨r ASM an, zwei Agenten a1 und a2 ko¨nnen unterschiedliche Updates f1 := f1′
und f2 := f2′ ausfu¨hren. Diese sind disjunkt (somit konsistent) und ko¨nnen zur
Ausfu¨hrung als Schritte m1,m2 respektive fu¨hren. Jetzt besteht die Mo¨glichkeit,
dass m1 < m2, m2 < m1, m2 = m1 (gleichzeitig) oder keine der Optionen eintritt
auf Grund der (echt) partiellen Halbordnung. Von einem u¨bergeordneten Stand-
punkt aus gesehen a¨ndert sich wa¨hrend des Ablaufs allerdings nichts: der globale
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Zustand des Systems entwickelt sich linear entlang der Zeitachse18, nur ist er von
vornherein nicht eindeutig festgelegt. Unter der Annahme, dass Updates atomar19
ausgefu¨hrt werden, kann man fu¨r den globalen Zustand in jedem Fall eine Reihen-
folge beobachten, sagen wir [f2 := f2′]S0 → [f1 := f1′]S1, dann folgt daraus also a
posteriori20 m2 < m1. Somit ha¨ngen partielle Vorga¨nge in beiden Prozessen zwar
nichtdeterministisch voneinander ab, bei einem konkreten Ablauf mu¨ssen sie sich
aber in eine totale Ordnung ’≤’ bringen lassen. Selbst ein paralleler Algorithmus,
der sich in Unterprozesse unterteilt, die A¨nderungen an Zustandsgro¨ßen vornehmen,
fu¨hrt global gesehen zu einer linearen Zustandsfolge (vgl. Parallelita¨tsbegriff und
Applikation in [103],[104]).
Aus diesem Versta¨ndnis heraus mu¨ssen sich prinzipiell (!) also Nebenla¨ufigkei-
ten als Abarbeitung auf einer Maschine simulieren lassen, ggf. unter Anwendung
von Nichtdeterminismus und detaillierter Modellierung der Prozesswechsel, Schedu-
ling und Kommunikation (s.a. Abschnitt 2.5.2). Umgekehrt kann die Abarbeitung
einer Programmanweisung in der Semantik mit kooperierenden Prozessen beschrie-
ben werden21, d.h. im Allgemeinen gibt es zwischen Prozessen der Sprache und deren
Definition in der operationalen Semantik keine eins zu eins Beziehung. Man ko¨nnte
argumentieren, dass deshalb eine operationale Semantik keine weiteren Sprachmit-
tel fu¨r Parallelita¨t beno¨tigt, allerdings mo¨chte man paralleles Verhalten und kau-
sale Abha¨ngigkeiten durch hinreichende Abstraktionsmittel charakterisieren ko¨nnen
(nach Bedarf), ohne jeweils von Grund auf die Eigenschaften von parallelen Prozes-
sen explizit neu zu modellieren.22
Diesen Zusammenhang zwischen Lokalita¨t der Ereignisse in Prozessen, Beob-
achtbarkeit und Zusta¨nden entwickeln wir weiter zur Aktionssemantik. Die Konse-
quenzen daraus pra¨gen den Ansatz zur dynamischen Analyse in Kapitel 4. Fu¨r eine





Dieser Abschnitt entwickelt die Prinzipien der in Kapitel 3 definierten MActions
als universelle Aktionssemantik. Universell meint dabei ein generelles, zuna¨chst von
MOF unabha¨ngiges Konzept zur Modellausfu¨hrung mittels Aktionen u¨ber Struktu-
ren. Als Motivation und Folgerung aus den U¨berlegungen in Abschnitt 2.5 bis 2.5.3
und der Tatsache, dass Aktionen bislang
”
lediglich“ Beschriftungen an Transitio-
nen waren, eine operationale Semantik aber eigentlich die A¨nderungen an Laufzeit-
gro¨ßen/Konfigurationen spezifiziert (und weniger die dadurch stattfindenden Zu-
standsu¨berga¨nge), soll eine neue semantische Basis geschaffen werden. Zusta¨nde
werden in der Aktionssemantik deshalb als nachrangig betrachtet und kommen erst
im Hinblick auf eine Analyse ins Spiel.
Definition 14 (Aktionsraum) SeiAct eine endliche Menge von Aktionen, S ein
Zustandsraum mit s0 ∈ S einem ausgezeichneten Anfangszustand. Dann bezeichnet
18Vorausgesetzt natu¨rlich, wir ha¨tten die Mo¨glichkeit, das System aus Vogelperspektive zu beob-
achten und nach belieben anzuhalten bzw. zu inspizieren
19Vgl. [97]
20Im Sinne eines Zufallsexperiments
21Dies ist eine Motivation fu¨r das Fork/Join-Sprachmittel der MActions, vgl. 3.2.2
22Dies entspricht dem Wunsch nach expressiven Programmiersprachen zum Formulieren von Al-
gorithmen, die u¨ber eine
”
Basismaschine“ (wie z.B. Turing-Maschine, Assembler-Sprachen, u.s.w.)
hinausgehen
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das Tupel AR = (S, Act,A, s0), einen Aktionsraum, mit A ⊆ P(Act) der Potenz-
menge u¨ber Act. Die Menge A umfasst alle Aktionen, deren Ausfu¨hrung gleichzeitig
mo¨glich ist.
Der Aktionsraum kann zuna¨chst als Mo¨glichkeitsraum verstanden werden und un-
terscheidet sich vom Transitionssystem durch die fehlende Transitionsrelation sowie
der Parallelita¨t von Aktionen. Das heißt er gibt zwar vor, welche Zusta¨nde prinzipiell
existieren, beschreibt aber nicht wie sie in Art einer Transition zusammenha¨ngen.
Bewusst sprechen wir hier von Zustandsraum, da wir unser Modell (zuna¨chst) nicht
einschra¨nken wollen. Ein Zustandsraum ko¨nnte also eine Algebra sein, ein MOF-
Modell oder etwas ga¨nzlich anderes (wie z.B. ein Hilbertraum Rn). Aktionen und
Aktionsmengen manipulieren den aktuellen Zustand u¨ber dem Raum.
Die Menge A bestimmt u¨ber ihre Elemente den Parallelita¨tsgrad des Aktions-
raums, geschrieben |A|∥. Zum Beispiel beschreiben einelementige Aktionsmengen
A = {{a1}, ..., {an}} rein sequentielle Abla¨ufe. Bei begrenzter Parallelita¨t sind alle
Elemente maximal n-elementig, d.h. |A|∥ = n. Anwendungsbeispiele ko¨nnten z.B.
Mehrkernprozessoren sein, auf denen (bis zu) n-Aktionen gleichzeitig ausgefu¨hrt wer-
den ko¨nnen. Ist die leere Menge ∅ ∈ A, existieren Zustandsu¨berga¨nge ohne das eine
Aktion ausgefu¨hrt wird, sind alle Aktionsmengen mehrelementig, so ko¨nnen Aktio-
nen nur im Verbund agieren etc.
Bislang sind Aktionen reine Platzhalter und besitzen keine weitere Semantik. Ins-
besondere sind keine Kausalita¨ten oder Einschra¨nkungen an die Elementbeziehung
von Aktionen in A beschrieben. Dies geschieht im Zuge der Semantik von Aktionen:
Definition 15 (Semantik von Aktionen) Sei AR = (S, Act,A, s0) ein Ak-
tionsraum. Die Semantik der Aktionen ist eine Abbildung δ : S×A → S von der wir
fordern:
1. δ(s, a1) = δ(s, a2)⇒ a1 = a2 (Eindeutigkeit von Aktionen)
2. δ(s, a) ist fu¨r alle a ∈ Act definiert (alle Aktionen erhalten eine Semantik)
Von den Aktionen fordern wir insbesondere keine Assoziativita¨t. Da Aktionen im
Allgemeinen nicht in jedem Zustand Anwendung finden ko¨nnen, beschreibt δ in der
Regel eine partielle Abbildung, a¨hnlich zur Transitionsrelation. Im Gegensatz zum
Transitionssystem kann die Semantik einer Aktion also z.B. im Aktionsraum R auch
eine reelle Funktion oder numerische Berechnungsvorschrift sein, bei Objektgraphen
eine Modelltransformation etc. Die Reihenfolge von Aktionen wird durch Prozesse
vorgegeben:
Definition 16 (Prozess) Sei AR ein Aktionsraum, δ die Semantik von Aktio-
nen des Raums. Ein Prozess P = (ActP ,AR, δ) ist eine unabha¨ngige Entita¨t, die
durch eine Aktionsmenge ActP ⊆ Act, dem Verhalten des Prozesses, charakterisiert
ist und diese ausfu¨hrt.
Somit bestimmen Prozesse die Aktionsausfu¨hrung aktiv und beschreiben zusammen
mit der Transitionsrelation δ implizit die Kausalita¨t zwischen Aktionen, d.h. Rei-
henfolgen werden u¨ber Prozesse festgelegt, ob eine Aktion ausgefu¨hrt werden kann
(und wie) beschreibt δ. Ein Prozess muss seine Aktionen nicht sequentiell ausfu¨hren,
sondern kann nach eigenen Vorschriften/Kontrollstrukturen funktionieren. Zum Bei-
spiel ko¨nnte ein Prozess zyklisch Aktionen ausfu¨hren oder Aktionen bedingt von
einer Entscheidung u¨ber Werta¨nderungen im Zustandsraum auslo¨sen.
Mehrere Prozesse ko¨nnen gleichzeitig im selben Aktionsraum ausgefu¨hrt wer-
den, wenn sie dieselbe Aktionssemantik δ teilen. Das gleichzeitige Ausfu¨hren von
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Aktionen ist dann durch das Element {aP1 , ..., aPn} ∈ A beschrieben und muss
selbstredend im Aktionsraum mo¨glich sein. So gesehen
”
feuern“ Prozesse ihre Ak-
tionen aktiv und der Aktionsraum ist eine Art
”
Schiedsrichter“, ob die Kombination
zula¨ssig ist. Sollte sie zula¨ssig sein, wird die Transition anhand von δ ausgefu¨hrt.
Falls nicht, geschieht keine A¨nderung. Fairness zwischen Prozessen ist gegeben als
gleich verteilte Wahrscheinlichkeit fu¨r die Auswahl der Prozesse, die zu einem Zeit-
punkt ausgefu¨hrt werden. Prozesse ko¨nnen durch Aktionen initiiert werden, d.h.
ausgewa¨hlte Aktionen ko¨nnen die Menge P aller Prozesse erweitern.
Definition 17 (Ausfu¨hrungslauf) Sei AR ein Aktionsraum, δ die Semantik
von Aktionen des Raums und P1, ..., Pn Prozesse der Form P = (ActP ,AR, δ). Ein
Ausfu¨hrungslauf ist beschrieben als sequentielle Ausfu¨hrung von Aktionsmengen mit




APi,t ⊆ ActP ,
wobei APi,t die Aktionen zu einem Zeitpunkt i bezeichnen. Diese Aktionsfolge kann
als Folge π zusammen mit den jeweils erreichten Zusta¨nden aufgezeichnet werden.
Als Resultat eines Ausfu¨hrungslaufs erhalten wir einen Trace, der u¨ber Zusta¨nde
und Aktionsmengen beschrieben ist (als geordnete Multimenge):
π = {{s0 A1−−→ s1 A2−−→ s2 . . . An−−→ sn|si ∈ S,Ai ∈ A}} (2.21)
Fu¨r Elemente des Traces nutzen wir die Notationen (si,Ai, si+1) ≡ si Ai−→ si+1
synonym. Die Stelle des Auftreten von Ai im Trace wird mit o(Ai) angegeben.
Die strikte Ordnung der Elemente im Trace ist durch (si,Ai, si+1) < (sj ,Aj , sj+1)
beschrieben, wenn o(Ai) < o(Aj). Ein Segment S(i, j) ⊆ π ist eine Untermenge, die
alle Elemente zwischen o(Ai) und o(Aj) entha¨lt.
Aus der Ordnung der Eintra¨ge im Trace folgt eine lineare Ordnung u¨ber die
ausgefu¨hrten Aktionen im Aktionsraum:
Definition 18 (Reihenfolge von Aktionen) Die Relation≤: Act×Act u¨ber
einem Trace π mit a1 ∈ A1, a2 ∈ A2 ist eine lineare Ordnung und wie folgt definiert:
1. a1 = a2 gdw. A1 = A2, d.h. a1, a2 ∈ A
2. a1 < a2 gdw. (si,A1, si+1) < (sj ,A2, sj+1)
Aus der Definition ist ersichtlich, dass ’≤’ reflexiv, transitiv, antisymmetrisch und
total ist, wobei insbesondere die letzte Eigenschaft fu¨r weitere Analysen wichtig ist.
Als besondere Form der Prozesse verstehen wir Threads23, die jeweils genau eine
Aktion ausfu¨hren:
Definition 19 (Thread) Sei P ein Prozess P = (ActP ,AR, δ). Ein Prozess ist
ein Thread, wenn bei jedem Ausfu¨hrungsschritt nur ein a ∈ ActP ausgefu¨hrt wird.
Es sei angemerkt, dass unser Modell von Aktionen und Prozessen keine Synchroni-
sation oder Kommunikation entha¨lt. Diese kann indirekt durch Aktionen und Struk-
turen modelliert werden, je nach gewu¨nschtem Parallelita¨tsverhalten (siehe z.B. Ap-
pendix A). Weiterhin existieren keine Semaphoren oder a¨hnliches fu¨r exklusiven
23Das Deutsche Word
”
Faden“ spiegelt die Bedeutung gut wider, wird allerdings aufgrund der
Versta¨ndlichkeit nicht verwendet.
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Zugriff auf
”
Resourcen“, da auftretende Konflikte der Aktionen nicht zu einem An-
halten der Maschine fu¨hren, sondern zum erneuten Versuch einer Ausfu¨hrung (quasi
”
aktives Warten“ der Prozesse).24 In diesen Punkten unterscheidet sich das seman-
tische Basismodell z.B. grundlegend von ASM (vgl. 2.5.1).
Die in diesem Abschnitt eingefu¨hrten Konzepte dienen als Basis fu¨r die Definition
derMActions in Kapitel 3.1. Dort werden wir dem Prinzip nach als Zustandsraum
sa¨mtlich mo¨gliche Instanzen eines MOF-Laufzeitmetamodells als Strukturen einset-
zen, und einen elementaren Satz von Aktionen zum Erzeugen und Manipulieren
dieser Modelle.
2.6 Interpreter fu¨r die Aktionssemantik
Dieser Abschnitt legt das Fundament fu¨r eine formale Definition der MActions-
Aktionssemantik als operationales Kalku¨l fu¨r εMOF. Konzeptionell werdenMActi-
ons meta-zirkula¨r u¨ber sich selbst beschrieben, allerdings geben wir eine alternative
Formalisierung mittels eines ASM-Interpreters an, um mathematisch formal die Se-
mantik im Hinblick auf eine Modellanalyse festzulegen.
In Abschnitt 2.4 wurden Metamodelle allgemein auf das Objektmodell und Sy-
stemzusta¨nde statisch abgebildet. Mit dem ASM-Kalku¨l ko¨nnte man u¨ber dynami-
sche Definitionen der Tra¨germengen und Funktionen bereits operational Objektgra-
phen vera¨ndern und Verhalten beschreiben (vgl. Abschnitt 2.5.1). Voraussetzung ist
ein Satz von Regeln, der die Algebren metamodellkonform vera¨ndert. Dabei ent-
sprechen diese
”
beliebigen“ Updates allerdings nicht der Aktionssemantik. Zudem
fehlt die Interpretation von OCL-Ausdru¨cken. Deshalb soll eine Zusammenfu¨hrung
der algebraischen Repra¨sentation von MOF und OCL das gewu¨nschte Fundament
liefern.
2.6.1 ASMOCL: OCL-Interpreter u¨ber ASM
Das Objektmodell aus Abschnitt 2.4.3 liefert eine Denotation von OCL-Ausdru¨cken
als algebraisches Objektmodell, die im Kontext von ASMs verwendet werden kann.
Da die Interpretationsfunktion von OCL Ausdru¨cke als Terme in eine Algebra aus-
wertet, bleibt zu kla¨ren, wann und wie ein Ausdruck im Zuge der dynamischen
Updates ausgewertet wird. Das heißt die
”
operationale Komponente“ in ASM muss
in geeigneter Form mit der Interpretationsfunktion IOCLJexprK integriert werden.
Das Ziel wa¨re eine Verwendung von OCL etwa in Regeln wie:
Var := self.value− > collect(x) (2.22)
wobei diese Zuweisung einer OCL-Auswertung an die dynamische Doma¨neVar kom-
patibel mit der Klassenabbildung des jeweiligen Metamodells sein muss. Um dies zu
erreichen ist neben der OCL-Signatur auch ein Eingriff in die Interferenzregeln und
dem Evaluierungsmechanismus von ASM no¨tig, um die Termauswertung um IOCL
zu erweitern und das Verhalten von Updates (besonders fu¨r Variablenverwendung)
und OCL zusammenzufu¨hren. Basierend auf dem Objektmodell und einer Model-
lalgebra ist die Semantik eines OCL-Ausdrucks expr ∈ Exprt vom Typ t in einer
Umgebung Env wie folgt beschrieben:
IOCLJexprK : Env → IOCL(t) (2.23)
24Durch die zufa¨llige Auswahl der zu einem Zeitpunkt auszufu¨hrenden Prozesse ist eine
Fortfu¨hrung prinzipiell garantiert, so fern nicht Vorbedingungen der Aktionen oder die Kontrolllogik
eines Prozesses dies unterbindet.
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d.h. IOCL ordnet jedem Ausdruck einen Wert in der Doma¨ne seines Typs zu. Die
Umgebung Env = (σ, β) besteht aus einer Modellalgebra σ und einer Variablenbele-
gung β, die alle freien Variablen einen Wert ihres Typs zuweist: β : V art → IOCL(t).
Als leichtgewichtige Alternative ko¨nnte man eine neue Operation Eval einfu¨hren,
die das Problem isoliert lo¨st:
Var := Eval(expr) (2.24)
Um diese rein funktionale Definition durch Eval in ASM einzubetten, mu¨sste mittels
geeigneter Tra¨germengen die OCL-Ausdruckssemantik erhalten bleiben und insbe-
sondere Variablen vor der Auswertung mit aktuellen Werten des abstrakten Zustands
belegt werden. Da die Semantik der Update-Regeln gema¨ß Def. 12 ff. nicht erwei-
tert werden mu¨sste, sondern
”
nur“ die Termauswertung, verfolgen wir den zweiten
Lo¨sungsweg. Dazu legen wir ASM einen erweiterten Interpretationsmorphismus Υ
zu Grunde, der die normale Interpretation fu¨r ASM-Terme nutzt und fu¨r Eval die
OCL-Interpretation IOCL ruft. Des Weiteren schra¨nken wir die Nutzung von Eval
auf die rechte Seite der Update-Regeln ein, d.h.:
Jf(t) := sKAβ ◃ {(f, a, b)} wenn a = JtKAβ und b = JsKAβ und f ̸= Eval (2.25)
Somit kann die Interpretation als vollsta¨ndig gekapselte
”
Teilmaschine“ transpa-
rent innerhalb eines ASMs ablaufen, da der OCL-Ausdruck den abstrakten Zustand
ja nicht vera¨ndert. Genauer gesagt verbindet Eval den OCL-Ausdruck durch In-
terpretation in einer eigenen Umgebung Env und liefert als Resultat eine Menge
von Elementen aus der Ziel-Doma¨ne der Zuweisung. Damit die Kompatibilita¨t her-
gestellt werden kann, ergibt sich die Notwendigkeit eines gemeinsamen Satzes von
Doma¨nen:
Definition 20 (Laufzeitmodell ASMOCL-Interpreter) Sei MA das
Objektmodell fu¨r ein Metamodell A, dann bezeichnet MASMOCL ⊇ MA das Lauf-
zeitmodell eines ASMOCL-Interpreter fu¨r A, notiert als MASMOCL(A), mit den
folgenden Sorten und Operationen
I. ClassASMOCL = {MThread,MContext,MIncarnation,PlaceToInc,
ThreadState,OclAny,OclInvalid,String, Integer,
Natural,Real,Boolean,EnumValue,Ocl} ∪ClassA ∪ClassOclTypes
II. AttASMOCL entha¨lt neben AttA zusa¨tzlich die folgenden Attributabbildun-
gen:
– name :MThread→ String
– objects :MIncarnation→ OclAny
– self :MContext→ OclAny
III. AssocASMOCL = {Stack, CurrentPosition, StackV alues,
Incarnations} ∪AssocA mit den Eigenschaften
– associates = {Stack → ⟨MThread,MContext⟩,
Incarnations → ⟨MContext,PlaceToInc⟩,
StackV alues → ⟨PlaceToInc,MIncarnation⟩}
– roles = {Stack → ⟨thread, stackFrames⟩,
Incarnations → ⟨context, incarnations⟩,
StackV alues → ⟨incarnations, value⟩}
– multiplicities = {Stack → ⟨{1},N0⟩,
Incarnations → ⟨N0,N0⟩,
StackV alues → ⟨N0, {0, 1}⟩}
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IV. MetaASMOCL =MetaA
VII. ≺ASMOCL= {(C,OclAny) | ∀C ∈ ClassA.¬∃S ∈ ClassA. ≺A (C, S))}
VIII. Daru¨ber hinaus existieren noch weitere Operationen:
1. Funktionsfamilie EvalT : Ocl×Env→ T ,
wobei T ∈ {OclAny, Seq(OclAny),String,
Boolean, Integer,Natural,Real,EnumValue}
2. OclInvalid :→ OclInvalid
3. Alle OCL-Operationen fu¨r die Sammlungsmengen
Sequence,OrderedSet,Set,Bag sowie den Primitive Typen
Wie aus der Definition ersichtlich sind allgemeine Laufzeitstrukturen fu¨r Threads
durchMThread, Stapel- und Variablenkontexte durchMContext undMIncarnations
mit dem Metamodell und OCL verbunden. Die OCL Metamodellabha¨ngigkeiten
schra¨nken wir auf Essential OCL ein, dass nur vom EMOF-Paket abha¨ngt, da es
explizit die folgenden Klassen referenziert: Property, Operation, Parameter, Type-
dElement, Type, Class, DataType, Enumeration, PrimitiveType und Enumeration-
Literal (vgl. 13.1. und 13.2. in [17]). Neben den OCL-Doma¨nen, wie z.B. OclAny,
bildet die Funktionsfamilie Eval hauptsa¨chlich die Integration fu¨r die Auswertung
von OCL-Ausdru¨cken ab, welche als Menge in Ocl enthalten sind. Die Parame-
trisierung der Auswertungsumgebung erfolgt dabei u¨ber eine Umgebung Env, wie
oben beschrieben. Bewusst sind diese Modellsignaturen so gewa¨hlt, dass sie dem
Laufzeitmodell der in Kapitel 3, Abschnitt 3.2.5 definiertenMActions entsprechen
und mo¨glichst eins zu eins die dortigen Klassen abbilden. Mit anderen Worten leitet
sich die Definition von MASMOCL unter Anwendung der Def. 7 nahezu vollsta¨ndig
aus den Klassen des Laufzeitmodells und der OCL-Syntaxdefinition ab.
Um dieser Signatur das gewu¨nschte Leben einzuhauchen, mu¨ssen die Tra¨germen-
gen und Funktionen mittels einer Algebra σ(MASMOCL) festgelegt und die Auswer-
tungsfunktionen, wie eingangs erwa¨hnt, zusammengefu¨gt werden. Die daraus resul-
tierende dynamische Modellalgebra ASMOCL soll einen Multi-Agenten-ASM mit
totaler Laufzeitordnung der Aktionen simulieren, bei dem OCL-Ausdru¨cke genutzt
werden ko¨nnen, um u¨ber Objektgraphen zu navigieren. Aufgrund der echt partiellen
Ordnung von Verteilten ASMs werden wir dazu mehrere Prozesse (bzw. Threads)
parallel durch das ASM-Basismodell als Kern der Laufzeitsemantik der MActions
simulieren (s.a. 2.5.3).
Die Signatur fu¨r Threads verha¨lt sich a¨hnlich der der ASM-Agenten und ermo¨glicht
Zugriff auf Laufzeiteigenschaften wie z.B. Hinzufu¨gen von Threads, Abfragen des
Laufzustands etc. 25 Besonderes Augenmerk gilt der Definition von Eval:
Definition 21 (ASMOCL-Interpreter) Die abstrakte Maschine ASMOCL =
⟨Σ, T ,Θ⟩ ist ein spezieller Multi-Agenten ASM mit Signatur Σ ⊇ MASMOCL, Ak-
tualisierungsregeln T u¨ber den Doma¨nen Θ, wobei Θ ⊇ σ(MASMOCL). Dabei leiten
sich die σ Tra¨germengen regula¨r nach Def. 8 als dynamische ASM-Doma¨nen ab, mit
den folgenden Besonderheiten:
I. MThreadσ bildet Zugriff auf die Menge abstrakt parallellaufender Entita¨ten,
die wie alle Doma¨nen dynamisch erweitert werden kann.
II. Neben der Objektstruktur werden Primitive durch die elementaren Mengen
der OCL-Semantik definiert:
25Zur Diskussion und Vergleich von ASM als den
”
a¨ußeren, unvera¨nderbaren“ Rahmen der Se-
mantik und dessen Bezug zum Theorem der Universellen Transformationsmaschine aus Kapitel 3.1.2
s. 5.2
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1. Booleanσ = {true, false} ∪ {⊥}
2. Integerσ = Z ∪ {⊥}
3. Naturalσ = N0 ∪ {⊥}
4. Realσ = R ∪ {⊥}
5. Stringσ = A
∗ ∪ {⊥}
6. EnumValueσ = A
∗ ∪ {⊥}
7. Gleiches gilt fu¨r die OCL-Sammlungsmengen und deren Operationen (al-
so z.B. Seqσ,OrderedSetσ,Setσ,Bagσ etc.)
III. Oclσ ist die Menge von OCL-Ausdru¨cken, die mit Eval ausgewertet werden
ko¨nnen: Evalt : Oclσ × Env → I∗OCL(t), mit Evalt(expr, ε) = I∗OCL(exprt),
wobei I∗OCL die erweiterte Auswertung in einer Umgebung ε = (σ(MASMOCL), β∗)
stattfindet, bei der β∗ : V art → I(t) die Variablenmenge V art jeweils aus dem
aktuellen Zustand des ASM bereitstellt.
2.6.2 Kernsemantik der MActions
Die abstrakte ASMOCL-Maschine hat bislang alle Freiheitsgrade, insbesondere was
Aktualisierungsregeln, zusa¨tzliche Doma¨nen und Parallelita¨tseigenschaften angeht.
In diesem Abschnitt sollen die Konzepte soweit eingeschra¨nkt werden, dass im Vor-
griff auf Kapitel 3 der Kern der MActions-Aktionssemantik in puncto Abarbei-
tung, Reihenfolge und Parallelita¨t von Aktionen bereits vorgegeben ist. Anschließend
ko¨nnen dann die verschiedenen Arten von Aktionen durch einzelne Regeln erga¨nzt
werden.
Zu diesem Zweck muss zuna¨chst der Zugriff auf ein Aktionsmodell beschrieben
werden ko¨nnen. Das heißt Regeln mu¨ssen auf ein
”
MActions-Programm“ lesend
zugreifen ko¨nnen, um diese zu interpretieren. Eine einzelne Aktion beschreibt eine
elementare Vera¨nderung des Laufzeitmodells. Aktionen bilden im Verbund ein Netz,
das Knoten fu¨r Knoten sequentiell abgearbeitet wird. Mehrere dieser Netze ko¨nnen
durch Threads parallel ausgefu¨hrt werden und durch Aktivita¨ten und Operationen
modularisiert werden. Um diese Netzstruktur als abstrakte Syntax algebraisch zu
fassen, bedienen wir uns erneut der Abbildung u¨ber ein Objektmodell (vgl. Ab-
schnitt 2.4.2):
Definition 22 (Aktionsmodell) SeiMASMOCL(A) ein Laufzeitmodell fu¨r ein
Metamodell A, dann besteht ein Aktionsmodell fu¨r A als Objektmodell zusa¨tzlich
aus den folgenden Elementen:




















III. AssocMActions = {IncomingEdges,OutgoingEdges,OwnedNodes,
OwnedEdges,OwnedPins,OwnedParameters,OwnedMembers,
RepresentedP laces,RedefinedBehaviour, InvokedBehaviour}mit den Eigen-
schaften








RepresentedP laces → ⟨MActivityParameter,MPlace⟩,
RedefinedBehaviour → ⟨MBehaviour,MBehaviour⟩,
InvokedBehaviour → ⟨MInvocationAction,MBehaviour⟩}
– roles = {CurrentNode → ⟨action, currentNode⟩,
IncomingEdges → ⟨incoming, source⟩,
OutgoingEdges → ⟨outgoing, target⟩,
OwnedNodes → ⟨owningBehaviour, ownedNodes⟩,
OwnedEgdes → ⟨owningNode, ownedEdges⟩,
OwnedPins → ⟨action, ownedPins⟩,
OwnedParameters → ⟨behaviour, parameters⟩,
OwnedMembers → ⟨group,memberNodes⟩,
RepresentedP laces → ⟨parameter, places⟩,
RedefinedBehaviour → ⟨redefiningBehaviour, redefinedBehaviour⟩,
InvokedBehaviour → ⟨invokingBehaviour, invokedBehaviour⟩}
– multiplicities = {CurrentNode → ⟨{1}, {1}⟩,
IncomingEdges → ⟨N0, {1}⟩,





OwnedMembers → ⟨{0, 1},N0⟩,
RepresentedP laces → ⟨{0, 1},N0⟩,
RedefinedBehaviour → ⟨{1}, {1}⟩,
InvokedBehaviour → ⟨{1}, {1}⟩}

















Es sollte nicht u¨berraschen, dass sich dieses Objektmodell aus dem abstrakten Syntax-
Metamodell der MActions ableitet, welches in Kapitel 3 detailliert erkla¨rt wird.
(s. Abschnitt 3.2 und 3.3). Die zugeho¨rige Modellalgebra σ(MMActions) bezeich-
net das algebraische Laufzeitmodell der MActions. Da wir im Folgenden immer
von
”
der einen“ Algebra ausgehen (d.h. dem Objektmodell), werden wir die Indizes
vernachla¨ssigen und die fu¨r ASM ga¨ngigen Notationen verwenden.
Die Grundidee des strukturellen Aufbaus von Aktionen realisiertMActivityNode
undMActivityEdge. Jeder Ablauf soll von Knoten zu Knoten voranschreiten. Da-
bei existieren neben Aktionsknoten (AbleitungshierarchieMAction ≺MActivityNode)
auch Kontrollfluss- und Datenflussknoten (AbleitungshierarchieMControlNode ≺
MActivityNode), die bei der Ausfu¨hrung beru¨cksichtigt werden. Pro Thread ko¨nnen
neben der ausgehenden Transition fu¨r den Kontrollfluss immer weitere Transitio-
nen fu¨r den Datenfluss existieren. Das Voranschreiten des Kontrollflusses regelt
NextNode(MThread). Diese Regel ist so definiert, dass auch Aktionsgruppen mit
inneren Aktionen beru¨cksichtigt werden. Fu¨r weitere Navigation im abstrakten Syn-
taxmodell existieren die Funktionen:
entryPoint :→MActivity
InitialNode :MActivity→MActivityNode
InputP laces :MActivityNode→ Seq(MPlace)
OutputP laces :MActivityNode→ Seq(MPlace)




Reflexion u¨ber den gerade zu verarbeitenden Knoten liefert die Funktion is, die zur
Fallunterscheidung fu¨r die meisten ASM-Regeln dient:
is : Class→ Boolean mit x is T :=

true x ∈ σT
false x /∈ σT
Das jeweils abzuarbeitende Verhalten kann u¨ber die Funktion ResolveBehaviour ab-
gerufen werden, welche mittels des aktuellen Kontextes eine mo¨gliche self-Belegung
an einem Pin der Aufrufaktion auswertet:
ResolveBehaviour :MContext×MInvocationAction→MActivity
Fu¨r MOperations wird unter Beru¨cksichtigung von u¨berschriebenen Operationen
polymorph das Verhalten geliefert, was dem Objekttyp am self-Pin zur Laufzeit
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Neue Objekte entstehen u¨ber GenOid, die als Doma¨ne die Objektmenge oid(Class)
fu¨r jede Klasse getrennt definiert. Initial sind die Objektmengen oid(Class) fu¨r alle
Klassen des Laufzeitmetamodells leer. Der Typ eines Platzes kann mittels Classifier
bestimmt und u¨ber CurrentObjects die im aktuellen Stapelkontext gebundenen
Objekte erfragt werden. Es wird immer eine Sequenz von Objekten geliefert, so-
wohl fu¨r Pla¨tze mit und ohne Multiplizita¨t (d.h. [0..1], [1..1]). Fu¨r A¨nderungen
von Attributwerten mittels MAssignActions liefert AttToChange die notwendige
Navigation durchs Metamodell.
An den Stellen, an denen OCL-Abfragen ausgewertet werden, kommt die Funk-
tionsfamilie Eval zum Einsatz:
Eval : Exprt ×Env→ T, wobei das Erzeugen der Umgebung durch
PlaceToEnv : Seq(MPlace)×MContext→ Env
abgeleitet wird. PlaceToEnv sorgt dafu¨r, dass alle an Pla¨tze gebundene Objekte
als Variablen der Belegungsfunktion β in der Umgebung unter dem Namen des
Platzes zur Verfu¨gung stehen. Um nicht zwischen verschiedenen Typen konvertieren
zu mu¨ssen, nehmen wir der Einfachheit halber an, das sich der Ru¨ckgabetyp aus
der OCL-Abfrage ergibt und Eingaben u¨ber Pins typkonform sind (sonst ist das
Ergebnis undefined).
Aktionssemantik: Hauptregeln
Der ASMOCL-Interpreter fu¨hrt parallel mehrere Threads gleichzeitig aus. Dabei
werden in jedem Schritt nicht alle existierenden einbezogen, sondern es wird zufa¨llig
eine Teilmenge aus der Menge der vorhandenen Threads bestimmt (ein Element
der Potenzmenge P(MThread)). Eine Vorbedingung ist, dass die Aktionen der
ausgewa¨hlten Threads nicht im Konflikt stehen du¨rfen:
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Rule MainLoop
choose p in P(MThread)
do seq
PreExecute(p)










Trace := Trace ∪ Changes(threads)
endif
Da ASM-Verhalten die Eigenschaft hat, bei Konflikten der Regeln zu terminieren, die
Aktionen in diesem Fall aber einfach nicht ausgefu¨hrt werden sollen, muss ein Mecha-
nismus spezifiziert werden, der eine Konflikterkennung und -vermeidung ermo¨glicht.
Dies leisten die dynamischen Funktionen in PreExecute:
ResolveConflicts : P(MThread)→ P(MThread)
nonExecutable : → P(MThread)
ResolveConflict bestimmt fu¨r den jeweils na¨chsten auszufu¨hrenden Satz von Ak-
tionen einer Menge von Threads, ob diese Aktionskombination gu¨ltig ist. Die Funk-
tion liefert die Teilmenge der Eingabe zuru¨ck, die Konflikte verursachen wu¨rde. Ein
Konflikt entsteht genau dann, wenn zwei Aktionen entweder am selben Objekt das-
selbe Attribut schreiben, oder ein zu schreibendes Attribut an anderer Stelle in einer
OCL-Abfrage genutzt wird, oder die Kombination im Aktionsraum ungu¨ltig ist (vgl.
Def. 14). Diese zweistufige Filterung wird weiterhin genutzt, um die Zustandsu¨ber-
gangssemantik festzulegen. Da eine tiefergehende Betrachtung der Zusta¨nde bei
Ausfu¨hrungsla¨ufen in Kapitel 4 erarbeitet wird, soll hier nur im Vorgriff abstrakt der
Mechanismus der Tracebildung durch Funktionen in die Kernsemantik eingebettet
werden. Zu diesem Zweck dient PostExecute und die Funktionen:
microStateReached : P(MThread)→ Boolean
Changes : P(MThread)→ Change
Ob ein neuer Zustand erreicht wurde (insb. unter Beru¨cksichtigung der Atomic-
Group, vgl. 3.3.8), legt microStateReached fest. A¨nderungen werden abstrakt als
Changes an die Doma¨ne Trace angeha¨ngt. Trace entspricht der in Definition 17
festgelegten Struktur. Fu¨r weitere Details sei auf Kapitel 3.1 und 4 verwiesen.
Die Regel ExecuteThread arbeitet die einzelnen Aktionen eines Threads ab
und strukturiert sich im wesentlichen durch die verschiedenen Typen von Kontrollfluss-
und Aktionsknoten:
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Rule ExecuteThread(thread)
do seq
if thread.currentNode is MInitialNode then
NextNode(thread.currentNode)
else if thread.currentNode is




else if thread.currentNode is




:= element(thread.stack, size(thread.stack) - 1).currentNode
else if thread.currentNode is MDecisionNode then
let env = PlaceToEnv(InputPlaces(thread.currentNode), top(thread.stack))
in
let result = Eval(thread.currentNode.expression, env) in
choose edge in OutgoingEdges(thread.currentNode) satisfying
Eval(edge.guardExpression, env) = result
thread.currentNode := Node(edge.target)
endchoose












Neben den an dieser Stelle nicht weiter ausgefu¨hrten Regelaufrufen fu¨r Aktionen
ist ersichtlich, wie der Kontrollfluss durch MInitialNode, MDecisionNode und
MFinalNode festgelegt wird. Bei letzterem wird ferner das Terminieren eines Threads
mit behandelt (vgl. Abschnitt 3.2.8). Die Verbindung zwischen Stapel und Voran-
schreiten eines Threads ist u¨ber CurrentNode realisiert. Diese Signatur ist gedacht,
um fu¨r jeden Stapelkontext den aktuell zu verarbeitenden Aktions- oder Kontroll-




Die in diesem Zusammenhang verwendete Regel NextNode navigiert die Transitio-
nen unter Beru¨cksichtigung von Schleifen (vgl. Abschn. 3.3.5) und wird wie folgt
beschrieben:
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NextNode(thread) =def
let edges = OutgoingEdges(thread.currentNode) in











Die Details zu den einzelnen Aktionen werden an passender Stelle durch Definitionen
in Kapitel 3.1 erga¨nzt. Fu¨r eine Diskussion siehe Kapitel 5.2.2.
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2.7 Temporale Logik
Temporale Logik ist eine Erweiterung der klassischen Aussagenlogik und wurde ent-
wickelt um Aussagen u¨ber zeitliche Abla¨ufe semantisch formal zu erfassen [105].
Als Vertreter der Familie der Modallogiken existiert in der Literatur nicht ≫die
eine≪ Temporallogik, sondern eine Reihe von Logiken mit verschiedenen Syntaxdefi-
nitionen sowie semantischen Interpretationen. Das wichtigste Unterscheidungsmerk-
mal ist das Versta¨ndnis und der Zugriff auf ’Zeit’ bzw. ’Zeitpunkte’ (vgl. [106]).
Die ga¨ngigen Logiken fu¨hren dazu temporale Operatoren ein, denen eine implizi-
te zeitliche Semantik innewohnt. Hierbei la¨sst sich hauptsa¨chlich die Linear-Time
Temporal Logic (LTL), die von einer linearen Folge von Zeitpunkten ausgeht, von
der Computation Tree Logic (CTL) unterscheiden, welche von einer verzweigten
(Baum-)Struktur der Zeit ausgeht. Da die Aussagema¨chtigkeit von LTL und CTL
nur teilweise u¨berlappt, sind weitere sogenannte Pfadquantoren no¨tig um beide Zeit-
konzepte in einer Logik zusammenzufassen: der U¨bermenge Computation Tree Lo-
gic* (CTL*) (s.a. [107]). Neben diesen drei
”
Standardlogiken“ existieren eine Reihe
weiterer Ansa¨tze und Variationen, die wir in dieser Arbeit nicht betrachten wollen
(z.B. [101][108]), da der Hauptzweck eine beispielhafte Definition und Anwendung
von Konzepten der Temporallogik ist, um den metamodellunabha¨ngigen Ansatz ei-
ner dynamischen Analyse zu erforschen (s. Kapitel 4.3).
Fu¨r die dynamische Programmanalyse spielt fu¨r uns die LTL eine Hauptrolle,
da sich ein Programmablauf wie in Abschnitt 2.5 gezeigt als eine lineare Kette von
Zusta¨nden auffassen la¨sst, u¨ber den sich temporale Aussagen pru¨fen lassen. Um
zukunftsbezogene Aussagen zu formulieren26 werden meist die Operatoren always
(notiert als ), next (notiert als ⃝), until (notiert als U) und eventually (notiert
als ♦) eingefu¨hrt. Damit la¨sst sich zum Beispiel eine einfache Lebendigkeitseigen-
schaft eines Systems wie zum Beispiel ’alle gesendeten Nachrichten werden auch
(irgendwann) empfangen’ wie folgt ausdru¨cken:
(∀msg.(send(msg)→ ♦(receive(msg)))) (2.26)
und an einem Programmablauf u¨berpru¨fen. Syntaktisch sind in diesem Ausdruck
bereits pra¨dikatenlogische Formeln mit ∀ Quantor sowie den Pra¨dikaten send und
receive enthalten, wobei letztere u¨ber einer Sorte definiert sind, die mit der Variable
msg kompatibel ist. Ohne an dieser Stelle genauer auf die algebraischen Definitionen
einzugehen sollte klar werden, dass die Variable msg durch den ∀ Quantor gebunden
wird und eine Menge von Elementen identifiziert, die – wann immer das Pra¨dikat
send war wird – auch das Pra¨dikat receive irgendwann spa¨ter erfu¨llen muss. Eine
striktere Eigenschaft, na¨mlich das jede gesendete Nachricht im unmittelbar na¨chsten
Zeitpunkt empfangen werden muss, la¨sst sich durch den next Operator darstellen:
(∀msg.(send(msg)→⃝(receive(msg)))) (2.27)
Um die Semantik von LTL-Formeln u¨ber einfache Propositionen zu fassen, wer-
den im Allgemeinen Kripke-Strukturen verwendet (vgl. [110]). Eine Kripke-Struktur
besteht dabei aus einer Menge von Zusta¨nden, Transitionen und einer Zuordnungs-
funktion, die angibt, in welchen Zusta¨nden eine Proposition wahr ist:
Definition 23 (Kripke-Struktur) Eine Krikpe-Struktur ist ein QuadrupleK =
(S, T, s0, L) mit
26im Gegensatz zu vergangenheitsbezogene Aussagen, vgl. auch [109]
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• S einer nichtleeren Menge von Zusta¨nden (”states”)
• T ⊆ S × S der Transitionsrelation
• s0 ∈ S bezeichnet den initialen Zustand
• L : S → Γ ist die Beschriftung der Zusta¨nde mit einer Menge von Variablen
Γ = {βs}s∈S .
Eine Formel ist genau dann wahr, wenn sie bei ausgezeichneten Anfangszusta¨nden
auf allen Pfaden durch die Struktur wahr ist. Fu¨r unsere Zwecke werden wir im
Folgenden den Pfad als Basis fu¨r die Semantik setzen und die Semantik von LTL-
Formeln direkt an diesen koppeln. Dabei werden alle Funktionen und Pra¨dikate u¨ber
eine Zustandssequenz π = s0, s1, s2, . . . evaluiert. Fu¨r das obige Beispiel wa¨re der
Pfad:
s0 : send(m1) // s1 : send(m2) // s2 : receive(m2) // s3 : receive(m1)
ein gu¨ltiges Modell fu¨r die Formel27 2.26, allerdings nicht fu¨r die Formel 2.27.
Da in Kapitel 4 eine Erweiterung der OCL um temporale Konzepte erfolgt,
wird in Abschnitt 2.7.1 mehrsortige Pra¨dikatenlogik erster Stufe mit temporalen
Operatoren als Referenz und zur weiteren Diskussion eingefu¨hrt.
2.7.1 Lineare Temporallogik mit Sorten
Im Folgenden soll LTL als besondere Form der pra¨dikatenlogischen Temporallogik
definiert werden, die auf den algebraischen Strukturen aus Abschnitt 2.4.2 aufsetzt.
Die Syntax ergibt sich damit als Erweiterung pra¨dikatenlogischer Formeln um tem-
porale Operatoren (s. Abschnitt 2.4.1):
Definition 24 (LTL-Syntax) Sei Σ = (S,Ω, P ) eine Signatur u¨ber die nicht-
leere Menge S von Sorten, Ω eine Menge von n-a¨ren Operationssignaturen der Form
op : s1 . . . sn → s ∈ Ω mit s, s1, . . . sn ∈ S und P eine Menge von Pra¨dikaten der
Form p : ⟨t1 . . . tm⟩ ∈ P mit t, t1, . . . , tm ∈ S.
Sei weiterhin TΣ,s(V ars) die Menge aller Terme u¨ber die nichtleere Menge von
Variablen V ars zur Sorte s ∈ S, inklusive Terme u¨ber Funktionen. Dann stellt
LTLΣ(V ars) die Menge der temporalen Formeln dar, die sich rekursiv definiert:
i. Verum und Falsum sind Formeln: ⊤,⊥ ∈ LTLΣ(V ars)
ii. Die Propositionen ¬ϕ, (ϕ ∨ ψ), (ϕ ∧ ψ), (ϕ→ ψ), (ϕ↔ ψ) ∈ LTLΣ(V ars) fu¨r
ϕ,ψ ∈ LTLΣ(V ars) bilden Formeln
iii. Gleichungen von Termen der selben Sorte bilden Formeln:
(t1 = t2) ∈ LTLΣ(V ars) gdw. t1, t2 ∈ TΣ,s(V ars)
iv. Pra¨dikate u¨ber Terme bilden Formeln: p(t1, ..., tn) ∈ LTLΣ(V ars) mit p :
⟨s1...sn⟩ ∈ P und ti ∈ TΣ,si fu¨r i = 1, . . . , n
v. Allquantor und Existenzquantor bilden Formeln: wenn x ∈ V ars, dann ∀x(ϕ) ∈
LTLΣ(V ars) und ∃x(ϕ) ∈ LTLΣ(V ars) fu¨r ϕ,ψ ∈ LTLΣ(V ars)
vi. Die Temporalquantoren ’next’, ’until’, ’always’ und ’eventually’ bilden For-
meln: ⃝(ϕ), ϕUψ,(ϕ),♦(ϕ) ∈ LTLΣ(V ars) for ϕ,ψ ∈ LTLΣ(V ars)
Es sei angemerkt, dass Funktionsausdru¨cke in der Menge der Terme enthalten
sind, temporale Operatoren aber nur Formeln erweitern und somit zu Wahrheits-
werten ausgewertet werden.
27Man spricht auch i.Allg. von einem Modell, das eine temporale Formel erfu¨llt. Da das Wort
’Modell’ in unserem Kontext schon anders gebraucht wird, wollen wir es nicht erneut u¨berladen
und vermeiden diese Bezeichnung im Folgenden wann immer mo¨glich.
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Fu¨r die Semantik nehmen wir ohne Beschra¨nkung der Allgemeinheit an, dass
die algebraischen Strukturen mit der Definition von ASM kompatibel sind und Zu-
standssequenzen eines ASMs u¨ber π = S0 → S1 → S2 → . . . beschrieben sind (vgl.
Abschnitt 2.5.1). Jeder durchlaufene Zustand St bildet somit einen Zeitpunkt, in dem
die nicht temporalen Teilformeln ausgewertet werden ko¨nnen, wa¨hrend temporale
Operatoren Aussagen u¨ber die gesamte Sequenz ausdru¨cken:
Definition 25 (Semantik von LTL-Formeln) Sei LTLΣ(V ars) eine Men-
ge von Temporalformeln und M = ⟨π, S⟩ ein Modell. Die Gu¨ltigkeit einer Formel
ϕ ∈ LTLΣ(V ars) u¨ber eine Zustandssequenz π = S0 → S1 → S2 → . . . (abgeku¨rzt
π |= ϕ, wenn S sich u¨ber den Kontext ergibt) ist induktiv u¨ber die Wahrheitsfunkti-
on der einzelnen Zusta¨nde (geschrieben als πi |= ϕ, fu¨r den i-ten Zustand) wie folgt
definiert:
i. Verum und Falsum: πi |= ⊤ und πi 2 ⊥
ii. Propositionen fu¨r ϕ,ψ ∈ LTLΣ(V ars):
πi |= ¬ϕ gdw. πi 2 ϕ,
πi |= ϕ ∨ ψ gdw. πi |= ϕ oder πi |= ψ,
πi |= ϕ ∧ ψ gdw. πi |= ϕ und πi |= ψ,
πi |= ϕ→ ψ gdw. πi 2 ϕ oder πi |= ψ,
πi |= ϕ↔ ψ gdw. πi |= ϕ und πi |= ψ oder πi 2 ϕ und πi 2 ψ
iii. Gleichungen: πi |= t1 = t2 gdw. Jt1KSiβ = Jt2KSiβ
iv. Pra¨dikate: πi |= p(t1, . . . , tn) gdw. Jp(t1, . . . , tn)KSiβ wahr ist
v. Allquantor: πi |= (∀x.ϕ) gdw. fu¨r alle a ∈ V arss JϕKSiβ[x/a] wahr ist
vi. Existenzquantor: πi |= (∃x.ϕ) gdw. mindestens fu¨r ein e ∈ V arss gilt JϕKSiβ[x/e]
vii. Next-Operator: πi |=⃝(ϕ) gdw. πi+1 |= ϕ
viii. Until-Operator: πi |= ϕ U ψ gdw. fu¨r mind. ein k mit i < k fu¨r alle i ≤ u < k
gilt πu |= ϕ und fu¨r alle j ≥ k gilt πj |= ψ
ix. Always-Operator: πi |= ϕ gdw. fu¨r alle j mit j ≥ i gilt πj |= ϕ
x. Eventually-Operator: πi |= ϕ gdw. ein k existiert mit k ≥ i und πk |= ϕ
Eine Formel ϕ erfu¨llt π, wenn sie ab dem ersten Zustand gilt: π0 |= ϕ.
Im Vergleich zu klassischer LTL als Erweiterung der Aussagenlogik bindet diese
Definition die Auswertung von Termen an verschiedene Zeitpunkte. Dadurch lassen
sich Variablen mittels Quantoren und temporalen Operatoren verschieden binden,
wie z.B. in den einfu¨hrenden Beispielen 2.26 und 2.27 gezeigt. Diese Grundidee
u¨bertragen wir in Kapitel 4 auf Ausfu¨hrungsla¨ufe mitMActions, wobei die dortigen
Zustandsu¨berga¨nge einer weitergehenden Betrachtung bedu¨rfen. Eine Diskussion zu
verwandten Arbeiten erfolgt in Kapitel 5.4.
KAPITEL 3
MActions Framework
In diesem Kapitel wird die MActions-Sprache und das darauf basierende Fra-
mework zur Modellsimulation im Detail beschrieben. Mit dessen Hilfe wird die
Basis geschaffen, die bisher rein strukturellen Metamodelle um eine operationale
Ausfu¨hrungssemantik zu erweitern und Modellsimulationen durchzufu¨hren.
Anmerkung zur Terminologie: MActions bezeichnet die Sprache, in der die
operationale Semantik fu¨r εMOF-Modelle spezifiziert wird. Da die Ausfu¨hrungsse-
mantik faktisch parametrisiert werden kann — z.B. in puncto Parallelita¨t und durch
neue Aktionen —, sprechen wir von einem Framework, besonders im Hinblick auf
eine Implementierung.
3.1 MActions: Operationale Semantik fu¨r MOF
Die Sprache MActions (Kurzform fu¨r MOF Actions) stellt eine Aktionssemantik
als Zusammenschluss der drei Modellierungstechnologien MOF, OCL und UML-
Aktionen/Aktivita¨ten dar. Im Kern steht die Verbindung von MOF-Strukturele-
menten mit aktionsbasierten Verhaltensbeschreibungen durch Aktionen, welche als
Syntax UML verwenden. Das Grundgeru¨st aus Aktionen, Kontroll- und Daten-
fluss wird hierbei aus UML u¨bernommen, wobei jedoch alle Aktionen eine spezi-
elle Update-Semantik fu¨r die Verarbeitung von MOF-Modellen erhalten, die auf den
Konzepten zur universellen Aktionssemantik aus Kapitel 2.5.4 basiert. Anders for-
muliert verhalten sich MActions zu UML-Aktionen wie UML zu MOF: als Syntax
zur sonst entkoppelten Semantik. OCL dient in diesem Zusammenschluss der Navi-
gation mittels Abfragen (engl. Queries) u¨ber Eigenschaften der Modelle sowie zum
Ausdruck von Bedingungen im Kontrollfluss.
Zur Definition der MActions verfolgen wir eine doppelte Strategie. Zum einen
soll der Ansatz metazirkula¨r u¨ber sich selbst definiert werden, also mit MActions.
Dies ist innerhalb der Metamodellierung eine verbreitete Technik und bildet das
Pendant zur Strukturdefinition von MOF. Zusa¨tzlich werden unter Ru¨ckgriff auf
die algebraischen Konzepte und des ASMOCL-Interpreters aus Kapitel 2 korrespon-
dierende Definitionen angegeben. Dadurch soll nicht nur eine mathematisch formale
Semantik angegeben werden, sondern eine Bru¨cke zur dynamischen Analyse geschaf-
fen werden.
Nach einem einfu¨hrenden Beispiel wird in den folgenden Abschnitten jeweils
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die abstrakte Syntax, graphische Notation, Bedingungen/Einschra¨nkungen sowie die
Semantik beschrieben.
3.1.1 Voraussetzungen zur Modellausfu¨hrung
Die generelle Ausfu¨hrungssemantik derMActions ist gekoppelt an zwei (Zustands)-
Ra¨ume, die jedweder Modellausfu¨hrung zu Grunde liegen. Der erste wird als Ab-
strakter Syntaxraum (ASR) bezeichnet und entha¨lt ein oder mehrere Modelle desje-
nigen Teils eines Metamodells, der die abstrakte Syntax beschreibt. Der Abstrakte
Syntaxraum ist endlich und unvera¨nderbar. Dahingegen entha¨lt der Laufzeitraum
(LZR) alle Objekte und Werte die wa¨hrend einer Modellausfu¨hrung erzeugt und
vera¨ndert werden. Die Endlichkeit des Laufzeitraums ha¨ngt von der Sprachseman-
tik und den Modellen des Syntaxraums ab und ist in den meisten Fa¨llen unendlich.
Diese Trennung erweist sich als hilfreich fu¨r eine Aufzeichnung von A¨nderungen und
Auswertung.
Beide Ra¨ume1 werden durch das Konzept der Extents in MOF abgebildet (vgl. 2.3).
Ein Extent bezeichnet einen adressierbaren Raum, der Modellelemente entha¨lt. Ins-
besondere beschreiben beide Ra¨ume die natu¨rliche Grenze fu¨r alle OCL-Abfragen der
Form allInstances. Alle Modelle die nicht in einem der beiden Ra¨ume enthalten
sind, werden der Umgebung zugeschrieben. Zum Austausch mit der Umgebung und
somit dem Transfer in und aus dem LZR dienen spezielle Ein-/Ausgabe-Aktionen
(vgl. Abs. 3.3.7 und 3.3.6). Zusammen bilden ASR und LZR eine Spezialisierung des
Aktionsraums AR (s. Def. 14), bei dem die Menge von Aktionen MAct bezeichnet
und deren mo¨gliches gleichzeitiges Auftreten A parametrisiert werden kann:
1. Standardma¨ßig ist A = P(MAct), d.h. alle Aktionen sind gleichzeitig erlaubt.




{{a1, ..., ai}|a1, ..., ai ∈ Perm(MAct)}
beschrieben, wobei Perm(MAct) die Permutationen u¨ber MAct bezeichnet,
d.h. An entha¨lt alle Teilmengen mit bis zu n Elementen und deren Permuta-
tionen.
Die Menge A kann um bestimmte Aktionen und Aktionsmengen reduziert wer-
den, um diese exklusiv nacheinander auszufu¨hren. So wu¨rde z.B. An \ {{a, b}} mit
a, b ∈ MAct sicherstellen, dass a und b niemals gleichzeitig auftreten. Initial zur
Modellausfu¨hrung sind beide Ra¨ume mit Modellen gefu¨llt, die im Folgenden als
initiales Laufzeitmodell und abstraktes Syntaxmodell bezeichnet werden.
Prozesse sind in MActions eingeschra¨nkt auf Threads (s. Def. 19). Initial wird
ein einzelner Thread, der Hauptthread, gestartet (s. 3.2.7). Dieser beginnt seine Ab-
arbeitung und sollten keine weiteren Threads gestartet werden, so wird von der
mo¨glichen Parallelita¨t der Aktionen faktisch kein Gebrauch gemacht.
3.1.2 Theorem der Universellen Transformationsmaschine
Unabha¨ngig von der im Weiteren beschriebenen MActions Sprache formulieren
wir zuna¨chst einige Grundannahmen abstrakt u¨ber die Maschine, die unsere Aktio-
nen ausfu¨hrt. Die Eigenschaften und Gesetzma¨ßigkeiten dieses
”
Universums“ stellen
1In Bezug zu den Metaebenen ko¨nnte man synonym auch von M1- und M0-Modellra¨umen spre-
chen. Aus der Diskussion zur Relativita¨t der Ebenen in Abschnitt 2.2 werden wir sie stattdessen
den Eigenschaften der enthaltenden Modelle nach als ASR und LZR bezeichnen
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den a¨ußersten, nicht beeinflussbaren Rahmen einer operationalen Semantik dar und
beeinflussen a priori die Ausfu¨hrung in Bezug auf Zusta¨nde, Gleichzeitigkeit von
Ereignissen und der Zeit. Die universelle Aktionssemantik aus Kapitel 2.5.4 fasst
diese Axiome formal.
Als Grundannahme u¨ber die Modellausfu¨hrung sehen wir neben den ASR und
LZR als Grundkonzept jeder operationalen Semantik die Transformation des Lauf-
zeitmodells, welche gezielt durch Aktionen gesteuert wird. A¨hnlich der von A.Turing
definierten Turing Maschine setzen wir im Folgenden als Basis eine abstrakte Univer-
selle Transformationsmaschine (UTM), die eine operationale Semantik unmittelbar
interpretieren kann und die die folgenden Axiome erfu¨llt:
Zustand Die UTM hat keinen eigenen Zustand, sondern verwaltet Laufzeitmodelle
als einzige Zustandsgro¨ßen. Man kann sich die UTM als Universelle Turing
Maschine vorstellen, bei der das Eingabeband durch objektorientierte Model-
le und die U¨berfu¨hrungsfunktion/Zusta¨nde durch (eine endliche Anzahl von)
Aktionen ersetzt wurde. Insbesondere ko¨nnen endlich viele A¨nderungen am
Modell gleichzeitig durchgefu¨hrt werden2.
Diskredita¨tskriterium A¨nderungen am Modell erfolgen diskret. Das heißt, es exi-
stieren keine
”
Zwischenzusta¨nde“ in denen z.B. Objekte zwar erzeugt, seine
Slots aber noch nicht angelegt wurden. Jede modellvera¨ndernde Aktion fu¨hrt
zu einem eingeschra¨nkt gu¨ltigen Modell. Dabei ist die Konformita¨t zum Meta-
modell ein hinreichendes, aber kein notwendiges Kriterium. Zum Beispiel sind
Referenzen mit einer Multiplizita¨t von [1..1] nach Objekterzeugung immer
undefiniert und eine Abfrage resultiert in dem Wert Undefined. 3
Konsistenzkriterium Alle parallel ausgefu¨hrten A¨nderungen fu¨hren zu einem kon-
sistenten, beobachtbaren Zustand des Aktionsraums. Dieser Zustand kann ein-
gefroren betrachtet und aufgezeichnet werden. Es wird keine Aussage daru¨ber
getroffen, ob und wie verschiedene Aktionen gleichzeitig ausfu¨hrt werden, so-
lange gilt, dass falls eine Aktion ausgefu¨hrt wurde, der Folgezustand beob-
achtbar ist. Es finden also auch keine
”
versteckten“ Aktionen statt.
Koha¨renzkriterium Parallele A¨nderungen am Modell interferieren nicht. Jede
ausgefu¨hrte Aktion verha¨lt sich exakt so, als ob keine andere Aktion paral-
lel u¨ber dem Laufzeitmodell operieren wu¨rde. Ansonsten werden hinsichtlich
parallel existierender Prozesse keine weiteren Einschra¨nkungen gemacht. Das
Koha¨renzkriterium dient dem Schutz der Semantik einer jeden Aktion und
schließt widerspru¨chliche A¨nderungen aus.
Zeit Zeit existiert lediglich a posteriori als Folge der Zustandsa¨nderungen am Lauf-
zeitmodell. Wa¨hrend einer Aktion
”
vergeht“ im eigentlichen Sinne also kei-
ne Zeit, noch existieren Zeitgeber oder Uhren per se. Zeitbegriffe wie ’vor-
her’, ’nachher’ und ’gleichzeitig’ beschreiben nur kausal die Ereignisse der Zu-
standsa¨nderungen als logische Relationen von beobachtbaren Zusta¨nden (quasi
’Zeitpunkten’). Hiervon ungeachtet kann ein Metamodell Zeit als Zustands-
gro¨ße in Form einer oder mehrerer Attribute definieren, die nach und nach
z.B. durch stete Inkrementierung Modellzeit ausdru¨cken.
Dieser Satz von Axiomen gibt den allgemeinen Rahmen vor, der noch nichts u¨ber
eine konkrete operationale Semantik sagt, der jedoch unvera¨nderliche Voraussetzun-
gen schafft. So lassen sie operationale Semantiken mit sowohl deterministischem als
2s.a. Semantik in Abschnitt 3.3.8
3Allerdings ist das Setzen von Referenzen explizit auf null nicht mo¨glich.
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auch nichtdeterministischem Verhalten zu, da das Koha¨renzkrit. nur
”
U¨berschnei-
dungen“ von Aktionen ausschließt, jedoch nicht etwa Determinismus von Aktionen
fordert oder das Fortschreiten von Folgeaktionen einschra¨nkt. Dennoch adressieren
die Axiome das von Bo¨rger et al. fu¨r asynchrone ASMs aufgezeigte State Stability
Problem (vgl. [111]).
Aus dem Konsistenzkrit. und dem Diskredita¨tskrit. folgt unmittelbar eine lineare
Sequenz von in sich konsistenten Modellzusta¨nden, die fu¨r eine Zustandsgro¨ße nur
genau einen Wert zu einem Zeitpunkt zulassen. Dadurch wird das Aufzeichnen von
linearen Traces mo¨glich, welche die einzelnen durchlaufenen Zusta¨nde beschreiben.
Da Parallelita¨t in den Aktionen nicht ausgeschlossen ist, unterliegen aufgezeichne-
te Zustandsfolgen i.Allg. der partiellen (aber totalen) Ordnung aus Kapitel 2.5.4.
Unter einem Trace verstehen wir vorla¨ufig gema¨ß Kapitel 2.5 eine Form von glo-
bale aufgezeichneten Laufzeitmodellzusta¨nden. Eine genauere Strukturdefinition fu¨r
MOF-Modelle erfolgt in Abschnitt 4.1.3.
Vergleicht man das Koha¨renzkrit. mit der Semantik der Aktionen aus Def. 15,
schra¨nken wir an dieser Stelle das allgemeine Aktionsmodell bewusst ein. Wa¨hrend
in der universellen Aktionssemantik z.B. eine Aktion neutralize definiert sein ko¨nn-
te, die immer im Zusammenhang mit anderen Aktionen deren Effekt im Hinblick
auf Modella¨nderungen verhindert (
”
neutralisiert“), ist dies hier nicht mehr mo¨glich.
Dadurch erhalten MActions-Definitionen die Eigenschaft der Kompositionalita¨t
(compositional semantics, s.a. [37]).
Diese Grundanforderungen an eine abstrakte Ausfu¨hrungsmaschine geben einen
Spielraum fu¨r verschiedene operationale Semantiken und spiegeln die impliziten An-
nahmen wider, die den folgenden Definitionen zu Grunde liegen. Die vorgestellten
MActions sind also nur eine mo¨gliche Sprache zur Definition der Transformationen
des Laufzeitmodells, na¨mlich die, die die elementaren Aktionen umfasst. Elementare
Aktionen sind genau solche, die nur eine einzige A¨nderung am Modell durchfu¨hren,
das heißt entweder Erzeugen von Objekten oder (Er-)Setzen vonWerten/Referenzen.
In Abschnitt 3.3.9 werden Erweiterungsaktionen vorgestellt, um komplexere A¨nde-
rungen auszufu¨hren. Die Relation zu anderen Sprachen ist ausfu¨hrlich in Kapitel 5
diskutiert.
3.1.3 Beispiel: Hello Meta-World!
Um ein grundsa¨tzliches Versta¨ndnis herzustellen, soll zuna¨chst das bekannte ’Hello-
World’ Programm durch MActions darstellt und erla¨utert werden. Abbildung 3.1
zeigt die aus zwei Aktionen bestehende Verhaltensbeschreibung. Intuitiv beginnt
Abbildung 3.1: Das Hello World Programm als MActions
3.2. AKTIVITA¨TEN 63
die Ausfu¨hrung beim initial node, dem eine sog. OCL-QueryAction folgt (er-
kenntlich am {?} Symbol). Der Query ist hier das konstante OCL-Literal ’Hello
MetaWorld!’, welches am Ausgangspin queryResult zur Verfu¨gung gestellt wird
und u¨ber den Objektfluss zur na¨chsten Aktion weitergereicht wird. Allgemein kann
ein komplexer OCL-Query an dieser Stelle stehen, dessen Resultat u¨ber den Pin
bereitgestellt wird. In der folgenden OutputAction (Namens Print a string)
steht das Literal am Eingangspin outputObject bereit und kann weiter verarbeitet
werden. Im Beispiel erfolgt lediglich eine Ausgabe an die Umgebung4, bevor das
Verhalten mit einem final node endet.
In diesem einfu¨hrenden Beispiel wurde auf eine Einbettung in ein Metamodell
verzichtet, da es sich um eine einfache Ausgabe handelt und keine Modellstrukturen
einbezogen wurden. In den folgenden Absa¨tzen wird nun eine informelle Beschrei-
bung des Kontroll- und Datenflusses von Aktivita¨ten beschrieben, inkl. statischer
Semantik. Anschließend wird in Abschnitt 3.2.7 eine pra¨zise Definition der dynami-
schen Semantik mittels Aktionen nachgereicht.
3.2 Aktivita¨ten
Eine Aktivita¨t ist der Container fu¨r Elemente der Verhaltensbeschreibung. Sie entha¨lt
Knoten und Kanten, die je in einer Vielzahl von Spezialformen existieren und durch
ihre Zugeho¨rigkeit zur Aktivita¨t gruppiert werden. Aktivita¨ten ko¨nnen parametri-
siert sein (s. 3.2.3). Man unterscheidet zwei Formen von Aktivita¨ten: das kontextlose
und das kontextbezogene Verhalten (engl. context-aware behaviour). Letzteres be-
zeichnen wir im Folgenden als Operation, da alle enthaltenen Aktionen im Kontext
eines Objekts ausgefu¨hrt werden.
Abstrakte Syntax
Abbildung 3.2: U¨bersicht: Knoten, Aktionen, Verhalten und Kontrollfluss der
MActions
Das erweiterte MOF-Meta-Metamodell ist in Abbildung 3.2 dargestellt. In der
abstrakten Klasse MBehaviour wird die Grundstruktur einer Aktivita¨t u¨ber enthal-
4vgl. Abschnitt 3.3.6
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tene Knoten (ownedNodes) und Kanten (ownedEdges) festgelegt. Dabei wird Ver-
halten durch die konkreten Klassen MActivity und MOperation definiert. Instanzen
von MActivity repra¨sentieren kontextloses Verhalten und werden, wie Klassen, in
Packages platziert. Im Gegensatz dazu steht das kontextbezogene Verhalten der
MOperation, bei dem Aktionen im Kontext eines Objekts ausgefu¨hrt werden, wes-
halb diese Klasse die in MOF als Platzhalter vorgesehene Klasse Operation spezia-
lisiert. Konsequenterweise ist innerhalb eines Operationsaufrufs das Objekt mit dem
OCL-Ausdruck self in allen enthaltenen Aktionen adressierbar.
Graphische Notation
Zur graphischen Notation von MOperations wird die in MOF fu¨r Operationen
vorgesehene textuelle Darstellung der Signatur innerhalb einer Klasse verwendet
(vgl. 3.2), fu¨r MActivities die in der UML-Spezifikation beschriebene Notation fu¨r












Abbildung 3.3: Notation fu¨r MActivity mit Parametern
Die beispielhafte Abbildung zeigt neben den Parametern auch den Datenfluss
zu Objektpla¨tzen. Dabei wird neben den Eingangsparametern param a, param b
und param c der Ausgabeplatz out2 nur belegt, wenn der Bedingungsknoten mit
true ausgewertet wird. (Im anderen Fall ist der Wert des Ru¨ckgabeparameters out2
oclUndefined.)
In den meisten Abbildungen der folgenden Abschnitte wird dieser Aktivita¨ts-
”
Rahmen“ um Aktionen weggelassen und lediglich der eigentliche Aktionsfluss dar-
gestellt, da der Kontext durch die Bildunterschriften angegeben wird.
3.2.1 Kontrollfluss
Der Kontrollfluss ist strukturell u¨ber die Verkettung von Knoten mittels Kanten
ausgedru¨ckt. Kanten sind gerichtet, d.h. eine Kante besitzt genau einen Vorga¨nger-
knoten (source-Referenz) und genau einen Nachfolgerknoten (target-Referenz).
Der Kontrollfluss schreitet immer von Vorga¨nger zum Nachfolgerknoten voran.
Falls ein Knoten mehr als eine ausgehende Kante hat, um Datenfluss an verschie-
dene Nachfolgerknoten auszudru¨cken, muss definiert werden, welche der Kanten im
na¨chsten Schritt verarbeitet wird, ansonsten ist das Verhalten undefiniert. Diese
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Kennzeichnung erfolgt durch das Schlu¨sselwort ’main’ an der Kante, die den Kon-
trollfluss festlegt.
3.2.2 Kontrollknoten
Neben Aktionen als Spezialisierung der allgemeinen Klasse Node existieren eine Reihe
von Kontrollknoten zur Steuerung des Kontrollflusses (s. Abb. 3.2.2. Diese werden








(c) Decision Node (d) Fork/Join Kontrollfluss
Abbildung 3.4: Sprachmittel zum Kontrollfluss (Notation)
Initial Node, Final Node
Zwei spezielle Knoten sind der Initial Node und der Final Node (Klassen MInitial-
Node und MFinalNode). Diese markieren den Anfang bzw. das Ende eines Ausfu¨hr-
ungsblocks. Deshalb besitzt der Initialknoten keine eingehenden Kanten und der
Finalknoten keine ausgehenden Kanten. Wa¨hrend es in einer Aktivita¨tsdefinition





Zusa¨tzlich gibt es fu¨r Endknoten zwei spezielle Semantiken: Fu¨r einen Endkonten
mit dem Flag terminateThread = true wird bestimmt, dass nicht nur der aktuelle
Fluss, sondern auch der aktuelle Thread bei Erreichen beendet wird (s.a. 3.2.8, 3.3.3).
Fu¨r einen Endknoten innerhalb einer Iteration tra¨gt er die bekannte break-Semantik
von Schleifen: der Kontrollfluss setzt sich beim Nachfolgerknoten der Iteration fort.
Fork und Join Knoten
Eine Menge von Aktionen, bei denen die Ausfu¨hrungsreihenfolge keine Rolle spielt,
kann lokal zu einer Aktivita¨t parallel ausgefu¨hrt werden. Zu diesem Zweck dient ein
Fork-Knoten der Aufsplittung in mehrere, parallele Flu¨sse. Diese enden entweder mit
einem MFinalNode oder werden u¨ber einen korrespondierenden Join synchronisiert
zusammengefu¨hrt.
Zusa¨tzlich stellt eine Fork-Join-Verzweigung eine Mo¨glichkeit dar, n-aus-m-
Kontrollflu¨ssen nichtdeterministisch auszuwa¨hlen. Wird also z.B. bei einer 3-pfadigen
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Verzweigung n = 2 gewa¨hlt, werden 2-aus-3 Pfaden nichtdeterministisch ausgewa¨hlt
und parallel ausgefu¨hrt. Somit ist der Fall, dass alle Pfade gleichzeitig ausgefu¨hrt
werden, der Sonderfall bei dem n = m.
DecisionNode
Bedingter Kontrollfluss wird durch Entscheidungsknoten (Klasse MDecisionMerge-
Node) ausgedru¨ckt. Dazu muss eine Bedingung als OCL-Ausdruck am Knoten an-
gegeben werden (Attribut expression), welche gegen Zielwerte an den ausgehen-
den Kanten verglichen wird. Diese Zielwerte der ausgehenden Kanten sind wieder-
um durch OCL als guardExpressions angegeben. Sollten die Kantenbedingungen
nicht disjunkt sein, so ist das Verhalten nichtdeterministisch. Im Fall das keine Kan-
te u¨ber einen Wert verfu¨gt, der der ausgewerteten Bedingung entspricht, ist das
Verhalten Undefined, wenn der Entscheidungsknoten in einer Aktivita¨t/Operati-
on enthalten ist. Als Spezialfall fu¨r Entscheidungsknoten innerhalb von Iteratio-
nen setzt sich jedoch der Kontrollfluss am Anfang der Iteration mit dem na¨chsten
Wert fort. Letzteres ist also quasi ein continue fu¨r Iterationsschleifen. Zudem kann
ein Decision/Merge-Knoten auch zur Zusammenfu¨hrung (engl. Merge) verschiedener
Kontrollflu¨sse dienen.
3.2.3 Datenfluss, Aktivita¨tsparameter
Abbildung 3.5: Parameter, Datenfluss und Typen
Datenfluss wird explizit durch Verbindung von Pins und/oder Objektknoten aus-
gedru¨ckt. Daten sind immer Objekte und werden ausschließlich per Referenz wei-
tergereicht (vgl. Instanzmodell in Abschnitt 3.2.5). Beim Datenfluss wird syntak-
tisch zwischen Pins und Objektknoten unterschieden, wobei letztere hauptsa¨chlich
zur Darstellung von Aktivita¨tsparametern dienen. Semantisch sind beide a¨quivalent.
Dennoch ko¨nnen Objektknoten auch zur U¨bersichtlichkeit eingesetzt werden, in dem
derselbe Objektknoten des abstrakten Syntaxmodells mehrfach in der graphischen
Notation vorkommt.
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Durch die Bindung von Objektknoten an Parameter kann jede Aktivita¨t parame-
trisiert werden. Diese Bindung erfolgt durch Setzen der places/parameter-Referenz
(vgl. Abb. 3.2). Es ko¨nnen beliebig (endlich) viele Eingabe- und Ausgabeparameter
spezifiziert werden. Falls ein Aufruf eines Verhaltens nicht alle Parameter belegt,
erhalten diese als Defaultwert, sofern nicht anders angegeben, OclUndefined. Das
gleiche gilt fu¨r Pins von Aktionen: sollte ein Pin nicht durch vorher ausgefu¨hrte
Aktionen belegt werden, z.B. weil eine Vorga¨ngeraktion durch verzweigten Kontroll-
fluss nicht ausgefu¨hrt wurde, so wird der Pin mit OclUndefined belegt. Details zum
Kontrollfluss sind in Abschnitt 3.2.7 beschrieben.
Bedingungen zur statischen Semantik
Zusa¨tzlich zu den im Metamodell definierten Attributen definieren wir die folgenden
abgeleiteten Attribute (derived properties), die den Zugriff und die Navigation durch
MAction-Graphen erleichtern:
1. Eingangspins lassen sich durch folgende Attribute abfragen:
derive MActivityNode::ownedInputPins : Set(MPin) =
self−>collect(ownedPins.outgoing−>isEmpty())
MActivityNode::ownedInputPlaces : Set(MPin) = self.ownedInputPins
2. Ausgangspins sind durch folgendes Attribut beschrieben:
derive MActivityNode::ownedOutputPins : Set(MPin) =
self−>collect(ownedPins.incoming−>isEmpty())
3. Iterationsaktionen enthalten einen Pin fu¨r die Variable des OCL-Iterations-
ausdrucks. Das heißt, wenn var die Variable des Ausdrucks beschreibt, dann
gilt die folgende Bedingung:
derive self−>ownedPins−>includes(varPin : MPin | varPin.name = ’var’)
Da der Name dieses Pins variabel ist, fu¨gen wir zusa¨tzlich ein abgeleitetes
Attribut fu¨r den Zugriff ein:
derive MIterateAction::iterateVar : MPin =
self.ownedPins−>select(pin : MPin | pin.name = ’var’)
4. Der erste Knoten der Iterationsaktion kann durch folgendes Attribut abgefragt
werden:
derive MIterateAction::firstNode : MActivityNode =
self.ownedNodes−>select(self.outgoing.name = ’main’).target
5. Alle eingehenden und ausgehenden Kanten eines Knoten, d.h. eigene und die
der enthaltenen Pins erha¨lt man durch die Attribute:
derive MDecisionNode::outgoingEdges : Set(MActivityEdge) =
self.outgoing−>union(self.ownedOutputPins−>collect(outgoing))
derive MDecisionNode::incomingEdges : Set(MActivityEdge) =
self.incoming−>union(self.ownedInputPins−>collect(incoming))
6. Alle mit einem Entscheidungsknoten verbundene Eingangspla¨tze beschreibt
das Attribut:
derive MDecisionNode::inputPlaces : Set(MPlace) =
self.incoming−>collect(edge : MActivityEdge | edge.source.oclIsKindOf(MPlace))
7. Der initiale Knoten eines Verhaltensgraphen kann direkt mit dem Attribut:
derive MBehaviour::initialNode : MInitialNode =
self.ownedNodes−>select(node : MActivityNode | node.oclIsTypeOf(MInitialNode))
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abgefragt werden.
8. Der Nachfolgerknoten einer Aktion kann wie folgt abgefragt werden:
def MAction::getNextNode() : MActivityNode =
if (not self.outgoingEdges.target.oclIsUndefined()) then
self.outgoingEdges.target





Damit lassen sich eine Reihe von statischen Bedingungen an ein MActions-
Modell stellen, die die gu¨ltigen Instanzen des Metamodells weiter einschra¨nken. Jede
Modellausfu¨hrung beginnt mit einer kontextfreien MActivity.5 Meist wird darin
entweder ein existierendes Objekt gesucht oder ein neues Objekt angelegt, dessen
Verhalten wiederum gerufen wird.
MActivity.allInstances()−>size() > 0
Somit ist der globale Einstiegspunkt in eineMActions-Simulation frei wa¨hlbar und
eine Sache der Implementierung, wie die Kennzeichnung/U¨bergabe erfolgt.
Die schaltende Kante wird mit dem Schlu¨sselwort main gekennzeichnet, um den
Kontrollflusses von mehreren mo¨glichen Datenflu¨ssen zu unterscheiden.
if (self.outgoingEdges−>size() == 1) then
self.outgoingEdges−>any()
else
self.outgoingEdges−>one(edge : MActivityEdge | edge.name = ’main’)
endif
3.2.4 Redefinition
Operationen ko¨nnen in abgeleiteten Klassen redefiniert werden. Die Redefinition
ermo¨glicht die Beschreibung von Interpreter Entwurfsmustern (vgl. [112]) bei der
Definition einer Semantik und wurde bei den MActions selbst angewandt. Entge-
gen objektorientierten Programmiersprachen, bei denen die U¨berschreibung in der
Regel per Konvention durch denselben Namen ausgedru¨ckt wird, referenziert eine
u¨berschreibendeMActions-Operation immer die redefinierte Vorlage (im Metamo-
dell durch redefinedBehaviour). Fu¨r Ein- und Ausgabeparameter verlangen wir
lediglich Typkonformita¨t, d.h. Ausgabeparameter ko¨nnen kovariant und Eingabepa-
rameter kontravariant vera¨ndert werden. Dies sichert folgende statische Bedingung
zu:
context MOperation inv:
if (not self.redefinedBehaviour.oclIsUndefined()) then
self.parameter−>forAll(p : EParameter |
if (p.direction = #INOUT) then
p.type = baseParam(p).type
else if (p.direction = #IN) then
p.type = baseParam(p).type or baseParam(p).type.eAllSupertypes()−>includes(p.type)
else if (p.direction = #OUT) then
p.type = baseParam(p).type or p.type.eAllSupertypes()−>includes(baseParam(p).type)
endif)
endif
5vgl. public static void main() Methode von Java oder C++
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def: baseParam(op : MOperation, p : EParameter) : EParameter
= op.redefinedBehaviour.parameter−>select(name = p.name)
Im Prinzip entspricht das Auflo¨sen und dynamische Binden zur Laufzeit anhand
der Operationssignatur der klassischen Inklusionspolymorphie unter Beru¨cksichti-
gung von kontravarianten Eingabeparametern und kovarianten Ru¨ckgabeparame-
tern. Jedoch kann durch Redefinition das von normaler Mehrfachvererbung bekannte
Diamant-Problem auftreten, da bei jeder Invokationsaktion die Operationsredefini-
tion in der Klasse des Laufzeitobjekts gerufen wird und dort u.U. mehrere Redefini-
tionen vererbt wurden. Diese Art von Konflikten ra¨umen wir durch eine zusa¨tzliche
Eindeutigkeitsbedingung aus:
context EClassifier inv:
self.eOperations−>forAll(op | not self.eOperations−>exists(other |
redefined(op).intersection(redefined(other))))






Mit anderen Worten wird gefordert, dass in einer Klasse bei keinen zwei redefi-
nierten Operationen eine gemeinsame Basis u¨berschrieben wird (unabha¨ngig vom
Vererbungspfad).
3.2.5 Laufzeitmodell
Das Laufzeitmodell der MActions basiert auf dem orthogonalen Instanzmodell
aus Kapitel 2, Abschnitt 2.3.2. Erga¨nzed zu dieser generischen Objektstruktur der
Modelldaten stellt das Laufzeitmodell alle Konzepte bereit, die die Aufrufe von Ak-
tivita¨ten ausmachen: Threads, Stapel und Stapelkontexte, sowie Variablen- bzw.
Platzbelegungen (s. Abb. 3.6). Die hier dargestellten Klassen sind direkt der auf
Abbildung 3.6: Das Laufzeitmodell des MAction Interpreter
EMF basierten Implementierung entnommen, wie an den Primitiven- und Listenty-
pen erkennbar ist. Der aktuell ausgefu¨hrte Aktivita¨tsknoten wird mittels currentNode
referenziert. Der Stapel eines Threads ist u¨ber die Operation #getStack realisiert,
der Zugriff auf Objekte eines Stapelkontextes durch MIncarnation. Fu¨r die Spezifi-
kation verwenden wir im Folgenden eine modifizierte Variante des direkten Zugriffs
mittels der Referenzen stack und contexts, die ebendiese Beziehungen ersetzen.
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Die Metaklasse PlacesToIncarnations und die Typisierung der Objekte objects als
EJavaObjects sind ebenfalls Implementierungsdetails, die sich aufgrund der Objekt-
verwaltung ergeben haben und nur der Vollsta¨ndigkeit halber angefu¨hrt sind.
3.2.6 Horizont des Laufzeitraums
Der Laufzeitraum stellt den beobachtbaren Rahmen (Horizont) fu¨r die Ausfu¨hrung
dar. Mit dem initialen Laufzeitmodell und der im Weiteren definierten CreateAc-
tion (s. 3.3.1) und InputAction (s. 3.3.7) werden Objekte in diesem Raum erzeugt
oder hinzugefu¨gt, die standardma¨ßig fu¨r den Rest der Ausfu¨hrung darin verbleiben
– d.h. es verschwinden keine Objekte, die nicht mehr u¨ber Pla¨tze/Referenzen im
Laufzeitmodell referenziert werden (etwa a¨hnlich eines garbage collections). Diese
Eigenschaft nennen wir Objektpersistenz. Objektpersistenz wird immer dann merk-
lich, wenn mittels der Operation allInstances() nach Instanzen einer Metaklasse
gefragt wird.
In den wa¨hrend dieser Arbeit erstellten Metamodellen mit MActions ergaben
sich keinerlei Probleme bezogen auf die Objektpersistenz, da die meiste Zeit u¨ber
explizite Referenzen auf Laufzeitobjekte verwiesen und navigiert wurde. Dennoch
soll an dieser Stelle zumindest vorgeschlagen werden, dass die Objektpersistenz auf-





Der Kontrollfluss schreitet generell von einem Knoten zu dessen Nachfolger voran
oder wird durch die vorgenannten Kontrollflussknoten beeinflusst. Initiiert wird ein
Ablauf durch die Aktivita¨t Startup, die in Abb. 3.7(a) dargestellt ist.
(a) Startup MActivity (b) MBehaviour::mExecute
Als Eingabe wird zuna¨chst der Einstiegspunkt als entryPoint erfragt, bevor der
Hauptthread gestartet wird. Jede Ausfu¨hrung la¨uft somit innerhalb eines MContext-
Objekts eines Threads ab, der mittels init initialisiert und mittels run gestartet
wurde (s.Abb. 3.7(d) und 3.7(c)).
Die Hauptablaufsemantik einer Aktivita¨t besteht in mExecute (Klasse MBehaviour)
aus einer Schleife, die iterativ jeden Knoten abarbeitet und bei Aktionen jeweils de-
6Etwaige Auswirkungen fu¨r die dynamische Analyse gema¨ß Kapitel 4 wa¨ren zu untersuchen
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ren Aktivita¨t aufruft (s. Abb. 3.7(b)). Entscheidungen die den Kontrollfluss steuern
werden in der Hilfsaktivita¨t getNextNodes ausgewertet (s. Abb. 3.7(e)). Dort steckt
die eigentliche Evaluierung des Bedingungsausdrucks und die Verzweigung zur je-
weiligen ausgehenden Kante.
(c) MThread::run (d) MThread::init
(e) MBehaviour::getNextNodes (f) MBehaviour::mPreExecute
Der Datenfluss findet parallel zum Kontrollfluss statt und bedarf keiner separa-
ten Modellierung im Aktionsfluss. Im Falle von mehreren ausgehenden Datenflus-
skanten ist der Kontrollfluss mit main gekennzeichnet. Bevor eine Aktion ausgefu¨hrt
wird, werden Objektreferenzen von allen Pla¨tzen vorwa¨rts zu Nachfolgepla¨tzen pro-
pagiert. Es existiert nur die U¨bergabe per Referenz bei allen Datentypen: werteba-
sierte Weitergabe meß explizit z.B. durch OCL beschrieben werden. Spezifiziert ist
der Datenfluss in mPreExecute, siehe Abb. 3.7(f).
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Initialisierung der ASM-Semantik
Die Kernsemantik der MActions wurde bereits in Kapitel 2.6.2 erla¨utert. Fu¨r die




domain MThread =def {main}
domain MContext =def {root}
domain Trace =def {}
Rule Init
main.stack := push(root, Stack(MContext))
currentNode(main) := InitialNode(entryPoint)
Analog zur Abb. 3.7(d) definieren wir die Thread-Initialisierung wie folgt (fu¨r Pas-
sParameters s. Abschnitt 3.3.3):
InitThread(thread) ≡
let root = GenOid(MContext),
newStack = Stack(MContext) in
MContext := MContext ∪{root}
thread.stack := newStack
newStack := push(root, newStack)
PassParameters(thread.currentNode, root)
3.2.8 Parallelita¨t
Echte Parallelita¨t, also wahrhaftig zeitgleich ablaufende Aktionen, werden durch
Threads beschrieben. Wie in Kapitel 2.5.4 erla¨utert kann ein Thread nur eine Ak-
tion gleichzeitig ausfu¨hren. In der Terminologie lehnen wir uns historisch nicht an
’Prozess’ (oder ’Agent’) an, da ein Thread wo¨rtlich genommen nur eine Aktion
gleichzeitig ausfu¨hren kann und somit der in vielen Programmiersprachen realisier-
ten Threads eher entspricht. Im Gegensatz allerdings etwa zu Threads in Java oder
dem POSIX-Standard ko¨nnen MThreads nur gestartet aber niemals vom Aufrufer
gestoppt oder beendet werden. Das Thread-Ende tritt ausschließlich durch einen
Finalknoten mit gesetztem Flag terminateThread einer Aktionsfolge ein, die der
Threads selbst abarbeitet.
Zwei parallel laufende Threads sind in der Abarbeitung ihrer Aktionen lediglich
durch Beru¨cksichtigung des Konsistenz- und Koha¨renzkriteriums im Aktionsraum
eingeschra¨nkt, d.h. atomare Aktionen an verschiedenen Objekten ko¨nnen parallel
stattfinden, wa¨hrend Aktionen an denselben Objekten nacheinander ausgefu¨hrt wer-
den (s.a. 2.5.3 und 2.5.4). In beiden Fa¨llen ist insbesondere die Reihenfolge von einem
globalen Standpunkt zufa¨llig. Als Folge mu¨ssen Synchronisierungen und Determi-
nismus der Ausfu¨hrungsreihenfolge, so fern gewu¨nscht, immer explizit modelliert
werden. Das Gleiche gilt fu¨r Fairness. Dies kann entweder durch die Modellierung
von sequentiellen Aktionsfolgen innerhalb eines Threads geschehen, oder bei meh-
reren Threads durch Nutzung von speziellen Threadaktionen (vgl. Abschnitt 3.3.8).
Das starten eines Threads kann auf zwei Arten geschehen:
1. Aufruf einer Aktivita¨t oder Operation mittels einer Invokationsaktion, bei der
das Flag startThread auf true gesetzt ist. In diesem Falle beginnt der Aufruf
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in einem neuen Thread, der sich komplett entkoppelt weiterentwickeln kann.
Der aufrufende Thread setzt seine Arbeit unmittelbar fort, Ru¨ckgabewerte zwi-
schen den Threads sind nicht mo¨glich, lediglich der Austausch u¨ber gemeinsam
genutzte Objekte.
2. Mittels einer Fork-Join-Kombination (oder alternativ mit Finalknoten) lassen
sich parallele Unterkontrollflu¨sse beschreiben. Ein verzweigter Fork-Join-Fluss
beschreibt dabei eine von Unterthreads abgearbeitete Folge von Aktionen, bei
der der initiierende Thread mit der Ausfu¨hrung bis zur fertigen Abarbeitung
(d.h. dem Join-Knoten) wartet. Ein einfaches Zusammenfu¨hren der Ru¨ckga-
bewerte der Unterthreads wird durch gemeinsam genutzte Pla¨tze ermo¨glicht.
Die zweite Form des Threadstartens mittels Fork la¨sst sich im Prinzip auf die er-
ste Form durch Modelltransformation reduzieren, wobei die Kontrollflusszweige zu
Aktivita¨ten umgeformt werden mu¨ssen, die von separaten Threads abgearbeitet wer-
den, wa¨hrend der initiierende Thread mit der Ausfu¨hrung wartet.7 Dabei mu¨ssen
ggf. fu¨r gemeinsam genutzte Pla¨tze Aktivita¨tsparameter eingefu¨hrt werden. Da in
puncto Parallelita¨t durch Fork-Join keine echte Erweiterung beschrieben wird, son-
dern lediglich eine Vereinfachung in der Handhabung von Threads und deren Syn-
chronisation, wurde bei der Semantikdefinition der MActions auf eine getrennte
Spezifikation verzichtet.
7Die Semantik fu¨r MAtomicGroups wird hierbei allerdings schwieriger
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3.3 Aktionen
Aktionen sind atomare Einheiten der Verhaltensbeschreibung zur Transformation
des Laufzeitmodells. Es ko¨nnen keine zwei Aktionen gleichzeitig (innerhalb eines
Extents) ausgefu¨hrt werden, die in einem Konflikt stehen, d.h. das Resultat ist bei
bekannter Eingabe immer determiniert (s. Konsistenzkriterium in 3.1.2). Aktionen
tauschen ihre Daten u¨ber Pins aus. Im Allgemeinen ko¨nnen Aktionen eine Vielzahl
von Pins enthalten, bei denen Objekte u¨ber Eingangspins erhalten, dann transfor-
miert oder navigiert werden und das Resultat an Output-Pins weitergereicht wird.
Somit entsteht zusa¨tzlich zum Kontrollfluss ein expliziter Datenfluss. Zur Visuali-
sierung wird die UML-Notation fu¨r Aktionen verwendet (Abgerundetes Rechteck
fu¨r Aktionen mit angrenzenden Quadraten fu¨r Pins). Komplexere Aktionen lassen
startThread : Boolean
Abbildung 3.7: U¨bersicht: Abstrakte Syntax der Aktionen und die Relation zum
OCL-Metamodell
sich entweder mittels Aktivita¨ten gruppieren und/oder durch MAtomicGroup zu
einer (neuen) unteilbaren Einheiten verschmelzen (vgl. 3.3.8). Um die verschiedenen
Aktionen voneinander zu unterscheiden, werden zusa¨tzlich Symbole am linken Rand
der Syntax der Aktion notiert. Im Folgenden wird die Syntax und Symbole zu jeder
Aktion jeweils mit formaler Semantik in ASM definiert.
3.3.1 Create Action
Die CreateAction stellt den Beginn des Lebenszyklus eines jeden Objekts dar. Sie
erzeugt und initialisiert Instanzen von Klassen und definiert somit die physikalische
Instanziierung von MOF-Klassen.
Wa¨hrend der Instanziierung wird ein neues Objekt innerhalb des Laufzeitraums
erzeugt und mit Slots fu¨r alle strukturellen Merkmale seiner Klasse und aller Su-
perklassen (rekursiv) versehen. Slots mit Defaultwerten werden entsprechend vorbe-
legt. Optional kann u¨ber den Eingangspin metaObject ein Objekt fu¨r die logische
Instanziierung angegeben werden, welches fortan die Rolle des Metaobjekts fu¨r die
neu erzeugte Instanz spielt.
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Abstrakte Syntax
Die Aktion wird durch die Klasse MCreateAction definiert, welche eine direkte Ab-
leitung von MAction ist (s. Abb. 3.7). Die zu instanziierende Klasse wird statisch
u¨ber die type Referenz des enthaltenen Output-Pins festgelegt. Sowohl der Bezeich-
ner der Aktion als auch die der Pins sind frei wa¨hlbar.
Bedingungen
1. Es muss ein getypter Pin fu¨r das neu zu erzeugende Objekt existieren:
self.pins−>one(p : MPin | not p.outgoing−>isEmpty() and not
self.type.oclIsUndefined())
2. Um das neue Objekt in eine logische Instanziierungsbeziehung zu stellen, kann
bei der Erzeugung ein weiterer Pin fu¨rs Metaobjekt angegeben werden:
self.pins−>size() = 1 or self.pins−>one(p : MPin | not p.incoming−>isEmpty())
Graphische Notation
Die graphische Notation der MCreateAction ist in Abb. 3.8 dargestellt.
Abbildung 3.8: Create Action
Semantik
Die Semantik MCreateAction ist in Abb. 3.9 dargestellt.
Semantik in ASM
Rule MCreateAction(thread)
if thread.currentNode is MCreateAction then
let cl = Classifier(first(InputPlaces(thread.currentNode))
newObj = GenOid(cl) in
Class(cl) := Class(cl) ∪{newObj}








Wertzuweisungen an Attribute und Referenzen werden durch AssignActions be-
schrieben. Abha¨ngig von der Multiplizita¨t eines Features existieren verschiedene
Operatoren fu¨r die Manipulation von Slots. So ko¨nnen einzelne Werte oder Objekt(-
listen) an einem Slot gesetzt, hinzugefu¨gt, ersetzt oder entfernt werden.
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Abbildung 3.9: MCreateAction::mCreate
Abstrakte Syntax
Die Klasse MAssignAction als Subklasse der MAction modelliert die Zuweisungsak-
tion (s. Abb. 3.7). Um das Setzen von Werten zu ermo¨glichen, wird im Allgemeinen
das Feature, die Art der A¨nderung (kind) und ein Ausdruck des zu setzenden Wer-
tes beno¨tigt (rValueExpression). Wa¨hrend der R-Wert der Zuweisung ein beliebi-
ger OCL-Ausdruck sein kann, der einen Wert liefert, muss die lValueExpression
das zu aktualisierende Feature beschreiben. Deshalb muss letztere in einen OCL-
FeatureCallExp Ausdruck mu¨nden, dessen referenziertes Feature zum R-Wert passt
(vgl. [17], Abs. 8.3.1).
Folgende Arten sind durch die Aufza¨hlung MAssignmentKind unterstu¨tzt:
• SINGLE VALUE ASSIGN Zuweisen eines Einzelwerts
• MULTI VALUE ADD Hinzufu¨gen eines Einzelwerts. Ist das zu vera¨nderte Merkmal
des Objekts mit isUnique gekennzeichnet, wird der Wert nur hinzugefu¨gt,
wenn er noch nicht in der Menge enthalten ist
• MULTI VALUE ADD ALL Hinzufu¨gen einer Menge von Werten
• MULTI VALUE REMOVE Entfernen eines Einzelwerts. Wenn der Wert nicht vor-
handen ist, wird die Menge nicht vera¨ndert
• MULTI VALUE REMOVE ALL Entfernen einer Menge von Werten.
• MULTI VALUE RETAIN ALL Entfernen von Werten, die nicht in der gegebenen
Menge enthalten sind
• MULTI VALUE ADD AT Fu¨gt einen Einzelwert an einem bestimmten Index in die
Menge ein. Fu¨r diesen Operator muss die indexExpression angegeben sein
und einen gu¨ltigen Index liefern (ansonsten ist das verhalten undefiniert)
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• MULTI VALUE ADD ALL AT Fu¨gt eine Menge von Werten an einem bestimmten
Index ein (setzt wiederum eine gu¨ltige indexExpression voraus)
• MULTI VALUE SET Ersetzt die komplette Wertmenge durch den R-Wert der
rValueExpression
• MULTI VALUE REMOVE AT Entfernt einen Einzelwert an einem bestimmten Index
Bedingungen
1. Das angegebene Feature muss Vera¨nderungen gestatten.
not self.feature.oclUndefined() and self.feature.isChangable = true
2. Der Typ des Features muss kompatibel zum Ru¨ckgabewert des R-Werts sein
unter Beru¨cksichtigung von Multiplizita¨ten (Collection Types).
Graphische Notation
Die Notation fu¨r die MAssignAction fu¨r einwertige Features ist in Abbildung 3.10
dargestellt. Fu¨r mehrwertige Attribute und Referenzen sind folgende Notationen zu
Abbildung 3.10: Assign Action
verwenden:
• MULTI VALUE ADD:
<feature expr> += <r value expr>
• MULTI VALUE ADD ALL:
<feature expr> += <r value expr>
• MULTI VALUE REMOVE:
<feature expr> ->remove( <r value expr> )
• MULTI VALUE REMOVE ALL:
<feature expr> ->removeAll( <r value expr> )
• MULTI VALUE RETAIN ALL:
<feature expr> ->retainAll <r value expr>
• MULTI VALUE ADD AT:
<feature expr> ->add( <r value expr>, <index expr>)
• MULTI VALUE ADD ALL AT:
<feature expr> ->addAllAt( <r value expr>, <index expr>)
• MULTI VALUE SET:
<feature expr> := <r value expr>
• MULTI VALUE REMOVE AT:
<feature expr> ->removeAt( <r value expr>, <index expr>)
Semantik
Die Semantik MAssignAction ist in Abb. 3.11 dargestellt.




if thread.currentNode is MAssignAction then
let env = PlaceToEnv(InputPlaces(thread.currentNode), top(thread.stack)) in
let inP = InputPlaces(thread.currentNode),
indexExpr = thread.currentNode.indexExpression,
att = AttToChange(thread.currentNode),
value = Eval(thread.currentNode.assignExpression, env),
kind = thread.currentNode.kind
in
if isSingleV alueAssign(kind) ∨ isMultiV alueAssign(kind) then
att := value
else if isMultiV alueAssignAll(kind) then
att := ∪Seq(value, att)
else if isMultiV alueAddAt(kind) ∨ isMultiV alueAddAllAt(kind) then
att := ∪Seq(value, att, Eval(indexExpr, env))
else if isMultiV alueRemove(kind) then
att := remove(value, att)
else if isMultiV alueRemoveAt(kind) then
att := remove(value, att, Eval(indexExpr, env))
else if isMultiV alueRemoveAll(kind) then





Eine Aktivita¨t kann weitere Aktivita¨ten durch InvocationActions aufrufen. Dazu
wird ein neuer Ausfu¨hrungskontext auf dem Stack geschaffen, der sa¨mtliche Werte
aller Pins wa¨hrend der Ausfu¨hrung8 verwaltet und der initial mit den Eingabewerten
aller Eingangspins der Aktion selbst vorbelegt ist.
Abha¨ngig von der Art des aufzurufenden Verhaltens, wird bei kontextbezoge-
nen Operationen die tatsa¨chlich auszufu¨hrende Aktivita¨t durch Auswertung der
Vererbungs- und Redefinitionsbeziehung eines self-Parameters (bzw. dessen Klas-
se) bestimmt. Eine Besonderheit der Aktivita¨tspolymorphie im Vergleich zu ga¨ngi-
gen objektorientierten Programmiersprachen ist jedoch das explizite modellieren der
Redefinitionsbeziehung zwischen Operationen, welches bei Mehrfachvererbung die
Eindeutigkeit des auszufu¨hrenden Verhaltens sicherstellt (vgl. Abschnitt 3.2.4).
Abstrakte Syntax
Die abstrakte Syntax der MInvocationAction legt das aufzurufende Verhalten durch
die Referenz invokedBehaviour fest (vgl. Abb. 3.7). Im Falle einer MActivity be-
zeichnet diese Referenz unmittelbar das auszufu¨hrende Verhalten, wa¨hrend bei einer
MOperation der Typ des zur Laufzeit anliegenden Objekts am self-Pin daru¨ber ent-
scheidet, welche Operation aufgerufen wird. Dazu wird der Klassifizierer des self-
Objekts auf vorhandene Redefinitionen der referenzierten Operation hin untersucht,
das aufgelo¨ste Verhalten dynamisch gebunden und angestoßen.
Das Attribut startThread bestimmt den Threadkontext des neuen Verhaltens.
Ist der Wert dieses Attributs true, so wird ein neuer Thread inklusive Stack er-
zeugt und das auszufu¨hrende Verhalten parallel gestartet (vgl. Abschnitt 3.2.8). Ist
der Wert false (Defaultbelegung), setzt der aktuelle Thread seine Ausfu¨hrung im
aufzurufenden Verhalten mit neuem Stackkontext fort.
Bedingungen
1. Jeder Aufruf einer MOperation verlangt ein Kontextobjekt self
self.ownedPins−>exists(contextPin : MPin | contextPin.name = ’self’)
2. Fu¨r jeden Parameter einer Aktivita¨t muß ein passender Pin vorhanden sein
self.ownedPins−>forAll(pin : MPin | self.invokedBehaviour.parameters−>exists(param |
param.name = pin.name and param.type = pin.type
and param.multiplicity = pin.multiplicity))
Graphische Notation
Die graphische Notation der Invokationsaktion ist in Abb. 3.12 dargestellt.
Semantik
Die Semantik der MInvokeAction ist in Abb. 3.13 dargestellt.
Das auflo¨sen von redefiniertem Verhalten geschieht dynamisch zur Laufzeit und
ist in Abb. 3.14 dargestellt.
8Die Ausfu¨hrung einer Aktivita¨t bezeichnen wir auch als Inkarnation der Aktivita¨t.
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if thread.currentNode is MInvocationAction then
if thread.currentNode.startThread = false then
let newContext = GenOid(MContext) in
MContext := MContext ∪{newContext}





let newThread = GenOid(MThread) in





foreach place ∈ InputP laces(actNode) do
CurrentObjects(context, ObjectPlace(place)) := CurrentObjects(context, place)
end
PassResult(actNode, thread) ≡
let callContext = element(thread.stack, size(thread.stack) - 1),
context = top(thread.stack) in
foreach place ∈ OutputP laces(actNode) do
CurrentObjects(callContext, ObjectPlace(place)) := CurrentObjects(context,
place)
end
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3.3.4 Query Action
Abfrage von Attributwerten sowie Navigation entlang Referenzen erfolgt durchQue-
ryActions. Fu¨r die Abfragesyntax werden alle OCL-Konstrukte unterstu¨tzt, die
einen Wert liefern.9 Eine QueryAction la¨uft innerhalb eines Evaluierungskontex-
tes ab, bei dem mehrere Variablen durch Eingangspins mit Werten belegt werden10.
Durch die atomare Eigenschaft der Aktionen ist sichergestellt, dass eine Abfrage
nicht mit Objekterzeugungen oder Wertzuweisungen interferiert.
Das Resultat einer Abfrage ist ein Wert, der an einem Output-Pin hinterlegt
wird. Gu¨ltige Werte sind neben primitiven Werten, Objekt(-mengen), Tupeln etc.
auch OclUndefined. Dieser repra¨sentiert auch den Wert null im Falle von nicht
gesetzten Objektreferenzen.
Abstrakte Syntax
Die abstrakte Syntax der Query besteht im Wesentlichen aus einem OCL-Ausdruck,
der durch die Referenz queryExpression bestimmt wird (Verbindung ins OCL-
Metamodell, s. Abb. 3.7). Neben der Mo¨glichkeit, Variablen u¨ber Pins in einen Aus-
druck einzubeziehen, steht bei Operationen u¨ber die implizite Variable self immer
auch das Kontextobjekt zur Verfu¨gung.
Bedingungen
1. Es muss exakt einen Ausgangspin existieren, an dem das Resultat der Aus-
wertung bereitgestellt wird:
self.ownedOutputPins−>size() = 1
2. Alle nicht freien Variablen des OCL-Ausdrucks mu¨ssen durch Eingangspins
beschrieben werden.
3. Der Typ des OCL-Ausdrucks muss kompatibel mit dem Ausgangspin sein.
Graphische Notation
Abfragen werden in der Standardsyntax fu¨r Aktionen notiert und ko¨nnen mehrzei-
ligen Text enthalten, der den OCL-Ausdruck umfasst (s. Abb. 3.15).
Abbildung 3.15: Query Action
Semantik
Die Semantik der MQueryAction verteilt sich auf die Aktion selbst (dargestellt in
Abb. 3.16) sowie eine MActivity zur generischen Auswertung einer OCLExpres-
sion (dargestellt in Abb. 3.17).
9ausgeschlossen sind somit z.B. der pre Operator sowie OCL-Messages
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Semantik in ASM
Rule MQueryAction(thread)
let env = PlaceToEnv(InputPlaces(thread.currentNode), top(thread.stack)) in






Zur Verarbeitung von Mengen stehen Iteratoren in Form der IterateAction zur
Verfu¨gung. Die in ihr enthaltenen Aktionen werden pro Element einer gegebenen
Eingangsmenge abgearbeitet. Bei jedem Durchlauf liefert die IterateAction das
jeweils aktuelle Element an alle Eingangspins enthaltener Aktionen, die u¨ber eine
Transition direkt verbunden sind. Die zu iterierende Menge von Elementen bestimmt
sich durch eine OCL-Abfrage, die bei Aktionsbeginn einmal ausgefu¨hrt wird.
Abstrakte Syntax
Die Klasse MIterateAction definiert hauptsa¨chlich die Referenz iterateExpress-
ion fu¨r die OCL-Abfrage zur Bestimmung der Iterationsmenge (s. Abb. 3.7). Durch
Vererbung von der Klasse MActionGroup kann die IterateAction selbst weite-
re Aktionen durch memberNodes enthalten, welche bei jeder Iteration durchlaufen
werden.
Es sei angemerkt, dass Datenfluss von Pins außerhalb der IterateAction (z.B.
von vorher berechneten Werten) zu Aktionen innerhalb durchaus mo¨glich ist, sofern
die Bedingungen aus Abschnitt 3.2.3 erfu¨llt sind.
Bedingungen
Fu¨r diesen Ausdruck gelten a¨hnliche Einschra¨nkungen wie fu¨r die QueryAction
(vgl. Abs. 3.3.4):
Bedingungen
1. Alle nicht freien Variablen des OCL-Ausdrucks mu¨ssen durch Eingangspins
beschrieben werden.
2. Der Typ des OCL-Ausdrucks muss kompatibel mit dem Pins und Pla¨tzen der
inneren Aktionen sein.
Graphische Notation
IterateActions werden mit gestrichelter Linie notiert, bei der die Kopfzeile die
Abfrage zur Bestimmung der zu iterierenden Mengen entha¨lt und alle enthaltenen
Aktionen innerhalb des Aktionsrandes eingezeichnet werden (s. Abb. 3.18).
Semantik
Die Semantik der MIterateAction ist in Abb. 3.19 dargestellt.
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Abbildung 3.18: Iterate Action
Abbildung 3.19: MIterateAction::mIterate
86 KAPITEL 3. MACTIONS FRAMEWORK
Semantik in ASM
Rule MIterateAction(thread)
if thread.currentNode is MIterateAction then
let env = PlaceToEnv(InputPlaces(thread.currentNode), top(thread.stack)),
elements = IterationElements(thread.currentNode, top(thread.stack)) in
if LoopEntry(top(thread.stack)) then
do seq
elements := Eval(thread.currentNode.queryExpression, env)
if size(elements) > 0 then
forall p in ConnectedInnerPlaces(thread.currentNode) do par
CurrentObjects(top(thread.stack), p) := first(elements)
enddo




if size(elements) > 0 then
forall p in ConnectedInnerPlaces(thread.currentNode) do par
CurrentObjects(top(thread.stack), p) := first(elements)
enddo




Fu¨r die Iteration u¨ber Elemente in Schleifen sind neben den eigentlichen Updates
zwei dynamische Funktionen definiert:
IterationElements :MIterateAction×MContext→ Seq(Object)
LoopEntry :MContext→ Boolean
IterationElements verwaltet die aktuell zu traversierenden Objekte pro Stapelkon-
text/Iterationsaktion, wa¨hrend LoopEntry anzeigt, ob ein Schleifeneintritt statt-
fand. In diesem Fall wird die Abfrage der zu traversierenden Elemente neu gesetzt.
3.3.6 Output Action
Ausgaben an die Umgebung erfolgen mit Hilfe der OutputAction. Diese Aktion
stellt zusammen mit der InputAction die Schnittstelle zur Umgebung dar, indem
alle an Eingabepins anliegenden Objekte an die Umgebung gereicht werden (s.a.
Abs. 3.3.7). Sa¨mtliche Ausgabeaspekte wie Formatierung und Darstellung sind nicht
Teil der MActions Sprache und deshalb implementierungsspezifisch.
Abstrakte Syntax
Die Klasse MOutputAction definiert diese Aktion (s. Abb. 3.7).
Bedingungen




Kenntlich gemacht werden OutputActions mit einem O Symbol wie in Abb. 3.20
gezeigt.
Abbildung 3.20: Output Action
Semantik




if thread.currentNode is MOutputAction then






Eingaben erfolgen durch InputActions. Entgegengesetzt der OutputAction bil-
det diese Aktion die Eingabeschnittstelle zwischen Umgebung und Laufzeitraum (s.a.
Abs. 3.3.6). U¨bertragen werden ko¨nnen nicht nur primitive Datentypen, sondern jed-
wede Objektstrukturen, d.h. (Teil-)Modelle, die konform zum jeweiligen Metamodell
sind.
Abstrakte Syntax
Die abstrakte Syntax der InputAction ist definiert durch die Klasse MInputAction
(s. Abb. 3.7).
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Bedingungen
1. Eine InputAction kann nur Ausgangspins enthalten, an dem Eingabemodelle
nach Aufruf der Aktion bereitstehen.
self.ownedInputPins−>isEmpty()
Graphische Notation
Notiert wird die InputAction mit einem I Symbol wie in Abb. 3.22 dargestellt.
Abbildung 3.22: Input Action
Semantik




if thread.currentNode is MInputAction then
forall p in InputPlaces(thread.currentNode) do par






Zur Protektion einer Reihe von Aktionen vor Unterbrechung durch parallel aus-
gefu¨hrte Aktionen anderer Threads kann eine Atomic Group verwendet werden.
Eine definierte Aktionsgruppe ist in ihrem Verhalten atomar, d.h. alle in ihr enthal-
tenen Aktionen verschmelzen zu einer Transformation des Laufzeitmodells, bei dem
keine Zwischenzusta¨nde sichtbar werden. Somit aggregieren sich alle A¨nderungen zu
einer beobachtbaren Zustandstransition.
Abstrakte Syntax
AtomicGroup ist als Ableitung der Klasse MActionGroup definiert und gruppiert
alle u¨ber ownedActions enthaltenen Aktionen (s. Abb. 3.7). Optional kann durch
lockedObjectExpression eine OCL-Abfrage angegeben werden, die bei Eintritt
ausgewertet wird und das Ergebnisobjekt als Synchronisationskontext nutzt (vgl.
<atomic expr> in der Syntax). Dadurch ko¨nnen auf Objektebene gezielt gegenseitige
Exklusionen von Aktionen/Threads angegeben werden, die streng genommen die
generellen Aktionsausschlu¨sse im AR erga¨nzen, aber fu¨r Implementierungen der
allgemeinen Semantik einen Hinweis auf Konflikte geben (s. 3.1.1).
Sollten enthaltene Aktionen InvocationActions sein, so werden rekursiv alle
aufgerufenen Aktivita¨ten und Aktionen als eine atomare (d.h. beobachtbare) Aktion
ausgefu¨hrt. Threads, die dabei gestartet werden, beginnen erst nach Austritt aus der
Gruppe ihre Arbeit (ausgenommen Fork-Join).
Graphische Notation
A¨hnlich der IterateAction notiert man atomare Gruppen durch eine Region mit
gestrichelter Umrandung, innerhalb derer sich alle gruppierten Aktionen befinden.
Abbildung 3.24: Atomic Groups
Semantik
Das atomare Zusammenfu¨gen von einzelnen Aktionen vera¨ndert die Aktionsseman-
tik eines Threads im Prinzip nicht, sondern beeinflusst prima¨r die Zustandsbildung
im Trace. Entscheidender fu¨r die Semantik ist der Umstand, dass parallel ablaufen-
de Threads faktisch
”
warten“, bis alle innerhalb einer AtomicGroup enthaltenen
Aktionen abgearbeitet sind. Dies kann theoretisch zu Singularita¨ten fu¨hren, wenn
ein Thread z.B. innerhalb einer solchen Gruppe in einer Endlosschleife verharrt: fu¨r
diesen Prozess gibt es dann eigentlich keine nachfolgende Aktion; aus Sicht eines an-
deren Threads jedoch schon! Da kein Zeitbegriff existiert, ko¨nnte man im Sinne des
unbounded nondeterminism argumentieren, dass unendlich viele Schritte mo¨glich
sind und die gesamte Ausfu¨hrung weiter voranschreitet. A¨hnlich verha¨lt es sich mit
einem unendlichen
”
fork“ innerhalb der AtomicGroup.
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Da diese und weitere Konstruktionen modellierbar sind, sta¨rken sie zwar die
theoretische Ausdrucksma¨chtigkeit derMActions, machen eine solche operationale
Semantik aber fu¨r keinen Computer ausfu¨hrbar und haben deshalb fu¨r die Praxis
keine Relevanz. Fu¨r die ASM-Semantik nehmen wir deshalb an, dass die Atomi-
zita¨tssemantik bereits bei der Thread-Auswahl durch ResolveConflict beru¨cksich-
tigt und aufgelo¨st wird und verzichten auf eine weitergehende explizite Modellierung
(vgl. 2.6.2).
3.3.9 Opaque Action
Als Erweiterungskonzept – zum Beispiel zur Realisierung mathematischer Funktio-
nen, erweiterter Interaktion mit der Umgebung etc. – steht die OpaqueAction zur
Verfu¨gung. OpaqueActions haben generell beliebig viele Ein- und Ausgangspins
und fu¨gen sich in die allgemeine Aktionssemantik ein, dass heißt sie sind atomar
und ko¨nnen vera¨ndernd auf das Laufzeitmodell zugreifen.11 Sa¨mtliche A¨nderungen
mu¨ssen Metamodell konform geschehen.
Abstrakte Syntax
OpaqueActions sind durch die Klasse MOpaqueAction definiert (s. Abb. 3.7) und
haben neben dem tag zur Identifizierung des auszufu¨hrenden Verhaltens und einem
Namen keine weiteren Eigenschaften.
Graphische Notation
[TAG]
Abbildung 3.25: OpqaueAction mit Tag-Kennzeichnung
Semantik
Das eigentliche Verhalten hinter einer OpaqueAction wird u¨ber einen Tag be-
stimmt, der in einer MActions Implementierung die zugeho¨rige Aktion ausfu¨hrt;
ihr Verhalten ist implementierungsspezifisch. 12
11OpaqueActions ist insb. nur das Vera¨ndern des Laufzeitmodells innerhalb des LZR gestattet,
nicht des Zustands der ausfu¨hrenden Maschine oder des Metamodells.
12Hauptmotivation fu¨r diese Aktion ist es, eine flexible Schnittstelle zu schaffen, um ga¨ngige
Simulationsaufgaben wie das Einlesen und Weiterverarbeiten von Daten zu ermo¨glichen und gleich-
zeitig die Kernsemantik der Aktionen minimal zu halten. Diese Aktionsform sollte hauptsa¨chlich in
Bibliotheken zum Einsatz kommen, die der Erweiterung und Anbindung an die Umgebung dienen.
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3.3.10 Hilfsfunktionen des Laufzeitmodells
Zur Strukturierung der Verhaltensbeschreibung wurden einige Hilfsoperationen ver-
wendet, die der Vollsta¨ndigkeit halber in diesem Abschnitt kurz erla¨utert werden
sollen. Die Initialisierung eines Stapelkontextes erfolgt mittels init, dargestellt in
Abb. 3.26. Hier wird der initiale Knoten des Verhaltens als erster auszufu¨hrender
Knoten festgelegt, damit der Ablauf genau dort startet. Weiterhin steht in derselben
Abbildung 3.26: MContext::init
Klasse MContext die Operation lookupIncarnation bereit, um in einem Stapelkon-
text nach Bedarf Inkarnationen fu¨r Pla¨tze anzulegen, in denen die Objekte der Pla¨tze
abgelegt werden (s. Abb. 3.27). Die Zuordnung geschieht u¨ber die logische Instan-
ziierung mittels metaObject. Sollte ein Platz bereits in einem Kontext u¨ber eine
Inkarnation verfu¨gen, wird diese weiterhin genutzt, sonst ein neuer geschaffen.
Abbildung 3.27: MContext::lookupIncarnation
Neben den Kontextoperationen ist MAction::getNextNode die Hilfsoperation,
die das Voranschreiten von einer Aktion zur na¨chsten festlegt (s.Abb. 3.28). Wie in
der Ablaufsemantik weiter oben beschrieben, schreitet der Kontrollfluss zum jeweils
nachgelagerten Knoten unter Beru¨cksichtigung des Schlu¨sselwortes main voran.
3.3.11 Reflexion
Aus den Definitionen in diesem Kapitel geht hervor, dass obwohl die MActions
metazirkula¨r beschrieben sind, keine Homoikonizita¨t vorhanden ist. Reflektion be-
schra¨nkt sich in εMOF auf die Inspektion von Metaebenen (u¨ber metaObject,
classifier und OCL-Reflexion), aber sie la¨sst keine direkte Vera¨nderung oder
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Abbildung 3.28: MAction::getNextNode
Ausfu¨hrung von Aktionsdefinitionen zu (wie z.B. eval in LISP).13
3.4 Syntaktische Erweiterungen
Dieser Abschnitt definiert rein syntaktische Konventionen, die die Semantik der
MActions nicht erweitern, aber in der Praxis nu¨tzliche Abku¨rzungen darstellen.
Bei der Metamodelldefinition bilden einige Operationen reine Funktionsdefini-
tionen, die graphisch notiert lediglich aus einer QueryAction bestehen, bei der
alle Eingabeparameter genutzt werden um einen Ausgabewert zu berechnen. In An-
lehnung an zusa¨tzliche Attribute/Operationen in OCL definieren wir die textuelle
Kurzform (vgl. [17], Abschn. 7.4.4.):
context Expression:
def someFunction(Integer a, Integer b) : Integer = (a ∗ a) + (b ∗ b)
redefines BaseClass#func(Integer, Integer) : Integer
Neben der normalen OCL-Funktionsdefinition besteht die Mo¨glichkeit, u¨ber das
Schlu¨sselwort redefine die redefinedBehaviour-Referenz zu Operationen in Ba-
sisklassen mittels deren Signatur anzugeben. Dabei ko¨nnen Ein- und Ausgabetypen
in gewohnter Form ko-/kontravariant vera¨ndert werden (vgl. Abschn. 3.2.4). Da
Abfragen in vielen Fa¨llen direkt zur Belegung eines Platzes an einer nachgelager-
ten Aktion dienen, erlauben wir ferner die direkte Angabe von OCL-Abfragen an




Abbildung 3.29: Kurzform fu¨r direkte Abfragen
13Sollen Sprachen mit Homoikonizita¨t operational definiert werden, la¨sst sich dies durch Definition
eines Interpreters erreichen, a¨hnlich frei verfu¨gbarer LISP-Interpreter geschrieben in OO-Sprachen
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3.5 Berechenbarkeit
DasMActions intuitiv turingvollsta¨ndig sind, da die wesentlichen Konstrukte einer
WHILE-Sprache enthalten sind, wollen wir im Folgenden beweisen. Die Besonder-
heiten der Aktionssemantik im Hinblick auf Endlichkeit und Implementierung des
Kalku¨ls sind in Kapitel 5.1.1 diskutiert.
Satz 1 Die Aktionssemantik MActions ist turing-vollsta¨ndig.
Beweis: Wir beweisen Satz 1 direkt durch Konstruktion einer Turing-Maschine
mittels MActions. Auf die Ru¨ckrichtung des Beweises wird verzichtet. Eine Tu-
ringmaschine (TM) gegeben als 7-Tupel TM = (Z, z0,Σ,Γ, δ, E) mit
1. Z endliche Zustandsmenge,
2. z0 ∈ Z dem Startzustand,
3. Σ dem Eingabealphabet,
4. Γ ⊃ Σ Arbeitsalphabet,
5. δ : Z × Γ→ Z × Γ× {L,R,N} U¨berfu¨hrungsfunktion
6. E ⊆ Z Endzusta¨nde,
7.  ∈ Γ− Σ Blank-Symbol,
kann durch das in Abbildung 3.30 und 3.31 gezeigte MActions-Modell simuliert
werden. Die Klasse TM erha¨lt ihr Band u¨ber die Zeichensequenz tape mit pos als
Lesezeigerposition, sowie state als Kennzeichnung der aktuellen Konfiguration. Die
Transitionsfunktion δ bildet eine Menge von DeltaDef-Objekten direkt ab. Gest-
artet wird die Maschine mittels dem in Abb. 3.31(b) gezeigten Einstiegspunkt, der
mittels der nicht weiter spezifizierten Operation init alle Attribute initialisiert und
anschließend die Ausfu¨hrung initiiert.

Anmerkung : Durch die Klasse TM verschmilzt abstrakte Syntax und Laufzeitmo-
dell der Turingmaschine der Einfachheit halber zu einem Objekttyp. Mittels der nicht
weiter spezifizierten Operation init wird lediglich direkt ein TM-Laufzeitmodell er-
zeugt. Des Weiteren wird angenommen, dass diese Operation ein genu¨gend langes
Schreib-/Leseband tape erzeugt und den Lesekopf mit pos an eine geeignete Start-
position setzt, so dass es wa¨hrend der Ausfu¨hrung nicht zu einem undefined durch
den indexbasierten Zugriff kommt.14
14Alternativ ko¨nnte man die Positionierung im Hinblick auf das Band vor jeder Bewegung nach
links/rechts pru¨fen und ggf. durch Kopieren das Band
”
verla¨ngern“. Fu¨r eine Diskussion zur gene-
rellen Problematik von Modellierung vs. Implementierung s.a. Kap. 5.1.1
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exec()
delta()
Abbildung 3.30: Turingmaschine: Eine TM entha¨lt eine Menge von Transitionsele-
menten DeltaDef
self.state = self.finalState
(a) Hauptausfu¨hrungsschleife (exec) (b) Initialisierung
(c) delta-Transitionsfunktion
Abbildung 3.31: MActions-Definition der Turingmaschine
KAPITEL 4
Dynamische Modellanalyse
Dynamische Analyse fu¨r die Modellsimulation fußt auf der Beobachtung, Messung
und Auswertung von Zustandsgro¨ßen und deren Entwicklung u¨ber Ausfu¨hrungsla¨ufe.
Das beobachtbare Verhalten eines Modells ist hierbei gebunden an die Zustandsa¨nde-
rungen des Simulationsmodells. Fu¨r die weiteren Betrachtungen wird im Folgenden
die Herangehensweise im Kontext der Modellsimulation mit MActions eingeord-
net, um anschließend die dynamische Modellanalyse metamodellunabha¨ngig, aber
basierend auf einer konkreten Aktionssemantik, zu ermo¨glichen. Zu diesem Zweck
werden die bei einer Ausfu¨hrung entstehenden Modellzusta¨nde als Trace aufgezeich-
net und im Hinblick auf eine Auswertung klassifiziert. Darauf aufbauend ko¨nnen
Konzepte des Verhaltensvergleichs (Bisimulation) sowie der automatischen Verifika-
tion mittels einer pra¨dikatenlogischen Temporallogik (LT-OCL) beschrieben werden,
die letztlich nur indirekt (u¨ber Zusta¨nde) an die operationale Semantik gekoppelt
sind. Der Ansatz zeigt auf, wie sich u¨ber den gegeben Definitionen eine Klasse von
Sprachen zur automatisierten Auswertung definieren la¨sst und untersucht die sich
daraus ergebenden Probleme an zwei Fallstudien.
4.1 Modellsimulation
Basierend auf einem gebildeten Modell besteht ein Simulationsexperiment im Allge-
meinen aus den Phasen Initialisierung, Modellausfu¨hrung, ggf. Beobachtung wa¨hrend
laufender Simulation, Aufzeichnung von relevanten Daten, Beendigung der Ausfu¨hr-
ung und anschließende Aus- und Bewertung. Zusammengefasst ko¨nnen fu¨r die Pha-
sen in unserem Kontext die folgenden Modelle/Konzepte eingesetzt werden:
1. Modellaufbau (Simulationsinitialisierung): Die Initialisierung la¨sst sich im Rah-
men eines MOF-Frameworks durch Editoren zur Modelldefinition realisieren
und wird im Folgenden als gegeben betrachtet. Es sei an dieser Stelle lediglich
angemerkt, das vielfach Editoren anhand von Metamodelldefinitionen abge-
leitet werden ko¨nnen. Beispiele hierzu sind u.a. die Frameworks XText [67],
TEF [113] fu¨r textuelle Definitionen oder GMF [114], Obeo Designer [115] u.a.
fu¨r graphische Notationen. Fu¨r diese Arbeit wurde in den meisten Fa¨llen ledig-
lich ein einfacher, von EMF generierter Standard-Baumeditor verwendet. Die
dadurch erzeugten Modelle dienten als direkte Eingabe fu¨r eine MActions-
Modellausfu¨hrung.
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2. Modellausfu¨hrung, Beobachtungen: Die Modellausfu¨hrung stellt das Interpre-
tieren von εMOF Modellen mitMActions dar. Die dabei simulierten Modelle
ko¨nnen durch Mittel des Frameworks aufgezeichnet, beobachtet und ausgewer-
tet werden. Die Details zur Definition der Aktionen wurden bereits in Kapi-
tel 3 ausfu¨hrlich erla¨utert. Neben der interaktiven Steuerung durch Nutzer,
steht u¨blicherweise als erster Schritt eine Validierung des Modells an. Zu die-
sem Zweck kommen neben der Plausibilisierung und/oder dem Datenabgleich
generell auch Techniken zum Einsatz, die wir in Kapitel 4.1.1 einordnen wollen.
3. Aufzeichnen von Daten: Neben der Modelldefinition als Initialisierung be-
treffen weitere Anforderungen an eine Simulationsumgebung Funktionalita¨ten
zum gezielten Anzeigen und Sammeln von Daten wa¨hrend der Simulation.
Wir werden in Abschnitt 4.1.1 einige Techniken in Relation zu den MActi-
ons einordnen, dann aber mit dem Ziel der dynamischen Analyse detailliert
das Aufzeichnen von Ausfu¨hrungsla¨ufen in Abschnitt 4.1.3 fortfolgend unter-
suchen.
4. Auswertung : Einhergehend mit dem Aufzeichnen von Daten ha¨ngen unmittel-
bar Techniken der Auswertung zusammen. Dazu muss zuna¨chst die Simulation
beendet werden, entweder durch einen finalen Zustand oder in Fa¨llen der End-
lossimulation durch ein explizites Anhalten des Simulators. In beiden Fa¨llen
entstehen Datenmengen (z.B. Szenarien, Traces), deren Analyse man automa-
tisiert angehen will.
Die Aspekte des Aufzeichnens und der Auswertung von Daten stehen fu¨r die dyna-
mische Analyse im Vordergrund. Neben informellen und manuellen Methoden der
Analyse wollen wir im Folgenden zwei Hauptaspekte betrachten:
1. Aussagen u¨ber das ausgefu¨hrte bzw. beobachtbare Verhalten eines Modells. Da-
bei ist von besonderem Interesse, wie zwei Modelle aufgrund einer operationa-
len Semantik mit MActions verglichen werden ko¨nnen. Dieser Fragestellung
widmet sich Kapitel 4.2.
2. Automatisierter Nachweis von dynamischen Eigenschaften. Prinzipiell ko¨nnen
Simulationsdaten durch diverse Algorithmen analysiert werden (z.B. Filter,
Sortierung, Transformationen). Uns interessiert in diesem Sinne die direkte
U¨berpru¨fung mittels einer Temporallogik (vgl. 2.7) und wie diese fu¨r MActi-
ons-Semantiken generisch funktionieren kann. Dieses stellt Kapitel 4.3 dar.
Grundlage fu¨r beide Themenkomplexe bildet die Transformation des Laufzeitmodells
wa¨hrend der Ausfu¨hrung durch MActions-Definitionen und die dabei durchlaufe-
nen Zusta¨nde, die wir zuna¨chst genauer beleuchten mu¨ssen.
4.1.1 Modellvalidierung, Modellverifikation
Neben der Auswertung und formalen Analyse von Simulationsergebnissen kommt der
Visualisierung und Animation eine besondere Rolle zu. Oftmals mo¨chte man dem Si-
mulationslauf durch visuelles Feedback folgen oder diesen u.U. gezielt mit Eingaben
steuern. Wie in Kapitel 1 beschrieben bilden Simulationsumgebungen einen Spezi-
alfall von Entwicklungsumgebungen einer (Modellierungs-)Sprache, d.h. es bedarf
neben eines Editors fu¨r die Simulationsmodelle ebenfalls zusa¨tzlicher Komponenten
z.B. fu¨r das Modelldebugging, um fehlerhafte Modelle der eigentlichen Intention an-
zupassen. Diese und weitere Techniken zielen generell entweder auf dieModellvalidie-
rung oder die Modellverifikation. Die besondere Bedeutung, die dem Laufzeitmodell
zukommt, wird anhand der folgenden Liste von Techniken deutlich:
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Animation Animationen und Ausgaben ko¨nnen die im Laufzeitmodell definierten
Objekte und Attribute visualisieren. Zum Beispiel kann das Laufzeitmodell
eines Zustandsautomaten, das spezifiziert, welche Zusta¨nde gerade aktiv sind,
oder welche Transitionen feuern, ausgewertet und durch Marker/Einfa¨rben der
Elemente im Editor (der M1-Modelle) angezeigt werden (s.a. Abschnitt 4.4.1).
Weitere Beispiele reichen von virtuellen Oszilloskopen, die reelle Variablen-
werte darstellen (z.B. in MATLAB/Simulink) bis hin zu 3D-Animationen und
Stro¨mungsfilmen. Faktisch speisen sich die so synthetisierten und visualisierten
Informationen fast ausschließlich aus dem Laufzeitmodell.
Modell-Debugger Fu¨r die meisten Sprachen ergibt eine schrittweise Abarbeitung
in Form eines speziellen Debugmodus Sinn, bei dem die Ausfu¨hrung jeweils
nach einzelnen, nutzergesteuerten Schritten wieder anha¨lt und Informationen
u¨ber den Laufzeitzustand anzeigt. Dabei muss zuna¨chst spezifiziert werden,
welcheMActions-Sequenzen einem Schritt zugeordnet werden kann. Vorstell-
bar ist, dass Informationen u¨ber Steps, Breakpoints etc. an die Metamodelle
annotiert werden, z.B. in Form von Markern an einer MOperation.1 Des Wei-
teren sind Debuginformationen letztlich wiederum Darstellungen des Laufzeit-
modells, ggf. mittels einer Abbildung auf ein separates Debuggingmodell (wie
z.B. im eclipse debugging framework).
Monitoring Neben der Verfolgbarkeit durch Visualisierungen des Ablaufs ist viel-
fach eine Ausfu¨hrungsu¨berwachung (Monitoring, Programmu¨berwachung) wu¨n-
schenswert, um (semi-)automatisiert bestimmte dynamische Eigenschaften zu
erkennen und ggf. darauf zu reagieren. Zum Beispiel mo¨chte man bei la¨nger
laufenden Simulationen U¨berschreitungen von Grenzwerten erkennen oder im
Fehlerfall den Lauf anhalten. Auch hier dient das Laufzeitmodell als Basis fu¨r
U¨berpru¨fungen zur Laufzeit. Als Spezialfall kann hier das Testen mit Zusiche-
rungen (Assertions) gesehen werden, das an vordefinierten Interaktionspunk-
ten das
”
Model Under Test“ auf gu¨ltige Werte oder Zusta¨nde pru¨ft.2
Verifikation Neben den wa¨hrend der laufenden Simulation stattfinden U¨berwa-
chungen wollen wir die nachtra¨glichen Verifikationen nach abgeschlossenem
(oder vorzeitig beendetem) Lauf unterscheiden. Fu¨r erstere haben sich auch
Begriffe wie
”
Online-Verifikation“ herausgebildet, gegenu¨ber der
”
Offline-Veri-
fikation“, bei der man insb. im Bereich der Laufzeitverifikation (engl. Runtime
Verification) von Programmen und Systemen spricht (z.B. [68][62]). Ansa¨tze
zur Online-Verifikation kommen gro¨ßtenteils ohne das Aufzeichnen von Pro-
grammzusta¨nden aus, da zu festgelegten Zeitpunkten eine Analyse der Lauf-
zeitgro¨ßen stattfindet. Verfahren zur nachtra¨glichen Auswertung beno¨tigen
mindestens eine Aufzeichnung von allen relevanten Laufzeitdaten, so dass Ru¨ck-
schlu¨sse auf die Ausfu¨hrung gezogen werden ko¨nnen. Abha¨ngig von der Ziel-
setzung reicht u.U. das Aufzeichnen von einem Teil der Zustandsgro¨ßen (z.B.
Zeilennummern fu¨r eine einfache Code-Coverage-Analyse).
Diese Liste ließe sich noch weiter fortsetzen und detaillieren. Um fu¨r die genann-
ten Funktionalita¨ten ada¨quate Werkzeugunterstu¨tzung automatisiert zu erhalten,
mu¨ssen in der Regel zusa¨tzliche Annotationen und Erga¨nzungen im Metamodell
vorgenommen werden (z.B. fu¨r die Syntax [114][67]). Sofern dies generisch mo¨glich
ist, werden in der Praxis vielfach Einzelfalllo¨sungen no¨tig, um wirklich effiziente
1Komplexere Debugoperatoren wie z.B. step into oder step return bei OO-
Programmierumgebungen bedu¨rfen sicherlich separaten Abbildungsmodellen. Fu¨r eine beispielhafte
Umsetzung einer single step-Semantik s.a. Blunk [116]
2Ein
”
echtes“ Beispiel fu¨r Tests ist ein back-to-back -Test von Simulation und Implementierung
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Entwicklungsumgebungen fu¨r eine Sprache zu erhalten. Ohne auf diesen Themen-
komplex und der damit verbundenen Problematik des Generierens von Werkzeugen
aus Metamodelldefinitionen einzugehen,3 ko¨nnen wir feststellen, dass den angespro-
chenen Methoden letztlich gemein ist, die operationale Semantik und das Laufzeit-
modell als Basis zu nutzen, um Erkenntnisse aus dem Modellverhalten zu ziehen.
Im Folgenden wollen wir genauer auf die Mo¨glichkeiten zur dynamischen Ve-
rifikation anhand von aufgezeichneten Zustandsdaten eingehen. Dazu beschra¨nken
wir uns auf den Fall, sa¨mtliche A¨nderungen aufzuzeichnen die notwendig sind, um
jeden durchlaufenen Zustand der Simulation nachtra¨glich vollsta¨ndig zu rekonstru-
ieren. Wir argumentieren, dass dieser Ansatz fu¨r alle anderen denkbaren Analysen,
denen ein Teil der Informationen genu¨gen wu¨rde, ebenfalls funktioniert (auch wenn
man aus Gru¨nden wie Datenvolumen/Performance u¨blicherweise in der Praxis ge-
zielter Daten sammeln wu¨rde). Als Voraussetzung muss zuna¨chst ein genauer Blick
auf die Zusta¨nde geworfen werden, die bei einerMActions-Modellausfu¨hrung beim
Laufzeitmodell entstehen.
4.1.2 Modellzusta¨nde
Das beobachtbare Verhalten einer Simulation ist eng gekoppelt an die Zustands-
gro¨ßen des sich vera¨ndernden Laufzeitmodells, welches sich auf mindestens drei Ebe-
nen a¨ußert:
(1) Ausgaben des ablaufenden Modells an seine Umgebung. Der offensichtlichste
”
Zustand“ und somit das beobachtbare Verhalten eines Modells a¨ußert sich
durch explizite Ausgaben an die Ausfu¨hrungsumgebung. Hierzu za¨hlen z.B.
Werte von Variablen, erzeugte textuelle und/oder graphische Ausgabedaten.
Diese ko¨nnen von der Umgebung aufgezeichnet werden und repra¨sentieren den
extern (sichtbaren) Zustand des Modells.
(2) A¨nderung von modellinternen Zustandsgro¨ßen. Hierunter za¨hlen alle internen
Variablen, Objekte und Strukturen die durch das ausfu¨hrende Modell angelegt
und vera¨ndert werden. Hinzugerechnet werden auch etwaige Verwaltungsstruk-
turen, Programmza¨hler, Registerwerte etc. Bei einem Java-Programm sind das
z.B. alle Objekte mit Feldern und Wertebelegung, lokale Variablen, erzeugte
Threads mit akquirierten Monitoren, Stacks sowie geladene Klassen. Deshalb
bezeichnen wir diesen Zustand als den internen Zustand eines Modells und
dieser entspricht genau den Objekten des Laufzeitmodells.
(3) A¨nderungen der Laufzeitumgebung. Bezieht man die Ausfu¨hrungsumgebung
mit ein, ergeben sich unter Umsta¨nden
”
Zwischenzusta¨nde“, die der U¨berfu¨hr-
ung eines internen Modellzustandes in einen anderen dienen. Zum Beispiel
muss bei einer Programmiersprache fu¨r einen Funktionsaufruf in der Regel ein
neuer Stackkontext hergestellt, Parameterwerte oder -referenzen kopiert und
der Programmza¨hler weiter gesetzt werden. Fu¨r das Beispiel Java wa¨ren dies
einzelne Schritte im Bytecode, aber auch sog. ”micro languages” von Prozes-
soren fallen in diese Kategorie. Fu¨r Sprachdefinitionen mittels einer operatio-
nalen Semantik wie der MActions gilt gleiches: die Metamodelldefinitionen
beschreiben detailliert, welche Objekte und Attribute wie manipuliert wer-
den, jedoch nicht wann ein gu¨ltiger interner Zustand erreicht wird. Wird eine
Sprache also im Allgemeinen mittels einer Metasprache fu¨r die operationale Se-
mantik beschrieben, so sind die Zusta¨nde der Metasprache als Mikrozusta¨nde
zu trennen vom internen Zustand des Modells.
3Fu¨r eine weitergehende Analyse s.a. [71]
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Es ist anzumerken, dass weitere ausgezeichnete Zusta¨nde innerhalb eines Modells
in unserer Betrachtung eine Rolle spielen werden. Damit sind Zusta¨nde gemeint, die
nicht auf der reinen Sprachbeschreibungsebene vorkommen, sondern wa¨hrend der
Ausfu¨hrung von Modellen. Diese wollen wir als Makrozusta¨nde bezeichnen, da sie
(ohne die Ein-/Ausgaben an die Umgebung zu betrachten) logisch auf der
”
Zu-
standsskala“ das Ende bilden (in diesem Bild bilden Mikrozusta¨nde den Anfang).
Zum Beispiel kann bei der Programmiersprache C ein Programm selbst einen Zu-
standsautomaten beschreiben (z.B. u¨ber eine Variable und eine switch Anweisung),
der dann in der Analyse eine besondere Rolle spielt. Ein anderes Beispiel sind Pra¨-
und Postkonditionen von einzelnen Methoden, bei denen man vor bzw. nach dem
Aufruf Pra¨dikate oder Invarianten pru¨fen mo¨chte. Auf ausgezeichnete Zusta¨nde die-
ser Art werden wir in exemplarischen Analysen zuru¨ckkommen (vgl. Abschnitt 4.4.3,
sowie A.4).
Betrachten wir die Relation zuMActions, so sollte intuitiv klar sein, dass Aus-
gaben nur durch MOutput-Aktionen geta¨tigt werden ko¨nnen. Somit erhalten wir
alle Zusta¨nde der Ebene (1) durch Observierung dieser Aktionen. Die Terminologie
externer Zustand wurde gewa¨hlt, um die Relation eines externen Beobachters im
Augenblick der Observation (einer Ausgabe) zum gerade existierenden (internen)
Zustand des Modells herzustellen.4
Die Trennung zwischen Ebene (2) und (3) mag auf den ersten Blick verwirren und
irrelevant erscheinen, ist jedoch in der Praxis von ho¨chster Relevanz.5 Wa¨hrend an-
dere Kalku¨le wie ASMs oder SOS oftmals direkt auf eine Beschreibung des internen
Modellzustandes abzielen, dru¨cken MActions zuna¨chst einmal nur Mikrozusta¨nde
und deren U¨berga¨nge aus. Im Folgenden werden wir zeigen, wie sich mittels ge-
zielter Auswertung der MActions alle Ebenen zur Analyse unterstu¨tzen lassen.
Eine weitergehende Diskussion zur Zustandsunterscheidung und Einordnung findet
in Kapitel 5.2.1 statt.
4.1.3 Aufzeichnen von Abla¨ufen
Das Aufzeichnen von Ausfu¨hrungsla¨ufen ist der erste Schritt zur nachtra¨glichen
Auswertung einer Modellausfu¨hrung. Aufgezeichnete Abla¨ufe manifestieren sich als
sog. (Execution) Traces6. Der Zustand des Modells muss dabei so konserviert wer-
den, dass alle fu¨r die Analyse relevanten Informationen eines Ausfu¨hrungslaufs zur
Auswertung nachtra¨glich zur Verfu¨gung stehen bzw. rekonstruiert werden ko¨nnen.
Das hier entwickelte Tracemodell stellt im Gegensatz zu anderen Ansa¨tzen der
Programm- und Simulationsauswertung eine generische Datenstruktur zur Verfu¨gung,
die Modellabla¨ufe erfassen kann und bietet nicht nur eine Schnittstelle zum Zugriff
auf Laufzeitdaten an, wie bei Simulationsumgebungen u¨blich. Aus den bisherigen
Definitionen sollte offensichtlich werden, dass es genu¨gt, dazu das Laufzeitmodell
aufzuzeichnen, da hier alle Zustandsgro¨ßen enthalten sind (sowohl Mikrozusta¨nde
als auch interne).
Mit den Definitionen aus 2.5 ließe sich ein Trace mathematisch als die geord-
nete Menge aller Zusta¨nde des Laufzeitmodells beschreiben. Konzeptionell werden
4Dies ist a¨quivalent zum Beispiel zu den Observations von Bloom fu¨r CCS, wenn wir uns auf Aus-
gaben beschra¨nken (vgl. [96]). Bloom betrachtet allerdings eine abstrakte Menge von Observationen
fu¨r die Definition von Kongruenz/Bisimulation (s.a. 4.2.1)
5Insb. bei Sicherheitsanalysen von Programmen im Automobilbereich, Flugzeugbau, Eisenbahn-
und Verkehrswesen spielt die Betrachtung der RTL/ALU-Adressierungsebene eine besondere Rolle
bei der Identifikation von Hardwarefehlern
6die deutschen Begriffe ’Spur’ oder ’Pfad’ haben sich hier nicht durchgesetzt und wir verwenden
deshalb den englischen
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wir diesen Weg auch beschreiten, geben allerdings zuna¨chst ein generisches Trace-
(Meta-)Modell an, welches Zustandsa¨nderungen an Modellen als Delta der Zusta¨nde
erfasst. Anschließend binden wir Traceinstanzen an den algebraisch formaleren Zu-
standsbegriff.
Definition 26 Ein Trace ist definiert als Instanz der Klasse Trace des in Abb. 4.1
dargestellten Metamodells. Er wird erzeugt durch die MActions Ausfu¨hrungsum-
gebung wa¨hrend der Modellsimulation und erha¨lt die folgende Struktur:
1. Fu¨r jede Instanz der Klasse MThread desMActions-Laufzeitmodells wird eine
korrespondierende Instanz der Klasse Trace angelegt. Jede Instanz erha¨lt eine
global eineindeutige id, die der Thread-ID entspricht.
2. Jede A¨nderung an einem Objekt des Laufzeitmodells innerhalb eines Threads
erzeugt einen ObjectChange Eintrag, der die A¨nderung im Detail beschreibt.
Diese Eintra¨ge werden mittels Change-Instanzen gruppiert, welche wiederum
pro Stackkontext (d.h. MContext) zusammengefasst werden (vgl. auch 3.2.5).
Jede dieser Instanzen entha¨lt den Satz von A¨nderungen, die durch alle Ak-
tionen im selben Kontext erzeugt worden sind. Das Attribut actionURI ha¨lt
zusa¨tzlich eine Referenz auf die MActivity-Definition, welche zu dem Stack-
kontext ausgefu¨hrt wurde. Die Beziehungen changes und nestedChanges die-
nen zur Abbildung des Aufrufstacks.
3. ObjectChange bezeichnet das vera¨nderte Objekt mittels eineindeutiger object-
ID und Referenz auf die Metaklasse metaClassName als URI. Es wird fu¨r den
aktuellen Kontext jeweils in die objectChanges Liste eingetragen. Als Son-
derfall der Objekterzeugungen ist diese Liste leer.
4. Instanzen von FeatureChange, enthalten in der Liste featureChanges einer
Objekta¨nderung, beschreiben welche Eigenschaften sich wie gea¨ndert hat:
(a) featureName: Referenz auf die Objekteigenschaft in der Metaklasse des
Objekts.
(b) valueAsString: entha¨lt den gesetzten (neuen) Wert als String. Dieser ist
wie folgt aufgebaut:
i. Attribute mit primitivem Typ oder EDataType liegen als XMI/XML
Wert vor, d.h. z.B. fu¨r Attribute vom Typ EBoolean entweder true
oder false, fu¨r EDouble die Fließpunktnotation der IEEE 754-1985
etc. (vgl. [78]). Bei mehrwertigen Attributen sind die Werte durch
Leerzeichen voneinander getrennt.
ii. Bei Referenzen zu anderen Objekten werden eineindeutige Objekt-
IDs serialisiert, abha¨ngig von der Multiplizita¨t des Attributs ggf.
durch Leerzeichen getrennt.
5. Durch die Vererbung von AbstractChange wird zusa¨tzlich an allen Instanzen
ein Zeitstempel instant verzeichnet, der den logisch-kausalen Zeitpunkt der
A¨nderung angibt (vgl. 3.1.2). Dieser kann fu¨r gleichzeitig ablaufende Aktionen
an verschiedenen Instanzen denselben Wert enthalten.
Im Folgenden sollen einige Hintergru¨nde und Konsequenzen der Definition 26
erla¨utert werden, bevor der Zustandsbegriff fu¨r Modelle eingefu¨hrt wird. Zuna¨chst
sollte angemerkt werden, dass die gewa¨hlte Struktur des Tracemodells willku¨rlich ist,
jedoch die geforderte Rekonstruierbarkeit aller Modellzusta¨nde durch das sequenti-
elle Aufzeichnen der Zustandsdifferenzen erfu¨llt. Diese lassen sich durch sukzessive
Anwendung der aufgezeichneten Differenzen auf das initiale Laufzeitmodell ableiten.





























Abbildung 4.1: Generisches Trace-Metamodell u¨ber Modella¨nderungen
ObjectChange und FeatureChange. Die Gruppierung durch Instanzen der Klasse
Change helfen lediglich bei der Auswertung, da alle A¨nderungen einer MActivity
unter einem Objekt mit eindeutiger Referenz auf die Aktivita¨t zusammengefasst wer-
den. Dadurch bildet sich die Stapelaufrufstruktur der Laufzeitumgebung als Hierar-
chie im Trace ab. U¨ber Konsequenzen dieser Struktur im Hinblick auf eine Auswer-
tung siehe Abschnitt 4.2.1.
Des Weiteren bilden mehrere Traceinstanzen die Laufzeitgegebenheiten unmit-
telbar ab und lassen eine Zuordnung der parallel ausgefu¨hrten Aktionen zu Threads
zu. In Kombination mit den Zeitpunkten der A¨nderungen lassen sich die zeitli-
chen Abla¨ufe sowohl rekonstruieren und in eine (Halb-)Ordnung bringen, als auch
wa¨hrend der Aufzeichnung geschickt manipulieren, um echte Gleichzeitigkeit zu si-
mulieren. Dabei kann z.B. eine Simulationsumgebung zwei A¨nderungen als
”
gleich-
zeitig abgelaufen“ markieren, indem der Wert des instant Attributs beim Aufzeich-
nen den selben Wert erha¨lt, obwohl ggf. eingeschra¨nkte Simulationsumgebungen
(z.B. wegen Prozessoren, Hardware) keine echte Parallelita¨t ermo¨glichen.
Wie eingangs erwa¨hnt, gibt es wenig generische Modelle, die objektorientierte
Strukturen abbilden. Neben dem Ecore Change Model, das als Basis fu¨r Undo-/Redo
bei Operationen u¨ber EMF-Modellen dient und nicht prima¨r zum Zwecke des Auf-
zeichnens von Abla¨ufen erstellt wurde (s. [72]), gibt es eine Reihe von Ansa¨tzen die
auf konkreten Programmiersprachen basieren (z.B. [117]). Der Hauptzweck ist nicht
die Visualisierung der Objektinteraktionen, sondern ein exaktes Festhalten aller Sy-
stemzusta¨nde (ohne in puncto Datenhaltung minimal zu sein).
4.1.4 Analyse von Modellzusta¨nden
Die in Kapitel 2.5.4 gegebenen Definitionen zur Aktionssemantik und Traces sind auf
einen allgemeinen Zustandsraum gerichtet. In diesem Abschnitt fu¨hren wir nun den
Begriff fu¨r MOF-Laufzeitmodelle ein, die uns sowohl zum Anschluss und Vergleich
der
”
zustandsorientierten Sicht“ bei Simulation und Modellanalyse dient, als auch
zur weiteren Definition der Analysesprache LT-OCL.
Definition 27 (Induzierter Zustand) Sei π = γ0, . . . , γn(n ∈ N) eine global
geordnete Sequenz von Instanzen der Klasse Change aufgezeichnet als Menge von
Traces, wobei n den Wert des Attributs instant angibt. Dann stellt das Modell
σi(γi) mit i ≤ n einen induzierten Zustand von γi dar, der sich durch sukzessive
Anwendung aller A¨nderungen γ0...γi auf das initiale Laufzeitmodell ergibt. Synonym
bezeichnen wir das somit konstruierte Laufzeitmodell eines indizierten Zustands als
den
”
Schnappschuss“ zum Zeitpunkt i.
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Die gesamte La¨nge eines Traces π bezeichnen wir ferner mit |π|, womit der End-
zustand des Laufzeitmodells also durch σ|π|(γ|π|) gegeben ist. Aus der Definition
geht unmittelbar hervor, dass induzierte Modellzusta¨nde zuna¨chst jeden Mikrozu-
stand beschreiben ko¨nnen. Demnach resultiert per se jedes Update einer ausgefu¨hr-
ten Aktion in einem neuen Zustand σ(γ), wobei wir explizit nicht fordern, dass alle
γn von der gleichen Thread Instanz kommen. Anders gesagt stellt die vollsta¨ndige
Sequenz einer Ausfu¨hrung σi(γi) eine Projektion des Laufzeitverhaltens als lineare
Teilordnung dar (Linearisierung aller A¨nderungen).
4.1.5 Von Mikrozusta¨nden zu internen Zusta¨nden
Um die oben angesprochene Unterscheidung zwischen Mikrozusta¨nden und internen
Modellzusta¨nden auch in der operationalen Semantik zu trennen und frei model-
lierbar zu machen, fu¨hren wir neue Konzepte ins MActions-Metamodell ein. Diese
dienen ausschließlich der Kontrolle des internen Modellzustands, unabha¨ngig von
der Update-Semantik einzelner Aktionen und spezifizieren, wann einzelne Change-
Objekte im Trace erzeugt werden. Diese Art der Aggregation von (unerwu¨nschten)
Zwischenzusta¨nden gibt einem Sprachentwickler Kontrolle daru¨ber, wie sich Zu-
standsu¨berga¨nge fu¨r die dynamische Analyse darstellen sollen.
Im kanonischen Modus der Modellausfu¨hrung erzeugt jede ausgefu¨hrte Aktion
mit Update-Semantik einen einzelnen ObjectChange im Trace. Implizit wird somit
durch jede i-te Aktion ein neuer Zustand σi(γi) erzeugt. Im aggregierten Modus
werden Zustandsa¨nderungen zuna¨chst von der Ausfu¨hrungsumgebung gesammelt
und gezielt durch folgende Konzepte in einen Trace geschrieben:
1. State Generating Transitions (SGTs) ermo¨glichen ein gezieltes Erzeugen ei-
nes neuen Zustands. Dazu werden alle bis dato gesammelten Change-Objekte
als ein einzelner Eintrag (mit beliebig darin enthaltenen ObjectChanges und
FeatureChanges) im Trace hinterlegt. Mit anderen Worten im aggregierten
Modus wird bei fehlenden SGTs nie ein Zustand erreicht!
2. Atomic Groups kombinieren mehrere einzelne atomare Aktionen in eine neue,
unteilbare Einheit. Diese wird wa¨hrend der Ausfu¨hrung nicht unterbrochen
und erzeugt im kanonischen Modus ein einziges Change-Objekt. Im aggre-
gierten Modus haben SGTs Priorita¨t und erzeugen auch im Kontext einer
MAtomicGroup eine neuen Eintrag im Trace.
Fu¨r den Sprachdesigner ergibt sich durch diese beiden Konzepte die Mo¨glichkeit,
gezielt den internen Zustand einer Sprache orthogonal zur eigentlichen dynamischen
Semantik zu spezifizieren. So kann z.B. eine Event-basierte Sprache, die die Kom-
munikation von Events u¨ber Kana¨le an Empfa¨nger verteilt exakt angeben, wann ein
neuer
”
echter“ interner Zustand erreicht wird.
4.2 Verhaltensa¨quivalenz
Basierend auf der formalen Definition einer Sprachsemantik stellt sich fu¨r die Pro-
grammanalyse und -verifikation die Frage nach der Verhaltensa¨quivalenz von Pro-
grammen. Durch die Arbeiten von Milner zu CCS [88], Hoare zu CSP [89], Bloom,
Meyer et al. zur Bisimulation [93], sowie Hennessy, Pneuli, van Glabbeek et al. [118]
zu Prozessalgebren und Temporallogiken wurde eine ausgereifte und abstrakte Theo-
rie entwickelt, die unterschiedliche Formen von Verhaltensa¨quivalenzen unterschei-
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det.7 Fu¨r die Analyse von Metamodellen mit MActions interessiert uns der Zu-
sammenhang im Hinblick auf diese Bisimulationstheorie, der in diesem Abschnitt
erarbeitet und in Richtung des Verhaltensvergleichs von Metamodellen mit verschie-
denen operationalen Semantiken dargestellt wird.
4.2.1 Isomorphie, Bisimulation und Trace-A¨quivalenz
Die Grundlage der Vergleiche bilden Prozessbeschreibungssprachen (meist in Form
von GSOS-Regeln), die Prozesse mit Aktionen und deren Kommunikation beschrei-
ben (vgl. [96]). LTS, Synchronisationsba¨ume, Prozessgraphen und -algebren, u.a.
bilden Prozessabla¨ufe semantisch ab, d.h. sie stellen das Verhalten eines Prozesses
mit mo¨glichen Abla¨ufen dar. Fu¨r verzweigte Prozessstrukturen werden dann u¨ber
A¨quivalenzklassen der Graphen verschiedene Formen von Kongruenzrelationen de-
finiert, abha¨ngig davon, ob u¨ber den Zeitverlauf der Prozessausfu¨hrung entstehende
Verzweigungen beru¨cksichtigt werden oder nicht. Mit den Definitionen zu LTS aus
Kapitel 2.5 besteht immer dann eine Simulationsrelation zwischen zwei Prozessen
(d.h. zwei LTS) P,Q, geschrieben P → Q, wenn fu¨r jede Aktion in P eine ent-
sprechende Aktion von Q ausgefu¨hrt werden kann. D.h. P kann unter Umsta¨nden
zusa¨tzlich mehr (oder andere) Aktionen ausfu¨hren als Q, aber mindestens eben die
durch P definierten (in genau gleicher Reihenfolge). Eine Bisimulationsrelation (ge-
schrieben P  Q) besteht ferner, wenn sowohl P → Q als auch Q → P . Generell
unterscheidet man die folgenden A¨quivalenzklassen (vgl. [118]):8
Isomorphie (P ≡ Q): Zwei Prozesse sind isomorph zueinander gdw. sich ihre Pro-
zessgraphen isomorph aufeinander abbilden lassen. Alle Knoten und Kanten
(mit allen Verzweigungen) mu¨ssen exakt aufeinander abbildbar sein. Isomor-
phie kann als Identita¨tskriterium fu¨r Prozesse gelten.
Bisimulation (P  Q): Zwei Prozesse sind bisimilar wie oben beschrieben gdw.
fu¨r jede Aktion von P eine entsprechende Aktion in Q ausgefu¨hrt werden kann
und umgekehrt (rekursiv fu¨r alle Aktionen in P,Q). Diese Abschwa¨chung ge-
genu¨ber der Isomorphie betrachtet also lediglich das tatsa¨chliche Verhalten in
puncto Aktionen, unabha¨ngig von den mo¨glichen Pfaden, Konfigurationen etc.
Je nach Definition von Observation und
”
versteckten“ (τ -) Aktionen innerhalb
der Prozesse, werden weitere Unterkategorien definiert wie z.B. Strong- und
Weak -Bisimulation, η-Bisimulation, Ready Simulation u.s.w.
Trace-A¨quivalenz (P ≡tr Q): Zwei Prozesse sind tracea¨quivalent in ihrem ge-
samten Verhalten gdw. jeder Trace von P auch in Q enthalten ist und umge-
kehrt. Dieses schwa¨chste Kriterium fu¨r Verhaltensgleichheit kann durch weitere
Kongruenzbedingungen z.B. anhand von Markierungen im Trace aufgewertet
werden, z.B. decorated trace equivalence, colored trace equivalence etc. Somit
ko¨nnen — zusa¨tzlich zur Menge der Traces – ebenfalls mo¨gliche Parallelita¨ts-
eigenschaften fu¨r den Vergleich zweier Prozesse herangezogen werden.
Fu¨r eine MActions-Spezifikation ergibt sich das Problem, dass die Transitionsse-
mantik nicht u¨ber LTS oder GSOS-Regeln definiert ist: der gesamte Zustandsraum
mit mo¨glichen Transitionen ist lediglich durch A¨nderungsaktionen beschrieben und
mu¨sste reformalisiert werden, um die aufgelisteten A¨quivalenzklassen direkt anzu-
wenden. Ohne diesen Weg zu gehen ko¨nnen wir die prinzipielle Idee der unterschied-
7Genau genommen existiert mittlerweile ein ganzer Satz von sich u¨berschneidende Formalisierun-
gen, auf die wir im Zuge dieser Arbeit nicht in der Ga¨nze eingehen ko¨nnen. So wurden mittlerweile
die Arbeiten zu Prozessalgebren und zur Bisimulation z.B. auf stochastische Automaten u¨bertragen.
8 Fu¨r weitere Details zur Unterteilung und Diskussion sei auf Glabbeek et al. verwiesen.
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lichen A¨quivalenzklassen auch auf εMOF-Modelle u¨bertragen, indem wir die Ver-
haltensa¨quivalenz
”
neu“ interpretieren und auf Aktionssemantiken anwenden. Auch
wenn die Argumentation informell erfolgt, zeigen sich fu¨r die praktische Anwend-
barkeit wichtige Merkmale, die die folgenden Abschnitte erla¨utern.
4.2.2 Trace-A¨quivalenz fu¨r εMOF-Modelle, Verhaltensisomorphie
Das grundlegende Problem bei jedem Vergleich zwischen zwei Modellausfu¨hrungen
im εMOF-Kontext ist die zum Vergleich dienende A¨quivalenzrelation fu¨r Objekte.
Egal, ob man u¨ber Traces und den darin enthaltenen inkrementellen A¨nderungen am
Laufzeitmodell oder direkt u¨ber Modellzusta¨nde ansetzt, die Objektidentita¨t in Zu-
sammenhang mit der Referenz- und Wertsemantik von Attributen stellt das Haupt-
problem dar, da zwei Abla¨ufe, die Objekte erzeugen und Referenzierungen herstellen,
immer zwei unabha¨ngige Objektgraphen erzeugen, die in geeigneter Form auf Iso-
morphie u¨berpru¨ft werden mu¨ssen. Dabei wird z.B. im Trace jede Objekta¨nderung
eines Objekts mit idx im Verlauf immer wieder unter diesem Bezeichner auftauchen,
wa¨hrend in einer zweiten Ausfu¨hrung das a¨quivalente Objekt unter idy gefu¨hrt wird
und allein deshalb (zwangsla¨ufig) zu unterschiedlichen Eintra¨gen im Trace fu¨hrt.




Definition 28 (A¨quivalenz von Objekten) Zwei Objekte o1, o2 des Instanz-
modells (vgl. 2.3.2) sind a¨quivalent, geschrieben o1 ≡M o2 gdw. die folgenden Be-
dingungen rekursiv erfu¨llt sind (Operation equiv in OCL ergibt true):
1. Beide Objekte sind Instanzen derselben Metaklasse:
def equiv(o1 : Object, o2 : Object) : Boolean :=
o1.classifier = o2.classifier and o1.metaObject = o2.metaObject
2. Alle Slots haben a¨quivalente Referenzen und Werte:
o1.slots−>forAll(s1 | o2.slots−>exists(s2 | equiv(s1.values, s2.values))) and
o2.slots−>forAll(s2 | o1.slots−>exists(s1 | equiv(s1.values, s2.values))),
wobei fu¨r die verschiedenen Typen gilt:
(a) String, Integer, Natural, Boolean, Enum:
def equiv(v1 : OclAny, v2 : OclAny) : Boolean := v1 = v2
(b) Collections:9
def equiv(c1 : Collection(OclAny), c2 : Collection(OclAny)) : Boolean :=
c1−>size() = c2−>size() and c1−>forAll(v1 | c2−>exists(v2 | equiv(v1, v2))
and c1−>indexOf(v1) = c2−>indexOf(v2))
and c2−>forAll(v2 | c1−>exists(v1 | equiv(v1, v2))
and c2−>indexOf(v2) = c1−>indexOf(v1))
Man beachte, dass wir fu¨r die Objektidentita¨t (Attribut identifier) explizit nicht
Gleichheit fordern, sondern nur
”
referenzielle“ Gleichheit im Objektgraphen.10 Ver-
einfacht gesagt ko¨nnen zwei Modelle als a¨quivalent betrachtet werden, wenn alle vor-
handenen Objektgraphen und Attribute aufeinander abbildbar sind. Dazu mu¨ssen
9Fu¨r die nicht-sortierten Mengen Bag, Set, MultiSet ist die A¨quivalenz der Indizes mit indexOf
auszunehmen (hier nur der Verknappung halber in einem OCL-Ausdruck aufgeschrieben)
10Eigentlich wurde bislang nicht festgelegt, wie und welche Objekt-IDs vergeben werden. Eine
Implementierung ko¨nnte fu¨r jeden Ablauf dieselbe Menge von IDs verwenden, wie es z.B. in der
Java-VM geschieht. Da wir Objekte aber u¨ber ihren Lebenszyklus hinaus identifizieren wollen,
nehmen wir an, dass dieselbe ID nicht mehrfach auftritt.
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Instanzen aller Metaklassen jeweils ein korrespondierendes Objekt im anderen Mo-
dell besitzen:
Definition 29 (Isomorphie von Modellen) Zwei Modelle M1,M2 sind iso-
morph zueinander, wenn fu¨r alle Instanzen einer jeden Metaklasse Class gilt:
ClassM1.allInstances() ≡M ClassM2.allInstances().
In 4.1.3 haben wir fu¨rMActions ein Tracemodell definiert, das fu¨r jeden ausgefu¨hr-
ten Thread eine Traceinstanz anlegt. Mit diesen Definitionen u¨ber dem Instanzmo-
dell la¨sst sich die A¨quivalenz metamodellunabha¨ngig festlegen und wiederum selbst
auf das Trace-Metamodell aus Abbildung 4.1 anwenden! Damit la¨sst sich fu¨r zwei
Threads T1, T2 die Trace-A¨quivalenz T1 ≡tr T2 ableiten, genau dann wenn die erzeug-
ten Traces π1, π2 modella¨quivalent sind: π1 ≡M π2. Allerdings mu¨ssen wir fu¨r Tra-
ces die Attribute id, objectID und instant analog zu Definition 28 herausfiltern,
da diese dieselben Informationen des Instanzmodells halten. Fu¨r eine vollsta¨ndige
Verhaltensa¨quivalenz von zwei Ausfu¨hrungen P,Q (mit beliebiger Threadanzahl)
ko¨nnen wir die A¨quivalenz P ≡tr Q nach Definition 29 festlegen, wenn fu¨r alle
TP ∈MThread(P ) genau ein TQ ∈MThread(Q) existiert, mit π(TP ) ≡M π(TQ)
und umgekehrt. (Mit MThread(X) seien alle durch die MActions-Definition von
X erzeugbaren Traces bezeichnet.)
Diese A¨quivalenz ist also u¨ber Trace-Modelle und nicht u¨ber den ausgefu¨hrten
Aktionen definiert. Dies ist sinnvoll, da z.B. durch eine QueryAction ein unter-
schiedliches Resultat bei derselben Abfolge von Aktionen entstehen kann, man aber
eigentlich an dem jeweils entstehenden Zustand des Laufzeitmodells interessiert ist.
Im Gegensatz zu der eingangs in 4.2.1 beschrieben Trace-A¨quivalenz spiegelt al-
so diese A¨quivalenz die A¨nderungen an allen im Laufzeitraum erzeugten Objekten
wider.
Weiterhin ist anzumerken, dass die so erhaltene Trace-A¨quivalenz sehr eng an
die gerufenen Aktivita¨ten angelehnt ist. Zum einen ist dies durch die Hierarchie u¨ber
nestedChanges der Fall, die den Aufrufstapel der Aktionsausfu¨hrung auf die Trace-
struktur abbildet. Eine Mo¨glichkeit dies zu flexibilisieren (und eine schwa¨chere Form
der A¨quivalenz zu erhalten) besta¨nde darin, die Tracestruktur zu
”
verflachen“ und
alle Change-Instanzen direkt in changes einzutragen (vgl. Tracemodell 26, Abb. 4.1,
d.h. nestedChanges zu eliminieren). Nach Bedarf kann an dieser Stelle weiter ge-
filtert werden. Zum Beispiel ko¨nnten die zeitlichen Absta¨nde der Aktionen, die im-
plementierungsspezifisch sind und in instant aufgezeichnet werden, beim Vergleich
eine Beru¨cksichtigung finden. Zum Beispiel ko¨nnte das Framework u¨ber Opaque-
Action Erweiterungen spezifizieren, die ein
”
Warten“ auf Zeitgebern realisieren.
Daraus resultierende Zeitschranken im Trace ko¨nnten bei der A¨quivalenz (u.U. mit
einem ∆t als Toleranzintervall) beru¨cksichtigt werden.
In Relation zu den eingangs beschriebenen Vergleichskategorien beno¨tigen wir
fu¨r die strengste Form von Verhaltensa¨quivalenz, der Isomorphie, weitere Zusam-
menha¨nge zwischen den einzelnen Traces, d.h. wann welcher Thread aus einem an-
deren hervorgegangen ist. Da das Tracemodell den tatsa¨chlichen Ablauf der Aktionen
eines Threads mittels actionURI bereits mit einbezieht, fehlt fu¨r den Zusammen-
hang von zwei Traceinstanzen eigentlich nur eine Referenz zwischen den ausfu¨hren-
den Threads. Wenn aufgezeichnet wu¨rde, welcher Thread durch eine InvokeAction
(mit startThread) welchen anderen Thread initiiert, und dieses als Referenz zwi-
schen Traces der beteiligten Threads aufgezeichnet wu¨rde, ko¨nnte Isomorphie so
definiert werden, dass der nun zusammenha¨ngende Threadgraph als modella¨quiva-
lent gelten muss.
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4.2.3 Bisimulation als A¨quivalenzrelation der Modellebene
Bisimulation, u¨bertragen auf Zustandsa¨nderungen am Laufzeitmodell, la¨sst sich a¨hn-
lich der Trace-A¨quivalenz u¨ber Modellisomorphie definieren (vgl. Def. 29). Wa¨hrend
in Abschnitt 4.2.2 die Menge der Traceinstanzen mit allen Objekta¨nderungen zum
Vergleich dienten, sollen nun die Zusta¨nde des Laufzeitmodells zu bestimmten Zeit-
punkten verglichen werden, unabha¨ngig von welchem Thread eine A¨nderung durch-
gefu¨hrt wurde. Im Gegensatz zur Trace-A¨quivalenz wird also von Parallelita¨t und
Aktionen in dem Sinne abstrahiert, dass lediglich das beobachtbare Ergebnis am
Laufzeitmodell za¨hlt. Das heißt es ist nicht sinnvoll, fu¨r jede MAction in einem Pro-
zess eine entsprechende MAction im anderen zu fordern. Dies wa¨re zu einschra¨nkend,
da a¨quivalente Laufzeitmodelle durch verschiedene (u.U. parallele) Aktionen entste-
hen. Zum Beispiel la¨sst sich ein arithmetischer Ausdruck auf verschiedene Weise
auswerten, entweder (rekursiv) sequentiell durch parallele Evaluierung seiner Teil-
ausdru¨cke mit verschiedenen Reihenfolgen etc. Das heißt wir wollen von der Sprache-
bene des Metamodells (M2) abstrahieren und etwas u¨ber das reine Modellverhalten
(M1) aussagen (s.a. Kapitel 2.5.3).
Daraus folgt, dass wir vielmehr nach einer Entsprechung der
”
Aktionen im Mo-
dell“ suchen, um Bisimulation ada¨quat auszudru¨cken. Beispielsweise enthalten Spra-
chen wie UML Send - und Receive-Aktionen, die normalerweise durch einen ganzen
Satz von MActions spezifiziert sind. Bisimulation sollte deshalb auf der Modell-
ebene (M1) die Frage beantworten, wann eine Abfolge von solchen Modellaktionen
in zwei UML-Prozessen bisimilar sind. Als generisches Mittel zum Vergleichen bietet
sich das Laufzeitmodell und dessen Entwicklung wa¨hrend der Ausfu¨hrung an, die
wir als Grundlage fu¨r die Bisimulation heranziehen wollen:
Definition 30 (Bisimulation der Modellausfu¨hrung) Zwei Modellausfu¨hr-
ungen P,Q sind bisimilar zueinander (geschrieben: P  Q), wenn Folgendes gilt:
1. der initiale Zustand ist modella¨quivalent: σ0,P ≡M σ0,Q
2. fu¨r alle induzierten Zusta¨nde σi(δi) der Laufzeitmodelle existiert ein Folgezu-
stand, so dass auch diese a¨quivalent sind:
σi(δi)P ≡M σi(δi)Q =⇒ ∃(σi+1(δi+1)P ≡M σi+1(δi+1)Q).
Mit der Zustandsskala aus Abschnitt 4.1.2 und 4.1.4 lassen sich daraus mindestens
drei verschiedene Bisimulationsa¨quivalenzen fu¨r die Ausfu¨hrung charakterisieren,
abha¨ngig davon wie die Zusta¨nde σi(δi) gebildet wurden:
1. Die Laufzeitmodelle sind nach jedem Mikrozustandsu¨bergang modella¨quiva-
lent (P µ Q). Diese strengste Form der Bisimulation erzwingt exakte U¨ber-
einstimmung im Ablauf fu¨r jede Aktion in der Sprachsemantik und folgt dem
kanonischen Modus der MActions.
2. Die Laufzeitmodelle sind nach jedem internen Zustand unter Beru¨cksichtigung
der SGTs modella¨quivalent (P M2 Q). Entha¨lt eine MActions-Semantik
wohldefinierte interne Zusta¨nde (
”
Sprachschritte“), so fordern wir U¨berein-
stimmung der Laufzeitmodelle nur fu¨r diese Ebene. Beispiele wa¨ren hier Transi-
tionsu¨berga¨nge in SDL/UML oder Anweisungen in Programmiersprachen (vgl.
Abschn. 4.1.5), unabha¨ngig von den M1-Modellen.
3. Die Laufzeitmodelle sind nach jedem ausgezeichneten Makrozustand in einem
Anwendungsmodell modella¨quivalent (P M1 Q). Zum Beispiel ko¨nnte die
oben erwa¨hnte Abfolge von Send/Receive-Aktionen in zwei Prozessen im An-
wendungsmodell Makrozusta¨nde vor bzw. nach Erhalt von Nachrichten spezi-
fizieren.
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Aus der Definition der Zustandshierarchie folgt somit die Bisimulationshierarchie
durch Aggregation von Zwischenzusta¨nden (ohne Beweis):
P µ Q =⇒ P M2 Q =⇒ P M1 Q (4.1)
Die zweite A¨quivalenz P M2 Q (”M2-Bisimulation“) entspricht am ehesten der
”
klassischen“ Bisimulation (Aktionen der Prozesse mu¨ssen a¨quivalent sein), wohin-
gegen in bisherigen Ansa¨tzen die Unterscheidung M2/M1-Bisimulation außen vor
bleibt.11 Durch die Definition u¨ber Makrozusta¨nde la¨sst sich die Granularita¨t der
Bisimulation nahezu stufenlos
”
einstellen“, wenn man zusa¨tzlich angibt, an wel-
cher Stelle ein Makrozustand erreicht wird (s.u.). Bei zwei Programmen, die z.B.
einen Sortieralgorithmus fu¨r Zahlen u¨ber Felder realisieren, ko¨nnte man von exakter
Verhaltensa¨quivalenz der Programme (d.h. gleiche Abfolge von Instruktionen, Me-
thodenrufen etc.) u¨ber A¨quivalenzen der Algorithmen (d.h. Schritte des Sortierens,
prinzipieller Ablauf bei der Sortierung) bis hin zur grobgranularen A¨quivalenz
”
lie-
fert gleiches Ergebnis“ (d.h. Zahlen im Feld sind sortiert, unabha¨ngig vom gewa¨hlten
Algorithmus) wa¨hlen. Zu diesem Zweck sind Zustandsmarker no¨tig, die angeben, an
welchen Stellen zwei Programme einen a¨quivalenten Makrozustand erreicht haben.
Ein Marker ist eine Relation θ⟨Object,Object⟩ zwischen zwei Objekten p ∈ P und
q ∈ Q aus den Modellen P,Q, die auf Instanzebene (M1) kennzeichnet, welche Ma-
krozusta¨nde gebildet werden und gema¨ß der A¨quivalenz P M1 Q verglichen werden
sollen. Man kann sich Zustandsmarker a¨hnlich Breakpoints in einer Debuggingum-
gebung vorstellen, wobei jeweils zwei Breakpoints auf unterschiedliche Programme
zeigen und in Relation stehen. Semantisch werden Marker dann bei der Ausfu¨hrung
ausgewertet und erzeugen jeweils im Tracemodell den aggregierten Zustand σi(δi)
aus Def. 30, wenn die Modelle ausgefu¨hrt werden.12
4.2.4 Bisimulation bei unterschiedlicher operationaler Semantik
Verfolgt man den Gedanken der
”
M1-Bisimulation“ aus Abschnitt 4.2.4 weiter, las-
sen sich prinzipiell auch zwei Modellausfu¨hrungen zu verschiedenen Metamodellen
vergleichen. Da wir letztlich nur die A¨quivalenz der Laufzeitmodelle zu Grunde gelegt
haben, kann Definition 30 erweitert werden, so dass mittels einer Transformation der
Laufzeitmodelle (z.B. mit QVT) eine a¨hnliche Verhaltensa¨quivalenz definiert werden
kann, etwa: T (σi(δi)P ) ≡M σi(δi)Q, wobei T : P → Q hier die Transformation der
Laufzeitmodelle darstellt. Dies soll hier nicht weiter analysiert werden und lediglich
als Ausblick und Anregung fu¨r weitere Forschung im Bereich der Verhaltensanalyse
und Bisimulation dienen.13
4.3 LT-OCL zur Dynamischen Modellanalyse
Wa¨hrend wir im vorigen Kapitel 4.2 den Vergleich zwischen zwei verschiedenen Mo-
dellausfu¨hrungen analysiert haben, sollen im Folgenden die dynamischen Eigenschaf-
ten eines Ausfu¨hrungslaufs betrachtet werden. Dazu definieren wir (exemplarisch)
11Man ko¨nnte argumentieren, das was hier der Ebene M1 entspricht bereits durch den Abstrak-
tionsgrad der Prozessaktionen einfließt (z.B. Bloom in [93]). D.h. die Prozessdefinitionen wu¨rden
bereits nur die gewu¨nschten Aktionen beschreiben. Die Bisimulationstheorie behandelt darauf ba-
sierend eigentlich nur noch abstrakt die Klasse der durch LTS/GSOS-Regeln erzeugten Prozesse.
12Da die Metaklasse eines Objekts mo¨glicherweise mehrere MActivity entha¨lt, muss man ei-
gentlich auf M1-Ebene noch weiter unterscheiden, wo genau bei jedem Objekt der Makrozustand
erreicht wird, d.h. θ ist eigentlich eine Relation zwischen Tupel (Object,MActivity).
13Ein Beispiel fu¨r solch einen Vergleich mit QVT Relations ist in [119] beschrieben (das Papier
wurde bei der SLE 2008 abgelehnt und stattdessen als Whitepaper ohne Review vero¨ffentlicht)
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Syntax und Semantik der Linear Time Temporal Object Constraint Language (LT-
OCL [120]), die zur Spezifikation von dynamischen Eigenschaften dient. Temporal-
logiken ermo¨glichen generell eine formale Ausdrucksweise u¨ber Eigenschaften, die
sich zeitlich wa¨hrend eines Simulationslaufs ergeben. Wie Kapitel 2.7 zeigt ko¨nnen
dabei mittels der pra¨dikatenlogische Variablenbindung komplexe Zusammenha¨nge
recht kompakt formuliert werden. Ob prinzipiell eine Temporallogik fu¨r dynamische
Analysen geeignet ist oder andere Formen von Algorithmen zur Auswertung von
Laufzeitdaten besser anwendbar sind, soll hier nicht beantwortet werden. Stattdes-
sen dienten die folgenden Definitionen als Studienobjekt dem Zweck, Erkenntnisse
zum metamodellunabha¨ngigen Ansatz einer dynamischen Modellanalyse zu gewin-
nen und dessen Grenzen auszuloten.
Konzeptionell fu¨hren wir dazu drei una¨re temporale Operatoren next, always,
eventually sowie den bina¨ren Temporaloperator until als Erweiterungen der OCL
ein. Diese entsprechen den in Abschnitt 2.7.1 beschriebenen klassischen Operatoren
⃝, , ♦ und U . Da LT-OCL-Formeln im Kontext eines Metamodells mit operationa-
ler Semantik interpretiert werden sollen, binden wir die Auswertungssemantik an das
generische Trace-Metamodell und dessen implizierte Zusta¨nde (vgl. Abschnitt 4.1.3).
Dadurch ist die Semantik von LT-OCL-Ausdru¨cken abha¨ngig von einem konkreten
Metamodell, der Aktionssemantik dieses Metamodells und den darin enthaltenen
Zustandsdefinitionen. Die Anwendung und Probleme diskutieren wir anschließend
entlang einer Fallstudie in Kapitel 4.4.1.
4.3.1 U¨bersicht der LT-OCL
Modellverifikation mit LT-OCL ist eng verknu¨pft mit dem Laufzeitmodell und des-
sen A¨nderungen wa¨hrend der Simulation, weil alle dynamischen Informationen im
Laufzeitmodell hinterlegt sind (vgl. Abschnitt 4.1.1). Dies fu¨hrt dazu, dass tem-
porale Ausdru¨cke fast ausschließlich u¨ber Objekte der Klassen des Laufzeitmodells
formuliert sind. Durch die Untermenge Essentiel OCL, welche als Basis der LT-
OCL dient, sind OCL-Annotationen prinzipiell an Klassen, Pakete und Operationen
mo¨glich. Dies resultiert aus dem package merge des MOF-Metamodells, bei dem
der sogenannte contextual classifier (u¨ber das Schlu¨sselwort context gekennzeich-
net) nicht weiter eingeschra¨nkt wird. Fu¨r LT-OCL schra¨nken wir hingegen diesen
Kontext auf Klassen- und Paketinvarianten ein, da neben dem Blickwinkel auf die
Laufzeitgro¨ßen weiterhin ein Ausdruck immer u¨ber einen gesamten Trace ausgewer-
tet wird. Fu¨r gerufene Operationen existiert keine
”
partielle Semantik“. 14
Die Ma¨chtigkeit einer Temporallogik zeigt sich anhand von einigen Beispielen,
die die drei typischen Arten von temporalen Aussagen klassifizieren: safety, liven-
ess und fairness. Diese Liste stellt keinen Anspruch auf Vollsta¨ndigkeit, zeigt aber
ga¨ngige
”
Muster“ von Kombinationen temporaler Operatoren zu Ausdru¨cken und
bietet so gleichzeitig eine informelle Einfu¨hrung in die Logik LT-OCL. Die einfach-
ste Form dynamischer Eigenschaften stellen safety properties dar, also Invarianten,
die wa¨hrend einer gesamten Ausfu¨hrung erfu¨llt sein sollen. Ein Beispiel fu¨r eine
Programmiersprache mit dynamischer Speicherallokation wa¨re:
always(heap.size < limit)
Dazu mu¨sste heap z.B. durch einen let-Ausdruck an ein entsprechendes Objekt ge-
bunden werden, dass den Speicher repra¨sentiert und die Variable limit einen Wert
14Fu¨r UML definiert OCL bereits mit @pre und @post ein Zustandsbezug fu¨r Vor- und Nachbe-
dingungen, der einen Zugriff auf ausgewa¨hlte
”
Zeitpunkte“ ermo¨glicht
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erhalten, der die obere Schranke spezifiziert. Bei der Auswertung u¨ber einen Simu-
lationslauf wird die Teilformel innerhalb des always-Operator in jedem Zustand
u¨berpru¨ft.
Eine zweite ha¨ufig anzutreffende Kombination ist die eines liveness properties,
bei der eine always/eventually-Kombination genutzt wird (vgl. 2.7):
always(event.send implies eventually(event.received))
Bei der Auswertung wird bei jedem wahr werden des Teilausdrucks event.send eine
Pru¨fung zu jedem weiteren Zustand durch eventually initiiert. Dies geht so lange,
bis entweder event.received wahr wird oder aber die Ausfu¨hrung ans Ende gelangt
und den gesamten Ausdruck als falsch auswertet. Verallgemeinert kann dadurch
eine A¨nderung an Werten verifiziert werden, wobei der Zeitpunkt des Eintretens
”
irgendwann“ erfolgen muss. Weiterhin ist die Bindung der (hier freien) Variable
event entscheidend. So kann z.B. ein OCL forAll-Operator in Zusammenhang mit
der Objektmenge Event.allInstances() benutzt werden, um den Ausdruck u¨ber
alle jemals gesendeten Events zu garantieren.
Fu¨r parallele Ausfu¨hrungen und Nebenla¨ufigkeit von Prozessen stehen besonders
Fairness-Eigenschaften im Analysefokus. Anhand des klassischen Dining Philoso-
phers-Beispiels15 lassen sich diese demonstrieren. Eine strong fairness-Eigenschaft
ist, wenn fu¨r eine beliebig oft eintretende Bedingung immer ein Folgeereignis ein-
tritt. Zum Beispiel soll ein Philosoph, der beliebig oft zwei Sta¨bchen erha¨lt auch in




implies always(eventually(p.state = #Eating))
Die Variable p steht hier stellvertretend fu¨r einen der Philosophen, sein aktueller Zu-
stand sei im Attribut state als Enumeration mit den Werten {Thinking, Eating}
und dem Mengenattribut sticks fu¨r die momentan gegriffenen Sta¨bchen gegeben.
Dagegen kann eine weak fairness-Bedingung fu¨r das gleiche Beispiel beschrieben
werden, die das Zuru¨cklegen von beiden Sta¨bchen ausdru¨ckt:
eventually(always(p.state = #Thinking))
implies always(eventually(p.sticks−>size() = 0))
4.3.2 OCL Syntaxerweiterungen fu¨r temporale Operatoren
Im OCL Standard ist die Konkrete Syntax durch eine attributierte EBNF Gramma-
tik inklusive Abbildung auf das OCL Metamodell (als abstrakte Syntax) definiert
(vgl. Abschnitt 9 in [17]). Deshalb bedu¨rfen alle LT-OCL-Konzepte einer Erweite-
rung sowohl der Grammatikregeln, des Metamodells als auch der Abbildungsregeln
in dieses erweiterte OCL-Metamodell.
Abbildung 4.2 zeigt das LT-OCL-Metamodell mit den Erweiterungsklassen fu¨r
temporale Operatoren (neue Klassen grau unterlegt). Die der EBNF Grammatik wei-
testgehend folgende, syntaxorientierte Vererbungshierarchie des OCL Metamodells
erlaubt eine einfache Erweiterung der Sprachkonzepte. Die Klassen im einzelnen:
TemporalExp Stellt die abstrakte Basisklasse aller temporalen Ausdru¨cke dar.
U¨ber die Assoziation expression wird immer ein boolescher Ausdruck erwar-
tet (s.a. Produktionsregel in der Grammatik). Alle Subklassen von TemporalExp
liefern einen boolschen Wert.
15vgl. [121] fu¨r ein Metamodell mit operationaler Semantik

















Abbildung 4.2: LT-OCL-Metamodell mit Erweiterungen fu¨r Temporale Operatoren
NextExp Entspricht dem nextOperator und gibt an, dass expression im na¨chsten
Zustand wahr sein muss, damit der gesamte Ausdruck wahr wird.
AlwaysExp Repra¨sentiert den always Operator und verlangt von expression, das
diese ab dem Moment der Evaluierung fu¨r alle folgenden Zusta¨nde wahr sein
muss.
EventuallyExp Metaklasse die eventually repra¨sentiert. Um wahr zu werden,
muss expression in mindestens einem Folgezustand wahr werden.
UntilExp Entspricht dem bina¨ren until Operator und behandelt neben expres-
sion die u¨ber leftExpression angegebene Vorbedingung. Damit der Gesamt-
ausdruck wahr wird, muss leftExpression in jedem Zustand wahr sein bis
expression wahr wird.
Die EBNF Grammatik des OCL-Standards benutzt Attribute an den Produkti-
onsregeln zur Beschreibung der Abbildung ins OCL-Metamodell. Dabei erha¨lt eine
Regel immer das synthetisierte Attribut ast (Abk. fu¨r abstract syntax tree), das
(1) die beim Parsen zu instanziierende Metaklasse angibt (also als Typ des AST
Knotens) und (2) u¨ber eine Punkt-Notation Zugriff und Navigation im Metamodell
erlaubt. Der Wert der synthetisierten Attribute auf der linken Seite einer Produk-
tionsregel leitet sich somit immer aus Attributen auf der rechten Seite einer Regel
ab. Zusa¨tzlich besteht u¨ber ein ererbtes Attribut env (Abk. fu¨r environment) Zu-
griff auf den aktuell gu¨ltigen Namensraum und der aktuellen Belegung von Bezeich-
nern. Der Typ des Attributs ist eine im OCL-Standard zum Parsen definierte Klasse
Environment, welche Methoden zum Nachschauen von bereits geparsten Werten
erlaubt (vgl. Abschnitt 9.1 in [17]).
Um nicht alle Definitionen des Standards zu wiederholen, geben wir im Weiteren
nur die neuen Regeln an und verweisen den Leser auf [17]. Sollten vorhandene Regeln
vera¨ndert oder eingeschra¨nkt werden, werden diese explizit aufgefu¨hrt. Auf oberster
Ebene der Grammatikregeln fu¨gen wir eine neue Regel [G] fu¨r temporale Operatoren
hinzu:
[A] OclExpressionCS ::= PropertyCallExpCS
[B] OclExpressionCS ::= VariableExpCS
[C] OclExpressionCS ::= LiteralExpCS
[D] OclExpressionCS ::= LetExpCS
-- [E] OclExpressionCS ::= OclMessageExpCS
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-- nicht in Essential OCL
[F] OclExpressionCS ::= IfExpCS
[G] OclExpressionCS ::= NextExpCS | AlwaysExpCS |
EventuallyExpCS | UntilExpCS
Die vier neuen Nichtterminal-Symbole definieren sich wie folgt:
[A] NextExpCS ::= ’next’ ’(’ OclExpressionCS ’)’
[B] AlwaysExpCS ::= ’always’ ’(’ OclExpressionCS ’)’
[C] EventuallyExpCS ::= ’eventually’ ’(’ OclExpressionCS ’)’
[D] UntilExpCS ::= ’(’ OclExpressionCS[1] ’)’ ’until’
’(’ OclExpressionCS[2] ’)’
Neben Token in einfachen Anfu¨hrungszeichen wird die Indizierung in [D] fu¨r eine
Unterscheidung der geparsten Werte zur weiteren Zuordnung zu dem synthetisierten
Attribut ast verwendet. Dieses wird bei der Definition der AST-Struktur wie folgt
verwendet:
NextExpCS.ast : NextExp
[A] NextExpCS.ast.expression = OclExpressionCS.ast
AlwaysExpCS.ast : AlwaysExp
[B] AlwaysExpCS.ast.expression = OclExpressionCS.ast
EventuallyExpCS.ast : EventuallyExp
[C] EventuallyExpCS.ast.expression = OclExpressionCS.ast
UntilExpCS.ast : UntilExp
[D] UntilExpCS.ast.leftExpression = OclExpressionCS[1].ast
[D] UntilExpCS.ast.expression = OclExpression[2].ast
Durch das Attribut ast, getypt auf Klassen des Metamodells, wird die Bru¨cke
von konkreter zu abstrakter Syntax geschlagen. Wie in den Regeln [A] bis [D]
ersichtlich, instanziiert ast die Klassen NextExp, UntilExp etc. und die Referenz
expression wird konsistent jeweils auf die Werte der Kindausdru¨cke vom Typ
OclExpressionCS gesetzt. Als Besonderheit des until-Ausdrucks wird die linke Sei-
te der geparsten Werte (durch OclExpressionCS[1].ast) repra¨sentiert) der left-
Expression zugeordnet, die rechte Seite der expression-Referenz.
Zusa¨tzlich zu diesen Konstruktionsregeln schra¨nken wir von allen vier Tempo-







Die Semantik von LT-OCL-Ausdru¨cken ist abha¨ngig von einem konkreten Metamo-
dell inklusive Aktionssemantik. Da sich wa¨hrend der Ausfu¨hrung Modellzusta¨nde als
Traces aufzeichnen lassen, la¨sst sich mittels der Tracedefinition aus Abschnitt 4.1.3
und den induzierten Zusta¨nden aus Abschnitt 4.1.4 eine generische Semantik ange-
ben, die lediglich indirekt an die MActions Aktionssemantik gekoppelt ist. Daraus
ergeben sich zwei Vorteile:
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1. Die Sprachsemantik von LT-OCL la¨sst sich in klassischer Weise u¨ber Pfade
von Zusta¨nden angeben. Dies erleichtert sowohl die Definition als auch das
Versta¨ndnis der temporalen Ausdru¨cke.
2. LT-OCL ist durch das Tracemodell von den MActions entkoppelt und la¨sst sich
bei anderen dynamischen Semantiken fu¨r Metamodelle verwenden, vorausge-
setzt deren Ausfu¨hrungssemantik kann durch Zusta¨nde beschrieben werden.
Bisher haben wir Modellzusta¨nde in Definition 27 als induzierte Zusta¨nde des
Laufzeitmodells angegeben. Um die LT-OCL-Semantik formal zu fassen, soll nun
eine Abbildung auf den algebraischen Kalku¨l aus Abschnitt 2.4.2 und 2.6.1 folgen,
indem wir induzierte Zusta¨nde auf das Zustandsmodell σ(M) abbilden.
Definition 31 (Zustandssequenz) Sei M ein Objektmodell mit
M = (Class, Attc, Opc, Assoc, associates, roles, multiplicities,≺) (4.2)
gema¨ß Definition 7 und σ(M) der initiale Zustand des Laufzeitmodells mit
σ0(M) = (σCLASS , σATT , σASSOC) (4.3)
Dann bezeichnen wir mit σi(γi) den (induzierten) Systemzustand zum Zeitpunkt i,
der sich durch Abbildung von γi gema¨ß Definition 8 ergibt. Dazu bezeichnen wir
mit π = σ0, . . . , σt (t ∈ N) die Zustandssequenz einer Modellausfu¨hrung bis zum
Zeitpunkt t. Wir nennen π vollsta¨ndig in Bezug auf eine Modellausfu¨hrung, wenn
die komplette geordnete Menge γ0, . . . , γn(n ∈ N) aller Traces in π enthalten ist
(d.h. wenn t = n).
Zusammengefasst la¨sst sich feststellen, dass durch diese Definition aus jedem
Zustand des Laufzeitmodells u¨ber Umweg des induzierten Zustands γi im Trace
der formalisierte Systemzustand σi(γi) wird. Der Trace ist also lediglich Media-
tor, um der Aktionssemantik a priori keinen Zustand
”
aufzuzwingen“. Daru¨ber
hinaus sei angemerkt, dass wir mit der Terminologie der Historie der formalen
(Transitions-)Systeme Rechnung tragen und den algebraisch formalen Teil mit Sy-
stemzustand bezeichnen, wohingegen beim Modell schlicht von Zustand die Rede
ist.
Als na¨chstes muss die Auswertung von OCL-Ausdru¨cken in Bezug auf die Eva-
luierungsumgebung erweitert werden. In Abschnitt 2.6.1 wurde bereits die Interpre-
tationsfunktion IJexprK : Env → I(t) fu¨r eine statische Umgebung Env eingefu¨hrt.
Diese Umgebung gilt es im Hinblick auf Zustandssequenzen zu erweitern.
Definition 32 (Erweiterte Umgebung) Sei Exprt die Menge aller OCL-Ausdru¨cke
von Typ t mit den temporalen Erweiterungen aus Abschnitt 4.3.2 und V art die
Menge aller Variablen. Eine erweiterte Umgebung ε = (π, β, i) besteht aus einer
Zustandssequenz π und einer Projektion β : V art × N → I(t), die Variablen ihre
Werte zum Zeitpunkt i zuordnet.
Fu¨r eine bessere Leserlichkeit schreiben wir im Folgenden εi anstelle von ε =
(π, β, i), wenn sich π und β aus dem Kontext erschließen.
Definition 33 (Semantik von LT-OCL-Ausdru¨cken) Sei π = σ0, . . . , σn
(n ∈ N) eine Sequenz von Systemzusta¨nden, e ∈ Exprt ein LT-OCL-Ausdruck und
Env die erweiterte Umgebung ε = (π, β, i). Dann ist die Auswertung des LT-OCL-
Ausdrucks e durch die Interpretationsfunktion IJeK : Env → I(t) wie folgt definiert:
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i. Standard OCL-Ausdru¨cke werden wie im Annex zur formalen Semantik in [17],
Appendix A, Definition A.14 - A.30 ausgewertet,16 unter Beru¨cksichtigung der
erweiterten Umgebung IJeK(ε), welche den Auswertungszeitpunkt i entha¨lt.
Dies bedeutet im Einzelnen:
(1) Variablenzuweisungen erhalten den Wert der Umgebung zum Zeitpunkt
i: IJvK(ε) = β(v, i)
(2) Iteratorausdru¨cke iterieren immer u¨ber konsistente Mengen die zum Zeit-
punkt i ermittelt worden sind
(3) Operationsrufe werden als seiteneffektfrei angesehen und vera¨ndern nicht
das Laufzeitmodell (d.h. sie interferieren nicht). Dadurch ist eine Auswer-
tung einer Operation konsistent zum Zeitpunkt i




true wenn IJeK(εi+1) = true
false wenn IJeK(εi+1) = false
⊥ sonst
iii. Ein ’until’ erzwingt, dass ein Ausdruck e1 in allen Systemzusta¨nden wahr ist,
bis der zweite Ausdruck e2 wahr wird:
IJ(e1) until (e2)K(ε) =

true gdw. ∃k.i < k, so dass ∀i ≤ u < k : IJe1K(εu) = true
und ∀j ≥ k : IJe2K(εj) = true
false gdw. fu¨r ein i ≤ u < k IJe1K(εu) = false oder
IJe2K(εj) = false
⊥ sonst
iv. Ein ’always’ Ausdruck ist genau dann wahr, wenn er in allen Systemzusta¨nden
wahr ist (ab Auswertungszeitpunkt):
IJalways(e)K(ε) =

true wenn ∀i ∈ 0, ..., n.IJeK(εi) = true
false wenn ∃i ∈ 0, ..., n.IJeK(εi) = false
⊥ sonst
v. Ein ’eventually’ Ausdruck ist genau dann wahr, wenn ein Systemzustand in π
folgt, in dem e wahr wird:
IJeventually(e)K(ε) =

true if ∃i ∈ 0, ..., n.IJeK(εi) = true
false if ∀i ∈ 0, ..., n.IJeK(εi) = false
⊥ otherwise
Ein LT-OCL-Ausdruck e ∈ Exprt ist wahr fu¨r π gdw. IJeK(π, β, 0) = true.
Diese Definition sollte auf den ersten Blick nicht u¨berraschen, la¨sst sich doch eine
große A¨hnlichkeit zu der algebraischen LTL-Semantik aus Abschnitt 2.7 feststellen.
Die dort versprochene Diskussion zu den Besonderheiten der Auswertung soll nun
folgen.
Diskussion zur LT-OCL-Semantik
Zuna¨chst ist ein LT-OCL-Ausdruck immer u¨ber eine endliche Sequenz π von Sy-
stemzusta¨nden definiert. Theoretisch ließe sich die Definition auch auf unendliche
16wir geben an dieser Stelle nur vom OCL Standard abweichende/erweiterte Definitionen an
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Pfade ausweiten, jedoch hat das fu¨r die praktische Anwendung im
”
normalen“ (d.h.
endlichen) Simulationsexperiment keine Bedeutung; schließlich mo¨chte man am En-
de einer terminierten Modellausfu¨hrung wissen, ob ein Ausdruck fu¨r diesen Ablauf
wahr ist oder nicht. Daru¨ber hinaus ergibt sich durch die Erweiterung auf unendliche
Pfade die Problematik der Entscheidbarkeit von pra¨dikatenlogischen Temporallogi-
ken (vgl. [122]).
Betrachtet man die per Definition eingeschra¨nkte Gu¨ltigkeit eines LT-OCL-Aus-
drucks auf einen Pfad, so la¨sst sich durchaus eine Ausweitung auf alle Ausfu¨hrungs-
la¨ufe in Erwa¨gung ziehen. Man ko¨nnte somit die Gu¨ltigkeit einer Formel erweitern,
z.B indem man sie in Bezug auf das Modellverhalten definiert. Das heißt ein LT-
OCL-Ausdruck wa¨re gu¨ltig fu¨r ein Modellverhalten gdw. er auf allen mo¨glichen
Pfaden wahr ist. Dies entspricht einer implizierten Kripke-Struktur, welche aus den
erreichbaren Systemzusta¨nden des Modells besteht. Bei genauerer Betrachtung ist
diese Erweiterung jedoch nicht ohne Weiteres machbar, da z.B. der Zustandsraum
des Laufzeitmodells in der Regel unendlich ist. Im Hinblick auf ein
”
Modellchecking“
(im Sinne einer formalen Verifikation u¨ber dem vollsta¨ndigen Zustandsraum) bo¨te
sich diese Definition dennoch als Basis an, um durch gezielte Suche im Zustandsraum
zu ermitteln, ob ein Ausdruck wahr oder falsch ist.
Eine Besonderheit der LT-OCL besteht in der Variablenbindung und der erwei-
terten Umgebung, die zusammengenommen einer detaillierten Diskussion bedu¨rfen.
Betrachten wir folgende Invariante einer fiktiven Metaklasse State mit einem At-
tribut active vom Typ Boolean:
context State inv:
eventually(always(self.active and var=42))
Diese Temporale Formel besteht neben einer typischen eventually/always Kom-
bination aus der eigentlichen Konjunktion von self.active und der freien Va-
riable var, die nicht durch einen Iterator oder let gebunden ist. Durch Anwen-
dung der Definition 33 ergibt sich der Wert von var zu einem Zeitpunkt t aus:
IJvarK(ε) = β(var, t), d.h. mo¨glicherweise liefert die Umgebung ε zu verschiedenen
Zeitpunkten t unterschiedliche Werte. Die Temporale Formel fordert also, dass so-
bald der Zustand einen Wert von self.active=true hat und var den Wert 42,
diese sich nicht mehr a¨ndern.
Ein Beispiel fu¨r eine gebundene Variable zeigt die LT-OCL-Formel, die eine (nicht
genauer spezifizierte) Metaklasse Event adressiert, diese hat zwei boolesche Attri-
bute send und receive:
always (Event.allInstances()−>forAll(e | e.send implies eventually (e.receive)))
Auf den ersten Blick ko¨nnte e wie eine freie Variable wirken, allerdings stellt sie
tatsa¨chlich den OCL forAll-Iterator dar. Durch diese Form wird ein expliziter Zu-
griff auf iterierte Werte/Objekte ermo¨glicht. Im Hinblick auf die zeitliche Auswer-
tung von e sollte deutlich werden, dass sich die Teilausdru¨cke e.send und e.receive
i.Allg. auf unterschiedliche Zeitpunkte beziehen. Das heißt, sobald fu¨r ein Event e1
send wahr wird, muss fu¨r dasselbe Event e1 irgendwann spa¨ter receive wahr wer-
den. Dabei wird jedoch die Menge aller Event Instanzen durch allInstances zu
jedem Zeitpunkt erneut ausgewertet. Anders wu¨rde es sich verhalten, wenn wir den
always Ausdruck in die forAll-Iteration hineinziehen:
Event.allInstances()−>forAll(e | always(e.send implies eventually (e.receive)))
Bei dieser Auswertung wu¨rden nur diejenigen Events beru¨cksichtigt, die zum Zeit-




Fu¨r diese Arbeit wollen wir uns auf zwei Fallstudien beschra¨nken, die die wesent-
lichen Aspekte des Zusammenspiels von MActions und LT-OCL verdeutlichen.
Neben den im Folgenden Abschnitt 4.4.1 und im Anhang A gezeigten Sprachen
(publiziert in [120],[20]) wurden die Konzepte im Kontext von doma¨nenspezifischen
Sprachen z.B. anhand von Beispielsprachen in [123] und [119] untersucht.
4.4.1 Timed Automata
Dieser Abschnitt beschreibt eine beispielhafte Anwendung von LT-OCL auf ein Me-
tamodell mit MActions, dem Dampfkessel-Kontrollsystem (engl. steam boiler con-
trol system). Dieses Beispiel wurde Mitte der neunziger Jahre im Rahmen eines
Dagstuhl Seminars als ein komplexes Referenzproblem vorgestellt, um verschiede-
ne formale Spezifikationstechniken zu vergleichen. Die Problembeschreibung lautet
zusammengefasst wie folgt (Details siehe [124]):
Es soll ein Kontrollprogramm fu¨r einen Regelkreis spezifiziert werden,
das einen Dampfkessel steuert. Der Dampfkessel besteht aus einem Was-
sertank in dem Wasser erhitzt wird, das als Wasserdampf u¨ber ein Ventil
eine Turbine antreibt. Der Wasserzufluss ist durch vier Pumpen und ein
zusa¨tzliches Ventil geregelt, die alle vom Kontrollprogramm angesteuert
werden ko¨nnen, um den Wasserstand im Tank zwischen einem Minimal-
und Maximalpegel zu halten. Der Wasserstand kann dabei durch einen
Messsensor vom Programm ausgewertet werden.
Sollte es zu einem kritischen Wasserstand ober- oder unterhalb der Pegel-
grenzen kommen, muss binnen 5 Sekunden durch Regelung der Pumpen
oder des Ventils ein normales Niveau wiederhergestellt werden, anson-
sten droht der Dampfkessel oder die nachgeschaltete Turbine Schaden
zu nehmen. Sollte dies aus irgendwelchen Gru¨nden nicht mo¨glich sein
(z.B. keine ausreichende Wasserzufuhr, Fehlfunktion des Ventils), muss
das System in einen Nothalt versetzt werden.
Im Folgenden werden wir die Sprache der Timed Automata (TA) beschreiben, mit
der die Spezifikation ada¨quat repra¨sentiert werden kann. Die Sprache ist eine ver-
einfachte Form der von Alur, Dill et al. entwickelten und im Werkzeug Uppaal
implementierten Modellierungssprache fu¨r automatische Verifikation von Echtzeit-
systemen (vgl. [125][126]). Anschließend folgt dann eine Analyse der Funktionsweise
mittels LT-OCL.
Steam Boiler als Zustandsautomat
Fu¨r die Fallstudie werden wir das Originalproblem zuna¨chst auf die wesentlichen Be-
standteile reduzieren. Dazu begrenzen wir die Anzahl der Pumpen auf eine und ab-
strahieren von Details der Wasserstands- und Dampfstrahlmessung sowie der Kom-
munikation.17 Zur weiteren Vereinfachung verbinden wir die Pumpe und das Ventil
zu einer Tankeinheit, die sowohl Pumpe als auch Ventil ansteuert. Davon sepa-
rat spezifizieren wir das eigentliche Kontrollprogramm, dass die Tankeinheit u¨ber-
17In der Originalbeschreibung finden sich daru¨ber hinaus weitergehende Details zu Betriebspa-
rametern, Wartungszusta¨nden, etc. Das Ventil dient eigentlich nur der initialen Evakuierung des
Wassertanks
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wacht. Abbildung 4.3 zeigt zwei Zustandsautomaten, die die beiden Komponenten
beschreibt.
(a) Kontrollprogramm (b) Tankeinheit
Abbildung 4.3: Das Steam Boiler-Kontrollsystem als Zustandsautomaten: 4.3(a)
Kontrollprogramm, 4.3(b) Pumpensteuerung
Die Zustandsautomaten sind u¨ber das Metamodell in Abbildung 4.4 definiert. Je-
der Zustandsautomat ist repra¨sentiert durch eine Instanz der Klasse StateMachine,
die ihre Zusta¨nde u¨ber states entha¨lt. Diese umfassen wiederum alle ausgehenden
Transitionen via outgoingTransitions. Das Laufzeitmodell besteht aus den grau
markierten Klassen Event, EventBroker sowie StateMachineInstance (im folgen-
den mit SMI abgeku¨rzt). Letztere repra¨sentiert als Instanz der Klasse StateMachine
den ’Zustand’ des Automaten zur Laufzeit. Hier findet die instanceOf -Beziehung
Verwendung, welche uns mittels der implizierten metaObject-Referenz zur Lauf-
zeit Zugriff auf Instanzen der Klasse StateMachine erlaubt. Als weitere Zustands-
gro¨ßen entha¨lt diese Klasse die Referenz auf den aktuellen Zustand in activeState
und die interne Uhr des Automaten mittels clock. SMI Instanzen werden an einen
EventBroker u¨ber die clients/broker-Assoziation gebunden und ko¨nnen dadurch
Events erhalten.
Der Versta¨ndlichkeit halber nutzen wir die Standard UML-Notation als Syntax
fu¨r Zusta¨nde und Transitionen und setzen ein intuitives Versta¨ndnis fu¨r die Abbil-
dung zwischen konkreter und abstrakter Syntax voraus. Als Besonderheit verwenden
wir fu¨r Beschriftungen an Transitionen die folgende Tripelnotation:
<guard> / <action> / <clock-reset>
wobei <action> und <clock-reset> optional sind. Die Werte von <guard> und
<action> werden direkt auf entsprechende Attribute der Klassen Transition ab-
gebildet unter Beru¨cksichtigung der folgenden Regeln:
(1) <clock-reset> kann nur den Wert ’clock := 0’ annehmen, welcher direkt zu
resetClock=true wird (anderseits ist resetClock immer false)
(2) alle Werte von <guard> die mit ’clock’ beginnen bezeichnen den Wert des
Attributs timeLimit
Diese Einschra¨nkungen werden lediglich aus Gru¨nden der Einfachheit eingefu¨hrt, um
dieMActions Semantik dem Beispiel entsprechend mo¨glichst minimal zu halten.18
Konzeptionell erha¨lt jeder Zustandsautomat eine lokale Uhr. Alle Uhren werden
wa¨hrend der Ausfu¨hrung kontinuierlich in diskreten Schritten erho¨ht. Eine Transi-
tion kann die Uhr des eigenen Automaten durch clock := 0 zuru¨cksetzen oder auf
18Andernfalls ha¨tte eine detaillierte Spezifikation der Syntax einer expression language angegeben
werden mu¨ssen, die nichts wesentliches zur Fallstudie beigetragen ha¨tte
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State
final  : EBoolean
Element
name  : EString
StateMachine
Transition
guard  : EString
action  : EString
timeLimit  : EInt
resetClock  : EBoolean
StateMachineInstance





value  : EString





















Abbildung 4.4: Simple StateMachine Metamodel
A¨nderungen der Uhr reagieren. Das heißt eine Transition wird geschaltet, sobald ein
(absolutes) Zeitlimit (als guard angegeben) erreicht wird. Demnach la¨sst sich das
Verhalten der beiden Zustandsautomaten intuitiv wie folgt beschreiben:
• Der Zustandsautomat des Kontrollprogramms aus Abbildung 4.3 schaltet nach
erhalten des SwitchOn-Ereignisses in den operativen Zustand Normal und emit-
tiert dabei das ActivatePump-Ereignis. Dieses fu¨hrt bei der Tankeinheit zum
Schalten einer Transition in den Folgezustand On.
• Sobald ein LevelMin- oder LevelMax-Ereignis erhalten wird, welches ein Ver-
lassen des Wasserstandes aus dem Regelbereich beschreibt, schaltet das Kon-
trollprogramm in den aktiv regulierenden Zustand Regulating und beginnt
mit der Regulierung indem entweder ein OpenValve- oder OpenPump-Ereignis
gesendet wird. Zur gleichen Zeit wird die lokale Uhr zuru¨ckgesetzt, um die Zeit
zu messen, die reguliert wird.
• Wird ein LevelNormal-Ereignis erhalten, dass das Erreichen eines normalen
Wasserpegels anzeigt, schaltet das Kontrollprogramm zuru¨ck zu Normal und
sendet dabei ein Close an die Pumpe bzw. das Ventil. Sollte allerdings inner-
halb von 5 Sekunden kein LevelNormal-Ereignis empfangen worden sein, so
ha¨lt das ganze System im Endzustand EmergencyStop.
Diese Systembeschreibung ist soweit gesehen unvollsta¨ndig, da keine der beiden
Komponenten jemals die Ereignisse LevelNormal, LevelMin und LevelMax emit-
tiert. Wir werden in einem zweiten Schritt u¨ber die Details der Ereignisse sprechen,
zuna¨chst muss die operationale Semantik der TA definiert werden.
Die MActions werden durch die in 4.4 dargestellten MOperations ins Lauf-
zeitmodell integriert. Die Hauptausfu¨hrungsschleife stellt die in dispatchEvents
gezeigte bedingte Schleife dar (vgl. 4.5(a)). Unter der Annahme, dass alle SMI als
Klienten mittels clients zu einer EventBroker-Instanz verbunden sind, werden
diese reihum mit Ereignissen adressiert und erhalten die Mo¨glichkeit, auf diese zu
reagieren. Durch dieses Broadcast-Verfahren erhalten alle Zustandsautomaten das-
selbe Ereignis und ko¨nnen nicht nur Schalten, sondern im Gegenzug neue Ereignisse
emittieren und an das Ende der eventQueue anha¨ngen (FIFO). Dies ist wie folgt
realisiert (vgl. Abb. 4.5(a)):




sm.clock := sm.clock + 1
sm








































Abbildung 4.5: Ereignisverarbeitung und Schaltsemantik der Timed Automata
Ein Entscheidungsknoten u¨berpru¨ft zuna¨chst, ob die eventQueue leer ist. Sollte
dies der Fall sein, pru¨ft eine weitere Bedingung, ob alle Zustandsautomaten ih-
ren Endzustand erreicht haben.19 Solange noch nicht alle Automaten diesen er-
reicht haben, wird ein Defaultereignis erzeugt (s. MCreate-Aktion create empty
event) und in die eventQueue eingereiht (s. mehrwertige Zuweisungsaktion mit ’+=’-
Operator), um den Kanal stets mit mindestens einem Ereignis gefu¨llt zu halten. Die
na¨chste Aktion holt das erste Element dieser Liste und reicht es an eine Iterations-
aktion, die u¨ber alle clients iteriert. Wa¨hrend der Iteration werden immer zwei
Aktionen ausgefu¨hrt:
fire next transition ist eine Invokationsaktion mit dem Ziel execute(event :
Event), bei der die Iterationsvariable sm als self des Aufrufs verwendet wird
und event als Parameter u¨bergeben wird. Die execute-Operation ist in Abb. 4.5(b)
gezeigt und beschreibt einen einzelnen Schaltschritt eines Zustandsautomaten.
sm.clock := sm.clock + 1 inkrementiert das clock-Attribut des aktuellen Zu-
standsautomaten sm.
Nach traversieren aller Zustandsautomaten wird das Ereignis als abgearbeitet an-
gesehen und von der Ereignisliste gelo¨scht (removeAt-Aktion). Zusammengefasst
modelliert dieser Satz an Aktionen bereits die Kernsemantik eines verlustlosen Er-
eigniskanals zwischen Automaten sowie deren Zeitverhalten.
Erga¨nzend spezifiziert execute der Klasse SMI das Schaltverhalten eines ein-
zelnen Automaten (s. Abb. 4.5(b)). Kurz zusammengefasst besteht dieses aus drei
Phasen:
(1) Auswertung des guards des aktiven Zustands, um die Aktivierung einer Tran-
sition bei aktuellem Ereignis zu pru¨fen. Dieses ist ausgelagert in der evalGuard




self.activeState.outgoingTransitions->exists( guard = event.value )






Abbildung 4.6: Transitionsaktivierung: StateMachineInstance#evalGuards
Operation und verbirgt sich hinter der Aktion ’self:self’20 Das aufzurufen-
de Verhalten ist in Abb. 4.6 dargestellt. Sollte keine Transition aktiviert sein,
finden keine weiteren Aktionen des Zustandsautomaten statt.
(2) Wird eine aktivierte Transition gefunden (d.h. firedTransition stellt eine
Referenz auf diese Transition dar), wird das optionale clock reset ausgewertet
und falls existent, die lokale Uhr clock zuru¨ckgesetzt.
(3) Als letztes wird die action clause der Transition ausgewertet, die zur Erzeu-
gung eines neuen Ereignisses fu¨hren kann. Dieses erha¨lt als value den String
der an der Transition annotiert ist. Letztlich wird das neue Ereignis im Ereig-
niskanal fu¨r nachfolgende Verarbeitung abgelegt.
Zu Schritt (1) ist anzumerken, dass das Auswertungsverhalten des guards auf ein ab-
solutes Minimum reduziert wurde, der fu¨r das Beispiel notwendig ist. Abbildung 4.6
zeigt das Verhalten der Transitionsaktivierung. Der erste Entscheidungsknoten u¨ber-
pru¨ft, ob die lokale Uhr clock einen Wert gro¨ßer als das in der Transition angegebene
timeLimit hat. Der zweite u¨berpru¨ft durch Wertevergleich, ob das aktuelle Ereig-
nis die Transition auslo¨st. Normalerweise mu¨sste an dieser Stelle eine komplexere
Logik eingebettet werden, die durch Auswerten von Ausdru¨cken die Aktivierungs-
logik modelliert. Zum Beispiel sind verschiedene Relationen zum Vergleichen von
Uhrenwerten denkbar oder logische Operatoren, die das Eintreten von Ereignissen
mit Uhrenwerten auf andere Weise als das hier stattfindende ’Oder’ verbinden. Fu¨r
unsere Fallstudie des Steam Boiler reicht diese reduzierte Variante der Aktivierung
aus.
Als Konsequenz aus Schritt (3) folgt unmittelbar, dass die Ereignisliste um bis
zu Anzahl von registrierten Zustandsautomaten in jedem Schritt wachsen kann. Da
der Kanal ja wie beschrieben verlustfrei modelliert ist, fu¨hrt dies u.U. zu langen
U¨bertragungszeiten, je mehr Kommunikation aufkommt.
Mit diesen drei Operationen ist im Prinzip alles Notwendige spezifiziert, um die
Zustandsautomaten aus Abb. 4.3 auszufu¨hren. Zur Vollsta¨ndigkeit fehlt lediglich die
Instanziierung und Initialisierung der einzelnen Automaten, welche als MActivity
modelliert und in Abb. 4.7 gezeigt ist.
4.4.2 Simulation des Beispiels
Das Beispiel des Steam Boiler als zwei Zustandsautomaten abstrahiert von der ei-
gentlichen Wasserstandsmessung und entha¨lt keinerlei Ereignisquellen fu¨r die Mess-
wertereignisse LevelMin, LevelNormal, LevelMax sowie dem initiierenden Ereignis
SwitchOn (vgl. Abb. 4.3). Damit ein Simulationslauf zustande kommt, beno¨tigen
20Limitierung des Editors zeigt nicht das Ziel des Aufrufs (hier: evalGuard), nur eine mo¨gliche
Abfrage des self-Objekts
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Abbildung 4.7: Initialisierung der SteamBoiler Zustandsautomaten
wir als Treiber einen TA, der diese Ereignisse emittiert. Fu¨r das Beispiel wu¨rde es
ausreichen, eine Menge von TAs zu modellieren, die eine Kette von den genannten
Ereignissen in verschiedenen Reihenfolgen emittieren.
Fu¨r unsere Experimente wurde ein anderer Weg beschritten und ein speziel-
ler Automat implementiert, der sich ganz normal als SMI am Eventbroker regi-
striert, aber in seiner execute Operation Ereignisse von der Kommandozeile bzw.
aus einer Datei einlesen kann und diese in die Ereignisliste einha¨ngt (vgl. Ab-
schnitt 3.3.9). Dadurch ließen sich schnell verschiedenste Szenarien durchspielen und
als Trace aufzeichnen. Im Allgemeinen ko¨nnen Simulationstreiber erga¨nzend zu den
Ausdrucksmo¨glichkeiten einer Sprache eingebracht werden, um gewu¨nschte Simu-
lationsla¨ufe oder Verhalten zu forcieren oder durch Bibliotheken zu erga¨nzen. So
ist z.B. im Falle von Programmiersprachen, deren Semantik vollsta¨ndig beschrieben
wird, oftmals bereits eine Eingabe/Ausgabefunktion vorhanden und kann fu¨r diese
Zwecke genutzt werden (vgl. z.B. C# im Anhang A).
Entscheidend fu¨r eine weitergehende Analyse ist die eigentliche Zustandsmodel-
lierung in der Sprache TA. Fa¨hrt man eine Simulation im kanonischen Modus, so
entsteht eine Zustandsfolge basierend auf den Aktionsdefinitionen, die den in Ab-
schnitt 4.1.2 beschriebenen Mikrozusta¨nden entspricht. Im Trace sind z.B. sa¨mtliche
Zwischenzusta¨nde der Operationen zur eventQueue enthalten, die Manipulation der
Uhrenwerte in den Attributen clock u¨ber verschiedene Objekta¨nderungen verteilt,
etc. Um das intuitive Zustandsversta¨ndnis der Automatensprache TA herzustellen,
nutzen wir den aggregierten Modus der Ausfu¨hrung und State Generating Transiti-
ons (SGTs, vgl. Abschnitt 4.1.5).
Wir definieren einen Zustand in der Sprache TA genau dann fu¨r erreicht, wenn
alle Automaten ein und dasselbe Ereignis abgearbeitet und ihre Uhren angepasst
haben. Das heißt in der globalen Sicht schalten alle Automaten gleichzeitig und es
existieren keine zusa¨tzlichen Aktivierungszusta¨nde oder Transitionsu¨berga¨nge. Zu
diesem Zweck genu¨gt es, wenn in der Hauptausfu¨hrungsschleife die initiale und die
letzte Transition als SGT markiert werden (vgl. Abb. 4.5(a)). Die erste SGT ist
no¨tig, um alle vorher erzeugten und initialisierten Automaten als Anfangszustand
festzuhalten. Jedes weitere abarbeiten eines Ereignisses fu¨hrt zu einem neuen Zu-
stand gdw. alle TAs auf dieses Ereignis reagiert haben.
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An diesem Beispiel wird deutlich, wie diskrete Simulationszeit einer Sprache
modelliert werden kann und sich in Relation zum Modellzustand verha¨lt. Soll in
einer Sprache stattdessen eine globale Uhr existieren, so mu¨sste diese an einem
zentralen Objekt verwaltet werden und bei Bedarf inkrementiert werden. A¨hnlich
verha¨lt es sich mit (quasi) kontinuierlichen Gro¨ßen, die zu bestimmten Zeitpunkten
wa¨hrend der Simulation durch SGTs festgehalten (
”
gemessen“) wu¨rden.
4.4.3 Analyse des Steam Boilers
In diesem Abschnitt werden wir eine Analyse des Beispiels vornehmen, um exempla-
risch das allgemeine Vorgehen bei der Anwendung von LT-OCL zeigen. Zusa¨tzlich
reflektieren wir die Art der Zustandsmodellierung und Auswirkungen fu¨r die LT-
OCL-Analyse.
Aus der Problemstellung des Steam Boiler aus Abschnitt 4.4.1 ergibt sich direkt
die Sicherheitseigenschaft, das bei kritischemWasserstand innerhalb von fu¨nf Sekun-
den ein sicherer Zustand einzunehmen ist. Dieser kann entweder das zuru¨ckfu¨hren
des Wasserpegels in erlaubte Toleranzgrenzen sein (kenntlich durch das LevelNormal
Ereignis) oder der Nothalt des Systems (Zustand EmergencyStop). In LT-OCL kann
dieser Sachverhalt als always/eventually Kombination u¨ber die Zusta¨nde der Zu-
standsautomaten wie folgt ausgedru¨ckt werden:
let cp : SMI = SMI.allInstances()−>select( metaObject.name=’ControllerProgram’ ),
pump : SMI = SMI.allInstances()−>select( metaObject.name=’Pump’ )
in
always (cp.activeState.name=’Regulating’ implies (cp.clock <= 5 and
eventually ((cp.activeState.name=’Normal’ and pump.activeState.name=’On’) or
(cp.activeState.name=’EmergencyStop’and pump.activeState.name=’Stop’))))
Im let-Teil des Ausdrucks werden die beiden TAs per Namen selektiert. Dazu
hilft die logische instanceOf -Beziehung, da durch metaObject einfach zur Automa-
tendefinition navigiert und der Name verglichen werden kann. Besonderes Augen-
merk ist auf die zeitliche Auswertung der Teilausdru¨cke zu legen: sollte cp.active-
State.name=’Regulating’ innerhalb des always-Operators wahr werden, dann wer-
den mit allen Ausdru¨cken u¨ber cp innerhalb von eventually Attributwerte dessel-
ben Objekts zu spa¨teren Zeitpunkten u¨berpru¨ft. Im Allgemeinen heißt das, dass
bei verschachtelten temporalen Operatoren Objektbindungen durch a¨ußere Opera-
toren mo¨glich sind, um zukunftsbezogene Aussagen zu Eigenschaften dieser Objekte
auszudru¨cken.
Es sei angemerkt, dass der gesamte LT-OCL-Ausdruck fu¨r alle Ausfu¨hrungsla¨ufe
Undefined ist, bei denen der let-Ausdruck fu¨r cp and pump ungebunden bleibt (vgl.
Abschnitt 4.3.3). Dieser Teil des Ausdrucks ist in der Regel immer der erste Schritt
zu einer modellspezifischen LT-OCL-Bedingung, es sei denn, temporale Invarianten
fu¨r alle Instanzen einer Klasse (oder sogar auf Sprachebene) sollen spezifiziert wer-




Folgen wir dem Beispiel weiter la¨sst sich z.B. fu¨r das kritische Unterschreiten des
Wasserstandes (LevelMin-Ereignis) die Bedingung formulieren, dass das Kontroll-
programm in jedem Fall die Pumpe aktiviert:
always (Event.allInstances()−>forAll( value=’LevelMin’ implies
eventually (pump.activeState.name=’Pumping’)))
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Dadurch kann abgesichert werden, dass unser Ereigniskanal kein Ereignis verschluckt
und das vom Kontrollprogramm gesendete OpenPump-Ereignis garantiert ankommt.
Zudem wird deutlich, dass ein temporaler Ausdruck nicht immer u¨ber einen let-
Ausdruck einsteigen muss, sondern beliebige Objekte als Referenz herausgreifen
kann.
Interessanter wird es, wenn wir versuchen etwas u¨ber konkrete Zeitpunkte bzw.
zeitliche Relationen der Ereignisse auszudru¨cken. Zum Beispiel ko¨nnte man fordern,
dass die Pumpe zeitlich immer spa¨testens nach einem Uhrenschlag anfa¨ngt zu pum-
pen, d.h. in den Zustand Pumping u¨bergeht. Mit Hilfe des next-Operators la¨sst sich
dies wie folgt beschreiben:
always(cp.activeState.name=’Regulating’
implies next(pump.activeState.name=’Pumping’))
Aus temporaler Sicht ist diese Forderung intuitiv und wu¨rde konsequent der Anforde-
rung genu¨gen, mo¨glichst schnell die Pumpe zu aktivieren. Beachtet man hingegen die
operationale Semantik unserer Sprache TA, wird deutlich, dass diese Bedingung in
einigen Fa¨llen nicht eingehalten werden kann, da sich der Schaltvorgang durch meh-
rere Ereignisse in der eventQueue verzo¨gern kann. Befinden sich z.B. durch weitere
Zustandsautomaten (wie dem Simulationstreiber) zu einem Zeitpunkt zusa¨tzlich zu
einem LevelMin weitere Ereignisse in der Liste, dann wird das Kontrollprogramm
sein OpenPump-Ereignis nur ans Ende einreihen ko¨nnen und die Pumpe erst nach
Abarbeiten der anderen Ereignisse schalten.
An dem next-Operator sieht man deutlich, wie zwei Zeitpunkte relativ zueinan-
der adressiert werden ko¨nnen. Im Gegensatz dazu besteht bei dieser Sprachdefinition
eine weitere Mo¨glichkeit darin, durch expliziten Zeitzugriff, vorausgesetzt natu¨rlich
eine Zeitvariable ist vorhanden. Zum Beispiel ko¨nnte man versuchen, die vorangegan-
gene Bedingung u¨ber das clock-Attribut beider Automaten zu reformulieren. Das
Problem hierbei ist allerdings, dass die Pumpe ihre lokale Uhr niemals zuru¨cksetzt
und somit ein relativer Vergleich der Uhren unmo¨glich wird.21 Man ko¨nnte sich be-
helfen, in dem man den Pumpenautomat durch Zuru¨cksetzen der Uhren abwandelt,
z.B. durch a¨ndern des Transitionslabels bei On -> Pumping zu OpenPump/clock :=
0. Dadurch wa¨re folgende Bedingung mo¨glich:
always(cp.activeState.name=’Regulating’and pump.activeState.name=’Pumping’
implies pump.clock <= cp.clock + 1)
Dies fu¨hrt uns zur Diskussion u¨ber die Relation von Zeitgro¨ßen, Zusta¨nden und
temporalen Operatoren. Spezifisch an diesem Beispiel ist die Koinzidenz von adres-
sierten Zeitpunkten durch temporale Operatoren und dem Modellzustand. Letztlich
ermo¨glicht die Adressierung des Zustandes durch activeState in Kombination mit
den temporalen Operatoren nur genau dann eine intuitive Beschreibung, wenn der
tatsa¨chliche Zustand im Trace exakt derselbe ist. Mit anderen Worten, im kano-
nischen Modus der Ausfu¨hrung wu¨rden diese LT-OCL-Bedingungen in den mei-
sten Fa¨llen fehlschlagen. Wenn zum Beispiel u¨berhaupt kein Uhrenreset stattfinden
wu¨rde, wa¨ren aus globaler Zustandssicht die Uhren niemals synchronisiert und die
folgende Bedingung immer falsch:
context StateMachineInstance inv:
always (SMI.allInstances()−>forAll( sm2 | self.clock = sm2.clock ))
21Dies wa¨re nur denkbar, wenn wir u¨ber LT-OCL explizit Zugriff auf alle Zusta¨nde im Trace
ha¨tten
4.5. UMSETZUNG DER KONZEPTE 123
Dies liegt an den Mikrozusta¨nden der kanonischen Ausfu¨hrung, bei der die Uh-
renwerte u¨ber verschiedene Mikrozusta¨nde verteilt inkrementiert werden. Die Zu-
standsbildung stellt demnach eine wesentliche Voraussetzung und Herausforderung
fu¨r sa¨mtliche Analysen dar, wie auch die Fallstudie fu¨r C# zeigt (vgl. Anhang A).
4.5 Umsetzung der Konzepte
Die vorgestellten Metamodelle und Konzepte des εMOF mit logischer Instanziie-
rung undMActions wurden im Rahmen dieser Arbeit experimentell implementiert
(vgl. [127]). Als Basis der Java-Implementierung diente die eclipse-Plattform mit den
Modellierungsprojekten EMF [128], OCL [129] und GMF [114]. Als Editor fu¨r Ak-
tionsflu¨sse wurde ein GMF-generierter und am eclipse-UML2-Projekt angelehnter,
graphischer Editor konzipiert, dem auch die in dieser Arbeit gezeigten Screenshots
direkt entnommen wurden. Zur Umsetzung der Laufzeitumgebung wurde ein In-
terpreter realisiert, der mittels der dynamischen Objektimplementierung reflektiv
EMF-Metamodelle (ecore-Dateien) und Instanzen (XMI-Dateien) la¨dt und entspre-
chend der Aktionssemantik verarbeitet. Dazu konnte die fu¨r EMF existierende OCL-
Implementierung u¨bernommen und angepasst werden. Die Vorgehensweise entsprach
der in Abschnitt 2.6 beschriebenen Einbettung der OCL-Auswertungsumgebung in
den MActions-Interpreter auf Implementierungsebene. Eine Fortfu¨hrung des Fra-
meworks als offizielles und qualita¨tsgesichertes Open-Source-Projekt Model Execu-
tion Framework (MXF) wurde initiiert (vgl. [130]).
Fu¨r den gesamten Ansatz wurde keine detaillierte Laufzeitmessung oder Ressour-
cenverbrauchsanalyse durchgefu¨hrt, dennoch konnten stichprobenartig Ausfu¨hrun-
gen mit einer operational a¨quivalenten Java-Implementierung verglichen werden, um
zumindest Grundtendenzen gegenu¨ber einer direkten Simulatorimplementierung/ei-
nes generativen Ansatzes aufzuzeigen. Dabei stellte sich heraus, dass fu¨r die reine
Interpretation von OCL-Abfragen mindestens eine ca. 30-35% la¨ngere Laufzeit zur
Interpretation angenommen werden muss.22 Auch wenn diese vergleichsweise gu-
te Performance fu¨r einzelne Aktionen u¨berzeugt, akkumuliert sich der Overhead des
Laufzeitmodells mit Verwaltung von Pla¨tzen, zusammensetzen der OCL-Umgebung,
Navigation von Transitionen etc. auf ein Vielfaches. So lief z.B. das in Anhang A
gezeigte BubbleSort-Programm im Interpreter um ein Mehrhundertfaches langsamer
ab als eine vergleichbare Java-Implementierung.23
Fu¨r die Experimente zur Temporallogik LT-OCL konnte ebenfalls die bestehende
EMF-OCL-Implementierung adaptiert werden. Anstatt die OCL-Grammatik (und
somit den Parser) formal wie in Kapitel 4.3.2 beschrieben zu erweitern, konnten
die Temporaloperatoren als user defined -Operationen eingebunden und in einer er-
weiterten Auswertungsumgebung behandelt werden. Im Prinzip wurde dabei jede
Temporalformel a¨hnlich zum Imperative Future-Ansatz von Barringer et al. [131] als
Menge von
”
aktiven Objekten“ gehandhabt, welche je nach Variablenbindung durch
Iteratoren partiell bei jeder Zustandsa¨nderung u¨berpru¨ft wurden. Als Basis der Ex-
perimente diente das Trace-Metamodell aus Abschnitt 4.1.3 und gro¨ßtenteils das in
4.4.1 gezeigte Beispiel-Metamodell fu¨r Zustandsautomaten. Performancemessungen
wurden fu¨r diesen Teil nicht unternommen.
22Die Zeit zum Parsen von OCL-Ausdru¨cken ist hier nicht eingerechnet, da der Parser nur zum
Zeitpunkt der Interpreterinitialisierung einmalig ausgefu¨hrt wird.
23Verglichen wurden nur kleine Arrays im zehnstelligen Bereich, da zudem der Speicherverbrauch
aufgrund der nicht optimierten Modell- und Variablenstrukturen beim Zigfachen lag.
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KAPITEL 5
Diskussion
Dieses Kapitel diskutiert die in Kapitel 2 bis 4 dargestellten Konzepte und setzt
sie in Relation zu verwandten Arbeiten. Neben einer generellen Diskussion zur For-
malisierung und zum Ansatz der operationalen Semantik mittels MActions in 5.1
reflektiert Abschnitt 5.4 die Vorgehensweise dynamischer Modellanalysen im Kon-
text von ausfu¨hrbaren Modellen.
5.1 Motivation und Hintergru¨nde zu MActions
Die formale Definition von Programmiersprachen, ob denotationell, axiomatisch oder
operational, behandelt im Kern das gleiche Problem: der Syntax unmittelbar eine
(Ausfu¨hrungs-)Semantik zu verleihen. Den fru¨hen Arbeiten zur spa¨ter ’denotatio-
nell’ genannten Semantikdefinition von McCarthy, Scott und Strachey in der 60er
und 70er Jahren ist gemein, dass der Syntax durch Abbildung auf ein mathema-
tisches Objekt die Semantik ebendieses Objekts zugeordnet wird (vgl. [86], [84]).
Die Idee einer U¨bersetzungsfunktion der Form JsyntaxK object von u¨berwiegend
textuellen Sprachen (Algol60, LISP, ML) erhielt daraufhin Einzug in die Arbeiten
von Plotkin, Milner und anderen. Allerdings unterschied sich der operationale An-
satz dadurch, dass nicht erst ein Programm vollsta¨ndig u¨bersetzt wird (z.B. auf
ein Funktionskalku¨l), sondern die Auswertung Schrittweise als Abarbeitung mittels
eines mathematischen Objekts/Maschine direkt1 beschrieben wird, also der Form
⟨AS, σ⟩Machine. Dies ging einher mit der nun betrachteten abstrakten Syntax (AS)
und den in Kapitel 2.5 beschriebenen SOS-Schlussregeln u¨ber Konfigurationen σ
mit Variablen und Mengen zur Zustandsrepra¨sentation. Das diese ’abstrakten Ma-
schinen’ bis dato ungenu¨gend in der Handhabung waren, beschreibt Gurevich als
Motivation fu¨r den ASM-Kalku¨l (vgl. [97]):
Computation models and specification methods seem to be worlds apart.
The evolving algebra project started as an attempt to bridge the gap
by improving on Turing’s thesis[...]. We sought more versatile machines
which would be able to simulate arbitrary algorithms in a direct and
essentially coding-free way. Here the term algorithm is taken in a broad
sense including programming languages, architectures, distributed and
1Vgl. Motivation bei Plotkin in [21]
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real-time protocols, etc.. The simulator is not supposed to implement
the algorithm on a lower abstraction level; the simulation should be per-
formed on the natural abstraction level of the algorithm.
Das demnach ASM nicht prima¨r fu¨r die Beschreibung operationaler Semantik
entwickelt wurde, sondern als allgemeines formales Spezifikationsinstrument, a¨ußert
sich insbesondere an der fehlenden Bindung zur (abstrakten) Syntax einer Sprache in
oben beschriebenem Sinne. Als erster Schritt zur Definition von ASM-Regeln muss
deshalb die (abstrakte) Syntax in eine Signatur und Algebra u¨bersetzt werden, auf
der dann Regeln Anwendung finden, d.h. AS  ⟨Σ,A⟩EA. Fu¨r den U¨bergang ’ ’
existiert zuna¨chst kein einheitliches Vorgehen, sondern es werden meist Notationser-
weiterungen oder andere Hilfsmittel eingefu¨hrt, um Sa¨tze einer Sprache ’greifbar’ zu
machen. Beispiele hierfu¨r sind der Zugriff auf Notationen durch abstrakte (informell
beschriebene) Funktionen [24][27][132][133][98], eine Verbindung mit dem AST eines
Parsers durch Termersetzung [26] oder den in dieser Arbeit gegangenen Weg u¨ber
eigene explizite Definition (vgl. 2.6.2).
Folgende Tatsache war neben dem Pragmatismus (s. Abschnitt 5.1.1) eine Haupt-
motivation fu¨r dieMActions: die abstrakte Syntax liegt bereits als MOF-Metamodell
vor und sollte mo¨glichst direkt2 durch eine abstrakte Maschine interpretiert wer-
den und einen eigenen Kalku¨l bilden. Diese Form der direkten Modellinterpretation
ist hier in doppeltem Sinne zu Verstehen. Erstens soll die abstrakte Syntax nicht
durch U¨bersetzung in ein mathematisches Objekt oder andere Form von Modell re-
formalisiert werden, d.h. das Metamodell wird direkt interpretiert: ⟨M,M⟩MActions.
Zweitens sollen Metaklassen, die ein Konstrukt der Sprache strukturell beschreiben,
mo¨glichst unmittelbar um eine operationale Definition erweitert werden ko¨nnen.
Jedes einzelne Konstrukt und Konzept einer Sprache soll mo¨glichst lokal an den
betreffenden Metaklassen definiert werden ko¨nnen.
Vor dem Hintergrund, dass keine Ausfu¨hrungssemantik fu¨r MOF existiert3 und
jedes Metamodell bislang informell dynamische Semantik einzelner Klassen definiert,
mu¨ssten also entweder etablierte Kalku¨le in geeigneter Form adaptiert oder ein neues
Regelwerk definiert werden. Zu Beginn stellten sich drei Kernprobleme in Hinblick
auf eine operationale Semantik:
1. Metamodelle definieren die abstrakte Syntax einer Sprache als objektorien-
tierte Modelle. Diese OO-Formalisierung liegt prima¨r in graphischer Notation
vor (UML-Klassendiagrammen) und ist nicht u¨ber universelle Algebren oder
andere mathematische Strukturen beschrieben (vgl. [8] [3]).
2. Instanzen eines Metamodells – die eigentlichen Modelle – besitzen laut MOF
keine standardisierte Notation4. MOF entha¨lt zwar das beschriebene Instanz-
modell in Anlehnung an die UML-Infrastruktur (vgl. Abschn. 2.3), allerdings
gibt es keine offizielle MOF-Objektnotation.
3. Die existierenden Kalku¨le zur operationalen Semantik sind nicht u¨ber ein Me-
tamodellierungsframework definiert. Weder SOS noch ASM nutzen Objekt-
strukturen (Attribute, Assoziationen, Vererbung etc.) als Konfigurationen und
2Ganz im Sinne Plotkins
3Operationen in Metamodellen haben keine formale Semantik, fu¨r andere Formen von Seman-
tikdefinitionen existierten nur Forschungsansa¨tze, s. Abschn. 5.3. Die Situation ist vergleichbar mit
der Ausgangslage von ASM, nur dass keine Algebren, sondern Objektgraphen vorlagen
4Ausgenommen sind XMI Repra¨sentationen nach [78]. XMI als textuelle Repra¨sentation von Me-
tamodellen wurde aus Gru¨nden der Handhabbarkeit und Leserlichkeit als unpraktikabel empfunden
und verworfen
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sind in der Lage, reflektiv solche Strukturen zu navigieren (s. Laufzeitmodell
Abschn. 2.6.1).
Die UML-Notation von Metamodellen mag hinderlich erscheinen, aber natu¨rlich
ist die graphische Modellierungen seit Anbeginn der theoretischen Informatik weit
verbreitet (Graphen, Automaten, Petri-Netze) sind stets durch mathematische Ob-
jekte wie Graphgrammatiken (textuell) definiert5. Aus Kapitel 2.4 wird deutlich,
dass letztlich der fu¨r UML existierende Ansatz von Richters et al. adaptiert wurde,
um Metamodelle auf Algebren abzubilden, nicht zuletzt um keine erneute Formali-
sierung von OCL vorzunehmen (vgl. [85] sowie OCL Standard [17], Appendix A).
Die Frage, die sich prima¨r stellt, ist also nicht, ob und wie sich Metamodelle
durch algebraische Strukturen definieren lassen, sondern ob eine Verbindung mit
den operationalen Kalku¨len SOS oder ASM im Hinblick auf Punkt 3 sinnvoll ist und
wie Transitions- bzw. Updates im Hinblick auf Objektstrukturen aussehen ko¨nnten
(Punkt 2). Wie in Kapitel 2.6.1 gezeigt, sind diese Strukturen zwar umsetzbar aber
unserer Auffassung nach im Kontext von OO-Metamodellen nicht praktikabel. Des-
halb stellt diese mathematische Formalisierung nur eine sekunda¨re Definition der
MActions dar, die eigentliche Definition gibt Kapitel 3.
Aus dieser Argumentation heraus bot es sich an, eine objektorientierte Form von
Transitions- bzw. Updateregeln zu konzipieren, die sich harmonisch in das MOF-
Framework einfu¨gt und die Beobachtungen zur logischen Instanziierung beru¨cksich-
tigt (s. Abschn. 2.3.1). Im Hinblick auf OCL als pra¨dikatenlogische Sprache lag eine
Erweiterung a¨hnlich der ASM-Updates nahe6, wobei die Zuordnung von Regeln zu
Metaklassen eine Kapselung einzelner Semantikbausteine ermo¨glicht. Mittels Ope-
rationen lassen sich diese Regeln entweder in Metaklassen einbinden oder ’nebenher’
als Aktivita¨ten definieren. Polymorphie und dynamisches Binden erlauben vielfa¨lti-
ge Mo¨glichkeiten das Verhalten zu spezifizieren und zu strukturieren (z.B. mit Ent-
wurfsmustern [112], s.a. Abschn. 3.2.4). Dynamische Funktionen in ASM bilden ein
a¨hnliches Pendant, um u¨ber Updates anderes Verhalten einer Funktion zu erreichen
(z.B. durch Simulation von dynamischer Bindung), allerdings nicht in typisierter
Form mit klarer Schnittstellenvera¨nderung (Ko-/Kontravarianz), die bereits durch
die Typeigenschaft von Klassen vorgegeben ist. Nicht zuletzt aufgrund der Paralle-
lita¨tseigenschaften (s.Abschn. 2.5.3) und zustandsbasierten Herangehensweise (s.u.)
wurde der Weg der Aktionssemantik beschritten.
Die graphische Syntax der MActions, welche aus UML7 entlehnt ist, stellt eine
pragmatische Mo¨glichkeit dar, komplexe Zusammenha¨nge des operationalen Flusses
mit einer etablierten Syntax zu notieren. Tatsa¨chlich wurde die Idee einer graphi-
schen Notation bereits von Plotkin in [21] vermerkt8, wo verschiedene
”
Datenflu¨sse“
graphisch visualisiert sind (allerdings ohne pra¨zise Semantik). Eine Diskussion, ob
eine graphische Darstellung einer textuellen vorzuziehen ist, soll an dieser Stelle
vermieden werden9. Es soll aber darauf hingewiesen werden, dass graphische Nota-
5s. z.B. [134]
6OCL verha¨lt sich analog zu den pra¨dikatenlogischen Formeln des ASM-Kalku¨ls, vgl. Ab-
schn. 2.5.1 und 3.2.1
7Nur die Syntax wurde teilweise u¨bernommen und adaptiert, s.a. 3.1
8Er spricht allerdings von ’pictures’ oder ’flowcharts’ um Regeln zu visualisieren; In seinem 2004
erschienen Ru¨ckblick [87] zu den Urspru¨ngen operationaler Semantik wird dieser Gedanke ebenfalls
aufgegriffen
9Generell stellt die Debatte, ob graphische oder textuelle Notationen ≫besser≪ geeignet seien
eine immer wiederkehrende Schima¨re dar: fu¨r beides gibt es Vor- und Nachteile, abha¨ngig vom
Anwendungskontext sowie perso¨nlichen Vorlieben von Nutzern. Fu¨r einen Vergleich von Aktivita¨ten
in textueller und graphischer Syntax sei z.B. auf [135] verwiesen.
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tionen nicht weniger formal sind – sie lassen sich z.B. mittels Graphgrammatiken
formalisieren (s.a. GenGed [16]).
5.1.1 Einordnung: Pragmatismus und Formalismus
Dieser Abschnitt ordnet MActions in Relation zu SOS und ASM ein und zeigt die
Ausdrucksmo¨glichkeiten und Grenzen auf. Insbesondere der Pragmatismus der Her-
angehensweise soll formalen Beweiskalku¨len gegenu¨bergestellt und diskutiert werden.
Ein formales System von Inferenzregeln zur Definition einer Sprache bietet eine
rigorose Semantik, auf Basis dessen formale Beweise erstellt werden ko¨nnen, z.B. Be-
weise der Typsicherheit oder Korrektheit von Programmen. Fu¨r operationale Kalku¨le
gilt die Eigenschaft der Beweisbarkeit aus mehreren Gru¨nden nur mit Einschra¨nkun-
gen, was u¨berwiegend auf die Art der Schlussregeln zuru¨ckzufu¨hren ist. Blickt man
auf die SOS-Regeln (vgl. Def. 1010), so wird deutlich, dass Beweise fu¨r komplexe-
re Sprachen insb. wegen den zustandsbehafteten Konfigurationen sehr schnell an
Komplexita¨t gewinnen, dasselbe gilt fu¨r ASM. Eine vollsta¨ndige Diskussion die-
ses Themenkomplexes kann an dieser Stelle nicht gefu¨hrt werden, aber wir teilen
diese Auffassung mit anderen Autoren11 und sehen den Hauptzweck der operationa-
len Semantik in einer abstrakten, ausfu¨hrbaren, fu¨r Menschen leicht versta¨ndlichen
und unzweideutigen Beschreibung der Ausfu¨hrungsschritte einer Sprache. Nicht-
triviale Beweise mittels struktureller Induktion u¨ber die abstrakte Syntax oder Ab-
leitungsba¨umen sind fu¨r komplexere Sprachen oftmals leichter durch eine Reformali-
sierung in dafu¨r geeigneteren Kalku¨len und unter Einsatz von Theorembeweisern zu
fu¨hren. Operationale Semantiken spezifizieren dafu¨r ein Referenzverhalten, das fu¨r
Analysen, Implementierungen und Verhaltensvergleiche herangezogen werden kann
(s.a. Kapitel 4).
Dennoch unterscheidet sichMActions im Grade der Ausdrucksmo¨glichkeit von
SOS oder ASM, da die zu Grunde liegenden Meta-Metamodelle verschieden sind.
Auch wenn die Metamodellierungsarchitektur MOF vermeintlich meta-zirkula¨r in
sich abgeschlossen ist, fußt sie natu¨rlich auf Konzepten der Mathematik (s. Abb. 5.1).
Man ko¨nnte hier auch von Instanziierung sprechen, allerdings in einem meta-mathe-
matischen Sinne (nicht zu vergleichen mit den Instanziierungsbeziehungen der Ob-











Abbildung 5.1: Meta-Theorie: Einordnung von Algebren und MOF Metamodellie-
rungsarchitektur
thematik ko¨nnen in ebendieser Weise aufgefasst werden, jedoch sind die Grenzen fu¨r
10Gleiches gilt fu¨r GSOS-Systeme, nur hier sind Konfigurationen als Terme und Variablen be-
schrieben
11z.B. Plotkin [87], Mosses [136], Prinz [26], Scheidgen [71]
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MOF wesentlich enger, was die Ma¨chtigkeit des Formalismus deutlich einschra¨nkt.
Als Folge bieten operationale Semantiken, die wie SOS und ASM auf mathemati-
schen Kalku¨len fußen, im Vergleich zu MOF und MActions durch Ihre Erweiter-
barkeit ma¨chtige Abstraktionsmo¨glichkeiten. Zum Beispiel lassen sich Differential-
funktionen, Zufallsfunktionen oder zeitkontinuierliche Echtzeitfunktionen leicht per
Definition in eine Signatur/Algebra einfu¨hren, von der zuna¨chst nur abstrakt Eigen-
schaften wie
”
eine Operation muss eine (partielle) Abbildung sein“ gefordert werden
(vgl. [26]). Mithin ist zwar die Interpretation des ganzen Kalku¨ls immer noch gu¨ltig
und schlu¨ssig12, letztlich wu¨rde eine Implementierung aber mit solchen Erweiterun-
gen Schwierigkeiten haben. Auch wenn diese Beobachtung ga¨nzlich fu¨r den U¨bergang
von (beinahe allen) mathematischen Modellen zu einer Implementierung auf einem
Computer zutreffend ist13, so spielt es in der Praxis eine entscheidende Rolle z.B.
bei der Entwicklung eines Simulators fu¨r eine neue DSL.
Unter pragmatischen Gesichtspunkten und im Hinblick auf Implementierungen
wurde beiMActions die Strategie verfolgt, mittels derOpaqueAction eine Schnitt-
stelle aufzunehmen, die unter gewissen Rahmenbedingungen die Aktionssemantik
um allgemeine Funktionen und Modelltransformationen erweitern14 kann. Dadurch
lassen sich z.B. komplexere Berechnungen und Algorithmen als Bibliotheken bereit-
stellen, deren Modellierung mittels Aktionen sehr umfangreich sein wu¨rde. Dies gilt
insb. im Hinblick auf eine schnelle Entwicklung einer Simulationsimplementierung.
Semantisch kann man argumentieren, dass diese Art von ’black-box’ sich außerhalb
des Metamodells/der Aktionssemantik bewegt, sich aber harmonisch als good citizen
in den Kalku¨l einfu¨gt. Da Aktionspins eine pra¨zise (Funktions-)Signatur und U¨ber-
gabesemantik definieren, entspricht diese Erweiterung ungefa¨hr der Mo¨glichkeit in
ASM eine Signatur frei durch eine Algebra festzulegen15. Im Gegensatz dazu wird
aber die Trennlinie durch dieOpaqueAction enger gefu¨hrt als bei ASM, so dass die
Kernsemantik in jedem Fall minimal bleibt und ausschließlich durch diese Form der
Bibliotheken erweitert werden sollte. Experimentell konnte z.B. eine Aktionsimple-
mentierung QVTAction eingefu¨gt werden, die einen Zeichenkettenparameter u¨ber
einen Eingabepin als eigensta¨ndige Transformation ausfu¨hrte16. Spa¨testens durch
solche beliebigen Manipulationsmo¨glichkeiten am Laufzeitmodell wird deutlich, das
die Beweismo¨glichkeiten u¨ber Aktionsdefinitionen gering sind.
Sieht man von diesen metatheoretischen Aspekten ab, zeigen sich deutliche Ge-
meinsamkeiten in vielen Aspekten der Kalku¨le, die Tabelle 5.1.1 zusammenfasst.
Fu¨r Details zu den einzelnen Eintra¨gen sei auf die Kapitel 2.5 und 3.1 verwiesen.
Ersichtlich ist, dass neben den verschiedenen Formalisierungen fu¨r abstrakte Syntax,
Transitionsregeln und Zustand die Hauptunterschiede in den Strukturierungsmit-
teln, dem Umgang mit Parallelita¨t sowie dem generellen Zustandsversta¨ndnis liegen.
Bevor wir die Unterschiede zur Ausfu¨hrungssemantik ausfu¨hrlicher in Abschnitt 5.2
analysieren, sollen die Strukturierungsmittel beleuchtet werden, die dessen Basis
darstellen.
12Ggf. eine erweiterte Interpretation, Widerspruchsfreiheit vorausgesetzt
13Sobald es um Unendlichkeit von z.B. Mengen im Kalku¨l geht, steht dem eine faktische Endlich-
keit in der Implementierung entgegen
14’erweitern’ ist hier nicht im Sinne von Berechenbarkeit gemeint. Die Turing-Vollsta¨ndigkeit der
MActions wurde in Abschn. 3.5 bewiesen.
15Auch vergleichbar mit shared- und monitored-Funktionsdefinitionen in ASM
16Basierend auf der medini QVT Engine, s. [137]
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Tabelle 5.1: Vergleich der Kalku¨le SOS, ASM und MActions
5.1.2 Strukturierung von Semantikdefinitionen
Strukturierungsmitteln in operationalen Kalku¨len kommt bei der Definition nicht-
trivialer Sprachen eine besondere Bedeutung zu. Schaut man sich Metamodelle
von Programmier- und Modellierungssprachen mit teilweise hunderten Metaklas-
sen an, welche die abstrakte Syntax einzelner Konstrukte widerspiegeln, so stellen
sich schnell Fragen nach der Beherrschbarkeit algebraischer Definitionen und deren
Schlussregeln. Nimmt man alleine das Beispiel C#, so mu¨ssten in SOS gescha¨tzt
fu¨nfzig bis hundert Schlussregeln aufgestellt werden, um die Sprache in allen Fa-
cetten zu beschreiben (vgl. Appendix A). Peter D. Mosses leitete daraus u.a. seine
Motivation zur Aktionssemantik ab und formulierte in Theory and Practice of Ac-
tion Semantics einige Nachteile, die – wenn auch urspru¨nglich auf denotationelle
Definitionen zielten – fu¨r algebraische Kalku¨le ebenfalls gelten (vgl. [136])17:
1. The definitions of semantic domains are globally visible throughout
a denotational description. [...] Changes in domain definitions are
often required when extending the described language with further
constructs — e.g., a change from the direct style to the continua-
tion style when adding jumps, or to power domains when adding
nondeterminism. [...]
2. The way λ-notation is used for specifying semantic entities depends
strongly on the details of domain definitions. [...] Also, the notation
used for constructing elements of sum domains D1 + · · ·+Dn from
the summands, and for case selection on such elements, is sensitive
to the positions of the Di in the sum: inserting a new summand in
17Mosses kommt allerdings zu einer ganz anderen Lo¨sung in
”
seiner“ Aktionssemantik, die prag-
matisch in formalisiertem Englisch operationale Semantik definiert
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the middle can involve major changes throughout, just to preserve
well-formedness of the notation.
3. All programming concepts have to be reduced to pure functions.
This corresponds to translating arbitrary programs into a (lazy)
functional programming language, and the amount of encoding re-
quired can be large.
Zusammengefasst leiten sich daraus allgemeine Forderungen nach Modularisierung
(information hiding und Kapselung), Wiederverwendung, Kompositionsmechanis-
men und der Mo¨glichkeit zustandsbasiert zu arbeiten ab, die durch objektorientierte
Sprachmittel in großen Teilen gegeben sind. Dies ist ein starkes Argument fu¨r die
Definition von OO-Metamodellen und der Nutzung von Objektstrukturen, bei denen
Transitionsregeln innerhalb von Operationen direkt spezifiziert sind (s. Abschn. 3.2).
Blickt man im Vergleich auf ASM-Beschreibungen, die mit Strukturierungsmit-
teln der Regelmakros, Regel-Aufruf und let-Konstrukte ebenfalls diese Problema-
tik adressieren, fa¨llt als Unterschied insbesondere der prozedurale Charakter der
Beschreibung ins Auge: Regeln und Doma¨nen sind immer global definiert, beding-
te Regeln werden mittels globaler Pra¨dikate auf Kontexte der abstrakten Syntax
eingeschra¨nkt, et cetera. Dies setzt sich in der Modellierung von Zustandsgro¨ßen
fort, bei der nicht alle zusammenha¨ngenden Gro¨ßen durch eine einzelne Menge re-
pra¨sentiert werden, sondern immer durch mehrere. Um zum Beispiel einen Agenten
mit einem Laufzeitmodus zu versehen, bedarf es einer Funktion der Form mode :
Agent → Mode, um ihm einen Stapel zuzuordnen einer weiteren Funktion stack :
Agent → Seq(StackElement). Verallgemeinert muss also fu¨r jedes Attribut des
≪Typs≫ Agent eine neue Funktion eingefu¨hrt werden (s.a. Kapitel 2.6.1)18. Der
Unterschied der Laufzeitgro¨ßen ist somit strukturell bedingt. Konfigurationen und
abstrakte Syntax bilden eine gemeinsame Signatur.
Im direkten Vergleich entspricht der U¨bergang von ASM zu MActions somit
bezu¨glich der Strukturierung dem U¨bergang von einer prozeduralen Sprache hin zu
einer objektorientierten. Gurevich greift diesen Gedanken in seinem Asml Projekt
ebenfalls auf und kommt zur Erweiterung von ASM um Klassenkonzepte (vgl. [30]).
Bo¨rger et al. definiert zu diesem Problem Turbo ASMs in [111], mit sequentieller
Komposition und rekursiven Untermaschinen, die lokale Zusta¨nde verwalten. Auf-
grund der verschiedenen Erweiterungen in den letzten Jahren ist eine weitergehende
Differenzierung im Vergleich schwierig und fu¨r sich genommen eine Forschungsauf-
gabe, die wir hier nicht leisten ko¨nnen. An dieser Stelle sei auf die Errungenschaf-
ten von Gurevich, Rozenberg, Bo¨rger et al. hingewiesen, fu¨r eine U¨bersicht siehe
u.a.[138][104][139][140].
5.2 Ausfu¨hrungssemantik
Die drei Kalku¨le SOS, ASM und MActions sind unzweifelhaft gleich ma¨chtig.
Auch wenn einige Unterschiede existieren, wie z.B. das Rekursion nicht im ASM-
Basismodell enthalten ist (vgl. [141]), bieten alle drei einen Regelsatz fu¨r Sprachde-
finitionen, die turingvollsta¨ndig sein ko¨nnen. Die Hauptunterschiede zwischen den
Kalku¨len bestehen in erster Linie in der grundsa¨tzlichen Modellierung der Konfigu-
rationsa¨nderungen der zugrundeliegenden abstrakten Maschinen (vgl. Tabelle 5.1.1).
18Fu¨r alternative Abbildungen von Objekten verha¨lt es sich a¨hnlich. Selbst wenn eine einzelne
Doma¨ne z.B. Attributwerte als Tupel repra¨sentiert, so mu¨ssten fu¨r den Zugriff auf Attributwerte
Projektionsfunktionen angegeben werden.
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Dies a¨ußert sich in vielschichtigen Aspekten der Transitionsregeln, dem Zustands-
versta¨ndnis und der Parallelita¨t, so dass auf unterschiedliche Weise A¨quivalentes
erreicht wird. Die Gemeinsamkeiten und Unterschiede der drei Ansa¨tze werden im
Folgenden anhand einer Beispielsprache verdeutlicht und diskutiert.
Eine simple Programmiersprache, die arithmetische Ausdru¨cke, Zuweisungen, if-
then-else sowie while-Schleifen umfasst, sei gegeben durch zwei Produktionsregeln
der abstrakten Syntax (adaptiert von [21]):
L = c mit:
e ::= m | v | (e+ e′) | (e− e′) | (e ∗ e′) (5.1)
c ::= ε | c := e | c; c′| if e then c else c′ | while e do c (5.2)
Die Sprache L repra¨sentiert die Klasse der WHILE-Sprachen, also einfache Berech-
nungen mit Variablen, bei der Anweisungen sequentiell abgearbeitet werden. Zum
Beispiel wu¨rde die Fakulta¨tsfunktion durch das Programm:
y := 1;while x do y := y ∗ x;x := x− 1 (5.3)
beschrieben. Bedingungen werden wie in der Programmiersprache C als true gewer-
tet, wenn ein Wert von Null verschieden ist. Da es um die abstrakte Syntax geht,
werden Klammerungen bei Anweisungen und Ausdru¨cken nur genutzt, um Eindeu-
tigkeit herzustellen, zum Beispiel:
x := 2 ∗ (17 + 4); y := x (5.4)
Die Klammerung ist notwendig, da wir keine Operatorpriorita¨ten festgelegt haben.
Alles in allem liegt der Fokus generell weniger in diesen Details als im Vergleich der
Kalku¨le.
SOS-Formalisierung des Beispiels
Die SOS-Regeln lassen sich direkt u¨ber den Produktionsregeln definieren, wenn man
diese als Terme betrachtet (s.u.). Fu¨r L-Ausdru¨cke sehen die Regeln gema¨ß Defini-
tion 10 wie folgt aus (Auszug):
Add1:
⟨e0, σ⟩ → ⟨e′0, σ⟩
⟨e0 + e1, σ⟩ → ⟨e′0 + e1, σ⟩
(5.5)
Add2:
⟨e1, σ⟩ → ⟨e′1, σ⟩
⟨m+ e1, σ⟩ → ⟨m+ e1, σ⟩ (5.6)
Add3: ⟨m+m′, σ⟩ → ⟨n, σ⟩ mit n = m+m′ (5.7)
Var: ⟨v, σ⟩ → ⟨σ(v), σ⟩ (5.8)
Mult1:
⟨e0, σ⟩ → ⟨e′0, σ⟩
⟨e0 ∗ e1, σ⟩ → ⟨e′0 ∗ e1, σ⟩
(5.9)
Mult2:
⟨e1, σ⟩ → ⟨e′1, σ⟩
⟨m ∗ e1, σ⟩ → ⟨m ∗ e1, σ⟩ (5.10)
Mult3: ⟨m ∗m′, σ⟩ → ⟨n, σ⟩ mit n = m ∗m′ (5.11)
etc.
wobeim,n ∈ N fu¨r Metavariablen stehen. Die Regel ’Var’ spezifiziert den Zugriff auf
den Wert einer Variablen. Die Anweisungen bestehen aus Zuweisung, Komposition
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und Kontrollfluss mittels if und while wie folgt:
Nil: ⟨ε, σ⟩ → σ (5.12)
Assign:
⟨e, σ⟩ →∗ ⟨m,σ⟩
⟨v := e, σ⟩ → ⟨σ[m/v]⟩ (5.13)
Comp1:
⟨c0, σ⟩ → ⟨c′0, σ′⟩
⟨c0; c1, σ⟩ → ⟨c′0; c1, σ′⟩
(5.14)
Comp2:
⟨c0, σ⟩ → ⟨σ′⟩
⟨c0; c1, σ⟩ → ⟨c1, σ′⟩ (5.15)
If1:
⟨e, σ⟩ →∗ ⟨0, σ⟩
⟨if e then c else c′, σ⟩ → ⟨c, σ⟩ (5.16)
If2:
⟨e, σ⟩ →∗ ⟨m,σ⟩
⟨if e then c else c′, σ⟩ → ⟨c′, σ⟩ mit m ̸= 0 (5.17)
while1:
⟨e, σ⟩ →∗ ⟨0, σ⟩
⟨while e do c, σ⟩ → ⟨c; while e do c, σ⟩ (5.18)
while2:
⟨e, σ⟩ →∗ ⟨m,σ⟩
⟨while e do c, σ⟩ → σ mit m ̸= 0 (5.19)
Genau genommen mu¨ssten die SOS-Regeln nach unserer Definition 10 auf einer
Signatur Σ basieren, die die Produktionsregeln und Kommandos z.B. wie folgt ab-
bildet:
Ω =def + : Expr×Expr→ Expr (5.20)
− : Expr×Expr→ Expr
∗ : Expr×Expr→ Expr
v : Var→ Expr
lit : Value→ Expr
:= : Var×Expr→ Command
if : Expr×Command×Command→ Command
while : Expr×Command→ Command
L : P(Command)→ Value
Die Transitionsregeln wu¨rden dann u¨ber Σ-Termen beschrieben werden. Um das
Beispiel mo¨glichst nahe am Original zu halten, wird auf diese Umschreibung ver-
zichtet. Die Regeln angewandt auf das Beispielprogramm 5.4 ergeben demnach die
Ableitungssequenz:
⟨x := 2 ∗ (17 + 4); y := x, σ⟩ Assign−−−−→ ⟨y := x, σ[42/x]⟩ (5.21)
Assign−−−−→ ⟨ε, σ[42/y]⟩ (5.22)
Nil−−→ 42 (5.23)
An der Ableitungssequenz zeigt sich, wie Bedeutend die Errungenschaft von Plotkin
ist, dass durch die zweidimensionale Interpretation nur Konklusionen von Regeln
und nicht mehr vollsta¨ndige, lineare Sequenzen fu¨r die Herleitung notiert werden
(vgl. Abschn. 2.5). Genau genommen haben wir durch die Wahl der Regeln bewusst
entschieden, dass Ausdru¨cke nicht in der Ableitungssequenz vorkommen. Blickt man
auf die Konfigurationsa¨nderungen σ, so stellt sich die reduzierte Zustandsfolge ein:
σ[]
z0
→ σ[x = 42]  
z1
→ σ[x = 42, y = 42]  
z2
(5.24)
So gesehen werden L-Ausdru¨cke wie in einer funktionalen Sprache ohne Konfigurations-
und damit Zustandsa¨nderung interpretiert. Daraus folgt, dass ein Programmablauf
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als Ableitungssequenz nicht in allen Fa¨llen einem Trace entsprechen muss, sondern
allgemein nur die Anwendung von Transitionsregeln der Form ⟨t, σ⟩ → ⟨t′, σ′⟩ mit
σ ̸= σ′ zu neuen Zusta¨nden fu¨hrt. Anders formuliert ha¨ngt die Zustandsfolge direkt
mit den definierten Transitionsregeln zusammen. Auf diesen Aspekt werden wir im
Vergleich der Formalisierungen zuru¨ckkommen.
ASM-Formalisierung des Beispiels
Die abstrakte Syntax der Produktionsregeln 5.2 lassen sich nicht direkt zur ASM-
Definition verwenden (vgl. Abschnitt 5.1). Die angesprochene Σ-Signatur aus 5.21
ko¨nnte zumindest in Teilen verwendet werden, wenn auch die Herangehensweise
einer ASM-Formalisierung eher aus Sicht des Zustandes stattfindet, da dieser maß-
geblich die Update-Regeln pra¨gt. Ein L-Programm ließe sich durch die folgenden
Signaturdefinitionen kompakt beschreiben:
domain Variable =def {x|x ∈ {a...z}+}
domain Value =def N
domain Command =def { Knoten der Produktionsregel c}











Die abstrakte Syntax der L-Programme besteht in diesem Fall aus Sequenzen von
Command-Elementen, bei denen next : Command → Command das Abarbeiten
in sequentieller Reihenfolge sicherstellt.19 Als Programmzeiger dient die Operation
cmd, welche durch Updates je nach Voranschreiten eines Programms aktualisiert
wird. Weitere Navigation durch die Kommandostruktur bieten die Operationen cond,
die den Bedingungsausdruck fu¨r if/while-Anweisungen zuru¨ckliefert sowie then, else
und first, die jeweils die erste Anweisung innerhalb der if-, else- und while-
”
Blo¨cken“
returnieren. Fu¨r Ausdru¨cke wird eine verku¨rzte Definition mittels eval angenommen
und nicht weiter definiert. Darauf basierend kann die Hauptregel wie folgt spezifiziert
werden:
19Fu¨r die while-Schleife nehmen wir an, dass next nach letzter Anweisungen innerhalb der Schleife
erneut das while-Kommando selbst liefert.
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Rule main:
if kind(cmd) = assign then
config(var(cmd)) := eval(expr(cmd))
cmd := next(cmd)
else if kind(cmd) = if then





else if kind(cmd) = while then






Wie zu sehen wird anhand des Ausdruckstyps CmdKind ein Zustandsautomat als
Fallunterscheidung strukturiert. Mit Blick auf die Transitionen modellieren Up-
dates hier einzig die iterative Abarbeitung, die Berechnung von Ausdru¨cken wird
im Kontext einer Zuweisung angestoßen und unmittelbar einer Variablen zuge-
wiesen. Daher sind die Zustandsa¨nderungen fu¨r das Beispielprogramm dieselben
wie die in 5.24 gezeigten und entsprechen der
”
zeilenweise“ Abarbeitung von L-
Programmen. Natu¨rlich war das eine bewusste Entscheidung, um die A¨quivalenzen
beider Maschinen zu verdeutlichen. Man ha¨tte in beiden Fa¨llen Ausdru¨cke ebenso
mittels Zwischenzusta¨nden abarbeiten ko¨nnen, z.B. unter Zuhilfenahme eines Sta-
pels fu¨r Teilergebnisse der Ausdrucksberechnung. Dies ko¨nnte analog zur Aufteilung
der Regeln mittels CmdKind modelliert werden.
Allgemein kann diese Art des Vorgehens der ASM-Formalisierung als Entwurfs-
muster bei verschiedenen Autoren beobachtet werden (z.B. [83][24][27]). Siehe auch
die Diskussion zur U¨bersetzung in Abschnitt 5.2.3.
MActions-Formalisierung des Beispiels
Das Metamodell fu¨r die abstrakte Syntax der Beispielsprache spiegelt die Unter-
teilung der Produktionsregeln e fu¨r Ausdru¨cke und c fu¨r Anweisungen als separate
Vererbungshierarchien wider (s. Abb. 5.2). Zusa¨tzlich sind die Zustandsgro¨ßen als
Variablen im Laufzeitmodell modelliert. Ein L-Programm wird zur Laufzeit als In-
stanz von Process repra¨sentiert, wobei der Instruktionszeiger als Referenz pc auf
den aktuellen Command zeigt. Dieses Vorgehen ist im Prinzip analog zu der ASM-
Modellierung von cmd.
Das Verhalten zeigt Abbildung 5.2. Die Hauptschleife der sequentiellen Abar-
beitung von Anweisungen ist in exec spezifiziert, die wir fu¨r ASM nur informell
beschrieben haben. Unsere ASM-Definition der Sprache L ist also so nicht ausfu¨hr-
bar, ließe sich aber u¨ber eine detailliertere Modellierung korrigieren.
Die Auswertung von Ausdru¨cken definieren wir mit der in Kapitel 3.4 eingefu¨hr-
ten Kurznotation fu¨r Operationen, die aus einem einzelnen OCL-Queryausdruck be-
stehen und die sich in fast identischer Weise auch fu¨r ASM (u¨ber der Signatur 5.21)
beschreiben lassen:
context PlusExpr:
def eval(Expr e1, Expr e2) : Integer = eval(e1) + eval(e2)
redefines Expr#eval(Expr, Expr) : Integer
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Abbildung 5.2: Metamodell der Sprache L
context MinusExpr:
def eval(Expr e1, Expr e2) : Integer = eval(e1) − eval(e2)
redefines Expr#eval(Expr, Expr) : Integer
context MultExpr:
def eval(Expr e1, Expr e2) : Integer = eval(e1) ∗ eval(e2)
redefines Expr#eval(Expr, Expr) : Integer
Die Aktionsmodellierung fokussiert im ersten Schritt auf das, was bei der Ausfu¨hrung
eines Sprachkonstrukts passiert, wobei jedwede Zustandsbetrachtung außen vor bleibt.
Erst im zweiten Schritt kann man sich die Frage stellen, ob die durch modellierte
Aktionen ergebenen (Mikro-)Zusta¨nde das gewu¨nschte Verhalten mit Blick auf den
Zustand nachstellen, oder ob es einer Anpassung bedarf. Im Beispiel ergeben sich
durch die Aktionen zuna¨chst die folgenden Mikrozustandsu¨berga¨nge, wobei die Lauf-





create var−−−−−−→ σ[p,< v >= undef ]  
µz2
name var−−−−−−→ σ[p, x = undef ]  
µz3
associate var−−−−−−−−→ σ[p.x = undef ]  
µz4
assign−−−−→ σ[p.x = 42]  
µz5
→ ... (5.25)
Um die Zustandsfolge aus 5.24 herzustellen, bedarf es einer Annotation von State
Generating Transitions (SGT, vgl. Abschn. 4.1.5) an der Hauptschleife in exec. Im
Vergleich zu SOS und ASM zeigt sich deutlich, wie diese Ebene der Modellierung bei
MActions separat ist und die Strukturierung der Metamodelle und Aktionen nicht
(oder nur in seltenen Fa¨llen) beeinflusst. Der Modellierer erha¨lt somit die Freiheit,
zuna¨chst die operationale Interpretation einer Sprache zu definieren und anschlie-





Berechnung braucht n Re-
chenschritte“ etc. findet also nachtra¨glich statt und ist entkoppelt von der eigentlich
Semantikdefinition durch Aktionen.
5.2.1 Zustandsebenen und Zustandsu¨berga¨nge
Abgesehen von unterschiedlichen Strukturierungsmerkmalen dru¨cken Transitionsre-
geln in SOS, ASM undMActions oberfla¨chlich gesehen dasselbe aus: die Transition
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(a) Hauptiteration (b) While-Schleife
(c) Zuweisung
Abbildung 5.3: Auszug der Anweisungsverarbeitung
von einer Konfiguration zur na¨chsten. Die bestehenden Unterschiede der Ausdrucks-
weise der Transitionsregeln wurden im vorangehenden Abschnitt diskutiert. Wie
Tabelle 5.1.1 zeigt, realisieren die Kalku¨le allerdings unterschiedliche Maschinenpa-
radigma, was sich zum Teil darin a¨ußert, dass Laufzeitstrukturen implizit Teil des
Zustands einer Sprache sind. Dieser Zusammenhang, zwischen den Zusta¨nden der
Sprachebene und der Modellebene, soll im Folgenden analysiert werden.
Im Fall von ASM bestimmt ein Satz von Update-Regeln, ob und wie vom ak-
tuellen Zustand in einen Folgezustand u¨bergegangen wird. Wa¨hrend SOS/ASM al-
so den Zustand eines Modells komplett in Termen/Algebren halten, bedarf es bei
der MActions-Ausfu¨hrung nicht nur des Laufzeitmodells der jeweiligen abstrak-
ten Syntax, um den na¨chsten Zustand zu bestimmen, sondern der kompletten M3-
Laufzeitstrukturen. Zum Beispiel bestimmt beim Erreichen eines Final Node ei-
nes Aktivita¨tsflusses der Stapel des M3-Laufzeitmodells, welche Aktion als na¨chstes
ausgefu¨hrt wird (
”
Ru¨cksprungadresse“). Somit kann ein Satz von Regeln nicht ein-
fach auf einen einmal festgehaltenen Zustand ohne Kontext angewendet werden,
da bei einer Stapelmaschine immer ein Teil der Ausfu¨hrungshistorie no¨tig ist, um
den na¨chsten Schritt zu bestimmen. Als Konsequenz ist demnach der Zustand des
M3-Stapel implizit Teil des Zustands des Laufzeitmodells einer Sprache auf M2.
Auf diesen Punkt kommen wir noch zuru¨ck, jedoch sollte vorher eine Analyse der
Zustandsebenen erfolgen. Es sei angemerkt, dass neben ASM auch andere Ansa¨tze
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”
zustandslose“ Regeln verfolgen, wie z.B. Modelltransformationen mittels Grapher-
setzung basierend auf Mustererkennung im Objektgraphen.
Greifen wir die Unterteilung der Zusta¨nde in Mikrozusta¨nde, interne und externe
Zusta¨nde aus Kapitel 4.1.2 auf, so ergeben sich die Mikrozusta¨nde eines Laufzeitmo-
dells auf M2 genau durch jene U¨berga¨nge und Vera¨nderungen der M3-Laufzeitum-
gebung. Das heißt sobald eine zustandsvera¨ndernde Aktion ausgefu¨hrt wurde, wird
ein neuer Mikrozustand erreicht. Wie in Kapitel 4.4.1 gezeigt, kann durch State
Generating Transitions die gewu¨nschte
”
Zustandsgranularita¨t“ eingestellt werden.
Blickt man in Richtung der M1-Ebene, so ergeben sich weitere, vom Anwendungs-
kontext der M1-Modelle abha¨ngige, relevante Zusta¨nde. Im Beispiel des Steamboiler
war dies z.B. der Zustand Regulating, der besondere Aufmerksamkeit bei der Mo-
dellierung bedurfte, weil nach fu¨nf Sekunden und Nichteintreten des gewu¨nschten
Wasserpegels die Steuerung anzuhalten war (vgl. 4.4.1). Daraus ergibt sich, dass die-
se ausgezeichneten Zusta¨nde in M1-Modellen keine direkte Beru¨cksichtigung in der
Sprachdefinition finden ko¨nnen. Andererseits muss es dem Anwender einer Sprache
aber mo¨glich sein, u¨ber die Zusta¨nde der M2-Ebene (also dem Laufzeitmodell) solche
herzuleiten. Nichts anderes geschah beim Beispiel des Steamboilers mit der Naviga-
tion durch das Laufzeitmodell, z.B. mittels cp.activeState = ’Regulating’. Aus
dieser Analyse heraus folgt eine Zuordnung der (zuna¨chst intuitiv festgestellten)
Zustandsu¨berga¨nge zu den Metaebenen des MOF-Frameworks:
M1: Ausgezeichnete Zusta¨nde im Anwendungsmodell
M2: Zusta¨nde durch konkreteMActions (ggf. definiert mit State Generating Tran-
sitions)
M3: Mikrozusta¨nde durch Laufzeitmodell der MActions
Diese Zuordnung zu den Metaebenen M1 bis M3 la¨sst sich verallgemeinern, so dass
man generell fu¨r eine Ebene Mn sagen kann, dass eventuelle Mikrozusta¨nde immer
durch A¨nderungen der Ebene Mn+1 zustande kommen. Liefe zum Beispiel die in
Kapitel 3 gegebene Aktionsdefinition in einem Interpreter ab (d.h. die M4-Ebene
wu¨rde bei der Simulation mit ausgefu¨hrt), so unterteilen sich Mikrozusta¨nde der
Ebene M3 automatisch in weitere Mikrozusta¨nde der Ebene M4. Ein Mittel diese zu
verhindern wa¨ren wie gezeigt State Generating Transitions, so dass ein Zustands-
raum ohne Zwischenzusta¨nde realisierbar ist. Daraus folgt, dass diese Zuordnung
dem intuitiven Versta¨ndnis der Ausfu¨hrung eines realen Programms durch eine Ma-
schine entspricht. Zum Beispiel durchla¨uft ein Simulator, der ein Simulationsmodell
ausfu¨hrt, nicht nur die Programmzusta¨nde der Implementierung des Simulators,
sondern ferner Zwischenzusta¨nde, die durch die Rechnerarchitektur vorgegeben sind
(Registertransfers, Speicherzugriffe), diese wiederum sind bestimmt durch physika-
lische Prozesse der Elektrotechnik u.s.w. Somit bietet das εMOF-Framework mit
einer operationalen Sprache wie denMActions ein praktisches Denkmodell, in den
sich diese Prozesse einordnen und charakterisieren lassen.
Zuru¨ckkommend auf den anfangs begonnen Vergleich mit ASM stellt sich die Fra-
ge, ob diese
”
Mikrozusta¨nde“ nur ein Pha¨nomen der MActions (bzw. MOF) sind,
oder aber genereller Natur. Dazu kann man feststellen, dass zustandslose Ansa¨tze auf
den ersten Blick eine striktere Trennung der Zustandsebenen vornehmen. Im ASM-
Kalku¨l existieren keine
”
Mikrozusta¨nde“, sondern lediglich abstrakte Zusta¨nde in
linearer Folge als Resultat von Updates, die ohne Wissen u¨ber vorherige Schritte
angewandt werden. So gesehen ist die Entwicklung der Algebren unabha¨ngig von
einer
”
ASM-Metaebene“, auf der Zwischenresultate erzeugt werden. Anders formu-
liert, bedeutet dies, dass die Zustandsschritte der Metaebene (ASM) mit denen der
Objektebene (beschriebene Sprache) koinzidieren.
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Umgekehrt bedeutet dies, dass fu¨r eine Definition einer beliebigen Sprache (!)
jeder Zustandsu¨bergang mittels eines einzigen Updates beschrieben werden ko¨nnen
muss; natu¨rlich mit einer beliebigen (endlichen) Menge von Regeln. So mu¨sste z.B.
eine Definition von ASM mit ASM sa¨mtliche Update-Regeln wiederum mit einer
einzigen Menge von Updates beschreiben, damit die Zustandsu¨berga¨nge der
”
Meta-
sprache“ ASM (gedacht auf M2) zur Definition der
”
Objektsprache“ (gedacht auf
M1) koinzidieren. Da eine Transition im Prinzip jeden beliebigen Algorithmus aus-
dru¨cken kann, mu¨sste man mit einer Regelmenge also jede berechenbare Funktion
ausdru¨cken ko¨nnen, ohne Zwischenschritte zu nutzen. Ein Erreichen dieser U¨ber-
einstimmung wa¨re (fu¨r die meisten Sprachen) vermutlich schwierig, wenn nicht gar
unmo¨glich.20
Daraus gefolgert kann man festhalten, dass Mikrozusta¨nde relevant werden, so-
bald in der Metasprache die Definition der Ausfu¨hrungssemantik im Hinblick auf
Zustandsu¨berga¨nge nicht eins zu eins gelingt. Bei der Definition der MActions
wurden SGTs nicht angegeben, da man ohne dynamische Analyse oder anderen
Formen der Auswertung losgelo¨st von den Zusta¨nden agieren kann. Hier ko¨nnten
unterschiedliche Interpretationen ansetzen, um die Mikrozusta¨nde fu¨r M2 von vorn-
herein einzuschra¨nken oder zu eliminieren. In jedem Fall ermo¨glichen SGTs eine frei
wa¨hlbare Konfigurationstransition, die die Zusammenfassung von beliebigen Aktio-
nen, und damit beliebigen Algorithmen wa¨hrend einer Transition, erlaubt.
Beobachtbare Zusta¨nde, Modellzeit
Plotkin und Gurevich unterscheiden beide bereits in ihrer Herangehensweise inter-
nes und externes Verhalten bei der operationalen Semantikbeschreibung. Externes
Verhalten wird dabei solange als irrelevant betrachtet, bis ein Eingriff in den Ab-
lauf eintritt (vgl. [21],[97]). Diese im Hinblick auf Zusta¨nde zuna¨chst orthogonale
Betrachtung wurde in Kapitel 3 und 4 aufgenommen und in Zusammenhang mit der
Zustandstransition gesetzt. Externes Verhalten, das durch InputActions in einen
Ablauf einfließt, wird generell als nicht deterministisch erachtet. Es kann somit keine
Aussage u¨ber eingehende Objekte getroffen werden, außer deren Typ (durch getyp-
te Eingabepins). Im Vergleich zu ASM verhalten sie sich also in etwa wie shared-
bzw. monitored-Funktionen, die allerdings in MActions keine direkte Kopplung
mit dem na¨chsten Zustand21 erfahren. Nachfolgende Aktionen ko¨nnen Eingabedaten
zuna¨chst auswerten und durch SGTs entscheiden, wann und wie diese Eingabeda-
ten den aktuellen Zustand beeinflussen. Dadurch verlagern sich implizite Annahmen
u¨ber Eingangsdaten in explizite Auswertungen in der Definition einer operationalen
Semantik.
Fu¨r Prozesskalku¨le wie CCS werden die Ein- und Ausgaben in der Regel wich-
tig, um Prozesskommunikation auszuwerten (z.B. [88]). Verteilte ASM fallen in die
gleiche Kategorie von Sprachen, bei denen ein Zustandsu¨bergang durch Nachrich-
tenaustausch ausgelo¨st werden kann. MActions folgen hier einem anderen Muster,
da Ein- und Ausgaben immer nur an die Umgebung erfolgen. Die Gesetzma¨ßigkei-
ten dort entziehen sich dem Ablauf innerhalb des LZR und ASR und ko¨nnen nicht
20Dem Autor sind keinerlei Arbeiten dahingehend bekannt, ASM metazirkula¨r zu definieren, da
ASM und vergleichbare Kalku¨le eigentlich immer ausschließlich durch mathematische Definitionen
beschrieben werden. Allerdings kann man sich fu¨r Funktionskalku¨le durchaus vorstellen, dass sie
diese Eigenschaft mit sich bringen. Fu¨r ASM wurde z.B. Rekursion in [141] u¨ber
”
Agenten-Stapel“
definiert, bei denen jeder Subagent jeweils eine neue Inkarnation ausfu¨hrt. Weitere Arbeiten sind die
von Bo¨rger in [111], wo er sog. micro steps von Agenten einfu¨hrt, die mit Mikrozustandsu¨berga¨ngen
verglichen werden ko¨nnen.
21Allerdings ist ein Mikrozustand nach eingehen im LZR natu¨rlich vorhanden
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innerhalb der operationalen Semantik reflektiert werden. So kann eine Ausgabe an
die Umgebung z.B. zum Anhalten der gesamten Ausfu¨hrung im Simulator fu¨hren,
auch wenn nach der Ausgabeaktion weitere Aktionen folgen wu¨rden. Andere Formen
der Kommunikation zwischen Prozessen (Threads) sind nicht in der Sprachdefini-
tion von MActions enthalten. Sollte Kommunikation erwu¨nscht sein, so muss sie
explizit modelliert werden und z.B. mit verschiedenen Threads oder mittels Rund-
laufverfahren realisiert werden.
Gleiches gilt fu¨r die Simulationszeit, logische Uhren oder Synchronisation von
Uhren: die Ausfu¨hrungsumgebung als Universelle Transformationsmaschine schra¨nkt
die Definition nicht weiter ein, da sowohl Kausal nacheinander auftretende Ereig-
nisse (mittels Aktionen) sowie echte Parallelita¨t durch die Axiome abgesichert und
modellierbar sind. Sind Uhren/Zeitverla¨ufe also als Funktion beschreibbar, ko¨nnen
sie mit MActions modelliert werden. Ein Beispiel von lokalen Uhren (Eigenzeit)
ist in Kapitel 4.4.1 beschrieben.
5.2.2 Parallelita¨t
Parallelita¨tseigenschaften werden fu¨r die Spezifikation und Entwicklung von Spra-
chen immer wichtiger, nicht zuletzt aufgrund von aktuellen Hardwareentwicklungen
hin zu Mehrprozessorkernen und somit fu¨r die dafu¨r zu modellierende Anwendungs-
software. Aus diesem Grund sollte die Modellierung von Nebenla¨ufigkeitseigenschaf-
ten und true concurrency in der operationalen Semantik Unterstu¨tzung finden.
Wa¨hrend Milner urspru¨nglich fu¨r CCS die Gleichzeitigkeit von Ereignissen un-
ter der Annahme ausschloss, dass ein außenstehender Betrachter nur ein Ereignis
zur Zeit wahrnehmen kann (vgl. [88]), fu¨hren die meisten Kalku¨le zu diesem Zweck
eine Art
”
Parallelita¨tsoperator“ ein. Beispiele dafu¨r sind CSP von Hoare [89] (mit
P ∥ Q) oder Plotkins parallel OR-Operator.Der Blickwinkel liegt durch die Art der
Schlussregeln als Transitionssysteme global auf den
”
Aktionen“ (also Bezeichnern,
s. 2.5), um generelle Aussagen u¨ber parallel ausgefu¨hrte Programme zu formulie-
ren (vgl. [96]). Insbesondere um die Fragestellung beantworten zu ko¨nnen, ob sich
zwei Programme gleich verhalten, wird Prozessverhalten durch Reduktion auf Syn-
chronisationsba¨ume soweit abstrahiert, dass sich die Frage durch Termkongruenz
beantworten la¨sst. In der Praxis stehen allerdings oftmals Fragen nach der exakten
Konfiguration im Vordergrund und wie Programmkonstrukte Zustandsgro¨ßen par-
allel vera¨ndern und ggf. interferieren ko¨nnen (race conditions). Dazu bedarf es unse-
rer Ansicht nach einer eher lokalen Modellierung, die jeweils aus Sicht der Prozesse
spezifiziert, welche Schritte z.B. beim Zugriff auf exklusive Ressourcen durchlaufen
werden, wie sich Warteschlangen von Prozessen fu¨llen und das Scheduling geschieht
etc. Geht man einen Schritt weiter und betrachtet man Fairness-Eigenschaften, so
sind einige Kalku¨le durch fehlende Ausdrucksmo¨glichkeiten limitiert und es bedarf
Erweiterungen, um diese Problematik zu adressieren (vgl. [142] fu¨r CCS und CSP).
Aus dieser Motivation heraus wurde der Aktionsraum und die AtomicGroup-
Semantik in die MActions aufgenommen, die durch Konsistenz- und Koha¨renzkri-
terium eine Vielzahl an mo¨glichen Parallelita¨ts- und Nebenla¨ufigkeitscharakteristi-
ken modellierbar machen. Neben der fu¨r C# gezeigten Spezifikation des Threa-
ding in der Common Language Runtime von .NET (s. Anhang A) und der als
round robin modellierten Timed Automata (s. 4.4.1) lassen sich prinzipiell auch
Scheduling-Algorithmen formulieren, die unterschiedliche Fairness- oder Priorisie-
rungseigenschaften besitzen. Da wir nur an endlichen Ausfu¨hrungsla¨ufen interessiert
sind, hat Fairness in unserem Kontext allerdings eine eingeschra¨nkte Aussagekraft,
da es z.B. bei einem Ausfu¨hrungslauf von einer fairen Schedulingstrategie aufgrund
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des endlichen Traces zu Ungleichgewichten kommen kann (die sich allerdings durch
verla¨ngerte La¨ufe beliebig verkleinern lassen sollten).
5.2.3 Denotationelle Semantik durch U¨bersetzung in Operationale
Kalku¨le
Aus der beispielhaften Formalisierung im Kapitel 5.2 wird im Besonderen der opera-
tionale Charakter der Semantikdefinitionen deutlich. Wohlgemerkt entspricht diese
Vorgehensweise im Allgemeinen der Definition eines Interpreters und nicht einer
U¨bersetzung in ein Kalku¨l im Sinne eines Kompilierungsvorganges (s. Abschn. 5.1).
Natu¨rlich ko¨nnte ein Programm in ein operationales Kalku¨l u¨bersetzt werden, an-
statt es schrittweise zu interpretieren, zum Beispiel das L-Programm 5.4 sa¨he in
ASM in etwa wie folgt aus:
Rule main:
do seq
x := 2 * (17 + 4)
y := x
enddo
Dadurch wu¨rde die ga¨ngige Denotation mittels Funktionen ersetzt durch ein ope-
rationales Kalku¨l, in Kurzform also: JASK = Σ,A; ⟨Σ,A⟩EA. Dieser Ansatz hat
den Vorteil, dass Programme in sehr kompakter Form in der Zieldoma¨ne vorliegen.
Allerdings verliert man im Allgemeinen aufgrund komplexeren Regeln der Abbil-
dung den Bezug einzelner Konstrukte der (abstrakten) Syntax zu ihrer individuellen
(Teil-)Semantik.
5.3 Verwandte Arbeiten
Verschiedene Forschungsgruppen haben Vorschla¨ge und Ansa¨tze zur Problematik
der operationalen Semantik in MOF erarbeitet, welche in diesem Abschnitt mit
dem Ansatz der MActions verglichen werden sollen. Viele der Arbeiten sind im
Kontext der Evolution von UML1.x zu UML2.x entstanden, die Einherging mit der
Standardisierung von MOF 2.x bei der OMG als zugrundeliegendes Metamodellie-
rungsframework [143][144]. Die konzeptionelle Herangehensweise fu¨hrt in der Regel
zu einer Einteilung in Aktionssprachen, (Modell-)Transformationssprachen und in
Frameworks eingebettete Sprachen, die im Folgenden in Relation zu dieser Arbeit
gesetzt und diskutiert werden.
5.3.1 Aktionssprachen fu¨r MOF
Eine ganze Reihe von Ansa¨tzen verfolgt mittels Aktionssemantiken relativ a¨hnliche
Konzeptionen zu operationaler Semantik fu¨r MOF. Kern ist die Verknu¨pfung von
modellvera¨ndernden Aktionen mit Operationen in Metamodellklassen. Hierzu za¨hlen
die Arbeiten von Clark et al. zu XMF [39] und Fleurey et al. zu KerMeta [38], die hier
stellvertretend diskutiert werden sollen. Generell ist diesen Sprachen eine Definition
von elementaren Aktionen gemein, die Metamodellinstanzen vera¨ndern ko¨nnen und
somit eine objektorientierte, ausfu¨hrbare Spezifikationssprache bieten. So erlaubt
z.B. KerMeta das Generieren von Javacode aus den Aktionsdefinitionen, wodurch
annotierte Metamodelle in einem Schritt zu ausfu¨hrbaren EMF-Implementierungen
werden, die als Basis der Entwicklung von Simulatoren dienen ko¨nnen. Gro¨ßten-
teils wird fu¨r Ausdru¨cke entweder ein Derivat von OCL verwendet (z.B. XOCL bei
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XMF) oder proprieta¨re Syntaxformate (z.B. MetaEdit+, vgl. [145]). Diese Ansa¨tze
sind generell Implementierungen textueller Skriptsprachen, dieMActions-a¨hnliche
(elementare) Aktionen bereitstellen, allerdings ohne eine formale Definition anzu-
geben. Ausfu¨hrungsaspekte von MOF-Modellen sind somit faktisch durch die Ziel-
doma¨ne festgelegt, in die generiert oder in der implementiert wird. Deshalb bleiben
weiterfu¨hrende Aspekte wie Zustandsu¨berga¨nge, Parallelita¨t oder auf den Beschrei-
bungen aufbauende Modellanalysen außer Betracht. Dies ist versta¨ndlich, da der
Anwendungsfokus im Entwicklungskontext liegt.
Weitere Ansa¨tze nutzen reine UML-Aktionen, Untermengen davon oder eine
Kombinationen mit Programmiersprachen (z.B. [146][121]). Fu¨r letzteres zeigt z.B.
Scheidgen eine repra¨sentative Fallstudie fu¨r SDL, bei der ein Großteil der Sprachse-
mantik in einem SDL-Metamodell in Java implementiert wurde [71].22 Ein weiteres
Beispiel ist die fUML-Spezifikation (Semantics of a Foundational Subset for Exe-
cutable UML Models, [147]), die eine eigens formalisierte Untermenge von Java zur
Definition verwendet. Generell besta¨tigen diese Arbeiten den Bedarf nach pragma-
tischen Ansa¨tzen zur Definition von ausfu¨hrbaren Modellen, aus denen Werkzeuge
automatisiert abgeleitet werden ko¨nnen.
5.3.2 Modelltransformationen zur operationalen Semantik
Eine zweite Gruppe von Ansa¨tzen greift auf Techniken von Graphersetzungssyste-
men zuru¨ck, um Vera¨nderungen an MOF-Modellen und somit operationales Ver-
halten zu spezifizieren. Als fru¨hes Beispiel fu¨r diese Art der Semantikbeschreibung
za¨hlen die Arbeiten von Engels et al. zur dynamischen Metamodellierung [29]. Dort
finden (normale) Graphersetzungsregeln Anwendung, bei denen der Mustergraph
auf
”
MOF-Arbeitsgraphen“ angewandt wird, um eine Vera¨nderung zu bewirken.
Ein genereller Vorteil dieser Herangehensweise besteht in der mathematischen
Fundierung der Graph- und Ersetzungstheorie. Da MOF-Modelle letztlich attribu-
tierte Graphen darstellen, kann ein Gros dieser Theorie ohne Umwege direkt ange-
wendet werden. Dadurch erhalten nicht nur Regeln eine formale Transitionsseman-
tik, sondern andere Aspekte, wie die Anwendung von parallelen Ersetzungsregeln
anhand der Double-Pushout-Konstruktion, ist mo¨glich (vgl. [134]). Weiterentwick-
lungen dieser Idee unter Einsatz des QVT-Transformationsstandards kann in ver-
schiedene Richtungen beobachtet werden (vgl. [148][149]), weil Modelltransformati-
onssprachen vielfach wiederum auf klassischer Graphersetzung oder Triple-Graph-
Grammatiken aufsetzen.
Im Vergleich zu einem festen Satz von Aktionen kann eine Graphersetzungsregel
beliebige Manipulationen vornehmen. Mehrere Objekte ko¨nnen gleichzeitig erzeugt,
vera¨ndert oder gelo¨scht werden, inkl. ihrer Relationen/Referenzen. Die Schwierig-
keiten ergeben sich generell bei der Steuerung der Regelanwendung, d.h. welche
Regel wann und wie oft ausgefu¨hrt wird. Zu diesem Zweck kommen meist in Kom-
bination andere Programmierparadigmen zum Einsatz, die Kontrollstrukturen er-
lauben (vgl. [150]). Dadurch vera¨ndert sich der Charakter der Sprache u.U. stark in
Richtung einer Aktionssemantik, auch wenn die Transitionsregeln durch Grapher-
setzungen erhalten bleiben.23 Im Hinblick auf Zustandsu¨berga¨nge finden sich große
22Die dort enthaltene MOF Action Semantics war gemeinsamer Forschungsgegenstand mit dem
Autor fu¨r die Entwicklung von testbaren DSLs, vgl. [123]
23Ein weiterer untergeordneter Aspekt ist die Laufzeiteffizienz von Graphersetzungssystemen. Da
diese auf Musterkennung in Graphen basieren (was an sich ein NP-vollsta¨ndiges Problem darstellt),
ko¨nnen Regelanwendungen teuer und laufzeitineffizient sein. Techniken wie Typisierung von Knoten
helfen, um dieses Problem in der Praxis in den Griff zu bekommen.
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Gemeinsamkeiten mit den Gesetzma¨ßigkeiten aus Abschnitt 5.2.1.
5.3.3 Frameworks und UML basierte Ansa¨tze
U¨ber
”
reine“ Sprachen und Kalku¨le hinaus gibt es eine Reihe von Werkzeugen und
Frameworks, die durch Ru¨ckgriff auf existierende Sprachimplementierungen opera-
tionale Semantik in Verbindung mit Metamodellen realisieren. So ist z.B. die ATLAS
Model Management Architecture (AMMA [151]) zu nennen, die die Transformati-
onssprache ATL in ein Metamodellierungsframework einbindet [40]. Noch flexibler
ist das von Sadilek et al. konzipierte EProvide zur Einbettung diverser Sprachen
durch Adapter in einer eclipse (EMF-)Umgebung, die auf einer ’big step’-Semantik
operieren24 (vgl. [152]). Diesen Frameworks ist gemein, dass die eigentlichen Spra-
chen unvera¨ndert bleiben und Transitionsregeln lediglich MOF-Modelle
”
als Daten“
verarbeiten. Das heißt das MOF-Meta-Metamodell muss nicht erweitert werden,
sondern die Beschreibung der operationalen Semantik koexistiert parallel neben der
Metadatenarchitektur. Der Vergleich zu MActions fa¨llt damit schwer, da sich die
Semantikdefinitionen der MOF-Architektur entziehen und eine separate semantische
Doma¨ne bilden, was am ehesten der Abbildung aus Abschnitt 5.2.3 entspricht, also
dem U¨bersetzungsprozess in eine andere Sprache.
Daru¨ber hinaus ko¨nnen im Prinzip Formalisierungen von UML zur Definition
von dynamischem Verhalten dienen, weil MOF faktisch eine Untermenge der Spra-
che bildet.25 Neben der Executable UML (xUML), welche im Prinzip zuru¨ckgeht auf
Methoden von Shlaer, Mellor, Booch und Rumbaugh als wesentliche Vorarbeiten zu
UML1.x und damit auf formale Ansa¨tze, existiert seit 2011 der Industriestandard
fUML (vgl. [147]). Die darin enthaltene Untermenge von Aktionen und Aktivita¨ten
gleicht den MActions und kann als weiterer Indikator fu¨r die Akzeptanz von ak-
tionsbasierter Semantikdefinition fu¨r komplexes Sprachverhalten gewertet werden.
Allerdings unterscheidet sich die Formalisierung dieser fUML-Aktionen, da deren
semantischer Kern bUML (
”
Base UML“) nicht meta-zirkula¨r, sondern durch ein
axiomatischen Kalku¨l (eigentlich denotationell) beschrieben ist. Auf einen detaillier-
ten Vergleich einzelner Aktionen verzichten wir im Rahmen dieser Arbeit, da er den
vorausgegangenen Diskussionspunkten keine neuen Erkenntnisse hinzufu¨gt.
5.4 LT-OCL und Dynamische Analysen
Bisherige Ansa¨tze zur dynamischen Analyse basieren generell auf einer Modellie-
rungssprache mit operationaler Semantik, der im Prinzip eine Transitionsseman-
tik innewohnt. Neben den in Kapitel 4.4.1 beispielhaft gezeigten Timed Automata
kommen fast immer a¨hnliche Techniken der Zustandsmodellierung zum Einsatz, bei
denen dann mittels Temporallogik dynamische Eigenschaften formal u¨ber Zustands-
sequenzen (oder Automaten, Kripke-Strukturen) formuliert werden. Kapitel 4 zeigt,
wie dieser Ansatz allein mittels Laufzeitmodell generisch fu¨r verschiedene Sprach-
definitionen genutzt werden kann. Das Vorgehen fu¨r die Sprache LT-OCL diente als
komplexeres Beispiel und es scheint plausibel, dass andere Temporallogiken in a¨hn-
licher Form adaptiert werden ko¨nnten, so zum Beispiel Lamports Temporal Logic of
Actions (TLA [101]). Der Grundgedanke einer Auswertung von Ausdru¨cken und in




24nicht zu verwechseln mit der big step Semantik von McCarthy, vgl. [86]
25Als Vorschlag z.B. in [146], siehe auch die Diskussion zu Metaebenen in [147]
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Die Idee, OCL um temporale Operatoren zu erweitern, ist hierbei nicht ga¨nzlich
neu. Allerdings konzentriert sich der Schwerpunkt bisheriger Arbeiten ausschließlich
auf dynamische Eigenschaften von UML-Modellen (vgl. [153][154]). Neben diesen
Vorschla¨gen ohne formale Semantik wurde mit Temporal OCL (TOCL) eine forma-
le Definition von linearen temporalen Operatoren always, sometime, always-until,
sometime-before und next von Ziemann et al. fu¨r OCL erarbeitet (vgl. [155]).26 Der
hier vorgestellte Ansatz zu LT-OCL entstand zwar davon unabha¨ngig und entwickelt
die Ideen u¨ber UML hinaus, verfu¨gt aber nur u¨ber zukunftsbezogene Ausdru¨cke (d.h.
kein previous oder alwaysPast, wenn auch als Erweiterungen denkbar). Zudem be-
trachten wir einen offene Systemsicht mit Blick auf die Interpretation entlang von
Traces sowie eine klare oclUndefined -Semantik fu¨r die zeitliche Auswertung der For-
meln.
In Richtung der automatischen Modellpru¨fung von zeitlichen OCL-Ausdru¨cken
sollte die Arbeit von Distefano genannt werden [156]. Dabei werden OCL-Definitionen
auf die Object-Based Temporal Logic (BOTL) als semantische Doma¨ne zuru¨ckgefu¨hrt
(vgl. [157]). BOTL ist eine formale Sprache bestehend aus statischen Ausdru¨cken
(a¨hnlich algebraischer Strukturen) und CTL. Die Semantik von BOTL ihrerseits
wird durch Kripke-Strukturen beschrieben (vgl. Abschnitt 2.7). Auch hier konzen-
triert sich die Anwendung auf die Sprache UML, fu¨r die ein Modellchecking ein-
geschra¨nkt auf State Machines erreicht werden soll. Daru¨ber hinaus existieren ver-
wandte Arbeit fu¨r Echtzeit-Systeme mittels verzweigter Zeitlogik und OCL durch
Flake et al. (z.B. [158][132][159]).




Ausgehend vomMetamodellierungsstandard MOF wurde die AktionssemantikMAc-
tions entwickelt, um fu¨r Metamodelle eine Sprache zur Definition von operationa-
ler Semantik zu erhalten. Diese Erweiterung um eine Aktionssemantik ging einher
mit der Untersuchung, wie Zusta¨nde, Zeit und Parallelita¨tseigenschaften von Spra-
chen sich so in der operationalen Semantik ausdru¨cken lassen, dass anschließend
dynamische Modellanalysen mo¨glich werden. Zu diesem Zweck wurde mit LT-OCL
exemplarisch eine pra¨dikatenlogische Temporallogik entwickelt, die die metamodel-
lunabha¨ngige Analyse von Sprachen u¨ber ein um Definitionen zur operationalen Se-
mantik erga¨nztes Metamodell erlaubt. Als Anwendung der Konzepte konnten mittels
einer prototypischen Implementierung zwei Fallstudien durchgefu¨hrt werden (Timed
Automata und C#), die die Nutzung und das Potential des gesamten Ansatzes auf-
zeigen.
In Bezug auf die in Kapitel 1.3 beschriebene Zielsetzung dieser Arbeit ergeben
sich zusammengefasst die folgenden Ergebnisse fu¨r die einzelnen Teilfragen:
zu 1. Bereitstellung geeigneter Modellierungstechniken fu¨r MOF-Metamodelle zur
Definition operationaler Semantiken und Modellsimulation:
Der Schlu¨ssel zur operationalen Semantik fu¨r MOF liegt in der Definition von
Laufzeitmodellen und der Einbettung dieser in die Metadatenhierarchie. Mit-
tels ausgezeichneter Metaklassen in einem Laufzeitmetamodell lassen sich Zu-
standsgro¨ßen als Basis fu¨r Verhalten modellieren. Dafu¨r konnte u¨ber verschie-
denen Experimente eine logische Instanzbeziehung ausgemacht und u¨ber ein
neu erarbeitetes, zur Metadatenhierarchie orthogonales, MOF-Instanzmodell
ins Framework eingegliedert werden (vgl. Kap. 2.3). Zur Beschreibung des ope-
rationalen Verhaltens werden elementare Aktionen durch MActions als Mo-
delltransformation definiert, die Modellsimulation im MOF-Kontext erlaubt
(vgl. Kap. 3).
(a) MOF-Erweiterungen fu¨r die Definition von operationaler Semantik :
Die MActions als MOF-Erweiterung fu¨gen sich als Sprache nahtlos in
die bislang semantisch nicht weiter spezifizierten Operationen ein, die
neben einer klaren operationalen Semantik auch die Basis zur dynami-
schen Modellanalyse legen (vgl. Kap. 3.1). Die Transitionssemantik u¨ber
Modella¨nderungen, Parallelita¨tseigenschaften und ferner die Wiederver-
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wendung der UML-Aktionssyntax ergeben eine graphische Spezifikations-
sprache, die fu¨r die gezeigten, teilweise komplexen Fallbeispiele erfolgreich
angewendet werden konnte (vgl. Kap. 4.4.1, A). Als turingvollsta¨ndige
Kernsemantik lassen sich darauf aufbauend semantisch reichere Aktionen
entwickeln (vgl. Kap. 3.3, ).
(b) Anwendung und Vergleich zu existierenden Kalku¨len/Methoden:
Im Gegensatz zu SOS oder ASM stellen MActions die Modella¨nde-
rung u¨ber die Definition der Zustandstransition (vgl. Kap. 2.5.4). Neben
dem generellen Paradigma einer Stapelmaschine unterscheiden sich die
Ansa¨tze ferner in den Aspekten (1.) Strukturierungsmo¨glichkeiten und
Aufbau der Regeln, (2.) der Formalisierung der Zustandsgro¨ßen, (3.) Be-
schreibung und Semantik von parallelen Ausfu¨hrungen sowie (4.) der Her-
angehensweise an die Kernsemantik und deren Erweiterungsmo¨glichkei-
ten (vgl. Kap. 5.1.1). Prinzipiell ko¨nnen wie gezeigt formale Kalku¨le der
Art SOS oder ASM fu¨r Metamodelle genutzt werden, allerdings ergeben
sich bei der Zusammenfu¨hrung der unterschiedlichen Beschreibungsfor-
men Bru¨che (Metamodelle vs. Algebren), die nicht zuletzt mit der ob-
jektorientierten Struktur und der Metadatenhierarchie zusammenha¨ngen
(vgl. Kap. 5.1). Eine denotationelle U¨berfu¨hrung in andere Kalku¨le ist
natu¨rlich denkbar, bildet aber den
”
Kontrapunkt“ zur Fragestellung in
dieser Arbeit (vgl. Kap. 5.2.3). Wir erwarten ferner, dass die Akzeptanz
bei Sprachdesignern durch die Anwendung der weit verbreiteten UML-
Syntax ho¨her ausfa¨llt, da die aufgezeigten notwendigen Reformalisierun-
gen wegfallen. Ein vergleichendes Beispiel fu¨r die Kalku¨le SOS, ASM und
MActions wurde in Kapitel 5.2 gegeben.
(c) Einordnung und Bewertung in Bezug auf die Modellsimulation:
Der Schwerpunkt zur Modellausfu¨hrung lag in dieser Arbeit auf Softwa-
re(modell)beschreibungen die sich als zeitdiskrete, (nicht-)deterministische,
parallele und ereignisbasierte Modellsimulation charakterisieren la¨sst (vgl.
Kap. 1.1.5, 4.1). Die Aktionsdefinitionen ermo¨glichen eine direkte Umset-
zung in einer prototypischen Implementierung als Interpreter, um Experi-
mente sowie Fallstudien durchzufu¨hren (vgl. Kap. 4.5). Im Fokus der dy-
namischen Analyse stehen die im Simulationskontext u¨blichen Aussagen
u¨ber einen Ausfu¨hrungslauf (Experiment), die dann u.U. durch mehrfache
Wiederholung und Anpassung von Parametern verfeinert und validiert
werden. Eine Anwendung der Konzepte auf andere Formen der Simulati-
on oder algorithmische Auswertung von Traces wurde nicht untersucht,
auch wenn dieses eine konsequente Weiterfu¨hrung der Untersuchung wa¨re
(vgl. Diskussion 4.1.1).
zu 2.: Entwicklung einer metamodellunabha¨ngigen Methode zur dynamischen Analy-
se von MOF-Modellen:
Das Laufzeitmodell und dessen Zustandsa¨nderungen wurden als Basis einer dy-
namischen Analyse identifiziert und u¨ber ein metamodellunabha¨ngiges Trace-
modell zur Aufzeichnung von Ausfu¨hrungsla¨ufen beschrieben (vgl. Kap. 4.1.3).
Es konnte gezeigt werden, dass Verhalten entkoppelt von den Definitionen ei-
ner Aktionssemantik ausgewertet werden kann, wenn lediglich das Laufzeit-
modell und dessen A¨nderungen aufgezeichnet und ausgewertet werden (vgl.
Kap. 4.1.1). Ferner wurde die enge Beziehung zur operationalen Semantik in
MOF durch MActions (oder anderen mo¨glichen Sprachen)1 u¨ber ein erwei-
1die den Axiomen der Klasse von Aktionssemantiken gema¨ß Abschnitt 3.1.2 folgen
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tertes Zustandsschema hergestellt, das sich in die Metamodellierungshierarchie
einfu¨gt (vgl. Kap. 5.2.1). Zudem konnte fu¨r den Verhaltensvergleich von Mo-
dellausfu¨hrungen die Relation zur Bisimulationstheorie aufgezeigt werden (vgl.
Kap. 4.2.1). Damit sind die Grundlagen fu¨r dynamische Analysen im Kontext
von MOF gelegt.
(a) Wie ko¨nnen dynamische Eigenschaften u¨ber beliebige operationale Seman-
tiken und Metamodellen beschrieben werden? :
Mit der entwickelten zukunftsbezogenen Temporallogik LT-OCL ko¨nnen
dynamische Eigenschaften semantisch u¨ber dem Tracemetamodell de-
finiert werden, indem das implizierte (generische) Zustandsschema als
Basis der Temporalsemantik Anwendung findet (vgl. Kap. 4.3). So wie
MOF als Meta-Metamodell die Struktur von Metamodellen festlegt, de-
finiert das Tracemetamodell die mo¨glichen Pfade, die eine Modellsimula-
tion hinterla¨sst. Diese zustandsbezogene Sicht auf die Ausfu¨hrung la¨sst
sich bei der von uns betrachteten Klasse von Aktionssemantiken relativ
unabha¨ngig bilden, so dass es generell plausibel erscheint, weitere Spra-
chen nach dem gleichen Schema zu definieren (vgl. Kap. 5.4). Mit der
Bildung einer totalen, linearen Halbordnung der Zustandsa¨nderungen im
Tracemodell – unter Beru¨cksichtigung von parallel ausgefu¨hrten Aktionen
– wurde eine Vereinfachung eingefu¨hrt, die sich aus den unterschiedlichen
Modellierungsmo¨glichkeiten von Parallelita¨t im Metamodell ergibt (z.B.
Nutzung von Threads vs. Rundlaufverfahren). Somit wurden in dieser
Arbeit weitergehende Analysesprachen wie etwa CTL/CTL* nicht unter-
sucht, eine weitergehende Forschung in diese Richtung unter speziellen
Vorgaben zur Metamodellierung mit MActions scheint allerdings sinn-
voll.
(b) Wie ko¨nnen Eigenschaften wie Zusta¨nde, Parallelita¨t und Zeit generisch
in der Auswertung beru¨cksichtigt werden? :
Traces bilden die Schnittstelle zwischen operationaler Semantik und dy-
namischer Analyse, die semantisch nur u¨ber die Zustandsdefinition ge-
koppelt sind. Im Allgemeinen fallen Zustandsu¨berga¨nge der Modellebe-
ne als interne Modellzusta¨nde fu¨r die Analyse (M1, Anwendungsebene)
nicht notwendigerweise mit den
”
Mikrozusta¨nden“ einer operationalen
Semantik zusammen. Zeit oder Uhren als Zustandsgro¨ßen im Laufzeit-
modell bilden hier eine separate Ebene und sind nicht notwendigerweise
deckungsgleich mit den Zustandstransitionen der operationalen Regeln
(vgl. Kap. 4.1.2, 5.2.1). Die vielschichtigen Zustandsebenen von der Me-
tamodellebene (M2) u¨ber die Modellebene (M1) hin zur Anwendungsebe-
ne, tragen maßgeblich zu jedwedem Ansatz einer dynamischen Analyse
bei, so dass eine Konfiguration unabha¨ngig von (bzw. nachtra¨glich zu)
der operationalen Semantik stattfinden sollte. Da die Zustandsgranula-
rita¨t u¨ber SGTs fu¨r MActions parametrisiert werden kann, la¨sst sich
die Semantik der LT-OCL-Ausdru¨cke a¨ndern und an die Bedu¨rfnisse des
Anwendungsmodells anpassen (vgl. Kap. 4.1.5). Aus dem parametrisier-
baren Zustandsschema folgen gleich mehrere A¨quivalenzklassen fu¨r einen
Verhaltensvergleich, die sich anstatt u¨ber abstrakte Zusta¨nde und Aktio-
nen u¨ber den vollsta¨ndigen Vergleich von Laufzeitmodellen bilden lassen
(vgl. Kap. 4.2.1).
(c) Wo zeigen sich Parallelen zu existierenden Techniken und Kalku¨len, die
sich nicht im Kontext einer Metadatenhierarchie bewegen? Wo ergeben
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sich Vor- und Nachteile? :
Letztlich wurden existierende Konzepte zur pra¨dikatenlogischen Tem-
porallogik auf objektorientierte Strukturen der MOF-Metamodelle mit-
tels einer Erweiterung von OCL u¨bertragen. Die Basis bilden – wie fu¨r
existierende Kalku¨le auch – Zustandssequenzen, jedoch wurde der bislang
nicht vorhandene Bezug zur Semantikdefinition (und damit der Sprachu-
nabha¨ngigkeit durch Metamodelle) im Kontext von MOF erarbeitet (vgl.
Kap. 4.1.3). Ferner erlaubt der pra¨dikatenlogische Kern von LT-OCL und
die Konzeption von Metamodell, Laufzeitmodell und logischer Instanziie-
rung eine gezielte Spezifikation von zu u¨berpru¨fenden dynamischen Aus-
dru¨cken in generischer Form (vgl. Kap. 4.3.3). Die Metadatenhierarchie
hat den entscheidenden Vorteil, mit einheitlicher Strukturdefinition die
Sprachunabha¨ngigkeit zu ermo¨glichen. Die sonst selten in der Praxis zu
findende Form einer pra¨dikatenlogische Temporallogik spielt fu¨r den me-
tamodellunabha¨ngigen Ansatz die Hauptrolle. Als Nachteil kann die im
Gegensatz zu formalen Kalku¨len sperrige, graphische Notation und durch
die auf MOF eingeschra¨nkten Abstraktionsmo¨glichkeiten gesehen werden
(vgl. Kap. 5.1.1). Weiterhin gestaltet sich die Navigation durch das An-
wendungsmodell aufgrund der generischen Form oftmals schwierig (vgl.
Kap. 4.4.1, A.4).
zu 3.: Formalisierung der entwickelten Modellierungstechniken: Die Bru¨cke zwischen
Metamodellierung und der dynamischen Analyse wurde durch mehrere Forma-
lisierungsschichten erreicht (vgl. Kap. 2.4.2). Die mathematisch nicht formali-
sierten MOF-Modellierungskonzepte konnten unter Ru¨ckgriff und Adaption ei-
nes algebraischen Objektmodells beschrieben werden. Dazu wurden neben der
Abbildung der Metamodellstruktur auf eine Algebra zwei a¨quivalente Sichten
auf ein Metamodell gezeigt (Klassenstruktur des Metamodells vs. Instanzmo-
dell, vgl. Kap. 2.3). Darauf aufbauend fu¨gt ein um die OCL-Semantik erga¨nz-
ter ASM die operationale Semantik der MActions mit der mathematischen
Definition der OCL-Semantik zusammen (vgl. Kap. 21). Daru¨ber hinaus wur-
de mittels der Axiomatisierung durch die Universelle Transformationsmaschine
und der abstrakten Aktionssemantik der Rahmen fu¨r eine Reihe weiterer mo¨gli-
cher operationaler Semantiken gelegt, der u¨ber die Konzepte der MActions
hinausgehen kann, aber die wesentlichen Eigenschaften der Modella¨nderungen
fu¨r Ausfu¨hrungsanalysen erha¨lt (vgl. Kap. 2.5.4, 3.1.2).
(a) Wie ko¨nnen statische und dynamische Aspekte von Metamodellen einheit-
lich mathematisch formalisiert werden? : Die Beschreibung der dynami-
schen Aspekte erfolgt u¨ber Traces (Instanzen des Tracemetamodells), die
sa¨mtliche A¨nderungen am Laufzeitmodell als Sequenz erfassen. Durch
Anwendung einer beliebigen Teilmenge dieser Sequenz la¨sst sich jeder
durchlaufene Zustand als induzierter Zustand des Traces rekonstruieren
und durch Abbildung auf das algebraische Objektmodell formal beschrei-
ben (vgl. Kap. 4.1.4).
(b) Ergeben sich Vorteile durch eine Nutzung von Metamodellen gegenu¨ber
formalen Kalku¨len? : Die Nutzung von Metamodellen zur Definition der
abstrakten Syntax einer Sprache erlaubte bislang eine Ableitung von
Werkzeugen und Editoren fu¨r die beschriebenen Modelle. Mit den durch
MActions und LT-OCL gezeigten Erweiterungen in dieser Arbeit lassen
sich darauf ad hoc Simulations- und Analysefunktionalita¨ten bereitstel-
len, die oftmals fu¨r andere Kalku¨le fehlen. Der sprachunabha¨ngige An-
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satz erlaubt eine direkte Erweiterung des jeweiligen Metamodells, ohne
dass eine Reformalisierung in ein anderes Kalku¨l no¨tig wu¨rde. Zudem
bilden Metamodelle u¨ber MOF eine strenge Hierarchie, die den Regeln
der Instanziierung und Objekt-Metaklasse-Beziehung folgt, was fu¨r die
Verarbeitung des Laufzeitmodells mittels MActions auch eine Integra-
tion und Wiederverwendung verschiedener Metamodelle ermo¨glicht (vgl.
Kap. 5.1.2).
150 KAPITEL 6. ZUSAMMENFASSUNG
ANHANG A
Fallbeispiel: Programmiersprache C#
Der folgende Anhang beschreibt die Programmiersprache C# wie sie der ECMA
334 Standard spezifiziert [34]. Das Ziel dieser Fallstudie war es, eine in der Praxis
etablierte Allzweckprogrammiersprache mit den Techniken der MActions zu be-
schreiben und exemplarisch mittels LT-OCL dynamische Analysen durchzufu¨hren.
Daher wurde weniger auf die vollsta¨ndige Modellierung der Sprache C# fokussiert,
als auf essentielle Konzepte w.z.B. Objekte, Felder, Methoden, Statements/Expres-
sions sowie paralleler Ausfu¨hrungsaspekte wie Threads (vgl. [20]).
A.1 C# Metamodell
Der ECMA Standard der Sprache entha¨lt kein Metamodell, sondern spezifiziert die
textuelle Syntax mittels einer EBNF Grammatik (vgl. Appendix A in [34]). Der
erste Schritt in Richtung eines C# Metamodells wurde deshalb rein aus Sicht einer
allgemein objektorientierten Sprache geta¨tigt, ohne Anlehnung an die C# Gramma-
tik. Dazu wurde ein initiales Metamodell mit OO-Basiskonzepten aufgesetzt, welches
sich an die ”Abstractions” der UML Infrastructure anlehnt (vgl. [35]). Dieses initiale
Metamodell konnte anschließend anhand der grammatikalischen Sprachspezifikation
verfeinert und um essentielle Teile erga¨nzt werden, darunter:
1. Typsystem mit Klassen, Primitive Typen, Arrays
2. Anweisungen und Ausdru¨cke (Statements und Expressions)
3. Laufzeitmodell und Nebenla¨ufigkeit (Threading)
Der Kern des C# Metamodells beschreibt die strukturellen Aspekte der Spra-
che, d.h. Klassen, Schnittstellen, Methoden, Felder, etc. (s.Abb. A.1). Die Haupt-
vererbungshierarchie von Typen als Ableitungen der Klasse CSType ist neben den
getypten Elementen (Ableitungen von CSTypedElement) charakteristisch fu¨r OO-
Sprachen und entsprechend als Muster in der UML Infrastructure zu finden. Dar-
unter finden sich dann die C# spezifischen Konstrukte wie CSClass mit CSField
und CSEvent sowie die verhaltensbezogenen Klassen CSMethod, CSConstructor,
CSOperator und CSDelegate. Weitere Syntaxvariationen (”syntactic suger”) w.z.B.
property accessors werden durch vereinheitlichte Klassen im Metamodell repra¨sen-
tiert.
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Abbildung A.1: Auszug aus dem C# Metamodell: strukturelle Sprachaspekte
Die Details zum Typsystem, Statements und Expressions sind zwar hier nicht
dargestellt, sollen aber kurz erla¨utert werden, da die Definitionen eine fu¨r Program-
miersprachen in der Praxis vielfach anwendbarem Muster folgen. Anweisungen und
Ausdru¨cke bilden im Metamodell zwei zuna¨chst unabha¨ngige Vererbungshierarchien
mit den Basisklassen CSStatement bzw. CSExpression. Unter diese Klassen glie-
dern sich dann Subklassen zu einzelnen Konstrukten wie CSFor oder CSIfElse fu¨r
entsprechende Anweisungen, oder CSInvoke und CSAssign fu¨r Ausdru¨cke. Insge-
samt 27 Klassen repra¨sentieren hierbei die Kontrollflusselemente und -struktur aller
Anweisungen (also quasi die Zeilen eines Programms) und weitere 26 Klassen model-
lieren Ausdru¨cke, w.z.B. die Struktur von Aufrufen, Bedingungen, Variablenzugriffen
und -zuweisungen, u.s.w. Im Prinzip sind diejenigen Konstrukte als eigensta¨ndige
Metaklasse definiert, die in der Grammatik durch eine Expansionsregel beschrieben
sind. Dazu wurden Gemeinsamkeiten in Klassen als ”Zwischenabstraktionen” ver-
einheitlicht. Zum Beispiel bildet die Klasse CSBinaryExp die Basis fu¨r alle bina¨ren
Ausdru¨cke wie CSArithemticExp, CSRelationExp, CSAssignExp und andere und
entha¨lt das gemeinsame Merkmal von zwei Containmentreferenzen leftHand und
rightHand jeweils vom Typ Expression. Neben Referenzen wie die diese, welche
beide Hierarchien zusammenfu¨gen, existiert ein generelles CSExpressionStatement,
u¨ber das ein Ausdruck zur Anweisung werden kann (z.B. einfacher Methodenauf-
ruf). Dadurch baut sich die gesamte Sprachstruktur von CSNamespace, CSClass,
CSMethod zu CSStatement und CSExpression mit Querreferenzierungen fu¨r Typen,
Variablen- und Methodendeklarationen als Objektgraph auf.
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A.2 Laufzeitmodell
Neben der abstrakten Syntax sind in Abb. A.1 die Klassen des C# Laufzeitmo-
dells gezeigt, welche als Konfigurationen wa¨hrend der Simulation instanziiert und
vera¨ndert werden. Die Klassen CSObject und CSSlot bilden auch hier die OO-
typische Basis, gebunden durch die logische Instanziierung an die Definitionen der
abstrakten Syntax. Eingebettet werden Objekte in den Kontext eines Thread, der
u¨ber seinen Stapel (repra¨sentiert durch die Klasse StackFrame) Referenzen auf die-
se ha¨lt. Dazu werden lokale Variablen innerhalb einer Methoden jeweils als In-
stanz der Klasse Variable auf dem aktuellen StackFrame instanziiert.1 Welche
Variablen wo und wann angelegt und manipuliert werden, bestimmen letztlich wie
oben beschrieben Deklarationen und variablenbezogene Ausdru¨cke, modelliert durch
CSVarDeclaration und CSVarExp (beide nicht dargestellt).
Als C# Spezifikum bieten Delegates eine zusa¨tzliche Mo¨glichkeit, einen sog. De-
legattyp zu definieren, der eine Methodensignatur als quasi Funktionstyp spezifi-
ziert. Dadurch lassen sich z.B. Methoden als Parameter u¨bergeben. Im Metamodell
ist diese Eigenschaft durch die Klasse CSDelegateHandle modelliert, wobei die Ob-
jektbindung zum Zeitpunkt der Delegateninstanziierung durch die Attribute method
und class deklariert ist und mittels self einem Delegatobjekt zugeordnet wird.
Im Hinblick auf Threads verweist der C# ECMA Standard auf die Common Lan-
guage Infrastructure (CLI), welche eine fu¨r verschiedene Hochsprachen vereinheitli-
che Laufzeitumgebung beschreibt und als Implementierung in der Microsoft .NET
Plattform verwirklicht wurde [58]).2 Threading ist in der Standardbibliothek im Na-
mensraum System.Threading realisiert und durch Objekte der Bibliotheksklasse
Thread im Programm widergespiegelt. Hierzu muss i.Allg. durch ein ThreadStart
Delegate der Einstiegspunkt spezifiziert und an den Konstruktor der Klasse Thread
u¨bergeben werden. Zur speziellen Handhabung in der Verhaltensbeschreibung dient
die Klasse CSThreadHandle. Neben den delegattypischen Eigenschaften verwaltet
sie einen direkten Verweis auf den ausfu¨hrenden Thread via theThread.
A.3 C# Semantik
Anhand der vollsta¨ndig im Metamodell erfassten abstrakten Syntax der Sprache C#,
wurde fu¨r einen Großteil die Semantik inMActions definiert. Diese Teilmenge um-
fasst im einzelnen die folgenden Sprachkonzepte, die hier nur als Zusammenfassung
aufgefu¨hrt werden sollen:
Typen und OO-Konzepte: Klassen, Methoden, Felder, Konstruktoren, Metho-
denaufrufe und -auflo¨sung, Parameteru¨bergabe mit Referenz- und Wertpara-
metern, Delegattypen, primitive Typen bool, int, decimal, string, enum,
Arrays
Anweisungen: for und while-Schleifen, if-then-else, Variablendeklarationen,
Zuweisungen, Kontrollflussauswertung mit return, break und continue
Ausdru¨cke: new, arithmetische und boolesche Ausdru¨cke, relationale Vergleichs-
operatoren, Feld- und Array-Zugriff, Variableninitialisierung, Literale
Zusa¨tzlich wurden von der Standardbibliothek die essentiellen Ein- und Ausgabe-
methoden (d.h. Console) sowie Thread bezogene Methoden modelliert. Ohne die
1Weiter geschachtelte Scopes, d.h. {...} Blo¨cke innerhalb von Methoden, wurden nicht modelliert
2Tatsa¨chlich wird wiederum auf ein XML Begleitdokument verwiesen, welches Die Schnittstelle
der Standardbibliothek beschreibt
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MAction-Definitionen hier im Detail vollsta¨ndig aufzulisten, sollen einige Defini-
tionen exemplarisch hervorgehoben und diskutiert werden.
In der C# MActions Semantik sind die Aktionen u¨berwiegend direkt den
Klassen der abstrakten Syntax zugeordnet. Alle Sprachelemente die Verhalten aus-
dru¨cken, erhielten eine Haupt-MOperation, die die Semantik spezifiziert und ggf.
durch weitere Operationen unterstu¨tzt wird. Zum Beispiel beschreibt CSMethod-
#executeMethod, wie der Rumpf einer Methode Anweisung fu¨r Anweisung abge-
arbeitet wird, CSConstructor#createObject wie Objekte instanziiert werden oder
CSFor#executeFor(), wie zuna¨chst die Schleifeninitialisierung, dann die Schleifen-
bedingung und anschließend die Schleife selbst ausgefu¨hrt werden (s.Abb. A.2(a)).
Dabei wurde sich die Vererbungsbeziehung der Statement- und Expressionklassen
zu Nutze gemacht, um eine abstrakte MOperation der Basisklassen CSStatement
bzw. CSExpression in allen Subklassen dieser Vererbungshierarchien gezielt mit der
Semantik jedes einzelnen Konstrukts zu u¨berschreiben. Dieses Vorgehen ist ange-
lehnt an das Interpreter Entwurfsmuster (vgl. [112]). Dadurch kann ein Großteil der
Ausfu¨hrungssemantik durch Aufruf der Basisoperation modelliert werden, wobei die
U¨berschreibung bei der Ausfu¨hrung mittels Polymorphie effektiv direkt zum Aufruf
des gewu¨nschten spezielleren Verhaltens fu¨hrt.
Bei der zuletzt gezeigten for-Schleifendefinition ist gut zu erkennen, wie die
Ausfu¨hrungssemantik in Aktionen u¨berfu¨hrt werden konnte, die unmittelbar ei-
ner Formalisierung der Ablaufbeschreibung entspricht. Hinter den Invokationsaktio-
nen do initialization, self.condition (Auswertung der Schleifenbedingung),
self.loop sowie execute iterator verbergen sich Aufrufe an die evaluate Ope-
ration der Klasse CSExpression, welche durch besagte Methodenu¨berladung letzt-
lich zur Ausfu¨hrung der spezifischen Semantikoperationen fu¨hrt. Das selbe Prinzip
kommt bei fast allen Semantikbeschreibungen von C#-Ausdru¨cken zum Tragen,
z.B. bei den in Abb. A.2(b) dargestellten CSRelationExp. Als bina¨rer Ausdruck mit
linker und rechter Seite (d.h. Teilausdru¨cke vor und nach dem Relationsoperator),
findet zuna¨chst eine Auswertung dieser Teilausdru¨cke statt (self.leftHand bzw.
self.rightHand). Anschließend wird das Ergebnisobjekt erzeugt und mittels einer
MDecisionNode u¨ber self.operator zwischen den jeweiligen Vergleichsoperatoren
unterschieden. Insgesamt gleicht dieses Vorgehen zur Beschreibung der Semantik
dem typischen Interpreter Entwurfsmuster u¨ber einen abstrakten Syntaxbaum, dass
mittels MActions direkt im Metamodell umgesetzt werden konnte.
Ein weiterer wichtiger Aspekt ist die Zustandsverwaltung und das A¨ndern von
Werten. Zugriff auf den C# Stapel und somit auf den Ausfu¨hrungskontext bietet
i.Allg. ein Operationsparameter context : StackFrame, der bei allen MOpera-
tionen durchgeschleift wird und eine Referenz auf das aktuelle StackFrame dar-
stellt. Dadurch ko¨nnen Ausdru¨cke und Anweisungen kontextspezifisch operieren und
z.B. Methodeninkarnationen alle notwendigen Daten auf dem Stapel ablegen (Pa-
rameter, Variablen, Ru¨ckgabewerte, Threadinformationen). Abbildung A.2(c) zeigt
die Semantik von Variablen- und Feldzuweisungen. Abha¨ngig vom Typ des Aus-
drucks der auf der linken Seite steht (Referenz leftHand 3), wird bei der Zuweisung
zuna¨chst zwischen Variablen und Feldern unterschieden. Bei letzteren dann noch
weiter zwischen einfachen Feldern und Arrays. Den Einstieg ermo¨glichen Abfragen
von frame.localVars, die u¨ber den Namen z.B. die zu aktualisierende Variable
oder das zu aktualisierende Feld vom Stapel holen und in nachfolgender MAssign-
Aktion den durch rightHand-Ausdruck ermittelten Wert zuweisen. Mittels logischer
3also dem sog. ”l-value” als Ziel einer Zuweisung im Gegensatz zu ”r-values” auf der rechten
Seite die einen Wert liefern
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(a) for-Schleife
self.operator
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Instanziierung kann fu¨r Felder durch die metaObject Referenz gezielt der Slot er-
fragt werden, der Werte fu¨r das Feld entha¨lt. Das aktuelle C# Objekt wird fu¨r
Feldzugriffe u¨ber eine spezielle this Variable auf dem Stapel repra¨sentiert und ist
bei jedem Methodenaufruf ein impliziter Parameter. Die hier nicht dargestellte Ak-
tionssemantik von CSInvoke stellt das Ablegen dieser Referenz auf dem StackFrame
sicher. Bei Arrays muss daru¨ber hinaus der Indexausdruck ausgewertet werden, um
die Zielposition im Array zu ermitteln.
Die Ausfu¨hrung eines C# Programms ist beschrieben durch das Threadmodell
der CLI. Neben der sequentiellen Programmausfu¨hrung des ”Main-Threads”, ko¨nnen
weitere Threads u¨ber die Standardbibliothek instanziiert und ausgefu¨hrt werden.
Dabei erha¨lt jeder Thread seinen eigenen Stapel.
Der globale Programmeinstiegspunkt ist vereinfacht modelliert als MActivity
ExecuteClass (s.Abb. A.2(d)). Diese spezifiziert den Programmstart und wird bei
derMActions Ausfu¨hrungsumgebung als Einstiegspunkt angemeldet. Als erste Ak-
tion wird im Syntaxraum nach einer festgeschriebenen Methode Main in einer C#
Klasse namens ”BubbleSort” gesucht. Diese fixe Suche durch alle Instanzen von
CSClass vereinfacht den Simulationseinstieg und ersetzt eine Auswertung von glo-
balen Objekten von z.B. Kommandozeilenparametern, die in die Simulation hinein-
gereicht werden ko¨nnten. Fu¨r unsere Experimente wurde die Klasse entsprechend der
Beispiele aus Abschnitt A.4 jeweils angepasst. Das Resultat, welches am Ausgabepin
method anliegt, wird anschließend nach erzeugen des Main-Threads als entryPoint
Parameter u¨bergeben und ausgefu¨hrt (vgl. Abb. A.2(e)).
(d) ExecuteClass (e) Thread#run
(f) AcquireLock (g) ReleaseLock
Abbildung A.2: Threading der CLI
Weitere Threads ko¨nnen wie einleitend beschrieben durch ThreadStart-Delegat
erzeugt werden. Die Sprachsemantik nutzt zur ModellierungMThreads derMActions
um die Konzepte abzubilden. Das bedeutet, dass fu¨r jeden C# Thread faktisch
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ein MThread gestartet wird. Dies geschieht in der Modellierung der ThreadStart-
Semantik durch Erzeugen einer neuen C# Thread-Instanz mit anschließendem Auf-
ruf der run-MOperation mit startThread = true (vgl. Abschnitt 3.3.3). Andere
Modellierungen sind denkbar, fu¨r eine Diskussion der Thematik vergleiche auch Ab-
schnitt 2.5.3 und 5.2.2.
C# Methoden und Anweisungen sind per se nicht thread-safe (s. Abschnitt 10.10
in [34]). Zu diesem Zweck existiert die lock Anweisung, mit deren Hilfe kritische
Bereiche u¨ber ein Objekt geschu¨tzt und synchronisiert werden ko¨nnen. Die (Ent-)-
Sperrung von Objekten erfolgt somit explizit durch lock, die zu Semaphoren, Mo-
nitoren und so weiter in der Standardbibliothek ausgebaut sind. Entsprechende Mo-
dellierung der Kernlogik zum Akquirieren und Freigeben eines Objekts ist in Abbil-
dungen A.2(f) und A.2(g) gezeigt. Zur Referenzierung des in einen kritischen Bereich
eingetretenen Threads existiert im Laufzeitmodell die Referenz locks, zur Verwal-
tung der Warteschlange weiterer Threads die Liste waitQueue. Sollte ein Thread
warten mu¨ssen, so wird dieser durch eine noop in eine aktive Warteschleife versetzt.
Da bei der Ausfu¨hrungMThreads zum Einsatz kommen, sind diese wiederum selbst
gegenseitig durch eine MAtomicGroup synchronisiert.
A.4 Beispielprogramme und -analysen
Fu¨r eine exemplarische Analyse wurden repra¨sentative Beispiele gewa¨hlt, darunter
eine rekursive Funktion (Fakulta¨tsfunktion), Objektstrukturen, ein Sortieralgorith-
mus (BubbleSort) sowie einige Experimente zum Threading. Jedes Beispiel bringt
recht typische Fragestellungen u¨ber dynamisches Verhalten mit sich, die auch in an-
deren Kontexten eine Rolle spielen. Als Auswahl sollen im Folgenden zwei Analysen
vorgestellt werden.
A.4.1 Rekursive Funktionen
Es wurde die Fakulta¨tsfunktion wie in Listing A.1 gezeigt spezifiziert. Kern ist die
rekursive Funktion f, die als Methode in der Klasse Algorithms definiert ist. Wie
in Abschnitt A.3 beschrieben wird immer die Methode namens Main als Einstiegs-
punkts in ein Programm aufgerufen. Somit wird hier wie gezeigt nach anlegen eines
Objekts a die Methode mit einem konstanten Wert aufgerufen und das Ergebnis
ausgegeben.
1 class Algorithms {
2 public Algorithms() {}
3
4 public int f( int n ) {
5 if (n == 0)
6 return 1;
7 else
8 return n ∗ f(n−1);
9 }
10
11 static void Main(string[] args) {




Listing A.1: Fakulta¨tsfunktion, rekursiv
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Mit Blick auf die Zusta¨nde ergibt sich mit dem Laufzeitmodell aus Abschnitt A.2 eine
recht einfache Struktur, zuna¨chst bestehend aus einem Thread mit Stackframe fu¨r
Main, in das anschließend durch die Variablendefinition a eine Variable in localVars
hinzugefu¨gt wird. Der eigentlich spannende Teil ist das rekursive Aufbauen von
Stackframes durch den Aufruf von f. Wie zu erwarten wa¨chst der Stapel mit jeder
Methodeninkarnation um genau ein Element.
Eine dynamische Analyse eines C# Programms ko¨nnte sich den Stapel als Ziel-
gro¨ße setzen und fragen, ob er innerhalb eines bestimmten Limits stackLim bleibt
oder es u¨berschreitet.4 Eine LT-OCL-Bedingung, die dieses temporal logisch fu¨r je-
den Thread eines C#-Programms formuliert ist:
context Thread inv:
always(self.stack−>size() < stackLim)
Diese allgemeine Laufzeitinvariante la¨ßt sich fu¨r ausgewa¨hlte Funktionen speziali-
sieren und zur Spezifikation eines Terminierungskriteriums nutzen. Zum Beispiel
ko¨nnte man fu¨r die Fakulta¨tsfunktion als rekursive Funktion fordern, dass bei jeder
Inkarnation der Wert aller Parameter jeweils echt kleiner ist als bei vorheriger In-
karnation. Durch den Zugriff auf das Laufzeitmodell mit Stapel und Variablen wird
dies ermo¨glicht:
let stEl : self.stack−>at(self.stack−>size()−1) in
def previousStackValue(v : Variable) : Integer =
if (stEl.oclIsUndefined()) then maxInt()





Die Schwierigkeit ergibt sich generell bei der Einschra¨nkung auf den gewu¨nsch-
ten Objektkontext (hier die konkrete Funktion f), welcher im gezeigten LT-OCL-
Ausdruck vernachla¨ssigt wurde. Das macht das Formulieren von z.B. Schleifeninva-
rianten zu einem Problem.
A.4.2 Algorithmen
A¨hnliche Laufzeitbedingungen lassen sich oftmals fu¨r Algorithmen formulieren. Als
Beispiel wa¨hlen wir den bekannten Sortieralgorithmus BubbleSort, der von der Kom-
mandozeile Zahlen einliest, diese in ein Array speichert, aufsteigend sortiert und am
Ende ausgibt:
1 class BubbleSort {
2 private int[] numbers;
3
4 public BubbleSort() {
5 numbers = new int[10];
6 for( int i = 0; i < 10; i++) {




11 public void bubblesort() {
4Natu¨rlich ist in diesem einfachen Fall von linearer Rekursion die Antwort trivial, fu¨r komplexere
Formen von verschachtelten oder wechselseitige rekursive Funktionen gilt dies aber nicht.
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12 for ( int i = 0; i < numbers.Length; i++ ) {
13 for ( int j = 0; j < numbers.Length − i − 1; j++ ) {







21 private void swap(int i, int j) {
22 int temp = numbers[i];
23 numbers[i] = numbers[j];
24 numbers[j] = temp;
25 }
26
27 public void print() {





33 static void Main(string[] args) {





Listing A.2: Sortieralgorithmus BubbleSort
Von einem Sortieralgorithmus erwartet man, dass am Ende der Ausfu¨hrung alle
Zahlen in die richtige (aufsteigende oder absteigende) Reihenfolge gebracht worden
sind:
let numbers : CSArraySlot = CSArraySlot.allInstances()−>asSequence()−>first()
in
eventually(numbers.values−>forAll(a, b |
numbers.values−>indexOf(a) < numbers.values−>indexOf(b) implies a <= b))
Eine komplexere Form einer Schleifeninvariante ko¨nnte man fu¨r den Algorithmus
auch u¨ber den Slot numbers spezifizieren. Die a¨ußere Schleifeninvariante fu¨r Bub-
bleSort, also dass die Werte numbers[i + 1] bis numbers[9] sortiert sind, ließe sich
etwa wie folgt formulieren:
context StackFrame inv:
let execBubblesort : Boolean = self.pc.eContainer().oclIsTypeOf(CSMethod) and
self.pc.eContainer().oclAsType(CSMethod).name = ’bubblesort’,




(numbers.values−>indexOf(a) > i.value and numbers.values−>indexOf(b) > i.value)
implies (numbers.values−>indexOf(a) < numbers.values−>indexOf(b)
implies a <= b)))
An diesem Beispiel zeigt sich recht gut, dass die eigentliche Bedingung recht kom-
pakt zu formulieren ist, die Einschra¨nkung auf den Kontext (d.h. die Funktion
bubblesort) aber schwieriger. Sollte zum Beispiel ein konkretes Objekt adressiert
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werden, mu¨sste man den Einstieg u¨ber eine Variable suchen, die auf das Objekt ver-
weist und anschließend den Kontext sukzessive weiter einschra¨nken. Ganz a¨hnlich
gelagert ist der Fall fu¨r die Invariante der inneren Schleife. Dazu wa¨re eine Ein-
schra¨nkung der LT-OCL-Bedingung auf die Position der inneren for-Schleife no¨tig,
was sich letztlich nur u¨ber die Position des CSStatement erreichen ließe.
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