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Abstract
The algebra of constraints arising in the canonical quantization of N=1 su-
pergravity in four dimensions is investigated. Using the holomorphic action, the
structure functions of the algebra are given and it is shown that the algebra does
not close formally for two chosen operator orderings.
1 Introduction
N=1 supergravity, the simplest supersymmetric extension of general relativity, was
first set up in [1] and [2]. Being nonrenormalizable but finite up to second order in h¯
in the perturbative expansion, finiteness at all orders is unlikely for the unbounded
case [3] but still under debate in presence of boundaries [4].
What makes locally supersymmetric theories interesting in the canonical ap-
proach is the fact that the commutator of two supersymmetry transformations
gives a general coordinate transformation. Hence the physical states, i.e. those
state functionals that are annihilated by the quantized constraints corresponding
to those transformations, are easier to find, since one only has to look for solu-
tions to the supersymmetry constraints to find states that are also invariant under
general coordinate transformations.
In the framework of canonical quantization of theories with constraints [5] a
crucial aspect is that the quantized constraints are required to form an algebra in
order for the quantum theory to be consistent. This means that the commutator
of two constraints should give an expression of the form structure function × con-
straint with the constraint operator standing on the right so that the commutator
of two constraints that annihilate a physical state also annihilates this state. Al-
though the classical constraint algebra has fully been given in [6], a check of the
more involved terms of the quantized algebra is necessary.
The starting point for the canonical quantization is the action of N=1 super-
gravity. It is chosen to work with the holomorphic action [7], the conventions being
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according to [8], as set out in the appendix.
I˜[e, ω, ψ, ψ×] = −
∫
d4x εµνρσ
(
ψ×A
′
µ eAA′ν Dρψ
A
σ
+
i
κ2
eAA′ρ e
A′
Bσ [∂µω
AB
ν + ω
A
Cµ ω
CB
ν ]
)
(1)
Here εµνρσ is the Le´vi-Civita tensor density with −ε0123 = ε0123 = 1. ψAσ, A =
0, 1, are the components of a spinor-valued one-form describing the spin-3/2 degrees
of freedom, and hence are Grassmann valued. The spinor ψ×A
′
σ, A
′ = 0′, 1′,
corresponding to the complex conjugate of ψAσ in the real theory , is considered
to be independent since the complex conjugate of a holomorphic function is not
holomorphic. eAA
′
µ are spinor-valued tetrads standing for the gravitational or
spin-2 degrees of freedom and are taken to be invertible. Indices from the middle
of the greek alphabet are spacetime indices while those from the middle of the
lower case latin alphabet are spatial indices. The constant κ2 takes the value 8π.
Covariant derivatives appear only antisymmetrized in the spacetime indices and
are given by
D[µψ
A
ν] = ∂[µψ
A
ν] + ω
A
B[µ ψ
B
ν]
hence the symmetric spacetime connection Γµνρ never appears unlike the spin con-
nection ωABµ which will be abbreviated as ω throughout the text. ω is treated
according to the 1.5 order method [9], i.e. one takes it to be an independent vari-
able first, solves its (nonpropagative) equation of motion leading to a solution for
ω as a function of the tetrad e and the spinors ψ and ψ× which then is inserted
back into the action. However, being a solution of its own equation of motion, i.e.
δI˜/δω = 0, it is not necessary to differentiate the ω’s when it comes to differentiate
the action by the other fields.
The variables e, ψ and ψ× have to obey reality conditions, given below, to make
the theory equivalent to the real theory. The equations of motion arising from this
action are known to be the same as those of the real theory after insertion of the
reality conditions [10, 11]. Due to the complexification of the theory the Lorentz
algebra splits into two factors, one with ω as a gauge field, the other with ω¯. Since
the latter does not appear in the action, the two factors differ considerably [10].
The theory is symmetric under general coordinate transformations, the variation
of the fields given by their Lie derivative, as well as under left-handed local Lorentz
transformations
δeAA
′
µ = N
A
B e
BA′
µ δψ
A
µ = N
A
B ψ
B
µ δψ
×A′
µ = 0
with a parameter NAB = NBA and correspondingly right-handed Lorentz trans-
formations
δeAA
′
µ = N¯
A′
B′ e
AB′
µ δψ
A
µ = 0 δψ
×A′
µ = N¯
A′
B′ ψ
×B′
µ
with a parameter N¯A
′B′ = N¯B
′A′ . Finally there is the symmetry under left-handed
supersymmetry transformations
δeAA
′
µ = − iκ
2
2
ǫA ψ×A
′
µ δψ
A
µ = Dµǫ
A δψ×A
′
µ = 0
with Grassmann valued parameters ǫA. The transformation of ψ×A
′
µ under right-
handed supersymmetry is, since there is no ω¯ to give Dµǫ¯
A′ , more complicated
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[10]. However, after inserting the reality conditions into the transformations one
gets
δeAA
′
µ = − iκ
2
2
ǫ¯A
′
ψAµ δψ
A
µ = 0 δψ¯
A′
µ = Dµǫ¯
A′
Formulating the theory in a canonical way lets one find the constraints which
generate these transformations.
2 Canonical Formulation
To get the canonical formulation of supergravity spacetime is split into space and
time according to [12] limiting the topology of spacetime to be Σ×R, where Σ is
a spatial hypersurface. The ”time” associated with R is just a parameter and to
be distinguished from a - difficult to define - physical time [10]. An effect of this
spacetime split is that the invariance under general coordinate transformations
splits into one under translations of the time parameter and one under spatial
diffeomorphisms.
The spinor equivalent of the outward normal vector to the hypersurface Σ is
given by nAA
′
with
nAA′ n
AA′ = 1 and nAA′ e
AA′
i = 0
which is a function of the spatial components of e (see apendix). The time com-
ponent can be written as
eAA
′
0 = N n
AA′ +N i eAA
′
i
where N is the Lapse and N i the Shift functions [12]. Calculating the momenta
from (1) one has to be aware of the Grassmann valuedness of the spin-3/2 vari-
ables, hence anticommute these variables to the left before performing functional
differentiation on them. The momenta of the theory are
πA
j :=
δI˜
δψ˙Aj
= −εilj ψ×A′ i eAA′l (2)
pAA′
j :=
δI˜
δe˙AA′j
= − 2i
κ2
εjki eBA′k ω
B
Ai (3)
Due to the 1.5 order method ω is not treated as a canonical variable hence it has no
corresponding momentum. One clear advantage of working with the holomorphic
action can be seen looking at (2) which involves ψ×. In the real theory there is a
similar expression for the momentum of ψ¯ [8], so the four variables ψ, π, ψ¯ and
π¯ are not independent and give rise to second class constraints whose treatment
needs the construction of Dirac brackets [5] whereas here one can treat ψ and π as
independent variables.
Choosing e, ψ and p, π from (2) and (3) as canonical variables, the next step is to
define Poisson brackets. Holomorphic Poisson brackets for holomorphic functionals
F and G of the canonical variables are defined by
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{F,G} :=
∫
d3u
(
δG
δpAA′ i(u)
δF
δeAA′ i(u)
− δG
δeAA′ i(u)
δF
δpAA′ i(u)
)
−
(
δG
δπAi(u)
δF
δψAi(u)
+
δG
δψAi(u)
δF
δπAi(u)
)
being symmetric for the fermionic derivatives and obeying the rules set up in [13].
With (2) and (3) follows
{πBj(x), ψAi(y)} = −ǫBA δij δ(x, y) (4)
{pBB′j , eAA
′
i} = −ǫBA ǫB′A
′
δi
j δ(x, y) (5)
which are the only nonvanishing brackets.
Before coming to the constraints, it is useful to discuss the reality conditions.
The reality conditions are given by
R1
AA′
i := e
AA′
i
R2
AA′k := i εijk ψAi ψ
×A′
j
R3AA′
j := pAA′
j +
i
κ2
εijk ∂ieAA′k − 1
2
εijk ψ×A′i ψAk
The first two conditions state the reality of e and the fact that ψ× is the complex
conjugate of ψ in the real theory. The third reality condition arises from claiming
that p+p× should be real, p× being a holomorphic function corresponding to p¯ after
insertion of the first two reality conditions. However, p itself is not required to be
real [7]. The resulting second class constraints Im(Ra) ≈ 0, ≈ 0 meaning ”weakly
zero” [12], cause no problems as the Dirac brackets that follow from them are equal
to the holomorphic Poisson brackets [10, 11]. Hence for each nonholomorphic field
F¯ a holomorphic field F× can be found, being equal to F¯ modulo the reality
conditions, and can be used instead, since
{G, F¯}∗ = {G,F×}∗ = {G,F×}
where { , }∗ are the Dirac brackets with respect to Im(Ri) ≈ 0. R1AA
′
i and the
projections R2[BB′
(s eC]
A′p), (. . .) denoting symmetrization in the indices, form a
set of 18 commuting reality conditions, meaning that there is a real configuration
space, described by those variables whose reality is enforced by these 18 conditions.
In the quantized theory the reality conditions will become exact operator identities
that restrict the possible scalar product of physical states.
The constraints arise as follows. A primary constraint follows from (3)
J×A′B′ := −eA(A′j pAB′)j ≈ 0 (6)
The variation of the canonical variables as given by δχ = {χ, ∫ d3y N¯A′B′ J ×A′B′}
with the parameter N¯A
′B′ = N¯B
′A′ are
δeDD
′
s = N¯A′
D′ eDA
′
s δpDD′
s = −N¯D′A
′
pDA′
s δψDs = 0 δπD
s = 0 (7)
thus identifying J× as the generator of right-handed Lorentz transformations. To
find the generator of left-handed Lorentz transformations, which in the real theory
is the complex conjugate of J×, one takes the complex conjugate of (3), uses the
torsion equation of the real theory to get a holomorphic function ω¯ and finally
uses the reality conditions to replace the remaining nonholomorphic variables by
holomorphic ones. This leads to
p¯AA′
j = pAA′
j +
2i
κ2
εijk ∂ieAA′k − εijk ψ¯A′i ψAk (8)
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With this, one finds the generator of left-handed Lorentz transformations.
JAB = −eA
′
(Ak pB)A′
k +
i
κ2
∂i(ε
ikl e(AA′k e
A′
B)l)− ψ(Bl πA)l (9)
=
i
κ2
Di(ε
ikl e(AA′k e
A′
B)l)− ψ(Bl πA)l ≈ 0
The secondary constraints are given by
SA := δL
δψA0
= DiπA
i ≈ 0 (10)
S×A′ := −
δL
δψ×A′0
= −εijk eAA′i DjψAk ≈ 0 (11)
HAA′ := δL
δeAA′0
=
2i
κ2
εijk eBA′k [∂iω
B
Aj + ωACi ω
CB
j ]
− εijk ψ×A′i DjψAk ≈ 0 (12)
where SA is the generator of left-handed, S×A′ that of right-handed supersymmetry
transformations and HAA′ the combined generator of time translations (Wheeler-
deWitt generator) and of spatial diffeomorphisms plus Lorentz and supersymmetry
transformations [11].
To express the canonical Hamiltonian density and hence the secondary con-
straints in terms of the canonical variables, it is necessary to invert (2) and (3).
This inversion takes place on the hypersurface in phase space given by the vanish-
ing of the primary constraint J ×, the surface on which the canonical Hamiltonian
is defined, and leads to
ψ×B
′
i = πA
j DAB
′
ji (13)
ωABi = − iκ
2
2
pA′
Bj DAA
′
ij (14)
with
DAA
′
jk := −
2i√
h
eAB
′
k eBB′j n
BA′
= εjkp e
AA′p +
i√
h
hjk n
AA′ , (15)
because of
DCE
′
rj ε
lrm eCC′m = ǫC′
E′ δj
l DCE
′
rj ε
jlm eDE′m = ǫD
C δr
l (16)
On this hypersurface, the part of the rhs of (14) that is antisymmetric in A and
B vanishes, yielding an expression for ω with the correct number of degrees of
freedom. J and J × are multiplied by Langrangian multipliers ωAB0 and ω¯A′B′0
and added to the canonical Hamiltonian density to give the total Hamiltonian
density
Ht = −eAA
′
0 HAA′ − ωAB0 JAB − ψA0 SA − S×A′ ψ×A
′
0 − ω¯A
′B′
0 J¯A′B′
which is the typical picture in reparametrization-invariant theories: The total
Hamiltonian vanishes weakly. The secondary constraints can now all be given
as functions of the canonical variables
SA = ∂iπAi + iκ
2
2
pAA′
j DBA
′
ij πB
i (17)
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S×A′ = −εijk eAA′i ∂jψAk −
iκ2
2
pBA′
k ψBk (18)
HAA′ = ∂lpAA′ l − εijk pAC′ l DBC
′
jl ∂ieBA′k +
iκ2
2
pAC′
l DCC
′
il pCA′
i
+
iκ2
2
εijk pAC′
m DBA′li D
CC′
jm ψCk πB
l
+ εijk DBA′li ∂j(ψAk) πB
l (19)
Now that the canonical variables and constraints are known it is possible to
proceed to quantize the theory.
3 Constraint Algebra
To quantize the theory canonically, one has to find operators corresponding to
the canonical variables fulfilling the following quantization prescription for even
variables E and odd variables O
[Eˆ1, Eˆ2] = ih¯ ̂{E1, E2} [Oˆ, Eˆ] = ih¯ ̂{O,E} [Oˆ1, Oˆ2]+ = ih¯ ̂{O1, O2}
where [ , ]+ stands for the anticommutator. It is not necessary to consider a
specific representation of the operators that correspond to the canonical variables
because for the algebra of constraints one only needs the commutation relations of
those operators that are given by (4) and (5) multiplied by ih¯. A representation
giving the correct form of the Lorentz generators is given in [14, 11].
Using the equations (17) to (19) as the quantum constraints with the given
operator ordering and employing
[pAA′
i(x), DBB
′
jk (y)] = ih¯ ε
rsi DBA′jr D
B′
Ask δ(x, y) (20)
(which follows from (15)) one gets the well-known results
[S×A′(x),S×B′(y)]+ = 0 [SA(x),SB(y)]+ = 0
[SA(x),S×A′ (y)]+ = −
h¯κ2
2
HAA′ δ(x, y)
To allow for partial integration in these calculations the constraints have been
contracted with Grassmann valued transformation parameters and integrated over
x and y. Also, the partial derivative of the square of the delta function is taken
to be zero. It is assumed that one can find regularized operators for the theory
that fulfill this requirement. The calculation of [S×A′ ,HBB′ ] can be performed in
the same straightforward manner using (23) and (9) yielding
[S×A′(x),HBB′ (y)] =
ih¯κ2 εlmn ǫA′B′ (∂mψBn +
iκ2
2
pBD′
q DED
′
mq ψEn) ×
1√
h
nCG′ e
GG′
l JCG δ(x, y)
= ih¯κ2 εlmn ǫA′B′ DmψBn
1√
h
nCG′ e
GG′
l JCG δ(x, y)
where in the last line the correspondence between (10) and (17) with the chosen
operator ordering was used to define the ordering of an operator version of ω. Since
the result is a constraint times a structure function appearing on the left hand side,
this commutator shows no sign of non-closure of the algebra of constraints.
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Working out [SA,HBB′ ] by the same methods, making use of (24) and
DCC
′
sj pCC′
j = − 2i√
h
nGC
′
eG
′
Cs J ×G′C′
leads to
[SA(x),HBB′ (y)] = ih¯κ
2
√
h
εlmn εAB n
GC′ eG
′
Gn J×G′C′ ×(
∂mψ
×
B′l +
iκ2
2
DCC
′
im pCB′
i ψ×C′l − εsqr DDC
′
qm ∂seDB′r ψ
×
C′l
+
iκ2
2
εrsq DED
′
sm ψEq ψ
×
B′r ψ
×
C′l
)
(21)
where the terms in brackets can be interpreted as Dmψ
×
B′l when choosing a holo-
morphic ω¯ to have the above operator ordering. Note that this ordering differs
from that of ω (14) since SA (10) is used in its left-ordered form (17). Commuting
J × through to the right in (21) using (7) gives rise to the divergent expression
[SA(x),HBB′ (y)]divergent =
= − h¯κ
2
√
h
δ(0) εlmn ǫAB n
DD′ eDB′n Dmψ
×
D′l δ(x, y)
Writing Dmψ
×
D′l as (DmD
F
D′ql)πF
q plus DFD′qlDmπF
q by properly introducing
ω and using (16) one gets one term involving SD and one involving DmeD′Dn.
However, since in the latter expression ω¯ appears right-ordered with respect to p
whereas ω is left-ordered, it leads to
εlmn Dme
D′
Dn = − iκ
2
2
εlmn (ψDm ψ
×D′
n −DD
′
Dmn δ(0))
Introducing this into the above equation and using (22) finally yields
[SA(x),HBB′ (y)]divergent =
=
h¯κ2√
h
nDB′ SD δ(0) δ(x, y) + h¯κ
4
2h
eFB′k πF
k (δ(0))2 δ(x, y)
The first term does not lead to difficulties, since it involves a constraint sitting on
the right-hand side. The second term, however, clearly leads to non-closure of the
algebra of these operators.
Choosing the right-ordered version SRA
SRA = ∂iπAi +
iκ2
2
DBB
′
ij pAB′
j πB
i
leads, via [SRA (x),S×A′ (y)] = − h¯κ
2
2 HRAA′ δ(x, y) to the expression
HRAA′ = ∂lpAA′ l − εijk DBC
′
jl pAC′
l ∂ieBA′k +
iκ2
2
DCC
′
il pAC′
l pCA′
i
+
iκ2
2
εijk DBA′li D
CC′
jm pAC′
m ψCk πB
l
+ εijk DBA′li ∂j(ψAk) πB
l
If one calculates the commutator [S×A′ ,HRBB′ ], one arrives at
[S×A′(x),HRBB′ (y)] =
ih¯κ2√
h
ǫA′B′ ε
lmn nCG′ e
GG′
l ×
(
(∂mψBn)JCG + iκ
2
2
DED
′
mq ψEn JCG pBD′q
)
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Commuting p with J leads to divergent terms of the form
[S×A′(x),HRBB′ (y)]divergent =
=
2i√
h
δ(0) εlmn nBG′ e
EG′
l n
FD′ eC
′
Fm ψEn J ×D′C′
+ ih¯ δ(0) nBG′ ψEn (p
EG′n +
2i
κ2
εlmn eGG
′
l D
ED′
mq ε
ijq ∂jeGD′i)
Again, divergent terms without a constraint in the right-hand position arise so that
the algebra of the right-handed operators does not close either. Apart from the
closure issue, these simple and straightforward calculations also gave the structure
functions of the classical algebra.
4 Discussion and Acknowledgements
The above calculations show that using the holomorphic formulation of N=1 su-
pergravity one can see that there is no formal closure of the constraint algebra for
the two orderings chosen. This means that - in the sense of Dirac [5] - the canon-
ical quantization has failed since it leads to inconsistencies. A different viewpoint
would be to take e.g. [SA,HBB′ ] on as a new constraint. However, it would still
be necessary to verify the closure of the entire algebra. In any case it substantially
reduces the set of physical states. Whether this still remains a meaningful theory
is a topic for further investigation as well as the question whether the non-closure
holds for all possible operator orderings.
It has to be kept in mind that physically meaningful results concerning the alge-
bra can only be derived using regularized operators, since in the formal calculations
delta function identities are used [16, 17]. The methods and results presented here
hence are paving the way for a more involved regulated calculation. They also serve
as a further demonstration showing the usefulness of the holomorphic formulation
of supergravity: The expressions for the constraints and hence the calculation of
the algebra become relatively simple as compared to the real theory [8]. Also, giv-
ing the structure functions of the quantum algebra explicitely, those of the classical
algebra, as given in [6], are found as well.
The author would like to thank Peter D’Eath, Hermann Nicolai and especially
Hans-Ju¨rgen Matschull for many useful hints and interesting discussions.
5 Appendix
Throughout the text spinor-valued tetrads eAA
′
µ are used to describe the gravita-
tional degrees of freedom. Spinor indices take the values 0 and 1 or, respectively,
0′ and 1′. The indices µ, ν, ρ . . . are spacetime indices taking values from 0 to 3.
The relations between spinor-valued and normal (complex) tetrads are given by
eAA
′
µ := e
α
µ σα
AA′ and eαµ = −eAA
′
µ σ
α
AA′ ,
where α, β are flat indices running from 0 to 3. Flat indices are pulled up and
down with the Minkownski metric ηαβ = η
αβ = diag(−1, 1, 1, 1). The σαAA′ are
the Infeld van der Waerden symbols, defined by
σαAA′ := σα
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σ0 being −1/
√
2 times the unit 2× 2 matrix whereas the other σ’s are 1/√2 times
the Pauli matrices. The outward normal spinor on a hypersurface described by the
spatial components of the tetrad, eAA
′
i, i = 1, 2, 3, is defined by
nAA′ n
AA′ = 1 and nAA′ e
AA′
i = 0
and is a function of the spatial components eAA
′
i alone, given by
nAA
′
=
i
3
√
h
εijk eAB
′
i eBB′j e
BA′
k
Using the relations for nAA
′
and the properties of the Infeld van der Waerden
symbols [15] one gets the following useful identities
eAA′i e
AB′
j = −1
2
hijǫA′
B′ − i
√
h εijk nAA′ e
AB′k
eAA′i e
BA′
j = −1
2
hijǫA
B + i
√
h εijk nAA′ e
BA′k
nAD
′
eBD′
i = −nBD′ eAD
′i
Spinor indices are contracted by the means of ǫAB od ǫ
AB according to
ξA = ξB ǫ
AB ξA = ξ
B ǫBA
ǫAB is antisymmetric in its indices and obeys
ǫAB ǫBC = ǫ
A
C = −δCA ǫAB ǫCB = ǫCA = δCA
Analogous relations hold for ǫA′B′ . From the definition of n
AA′ it follows that
nAA′ n
AB′ =
1
2
ǫA′
B′
The one-component spinors used, like ψAµ, are taken to be Grassmann valued
which directly leads to the identity
ψ×A
′
[µ ψ
×
A′ν] = 0 (22)
From (15) one gets the useful formulas
εnmp DHA′rn D
A′
Cmi = − 2i√
h
nHD′ e
D′
Ci δ
p
r (23)
εirs DDA
′
ji D
C
A′kr = −εjkp hps ǫCD − 2i√
h
hkj nA′
C eDA
′s (24)
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