Abstract. In this paper, we propose an adaptive step size strategy for a class of line search methods for orthogonality constrained minimization problems, which avoids the classic backtracking procedure. We prove the convergence of the line search methods equipped with our adaptive step size strategy under some mild assumptions.We then apply the adaptive algorithm to electronic structure calculations, which show that our strategy is efficient and recommended.
1. Introduction. Orthogonality constrained minimization problem (1.1) min
is a typical model in modern scientific and engineering computing, including the extreme eigenvalue problem [12, 20, 22] , the low-rank correlation matrix problem [13, 24] , the leakage interference minimization problem [16] , and the Kohn-Sham Density Functional Theory(DFT) in electronic structure calculations [7, 13, 17, 21, 29] . Here E(U ) is an energy functional on a Stiefel manifold M N with N ≥ 1. We see that the line search method is the most direct way to solve (1.1) and has been widely investigated. In particular, the line search method has been applied to orthogonality constrained problems (see, e.g., the gradient type method [14, 21, 27, 29] , the conjugate gradient method [7, 11] , and the Newton type method [8, 11, 13, 30] ). We refer to [1, 11, 22] for the constrained line search method on an abstract manifold.
We understand that the step size strategy plays a crucial rule in a line search method. Since the computational cost of the exact line search is usually unaffordable, the "Armijo backtracking" approach proposed in [2] is performed as an alternative way that leads to some monotone algorithms for orthogonality constrained problems [1, 7, 30] . The non-monotone step size strategy based on similar "Armijo-type backtracking" is presented in order to accelerate the line search methods [9, 10, 28] . The effectiveness of the non-monotone step sizes remains well when applied to minimization problems with orthogonality constraints [14, 29] . To our knowledge, most of the existing line search algorithms for solving manifold constrained problems require the backtracking skill to ensure the convergence. However, these backtracking based step size strategies need to compute the trial points and their corresponding function values explicitly in advance and recalculate them with smaller and smaller step sizes repeatedly if they do not meet the Armijo-type condition. During this procedure, not only the times of backtracking are unpredictable(which usually means that the final step size is unassessable), much computational cost is also required, especially for the orthogonality constrained problem, where the orthogonalization procedure is required.
To reduce the computational cost in finding reasonable step sizes, in this paper, we propose and analyze an adaptive step size strategy for a class of line search methods for orthogonality constrained minimization problems. It is shown by theory and numerics that we are able to avoid applying the classic "backtracking" approach in the line search method without losing the convergence. We apply our adaptive strategy to solve the Kohn-Sham DFT model for several typical systems and the numerical results show that our approach indeed outperforms the original step size strategies in both number of iterations and computational time.
The rest of this paper is organized as follows: in Section 2, we provide a brief introduction to the orthogonal constrained minimization problems and some notation that will be used in this paper. We set up an uniform framework for a class of line search methods for orthogonality constraints minimization problems and review the classic "backtracking-based" step size strategy before we study the adaptive step size strategy. In Section 3, we propose our adaptive step size strategy and prove the convergence of the corresponding line search methods. We report several numerical experiments on electronic structure calculations in Section 4 to show the effectiveness and advantages of our strategy. Finally, we give some concluding remarks in Section 5, provide the proof and remarks to Theorem 2.7 in Appendix A as well as some comparisons on adaptive step size strategies with different estimators in Appendix B.
Preliminary.
2.1. Setting. Let U = (u 1 , . . . , u N ), W = (w 1 , . . . , w N ) ∈ V N , where V is some Hilbert space equipped with the inner product ·, · V . Denote U T W = ( u i , w j V )
the inner product matrix of U and W . We deduce a inner product in V N as U, W V N = tr(U T W ) and define the induced norm of V N by U V N = U, U V N . Consider minimization problem:
where I N is the identity matrix of order N . The feasible set of (2.1) is a Stiefel manifold which is defined as (2.2) M N = {U ∈ V N : U T U = I N }.
In this paper, we mainly focus on the Kohn-Sham DFT model, for which the objective functional is indeed orthogonal invariant, namely,
where O N is the set of all orthogonal matrix of order N . The detailed information of Kohn-Sham DFT model is referred to Section 4. We should point out that for U ∈ V N , P ∈ R N ×N , product U P ∈ V N can be viewed as the vector-matrix product. Under the orthogonal invariant setting (2.3), we may consider (2.1) on a Grassmann manifold G N which is the quotient manifold of M N :
Here, ∼ denotes the equivalence relation which is defined as:Û ∼ U , if and only if there exists P ∈ O N , such thatÛ = U P . For any U ∈ M N , we denote
and Grassmann manifold G N is then formulated as
In addition, we assume that (2.1) achieves its minimum in G N , which implies that (2.1) is equivalent to (2.4) min
(2.5)
The union of all tangent spaces is called the tangent bundle, which is denoted by
Further, the gradient
where ∇E(U ) is the classic gradient of E at point U and I is the identity in
2.2. Orthogonality constrained line search method. For solving (2.4), a direct approach is to use the so called line search method, such as gradient type method, Newton method, and conjugate gradient method. In this part, we set up an uniform framework for a class of line search methods with orthogonality constraints.
Suppose U ∈ M N is our current iteration point. There are two main issues in a line search method, the search direction D ∈ T [U] G N and the step size t. After these two issues are handled, we need to apply an orthogonality preserving operator to ensure that the next iteration point is still in the feasible set. To this end, the so called "retraction" is used [1] .
Given an operator κ : T U M → M, we denote its derivative by dκ(D) :
The "retraction" is then defined as follows. Definition 2.1. A retraction R : T M → M on a manifold M is a smooth mapping satisfying
where R U is the restriction of R to T U M when U ∈ M, 0 denotes the zero element in T U M, and Id TU M is the identity mapping on T U M.
In our discussion, for simplicity, we introduce a macro
which is a smooth curve on M N starting from U and with initial direction D when considered as an operator with respect to t. More specifically, the smooth mapping ortho(U, D, t) satisfies that
Moreover, if (2.7) and (2.8) hold true for all U ∈ M N and D ∈ T [U] G N , then the corresponding R is indeed a retraction [1] . TakingD = 0 in (2.6), we observe that
for any retraction ortho. By using (2.7) and (2.8) and rewriting δD = tD, we have
Now we state an abstract line search method for an orthogonality constrained problem.
Algorithm 1: Line search method with orthogonality constraints 1 Given the tolerance ǫ ∈ (0, 1), the initial guess U 0 , s.t. U T 0 U 0 = I N , compute ∇ G E(U 0 ), and set n = 0;
Determine D n by a certain strategy; 4 Find a suitable t n ;
In order to ensure the convergence of Algorithm 1, we should impose some restrictions on search directions {D n } n∈N0 and step sizes {t n } n∈N0 .
For the search directions, we always demand that all D n are descent directions so that we may expect some function value reduction at each iteration. More specifically, we require (2.10)
Meanwhile, it is undesirable to see that the search directions are almost orthogonal to the gradient directions, i.e. coincident to the contour, since the objection function value is nearly invariant through this direction. As a result, it is reasonable to restrict that
for some a > 0. Remark 2.2. Such a direction D n is always attainable as long as ∇ G E(U n ) = 0. If there exists some n, of which D n does not satisfy (2.10) or (2.11) when carry out Algorithm 1, one can reset D n = −∇ G E(U n ) to satisfy (2.11) for a = 2 and continue.
To choose a suitable step size, we define
and see that there exists a global minimizer t * n such that
is bounded below. Theoretically, t * n would be the optimal choice for the step size. However, it usually costs too much or even impossible to get the exact t * n . Therefore, some inexact line search conditions are investigated.
One of the most famous conditions imposed to the step sizes is the following Armijo condition which is studied and applied in a number of works (see, e.g., [1, 7, 13] and references cited therein). By the Armijo condition, the step size t n is chosen to satisfy
where η ∈ (0, 1) is a given parameter. We see from ∇ G E(U n ), D n V N < 0 that the objective function decreases monotonely during the iterations. In this case, a line search method is said to be a monotone line search method. The monotone condition (2.12) seems too strict in some cases. Instead, the authors in [28] introduced the following non-monotone condition that the step sizes t n satisfy
Here, (2.14)
the value of the objective function is not necessarily decrease, which is the reason why (2.13) is called a "non-monotone" condition.
Since Armijo condition (2.12) is simply a special case of (2.13) by taking α = 0, we always consider (2.13) in the rest of this paper. We observe that for t n small enough, (2.13) will be always satisfied. To avoid an extreme small step size, which may cause the slow convergence of the algorithm, we require (2.16) lim inf n→∞ t n > 0.
The following theorem shows that Algorithm 1 with such search directions and step sizes terminates in finite steps and returns a stationary point.
Theorem 2.4. Suppose sequence {U n } n∈N0 is generated by Algorithm 1. If {D n } n∈N0 , {t n } n∈N0 are chosen to satisfy (2.10), (2.11) and (2.13), (2.16) respectively, then either ∇ G E(U n ) V N = 0 for some positive integer N or
Proof. Suppose ∇ G E(U n ) V N = 0 for some positive integer N , the conclusion is trivial. Assume that
We obtain by (2.13) and the definition of C n that
Summing up all n ∈ N gives
, we obtain by (2.10) that
Thus,
or equivalently,
By (2.11), we have lim inf
i.e., there exists an subsequence {U nj } ∞ j=0 , such that
Note that lim inf
Remark 2.5. We claim that (2.16) is not necessarily required. In fact, (2.11) indicates that there exists an subsequence {n j } ∞ j=0 , such that
We see from the proof of Theorem 2.4 that condition (2.16) can be replaced by: for the subsequence {n j } ∞ j=0 , there holds
It is worth mentioning that condition (2.16) typically leads to (2.18) and (2.18) does not demand the step sizes {t n } n∈N0 to be bounded from below. Here, we review the classic "backtracking" approach to get the suitable step sizes that satisfy the mentioned conditions and analyze the convergence of the line search algorithm equipped with suitable search directions and the "backtracked" step sizes.
The following algorithm is indeed the so called "Armijo-type backtracking" method [2, 28] :
4 Return t.
Here and hereafter, U ∈ M N is a feasible iteration point,
initial is the initial guess of the step size, t min is an extreme small positive constant to prevent the step size to be zero in programming and η, k are some given parameters. It is worthy mentioning that the choice of initial step size is strongly related to the search direction. For instance, the possible initial guess can be chosen as the Barzilai-Borwein step size for gradient methods [9, 10, 27, 29] , the so called "Hessian-based step size" for conjugate gradient method [7] and constant one for Newton methods [8, 13, 22, 30] . A line search method equipped with the backtracked step size strategy Algorithm 2 read as follows:
Algorithm 3: Backtracking-based line search method
Compute C n by (2.14); Determine D n by a certain strategy;
5
Given the initial guess of the step size t initial n by a certain strategy;
We need to impose the following assumption on the search directions {D n } n∈N0 to establish the convergence result. Assumption 2.6. For the subsequence {n j } ∞ j=0 that satisfies
there exists a constant C > 0 such that
We now show that such {t n } n∈N0 obtained by Algorithm 2 leads to a line search method that is convergent.
Theorem 2.7. Suppose sequence {U n } n∈N0 is generated by Algorithm 3, {D n } n∈N0 is the set of corresponding search directions satisfying (2.10), (2.11) and Assumption 2.6, then either
By applying Theorem 2.7 to some existing orthogonality constrained line search methods, we can loosen the convergence conditions therein. More details and the proof of Theorem 2.7 are referred to Appendix A. We see from Theorem 2.7 that Algorithm 2 can generate a sequence of step sizes {t n } n∈N0 , which together with suitable search directions {D n } n∈N0 leads to a converged line search method. However, we need to carry out
and the corresponding objective function value E(U n+1 (t)) once a backtracking step in Algorithm 2. It can be predicted that the total cost at an iteration is proportional to the cost at each step without the backtracking procedure with proportional coefficient approximately equals to the times of backtracking. To get rid of this drawback, some new step size strategies which avoid computing U n+1 (t) explicitly are of interest.
3. Adaptive step size strategy. In this section, we propose and analyze an adaptive step size strategy for orthogonality constrained line search methods. We will see that our adaptive step size strategy can provide the desired step sizes {t n } n∈N0 more efficiently than the Armijo-type backtracking approach.
We should introduce some notation before we propose our adaptive strategy. Suppose E(U ) is of second order differentiable, and we denote its second order derivative by ∇ 2 E(U ). Then we get from [11] that the Hessian of E(U ) on the Grassmann manifold is
and we sometimes denote
We obtain from Lemma A.1 in [7] that there exists a geodesic
Here,
with similar notation for cos (Θt). Note that 
It is easy to check that such geodesic is one of the retractions. We now define the parallel mapping which maps a tangent vector along the geodesic [11] .
Definition 3.2. The parallel mapping τ (U,D,t) :
To show the theory, we introduce two distances on Grassmann manifold G N :
Remark 3.3. Denote · F the Frobenius norm of matrix. It can be calculated that [11] 
which indicate that these two kinds of distance are equivalent, namely,
In addition, we see that
where D is the initial direction of the geodesic (3.1). To motivate our adaptive step size strategy and carry out the convergence proof, we need the following conclusion, which can be obtained from Remark 3.2 and Remark 4.2 of [22] .
Proposition 3.4. Suppose E(U ) is of second order differentiable, then for all
We are now able to introduce our adaptive step size strategy. Inspired by the well-known process of adaptive finite element method [3, 4, 5, 6] , our adaptive step size can be divided into the following steps:
Guess → Estimate → Judge → Improve. We suppose that the initial guess of the step size at the n-th iteration t initial n is given. Estimate. As mentioned in Section 2, the final step size t n is required to satisfy (2.12) or (2.13). However, predicting E(U n+1 (t n )) in (2.12) or (2.13) need to compute the trail point U n+1 (t n ) = ortho(U n , D n , t n ) and the corresponding functional value, which are typically expensive. Instead, we may consider the objective function E around U n as
Replacing the term E(ortho(U n , D n , t)) in (2.12) and (2.13) by the right hand side of (3.8), we have
Hence, we propose the following two estimators:
to guide us whether to accept a step size or not at iteration n. For simplicity, we consider (3.10) only because (3.9) is just a special case of (3.10) by taking α = 0 in (2.14).
To use the estimator (3.10), it is reasonable to restrict t n D n V N ≤ θ n for some small θ n since (3.8) remains reliable only in a neighborhood of U n . We first set
and then calculate the estimator ζ n (t n ).
Judge. The step size t n is said to be acceptable if
where η ∈ (0, 1) is some given parameter. Otherwise, t n is to be improved. We see from a simple calculation that t n > 0 is acceptable if and only if (3.11)
where
Improve. If t n is not acceptable, we choose the step size t n to be the minimizer of
within the interval given by (3.11) , that is,
otherwise.
Taking the whole procedure into account, we summarize our adaptive step size as Algorithm 4:
Algorithm 4: Adaptive step size strategy(U, D, t initial , t min , η, θ, C)
2 Calculate the estimator
The corresponding adaptive line search method can thus be written as the following Algorithm 5:
We see from Algorithms 4 and 5 that our step size strategy requires the information about (Grassmann) Hessian
Estimate step at the n-th iteration. However, when compared with the backtracking approach, our strategy need not to compute the trial point and the corresponding function value repeatedly which is the most expensive part in orthogonality constrained line search methods.
Algorithm 5: Adaptive step size line search method 1 Given ǫ, η, α ∈ (0, 1), t min > 0, the initial value U 0 , s.t. U T 0 U 0 = I N , compute ∇ G E(U 0 ), and set n = 0;
Choose a suitable θ n ;
4
Compute C n by (2.14);
5
Determine D n by a certain strategy; 6 Given the initial guess of the step size t initial n by a certain strategy;
Set n = n + 1 and compute ∇ G E(U n );
As a result, the total cost at each iteration may decrease. In addition, our adaptive strategy will give a reasonable step size which is either the initial guess recommended by some classic step size strategy or the minimizer of the second order approximation of the objective function around the current iteration point. For comparison, the backtracking procedure gives an acceptable but unassessable number that satisfies (2.13). One can never say that it is a persuasive one among the set: {t ∈ R + : t satisfies (2.13)}.
Remark 3.5. Define
then Algorithm 2 can then be viewed as an adaptive step sizes strategy with estimators ζ n (t n ) in Estimate step. If a step size t n is not acceptable, it is Improved by kt n and a backtracking procedure, which is essentially an uncertain times cycle of "Estimate→ Judge→ Improve", is carried out. This procedure cost so much since computingζ n (t) repeatedly is expensive. A better idea is to choose t n by (3.12) in the case thatζ n (t n ) < η. Even though, computingζ n (t n ) once is also expensive than computing (3.9) or (3.10). We refer to Appendix B for detailed comparisons.
To establish the convergence theory of Algorithm 5, we need the following assumption:
We see from (3.7) that (3.15) typically results in
where C 0 can be chosen as 2NC.
The following theorem shows the convergence of Algorithm 5: Theorem 3.7. Suppose E(U) is of second order differentiable and let Assumption 3.6 holds true. If {D n } n∈N0 is chosen to satisfy (2.10), (2.11) and Assumption 2.6, then there exists a positive sequence {θ n } n∈N0 , such that for the sequence {U n } n∈N0 generated by Algorithm 5, either ∇ G E(U n ) V N = 0 for some positive integer n or
Proof. By Theorem 2.4, it is sufficient to prove that there exists a positive sequence {θ n } n∈N0 , such that the step size t n satisfies (2.13) and (2.18). We see from Algorithm 5 that every t n is chosen to satisfy
which imply that
Then we obtain from by the definition of E(U n+1 ) and θ n that
i.e., (2.13) holds. As for (2.18), we only need to take subsequence {n j } ∞ j=0 such that
The corresponding t nj has only three options, say,
, m),
So there is at least one infinite subsequence of {n j } ∞ j=0 , which is, with out loss of generality, also denoted by {n j } ∞ j=0 , such that Case 1. t nj = max (t initial nj , t min ). We have immediately
. We obtain from Assumptions 2.6 and 3.6 that
Hence, either Assume otherwise, i.e., there exists a subsequence also denoted by {n j } such that lim j→∞ t nj = 0, or equivalently lim j→∞ θ nj = 0 thanks to Assumption 2.6.
For simplicity, we sometimes denote U n+1 (t) = ortho(U n , D n , t), then U n+1 = U n+1 (t n ). We have that for all n ∈ N 0 , there hold
n , where
We know from Remark 3.1 that there exists a geodesic [exp [Un+1(t)] (tD)] such that
and obtain by (3.6) that
where (3.16) and (3.3) are used in the last inequality. By (3.5) and (2.9), we get
which leads to (3.19) I
(1)
As for I (2) n , (3.6) gives that (3.20)
Combining (3.19) and (3.20), we arrive at
Note that the definition of θ nj implies that for all n j , there exist
It is easy to see that
Hence, by letting j → ∞ in (3.21), we arrive at
which completes our proof. The above discussions indicate that a line search method equipped with some standard search directions and our adaptive step sizes globally converges to a stationary point under some mild assumptions. In addition, our step size strategy is much cheaper than Algorithm 2 at an iteration of a line search method.
4. Applications to electronic structure calculations. In this section, we apply the adaptive step size strategy to a gradient type method to solve the Kohn-Sham DFT model. We choose the negative gradient directions to be the search directions and the Barzilai-Borwein(BB) step sizes for the initial guess t initial n [29] . We then compare some different step size strategies to show the advantages of ours. We see that the negative gradient directions satisfy (2.10) and (2.11) by simple calculations.
Discretized
Kohn-Sham DFT model. In Kohn-Sham DFT model, V is chosen to be H 1 (R 3 ) and the objective functional E(U ) reads as
Here, N denotes the number of electrons, u i are sometimes called the Kohn-Sham
2 is the electronic density, V ext (r) is the external potential generated by the nuclei, and ε xc (ρ)(r) is the exchange-correlation functional, describing the many-body effects of exchange and correlation, which is not known explicitly, and some approximation (such as local density approximation (LDA), generalized gradient approximation (GGA)) has to be used [17] . We may discrete the Kohn-Sham model (4.1) by the plane wave method, the local basis set method, or the real space method. Under some proper discretization method, the associated discretized Kohn-Sham model can be formulated as (4.2) min
where G N Ng is the discretized Grassmann manifold defined by
is the discretized Stiefel manifold and the equivalent relation ∼ has the similar meaning to what we mention above in Section 2. Note that U = (u 1 , u 2 , . . . , u N ) ∈ R Ng×N , that is to say V = R Ng . Typically, N ≪ N g . If we denote the charge density by
where diag(A) is a column vector consisting of the diagonal entries of the matrix A, then the discretized Kohn-Sham total energy E dKS (U ) has the form (4.4)
where L ∈ R Ng×Ng is the disctetized Laplace operator, V ext ∈ R Ng×Ng is the discretized external potential, L † is the generalized inverse of L and ε xc (ρ(U )) is the discretized exchange correlation potential.
It can be computed that the Euclidean gradient ∇E dKS (U ) = H(U )U and the gradient of
Diag(u) denotes the diagonal matrix with u on its diagonal, and
We can also calculate the Hessian of E dKS (U ) on the Grassmann manifold,
Here
Numerical experiments.
One class of the most basic algorithms for orthogonality constrained problems is the gradient type methods, which have been investigated in [1, 21, 22, 27, 29] . In [29] , the well known BB step size is applied to accelerate the gradient type algorithms. More specifically, the initial step size at iteration n is chosen as (4.6)t n,1 = tr(S n−1 T S n−1 )
The non-monotone backtracking procedure are then applied to guarantee the convergence. We point out that the algorithm proposed in [29] can be viewed as a special case of Algorithm 1 by choosing D n = −∇ G E(U n ) and t n by Algorithm 2 with initial step sizes (4.6) or (4.7). We apply the gradient methods with different step size strategies on the software package Octopus 1 (version 4.0.1), and carry out all numerical experiments on LSSC-IV in the State Key Laboratory of Scientific and Engineering Computing of the Chinese Academy of Sciences. We choose LDA to approximate v xc (ρ) [19] and use the Troullier-Martins norm conserving pseudopotential [23] .
Our examples include several typical molecular systems: benzene (C 6 H 6 ), aspirin (C 9 H 8 O 4 ), fullerene (C 60 ), alanine chain (C 33 H 11 O 11 N 11 ), carbon nano-tube (C 120 ), carbon clusters C 1015 H 460 and C 1419 H 556 . We use QR strategy as retraction, that is,
where R is a upper-triangular matrix such that
We show the detailed results obtained by the gradient method with different step size strategies in Table 1 , in which "iter" means the number of iterations required to terminate the algorithm, ∇ G E F forms the norm of the gradient when the algorithm terminates, "W.C.T" is the total wall clock time spent to converge, and "A.T.P.I" is the average wall clock time needed per iteration.
In Table 1 , OptM-QR-M stands for monotone backtracking-based algorithm (α = 0), OptM-QR-O means the non-monotone backtracking-based algorithm (α = 0.85) proposed and applied in [29] . We use our estimators (3.9) and (3.10) to generate our adaptive algorithms with α = 0 and α = 0.85 respectively(OptM-QR-A1 and OptM-QR-A2). We should mention that α is chosen to be 0.85 for non-monotone algorithms since it is recommended in [28] . We choose the parameter θ n = 0.2, ∀n ∈ N 0 . Among all our experiments, η = 1e−4, which is recommended in [18] , k = 0.5 and m = 1e−20. For all the systems except C 1015 H 460 and C 1419 H 556 , ǫ is chosen to be 1e−12, and for those two relatively large systems, ǫ = 1e−11.
As is shown in Table 1 , the average computational time for each iteration for our adaptive algorithms OptM-QR-A1 and OptM-QR-A2 is indeed much shorter compared with the backtracking-base algorithms. In addition, our adaptive algorithms need less iterations to converge to the same accuracy. When comparing OptM-QR-A1 and OptM-QR-A2 themselves, we find that OptM-QR-A2 behaves better when the systems become larger. To see the results more clearly, we present the convergence curves of the residual obtained by algorithms with different step size strategies in Fig.  1 , from which the similar conclusions can be arrived. We know that in our adaptive algorithms,
times productions while calculating
and the corresponding E(U n+1 ) needs (2N + 1)N [14] which is the main part in our computation. In Fig. 2 , we take C 1015 H 460 as an example to see the relationship between computational time per step and the times of backtracking for OptM-QR-O and OptM-QR-M.
As Fig. 2 shown, the trend of the computational time is almost the same as the times of backtracking at each iterations, which is consistent to what we predicted previously. This phenomenon shows that the orthogonalization procedure and the computation of the objective functional value is the main cost in our computations. For comparison, we show the computational time at each step for C 120 and C 1015 H 460 in Fig. 3 and Fig. 4 respectively to see that the computational cost at an iteration, of which the initial step size t initial n does not satisfy (2.13), may reduce significantly by using our adaptive strategy.
It turns out that the computational time spent at each step in our adaptive approach is nearly a constant which approximately equals to the lowest time needed for one step in backtracking-based algorithms.
We understand that the conjugate gradient(CG) method usually converge more rapidly than the gradient type method. In Table 2 , we compare the numerical results 
OptM-QR-A2
obtained by the gradient type method with our adaptive step size strategy and the CG method for electronic structure calculations(CG-QR) [7] for the same systems with exactly the same settings as we mentioned before. As is shown in Table 2 , though CG-QR method needs less iterations to converge, our adaptive strategy enables the gradient type method to be comparable as conjugate gradient method in computational time.
Remark 4.1. When performing CG-QR method in numerical experiments, the backtracking step is skipped. The authors in [7] mentioned that a lack of backtracking may not influence the convergence numerically. After studying the step size strategy therein, we find that the initial guess of the step size t initial n used in [7] is "acceptable" in our discussion, i.e., it satisfies ζ n (t initial n ) > η and t initial n D n ≤ θ n when the parameters are chosen properly. This may explain the reason why the backtracking procedure can be neglected in [7] .
Consequently, we may conclude that our adaptive step size strategy can reduce the cost at each iteration as well as accelerate the convergence of an orthogonality constrained line search method. In particular, it enables the gradient type method to be somehow comparable to the CG method, which provide an alternative way to solve an orthogonality constrained minimization problem efficiently.
5. Concluding remarks. In this paper, we have set up a class of line search methods for orthogonality constrained problems in a uniform approach. In particular, we have proposed an adaptive step sizes strategy that can reduce the cost of choosing suitable step sizes. We have also proved the convergence of the adaptive line search methods. The numerical experiments show that our adaptive approach performs better when compared with the classic backtracking-based algorithms.
Although we have applied our algorithm to electronic structure calculations only, we believe that our adaptive strategy is applicable to other orthogonality constrained problems. In further, our adaptive strategy can be of course incorporated into other line search methods, for example, the algorithm based on an Armijo-type condition in [14] .
We should emphasize that the objective function is required to be of second order derivable to compute the estimators in our adaptive analysis. This requirement may be too strong in some cases for which other kinds of estimators are demanded. Note also that in our numerical experiments, {θ n } n∈N0 are chosen to be a fixed number. There may be some better ways to determine {θ n } n∈N0 which remains under investigation. 
It has been computed in (2.15) that
which leads to
A simple calculation gives that
For simplicity, we denote E(ortho(U ns , D ns , t)) by φ ns (t) as an function of t, then
(A.2) indicates that there exists an ξ ns ∈ (0, 
which combining with (2.7) and (2.8) gives that
As a result,
We obtain from (2.11) that
which completes the proof . Remark A.1. The search directions {D n } n∈N0 satisfying (2.10), (2.11) and Assumption 2.6 is called "gradient related" in [1] . We use the similar approach and extend the convergence result therein to the "non-monotone" case. The similar result can also be found in [13] , but the search directions in [13] are fixed to be the negative gradient directions.
We may analyse some of existing methods and extend their convergence conditions:
Remark A.2. The gradient type method proposed in [29] will eventually give a stationary point as long as the gradient ∇E of the objective function is bounded. The original result was established based on the assumption that ∇E is Lipschitz continuous.
Remark A.3. If we restart the conjugate gradient method proposed in [7] periodically(or restart the algorithm when ∇GE(Un s ),Dn s V N ∇GE(Un) a V N < δ, where δ > 0 is a given parameter), then the algorithm globally converges to a stationary point for all kinds of retractions provided that ∇E is bounded. For comparison, the original result only works for 3 particular retractions and need to assume that ∇E is Lipschitz continuous and the Hessian of the objective function is positive defined around the stationary point, and as a result, is a local convergence. In addition, the restart version is also suggested in [7] with a different restart strategy.
Appendix B. Adaptive step size strategy with estimator (3.14). As we mentioned in Remark 3.5, at the n-th iteration, we can choose t n by (3.12) in the case thatζ n (t n ) < η. We summarize this idea as Algorithm 6: Algorithm 6: Adaptive step size line search method with estimator (3.14)
1 Given ǫ, η ∈ (0, 1), t min > 0, the initial value U 0 , s.t. U T 0 U 0 = I N , compute ∇ G E(U 0 ), and set n = 0; 2 while ∇ G E(U n ) F > ǫ do 3 Choose a suitable θ n ; Calculate the estimatorζ n (t n ); 8 ifζ n (t n ) < η then Choose t n by (3.12) ;
10
Update U n+1 = ortho(U n , D n , t n );
11
We should mention that the convergence of Algorithm 6 can be proved by a similar argument in the proof of Theorem 3.7. Here, we give the theoretical results only.
Theorem B.1. Suppose E(U) is of second order differentiable and let Assumption 3.6 holds true. If {D n } n∈N0 is chosen to satisfy (2.10), (2.11) and Assumption 2.6, then there exists a positive sequence {θ n } n∈N0 , such that for the sequence {U n } n∈N0 generated by Algorithm 6, either ∇ G E(U n ) V N = 0 for some positive integer n or lim inf n→∞ ∇ G E(U n ) V N = 0.
For comparison, we choose the same example as it in Section 4 and report the numerical results of Algorithm 6 in the following Table 3 . The results obtained by Algorithm 6 is named as "OptM-QR-A3" and is compared with Algorithm 5(OptM-QR-A2). In the experiments, α = 0.85 and all other parameters are chosen just the same as those in Section 4. The numerical results turn out that OptM-QR-A3 needs similar numbers of iteration as OptM-QR-A2. But when it comes to computational time, OptM-QR-A3 is usually slower because the computation of estimator (3.14) is expensive. Consequently, our adaptive step size strategy Algorithm 4 is more recommended.
