Generalized Yetter-Drinfel'd module categories for regular multiplier
  Hopf algebras by Yang, Tao & Zhou, Xuan
ar
X
iv
:1
30
1.
68
19
v2
  [
ma
th.
RA
]  
16
 A
pr
 20
13
Generalized Yetter-Drinfel’d module categories
for regular multiplier Hopf algebras
Tao Yang ∗, Xuan Zhou †
Abstract For a commutative regular multiplier Hopf algebra A, the
Yetter-Drinfel’d module category AYD
A is equivalent to the centre
Z(AM) of the unital left A-module category AM. Then we introduce
the generalized (α, β)-Yetter-Drinfel’d module categories AGYD
A(α, β),
which are treated as components of a braided T -category. Especially
when A is a coFrobenius Hopf algebra, AYD
A(α, β) is isomorphic to
the unital Â ⊲⊳ A(α, β)-module category
Â⊲⊳A(α,β)M. Finally for a
Yetter-Drinfel’d A-module algebra H, we introduce Yetter-Drinfel’d
(H,A)-module category, which is a monoidal.
Key words Multiplier Hopf Algebra, Yetter-Drinfel’d Module.
Mathematics Subject Classification: 16W30 · 17B37
1 Introduction
A Yetter-Drinfel’d module (or crossed bimodule, Yang-Baxter module) over Hopf al-
gebra is a module and a comodule satisfying a certain compatibility condition. The main
feature of this definition is that Yetter-Drinfel’d modules form a pre-braided monoidal
category. Under favourable conditions (e.g. the antipode of Hopf algebra is bijective), the
category is even braided (or quasisymmetric). Via (pre-)braiding structure, the notion of
Yetter-Drinfel’d module plays a part in the relations between quantum group and knot
theory.
As Hopf algebra is finite dimensional, the Yetter-Drinfel’d module category has some
special properties, e.g., it is isomorphic to the category of left modules over the Drinfel’d
double of this Hopf algebra. This property no longer holds in the infinite dimensional
case. However by the multiplier Hopf algebra theory, the isomorphism exists when the
∗Corresponding author. College of Science, Nanjing Agricultural University, Nanjing 210095, Jiangsu,
CHINA. E-mail: tao.yang.seu@gmail.com
†Department of Mathematics, Jiangsu Institute of Education, Nanjing 210013, Jiangsu, CHINA. E-mail:
zhouxuanseu@126.com
1
Hopf algebra is coFrobenius (see [12]). Now, multiplier Hopf algebra becomes a valuable
tool to deal with infinite dimensional Hopf algebra cases.
In [10], new kinds of Yetter-Drinfeld modules over a regular multiplier Hopf algebra
were introduced via extended module structure. We also use them to construct new
braided crossed categories, which are related to homotopy invariants.
In this paper, we continue to consider the (left-right) Yetter-Drinfel’d module category
AYD
A defined in [10], and show that it is isomorphic to the center of unital left A-
module category. Then we consider two kinds of generalizations of Yetter-Drinfel’d module
categories and get some properties.
The paper is organized in the following way. In section 2, we recall some notions
which we will use in the following, such as multiplier Hopf algebras, extended modules,
comodules and centre of a strict tensor category.
In section 3, we mianly show the relationship between the Yetter-drinfel’d module
category AYD
A and the centre Z(AM) of the unital A-module category AM.
In section 4, we introduced the generalized (α, β)-Yetter-Drinfel’d module categories
AGYD
A(α, β), which are treated as components of a braided T -category. Especially when
A is a coFrobenius Hopf algebra, AYD
A(α, β) is isomorphic to the unital Â ⊲⊳ A(α, β)-
module category
Â⊲⊳A(α,β)M.
In section 5, let H be a Yetter-Drinfel’d A-module algebra, we introduce Yetter-
Drinfel’d (H,A)-module category, which is a monoidal.
2 Preliminaries
We begin this section with a short introduction to multiplier Hopf algebras.
Throughout this paper, all spaces we considered are over a fixed field K (such as field
C of complex numbers). Algebras may or may not have units, but always should be non-
degenerate, i.e., the multiplication maps (viewed as bilinear forms) are non-degenerate.
For an algebra A, the multiplier algebra M(A) of A is defined as the largest algebra
with unit in which A is a dense ideal (see the appendix in [5]).
Now, we recall the definitions of a multiplier Hopf algebra (see [5] for details). A
comultiplication on an algebra A is a homomorphism ∆ : A −→ M(A ⊗ A) such that
∆(a)(1 ⊗ b) and (a ⊗ 1)∆(b) belong to A ⊗ A for all a, b ∈ A. We require ∆ to be
coassociative in the sense that
(a⊗ 1⊗ 1)(∆ ⊗ ι)(∆(b)(1 ⊗ c)) = (ι⊗∆)((a⊗ 1)∆(b))(1 ⊗ 1⊗ c)
for all a, b, c ∈ A (where ι denotes the identity map).
A pair (A,∆) of an algebra A with non-degenerate product and a comultiplication ∆
on A is called a multiplier Hopf algebra, if the linear maps T1, T2 : A ⊗ A −→ A ⊗ A
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defined by
T1(a⊗ b) = ∆(a)(1⊗ b), T2(a⊗ b) = (a⊗ 1)∆(b) (2.1)
are bijective.
A multiplier Hopf algebra (A,∆) is called regular if (A,∆cop) is also a multiplier Hopf
algebra, where ∆cop denotes the co-opposite comultiplication defined as ∆cop = τ ◦∆ with
τ the usual flip map from A ⊗ A to itself (and extended to M(A ⊗ A)). In this case,
∆(a)(b⊗ 1) and (1⊗ a)∆(b) ∈ A⊗A for all a, b ∈ A.
Multiplier Hopf algebra (A,∆) is regular if and only if the antipode S is bijective from
A to A (see [6], Proposition 2.9). In this situation, the comultiplication is also determined
by the bijective maps T3, T4 : A⊗A −→ A⊗A defined as follows
T3(a⊗ b) = ∆(a)(b⊗ 1), T4(a⊗ b) = (1⊗ a)∆(b) (2.2)
for all a, b ∈ A.
We will use the adapted Sweedler notation for regular multiplier Hopf algebras (see
[7]). We will e.g., write
∑
a(1) ⊗ a(2)b for ∆(a)(1 ⊗ b) and
∑
ab(1) ⊗ b(2) for (a⊗ 1)∆(b),
sometimes we omit the
∑
.
Define two linear operators T and T ′ acting on A⊗A introduced by the formulae
T (a⊗ b) = b(2) ⊗ aS(b(1))b(3),
T ′(a⊗ b) = b(1) ⊗ S(b(2))ab(3)
for any a, b ∈ A.
This two operators above are well-defined, since
T (a⊗ b) = T4(S ⊗ ι)T3(ι⊗ S
−1)τ(a⊗ b),
T ′(a⊗ b) = (ι⊗ S)T4τ(ι⊗ S
−1)T4(a⊗ b).
They are obviously invertible, and the inverses can be written as follows
T −1(a⊗ b) = bS−1(a(3))a(1) ⊗ a(2),
T ′
−1
(a⊗ b) = a(3)bS
−1(a(2))⊗ a(1).
For any a, b ∈ A, T ◦ T2 = T4. If A is commutative, then T
′ = τ , and if A is
cocommutative, then T = τ .
Proposition 2.1 Operators T and T ′ satisfy the braided equation
(T ⊗ ι)(ι⊗ T )(T ⊗ ι) = (ι⊗ T )(T ⊗ ι)(ι ⊗ T ),
(T ′ ⊗ ι)(ι⊗ T ′)(T ′ ⊗ ι) = (ι⊗ T ′)(T ′ ⊗ ι)(ι⊗ T ′).
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2.1 Extended modules
Let A be an (associative) algebra. Suppose X is a left A-module with the module
structure map · : A⊗X −→ X. We will always assume that the module is non-degenerate,
this means that x = 0 if x ∈ X and a · x = 0 for all a ∈ A. If the module is unital (i.e.,
A ·X = X), then we can get an extension of the module structure to M(A), this means
that we can define f · x, where f ∈M(A) and x ∈ X. In fact, since x ∈ X = A ·X, then
x =
∑
i ai · xi and f · x =
∑
i(fai) · xi. In this setting, we can easily get 1 · x = x, where 1
is the unit of multiplier algebra M(A).
Denote by Y the space of linear maps ρ : A → X satisfying ρ(aa′) = a · ρ(a′) for all
a, a′ ∈ A. Then Y becomes a left A-module if we define a · ρ for a ∈ A and ρ ∈ Y by
(a · ρ)(a′) = ρ(a′a). For any x ∈ X, we have an element ρx ∈ Y defined by ρx(a) = a · x
when a ∈ A. The injective map x 7→ ρx is a map of left modules, from this X becomes a
submodule of Y . We call Y the extended module of X.
From the definition, we have A · Y ⊆ X, and A · Y = X if A ·X = X. Since A2 = A,
Y is still non-degenerate. If A has a unit, then Y = X, in the other case, mostly Y is
strictly bigger than X.
Because the module Y is the completion of the original left A-module X for the strict
topology (see [7]), sometimes it is also called the complete module (or completion) of X,
and denoted Y as Ml(X).
We can also do the same for a right A-module X and denote the extended module of
the right A-module X as Mr(X).
Let X be a non-degenerate A-bimodule. Denote by Z the space of pair (λ, ρ) of linear
maps from A to X satisfying a ·λ(a′) = ρ(a) ·a′ for all a, a′ ∈ A. From the non-degeneracy,
it follows that ρ(aa′) = a ·ρ(a′) and λ(aa′) = λ(a) ·a′ for all a, a′ ∈ A. Also ρ is completely
determined by λ and vice versa. We can consider Z as the intersection of two extensions
of X (as a left and a right modules).
Z becomes an A-bimodule, if we define a · z and z · a for a ∈ A and z = (λ, ρ) ∈ Z
by a · z = (a · λ(·), ρ(·a)) and z · a = (λ(a·), ρ(·) · a). If we define (λx, ρx) for x ∈ X by
λx(a) = x · a and ρx(a) = a · x, we get X as a submodule of Z. We call Z the extended
module of A-bimodule X, and denote it as M0(X).
Let V be a vector space and X = V ⊗A. We consider the left and right module actions
of A on X respectively given by
a · (v ⊗ a′) = v ⊗ aa′ and (v ⊗ a′) · a = v ⊗ a′a
for a, a′ ∈ A and v ∈ V . We denote the extended module of left A-module X asMl(V ⊗A),
and extended module of the right one as Mr(V ⊗ A). This two actions are compatible,
and make X an A-bimodule, we denote its extend module as M0(V ⊗A).
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As vector spaces, Ml(V ⊗A) and M0(V ⊗A) are bigger than V ⊗A, since V ⊗R(A) ⊆
Ml(V ⊗ A) and V ⊗ M(A) ⊆ M0(V ⊗ A), where R(A) is the right multipliers of A
and M(A) is the multipliers of A (see Appendix in [5]). If V is finite-dimensional, then
Ml(V ⊗A) = V ⊗R(A).
2.2 Comodules of a regular multiplier Hopf algebra
Let A be a regular multiplier Hopf algebra and V a vector space. A right coaction of
A on V is an injective linear map Γ : V →Mr(V ⊗A), where Mr(V ⊗A) is the extended
module of the right A-module V ⊗A, such that
(Γ⊗ ι)Γ = (ι⊗∆)Γ.
We call V a right A-comodule. Of course, we need to give a precise meaning to the
last equation. Indeed, similar to Proposition 2.10 in [7], the map ι⊗∆ and Γ⊗ ι, defined
on V ⊗A, have natural extensions to maps from Mr(V ⊗A) to Mr(V ⊗A⊗A).
For any v ∈ V , Γ(v) ∈Mr(V ⊗A) and Γ(v)(1⊗a) ∈ V ⊗A. We will also use the adapted
version of the Sweedler notation for this coaction, and write Γ(v)(1⊗ a) = v(0) ⊗ v(1)a for
all a ∈ A and v ∈ V .
Similarly, we can also define comodules by the other two kind of extended modules.
These definitions are essentially the same, except for the ranges of the coactions.
2.3 Centre of a strict tensor category
Let (C,⊗, I) be a strict tensor category. We first recall the definition of the centre
Z(C) and some of its properties (see [3]).
An object of Z(C) is a pair (V,C−,V ), where V is an object of C (i.e., V ∈ C) and C−,V
is a family of natural isomorphisms C−,V : X ⊗ V → V ⊗X defined for all objects X in C
such that for all objects X,Y in C we have CX⊗Y,V = (CX,V ⊗ ι)(ι⊗CY,V ). The naturality
means that for any morphism f : X → Y in C, (ι⊗ f)CX,V = CY,V (f ⊗ ι).
A morphism from (V,C−,V ) to (W,C−,W ) is a morphism f : V → W such that for
each object X of C we have (f ⊗ ι)CX,V = CX,W (ι⊗ f).
Let (C,⊗, I) be a strict tensor category. then Z(C) is a strict tensor category, where
(1) the unit is (I, ι);
(2) the tensor product of (V,C−,V ) and (W,C−,W ) is given by (V,C−,V )⊗ (W,C−,W ) =
(V ⊗W,C−,V⊗W ), where C−,V⊗W : X ⊗ V ⊗W → V ⊗W ⊗X is the morphism of
C defined for all objects X in C by CX,V⊗W = (ι⊗ CX,W )(CX,V ⊗ ι);
(3) and the braiding is given by CV,W : (V,C−,V )⊗(W,C−,W )→ (W,C−,W )⊗(V,C−,V ).
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3 A categorical interpretation of Yetter-Drinfel’d modules
Let (A,∆, ε, S) be a regular multiplier Hopf algebra. We first recall from [10] that
a (left-right) Yetter-Drinfel’d module over A is a vector space V satisfying the following
conditions
• (V, ·) is an unital left A-module, i.e., A · V = V .
• (V,Γ) is a (right) A-comodule, where Γ : V →M0(V ⊗A) denotes the right coaction
of A on V , M0(V ⊗A) denote the extended module shown in section 2.
• Γ and · satisfy the following compatible conditions
(a · v)(0) ⊗ (a · v)(1)a
′ = a(2) · v(0) ⊗ a(3)v(1)S
−1(a(1))a
′. (3.1)
The Yetter-Drinfel’d module category AYD
A is defined as follows. The objects in
AYD
A are left-right Yetter-Drinfel’d modules and the morphisms are linear maps that
intertwine with the left action and the right coaction of A on M , i.e., the morphisms
between two objects are left A-linear and right A-colinear maps. More precisely, let
V,W ∈ AYD
A and f : V →W be a morphism, then
f(a · v) = a · f(v),
ΓW ◦ f(v)(1 ⊗ a
′) = (f ⊗ ι)ΓV (v)(1 ⊗ a
′), (3.2)
for all a, a′ ∈ A and v ∈ V , where ΓW (ΓV ) is the right coaction on W (V ).
AYD
A is a braided monoidal category in the following way. For V,W ∈ AYD
A, the
action and coaction of A on V ⊗W is given by
a · (v ⊗ w) = a(1) · v ⊗ a(2) · w, (3.3)
Γ(v ⊗w)(1 ⊗ a′) = v(0) ⊗ w(0) ⊗ w(1)v(1)a
′. (3.4)
for any v ∈ V,w ∈W and a, a′ ∈ A.
Let A be a regular multiplier Hopf algebra and denote by AM the unital left A-module
category. The module structure is same as what in Yetter-Drinfel’d category. We will try
to show the equivalence between Z(AM) and AYD
A.
Proposition 3.1 Let V be an object in AYD
A. For any left A-module X, define
CX,V (x⊗ v) = v(0) ⊗ v(1) · x where x ∈ X and v ∈ V , then (V,C−,V ) ∈ Z(AM).
Proof. Indeed, CX,V is well-defined, and clearly it is invertible C
−1
X,V (v⊗ x) = S(v(1)) ·
x⊗ v(0). For any unital left A-module Y , x ∈ X, y ∈ Y , and v ∈ V ,
CX⊗Y,V (x⊗ y ⊗ v) = v(0) ⊗ v(1) · x⊗ v(2) · y
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= CX,V (x⊗ v(0))⊗ v(1) · y
= (CX,V ⊗ ι)(x⊗ v(0) ⊗ v(1) · y)
= (CX,V ⊗ ι)(ι ⊗ CY,V )(x⊗ y ⊗ v),
we get that CX⊗Y,V = (CX,V ⊗ ι)(ι ⊗CY,V ). Let f : X → Y be a left A-module map,
CY,V (f ⊗ ι)(x⊗ v) = CY,V (f(x)⊗ v) = v(0) ⊗ v(1) · f(x)
= v(0) ⊗ f(v(1) · x) = (ι⊗ f)CX,V (x⊗ v),
thus C−,V is natural. CX,V is a left A-module map, since
CX,V (a · (x⊗ v)) = CX,V (a(1) · x⊗ a(2) · v) = (a(2) · v)(0) ⊗ (a(2) · v)(1)a(1)x
= a(1) · v(0) ⊗ a(2)v(1)x = a · CX,V (x⊗ v),
where the third equation holds because of the Yetter-Drinfel’d compatible condition. 
Let f : V →W be a morphism in AYD
A, i.e., f is a module and comodule map. Then
(f ⊗ ι)CX,V (x⊗ v) = f(v(0))⊗ v(1) · x = f(v)(0) ⊗ f(v)(1) · x
= CX,W (x⊗ f(v)) = CX,W (ι⊗ f)(x⊗ v),
so (f ⊗ ι)CX,V = CX,W (ι⊗ f).
We can define a functor G : AYD
A → Z(AM) as follows,
G(V ) = (V,C−,V ), G(f) = f,
where CX,V (x⊗ v) = v(0) ⊗ v(1) · x, f : V → W is a morphism in AYD
A. Also we can get
that G preserves tensor product, since for V,W ∈ AYD
A, X ∈ AM , x ∈ X, v ∈ V,w ∈W ,
CX,V⊗W (x⊗ v ⊗ w) = v(0) ⊗ w(0) ⊗ w(1)v(1) · x
= v(0) ⊗ CX,W (v(1) · x⊗ w)
= (ι⊗CX,W )(v(0) ⊗ v(1) · x⊗ w)
= (ι⊗CX,W )(CX,V ⊗ ι)(x⊗ v ⊗ w).
Proposition 3.2 Let A be a regular multiplier Hopf algebra. For any object (V,C−,V )
in Z(AM), ifMr(V ⊗A) =M0(V ⊗A) as vector spaces, then V is a Yetter-Drinfel’d module
over A.
Proof. For any object (V,C−,V ) in Z(AM), we can endow V with the structure of a
Yetter-Drinfel’d module. For any unital left A-module X and any element x ∈ X, there
exist a local unit e ∈ A such that e · x = x, define the left A-module map x¯ : A → X by
x¯(a) = a · x. For each v ∈ V and a ∈ A, by the natruality of CX,V , we have
CX,V (x⊗ v) = CX,V (e · x⊗ v)
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= CX,V (x¯⊗ ι)(e ⊗ v) = (ι⊗ x¯)CA,V (e⊗ v) ∈ V ⊗A · x.
SetX = A with the multiplication as module action, then CA,V (ba⊗v) = CA,V (b⊗v)(1⊗a)
for all a, b ∈ A and v ∈ V .
If we treat A⊗V and V ⊗A as right A-module with structures acting by multiplication
on the A-component, then obviously the right module action is compatible with the left
one, and CA,V (b⊗ v) · a = CA,V ((b⊗ v) · a). There is a natural extension Mr(A⊗ V ) −→
Mr(V ⊗A), denoted by C
′
A,V , C
′
A,V (y) · a = CA,V (y · a), y ∈Mr(A⊗ V ) for all a ∈ A. So
by the assumption we can get C ′A,V (1⊗ v) ∈M0(V ⊗A), where 1 is the unit of M(A).
If we define ρ : V → M0(V ⊗ A) by ρ(v) = C
′
A,V (1 ⊗ v), and write CA,V (a ⊗ v) =
C ′A,V (1 ⊗ v) · a = ρ(v)(1 ⊗ a) = v(0) ⊗ v(1)a, then V is a right A-comodule, since by the
definition of Z(C),
CA⊗A,V (x⊗ y ⊗ v) = v(0) ⊗ v(1) · (x⊗ y) = v(0) ⊗ v(1)(1) · x⊗ v(1)(2) · y
= (CA,V ⊗ ι)(ι⊗ CA,V )(x⊗ y ⊗ v) = v(0)(0) ⊗ v(0)(1) · x⊗ v(1) · y,
then v(0) ⊗ v(1)(1)x⊗ v(1)(2)y = v(0)(0) ⊗ v(0)(1)x⊗ v(1)y for all x, y ∈ A, which proves that
V is a right A-comodule.
V is also a Yetter-Drinfel’d module. Since CX,V is a natural isomorphism in AM, CX,V
is left A-linear, i.e., for all a ∈ A, x ∈ X and v ∈ V , a · CX,V (x⊗ v) = CX,V (a · (x⊗ v)).
a · CX,V (x⊗ v) = a · (v(0) ⊗ v(1) · x) = a(1) · v(0) ⊗ a(2)v(1) · x,
CX,V (a · (x⊗ v)) = CX,V (a(1) · x⊗ a(2) · v) = (a(2) · v)(0) ⊗ (a(2) · v)(1)a(1) · x.
From above, we can get the compatible condition of the Yetter-Drinfel’d module, i.e., for
any a′ ∈ A, (a(2) · v)(0) ⊗ (a(2) · v)(1)a(1)a
′ = a(1) · v(0) ⊗ a(2)v(1)a
′. 
Assume that f : (V,C−,V ) → (W,C−,W ) is a morphism in Z(AM). Of course f is a
module map. Since (f ⊗ ι)CA,V = CA,W (ι⊗ f), f is also a comodule map. Hence, we can
define a functor F from Z(AM) to AYD
A as follows:
F ((V,C−,V )) = V, F (f) = f.
We can easily check that F preserve the tensor product. For any v ∈ V and w ∈W ,
ρ(v ⊗ w)(1 ⊗ a) = CA,V⊗W (a⊗ v ⊗ w) = (ι⊗CA,W )(CA,V ⊗ ι)(a⊗ v ⊗ w)
= (ι⊗ CA,W )(v(0) ⊗ v(1)a⊗w) = v(0) ⊗ w(0) ⊗ w(1)v(1)a,
so F ((V ⊗W,C−,V⊗W )) = V ⊗W .
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Theorem 3.3 Let A be a regular multiplier Hopf algebra withMr(V ⊗A) =M0(V ⊗A)
for any vector space V . Then the Yetter-drinfel’d module category AYD
A is equivalent to
the centre Z(AM) of left unital A-module category AM.
Proof. From above, F and G preserve the braiding. Also FG = 1 and GF = 1. So we
have established the equivalence between Z(AM) and AYD
A. 
The assumption Mr(V ⊗ A) = M0(V ⊗ A) as vector spaces in Proposition 3.2 makes
C ′A,V (1 ⊗ v) belong to M0(V ⊗ A), which is exactly what we need. This assumption
sometimes naturally holds.
If A has a unit,Mr(V ⊗A) = V ⊗A =M0(V ⊗A), the assumption holds, then Theorem
3.3 actually shows that for a Hopf algebra A the Yetter-drinfel’d module category AYD
A
is equivalent to the centre Z(AM) of A-module category AM.
If A is commutative, the result Mr(V ⊗ A) =M0(V ⊗A) as vector spaces also holds,
and we get the following corollary
Corollary 3.4 Let A be a commutative regular multiplier Hopf algebra. Then the
Yetter-drinfel’d module category AYD
A is equivalent to the centre Z(AM) of AM.
From the proof in Proposition 3.2, CX,V is left and right A-linear, and these two
structure are compatible. We can define a · C ′A,V (1⊗ v) by
(a · C ′A,V (1⊗ v)) · b = a · (C
′
A,V (1⊗ v) · b)
= a · CA,V (b⊗ v) = CA,V (a(1)b⊗ a(2) · v)
= CA,V (a(1) ⊗ a(2) · v) · b.
Then a·C ′A,V (1⊗v) = CA,V (a(1)⊗a(2) ·v) ∈ V ⊗A. If V is finite-dimensional, C
′
A,V (1⊗v) ∈
Mr(V ⊗A) = V ⊗ L(A), then C
′
A,V (1⊗ v) ∈ V ⊗M(A) =M0(V ⊗A).
Denote by AYD
A
f.d (AMf.d) the subcategory of AYD
A (AM), in which the objects are
all finite-dimensional. Then we have
Theorem 3.5 Let A be a regular multiplier Hopf algebra. Then the category AYD
A
f.d
is equivalent to the centre Z(AMf.d) of the category AMf.d.
4 Generalized Yetter-Drinfel’d modules over a regular mul-
tiplier Hopf algebra
Using the extended modules (of the right modules) shown in section 2, we first give
the generalized definition of (left-right) Yetter-Drinfel’d module over a regular multiplier
Hopf algebra, which generalizes the notion before (e.g. in [10]). We call it generalized
Yetter-Drinfel’d module, and also we can define it by the extended modules of the right
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ones similarly.
Definition 4.1 Let (A,∆, ε, S) be a regular multiplier Hopf algebra and V a vector
space. Then V is called a generalized (left-right) Yetter-Drinfel’d module over A, if the
following conditions hold:
(1) (V, ·) is a unital left A-module, i.e., A · V = V ;
(2) (V,Γ) is a right A-comodule, where Γ : V → Mr(V ⊗ A) denotes the right coaction
of A on V and Mr(V ⊗A) is the extended module of right A-module V ⊗A;
(3) Γ and · satisfy the following compatible condition:
(a · v)(0) ⊗ (a · v)(1)a
′ = a(2) · v(0) ⊗ a(3)v(1)S
−1(a(1))a
′. (4.1)
for all a, a′ ∈ A and v ∈ V .
Remark 4.2 (1) Although the compatible conditions are same, the Yertter-Drinfel’d
module in [10] is different from this one, and can be considered as a special case of the
above definition. Indeed,M0(V ⊗A), the range of coaction, is the intersection of extended
modules of right and left A-module V ⊗A (see section 2.3 in [7] for more details).
(2) The compatible condition make sense, since (a ·v)(0)⊗(a ·v)(1)a
′ = Γ(a ·v)(1⊗a′) ∈
V ⊗ A, and the right-hand side also belongs to V ⊗ A. Indeed, S−1(a(1))a
′ ⊗ a(2) ⊗
a(3) ∈ A ⊗M(A ⊗ A), and v(0) ⊗ v(1)S
−1(a(1))a
′ = Γ(v)(1 ⊗ S−1(a(1))a
′) ∈ V ⊗ A, then
a(2) · v(0) ⊗ a(3)v(1)S
−1(a(1))a
′ ∈ V ⊗A.
(3) The compatible condition (4.1) is equivalent to the following condition
(a(2) · v)(0) ⊗ (a(2) · v)(1)a(1)a
′ = a(1) · v(0) ⊗ a(2)v(1)a
′.
(4) Let A be a Hopf algebra with unit 1, then Mr(V ⊗A) = V ⊗A. In this situation,
the Yetter-Drinfel’d module for a Hopf algebra is a special case of Yetter-Drinfel’d module
for a multiplier Hopf algebra. We will consider this at the end of this section.
By the definition of generalized Yetter-Drinfel’d modules, we can define generalized
Yetter-Drinfel’d module categories AGYD
A. The objects in AGYD
A are generalized left-
right Yetter-Drinfel’d modules, and the morphisms are linear maps which interwine with
the left action and the right coaction of A on V , i.e., the morphisms between two objects
are left A-linear and right A-colinear maps. More precisely, let V,W ∈ AGYD
A and
f : V →W be a morphism, then
f(a · v) = a · f(v),
(ΓW ◦ f)(v)(1 ⊗ a
′) = (f ⊗ ι)ΓV (v)(1 ⊗ a
′),
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for all a, a′ ∈ A and v ∈ V , where ΓW (ΓV ) is the right coaction on W (V ).
The other three kind of generalized Yetter-Drinfel’d module categories can be also de-
fined as in [10].
The results in [10] can be naturally generalized to this case, such as the following.
Theorem 4.3 The category AGYD
A is a braided monoidal category.
Denote by Aut(A) the set of all isomorphisms α from A to A that are algebra maps
satisfying (∆ ◦ α)(a) = (α⊗ α) ◦∆(a) for all a ∈ A. Then for α, β ∈ Aut(A), we also can
define generalized (α, β)-Yetter-Drinfel’d modules by the extended modules, and construct
a new class of braided T -categories. The procedure is totally same as in [7].
Let (A,∆, ε, S) be a regular multiplier Hopf algebra and V a vector space. Then V is
called a (left-right) generalized (α, β)-Yetter-Drinfel’d module over A, if
(1) (V, ·) is an unital left A-module, i.e., A · V = V .
(2) (V,Γ) is a (right) A-comodule, where Γ :M →Mr(V ⊗A) denotes the right coaction
of A on V , and Mr(V ⊗A) denote the extended module of right A-module V ⊗A.
(3) Γ and · satisfy the following compatible conditions
(a · v)(0) ⊗ (a · v)(1)a
′ = a(2) · v(0) ⊗ β(a(3))v(1)α(S
−1(a(1)))a
′. (4.2)
Similarly, we can define the generalized (α, β)-Yetter-Drinfel’d module category, de-
note it as AGYD
A(α, β), by which we can also construct a new braided T -category. Define
GYD(A) as the disjoint union of all AGYD
A(α, β) with (α, β) ∈ G, where G = Aut(A) ×
Aut(A) is the twisted semi-direct square of group Aut(A) with product (α, β)#(γ, δ) =
(αγ, δγ−1βγ). Then we have
Theorem 4.4 GYD(A) is a braided T -category with the structures as follows.
• Tensor product: if V ∈ AGYD
A(α, β) and W ∈ AGYD
A(γ, δ) with α, β, γ, δ ∈
Aut(A), then V ⊗W ∈ AGYD
A(αγ, δγ−1βγ), with the structures as follows:
a · (v ⊗ w) = γ(a(1)) · v ⊗ γ
−1βγ(a(2)) · w,
Γ(v ⊗w)(1 ⊗ a′) = (v ⊗ w)(0) ⊗ (v ⊗ w)(1)a
′ = (v(0) ⊗ w(0))⊗ w(1)v(1)a
′
for all v ∈ V,w ∈W and a, a′ ∈ A.
• Crossed functor: Let W ∈ AGYD
A(γ, δ), define ϕ(α,β)(W ) =
(α,β)W = W as vector
space, with structures: for all a, a′ ∈ A and w ∈W
a ⇀ w = γ−1βγα−1(a) · w,
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Γ(w)(1 ⊗ a′) =: w<0> ⊗ w<1>a
′ = w(0) ⊗ αβ
−1(w(1))a
′.
Then (α,β)W ∈ AGYD
A((α, β)#(γ, δ)#(α, β)−1) = AGYD
A(αγα−1, αβ−1δγ−1βγα−1).
The functor ϕ(α,β) acts as identity on morphisms.
• Braiding: If V ∈ AGYD
A(α, β), and W ∈ AGYD
A(γ, δ). Take VW = (α,β)W , define
a map CV,W : V ⊗W −→
VW ⊗ V by
CV,W (v ⊗ w) = w(0) ⊗ β
−1(w(1)) · v
for all v ∈ V and w ∈W .
When A has a unit, i.e., A is a Hopf algebra,Mr(V ⊗A) = V ⊗A, and the AGYD
A(α, β)
is exactly AYD
A(α, β) in the Hopf algebra case. Especially when A is a coFrobenius Hopf
algebra with cointegral t in A and integral ϕ on A satisfying ϕ(t) = 1. Then we have
AYD
A(α, β) ∼= Â⊲⊳A(α,β)M, (4.3)
where
Â⊲⊳A(α,β)
M is the unital Â ⊲⊳ A(α, β)-module category, and Â ⊲⊳ A(α, β) is the
diagonal crossed product with the multiplication (see Definition 2.4 in [9])
(p ⊲⊳ a)(p′ ⊲⊳ a′) = p(α(a(1)) ◮ p
′
◭ S−1β(a(3)))⊗ a(2)a
′
for a, a′ ∈ A and p, p′ ∈ Â.
Indeed, the correspondence is give as follows. IfM ∈ AYD
A(α, β), thenM ∈
Â⊲⊳A(α,β)M
with the structure
(p ⊲⊳ a) ·m = p((a ·m)(1))(a ·m)(0).
Conversely, if M ∈
Â⊲⊳A(α,β)
M, then M ∈ AYD
A(α, β) with structures
a ·m = (ε ⊲⊳ a) ·m,
m 7→ m(0) ⊗m(1) = (ϕ(·t(2)) ⊲⊳ 1) ·m⊗ S
−1(t(1)).
If α = β = ι, the result (5.4) is just Theorem 12 shown in [12].
5 Yetter-Drinfel’d (H,A)-modules over a regular multiplier
Hopf algebra
Let A be a regular multiplier Hopf algebra, and R be an algebra with or without
identity, but with non-degenerate product. Assume that R is an unital left A-module, we
recall from [2, 8] that R is called a (left) A-module algebra if
a · (xx′) = (a(1) · x)(a(2) · x
′) (5.1)
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for all a ∈ A and x, x′ ∈ R. We can extend the action of A on R to M(R) by the following
formulas
(a · x)x′ = a(1)
(
x(S(a(2)) · x
′)
)
, (5.2)
x(a · x′) = a(2)
(
(S−1(a(1)) · x)x
′
)
. (5.3)
It follows that M(R) is a left A-module, the action of A on M(R) is still non-degenerate
but no longer unital, and a · 1 = ε(a)1.
By a right coaction of A on R, we mean an injective map Γ : R −→M(R⊗A) satisfying
(i) Γ(R)(1 ⊗A) ⊆ R⊗A and (1⊗A)Γ(R) ⊆ R⊗A,
(ii) (Γ⊗ ι)Γ = (ι⊗∆)Γ.
If furthermore Γ is a homomorphism, then R is called a (right) A-comodule algebra. The
injectivity of Γ is equivalent to the counitary property (ι⊗ ε)Γ = ι.
A (left-right) Yetter-Drinfel’d A-module algebra R is an algebra R (with or without
unit) over the field K, which is an unital left A-module algebra and a right A-comodule
algebra satisfying the compatibility condition (4.1). In the another word, R is an algebra
(with or without the unitary property) in Yetter-Drinfel’d module category QA.
A Yetter-Drinfel’d A-module algebra R is called A-commutative, if for all x, y ∈ R,
xy = y(0)(y(1) · x).
Let A be a quasitriangular multiplier Hopf algebra with quasitriangular structure R
and H be a left A-module algebra. Then there is a natural right A-comodule structure on
H, namely
ρ(h) = τ(R)(h ⊗ 1). (5.4)
Remark here that (5.4) makes sense. Since the flip map τ : A ⊗ A −→ A⊗ A is a homo-
morphism, it can be extended to M(A⊗A). For h ∈ H, there exists finite ai and hi such
that h =
∑
i ai · hi. So τ(R)(h ⊗ 1) =
∑
i τ(R)(ai ⊗ 1)(hi ⊗ 1) ∈M(R ⊗A).
Proposition 5.1 Let A be a quasitriangular multiplier Hopf algebra and H be a left
A-module algebra with a A-comodule structure as (5.4). Then H is a right A-comodule
algebra, and a Yetter-Drinfel’d A-module algebra.
As shown in [10], the (left-right) Yetter-Drinfel’d module category QA is a braided
monoidal category. From the above proposition, if A is quasitriangular, then the unital
A-module category AM is a braided monoidal subcategory of AYD
A, and the braiding on
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AM is giveb by CM,N :M ⊗N −→ N ⊗M , CM,N (m⊗ n) = τ(R)(n ⊗m).
Let A be a regular multiplier Hopf algebra andH be a Yetter-Drinfel’d module algebra.
In the following, we introduced a new kind of modules: Yetter-Drinfel’d (H,A)-modules.
Definition 5.2 Let H be a Yetter-Drinfel’d A-module algebra. A Yetter-Drinfel’d
(H,A)-module M is a K-module, which has the structures of Yetter-Drinfel’d (A-)module
and of left H-module with left H-action (denoted by ⇀) such that the following compat-
ibility conditions hold: for all h ∈ H, m ∈M and a, a′ ∈ A,
a · (h ⇀ m) = (a(1) · h)⇀ (a(2) ·m), (5.5)
ρ(h ⇀ m)(1⊗ a′) = h(0) ⇀m(0) ⊗m(1)h(1)a
′. (5.6)
Denote by HQ
A the category of Yetter-Drinfel’d (H,A)-modules and Yetter-Drinfel’d
(H,A)-module maps.
Note that if H is the trivial Yetter-Drinfel’d module algebra K, then the Yetter-
Drinfel’d (H,A)-module is nothing but Yetter-Drinfel’d A-module. If A is a coFrobenius
Hopf algebra, by [12] QA ∼= D(A)M. If H ia a D(A)-module algebra, then HQ
A is equiva-
lent to the unital module category H#D(A)M, where D(A) = Â ⊲⊳ A the Drinfel’d double
of A, and H#D(A) the usual smash product.
Now we consider the case in which H ia an unital A-commutative Yetter-Drinfel’d
module algebra. Take M in HQ
A, we may define a right action of H on M as follows: for
any m ∈M and h ∈ H,
m↼ h = h(0) ⇀ (h(1) ·m) (5.7)
It is no hard to check that this action is well-defined and along with the left H-module
structure of M makes M into an H-bimodule.
For M,N ∈ HQ
A, we form a tensor productM ⊗HN , and endow it with the following
H-action and A-structures: for any m ∈M , n ∈ N , a, a′ ∈ A and h ∈ H,
a · (m⊗ n) = a(1) ·m⊗ a(2) · n,
χ(m⊗ n)(1⊗ a′) = m(0) ⊗ n(0) ⊗ n(1)m(1)a
′,
h ⇀ (m⊗ n) = h ⇀ m⊗ n.
Then M ⊗H N with the above structures is a Yetter-Drinfel’d (H,A)-module, denoted by
M⊗˜HN .
Note that the right H-module structure of M⊗˜HN , defined as in (5.7), is the same as
the one coming from the right H-module N , i.e. (m⊗ n) ↼ h = m⊗ n ↼ h for m ∈ M ,
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n ∈ N and h ∈ H. Therefore, the standard map for Yetter-Drinfel’d (H,A)-modules X,
Y and Z,
Φ : (X⊗˜HY )⊗˜HZ −→ X⊗˜H(Y ⊗˜HZ)
is H-linear, and hence an isomorphism in HQ
A. By the construction above, we have
Theorem 5.3 With notation above, (HQ
A, ⊗˜H ,H) forms a monoidal category.
Acknowledgements
The work was partially supported by the NNSF of China (No. 11226070), the NJAUF
(No. LXY201201019, LXYQ201201103). The first author Tao Yang is very grateful to
Professor A. Van Daele for his lectures and discussions on the multiplier Hopf algebra
theory.
References
[1] Caenepeel, S., Van Oystaeyen, F., and Zhang, Y. H. (1994). Quantum Yang-Baxter
module algebras. K-Theory 8: 231-255.
[2] Drabant, B., Van Daele, A. and Zhang, Y. H. (1999). Actions of multiplier hopf
algebras. Communications in Algebra 27(9): 4117-4172.
[3] Kassel, C. (1995). Quantum groups. Graduate Texts in Mathematics 155.
[4] Panaite F. and Staic Mihai D. (2007). Generalized (anti) Yetter-Drinfel’d modules as
components of a braided T-category. Israel Journal of Mathematics 158: 349-365.
[5] Van Daele, A. (1994). Multiplier Hopf algebras. Transaction of the American Math-
ematical Society 342(2): 917-932.
[6] Van Daele, A. (1998). An algebraic framework for group duality. Advances in Math-
ematics 140(2): 323-366.
[7] Van Daele, A. (2008). Tools for working with multiplier Hopf algebras. The Arabian
Journal for Science and Engineering 33(2C): 505-527.
[8] Van Daele, A. and Zhang Y. H. (1999), Galois theory for multiplier Hopf algebras
with integrals. Algebras and Representation Theory 2: 83-106.
[9] Yang, T. and Wang, S. H. (2011). A lot of quasitriangular group-cograded multiplier
Hopf algebras. Algebras and Representation Theory 14(5): 959-976.
[10] Yang, T. and Wang, S. H. (2011). Constructing new braided T -categories over regular
multiplier Hopf algebras. Communications in Algebra, 39(9): 3073-3089.
15
[11] Wang, S. H. (2002). Braided monoidal categories associative to Yetter-Drinfeld cate-
gories. Communications in Algebra, 30(11): 5111-5124.
[12] Zhang, Y. H. (1999). The quantum double of a coFrobenius Hopf algebra. Commu-
nications in Algebra, 27(3): 1413-1427.
16
