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Academic libraries receive and reply numerous of patrons’ emails via their virtual 
reference service, such as Ask a Librarian. This paper presented a text mining approach 
to analyzing one-year email records accumulated from the Ask-a-Librarian service by the 
Health Science Library (HSL) at the University of North Carolina at Chapel Hill. This 
study will help HSL improve their email service by revealing key topics from user 
questions and the characteristics of user information seeking behavior.  
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Introduction 
The Health Sciences Library (HSL) of the University of North Carolina at Chapel 
Hill provides online Questions and Answers（Q&A)  services to faculty, staffs, students, 
and researchers. The HSL supports online Q&A services in two ways, which are live chat 
online and emails. Large amounts of questions and answers email records have been 
accumulated from the HSL virtual reference services. These email records can provide 
librarians with useful information, such as what kinds of questions that users frequently 
asked, what most users want to know, etc. Information like that will be helpful for the 
HSL to learn about users’ information needs.  However, since there are too many 
questions out there, it is hard for library staff to read and answer them all. What’s more, 
when librarians have to answer similar questions repeatedly, the online reference service 
becomes very time consuming. 
The HSL has built a valuable digital practical corpus based on its Q&A records. 
This corpus is mainly made up with online live chat records and emails records collected 
by librarians. For now, the HSL wants to improve its efficiency in Q&A services. Take 
an example, there are some questions that would be better to discuss face to face, 
however, for now, librarians need to send emails to users back and forth to see whether 
the user want to have a meet and what time is available. The whole process could last for 
hours even days to get the final decision. It would be time-saving and high efficient if 
librarians could tell whether there is a meeting required at the first time reading emails 
from users.
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The goal of this study is to support and improve the HSL email service by mining 
and analyzing the email Q&A corpus. To accomplish the research goal, this project is 
designed to answer the following research questions: 
● What are the characteristics(affiliations, status, etc)  of users that use email Q&A 
service?  
● What kinds of topics are mostly mentioned in email Q&A records?  
● What kinds of questions are preferred to be solved via a physical meeting instead 
of virtual reference？
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Literature Review 
Library online virtual reference service  
In recent years, more and more academic libraries have applied virtual reference 
like online chat reference services into practice work as alternatives to traditional face-to-
face reference (Radford & Connaway, 2007). The first use of virtual reference in library 
was in the late 1980s, libraries adopted email as a form which allowed users to send 
questions to reference librarians and receive a response, usually within 24 h and often 
much more quickly (Lee, 2004). Virtual reference has evolved over the past decade to 
include e-mail, knowledge-based services, chat, SMS text-messaging, telephone and 
video based interactions (Yang & Dalal, 2015). Study on the virtual reference interactions 
can be useful for librarians to improve the web virtual service of libraries (Finnell & 
Fontane, 2010). 
The most frequently ways to use virtual reference services are email and chat. 
Among a case study about librarian-mediated search services of a health Centre staff, 
result shows that around 44% requests were submitted via email (Williamson, 2018). The 
type of questions which are submitted via emails similar to the types of questions asked 
at physical reference (Fennewald, 2006; Foley, 2002; McCulley & Reinauer, 2007). A 
case study comparing different kinds of virtual reference in an Israeli academic library 
indicates that chat and email services are essentially different in distribution of question 
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types, in the email service most questions (52%) were in-depth questions (Greenberg & 
Bar-Ilan, 2015). 
Data mining 
The rapid progress in digital data acquisition has led to the fast-growing amount 
of data stored in databases, data warehouses or other kinds of data repositories (Zhou, 
2003). From database perspective, data mining is a kind of knowledge discovery in 
databases, also known as KDD (Chen, Han, & Yu, 1996). According to Fayyad et al. 
(Fayyad, Piatetsky-Shapiro, & Smyth, 1996) , KDD can be defined as “nontrivial process 
of identifying valid, novel, potentially useful, and ultimately understandable patterns in 
data”. The whole KDD process has several key steps: data cleaning, data reduction and 
transformation (data integration), data mining, pattern evaluation and then knowledge 
discovered (Han and Kamber, 2001). It is without doubt that data mining is considered as 
a central step in the process that involves extracting patterns from data (Chang and Chen, 
2006). 
The general definition of data mining is the application of specific algorithms to 
uncover useful information from a large degree of data, and its purpose is to explore 
interesting knowledge from a database, data warehouse, or some other large information 
storage repositories (Han and Kamber, 2001, Liu, H., & Motoda, H. 1998).
Data mining is motivated by the need of new techniques to help analyze, 
understand or even visualize the huge amounts of stored data gathered from business and 
scientific applications (Ngai, E. W., Xiu, L., & Chau, D. C, 2009). Actually, data mining 
has been applied to various domains, such as customer service support, decision support, 
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web intelligence, etc. (Fong et al., 2002; Han and Chang, 2002; Hui and Jha, 2000, Ngai, 
E. W., Xiu, L., & Chau, D. C, 2009). 
The common model functions in the current data mining algorithms include 
classification, regression, clustering, association rules, rule generation, summarization, 
dependency modeling, and sequence analysis (Mitra et al, 2002). 
Text mining  
Text mining, also known as text data mining or knowledge discovery from textual 
databases, refers generally to the process of extracting interesting and non-trivial patterns 
or knowledge from unstructured text documents. It can be viewed as an extension of data 
mining or knowledge discovery from (structured) databases (Fayyad, U., et al, 1996, Tan, 
A.-H. & Teo, C. 1998). As the most natural form of storing information is text, text 
mining is believed to have a commercial potential higher than that of data mining. But 
text mining is also a much more complex task than data mining as it involves dealing 
with text data that are inherently unstructured and fuzzy. 
Text databases consist of huge collection of documents, which come from sources 
like news articles, books, digital libraries, e-mail messages, web pages, etc. Due to the 
increase of the amount of information, text databases are growing rapidly. In many text 
databases, their data is semi-structured. For example, a document may contain a few 
structured fields, such as title, author, publishing-date, etc., but it also contains 
unstructured text components, such as abstract and contents. Without knowing what 
could be in the documents, it is difficult to formulate effective queries for analyzing and 
extracting useful information from the database. 
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Since users require tools to compare the documents and rank their importance and 
relevance, text mining has become popular and an essential theme in data mining 
(Rajman, M., & Vesely, M. 2004. Sirmakessis, 2004. Dörre, et al, 1999. Grobelnik, M.et 
al,2000.) 
For now, text mining is a multidisciplinary field, involving information retrieval, 
text analysis, information extraction, clustering, categorization, visualization, database 
technology, machine learning, and data mining (Tan, A. H., 1999). 
In library services, text mining is mostly used for recommending selection (Chen 
& Chen, 2007), Chen proposed a recommendation system architecture which can enable 
customized services and management in the digital library. The association rules and 
clustering along with the data mining methods have been applied to discovering the most 
adaptive readers of a book. The whole architecture includes three parts, first, records in 
the digital library are clustered according to the characteristics of readers. The proposed 
approach utilizes the automatic clustering feature of the Ant Colony Clustering 
Algorithm(ACO) to form a user group with similar properties. Second, based on minimal 
support and confidence, the Apriori Algorithm is used to exhibit the ability of locating 
the associated rules between subjects to generate recommending rules. The association 
rules will be used to judge which books borrowed by the readers in the same cluster are 
used as the basis for book recommendation. Finally, an automatic online recommendation 
system is proposed. 
Besides book recommendation, data mining is also widely used to analyze 
consumers' behavior due to the popularity of electronic commerce and personalized 
trends.  
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In business area, text mining could be used to determine personal preference and 
to provide related product information in order to raise the level of consumption 
(Agrawal et al., 1993). Applying data mining techniques in a digital library service is also 
considered a trend as it can automatically retrieve useful knowledge by user profiles and 
provide the function of statistical analysis. For example, filtering through popular topics 
from each user’s borrowing history can help promote book circulation in the library.The 
digital library can also use functions of statistical analysis along with data mining to 
provide information on books, articles, topics and other long-term personal services for 
promoting circulation(Chen & Chen, 2007). 
Data Visualization  
According to Azzam (2013), data visualization is a very broad concept. Generally, 
data visualization is a process based on qualitative and quantitative data, then results in 
an image that represents the raw data. The image is readable by viewers and supports 
exploration, examination and communication of the data (Kosara,2007).   
As a powerful tool to present data, data visualization has been applied to numbers 
of fields, and a variety of tools have been invented to help with data visualization. For 
instance, Mallon (2015) introduced several useful visualization tools and provided 
examples of the usage, such as Piktochart and Mapbox. In 2017, Pomarede and his 
coworkers used a visualization software to help the advances of extragalactic 
cosmography ( Pomarede, et al., 2017). Other researchers visualized students’ data to 
help improve students’ academic performance and developed a special visualization tool 
for supporting (Wang et al. 2017).  
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In addition, data visualization is very helpful in data extraction and result analysis. 
For example, in social media area, Klomklao developed a tool in 2016 that can be used to 
visualize tweets’ hashtags and export the results for further analysis (Klomklao et al. 
2016).
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Method 
  Patrons can use virtual reference service available at the HSL website to directly 
communicate with librarians (Fig.1). They can either choose “Email Us” or “Chat with 
Us” to send their questions to librarians for help. This study was design to analyze the 
email records generated from the “Email us” form. On the current Web form (Fig. 1), 
eight fields provide either space for patron input or drop-down menus for patron to select 
from. The “Question” and “More Detail/Explanation” fields are about brief summary and 
description of questions. Additional fields including email address, affiliation and status 
are required for submission. The fields like name and  preferred date/times to request a 
meeting are optional.
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Figure 1. HSL, “Ask Us” webpage 
 
Data collection 
         The email records was collected by the User Services Department at the HSL. For 
this project, I received a dataset including email records from January 2016 to December 
2016 in .csv format. 
The original records contain information submitted by patrons via the “Email 
us”web form including questions, details of the request, email addresses, name, and 
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phone number. What’s more, the records also contain other information created by 
librarian, such as answers for users ‘questions, date of questions submit via Email us, etc.  
An example of the original email records is shown in the following screenshot (Fig.2). 
 
 
Figure 2.  Email records from HSL 
 
 
Data processing 
Data select and data clean 
 To address the research questions of this project, I identified the following 9 key 
fields in an email record (Table 1). 
Table 1 Data Fields Information 
Field Name Type  Description 
ID Number The unique identification of 
each records, assigned by 
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system 
Asked on Date The date that users send 
emails to HSL, recorded by 
system 
Question Text The subject of users’ email, 
required 
Details Text The main content of users’ 
email 
Answer Text The content of email from 
librarians 
Affiliation  Text The affiliation of users, 
required 
Status Text The status of users, required 
What do you want to learn Text The brief topic of user’s 
question given by librarians, 
not required  
Preferred date for meeting Text The time users want to set a 
meet with librarians, not 
required  
 
 There are 811 email records in the original dataset that were provided by the HSL.  
I removed 35 records because no value in “Answers” field. Therefore,  a total of 776 
email records were used for text mining analysis.   
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Before data cleaning, I used python to count the word frequency of text in 
“Question”, “Details” and “ Answer” fields, and added high frequency but meaningless 
word into stop-words list imported from nltk.corpus (citation info…). For instance, 
“hello,” “hi,” etc. Then I used python to clean the data, including:1) transferring all letters 
into lower-case, 2) removing html tags and “\n”, 3) removing stop-words. 
 
Data analysis  
This section is mainly about encoding the value of “Preferred date for meeting” 
field. Because users can input any information or leave this field blank as they want, 
which is difficult for further analysis (Fig.3). Based on users input in this field (i.e., 
preferred data for meeting), I encoded the value into 5 categories (Table 2). 
 
 
Figure 3.  Examples of “Preferred date for meeting”  
Table 2. Categories of “Preferred date for meeting”  
Category Description  
ASAP  Clearly indicate that users want to meet soon 
Anytime  Clearly indicate that users want to meet and 
are flexible about the time 
Time preferred1  Clearly indicate that users have requirements 
about the meeting time 
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No need  Clearly indicate that users do not require for 
meeting  
N/A No response of blank  
 
Then the five categories were grouped into two clusters based on whether the 
users showed any desire for a meeting or not. The structure of the “Preferred date for 
meeting” field is  as below (Fig. 4). In order to be more specific in text mining analysis, I 
changed the name of “Preferred date for meeting” to “Ask for meeting”, and the value of 
“Ask for meeting” field is Boolean type as “Yes” or “No”. 
 
Figure 4.  Structure of the “Preferred date for meeting” field 
 Ask for meeting 
Yes No 
ASAP  Anytim
e  
 Time 
prefered
No 
need  
N/A  
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Datasets build  
In this section, I built several sub-datasets from the full 776 records data using 
OpenRefine tool2,and I only extracted “Question”, “Details” and “Answers” values 
according to research purpose.  
The sub-datasets were built from the three fields: Affiliation, Status, and Ask for 
meeting. For the Affiliation and Status fields, I built datasets of groups that obtain most 
numbers of records (Please see Basic statistical analysis of Email records section for 
more details).Thus, I got Medicine dataset, Nursing dataset, Public Health dataset, 
Students dataset, Staff dataset and Visiting scholars dataset. For the “Ask for meeting” 
field, I divided the records into two datasets based on value “Yes” or “No”, and then I 
extracted records from No-Dataset which librarians suggest to meet and put these records 
into a new dataset, named this dataset as SuggestMeeting. So, in all, I have 10 datasets 
for next step analysis (Table 3). 
Table 3. Datasets and numbers of records 
Dataset  Numbers of records  
Full dataset  776  
Medicine dataset 147 
Nursing dataset 106 
Public Health dataset 170 
Students dataset 331 
Staff dataset 89 
Visiting Scholar dataset 88 
Yes for meeting dataset 263 
No for meeting dataset 513 
SuggestMeeting dataset 53 
 
Text Mining for topic extraction  
In this section, I used python, LightSIDE 3and VOSviewer 4for text mining.  
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Python was mainly used for basic analysis of text, including average sentence 
length, term frequency count of each question, Details and Answers. In order to get 
accurate length of each sentence, I used original data version that did not gone through 
removing stop-words process. For the term frequency count, I used the cleaned dataset 
and set the number of words in a term as 2.  
LightSIDE is a free and open text mining tool developed by Carolyn Penstein 
Rose at Carnegie Mellon University. LightSIDE provides a key enabling technology for 
research in the area of automated analysis of conversational interactions as well as 
analysis of the social aspects of text (i.e., perspective modeling, sentiment analysis, and 
opinion mining) LightSIDE was mainly used to see the correlation between the top 20 
features selected by Python and Ask for meeting, then build a Linear regression model to 
predict whether a user asks for a meeting in his/her email.  
VOSviewer was developed by Nees Jan van Eck and Ludo Waltman at the CWTS 
Leiden of Leiden University in Leiden. This software tool offers text mining functionality 
used to construct and visualize co-occurrence networks of important terms extracted from 
a body of scientific literature.  I used VOSviewer to extract and visualize topics of 
questions and answers from the 10 datasets mentioned in Datasets build.  
Specifically, I set the threshold index in LightSIDE based on the minimum term 
frequency counted by python. And set Mininum number of term occurrence index in 
VOSviewer as 1， set Choose number of terms as default (select the 60% most relevant 
terms).   
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Result 
The result contains three parts and each part aimed to answer one research 
question. The first part is about the basic analysis of the email records, from which the 
characteristics of users that use email Q&A services can be described. The second and 
third parts are about topics analysis and the relationship between topics and asking for 
meeting.  
Basic statistical analysis of Email records 
In this section, I counted the numbers of the email records for each field (except 
Question, Details and Answers) and presented the result via charts.  
1. Affiliation 
The “Affiliation”field contains 9 sub-categories.  I counted the number for each   
category and plotted a pie chart (Fig.5),  a small percentage of records do not have value 
in “Affiliations” fields, noted as “No response”. Although the “Affiliations” field is 
required for submission, the no-response-input may be caused by system error. Therefore,  
the records with “No response” input in the affiliation field were excluded from further 
analysis. 
Among all the affiliations, patrons from the UNC School of Public Health 
contributed the most to the submitted questions. The UNC School of Medicine and 
Nursing were ranked for as the second and third contributors. 
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Figure 5 Distribution of Affiliations 
2. Status 
  The “Status” field contains 9 groups.  Figure 6 shows the distribution of each 
group.  “N/A” means a record has no value in the “Status” fields. The records with “N/A” 
responses in the “Status” field were excluded from further analysis. 
Among all the status groups, students submitted much more questions than the 
other groups (i.e., 43% of the total questions) via the email service (Fig. 6 ), “Staff” and 
“Faculty/Visiting scholars” submitted about 11% of the total questions each.  
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Figure 6 Distribution of status 
3. Asked on date 
 For “Asked on field, I counted the number of email records for each month (Fig.7) 
and the number of email records for each day in a week (Fig.8) and each day in a 
month(Fig.9). Figure 7 shows that among 12 months in 2016, September was the peak 
month that obtains most questions via Email us service (i.e., 109 questions were 
submitted). What’s more, Figure 8 shows Monday and Wednesday were the most popular 
days in a week for library to receive emails with questions. And Figure 9 shows that 
beginning and end of a month is the time that users prefer to email librarians for help.  
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Figure 7 Numbers of questions submission in each month  
 
Figure 8  The Distribution of question submission in a week 
 
Figure 9  Distribution of date in a month 
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4. Asked for meeting  
As mentioned before, I encoded “Prefer date for meeting” into “asked for meeting” 
structure, the count of each category is shown in Table 4. Only 263 records that clearly 
indicated a meeting was requested while the other 513 records either did not have value 
for this field or indicated no need for meeting. 
Table 4. Distribution of meeting requirements  
YES ASAP 13   
263 Anytime 5 
Special time asked 239 
NO N/A 466 513 
No need 47 
 
5. “What do you want to learn” 
“What do you want to learn” is a field is added by librarians to the email record 
dataset. Among all 776 valid records, only 356 records have values in this field. These 
356 records revealed that  “Consultation” and “Systematic review search” were the top 
topics that users want to learn. In addition, patrons usually indicated that they would like 
to  have a meet when they submitted questions about “Consultation” and “Systematic 
review search” .  
Table 5. Distribution of What do you want to learn 
What do you want to Counts Ask for meeting? (yes : 
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learn no) 
Audio and video editing 1 1:0 
CINAHL 4 2 :2 
Consultation 118 82:36 
EndNote 20 13:7 
Online design 2 1:1 
Other database 44 17:27 
Poster and print design 5 3:2 
Pubmed 39 25:14 
Refworks 20 6:14 
Systematic review 
search 
99 75:24 
Working with images 4 2 :2 
Total 356 227:129 
 
Q & A Text analysis  
1. Average sentence length  
   
Table 6 shows the average sentence length of each text area in terms of word count. 
Answers have less words than Question and Details. Comparing Question and Details, 
sentences in Questions have more words  than Details.  
Table 6. Average sentence length of each text area  
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Text Area Average sentence length (words count) 
Questions 18 
Details 12.45 
Answers 9.23 
 
2. Correlation between text features and Ask for meeting  
The occurrence frequency of top 20 phrases were extracted as examined text features.  
The correlation of each phrase with the indication of asking for meeting were also 
examed for each text area (i.e., Questions, Details, and Answers).  For the Questions, 10 
phrases showed positive correlation with Ask for meeting, which means when these 10 
phrases appeared in the Question area, the user tended to ask for a meeting Table 7). For 
the Details, only 4 phrases had positive correlation with Ask for meeting (Table 8). 
Comparing phrases with positive correlation with Asking for meeting in both Questions 
and details areas, the overlapped phrases were “would like”, “systematic review”, 
“literature review” and “help”.  For the Answers area, 11 phrases showed positive 
correlation (Table 9), which is more than either Questions or Details area. 
 However, for the three text areas, no matter positive or negative correlations, the 
correlation ratio is usually low. For example, the highest correlation ration in the Answer 
area was around 0.3.  The accuracy of Linear Regression Model built on these features to 
make prediction is not high either. For instance, the accuracy of Linear Regression Model 
prediction of text features in the Questions, Details, and Answers areas were 0.7302, 
0.713, and 0.7246 respectively. Therefore, although there is some correlation with the 
high frequency terms and whether patrons ask for meetings, the correlation is not strong. 
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Table 7.  Features of Questions and correlation with Asking for meeting  
Frequency Phrase  Correlation 
82 would like 0.1187 
72 submission ask -0.229 
72 question form -0.229 
72 ask question -0.229 
53 systematic review 0.1005 
31 literature review 0.1876 
24 nc health -0.1223 
24 librarian nc -0.1223 
24 health info -0.1279 
22 ask librarian -0.1279 
20 need help 0.0987 
16 access article -0.1005 
15 request consultation 0.1513 
15 meet librarian 0.1565 
15 literature search 0.0577 
14 like request 0.1279 
14 like help 0.1893 
12 article -0.0632 
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11 review 0.1069 
11 public health -0.0168 
 
Table 8. Features of Details and correlation with Asking for meeting  
Frequency Phrase  Correlation 
194 would like 0.0897 
71 health -0.0007 
68 sent -0.2219 
68 question sent -0.2219 
68 person -0.1461 
68 like question -0.2219 
68 libraries person -0.2219 
66 visit unc -0.1602 
66 systematic review 0.1731 
60 email address -0.216 
51 question -0.0577 
46 literature review 0.0078 
40 unc libraries -0.1647 
38 med unc 0 
37 unc chapel -0.0446 
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36 yes where -0.1134 
35 unc edu -0.0446 
34 like know -0.1211 
33 hill libraries -0.1509 
33 help 0.0379 
 
 
Table 9. Features of Answers and correlation with Asking for meeting  
Frequency Phrase  Correlation 
330 unc edu -0.257 
226 lib unc 0.007 
130 http 0.0446 
118 let know 0.239 
92 wright mlsclinical 0.021 
90 mlsclinical 
librarian 
0.0155 
87 happy meet 0.3516 
83 search -0.1397 
78 librarian hsl -0.087 
73 sciences library -0.0081 
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69 hsl 0.0515 
68 rachael posey -0.0587 
67 meet 0.0872 
65 posey pharmacy -0.0587 
64 sarah wright 0.0349 
64 pharmacy librarian -0.0563 
58 us know 0.07 
54 happy -0.0135 
52 work 0.0017 
50 pm -0.1005 
Topic extraction and visualization  
I used VOSviewer to extract and visualize the topics of the ten datasets mentioned in 
Datasets Build section.  In addition, I extracted and visualize topics from the combined 
texts of Questions, Details and Answers areas for a general analysis. for the rest nine 
datasets, I treated all the text area as whole record for analysis. VOSviewer visualized the 
key topics and generated both density maps and network maps, I used density maps to 
present results. 
1. General analysis of Full dataset 
From the Fig.10 to Fig.12 we can tell that for the texts in Questions, top visualized 
topics were “review,” “endnote,” “hsl librarian,”  and “project.” For the texts in Details, 
top visualized topics were “address”, “term”, “librarian” and “team” For the texts in the 
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Answers area, there are some key terms about time arrangement like “tomorrow”, 
“Tuesday”, and some terms about information source like “ nlm nlhgm” and “ copy 
article”. 
 
Figure 10 Questions topics density visualization 
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Figure 11 Details topics density visualization 
 
Figure 12 Answers topics density visualization 
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2. Affiliation analysis 
From the Fig.13 to Fig.15 we can tell that topics like or related to “review”, 
“literature/literature review” , “ search/literature search”,  and some terms about time 
arrangement like “morning”, “tomorrow”  were taking big roles in these records. And 
there are also some medical terms like  “doctor”, “patient”, etc were appeared in the 
results.
 
Figure 13 Medicine datasets topics density visualization 
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Figure 14 Nursing datasets topics density visualization 
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Figure 15 Public health datasets topics density visualization 
 
3. Status analysis  
From the Fig.16 we can see that the key topics from students are “literature 
search”, “tomorrow” and “patient”.  
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Figure 16 Students datasets topics density visualization 
From the Fig.17 we can tell that topics like or related to “access”, “health”， 
“medical” ，“project” and “research” are the most concerned topics for staff.  
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Figure 17 Staff datasets topics density visualization 
From the Fig.18 we can tell that for visiting scholar, terms about or related to 
“ text”, “story” , “review” and “information” are highlight, and also “tomorrow”, 
“afternoon” are top visualized.  
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Figure 18 Visiting scholar datasets topics density visualization 
4. Ask for meeting analysis 
There are three datasets about Ask for meeting (i.e., Yes, No, and SuggestMeeing 
datasets). Comparing the key terms in these three datasets, there is no significant 
differences among them. A large portion of key terms were overlapped such as 
“review”, “search”, “literature”, “information” etc. One topic to be noticed is that 
“address” was highlight in No for meeting records but not in other two.  
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Figure 19 Yes for meeting datasets topics density visualization 
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Figure 20 No for meeting datasets topics density visualization 
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Figure 21 Suggest meeting datasets topics density visualization
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Discussion 
Combined all the results present before, we can give answers to our research 
questions. 
1. What characteristics of users that use email Q&A services?  
Most users are from the UNC health affair schools such as School of Public  
Health, School of Medicine, and School of Nursing. In addition, students, staff and 
visiting scholars are the main users of email Q&A services in the year examined by this 
study. Users heavily used email Q&A services at the beginning of the spring and fall 
semesters (i.e., February and March in spring, September and October in the fall). Users 
rarely used the “ preferred date for meeting”  field web to indicate their requests for 
meetings.  
2. What kinds of topics are mostly mentioned in email Q&A records?  
Overall, the topics like or related to “systematic review” , “ literature” , “search”   
and “endnote” are the key terms in analyzed email records. These topics are very similar 
to or the same as the key terms investigated in “What do you want to learn” area. 
 There are some key words about meeting time in Answers but not in Questions or 
Details. This may be considered as librarians would introduce his/her available time for 
meeting in reply, however, users tend to talk more about their questions in email but 
not mention too much about whether they need meeting or what time is good for meeting.  
And email records of different affiliation show relationship with its own  
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department, for instance, medical related terms appeared in Nursing and Public health 
datasets. We could assume that users from specific affiliation tend to ask the HSL for 
help about finding recourses or information about their target research area. 
Students’ email records have various of topics, which means for student group,  
they have many different kinds of questions to librarians for help. While for staff group, 
their topics are focused on hospital and patient stuff, we can infer that for staff of UNC, 
they would like to ask librarians of the HSL to help them to find information or access to 
get information about patient or hospitals.  
3. What kinds of questions are preferred to be solved via a physical meeting instead 
of virtual reference？ 
This study found not strong correlation between the text features of the Questions  
and Details areas and Ask for meetings.  Relatively, user’s email contains terms like 
“literature review search” and “consultation” are related to higher possibility of request a 
physical meeting. 
This study aims at helping with the HSL to improve its Q&A email service. Given 
all the analysis and results, there are several proposals which could be helpful for the 
HSL email service. 
Regarding the form redesign of Email Us, I suggest to make a few changes on the 
required areas.  The improved structure could be seen in Fig.22, to be noticed,  this 
structure only show areas that have been studied in this project, other required 
information such as Email address and Name should also be contained in real pratice.  
From the average sentences length in Result we can know that Questions have longer 
sentences than Details, this may because there is no requirement about filling Question 
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blank (for instance, use few words to describe your questions), some users tend to input 
the first sentence of the Detail content in the Question blank, which causes Questions part 
has many single long sentences. Thus, for the Questions area, I suggest to use drop-down 
list instead of manual inputting contents by users.The options of the drop-down list shall 
include the items from the present “What do you want to learn” area plus “others.” If a 
patron selects “others,” an input box will appear and enable patrons to type any topics 
that are not on the drop-down list. So, in this case, librarians could quickly determine the 
topic of the submitted question and organize resources accordingly.  
Another suggestion is about asking for meetings.  Currently, HSL only asks users 
to input the preferred dates/time to request a meeting, and this area is not required. Based 
on results, it is hard to tell whether a user needs a meeting or not. I suggest to change this 
field to be a required field and redesign the question.  For example, first ask “Do you 
need a meeting with a librarian.” If a patron selects “Yes”, then, the form asks the patron 
to select the best time for the meeting (Figure 22). 
. The question of suitable time for a meeting provides a drop-down list which contains the 
following options : Anytime, As soon as possible,  and a specific time.  
For the last option “ specific time required ”, users would be asked to input details 
about the date and time they want to meet. In this way, librarians could quickly tell 
whether users need meeting and what time they are available.   
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Figure 22  The suggested required areas for the Web form of Email us
 The third suggestion for HSL Q&A email services is that librarians shall 
strategically allocate resources and time for the Q & A email services when it reaches its 
peak in September. Additionally, librarians need to customize resources and services 
according to the specific requests from students, staff and visiting scholars from the UNC 
health affair schools (i.e., Public health, Medicine or Nursing ) since they are the frequent 
users of the Email us services. Their requested services range from information search 
assistance such as access to information of their own research areas to information 
organization assistance such as help with literature review. Targeting on the most popular 
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areas that patrons want to get help, HSL can further improve the Web page of Ask Us by 
creating and integrating additional Q & A to the top search box results.
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Notes 
1 If the user is ok either with meeting or not, I encoded the value as No need. 
2 OpenRefine . Retrieved from http://www.openrefine.org 
3 LightSIDE. Retrieved from http://www.cs.cmu.edu/~cprose/LightSIDE.html 
4 VOSviewer. Retrieved from http://www.vosviewer.com/ 
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