3D Reconstruction with Uncalibrated Cameras Using the Six-Line Conic Variety by Carballeira López, Pablo et al.
3D RECONSTRUCTION WITH UNCALIBRATED CAMERAS USING THE SIX-LINE CONIC
VARIETY
Pablo Carballeira, Jose´ I. Ronda∗
Grupo de Tratamiento de Ima´genes
ETSI Telecomunicacio´n
Univ. Polite´cnica de Madrid, Spain
{pcl, jir}@gti.ssr.upm.es
Antonio Valde´s
Dept. de Geometrı´a y Topologı´a
Facultad de Ciencias Matema´ticas
Univ. Complutense de Madrid, Spain
valdesmoralesantonio@gmail.com
ABSTRACT
We present new algorithms for the recovery of the Euclidean struc-
ture from a projective calibration of a set of cameras with square
pixels but otherwise arbitrarily varying intrinsic and extrinsic param-
eters. Our results, based on a novel geometric approach, include a
closed-form solution for the case of three cameras and two known
vanishing points and an efficient one-dimensional search algorithm
for the case of four cameras and one known vanishing point. In
addition, an algorithm for a reliable automatic detection of vanish-
ing points on the images is presented. These techniques fit in a 3D
reconstruction scheme oriented to urban scenes reconstruction. The
satisfactory performance of the techniques is demonstrated with tests
on synthetic and real data.
Index Terms— 3D reconstruction, autocalibration, absolute
conic, isotropic line, vanishing point, projective geometry
1. INTRODUCTION
The problem of obtaining a 3D reconstruction from a set of im-
ages is a central issue in modern computer vision [1]. An important
practical situation is that in which relative camera positions are not
available. If nothing is known about the internal parameters of the
cameras then only a projective reconstruction is possible, i.e., one
that differs from the actual scene in a 3D homography. However,
some minimal data on the camera intrinsic parameters allow for the
Euclidean upgrading of the projective reconstruction, converting it
into the desired 3D scene (camera autocalibration problem)[1].
In the case of cameras with varying parameters, the usual restric-
tions are those associated with the pixel shape. For example, in [2]
the inter-image homography is considered for the autocalibration of
purely rotating cameras with varying parameters.
The characterization given in [3] and [4] of square pixel (SP)
cameras has been used in [5] and [6] to calibrate cameras with vary-
ing parameters through the minimization of a cost function in terms
of the projection matrices. The initialization of the algorithms were
based either on a priori approximate knowledge of the internal pa-
rameters or on the assumption of constant internal parameters so that
Kruppa equations can be used. In [7] the same problem is adressed
through the optimization of a cost function depending on the DAQ
and the intrinsic camera parameters.
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Fig. 1. Scheme of the designed 3D reconstruction system.
All the aforementioned algorithms for autocalibration of cam-
eras with varying parameters under general motion share the limita-
tion of needing an accurate initialization with an approximate solu-
tion.
The Absolute Quadratic Complex (AQC) [8] [9] [10], which is
the mathematical object representing the set of lines intersecting the
absolute conic, has been employed in a particularly successful way
to obtain Euclidean upgradings in the case of cameras with square
pixels. This technique is motivated from the fact that each of these
cameras happens to provide two lines intersecting the absolute conic.
Ten cameras provide enough equations to compute the AQC by solv-
ing an homogeneous linear system of equations.
This is an inconvenience of the AQC approach, since in gen-
eral four cameras suffice to provide a discrete number of solutions
for this autocalibration problem, and five cameras ensure solution
uniqueness. In this work we start from the same basic geometric ob-
servation but follow a totally different approach. Instead of using the
AQC, we select three of the cameras and study the set of candidate
planes at infinity compatible with the restrictions imposed by these
cameras. Starting from the results in [11], in which the variety of
planes that intersect six lines in points of a conic is analyzed, we pro-
vide a closed-form solution for a so far (to our knowledge) unsolved
problem, namely, the autocalibration of three SP cameras with vary-
ing parameters when two vanishing points (VPs) are known. As we
prove, the problem has up to five posible solutions. For the case
when only one VP is available we also provide a solution for four
cameras using one-dimensional search. An algorithm for autocali-
bration without VPs in the case of five or more cameras using bidi-
mensional search is also proposed.
We mainly consider an application environment in which the
captured scene contains parallel lines, as is notably the case of urban
scenes. The reconstruction scheme is shown in Figure 1. The paper
is organized as follows. In Section 2 an algorithm for VP detection is
presented. In Section 3 the autocalibration problem is solved using
the new algorithms. Finally, experimental results are presented in
Section 4.
2. AUTOMATIC VANISHING POINT DETECTION
Automatic detection of VPs has been widely studied. Particu-
larly interesting are those approaches using Hough transform tech-
niques [12] [13] [14] [15]. In [12] a VP detection algorithm where
no a priori information of the scene needed is presented. This al-
gorithm calculates the VPs of a set of lines using a partition of the
image plane and calculating the number of lines that meet the same
region. This partition is built in such a way that the probability
that a random line of the image meets any region is constant. In
order to improve the results of this technique we have developed an
optimization algorithm that minimizes the residual detection error.
In [12] lines are used as the input of the detection algorithm. In
our work we use the Hough transform to obtain the initial lines from
automatically detected feature points. In fact, due to the noise in the
image, these points are not strictly collinear. The improvement of
the adjustment of the points to their assigned lines, grouped into sets
of convergent lines, is the aim of the optimization procedure.
2.1. Vanishing point detection optimization
Let pj be a set of N unknown 2D points aligned with the known
point o ≡ (x0, y0). The maximum likelihood estimation of the
common line from a set of noisy observations p˜j = (xj , yj),
under the hypothesis of i.i.d. isotropic gaussian noise, is the line
l ≡ Ax+By + C = 0 that minimizes the sum of squared distances
to the observations, and can be analytically obtained as
A = −2γ, B = α− β +
√
(α− β)2 + 4γ2,
C = −Ax0 −By0,
where α =
N∑
i=1
(xi − x0)2, β =
N∑
i=1
(yi − y0)2,
γ =
N∑
i=1
(xi − x0)(yi − y0).
(1)
We can therefore define the cost of a point o with respect to a set
of points p˜j as the sum of squared distances of these points to the
maximum-likelihood line l.
In our case we have several sets of 2D point observations, each
set corresponding to a line, and we assume that all the lines share a
common point o. Then, the maximum-likelihood estimation of o is
given by the minimization of the sum of the costs of the point with
respect to each set of points. We perform this minimization through
exhaustive search in a sampled vecinity of the initial estimation.
The VP detection algorithm can be summarized as:
1. Obtain feature points and group them into lines using the
Hough transform.
2. Group lines into sets of incident lines using the method de-
scribed in [12]. Use as initial estimation for each intersection
point (candidate VP) the centroid of the region.
3. Optimize the position of the intersection point o by minimiz-
ing cost in the vecinity of the initial estimation.
4. Validate candidate VPs by trying to find for each one a com-
patible (with respect to the projective reconstruction) candi-
date VP in each of the other images.
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Fig. 2. Two vanishing points autocalibration scheme.
3. AUTOCALIBRATION ALGORITHMS
As is well known [1], a Euclidean reconstruction of the scene can be
obtained if the position of the absolute conic is known.
It is easy to check [9] that the isotropic lines (backprojection of
points (1,±i, 0)) of SP cameras intersect the absolute conic. Be-
sides, in [11] an algorithm to obtain the equation of the manifold
of planes that intersect six straight lines of projective three space in
points of a conic section is presented. For a general configuration of
lines this manifold is given by an eighth degree equation.
We can apply the results of [11] to the set of isotropic lines of
three cameras. This lines are not skew, but grouped into three pairs of
concurrent lines, each pair intersecting in a camera projection center
(Figure 2). Therefore the variety of conic-supporting planes is not
irreducible, but includes three linear components corresponding to
the stars of planes through each projection center.
3.1. Euclidean reconstruction with two vanishing points
Points P and Q (Figure 2) are 3D points corresponding to VPs de-
tected on the images. These two points define a pencil of planes that
includes the plane at infinity. This pencil can be parameterized as
pi(α) = pi1 + αpi2, (2)
where pi1 and pi2 are any two planes of the pencil. Using the algo-
rithm in [11] a fifth degree polynomial equation in one variable is
obtained. Therefore we have the following result.
Result 1 The Euclidean reconstruction from three views taken with
cameras with square pixels and two points at infinity can be obtained
by solving a quintic equation. In particular, the problem always has
at least one and at most five real solutions.
3.2. Parametrization of solutions in the case of one vanishing
point
Similarly to the case of two VPs, a star of planes, parametrized
by two variables, is defined by point at infinity P. This leads to
a fifth degree polynomial equation on two variables P (α, β). A
parametrization of the set of solutions can be obtained by sampling
one of the variables and solving the equation for the other variable.
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Fig. 3. A pair of points at infinity together with a candidate plane at
infinite and absolute conic.
3.3. Parametrization of solutions without vanishing points
Now we want to obtain a parametrization of the full two-dimensional
set of solutions compatible with the views from three SP cameras.
This is equivalent to obtaining a parametrization of the set of real
planes intersecting the six corresponding isotropic lines.
To this purpose we select one of the isotropic lines (Figure 3)
and take any parametrization Q(s, t) of this line using two real pa-
rameters. Since we are interested in real planes, the solution plane
will intersect the other isotropic line of the camera (conjugated line
of the first one) in the point Q¯(s, t), and we just have to find the in-
tersection of the variety of conic supporting planes with the pencil of
planes through Q(s, t) and Q¯(s, t) as in 3.1. However, as a conse-
quence of the fact that the axis of the pencil intersects two coplanar
isotropic lines, we do not find a quintic, but a second degree equa-
tion:
Result 2 The two-dimensional set of planes at infinity compatible
with three views obtained with SP cameras can be parametrized by
assigning to each point of one of the isotropic lines of one of the
cameras the solution of a explicit second degree equation.
Sketch of proof
Using the technique of [11], Section 3, we obtain in the general case
an equation of degree 12, but in our case we obtain an equation of
degree 8, as a consequence of the special configuration of the pencil.
From this equation we have to remove the four spureous solutions
and the two trivial solutions that appear in our case (corresponding
to planes through the two optical centers of the other cameras).
3.4. Using additional cameras
In the case of two VPs, the selection between the five possible solu-
tions mentioned in 3.1 can be made with the help of an additional SP
camera. To this purpose we project each candidate absolute conic
with the fourth camera and compute in each case the intrinsic cam-
era parameters, being θ the skew angle and τ the aspect ratio, and
selecting the one that minimizes
f(θ, τ) =
(
1− |θ|
pi/2
)2
+ (1− |τ |)2 . (3)
In the case of one VP, a fourth camera ensures uniqueness of
the solution in the general case. Our proposed algorithm consists in
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Fig. 4. Autocalibration of a synthetic scene with one vanishing point.
Focal length, principal point and reprojection errors vs. noise stan-
dard deviation.
using three of the cameras and the VP to restrict the set of solutions
to a curve, and to use the parametrization given in 3.2 to sample this
curve, searching for the solution that minimizes (3) for the fourth
camera.
A corollary of the analysis in 3.1 is that four SP cameras in
general position provide a discrete number of solutions with an up-
per bound of 53. If the scene has been captured with five or more
SP cameras, and no VPs are available, the approach suggested by
our analysis consists in using the parametrizacion of the 2D set of
solutions for three of the cameras given in 3.3 to search for the solu-
tion that minimizes the sum of cost functions (3) for the remaining
cameras.
4. RESULTS WITH SYNTHETIC AND REAL DATA
To evaluate the performance of these techniques a scenario has been
simulated using a set of 100 randomly positioned 3D points captured
by four to seven non-calibrated SP cameras with varying parameters.
The 3D points are placed close to the origin of coordinates and
the camera arrangement intends to model a set of cameras approxi-
mately pointing towards the center of coordinates, and located all of
them at a similar distance of this center. The normalized focal length
is randomly selected in a distribution centered at 2000 with 10%
maximum deviation. The principal point value is obtained within a
uniform bidimensional distribution with support [±160,±120], the
image size being 1600× 1200.
To simulate the position of two or one VPs, intersection between
known parallel lines were calculated and projected on the cameras.
Two different experiments were performed on this data set. In
the first one gaussian noise was added to each coordinate of the scene
points on every image. The results are presented in Figure 4.
On a second experiment noise was added to both coordinates of
the VPs. The magnitude of this noise depended on the VP module
to simulate reasonable VP detection error. Results are presented in
Figure 5 for the case of two VPs.
To illustrate the capabilities of the proposed algorithms, includ-
ing VP detection and autocalibration, a reconstruction of a typical
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Fig. 5. Autocalibration of a synthetic scene with two vanishing
points. Focal length, principal point and reprojection errors vs the
standard deviation of the noise in the vanishing points.
urban scene is presented. To obtain this recostruction, the five so-
lutions correspondig to three cameras and two VPs have been com-
puted and two additional cameras have been used for the automatic
selection of the best reconstruction. The VRML reconstruction of
the scene is presented in Figure 6.
5. CONCLUSIONS AND FUTURE WORK
We have introduced the six-line conic variety as a tool for the Eu-
clidean calibration of cameras with varying parameters. This ap-
proach provides solutions for the case of three cameras and two van-
ishing points (VPs) and parametrizations of the sets of solutions for
the cases of one VP or no VP available.
The presented applications are particularly well suited to the re-
construction of scenes with parallel lines such as urban scenes.
Future work includes the practical evaluation of the technique
for scenes without vanishing points, and the study of singular con-
figurations.
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