Abstract-Our objective is to learn representations for the shape and the appearance of moving (dynamic) objects that supports tasks such as synthesis, pose recovery, reconstruction and tracking. In this paper we introduce a framework that aim to learn a landmark-free correspondence-free global representations of dynamic appearance manifolds. We use nonlinear dimensionality reduction to achieve an embedding of the global deformation manifold that preserves the geometric structure of the manifold. Given such embedding, a nonlinear mapping is learned from the embedding space into the visual input space. Therefore, any visual input is represented by a linear combination of nonlinear bases functions centered along the manifold in the embedding space. We also show how approximate solution for the inverse mapping can be obtained in a closed form which facilitate recovery of the intrinsic body configuration. We use the framework to learn the gait manifold as an example of a dynamic shape manifold, as well as to learn the manifolds for some simple gestures and facial expressions as examples of dynamic appearance manifolds.
I. INTRODUCTION

A. Motivation and Related Work
Our objectives is to learn representations for the shape and the appearance of moving (dynamic) objects that supports tasks such as synthesis, pose recovery, reconstruction and tracking. Such learned representation will serve as view-based generative models for dynamic appearance in the form
where the appearance, y t , at time t is an instance driven from a generative model where the function γ is a mapping function that maps body configuration x t at time t into the image space. i.e., the mapping function γ maps from a representation of the body configuration space into the image space given mapping parameters a that are independent from the configuration. T α represents a global geometric transformation on the appearance instance.
To illustrate our point, we consider the human silhouette through the walking cycle (gait). The shape of the human silhouette through a walking cycle is an example of a dynamic shape where the shape deforms over time based on the action performed. These deformations are constrained by the physical body constraints and the temporal constraints posed by the action being performed. Dynamic shape can be considered as a special form of dynamic appearance where other factors (texture, illumination, etc.) are already factored out. If we consider the human silhouettes through the walking cycle as points in a high dimensional visual input space, then, given the spatial and the temporal constraints, it is expected that these points will lay on a low dimensional manifold. Intuitively, the gait is a 1-dimensional manifold which is embedded in a high dimensional visual space. This was also shown in [1] . Such manifold can be twisted, self-intersect in such high dimensional visual space. Similarly, if we consider other human activities such as gesturing, most of the gestures are also one-dimensional manifolds. One question we aim to answer is: what is the geometric structure and properties of this manifold?
Can we decompose the configuration using linear models? Linear models, such as PCA [2] , have been widely used in appearance modeling to discover subspaces for appearance variations, for example, extensively for face recognition such as in [3] , [4] , [5] , [6] , [7] and to model the appearance manifold and view manifold for 3D object recognition as in [8] , [9] , [10] . Such subspace analysis can be further extended to decompose other factors using bilinear models and multilinear tensor analysis [11] , [12] . In most of these cases, the object is stationary (rigid) or the motion is local (as in facial expressions).
In our case, the object is dynamic. So, can we decompose the configuration from the shape (appearance) using linear embedding? For our case, the shape temporally undergoes deformations and self-occlusion which result in the points lying on a nonlinear, twisted manifold. This can be illustrated if we consider the walking cycle in figure 1. The two shapes in the middle of the two rows correspond to the farthest points in the walking cycle kinematically and are supposedly the farthest points on the manifold in terms of the geodesic distance along the manifold. In the Euclidean visual input space these two points are very close to each other as can be noticed from the distance plot on the right of Figure 1 . Because of such nonlinearity, PCA will not be able to discover the underlying manifold. Simply, linear models will not be able to interpolate intermediate poses. For the same reason, multidimensional scaling (MDS) [13] also fails to recover such manifold.
Alternative approaches for applying linear models are landmark-based approaches where correspondences are established between these landmarks. Examples of such approaches include active shape models and active appearance models [14] where deformations in the shape and appearance are modelled through linear models of certain landmarks through a correspondence frame. A fundamental problem is that such correspondences are not always feasible (has no meaning). For example, if there are changes in the topology over time Fig. 1 . Twenty sample frames from a walking cycle from a side view. Each row represents half a cycle. Notice the similarity between the two half cycles. The right part shows the similarity matrix: each row and column corresponds to one sample. Darker means closer distance and brighter means larger distances. The two dark lines parallel to the diagonal show the similarity between the two half cycles (as in our gait example), correspondences between landmarks are not always feasible because of self occlusion and self similarity. For these reasons, correspondence-free vector representations (global) have the advantage of implicitly imposing a correspondence frame, as well as not requiring explicit landmarks (feature extraction) to be identified. Therefore, vectorial representations have been attractive in modelling appearance such as in [3] , [8] , [15] . Recovering global geometric transformations for such appearance representations has been addressed in [15] , [16] . Clearly, in our case, the class of deformation cannot be modelled using such global geometric transformations.
So, how can global, landmark-free, correspondence-free vectorial representation be used for dynamic objects where, obviously, the implicit correspondences between individual vector components do not hold because of the motion ? We argue that explicit modeling of the manifold will make this possible. Although, globally (in time) the implicit correspondences enforced by the vectorial representation do not hold, locally (along the manifold) such implicit correspondences are quite valid between each point and its manifold neighbors.
Learning nonlinear deformation manifolds is typically performed in the visual input space or through intermediate representations. Learning motion manifolds can be achieved through linear subspace approximation as in [17] , [18] . Alternatively, Exemplar-based approaches such as [19] , [16] implicitly model nonlinear manifolds through points (exemplars) along the manifold. Such exemplars are represented in the visual input space. HMM models provide a probabilistic piecewise linear approximation of the manifold which can be used to learn nonlinear manifolds as in [20] and in [21] . Our work can be viewed as an exemplar-based approach where the exemplars are learned in a nonlinearly embedded representation of the manifold along with a generative model that uses such exemplars to interpolate the input space.
B. Contribution
There are three problems that we aim to address by the learned representation. 1) Synthesis: How to synthesis (interpolate) new instances of the shape or the appearance at intermediate object configurations. 2) Recovery of the configuration: Given a visual input (shape or appearance) corresponding to a dynamic object, how can we (efficiently) recover the intrinsic body configuration of the object for this instance. 3) Reconstruction of the input: Given an input instance that is corrupted or noisy, how can we reconstruct such input.
In this paper we introduce a framework that aim to learn a landmark-free correspondence-free global representations of dynamic appearance manifolds. The framework is based on using nonlinear dimensionality reduction to achieve an embedding of the global deformation manifold that preserve the geometric structure of the manifold. Given such embedding, a nonlinear mapping is learned from such embedded space into visual input space. We use Radial Basis Function (RBF) interpolation framework for such nonlinear mapping. Therefore, any visual input is represented by linear combination of nonlinear bases functions centered along the manifold in the embedded space. We also show how approximate solution for the inverse mapping can be obtained in a closed form which facilitates the recovery of the intrinsic body configuration. We use the framework to learn a representation of the gait manifold as an example of a dynamic shape manifold and show how the learned representation can be used to interpolate intermediate body poses as well as in recovery and reconstruction of the input. We also show examples of using the framework in learning the manifolds for some simple gestures and facial expressions as examples of dynamic appearance manifolds. The paper outline is as follow. Section II presents nonlinear manifold embedding. Section III introduces learning a generative model in the form of nonlinear mapping from the embedding space to the input. Section IV and V show the application of the framework to the gait manifold and to a facial expression and gesture manifolds.
II. EMBEDDING NONLINEAR MANIFOLDS
A. Representation
Shape Representation We represent each shape instance as an implicit function y(x) at each pixel x such that y(x) = 0 on the contour, y(x) > 0 inside the contour, and y(x) < 0 outside the contour. We use a signed-distance function such that
where the d c (x) is the distance to the closest point on the contour c with a positive sign inside the contour and a negative sign outside the contour. Such representation impose smoothness on the distance between shapes. Given such representation, the input shapes are points y i ∈ R d , i = 1, · · · , N where d is the same as the dimensionality of the input space and N is the number of points. Implicit function representation is typically used in level-set methods.
Appearance Representation Appearance is represented directly in a vector form, i.e., each instance of appearance is represented as points
where d is the dimensionality of the input space.
B. Embedding
Because of the nonlinearity of the dynamic shape and appearance manifolds we need to use a framework that is able to recover the underlying nonlinear manifold. Recently some promising frameworks for nonlinear dimensionality reduction have been introduced including isometric feature mapping (Isomap) [22] , Local linear embedding (LLE) [23] . Isomap framework [22] is based on the assumption that the input space distance between neighboring points provides a good approximation for their geodesic distance along the manifold. On the other hand, Local linear embedding framework (LLE) [23] is based on the assumption that each data point and its neighbors lie on a locally linear patch of the manifold. Both Isomap and LLE frameworks were shown to be able to embed nonlinear manifolds into low-dimensional Euclidean spaces for toy examples as well as for real images. Related nonlinear dimensionality reduction work also includes [24] .
We adapt an LLE framework [23] . Given the assumption that each data point and its neighbors lie on a locally linear patch of the manifold [23] , each point (shape or appearance instance) y i can be reconstructed based on a linear mapping j w ij y j that weights its neighbors contributions using the weights w ij . In our case, the neighborhood of each point is determined by its K nearest neighbors based on the distance in the input space. The objective is to find such weights that minimize the global reconstruction error,
The weights are constrained such that w ij is set to 0 if point y j is not within the K nearest neighbors of point y i . This will guarantee that each point is reconstructed from its neighbors only. The weights obtained by minimizing the error in equation 2 are invariant to rotations and re-scalings. To make them invariant to translation, the weights are also constrained to sum up to one across each row, i.e., the minimization is subject to j w ij = 1. Such symmetric properties are essential to discover the intrinsic geometry of the manifold independent of any frame of reference. Optimal solution for such optimization problem can be found by solving a least-squares problem as was shown in [23] .
Since the recovered weights W reflects the intrinsic geometric structure of the manifold, an embedded manifold in a low dimensional space can be constructed using the same weights. This can be achieved by solving for a set of points (3) where in this case the weights are fixed. Solving such problem can be achieved by solving an eigenvector problem as was shown in [23] .
One point that need to be emphasized is that we do not use the temporal relation to achieve the embedding, since the goal is to obtain an embedding which preserves the geometry of the manifold. Temporal relation can be used to determine the neighborhood of each shape but that would lead to erroneous embedding if there is no enough samples on the manifold.
III. NONLINEAR MAPPING: LEARNING GENERATIVE MODEL
Given a visual input, the objective is to recover the intrinsic body configuration by finding the point on the manifold in the embedding space corresponding to this input. Recovering such embedded representation will facilitate reconstruction of the input and detection of any spatial or temporal outliers. In other words, we aim to simultaneously solve for the pose and reconstruct the input. To achieve this goal, two steps are required:
1) we need to model the appearance manifold given the Euclidean space embedding achieved in the previous section. 2) we need to learn a mapping between the embedding space and the visual input space. The manifold in the embedding space can be modeled explicitly in a function form or implicitly by points along the embedded manifold (embedded exemplars). The embedded manifold can be also modelled probabilistically using Hidden Markov Models and EM. Clearly, learning manifold representations in a low-dimensional embedding space is advantageous over learning them in the visual input space. However, our emphasize is on learning the mapping between the embedding space and the visual input space.
Since the objective is to recover body configuration from the input, it might be obvious that we need to learn mapping from the input space to the embedding space, i.e., mapping from R d to R e . However, learning such mapping is not feasible since the visual input is very high-dimensional so learning such mapping will require large number of samples in order to be able to interpolate. Instead, we learn the mapping from the embedding space to the visual input space with a mechanism to directly solve for the inverse mapping.
It is well know that learning a smooth mapping from examples is an ill-posed problem unless the mapping is constrained since the mapping will be undefined in other parts of the space [25] . We Argue that, explicit modeling of the visual manifold represents a way to constrain any mapping between the visual input and any other space. Nonlinear embedding of the manifold, as was discussed in the previous section, represents a general framework to achieve this task. Constraining the mapping to the manifold is essential if we consider the existence of outliers (spatial and/or temporal) in the input space. This also facilitates learning mappings that can be used for interpolation between poses as we shall show. In what follows we explain our framework to recover the pose. In order to learn such nonlinear mapping we use Radial basis function (RBF) interpolation framework. The use of RBF for image synthesis and analysis has been pioneered by [25] , [26] where RBF networks were used to learn nonlinear mappings between image space and a supervised parameter space. In our work we use RBF interpolation framework in a novel way to learn mapping from unsupervised learned parameter space to the input space. Radial basis functions interpolation provides a framework for both implicitly modeling the embedded manifold as well as learning a mapping between the embedding space and the visual input space. In this case, the manifold is represented in the embedding space implicitly by selecting a set of representative points along the manifold.
Let the set of representative input instances (shape or appearance) be Y = {y i ∈ R d i = 1, · · · , N} and let their corresponding points in the embedding space be X = {x i ∈ R e , i = 1, · · · , N} where e is the dimensionality of the embedding space (e.g. e = 3 in the case of gait). We can solve for multiple interpolants f k : R e → R where k is k-th dimension (pixel) in the input space and f k is a radial basis function interpolant, i.e., we learn nonlinear mappings from the embedding space to each individual pixel in the input space. Of particular interest are functions of the form
where φ(·) is a real-valued basic function, w i are real coefficients, | · | is the norm on R e (the embedding space). Typical choices for the basis function includes thin-plate spline (φ(u) = u 2 log(u)), the multiquadric (φ(u) = (u 2 + c 2 )),
This linear polynomial is essential to achieve approximate solution for the inverse mapping as will be shown.
The whole mapping can be written in a matrix form as
where B is a d × (N + e + 1) dimensional matrix with the k-th row [w
The matrix B represents the coefficients for d different nonlinear mappings, each from a low-dimension embedding space into real numbers. To insure orthogonality and to make the problem well posed, the following additional constraints are imposed
where p j are the linear basis of p. Therefore the solution for B can be obtained by directly solving the linear systems
where Similarly, mapping can be learned using arbitrary centers in the embedding space (not necessarily at data points) [25] .
In this case, given N t centers {t j ∈ R e , j = 1, · · · , N t } and given a set input images Y = {y i , i = 1, · · · , N} where their corresponding embedding are X = {x i , i = 1, · · · , N}, we can learn interpolants in the form
that satisfies the interpolation condition
which yields a system of equation
where
Given such mapping, any input is represented by a linear combination of nonlinear functions centered in the embedding space along the manifold. Equivalently, this can be interpreted as a form of basis images (coefficients) that are combined nonlinearly using kernel functions centered along the embedded manifold.
A. Solving For the Embedding Coordinates
Given a new input y ∈ R d , it is required to find the corresponding embedding coordinates x ∈ R e by solving for the inverse mapping. There are two questions that we might need to answer 1) What is the coordinates of point x ∈ R e in the embedding space corressponding to such input. 2) What is the closest point on the embedded manifold corresponding to such input. In both cases we need to obtain a solution for
where for the second question the answer is constrained to be on the embedded manifold. In the cases where the manifold is only one dimensional, (for example in the gait case, as will be shown) only one dimensional search is sufficient to recover the manifold point closest to the input. However, we show here how to obtain a closed-form solution for x * . Each input yields a set of d nonlinear equations in e unknowns (or d nonlinear equations in one e-dimensional unknown). Therefore a solution for x * can be obtained by least square solution for the over-constrained nonlinear system in 11. However, because of the linear polynomial part in the interpolation function, the vector ψ(x) has a special form that facilitates a closed-form least square linear approximation and therefore, avoid solving the nonlinear system. This can be achieved by obtaining the pseudo-inverse of B. Note that B has rank N since N distinctive RBF centers are used. Therefore, the pseudo-inverse can be obtained by decomposing B using SVD such that B = U SV and, therefore, vector ψ(x) can be recovered simply as whereS is the diagonal matrix obtained by taking the inverse of the nonzero singular values in S the diagonal matrix and setting the rest to zeros. Linear approximation for the embedding coordinate x can be obtained by taking the last e rows in the recovered vector ψ(x). Reconstruction can be achieved by re-mapping the projected point.
IV. DYNAMIC SHAPE EXAMPLE: LEARNING THE GAIT MANIFOLD
A. Embedding
In this section we show an example of learning the nonlinear manifold of the gait as an example of a dynamic shape. We used data sets of walking people from multiple views. Each data set consists of 300 frames and each containing about 8 to 11 walking cycles of the same person from a certain view points 1 We applied the LLE frameworks to discover the geometric structure of the gait manifold as well as to establish a low dimensional embedding of such manifold. We also applied Isomap [22] framework on the same data to validate the results. Both Isomap and LLE resulted in qualitatively similar manifold embedding.
As a result of nonlinear dimensionality reduction we can reach an embedding of the gait manifold in a low dimension Euclidean space. Figure 2 illustrates the resulting embedded manifold for a side view of the walker. Figure 3 illustrates the embedded manifolds for five different view points of the 1 The data used are from the CMU Mobo gait data set which contains 25 people from six different view points. The walkers were using treadmill which might results in different dynamics from the natural walking.
walker. For a given view point, the walking cycle evolves along a closed curve in the embedded space, i.e., only one degree of freedom controls the walking cycle which corresponds to the constrained body pose as a function of the time. Such conclusion is conforming with the intuition that the gait manifold is one dimensional.
The question is what is the least dimensional embedding space we can use to embed the walking cycle in a way that discriminate different poses through the whole cycle. The answer depends on the view point. The manifold twists in the embedding space given the different view points which impose different self occlusions. The least twisted manifold is the manifold for the back view as this is the least self occluding view (left most manifold in figure 3 . In this case the manifold can be embedded in a two dimensional space. For other views the curve starts to twist to be a three dimensional space curve. This is primarily because of the similarity imposed by the view point which attracts far away points on the manifold closer. The ultimate twist happens in the side view manifold where the curve twists to be a figure eight shape where each cycle of the eight (half eight) lies in a different plane. Each cycle of the eight figure corresponds to half a walking cycle. The cross point represents the body pose where it is totally ambiguous from the side view to determine from the shape of the contour which leg is in front as can be noticed in Figure 2 . Therefore, in a side view, three-dimensional embedding space is the least we can use to discriminate different poses. Embedding a side view cycle in a two-dimensional embedding space results in an embedding similar to that shown in top left of figure 2 where the two half cycles lies over each other. 
B. Learning
Given the embedded representation of the manifold in a 3-dimensional Euclidean space, K-means clustering is used to obtain representative points along the embedded manifold. The representative points were used to learn nonlinear mapping from the embedding space to the input space in the form of equation 5 using TPS kernels. Since the cluster centers do not necessarily coincide with actual data points, generalized RBF interpolation were used, i.e., in the form of equation 8. Figure 4 shows the learned mapping coefficients and the cluster centers. Synthesis, Recovery and Reconstruction: Figure 6 shows examples of the reconstruction given corrupted silhouettes as input. In this example, the manifold representation and the mapping were learned from one person data and tested on other people date. Given a corrupted input, after solving for the global geometric transformation, the input is projected to the embedding space using the closed-form inverse mapping approximation in section III-A. The nearest embedded manifold point represents the intrinsic body configuration. A reconstruction of the input can achieved by projecting back to the input space using the direct mapping in equation 5. As can be noticed from the figure, the reconstructed silhouettes preserve the correct body pose in each case which shows that solving for the inverse mapping yields correct points on the manifold. Notice that no mapping is learned from the input space to the embedded space. Figure 5 shows an example of shape synthesis and interpolation. Given a learned generative model in the form of equation 5, we can synthesize new shapes through the walking cycle. In these examples only 10 samples were used to embed the manifold for half a cycle on a unit circle in 2D and to learn the model. Silhouettes at intermediate body configurations were synthesized (at the middle point between each two centers) using the learned model. The learned model can successfully interpolate shapes at intermediate configurations (never seen in the learning) using only two-dimensional embedding. The figure shows results for three different peoples.
V. DYNAMIC APPEARANCE EXAMPLES
In this section we show two examples for learning manifolds of dynamic appearance. In the first example, we learn the model for two arm gestures (raising arm up and down in two different way) as shown in figure 7 . Four cycles for each of the two gestures (total of 402 frames) were used to embed the manifold and learn a model in the form of equation 5 using centers set at approximately equal distance along the embedded manifolds. As expected, each of these gestures is 1-dimensional manifold and a 2-dimensional embedding space is enough to discriminate them. Figure 7 show the embedding and the centers. Given the learned model, recovery of the embedding coordinate was achieved using the closed-form inverse mapping approximation as was shown in section III-A. Figure 7 also show the recovered embedding coordinates. Figure 8 shows the results for learning the manifold for face motion during a smile. The sequence contains 44 frames from the CMU facial expression dataset. Obviously this is a one dimensional manifold. Embedding in this case was done in a one dimensional space, i.e., samples were embedded on a line. The model was learned using approximately equallyspaced center on the manifold. The embedding and the centers is shown figure 8-c. The learned model was used to synthesize faces at intermediates points along the manifold. The results are shown in figure 8-a using both Gaussian kernels and TPS kernels. Notice that this result is obtained with only onedimensional embedding of the manifold, i.e., the face can be parameterized with only one parameter and still we can reconstruct the original faces.
VI. CONCLUSION
In this paper we introduced a framework for learning learn a landmark-free correspondence-free global representations of dynamic shape and dynamic appearance manifolds. The framework is based on using nonlinear dimensionality reduction to achieve an embedding of the global deformation manifold which preserves the geometric structure of the manifold. Given such embedding, a nonlinear mapping is learned from such embedded space into visual input space using RBF interpolation. Given this framework, any visual input is represented by linear combination of nonlinear bases functions centered along the manifold in the embedded space. In a sense, the approach utilizes the implicit correspondences imposed by the global vector representation which are only valid locally on the manifold through explicit modeling of the manifold and RBF interpolation where closer points on the manifold will have higher contributions than far away points. We also showed how approximate solution for the inverse mapping can be obtained in a closed form which facilitates recovery of the intrinsic body configuration. The framework was applied to learn a representation of the gait manifold as an example of a dynamic shape manifold. We showed how the learned representation can be used to interpolate intermediate body poses as well as in recovery and reconstruction of the input. We also showed examples of using the framework in learning the manifolds for some simple gestures and facial expressions as examples of dynamic appearance manifolds. In [27] we extended the framework to learn a decomposable generative model that separates appearance variations from the intrinsics underlying dynamics manifold though introducing a framework for separation of style and content on a nonlinear manifold. In [28] we extended the approach to learn mappings from the embedded motion manifold to 3D joint angle representation which yields an approximate closed-form solution for 3D pose recovery.
