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1 Einleitung
In der Programmanalyse wird ein Programm im Hinblick auf bestimmte Eigenschaften
untersucht. Untersuchungsgegenstand kann dabei beispielsweise die Frage sein, ob
es Ausdru¨cke im Programm gibt, die an einer Stelle stets den gleichen Wert haben,
oder ob das Programm u¨berflu¨ssige Zuweisungen entha¨lt. Es ko¨nnen aber aber auch
die Werte berechnet werden, welche die Programmvariablen annehmen ko¨nnen, oder
Gleichungen oder Ungleichungen u¨ber diese Werte aufgestellt werden. Derartige
Programmanalysen ermo¨glichen zum einen Programmoptimierung, indem u¨berflu¨ssige
Zuweisungen eliminiert oder konstante Ausdru¨cke durch diese Konstanten ersetzt
werden. Andererseits kann Programmanalyse auch fu¨r Validierung benutzt werden,
indem beispielsweise u¨berpru¨ft wird, ob Variablen nur
”
erlaubte“ Werte annehmen.
Programmanalyse geschieht zur Compile-Zeit, es ist also keine Ausfu¨hrung des
Programmes notwendig.
Ein Bereich der Programmanalyse ist die sogenannte Constraint-basierte Datenfluss-
analyse, welche auch Gegenstand dieser Arbeit ist. Bei der Datenflussanalyse fasst
man ein Programm als ein System von Graphen auf, deren Kanten mit den Anwei-
sungen des Programms beschriftet sind, wobei jede Prozedur des Programms einem
Graphen entspricht. Besitzt das Programm nur eine Prozedur, so wa¨hlt man zu jeder
Kante eine Transferfunktion, die auf dem zugrundeliegenden Datenraum operiert.
Durch die Kanten und diese Abbildungen wird also beschrieben, wie sich Daten
entlang verschiedener Ausfu¨hrungspfade vera¨ndern. Diese Vera¨nderungen werden
dann durch Ungleichungen, also Constraints, ausgedru¨ckt. Anhand dieser wiederum
werden Daten fu¨r die einzelnen Programmpunkte bestimmt.
Eine solche intraprozedurale Analyse, also die Analyse eines Programmes mit nur
einer Prozedur, beno¨tigt fu¨r jede Kante eine Transferfunktion. Besitzt ein Programm
dagegen mehrere Prozeduren, so gibt es neben solchen Basisanweisungen auch noch
Prozeduraufrufe. Solche Programme sind viel ma¨chtiger als diejenigen mit nur einer
Prozedur, da sie Rekursion beinhalten. Um diese Programme zu analysieren, mu¨ssen
also auch Prozeduraufrufe behandelt werden. Zwei Ansa¨tze, wie dies geschehen kann,
wurden von Sharir und Pnueli in [SP81] vorgestellt: Der funktionale Ansatz berechnet
dabei zuna¨chst fu¨r jede Prozedur eine Transferfunktion, die den Effekt der Prozedur
beschreibt, also die Vera¨nderung der Daten vom Start- bis zum Endknoten der Proze-
dur. Der Call-String-Ansatz dagegen behandelt die verschiedenen Prozeduren wie eine
2 1 Einleitung
einzige, indem konzeptionell jede Aufrufkante durch den Graphen der aufgerufenen
Prozedur ersetzt wird.
Gegenstand dieser Arbeit ist die Untersuchung, wie genau die Informationen sind, die
diese beiden Ansa¨tze in verschiedenen Situationen liefern. In der Praxis ko¨nnen die
theoretisch besten Lo¨sungen einer gegebenen Analyse oft nicht endlich dargestellt oder
berechnet werden oder es ist keine geeignete Analyse zur Betrachtung einer gegebenen
Fragestellung bekannt. Deshalb betrachten wir nicht nur die jeweils theoretisch besten
Lo¨sungen, sondern untersuchen auch die Lo¨sungen, wenn zusa¨tzlich abstrakte Interpre-
tationen oder Widening-Operatoren verwendet werden. Durch abstrakte Interpretation
wird anstelle der konkreten Information eines gegebenen Ungleichungssystems eine ab-
strakte Information berechnet. Damit ko¨nnen neue Analysen konstruiert werden, die
die gestellte Frage beantworten oder deren Lo¨sung endlich darstellbar und berechenbar
ist. Mithilfe von Widening-Operatoren kann Terminierung des Workset-Algorithmus
erzwungen werden. Der Workset-Algorithmus ist einer Mittel zur Berechnung der
Lo¨sung des Ungleichungssystems einer constraint-basierten Datenflussanalyse.
Nach der Einfu¨hrung einiger grundlegender Begriffe und Methoden in Kapitel 2
werden wir in Kapitel 3 zuna¨chst den funktionalen und den Call-String-Ansatz
vorstellen und ihre jeweils
”
besten“ Lo¨sungen miteinander verglichen. Weiter wird die
Analyse interprozeduraler Programme am Beispiel der Polyederanalyse von Cousot
und Halbwachs [CH78] veranschaulicht, die den funktionalen Ansatz variiert. Wir
zeigen, dass die Berechnung der Lo¨sungen des funktionalen und des Call-String-
Ansatzes mithilfe des Workset-Algorithmus nicht immer terminiert. Darum stellen
wir in Kapitel 4 und 5 zwei von Cousot und Cousot [CC76, CC77] bekannte Ansa¨tze
vor, mit denen eine solche Terminierung erreicht werden kann: In Kapitel 4 betrachten
wir abstrakte Interpretationen und vergleichen die Lo¨sungen des funktionalen und
des Call-String-Ansatzes unter Verwendung von abstrakter Interpretation. Außerdem
werden wir das Beispiel der Polyederanalyse fortsetzen. In Kapitel 5 untersuchen
wir anschließend Widening-Operatoren und stellen wiederum die Frage nach dem
Vergleich der Lo¨sungen des funktionalen und des Call-String-Ansatzes. Zuletzt folgen
in Kapitel 6 eine Zusammenfassung der Ergebnisse sowie ein Ausblick auf weitere
Untersuchungen, die auf diese Arbeit aufbauen ko¨nnten.
2 Grundlagen
In diesem Kapitel werden Grundlagen zur Datenflussanalyse vorgestellt. Bei einer
Datenflussanalyse wird zu jedem Punkt eines Programms eine gesuchte Information
berechnet. Eine solche Information kann die Menge der mo¨glichen Werte der Pro-
grammvariablen sein oder ob eine Variable in einem Punkt stets denselben Wert hat.
Wie sich eine Information durch eine Programmanweisung a¨ndert, wird mithilfe von
Ungleichungen beschrieben. Zur Berechnung der gesuchten Informationen wird ein
Ungleichungssystem aufgestellt, das die Informationen an den verschiedenen Punk-
ten miteinander in Verbindung setzt. Fu¨r einfache Anweisungen von Programmen
stellen wir bereits in diesem Kapitel Ungleichungen auf, wa¨hrend wir komplexere
Anweisungen in Kapitel 3 behandelt werden. Weiter werden wir in diesem Kapitel
eine Methode vorstellen, mit denen ein Ungleichungssystem gelo¨st werden kann,
den sogenannten Workset-Algorithmus. Wir werden im Folgenden meist
”
Analyse“
anstelle von
”
(constraint-basierter) Datenflussanalyse“ sagen.
Wir beginnen damit, einige Begriffe und theoretische Grundlagen einzufu¨hren. Diese
basieren, sofern nicht anders gekennzeichnet, auf Nielson et al. [NNH99].
2.1 Vollsta¨ndige Verba¨nde und Fixpunkte
In der Datenflussanalyse wird jedem Programmpunkt eine Information zugeordnet.
Um mit dem Begriff der
”
Information“ formal arbeiten zu ko¨nnen, fassen wir Infor-
mationen als Elemente einer geeigneten Menge L auf. Diese Informationen wollen
wir außerden im Hinblick darauf untersuchen, welche korrekte Information pra¨ziser
ist als eine andere. Ist zum Beispiel x = 2, so ist die Information
”
Der Wert von x ist
eine ganze Zahl“ weniger pra¨zise als die Information
”
Der Wert von x ist eine gerade
positive Zahl“. Beide Informationen sind korrekt. Die Aussage
”
Der Wert von x ist
4.“ ist wiederum pra¨ziser, aber nicht korrekt. Die pra¨ziseste korrekte Information ist
”
Der Wert von x ist 2.“. Von Interesse sind also nur korrekte Informationen, die dabei
mo¨glichst pra¨zise sind. Formal wird dieser Pra¨zisionsbegriff durch eine Halbordnung
beschrieben. Eine Information heißt dann pra¨ziser, je kleiner sie bezu¨glich dieser
Halbordnung ist.
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Definition 2.1 (Halbordnung). Eine Halbordnung (L,v) ist eine Menge L zusammen
mit einer Relation v ⊆ L× L mit folgenden Eigenschaften:
• Die Relation v ist reflexiv, d.h. fu¨r alle l ∈ L ist l v l.
• Die Relation v ist transitiv, d.h. fu¨r alle l, l′, l′′ ∈ L mit l v l′ und l′ v l′′ ist
l v l′′.
• Die Relation v ist antisymmetrisch, d.h. fu¨r alle l, l′ ∈ L mit l v l′ und l′ v l
ist l = l′.
Dabei schreiben wir l v l′ fu¨r (l, l′) ∈ v. Ist l v l′ mit l 6= l′, so schreiben wir auch
l @ l′. Entsprechend schreiben wir l′ w l fu¨r l v l′ und l′ A l fu¨r l @ l′.
Beispiel 2.2. Sei X eine Menge und L := 2X die Potenzmenge von X. Dann ist
(L,⊆) eine Halbordnung. Dies folgt direkt aus der Definition der Teilmenge. 
Ein auch im Folgenden wichtiges Beispiel ist das der Intervallanalyse aus [CC76], fu¨r
das wir nun zuna¨chst den Verband der Intervalle einfu¨hren.
Beispiel 2.3. Wir definieren
(LInt,vInt) := ({[l, u] | l ∈ Z∪{−∞}, u ∈ Z∪{+∞}, l ≤ u} ∪ {∅},⊆)
als die Menge der beschra¨nkten und unbescha¨nkten Intervalle in den ganzen Zahlen.
Dies ist offenbar eine Halbordnung. Wir nennen (LInt,vInt) Intervallverband.
Weiter betrachten wir (LIA,vIA) mit (LIA,vIA) := (Var → (LInt,vInt),vIA) fu¨r
eine endliche Menge Var von Variablen. Dabei ist ρ vIA ρ′ fu¨r ρ, ρ′ ∈ (LIA,vIA),
wenn ρ(x) vInt ρ′(x) fu¨r jede Variable x ∈ Var gilt. Man sieht leicht, dass dies eine
Halbordnung definiert. Diese nennen wir Intervallanalyseverband. 
Den Begriff
”
Verband“ werden wir in Ku¨rze einfu¨hren und auch zeigen, dass der
Intervall- und der Intervallanalyseverband tatsa¨chlich Verba¨nde sind.
Im Rahmen der Datenflussanalyse werden fu¨r einen Programmpunkt oft verschiedene
Informationen berechnet. Da einem jeden Punkt aber eine einzige Information und
nicht eine Menge von Informationen zugeordnet werden soll, muss eine neue Informati-
on bestimmt werden. Diese muss alle Informationen der berechneten Menge enthalten,
dabei aber mo¨glichst pra¨zise sein. Der Vorgang, diese neue Information zu berechnen,
entspricht der Bildung der kleinsten oberen Schranke der Informationsmenge:
Definition 2.4. Seien (L,v) eine Halbordnung und A ⊆ L. Dann heißt l ∈ L
• obere Schranke von A, falls a v l fu¨r alle a ∈ A gilt.
• untere Schranke von A, falls l v a fu¨r alle a ∈ A gilt.
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• kleinste obere Schranke von A, falls l eine obere Schranke von A ist und fu¨r
jede weitere obere Schranke l′ von A bereits l v l′ gilt.
• gro¨ßte untere Schranke von A, falls l eine untere Schranke von A ist und fu¨r
jede weitere untere Schranke l′ von A bereits l′ v l gilt.
Sofern sie existiert, ist die kleinste obere Schranke von A eindeutig und wird mit
⊔
A
bezeichnet. Fu¨r
⊔{a, b} schreiben wir auch a unionsq b.
Beispiel 2.5. Sei X eine Menge und L := 2X . Seien A,B ⊆ X. Dann ist A ∪B die
kleinste obere Schranke von {A,B}: Offenbar gilt A,B ⊆ A ∪ B. Somit ist A ∪ B
eine obere Schranke. Ist S eine weitere obere Schranke, so ist A,B ⊆ S und damit
auch A ∪B ⊆ S und damit ist A ∪B schon die kleinste obere Schranke.
Ebenso bestimmt man die kleinste obere Schranke einer beliebigen Teilmenge von L:
Ist A ⊆ 2X , so ist ⋃{A | A ∈ A} die kleinste obere Schranke von A.
Betrachte nun den Intervallverband (LInt,vInt). Seien I1 = [l1, u1] und I2 = [l2, u2]
zwei Intervalle in (LInt,vInt). Setze l := min{l1, l2} und u := max{u1, u2}. Dann ist
I := [l, u] die kleinste obere Schranke von {I1, I2}: Nach Definition ist l ≤ li und
u ≥ ui fu¨r i = 1, 2. Damit ist auch [li, ui] ⊆ [l, u] und I ist eine obere Schranke. Ist
I ′ = [l′, u′] eine weitere obere Schranke, so gilt l′ ≤ li und u′ ≥ ui fu¨r i = 1, 2. Damit
ist auch l′ ≤ min{l1, l2} = l und u′ ≥ max{u1, u2} = u und so I ′ ⊇ I. Also ist I sogar
die kleinste obere Schranke von {I1, I2}.
Fu¨r eine beliebige Teilmenge A ⊆ (LInt,vInt) setze
l := inf{l′ | ∃u′ ∈ Z∪{+∞} : [l′, u′] ∈ (LInt,vInt)}
u := sup{u′ | ∃l′ ∈ Z∪{−∞} : [l′, u′] ∈ (LInt,vInt)}
als das Infimum der unteren und das Supremum der oberen Intervallgrenzen. Man
zeigt nun ebenso wie fu¨r zweielementige Mengen, dass [l, u] die kleinste obere Schranke
von A ist.
Damit existieren auch obere Schranken in (LIA,vIA): Sei P ⊆ (LIA,vIA). Definiere
ρ ∈ (LIA,vIA) durch ρ(x) :=
⊔{ρ′(x) | ρ′ ∈ P} fu¨r jedes x ∈ Var. Dann ist ρ die
kleinste obere Schranke von P . 
Im Allgemeinen existiert eine solche kleinste obere Schranke nicht fu¨r jede beliebige
Teilmenge einer Halbordnung. Um also die kleinste obere Schranke gewisser oder aller
Teilmengen bilden zu ko¨nnen, mu¨ssen wir weitere Forderungen an die Halbordnung
(L,v) stellen.
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Definition 2.6. Sei (L,v) eine Halbordnung. Eine Teilmenge K ⊆ L heißt Kette,
falls K total geordnet ist, d.h. wenn x v y oder y v x fu¨r je zwei Elemente x, y ∈ L
gilt.
Eine Halbordnung (L,v) heißt kettenvollsta¨ndig , falls jede Kette K ⊆ L eine kleinste
obere Schranke besitzt.
Beispiel 2.7. Die Menge K := {[0, n] | n ∈ N} ist eine Kette in (LInt,vInt): Seien
n,m ∈ N und ohne Beschra¨nkung der Allgemeinheit n ≤ m. Dann ist [0, n] ⊆ [0,m].
Damit sind je zwei solche Intervalle vergleichbar.
Die Menge N := {[n, n + 1] | n ∈ N} ist dagegen keine Kette in (LInt,vInt): Seien
wieder n < m natu¨rliche Zahlen. Dann sind [n, n+ 1] und [m,m+ 1] unvergleichbar:
Angenommen, es wa¨re [n, n+ 1] ⊆ [m,m+ 1]. Dann gilt n ≥ m und n+ 1 ≤ m+ 1,
was n = m impliziert. Dies ist ein Widerspruch zu n < m. Ebenso widerlegt man
[n, n+ 1] ⊇ [m,m+ 1]. Demnach ist N keine Kette. 
Bemerkung 2.8. In einer kettenvollsta¨ndigen Halbordnung gibt es ein eindeutig
bestimmtes kleinstes Element ⊥ = ⊔ ∅. 
Im Folgenden werden wir meist die sta¨rkere Forderung stellen, dass die betrachtete
Halbordnung bereits ein vollsta¨ndiger Verband ist.
Definition 2.9. Eine Halbordnung (L,v) heißt vollsta¨ndiger Verband , falls jede
Teilmenge A ⊆ L eine kleinste obere Schranke besitzt.
Bemerkung 2.10. Jeder vollsta¨ndige Verband ist insbesondere kettenvollsta¨ndig. 
Beispiel 2.11. Sei X eine Menge und L := 2X . Dann sind (L,⊆) sowie (LInt,vInt)
und (LIA,vIA) vollsta¨ndige Verba¨nde. Dies folgt direkt aus den Beobachtungen in
Beispiel 2.5. 
Im funktionalen Ansatz zur Analyse interprozeduraler Programme werden wir neben
einem zugrundeliegenden vollsta¨ndigen Verband L auch die Menge der Abbildungen
L→ L betrachten und beno¨tigen dabei, dass auch diese wieder einen vollsta¨ndigen
Verband bilden. Das dies immer der Fall ist, zeigt das folgende Beispiel.
Beispiel 2.12. Sei (L,v) ein vollsta¨ndiger Verband und (L→ L) die Menge aller
Abbildungen von L nach L. Es sei nun f v g genau dann, wenn f(l) v g(l) fu¨r jedes
l ∈ L gilt. Dies ist offensichtlich eine Halbordnung.
Sei weiter F eine beliebige Teilmenge von (L→ L). Wir definieren eine Abbildung
g : L→ L durch
g(l) :=
⊔{
f(l) | f ∈ F}.
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Da (L,v) ein vollsta¨ndiger Verband ist, existieren diese kleinsten oberen Schranken
und g ist wohldefiniert. Weiter gilt nach Konstruktion offenbar f v g fu¨r jedes f ∈ F .
Also ist g eine obere Schranke von F
Sei h eine weitere obere Schranke. Dann gilt fu¨r jedes f ∈ F und jedes l ∈ L bereits
f(l) v h(l). Also ist auch g(l) = ⊔{f(l) | f ∈ F} fu¨r jedes l ∈ L. Damit folgt aber
schon gvh und g ist die kleinste obere Schranke von F . Also ist ((L→ L),v) ein
vollsta¨ndiger Verband. 
Sind die Informationen nun Elemente einer Halbordnung (L,v), so mu¨ssen wir die
Programmanweisungen b mit Transferfunktionen fb : L → L assoziieren, die den
Datenfluss gema¨ß dieser Anweisung beschreiben. Dabei erwarten wir, dass eine solche
Abbildung fb stets pra¨zisionserhaltend ist. Darunter verstehen wir Folgendes: Wenn
eine Information pra¨ziser ist als eine andere Information, dann ist auch ihr Bild unter
fb pra¨ziser als das der anderen. Dies entspricht dem Begriff der Monotonie.
Definition 2.13. Eine Abbildung f : L→ L′ zwischen zwei Halbordnungen (L,vL)
und (L′,vL′) heißt monoton, falls fu¨r alle l1, l2 ∈ L aus l1 vL l2 schon f(l1) vL′ f(l2)
folgt.
Beispiel 2.14. Auch die Menge der monotonen Abbildungen (L →mon L) bildet
einen vollsta¨ndigen Verband: Sei wieder F eine beliebige Teilmenge und g wie im
vorigen Beispiel 2.12 definiert. Es reicht nun zu zeigen, dass g wieder monoton ist.
Seien also l, l′ ∈ L mit l v l′. Dann ist fu¨r jedes f ∈ F
f(l) v f(l′) =
⊔{
f(l′) | f ∈ F} = g(l′)
und damit
g(l) =
⊔{
f(l) | f ∈ F} v g(l′).
Also ist auch ((L→mon L),v) ein vollsta¨ndiger Verband. 
Wir werden spa¨ter die Informationen, die an den Programmpunkten gu¨ltig sind,
mithilfe von Mengen von Ungleichungen charakterisieren. Außerdem werden wir zeigen,
dass sich die Lo¨sungen dieser Ungleichungssystemen als Pra¨fixpunkte monotoner
Abbildungen schreiben lassen.
Definition 2.15. Sei L eine Menge und f : L→ L eine Abbildung. Dann heißt l ∈ L
Fixpunkt von f , falls f(l) = l ist. Ist (L,v) eine Halbordnung, definieren wir weiter,
dass l Pra¨fixpunkt heißt, falls f(l) v l ist, und Postfixpunkt , falls f(l) w l gilt.
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Von besonderem Interesse wird dabei stets der kleinste aller Fixpunkte einer monoto-
nen Abbildung sein, da dieser der pra¨zisesten gu¨ltigen Information entspricht, wie wir
im na¨chsten Abschnitt sehen werden. Die Existenz des kleinsten Fixpunktes liefert
der Fixpunktsatz von Tarski, dessen Beweis in Nielson et al. [NNH99, S. 400f.] zu
finden ist.
Satz 2.16 (Fixpunktsatz von Tarski). Seien (L,v) ein vollsta¨ndiger Verband und
f : L→ L monoton. Dann hat f einen kleinsten Fixpunkt lfp(f) und einen gro¨ßten
Fixpunkt gfp(f) und es gilt
lfp(f) =
l{
x ∈ L | f(x) v x} und gfp(f) = ⊔{x ∈ L | s v f(x)}.
Der kleinste Fixpunkt entspricht also dem kleinsten Pra¨fixpunkt und der gro¨ßte
Fixpunkt dem gro¨ßten Postfixpunkt. Diese Tatsache werden wir spa¨ter beno¨tigen.
Einen weiteren nu¨tzlichen Ansatz zur Bestimmung des kleinsten Fixpunktes einer
monotonen Abbildung liefert der folgende Satz, der eine Verallgemeinerung eines
Satzes ist, der als Fixpunktsatzes von Kleene bekannt ist. Vergleiche dazu auch
[LNS82].
Satz 2.17. Sei (L,v) eine kettenvollsta¨ndige Halbordnung und f : L→ L monoton.
Dann hat f einen kleinsten Fixpunkt lfp(f) und es gilt
lfp(f) =
⊔{
lα | α Ordinalzahl
}
mit
l0 := ⊥
lα+1 := f(lα) fu¨r eine Ordinalzahl α
lα :=
⊔{
lγ | γ < α
}
fu¨r eine Limesordinalzahl α.
Beweis. Wir pru¨fen zuna¨chst, dass diese lα wohldefiniert sind. Dazu reicht es nach
zu weisen, dass fu¨r alle Ordinalzahlen α die Menge {lγ | γ < α} eine Kette ist. Dies
wiederum folgt daraus, dass fu¨r je zwei Ordinalzahlen α und β aus α < β auch lα v lβ
folgt: Wir zeigen dies per transfiniter Induktion fu¨r jede Ordinalzahl β: Fu¨r β = 0 ist
nichts zu zeigen.
Sei nun β = β′ + 1 fu¨r eine Ordinalzahl β′ und gelte die Behauptung fu¨r kleinere
Ordinalzahlen. Sei α < β′ + 1 beliebig. Da nach Induktionsvoraussetzung schon
lα v lβ′ gilt, genu¨gt es, lβ′ v lβ′+1 nach zu weisen. Ist dabei β′ eine Limesordinalzahl,
so gilt
lβ′+1 = f
(⊔{
lγ | γ < β′
})
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und wegen der Monotonie von f
w
⊔{
f(lγ) | γ < β′
}
=
⊔{
lγ+1 | γ < β′
}
=
⊔({lγ+1 | γ < β′} ∪ {⊥}).
Da γ eine Limesordinalzahl ist, folgt aus γ < β′ auch γ + 1 < β′ und wir erhalten
=
⊔{
lγ | γ < β′
}
= lβ′ .
Andernfalls existiert lβ′−1 und nach Induktionsvoraussetzung ist lβ′−1 v lβ′ und mit
der Monotonie von f dann lβ′ = f(lβ′−1) v f(lβ′) = lβ′+1.
Sei zuletzt β eine Limesordinalzahl und gelte die Behauptung schon fu¨r alle kleineren
Ordinalzahlen. Dann ist fu¨r α < β bereits lα ∈ {lγ | γ < β} und damit
lα v
⊔{
lγ | γ < β
}
= lβ.
Hieraus folgt insbesondere, dass K := {lα | α Ordinalzahl} eine Kette ist.
Wir zeigen nun, dass, sofern f Fixpunkte besitzt und x ein beliebiger Fixpunkt von
f ist, lα v x fu¨r jede Ordinalzahl α gilt. Fu¨r α = 0 ist dies trivialerweise erfu¨llt, da
l0 = ⊥ v x schon fu¨r jedes Element x ∈ L gilt.
Gilt die Behauptung fu¨r eine Ordinalzahl α, so ist mit der Monotonie von f
lα+1 = f(lα) v f(x) = x.
Ist α hingegen eine Limesordinalzahl und gilt die Behauptung fu¨r alle kleineren
Ordinalzahlen, so erhalten wir
lα =
⊔
{lγ | γ < α} v
⊔
{x | γ < α} = x.
Sei nun κ die Kardinalita¨t von L. Angenommen, die Folge (lα)α∈Ord wird nie stabil.
Dann besitzt (lα)α∈Ord eine echt aufsteigende Teilfolge. Da diese aber nur aus Elemen-
ten von L besteht, wird sie spa¨testens ab dem κ-ten Folgenelement stabil. Dies ist
ein Widerspruch. Also wird auch (lα) stabil. Es existiert also eine Ordinalzahl β mit
lβ = lβ+1 = f(lβ)
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und lβ ist ein Fixpunkt von f . Wie wir bereits gesehen haben, ist lβ aber auch kleiner
oder gleich jedem anderen Fixpunkt von f und damit der kleinste Fixpunkt von f .
Es folgt also
lfp(f) = lβ =
⊔{
lα | α Ordinalzahl
}
und das war die Behauptung.
Um spa¨ter die kleinsten Fixpunkte zweier monotoner Funktionen zu vergleichen,
werden wir folgende Verallgemeinerung des Transferlemmas, welches in [LNS82] zu
finden ist, benutzen.
Satz 2.18. Seien (L,v), (L′,v′) vollsta¨ndige Verba¨nde, f : L → L, g : L′ → L′
monoton und R ⊆ L× L′ eine Relation mit folgenden Eigenschaften:
a) Fu¨r alle l ∈ L, l′ ∈ L′ mit (l, l′) ∈ R ist auch (f(l), g(l′)) ∈ R.
b) Fu¨r alle X ⊆ R ist (⊔X1,⊔X2) ∈ R. Dabei ist
X1 := {x ∈ L | ∃y ∈ L′ : (x, y) ∈ X}
und
X2 := {y ∈ L′ | ∃x ∈ L : (x, y) ∈ X}.
Dann gilt (lfp(f), lfp(g)) ∈ R.
Beweis. Definiere induktiv
l0 := ⊥L l′0 := ⊥L′
lα+1 := f(lα) l
′
α+1 := g(l
′
α) fu¨r eine Ordinalzahl α
lα :=
⊔{
lβ | β < α
}
l′α :=
⊔′ {l′β | β < α} fu¨r eine Limesordinalzahl α
Dann gilt (lα, l
′
α) ∈ R fu¨r jede Ordinalzahl α: Fu¨r α = 0 ist
(⊥L,⊥L′) =
(⊔ ∅,⊔′ ∅) ∈ R
nach Bedingung b). Ist α eine Ordinalzahl und (lα, l
′
α) ∈ R, so gilt
(lα+1, l
′
α+1) = (f(lα), g(l
′
α)) ∈ R
aufgrund von Bedingung a). Fu¨r eine Limesordinalzahl α ist mit Induktionsvor-
aussetzung (lβ, l
′
β) ∈ R fu¨r jedes β < α. Wiederum mit Bedingung b) erhalten wir
nun
(lα, l
′
α) =
(⊔{
lβ | β < α
}
,
⊔′ {
l′β | β < α
}) ∈ R.
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Nun existieren nach Satz 2.17 Ordinalzahlen βf , βg mit lβf = lfp(f) und l
′
βg
= lfp(g).
Definiere β := max{βf , βg}. Dann gilt
(lfp(f), lfp(g)) = (lβ, l
′
β) ∈ R,
was den Satz beweist.
Fu¨r Datenflussanalysen beno¨tigen wir sowohl eine Halbordnung (L,v) der Informa-
tionen als auch eine Menge monotoner Funktionen L → L, die den Datentransfer
beschreiben. Zusammen bezeichnen wir dies als monotones Framework :
Definition 2.19. Ein monotones Framework (L,v,F) besteht aus einem voll-
sta¨ndigen Verband (L,v) und einer unter Komposition abgeschlossenen Menge
F ⊆ (L →mon L) monotoner Abbildungen, welche die Identita¨t idL entha¨lt. Die
Abbildungen der Menge F heißen Transferfunktionen.
Ein monotones Framework (L,v,F) heißt (positiv-/universell-)distributiv, falls jede
Abbildung f ∈ F (positiv-/universell-)distributiv ist. Dabei heißt f
• distributiv , falls f(l unionsq l′) = f(l) unionsq f(l′) fu¨r alle l, l′ ∈ L gilt.
• positiv-distributiv , falls f(
⊔
A) =
⊔
f(A) fu¨r jede nichtleere Teilmenge A ⊆ L
gilt.
• universell-distributiv , falls f(
⊔
A) =
⊔
f(A) schon fu¨r jede Teilmenge A ⊆ L
gilt.
Dabei gelten folgende Zusammenha¨nge: Jede universell-distributive Abbildung ist
nach Definition bereits positiv-distributiv und jede positiv-distributive Abbildung
schon distributiv. Distributive Abbildungen sind wiederum monoton: Seien dazu
f : L→ L distributiv und l, l′ ∈ L mit l v l′. Dann ist l′ = l unionsq l′ und damit
f(l′) = f(l unionsq l′) = f(l) unionsq f(l′) w f(l)
und f ist monoton.
Der Unterschied zwischen einer positiv-distributiven und einer universell-distributiven
Abbildung liegt nun darin, dass letztere das kleinste Element ⊥ = ⊔ ∅ stets auf das
kleinste Element ⊥ = ⊔ f(∅) abbildet, was fu¨r positiv-distributive Abbildungen nicht
gefordert wird.
Beispiel 2.20. Sei wieder L := 2X fu¨r eine Menge X und F die Menge aller
Abbildungen f : L → L, die universell-distributiv sind. Dann bildet (L,⊆,F) ein
universell-distributives Framework:
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In Beispiel 2.11 haben wir bereits gesehen, dass (L,⊆) ein vollsta¨ndiger Verband
ist. Nach Definition von F ist jede Funktion f ∈ F universell-distributiv und damit
monoton. Die Identita¨t idL ist offenbar universell-distributiv, also gilt idL ∈ F . Man
rechnet leicht nach, dass die Komposition universell-distributiver Funktionen wieder
universell-distributiv ist. Also ist F abgeschlossen unter Komposition. Damit ist
(L,⊆,F) ein universell-distributives Framework. 
2.2 Ungleichungssysteme
Ungleichungssysteme beschreiben Zusammenha¨nge von Informationen an verschiede-
nen Programmpunkten. Die pra¨ziseste Information, die diese Zusammenha¨nge erfu¨llt,
ist die kleinste Lo¨sung des Ungleichungssystems. In diesem Abschnitt geben wir eine
allgemeine Beschreibung von Ungleichungssystemen und bescha¨ftigen uns mit deren
kleinsten Lo¨sungen.
Seien (L,v) ein vollsta¨ndiger Verband und Var = {xi | i ∈ I} eine abza¨hlbare Menge
von Variablen mit Indexmenge I, die Werte in L annehmen. Die Menge der
”
Vektoren“
u¨ber L bildet zusammen mit komponentenweisem v eine Halbordnung (LI ,vI). Es
ist x vI y genau dann, wenn xi v yi fu¨r jedes i ∈ I gilt.
Definition 2.21. Ein Ungleichungssystem ist eine Menge U von Ungleichungen der
Gestalt
xj w f(x) (2.1)
fu¨r Variablen xj ∈ Var und monotone Abbildungen f : LI → L. Dabei schreiben wir
x abku¨rzend fu¨r (xi)i∈I . Fu¨r jede Variable xj enthalte U dabei nur eindliche viele
Ungleichungen der Gestalt xy w f(x).
Die Menge der verwendeten Abbildungen bezeichnen wir mit FU . Solche Abbildungen
nennen wir verallgemeinerte Transferfunktionen. Fu¨r einelementige Indexmengen sind
verallgemeinerte Transferfunktion bereits Transferfunktionen.
Um ein gegebenes Ungleichungssystem zu lo¨sen, formen wir es zuna¨chst, wie im
Folgenden beschrieben, in ein a¨quivalentes Ungleichungssystem um, in welchem jede
Variable auf der linken Seite von genau einer Ungleichung auftaucht: Sind dabei
xj w f1(x) und xj w f2(x) zwei Ungleichungen mit gleicher linker Seite, so werden
diese ersetzt durch xj w f1(x)unionsq f2(x). Dieser Vorgang wird wiederholt, bis keine zwei
Ungleichungen mit gleicher linker Seite mehr u¨brig sind. Fu¨r jede Variable xj ∈ Var,
fu¨r die keine Ungleichung mit linker Seite xj existiert, wird weiter xj w ⊥ hinzugefu¨gt.
Dazu definieren wir
FU ,j := {f ∈ FU | ∃ Ungleichung xj w f(x) ∈ U}
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als die Menge derjenigen Abbildungen, die in einer Ungleichung mit linker Seite xj
benutzt werden. Weiter sei
Fj :=
⊔
Fj : LI → L
definiert durch
Fj(x) :=
⊔{
f(x) | f ∈ FU ,j
}
.
Dies ist diejenige Abbildung, die fu¨r jedes Element die Informationen, die durch die
einzelnen Abbildungen des Ungleichungssystems fu¨r dieses Element berechnet werden,
”
zusammen fasst“. Wir erhalten nun das Ungleichungssystem
U I := {xj w Fj(x)}. (2.2)
Dies liefert auch fu¨r diejenigen Variablen, die im urspru¨nglichen Ungleichungssystem
auf keiner linken Seite einer Ungleichung vorkommen, das Gewu¨nschte: Existieren
im urspru¨nglichen Ungleichungssystem keine Ungleichungen mit linker Seite xj, so
ist die Menge FU ,j leer. Dann ist aber
⊔FU ,j die Abbildung, die jedes x ∈ LI auf ⊥
abbildet.
Lemma 2.22. Die Lo¨sungsmengen von U (2.1) und UI (2.2) stimmen u¨berein.
Beweis. Dies folgt unmittelbar aus der A¨quivalenz x w y∧x w z ⇔ x w yunionsqz:
”
⇒“ ist
offensichtlich, wa¨hrend
”
⇐“ aus der Tatsache xunionsq(yunionsqz) = (xunionsqy)unionsq(xunionsqz) = xunionsqx = x
resultiert.
Das Ungleichungssystem U I ist nun offenbar a¨quivalent zu
x wI F (x),
wobei
F := (Fj)j∈I : LI → LI . (2.3)
Somit ko¨nnen wir F an Stelle des gegebenen Ungleichungssystems (2.1) betrachten.
Lemma 2.23. Fu¨r jedes j ∈ I ist Fj monoton als Abbildung zwischen (LI ,vI) und
(L,v).
Beweis. Allgemein gilt: Fu¨r zwei vollsta¨ndige Verba¨nde (D,v) und (D′,v′) und
monotone Abbildungen f, g : D → D ist die Abbildung
h : (D,v)→ (D,v),
d 7→ f(d) unionsq g(d)
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wiederum monoton:
Es ist a v b⇔ a unionsq b = b. Sei nun a v b, dann ist
h(a) unionsq h(b) = f(a) unionsq g(a) unionsq f(b) unionsq g(b) = f(b) unionsq g(b) = h(b),
was h(a) v h(b) beweist.
Fu¨r j ∈ I ist nun Fj : LI → L durch Fj(x) =
⊔m
i=1 fi(x) fu¨r monotone Operatoren
fi ∈ FU ,j definiert. Da m endlich ist, folgt die Monotonie von Fj bereits aus obiger
Aussage.
Mit dem Fixpunktsatz von Tarski folgt nun:
Korollar 2.24. Die kleinste Lo¨sung des Ungleichungssystems U (2.1) ist der kleinste
Pra¨fixpunkt von F und dieser stimmt mit dem kleinsten Fixpunkt lfp(F ) von F
u¨berein.
Wir werden die kleinste Lo¨sung eines Ungleichungssystems spa¨ter mit x bezeichnen.
2.3 Flussgraphen
Im vorigen Abschnitt haben wir uns mit Ungleichungssystemen und deren Lo¨sun-
gen befasst. In diesem Abschnitt erla¨utern wir einfu¨hrend, wie zu einem gegebenen
Programm ein solches Ungleichungssystem gefunden werden kann, dessen Lo¨sung
dann die gewu¨nschten Informationen an den einzelnen Programmpunkten liefert.
Im Folgenden gehen wir davon aus, dass jedes Programm bereits als eine endliche
Menge von Flussgraphen gegeben ist. Dabei entspricht jeder Flussgraph einer Prozedur
des Programms. Mit Proc bezeichnen wir die (endliche) Menge von Prozeduren des
Programms, die sich auch rekursiv aufrufen ko¨nnen. Um die Darstellung einfach zu
halten, verzichten wir auf lokale Variablen und ebenso auch auf Prozedurparameter.
Das Programm habe also nur globale Variablen.
Zuna¨chst definieren wir ein solches Flussgraphsystem. Anschließend stellen wir einige
Ungleichungen fu¨r ein Ungleichungssystem auf, dessen Lo¨sung mit Informationen an
Programmpunkten korrespondiert.
Definition 2.25. Ein Flussgraphsystem ist eine endliche Menge G = {Gp}p∈Proc
disjunkter endlicher Flussgraphen. Jeder Flussgraph Gp besteht aus
• einer endlichen Menge Np von Knoten, die Programmpunkten entsprechen,
• einer endlichen Menge Ep ⊆ (Np × Label×Np) von Kanten,
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• einem ausgezeichneten Startknoten sp ∈ Np und
• einem ausgezeichneten Endknoten rp ∈ Np der Prozedur p.
Hierbei ist Label eine Menge von Beschriftungen, die den Programmanweisungen
entsprechen. Solche Beschriftungen sind entweder sogenannte Basisanweisungen (im
Folgenden meist mit
”
b“ bezeichnet) oder Prozeduraufrufe (im Folgenden meist
”
p()“).
Die entsprechenden Kanten nennen wir Basiskanten und Aufrufkanten. Wir setzen
N :=
⋃{Np | p ∈ Proc} als die Menge aller Knoten und E := ⋃{Ep | p ∈ Proc} als
die Menge aller Kanten.
Ein solches Flussgraphssystem entsteht aus einem Programm folgendermaßen: Zu-
na¨chst werden die Programmpunkte einer Prozedur als Knoten aufgefasst. Dann
wird fu¨r jede Anweisung zwischen je zwei Programmpunkten eine gerichtete Kante
zwischen den zugeho¨rigen Knoten hinzugefu¨gt, wobei die Kante mit dieser Anweisung
beschriftet ist.
Um nun zu jedem Programmpunkt Informationen, wie beispielsweise die mo¨glichen
Werte der Programmvariablen, bestimmen zu ko¨nnen, stellen wir zuna¨chst ein Unglei-
chungssystem auf. Dabei sei (L,v,F) das zugrundeliegende Framework. Also ist L die
Menge der Informationen. Mit I : N → L bezeichnen wir die Abbildung, die am Ende
der Rechnung jedem Programmpunkt u die gewu¨nschte Information I[u] zuordnet.
Als Variablen (xi)i∈I im Ungleichungssystem betrachten wir hier also (I[ν])ν∈N . Fu¨r
jede Basisanweisung b ∈ Label wa¨hlen wir eine Transferfunktion fb ∈ F .
u
v
I[u]
I[v] w fb(I[u])
b
b
Abbildung 2.1: Fluss von Informationen.
Fu¨r jede Basiskante e = (u, b, v) beno¨tigen wir eine Ungleichung
I[v] w fe((I[ν])ν∈N),
wobei fe durch fe((I[ν])ν∈N) := fb(I[u]) definiert ist. Also ha¨ngt fe nur von der
Basisanweisung b und der eingehenden Information I[u] ab und ist nach Definition
monoton. Diese Ungleichung wird in Abbildung 2.1 illustriert. Weiter wird fu¨r den
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Startknoten des Programms, den wir mit smain bezeichnen, verlangt, dass er eine
Startinformation entha¨lt. Darum entha¨lt U eine Ungleichung
smain w init
fu¨r eine gegebene Startinformation init. Zur Gewinnung von Ungleichungen aus den
Aufrufkanten gibt es verschiedene Mo¨glichkeiten, welche wir in Kapitel 3 betrachten
werden.
Ist zu einem Programm nun ein Ungleichungssystem U gegeben, in dem ausschließlich
monotone Funktionen verwendet werden, so ko¨nnen wir wie in Abschnitt 2.2 die
Funktion F bestimmen, deren kleinster Fixpunkt mit der kleinsten Lo¨sung von U
u¨bereinstimmt.
Bemerkung 2.26. Das hier vorgestellte Verfahren, um aus einem Programm ein
zu untersuchendes Ungleichungssystem zu gewinnen, ist eine Vorwa¨rtsanalyse. Im
Gegensatz dazu stehen Ru¨ckwa¨rtsanalysen: Hier wird der Endknoten rmain mit ei-
ner Startinformation init versehen und die Informationen laufen in umgekehrter
Richtung durch die Kanten. Weisen wir also wieder jeder Basisanweisung b ∈ Label
eine Transferfunktion fb zu, so definieren wir f(u,b,v)((I[ν])ν∈N) := fb(I[v]). Das
Ungleichungssystem besteht nun aus Ungleichungen
I[u] w fe((I[ν])ν∈N)
fu¨r jede Basiskante e = (u, b, v) sowie
rmain w init .
Wie auch bei der Vorwa¨rtsanalyse werden weitere Ungleichungen beno¨tigt, die Proze-
duren behandeln. Diese bestimmt man analog zur Vorwa¨rtsanalyse. Deshalb betrach-
ten wir in dieser Arbeit nur Vorwa¨rtsanalysen. 
2.4 Der Workset-Algorithmus
Ein Ungleichungssystem U kann mithilfe eines Worklist-Algorithmus gelo¨st werden.
Dieser u¨berpru¨ft sukzessive alle Ungleichungen. Ist eine Ungleichung nicht erfu¨llt,
vera¨ndert er den Wert der Variablen auf ihrer
”
gro¨ßeren“ Seite, so dass sie erfu¨llt
ist.
Ein intuitiver Ansatz fu¨r einen solchen Algorithmus ist der hier angegebene. Dabei
schreiben wir in allen folgenden Algorithmen stets x anstelle von (xi)i∈I.
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// initialize worklist with all inequalities of the system
of inequalities
W := ();
f o r a l l ((xi wf(x)) ∈ U) {W := W:(xi wf(x))};
// initialize all variables with the minimal value ⊥ ∈ L of
the complete lattice
f o r a l l (i∈I) {xi:=⊥; }
// satisfy all inequalities successively; add inequalities
to worklist , if they use manipulated variables
whi le W 6= () {
(xj wf(x)) := head(W); W := tail(W);
t := f(x);
i f ¬(t v xj) {
xj := xj unionsq t;
f o r a l l ((xk wg(x)) ∈ U : g uses xj) {W := W:(xk wg(x));}
}
}
Dieser Algorithmus berechnet die kleinste Lo¨sung des Ungleichungssystems U iterativ.
Zuna¨chst wird jeder zu berechnende Wert auf den kleinstmo¨glichen, also ⊥, gesetzt.
Dann wird eine Liste, die sogannte Worklist, betrachtet, die zu jedem Zeitpunkt des
Algorithmus alle potentiell unerfu¨llten Ungleichungen enthalten soll. Initialisiert wird
diese Liste mit allen Ungleichungen von U , da zu Beginn von keiner Ungleichung
bekannt ist, ob die Variablen sie bereits erfu¨llen.
Bis alle Ungleichungen erfu¨llt sind, geht der Algorithmus folgendermaßen vor: Zu-
na¨chst erntfernt er die erste Ungleichung aus der Liste, welche die Gestalt xj w f(x)
hat, und u¨berpru¨ft sie. Dazu wird der Wert von f(x) mit den zu diesem Zeitpunkten
berechneten Werten der Variablen bestimmt. Falls die Ungleichung erfu¨llt ist, muss
nichts weiter getan werden. Andernfalls muss der Wert xj so vergro¨ßert werden, dass
er mindestens so groß wie der Wert t ist. Anschließend mu¨ssen alle Ungleichungen,
die den Wert der Variable xj benutzen, erneut u¨berpru¨ft werden, und werden deshalb
an die Worklist angeha¨ngt.
Bei diesem Verfahren werden in der Tat nur diejenigen Ungleichungen erneut betrach-
tet, die vom Wert der Variable xj abha¨ngen. Angeha¨ngt werden genauer
U \ {(xk w f(x)) ∈ U | ∀l1, l2 ∈ L : f(x{l1/j}) = f(x{l2/j})}.
Dabei definieren wir die Abbildung x{l/i} : I → L durch
x{l/i}(j) :=
{
xi fu¨r j 6= i
l fu¨r j = i.
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Die neue Abbildung x{l/i} liefert fu¨r jeden Index außer i dasselbe wie x. Fu¨r den
Index i hat x{l/i} den Wert l.
Lemma 2.27. Sofern der Worklist-Algorithmus terminiert, liefert er die kleinste
Lo¨sung des Ungleichungssystems.
Beweis. Wa¨hrend des Schleifendurchlaufes innerhalb des Algorithmus gelten folgende
Invarianten:
a) Die jeweils aktuell berechnete Lo¨sung fu¨r x approximiert den kleinsten Fixpunkt
komponentenweise von unten, d.h. es gilt xi v lfp(F )i fu¨r jedes i ∈ I.
b) Jede Ungleichung, die nicht in der Worklist enthalten ist, ist aktuell erfu¨llt. Es
gilt also ¬(xj w f(x))⇒ (xj w f(x)) ∈ W.
Der Algorithmus terminiert, wenn die Worklist leer ist. Mit Gu¨ltigkeit der zweiten
Invariante ist also jede Ungleichung von U erfu¨llt. Also ist x in der Tat eine Lo¨sung
des Ungleichungssystems und damit ein Pra¨fixpunkt der Abbildung F , welche U
beschreibt. Somit gilt xi w lfp(F )i fu¨r jeden Index i ∈ I. Mit der ersten Invariante
gilt dann aber schon Gleichheit. Also stimmt x mit der kleinsten Lo¨sung lfp(F ) von
U u¨berein.
Wir mu¨ssen nun noch zu zeigen, dass die Invarianten tatsa¨chlich gelten. Vor dem
ersten Schleifendurchlauf ist die erste Invariante gu¨ltig, da alle Variablen mit ⊥
initialisiert wurden. Die zweite Invariante gilt, da alle Ungleichungen und damit
insbeonsdere die nicht erfu¨llten in W enthalten sind.
Wir pru¨fen nun, dass die Invarianten beim Ausfu¨hren des Schleifenrumpfes erhal-
ten bleiben. Zuna¨chst einmal wird W um eine Ungleichung u verringert. Falls die
Ungleichung bereits erfu¨llt ist, ist nichts zu tun. Da keine Variable vera¨ndert wird,
sind auch die anderen Ungleichungen weiterhin erfu¨llt, die nicht in W enthalten sind.
Somit bleibt die zweite Invariante gu¨ltig.
Falls u dagegen nicht erfu¨llt ist, so wird die Variable der
”
gro¨ßeren“ Seite dieser
Ungleichung vera¨ndert. Potentiell sind danach alle Ungleichungen, die diese Variable
benutzen, nicht mehr erfu¨llt. Alle anderen Ungleichungen wurden nicht vera¨ndert und
sind damit weiterhin erfu¨llt. Da die potentiell nicht mehr gu¨ltigen Ungleichungen zu
W wieder hinzugefu¨gt werden, entha¨lt W nun also alle Ungleichungen, die vorher nicht
erfu¨llt waren, sowie alle Ungleichung, die nach Vera¨nderung der einen Variable nicht
mehr erfu¨llt sein ko¨nnten. Demnach ist jede unerfu¨llte Ungleichung in W enthalten.
Die zweite Bedingung ist somit in der Tat invariant unter Ausfu¨hrung der Schleife.
Dies gilt auch fu¨r die erste Bedingung: Sei xj w f(x) die im Schleifenrumpf betrachtete
Ungleichung u und t = f(x). Nach Annahme gilt xj v lfp(F )j. Falls xj nicht
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vera¨ndert wird, bleibt die Bedingung offenbar erhalten. Im anderen Fall mu¨ssen wir
xj unionsq t v lfp(F )j nachweisen. Dazu reicht, t v lfp(F )j zu zeigen. Zuna¨chst ist
t = f(x) v f(lfp(F )),
da f monoton ist und nach Voraussetzung x vI lfp(F ) gilt. Weiter gilt nach Kon-
struktion f(x) v Fj(x) fu¨r alle x und damit auch
f(lfp(F )) v Fj(lfp(F )).
Mit
Fj(lfp(F )) = lfp(F )j
folgt die Invarianz der ersten Bedingung.
Lemma 2.28. Der Algorithmus terminiert, wenn L und I endlich sind.
Beweis. Der Algorithmus berechnet in jedem Schritt neue Werte fu¨r die Worklist
und die Variablen xi. Wir bezeichnen nun die Werte, die nach dem n-ten Schritt
berechnet wurden, mit (W (n), x(n)) ∈ 2U × LI . Dabei ist also W (n) ∈ 2U die Liste
derjenigen Ungleichungen, die nach dem n-ten Schritt potentiell nicht erfu¨llt sind.
Der Vektor x(n) ∈ LI beinhaltet die im n-ten Schritt berechneten Variablenwerte. Es
ist nun zu zeigen, dass es eine natu¨rliche Zahl n ∈ N gibt, so dass W (n) leer ist.
Die (W (n), x(n)) entstehen folgendermaßen: Nach Initialisierung ist W (0) die Liste,
die das Ungleichungssystem U entha¨lt, und x(0)i = ⊥ fu¨r jedes i ∈ I. Sei fu¨r ein
n ≥ 0 bereits (W (n), x(n)) konstruiert, W (n) nichtleer und u = (xj w f(x)) die
na¨chste betrachtete Ungleichung. Dann entsteht (W (n+1), x(n+1)) durch einen der
beiden folgenden Fa¨lle:
1. Die Ungleichung u ist erfu¨llt. Dann ist x(n+1) = x(n) und W (n+1) = tail(W (n)).
Insbesondere ist die neue Liste ku¨rzer als die alte, d.h. es gilt |W (n+1)| < |W (n)|.
Dabei bezeichnen wir mit |W | die La¨nge einer Liste W .
2. Die Ungleichung u ist nicht erfu¨llt. W (n+1) entsteht aus tail(W (n)) durch An-
ha¨ngen der Ungleichungen, die xj benutzen. Außerdem ist
x
(n+1)
i =
{
x
(n)
i falls i 6= j
x(n) unionsq f(x(n)) sonst.
Insbesondere ist x(n+1) AI x(n): Es ist x(n+1)j w x(n)j nach Konstruktion. Wu¨rde
schon Gleichheit gelten, so wa¨re x
(n)
j = x
(n)
j unionsq f(x(n)) und damit f(x(n)) v x(n)j .
Dies ist ein Widerspruch dazu, dass die Ungleichung u nach der n-ten Iteration
nicht erfu¨llt ist.
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Es gilt nun (W (n), x(n)) 6= (W (m), x(m)) fu¨r alle n < m: Wir unterscheiden zwei Fa¨lle.
Sei bei der Herleitung von (W (m), x(m)) aus (W (n), x(n)) nur der Fall 1 benutzt worden.
Dann ist |W (m)| < |W (n)| und damit (W (n), x(n)) 6= (W (m), x(m)). Also sei bei der
Herleitung mindestens einmal der Fall 2 aufgetreten. Damit ist aber x(m) AI x(n).
Auch dann ist (W (n), x(n)) 6= (W (m), x(m)).
Sei κ := |2U × LI | die Ma¨chtigkeit von 2U × LI . Sind nun L und I endlich, so ist
auch λ := |{f : LI → L | f monoton}| < ∞ und µ := |U| ≤ |I| · λ < ∞. Es folgt
κ ≤ 2λ · |L||I| <∞.
Da die (W (n), x(n)) paarweise verschieden sind, kann es nur κ verschiedene solche
Tupel geben. Also ist nach spa¨testens n = κ Schritten W (n) leer und der Algorithmus
terminiert.
In Abschnitt 3.2 werden wir auch Ungleichungssysteme einfu¨hren, die unendliche viele
Ungleichungen enthalten. Darum erweitern wir das Konzept des Worklist-Algorithmus.
Im Gegensatz zu einer endliche Liste von Ungleichungen kann eine Workset beliebig
viele Ungleichungen enthalten:
W := U;
f o r a l l (i∈I) {xi:=⊥; }
whi le W 6= () {
choose u=(xj wf(x)) from W; W := W\{u};
t := f(x);
i f ¬(t v xj) {
xj := xj unionsq t;
f o r a l l ((xk wg(x)) ∈ U : g uses xj) {W := W:(xk wg(x)); }
}
}
Wie zuvor berechnet dies eine Lo¨sung des Ungleichungssystems U . Entha¨lt das
Ungleichungssystem nun unendlich viele Ungleichungen, so kann Terminierung in
endlicher Zeit nicht garantiert werden. Da aber diese Berechnungsvorschrift im Fall
endlich vieler Variablen wieder dem zuerst vorgestellten Algorithmus entspricht,
nennen wir auch diese wieder Algorithmus.
3 Klassische Ansa¨tze zur
interprozeduralen Analyse
Im letzten Kapitel haben wir Ungleichungssysteme und deren Lo¨sungen betrach-
tet. Außerdem haben wir fu¨r einfachere Anweisungen eines Programms, sogenannte
Basisanweisungen, Ungleichungen aufgestellt, die den Datenfluss durch diese Anwei-
sung beschreiben. Gegenstand dieses Kapitels ist nun die Behandlung der u¨brigen
Anweisungen, der Prozeduraufrufe.
Sharir und Pnueli [SP81] haben zwei Ansa¨tze eingefu¨hrt, mit denen Prozeduraufru-
fe behandelt werden ko¨nnen. Der funktionale Ansatz berechnet fu¨r jede Prozedur
zuna¨chst eine Summary-Information, die den Datenfluss durch diese Prozedur be-
schreibt. Damit ko¨nnen anschließend Prozeduraufrufe sehr a¨hnlich zu Basisanweisun-
gen mithilfe von Transferfunktionen behandelt werden. Die grundlegende Idee des
Call-String-Ansatzes dagegen ist, jeden Prozeduraufruf durch die Anweisungen der
aufgerufenen Prozedur zu ersetzen und so das Programm wie eine einzige Prozedur
zu behandeln. Ziel dieses Kapitels ist, diese beiden Ansa¨tze im Hinblick darauf zu
untersuchen, wie pra¨zise die von ihnen berechneten Informationen sind.
Dazu werden wir in diesem Kapitel zuna¨chst den funktionalen und den Call-String-
Ansatz vorstellen und deren theoretisch beste Lo¨sungen untersuchen. Anschließend
werden wir die Polyederanalyse betrachten, die von Cousot und Halbwachs [CH78]
eingefu¨hrt wurde und den funktionalen Ansatz variiert. Dabei werden wir zwei Mo¨g-
lichkeiten studieren, die Summary-Informationen berechnen. Der eine Ansatz stammt
dabei ebenfalls von Cousot und Halbwachs [CH78] und benutzt Relationen, wa¨hrend
Seidl et al. [SFP07] die Summary-Informationen mithilfe von Matrizenmengen be-
stimmen.
Der funktionale und der Call-String-Ansatz definieren Ungleichungssysteme. Wir
werden uns zuletzt also der Frage zu, ob diese durch einen Workset-Algorithmus, wie
er in Abschnitt 2.4 vorgestellt wurde, gelo¨st werden ko¨nnen.
Im Folgenden sei (L,v,F) ein monotones Framework und initL ein Startwert. Wir
schreiben id und init anstelle von idL bzw. initL, falls das zugrundeliegende L aus
dem Zusammenhang eindeutig ist. Sei weiter G = {Gp}p∈Proc ein Flussgraphsystem.
Zu jeder Basisanweisung b wa¨hlen wir eine Transferfunktion fb ∈ F .
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3.1 Der funktionale Ansatz
Ein Ansatz zur Berechnung von Informationen fu¨r die Punkte eines Programmes
mit Prozeduren ist, zuna¨chst den Effekt einer jeden Prozedur p ∈ Proc durch eine
Transferfunktion zu beschreiben. Dafu¨r bestimmen wir fu¨r jeden Programmpunkt
u ∈ Np diejenige Abbildung T [u] ∈ F , die einer Information im Startpunkt der
Prozedur p die zugeho¨rige Information in u zuordnet. Der Effekt der Prozedur, wie
sich also Daten vom Start- bis zum Endknoten vera¨ndern, ist entsprechend die
Abbildung fu¨r den Endknoten der Prozedur T [rp].
Da vom Startknoten zu sich selbst noch keine Transformation statt findet, ist die
Identita¨t eine mo¨gliche Abbildung vom Startknoten zu sich selbst. Also ist T [sp]
mindestens so groß wie die Identita¨t. Ist e = (u, b, v) eine Basiskante, so werden
Daten bis v so transformiert, wie es der Hintereinanderschaltung der Transformation
bis u mit der Transformation fe der Kante e entspricht. Ist e dagegen eine Kante, an
der die Prozedur q aufgerufen wird, so wird hinter die Transformation bis u der Effekt
der Prozedur q geschaltet, um eine Transformation der Daten bis v zu erhalten.
sp
p:
u
v
sq
q:
rq
id v T [sp]
T [u]
fb ◦ T [u]
T [rq] ◦ T [u]
}
v T [v]
T [sq] w id
T [rq]
b/q()
Abbildung 3.1: Informationsfluss im Ungleichungssystem (3.1).
Zusammen ergibt sich also das Ungleichungssystem
T [sp] w idL fu¨r p ∈ Proc
T [v] w fb ◦ T [u] fu¨r e = (u, b, v) ∈ E Basiskante
T [v] w T [rq] ◦ T [u] fu¨r e = (u, q(), v) ∈ E Aufrufkante
(3.1)
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Dieses wird in Abbildung 3.1 verdeutlicht. Die dabei verwendeten Abbildungen
fT,id : FN → F ,
g 7→ idL
fu¨r den Startknoten einer Prozedur,
fT,(u,b,v) : FN → F ,
g 7→ fb ◦ gu
fu¨r Basiskanten und
fT,(u,q(),v)(g) : FN → F ,
g 7→ grq ◦ gu
fu¨r Prozeduraufrufe sind offenbar monoton. Wir schreiben spa¨ter auch abku¨rzend
fT,· fu¨r diese Abbildungen.
Offenbar gibt es fu¨r jedes T [u] nur endlich viele Ungleichungen. Das Ungleichungssys-
tem (3.1) hat also die in Abschnitt 2.2 geforderte Gestalt.
Die gesuchte Information in einem Programmpunkt u ∈ Np einer Prozedur p ∈ Proc
ist weiter gegeben durch die kleinste Lo¨sung des Ungleichungssystems
R[smain] w init
R[v] w fb(R[u]) fu¨r e = (u, b, v) ∈ E Basiskante
R[sq] w R[u] fu¨r e = (u, q(), v) ∈ E Aufrufkante
R[v] w T [rq](R[u]) fu¨r e = (u, q(), v) ∈ E Aufrufkante
(3.2)
wobei R[u] ∈ L fu¨r alle u ∈ N . Die Zusammenha¨nge zwischen den Werten der
einzelnen R[u] werden in Abbildung 3.2 dargestellt.
Wie in Abschnitt 2.3 ist im Startknoten als Information mindestens die Startin-
formation init enthalten. Der Startknoten einer beliebigen Prozedur entha¨lt die
Information des Knotens, von dem aus die Prozedur aufgerufen wurde. Fu¨r jede
Kante e = (u, s, v) entha¨lt v die Information aus u, nachdem diese entsprechend des
Effektes der Kante e vera¨ndert wurde. Im Falle einer Basiskante ist dieser Effekt fe,
im Falle einer Aufrufkante ist es der Effekt der aufgerufenen Prozedur q, d.h. T [rq].
Die dabei verwendeten Abbildungen
fR,init : L
N → L,
S 7→ init
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sp
p:
u
v
sq
q:
rq
R[u]
fb(R[u])
T [rq](R[u])
}
v R[v]
R[sq] w R[u]
b/q()
Abbildung 3.2: Informationsfluss im Ungleichungssystem (3.2).
fu¨r die Startinformation,
fR,(u,b,v) : L
N → L,
S 7→ fb(Su)
fu¨r Basiskanten und
fR,(u,q(),v),ent : L
N → L,
S 7→ Su
sowie
fR,(u,q(),v),ret : L
N → L,
S 7→ T [rq](Su)
fu¨r Prozeduraufrufe sind offenbar ebenfalls monoton. Wie fu¨r die verallgemeinerten
Transferfunktionen des Ungleichungssystems (3.1) schreiben wir hier abku¨rzend fR,·
fu¨r diese Abbildungen.
Offenbar gibt es fu¨r jedes R[u] nur endlich viele Ungleichungen. Das Ungleichungssys-
tem (3.2) hat also die in Abschnitt 2.2 geforderte Gestalt.
Mit dem in diesem Abschnitt vorgestellten funktionalen Ansatz ko¨nnen Program-
me analysiert werden, die Prozeduren enthalten. Dazu mu¨ssen allerdings zuna¨chst
Transferfunktionen berechnet werden, die die Effekte der Prozeduren beschreiben.
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Den Wert in einem Ru¨ckkehrknoten nach einem Prozeduraufruf entha¨lt man nun
nicht aus den in dieser Prozedur berechneten Werten, sondern durch Anwenden
der fu¨r die aufgerufene Prozedur berechneten Transferfunktion auf den Wert aus
dem Aufrufknoten. Dadurch werden Reihenfolgen von Prozeduraufrufen und deren
Verschachtelungen nicht explizit behandelt. Im na¨chsten Abschnitt fu¨hren wir eine
Analyse ein, die die Aufrufreihenfolge von Prozeduren explizit behandelt.
3.2 Der Call-String-Ansatz
Ein anderer Ansatz zur interprozeduralen Analyse ist, eine Analyse eines Programms
mit nur einer Prozedur zu simulieren. Die Idee dabei ist, im Flussgraphen der
main-Prozedur des Programms jede Aufrufkante durch eine Kopie des Flussgraphen
der aufgerufenen Prozedur zu ersetzen. Realisiert wird dies durch Identifikation
der verschiedenen Kopien mit sogenannten Call-Strings. Diese beschreiben, welche
Prozeduraufrufe dem Aufruf der betrachteten Prozedur vorangegegangen sind, und
beschreiben die Kopie dadurch eindeutig.
Anstatt vieler Flussgraphen wird also nur ein einziger betrachtet. Dieser erweiterte
Flussgraph entha¨lt dann nicht nur Basiskanten, die mit Basisanweisungen beschriftet
sind, sondern auch Kanten, um den Eintritt und die Ru¨ckkehr aus einer Prozedur zu
behandeln. Wir erweitern dazu die Kantenmenge E um Kanten, die den Eintritt und
die Ru¨ckkehr aus einer Prozedur beschreiben. Dabei unterscheiden wir zwei Arten
von Prozeduraufrufen: Auf der einen Seite gibt es diejenigen Aufrufe, denen eine
zugeho¨rige Ru¨ckkehr folgt. Solche Aufrufe codieren wir durch call, die zugeho¨rige
Ru¨ckkehr wird mit ret beschrieben. Auf der anderen Seite gibt es auch Aufrufe, bei
denen der Pfad aus dieser aufgerufenen Prozedur nicht mehr zuru¨ckkehrt. Solche
Aufrufe bezeichnen wir mit enter. Somit ko¨nnen wir die Ausfu¨hrungspfade des
Programms beschreiben als Worte u¨ber dem Alphabet
E˜ :={e ∈ E | e Basiskante}
∪ {(u, call, sq) | ∃(u, q(), v) ∈ E}
∪ {(rq, ret, v) | ∃(u, q(), v) ∈ E}
∪ {(u, enter, sq) | ∃(u, q(), v) ∈ E}
Diese Pfade sollen
”
wohlgeschachtelt“ sein, d.h. jede Prozedur erst dann wieder
verlassen werden, wenn alle in ihr aufgerufenen Prozeduren bereits beendet wurden.
Genauer bedeutet
”
wohlgeschachtelt“, dass der Aufruf einer Prozedur p in einem
Pfad, auf den spa¨ter im Pfad eine zugeho¨rige Ru¨ckkehr folgt, mit call und die
entsprechende Ru¨ckkehrkante mit ret bezeichnet wird. Sollte zwischen diesen beiden
Kanten eine weitere Prozedur q augerufen werden, so erwarten wir, dass es zwischen
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der Aufrufkante der Prozedur q und der Ru¨ckkehrkante der Prozedur p eine Kante
gibt, die die Ru¨ckkehr aus der Prozedur q kennzeichnet. Ist dagegen p eine Prozedur,
die im Pfad aufgerufen wird, ohne dass es im Pfad eine zugeho¨rige Ru¨ckkehr gibt,
so wird diese Aufrufkante mit enter gekennzeichnet. Diese Bedingungen implizieren
insbesondere, dass auf eine call-Kante niemals eine enter-Kante folgen kann. Die
Menge dieser Pfade werden wir in 3.3 einfu¨hren.
Eine erste Idee, um eine intraprozedurale Analyse zu simulieren, ist es, im Fluss-
graphen von main eine Aufrufkante einer Prozedur p durch den zu p geho¨rigen
Flussgraphen zu ersetzen. Da die Benennung der Knoten eines Flussgraphen ein-
deutig sein muss, ko¨nnen verschiedene Kopien des Flussgraphen von p nicht mit
denselben Knotennamen benannt werden. Die verschiedenen Kopien unterscheiden
sich jedoch genau durch die Call-Strings.
Intuitiv beschreibt ein Call-String eine Liste von denjenigen Aufrufkanten, deren
zugeho¨rige Prozedur noch nicht wieder beendet wurden.
smain
u1
v1
sq1
u2
v2
sq2
u3
v3
. . . sqn
u
ε
(u1, q1(), v1)
(u1, q1(), v1) · (u2, q2(), v2)
(u1, q1(), v1)
·(u2, q2(), v2)
· · · (un−1, qn−1(), vn−1)
q1()
enter
q2()
enter
q3()
enter enter
Abbildung 3.3: Aufbau eines Call-Strings.
Fu¨r jeden Prozeduraufruf e = (u, q(), v) ∈ Ep konkatenieren wir an die Call-Strings
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von p die Aufrufkante e (vergleiche auch Abbildung 3.3):
CS[main] ⊇ {ε}
CS[q] ⊇ CS[p] · e fu¨r e = (u, q(), v) ∈ Ep
(3.3)
Dabei ist CS[p] ⊆ E∗ fu¨r jedes p ∈ Proc und CS[p] · e := {pi · e | pi ∈ CS[p]}. Die
kleinste Lo¨sung, die wir mit CS bezeichnen, liefert zu jeder Prozedur dann genau
die mo¨glichen Call-Strings. Ein Tupel (u,w) ∈ Np × CS[p] beschreibt nun diejenige
”
Kopie“ des Knotens u, die genau durch Prozeduraufrufe auf w entsteht. Insbesondere
geho¨ren die (u, ε) ∈ Nmain × CS[main] zu dem ”urspru¨nglichen“ Flussgraphen, in den
die anderen
”
hineinkopiert“ werden.
Die Abbildungen fCS,ε, fCS,e : (2
E∗)Proc → 2E∗ , die definiert sind durch
fCS,ε(A) := {ε}
fCS,e(A) := {w · e | w ∈ Au} fu¨r ein e ∈ E
fu¨r A ∈ 2E∗ sind offensichtlich monoton.
Offenbar gibt es fu¨r jedes CS[p] nur endlich viele Ungleichungen. Das Ungleichungs-
system (3.3) hat also die in Abschnitt 2.2 geforderte Gestalt.
Jede Kopie der Prozedur p korrespondiert zu einem Aufruf der Kopie p. Wird
innerhalb derselben Prozedur q ∈ Proc an verschiedenen Kanten e1, e2 die Prozedur
p aufgerufen, so enden die Call-Strings der Kopien auf e1 bzw. e2 und sind deshalb
verschieden. Ebenso unterscheiden sich die Aufrufkanten, wenn die aufrufenden
Prozeduren verschieden sind, und mit gleichem Argument unterscheiden sich dann
auch die Call-Strings. Wird in zwei Kopien derselben Prozedur an derselben Stelle p
aufgerufen, so unterscheiden sich die Call-Strings der aufrufenden Prozeduren und
somit auch die beiden Call-Strings der Aufrufe von p.
Somit ist es ein natu¨rlicher Ansatz, die verschiedenen Kopien durch die zugeho¨rigen
Call-Strings zu unterscheiden. Die gesuchte Information in einem Programmpunkt
u ∈ Np bezu¨glich eines Call-Strings w ∈ CS[p] ist dann gegeben durch A[u,w] ∈ L.
A[smain](ε) w init
A[v](w) w fb(A[u](w)) fu¨r e = (u, b, v) ∈ Ep Basiskante
A[sq](w · e) w A[u](w) fu¨r e = (u, q(), v) ∈ Ep Aufrufkante
A[v](w) w A[rq](w · e) fu¨r e = (u, q(), v) ∈ Ep Aufrufkante
(3.4)
fu¨r alle p ∈ Proc und w ∈ CS[p]. Dabei ist also A : NCS → L fu¨r
NCS :=
⋃
{Np × CS[p] | p ∈ Proc}.
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smain
u1 . . . sp
u sq
rqv
ε
w
w · e
init
A[u,w] A[sq, w · e]
A[rq, w · e]fb(A[u,w])A[rq, w · e]
}
v A[v, w]
enter enter
call
b/q()
ret
Abbildung 3.4: Informationsfluss im Ungleichungssystem (3.4).
Die kleinste Lo¨sung bezeichnen wir wiederum mit A. Die Zusammenha¨nge zwischen
den einzelnen Informationen werden in Abbildung 3.4 verdeutlicht.
Das Ungleichungssystem entsteht folgendermaßen: Wie im funktionalen Ansatz entha¨lt
der
”
urspru¨ngliche“ Flussgraph der Prozedur main im Startknoten mindestens die
Startinformation init, was die erste Ungleichung widerspiegelt. Die zweite Unglei-
chung beschreibt, dass jeder Knoten die durch eine eingehende Basiskante vera¨nderte
Information des Vorga¨ngerknotens entha¨lt, und zwar auf derselben Call-String-Ebene.
Beim Aufruf einer Prozedur wird ein Call-String w um die Aufrufkante verla¨ngert
und so zu einem Call-String w · e. Dabei wird in den Startknoten der aufgerufenen
Prozedur mit dem entsprechend verla¨ngerten Call-String die Information des Knotens,
an dem diese Prozedur aufgerufen wird, kopiert. Bei der Ru¨ckkehr aus dieser Prozedur
wird ebenfalls Information kopiert, und zwar aus dem Endknoten der Prozedur zum
Ru¨ckkehrknoten der aufrufenden Prozedur mit entsprechend verku¨rztem Call-String.
Dies wird durch die letzten beiden Ungleichungen beschrieben.
Die verallgemeinerten Transferfunktionen, die das Ungleichungssystem (3.4) beschrei-
ben, sind dann gegeben durch
fA,init,ε : L
NCS → L,
S 7→ init
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fu¨r die Startinformation,
fA,(u,b,v),w : L
NCS → L,
S 7→ fb(Su,w)
fu¨r Basiskanten und
fA,(u,q(),v),w,ent : L
NCS → L,
S 7→ Su,w
sowie
fA,(u,q(),v),w·(u,q(),v),ret : LNCS → L,
S 7→ Srq,w·(u,q,v)
fu¨r Prozeduraufrufe. Offenbar sind diese Abbildungen monoton. Wir schreiben spa¨ter
auch abku¨rzend fA,· fu¨r diese Abbildungen.
Offenbar gibt es fu¨r jedes A[u,w] nur endlich viele Ungleichungen. Das Ungleichungs-
system (3.4) hat also die in Abschnitt 2.2 geforderte Gestalt.
Um nun die gesuchte Information in einem Knoten u zu bestimmen, haben wir also
mehrere
”
Kopien“ dieses Knotens u angelegt und ko¨nnen fu¨r jede dieser Kopien eine
Information berechnen. Die gewu¨nschte Information in u erhalten wir durch
Aˆ[u] :=
⊔{
A[u,w] | w ∈ CS[p]}.
In der Praxis werden oft beschra¨nkte Call-Strings verwendet: Ist das Programm
rekursiv, so werden die Call-Strings beliebig lang. Damit entha¨lt aber das Unglei-
chungssystem (3.4) unendliche viele Variablen und ist somit in endlicher Zeit nicht
lo¨sbar. Beschra¨nkt man dagegen die La¨nge der Call-Strings, so sind nur endlich viele
Ungleichungen zu lo¨sen. Wir werden im Folgenden aber sehen, dass unbeschra¨nkte
Call-Strings notwendig sind, damit der Call-String-Ansatz pra¨zise Lo¨sungen liefert.
Wir haben in diesem Abschnitt einen Ansatz vorgestellt, der mithilfe von Call-Strings
und zusa¨tzlichen Kanten die verschiedenen Prozeduren des Programms als eine einzige
behandelt und dadurch den Programmfluss explizit behandelt. Im folgenden Abschnitt
werden wir pru¨fen, ob dieser und der zuvor vorgestellte funktionale Ansatz korrekte
oder sogar pra¨zise Lo¨sungen liefern.
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3.3 Koinzidenz
In den vorigen Abschnitten haben wir zwei Ansa¨tze zur interprozeduralen Analyse
vorgestellt. Eine andere und natu¨rliche Herangehensweise an die Berechnung gesuchter
Informationen ist die Betrachtung aller erreichenden Pfade zu einem Programmpunkt.
Dabei werden zuna¨chst alle Pfade bestimmt, die zu einem Programmpunkt fu¨hren,
und anschließend die Basisanweisungen entlang dieser Kanten miteinander verknpu¨ft.
Fu¨r jeden Pfad erha¨lt man so eine in dem Programmpunkt gu¨ltige Information. Die
kleinste obere Schranke dieser Informationen ist die gesuchte. Diese Lo¨sung wird
MOP-Lo¨sung genannt. Dabei steht MOP fu¨r
”
Meet Over All Paths“. Der Name
kommt von der Bezeichnung
”
Meet“ fu¨r u und stammt aus den Beginnen der Analyse,
wo eine Information als pra¨ziser eingestuft wird, je gro¨ßer sie ist. In dieser Arbeit
wa¨re also die Bezeichnung Join Over All Paths (fu¨r den
”
Join“ unionsq) passender. Wir
nennen eine Analyse korrekt, wenn sie diese Lo¨sung approximiert, und pra¨zise, wenn
sie sogar diese Lo¨sung berechnet. In diesem Abschnitt werden wir zuna¨chst die
MOP-Lo¨sungen definieren und anschließend zeigen, dass der funktionale und der
Call-String-Ansatz korrekt und unter geeigneten Voraussetzungen sogar pra¨zise ist.
Entsprechende Sa¨tze zur U¨bereinstimmung der MOP- mit der kleinsten Lo¨sung eines
(Un-)Gleichungssystems finden sich in [NNH99].
Bevor wir die MOP-Lo¨sung definieren ko¨nnen, mu¨ssen wir zuna¨chst die Pfade de-
finieren. Wir unterscheiden zwei Arten von Pfaden: Same-Level-Pfade sind Pfade,
die mit dem Startknoten einer Prozedur beginnen und mit einem beliebigen Knoten
derselben Prozedur enden. Von Interesse sind aber auch Pfade mit Startknoten smain,
die Konkatenationen von Same-Level-Pfaden und Prozeduraufrufen (ohne zugeho¨rige
Ru¨ckkehr) sind. Diese beiden Sorten von Pfaden lassen sich als kleinste Lo¨sungen
zweier Ungleichungssysteme schreiben: Das Ungleichungssystem
SLP[sp] ⊇ {ε}
SLP[v] ⊇ SLP[u] · e fu¨r e = (u, b, v) ∈ Ep Basiskante
SLP[v] ⊇ SLP[u] · (u, call, sq) · SLP[rq] · (rq, ret, v) fu¨r e = (u, q(), v) ∈ Ep
(3.5)
liefert die Same-Level-Pfade mit SLP[u] ∈ E˜∗.
Der leere Pfad ε ist ein Pfad von sp nach sp. Dies motiviert die erste Ungleichung. Ist
e = (u, b, v) eine Basiskante und pi ein Same-Level-Pfad nach u, so ist offenbar die
Konkatenation pi · e ein Same-Level-Pfad nach v, was die zweite Ungleichung erkla¨rt.
Ist dagegen e = (u, q(), v) ein Prozeduraufruf, pi ein Same-Level-Pfad nach u und
pi′ ein Same-Level-Pfad nach rq, so erha¨lt man einen Same-Level-Pfad nach v wie
folgt: Zuna¨chst konkateniert man pi mit einer call-Kante zum Startknoten sq der
aufgerufenen Prozedur q. Daran wird der Same-Level-Pfad pi′ zum Ru¨ckkehrknoten
rq dieser Prozedur q angeha¨ngt. Zuletzt wird die entsprechende ret-Kante nach
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sp
u
v sq
rqw
b
call
ret
Abbildung 3.5: Aufbau eines Same-Leve-Pfades.
v angefu¨gt, die den Ru¨ckkehr aus der Prozedur beschreibt. Diese Vorgehensweise
wird durch die dritte Ungleichung ausgedru¨ckt. Ein solcher Pfad ist schematisch in
Abbildung 3.5 illustriert. Die Definition garantiert offenbar, dass Same-Level-Pfade
wohlgeschachtelt sind.
A¨hnlich sind nun die Pfade von smain zu einem beliebigen Punkt gegeben durch
GP[smain] ⊇ {ε}
GP[u] ⊇ GP[sp] · SLP[u] fu¨r u ∈ Np
GP[sq] ⊇ GP[u] · (u, enter, sq) fu¨r e = (u, q(), v) ∈ Ep,
(3.6)
wobei wiederum GP : N → E˜∗.
Die erste Ungleichung ergibt sich wie im vorigen Ungleichungssystem. Ist e = (u, q(), v)
Kante einer Prozedur p und gibt es einen Pfad nach u, so entsteht daraus ein Pfad
nach sq durch Konkatenation einer enter-Kante nach sq an den Pfad nach u. Gibt es
einen Pfad zum Startknoten sp einer Prozedur p und einen Same-Level-Pfad zu einem
Programmpunkt u ∈ Np dieser Prozedur, so erha¨lt man durch Konkatentation dieser
beiden Pfade einen Pfad nach u. Dies erkla¨rt die anderen beiden Ungleichungen.
Ein solcher Pfad ist schematisch in Abbildung 3.6 zu sehen. Auch diese Definition
garantiert offenbar, dass die Pfade wohlgeschachtelt sind.
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smain
sp
u sq
enter
Abbildung 3.6: Aufbau eines (beliebigen) Pfades.
Fu¨r jede Basiskante e = (u, b, v) ∈ E haben wir bereits ein fb ∈ F gewa¨hlt. Dies
erweitern wir nun fu¨r Pfade: Fu¨r pi = e1 . . . ek ∈ GP[u] definieren wir
fpi = fk ◦ . . . ◦ f1 ∈ F ,
wobei
fi :=
{
fbi fu¨r eine Basiskante ei = (ui, bi, vi) ∈ E
id sonst.
Die Abbildung fpi beschreibt also die Verknu¨pfung der einzelnen Transferfunktionen
entlang der Kanten in der Reihenfolge ihrer Ausfu¨hrung. Weiter definieren wir
fε := id.
Alternativ ko¨nnte man auf die Unterscheidung von enter- und call-Kanten verzich-
ten und stattdessen die Pfade entsprechend der Ausfu¨hrung der Programmes sukzessiv
bilden. Dadurch ko¨nnen Aufrufkanten von bereits wieder verlassenen Prozeduren nicht
von denen unterschieden werden, deren Prozeduren noch nicht abgearbeitet wurden.
In unserem Ansatz, die Pfade mithilfe eines Ungleichungssystems zu berechnen, wird
diese Unterscheidung dagegen gemacht. Dies wird im Folgenden nu¨tzlich sein, da
zum einen diese Pfade in offensichtlicher Weise wohlgeschachtelt sind und es zum
anderen direkt zu der Definition eines Call-Strings korrespondiert.
Wir wollen nun Pfade mit den Call-Strings in Verbindung bringen. Dazu definieren wir
zuna¨chst diejenigen Pfade zum Startknoten einer Prozedur, die mit einem gegebenen
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Call-String korrespondieren. Sei dazu p ∈ Proc eine Prozedur und w ∈ CS[p] ein
Call-String der Gestalt w = (u1, p1(), v1) . . . (un, pn(), vn) mit pn = p. Wir erhalten
nun die passenden Pfade zu einem Knoten u ∈ Np, indem wir zuna¨chst an einen
Same-Level-Pfad zum Knoten u1 eine enter-Kante nach sp1 ha¨ngen. Daran wiederum
konkatenieren wir einen Same-Level-Pfad nach u2 und setzen dies solange fort, bis
daraus ein Pfad nach sp entstanden ist. An diesen ha¨ngen wir zuletzt einen Same-
Level-Pfad nach u an. Diese Pfade sind also gegeben durch
P(u,w) := {pi1 · (u1, enter, sp1) · pi2 · · · (un, enter, sp) · pin+1 | pii ∈ SL[ui]}.
Dabei sei un+1 = u. Die Menge aller mo¨glichen Pfade nach u erhalten wir nun, indem
wir die Pfade bezu¨glich aller Call-Strings von p vereinigen. Dies zeigt das folgende
Lemma.
Lemma 3.1. Fu¨r jede Prozedur p ∈ Proc und jeden Knoten u ∈ Np gilt
GP[u] =
⋃{
P(u,w) | w ∈ CS[p]}.
Beweis. Seien p ∈ Proc, u ∈ Np und P(u) :=
⋃{P(u,w) | w ∈ CS[p]} die Menge der
Pfade nach u, die zu einem Call-String korrespondieren. Um GP[u] ⊆ P(u) zu zeigen,
rechnen wir nach, dass (P(ν))ν∈N eine Lo¨sung des Ungleichungssystem (3.6) ist.
Sei also zuna¨chst u = smain. Es ist
P(smain) ⊇ P(smain, ε) ⊇ {ε}
und die erste Ungleichung des Ungleichungssystems ist erfu¨llt.
Sei nun u ∈ Np beliebig. Zu zeigen ist P(u) ⊇ P(sp) · SLP[u]. Sei pi ∈ P(sp). Dann
gibt es einen Call-String w mit pi ∈ P(sp, w) und pi hat die Gestalt
pi = pi1 · (u1, enter, sp1) · pi2 · · · (un, enter, sp) · pin+1
wie in Abbildung 3.7 mit pii ∈ SLP[ui] fu¨r 1 ≤ i ≤ n und pin+1 ∈ SLP[sp]. Fu¨r einen
beliebigen Same-Level-Pfad pi′ ∈ SLP[u] ist nach Konstruktion auch
pin+1 · pi′ ∈ SLP[u].
Dann ist aber nach Definition
pi · pi′ ∈ P(u,w) ⊆ P(u).
Somit gilt auch die zweite Ungleichung.
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Abbildung 3.7: Beweis von Lemma 3.1, P(u) ⊇ P(sp) · SLP[u].
Sei nun e = (u, q(), v) ∈ Ep eine Aufrufkante. Zu zeigen ist P(sq) ⊇ P(u)·(u, enter, sq).
Sei also pi ∈ P(u). Dann gibt es einen Call-String w ∈ CS[p], so dass pi ∈ P(u,w).
Der Pfad pi hat also die Gestalt
pi = pi1 · (u1, enter, sp1) · pi2 · · · (un, enter, sp) · pin+1
wie in Abbildung 3.8 mit pii ∈ SLP[ui] fu¨r 1 ≤ i ≤ n und pin+1 ∈ SLP[u]. Nun ist
nach Definition
w · e ∈ CS[p]
und damit
pi · (u, enter, sq) ∈ P(sq, w · e).
Fu¨r die andere Inklusion seien p ∈ Proc, u ∈ Np und w ∈ CS[p] beliebig. Es genu¨gt,
P(u,w) ⊆ P[u] zu zeigen. Dies geschieht durch vollsta¨ndige Induktion nach der La¨nge
n des Call-Strings w.
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Abbildung 3.8: Beweis von Lemma 3.1, P(sq) ⊇ P(u) · (u, enter, sq).
Sei zuna¨chst n = 0. Dann ist der Call-String w bereits das leere Wort und wir erhalten
P(u,w) = P(u, ε) = {pi · pi′ | pi ∈ SLP[sp] ∧ pi′ ∈ SLP[u]} = SLP[u] ⊆ GP[u].
Letztere Inklusion resultiert daraus, dass w = ε bereits p = main impliziert.
Gelte die Behauptung nun fu¨r alle Pfade der La¨nge kleiner oder gleich k. Sei w ein Call-
String der La¨nge k+ 1. Dann ist w von der Form w = w˜ · e˜, wobei e˜ = (u˜, p(), v˜) ∈ Nq
fu¨r eine Prozedur q ∈ Proc.
Wir ko¨nnen einen Pfad pi ∈ P(u,w) nun schreiben als
pi = pi · (u˜, enter, sp) · pi′
fu¨r Pfade pi ∈ P(u˜, w˜) und pi′ ∈ SLP[u]. Betrachte dazu auch Abbildung 3.9.
Nach Induktionsvoraussetzung ist P(u˜, w˜) ⊆ GP[u˜]. Das Ungleichungssystem (3.6)
zur Definition der Pfade liefert nun, dass mit pi ∈ GP[u˜]
pi · (u˜, enter, sp) ∈ GP[sp]
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Abbildung 3.9: Beweis von Lemma 3.1, Induktionsschritt.
und weiter
pi = pi · (u˜, enter, sp) · pi′ ∈ GP[u]
gilt. Es folgt die Behauptung.
Wir haben nun verschiedene Pfade definiert: Zum einen Same-Level-Pfade, die vom
Startknoten einer Prozedur zu einem Knoten derselben Prozedur fu¨hren, zum anderen
beliebige Pfade, die im Startknoten des Programms beginnen und zu einem Knoten
einer beliebigen Prozedur fu¨hren. Weiter haben wir fu¨r jeden Call-String die Menge
derjenigen Pfade definiert, deren enter-Kanten zum Call-String korrespondieren.
Zuletzt haben wir in Lemma 3.1 einen Zusammenhang zwischen den beiden letzteren
Mengen hergestellt.
Wir ko¨nnen nun die MOP-Lo¨sung definieren durch
MOP[u] := {fpi(init) | pi ∈ GP[u]}
fu¨r u ∈ N .
Definition 3.2. Eine constraint-basierte Datenflussanalyse mit Ungleichungssystem
U heißt
• korrekt, falls MFP[u] w MOP[u] fu¨r alle u ∈ N gilt.
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• pra¨zise, falls MFP = MOP gilt.
Dabei bezeichnet MFP die kleinste Lo¨sung des Ungleichungssystems U .
Wir ko¨nnen nun zeigen, dass der funktionale und der Call-String-Ansatz korrekt
sind. Stellen wir weiter geeignete Forderungen an die Transferfunktionen, so sind die
Ansa¨tze sogar pra¨zise. Insbesondere liefern sie dann dasselbe Resultat. Wir beginnen
mit dem funktionalen Ansatz.
Lemma 3.3. Fu¨r jedes u ∈ N gilt
T [u]w
⊔{
fpi | pi ∈ SLP[u]
}
.
Ist (L,v,F) universell-distributiv oder positiv-distributiv und in letzterem Fall weiter
jeder Programmpunkt erreichbar, so gilt sogar fu¨r jedes u ∈ N
T [u] =
⊔{
fpi | pi ∈ SLP[u]
}
.
Beweis. Wir schreiben abku¨rzend Mu := {fpi | pi ∈ SLP[u]}.
Zuna¨chst zeigen wir, dass jedes Element von Mu kleiner oder gleich T [u] ist. Dar-
aus folgt
⊔
MuvT [u]. Fu¨r die Gleichheit mu¨ssen wir dann noch die umgekehrte
Ungleichung zeigen. Dazu rechnen wir nach, dass (
⊔
Mν)ν∈N eine Lo¨sung des Unglei-
chungssystems (3.1) ist.
a) Wir zeigen folgende Aussage durch vollsta¨ndige Induktion nach k ∈ N: Fu¨r
u ∈ N und einen Pfad pi ∈ SLP[u] der La¨nge kleiner oder gleich k ist fpivT [u].
Seien also u ∈ N and pi ∈ SLP[u]. Falls pi die La¨nge 0 hat, gilt pi = ε und
u = sp. Damit folgt fpi = idvT [sp].
Gelte die Behauptung fu¨r Pfade, deren La¨nge kleiner oder gleich k ∈ N ist. Sei pi
ein Pfad der La¨nge k+ 1, d.h. pi = e1 . . . ekek+1, wobei ek+1 = (uk, s, u). Gema¨ß
der Definition von Same-Level-Pfaden kann die letzte Kante ek+1 weder eine
Eintritts- noch eine Aufrufkante sein. Also ist ek+1 entweder eine Basiskante
oder eine Ru¨ckkehrkante. Wir unterscheiden also zwei Fa¨lle:
i. Sei ek+1 = (uk, b, u) ∈ E eine Basiskante. Dann ist p˜i := e1 . . . ek ∈ SLP[uk]
ein Pfad nach uk der La¨nge k. Nach Induktionsvoraussetzung ist fp˜ivT [uk].
Weiter ist fk+1 = fb und damit
fpiv fb ◦ T [uk]vT [u]
gema¨ß der Definition des Ungleichungssystems T .
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Abbildung 3.10: Beweis von Lemma 3.3, Induktionsschritt.
ii. Sei ek+1 eine Ru¨ckkehrkante, d.h. ek+1 = (rq, ret, u) fu¨r ein q ∈ Proc mit
zugeho¨riger Aufrufkante ei = (ui−1, call, sq) fu¨r ein 1 ≤ i < k, so dass pi =
pi′ ·ei ·pi′′ ·ek+1 wie in Abbildung 3.10 fu¨r Pfade pi′ = e1 . . . ei−1 ∈ SLP[ui−1]
und pi′′ = ei+1 . . . ek ∈ SLP[rq] und eine Aufrufkante e = (ui−1, q(), u) ∈ E.
Nach Induktionsvoraussetzung ist nun fpi′ vT [ui−1] und fpi′′ vT [rq]. Damit
gilt
fpi = fpi′′ ◦ fpi′ vT [rq] ◦ T [ui−1].
Es folgt die gewu¨nschte Ungleichung.
b) Um zu zeigen, dass (
⊔
Mν)ν∈N eine Lo¨sung von (3.1) ist, mu¨ssen wir folgende
Ungleichungen pru¨fen:⊔
Msp w id (3.7)⊔
Mv w fb ◦
⊔
Mu fu¨r eine Basiskante e = (u, b, v) ∈ E (3.8)⊔
Mv w
⊔
Mrq ◦
⊔
Mu fu¨r eine Aufrufkante e = (u, q(), v) ∈ E. (3.9)
Es gilt fu¨r alle p ∈ Proc⊔
Msp =
{
fpi | pi ∈ SLP[sp]
}w fε = id
vermo¨ge ε ∈ SLP[sp]. Also gilt die Ungleichung (3.7).
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Sei weiter e = (u, b, v) ∈ E eine Basiskante. Dann ist
Mv =
{
fpi | pi ∈ SLP[v]
}
⊇ {fpi | pi ∈ SLP[v] ∧ (∃p˜i ∈ SLP[u] : pi = p˜i · e)}
=
{
fp˜i·e | p˜i ∈ SLP[u]
}
=
{
fb ◦ fp˜i | p˜i ∈ SLP[u]
}
.
Damit folgt
⊔
Mvw
⊔{
fb ◦fp˜i | p˜i ∈ SLP[u]
}
= fb ◦
⊔{
fp˜i | p˜i ∈ SLP[u]
}
= fb ◦
⊔
Mu,
wobei die mittlere Gleichheit aus folgender Tatsache resultiert: Falls (L,v,F)
universell-distributiv ist, folgt sie gerade aus der Definition. Falls (L,v,F)
positiv-distributiv ist, gilt die Aussage nur, falls Mu nicht leer ist. Andererseits
ist aber Mu genau dann leer, wenn SLP[u] leer ist. Dies wiederum ist genau
dann der Fall, wenn u nicht erreichbar ist. Da wir aber im Falle der positiven
Distributivita¨t von (L,v,F) die Erreichbarkeit eines jeden Programmpunktes
vorausgesetzt hatten, ist Mu nicht leer. Es folgt die Gu¨ltigkeit der Ungleichung
(3.8).
Sei zuletzt e = (u, q(), v) ∈ E eine Aufrufkante, dann gilt
{
fpi | pi ∈ SLP[v]
}
⊇ {fpi | pi ∈ SLP[v] ∧ (∃p˜i1 ∈ SLP[u], p˜i2 ∈ SLP[rq] :
pi = p˜i1 · (u, call, sq) · p˜i2 · (rq, ret, v))
}
=
{
f(rq,ret,v) ◦ fp˜i2 ◦ f(u,call,sq) ◦ fp˜i1 | p˜i1 ∈ SLP[u], p˜i2 ∈ SLP[rq]
}
=
{
fp˜i2 ◦ fp˜i1 | p˜i1 ∈ SLP[u], p˜i2 ∈ SLP[rq]
}
.
Weiter ist fu¨r jedes pˆi2 ∈ SLP[rq]{
fp˜i2 ◦ fp˜i1 | p˜i1 ∈ SLP[u], p˜i2 ∈ SLP[rq]
} ⊇ {fpˆi2 ◦ fp˜i1 | p˜i1 ∈ SLP[u]}.
Also ist⊔
Mvw
⊔{
fp˜i2 ◦ fp˜i1 | p˜i1 ∈ SLP[u], p˜i2 ∈ SLP[rq]
}
w
⊔{
fpˆi2 ◦ fp˜i1 | p˜i1 ∈ SLP[u]
}
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fu¨r jedes pˆi2 ∈ SLP[rq]. Daraus folgt in Analogie zu obiger Argumentation mit
der jeweiligen Distributivita¨t⊔
Mvw
⊔{⊔{
fpˆi2 ◦ fp˜i1 | p˜i1 ∈ SLP[u]
} | p˜i2 ∈ SLP[rq]}
=
⊔{
fpˆi2 ◦
⊔{
fp˜i1 | p˜i1 ∈ SLP[u]
} | p˜i2 ∈ SLP[rq]}
=
⊔{
fpˆi2 | p˜i2 ∈ SLP[rq]
} ◦⊔{fp˜i1 | p˜i1 ∈ SLP[u]}
=
⊔
Mrq ◦
⊔
Mu.
Dies beweist Ungleichung (3.9) und damit die Behauptung.
Satz 3.4. Fu¨r jedes u ∈ N gilt
R[u] w MOP[u].
Ist (L,v,F) universell-distributiv oder positiv-distributiv und in letzterem Fall weiter
jeder Programmpunkt erreichbar, so gilt sogar fu¨r jedes u ∈ N
R[u] = MOP[u].
Beweis. Der Aufbau des Beweises ist analog zu dem vorangegangenen. Dazu definieren
wir Mu := {fpi(init) | pi ∈ P [u]}.
a) Wir fu¨hren einen Induktionsbeweis u¨ber k ∈ N: Falls u ∈ N und pi ∈ GP[u] ein
Pfad der La¨nge kleiner oder gleich k ∈ N ist, so gilt fpi(init) v R[u].
Seien also u ∈ N und pi ∈ GP[u]. Falls pi die La¨nge 0 hat, so ist pi = ε.
Insbesondere ist u = smain und
fε(init) = init v R[smain].
Gelte die Behauptung bereits fu¨r Pfade der La¨nge kleiner oder gleich k ∈ N
und sei pi ∈ GP[u] ein Pfad der La¨nge k + 1, d.h. pi = e1 . . . ekek+1, wobei
ek+1 = (uk, s, u). Dann ist p˜i := e1 . . . ek ∈ P [uk] ein Pfad der La¨nge k und mit
der Monotonie von fk+1 erhalten wir nach Induktionsvoraussetzung
fpi(init) = fk+1(fp˜i(init)) v fk+1(R[uk]).
Nach Definition von GP[u] kann die letzte Kante ek+1 von pi eine Basis-, Eintritts-
oder Ru¨ckkehrkante sein. Wir unterscheiden also drei Fa¨lle:
i. Sei ek+1 = (uk, b, u) ∈ E eine Basiskante. Dann gilt fk+1 = fb und damit
fpi(init) v fb(R[uk]) v R[u]
nach Definition des Ungleichungssystems R.
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ii. Sei ek+1 eine Eintrittskante, d.h. ek+1 = (uk, enter, sq) fu¨r ein q ∈ Proc
und u = sq. Damit ist fk+1 = id, woraus
fpi(init) v R[uk]
folgt. Weiter existiert eine Kante e = (uk, q(), v) ∈ E und somit ist nach
Definition des Ungleichungssystems R auch
R[uk] v R[u].
Zusammen folgt
fpi(init) v R[u].
iii. Sei ek+1 eine Ru¨ckkehrkante, d.h. ek+1 = (rq, ret, u) fu¨r ein q ∈ Proc und
fk+1 = id. Dann gibt es eine zugeho¨rige Aufrufkante ei = (ui−1, call, sq)
fu¨r ein 1 ≤ i < k. Sei pi′ := e1 . . . ei−1 ∈ P [ui−1] ein Pfad der La¨nge
i− 1 ≤ k und pi′′ := ei+1 . . . ek ∈ SLP[rq] wie auch in Abbildung 3.10 zum
Beweis von Lemma 3.3.
Dann gilt pi = pi′ · ei · pi′′ · ek+1 und damit fpi = fpi′′ ◦ fpi′ . Nach Induktions-
voraussetzung ist dann
fpi′(init) v R[ui−1].
Mit der Monotonie von fpi′′ ist
fpi(init) = fpi′′ ◦ fpi′(init)
v fpi′′(R[ui−1]).
Da nach Lemma 3.3 fpi′′ vT [rq] gilt, ist weiter
fpi′′(R[ui−1]) v T [rq](R[ui−1])
v R[u].
Die letzte Ungleichung folgt dabei aus der Definition des Ungleichungssys-
tems (3.1) zur Berechnung der Summary-Informationen. Zusammen gilt
also
fpi(init) v R[u].
Es folgt die Behauptung.
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b) Fu¨r die andere Richtung pru¨fen wir⊔
Msmain w init (3.10)⊔
Mv w fb
(⊔
Mu
)
fu¨r eine Basiskante e = (u, b, v) (3.11)⊔
Msq w
⊔
Mu fu¨r eine Aufrufkante e = (u, q(), v) (3.12)⊔
Mv w T [rq]
(⊔
Mu
)
fu¨r eine Aufrufkante e = (u, q(), v). (3.13)
Es ist
Msmain = {fpi(init) | pi ∈ GP[smain]} 3 fε(init) = init
vermo¨ge ε ∈ GP[smain]. Damit folgt⊔
Msmain w init,
also die Gu¨ltigkeit der Ungleichung (3.10).
Sei e = (u, b, v) ∈ E eine Basiskante. Dann gilt {pi · e | pi ∈ GP[u]} ⊆ GP[v]
und analog zum Beweis von Lemma 3.3 folgt Ungleichung (3.11) mit⊔
Mv w
⊔{
fb(fp˜i(init)) | p˜i ∈ GP[u]
}
= fb
(⊔
Mu
)
.
Sei nun (u, q(), v) ∈ E eine Aufrufkante. Dann ist
{pi · (u, enter, sq) | pi ∈ GP[u]} ⊆ GP[sq]
und
{pi · (u, call, sq) · p˜i · (rq, ret, v) | pi ∈ GP[u] ∧ p˜i ∈ SLP[rq]} ⊆ GP[v].
Damit folgt einerseits Ungleichung (3.12) aus⊔
Msq w
⊔{
fpi·(u,enter,sq) | pi ∈ GP[u]
}
=
⊔{
fpi | pi ∈ GP[u]
}
=
⊔
Mu
und andererseits Ungleichung (3.13), wobei die jeweilige Distributivita¨tseigen-
schaft wie im Beweis von Lemma 3.3 benutzt wird, mit⊔
Mv w
⊔{
fpi·(u,call,sq)·p˜i·(rq,ret,v)(init) | pi ∈ GP[u] ∧ p˜i ∈ SLP[rq]
}
=
⊔{
fp˜i ◦ fpi(init) | pi ∈ GP[u] ∧ p˜i ∈ SLP[rq]
}
=
⊔{
fp˜i | p˜i ∈ SLP[rq]
}(⊔{
fpi(init) | p˜i ∈ GP[u]
})
=
⊔{
fp˜i | p˜i ∈ SLP[rq]
}(⊔{
fpi(init) | p˜i ∈ GP[u]
})
= T [rq]
(⊔
(Mu)
)
.
Die letzte Gleichheit folgt dabei aus Lemma 3.3. Es folgt die Behauptung.
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Wir betrachten nun den Call-String-Ansatz.
Lemma 3.5. Fu¨r jedes (u,w) ∈ NCS gilt
A[u,w] w
⊔{
fpi(init) | pi ∈ GP(u,w)
}
.
Ist (L,v,F) universell-distributiv oder positiv-distributiv und in letzterem Fall weiter
jeder Programmpunkt erreichbar, so gilt sogar fu¨r jedes (u,w) ∈ NCS
A[u,w] =
⊔{
fpi(init) | pi ∈ GP(u,w)
}
.
Beweis. Dieses Lemma beweisen wir wie die beiden vorherigen, indem wir beide
Ungleichungen zeigen. Dazu sei Mu,w := {fpi(init) | pi ∈ GP(u,w)}.
a) Wir zeigen wieder durch vollsta¨ndige Induktion nach k ∈ N: Falls (u,w) ∈ NCS
und pi ∈ GP(u,w) ein Pfad der La¨nge kleiner oder gleich k ∈ N ist, so gilt
fpi(init) v A[u,w].
Sei also (u,w) ∈ NCS. Fu¨r einen Pfad pi ∈ GP(u,w) der La¨nge k = 0 gilt pi = ε.
Insbesondere ist u = smain und w = ε. Damit folgt
fε(init) = init v A[smain, ε].
Gelte die Behauptung nun fu¨r Pfade der La¨nge kleiner oder gleich k ∈ N und
sei pi ein Pfad der La¨nge k + 1, d.h. pi = e1 . . . ekek+1, wobei ek+1 = (uk, s, u).
Wiederum betrachten wir die drei Fa¨lle, dass die letzte Kante ek+1 von pi eine
Basis-, Eintritts- oder Ru¨ckkehrkante ist. Wir schreiben wieder p˜i = e1 · · · ek.
i. Sei ek+1 = (uk, b, u) ∈ E eine Basiskante. Dann ist auch p˜i ∈ GP(uk, w)
und weiter fk+1 = fb. Somit gilt fp˜i(init) v A[uk, w] nach Induktionsvor-
aussetzung. Weiter ist
fpi(init) = fk+1(fp˜i(init)) v fb(A[uk, w]) v A[u,w]
vermo¨ge der Definition des Ungleichungssystems A.
ii. Sei ek+1 eine Eintrittskante, d.h. ek+1 = (uk, enter, sp), mit zugeho¨riger
Aufrufkante e = (uk, p(), v) ∈ Eq fu¨r ein q ∈ Proc, so dass w = w˜ ·e fu¨r ein
w˜ ∈ CS[q]. Dann ist fk+1 = id und weiter nach Induktionsvoraussetzung
fpi(init) = fp˜i(init) v A[uk, w˜] v A[sq, w˜ · e] = A[u,w]
gema¨ß der Definition des Ungleichungssystems A.
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iii. Sei ek+1 eine Ru¨ckkehrkante, d.h. ek+1 = (rq, ret, u) und es gibt eine
Kante e = (ui, q(), u) ∈ Ep fu¨r ein q ∈ Proc und 1 ≤ i ≤ k. Aus w ∈ CS[p]
folgt w · e ∈ CS[q]. Hieraus erhalten wir zusammen mit fk+1 = id und der
Induktionsvoraussetzung
fpi(init) = fp˜i(init) v A[rq, w˜ · e] v A[u,w]
vermo¨ge der Definition des Ungleichungssystems A. Es folgt die gewu¨nschte
Ungleichung.
b) Wir zeigen fu¨r jedes (u,w) ∈ NCS⊔
Mmain,ε w init (3.14)⊔
Mv,w w fe
(⊔
Mu,w
)
fu¨r eine Basiskante e = (u, b, v) ∈ Ep (3.15)⊔
Msq,w·e w
⊔
Mu,w fu¨r eine Aufrufkante e = (u, q(), v) ∈ Ep (3.16)⊔
Mv,w w
⊔
Mrq,w·e fu¨r eine Aufrufkante e = (u, q(), v) ∈ Ep (3.17)
Zuna¨chst folgt (3.14) direkt mit
Msmain,ε = {fpi(init) | pi ∈ GP(smain, ε)}
⊇ {fpi(init) | pi = ε}
= {init}.
Sei nun e = (u, b, v) ∈ Ep eine Basiskante und w ∈ CS[p]. Dann folgt aus
pi ∈ GP(u,w) schon pi · e ∈ GP(v, w). Somit ist, wobei wir die Distributi-
vita¨tseigenschaften der Transferfunktionen wie im Beweis von 3.4 benutzen,⊔
Mv,w =
⊔{
fpi(init) | pi ∈ GP(v, w)
}
w
⊔{
fp˜i·e(init) | p˜i ∈ GP(u,w)
}
= fb
(⊔{
fp˜i(init) | p˜i ∈ GP(u,w)
})
= fb(Mu,w)
und Ungleichung (3.15) ist gezeigt.
Sei e = (u, q(), v) ∈ Ep eine Aufrufkante und w ∈ CS[p]. Dann ist{
p˜i · (u, call, sq) | p˜i ∈ GP(u,w)
} ⊆ GP(sq, w · e)
und {
p˜i · (rq, ret, v) | p˜i ∈ GP(rq, w · e)
} ⊆ GP(v, w).
3.3 Koinzidenz 45
Somit gilt einerseits
Msq,w·e =
{
fpi(init) | pi ∈ GP(sq, w · e)
}
⊇ {fp˜i·(u,call,sq)(init) | p˜i ∈ GP(u,w)}
=
{
fp˜i(init) | p˜i ∈ GP(u,w)
}
= Mu,w.
Daraus folgt direkt (3.16). Andererseits ist
Mv,w =
{
fpi(init) | pi ∈ GP(v, w)
}
⊇ {fp˜i·(rq,ret,v)(init) | p˜i ∈ GP(rq, w · e)}
=
{
fp˜i(init) | p˜i ∈ GP(rq, w · e)
}
= Mrq,w·e
und auch Ungleichung (3.17) ist erfu¨llt. Es folgt die Behauptung.
Satz 3.6. Fu¨r jedes u ∈ N gilt
Aˆ[u] w MOP[u].
Ist (L,v,F) universell-distributiv oder positiv-distributiv und in letzterem Fall weiter
jeder Programmpunkt erreichbar, so gilt sogar fu¨r jedes u ∈ N
Aˆ[u] = MOP[u].
Beweis. Seien p ∈ Proc und u ∈ Np. Aus dem vorigen Lemma 3.5 folgt nun
Aˆ[u] =
⊔{
A[u,w] | w ∈ CS[p]}
v
⊔{⊔{fpi(init) | pi ∈ GP(u,w)} | w ∈ CS[p]}
=
⊔{
fpi(init) | pi ∈
⋃{
GP(u,w) | w ∈ CS[p]}}
=
⊔{
fpi(init) | pi ∈ GP[u]
}
und daraus die erste Behauptung. Mit den entsprechenden Voraussetzung an die
Distributivita¨t der Transferfunktionen gilt sogar u¨berall Gleichheit.
Wir haben nun alle no¨tigen Aussagen beisammen, um beweisen zu ko¨nnen, dass
der funktionale und der Call-String-Ansatz unter geeigneten Voraussetzungen an die
verwendeten Transferfunktionen in der Tat dieselbe pra¨ziseste Information liefern:
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Korollar 3.7 (Koinzidenztheorem). Fu¨r jeden Knoten u ∈ N gilt
Aˆ[u] v R[u].
Ist (L,v,F) universell-distributiv oder positiv-distributiv und in letzterem Fall weiter
jeder Programmpunkt erreichbar, so gilt
Aˆ[u] = R[u]
fu¨r jeden Knoten u ∈ N .
Beweis. Dies folgt direkt aus Satz 3.4 und Satz 3.6.
Bemerkung 3.8. Wir haben in Abschnitt 3.2 bereits erwa¨hnt, dass in der Praxis oft
die La¨nge der Call-Strings beschra¨nkt wird. Ko¨nnen im Programm Call-Strings belie-
biger La¨ngen auftreten, so ist die Menge der beschra¨nkten Call-Strings CSbeschr[p]
eine echte Teilmenge der Menge aller Call-Strings. Sind die Transferfunktionen
universell-distributiv oder positiv-distributiv und in letzterem Fall alle Programm-
punkte erreichbar, so folgt aus dem Beweis von Lemma 3.6 und Satz 3.7
MOP[u] =
⊔{
fpi(init) | pi ∈ GP[u]
}
=
⊔{
A[u,w] | w ∈ CS[p]}
A
⊔{
A[u,w] | w ∈ CSbeschr[p]
}
.
Es gilt also keine Koinzidenz, wenn wir die Call-Strings beschra¨nken. Darum werden
wir im Folgenden stets nur unbeschra¨nkte Call-Strings betrachten. 
In diesem Abschnitt haben wir zwei Ansa¨tze zur Behandlung von Prozeduren vorge-
stellt: Zum einen den Call-String-Ansatz, der mithilfe von Call-Strings alle Prozeduren
eines Programms wie eine einzige behandelt, zum anderen den funktionalen Ansatz,
der die Prozeduren getrennt betrachtet und jeder Prozedur ihren Effekt zuordnet. Wir
haben gezeigt, dass beide Ansa¨tze korrekte constraint-basierte Datenflussanalysen
sind. Zuletzt haben wir gesehen, dass unter geeigneten Annahmen an die Distribu-
tivita¨t der verwendeten Transferfunktionen beide Ansa¨tze gleichwertig sind: Falls
das zugrundeliegende monotone Framework universell-distributiv ist oder zumin-
dest positiv-distributiv ist und in letzterem Fall zusa¨tzlich alle Programmpunkte
erreichbar sind, sind sowohl der funktionale als auch der Call-String-Ansatz pra¨zise
constraint-basierte Datenflussanalysen und beide berechnen insbesondere dasselbe
Ergebnis.
Oft ist die Transferfunktion, die als Effekt einer Prozedur berechnet wurde, nicht end-
lich darstellbar. Es muss also eine andere, endliche Darstellung gefunden werden. Im
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na¨chsten Abschnitt stellen wir mit der Polyederanalyse dafu¨r ein Beispiel vor. Anstelle
von Transferfunktionen berechnen wir dort auf zwei verschiedene Arten Summary-
Informationen, aus denen wir wiederum Transferfunktionen zum Beschreiben des
Effektes der Prozedur herleiten ko¨nnen.
3.4 Polyederanalyse
Ziel der Polyederanalyse ist, zu jedem Programmpunkt (affine) Ungleichungen der
Gestalt
∑n
i=1 aixi ≥ a0 zu bestimmen, welche von den Programmvariablen erfu¨llt
werden. Damit kann beispielsweise u¨berpru¨ft werden, ob ein Index innerhalb gewisser
Array-Grenzen liegt. Geometrisch bilden die Variablenwerte, die solche Ungleichungen
erfu¨llen, ein konvexes Polyeder. Die Polyederanalyse ist ein Beispiel fu¨r eine interpro-
zedurale Datenflussanalyse. Zur Berechnung gu¨ltiger affiner Ungleichungen stellen wir
in diesem Abschnitt zuna¨chst Ungleichungssysteme zur Berechnung der erreichbaren
Werte auf. In Abschnitt 4.4 werden wir diese dann zu Ungleichungssystemen erweitern,
deren Lo¨sungen tatsa¨chlich affine Ungleichungen beschreiben.
Ein in dieser Hinsicht zu untersuchendes Programm habe eine endliche Menge
Proc von Prozeduren und sei im Folgenden durch ein Flussgraphsystem {Gp}p∈Proc
wie in Abschnitt 2.3 gegeben. Dabei habe das Programm n (globale) Variablen
x1, . . . , xn, welche Werte x1, . . . , xn in R annehmen. Als einzigen Basisanweisungen
betrachten wir affine Zuweisungen der Form xj := a0 +
∑n
i=1 aixi fu¨r ein 1 ≤ j ≤ n.
In den kommenden Abschnitten werden wir meist t anstelle von a0 +
∑n
i=1 aixi und
entsprechend xj := t anstatt xj := a0 +
∑n
i=1 aixi schreiben.
Im Folgenden geben wir zwei Ansa¨tze an, die a¨hnlich dem funktionalen Ansatz
zuna¨chst Summary-Informationen fu¨r die Prozeduren berechnen, und vergleichen
diese: Der erste Ansatz verwendet Matrizenmengen und basiert auf [SFP07], wa¨hrend
der zweite Ansatz Relationen als Summary-Informationen berechnet und in [CH78]
zu finden ist.
3.4.1 Framework und Zuweisungen
Ein Zustand ist ein Vektor (1, x1, . . . , xn) ∈ {1} × Rn, der die Werte der Variablen
entha¨lt. Die zusa¨tzliche erste Komponente 1 dient dazu, die Transferfunktion einer
affinen Zuweisung mithilfe einer linearen Abbildung darstellen zu ko¨nnen. Wir be-
zeichnen mit Σ := {1} × Rn den Raum der mo¨glichen Zusta¨nde. Die Analyse zur
Bestimmung der erreichbaren Zusta¨nde ist nun auf Mengen von solchen Zusta¨nden
definiert, also auf dem vollsta¨ndigen Verband (L,v) := (2Σ,⊆). Zusammen mit
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der Menge F der universell-distributiven Abbildungen L→ L ist (L,⊆,F) also ein
universell-distributives Framework.
Wir bezeichnen mit Mat(n) die Menge der reellen n× n-Matrizen. Weiter sei
Mat(Σ) := {A ∈ Mat(n+ 1) | a00 = 1 ∧ ∀1 ≤ j ≤ n. a0j = 0}
die Menge derjenigen reellen (n+ 1)× (n+ 1)-Matrizen, die Zusta¨nde aus Σ wieder
auf Zusta¨nde aus Σ abbilden. Man sieht leicht, dass tatsa¨chlich jede Matrix, die alle
Elemente aus Σ wieder nach Σ abbildet, von dieser Gestalt ist. Setzen wir
Mxj:=t :=
 Ij 0 0a0 · · · aj−1 aj aj+1 · · · an
0 0 In−j
 ,
wobei Ik ∈ Mat(k) die Einheitsmatrix fu¨r ein k ≥ 1 ist, ko¨nnen wir damit den Effekt
der Zuweisung xj := t durch
1
x˜1
...
x˜n
 :=
 Ij 0 0a0 · · · aj−1 aj aj+1 · · · an
0 0 In−j
 ·

1
x1
...
xn

ausdru¨cken. Es ist x˜j = a0 +
∑n
i=1 aixi. Weiter gilt fu¨r 1 ≤ i ≤ n und i 6= j offenbar
x˜i = xi. Das beschreibt die Tatsache, dass xj die einzige vera¨nderte Variable ist, und
diese genau gema¨ß der Vorschrift der Zuweisung vera¨ndert wurde.
Mit anderen Worten weisen wir einer Kante e = (u, xj := t, v) ∈ E die Transferfunk-
tion
f(u,xj:=t,v) : L
N → L,
S 7→ fxj:=t(Su)
zu. Dabei ist S = (Sν)ν∈N und
fxj:=t : L→ L,
S 7→ {Mxj:=t · s | s ∈ S}.
Wir wollen nun zuna¨chst die in einem jeden Programmpunkt erreichbaren Zusta¨nde
berechnen. Dazu bestimmen wir zuna¨chst die Effekte der Prozeduren, um damit das
Ungleichungssystem (3.2) aufstellen und lo¨sen zu ko¨nnen. Die Effekte wollen wir auf
zwei verschiedene Arten berechnen. In beiden Fa¨llen werden wir die Abbildungen nicht
direkt aus F wa¨hlen, sondern zuna¨chst u¨ber einem anderen Raum definieren. Die dann
berechneten Lo¨sungen lassen sich jedoch mit Abbildungen aus F identifizieren.
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3.4.2 Matrizenmengen als Summary-Information
Wie im vorigen Abschnitt bereits beschrieben, la¨sst sich der Effekt einer affinen
Zuweisung mittels einer Matrix ausdru¨cken. Der Effekt zweier aufeinander folgender
Kanten ist dann genau durch das Produkt der beiden Matrizen gegeben, die die
Effekte der einzelnen Kanten beschreiben. So la¨sst sich auch der Effekt entlang eines
Pfades durch eine Matrix ausdru¨cken. Die Idee ist nun, einen Knoten mit einer solchen
Matrix zu annotieren, um damit zu beschreiben, dass vom Startknoten bis zu diesem
Knoten ein Zustand genau durch diese Matrix vera¨ndert wird.
Nun ko¨nnen aber auch mehrere Pfade zu einem Knoten fu¨hren. Die Effekte dieser
Pfade entsprechen also mehreren Matrizen. Somit ist es nicht mo¨glich, den Effekt
bis zu einem Knoten allein mit einer Matrix zu beschreiben. Stattdessen werden
wir zu jedem Knoten eine Menge solcher Matrizen bestimmen. Wir definieren das
Ungleichungssystem zur Berechnung der Summary-Informationen a¨hnlich wie im
Ungleichungssystem (3.1), allerdings u¨ber dem vollsta¨ndigen Verband
(LM ,⊆) := (2Mat(Σ),⊆).
Anschließend erla¨utern wir, wie sich eine Matrizenmenge als universell-distributive
Abbildung L→ L auffassen la¨sst.
Dazu betrachten wir die verallgemeinerten Transferfunktionen fTM ,id, fTM ,xj:=t und
fTM ,q() : LM
N → LM mit
fTM ,id(A) := {In+1},
fTM ,(u,xj:=t,v)(A) := {Mxj:=t} ◦ Au
fTM ,(u,q(),v)(A) := Arq ◦ Au
fu¨r A ∈ LMN . Das Ungleichungssystem zur Bestimmtung der Prozedureffekte als
Transferfunktion hat also folgende Gestalt:
TM [sp] ⊇ {In+1}
TM [v] ⊇ {Mxj:=t} ◦ TM [u] fu¨r (u, xj := t, v) ∈ Ep Basiskante
TM [v] ⊇ TM [rq] ◦ TM [u] fu¨r e = (u, q(), v) ∈ E Aufrufkante.
(3.18)
Dabei ist TM [u] ∈ LM = 2Mat(Σ) fu¨r jedes u ∈ Np und p ∈ Proc.
Mit ◦ bezeichnen wir dabei die elementweise Matrizenmultiplikation: Fu¨r Matri-
zenmengen A,B ⊆ Mat(Σ) ist A ◦ B := {A · B | A ∈ A, B ∈ B} die kanonische
Fortsetzung der Matrizenmultiplikation auf Matrizenmengen.
Wir wollen nun Matrizenmengen als Transferfunktionen auffassen. Dazu definieren
wir eine Abbildung αMat : LM → F . Diese bildet eine Matrix auf diejenige Funktion
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ab, die einen Zustand auf das Produkt der Matrix mit diesem Zustand abbildet,
und setzen dies fort auf Mengen von Matrizen. Konkret definieren wir also fu¨r eine
Matrizenmenge A ⊆ Mat(Σ)
αMat(A) : L→ L,
S 7→ {A · s | A ∈ A, s ∈ S}.
Die Abbildung αMat ist wohldefiniert: Seien dazu A ∈ LM und S ⊆ L. Dann ist
αMat
(A)(⊔S) = {A · s | A ∈ A ∧ s ∈⊔S}
=
{
A · s | A ∈ A ∧ (∃S ∈ S : s ∈ S)}
=
⋃{{A · s | A ∈ A ∧ s ∈ S} | S ∈ S}
=
⋃{
αMat(A)(S) | S ∈ S
}
.
Also ist αMat(A) universell-distributiv. Dies zeigt die Wohldefiniertheit von αMat.
Insbesondere gilt f(u,xj:=t,v)((Sν)ν∈N) = αMat({Mxj:=t})(Su).
3.4.3 Relationen als Summary-Information
Ein alternativer Ansatz ist, den Effekt einer Kante als Relation aufzufassen. Dabei
stehen zwei Zusta¨nde x und y in Relation zueinander, wenn y aus x durch den Effekt
dieser Kante entsteht. Genauer ordnen wir nun einem jeden Knoten eine Relation
R ⊆ Rn×Rn zu, wobei ein Tupel (x, y) genau dann in R enthalten ist, wenn es
eine Kante zu diesem Knoten gibt, die x zu y transfomiert. Speziell fu¨r eine affine
Zuweisung xj := t ist die Relation Rxj:=t, die den Effekt dieser Zuweisung beschreibt,
gegeben durch{
(x, y) ∈ Rn×Rn | ∀1 ≤ i ≤ n : ((i 6= j ⇒ yi = xi) ∧ yj = a0 +
n∑
k=1
akxk)
}
.
Als zugrundeliegenden vollsta¨ndigen Verband betrachen wir a¨hnlich wie bei den
Matrizenmengen
(LR,⊆) := (2Rn×Rn ,⊆).
Zum Berechnen des Effektes einer Prozedur stellen wir wieder ein Ungleichungssystem
auf: Konkret benutzen wir dazu die verallgemeinerten Transferfunktionen fTR,id,
fTR,xj:=t und fTR,q() : LR
N → LR mit
fTR,id(R) := {(x, x) ∈ Rn×Rn},
fTR,(u,xj:=t,v)(R) := Rxj:=t ◦ Ru
fTR,(u,q(),v)(R) := Rrq ◦ Ru
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fu¨r R ∈ LRN . Das zu lo¨sende Ungleichungssystem hat also folgende Gestalt:
TR[sp] w {(x, x) ∈ Rn×Rn}
TR[v] w Rxj:=t ◦ TR[u] fu¨r (u, s, v) ∈ Ep Basiskante
TR[v] w TR[rq] ◦ TR[u] fu¨r e = (u, q(), v) ∈ E Aufrufkante.
(3.19)
Dabei ist TR[u] ∈ 2Rn×Rn fu¨r jedes u ∈ Np und p ∈ Proc.
Mit ◦ bezeichnen wir die Verknu¨pfung zweier Relationen: Fasst man eine Relation
als eine Zuordnung auf und sind (x, y) ∈ R1, (y, z) ∈ R2, so wird also x von R1 dem
Wert y zugeordnet und der wiederum von R2 dem Wert z. Die Verknu¨pfung R2 ◦ R1
ordnet also dem Wert x den Wert z zu. Genauer ist
R2 ◦ R1 := {(x, z) | ∃y ∈ Rn : (x, y) ∈ R1 ∧ (y, z) ∈ R2}.
Offenbar bildet {(x, x) ∈ Rn×Rn} das neutrale Element dieser Verknu¨pfung.
Wiederum identifizieren wir mithilfe einer Abbildung αRel : LR → F eine Relation mit
einer Abbildung auf Zustandsmengen, indem wir eine Relation, wie oben beschrieben,
als eine Zuordnung auffassen. Konkret ist fu¨r R ⊆ Rn×Rn dann
αRel(R) : L→ L,
S 7→ {(1, y) | ∃(1, x) ∈ S : (x, y) ∈ R}.
Dabei schreiben wir abku¨rzend (1, x) fu¨r (1, x1, . . . , xn) mit x = (x1, . . . , xn) ∈ R.
Auch die Abbildung αRel ist wohldefiniert: Seien dazu R ∈ LR und S ⊆ L. Dann
ist
αRel
(R)(⊔S) = {(1, y) | ∃x ∈ Rn : (x, y) ∈ R ∧ x ∈⊔S}
=
{
(1, y) | ∃x ∈ Rn : (x, y) ∈ R ∧ ∃S ∈ S : x ∈ S}
=
⋃{{(1, y) | ∃x ∈ S : (x, y) ∈ R} | S ∈ S}
=
⋃{
αRel(R)(S) | S ∈ S
}
Also ist αRel(R) universell-distributiv. Dies zeigt die Wohldefiniertheit von αRel.
Um spa¨ter die kleinsten Lo¨sungen TM und TR vergleichen zu ko¨nnen, beno¨tigen
wir einen Zusammenhang zwischen Matrizenmengen und Relationen, den wir spa¨ter
einfu¨hren werden. Speziell fu¨r {Mxj:=t} und Rxj:=t, die ja beide den Effekt derselben
affinen Zuweisung beschreiben, ko¨nnen wir einen solchen aber sofort herstellen: Es ist
(1, y) = Mxj:=t · (1, x) a¨quivalent zu yi = xi fu¨r alle i 6= j und yj = a0 +
∑n
i=1 aixi,
was nach Definition genau (x, y) ∈ Rxj:=t bedeutet. Mit anderen Worten ist also
Rxj:=t = {(x, y) ∈ Rn×Rn | (1, y) = Mxj:=t · (1, x)}.
Dies liefert also einen Zusammenhang zwischen Mxj:=t und Rxj:=t. Desweiteren
erhalten wir sofort f(u,xj:=t,v)((Sν)ν∈N) = αRel(Rxj:=t)(Su).
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3.4.4 Erreichbare Zusta¨nde
In den vorigen Abschnitten 3.4.2 und 3.4.3 haben wir Summary-Informationen nicht
direkt als Abbildungen L → L berechnet, sondern zuna¨chst als Matrizenmengen
bzw. Relationen ausgedru¨ckt. Außerdem haben wir Abbildungen αMat und αRel
definiert, mit denen diese Matrizenmengen und Relationen als Abbildungen L→ L
aufgefasst werden ko¨nnen. Derartige Abbildungen beno¨tigen wir, um die erreichbaren
Zusta¨nde in den Programmknoten mit einem Ungleichungssystem der Gestalt (3.2)
aus dem funktionalen Ansatz zu berechnen. Fu¨r den Aufruf einer Prozedur q wird
in diesem Ungleichungssystem die Abbildung T [rq] beno¨tigt. Diese haben wir hier
nicht direkt zur Verfu¨gung, da wir das Ungleichungssystem (3.1), mit dem diese
Abbildungen ausgerechnet werden, durch die Ungleichungssysteme (3.18) und (3.19)
ersetzt haben. Wir ko¨nnen jedoch die Abbildung T [rq] ausdru¨cken durch αMat(TM [rq])
bzw. αRel(TR[rq]). Die entsprechenden Ungleichungssysteme bezeichnen wir mit RM
und RR und die zugeho¨renden verallgemeinerten Transferfunktionen nennen wir
fRM ,· : L
N → L und fRR,· : LN → L. Sie sind definieren wir durch
fRM ,init(S) := Σ
fRM ,(u,xj:=t,v)(S) := fxj :=t(Su)
fRM ,(u,q(),v),ent(S) := Su
fRM ,(u,q(),v),ret(S) := αMat(TM [rq])(Su)
und
fRR,init(S) := Σ
fRR,(u,xj:=t,v)(S) := fxj :=t(Su)
fRR,(u,q(),v),ent(S) := Su
fRR,(u,q(),v),ret(S) := αRel(TR[rq])(Su).
Bis auf die Abbildungen fRM ,(u,q(),v),ret und fRR,(u,q(),v),ret stimmen die verwendeten
Abbildungen also u¨berein.
3.4.5 Vergleich der beiden Summary-basierten Ansa¨tze
Im Folgenden untersuchen wir, ob die Ansa¨tze mit Matrizenmengen bzw. Relationen
zu jedem Programmpunkt stets dieselben erreichbaren Zusta¨nde berechnen oder ob
ein Ansatz eine pra¨zisere Lo¨sung liefert als der andere.
Zuna¨chst definieren wir eine Abbildung zwischen Matrizenmengen und Relationen.
Dabei ordnen wir einer Matrizenmenge diejenigen Paare zu, bei denen die zweite
Komponente aus der ersten durch Anwenden einer Matrix dieser Menge entsteht.
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Da die Matrizenmengen auf {1} × Rn operieren, die Relationen dagegen aus Tupeln
von Elementen aus Rn bestehen, brauchen wir zusa¨tzlich noch eine Inklusions- und
Projektionsabbildung, um diese beide Ra¨umen durch eine Bijektion miteinander in
Verbindung zu setzen:
ι : Rn → {1} × Rn, pi : {1} × Rn → Rn,
(x1, . . . , xn) 7→ (1, x1, . . . , xn) (1, x1, . . . , xn) 7→ (x1, . . . , xn).
Wir ordnen nun einer Matrix eine Relation zu mithilfe der Abbildung
Φ˜ : Mat(Σ)→ 2Rn×Rn ,
A 7→ Φ˜A := {(x, pi(A · ι(x))) | x ∈ Rn}
und setzen diese kanonisch auf Matrizenmengen fort durch
Φ : 2Mat(Σ) → 2Rn×Rn ,
A 7→
⋃{
Φ˜A | A ∈ A
}
=
{
(x, pi(A · ι(x))) | x ∈ Rn ∧A ∈ A}.
Lemma 3.9. Seien X1, X2 ∈ Mat(Σ) and X ⊆ 2Mat(Σ). Dann gilt:
a) ΦIn+1 = {(x, x) | x ∈ Rn},
b) ΦMxj:=t = Rxj:=t,
c) ΦX2◦X1 = ΦX2 ◦ ΦX1,
d) Φ⋃X = ⋃{ΦX | X ∈ X}.
Hierbei bezeichnen wir mit ◦, wie in den vorigen Abschnitten definiert, die Komposi-
tion von Matrizenmengen bzw. von Relationen.
Beweis. Die Aussagen a) und b) resultieren direkt aus der Tatsache, dass Φ{A} = Φ˜A
fu¨r jede Matrix A ∈ Mat(Σ) gilt, sowie den Identita¨ten
pi(In+1 · ι(x)) = x
und
pi(Mxj:=t · ι(x)) = (x1, . . . , xj−1, a0 +
n∑
i=1
aixi, xj+1, . . . , xn).
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Seien nun A ∈ X1 und B ∈ X2. Dann ist
Φ˜B ◦ Φ˜A = {(x, z) | ∃y : (x, y) ∈ Φ˜A ∧ (y, z) ∈ Φ˜B}
= {(x, z) | ∃y : y = pi(A · ι(x)) ∧ z = pi(B · ι(y))}
= {(x, z) | z = pi(B · ι(pi(A · ι(x))))}
= {(x, z) | z = pi(B · A · ι(x))}
= Φ˜BA.
Mit dieser Identita¨t folgt nun c) aus
ΦX2◦X1 = Φ{BA|A∈X1∧B∈X2}
=
⋃{
Φ˜BA | A ∈ X1 ∧B ∈ X2
}
=
⋃{
Φ˜B ◦ Φ˜A | A ∈ X1 ∧B ∈ X2
}
=
⋃{
Φ˜B | B ∈ X2
} ◦⋃{Φ˜A | A ∈ X1}
= ΦX2 ◦ ΦX1 .
A¨hnlich erhalten wir fu¨r X ⊆M
Φ⋃X = Φ⋃{X|X∈X}
=
⋃{
Φ˜A | A ∈
⋃{
X | X ∈ X}}
=
⋃{⋃{
Φ˜A | A ∈ X
} | X ∈ X}
=
⋃{
Φ˜X | X ∈ X
}
,
was d) beweist.
Wir wollen nun die kleinsten Lo¨sungen der Ungleichungssysteme TM und TR zueinan-
der in Verbindung setzen. Dabei ist TM [u] ∈ 2Mat(Σ) fu¨r jeden Knoten u ∈ N , also
TM ∈ (2Mat(Σ))N . Hierbei identifizieren wir einen Vektor A mit der Abbildung
N → 2Mat(Σ),
u 7→ Au.
Entsprechend ist TR ∈ (2Rn×Rn)N . Wir definieren also eine Relation
R ⊆ (2Mat(Σ))N × (2Rn×Rn)N ,
um die beiden Lo¨sungen miteinander zu vergleichen. Genauer sei
(A,B) ∈ R :⇐⇒ ∀u ∈ N : B(u) = ΦA(u).
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Satz 3.10. Es gilt (TM , TR) ∈ R.
Beweis. Seien FM bzw. FR wiederum diejenigen Abbildungen, die die Ungleichungs-
systeme TM bzw. TR beschreiben. Damit ist TM = lfp(FM) und entsprechend
TR = lfp(FR). Also reicht es, die Bedingungen von Satz 2.18 fu¨r eben diese Abbildun-
gen FM und FR nachzurechnen. Offenbar sind ((2
Mat(Σ))N ,⊆N ) und ((2Rn×Rn)N ,⊆N )
vollsta¨ndige Verba¨nde und die FM und FR monoton, da sie aus monotonen Funktionen
entstehen.
Seien A ∈ (2Mat(Σ))N ,B ∈ (2Rn×Rn)N mit (A,B) ∈ R. Um Bedingung a) zu zeigen,
muss
(FM(A), FR(B)) ∈ R
gezeigt werden. Konkret mu¨ssen wir also
FR(B)(u) = ΦFM (A)(u)
fu¨r jedes u ∈ N nachweisen. Nach Teil d) von Lemma 3.9 genu¨gt es, dies fu¨r alle
Funktionen der urspru¨nglichen Ungleichungssysteme zu zeigen.
Fu¨r die Initialwerte folgt
(In+1, {(x, x) ∈ Rn×Rn}) ∈ R
direkt aus Teil a) von Lemma 3.9. Seien weiter u ∈ N und TR[u] = ΦTM [u]. Mit den
Aussagen c) und b) von Lemma 3.9 folgt nun
Φ{Mxj:=t}◦TM [u] = Φ{Mxj:=t} ◦ ΦTM [u] = Rxj:=t ◦ TR[u],
was ({Mxj:=t},Rxj:=t) ∈ R liefert.
Sei nun u ∈ N , p ∈ Proc, TR[u] = ΦTM [u] and TR[rp] = ΦTM [rp]. Wiederum mit den
Teilen c) and b) von Lemma 3.9 erhalten wir
ΦTM [rp]◦TM [u] = ΦTM [rp] ◦ ΦTM [u] = TR[rp] ◦ TR[u].
Damit ist auch (TM [rp], TR[rp]) ∈ R und Bedingung a) von Satz 2.18 ist gezeigt.
Seien also X ⊆ R und u ∈ N . Fu¨r jedes A ∈ X1(u) gibt es also A ∈ X1 mit A = A(u)
und ein B ∈ X2 mit (A,B) ∈ R und damit ΦA = B fu¨r B := B(u). Dann ist
{ΦA | A ∈ X1(u)} ⊆ {B | B ∈ X2(u)}.
Die andere Inklusion zeigt man analog. Daraus erhalten wir
Φ⊔X1(u) = ⊔{ΦA | A ∈ X1(u)} = ⊔{B | B ∈ X2(u)} = ⊔X2(u).
Auch Bedingung b) von Satz 2.18 ist gezeigt. Es folgt die Behauptung.
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Satz 3.11. Fu¨r jedes u ∈ N gilt RM [u] = RR[u].
Beweis. Die Ungleichungssysteme unterscheiden sich nur durch die Definitionen der
Abbildung fRM ,(u,q(),v),ret und fRR,(u,q(),v),ret fu¨r diejenigen Ungleichungen, die die
Ru¨ckkehr aus einer Prozedur q ∈ Proc beschreiben. es ist
fRM ,(u,q(),v),ret = αMat(TM [rq]) ◦ pru
und
fRR,(u,q(),v),ret = αRel(TR[rq]) ◦ pru
fu¨r die Projektion pru : L
N → L auf die Komponente u. Darum genu¨gt es,
αMat(TM [rq]) = αRel(TR[rq])
zu zeigen. Sei dazu S ∈ L. Zuna¨chst beobachten wir
αMat(TR[rq])(S) = {(1, y˜) | ∃(1, x˜) ∈ S : (x˜, y˜) ∈ TR[rq]}
= {y | ∃x ∈ S : (pi(x), pi(y)) ∈ TR[rq]}.
Nach dem vorigen Lemma wissen wir bereits TR[rq] = ΦTM [rq]. Somit gilt weiter
{y | ∃x ∈ S : (pi(x), pi(y)) ∈ TR[rq]}
= {y | ∃x ∈ S ∃A ∈ TM [rq] : pi(y) = pi(A · ι(pi(x)))}
= {y | ∃x ∈ S ∃A ∈ TM [rq] : y = A · x}
= {A · x | x ∈ S ∧ A ∈ TM [rq]}
= αMat(TM [rq])(S)
Es folgt die Behauptung.
Die beiden in den letzten Abschnitten vorgestellen Analysen mithilfe von Matrizen-
mengen bzw. Relationen als Summary-Informationen liefern also das gleiche Ergebnis.
Spa¨ter werden wir u¨berpru¨fen, ob dies fu¨r den na¨chsten Schritt der Polyederanalyse,
in dem zusa¨tzlich konvexe Hu¨llen gebildet werden, immer noch gilt. Die Bildung
konvexer Hu¨llen ist eine abstrakte Interpretation. Mit solchen werden wir uns in
Kapitel 4 bescha¨ftigen.
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3.5 Terminierung des Workset-Algorithmus
In Abschnitt 3.1 und Abschnitt 3.2 haben wir zwei Ansa¨tze zur interprozeduralen
Datenflussanalyse vorgestellt. In beiden Ansa¨tzen werden Ungleichungssysteme auf-
gestellt, deren kleinste Lo¨sungen genau die gewu¨nschten Informationen u¨ber das
Programm liefsern. In Abschnitt 2.4 haben als Hilfsmittel zum Lo¨sen von Unglei-
chungssystemen den Workset-Algorithmus vorgestellt. Falls er terminiert, so liefert
er eine Lo¨sung dieses Ungleichungssystems. Außerdem hatten wir gesehen, dass ein
solcher Algorithmus tatsa¨chlich terminiert, falls der zugrundeliegende Verband und
die Menge der Ungleichungen endlich sind. Ist der Verband dagegen nicht endlich, so
kann Terminierung nicht garantiert werden, wie das folgende Beispiel zeigt.
Beispiel 3.12. Wir betrachten das Ungleichungssystem U , das gegeben ist durch
A[1] w init
A[2] w fx:=0(A[1])
A[2] w fx:=x+1(A[2])
A[3] w fx:=0(A[2])
mit init := [−∞,+∞] sowie
fx:=0(I) = {[0, 0]}
und
fx:=x+1(I) =
{
∅ falls I = ∅
[l + 1, u+ 1] falls I = [l, u]
fu¨r I ∈ LInt.
Im Algorithmus bekommt nun A[2] aufgrund der zweiten Ungleichung den Wert [0, 0].
Durch die dritte Ungleichung wird dieser zuna¨chst in einem
”
ersten“ Schritt ersetzt
durch
[0, 0] ∪ [1, 1] = [0, 1].
Anschließend ist die dritte Ungleichung wiederum nicht erfu¨llt. Im
”
zweiten“ Schritt
wird der Wert von A[2] also ersetzt durch
[0, 1] ∪ [1, 2] = [0, 2].
Die dritte Ungleichung ist weiterhin nicht erfu¨llt. Dies setzt sich fort, so dass A[2]
nach n Schritten den Wert [0, n] hat. Da die dritte Ungleichung auch fu¨r diesen Wert
nicht erfu¨llt ist, kann der Algorithmus in endlicher Zeit nicht terminieren. 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Wir haben in diesem Kapitel zwei Ansa¨tze zur Analyse interprozeduraler Programme
untersucht. Der Call-String-Ansatz simulitert eine interprozedurale Analyse mithilfe
von Call-Strings, wa¨hrend der funktionale Ansatz zuna¨chst die Effekte der Prozeduren
bestimmt und diese dann wie die Transferfunktionen fu¨r Basiskanten benutzt. Weiter
haben wir gezeigt, dass die kleinsten Lo¨sungen beider Ansa¨tze u¨bereinstimmen, sofern
die verwendeten Abbildungen gewissen Distributivita¨tseigenschaften genu¨gen.
Zuletzt haben wir gesehen, dass eine Berechnung der Lo¨sung von Ungleichungssys-
temen durch den Workset-Algorithmus nicht unbedingt terminieren muss. Deshalb
mu¨ssen in der Praxis Strategien benutzt werden, mit deren Hilfe neue Analysen
gefunden, zu denen Lo¨sungen in endlicher Zeit berechnet werden ko¨nnen. Zwei solche
Mittel sind die abstrakte Interpretation und die Verwendung eines Widening-Operators.
Diese Konzepte werden wir in den beiden kommenden Kapiteln vorstellen und dort
wiederum die Ergebnisse des funktionalen und des Call-String-Ansatzes vergleichen.
4 Abstrakte Interpretation
Abstrakte Interpretation ist ein von Cousot und Cousot [CC77] entwickeltes Mit-
tel, um den Berechnungsaufwand in praktischen Analysen zu reduzieren. Die Idee
dabei ist, anstelle der gesuchten eine
”
abstrakte“ Information zu berechnen. Dazu
abstrahiert man die verallgemeinerten Transferfunktionen des Ungleichungssystems
zu Abbildungen auf dem abstrakten Verband. Dadurch erha¨lt man ein Ungleichungs-
system, dessen kleinste Lo¨sung unter geeigneten Voraussetzungen genau die abstrakte
Version der gesuchten Information ist. In dem Fall nennen wir das abstrahierte
Ungleichungssystem pra¨zise. Die Lo¨sung des abstrahierten Ungleichungssystems kann
nun im Gegensatz zu der des konkreten Ungleichungssystems endlich darstellbar und
in endlicher Zeit berechenbar sein. Darum ist abstrakte Interpretation ein starkes
Werkzeug bei der Konstruktion effizienter Analysen.
Abstrakte Interpretation kann aber auch ein Mittel zur Konstruktion neuer korrekter
oder pra¨ziser Analysen sein. Dazu wird eine gesuchte Information aus einer anderen
berechnet, zu deren Berechnung wiederum eine korrekte oder pra¨zise Anlayse bekannt
ist. Ist eine solche Analyse gegeben und abstrahiert man diese korrekt und pra¨zise,
so gewinnt man daraus wieder eine korrekte bzw. pra¨zise Analyse. Die Bedingungen,
die an die abstrakte Interpretation gestellt werden, damit diese korrekt oder pra¨zise
ist, ko¨nnen also dazu verwendet werden, aus einer gegebenen Analyse eine neue zu
konstruieren.
In Kapitel 3 haben wir mit dem funktionalen und dem Call-String-Ansatz zwei
Ansa¨tze zur Analyse interprozeduraler Programme betrachtet, die unter geeigneten
Voraussetzungen dieselbe kleinste Lo¨sung liefern. In diesem Kapitel wollen wir diese
beiden Ansa¨tze zusa¨tzlich abstrakt interpretieren, Eigenschaften der so abstrahierten
Ungleichungssysteme untersuchen und u¨berpru¨fen, ob beide Ansa¨tze wieder die
gleichen Lo¨sungen liefern, wenn zusa¨tzlich abstrakte Interpretation benutzt wird.
Dazu fu¨hren wir zuna¨chst Abstraktionen und abstrahierte Ungleichungssysteme ein
und untersuchen letztere im Hinblick auf die sogenannte Korrektheit und Pra¨zision
ihrer kleinsten Lo¨sungen. Die entsprechenden Begrifflichkeiten finden sich in [CC77]
oder auch in [NNH99]. Anschließend u¨bertragen wir diese Vorgehensweise auf die in
Kapitel 3 vorgestellten Ansa¨tze zur interprozeduralen Analyse. Zuletzt betrachten
wir wieder die Polyederanalyse, bei der wir mithilfe der Bildung konvexer Hu¨llen die
Ungleichungssysteme abstrahieren wollen.
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4.1 Galois-Verbindungen
Um einen
”
konkreten“ und einen
”
abstrakten“ vollsta¨ndigen Verband miteinander in
Verbindung zu setzen, beno¨tigen wir nicht nur eine Abstraktion, die einem konkreten
Element ein abstraktes zuordnet, sondern auch eine Konkretisierung, die zu jedem
abstrakten Element ein konkretes liefert. Solche Abbildungen erha¨lt man durch eine
Galois-Verbindung.
Definition 4.1. Seien (L,v) und (L],v]) Halbordnungen und α : L → L] sowie
γ : L] → L Abbildungen. Dann heißt (α, γ) Galois-Verbindung , falls fu¨r alle x ∈ L
und y ∈ L] gilt:
α(x) v] y ⇐⇒ x v γ(y).
Dabei nennt man α Abstraktion und γ Konkretisierung .
Wir erinnern an folgendes Beispiel in [WM92].
Beispiel 4.2. Zu zeigen ist die Aussage, dass fu¨r jede ganze Zahl z ∈ Z der Ausdruck
z2(z + 1)2 durch 4 teilbar ist. Dazu abstrahieren wir die ganzen Zahlen, indem wir
eine Zahl mit dem Rest identifizieren, der bei Division dieser Zahl durch 4 u¨brig
bleibt. Wir haben also
L = Z und L] = {0¯, 1¯, 2¯, 3¯}
und definieren α = L→ L] durch α(z) := r¯ fu¨r dasjenige r ∈ {0, 1, 2, 3} mit
z ≡ x mod 4.
Weiter definieren wir Abstraktionen +¯ : L] × L] → L] und ·¯ : L] × L] → L] der
Addition + : L× L→ L und der Multiplikation · : L× L→ L durch
z¯1+¯z¯2 := z¯1 + z¯2 und z¯1¯·z¯2 := z¯1 · z¯2
Man sieht nun leicht die Gu¨ltigkeit von
z1 + z2 = z¯1+¯z¯2 und z1 · z2 = z¯1¯·z¯2.
Es kann nun der Ausdruck
z2(z + 1)2
abstrakt interpretiert werden. Berechnet man diesen abstrakte Ausdruck fu¨r jeden
mo¨glichen Wert z ∈ {0, 1, 2, 3}, so erha¨lt man in jedem der vier Fa¨lle den Wert 0¯.
Die Aussage
z2(z + 1)2 = 0¯
ist nun a¨quivalent zu der gewu¨nschten Aussage, dass z2(z + 1)2 durch 4 teilbar ist. 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In diesem Beispiel wurde also, anstatt eine Aussage fu¨r unendliche viele Elemente
z ∈ Z = L zu zeigen, eine a¨quivalente Aussage in einem endlichen Raum L] bewiesen.
Auf a¨hnliche Weise kann es also mo¨glich sein, ein Ungleichungssystem u¨ber einem
unendlichen Verband (L,v) so zu abstrahieren, dass ein entsprechendes Ungleichungs-
system u¨ber einem Verband (L],v]) definiert ist, der endlich oder unendlich mit
endlicher Kettenho¨he ist.
Das na¨chste Lemma zeigt, dass sich Abstraktionen und Konkretisierungen bereits
eindeutig gegenseitig festlegen.
Lemma 4.3. Sei (α, γ) eine Galois-Verbindung zwischen den vollsta¨ndigen Verba¨nden
(L v) und (L],v]). Dann bestimmen α und γ sich eindeutig durch
α(x) =
l] {
y ∈ L] | x v γ(y)}
γ(y) =
⊔{
x ∈ L | α(x) v y}.
Beweis. Fu¨r beliebiges x ∈ L gilt
α(x) =
l] {
y ∈ L] | α(x) v] y} = l] {y ∈ L] | x v γ(y)}.
Dabei resultiert die letzte Gleichheit aus der A¨quivalenz von α(x) v] y und γ(y) v x.
Diese Darstellung definiert α bereits eindeutig. Die eindeutige Darstellung von γ
zeigt man entsprechend.
Die Konkretisierung zu einer Abstraktion ist also eindeutig. Mit dieser eindeutigen
Darstellung kann man nun leicht zeigen, dass Abstraktionen und Konkretisierungen
monoton sind.
Korollar 4.4. Sei (α, γ) eine Galois-Verbindung zwischen den vollsta¨ndigen Verba¨n-
den (L v) und (L],v]). Dann sind α und γ monoton.
Beweis. Seien zuna¨chst x1, x2 ∈ L mit x1 v x2. Dann ist offenbar{
y ∈ L] | x2 v γ(y)
} ⊆ {y ∈ L] | x1 v γ(y)}.
Damit gilt nach Lemma 4.3
α(x2) =
l] {
y ∈ L] | x2 v γ(y)
} w] l] {y ∈ L] | x1 v γ(y)} = α(x1).
Also ist α monoton. Die Monotonie von γ zeigt man genauso.
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Wir ko¨nnen nun zeigen, dass eine Abbildung zwischen zwei vollsta¨ndigen Verba¨nden
genau dann eine Abstraktion in einer Galois-Verbindung ist, wenn sie universell-
distributiv ist.
Lemma 4.5. Sind (L,v) und (L],v]) zwei vollsta¨ndige Verba¨nde und α : L→ L]
eine Abbildung, so ist α genau dann universell-distributiv, wenn α eine Abstraktion
ist.
Beweis. Sei α eine Abstraktion und γ die zugeho¨rige Konkretisierung. Sei X ⊆ L
beliebig. Offenbar gilt fu¨r jedes x ∈ X bereits
α(x) v]
⊔] {
α(x) | x ∈ X} = ⊔] α(X)
und nach Definition einer Galois-Verbindung damit auch
x v γ(⊔] α(X)).
Daraus folgt direkt⊔
X v γ(⊔] α(X)),
was wiederum a¨quivalent ist zu
α
(⊔
X
) v] ⊔] α(X).
Nach Korollar 4.4 ist α monoton und dies impliziert die umgekehrte Ungleichung
und somit Gleichheit. Also ist α universell-distributiv.
Sei nun α universell-distributiv. Definiere wie in Lemma 4.3
γ : L] → L,
y 7→
⊔
Ly
fu¨r
Ly := {x ∈ L | α(x) v] y}.
Da (L,v) ein vollsta¨ndiger Verband ist, existiert ⊔Ly und γ ist wohldefiniert. Ist
y v] y′, so ist offenbar Ly ⊆ Ly′ und damit γ(y) v γ(y′). Also ist γ monoton. Es
bleibt zu zeigen, dass (α, γ) tatsa¨chlich eine Galois-Verbindung ist.
Seien dazu x ∈ L und y ∈ L]. Gelte zuna¨chst α(x) v] y. Dann ist x ∈ Ly und damit
x v
⊔
Ly = γ(y).
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Sei nun umgekehrt x v γ(y) = ⊔Ly. Mit der Monotonie und universellen Distributi-
vita¨t von α folgt
α(x) v] α(⊔Ly) = ⊔] {α(x) | x ∈ Ly} v] y,
wobei letzteres daraus resultiert, dass α(x) v] y fu¨r jedes x ∈ Ly. Damit folgt die
Behauptung.
Das folgende Lemma liefert eine a¨quivalente Beschreibung des Begriffs Galois-Ver-
bindung, die wir im Folgenden beno¨tigen.
Lemma 4.6. Seien (L v) und (L],v]) vollsta¨ndige Verba¨nde und α : L→ L] und
γ : L] → L. Dann sind die folgenden Aussagen a¨quivalent:
a) Es ist (α, γ) ist eine Galois-Verbindung.
b) Die Abbildungen α und γ sind monoton und erfu¨llen α◦γv idL] und γ ◦αw idL.
Beweis. Sei zuna¨chst (α, γ) eine Galois-Verbindung. Die Monotonie von α und γ
haben wir bereits in Korollar 4.4 gezeigt. Fu¨r beliebiges x ∈ L ist trivialerweise
α(x) v] α(x). Nach Definition der Galois-Verbindung folgt daraus x v γ ◦ α(x).
Ebenso zeigt man α ◦ γv idL] .
Seien nun α und γ monoton und gelte α ◦ γv idL] und γ ◦ αw idL. Sei x ∈ L und
y ∈ L] mit α(x) v] y. Nach Voraussetzung und mit der Monotonie von γ ist dann
x v γ ◦ α(x) v γ(y). Analog zeigt man, dass x v γ(y) schon α(x) v] y impliziert.
Also ist (α, γ) eine Galois-Verbindung.
Die Verknu¨pfungen von Abstraktion und Konkretisierung liefern also noch nicht die
Identita¨t, approximieren diese aber. Verknu¨pft man die Verknu¨pfungen wiederum mit
der Abstraktion oder der Konkretisierung, so erha¨lt man dabei aber die Abstraktion
bzw. die Konkretisierung. Dies zeigt das folgende Lemma.
Lemma 4.7. Sei (α, γ) eine Galois-Verbindung zwischen den vollsta¨ndigen Verba¨nden
(L,v) und (L],v]). Dann gilt
α ◦ γ ◦ α = α und γ ◦ α ◦ γ = γ.
Beweis. Nach Lemma 4.6 ist α◦γv idL] und γ◦αw idL. Damit und mit der Monotonie
von α folgt fu¨r x ∈ L
α(x) v] α ◦ (γ ◦ α)(x) = (α ◦ γ) ◦ α(x) v] α(x).
Somit gilt u¨berall bereits Gleichheit und es folgt die erste Aussage. Die andere Aussage
zeigt man vo¨llig analog.
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Beispiel 4.8. In Kapitel 3 haben wir den funktionalen Ansatz zur interproze-
duralen Datenflussanalyse untersucht, welcher Transferfunktionen als Summary-
Informationen berechnet. In der Polyederanalyse in Abschnitt 3.4 haben wir diese
Summary-Informationen jedoch nicht direkt als Transferfunktionen berechnet, son-
dern zuna¨chst Matrizenmengen bzw. Relationen berechnet. Diese haben wir mithilfe
von Abbildungen αMat und αRel als Transferfunktionen aufgefasst. Diese Abbildungen
sind Abstraktionen. Um dies zu sehen, reicht es nach Lemma 4.5 nachzuweisen, dass
die Abbildungen universell-distributiv sind.
Seien dazu zuna¨chst M ⊆ LM eine Menge von Matrizenmengen und S ∈ L eine
Menge von Zusta¨nden. Dann ist
αMat
(⋃M)(S)
=
{
A · s | s ∈ S ∧ A ∈
⋃
M}
=
{
A · s | s ∈ S ∧ (∃A ∈M : A ∈ A)}
=
⋃{{A · s | s ∈ S ∧ A ∈ A} | A ∈ M}
=
⋃{
αMat(A | A ∈M}
(
S
)
.
Entsprechend ist fu¨r R ⊆ LR und S ∈ L
αRel
(⋃R)(S)
=
{
(1, y) | ∃x ∈ Rn : ((1, x) ∈ S ∧ (x, y) ∈
⋃
R)}
=
{
(1, y) | ∃x ∈ Rn ∃R ∈
⋃
R : ((1, x) ∈ S ∧ (x, y) ∈ R)}
=
{{(1, y) | ∃x ∈ Rn : ((1, x) ∈ S ∧ (x, y) ∈ R)} | R ∈⋃R}
=
⋃{
αRel(R | R ∈ R}
(
S
)
.
Also sind αMat und αRel Abstraktionen. 
In Abschnitt 4.4 werden wir sogenannte
”
konvexe Hu¨llen“ bilden. Dazu definieren wir
hier Hu¨llenoperatoren und zeigen, dass Hu¨llenoperatoren und Galois-Verbindungen
sich gegenseitig induzieren.
Definition 4.9 (Hu¨llenoperator). Sei (L,v) eine Halbordnung. Eine Abbildung
h : L→ L heißt Hu¨llenoperator , falls gilt:
a) Die Abbildung h ist extensiv, d.h. fu¨r alle x ∈ L ist x v h(x).
b) Die Abbildung h ist monoton, d.h. fu¨r alle x, y ∈ L ist (x v y ⇒ h(x) v h(y)).
c) Die Abbildung h ist idempotent, d.h. fu¨r alle x v L ist h(h(x)) = h(x).
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Lemma 4.10. Seien (L,v) und (L],v]) zwei Halbordnungen. Dann gilt:
a) Ist (α, γ) eine Galois-Verbindung zwischen (L,v) und (L],v]), so ist die Ab-
bildung h := γ ◦ α : L→ L ein Hu¨llenoperator.
b) Ist h : L→ L ein Hu¨llenoperator, so ist (h, id) eine Galois-Verbindung zwischen
(L,v) und (h(L),v).
Beweis. Beide Aussagen lassen sich schnell nachrechnen:
a) Setze h := γ ◦ α. Da α und γ monoton sind, ist auch h monoton. Weiter gilt
h = γ ◦ αw idL. Also ist h auch extensiv. Damit folgt weiter
h ◦ hwh ◦ id = h.
Andererseits ist aber auch α ◦ γv] idL] und damit
h ◦ h = γ ◦ (α ◦ γ) ◦ αv] γ ◦ idL] ◦α = h.
Zusammen folgt die Idempotenz von h. Somit ist h ein Hu¨llenoperator.
b) Seien x ∈ L sowie y ∈ h(L) beliebig. Wir zeigen nun die A¨quivalenz
h(x) v y ⇐⇒ x v id(y).
Gelte zuna¨chst h(x) v y. Da h extensiv ist, folgt sofort
x v h(x) v y.
Sei nun x v y. Da y ∈ h(L), existiert ein x′ ∈ L mit y = h(x′). Mit der
Monotonie und Idempotenz von h erhalten wir nun
h(x) v h(y) = h(h(x′)) = h(x′) = y.
Also ist (α, id) eine Galois-Verbindung.
4.2 Abstrakte Interpretation von
Ungleichungssystemen
In diesem Abschnitt betrachten wir abstrakte Interpretationen von Ungleichungssys-
temen. Wie zu Beginn des Kapitels erwa¨hnt, soll dabei zu einem Ungleichungssystem
U u¨ber L und einer Abstraktion α : L → L] ein Ungleichungssystem U ] u¨ber L]
aufgestellt werden. Dessen kleinste Lo¨sung soll dem abstrahierten Wert der kleinsten
Lo¨sung von U entsprechen oder diesen zumindest approximieren.
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Formal erha¨lt man ein solches abstrahiertes Ungleichungssystem durch eine abstrakte
Interpretation, die den verallgemeinerten Transferfunktionen Abbildungen auf dem ab-
strakten Raum L] zuordnet. Dazu beno¨tigen wir fu¨r eine Indexmenge I zuna¨chst einen
Lift einer Abstraktion α : L→ L] auf den Raum LI → L, der die verallgemeinerten
Transferfunktionen entha¨lt.
Lemma 4.11. Sei (α, γ) eine Galois-Verbindung zwischen den vollsta¨ndigen Ver-
ba¨nden (L,v) und (L],v]). Definiere αˆ : LI → (L])I und γˆ : (L])I → LI durch
αˆ((xi)i∈I) := (α(xi))i∈I
γˆ((yi)i∈I) := (γ(yi))i∈I .
Dann ist (αˆ, γˆ) eine Galois-Verbindung zwischen (LI ,vI) und ((L])I , (v])I).
Beweis. Seien x ∈ LI und y ∈ (L])I . Dann gilt
αˆ(x)(v])Iy ⇐⇒ ∀i ∈ I : α(xi) v] yi
⇐⇒ ∀i ∈ I : xi v γ(yi)
⇐⇒ x vI γˆ(y).
Es folgt die Behauptung.
Wir ko¨nnen nun definieren, was wir unter einer abstrakten Interpretation eines
Ungleichungssystems verstehen:
Definition 4.12. Seien I eine Indexmenge und (L,v) und (L],v]) vollsta¨ndige
Verba¨nde. Eine abstrakte Interpretation bezu¨glich einer Abstraktion α : L→ L] ist
eine Zuordnung (LI → L)→ ((L])I → L]), die jeder konkreten Abbildung f : LI → L
eine abstrakte Abbildung f ] : (L])I → L] zuordnet. Falls
α ◦ f(x) v f ] ◦ αˆ(x)
fu¨r alle Abbildungen f und alle x ∈ LN gilt, nennen wir die abstrakte Interpretation
α-korrekt. Falls sogar
α ◦ f = f ] ◦ αˆ
fu¨r alle Abbildungen f gilt, nennen wir die abstrakte Interpretation α-pra¨zise.
Das abstrahierte Ungleichungssystem zu einem Ungleichungssystem U bezu¨glich einer
solchen abstrakten Interpretation ist definiert durch
U ] := {(xj w] f ](x)) | (xj w f(x)) ∈ U}.
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Lemma 4.13. Die folgenden Aussagen sind a¨quivalent:
a) Fu¨r alle x ∈ LI gilt α ◦ f(x) v] f ] ◦ αˆ(x).
b) Fu¨r alle x ∈ LI gilt f(x) v γ ◦ f ] ◦ αˆ(x).
c) Fu¨r alle y ∈ (L])I gilt f ◦ γˆ(y) v γ ◦ f ](y).
d) Fu¨r alle y ∈ (L])I gilt α ◦ f ◦ γˆ(y) v] f ](x).
Beweis. Die A¨quivalenz der Aussagen a) und b) bzw. c) und d) folgt jeweils sofort aus
der Definition einer Galois-Verbindung. Es genu¨gt also zu zeigen, dass die Aussagen
b) und c) a¨quivalent sind.
Gelte zuna¨chst b) und sei y ∈ (L])I beliebig. Dann ist γˆ(y) ∈ LI und nach b) gilt
f ◦ γˆ(y) v γ ◦ f ] ◦ αˆ ◦ γˆ(y).
Da (αˆ, γˆ) eine Galois-Verbindung ist, gilt nach Lemma 4.6 αˆ ◦ γˆ(y) vI y. Damit folgt
das Gewu¨nschte.
Die andere Richtung zeigt man analog. Es folgt die Behauptung.
Seien im Folgenden eine Galois-Verbindung (α, γ) zwischen vollsta¨ndigen Verba¨nden
(L,v) und (L],v]), eine Indexmenge I, ein Ungleichungssystem U , eine abstrakte
Interpretation und das zugeho¨rige abstrahierte Ungleichungssystem U ] fixiert. Wir
nennen dann auch U das konkrete und U ] das abstrahierte Ungleichungssystem. Mit F
und F ] bezeichnen wir diejenigen Abbildungen, deren Pra¨fixpunkte mit den Lo¨sungen
der Ungleichungssysteme u¨bereinstimmen.
Wie eingangs beschrieben, soll mit der abstrakten Interpretation eines Ungleichungs-
systems nach Mo¨glichkeit der abstrahierter Wert der kleinsten Lo¨sung des Unglei-
chungssystems berechnet oder zumindest approximiert werden. Der berechnete Wert
lfp(F ]) soll also mindestens soviel Information enthalten wie αˆ(lfp(F )). Dass dieser
abstrahierte Wert tatsa¨chlich immer approximiert wird, wenn die benutzte abstrakte
Interpretation α-korrekt ist, ist die Aussage des folgenden Satzes. Um den abstrahier-
ten Wert tatsa¨chlich zu erreichen, ist sogar α-Pra¨zision vonno¨ten, wie wir anschließend
zeigen werden.
Satz 4.14. Sei die zugrundeliegende abstrakte Interpretation α-korrekt. Dann gilt
lfp(F ]) wI αˆ(lfp(F )).
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Beweis. Wir benutzen Satz 2.18. Dabei betrachten wir die Relation
R := {(x, y) ∈ LI × L]I | αˆ(x)v]Iy}.
Wenn wir fu¨r die Abbildungen F und F ] die Voraussetzungen von Satz 2.18 zeigen
ko¨nnen, so folgt (lfp(F ), lfp(F ])) ∈ R, was genau die gewu¨nschte Aussage ist.
Sei nun (x, y) ∈ R. Um (F (x), F ](y)) ∈ R zu zeigen, genu¨gt es, α(Fi(x)) v] F ]i (y) fu¨r
alle i ∈ I nach zu weisen. Fu¨r i ∈ I ist wegen der universellen Distributivita¨t von α
α(Fi(x)) = α
(⊔{
f(x) | f ∈ Fi
})
=
⊔] {
α ◦ f(x) | f ∈ Fi
}
v
⊔] {
f ](αˆ(x)) | f ∈ Fi
}
= F ]i (αˆ(x))
v] F ]i (y),
da αˆ(x)v]Iy nach Voraussetzung und F ] monoton ist. Damit ist Voraussetzung a)
aus Satz 2.18 gezeigt.
Sei nun X ⊆ R, d.h. fu¨r alle x = (x1, x2) ∈ X und fu¨r alle i ∈ I ist αˆ(x1i ) v] x2i . Um
(
⊔
X1,
⊔
X2) ∈ R zu beweisen, zeigen wir αˆ(⊔X1))i v] (⊔]X2)i fu¨r alle i ∈ I:(
αˆ
(⊔
X1
))
i
= α
((⊔
X1
)
i
)
= α
(⊔
X1i
)
=
⊔]
α(X1i )
=
⊔] {
α(x1i ) | x ∈ X
}
Fu¨r alle x ∈ X haben wir nun αˆ(x1i )v]Nx2i . Damit ist
⊔]{x2i | x ∈ X} obere Schranke
von {αˆ(x1i ) | x ∈ X}. Wir erhalten(
αˆ
(⊔
X1
))
i
v]
⊔] {
x2i | X ∈ X
}
=
(⊔]
X2
)
i
und auch Voraussetzung b) aus Satz 2.18 ist erfu¨llt. Es folgt die Behauptung.
Satz 4.15. Sei die zugrundeliegende abstrakte Interpretation α-pra¨zise. Dann gilt
lfp(F ]) = αˆ(lfp(F )).
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Beweis. Nach Satz 4.14 wissen wir bereits, dass lfp(F ]) wI αˆ(lfp(F )) gilt. Um die
umgekehrte Ungleichung zu zeigen, genu¨gt es nach zu weisen, dass αˆ(lfp(F )) eine
Lo¨sung des Ungleichungssystems U ] ist. Sei dazu xj w f(x) eine beliebige Ungleichung
von U . Da lfp(F ) eine Lo¨sung dieses Ungleichungssystems ist, gilt lfp(F )j w f(lfp(F )).
Mit den Voraussetzungen an f und f ] und der Monotonie von α folgt nun
f ](αˆ(lfp(F ))) = α(f(lfp(F ))) v α((lfp(F ))j) = (αˆ(lfp(F )))j.
Also erfu¨llt αˆ(lfp(F )) die Ungleichung xj w] f ](x). Es folgt die Behauptung.
Wir sagen auch, dass U ] die kleinste Lo¨sung von U pra¨zise abstrakt berechnet.
Spa¨ter werden wir das folgende Lemma beno¨tigen, das eine weitere Eigenschaft von
solchen pra¨zisen abstrakt interpretierten Abbildungen liefert.
Lemma 4.16. Seien f : LI → L und f ] : (L])I → L] monoton mit f ] ◦ αˆ = α ◦ f .
Dann gilt
α ◦ f ◦ γˆ ◦ αˆ = α ◦ f.
Beweis. Aus der Voraussetzung fu¨r f und f ] und Lemma 4.7 folgt unmittelbar
α ◦ f = f ] ◦ αˆ = f ] ◦ αˆ ◦ γˆ ◦ αˆ = α ◦ f ◦ γˆ ◦ αˆ
und dies ist die Behauptung.
Beispiel 4.17. In Beispiel 4.8 haben wir gesehen, dass die Abbildungen αMat und αRel,
Matrizenmengen oder Relationen als Transferfunktionen auffassen, Abstraktionen
sind. Definiert man nun ein Ungleichungssystem T der Transferfunktionen durch
das Ungleichungssystem (3.1) aus Abschnitt 3.1, so ist dies eine pra¨zise abstrakte
Interpretation:
Seien dazu zuna¨chst A1,A2 ∈ LM und S ∈ L. Dann gilt
(αMat(A2) ◦ αMat(A1))(S)
= αMat(A2)({A · s | s ∈ S ∧ A ∈ A1})
= αMat({B · A · s | s ∈ S ∧ A ∈ A1 ∧B ∈ A2})
= αMat({C · s | s ∈ S ∧ C ∈ A2 ◦ A1})
= αMat(A2 ◦ A1)(S).
Entsprechend ist fu¨r R1, R2 ∈ LR und S ∈ L
(αRel(R2) ◦ αRel(R1))(S)
= αRel(R2)({(1, y) | ∃x ∈ Rn : ((1, x) ∈ S ∧ (x, y) ∈ R1)})
= ({(1, z) | ∃x, y ∈ Rn : ((1, x) ∈ S ∧ (x, y) ∈ R1 ∧ (y, z) ∈ R2)})
= ({(1, z) | ∃x ∈ Rn : ((1, x) ∈ S ∧ (x, z) ∈ R2 ◦R1)})
= αRel(R2 ◦R1)(S).
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Mit diesen Identita¨ten ko¨nnen wir nun die gewu¨nschte Aussage leicht aus Satz 4.15
folgern. Seien dafu¨r zuna¨chst A ∈ (LM)N und S ∈ L. Dann gilt
αMat ◦ fTM ,id(A)(S) = αMat({En+1})(S)
= {En+1 · s | s ∈ S}
= S
und andererseits auch
fT,id ◦ αˆMat(A)(S) = id(S)
= S.
Also ist αM ◦ fTM ,id = fT,id ◦ αˆM . Weiter ist mit der Rechnung zu Beginn dieses
Beispiels
αMat ◦ fTM ,(u,xj:=t,v)(A) = αMat({Mxj:=t} ◦ Au)
= αMat({Mxj:=t}) ◦ αMat(Au)
= fxj:=t ◦ αMat(Au)
= fT,(u,xj:=t,v) ◦ αˆMat(A)
und damit αMat ◦ fTM ,(u,xj:=t,v) = fT,(u,xj:=t,v) ◦ αˆMat. Ebenso wie fu¨r Zuweisungen
folgt fu¨r Prozeduraufrufe αMat ◦ fTM ,(u,q(),v) = fT,(u,q(),v) ◦ αˆMat aus
αMat ◦ fTM ,(u,q(),v)(A) = αMat(Arq ◦ Au)
= αMat(Arq) ◦ αM(Au)
= fT,(u,q(),v) ◦ αˆMat(A).
Nach Satz 4.15 ist also αMat(TM [u]) = T [u] fu¨r jedes u ∈ N . Anstatt das Ungleichungs-
system T in (3.1) direkt zu lo¨sen, kann also stattdessen das Ungleichungssystem TM
in (3.18) gelo¨st und dessen kleinste Lo¨sung durch αM abstrahiert werden, wie es in
Abschnitt 3.4 auch geschehen ist.
Genauso zeigt man αRel(TR[u]) = T [u] fu¨r jedes u ∈ N . 
Fu¨r jede Galois-Verbindung existiert eine α-korrekte abstrakte Interpretation: Die
folgende Definition zeigt, dass sich zu Abbildungen u¨ber L in kanonischer Weise Ab-
bildungen auf L] angeben lassen. Der anschließende Satz zeigt, dass diese Zuordnung
eine α-korrekte abstrakte Interpretation liefert.
Definition 4.18. Wir nennen die Zuordnung (LI → L)→ ((L])I → L]) , die einem
f : LI → L die Abbildung
f+ := α ◦ f ◦ γ
zuordnet, α-kanonische abstrakte Interpretation.
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Das dadurch abstrahierte Ungleichungssystem U+ nennen wir entsprechend das
α-kanonisch abstrahierte Ungleichungssystem.
Satz 4.19. Sei eine beliebige abstrakte Interpretation gegeben, die jedem f ein f ]
zuordnet.
a) Die abstrakte Interpretation ist genau dann α-korrekt, wenn f+(y) v] f ](y)
fu¨r alle f und alle y ∈ (L])I gilt. Insbesondere ist die kanonische abstrakte
Interpretation α-korrekt und liefert von allen abstrakten Interpretation das
kleinste Ergebnis.
b) Falls es eine α-pra¨zise abstrakte Interpretation gibt, ist die kanonische abstrakte
Interpretation ebenfalls α-pra¨zise.
Beweis. Die gewu¨nschte A¨quivalenzaussage folgt direkt aus Lemma 4.13. Sie impliziert
sofort, dass die kanonische abstrakte Interpretation korrekt ist. Nach Konstruktion
ist nun fu¨r alle y ∈ (L])I
F ]i (y) =
⊔] {
f ](y) | f ∈ Fi
}
w]
⊔] {
f+(y) | f ∈ Fi
}
= F+i (y).
Damit ist aber auch F+(v])IF ] und so lfp(F+)(v])I lfp(F ]). Dies beweist den ersten
Teil.
Gebe es nun eine α-pra¨zise abstrakte Interpretation. Nach Lemma 4.16 ist dann
f+◦α = α◦f ◦γ◦α = α◦f , also liefert auch f+ eine α-pra¨zise abstrakte Interpretation.
Es folgt die Behauptung.
Eine α-pra¨zise abstrakte Interpretation zu einer gegeben Galois-Verbindung (α, γ) und
einem gegebenen Ungleichungssystem muss nicht existieren. Dies folgt aus vorigem
Satz 4.19, wenn man zeigen kann, dass eine α-kanonische abstrakte Interpretation nicht
die gewu¨nschte pra¨zise Lo¨sung liefert. Ein Beispiel dafu¨r ist die folgende abstrakte
Interpretation.
Beispiel 4.20. Wir betrachten die vollsta¨ndigen Verba¨nde, die durch die Hasse-Dia-
gramme in Abbildung 4.1 gegeben sind.
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L = >
c
b
a
⊥
L] = >]
e
d
⊥]
Abbildung 4.1: Hasse-Diagramm des zugrundeliegenden Verbandes in Beispiel 4.20.
Wir definieren nun eine Galois-Verbindung (α, γ) zwischen diesen vollsta¨ndigen Ver-
ba¨nden durch
α(x) :=

⊥] falls x = ⊥
d falls x = a
e falls x ∈ {b, c}
>] falls x = >
und γ(y) :=

⊥ falls y = ⊥]
a falls y = d
c falls y = e
> falls y = >].
Man sieht leicht
α ◦ γ = idL] ,
γ ◦ α|{⊥,a,c,>} = id|{⊥,a,c,>}
und
γ ◦ α(b) = c A b.
Also ist γ ◦ αw idL und nach Lemma 4.6 ist (α, γ) eine Galois-Verbindung.
Wie betrachten nun ein Ungleichungssystem, das nur eine Variable x benutzt. Die
Abbildungen, die das Ungleichungssystem definieren, sind also auf (L→ L) definiert.
Wir definieren eine Abbildung f : L→ L durch
f(x) :=

⊥ falls x = ⊥
b falls x ∈ {a, b}
> falls x ∈ {c,>}.
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Offenbar ist f universell-distributiv. Mit F bezeichnen wir das kleinste unter Komposi-
tion abschlossene System von Abbildungen, das idL und fentha¨lt. Da die Komposition
universell-distributiver Abbildungen wieder universell-distributiv ist, ist (L,v,F) ein
universell-distributives monotones Framework. Die zugeho¨rige optimale Abstraktion
f+ = α ◦ f ◦ γ erfu¨llt
f+(y) =

⊥] falls y = ⊥]
e falls y = d
>] falls y ∈ {e,>]}.
Wir betrachten nun ein Ungleichungssystem U , das aus den folgenden beiden Unglei-
chungen besteht:
x w a und x w f(x).
Dieses Ungleichungssystem wird durch die Abbildung F : L → L beschrieben, die
durch F (x) := aunionsq f(x) definiert ist. Das zugeho¨rige abstrahierte Ungleichungssystem
ist definiert durch
y w] d und x w] f ](x).
und wird beschrieben durch die Abbildung F ] : L] → L] mit F ](y) = d unionsq] f ](y).
Man rechnet nun leicht fu¨r die kleinsten Fixpunkte
lfp(F ) = b und lfp(F ]) = >]
aus. Es ist aber α(b) = e 6= >]. Also ist lfp(F ]) 6= α(lfp(F )). Die abstrakte Interpreta-
tion ist somit zwar optimal, aber nicht pra¨zise, womit gezeigt ist, dass eine α-pra¨zise
abstrakte Interpretation nicht existieren muss. 
Wenn die α-kanonische abstrakte Interpretation also nicht das gewu¨nschte Ergebnis
liefert, so liefert sie doch nach Satz 4.19 zumindest von allen mo¨glichen abstrakten
Interpretationen die pra¨ziseste Lo¨sung.
4.3 Abstrakte Interpretation fu¨r interprozedurale
Datenflussanalysen
Im letzten Abschnitt haben wir abstrakte Interpretationen von Ungleichungssystemen
betrachtet, indem wir jede der verwendeten Abbildungen durch eine abstrahierte Ab-
bildung ersetzt haben. Wir werden in diesem Abschnitt nun die Ungleichungssysteme
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abstrahieren, die wir in Kapitel 3 zur Analyse interprozeduraler Programme ein-
gefu¨hrt haben, indem wir in den verallgemeinerten Transferfunktionen jede benutzte
Transferfunktion durch eine abstrahierte Abbildung ersetzen.
Um die so abstrahierten Ungleichungssysteme untersuchen zu ko¨nnen, mu¨ssen wir
eine zugrundeliegende Galois-Verbindung auf die Ra¨ume fortsetzen, u¨ber denen die
Ungleichungssystem definiert sind: Zuna¨chst beno¨tigen wir eine Fortsetzung der
Abstraktion auf (L→ L)→ (L] → L]), um auch diejenigen Abbildungen, mit denen
Transferfunktionen berechnet werden, abstrahieren zu ko¨nnen.
Definition 4.21. Sei (α, γ) eine Galois-Verbindung zwischen den vollsta¨ndigen Ver-
ba¨nden (L,v) und (L],v]). Wir definieren nun
α : (L→mon L)→ (L] →mon L]) und γ : (L] →mon L])→ (L→mon L)
f 7→ α ◦ f ◦ γ g 7→ γ ◦ g ◦ α
als Fortsetzungen von α und γ auf Abbildungen. Diese werden in Abbildung 4.2
illustriert.
L
f // L
α

L
α(g) //
α

L
L]
α(f) //
γ
OO
L] L]
g // L]
γ
OO
Abbildung 4.2: Fortsetzung von Abstraktionen fu¨r Transferfunktionen.
Das folgende Lemma zeigt, dass wir dadurch tatsa¨chlich wieder eine Abstraktion
erhalten.
Lemma 4.22. Die Fortsetzung (α, γ) ist eine Galois-Verbindung zwischen den voll-
sta¨ndigen Verba¨nden ((L→mon L),v) und ((L] →mon L]),v]).
Beweis. Seien dazu f : L→ L und g : L] → L] beliebige monotone Abbildungen.
Gelte zuna¨chst α(f)v] g. Zu zeigen ist f v γ(g). Sei dazu x ∈ L beliebig. Offenbar
gilt
α(x) v] α(x).
Da (α, γ) eine Galois-Verbindung ist, ist dies a¨quivalent zu
x v γ(α(x)).
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Mit der Monotonie von f gilt damit weiter
f(x) v f(γ(α(x))).
Nach Voraussetzung gilt fu¨r jedes y ∈ L]
α ◦ f ◦ γ(y) = α(f)(y) v] g(y).
Da (α, γ) eine Galois-Verbindung ist, ist dies a¨quivalent zu
f(γ(y)) v γ(g(y)).
Fu¨r y := α(x) gilt also
f(x) v f(γ(α(x)))
v γ(g(α(x)))
= γ(y).
Dies impliziert f v γ(g). Die umgekehrte Richtung zeigt man analog. Also ist (α, γ)
eine Galois-Verbindung.
Sei im Folgenden G = (Np, Ep, sp, rp)p∈Proc ein Flussgraphsystem, das ein Programm
mit einer endlichen Menge Proc von Prozeduren beschreibt. Sei (L,v,F) das zu-
grundeliegende monotone Framework, (L],v]) ein vollsta¨ndiger Verband und (α, γ)
eine Galois-Verbindung zwischen diesen vollsta¨ndigen Verba¨nden. Sei außerdem eine
abstrakte Interpretation F → (L] → L]) fest ausgewa¨hlt, die einer Abbildung f eine
Abbildung f ] zuordnet.
Wir definieren nun eine abstrakte Interpretation eines Ungleichungssystems zur
Analyse des Programms, indem wir in den verallgemeinerten Transferfunktionen
fT,·, fR,· und fA,· die Abbildungen fb, die fu¨r die Basiskanten benutzt werden, ab-
strakt interpretieren. Die dadurch entstehenden Abbildungen nennen wir f ]T,·, f
]
R,·
bzw. f ]A,·.
Die Abbildungen f ]T,· : (L
] → L])N → (L] → L]) sind gegeben durch
f ]T,id(h) := idL] ,
f ]T,(u,b,v)(h) := f
]
b ◦ hu,
f ]T,(u,q(),v)(h) := hrq ◦ hu
fu¨r h = (hν)ν∈N ∈ (L] → L])N , Basiskanten (u, b, v) und Aufrufkanten (u, q(), v).
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Die Abbildungen f ]R,· : (L
])N → L] sind definiert durch
f ]R,init(y) := init
],
f ]R,(u,b,v)(y) := f
]
b(yu),
f ]R,(u,q(),v),ent(y) := yu,
f ]R,(u,q(),v),ret(y) := T
][rq](yu)
fu¨r y = (yν)ν∈N ∈ (L])N , Basiskanten (u, b, v) und Aufrufkanten (u, q(), v).
Zuletzt sind die Abbildungen f ]A,· : (L
])NCS → L] definiert durch
f ]A,init(y) := init
]
f ]A,(u,b,v),w(y) := f
]
b(y(u,w))
f ]A,(u,q(),v),w,ent(y) := y(u,w)
f ]A,(u,q(),v),w·(u,q(),v),ret(y) := y(rq,w·(u,q(),v))
wobei wiederum (u, b, v) Basiskanten und (u, q(), v) Aufrufkanten beschreiben.
Um die Lo¨sungen der Ungleichungssysteme besser unterscheiden zu ko¨nnen, schrei-
ben wir im abstrahierten Ungleichungssystem T ][u], R][u] und A][u,w] anstelle von
T [u], R[u] bzw. A[u,w]. Damit wir auch wieder u¨ber die kleinsten Lo¨sungen der
abstrahierten Ungleichungssysteme reden ko¨nnen, fordern wir weiter fu¨r die abstrakte
Interpretation, dass jeder monotonen Abbildung f ∈ F eine monotone Abbildung f ]
zugeordnert wird.
Wir untersuchen in den folgendenden Abschnitten, ob eine α-korrekte, α-pra¨zise
oder α-kanonische abstrakte Interpretation der Transferfunktionen auch schon eine
entsprechende abstrakte Interpretation der verallgemeinertern Transferfunktionen
induziert. Dazu mu¨ssen wir die Abstraktion α auf die entsprechenden Verba¨nde
fortsetzen, die bei den verschiedenen Ungleichungssystemen benutzt werden.
4.3.1 Korrekte abstrakte Interpretation
Zu Beginn dieses Abschnittes haben wir eingefu¨hrt, wie wir bezu¨glich einer vorgege-
benen abstrakten Interpretation der Transferfunktionen auch die verallgemeinerten
Transferfunktionen des funktionalen und des Call-String-Ansatzes abstrakt inter-
pretieren wollen. In diesem Abschnitt wollen wir untersuchen, ob eine so induzierte
abstrakte Interpretation der verallgemeinerten Transferfunktionen korrekt ist, wenn
die benutzten Transferfunktionen korrekt abstrakt interpretiert werden.
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Zuna¨chst betrachten wir die konkreten und die zugeho¨rigen abstrahierten Unglei-
chungssysteme aus dem Ansatz zur Analyse interprozeduraler Programme, der
Summary-Informationen benutzt. Die konkreten Systeme sind durch die Unglei-
chungssysteme (3.1) und (3.2) fu¨r den funktionalen Ansatz und durch das Unglei-
chungssystem (3.4) fu¨r den Call-String-Ansatz gegeben. Um ein abstrahiertes System
zu erhalten, ersetzen wir also, wie zuvor beschrieben, jedes fb durch eine abstrahierte
Abbildung f ]b. Speziell a¨ndern wir die Initialwerte idL zu idL] und init zu init
]. Dies
induziert korrekt abstrahierte Ungleichungssysteme, wie der folgende Satz zeigt.
Satz 4.23. Sei die abstrakte Interpretation der Transferfunktionen α-korrekt. Dann
ist die dadurch induzierte abstrakte Interpretation der verallgemeinerten Transfer-
funktionen fT,· auch α-korrekt.
Beweis. Wir beweisen die Aussage, in dem wir die verschiedenen Abbildungen fT,·
der Reihe nach untersuchen. Sei dazu h = (hν)ν∈N ∈ FN beliebig.
Nach Definition gilt
(α ◦fT,·)(h) = α(fT,·(h)) = α ◦ fT,·(h) ◦ γ
und
(f ]T,· ◦ αˆ)(h) = f ]T,·(αˆ(h)) = f ]T,·((α(hν))ν∈N) = f ]T,·((α ◦ hν ◦ γ))ν∈N).
Es ist also
α ◦ fT,·(h) ◦ γv] f ]T,·((α ◦ hν ◦ γ))ν∈N)
zu u¨berpru¨fen.
i) Zuna¨chst einmal ist
(α ◦ fT,id)(h) ◦ γ = α ◦ idL ◦γ = α ◦ γ.
Außerdem ist
f ]T,id((α ◦ hν ◦ γ)ν∈N) = idL] .
Da (α, γ) eine Galois-Verbindung ist, ist α ◦ γv] idL] . Es gilt also stets die
gewu¨nschte Ungleichung.
ii) Weiter ist fu¨r eine Basiskante (u, b, v) ∈ E
α ◦ fT,(u,b,v)(h) ◦ γ = α ◦ fb ◦ hu ◦ γ
und
f ]T,(u,b,v)((α ◦ hν ◦ γ)ν∈N)) = f ]b ◦ α ◦ hu ◦ γ.
Dann gilt nach Voraussetzung also bereits α ◦ fbv] f ]b ◦ α und damit ist die
gewu¨nschte Ungleichung erfu¨llt.
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iii) Zuletzt sei (u, q(), v) ∈ E eine Aufrufkante. Fu¨r diesen ist
α ◦ fT,(u,q(),v)(h) ◦ γ = α ◦ hrq ◦ hu ◦ γ
und
f ]T,(u,q(),v)((α ◦ hν ◦ γ)ν∈N) = (α ◦ hrq ◦ γ) ◦ (α ◦ hu ◦ γ)
= α ◦ hrq ◦ (γ ◦ α) ◦ hu ◦ γ
Da stets idLv γ ◦ α gilt, ist die gewu¨nschte Ungleichung immer erfu¨llt.
Es folgt die Behauptung.
Insbesondere gilt also fu¨r jeden Knoten u ∈ N
T ][u]w] α(T [u]).
Wir betrachten nun das Ungleichungssystem zur Berechnung der Informationen
an den Programmpunkten. Als Initialwert des abstrahierten Ungleichungssystem
benutzen wir init] := α(init).
Satz 4.24. Sei die abstrakte Interpretation der Transferfunktionen α-korrekt. Dann
ist die dadurch induzierte abstrakte Interpretation der verallgemeinerten Transfer-
funktionen fR,· auch α-korrekt.
Beweis. Sei x = (xν)ν∈N ∈ LI . Wir u¨berpru¨fen die Aussage wieder der Reihe nach
fu¨r alle verwendeten Abbildungen.
i) Zuna¨chst ist
(α ◦ fR,init)(x) = α(init)
und
(f ]R,init ◦ αˆ)(x) = init] .
Wegen init] = α(init) ist also sogar Gleichheit erfu¨llt.
ii) Fu¨r Basiskanten (u, b, v) ∈ E ist nun
(α ◦ fR,(u,b,v))(x) = α(fb(xu))
und
(f ]R,(u,b,v) ◦ αˆ)(x) = f ]b(α(xu)).
Nach Voraussetzung gilt also die gewu¨nschte Ungleichung.
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iii) Sei nun (u, q(), v) eine Aufrufkante. Dann ist einerseits
(α ◦ fR,(u,q(),v),ent)(x) = α(xu)
und
(f ]R,(u,q(),v),ent ◦ αˆ)(x) = α(xu)
und es gilt immer Gleichheit. Andererseits ist
(α ◦ fR,(u,q(),v),ret)(x) = α(T [rq](xu))
und
(f ]R,(u,q(),v),ret ◦ αˆ)(x) = T ][rq](α(xu)).
Wie wir in Satz 4.23 gesehen haben, ist die abstrakte Interpretation von T stets
korrekt. Somit erhalten wir auch hier direkt die gewu¨nschte Ungleichung.
Es folgt die Behauptung.
Fu¨r jeden Knoten u ∈ N gilt also
R][u] w α(R[u]).
Wir betrachten nun das Ungleichungssystem (3.4), das eine Analyse mithilfe von
Call-Strings beschreibt. Wie im funktionalen Ansatz fordern wir als Startinformation
des abstrakt interpretierten Ungleichungssystems init] = α(init).
Satz 4.25. Sei die abstrakte Interpretation der Transferfunktionen α-korrekt. Dann
ist die dadurch induzierte abstrakte Interpretation der verallgemeinerten Transfer-
funktionen fA,· auch α-korrekt.
Beweis. Wie zuvor betrachten wir wieder die verschiedenen Abbildungen. Sei dazu
x ∈ LNCS .
i) Zuna¨chst ist wiederum
(α ◦ fA,init)(x) = α(init)
und
(f ]A,· ◦ α̂)(x) = init]
Da init] = α(init), gilt hier wiederum sogar Gleichheit.
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ii) Weiter ist fu¨r Basiskanten (u, b, v) ∈ E
(α ◦ fA,(u,b,v),w)(x) = α(fb(xu,w))
und
(f ]A,(u,b,v),w ◦ α̂)(x) = f ]b(α(xu,w)).
Nach Voraussetzung gilt also die gewu¨nschte Ungleichung.
iii) Wir betrachten nun eine Aufrufkante e = (u, q(), v) ∈ E. Dann ist
(α ◦ fA,(u,q(),v),w,ent)(y) = α(yu,w)
und
(f ]A,(u,q(),v),w,ent ◦ α̂)(y) = α(yu,w)
und es gilt sogar Gleichheit. Fu¨r die Abbildung, die die Ru¨ckkehr aus einer
Prozedur beschreibt, ist
(α ◦ fA,(u,q(),v),w·e,ret)(y) = α(hrq,w·e)
und ebenso
(f ]A,(u,q(),v),w·e,ret ◦ α̂)(y) = α(hrq,w·e).
Auch hier gilt also stets Gleichheit.
Es folgt die Behauptung.
Fu¨r jeden Knoten u ∈ N und Call-String w ∈ CS erhalten wir also
A][u,w] w] α(A[u,w]).
Damit ist
Aˆ][u] =
⊔] {
A][u,w] | w ∈ CS[p]}
w]
⊔] {
α(A[u,w]) | w ∈ CS[p]}
= α
(⊔{
A[u,w] | w ∈ CS[p]})
= α(Aˆ[u]).
Die Lo¨sung des Ungleichungssystem, das eine Analyse durch Call-Strings beschreibt,
wird also durch eine α-korrekte abstrakte Interpretation der Transferfunktionen
wieder α-korrekt abstrahiert. Im na¨chsten Abschnitt zeigen wir, dass auch α-Pra¨zision
u¨bertragen wird.
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4.3.2 Pra¨zise abstrakte Interpretation
In Unterabschnitt 4.3.1 haben wir Transferfunktionen korrekt abstrakt interpretiert
und dadurch in beiden Ansa¨tzen zur interprozeduralen Datenflussanalyse korrekte
abstrakte Interpretation der Ungleichungssysteme erhalten. Wir werden nun sehen,
dass durch eine pra¨zise abstrakte Interpretation der Transferfunktionen auch die
Ungleichungssysteme beider Ansa¨tze pra¨zise abstrahiert werden, wenn wir fu¨r die
Galois-Verbindung zusa¨tzlich α ◦ γ = idL] fordern.
Diese Forderung ist natu¨rlich: Nach Definition gilt zuna¨chst α ◦ γv] idL] . Ist nun fu¨r
ein y ∈ L] tatsa¨chlich
y′ := (α ◦ γ)(y) @ y,
so folgt mit Lemma 4.7
γ(y′) = (γ ◦ α ◦ γ)(y) = γ(y).
Die beiden abstrakten Werte y und y′ werden also demselben konkreten Wert zu-
geordnet. Somit ko¨nnen Werte im abstrakten Raum unterschieden werden, die im
konkreten Raum nicht unterschieden werden ko¨nnen. Dies ist unnatu¨rlich, da der
konkrete Raum genauere Informationen liefern sollte als der abstrakte.
Satz 4.26. Sei die abstrakte Interpretation der Transferfunktionen α-pra¨zise und
gelte α ◦ γ = idL]. Dann ist die dadurch induzierte abstrakte Interpretation der
verallgemeinerten Transferfunktionen fT,· auch α-pra¨zise.
Beweis. Sei h = (hν)ν∈N ∈ FN beliebig. Nach dem Beweis von Satz 4.23 bleibt nun
α ◦ γ = idL] ,
fu¨r eine Basiskante (u, b, v) ∈ E
α ◦ fb ◦ hu ◦ γ = f ]b ◦ α ◦ hu ◦ γ,
und fu¨r einen Prozeduraufruf (u, q(), v) ∈ E
α ◦ hrq ◦ hu ◦ γ = α ◦ hrq ◦ (γ ◦ α) ◦ hu ◦ γ
zu zeigen. Die ersten beiden Gleichungen folgen direkt aus der Voraussetzung. Die
letzte Gleichung folgt aus Lemma 4.16.
Es gilt also T ][u] = α(T [u]) fu¨r jeden Knoten u ∈ N .
Wir betrachten nun das Ungleichungssystem zur Berechnung der eigentlichen Infor-
mationen.
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Satz 4.27. Sei die abstrakte Interpretation der Transferfunktionen α-pra¨zise und
gelte α ◦ γ = idL]. Dann ist die dadurch induzierte abstrakte Interpretation der
verallgemeinerten Transferfunktionen fR,· auch α-pra¨zise.
Beweis. Sei x = (xν)ν∈N ∈ LI . Nach dem Beweis von Satz 4.24 muss nur noch fu¨r
Basiskanten (u, b, v) ∈ E
α(fb(xu)) = f
]
b(α(xu))
und fu¨r Prozeduraufrufe (u, q(), v) ∈ E
α(T [rq](xu)) = T
][rq](α(xu))
gezeigt werden. Ersteres folgt direkt aus der Voraussetzung und letzteres aus Satz
4.26.
Es gilt also R][u] = α(R[u]) fu¨r jeden Knoten u ∈ N .
Unter der zusa¨tzlichen Voraussetzung α ◦ γ = idL] gewinnt man aus der pra¨zisen
abstrakten Interpretation der Transferfunktionen bereits pra¨zise abstrahierte Unglei-
chungssysteme, wie sie zum Berechnen von Informationen mithilfe von Summary-
Informationen benutzt werden. Ein entsprechendes Resultat gilt auch fu¨r den Call-
String-Ansatz.
Satz 4.28. Sei die abstrakte Interpretation der Transferfunktionen α-pra¨zise. Dann
ist die dadurch induzierte abstrakte Interpretation der verallgemeinerten Transfer-
funktionen fA,· auch α-pra¨zise.
Beweis. Nach dem Beweis von Satz 4.25 genu¨gt es, fu¨r Prozeduren p ∈ Proc, Basis-
kanten (u, b, v) ∈ Ep, Call-Strings w ∈ CS[p] und x ∈ LNCS
α(fb(yu,w)) = f
]
b(α(yu,w))
zu zeigen. Dies folgt aber direkt aus der Voraussetzung.
Es gilt also A][u,w] = α(A[u,w]) fu¨r alle (u,w) ∈ NCS. A¨hnlich wie fu¨r Satz 4.25
erhalten wir nun
Aˆ][u] = α(Aˆ[u]).
Die Lo¨sung des Ungleichungssystem aus dem Call-String-Ansatz wird also durch eine
pra¨zise abstrakte Interpretation der Transferfunktionen wieder pra¨zise abstrahiert.
In diesem Fall liefern also beide Ansa¨tze zur Analyse interprozeduraler Program-
me wieder dasselbe Ergebnis, wenn die verwendeten Transferfunktionen geeignete
Distributivita¨tsbedingungen erfu¨llen.
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Korollar 4.29. Sei das monotone Framework (L,v,F) universell-distributiv oder
positiv-distributiv und in letzterem Fall alle Programmpunkte erreichbar. Sei die
zugrundeliegende abstrakte Interpretation der Transferfunktionen α-pra¨zise und gelte
α ◦ γ = idL]. Dann stimmen die kleinsten Lo¨sungen der abstrahierten Ungleichungs-
systeme u¨berein, d.h. es gilt
R] = Aˆ].
Beweis. Dies folgt unmittelbar aus den Sa¨tzen 4.27, 3.7 und 4.28: Fu¨r beliebiges
u ∈ N gilt
R][u] = α(R[u]) = α(Aˆ[u]) = Aˆ][u].
Dies ist die Behauptung.
4.3.3 Kanonische abstrakte Interpretation
In Unterabschnitt 4.3.1 und Unterabschnitt 4.3.2 haben wir gesehen, dass unter den
Voraussetzungen α ◦ γ = idL] und init] = α(init) eine pra¨zise abstrakte Interpreta-
tion der verwendeten Transferfunktionen zu einer pra¨zisen abstrakten Interpretation
der Ungleichungssysteme aus dem funktionalen und dem Call-String-Ansatz fu¨hrt.
Wir werden nun zeigen, dass unter denselben Forderungen eine kanonische abstrakte
Interpretation der Transferfunktionen wieder eine kanonische abstrakte Interpre-
tation der verallgemeinerten Transferfunktionen induziert. Sei also im Folgenden
f+ = α ◦ f ◦ γ fu¨r die Transferfunktionen f ∈ F . Die dadurch abstrahierten verallge-
meinerten Transferfunktionen bezeichnen wir mit f ]T,·, f
]
R,· und f
]
A,·. Die kanonisch
abstrahierten verallgemeinerten Transferfunktionen bezeichnen wir entsprechend mit
f+T,·, f
+
R,· und f
+
A,·. Diese sind gegeben durch
f+T,· := α ◦fT,· ◦ γˆ,
f+R,· := α ◦ fR,· ◦ γˆ,
f+A,· := α ◦fA,· ◦ γˆ.
Wir zeigen nun, dass die kanonisch oder durch die f+ abstrahierten verallgemeinerten
Transferfunktionen jeweils u¨bereinstimmen, wenn wir zusa¨tzlich α ◦ γ = idL] fordern.
Wir beginnen mit dem funktionalen Ansatz.
Satz 4.30. Sei α ◦ γ = idL]. Dann gilt f ]T,· = f+T,·.
Beweis. Wir betrachten wiederum der Reihe nach die verschiedenen Abbildungen
fT,· und u¨berpru¨fen f
]
T,· = f
+
T,·. Dabei ist f
+
T,· := α ◦fT,· ◦ γˆ wie in Abbildung 4.3.
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FN fT,· // F
α

(F ])N f
+
T,· //
γˆ
OO
F ]
Abbildung 4.3: Kanonische abstrakte Interpretation der Abbildungen fT,·.
Fu¨r h = (hν)ν∈N ∈ (F ])N ist also
f+T,·(h) = α(fT,·(γˆ(h))) = α ◦ (fT,·((γ ◦ hν ◦ α)ν∈N) ◦ γ.
Wir benutzen bei jeder der folgenden Rechnungen α ◦ γ = idL] . Zuna¨chst gilt fu¨r die
Startinformation
f+T,id(h) = α ◦ fT,id((γ ◦ hν ◦ α)ν∈N) ◦ γ
= α ◦ idL ◦γ
= α ◦ γ
= idL]
= f ]T,id(h).
Sei (u, b, v) ∈ E eine Basiskante. Dann ist
f+T,(u,b,v)(h) = α ◦ fT,(u,b,v)((γ ◦ hν ◦ α)ν∈N) ◦ γ
= α ◦ (fb ◦ (γ ◦ hu ◦ α)) ◦ γ
= (α ◦ fb ◦ γ) ◦ hu ◦ (α ◦ γ)
= f+b ◦ hu
= f ]T,(u,b,v)(h).
Sei nun (u, q(), v) ∈ E eine Aufrufkante. Dann gilt
f+T,(u,q(),v)(h) = α ◦ fT,(u,(),v)((γ ◦ hν ◦ α)ν∈N) ◦ γ
= α ◦ (γ ◦ hrq ◦ α) ◦ (γ ◦ hu ◦ α) ◦ γ
= (α ◦ γ) ◦ hrq ◦ (α ◦ γ) ◦ hu ◦ (α ◦ γ)
= hrq ◦ hu
= f ]T,(u,b,v)(h).
Es folgt die Behauptung.
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Eine entsprechende Aussage ko¨nnen wir auch fu¨r das Ungleichungssystem zur Be-
rechnung der gesuchten Informationen zeigen:
Satz 4.31. Sei α ◦ γ = idL]. Dann gilt f ]R,· = f+R,·.
Beweis. Wir u¨berpru¨fen also f ]R,· = f
+
R,· fu¨r f
+
R,· := α ◦ fR,· ◦ γˆ wie in Abbildung 4.4.
LN
fR,· // L
α

(L])N
f+R,· //
γˆ
OO
L]
Abbildung 4.4: Kanonische abstrakte Interpretation der Abbildungen fR,·.
Sei y = (yν)ν∈N ∈ (L])N beliebig. Dann gilt fu¨r die Startinformation
f+R,init(y) = (α ◦ fR,init ◦ γˆ)(y)
= α(init)
= init]
= f ]R,init(y).
Fu¨r eine Basiskante (u, b, v) ∈ E ist
f+R,(u,b,v)(y) = (α ◦ fR,(u,b,v) ◦ γˆ)(y)
= α(fb(γ(yu)))
= f+b (yu)
= f ]R,(u,b,v)(y).
Zuletzt gilt fu¨r Aufrufe (u, q(), v) ∈ E einerseits
f+R,(u,q(),v),ent(y) = (α ◦ fR,(u,q(),v),ent ◦ γˆ)(y)
= α(γ(yu))
= yu
= f ]R,(u,q(),v),ent(y).
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und andererseits mit Satz 4.30
f+R,(u,q(),v),ret(y) = (α ◦ fR,(u,q(),v),ret ◦ γˆ)(y)
= α(T [rq]((γ(yu)))
= α(T [rq])(yu)
= T+[rq](yu)
= f ]R,(u,q(),v),ret(y).
Es folgt die Behauptung.
Im funktionalen Ansatz erha¨lt man also eine kanonische Abstraktion der verallge-
meinerten Transferfunktionen, wenn die benutzten Transferfunktionen kanonisch
abstrahiert werden. Dies gilt auch fu¨r den Call-String-Ansatz, wie der folgende Satz
zeigt.
Satz 4.32. Sei α ◦ γ = idL]. Dann gilt f ]A,· = f+A,·.
Beweis. Wir u¨berpru¨fen also f ]A,· = f
+
A,· fu¨r f
+
A,· := α ◦fA,· ◦ γˆ wie in Abbildung 4.5.
LNCS
fA,· // L
α

(L])NCS
f+A,· //
γˆ
OO
L]
Abbildung 4.5: Kanonische abstrakte Interpretation der Abbildungen fA,·.
Sei nun y ∈ (L])NCS . Fu¨r die Abbildungen gilt allgemein
f+A,·(y) = (α ◦fA,· ◦ γˆ)(y) = α
(
fA,·((γ(yν,w))(ν,w)∈NCS)
)
.
Wir betrachten nun die einzelnen Abbildungen.
Fu¨r die Startinformation gilt dann
f+A,init(y) = α
(
fA,init((γ(yν,w))(ν,w)∈NCS)
)
= α(init)
= init]
= f ]A,init(y).
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Ist (u, b, v) ∈ Ep eine Basiskante, so ist
f+A,(u,b,v),w(y) = α
(
fA,(u,b,v),w((γ(yν,w))(ν,w)∈NCS)
)
= α
(
fb(γ(yu,w))
)
= f+b (yu,w)
= f ]A,(u,b,v),w(y).
Entsprechend gilt fu¨r Aufrufkanten e = (u, q(), v) ∈ Ep
f+A,(u,q(),v),ent(y) = α
(
fA,(u,q(),v),w,ent((γ(yν,w))(ν,w)∈NCS)
)
= α
(
γ(yu,w)
)
= yu,w
= f ]A,(u,q(),v),w,ent(y).
und
f+A,(u,q(),v),ret(y) = α
(
fA,(u,q(),v),w·e,ret((γ(yν,w))(ν,w)∈NCS)
)
= α(γ(yrq,w·e))
= yrq,w·e
= f ]A,(u,q(),v),w·e,ret(y).
Es folgt die Behauptung.
In einer Situation, in der die Transferfunktionen nicht pra¨zise abstrakt interpretiert
werden ko¨nnen, ist es also grundsa¨tzlich sinnvoll, sie kanonisch zu interpretieren, da
dies nach Satz 4.19 die
”
beste“, d.h. kleinste korrekte Lo¨sung auf dem abstrakten
Verband liefert. Die vorigen Sa¨tze 4.31 und 4.32 zeigen nun, dass dadurch auch die
verallgemeinerten Transferfunktionen kanonisch abstrahiert werden. Die zugeho¨rigen
abstrahierten Ungleichungssysteme liefern also auch wieder die beste Lo¨sung auf
dem abstrakten Verband. Fu¨r den funktionalen und den Call-String-Ansatz zur
interprozeduralen Datenflussanalyse ist demnach zu empfehlen, die Transferfunktionen
stets kanonisch abstrakt zu interpretieren, da dies in jedem Fall die kleinste korrekte
Lo¨sung liefert. In Situationen, in denen es sogar pra¨zise abstrakte Interpretationen
gibt, erha¨lt man eine solche durch die kanonische abstrakte Interpretation.
Im folgenden Abschnitten betrachten wir wiederum die Polyederanalyse und studieren
abstrakte Interpretationen anhand der Bildung konvexer Hu¨llen. Die letzten beiden
Lemmata liefern ein Indiz dafu¨r, dass die Bildung konvexer Hu¨llen im Rahmen der
Polyederanalyse eine korrekte oder sogar pra¨zise abstrakte Interpretation ist.
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4.4 Polyederanalyse und konvexe Hu¨llenbildung
Im Rahmen der Polyederanalyse werden zu jedem Programmpunkt affine Unglei-
chungen der Gestalt
∑n
i=1 aixi ≥ a0 bestimmt, welche fu¨r die mo¨glichen Werte der
Variablen an diesem Programmpunkt gelten. Die Menge aller Werte, die solche
Ungleichungen erfu¨llen, bildet ein konvexes Polyeder.
In Abschnitt 3.4 haben wir bereits Datenflussanalysen zur Berechnung der erreich-
baren Variablenwerte eingefu¨hrt. Gu¨ltige Ungleichungen u¨ber diese Variablenwerte
erhalten wir nun, indem wir die konvexen Hu¨llen dieser Wertemengen bestimmen.
Dabei orientieren wir uns an [SFP07]. Wir werden zeigen, dass die Bildung konvexer
Hu¨llen eine Abstraktion ist. Ziel ist nun, eine pra¨zise abstrakte Interpretation der
Transferfunktionen aus Abschnitt 3.4 zu finden, so dass die konvexen Mengen direkt
berechnet werden ko¨nnen, ohne dafu¨r zuerst die Ungleichungen zur Berechnung der er-
reichbaren Variablenwerte zu lo¨sen. Wir werden also in diesem Abschnitt zuna¨chst eine
abstrakte Interpretationen fu¨r die Ungleichungssysteme aus Abschnitt 3.4 einfu¨hren
und diese dann im Hinblick auf Korrektheit und Pra¨zision untersuchen. Wir sagen im
Folgenden
”
korrekt“ anstelle von
”
α-korrekt“ und
”
pra¨zise“ anstelle von
”
α-pra¨zise“
fu¨r einen konkreten Hu¨llenoperator α. Wir werden sehen, dass wir fu¨r den Ansatz mit
Matrizenmengen eine pra¨zise abstrakte Interpretation angeben ko¨nnen, wohingegeben
eine analog definierte abstrakte Interpretation fu¨r den Ansatz mit Relationen zwar
korrekt, aber im Allgemeinen nicht pra¨zise ist. Im Gegensatz zu Abschnitt 3.4 liefern
die beiden Ansa¨tze hier also nicht dasselbe Ergebnis.
Wir werden die Ungleichungssysteme aus Abschnitt 3.4 durch die Bildung konvexer
Hu¨llen abstrahieren. Um anschließende Aussagen u¨ber die Korrektheit und Pra¨zision
einer solchen abstrakten Interpretation zu treffen, benutzen wir die folgenden beiden
Lemmata, die Aussagen u¨ber beliebige Hu¨llenoperatoren treffen. Das erste Lemma
zeigt dabei, dass eine abstrakte Interpretation durch Hu¨llenbildung bereits die ka-
nonische abstrakte Interpretation ist. Das zweite Lemma benennt Spezialfa¨lle fu¨r
Abbildungen, die bezu¨glich dieser abstrakten Interpretation schon die Gestalt haben,
wie sie in der Definition einer pra¨zisen abstrakten Interpretation gefordert wird. Wir
erinnern daran, dass eine kanonische abstrakte Interpretation nur dann pra¨zise ist,
wenn die zugrundeliegende Galois-Verbindung eine pra¨zise abstrakte Interpretation
zula¨sst, und dass letzteres nicht immer der Fall ist. Dies haben wir durch Satz 4.19
und Beispiel 4.20 gezeigt. Das zweite Lemma ist also nicht trivial.
Lemma 4.33. Sei (L,v) ein vollsta¨ndiger Verband, α : L→ L ein Hu¨llenoperator,
f : LI → L fu¨r eine Indexmenge I und f ] := α ◦ f fu¨r jeden verwendeten Operator f .
Dann ist f ] = f+. Insbesondere ist eine solche abstrakte Interpretation α-korrekt und
sogar α-pra¨zise, falls (α, id) eine pra¨zise abstrakte Interpretation erlaubt.
Beweis. Dies folgt unmittelbar aus Lemma 4.10 und Satz 4.19.
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Lemma 4.34. Sei (L,v) ein vollsta¨ndiger Verband, α : L→ L ein Hu¨llenoperator,
f : LI → L monoton und f ] := α ◦ f . Ist f konstant oder eine Projektion, so gilt
f ] ◦ αˆ = α ◦ f .
Beweis. Sei f zuna¨chst konstant, d.h. fu¨r ein l ∈ L sei f(x) = l fu¨r jedes x ∈ LI .
Dann ist
f ] ◦ αˆ(x) = α(f(αˆ(x))) = α(l) = α(f(x)) = α ◦ f(x).
Ist f eine Projektion, das heißt f(x) = xi fu¨r ein i ∈ I und jedes x ∈ LI , so gilt
f ] ◦ αˆ(x) = α(f(αˆ(x))) = α(α(xi)) = α(xi) = α(f(x)) = α ◦ f(x).
Es folgt die Behauptung.
Wir definieren nun, was eine konvexe Hu¨lle ist.
Definition 4.35. Sei V ein R-Vektorraum. Eine Menge X ⊆ V heißt konvex , falls
λv + (1− λ)w ∈ X fu¨r alle 0 ≤ λ ≤ 1 und v, w ∈ X.
Die konvexe Hu¨lle einer Teilmenge X ⊆ V ist die kleinste konvexe Menge 〈X〉, die
X entha¨lt.
Bemerkung 4.36. Sei V ein R-Vektorraum.
a) Sei C(V ) := {C ⊆ V | C konvex} die Menge der konvexen Teilmengen von
V . Dann ist (C(V ),⊆) ein vollsta¨ndiger Verband, wobei ⊔C(V )X = 〈⋃X〉 fu¨r
X ⊆ C(V ).
b) Schreibe X ⊆ V als X = {xi | i ∈ I} fu¨r eine Indexmenge I. Dann ist die
konvexe Hu¨lle von X gegeben durch
〈X〉 =
{∑
i∈I
λixi | λi ≥ 0, fast alle λi = 0,
∑
i∈I
λi = 1
}
.
c) Die Abbildung α : 2V → C(V ), X 7→ 〈X〉 ist ein Hu¨llenoperator und damit eine
Abstraktion.
d) Falls X ⊆ V eine konvexe Menge ist, so ist fu¨r jedes A ⊆ X auch 〈A〉 ⊆ X.
Wir ko¨nnen die Bildung konvexer Hu¨llen also einschra¨nken zu einer Abbildung
2X → C(X).
e) Die Mengen Σ = {1} × Rn ⊆ Rn+1, Mat(Σ) und Rn×Rn sind konvexe Teil-
mengen von Vektorra¨umen.
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Sowohl fu¨r Matritzenmengen, Relationen als auch Zustandsmengen gilt also, dass die
Bildung konvexer Hu¨llen auf dem zugrundeliegenden Verband operiert.
Wir bezeichnen dabei die Bildung konvexer Hu¨llen mit
α : L→ L],
αM : LM → L]M ,
αR : LR → L]R.
Dabei hatten wir
L = 2Σ,
LM = 2
Mat(Σ),
LR = 2
Rn×Rn
definiert und setzen weiter
L] := C(Σ) ⊆ L,
L]M := C(Mat(Σ)) ⊆ LM ,
L]R := C(Rn×Rn) ⊆ LR.
als die entsprechenden Mengen konvexer Teilmengen. Nach Aussage c) und d) sind
diese Abbildungen wohldefiniert. 
Wir abstrahieren nun die Ungleichungssysteme, indem wir konvexe Hu¨llen bilden. Die
abstrahierten Ungleichungssysteme versehen wir mit dem Symbol ]. Die abstrahierten
Abbildungen, welche diese Ungleichungssysteme definieren, sind nun gegeben durch
f ]TM ,· := αM ◦ fTM ,· f ]RM ,· := α ◦ fRM ,· f ]A,· := α ◦ fA,·
f ]TR,· := αR ◦ fTR,· f ]RR,· := α ◦ fRR,·
fu¨r alle Ungleichungen bis auf diejenigen, die beim funktionalen Ansatz die Ru¨ckkehr
aus einer Prozedur beschreiben. Diese werden zusa¨tzlich so gea¨ndert, dass nicht der
im Ungleichungssystem TM bzw. TR berechnete Effekt einer Prozedur verwendet wird,
sondern stattdessen T ]M bzw. T
]
R:
f ]RM ,(u,q(),v),ret := α ◦ (αMat(T
]
M [rq]) ◦ pru),
f ]RR,(u,q(),v),ret := α ◦ (αRel(T
]
R[rq]) ◦ pru).
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Bemerkung 4.37. Es reicht nicht, f ]RM ,(u,q(),v),ret := fT ]M [rq]
◦ pru zu betrachten, da
fT ]M [rq]
◦ pru nicht auf konvexen Mengen operiert: Dazu betrachten wir
A =
(
1 −1
1 −1
)
∈ Mat(2,R), x =
(
1
0
)
∈ R2,
B =
(−1 −1
−1 −1
)
∈ Mat(2,R), y =
(
0
1
)
∈ R2 .
Fu¨r die Matrizenmenge A = {A,B} und die Zustandsmenge S = {x, y} ist dann
αMat(A) =
{(
2λ− 1 1− 2λ
2λ− 1 2λ− 1
)
| 0 ≤ λ ≤ 1
}
=
{
a ·
(
1 −1
1 −1
)
| −1 ≤ a ≤ 1
}
und
α(S) =
{(
µ
1− µ
)
| 0 ≤ µ ≤ 1
}
.
Damit erhalten wir nun
X := αMat(αM(A))(α(S))
=
{
a ·
(
µ− (1− µ)
µ+ (1− µ)
)
| −1 ≤ a ≤ 1 ∧ 0 ≤ µ ≤ 1
}
=
{
a ·
(
2µ− 1
1
)
| −1 ≤ a ≤ 1 ∧ 0 ≤ µ ≤ 1
}
=
{
a ·
(
b
1
)
| −1 ≤ a ≤ 1 ∧ −1 ≤ b ≤ 1
}
.
Es gilt fu¨r v ∈ X: Ist v2 = 0, so ist auch v1 = 0. Ist na¨mlich v = ( aba ) ∈ X und
v2 = a = 0, so ist auch v1 = ab = 0. Nun sind ( 11 ) und
( −1
−1
) ∈ X vermo¨ge a = b = 1
bzw. a = b = −1. Andererseits gilt aber fu¨r deren Konvexkombination(
1
0
)
= 1
2
(
1
1
)
+ 1
2
(−1
−1
)
/∈ X.
Folglich kann X nicht konvex sein. Diese Menge ist in Abbildung 4.6 dargestellt.
Setzen wir nun
A˜ :=
1 0 00
A
0
 , x˜ :=
 1x1
x2
 ,
B˜ :=
1 0 00
B
0
 , y˜ :=
 1y1
y2
 ,
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Ay Ax
Bx By
x1
x2
−1 1
−1
1
Abbildung 4.6: Notwendigkeit der konvexen Hu¨llenbildung.
so erhalten wir ein Gegenbeispiel in {1} × R2 und Mat({1} × R2). 
Wir wollen nun untersuchen, ob die Bildung konvexer Hu¨llen fu¨r die in Abschnitt 3.4
eingefu¨hrten Analysen korrekt oder sogar pra¨zise ist. Da die Ungleichungssysteme
TM und TR nicht direkt die Transferfunktionen berechnen, sind die Resultate aus
Abschnitt 4.3 hier nicht anwendbar. Wir brauchen also neue Betrachtungen, die wir
im folgenden Abschnitt pra¨sentieren werden. Wir orientieren uns dabei erneut an
[CH78] und [SFP07].
Satz 4.38. Die Ungleichungssysteme TM , RM , TR und RR werden durch T
]
M , R
]
M ,
T ]R und R
]
R korrekt abstrahiert.
Beweis. Nach Lemma 4.33 wissen wir bereits, dass die abstrakten Interpretationen
T ]M von TM und T
]
R von TR korrekt ist. Da αM und αR Hu¨llenoperatoren sind, gilt
also fu¨r jede Prozedur q ∈ Proc
T ]M [rq] ⊇ αM(TM [rq]) ⊇ TM [rq] und T ]R[rq] ⊇ αR(TR[rq]) ⊇ TR[rq].
In Beispiel 4.8 haben wir gesehen, dass die Abbildungen αMat und αRel Abstraktionen
und damit insbesondere monoton sind. Da auch α monoton ist, erhalten wir
f ]RM ,(u,q(),v),ret =α ◦ (αMat(T
]
M [rq]) ◦ pru)
wα ◦ (αMat(TM [rq]) ◦ pru)
=α ◦ fRM ,(u,q(),v),ret
und ebenso
f ]RR,(u,q(),v),retwα ◦ fRR,(u,q(),v),ret.
Nach Satz 4.19 abstrahieren also R]M und R
]
R die Ungleichungssysteme RM und RR
korrekt.
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Zuna¨chst zeigen wir, dass T ]M auch eine pra¨zise abstrakte Interpretation von TM
beschreibt. Dazu beno¨tigen wir die folgenden beiden technischen Hilfsmittel.
Lemma 4.39. Sei X ⊆ {1} × Rn und A,A1,A2 ⊆ Mat(n + 1,R). Dann gelten
folgende Identita¨ten:
a) α(αMat(A)(X)) = α(αMat(αM(A))(α(X)))
b) αMat(A1 ◦ A2) = αMat(αMat(A1) ◦ αMat(A2)).
Beweis. Es ist nach Definition
α(αMat(αM(A))(α(X)))
= α({Ax | x ∈ α(X) ∧ A ∈ αM(A)})
= α
({
(λA1 + (1− λ)A2)x | 0 ≤ λ ≤ 1 ∧ A1, A2 ∈ A ∧ x ∈ α(X)}
= α
({
λA1x+ (1− λ)A2x | 0 ≤ λ ≤ 1 ∧ A1, A2 ∈ A ∧ x ∈ α(X)}
= α({Ax | x ∈ α(X) ∧ A ∈ A})
= α
({
A(λx1 + (1− λ)x2) | 0 ≤ λ ≤ 1 ∧ A ∈ A ∧ x1, x2 ∈ X}
= α
({
λAx1 + (1− λ)Ax2 | 0 ≤ λ ≤ 1 ∧ A ∈ A ∧ x1, x2 ∈ X}
= α({Ax | x ∈ X ∧ A ∈ A})
= α(αMat(A)(X))
und
αM(αM(A1) ◦ αM(A2))
= αM({A1A2 | A1 ∈ αM(A1), A2 ∈ αM(A2)})
= αM
({
(λA11 + (1− λ)A21)A2 | 0 ≤ λ ≤ 1, A11, A21 ∈ A1, A2 ∈ αM(A2)
})
= αM
({
λA11A2 + (1− λ)A21A2 | 0 ≤ λ ≤ 1, A11, A21 ∈ A1, A2 ∈ αM(A2)
})
= αM({A1A2 | A1 ∈ A1, A2 ∈ αM(A2)
})
= αM
({
A1(λA
1
2 + (1− λ)A22) | 0 ≤ λ ≤ 1, A1 ∈ A1, A12, A22 ∈ A2
})
= αM
({
λA1A
1
2 + (1− λ)A1A22 | 0 ≤ λ ≤ 1, A1 ∈ A1, A12, A22 ∈ A2
})
= αM({A1A2 | Ai ∈ Ai})
= αM(A1 ◦ A2).
Es folgt die Behauptung.
Korollar 4.40. Es gilt α ◦ (fxj:=t ◦ pru) ◦ αˆ = α ◦ (fxj:=t ◦ pru).
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Beweis. Sei S ∈ L, dann ist nach Lemma 4.39
α ◦ fxj:=t(S) = α({Mxj:=t · s | s ∈ S})
= α({Mxj:=t · s | s ∈ α(S)})
= α ◦ fxj:=t ◦ α(S).
Damit und mit der Identita¨t α ◦ pru ◦ αˆ = α ◦ pru ist
α ◦ fxj:=t ◦ pru ◦ αˆ = α ◦ fxj:=t ◦ α ◦ pru ◦ αˆ
= α ◦ fxj:=t ◦ α ◦ pru
= α ◦ fxj:=t ◦ pru,
wobei letzte Gleichheit vermo¨ge α ◦ fxj:=t ◦ α = α ◦ fxj:=t gilt.
Satz 4.41. Die abstrakte Interpretationen T ]M und R
]
M von TM bzw. RM sind pra¨zise.
Beweis. Nach Definition ist f ]TM ,· ◦ αˆM = αM ◦ fTM ,· und f ]RM ,· ◦ αˆR = αR ◦ fRM ,· zu
zeigen.
Da fTM ,id und fRM ,init konstante Abbildungen sind und fRM ,(u,q(),v),ent = pru eine
Projektion ist, folgt hierfu¨r die gewu¨nschte Gleichheit schon nach Korollar 4.34. Fu¨r
fTM ,xj:=t = fxj:=t ◦ pru und fRM ,(u,xj:=t,v) = fxj:=t ◦ pru erhalten wir die Gleichheit
mit Korollar 4.40. Nach Lemma 4.39 gilt nun
f ]TM ,q() ◦ αˆM(A) = αM(Arq ◦ αM(Au))
= αM(Arq ◦ Au)
= αM(fTM ,q()(A)).
Die Bildung konvexer Hu¨llen ist also bei der Berechnung von Matrizenmengen zur
Bildung von Summary-Informationen pra¨zise. Insbesondere gilt αM (TM [rq]) = T
]
M [rq]
fu¨r jede Prozedur q ∈ Proc. Daraus folgt nun, wiederum mit Lemmma 4.39,
f ]RM ,(u,q(),v),ret ◦ αˆ(S) = α(αMat(T
]
M [rq])(α(Su))
= α(αMat(αM(TM [rq]))(α(Su))
= α(αMat(TM [rq])(Su)
= fRM ,(u,q(),v),ret(S).
Somit ist auch die Bildung konvexer Hu¨llen bei den erreichbaren Zusta¨nden eine
pra¨zise abstrakte Interpretation, wenn die Summary-Informationen mithilfe von
Matrizenmengen berechnet werden.
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Verwendet man anstelle von Matrizenmengen dagegen Relationen, um Summary-In-
formationen zu berechnen, so ist die Bildung konvexer Hu¨llen keine pra¨zise abstrakte
Interpretation.
Satz 4.42. Die abstrakten Interpretationen T ]R und R
]
R von TR bzw. RR sind im
Allgemeinen nicht pra¨zise.
Beweis. Es genu¨gt, ein Beispiel zu finden, bei dem konvexe Hu¨llenbildung nicht
pra¨zise ist. Betrachte dazu den Flussgraphen aus Abbildung 4.7. Es ist
0
main:
1
2
3
p:
4
x := 0
p() x := x x := 0
Abbildung 4.7: Die Bildung konvexer Hu¨llen fu¨r Relationen als Summary-Information
kann unpra¨zise sein.
T [4] = {(x, x) | x ∈ R} ∪ {(x, 0) | x ∈ R}
und
R[0] = R
R[1] = {0}
R[2] = {0} ∪ {0} = {0}.
Andererseits haben wir
T ][4] = 〈{(x, x) | x ∈ R} ∪ {(x, 0) | x ∈ R}〉
= {λ(x, x) + (1− λ)(y, 0) | 0 ≤ λ ≤ 1, x, y ∈ R}
= {(z, x) | x, z ∈ R}
= R×R
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sowie
R][0] = R
R][1] = {0}
R][2] = R ) {0} = 〈R[2]〉.
Die abstrakte Interpretation ist also nicht pra¨zise.
In dem Schritt der Berechnung, in dem konvexe Hu¨llen gebildet werden, liefert
der Ansatz mit Matrizenmengen, im Gegensatz zu dem relationalen Ansatz, ein
pra¨zises Ergebnis. Zur Berechnung gu¨ltiger Ungleichungen in einem Programmpunkt
ist demnach die Verwendung von Matrizenmengen als Summary-Information der
bessere Ansatz.
Das folgende Beispiel zeigt, dass die Bildung konvexer Hu¨llen noch keine Terminierung
garantiert.
Beispiel 4.43. Betrachte das Programm aus Abbildung 4.8.
s
main:
r
u
p:
p()
x := x + 1
Abbildung 4.8: Konvexe Hu¨llenbildung garantiert keine Terminierung.
Das zugeho¨rige Ungleichungssystem zur Berechnung konvexer Matrizenmengen be-
steht fu¨r die Prozedur p aus den beiden Ungleichungen
T ]M [u] ⊇ {E2} und T ]M [u] ⊇ αM({M} ◦ T ]M [u])
fu¨r die Matrix
M =
(
1 0
1 1
)
.
Da im Workset-Algorithmus die Berechnung einer kleinsten Lo¨sung fu¨r den Pro-
grammpunkt u unabha¨ngig von den Werten in den Programmpunkten s und r ist,
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ko¨nnen wir die Ungleichungen fu¨r diese Punkte vernachla¨ssigen. Fu¨r u produziert
der Workset-Algorithmus folgende Werte: Zuna¨chst erha¨lt T ]M [u] den Wert {E2} und
die Workset entha¨lt die zweite Ungleichung. Dann wird
αM({M} ◦ {E2}) = αM({M}) = {M}
als neuer Wert berechnet, den T ]M [u] mindestens haben muss. Da {E2} 6⊇ {M}, erha¨lt
also T ]M [u] als neuen Wert
αM({E2} ∪ {M}) =
{
Mt | 0 ≤ t ≤ 1
}
fu¨r
Mt :=
(
1 0
t 1
)
und die Workset entha¨lt wiederum die zweite Ungleichung. Im dritten Schritt wird
entsprechend zuna¨chst
{M} ◦ {Mt | 0 ≤ t ≤ 1} = {Mt | 1 ≤ t ≤ 2}
berechnet. Die zweiten Ungleichung ist also weiterhin unerfu¨llt und es wird
T ]M [u] = αM({Mt | 0 ≤ t ≤ 1} ∪ {M} ◦ {Mt | 0 ≤ t ≤ 1}) = {Mt | 0 ≤ t ≤ 2}
gesetzt. Analog erha¨lt man im n-ten Schritt der Berechnung
T ]M [u] = {Mt | 0 ≤ t ≤ n− 1}.
Die zweite Ungleichung ist wiederum nicht erfu¨llt. Also terminiert die Berechnung
nicht. 
Wir haben in diesem Kapitel eingefu¨hrt, wie wir die in Kapitel 3 eingefu¨hrten Ansa¨tze
zur Analyse interprozeduraler Programme abstrakt interpretieren. Diese abstrakte
Interpretation ha¨ngt allein von einer zuvor festgelegten abstrakten Interpretation
der Transferfunktionen des monotonen Frameworks ab. Wir haben gezeigt, dass die
abstrakte Interpretation korrekt, pra¨zise bzw. kanonisch ist, wenn die abstrakte In-
terpretation der Transferfunktionen die entsprechende Eigenschaft hat. Weiter haben
wir gesehen, dass die kanonische Interpretation von allen korrekten die bestmo¨gliche
Lo¨sung liefert. Falls die zugrundeliegende Galois-Verbindung pra¨zise abstrakte Inter-
pretationen zula¨sst, so ist die kanonische abstrakte Interpretation sogar pra¨zise. Die
bestmo¨gliche abstrakte Interpretation erha¨lt man also im funktionalen wie auch im
Call-String-Ansatz durch die kanonische abstrakte Interpretation der Transferfunk-
tionen. Außerdem haben wir gesehen, dass die beiden Ansa¨tze der Polyederanalyse
verschiedene Ergebnisse liefern: Der Ansatz mit Matritzenmengen liefert pra¨zise
98 4 Abstrakte Interpretation
Werte, wa¨hrend der Ansatz mit Relationen zwar korrekte, aber nicht unbedingt
pra¨zise Werte berechnet.
Zudem haben wir gesehen, dass das Abstrahieren von Ungleichungssystemen keine
Terminierung garantiert. Ein weiteres Mittel, das Terminierung erreichen kann, ist
die Verwendung eines sogenannten Widening-Operators im Workset-Algorithmus.
Dieses werden wir im kommenden Kapitel untersuchen.
5 Widening
In Kapitel 3 haben wir zwei verschiedene Ansa¨tze zur Analyse interprozeduraler
Programme vorgestellt und im Hinblick auf ihre Pra¨zision ihrer Ergebnisse vergli-
chen. Eine solches Ergebnis kann mithilfe eines sogenannnten Workset-Algorithmus
bestimmt werden, der aber nicht terminieren muss.
Ein von Cousot und Cousot in [CC76] vorgestellter Ansatz, um Terminierung des
Workset-Algorithmus zu erreichen, ist die Verwendung eines Widening-Operators im
Workset-Algorithmus. In diesem Kapitel werden wir zuna¨chst Widening-Operatoren
allgemein vorstellen. Weiter werden wir feststellen, dass durch die Verwendung eines
Widening-Operators im Workset-Algorithmus keine eindeutige Lo¨sung berechnet wird
und dass - im Gegensatz zu Analysen mit nur einer Prozedur - noch immer keine
Terminierung garantiert werden kann. Zuletzt werden wir sehen, dass die Lo¨sungen,
die der Workset-Algorithmus mit Widening-Operatoren fu¨r den funktionalen und
den Call-String-Ansatz berechnet, im Allgemeinen unvergleichbar sind.
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In Abschnitt 3.5 haben wir gesehen, dass ein Workset-Algorithmus schon fu¨r ein
endliches Ungleichungssystem nicht terminieren muss, wenn der zugrundeliegende
vollsta¨ndige Verband unendliche echt aufsteigende Ketten entha¨lt: Die Werte, die
der Algorithmus fu¨r eine Variable berechnet, bilden eine aufsteigende Kette. Die
Berechnung eines Wertes fu¨r die Variable terminiert also nur, wenn die Folge, die
aus dieser Kette besteht, stabil wird. Entha¨lt der Verband aber unendliche echt
aufsteigende Ketten, so ist dies nicht gewa¨hrleistet. Um dem Abhilfe zu schaffen,
wird bei der Berechnung eines neuen Wertes nicht mehr die kleinste obere Schranke
der eingehenden Werte bestimmt, sondern ein Widening-Operator verwendet.
Definition 5.1. Eine Abbildung O : L× L→ L heißt Extrapolationsoperator , falls
xOy w x unionsq y
fu¨r alle x, y ∈ L gilt.
100 5 Widening
Ein Extrapolationsoperator heißt Widening-Operator , falls fu¨r jede Folge (xn)n∈N in
L die Folge (ln)n∈N mit l0 := x0 und ln+1 := lnOxn+1 stabil wird, d.h. es ein N ∈ N
gibt, so dass lN+i = lN fu¨r jedes i ≥ 0 gilt.
Verwendet man nun anstelle der kleinsten oberen Schranke bei der Berechnung der
neuen Werte im Workset-Algorithmus einen Extrapolationsoperator, so ist eine so
berechnete Lo¨sung noch immer korrekt. Dies sieht man analog zum Beweis von Lemma
2.27, in dem gezeigt wurde, dass der Worklist-Algorithmus, sofern er terminiert, die
kleinste Lo¨sung des betrachteten Ungleichungssystems liefert. Betrachten wir dazu
eine feste Variable. Mit xn bezeichnen wir den n-ten Wert, der fu¨r diese Variable
berechnet wird. Das im n-ten Schritt berechnete
”
t“ bezeichnen wir mit ln. Dann
entstehen die ln aus den xn durch ln+1 := ln unionsq xn+1. Verwendet man anstelle von unionsq
einen Widening-Operator O, so wird die Folge (ln)n∈N stabil. Die Berechnung eines
Wertes fu¨r diese Variable terminiert also.
Bemerkung 5.2. Ist (L,v) ein vollsta¨ndiger Verband ohne unendliche echt aufstei-
gende Ketten und O : L × L → L ein Extrapolationsoperator, so ist O bereits ein
Widening-Operator. Dies folgt direkt daraus, dass die Folge (ln)n≥0 aus der Definition
von Widening-Operatoren eine Kette bildet.
Insbesondere ist also auf endlichen vollsta¨ndigen Verba¨nden jeder Extrapolationsope-
rator bereits ein Widening-Operator. 
Wir betrachten nun ein Beispiel fu¨r einen Widening-Operator fu¨r die Intervallana-
lyse. Der Widening-Operator wurde ebenfalls von Cousot und Cousot in [CC76]
eingefu¨hrt.
Beispiel 5.3. Definiere O : LInt × LInt → LInt durch [l1, u1]O[l2, u2] = [l, u] mit
l :=
{
l1 falls l1 ≤ l2
−∞ sonst und u :=
{
u1 falls u1 ≥ u2
+∞ sonst.
sowie
∅OI := I
und
IO∅ := I
fu¨r jedes I ∈ LInt. Ist die untere Grenze des ersten Intervalles im zweiten enthalten, so
bildet dies auch die unteren Grenzen des neuen Intervalles. Ansonsten wird die Grenze
auf −∞ gesetzt. Entsprechend ist die neue obere Grenze die des ersten Intervalles
oder +∞. Dies ist ein Widening-Operator:
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Seien [l1, u1] und [l2, u2] beliebige Intervalle und [l, u] = [l1, u1]O[l2, u2]. Falls l1 ≤ l2,
so ist l = l1 ≤ l2. Andernfalls ist l = −∞ ≤ l2 ≤ l1. In beiden Fa¨llen erhalten wir also
l1, l2 ≥ l. Ebenso zeigt man u1, u2 ≤ u. Zusammen folgt [li, ui] ⊆ [l, u] fu¨r i = 1, 2.
Damit ist O ein Extrapolationsoperator.
Sei nun (In)n∈N eine Folge in LInt. Definiere I ′0 := I0 und I
′
n+1 := I
′
nOIn+1. Da O ein
Extrapolationsoperator ist, ist die Folge (I ′n)n∈N aufsteigend. Angenommen, diese
Folge wird nicht stabil. Dann gibt es eine echt aufsteigende Teilfolge, die wir wieder
mit (I ′n)n∈N bezeichnen. Schreibe In = [ln, un] und I
′
n = [l
′
n, u
′
n].
Angenommen, die Folge (l′n)n≥0 ist nicht konstant. Dann gibt es einen Index m ≥ 0
mit l′m+1 @ l′m. Nach Konstruktion ist dann l′m+1 = −∞. Insbesondere ist l′n = −∞
fu¨r alle n ≥ m + 1. Also muss (u′n)n≥m+1 echt aufsteigend sein. Insbesondere ist
u′m+2 A u′m+1 und nach Konstruktion wiederum u′n = +∞ fu¨r alle n ≥ m + 2.
Also ist die Folge (I ′n)n≥m+2 konstant. Dies ist ein Widerspruch. Also muss (l
′
n)n≥0
konstant sein. Es gilt demnach l′n = l0 fu¨r alle n ≥ 0. Analog zeigt man u′n = u0
fu¨r alle n ≥ 0. Damit ist (I ′n)n∈N konstant. Dies ist ein Widerspruch. Also ist O ein
Widening-Operator. 
Wir geben nun einen Workset-Algorithmus an, der Widening benutzt. Zusa¨tzlich
fordern wir, dass die Strategie, nach der Ungleichungen aus der Workset ausgewa¨hlt
werden, in einem gewissen Sinne fair ist: Fu¨r jede Ungleichung und jeden Zeitpunkt
t soll gelten, dass, wenn sich die Ungleichung zum Zeitpunkt t in der Workset
befindet, sie zu einem spa¨teren Zeitpunkt betrachtet wird. Dies garantiert, dass
keine Ungleichung gewissermaßen
”
verhungert“, sondern alle Ungleichungen immer
wieder betrachtet werden. Diesen Algorithmus nennen wir
”
Workset-Algorithmus mit
Widening und Fairness“.
W := U;
f o r a l l (i∈I) {xi:=⊥; }
whi le W 6= () {
choose u=(xj wf(x)) fairly from W; W := W\{u};
t := f(x);
i f ¬(t v xj) {
// compute new value using O
xj := xj O t;
f o r a l l ((xk wg(x)) ∈ U : g uses xj) {W := W:(xk wg(x));}
}
}
Lemma 5.4. Fu¨r jede Variable garantiert der Workset-Algorithmus mit Widening
und Fairness Terminierung.
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Beweis. Sei i ∈ I ein beliebiger Index. Wir zeigen nun, dass fu¨r die Variable xi in
endlicher Zeit ein Wert berechnet wird.
Wie bei der Betrachtung des Workset-Algorithmus ohne Widening in Abschnitt 2.4
betrachten wir die Folgen (x
(n)
i )n∈N. Es gilt wieder x
(n)
i v x(m)i fu¨r n ≤ m. Wir konstru-
ieren daraus eine echt aufsteigende Teilfolge, indem wir alle diejenigen Folgenglieder
weglassen, die mit dem vorherigen u¨bereinstimmen:
x
(n0)
i := x
(0)
i
x
(nk+1)
i := x
(j)
i mit j = min{l | x(l)i A x(nk)i }
Nach dem nk-ten Schritt ist also der j-te Schritt der na¨chste, in dem der Wert der
Variablen xi vera¨ndert wird. Dieser Index existiert, da die Ungleichungen fair aus
der Workset herausgenommen werden. Also wird jede Ungleichung, auf deren linker
Seite die Variable xi steht und die in der Workset enthalten ist, irgendwann nach
dem nk-ten Schritt wieder betrachtet. Insbesondere gilt also x
(j−1)
i = x
(nk)
i .
Nach Konstruktion entsteht x
(j)
i aus x
(j−1) durch Betrachten einer unerfu¨llten Un-
gleichung xi v f(x). Damit ist dann
x
(nk+1)
i = x
(j)
i = x
(j−1)
i Of(x(j−1)).
Nach Definition eines Widening-Operators wird diese Teilfolge ab einem Index mi
stabil. Damit wird aber auch (x
(n)
i ) ab mi stabil.
Korollar 5.5. Wenn das betrachtete Ungleichungssystem endlich ist, garantiert der
Workset-Algorithmus mit Widening und Fairness Terminierung.
Beweis. Wie in Lemma 5.4 betrachten wir die Folgen (x
(n)
i )n∈N der fu¨r eine Variable
xi durch den Workset-Algorithmus mit Widening und Fairness berechnete Werte.
Wir haben im Beweis von Lemma 5.4 gezeigt, dass ein endlicher Indes mi existiert,
ab dem diese Folge stabil wird.
Dies gilt fu¨r jedes i ∈ I. Also wird (x(n)) stabil ab m := max{mi | i ∈ I}. Ab dem
Index m ist dann jede Ungleichung erfu¨llt. Wie fu¨r den Workset-Algorithmus ohne
Widening gilt, dass jede nichterfu¨llte Ungleichung auf der Workset enthalten ist. Wir
zeigen nun W (n+1) = tail(W (n)) fu¨r alle n ≥ m, fu¨r die die Workset nicht leer ist.
Sei also u ∈ W (n) von der Gestalt xj w f(x). Wa¨re u nicht erfu¨llt, so wu¨rde als neuer
Wert
x
(n+1)
j = x
(n)
j Of(x(n))
berechnet. Da (x
(n)
j ) ab m stabil ist, gilt aber auch
x
(n+1)
j = x
(n)
j .
5.1 Workset-Algorithmus mit Widening 103
Aus x
(n)
j = x
(n)
j Of(x(n)) folgt aber
x
(n)
j w f(x(n))
und dies ist ein Widerspruch. Also ist u erfu¨llt und die neue Workset entsteht aus der
alten durch Herausnehmen von u. Nach m Schritten ist also (x(n)) stabil und nach
weitern |W (m)| Schritten die Workset leer. Somit terminiert der Algorithmus.
Diese Lo¨sung muss aber nicht minimal sein, wie das folgende Beispiel zeigt.
Beispiel 5.6. Wir betrachten wiederum eine Intervallanalyse. Das Ungleichungssys-
tem sei
x w [0, 1]
x w [0, 2].
Zuna¨chst wird x mit ∅ und W mit {(x w [0, 1]), (x w [0, 2])} initialisiert. Nun wird
die erste Ungleichung betrachtet. Da ∅ 6w [0, 1], wird nun x := ∅O[0, 1] = [0, 1] gesetzt.
W wird um die erste Ungleichung verringert.
Auch die zweite Ungleichung ist nicht erfu¨llt und x erha¨lt den neuen Wert
x = [0, 1]O[0, 2] = [0,∞].
Nun ist W leer und der Algorithmus terminiert mit x = [0,∞]. Die kleinste Lo¨sung
des Ungleichungssystems ist dagegen
x = [0, 1] unionsq [0, 2] = [0, 2].
Also ist der fu¨r x berechnete Wert nicht minimal. 
Ist dagegen I nicht endlich, so terminiert der Algorithmus nicht. Allerdings werden
fu¨r jede Variable nur endlich viele Schritte beno¨tigt, bis fu¨r sie ein endgu¨ltiger
Wert berechnet ist. Die Fairness garantiert nun, dass die Ungleichungen, durch die
diese Variable vera¨ndert wird, oft genug betrachtet werden. So kann zwar nicht in
endlicher Zeit eine Lo¨sung fu¨r alle Variablen berechnet werden, aber fu¨r jede einzelne
Variable liefert der Algorithmus nach endlicher Zeit einen richtigen Wert. Somit
kann der Workset-Algorithmus mit Widening zwar nicht unbedingt zum Lo¨sen von
unendlichen Ungleichungssystemen benutzt werden, wir werden ihn aber dennoch
in den folgenden Abschnitten als Referenzpunkt zum Vergleichen verschiedener
Analyseansa¨tze benutzen. Zuna¨chst werden wir uns jedoch einige Eigenschaften von
Widening-Operatoren genauer ansehen.
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5.2 Nicht-Monotonie
In Abschnitt 3.3 haben wir zum Vergleich der kleinsten Fixpunkte der Ungleichungs-
systeme wesentlich die Monotonie der verwendeten Abbildungen und sogar geeignete
Distributivita¨tseigenschaften benutzt. Dies ist hier nicht mo¨glich: Wie wir im Fol-
genden zeigen werden, ist ein Widening-Operator im Allgemeinen nicht monoton
und damit auch nicht distributiv. Wir werden nun an die Definition von Monotonie
erinnern und anschließend monotone Widening-Operatoren untersuchen.
Definition 5.7. Sei (L,v) ein vollsta¨ndiger Verband und O : L × L → L ein
Extrapolationsoperator. Dieser heißt monoton, falls xOy v x′Oy′ fu¨r alle x v x′ und
y v y′ gilt. Weiter heißt O idempotent , falls xOx = x fu¨r jedes x ∈ L gilt.
Beispiel 5.8. Wir betrachten erneut den Widening-Operator O des Intervallverban-
des. Dieser Widening-Operator ist nach Konstruktion idempontent. Aber er ist nicht
monoton: Es ist [0, 1] v [0, 2], aber [0, 1]O[0, 2] = [0,∞] 6v [0, 2] = [0, 2]O[0, 2]. 
Satz 5.9. Sei (L,v) ein vollsta¨ndiger Verband und O : L× L→ L ein idempotenter
und monotoner Extrapolationsoperator. Dann gilt bereits O = unionsq.
Beweis. Seien x, y ∈ L beliebig. Dann gilt mit der Monotonie und der Idempotenz
von O und zuletzt mit der Tatsache, dass O ein Extrapolationsoperator ist
xOy v (x unionsq y)O(x unionsq y) = x unionsq y v xOy.
Somit gilt in obigen Ungleichungen bereits Gleichheit. Es folgt die Behauptung.
Im Workset-Algorithmus wird der Widening-Operator innerhalb einer Fallunter-
scheidung benutzt. Diese ko¨nnen wir durch eine Abbildung Oidp kodieren. Sie ist
idempotent, wie der folgendende Satz zeigt. Wir sagen auch, der Widening-Operator
werde
”
in idempotenter Weise verwendet“.
Satz 5.10. Sei (L,v) ein vollsta¨ndiger Verband und O : L× L→ L ein Extrapolati-
onsoperator. Definiere Oidp : L× L→ L durch
xOidpy =
{
x falls y v x
xOy sonst
fu¨r x, y ∈ L. Dann ist Oidp idempotent.
Beweis. Dies gilt offenbar nach Definition.
Wir ko¨nnen den Workset-Algorithmus nun a¨quivalent schreiben als
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W := U;
f o r a l l (i∈I) {xi:=⊥; }
whi le W 6= () {
choose u=(xj wf(x)) fairly from W; W := W\{u};
t := f(x);
i f ¬(t v xj) {
xj := xj Oidp t;
f o r a l l ((xk wg(x)) ∈ U : g uses xj) {W := W:(xk wg(x));}
}
}
Der Widening-Operator wird also in idempotenter Weise verwendet. In einer Situation,
in der das Bilden der kleinsten oberen Schranke durch unionsq keine Terminierung garantiert,
kann die Verwendung eines Widening-Operators also nicht monoton sein. Da es in
anderen Situationen unno¨tig ist, einen Widening-Operator zu verwenden, gehen wir
im Folgenden von einer nicht-monotonen Verwendung von Widening-Operatoren
aus.
Dadurch entstehen weitere Probleme. Sind die verwendeten Abbildungen alle monoton,
so liefert der
”
normale“ Workset-Algorithmus eine eindeutige Lo¨sung. Wird dagegen
ein Widening-Operator im Workset-Algorithmus verwendet, so ist dies nicht mehr
der Fall:
Beispiel 5.11. Wir betrachten das Programm aus Abbildung 5.1 und machen wieder
eine Intervallanalyse.
Es ist Var = {x} und N = {s, u, v1, v2, r}. Fu¨r eine natu¨rliche Zahl n ordnen wir der
Zuweisung x:=n die Transferfunktion fx:=n : LIA → LIA mit fx:=n(ρ)(x) = [n, n] zu.
Nach Ausfu¨hren der Zuweisung hat die Variable x also genau den ihr soeben zugewie-
senen Wert. Die Basisanweisung skip besagt, dass die Variablenwerte unvera¨ndert
bleiben. Dazu korrespondiert die Identita¨t id : LIA → LIA als Transferfunktion. Da
zu Beginn der Ausfu¨hrung noch nichts u¨ber den Wert von x bekannt ist, ordnen wir
jeder Variable im Startpunkt als Initialwert das gro¨ßtmo¨gliche Intervall zu. Dieses ist
[−∞,+∞]. Wir erhalten damit als Ungleichungssystem U
I[s](x) ⊇ [−∞,+∞] (u1)
I[u](x) ⊇ fx:=0(I[s]) = [0, 0] (u2)
I[v1](x) ⊇ fx:=17(I[u]) = [17, 17] (u3)
I[v2](x) ⊇ fx:=42(I[u]) = [42, 42] (u4)
I[r](x) ⊇ fskip(I[v1]) = I[v1] (u5)
I[r](x) ⊇ fskip(I[v2]) = I[v2] (u6)
Als Widening-Operator betrachten wir wieder den Operator aus Beispiel 5.3.
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s
u
v1 v2
r
x:=0
x:=17 x:=42
skip skip
Abbildung 5.1: Flussgraph zu S = x:=0;(x:=17|x:=42).
Wir berechnen nun eine Lo¨sung des Ungleichungssystems U , indem wir einen Workset-
Algorithmus mithilfe des Widening-Operators O ausfu¨hren. Dazu initialisieren wir die
Workset W mit dem Ungleichungssystem und die Variablen in jedem Programmpunkt
mit dem minimalen Element ∅ von LInt. Es gilt also W = U und I[ν](x) = ∅ fu¨r alle
ν ∈ N .
Wir betrachten nun zuna¨chst die ersten vier Ungleichungen. Zu Ungleichung (u1)
setzen wir zuna¨chst t := [−∞,+∞]. Es ist nun ∅ 6⊇ [−∞,+∞] und die Ungleichung ist
nicht erfu¨llt. Wir berechnen also als neuen Wert I[s](x) = ∅O[−∞,+∞] = [−∞,+∞]
und erhalten
W = {u2, . . . , u6} und I[ν](x) =
{
[−∞,+∞] fu¨r ν = s
∅ sonst.
Ebenso ist Ungleichung (u2) nicht erfu¨llt. Somit berechnen wir im Programmpunkt u
als neuen Wert I[u](x) = ∅O[0, 0] = [0, 0] und erhalten
W = {u3, . . . , u6} und I[ν](x) =

[−∞,+∞] fu¨r ν = s
[0, 0] fu¨r ν = u
∅ sonst.
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Die Ungleichungen (u3) und (u4) sind ebenfalls nicht erfu¨llt. Mit analogen Rechnungen
wie in den ersten beiden Schritten erhalten wir zuna¨chst
W = {u4, u5, u6} und I[ν](x) =

[−∞,+∞] fu¨r ν = s
[0, 0] fu¨r ν = u
[17, 17] fu¨r ν = v1
∅ sonst
und dann
W = {u5, u6} und I[ν](x) =

[−∞,+∞] fu¨r ν = s
[0, 0] fu¨r ν = u
[17, 17] fu¨r ν = v1
[42, 42] fu¨r ν = v2
∅ fu¨r ν = r.
Die na¨chsten beiden Ungleichungen betrachten wir nun in verschiedenen Reihenfolgen.
Zuna¨chst beginnen wir mit Ungleichung (u5). Auch diese ist nicht erfu¨llt und wir
erhalten analog zu oben
W = {u6} und I[ν](x) =

[−∞,+∞] fu¨r ν = s
[0, 0] fu¨r ν = u
[17, 17] fu¨r ν = v1
[42, 42] fu¨r ν = v2
[17, 17] fu¨r ν = r.
Auch die letzte Ungleichung ist nicht erfu¨llt und wir berechnen
I[r](x) = [17, 17]O[42, 42] = [17,∞].
Damit erhalten wir
W = ∅ und I[ν](x) =

[−∞,+∞] fu¨r ν = s
[0, 0] fu¨r ν = u
[17, 17] fu¨r ν = v1
[42, 42] fu¨r ν = v2
[17,∞] fu¨r ν = r.
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Falls wir umgekehrt zuna¨chst (u6) betrachten, erhalten wir
W = {u5} und I[ν](x) =

[−∞,+∞] fu¨r ν = s
[0, 0] fu¨r ν = u
[17, 17] fu¨r ν = v1
[42, 42] fu¨r ν = v2
[42, 42] fu¨r ν = r.
und nach Betrachtung von Ungleichung (u5) schließlich
W = ∅ und I[ν](x) =

[−∞,+∞] fu¨r ν = s
[0, 0] fu¨r ν = u
[17, 17] fu¨r ν = v1
[42, 42] fu¨r ν = v2
[−∞, 42] fu¨r ν = r.
Die berechneten Werte im Programmpunkt r unterscheiden sich also und sind sogar
unvergleichbar. Somit ha¨ngt das Ergebnis des Workset-Algorithmus von der Strategie
ab, nach der die Ungleichungen der Workset betrachtet werden. 
Dieses Problem kann dadurch gelo¨st werden, dass man anstatt einer Lo¨sung die
gesamte Lo¨sungsmenge berechnet und anschließend die Lo¨sungsmengen der Unglei-
chungssysteme des funktionalen und des Call-String-Ansatzes vergleicht. Mo¨gliche
Ergebnisse dabei ko¨nnten sein, dass die eine Menge die andere entha¨lt oder dass zu
jedem Element der einen Menge ein kleineres in der anderen existiert.
5.3 Nicht-Terminierung
In Abschnitt 5.2 haben wir festgestellt, dass Widening-Operatoren im Workset-Al-
gorithmus im Allgemeinen in einer nicht-monotonen Weise verwendet werden. Dies
fu¨hrte dazu, dass die berechnete Lo¨sung nicht eindeutig sein muss. Deshalb wollen
wir die Mengen solcher Lo¨sungen betrachten. Beim Berechnen dieser Lo¨sungsmengen
gibt es aber weitere Probleme, die wir im Folgenden untersuchen werden.
Wie in Abschnitt 2.4 bereits gesehen, terminiert der Workset-Algorithmus nicht,
wenn das betrachtete Ungleichungssystem unendlich viele Ungleichungen entha¨lt. Im
Allgemeinen werden fu¨r ein Programm unendlich viele Call-Strings berechnet. Das
Ungleichungssystem (3.4) aus dem funktionalen Ansatz entha¨lt dann unendlich viele
Ungleichungen und kann mit einem Workset-Algorithmus nicht gelo¨st werden.
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In Lemma 5.4 haben wir aber gesehen, dass fu¨r jede Variable in endlicher Zeit ein Wert
berechnet wird, wenn wir im Workset-Algorithmus einen Widening-Operator und
Fairness benutzen. Somit kann zwar in endlicher Zeit keine Lo¨sung mehr berechnet
werden, aber aus theoretischer Sicht ist dennoch vertretbar, auch fu¨r Call-String
einen Workset-Algorithmus mit Widening und Fairness zu benutzten, wenn dieser
als Referenzpunkt zum Vergleich der Lo¨sungen des funktionalen und des Call-String-
Ansatzes benutzt werden soll.
Auch die Ungleichungssysteme, die Transferfunktionen als Summary-Informationen
berechnen bzw. benutzen, sind nicht direkt lo¨sbar. Um deren Lo¨sung sinnvoll mit der
des Ungleichungssystems aus dem Call-String-Ansatz vergleichen zu ko¨nnen, muss in
beiden Fa¨llen derselbe Widening-Operator im Workset-Algorithmus benutzt werden.
Dazu wa¨hlt man zuna¨chst einen Widening-Operator O : L× L→ L, um mit diesem
die beiden Ungleichungssysteme (3.2) und (3.4) zu lo¨sen, welche die eigentlichen
Informationen berechnen. Zuna¨chst muss jedoch das Ungleichungssystem (3.1) zur
Berechnung der Summary-Informationen gelo¨st werden. Dieses beno¨tigt nun einen
Widening-Operator O∗ : (L→ L)× (L→ L)→ (L→ L). Der kanonische Lift von O
zu einem Operator auf (L→ L) ist aber im Allgemeinen kein Widening-Operator,
wie das folgende Lemma zeigt.
Lemma 5.12. Sei O : L× L→ L ein Widening-Operator und
O∗ : (L→ L)× (L→ L)→ (L→ L)
mit
(fO∗g)(l) := f(l)Og(l)
der natu¨rliche Lift von O auf (L → L). Dann ist O∗ ein Extrapolationsoperator.
Außerdem ist O∗ genau dann ein Widening-Operator, wenn fu¨r jede Folge (fn)n∈N
gilt:
m0 := sup{ml | l ∈ L} <∞.
Dabei sei
hn :=
{
f1 n = 1
hn−1O∗fn sonst
und ml := min{n ∈ N | ∀i ≥ 0 : hn+i(l) = hn(l)}.
Beweis. Offenbar ist fu¨r jedes x ∈ L
f(x) v f(x)Og(x) = (fO∗g)(x).
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Ebenso ist g(x) v (fO∗g)(x) fu¨r jedes x ∈ L. Also ist O∗ ein Extrapolationsoperator.
Sei nun (fn)n∈N beliebige Folge in (L → L) und (hn)n∈N wie oben definiert. Der
geliftete Operator O∗ ist also ein Widening-Operator, wenn (hn)n∈N irgendwann stabil
wird. Dies wiederum ist genau dann der Fall, wenn
mh := inf{m ∈ N | ∀i ≥ 0 : hm+i = hm} <∞.
Ist mh unendlich, so wird die Folge nicht stabil. Andernfalls ist mh der Index, ab
dem (hn)n∈N stabil ist.
Nach Definition ist
hn+1(l) = hn(l)Ofn+1(l).
Da O ein Widening-Operator ist, wird die so definierte Folge stabil. Also existiert
ml = min{n ∈ N | ∀i ≥ 0 : hn+i(l) = hn(l)}
und ml ist der Index, ab dem die Folge (hn(l))l∈L stabil wird. Die Idee ist nun, dass
die Folge (hn)n∈N stabil wird, wenn (hn(l))n∈N fu¨r jedes l ∈ L stabil ist. Letzteres ist
der Fall, wenn m0 = sup{ml | l ∈ L} endlich ist, ersteres, wenn mh endlich ist. Dies
motiviert die A¨quivalenz. Diese zeigen wir nun formal, in dem wir sogar mh = m0
zeigen.
Nach Definition von m0 gilt ml ≤ m0 fu¨r jedes l ∈ L. Es gilt also
hm0+i(l) = hm0(l)
fu¨r alle l ∈ L und i ≥ 0. Es folgt m0 ≥ mh.
Andererseits gilt auch ml ≤ mh fu¨r alle l ∈ L. Also ist mh eine obere Schranke der
Menge {ml | l ∈ L} und es folgt m0 ≤ mh.
Ist der geliftete Operator O∗ kein Widening-Operator, so muss ein von O unabha¨ngiger
Operator O∗ gewa¨hlt werden, um das Ungleichungssystem zu lo¨sen. Dann ist aber
im Allgemeinen nicht zu erwarten, die Lo¨sungsmengen vom funktionalen und vom
Call-String-Ansatz vergleichen zu ko¨nnen. Alternativ ko¨nnte zum Lo¨sen dieses Un-
gleichungssystems kein Widening-Operator verwendet werden. In dem Fall muss
allerdings im Allgemeinen auch auf Terminierung verzichtet werden.
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5.4 Nicht-Koinzidenz
In Kapitel 3 haben wir zwei Ansa¨tze zur Analyse interprozeduraler Programme vorge-
stellt und gezeigt, dass diese die gleiche Lo¨sung liefern, wenn die verwendeten Abbil-
dungen gewissen Distributivita¨tseigenschaften genu¨gen. Nun wa¨re wu¨nschenswert, ein
entsprechendes Resultat zu haben, wenn die Ungleichungssysteme mit einem Workset-
Algorithmus mit Widening gelo¨st werden. Zur Herleitung des Koinzidenzresultates in
Kapitel 3 haben wir wesentlich die Monotonie der verwendeten Abbildungen benutzt.
Dies geht nun nicht mehr, da ein Widening-Operator nicht monoton sein muss. So
ko¨nnte beispielsweise im Rahmen der Intervallanalyse fu¨r einen dieser beiden Ansa¨tze
[0, 1]O[0, 2] = [0,∞] berechnet werden. Der andere Ansatz berechnet aber eventuell
an einer entsprechenden Stelle den Wert [0, 2]O[0, 2] = [0, 2]. Es ist also nicht mo¨glich,
so zu argumentieren, dass der eine Ansatz fu¨r eine Variable eine Kette berechnet, in
der die Werte immer oberhalb der entsprechenden Kette im anderen Ansatz liegen.
Diese
”
Spru¨nge“ des Widening-Operators lassen also vermuten, dass es vielleicht
unmo¨glich ist, wieder ein Koinzidenztheorem zu gewinnen. Wir werden im Folgenden
zeigen, dass diese Vermutung stimmt. Weiterhin werden wir sehen, dass es auch
unmo¨glich ist zu zeigen, dass die Lo¨sungsmenge des einen Ansatzes immer in der des
anderen enthalten ist. Dazu geben wir zwei einfache Beispiele an, die gleichzeitig alle
der im Folgenden aufgelisteten Aussagen widerlegen.
Seien LR bzw. LA die Lo¨sungsmengen des funktionalen bzw. des Call-String-Ansatzes,
die vom Workset-Algorithmus mit Widening fu¨r ein zugrundeliegendes Framework
(L,v,F), ein Programm G und einen Widening-Operator O berechnet werden.
Koinzidenz:
(A) Fu¨r alle monotonen Frameworks (L,v,F), Widening-Operatoren O und Fluss-
graphsysteme G gilt
LA = LR.
Inklusion: Die Lo¨sungen des einen Ansatzes enthalten die des anderen.
(B) Fu¨r alle monotonen Frameworks (L,v,F), Widening-Operatoren O und Fluss-
graphsysteme G gilt
LA ⊇ LR.
(C) Fu¨r alle monotonen Frameworks (L,v,F), Widening-Operatoren O und Fluss-
graphsysteme G gilt
LR ⊇ LA.
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Der eine Ansatz liefert nur bessere oder genauso gute Lo¨sungen wie der andere.
(D) Fu¨r alle monotonen Frameworks (L,v,F), Widening-Operatoren O und Fluss-
graphsysteme G gilt
∀x ∈ LA ∀y ∈ LR : x v y.
(E) Fu¨r alle monotonen Frameworks (L,v,F), Widening-Operatoren O und Fluss-
graphsysteme G gilt
∀x ∈ LR ∀y ∈ LA : x v y.
Der eine Ansatz liefert eine Lo¨sung, die besser ist oder genauso gut wie alle Lo¨sungen
des anderen.
(F) Fu¨r alle monotonen Frameworks (L,v,F), Widening-Operatoren O und Fluss-
graphsysteme G gilt
∃x ∈ LA ∀y ∈ LR : x v y.
(G) Fu¨r alle monotonen Frameworks (L,v,F), Widening-Operatoren O und Fluss-
graphsysteme G gilt
∃x ∈ LR ∀y ∈ LA : x v y.
Fu¨r jede Lo¨sung des anderen findet der eine Ansatz eine Lo¨sung, die besser oder
genauso gut ist.
(H) Fu¨r alle monotonen Frameworks (L,v,F), Widening-Operatoren O und Fluss-
graphsysteme G gilt
∀y ∈ LA ∃x ∈ LR : x v y.
(I) Fu¨r alle monotonen Frameworks (L,v,F), Widening-Operatoren O und Fluss-
graphsysteme G gilt
∀y ∈ LR ∃x ∈ LA : x v y.
Fu¨r jede Lo¨sung des einen Ansatzes gibt es im anderen eine Lo¨sung, so dass die des
ersten besser oder genauso gut ist.
(J) Fu¨r alle monotonen Frameworks (L,v,F), Widening-Operatoren O und Fluss-
graphsysteme G gilt
∀x ∈ LR ∃y ∈ LA : x v y.
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(K) Fu¨r alle monotonen Frameworks (L,v,F), Widening-Operatoren O und Fluss-
graphsysteme G gilt
∀x ∈ LA ∃y ∈ LR : x v y.
In jedem dieser Fa¨lle wa¨re der
”
eine“ Ansatz dem
”
anderen“ vorzuziehen.
Das erste Beispiel zeigt, dass es ein Programm, ein universell-distributives Framework
und einen Widening-Operator gibt, so dass der Call-String Ansatz eine Lo¨sung liefert,
die zu allen Lo¨sungen des funktionalen Ansatzes unvergleichbar ist. Dabei nutzen wir
aus, dass zum Berechnen des Effektes einer Prozedur einmalig entschieden wird, in
welcher Reihenfolge die entsprechenden Ungleichungen gelo¨st werden. Diese Unglei-
chungen korrespondieren, bis auf Prozeduraufrufe, mit denen vom Call-String-Ansatz.
Gibt es nun mehrere Prozeduraufrufe, so berechnet der Call-String-Ansatz Infor-
mationen fu¨r die verschiedenen Kopien. Dabei ko¨nnen die Ausfu¨hrungsreihenfolgen
unabha¨ngig voneinander gewa¨hlt werden. Werden sie in den einzelnen Kopien nun
verschieden gewa¨hlt, so kann dies durch die Summary-Information der Prozedur nicht
nachgebildet werden, da diese nur zu einer der mo¨glichen Reihenfolgen korrespon-
diert.
Beispiel 5.13. Wir betrachten den vollsta¨ndigen Verband (L,v), der durch das
Hasse-Diagramm in Abbildung 5.2 gegeben ist.
>
l8l7
l6
l5l4
l3
l2
l1
⊥
L =
Abbildung 5.2: Hasse-Diagramm des zugrundeliegenden Verbandes in Beispiel 5.13.
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Definiere nun f, g : L→ L durch
f(l) =

⊥ falls l = ⊥
l1 falls l = l1
l4 falls l = l2, l3
> sonst
bzw. g(l) =

⊥ falls l = ⊥
l2 falls l = l1
l3 falls l = l2
l5 falls l = l3
> sonst.
Diese Abbildungen sind offenbar universell-distributiv. Mit F bezeichnen wir das
kleinste unter Komposition abschlossene System von Abbildungen, das idL, f und g
entha¨lt. Da die Komposition universell-distributiver Abbildungen wieder universell-
distributiv ist, ist (L,v,F) ein universell-distributives monotones Framework.
Zuletzt definiere O : L× L→ L durch
xOy =

l3 falls (x, y) = (l1, l2)
l7 falls (x, y) = (l3, l4)
l7 falls (x, y) = (l4, l5)
l8 falls (x, y) = (l5, l4)
x unionsq y sonst.
Dies ist offenbar ein Extrapolationsoperator. Da L endlich ist, ist O sogar ein Widening-
Operator. Außerdem ist xOy = x fu¨r y v x erfu¨llt. Also stimmt O mit seiner
idempotenten Variante Oidp u¨berein. Außerdem ist nach Lemma 5.12 der Lift O∗ von
O auf (L→ L) wieder ein Widening-Operator.
Sei nun Var = {x} und das Programm gegeben als das Flussgraphsystem aus
Abbildung 5.3.
Wir stellen die zugeho¨rigen Ungleichungssysteme auf, die den Wert von x in den
Programmpunkten bestimmen. Dabei sei init = l1. Weiter setzen wir e1 := (s, p(), u)
und e2 := (u, p(), r). Das Ungleichungssystem zur Berechnung der Call-Strings hat
folgende Gestalt:
CS[main] ⊇ {ε}
CS[p] ⊇ {e1}
CS[p] ⊇ {e2}
Dies hat als Lo¨sung
CS[main] ⊇ {ε} und CS[p] ⊇ {e1, e2}.
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main:
s
u
r
p:
sp
rp
p()
p()
x := f(x) x := g(x)
Abbildung 5.3: Flussgraphsystem in Beispiel 5.13.
Das Ungleichungssystem zur Bestimmung des Wertes von x in den Programmpunkten
ist nun
A[s, ε] w init (a1)
A[sp, e1] w A[s, ε] (a2)
A[rp, e1] w f(A[sp, e1]) (a3)
A[rp, e1] w g(A[sp, e1]) (a4)
A[u, ε] w A[rp, e1] (a5)
A[sp, e2] w A[u, ε] (a6)
A[rp, e2] w f(A[sp, e2]) (a7)
A[rp, e2] w g(A[sp, e2]) (a8)
A[r, ε] w A[rp, e2] (a9)
Eine mo¨gliche Ausfu¨hrung des Workset-Algorithmus mit Widening ist die folgende:
• Zuna¨chst wird jeder Programmpunkt mit ⊥ initialisiert. Die Workset ist nun
W = {(a1), . . . , (a9)}.
• Dann wird Ungleichung (a1) betrachtet. Diese ist nicht erfu¨llt, also wird A[s, ε]
auf den Wert ⊥ unionsq init = l1 gesetzt. Dann ist W = {(a2), . . . , (a9)}.
• Nun ist Ungleichung (a2) unerfu¨llt. Also wird A[sp, e1] auf den Wert ⊥unionsq l1 = l1
gesetzt. Es ist W = {(a3), . . . , (a9)}.
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• Als na¨chstes wird Ungleichung (a3) betrachtet. Also wird A[rp, e1] auf den Wert
⊥ unionsq f(l1) = l1 gesetzt. Es ist W = {(a4), . . . , (a9)}.
• Ebenso ist Ungleichung (a4) unerfu¨llt. Also wird fu¨r A[rp, e1] als neuer Wert
l1Og(l1) = l1Ol2 = l3 berechnet. Damit ist W = {(a5), . . . , (a9)}.
• Anschließend wird Ungleichung (a5) betrachtet, die nicht erfu¨llt ist. Dann wird
A[u, ε] auf l3 gesetzt und es ist W = {(a6), . . . , (a9)}.
• Damit ist Ungleichung (a6) unerfu¨llt und es wird auch A[sp, e2] auf l3 gesetzt.
Es ist W = {(a7), (a8), (a9)}.
• Nun sind die Ungleichungen (a7) und (a8) unerfu¨llt. Wir betrachten diese in
umgekehrter Reihenfolge wie fu¨r die erste Kopie und beginnen also mit der
letzteren. Damit erha¨lt A[rp, e2] den Wert g(l3) = l5 und es ist W = {(a7), (a9)}.
• Danach wird (a7) betrachtet. Auch diese Ungleichung ist nicht erfu¨llt. Also
wird A[rp, e2] zu l5Of(l3) = l5Ol4 = l8 berechnet und es ist W = {(a9)}.
• Zuletzt wird also (a9) betrachtet. Da diese Ungleichung wiederum nicht erfu¨llt
ist, wird A[r, ε] auf den Wert l8 gesetzt und die Workset ist leer.
Nun wird die Lo¨sung Aˆ berechnet. Dazu wird fu¨r jeden Programmpunkt die kleinste
obere Schranke derjenigen Werte bestimmt, die in den einzelnen Kopien berechnet
wurden. Dann ist Aˆ gegeben durch
Aˆ[s] = l1 Aˆ[sp] = l1 unionsq l3 = l3
Aˆ[u] = l3 Aˆ[rp] = l1 unionsq l8 = l8
Aˆ[r] = l8.
Als na¨chstes betrachten wir den funktionalen Ansatz. Die beiden Ungleichungssysteme
hierzu sind gegeben durch
T [s]w id (t1)
T [u]wT [rp] ◦ T [s] (t2)
T [r]wT [rp] ◦ T [u] (t3)
T [sp]w id (t4)
T [rp]w f ◦ T [sp] (t5)
T [rp]w g ◦ T [sp] (t6)
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sowie
R[s] w init (r1)
R[u] w T [rp](R[s]) (r2)
R[r] w T [rp](R[u]) (r3)
R[sp] w R[s] (r4)
R[sp] w R[u] (r5)
R[rp] w f(R[sp]) (r6)
R[rp] w g(R[sp]). (r7)
Wir lo¨sen zuerst das Ungleichungssystem zur Bestimmung der Transferfunktionen.
Da genauer nur der Wert T [rp] zum Lo¨sen des zweiten Ungleichungssystems relevant
ist, beschra¨nken wir uns darauf, die hier mo¨glichen Werte zu berechnen.
• Zuna¨chst wird jede Variable mit der Abbildung initialisiert, die konstant
den Wert ⊥ liefert. Die Workset entha¨lt alle Ungleichungen, also ist W =
{(t1), . . . , (t6)}.
• Unabha¨ngig von der Ausfu¨hrungsreihenfolge wird (t4) nur einmal betrachtet:
Da diese Ungleichung zu Beginn nicht erfu¨llt ist, muss sie mindestens einmal
betrachtet werden. Dabei wird sie aus der Workset herausgenommen. Da die
Ungleichung auf der rechten Seite keine Variable benutzt, wird sie zu keinem
Zeitpunkt erneut der Workset hinzugefu¨gt. Also wird sie genau einmal betrachtet
und erha¨lt den Wert T [sp] = id.
• Anschließend sind die Ungleichungen (t5) und (t6) nicht erfu¨llt. Diese werden
ebenfalls genau einmal betrachtet. Im ersten Schritt ist T [rp] = f oder T [rp] = g
und es bleibt, die jeweilige andere Ungleichung zu betrachten.
• Somit ist zuletzt T [rp] ∈ {fO∗g, gO∗f}.
Wir wenden uns nun dem Ungleichungssystem zur Bestimmung des Wertes von x
in den Programmpunkten zu. Sei R eine Lo¨sung, die vom Workset-Algorithmus mit
Widening berechnet wurde. Wir zeigen nun, dass R[r] und Aˆ[r] stets unvergleichbar
sind:
Zu Beginn wird wieder jede Variable mit ⊥ und die Workset mit der Menge aller
Ungleichungen initialisiert. Nun ist (r1) die einzige nicht erfu¨llte Ungleichung und R[s]
entha¨lt den Wert ⊥O init = l1. Mit derselben Argumentation wie zuvor folgt, dass
diese Ungleichung nie wieder betrachtet wird. Anschließend ist die Ungleichung (r2)
unerfu¨llt. Also wird R[u] = T [rp](l1) berechnet. Da diese Ungleichung nur die Variable
R[s] benutzt, diese aber nur in Ungleichung (r1) auf der linken Seite vorkommt und
letztere Ungleichung nach voriger Argumentation nie wieder betrachtet wird, wird
auch (r2) nie wieder betrachtet. Ebenso wird (r3) genau einmal betrachtet. Damit
118 5 Widening
ist dann R[r] = T [rp](T [rp](l1)). Wir berechnen nun die mo¨glichen Werte: Falls
T [rp] = fO∗g, so ist
R[r] = (fO∗g)(f(l1)Og(l1)) = (fO∗g)(l1Ol2) = (fO∗g)(l3) = l4Ol5 = l7.
Andernfalls ist T [rp] = gO∗f . Dann ist
R[r] = (gO∗f)(g(l1)Of(l1)) = (gO∗f)(l2Ol1) = (gO∗f)(l2) = l3Ol4 = l7.
In beiden Fa¨llen ist also R[r] = l7. Dies ist unvergleichbar zu l8 = Aˆ[r]. 
In dem Beispiel haben wir benutzt, dass der funktionale Ansatz einmalig den Effekt
einer Prozedur festlegt und mit diesem dann Werte in Knoten der main-Prozedur
berechnet, wa¨hrend im Call-String-Ansatz Werte durch Propagation durch die Knoten
der entsprechenden Prozedur bestimmt werden und dort die Ausfu¨hrungsreihenfolgen
voneinander verschieden gewa¨hlt werden konnten. Somit konnten wir unvergleichbare
Werte im Endknoten der Prozedur main erzeugen.
Das folgende Beispiel zeigt, dass es ein Programm, ein universell-distributives Fra-
mework und einen Widening-Operator gibt, so dass der funktionale Ansatz eine
Lo¨sung liefert, die zu allen Lo¨sungen des Call-String-Ansatzes unvergleichbar ist.
Dazu finden wir eine Lo¨sung des funktionalen Ansatzes, die mit keiner Lo¨sung des
Call-String-Ansatzes vergleichbar ist. Konkret werden wir dazu unvergleichbare Werte
im Endknoten einer Prozedur p berechnen. Dazu mu¨ssen wir ausnutzen, dass die
Informationen an den Knoten der aufgerufenen Prozedur in beiden Ansa¨tzen auf
verschiedene Weisen berechnet wird: Der Call-String-Ansatz betrachtet fu¨r jeden
Aufruf eine eigene Kopie und initialisiert den Startknoten der Prozedur mit dem
jeweiligen Wert des Knotens, von dem aus die Prozedur aufgerufen wird. Im funktio-
nalen Ansatz dagegen gibt es keine verschiedenen Kopien und der Startknoten dieser
Prozedur muss mit den Werten aller aufrufenden Knoten initalisiert werden.
Beispiel 5.14. Wir betrachten den vollsta¨ndigen Verband (L,v), der durch das
Hasse-Diagramm in Abbildung 5.4 definiert ist.
Definiere weiter fj : L→ L durch
fj(l) :=
{
⊥ falls l = ⊥
lj sonst
fu¨r 1 ≤ j ≤ 3. Diese Abbildungen sind offenbar universell-distributiv. Mit F bezeich-
nen wir das kleinste unter Komposition abschlossene System von Abbildungen, das
idL, h1, h2 und h3 entha¨lt. Da die Komposition universell-distributiver Abbildungen
wieder universell-distributiv ist, ist (L,v,F) ein universell-distributives monotones
Framework.
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>
l6l5
l4
l3 l2 l1
⊥
L =
Abbildung 5.4: Hasse-Diagramm des zugrundeliegenden Verbandes in Beispiel 5.14.
Ebenso ist die Abbildung O : L× L→ L mit
xOy =

l5 falls (x, y) ∈ {(l1, l3), (l3, l1), (l2, l3), (l3, l2)}
l6 falls (x, y) ∈ {(l1, l2), (l2, l1)}
x unionsq y sonst
offenbar ein Extrapolationsoperator. Da L endlich ist, ist O sogar ein Widening-
Operator. Weiter ist O symmetrisch und erfu¨llt xOy = x, falls y v x. Also ist
Oidp = O. Da L endlich ist, ist nach Lemma 5.12 auch der Lift O∗ von O auf (L→ L)
ein Widening-Operator.
Sei nun Var = {x}. Wir betrachten das Flussgraphsystem aus Abbildung 5.5.
main:
s
u v
r
p:
sp
rp
x := f1(x) x := f2(x)
p() p()
x := f3(x) x := x
Abbildung 5.5: Flussgraphsystem in Beispiel 5.14.
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Wir stellen nun die zugeho¨rigen Ungleichungssysteme auf, die den Wert von x in den
Programmpunkten bestimmen. Dabei sei init = >. Schreibe im Folgenden kurz e1
fu¨r (u, p(), r) und e2 fu¨r (v, p(), r).
Die Ungleichungssysteme zum funktionalen Ansatz haben die folgende Gestalt:
T [s]w id T [sp]w id
T [u]w f1 ◦ T [s] T [rp]w f3(T [sp])
T [v]w f2 ◦ T [s] T [rp]wT [sp]
T [r]wT [rq] ◦ T [u]
T [r]wT [rq] ◦ T [v]
und als Lo¨sung des letzteren Ungleichungssystems wa¨hlen wir
R[s] w init R[sp] w R[u]
R[u] w f1(R[s]) R[sp] w R[v]
R[v] w f2(R[s]) R[rp] w f3(R[sp])
R[r] w T [rq](R[u]) R[rp] w R[sp]
R[r] w T [rq](R[v]).
Sei T eine vom Workset-Algorithmus mit Widening berechnete Lo¨sung des ersteren
Ungleichungssystems. Dabei sei
T [rp] = f3O∗ id
und
R[s] = init = >
R[u] = l1
R[v] = l2
R[sp] = l1Ol2 = l6
R[rp] = f3(l6)Ol6 = l3Ol6 = l6
R[r] = ((f3O∗ id)(l1))O((f3O∗ id)(l2))) = (l3Ol1)O(l3Ol2) = l5Ol5 = l5.
Wir mu¨ssen nun die Lo¨sungen des entsprechenden Workset-Algorithmus des Call-
String-Ansatzes betrachten. Das Ungleichungssystem zur Berechnung der Call-Strings
einer Prozedur hat folgende Gestalt:
CS[main] ⊇ {ε}
CS[p] ⊇ {e1}
CS[p] ⊇ {e2}.
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Dies hat als Lo¨sung
CS[main] = {ε} und CS[p] = {e1, e2}.
Weiter ist
A[s, ε] w init A[sp, e1] w A[u, ε]
A[u, ε] w f1(A[s, ε]) A[rp, e1] w f3(A[sp, e1])
A[v, ε] w f2(A[s, ε]) A[rp, e1] w A[sp, e1]
A[r, ε] w A[rp, e1] A[sp, e2] w A[v, ε]
A[r, ε] w A[rp, e2] A[rp, e2] w f3(A[sp, e1])
A[rp, e2] w A[sp, e2].
Sei A eine Lo¨sung, die der Workset-Algorithmus mit Widening berechnet hat. Wir
zeigen nun A[rp](ei) = l5 fu¨r 1 ≤ i ≤ 2. Jede Ausfu¨hrung des Workset-Algorithmus
liefert zuna¨chst
A[s, ε] = >
A[u, ε] = l1
A[v, ε] = l2
A[sp, e1] = l1
A[sp, e2] = l2.
Da O symmetrisch ist, ist irrelevant, in welcher Reihenfolge die Information an den
Endknoten der Prozedur p beim jeweiligen Aufruf propagiert wird. Damit ist
A[rp, e1] = f3(l1)Ol1 = l3Ol1 = l5
und
A[rp, e2] = f3(l2)Ol2 = l3Ol2 = l5.
Es folgt Aˆ[rp] = A[rp, e1]unionsqA[rp, e2] = l5unionsq l5 = l5, was unvergleichbar ist zu l6 = R[rp].
Also ist R unvergleichbar zu allen mo¨glichen Lo¨sungen Aˆ. 
Diese Beispiele sind einfach, da die betrachteten Programme und vollsta¨ndigen
Verba¨nde sehr klein sind. Umso erstaunlicher ist es, dass die hier nicht zwingend
notwendige Verwendung eines Widening-Operators schon zu Unvergleichbarkeit der
Lo¨sungenmengen des funktionalen bzw. des Call-String-Ansatzes fu¨hrt. Die angege-
benen Programme und universell-distributiven Frameworks ko¨nnen auch auf einfache
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Weise so abgea¨ndert werden, dass der Workset-Algorithmus ohne Widening nicht
terminiert.
Dazu erweitern wir den Verband um Elemente λn fu¨r n ∈ N0. Dabei ”ersetzen“
wir das Element > durch λ0 und erweitern die Ordnung um λn A λn+1 fu¨r jedes
n ∈ N. Wir fu¨gen wiederum > als ein gro¨ßtes Element hinzu. Wir erweitern die
Variablenmenge um eine frische Variable y und fu¨gen eine Prozedur q hinzu, die aus
den aufeinanderfolgenden Anweisungen y := k(y) und q() besteht. Dabei sei k(l) = ⊥
fu¨r Elemente aus dem
”
alten“ Verband und sonst k(λn) = λn+1. Außerdem vera¨ndern
wir die Prozedur main, indem wir an den Knoten r eine mit y := 0 beschriftete Kante
und daran eine mit dem Aufruf q() beschriftete Kante anha¨ngen. Der Knoten, zu
dem diese Kanten fu¨hren, ist dann der neue Endknoten der Prozedur main. Den
Widening-Operator setzen wir folgendermaßen fort: Fu¨r die Elemente aus dem
”
alten“
Verband und λ0 sei der Operator wie zuvor definiert, wobei λ0 die Rolle von >
u¨bernimmt. Sei nun x beliebig und y = λn fu¨r ein n > 0 oder y = >. Ist x w y, so
sei xOy = x. Andernfalls sei xOy = >. Dies ist offenbar ein Widening-Operator.
Will man nun zu einem so erweiterten Programm Informationen mit dem Workset-
Algorithmus berechnen, so terminiert die Berechnung fu¨r y ohne Widening-Operatoren
nicht. Um eine Lo¨sung zu berechnen, ist also ein Widening-Operator no¨tig. Damit
wird fu¨r y der Wert > berechnet. Fu¨r x wird derselbe Wert wir im urspru¨nglichen
Programm berechnet. Damit erhalten wir eine entsprechende Unvergleichbarkeit also
auch in Situationen, in denen Widening no¨tig ist.
Insbesondere zeigen diese Beispiele also, dass die zu Beginn des Abschnittes formu-
lierten Aussagen (A) bis (K) in dieser Allgemeinheit falsch sind.
6 Fazit
In dieser Arbeit wurden zwei Ansa¨tze zur Analyse interprozeduraler Programme
vorgestellt, die von Sharir und Pnueli in [SP81] entwickelt wurden: Dies ist zum
einen der funktionale Ansatz, der zuna¨chst fu¨r jede Prozedur eine Transferfunktion
als Summary-Information berechnet und damit fu¨r jeden Programmknoten eine
Information bestimmt. Zum anderen haben wir den Call-String-Ansatz vorgestellt, der
eine Analyse eines Programms mit nur einer Prozedur simuliert, indem Aufrufkanten
durch die aufgerufenen Prozeduren
”
ersetzt“ und diese verschiedenen
”
Kopien“ der
Prozeduren durch Call-Strings unterschieden werden.
Dazu haben wir zuna¨chst Ungleichungssysteme definiert und gezeigt, dass deren
Lo¨sungen sich als Pra¨fixpunkte einer geeigneten Abbildung schreiben lassen und die
”
beste“ Lo¨sung dem kleinsten Fixpunkt dieser Abbildung entspricht. Außerdem haben
wir Flussgraphsysteme eingefu¨hrt, mit denen wir Programme darstellen, und mit
dem Workset-Algorithmus ein Mittel bereit gestellt, mit dem Ungleichungssysteme
gelo¨st werden ko¨nnen.
Anschließend haben wir den funktionalen und den Call-String-Ansatz vorgestellt und
gezeigt, dass es sich dabei um korrekte Analysen handelt. Wir haben außerdem gezeigt,
dass die Ansa¨tze pra¨zise Analysen beschreiben, wenn die verwendeten Abbildungen
universell-distributiv oder zumindest positiv-distributiv sind und in letzterem Fall
zusa¨tzlich jeder Programmpunkt erreichbar ist. In diesem Fall liefern beide Ansa¨tze
dasselbe Ergebnis und sind in diesem Sinne gleichwertig. Weiter haben wir mit der
Betrachtung der Polyederanalyse aus [CH78] begonnen, die den funktionalen Ansatz
variiert, indem die Summary-Informationen nicht als Transferfunktionen, sondern in
einer anderen Darstellung berechnet werden. Dabei wurden einerseits Matrizenmengen
wie in [SFP07] und andererseits Relationen wie in [CH78] als Summary-Informationen
benutzt. Diese wiederum haben wir als Transferfunktionen aufgefasst und damit
jeweils ein Ungleichungssystem zur Berechnung die erreichbaren Variablenwerte in
jedem Programmpunkt aufgestellt. Wir haben gezeigt, dass diese beiden Unglei-
chungssysteme das gleiche Ergebnis liefern und somit gleichwertig sind. Zuletzt haben
wir eine Berechnung eines Ungleichungssystems mithilfe des Workset-Algorithmus
betrachtet und festgestellt, dass diese nicht unbedingt terminieren muss.
Darum haben wir weiter mit der abstrakten Interpretation ein von Cousot und Cou-
sot in [CC76] vorgestelltes Mittel betrachtet, mit dem neue korrekte oder pra¨zise
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Analysen konstruiert werden ko¨nnen, bei denen die Berechnung der Lo¨sung durch
den Workset-Algorithmus terminieren kann. Dazu haben wir zuna¨chst allgemein
Galois-Verbindungen und abstrakte Interpretationen von Ungleichungssystemen stu-
diert. Diese haben wir anschließend auf den funktionalen und den Call-String-Ansatz
u¨bertragen, indem wir die in den beiden Ansa¨tzen verwendeten Transferfunktionen
fu¨r Basisanweisungen abstrakt interpretiert haben. Wir haben außerdem gezeigt, dass
eine korrekt, pra¨zise oder kanonische abstrakte Interpretation dieser Transferfunk-
tionen eine korrekte, pra¨zise bzw. kanonische abstrakte Interpretation der beiden
Ansa¨tze induziert. Dabei ha¨ngt die kanonische abstrakte Interpretation nur von der
zugrundeliegenden Galois-Verbindung ab und ist die pra¨ziseste korrekte abstrakte
Interpretation. Außerdem ist sie genau dann pra¨zise, wenn die Galois-Verbindung
pra¨zise abstrakte Interpretationen zula¨sst. Wir haben gesehen, dass dies nicht immer
der Fall ist. Somit konnten wir abschließend feststellen, dass die kanonische die beste
abstrakte Interpretation ist. Ist sie pra¨zise und gelten die Anforderungen an die
Distributivita¨t der verwendeten Abbildungen wie zuvor, so liefern die kanonischen
abstrakten Interpretationen des funktionalen und des Call-String-Ansatzes dasselbe
Ergebnis und sind wiederum gleichwertig.
Weiter haben wir wieder die Polyederanalyse untersucht. Dabei haben wir zuna¨chst
ru¨ckblickend festgestellt, dass das Auffassen einer Matrizenmenge oder einer Relation
als Transferfunktion eine pra¨zise abstrakte Interpretation ist. Außerdem haben wir
die Polyederanalyse weitergefu¨hrt, indem wir zusa¨tzlich konvexe Hu¨llen gebildet
haben, um anstelle der erreichbaren Variablenwerte konvexe Polyeder zu berechnen,
in denen die erreichbaren Variablenwerte enthalten sind. Dabei haben wir gese-
hen, dass dies eine pra¨zise abstrakte Interpretation ist, wenn Matrizenmengen als
Summary-Informationen verwendet werden, wohingegen die Bildung konvexer Hu¨llen
bei Relationen als Summary-Informationen zwar eine korrekte, aber nicht unbedingt
pra¨zise abstrakte Interpretation ist. Die Ansa¨tze sind also nicht gleichwertig und
der Ansatz mit Matrizenmengen ist dem mit Relationen vorzuziehen. Zuletzt ha-
ben wir gesehen, dass eine solche abstrakte Interpretation noch keine Terminierung
garantieren muss.
Zuletzt haben wir darum ein weiteres Mittel untersucht, das Terminierung des Workset-
Algorithmus erzwingen soll. Dieses Mittel ist die Verwengun der von Cousout und
Cousot in [CC77] eingefu¨hrten Widening-Operatoren im Workset-Algorithmus. Dabei
wird Terminierung garantiert, wenn das betrachtete Ungleichungssystem nur endlich
viele Variablen entha¨lt. Werden dagegen unendlich viele Ungleichungen betrach-
tet, berechnet der Algorithmus unter der zusa¨tzlichen Voraussetzung von Fairness
fu¨r jede Variable in endlicher Zeit ein Ergebnis, terminiert aber nicht. Somit kann
der Workset-Algorithmus fu¨r den Call-String-Ansatz, der im Allgemeinen unendlich
viele Ungleichungen betrachtet, nicht zum Lo¨sen, sondern nur als Referenzpunkt
betrachtet werden. Außerdem haben wir gesehen, dass der Workset-Algorithmus
mit Widening auch fu¨r den funktionalen Ansatz keine Terminierung garantiert, da
125
im Allgemeinen aus einem Widening-Operator fu¨r den zugrundeliegenden Verband
kein kanonischer Widening-Operator fu¨r die Berechnung der Transferfunktionen
als Summary-Informationen gewonnen werden kann. Außerdem haben wir gezeigt,
dass im Allgemeinen der Widening-Operator im Workset-Algorithmus in einer nicht-
monotonen Weise verwendet ist und somit keine eindeutige kleinste Lo¨sung existiert.
Somit mussten anstelle von kleinsten Lo¨sungen die gesamten Lo¨sungsmengen vergli-
chen werden. Wir haben aber gezeigt, dass die Lo¨sungsmengen, die vom Workset-
Algorithmus mit Widening fu¨r den funktionalen bzw. den Call-String-Ansatz berechnet
werden, im Allgemeinen nicht vergleichbar sind. Eine Koinzidenzaussage wie zuvor
ist also nicht mo¨glich. Ein Workset-Algorithmus mit Widening kann demnach in
manchen Situationen zwar helfen, ein Ungleichungssystem zu lo¨sen, aber es ist nicht
mo¨glich, Aussagen u¨ber die Pra¨zision dieser Lo¨sungen zu treffen.
Es sind mehrere Mo¨glichkeiten denkbar, auf diese Arbeit aufzubauen. Zuna¨chst einmal
ko¨nnten weitere Anweisungen wie nicht-deterministische Zuweisungen der Gestalt
x :=? und affine bedingte Verzweigungen wie in [SFP07] betrachtet werden. Es ko¨nnte
dann u¨berpru¨ft werden, ob mit diesen zusa¨tzlichen Anweisungen der Ansatz mit
Matrizenmengen wieder das pra¨zisere Ergebnis liefert. Außerdem wird in [SFP07]
ein Widening-Operator vorgestellt, um die berechneten konvexen Matrizenmengen
endlich darstellen zu ko¨nnen. Dieser ko¨nnte na¨her untersucht werden.
Aber auch allgemein wa¨re eine weitere Untersuchung von Widening-Operatoren
interessant. Die Bedingungen, die in dieser Arbeit an Widening-Operatoren gestellt
wurden, sind fu¨r eine Aussage u¨ber die Vergleichbarkeit des funktionalen und des
Call-String-Ansatzes zu allgemein. Es ko¨nnte also untersucht werden, ob und welche
Eigenschaften von Widening-Operatoren es gibt, die eine solche Vergleichbarkeit
garantieren. Alternativ ko¨nnten andere Mittel als der Workset-Algorithmus zur
Berechnung der Lo¨sungen eines Ungleichungssystems untersucht und dabei wiederum
die Ergebnisse des funktionalen und des Call-String-Ansatzes verglichen werden.
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