Writing style is a combination of consistent decisions associated with a specific author at different levels of language production, including lexical, syntactic, and structural. In this paper, we introduce a style-aware neural model to encode document information from three stylistic levels and evaluate it in the domain of authorship attribution. First, we propose a simple way to jointly encode syntactic and lexical representations of sentences. Subsequently, we employ an attention-based hierarchical neural network to encode the syntactic and semantic structure of sentences in documents while rewarding the sentences which contribute more to capturing the writing style. Our experimental results, based on four benchmark datasets, reveal the benefits of encoding document information from all three stylistic levels when compared to the baseline methods in the literature.
I. INTRODUCTION
In written language, the combination of consistent conscious or unconscious decisions in language production, known as writing style, has been studied widely [1] , [2] . Stylistic features are generally content-independent. They are consistent across different documents written by a specific author (or author groups). Lexical, syntactic, and structural features are three main families of stylistic features. Lexical features represent the author's character and word use preferences, while syntactic features capture the syntactic patterns of the sentences in a document. Structural features reveal information about how an author organizes the sentences in a document.
To date, the existing approaches in the domain of authorship attribution fall into two categories. The first category adopts traditional machine learning techniques to identify the author of a given document. In this approach, the stylistic features are engineered and extracted from the documents and are subsequently used as the inputs of different kinds of classifiers [3] - [5] . These features reveal statistical information of documents in lexical, syntactic, and structural levels. For instance, frequency of certain words, character distribution, function word distribution, frequency of part of speech tags, the number of sentences per paragraph, etc. A limitation of this approach is that the feature extracting process ignores rich sequential information in the sentences and the document.
The second category of authorship attribution approach builds upon neural network models [6] - [9] . In this approach, the sequence of words or characters are the input of a neural network which makes the proposed models utilize the sequential information. However, the proposed models in the literature mainly focus on lexical features despite the fact that lexical-based language models have very limited scalability when dealing with datasets containing diverse topics. On the other hand, syntactic models which are content-independent are more robust against topic variance. Zhang et al. [10] introduces a strategy to incorporate syntactic information of documents in authorship attribution task. They propose a novel scheme to encode a syntax tree into a learnable distributed representation, and then integrate the syntax representation into a Convolutional Neural Network (CNN)-based model. Different from their approach, we are interested in a neural model which encodes the syntactic information without being equipped with an explicit structural representation such as syntax parse tree. This is achieved by introducing a strategy to encode syntactic information of sentences using only their Part of Speech (POS) tags. Furthermore, our motivation is to develop a neural model which preserves all the stylistic information of documents from all three levels of language production including lexical, syntactic, and structural.
II. RELATED WORK
Syntactic n-grams are shown to achieve promising results in different stylometric tasks. A combination of lexical and syntactic features has also been shown to enhance the model performance [11] . Sundararajan et al. argue that, although syntax can be helpful for cross-genre authorship attribution, combining syntax and lexical information can further boost the performance for cross-topic attribution and single-domain attribution [12] .
With recent advances in deep learning, there exists a large body of work in the literature which employs deep neural networks in authorship attribution domain [6] - [8] .
Hitchler et al. propose a CNN based on pre-trained embedding word vector concatenated with one hot encoding of POS tags; however, they have not shown any ablation study to report the contribution of POS tags on the final performance results [8] . Zhang et al. introduces a syntax encoding approach using convolutional neural networks which combines with a lexical model, and applies it to the domain of authorship attribution [10] . Their proposed approach utilized the syntax parse tree of sentences; however, we show in this paper that such an explicit annotation of hierarchical syntax is not necessary for the authorship attribution task. We propose a simpler yet more effective way of encoding syntactic information of documents for the domain of authorship attribution. Moreover, we employ a hierarchical neural network to capture the structural information of documents and finally introduce a neural model which incorporates all three stylistic features including lexical, syntactic and structural.
III. STYLE-AWARE NEURAL MODEL

A. Lexical and Syntax Encoding
We encode semantic and syntactic information of documents independently using lexical and syntactic embeddings which is illustrated in figure 1. These two representations will fed into two parallel hierarchical networks. 
1) Lexical Embedding:
In lexical-level, we embed each word to a vector representation. We use pre-trained Glove embeddings [13] and represent each sentence as the sequence of its corresponding word embeddings.
2) Syntactic Embedding: Given a sentence, we convert each word into the corresponding POS tag in the sentence, and then embed each POS tag into a low dimensional vector P i ∈ R dp using a trainable lookup table θ P ∈ R |T |×dp , where T is the set of all possible POS tags in the language. We use NLTK part-of-speech tagger [14] for the tagging purpose and use the set of 47 POS tags 1 in our model as follows. Let S i = [P 1 ; P 2 ; ...; P N ] be the vector representation of sentence i, and W ∈ R rdp be the convolutional filter with receptive field size of r. We apply a single layer of convolving filters with varying window sizes as the rectified linear unit function (relu) with a bias term b, followed by a temporal max-pooling layer which returns only the maximum value of each feature map C r i ∈ R N −r+1 . Variable receptive field sizes Z are used to compute vectors for different n-grams in parallel; and they are concatenated into a final feature vector h i ∈ R K afterwards, where K is the total number of filters:
2) Sentence-level Encoder: Sentence encoder learns the lexical/syntactic representation of a document from the sequence of sentence representations output from the wordlevel encoder. We use a bidirectional LSTM To capture how sentences with different syntactic patterns are structured in a document. The vector outputted from the sentence encoder is calculated as follows.
We incorporate attention mechanism to reward the sentences that contribute more in detecting the writing style. We define a sentence level vector u s and use it to measure the importance of the sentence i as follows:
Where u s is a learnable vector and is randomly initialized during the training process and V is the vector representation of document which is weighted sum of vector representations of all sentences.
C. Lexical and Syntactic Representations Fusion
In this phase, the semantic and syntactic representations of document learned independently by the two parallel hierarchical neural networks are concatenated into the final vector representation.
D. Classification
The learned vector representation of documents are fed into a softmax classifier to compute the probability distribution of class labels. Suppose V k is the final vector representation of document k output from the fusion layer. The predictionỹ k is the output of softmax layer and is computed as:
where W c and b c are the learnable weight and learnable bias, respectively; andỹ i is a C dimensional vector, where C is the number of classes. We use cross-entropy loss to measure the discrepancy of predictions and the true labels y k . The model parameters are optimized to minimize the cross-entropy loss over all the documents in the training corpus. Hence, the regularized loss function over X documents denoted by J(θ) is:
IV. EXPERIMENTAL STUDIES
A. Datasets
We evaluate the proposed approach on several benchmark datasets:
• CCAT10 , CCAT50: Newswire stories from Reuters Corpus Volume 1 (RCV1) written by 10 and 50 authors, respectively [15] . • BLOGS10, BLOGS50: Posts written by 10 and 50 top bloggers respectively, originated from data set of 681,288 blog posts by 19,320 bloggers for blogger.com [16] .
Some statistics on the sentence length and document length for each dataset are presented in Table I . 
B. Baselines
We compare our method with various baseline approaches which represent the current state of the art in authorship attribution problem, including SVM with affix and punctuation 3-grams [17] , CNN-char [18] , Continuous N-gram representation [19] , N-gram CNN [6] , and syntax-CNN [10] . Their results reported in this paper are obtained from the corresponding papers.
C. Hyperparameter Tuning
The networks are trained using mini-batches with size of 32. We use Nadam optimizer [20] to optimize the cross entropy loss over 50 epochs of training. We use 100 dimensional pre-trained Glove embeddings [13] for the lexical layer and 100 dimensional randomly initialized embeddings for the syntactic layer. In order to reduce the effect of outof-vocabulary problem in lexical layer, we retain only 50,000 most frequent words. All the performance metrics are the mean of accuracy (on the test set) calculated over 10 runs with a 0.9/0.1 train/validation split.
D. Performance Results
1) Lexical and Syntactic Model:
In order to understand the contribution of lexical and syntactic models to the final predictions, we performed an ablation study. The results are reported in table II. In Syntactic-HAN, only syntactic representation of documents (V syntactic ) is fed into the softmax layer to compute the final predictions. Similarly, in Lexical-HAN, only lexical representation of documents (V lexical ) is fed into the softmax classifier. The final stylometry model, Style-HAN, fuses both representations and computes the class labels using a softmax classifier (Section III-C). According to the table, lexical model consistently outperforms the syntactic-model across all the benchmark datasets. However, combining the two representations further improves the performance results. Figure 2 illustrates the training loss of the syntax, lexical, and style encoding. Owing to the space limitations, we only demonstrate training history only on CCAT50 dataset; however, similar behavior in the other datasets has been observed). As we observe, the lexical model maintains lower loss in the earlier epochs and converges faster when compared to the syntactic model. However, combining them into the style model reduces the loss and improves the performance.
Based on the observation from figure 2 and table II, we realize that even if Syntactic-HAN achieves a comparable performance results, combining it with Lexical-HAN slightly improves the overall performance (Style-HAN). This can be due to the fact that lexical-based recurrent neural networks alone are able to encode significant amount of syntax even in the absence of explicit syntactic annotations [21] . However, explicit syntactic annotation further improves the performance results. As shown in Table II HAN) with the other stylometric models in the literature. Table III reports the accuracy of the models on the four benchmark datasets. All the results are obtained from the corresponding papers, with the dataset configuration kept identical for the sake of fair comparison. The best performance result for each dataset is highlighted in bold. It shows that Style-HAN outperforms the baselines by 2.38%, 1.35%, 8.73%, and 4.46% over the CCAT10, CCAT50, BLOGs10, and BLOGS50 datasets, respectively.
V. CONCLUSION
In this paper we introduce a style-aware neural model which encodes document information from three stylistic levels including lexical, syntactic, and structural in order to better capture the authorial writing style. First, we propose an efficient way to encode the syntactic patterns of sentences using only their corresponding part-of-speech tags. Lexical and syntactic embeddings of words are then used to create two different sentence representations and they are fed into two parallel hierarchical attention networks to construct document representations. Finally, these syntactic and lexical representation of documents are concatenated in the fusion step to build the final document representation. Our experimental results on the benchmark datasets in authorship attribution tasks confirm the benefits of encoding document information from all three stylistic levels.
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