Abstract. Trigonometric polynomials are widely used for the approximation of a smooth function f from a set of nonuniformly spaced samples {f (x j )} N−1 j=0 . If the samples are perturbed by noise, controlling the smoothness of the trigonometric approximation becomes an essential issue to avoid overfitting and underfitting of the data. Using the polynomial degree as regularization parameter we derive a multi-level algorithm that iteratively adapts to the least squares solution of optimal smoothness. The proposed algorithm computes the solution in at most O(N M + M 2 ) operations (M being the polynomial degree of the approximation) by solving a family of nested Toeplitz systems. It is shown how the presented method can be extended to multivariate trigonometric approximation. We demonstrate the performance of the algorithm by applying it in echocardiography to the recovery of the boundary of the Left Ventricle.
1. Introduction. The necessity of recovering a function f from a finite set of nonuniformly spaced measurements {f (x j )} N −1 j=0 arises in areas as diverse as digital signal processing, geophysics, spectroscopy or medical imaging. Often f is a smooth function, in this case trigonometric polynomials may be used to recover f . Usually the measurements f (x j ) are not exactly the samples of a trigonometric polynomial and moreover the data are often distorted by several kinds of error. Hence a complete reconstruction of f from the perturbed data s j = f (x j ) + δ j is not possible. In many situations a trigonometric polynomial of low degree (compared to the possibly huge number of samples) provides a good approximation to f . This trigonometric approximation may be found by solving the least squares problem
where w j > 0 are unspecified weights and P M is the space of trigonometric polynomials of degree less than or equal to M , i.e.,
(1.1)
For given M with 2M + 1 ≤ N we denote the unique polynomial p ∈ P M that solves (LSP1) by p (M) .
Many efficient algorithms have been developed to solve (LPS1), e.g., see the articles [19, 4, 21, 9, 8] . But surprisingly little attention has been paid to the problem of how to control the smoothness of the approximation in order to avoid overfitting and underfitting of the data. An adaptation of the smoothness of the approximation can be achieved of instance by providing a suitable upper bound for the degree M of the space P M in (LSP1). In most of the aforementioned algorithms a necessary requirement to provide useful results in applications is that a good a priori guess of the degree of the trigonometric approximation is available. However a priori it is not clear what is a suitable degree for the solution, in terms of how to choose a reasonable upper bound for M when solving (LSP1). Finding a good choice for M by "trial and error" is certainly not a satisfying alternative.
If the data {s j } N −1 j=0 were (i) unperturbed and (ii) stem from sampling a trigonometric polynomial (with degree less than N/2), then the solution of (LSP1) would automatically have the appropriate degree, since the original function could be completely recovered in this case. However the assumptions (i) and (ii) are rarely met in applications and controlling the smoothness of the solution becomes essential to avoid overfitting and underfitting of the data. If we choose the upper bound for the degree in (LSP1) too large, the solution will almost always take on the maximal possible degree, hence being too wiggly and picking up too much noise (overfit), see also It is the goal of this paper to derive an efficient algorithm that computes the trigonometric approximation which provides the "optimal" balance between fitting the given data and preserving smoothness of the solution. Here optimality is meant in the sense that the solution has minimal degree among all trigonometric polynomials that satisfy a certain least squares criterion. The algorithm iteratively adapts to the least squares approximation of optimal degree by solving a family of nested Toeplitz systems in at most O(M N +M 2 ) operations, Compare also Figure 1 .1(d), which shows the "regularized" trigonometric approximation obtained by the algorithm proposed in this paper, to which we will refer as Levinson-Galerkin algorithm.
The paper is organized as follows. In Section 2 we present the main results, including the Levinson-Galerkin algorithm. Some aspects of extending the algorithm to multivariate trigonometric polynomials are discussed in 3. In Section 4 we present some applications in echocardiography. A section with miscellaneous remarks concludes the paper.
We use the standard notation from numerical analysis. The inner product is denoted by ·, · , thus for two vectors v, w ∈ C N we have v, w = N −1 j=0 v j w j , where the bar denotes complex conjugation. We denote the transpose of a matrix A by A The norm of p ∈ P M is given by
In some applications it is advantageous to deal with complex-valued polynomials (see also Section 4), hence we do not restrict ourselves to the case of real-valued trigonometric approximation.
We will call a sequence 0
2. A Levinson-Galerkin approach to trigonometric approximation. A standard method in numerical analysis to find the optimal balance between fitting the given data and preserving smoothness of the solution is to introduce a regularization parameter. The best value of this regularization parameter is then determined for instance by generalized cross validation [12] or via the L-curve [17] . Here we understand regularization not as a way to stabilize ill-conditioned problems, but in a broader context as a means of finding the best compromise between fitting a given set of data and preserving smoothness of the solution.
As we will see, in our case it is not necessary to introduce an additional parameter, since we can regularize the smoothness of the solution by varying the parameter M of the space P M in which we are searching for the solution of (LSP1). Our approach can be seen as a Galerkin-like procedure, since we try to recover f by searching for a solution in a finite-dimensional space spanned by orthogonal polynomials and by increasing the dimension of the space we increase the resolution and add more and more details to the solution. we select the "optimal" least squares solution p * by defining
In other words the regularized trigonometric approximation p * has minimal degree among all p (M) satisfying the criterion
Equivalently, p * could be characterized as follows: among all trigonometric polynomials of minimal degree that satisfy (LSP2), p * minimizes (LSP1). A straightforward numerical procedure to compute p * would be to solve (LSP1) for each level by one of the fast methods proposed e.g. in [21, 9] . Starting at level M = 0 we compute p (0) by solving (LSP1). If p (0) does not satisfy the stopping criterion (LSP2), we proceed by solving (LSP1) at the next level M = 1 and compute p (1) . We continue until the stopping criterion (LSP2) is satisfied. The overall computational effort would be O(N M 2 ) operations. In the sequel we show that p * can be computed
operations by solving a family of nested Toeplitz systems.
A Levinson-Galerkin algorithm.
The starting point for the derivation of our algorithm is a theorem of Gröchenig [15, 9] . 
where its coefficients c
where
Toeplitz matrix with entries
is a stable sampling set with max(x j+1 − x j ) := γ and 
. . .
Proof. (2.7) follows immediately from the definition of T (M) and b (M) in (2.4) and (2.5).
Unfortunately the solutions c (M) and c (M+1) of the systems
and
are not related is such a simple manner. But we can exploit the nested structure of the family {T (M) } by solving the systems
recursively via a modified Levinson algorithm. The standard Levinson algorithm cannot be applied directly, since it only addresses Toeplitz systems, where the principal leading sub-matrix and the principal leading sub-vector of the right hand side stay unchanged during the recursion, which is not the case here. For T (M+1) it does not matter, if we enlarge T (M) by appending new entries below or above, whwereas the right hand side b (M) cannot be rearranged in such a way, the principal leading subvector of the right hand side will be changed if we switch from
To adapt Levinson's algorithm to our situation, we have to split up the change from the system
at level M + 1 into two separate steps. Instead of indexing the matrix T (M) and the vectors b (M) , c (M) by the degree M , it is therefore advantageous to index them according to their dimension. For clarity of presentation we reserve the subscript (M ) for the degree of the polynomial and its coefficient vector respectively, and use the subscript (ℓ) when we refer to the dimension of the corresponding coefficient vector in
T ∈ C ℓ , and for odd ℓ we set
w j e 2πikxj according to (2.4).
Assume we have already solved the system
at level M (with ℓ = 2M + 1) and now we want to switch to the next level M + 1. As we have agreed, we do this in two steps. In the first step (ℓ → ℓ + 1) the Toeplitz system can be written as
where E (ℓ) is the rotated identity matrix on C ℓ , i.e.,
System (2.8) can be solved recursively by the standard Levinson algorithm [18, 13] .
To be more detailed, assume that we have already solved the system T (ℓ) c (ℓ) = b (ℓ) for ℓ = 2M + 1 and assume further that the solution of the ℓ-th order Yule-Walker system
Then the solution of (2.8) can be computed recursively
Now we can proceed to the second step (ℓ + 1 → ℓ + 2 = 2(M + 1) + 1), where the Toeplitz system can be expressed as
Observe that (2.9) cannot be transformed to a system of the form (2.8) by simple permutations, i.e. just by interchanging rows and columns. Since we have already solved the systems
where we have used in the last step that
is real and therefore t 0 + (
Note that at each level M we have to check if the stopping criterion (LSP2) is satisfied. The evaluation of the expression 
which implies
by (2.11), and because 12) it follows that 
while ε ℓ > δ
w j e 2πi(ℓ+1)xj
Remark: Usually one evaluates the final approximation on regularly spaced grid points, hence the last step of the algorithm can be realized by a Fast Fourier transform. The most costly steps are the computation of the entries of t (ℓ) and b (ℓ) . According to Corollary 1 in [9] the entries of T (M) and b (M) can also be computed via FFT by embedding the x j into a regular grid (since the x j can be stored only in finite precision). In this case one automatically gets all entries t 0 , . . . , t N −1 at once. However this trick is only useful if the number of points of the regular grid is of the same magnitude as the number of sampling points. Alternatively one may use the numerical attractive formulas of Rokhlin and Dutt [6, 7] or Beylkin [2] for fast evaluation of trigonometric sums at unequally spaced nodes. Algorithm 1 can be simplified for real-valued data, this modification is left to the reader.
3. Multivariate trigonometric approximation. An advantage of the proposed approach, besides its numerical efficiency, is the fact that it can be easily extended to multivariate trigonometric approximation. In this section we briefly discuss some results for the two-dimensional case.
We define the space of 2-D trigonometric polynomials P 2 M by
To reduce the notational burden, we have assumed in (3.1) that p has equal degree M in each coordinate, the extension to polynomials with different degree in each coordinate is straightforward. For an arbitrary sampling set {(x j , y j )} N −1 j=0 ∈ [0, 1) 2 and given degree M the system matrix according to the 2-D version of Theorem 2.1 is [24] (
One can easily verify that T (M) is a block Toeplitz matrix with Toeplitz blocks [24] . In In the following we consider a special case of trigonometric approximation in two dimensions. This case arises when a function is irregularly sampled along lines. A typical example is illustrated in Figure 3 2 such that
for every p ∈ P M and for all j. Further assume that {x j } j∈Z is a sampling set such that
for every p ∈ P M . Then
for every p ∈ P 
and the condition number of the block Toeplitz matrix T (M) is bounded by
Proof. Let x be fixed. Then y → p(x, y) ∈ P M and hence for all j
by assumption (3.3). It follows that
Now let y be fixed. Then x → p(x, y) ∈ P M and The proof of Corollary 3.1 is due to Gröchenig [14] . Corollary 3.1 does not only guarantee that p ∈ P 2 M can be recovered from its samples p(x j , y jk ), it provides more. An immediate consequence is, that f can be recovered by an efficient algorithm relying on an successive application of Algorithm 1 and the Gohberg-Semencul representation of the inverse of a Toeplitz matrix. See Section 4.2 for more details and an application in medical imaging.
Curve and surface approximation by trigonometric polynomials.
Trigonometric polynomials can be used to model the boundary or the surface of smooth objects. Let us consider a two-dimensional object, obtained e.g. by a planar cross-section from a 3-D object and assume that the boundary of this 2-D object is a closed curve in R 2 . We denote this curve by f and parametrize it by f (u) = (x u , y u ), where x u and y u are the coordinates of f at "time" u in the x-and y-direction respectively. Obviously we can interpret f as a one-dimensional continuous, complex, and periodic function, where x u represents the real part and y u represents the imaginary part of f (u). It follows from the Theorem of Weierstrass (and from the Theorem of Stone-Weierstrass [22] for higher dimensions) that a continuous periodic function can be approximated uniformly by trigonometric polynomials. If f is smooth, we can fairly assume that trigonometric polynomials of low degree provide an approximation of sufficient precision. Assume that we know only some arbitrary, perturbed points s j = (x uj , y uj ) = f (u j ) + δ j , j = 0, . . . , N − 1 of f , and we want to recover f from these points. By a slight abuse of notation we interpret s j as complex number and write
We relate the curve parameter u to the boundary points s j by computing the distance between two successive points s j−1 , s j via
for j = 1, . . . , N − 1. Via the normalization t j = t j /L with L = u N −1 + d N we force all sampling points to be in [0, 1). Other choices for d j in (4.1) can be found in [5] in conjunction with curve approximation using splines. Having carried out the transformations (4.1)-(4.4), we can solve the problem of recovering the curve f from its perturbed points s j by Algorithm 1.
Object boundary recovery in Echocardiography.
Trigonometric polynomials are certainly not suitable to model the shape of arbitrary objects. However they are often useful in cases where an underlying (stationary) physical process implies smoothness conditions of the object. Typical examples arise in medical imaging, for instance in clinical cardiac studies, where the evaluation of cardiac function using parameters of left ventricular contractibility is an important constituent of an echocardiographic examination [26] . These parameters are derived using boundary tracing of endocardial borders of the Left Ventricle (LV). The extraction of the boundary of the LV comprises two steps, once the ultrasound image of a cross section of the LV is given, see Figure 4 .1(a)-(d). First an edge detection is applied to the ultrasound image to detect the boundary of the LV, cf. Figure 4 .1(c). However this procedure may be hampered by the presence of interfering biological structures (such as papillar muscles), the uneveness of boundary contrast, and various kinds of noise [25] . Thus edge detection often provides only a set of nonuniformly spaced, perturbed boundary points rather than a connected boundary. Therefore a second step is required, to recover the original boundary from the detected edge points, cf. Figure 4.1(d) . Since the shape of the Left Ventricle is definitely smooth, trigonometric polynomials are particularly well suited to model its boundary.
After having transformed the detected boundary points as described in (4.1)-(4.4) we can use Algorithm 1 to recover the boundary. The noise level δ depends on the technical equipment under use, it can be determined from experimental experience. 
Boundary recovery from a sequence of images.
In cardiac clinical studies one is more interested in the behavior of the Left Ventricle over a period of time rather than in a single "snapshot". Thus for a fixed cross section we are given a sequence of ultrasound images (usually regularly spaced in time) describing the variation of the shape of the LV with time. One cycle from diastole (the state of maximal contraction of the LV), passing systole (the state of maximal expansion) to the next diastole consists typically of about 30 image frames. Since the behavior of the LV is (at least for a short period of time) almost periodic, one can model the varying shape of a fixed cross section of the LV as a distorted two-dimensional torus, which in turn can be interpreted as two-dimensional trigonometric polynomial. Clearly we have to use a different degree for the time coordinate τ and for the spatial coordinate u.
Due to interfering biological structures and other distortions it sometimes happens that some of the image frames cannot be used to extract any reliable boundary information. Thus we have to approximate these missing boundaries from the information of the other image frames. To be more precise, assume that an echocardiographic examination provides a sequence of ultrasound images I τ taken at time points τ = 0, 1, . . . , T − 1, where T is approximately the length of one diastolic cycle (the time points could also be nonuniformly spaced). Assume that some of the images I τ provide no useful information, so that we can only detect boundary points {s j,k } Nj−1 k=0 from the images I τj , where {τ j } N −1 j=0 is a subset of 0, 1, . . . T − 1. In order to get a complete description of the LV for the time interval [0, T ], we have not only to approximate the boundaries f j from each I j , but we also have to recover the boundaries corresponding to the missing images. In other words we look for a 2-D trigonometric polynomial p * ∈ P 2 M of appropriate degree M that satisfies p(τ j , u j,k ) ≡ (x j,k , y j,k ) where the parameter u is related to s j,k = x j,k + iy j,k by formulas (4. compute p * ∈ P 2 M by a successive application of Algorithm 1. We first approximate the boundaries f j for each j separately from its samples {s j,k } Nj−1 k=0 , which yields j different polynomials p (Mj ) ∈ P Mj . Having done this, the next step is to recover the missing boundaries at those time points where no information is available. We proceed by approximating successively the missing information "line by line". We choose u = 0, say, and approximate the missing information from the samples p coincide for all u, since the sampling geometry is constant along the u-coordinate (because we have recovered all samples at each τ j ). Thus we have to solve multiple Toeplitz systems with the same system matrix but different right hand side. It is well-known that this can be done efficiently by exploiting the Gohberg-Semencul representation of the inverse of the Toeplitz matrix [11] . In our context this reads as follows. We solve for one u by Algorithm 1. We can solve now all other systems efficiently by establishing (T (M) ) −1 in the Gohberg-Semencul form can now be carried out quickly using the Fast Fourier transform by embedding L (M) and U (M) into circulant matrices.
Miscellaneous remarks.
For sampling sets with large gaps it can happen that the system T (M) c (M) = b (M) gets ill-conditioned with increasing degree M and therefore Algorithm 1 may become instable [3] . In this case one can use a different, more robust approach, which however comes at higher computational costs [23] . We solve the system T T . The crucial point of such a procedure is to find a suitable stopping criterion at each level to ensure convergence of the iterates, see [23, 20] for more details.
The computation of the entries of the Toeplitz matrix in Section 4 involves the nodes u j which in this particular case depend on the (perturbed) samples s j . Therefore not only the right hand side b (M) , but also T (M) is subject to perturbations.
Hence in principle one might use the concept of total least squares (see [10] ) instead of the standard least squares criterion in (LSP1). A detailed discussion of this modification is beyond the scope of this paper.
