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聚 类 是 一 种 无 监 督 分 类 ， 即 按 照 事 物 的 某 些 属
性，将数据划分成有意义或有用的类(或称为“簇”)，
使 类 间 的 相 似 性 尽 可 能 小 ， 类 内 相 似 性 尽 可 能 大 。 聚
类 在 模 式 识 别 、 数 据 分 析 、 图 像 处 理 和 市 场 研 究 等 领
域 都 有 着 重 要 的 应 用 。 在 这 些 应 用 中 ， 经 常 会 碰 到 一
些 高 维 数 据 ， 比 如 购 物 篮 数 据 、 文 档 数 据 、 多 媒 体 数
据等[1]。然而在高维空间中，传统聚类算法的性能直接
受 到 维 度 的 影 响 ： 一 是 经 常 存 在 一 些 干 扰 特 征 误 导 聚
类 算 法 的 执 行 ； 二 是 高 维 空 间 的 数 据 分 布 大 多 比 较 稀
疏 ， 在 这 些 数 据 中 基 于 距 离 的 聚 类 结 构 很 难 被 区 分
开。为了克服这一困难，可以使用特征(或属性)变换和
特征(或属性)选择技术 [2]。
传 统 的 特 征 选 择 算 法 可 用 来 确 定 相 关 维 ， 然 而 在
高 维 空 间 中 并 不 是 所 有 的 维 都 与 给 定 的 类 有 关 ， 不 同
的 类 可 能 对 应 不 同 的 子 空 间 ， 并 且 每 个 子 空 间 的 维 数
也 可 能 不 同 。 因 此 不 可 能 在 一 个 子 空 间 中 发 现 所 有 的
类 。 为 了 解 决 这 个 问 题 ， 对 全 空 间 聚 类 问 题 进 行 了 推
广 ， 称 为 “ 子 空 间 聚 类 ” 或 “ 投 影 聚 类 ” ， 意 在 发 现
数 据 集 中 所 有 的 类 以 及 它 所 蕴 涵 的 子 空 间 。 子 空 间 聚
类 是 特 征 子 集 选 择 的 一 种 扩 展 ， 它 在 高 维 数 据 聚 类 方
面 显 示 出 了 优 势 。
1  软子空间聚类
区 别 于 传 统 的 聚 类 方 法 ， 子 空 间 聚 类 的 主 要 挑 战
在 于 要 同 时 测 定 目 标 的 类 成 员 和 每 个 类 的 子 空 间 。 类
成 员 是 由 关 于 子 空 间 的 目 标 的 相 似 性 度 量 来 决 定 。 根
据 决 定 类 的 子 空 间 的 方 法 ， 子 空 间 聚 类 方 法 可 分 为 硬
子 空 间 聚 类 和 软 子 空 间 聚 类 两 种 类 型 。 软 子 空 间 聚 类
是 在 整 个 数 据 空 间 对 目 标 数 据 聚 类 。 但 在 聚 类 过 程
中 ， 根 据 这 些 维 对 相 应 类 的 重 要 性 ， 对 类 的 不 同 维 指
定 不 同 的 加 权 值 。 在 一 次 聚 类 中 ， 每 一 维 对 每 一 个 类
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都 有 贡 献 ， 但 是 具 有 较 大 权 值 的 维 构 成 聚 类 的 维 度 子
空 间 。 一 些 可 变 加 权 方 法 的 扩 展 ， 可 以 实 现 软 子 空 间
聚 类 的 功 能 。 它 们 只 是 在 传 统 的 聚 类 过 程 的 每 一 次 循































关于 聚 类中 心 ， 可表 达 为：
(5)
2.1.2 算法描述










2.2 高维稀疏数据子空间聚类的 K-Means 熵加权算法
2.2.1 变量描述
在高维稀疏数据软子空间聚类的K-Means熵加权算
法EWKM(An Entropy Weighting K-Means Algorithm for Sub-
space Clustering of High-Dimensional Sparse Data)[4]中，一
个 类 中 的 某 一 维 的 权 重 代 表 该 维 对 构 成 这 一 类 的 贡 献
概 率 。 这 一 维 权 重 的 熵 代 表 该 维 在 这 一 类 的 识 别 中 的
可 能 性 。 因 此 ， 修 改 目 标 函 数 ， 在 其 中 添 加 权 重 熵
项 ， 可 以 同 时 得 到 类 内 分 散 度 的 最 小 值 和 负 的 权 重 熵
的 最 大 值 ， 以 刺 激 更 多 的 维 对 类 的 识 别 做 出 贡 献 。 本
方 法 可 以 避 免 只 由 稀 疏 数 据 中 的 几 个 维 来 识 别 聚 类 的
问题 。其 目 标函 数 定义 如 下：
 (6)




，1≤ l≤k且1≤ i≤D (8)
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权重集W的计算公式为：
，                               (9)
















和聚 类算 法 结果PTc={PT1，PT2，… ，PTr，… ，PTR}，
PTri=PTr∩Si,nri、nr、ni分别是PTri、PTr和PTi的集合的大
小，则PTr对于标准判定结果的查准率P定义为：




由 此 可 得 知 ， 判 定 一 个 类 的 所 属 类 别 ， 是 看 它 与
标 准 判 定 中 交 集 最 大 的 那 个 类 所 属 的 类 别 。 这 样 获 得
了 聚 类 结 果 的 评 分 ：
 (10)
公式(10)有时也被称为精确率(Precision)。它表达了
聚 类 结 果 与 人 类 判 定 结 果 的 接 近 程 度 ， 聚 类 结 果 越 接
近人类判定，其取值越大，容易得出其最大值为1，此

























由表2可知，对 于人造 数据集 ，EWKM算法效 果最
好 ， 数 据 划 分 精 确 度 高 且 杂 乱 度 最 小 ， 并 且 能 识 别 出
不同 特 征 的 相 关 性 。 对 于IRIS数 据 集 ， SCAD算法 在 划
分 效 果 方 面 是 最 佳 的 ， 精 确 率 高 且 杂 乱 度 最 小 ， 这 主
要是 因 为SCAD算法 采 用了 模 糊隶 属 度函 数 ， 对于IRIS
这种有交迭情况的数据集能够比较好地处理。对于wine
数据 集SCAD算 法 的 精 确 率 比 EWKM算 法 更 高 ， 而 对 于
Musk这样较大的数据集，基于K-Mean的EWKM算法具有
相 对 可 伸 缩 性 和 效 率 高 的 特 点 ， 因 此 聚 类 效 果 最 好 且
效率高，而基于FCM的SCAD算法则执行代价较高。
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法和EWKM算法 的鲁 棒性 较好 。
以上介绍的2种算法都是先初始化聚类中心并在实
现 过 程 中 不 断 更 新 中 心 点 及 权 重 向 量 直 至 收 敛 。 通 过
测试实验发现这2种算法都能较好地处理高维数据的聚
类问题。其中EWKM算法的运行效率最高，平均性能最
好 ， 尤 其 是 权 重 结 果 能 比 较 准 确 地 反 映 特 征 与 聚 类 中
心 的 相 关 性 ， 这 对 进 一 步 进 行 特 征 选 择 提 供 了 很 大 的
方便。SCAD算法能够适应存在于数据集中的变化将它
分 到 不 同 的 类 ， 因 此 对 于 维 度 较 高 且 分 布 在 整 个 数 据
空间的数据集，SCAD算法的聚类效果最好，尤其是由
于SCAD算法使用模糊隶属度，对类间有重叠的数据集
的 聚 类 效 果 也 是 最 佳 的 ， 但 缺 点 是 运 行 时 间 较 长 。 当
然 ， 所 讨 论 的 算 法 均 需 预 先 指 定 聚 类 数 目 ， 因 此 未 来
聚 类 算 法 的 研 究 重 点 将 会 侧 重 于 聚 类 数 目 对 聚 类 效 果
的影响，以 及如何自动 确定最佳聚 类数目上。
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