This paper describes an experimental study which investigates relevant properties of multi-channel wireless communications in an outdoor industrial environment. A testbed of IEEE 802.15.4 radios was developed in order to evaluate the performance of the 16 channels defined by the standard, at all the nodes, simultaneously. From the collected data, some relevant facts are discussed, such as the spatial variations in channel quality, the differences in the characteristics of different channels, the link asymmetry, and the non-stationary characteristics of the channel. The possible problems that can arise in the deployment of industrial wireless sensor networks, based on the characteristics of the standards developed for this type of network, are described, as well as some possible solutions.
INTRODUCTION
The use of Industrial Wireless Sensor Networks (IWSN) to implement monitoring and control systems has some advantages, such as low cost and high flexibility to reconfigure the network. However, it is necessary to deal with typical problems of wireless networks, such as noise, electromagnetic interference, fading and high attenuation, due to the presence of many objects and obstructions. Many industrial environments also present characteristics that make the wireless channel non-stationary for long time periods (Agrawal et al., 2014) .
Another problem is the link asymmetry. Some protocols use acknowledgement per packet and, in this case, it is necessary to guarantee a good quality of communication in the two directions of the link. Spatial variations in the channel quality can also occur in IWSN. In (Watteyne et al., 2010) , a coherence length of 5.5 cm was found for IEEE 802.15.4 radios operating in the 2.4 GHz band. Hence, two nodes positioned at a distance more than 5.5 cm apart from each other, and using the same channel, can be considered uncorrelated, and thus the channel can present a high quality for one node, and a low quality for the other.
Some standards have been proposed in the last years with a focus on industrial applications, such as the WirelessHART and the ISA100.11a, which are based on the physical layer of the IEEE 802.15.4 standard, but define their own MAC layer based on Time Division Multiple Access (TDMA), to avoid collisions, and reduce the power consumption. They also use frequency hopping and blacklisting, to mitigate the problems related to interference and fading.
More recently, the IEEE 802.15.4e standard was released, which proposes solutions for applications that require high reliability (e.g. industrial applications) (Guglielmo et al., 2016) . Five modes of operation are defined, but only the Time-Slotted Channel Hopping (TSCH), Deterministic and Synchronous Multi-Channel Extension (DSME), and Low Latency Deterministic Network (LLDN) modes have been explored in the literature, until now. In general, the modes are based on TDMA or frequency hopping to reduce collisions and mitigate the effects of interference and fading.
Even these new protocols define mechanisms to deal with the unreliability problems of IWSN, it is necessary to analyze the characteristics of the multichannel communication in such environments, in order to properly deploy the network. For example, when using channel hopping, the nodes usually switch to a new channel before each transmission. However, if a proper management of the blacklist is not made, the network performance can be significantly degraded (Grsu et al., 2016) . Problems due to the spatial variations in channel quality can also affect the performance of beacon-based protocols.
In this paper, the characteristics of the 16 channels, defined by the IEEE 802.15.4 standard, are analyzed, in an outdoor industrial environment, and for eight different links. Based on the experimental results, possible problems that can arise in the deployment of IWSN, and some possible solutions are described. The parameters of the log-normal shadowing model for the environment were also determined. Some studies have been performed in outdoor industrial environments (Boano et al., 2010) to analyze the impact of environmental aspects (e.g. temperature) on link quality. The novel contribution of this paper is the detailed analysis of the multi-channel communication in an outdoor industrial environment, which may be important to design new techniques and protocols, as well as, more accurate simulation and theoretical models.
The Wireless Channel in Industrial Environments
The industrial environment usually contains metallic and mobile objects, such as robots, cars and people. This influences both the large-scale and small-scale fading. The power of the received signals depends on the transmission power, the antennas gains, the distance between transmitter and receiver and the effects caused by the environment. Even with the same values for the aforementioned parameters, there is a variation in the mean received power, depending on the place where the measurement is performed, which is known as log-normal shadowing. The log-normal shadowing model has been used to model the largescale path loss and shadowing in industrial environments (Tanghe et al., 2008) . Besides path loss and shadowing, it is also necessary to analyze the small-scale channel fading due to rapid changes in the multipath profile of the environment, which is caused by the movement of objects around the receiver and transmitter. Experiments demonstrated that, in industrial environments, the temporal attenuation follows a Rice distribution.
In industrial environments the K factor of the Rice distribution has a high value. For the experiments described in (Tanghe et al., 2008) , in industrial environments, K presented values between 4 dB and 19 dB, while in office environments, values between -12 dB and -6 dB were reported, as discussed in (Tanghe et al., 2008) . This can be explained by the open nature of industrial buildings and the large amount of reflective materials. Thus, there are many time-invariant rays and only a small part of the multipath profile is affected by moving objects.
The IEEE 802.15.4 standard defines sixteen channels in the 2.4 GHz band, with 2 MHz of bandwidth, and channel spacing of 5 MHz. Thus, the channels are highly uncorrelated. Experiments described in (Amzucu et al., 2014) have found that changing the communication channel can lead up to 30 dB difference in the received power, in an office environment. Varga et al. (Varga et al., 2016) performed experiments for a short range, in an environment without multipath, and with line-of-sight. In that experiment, differences up to 10 dB were observed for some channels. Thus, besides the variation in shadowing observed depending on the place that the nodes are positioned, there is also a variation in shadowing regarding the different channels. In the experiments described in (Gomes et al., 2017) , differences of up to 15 dB were found for different channels in an indoor industrial environment, but only one link was analyzed.
In this paper, the aspects that influences the channel characteristics are discussed, based on experiments performed in an outdoor industrial environments, and considering eight links simultaneously, to analyze the temporal, spatial, and frequency variations in channel quality.
EXPERIMENT METHODOLOGY
The sensor nodes used in the experiment include an MRF24J40MA transceiver, with a transmission power of 0 dBm, a PCB antenna with a gain of 2.09 dBi, and a PIC18F46J50 micro-controller. Eight sensor nodes (1 to 8), and a coordinator (9), were placed in an outdoor industrial environment ( Fig. 1(a) ), according to the schematic shown in Fig. 1(b) . The industrial unit is a water treatment and injection station, which treats the water that comes together with the oil from onshore oil fields and send it, pressurized, to a group of platforms placed about 25 km from the station. During the experiments, the station was operating normally, and the sensor nodes were placed alongside wired sensors that are currently installed in the unit.
To allow the nodes to communicate using all channels, and without collisions, a protocol based on TDMA and channel hopping was implemented. In the protocol, the medium access occurs based on a slotframe structure, which repeats continuously, similar to the slotframe defined on the TSCH protocol, but with the use of beacons, transmitted by the coordinator to synchronize the end-nodes in each cycle. The temporal structure of the slotframe is shown in Fig The slotframe repeats continuously and is composed by 10 slots. In the first slot the coordinator transmits the beacon in broadcast, and waits to receive data packets that are transmitted by the end-nodes in the following eight time slots (S1 to S8). There is an inactive interval in the end of the slotframe, that is used by the nodes to switch the channel and wait the next slotframe.
When an end-node receives a beacon from the coordinator, it waits until the time interval allocated to it and performs the transmission of a data packet to the coordinator. Each slot has a duration of 100 ms. This protocol was developed to allow the characterization of the multi-channel communication for multiple links simultaneously, but it was not developed taking under consideration any particular application.
In each slotframe a different channel is used, sequentially. To accommodate the use of channel hopping in the transmission of the beacons, it is necessary to have a mechanism to maintain the network synchronized in case of failures during the reception of a beacon. To do this, a timer is used in the end-nodes to identify that a beacon has been lost. The coordinator sends a new beacon for each 1 s, thus the timer is configured to expire after 1.1 s. If a node receives a new beacon before the timer expires, the timer is reseted. Otherwise, the node switches the channel, and waits for the next beacon, which maintains the synchronization.
After the reception of a beacon, the end-nodes obtain the Received Signal Strength Indication (RSSI) of the beacon, and transmit it back to the coordinator. For each received packet at the coordinator, the RSSI of the packet, as well as the RSSI of the beacon, sent by the end-node, are uploaded to a computer through a serial port. Thus, it is possible to analyze the spatial variations in the channel quality, and asymmetry, for all links. Even the individual RSSI samples are obtained in different moments for the different nodes and channels, due to the TDMA protocol, with the acquisition of many samples over time, it is possible to obtain the mean received power and the standard deviation, and compare the characteristics of the different channels for the different links.
Two experiments were performed, in two days, with the nodes positioned in the same place. The network operated for about 3 h and 10 h, in the first and second days, respectively. The values of RSSI provided by the MRF24J40 transceiver varies between 0 and 255. For packets received with power between -94 dBm (transceiver sensitivity) and -90 dBm, the RSSI is equal to zero. However, despite this limitation, it was possible to analyze the differences in the characteristics of all channels, the spatial variations, and the non-stationary behavior of the wireless channel, and drawn remarkable conclusions about the Fig. 3 shows the mean received power, and the standard deviation, for each end-node, considering the experiment performed in the first day. The mean received power varies significantly, even for the adjacent channels and for the same end-node. For example, for Node 1, the differences for some channels were higher than 10 dB (e.g. Ch 20 and Ch 25). For Nodes 4 and 5, which were positioned in a place without Line-Of-Sight (LOS) (see Fig. 1(b) ), no communication can be set, for example, when using Ch 22, due to a deep fading problem in the channel. All channels shown a low quality for Node 5, but for Node 4 some channels presented high quality, such as the Ch 17. Deep fading problems have also occurred for some other nodes and channels, in which the number of packets received was very low.
RESULTS
From Fig. 3 it is also possible to analyze the spatial variations in the quality of the channels. The values of received power for Nodes 3 and 7 are analyzed in detail for two different channels. These nodes were positioned at nearly the same distance to the coordinator, and with a 1.6 m of difference in the height. The Ch 17 presented a high quality for Node 3, but the quality was significantly lower for the Node 7. On the other hand, the Ch 21 presented a high quality for Node 7, but a low quality for Node 3. The reception power in the two directions of the links are shown. There is a high correlation between the received power in both directions of the links, but with a small difference in the mean values. When the received power is near to the sensitivity threshold of the transceiver, such as is the case of Ch 21 for Node 3, this small difference can provoke an asymmetry in the link quality.
Hence, it is difficult to guarantee a good Quality of Service (QoS) for all nodes when only one channel is used in the whole network, such as in the MAC protocols defined by the IEEE 802.15.4 standard. Even for the new standards defined for IWSN, some problems can arise due to the spatial variations in channel quality. In the LLDN mode, TDMA is used to avoid collisions, with a star topology, to achieve very low latencies (Anwar et al., 2016) . However, only one channel is used for all end-nodes. One possible solution is the use of multiple sink-nodes, using different channels. When the channel being used by an end-node starts to present low quality, that node can switch to another channel and communicate with a different sink. However, some mechanism to estimate the link quality in real-time (Gomes et al., 2017) , and a specific synchronization mechanism needs to be developed. The protocol described in (Patti and Bello, 2016 ) uses a tree topology and multi-channel communication for LLDN networks, with adaptive channel selection, but the same channel is allocated to all nodes in the subnetwork, and spatial variations in channel quality can also occur inside the same sub-network.
Even for protocols that use channel hopping or channel adaptation, some problems may arise. For example, the TSCH, WirelessHART, and ISA100.11a standards use TDMA and channel hopping. In this approach, all the channels can be used by the end-nodes to perform communication. However, the blacklist needs to be properly managed in order to achieve a good QoS in the network. In (Du and Roussos, 2013) it was observed that the larger the size of the blacklist, the better the communication performance. This result corroborates with the results presented in (Grsu et al., 2016) . However, this type of behavior only occurs if an adequate monitoring of the quality of the channels is performed, in order to properly configure the blacklist.
One problem is that, when a channel is blacklisted, all the nodes stop using that channel. In the result shown in Fig. 3 , Ch 21 presented a low quality for four end-nodes and could be put on the blacklist. However, this channel is the one that presents the best quality for Node 7, and also presents good quality for Nodes 1 and 6. Thus, the QoS for these nodes can decrease once this channel is put on the blacklist. When the quality of the channel is affected by external interference, as considered in (Du and Roussos, 2013) , putting a channel in the blacklist for all network can be a good solution, but the challenge is higher when spatial variations in channel quality, due to multipath problems, affect the links.
The DSME mode employs channel hopping or channel adaptation, during the contention free periods. When using the channel adaptation, a pair of nodes can communicate using the same channel for a long time period, and a channel switch only occurs when the channel in use starts to present low quality. Thus, it is possible to deal with the spatial variations in the quality of the channels, since the decision about the channel to be used can be made based on the quality of a specific link between a given pair of nodes. The implementation of this procedure is not defined by the standard (Guglielmo et al., 2016) . The DSME networks use beacon packets, transmitted in broadcast using a single channel. Sometimes it is difficult to pick one channel that presents good quality for all nodes in the network. Deep fading problems can also occur, and some nodes can remain disconnected for a long time. While the use of channel adaptation can be a good solution for unicast data packets, channel hopping can be a good solution for packets transmitted in broadcast. Fig. 4 shows a comparison between the results obtained in the two days. Fig. 4(a) shows the mean received power, and the variance for all channels. The variance was high in all channels, due to the differences in the channel characteristics for the different links. Fig. 4(b) shows the mean received power, and the variance, for the eight different links, considering the 16 channels. There is also a significant variance, due to the differences in the characteristics of the different channels in each link . Fig 4(c) shows the results for a specific node (Node 2) and for all channels in both days. It is worthy to notice that while some channels had an increase in quality, the quality of other channels decreased significantly in the second day. For example, the Ch 18 presented a good quality in the first day for Node 2, but presented a deep fading problem during the second day . Fig 4(d) shows the results for a specific channel (Ch 21), and for the eighth different links. It is possible to notice that the characteristics of the channels vary differently for the different nodes. For example, the Ch 21 presented a high quality for the Node 6 in the first day, but a low quality in the second day. On the other hand, it presented a higher quality on the second day for the Node 2.
Some abrupt variations in the reception power for some nodes and channels were also observed during the second day (Fig. 5) . This behavior was also observed in (Agrawal et al., 2014) for an indoor industrial environment. The quality of the Ch 24 decreased after some time for Node 7, while at the same time the channel showed an increase in its quality for Node 6. Again, a high correlation between the two directions of the links was observed, but with a small difference in the mean value of each direction of the link. The chart in Fig. 6 shows the path loss (L(d)) for a distance (d) between transmitter and receiver. The values obtained for Node 1 were used as reference (d 0 = 16.5 m). From this experiment, the path loss exponent (n), the shadowing deviation (σ), and L(d 0 ) were obtained, to be applied in the log-normal shadowing model. Fig. 6 shows the curves of the model for three different scenarios: with all nodes, with the LOS nodes (Nodes 3, 6, 7 and 8), and with the NLOS nodes (Nodes 2, 4, and 5). Node 1 was considered in both cases as the reference. Table 1 shows the parameters for the three scenarios. These values can be used to simulate outdoor IWSN.
To allow an accurate simulation, it is important to consider all the aspects and conclusion discussed in this paper, and also nodes with LOS and NLOS, with different parameters for the path loss and shadowing. Also, the level of shadowing in each channel for the different links need to be modified over time.
Sometimes abrupt changes can occur in the characteristics of the channel, and the modifications occur differently for the different channels and nodes, and the protocols for IWSN need to be capable to dealing with these modifications to maintain a good QoS over time. 
CONCLUSIONS
This paper describes a set of experiments to evaluate and characterize the performance of multi-channel communications in an outdoor IWSN. Relevant characteristics of the wireless channel were described, based on the experimental results. Some problems that can occur in the deployment of an IWSN, as well as some possible solutions, are discussed in the paper, considering the characteristics of the wireless channel in the environment under study, and the characteristics of the protocols that are used to implement the IWSN. The parameters of the log-normal shadowing model were also obtained. The information contained in this paper can be used to allow the implementation of new techniques and protocols for IWSN, as well as more accurate simulation models. Based on the characteristics of the wireless channel that were observed in the experiments, some future works can be outlined, such as the design and implementation of mechanisms for dynamic configuration of the blacklist in protocols that use frequency hopping, to deal with the time and spatial variations in the quality of the channels. The use of link quality estimators to monitor the quality of the links continuously can be useful to improve the blacklist management. Other alternative is the use of channel adaptation mechanisms, in which the nodes use only one channel to communicate, but the channel is changed whenever the quality of the channel in use is below a certain threshold. All these aspects will be investigated in future works, as well as new experiments in other types of outdoor industrial environments will be performed. The data generated during the experiments are available at: https://github.com/ruandg/ExpIWSNoutdoor. 
