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Résumé
On étudie un modèle lié à un problème linéaire d’hydrodynamique navale et on donne certaines
propriétés concernant l’existence, l’unicité, le comportement asymptotique d’une solution sortante
et la fonction de Green dans le cadre des espaces B et B∗ de Agmon–Hörmander.
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Abstract
We study a model from linear naval hydrodynamics and we give some properties about existence,
uniqueness, asymptotic of the outgoing solution and the Green function using Agmon–Hörmander
spaces B and B∗.
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Introduction
On s’intéresse à certaines fonctions u= u(y, x) solutions du problème aux limites :

−u(y, x)= f (y, x) dans Ω,(
∂yu−ω2u
)
(0, x)= 0 dans Rd ,
∂yu(−h,x)= 0 dans Rd ,
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et soumises à une condition de rayonnement sortant de type Sommerfeld quand |x| tend
dvers l’infini, où Ω est une bande de R×R de la forme :
Ω = {(y, x) ∈R×Rd; −h < y < 0, x ∈Rd}
avec d entier  1 et h réel > 0, − est le laplacien dans R×Rd et ω est un réel > 0.
Il s’agit d’un modèle pour un fluide de profondeur finie constante h du problème
linéarisé du mouvement de la houle. Depuis [9], les problèmes d’hydrodynamique navale,
pour lesquels le paramètre spectral ω intervient dans une condition sur le bord de l’ouvert,
ont été étudiés par de nombreux auteurs comme par exemple [3,6,7,11–14,18, . . . ] dont
les travaux ont été faits, en général, dans un cadre fonctionnel basé sur l’espace de Sobolev
H 1loc. Ce cadre est à rapprocher de celui utilisé par certains auteurs comme par exemple [8,
16,20, . . . ] pour étudier l’équation de Helmholtz −− ω2, alors que [1,2] (cf. aussi [5])
ont introduit un autre cadre fonctionnel basé sur des espaces B et B∗ (cf. aussi [19] pour
des espaces du même type). On se propose de faire l’étude du problème modèle présenté
ci-dessus également à l’aide de ces espaces B et B∗.
Différents aspects du problème sont abordés : d’une part dans la Section 4, on donne
des résultats concernant l’existence, l’unicité, la régularité, le développement en modes et
le comportement asymptotique quand |x| tend vers l’infini de la solution u, et d’autre
part dans la Section 5, on donne des résultats concernant l’existence, l’unicité et le
comportement près du point source et au voisinage de l’infini de la fonction de Green
du problème.
La méthode utilisée est basée principalement sur une réduction au bord qui fait
intervenir l’opérateur de Dirichlet–NeumannN (Dx) défini par :
N (Dx)v = ∂yu(0, ·) dans Rd ,
où u est solution du problème :
−u(y, x)= 0 dans Ω,
u(0, x)= v dans Rd ,
∂yu(−h,x)= 0 dans Rd .
Ce problème aux limites est étudié dans la Section 2 à l’aide des opérateurs de Poisson et
de Green, d’abord dans le cadre de l’espace S ′(Rd) des distributions tempérées, puis dans
le cadre des espaces B(Rd ) et B∗(Rd). L’opérateur de Dirichlet–Neumann N (Dx) qui a
pour symbole
N (ξ)= |ξ | tanh(|ξ |h)
est étudié dans la Section 3, où on établit en particulier un principe d’absorption limite
relativement aux espaces B(Rd ) et B∗(Rd) à l’aide des techniques de [1,2,10].
Dans le cas de la profondeur infinie, c’est-à-dire pour h = +∞, cette approche doit
être modifiée puisque les principaux opérateurs correspondants, qui ont en particulier des
symboles du type ey|ξ | et |ξ |, n’opèrent pas dans S ′(Rd) (cf. [17]). L’étude du problème
correspondant sera faite dans un prochain article.
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1. Les espacesComme dans [1,2,10] l’espace B(Rd ) est l’espace des fonctions v ∈L2(Rd ) telles que
‖v‖B(Rd ) :=
( ∫
|x|<1
∣∣v(x)∣∣2 dx)1/2 + +∞∑
j=1
(
2j
∫
2j−1<|x|<2j
∣∣v(x)∣∣2 dx)1/2 <∞.
L’espace B(Rd ) est muni de la norme précédente qui en fait un espace de Banach dans
lequel l’espace de Schwartz S(Rd ) des fonctions à décroissance rapide est dense. Son
espace dual B∗(Rd) est l’ensemble des fonctions v ∈L2loc(Rd) telles que
‖v‖B∗(Rd) := sup
j1
(
1
2j
∫
2j−1<|x|<2j
∣∣v(x)∣∣2 dx)1/2 <∞,
cette norme étant équivalente à la norme
sup
R1
(
1
R
∫
|x|<R
∣∣v(x)∣∣2 dx)1/2.
L’adhérence de S(Rd ) dans B∗(Rd ) est le sous-espace ˚B∗(Rd ) des fonctions v telles que
lim
R→+∞
(
1
R
∫
|x|<R
∣∣v(x)∣∣2 dx)1/2 = 0.
En particulier pour s réel > 1/2, on a les inclusions :
L2s
(
R
d
)⊂ B(Rd)⊂ L2(Rd)⊂ B∗(Rd)⊂ L2−s(Rd),
où pour tout réel s, l’espace L2s (Rd) est l’ensemble des fonctions v ∈L2loc(Rd) telles que
‖v‖L2s (Rd) :=
( ∫
Rd
(
1+ |x|2)s∣∣v(x)∣∣2 dx)1/2 <∞.
On rappelle en particulier le résultat suivant donné dans [10, Corollaire 14-1-5] :
Proposition 1.1. Soit R ∈ C1(Rd ) tel que ∂αξ R soit borné dans Rd pour |α|  1. Alors
l’opérateur R(Dx) de symbole R(ξ) est linéaire continu de B(Rd ) dans B(Rd ) et il existe
une constante C (indépendante de R) telle que, pour tout v ∈ B(Rd ),∥∥R(Dx)v∥∥B(Rd)  C ∑
|α|1
sup
ξ
∣∣∂αξ R(ξ)∣∣‖v‖B(Rd ).
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Etant donnés un intervalle I de R et un entier k de N, on note Ck(I ;S ′(Rd)) l’espace
′ ddes fonctions k fois continûment dérivables dans I à valeurs dans l’espace S (R ) des
distributions tempérées dans Rd muni de sa topologie faible*, et de même les espaces
Ck(I ;B(Rd )) et Ck(I ;B∗(Rd)) dans lesquels B(Rd ) et B∗(Rd ) sont munis de leur
topologie d’espace de Banach.
Enfin on note par ˆ ou F la transformation de Fourier dans Rd définie par l’intégrale :
vˆ(ξ)=
∫
Rd
e−ix·ξv(x)dx
pour les fonctions v à décroissance rapide de l’espace S(Rd ), ou plus généralement pour
les fonctions intégrables par rapport à la mesure de Lebesgue dx dans Rd , et par dualité
pour les distributions tempérées de l’espace S ′(Rd ), et par F−1 la transformation de
Fourier inverse.
2. Un problème de Dirichlet–Neumann
Etant donné un réel h > 0, on étudie dans cette section certaines solutions u= u(y, x)
du problème 
−u= f dans Ω,
u(0, ·)= v dans Rd,
∂yu(−h, ·)=w dans Rd,
de façon classique à l’aide des opérateurs de Poisson et de Green.
On introduit d’abord les opérateurs de Poisson C(y;Dx) et S(y;Dx) de symboles
C(y; ξ) et S(y; ξ) définis pour y ∈R et ξ ∈Rd par :
C(y; ξ) := cosh(|ξ |(y + h))
cosh(|ξ |h) , S(y; ξ) :=
sinh(|ξ |y)
|ξ | cosh(|ξ |h) ·
La fonctionC(y; ξ) est indéfiniment différentiable dansR×Rd , et pour k ∈N et α ∈Nd
il existe une constante Ckα > 0 telle que pour tous y ∈ [−h,0] et ξ ∈Rd , on ait :∣∣∂ky∂αξ C(y; ξ)∣∣ Ckα(1+ |ξ |2)[(k+1)/2]ey|ξ |,
où [·] désigne la partie entière.
En posant pour y ∈ [−h,0] et v ∈ S ′(Rd )
C(y;Dx)v := F−1
(
C(y, ·)vˆ),
l’opérateur C(y,Dx) défini par cette formule est linéaire continu de S ′(Rd ) dans S ′(Rd )
et C(· ;Dx)v ∈ C0([−h,0];S ′(Rd)). Plus généralement ∂ky∂αx C(· ;Dx)v ∈
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C0([−h,0]; S ′(Rd)) pour tous k ∈N et α ∈Nd avec ∂ky ∂αx C(· ;Dx)v = (∂kyC)(· ;Dx)∂αx v
.où (∂kyC)(y;Dx) est l’opérateur de symbole (∂kyC)(y; ξ). En particulier−C(· ;Dx)v = 0
dans Ω .
On a des propriétés du même type pour l’opérateur S(y;Dx).
On introduit ensuite l’opérateur de Green G(y,y ′;Dx) de symbole G(y,y ′; ξ) défini
pour (y, y ′) ∈ I± et ξ ∈Rd par :
G(y,y ′; ξ)=G±(y, y ′; ξ),
où
I− =
{
(y, y ′); −h y ′  y  0}, I+ = {(y, y ′); −h y  y ′  0}
et pour y , y ′ ∈R et ξ ∈Rd
G−(y, y ′; ξ)=G+(y ′, y; ξ)=− sinh(|ξ |y) cosh(|ξ |(y
′ + h))
|ξ | cosh(|ξ |h) ·
Ces fonctions G± sont indéfiniment différentiables dans R×R×Rd , et pour j, k ∈ N et
α ∈ Nd il existe une constante Cjkα > 0 telle que pour tous y, y ′ ∈ [−h,0] et ξ ∈ Rd , on
ait : ∣∣∂ky ∂jy ′∂αξ G−(y, y ′; ξ)∣∣Cjkα(1+ |ξ |2)j/2+[k/2]e(y ′−y)|ξ |.
Pour tous y ′ ∈ ]−h,0[ et ξ ∈Rd , la fonction G(·, y ′; ξ) est continue dans [−h,0], deux
fois continûment dérivable dans ]−h,y ′[ ∪ ]y ′,0[ et vérifie :
(
− d
2
dy2
+ |ξ |2
)
G(· , y ′; ξ)= δy ′ dans ]−h,0[,
G(0, y ′; ξ)= 0,
dG
dy
(−h,y ′; ξ)= 0,
où δy ′ est la masse de Dirac en y ′ dans ]−h,0[.
En posant pour (y, y ′) ∈ [−h,0] × [−h,0] et f ∈C0([−h,0];S ′(Rd)) :(
G(· , · ;Dx)f
)
(y, y ′, ·)= F−1(G(y,y ′; ·)fˆ (y ′, ·))
qu’on notera aussiG(y,y ′;Dx)f (y ′,·), alorsG(·, ·;Dx)f ∈C0([−h,0]×[−h,0];S ′(Rd ))
On introduit enfin l’opérateur de Green G(y;Dx). En posant, pour y ∈ [−h,0] et
f ∈C0([−h,0];S ′(Rd)) :
((
G(· ;Dx)f
)
(y, ·), ϕ)= 0∫
−h
(
G(y,y ′;Dx)f (y ′, ·), ϕ
)
dy ′ pour ϕ ∈ S(Rd),
218 P. Bolley, P. The Lai / J. Math. Pures Appl. 82 (2003) 213–251
on définit ainsi par cette formule une forme linéaire (G(· ;Dx)f )(y, ·) sur S(Rd )
0 ′ dqu’on notera aussi G(y;Dx)f (y, ·), qui est telle que G(· ;Dx)f ∈ C ([−h,0];S (R )).
Plus généralement ∂ky∂αx G(· ;Dx)f ∈ C0([−h,0];S ′(Rd)) pour k ∈ N, α ∈ Nd avec en
particulier −G(· ;Dx)f = f dans Ω .
On peut alors donner le résultat suivant d’existence et d’unicité de la solution u du
problème aux limites dans le cadre de l’espace S ′(Rd ) des distributions tempérées en x .
Théorème 2.1. Pour f ∈ C0([−h,0];S ′(Rd)), v et w ∈ S ′(Rd), il existe une unique
fonction u appartenant à C2([−h,0];S ′(Rd )) solution du problème :
−u= f dans Ω,
u(0, ·)= v dans Rd,
∂yu(−h, ·)=w dans Rd,
et cette solution est donnée par la formule de représentation :
u=G(· ;Dx)f +C(· ;Dx)v + S(· ;Dx)w.
Démonstration. Par construction des opérateurs de Green et de Poisson, la fonction
u=G(· ;Dx)f +C(· ;Dx)v + S(· ;Dx)w
est une solution du problème.
Si maintenant u est une solution du problème correspondant à des données f , v et w
nulles, les fonctions
U := (∂yS)(· ;Dx)u− S(· ;Dx)∂yu, V := (∂yC)(· ;Dx)u−C(· ;Dx)∂yu
appartiennent à C1([−h,0];S ′(Rd)), vérifient ∂yU = ∂yV = 0 et U(0, ·)= V (−h, ·)= 0.
Par suite U = 0 et V = 0.
En particulierC(· ;Dx)U−S(· ;Dx)V = 0, c’est-à-dire que pour tout y ∈ [−h,0] on a :(
C(y;Dx)(∂yS)(y;Dx)− S(y;Dx)(∂yC)(y;Dx)
)
u(y, ·)= 0,
soit, par transformation de Fourier dans S ′(Rd ) :(
C(y; ·)(∂yS)(y; ·)− S(y; ·)(∂yC)(y; ·)
)
uˆ(y, ·)= 0.
Comme
C(y; ξ)(∂yS)(y; ξ)− S(y; ξ)(∂yC)(y; ξ)= 1
cosh(|ξ |h) ,
on en déduit que u= 0. ✷
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On donne maintenant certains résultats de continuité des opérateurs de Poisson et de
d ∗ dGreen dans le cadre des espaces B(R ) et B (R ), qui permettent d’obtenir des résultats
particuliers de régularité de la solution du problème aux limites précédent.
En notant C0b (I ;B∗(Rd )) l’ensemble des fonctions continues et bornées dans I à
valeurs dans B∗(Rd ), on a les résultats suivants pour l’opérateur de Poisson C(· ;Dx) :
Proposition 2.2.
(1) Si v ∈ B(Rd ), alors C(· ;Dx)v ∈C0([−h,0];B(Rd)) ;
(2) si v ∈ B∗(Rd), alors C(· ;Dx)v ∈C0b ([−h,0[;B∗(Rd)) ;
(3) si ∂αx v ∈ B∗(Rd) pour |α|  1, alors ∂ky∂αx C(· ;Dx)v ∈ C0b ([−h,0[;B∗(Rd )) pour
k + |α| 1. En particulier C(· ;Dx)v ∈C0([−h,0];B∗(Rd)).
Démonstration. (1) Soit v ∈ B(Rd ), y0 ∈ [−h,0] et ε > 0 donnés. Pour y ∈ [−h,0] et
u ∈ S(Rd ) telle que ‖v − u‖B(Rd)  ε on décompose∥∥C(y;Dx)v −C(y0;Dx)v∥∥B(Rd)  ∥∥(C(y;Dx)−C(y0;Dx))(v − u)∥∥B(Rd)
+ ∥∥C(y;Dx)u−C(y0;Dx)u∥∥B(Rd).
Comme d’après la Proposition 1.1, les majorations du symbole C(y; ξ) et l’égalité de
Parseval il existe des constantes C1, C2 et C3 > 0 telles que pour tous w ∈ B(Rd ) et
y ∈ [−h,0] on ait :∥∥C(y;Dx)w∥∥B(Rd)  C1 ∑
|α|1
sup
ξ
∣∣∂αξ C(y; ξ)∣∣‖w‖B(Rd)  C2‖w‖B(Rd ),
‖w‖B(Rd)  C3
∑
|β|1
∥∥∂βξ ŵ∥∥L2(Rd),
on a donc pour tout y ∈ [−h,0]∥∥C(y;Dx)v−C(y0;Dx)v∥∥B(Rd)
 2C2ε+C3
∑
|β|+|γ |1
∥∥∂βξ (C(y; ξ)−C(y0; ξ))∂γξ uˆ∥∥L2(Rd).
De plus, comme il existe une constante C4 > 0 telle que pour tous y et y0 ∈ [−h,0] on
ait :
∥∥∂βξ (C(y; ξ)−C(y0; ξ))∂γξ uˆ∥∥L2(Rd) =
∥∥∥∥∥
( y∫
y0
∂
β
ξ ∂yC(τ ; ξ)dτ
)
∂
γ
ξ uˆ
∥∥∥∥∥
L2(Rd)
 C4
∥∥(1+ |ξ |2)∂γξ uˆ∥∥L2(Rd)|y − y0|,
on en déduit que C(· ;Dx)v ∈C0([−h,0];B(Rd)).
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(2) Soit v ∈ B∗(Rd). D’après la Proposition 1.1 et les majorations du symbole C(y; ξ),
pour T ∈ ]−h,0[ il existe une constante C > 0 telle que pour tous y , y0 ∈ [−h,T ] et
v ∈B∗(Rd) on ait :∥∥C(y,Dx)v −C(y0,Dx)v∥∥B∗(Rd)  C sup
ξ
((
1+ |ξ |2)eT |ξ |)‖v‖B∗(Rd)|y − y0|
et pour tous y ∈ [−h,0] et v ∈B∗(Rd), on ait :∥∥C(y,Dx)v∥∥B∗(Rd)  C‖v‖B∗(Rd).
On en déduit que C(· ;Dx)v ∈C0b ([−h,0[;B∗(Rd)).
On montre de même que ∂αx S(· ;Dx)v ∈ C0b (]−h,0];B∗(Rd )) pour |α| 1.
(3) Si ∂αx v ∈ B∗(Rd), pour |α|  1, on déduit le résultat annoncé de ce qui précède
puisque
∂αx C(y;Dx)v = C(y;Dx)∂αx v pour |α| = 1
et
∂yC(y;Dx)v =
∑
|α|=1
∂αx S(−y − h;Dx)∂αx v. ✷
Pour l’opérateur de Green on a le résultat suivant :
Proposition 2.3. Si f ∈C0([−h,0];B(Rd)), alors ∂ky∂αx G(· ;Dx)f ∈ C0([−h,0];B(Rd))
pour k + |α| 1.
Démonstration. (1) On montre d’abord que ∂αx G(· ;Dx)f ∈ C0([−h,0];B(Rd)) si
|α| 1.
Pour cela on montre que ∂αx G(· , · ;Dx)f ∈C0([−h,0]× [−h,0];B(Rd)) pour |α| 1
en adaptant la technique de démonstration de la Proposition 2.2.
Soit (y0, y ′0) ∈ [−h,0] × [−h,0] et ε > 0 donnés. Pour (y, y ′) ∈ [−h,0] × [−h,0] et
v ∈ S(Rd ) telle que ‖f (y ′0, ·)− v‖B(Rd )  ε, on décompose∥∥∂αx G(y, y ′;Dx)f (y ′, ·)− ∂αx G(y0, y ′0;Dx)f (y ′0, ·)∥∥B(Rd)

∥∥∂αx G(y, y ′;Dx)(f (y ′0, ·)− v)− ∂αx G(y0, y ′0;Dx)(f (y ′0, ·)− v)∥∥B(Rd)
+ ∥∥∂αx G(y, y ′;Dx)v − ∂αx G(y0, y ′0;Dx)v∥∥B(Rd)
+ ∥∥∂αx G(y, y ′;Dx)(f (y ′, ·)− f (y ′0, ·))∥∥B(Rd).
Comme il existe des constantes C1, C2 et C3 > 0 telles que pour tous w ∈ B(Rd ) et
(y, y ′) ∈ [−h,0] × [−h,0] on ait :
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∥∥∂αx G(y, y ′;Dx)w∥∥B(Rd)  C1 ∑ sup
ξ
∣∣∂βξ (ξαG(y, y ′; ξ))∣∣‖w‖B(Rd )  C2‖w‖B(Rd)
|β|1
‖w‖B(Rd)  C3
∑
|β|1
∥∥∂βξ ŵ∥∥L2(Rd),
on a donc pour tout (y, y ′) ∈ [−h,0] × [−h,0],∥∥∂αx G(y, y ′;Dx)f (y ′, ·)− ∂αx G(y0, y ′0;Dx)f (y ′0, ·)∥∥B(Rd)
 2C2ε+C2
∥∥f (y ′, ·)− f (y ′0, ·)∥∥B(Rd)
+C3
∑
|β|+|γ |1
∥∥∂βξ (ξαG(y, y ′; ξ)− ξαG(y0, y ′0; ξ))∂γξ vˆ∥∥L2(Rd).
De plus, comme il existe une constante C4 > 0 telle que pour tous (y, y ′) et (y0, y ′0) ∈
I∓ on ait :∥∥∂βξ (ξαG(y, y ′; ξ)− ξαG(y0, y ′0; ξ))∂γξ vˆ∥∥L2(Rd)
=
∥∥∥∥∥
( y∫
y0
∂
β
ξ
(
ξα∂yG∓(τ, y ′; ξ)
)
dτ +
y ′∫
y ′0
∂
β
ξ
(
ξα∂y ′G∓(y0, σ ; ξ)
)
dσ
)
∂
γ
ξ vˆ
∥∥∥∥
L2(Rd)
 C4
∥∥(1+ |ξ |2)∂γξ vˆ∥∥L2(Rd)(|y − y0| + ∣∣y ′ − y ′0∣∣),
on en déduit que ∂αx G(· , · ;Dx)f ∈ C0([−h,0] × [−h,0];B(Rd)) pour |α|  1. En
particulier pour y fixé, la fonction ∂αx G(y, · ;Dx)f ∈ C0([−h,0];B(Rd)) et donc
l’intégrale
0∫
−h
∂αx G(y, y
′;Dx)f (y ′, ·)dy ′
est bien définie en tant qu’intégrale à valeurs dans l’espace de Banach B(Rd ) et elle définit
une fonction continue de y dans [−h,0] à valeurs dans B(Rd ). De plus pour y ∈ [−h,0]
et ϕ ∈ S(Rd ) on peut écrire dans ce cas(
∂αx G(y;Dx)f (y, ·), ϕ
)= (−1)|α|(G(y;Dx)f (y, ·), ∂αx ϕ)
= (−1)|α|
0∫
−h
(
G(y,y ′;Dx)f (y ′, ·), ∂αx ϕ
)
dy ′ =
0∫
−h
(
∂αx G(y, y
′;Dx)f (y ′, ·), ϕ
)
dy ′
=
( 0∫
−h
∂αx G(y, y
′;Dx)f (y ′, ·)dy ′, ϕ
)
.
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Par conséquent∂αx G(y;Dx)f (y, ·)=
0∫
−h
∂αx G(y, y
′;Dx)f (y ′, ·)dy ′
et ainsi ∂αx G(· ;Dx)f ∈C0([−h,0];B(Rd)) pour |α| 1.
(2) On montre maintenant que ∂yG(· ;Dx)f ∈ C0([−h,0];B(Rd)).
La dérivée par rapport à y de G(· ;Dx)f est donnée par la formule suivante pour
ϕ ∈ S(Rd) et y ∈ [−h,0] :
(
∂yG(y;Dx)f (y, ·), ϕ
) = y∫
−h
(
∂yG−(y, y ′;Dx)f (y ′, ·), ϕ
)
dy ′
+
0∫
y
(
∂yG+(y, y ′;Dx)f (y ′, ·), ϕ
)
dy ′.
Or, comme précédemment, on montre que la fonction ∂yG∓(· , · ;Dx)f est continue de
I∓ dans B(Rd ) et que
y∫
−h
(
∂yG−(y, y ′;Dx)f (y ′, ·), ϕ
)
dy ′ =
( y∫
−h
∂yG−(y, y ′;Dx)f (y ′, ·)dy ′, ϕ
)
,
0∫
y
(
∂yG+(y, y ′;Dx)f (y ′, ·), ϕ
)
dy ′ =
( 0∫
y
∂yG+(y, y ′;Dx)f (y ′, ·)dy ′, ϕ
)
.
Par conséquent pour tout y ∈ [−h,0] on a :
∂yG(y;Dx)f (y, ·)=
y∫
−h
∂yG−(y, y ′;Dx)f (y ′, ·)dy ′ +
0∫
y
∂yG+(y, y ′;Dx)f (y ′, ·)dy ′
et ainsi ∂yG(· ;Dx)f ∈C0([−h,0];B(Rd)). ✷
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3. L’opérateur de Dirichlet–NeumannDéfinition 3.1. Pour v ∈ S ′(Rd ) on pose :
N (Dx)v := ∂yu(0),
où u est l’unique fonction appartenant à C2([−h,0];S ′(Rd)) solution du problème :
−u= 0 dans Ω,
u(0, ·)= v dans Rd,
∂yu(−h, ·)= 0 dans Rd .
Autrement dit N (Dx) est l’opérateur (∂yC)(0,Dx) linéaire continu de S ′(Rd) dans
S ′(Rd) et de symbole
N (ξ)= |ξ | tanh(|ξ |h).
Etant donné, ω réel > 0 et g ∈ B(Rd ), on s’intéresse aux fonctions v ∈ B∗(Rd )
solutions de l’équation (N (Dx)−ω2)v = g dans Rd .
Dans la suite, on note k(ω) l’unique nombre k réel > 0 solution de l’équation :
k tanh(kh)−ω2 = 0,
dσ la mesure de surface sur la sphère Sk(ω) de Rd de centre 0 et de rayon k(ω).
On donne tout d’abord la représentation des solutions de l’équation homogène.
Proposition 3.2. Pour ω réel > 0 et v ∈ S ′(Rd ), les deux propriétés suivantes sont
équivalentes :
(1) v ∈B∗(Rd) et vérifie (N (Dx)−ω2)v = 0 dans Rd ,
(2) vˆ = v0 dσ avec v0 ∈L2(Sk(ω)).
Dans ce cas
lim
R→+∞
1
R
∫
|x∣∣<R
∣∣v(x)∣∣2 dx = 2
(2π)d+1
∫
Sk(ω)
∣∣v0(σ )∣∣2 dσ.
Démonstration. Si v ∈ B∗(Rd) est telle que (N (Dx) − ω2)v = 0 dans Rd , alors vˆ a
son support contenu dans Sk(ω). Par conséquent d’après [1,2], [10, Théorème 14-3-3], la
fonction v vérifie la propriété (2) et la formule annoncée.
Inversement s’il existe v0 ∈ L2(Sk(ω)) telle que vˆ = v0 dσ , autrement dit
v(x)= 1
(2π)d
∫
Sk(ω)
eix·σv0(σ )dσ,
alors v ∈B∗(Rd) et (N (Dx)−ω2)v = 0 dans Rd . ✷
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Cette représentation montre aussi que les fonctions v ∈B∗(Rd ), solutions de l’équation
2 d 2(N (Dx) − ω )v = 0 dans R , sont les solutions de l’équation (−x − k(ω) )v = 0
dans Rd .
Pour classifier les solutions v de l’équation (N (Dx) − ω2)v = g dans Rd et dégager
des conditions d’unicité, on introduit la notion de solutions sortantes en leur imposant
un comportement asymptotique à l’infini. Cette notion peut être formulée de plusieurs
manières. En particulier, en notant
∂
∂|x| =
d∑
i=1
xi
|x|∂xi
l’opérateur de dérivation radiale, on a la condition de rayonnement classique de type
Sommerfeld suivante :
Définition 3.3. Une fonction v est dite k(ω)-sortante s’il existe R0  0 tel que
lim
R→+∞
1
R
∫
R0<|x|<R
∣∣∣∣( ∂∂|x| − ik(ω)
)
v(x)
∣∣∣∣2dx = 0.
Comme dans [2,10] pour des opérateurs différentiels P(Dx), l’existence d’une solution
sortante peut être abordée pour l’opérateurN (Dx) par un principe d’absorption limite pour
sa résolvante relativement à l’espace L2(Rd ).
La réalisation N de l’opérateur N (Dx) dans L2(Rd) est un opérateur auto-adjoint
positif, dont le spectre est constitué de la demi-droite fermée R+ := {λ ∈ R; λ  0} et
sa résolvante R(z) = (N − z)−1, relativement à L2(Rd ), est définie pour z ∈ C \ R+.
Ainsi pour z ∈C \R+ et g ∈L2(Rd ), la fonction R(z)g est l’unique fonction v ∈L2(Rd )
solution du problème :
(N (Dx)− z)v = g dans Rd ,
elle est donnée par :
R(z)g = F−1((N (·)− z)−1gˆ)
et vérifie ∂αx v ∈L2(Rd ) pour |α| 1.
L’application R ainsi définie est une fonction analytique de C \ R+ à valeurs dans
l’espace L(L2(Rd)) des applications linéaires continues de L2(Rd) dans lui-même, mais
qui n’a pas de prolongement continu aux points de R+. Cependant, si on modifie la
définition de R et que l’on considère R comme une fonction analytique à valeurs dans
l’espace L(B(Rd ),B∗(Rd )) des applications linéaires continues de B(Rd ) dans B∗(Rd),
alors elle a un prolongement faiblement* continu aux points de R+.
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Plus précisément, en notant C+ := {z ∈ C; mz > 0}, on a le principe d’absorption
d ∗ dlimite suivant dans le cadre des espaces B(R ) et B (R ) :
Théorème 3.4. Pour tout λ réel > 0, il existe un opérateur de L(B(Rd ),B∗(Rd)), noté
R(λ+ i0), tel que pour tous g et f ∈ B(Rd ) on ait :(
R(λ+ i0)g, f )
B∗(Rd)×B(Rd) = limz→λ
z∈C+
(
R(z)g,f
)
B∗(Rd)×B(Rd).
Démonstration. Les résultats établis par [2,10] pour des symboles généraux en vue
d’applications à des opérateurs différentiels P(Dx) s’appliquent aussi à l’opérateur
N (Dx). On donne les principales étapes de démonstration.
(1) Comme pour z ∈C+ \ 0, les zéros deN − z sont simples, on rappelle d’après [2,10]
que si g ∈ F−1(C∞0 (Rd)) alors l’application
z→R(z)g := F−1((N − z)−1gˆ),
définie de C+ dans L2(Rd), se prolonge de façon unique en une application continue
de C+ \ 0 dans S ′(Rd) pour la topologie faible∗. Plus précisément, pour λ ∈ R \ 0, il
existe un opérateur noté R(λ + i0) de F−1(C∞0 (Rd )) dans S ′(Rd) tel que pour tous
g ∈ F−1(C∞0 (Rd)) et f ∈ S(Rd ) on ait :(
R(λ+ i0)g, f )S ′(Rd)×S(Rd) = limz→λ
z∈C+
(
R(z)g,f
)
S ′(Rd)×S(Rd).
(2) Comme N ′(ξ) = 0 pour ξ = 0, si χ ∈ C∞0 (Rd) avec χ = 0 dans un voisinage de 0,
on rappelle d’après [2], [10, Théorème 14-2-2] que si g ∈B(Rd ) alors l’application
z→ Rχ(z)g := F−1
(
(N − z)−1χgˆ),
définie de C+ dans B∗(Rd ), se prolonge de façon unique en une application continue de
C+ dans B∗(Rd) pour la topologie faible∗. Plus précisément, pour λ ∈ R, il existe un
opérateur noté Rχ(λ+ i0) de L(B(Rd ),B∗(Rd )) tel que pour tous g et f ∈B(Rd ) on ait :(
Rχ(λ+ i0)g, f
)
B∗(Rd)×B(Rd) = limz→λ
z∈C+
(
Rχ(z)g,f
)
B∗(Rd)×B(Rd)
et il existe une constante Cχ > 0 telle que pour tous g ∈ B(Rd ) et z ∈ C+ ou z = λ+ i0
avec λ ∈R, on ait : ∥∥Rχ(z)g∥∥B∗(Rd)  Cχ‖g‖B(Rd ).
En particulier, pour λ ∈R \ 0 et g tel que g ∈ F−1(C∞0 (Rd)), on a
R(λ+ i0)(F−1(χgˆ))=Rχ(λ+ i0)g.
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(3) Soit maintenant K un compact de C+ \ 0. Il existe des constantes A, B , r et R > 0
telles que pour |ξ | r ou |ξ |R, et z ∈K on ait :∣∣N (ξ)− z∣∣A et ∣∣N ′(ξ)∣∣ B.
Soit alors χ ∈ C∞0 (Rd ) avec χ(ξ) = 0 pour |ξ |  r/2 ou |ξ |  2R et χ(ξ) = 1 pour
r  |ξ | R. Il existe une constante C1−χ > 0 telle que pour tous ξ ∈ Rd et z, z′ ∈ K on
ait : ∑
|α|1
∣∣∂αξ ((N (ξ)− z)−1(1− χ(ξ)))∣∣ C1−χ ,
∑
|α|1
∣∣∂αξ (((N (ξ)− z)−1 − (N (ξ)− z′)−1)(1− χ(ξ)))∣∣ C1−χ |z− z′|.
En posant pour g ∈B(Rd ) et z ∈K ,
R1−χ(z)g := F−1
(
(N − z)−1(1− χ)gˆ)
on déduit d’après la Proposition 1.1 qu’il existe une constante C1−χ > 0 telle que pour
tous g ∈B(Rd ) et z, z′ ∈K on ait :∥∥R1−χ (z)g∥∥B(Rd) C1−χ‖g‖B(Rd ),∥∥R1−χ (z)g−R1−χ (z′)g∥∥B(Rd)  C1−χ |z− z′|‖g‖B(Rd).
Ainsi l’application
z→ R1−χ (z)
est une application continue de K dans L(B(Rd )). Par conséquent, pour tous λ ∈K , g et
f ∈B(Rd ), on a :(
R1−χ(λ)g,f
)
B∗(Rd)×B(Rd) = limz→λ
z∈C+
(
R1−χ (z)g,f
)
B∗(Rd)×B(Rd).
En particulier, pour λ ∈K ∩R et g ∈ F−1(C∞0 (Rd)), on a :
R(λ+ i0)(F−1((1− χ)gˆ))=R1−χ (λ)g.
(4) Avec les notations de l’étape (3), d’après les étapes (2) et (3), il existe une constante
C > 0 telle que pour tous g ∈ F−1(C∞0 (Rd)) et λ ∈K ∩R on ait :∥∥R(λ+ i0)g∥∥
B∗(Rd) C‖g‖B(Rd ).
P. Bolley, P. The Lai / J. Math. Pures Appl. 82 (2003) 213–251 227
L’application R(λ + i0) ainsi définie est linéaire continue de F−1(C∞0 (Rd)) muni de
d ∗ d −1 ∞ d dla norme de B(R ) dans B (R ). Par densité du sous-espace F (C0 (R )) dans B(R ),
elle se prolonge en une application linéaire continue de B(Rd ) dans B∗(Rd ), encore notée
R(λ+ i0) telle que pour tous λ ∈K ∩R et g ∈B(Rd ), on ait :∥∥R(λ+ i0)g∥∥
B∗(Rd) C‖g‖B(Rd ).
De plus, d’après les étapes (2) et (3), il existe une constante C > 0 telle que pour tous
z ∈K ∩C+ ou z= λ+ i0 avec λ ∈K ∩R, et g ∈B(Rd ) on ait :∥∥R(z)g∥∥
B∗(Rd)  C‖g‖B(Rd ).
Comme d’après l’étape (1), pour tous λ ∈ K ∩ R, g ∈ F−1(C∞0 (Rd)) et f ∈ S(Rd ),
on a : (
R(λ+ i0)g, f )
B∗(Rd)×B(Rd) = limz→λ
z∈C+
(
R(z)g,f
)
B∗(Rd)×B(Rd),
on en déduit par densité la même relation pour g et f ∈B(Rd ). ✷
On a alors le résultat suivant concernant l’existence et l’unicité d’une solution sortante
de l’équation (N (Dx)−ω2)v = g :
Théorème 3.5. Pour ω réel > 0 et g ∈ B(Rd ), il existe une unique fonction v ∈ B∗(Rd),
k(ω)-sortante et solution de l’équation (N (Dx) − ω2)v = g dans Rd ; cette solution est
donnée par v =R(ω2 + i0)g et vérifie ∂αx v ∈B∗(Rd ) pour |α| 1.
Démonstration. (1) Régularité. On montre que si v ∈ B∗(Rd) avec N (Dx)v ∈ B∗(Rd )
alors ∂αx v ∈ B∗(Rd) pour |α| 1 avec∑
|α|1
∥∥∂αx v∥∥B∗(Rd)  C(‖v‖B∗(Rd) + ∥∥N (Dx)v∥∥B∗(Rd))
pour une constante C indépendante de v. (La réciproque de ces propriétés est vraie, et on
a des résultats du même type dans le cadre des espaces ˚B∗(Rd), L2(Rd) et B(Rd ).)
En effet, soit une fonction χ ∈ C∞0 (Rd) telle que χ(ξ)= 1 pour |ξ | 1. Pour |α| = 1,
on décompose ∂αx v = T1(Dx)v+T2(Dx)N (Dx)v, où T1(Dx) et T2(Dx) sont les opérateurs
de symboles T1(ξ)= ξαχ(ξ) et T2(ξ)= ξαN (ξ)−1(1−χ(ξ)). Comme ∂βξ T1 et ∂βξ T2 sont
bornés dansRd pour |β| 1, les opérateurs T1(Dx) et T2(Dx) sont alors linéaires continus
de B∗(Rd) dans B∗(Rd) et il existe une constante C > 0 telle que pour tout v ∈ B∗(Rd),
avec N (Dx)v ∈B∗(Rd), alors ∂αx v ∈B∗(Rd) pour |α| 1 avec∑
|α|1
∥∥∂αx v∥∥B∗(Rd)  C(‖v‖B∗(Rd) + ∥∥N (Dx)v∥∥B∗(Rd)).
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(2) Existence. Comme précédemment, les techniques de [2,10] s’adaptent à l’opérateur
2N (Dx) pour montrer que la fonction v = R(ω + i0)g est une solution k(ω)-sortante. On
donne les principales étapes de démonstration.
Par définition, la fonction v =R(ω2 + i0)g ∈B∗(Rd) vérifie (N (Dx)−ω2)v = g dans
Rd et avec les notations de la démonstration du Théorème 3.4 on a :
v =Rχ
(
ω2 + i0)g +R1−χ(ω2 + i0)g.
D’après [2], [10, Théorème 14-2-2] pour une fonction χ telle que χ = 1 sur Sk(ω) on a
pour f ∈B(Rd ) et φ ∈C00 (Rd ) :
lim
R→+∞
1
R
∫
Rd
∣∣Rχ (ω2 + i0)f ∣∣2φ( x
R
)
dx = C(ω)
∫
Sk(ω)
∣∣fˆ (σ )∣∣2( +∞∫
0
φ(sσ )ds
)
dσ
pour une certaine constante C(ω). De plus R1−χ(ω2 + i0)f appartient à B(Rd ), donc à
˚B∗(Rd ), pour f ∈ B(Rd ) puisque ∂βξ ((N (ξ)− ω2)−1(1− χ(ξ))) est borné dans Rd pour|β| 1.
Ainsi pour f ∈B(Rd ) et φ ∈ C00 (Rd),
lim
R→+∞
1
R
∫
Rd
∣∣R(ω2 + i0)f ∣∣2φ( x
R
)
dx = C(ω)
∫
Sk(ω)
∣∣fˆ (σ )∣∣2( +∞∫
0
φ(sσ )ds
)
dσ.
Comme R(ω2 + i0)∂αx f = ∂αx R(ω2 + i0)f pour |α|  1 et f ∈ F−1(C∞0 (Rd)),
on déduit de la formule précédente et par polarisation, que pour |α|  1, |β|  1,
f ∈ F−1(C∞0 (Rd )) et φ ∈C00 (Rd ) on a :
lim
R→+∞
1
R
∫
Rd
∂αx R
(
ω2 + i0)f ∂βx R(ω2 + i0)f φ( x
R
)
dx
= C(ω)i|α|−|β|
∫
Sk(ω)
σ α+β
∣∣fˆ (σ )∣∣2( +∞∫
0
φ(sσ )ds
)
dσ.
Cette formule est aussi valable pour f ∈ B(Rd ) puisque d’une part F−1(C∞0 (Rd)) est
dense dans B(Rd ) et que d’autre part d’après l’étape (1) et [10, Théorème 14-1-1] les deux
membres de cette formule sont majorés par ‖f ‖B(Rd). Or,
1
R
∫
Rd
∣∣∣∣( ∂∂|x| − ik(ω)
)
R
(
ω2 + i0)g∣∣∣∣2φ( xR
)
dx
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=
∑ 1 ∫
∂αx R
(
ω2 + i0)g∂βx R(ω2 + i0)g xα+β2 φ( x )dx|α|=|β|=1 R
Rd
|x| R
+ ik(ω)
∑
|β|=1
1
R
∫
Rd
R
(
ω2 + i0)g∂βx R(ω2 + i0)g xβ|x|φ
(
x
R
)
dx
− ik(ω)
∑
|α|=1
1
R
∫
Rd
∂αx R
(
ω2 + i0)gR(ω2 + i0)g xα|x|φ
(
x
R
)
dx
+ k(ω)2 1
R
∫
Rd
∣∣R(ω2 + i0)g∣∣2φ( x
R
)
dx.
En particulier, pour φ ∈ C00 (Rd ) avec φ(0) = 0, par application de la formule de
polarisation précédente à chaque terme du second membre, on en déduit que
lim
R→+∞
1
R
∫
Rd
∣∣∣∣( ∂∂|x| − ik(ω)
)
R
(
ω2 + i0)g∣∣∣∣2φ( xR
)
dx = 0,
et de là on en déduit que(
∂
∂|x| − ik(ω)
)
R
(
ω2 + i0)g ∈ ˚B∗(Rd).
(3) Unicité. Comme on l’a noté à la suite de la Proposition 3.2, si v appartient à B∗(Rd )
et est solution de l’équation (N (Dx) − ω2)v = 0, alors v est solution de l’équation de
Helmholtz (−x − k(ω)2)v = 0 ; si v est de plus k(ω)-sortante, alors de façon classique,
v = 0. ✷
4. Le problème modèle du mouvement de la houle
On peut étudier maintenant certaines solutions u= u(y, x) du problème :
−u= f dans Ω,(
∂yu−ω2u
)
(0, ·)= 0 dans Rd,
∂yu(−h, ·)= 0 dans Rd,
dans le cadre des espaces B(Rd ) et B∗(Rd ).
On rappelle que k(ω) est le nombre k réel > 0 solution de l’équation
k tanh(kh) − ω2 = 0 et dσ est la mesure de surface sur la sphère Sk(ω) de Rd de centre
0 et de rayon k(ω).
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4.1. Solutions sortantesOn donne tout d’abord la représentation des solutions du problème homogène.
Proposition 4.1. Pour ω réel > 0 et u ∈C0([−h,0];S ′(Rd)), les deux propriétés suivantes
sont équivalentes :
(1) u ∈ C2([−h,0];S ′(Rd )) avec u(0, ·) ∈B∗(Rd ) et est solution du problème
−u= 0 dans Ω,(
∂yu−ω2u
)
(0, ·)= 0 dans Rd,
∂yu(−h, ·)= 0 dans Rd .
(2) u= C(· ;Dx)v où vˆ = v0 dσ avec v0 ∈ L2(Sk(ω)).
Dans ce cas u= 0 si u(0, ·) ∈ ˚B∗(Rd ).
Démonstration. Si u est solution du problème homogène, la formule de représentation
du Théorème 2.1 assure que u(y, ·) = C(y,Dx)v avec v = u(0, ·). Or, par hypothèse,
v ∈ B∗(Rd ), et est solution de l’équation (N (Dx) − ω2)v = 0. Par conséquent la
Proposition 3.2 assure que vˆ = v0 dσ avec v0 ∈L2(Sk(ω)).
Inversement si u= C(· ;Dx)v où vˆ = v0 dσ avec v0 ∈L2(Sk(ω)), alors le Théorème 2.1
assure que u ∈C2([−h,0];S ′(Rd)) et est solution du problème :
−u= 0 dans Ω,
u(0, ·)= v dans Rd,
∂yu(−h, ·)= 0 dans Rd .
De plus u(0, ·)= v ∈B∗(Rd) et par définition de l’opérateurN (Dx) et de v, on vérifie que
(∂yu−ω2u)(0, ·)= 0 dans Rd .
Si de plus v = u(0, ·) ∈ ˚B∗(Rd), alors v = 0 d’après la Proposition 3.2 et donc
u= 0. ✷
On s’intéresse maintenant à certaines solutions du problème général pour lesquelles on
impose un comportement asymptotique quand |x| tend vers l’infini dans Rd .
Définition 4.2. Une fonction u= u(y, x) est dite k(ω)-sortante, si pour tout y ∈ [−h,0], il
existe R0  0 tel que
lim
R→+∞
1
R
∫
R0<|x|<R
∣∣∣∣( ∂∂|x| − ik(ω)
)
u(y, x)
∣∣∣∣2 dx = 0.
On a alors le résultat suivant d’existence et d’unicité d’une solution sortante du
problème.
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Théorème 4.3. Pour ω réel > 0 et f ∈ C0([−h,0];B(Rd)), il existe une unique fonction
2 ′ d ∗ du ∈ C ([−h,0];S (R )) avec u(0, ·) ∈B (R ), k(ω)-sortante et solution du problème :
−u= f dans Ω,(
∂yu−ω2u
)
(0, ·)= 0 dans Rd,
∂yu(−h, ·)= 0 dans Rd .
Cette solution u est donnée par
u=G(· ;Dx)f −C(· ;Dx)R
(
ω2 + i0)(∂yG(· ;Dx)f )(0, ·)
et appartient à C0([−h,0];B∗(Rd)).
Démonstration. (1) Unicité. Si u est solution du problème associé à f = 0, alors comme
dans la démonstration de la Proposition 4.1, on a u(y, ·) = C(y,Dx)v, où v = u(0, ·)
appartient à B∗(Rd) et est solution k(ω)-sortante de l’équation (N (Dx) − ω2)v = 0. Le
Théorème 3.5 assure que v = 0 et par suite u= 0.
(2) Existence. D’après la Proposition 2.3 la fonction
g := −(∂yG(· ;Dx)f )(0, ·)
appartient à B(Rd ) et d’après le Théorème 3.5 il existe une unique fonction v ∈ B∗(Rd),
k(ω)-sortante et solution de l’équation :(N (Dx)−ω2)v = g dans Rd .
De plus cette solution est telle que ∂αx v ∈ B∗(Rd) pour |α| 1.
Le Théorème 2.1 assure que la fonction définie par
u=G(· ;Dx)f +C(· ;Dx)v
appartient à C2([−h,0];S ′(Rd)), est solution du problème :
−u= f dans Ω,
u(0, ·)= v dans Rd,
∂yu(−h, ·)= 0 dans Rd,
et les Propositions 2.2 et 2.3 assurent que u ∈ C0([−h,0];B∗(Rd )). De plus par la défi-
nition de l’opérateur N (Dx) et la construction de v, on vérifie que (∂yu− ω2u)(0, ·)= 0
dans Rd .
Il reste à montrer que u est k(ω)-sortante.
Tout d’abord ∂αx G(y;Dx)f (y, ·) ∈ B(Rd ) pour tous |α|  1 et y ∈ [−h,0] d’après la
Proposition 2.3, et par suite le terme G(y;Dx)f (y, ·) vérifie la condition de radiation
sortante.
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Ensuite C(y;Dx)v = C(y;Dx)R(ω2 + i0)g. Or pour y fixé dans [−h,0], on a dans∗ dB (R ),
C(y;Dx)R
(
ω2 + i0)g =R(ω2 + i0)C(y;Dx)g,
puisque d’une part pour tout ϕ ∈ B(Rd ) on a :
(
C(y;Dx)R
(
ω2 + i0)g,ϕ)
B∗(Rd)×B(Rd) =
(
R
(
ω2 + i0)g,C(y;Dx)ϕ)B∗(Rd)×B(Rd)
= lim
z→ω2
z∈C+
(
R(z)g,C(y;Dx)ϕ
)
B∗(Rd)×B(Rd)
= lim
z→ω2
z∈C+
(
C(y;Dx)R(z)g,ϕ
)
B∗(Rd)×B(Rd),
(
R
(
ω2 + i0)C(y;Dx)g,ϕ)B∗(Rd)×B(Rd) = lim
z→ω2
z∈C+
(
R(z)C(y;Dx)g,ϕ
)
B∗(Rd)×B(Rd),
et, que d’autre part pour tout z ∈C+ on a :
C(y;Dx)R(z)g =R(z)C(y;Dx)g.
Comme d’après la Proposition 2.2, C(y;Dx)g ∈ B(Rd ) puisque g ∈ B(Rd ), on en
déduit que C(y;Dx)v est k(ω)-sortante.
En conclusion la fonction u est k(ω)-sortante. ✷
4.2. Décomposition en modes hyperboliques des solutions sortantes
On donne maintenant une décomposition en modes de la solution sortante. Comme
dans [6] par exemple, les modes seront construits à partir des fonctions propres de
l’opérateur L(ω) non borné dans L2(]−h,0[), de domaine :
D
(
L(ω)
) := {u ∈H 2(]−h,0[); (du
dy
−ω2u
)
(0)= 0, du
dy
(−h)= 0
}
et défini pour u ∈D(L(ω)) par :
L(ω)u := −d
2u
dy2
·
Pour préciser les éléments spectraux de cet opérateur on désigne pour n entier  0, par
kn = kn(ω) l’unique nombre complexe solution de l’équation :
k tanh(kh)−ω2 = 0
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tel que k0 ∈ ]0,+∞[ pour n = 0 et −ikn ∈ ](n − 1/2)π, (n + 1/2)π] pour n  1. On
introduit aussi les nombres αn = αn(ω), définis pour n entier  0, par :
αn :=
(
h
2
+ sinh(2knh)
4kn
)−1/2
·
On remarque que k0 := k(ω) et dans la suite on notera :
α(ω) := α0 =
(
h
2
+ sinh(2k(ω)h)
4k(ω)
)−1/2
·
Théorème 4.4. Pour ω réel > 0 :
(1) l’opérateur L(ω) est auto-adjoint, inversible et à résolvante compacte,
(2) pour n entier  0, le nombre −k2n est valeur propre simple et le spectre de L(ω) est
formé de la suite (−k2n)n0,
(3) pour n entier  0, la fonction jn définie par :
jn(y) := αn cosh
(
kn(y + h)
)
engendre le sous-espace propre associé à −k2n et la suite (jn)n0 est une base
hilbertienne de L2(]−h,0[).
Démonstration. On vérifie facilement que l’opérateur L(ω) est auto-adjoint, inversible
et à résolvante compacte. Son spectre est donc réel et constitué d’une suite, au plus
dénombrable, de valeurs propres λn de multiplicité finie.
Les valeurs propres sont les nombres réels de la forme z2, où par un calcul classique de
wronskien, z est un nombre complexe solution de l’équation :
z sinh(zh)−ω2 cosh(zh)= 0.
Ainsi les valeurs propres de l’opérateur L(ω) sont les nombres λn =−k2n et on vérifie
que le sous-espace propre associé à la valeur propre λn est engendré par la fonction jn. ✷
On donne maintenant un résultat de décomposition, sur la base (jn)n0, des fonctions
de l’espace L2(]−h,0[;B(Rd)).
Proposition 4.5. L’application f → (fn)n0, où
fn(x)=
0∫
−h
f (y, x)jn(y)dy
est un isomorphisme de L2(]−h,0[;B(Rd)) sur l2(N;B(Rd)).
234 P. Bolley, P. The Lai / J. Math. Pures Appl. 82 (2003) 213–251
Plus précisément si (fn)n0 est une suite telle que (kjnfn)n0 ∈ l2(N;B(Rd )) pour un
entier j  0, alors les séries
∑
n0
dkjn
dyk
(y)fn(x)
sont convergentes dans l’espace L2(]−h,0[;B(Rd)) pour 0 k  j et
fn(x)=
0∫
−h
f (y, x)jn(y)dy si f (y, x)=
+∞∑
n=0
jn(y)fn(x).
Démonstration. Par interpolation on a, avec les notations de [4],[
L21
(
R
d
)
,L2
(
R
d
)]
1/2,1 = B
(
R
d
)
et par suite [
l2
(
N;L21
(
R
d
))
, l2
(
N;L2(Rd))]1/2,1 = l2(N;B(Rd)),[
L2
(]−h,0[;L21(Rd)),L2(]−h,0[;L2(Rd))]1/2,1 = L2(]−h,0[;B(Rd)).
En posant
fn =
0∫
−h
f (y, ·)jn(y)dy
pour f ∈L2(]−h,0[;L2(Rd )), l’identité de Parseval assure que pour presque tout x ∈Rd
on a :
+∞∑
n=0
∣∣fn(x)∣∣2 = 0∫
−h
∣∣f (y, x)∣∣2 dy
et par suite pour f ∈L2(]−h,0[;L2s (Rd)) avec s = 0,1 on a :∥∥(fn)n∥∥l2(N;L2s (Rd)) = ‖f ‖L2(]−h,0[;L2s (Rd)).
Ainsi en particulier l’application f → (fn)n0 est linéaire continue de
L2(]−h,0[ ; L2s (Rd )) dans l2(N;L2s (Rd)) pour s = 0,1. Par interpolation, on en déduit
qu’elle est aussi linéaire continue de L2(]−h,0[;B(Rd)) dans l2(N;B(Rd)).
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Inversement, étant donnée une suite (fn)n0 ∈ l2(N;L2(Rd)), la série∑n0 jn(y)fn(x)
est convergente dans l’espace L2(]−h,0[;L2(Rd )) et si f est la somme de cette série, on
a pour tout entier n,
0∫
−h
f (y, ·)jn(y)dy = fn.
Si de plus (fn)n ∈ l2(N;L21(Rd)) alors f ∈ L2(]−h,0[;L21(Rd)) et d’après l’étape
directe on a ‖f ‖L2(]−h,0[;L2s (Rd)) = ‖(fn)n‖l2(N;L2s (Rd)) pour s = 0,1.
Ainsi en particulier l’application (fn)n0 → f est linéaire continue de l2(N;L2s (Rd ))
dans L2(]−h,0[;L2s (Rd)) pour s = 0, 1. Par interpolation, on en déduit qu’elle est aussi
linéaire continue de l2(N;B(Rd )) dans L2(]−h,0[;B(Rd)).
On suppose maintenant que (knfn)n0 ∈ l2(N;B(Rd )) et on veut montrer que la série∑
n0
djn
dy
(y)fn(x)
est convergente dans l’espace L2(]−h,0[;B(Rd)).
Tout d’abord on note, d’après les inégalités de Sobolev, qu’il existe une constante C > 0
telle que pour tous ε > 0, v ∈H 2(]−h,0[) et y ∈ [−h,0] on ait :
∣∣v(y)∣∣ C(ε∥∥∥∥d2vdy2
∥∥∥∥
L2(]−h,0[)
+ ε−1‖v‖L2(]−h,0[)
)
,
d’où l’on déduit que |jn(y)| 2C|kn| pour tout n entier  0.
Pour (fn)n telle que (knfn)n0 ∈ l2(N;L2s (Rd)) on a :∥∥∥∥∥
q∑
n=p
djn
dy
fn
∥∥∥∥∥
2
L2(]−h,0[;L2s (Rd))
=
q∑
n=p
q∑
m=p
0∫
−h
djn
dy
(y)
djm
dy
(y)dy
∫
Rd
(
1+ |x|2)sfn(x)fm(x)dx
=−ω2
q∑
n=p
q∑
m=p
jn(0)jm(0)
∫
Rd
(
1+ |x|2)sfn(x)fm(x)dx
+
q∑
n=p
|kn|2
∫
Rd
(
1+ |x|2)s∣∣fn(x)∣∣2 dx

(
4C2ω2 + 1) q∑
n=p
|kn|2‖fn‖2L2s (Rd)·
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Par conséquent, si (knfn)n0 ∈ l2(N;L2(Rd)), la série
∑
n0
djn
dy
(y)fn(x)
est convergente dans l’espace L2(]−h,0[;L2(Rd )) ; soit g sa somme. Si de plus (knfn)n ∈
l2(N;L21(Rd)) alors cette série converge aussi dans L2(]−h,0[;L21(Rd)) et d’après le
calcul précédent on a pour s = 0 et 1 :
‖g‖L2(]−h,0[;L2s (Rd)) 
(
4C2ω2 + 1)1/2∥∥(knfn)n∥∥l2(N;L2s (Rd)).
Ainsi, en particulier, l’application (knfn)n0 → g est linéaire continue de l2(N;L2s (Rd))
dans L2(]−h,0[;L2s (Rd )) pour s = 0,1. On en déduit par interpolation qu’elle est aussi
linéaire continue de l2(N;B(Rd )) dans L2(]−h,0[;B(Rd)).
Pour j entier  1 quelconque, on procède de la même façon. ✷
On peut alors donner le théorème de décomposition des solutions sortantes du problème
modèle d’hydrodynamique navale à l’aide des modes hyperboliques précédents.
Théorème 4.6. Pour ω réel > 0 et f ∈ C0([−h,0];B(Rd)), si u ∈ C2([−h,0];S ′(Rd ))
avec u(0, ·) ∈ B∗(Rd ) est l’unique solution k(ω)-sortante du problème :
−u= f dans Ω,(
∂yu−ω2u
)
(0, ·)= 0 dans Rd,
∂yu(−h, ·)= 0 dans Rd,
alors il existe une unique suite de fonctions (un)n0 avec u0 ∈B∗(Rd) et un ∈B(Rd ) pour
n 1, telle que
u(y, x)=
+∞∑
n=0
jn(y)un(x),
où la série
∑
n1 jnun converge dans C0([−h,0];B(Rd)).
Plus précisément si
fn(x)=
0∫
−h
f (y, x)jn(y)dy,
la fonction un est la solution de(−x − k2n)un = fn dans Rd
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avec ∂αx u0 ∈ B∗(Rd ) pour |α|  2 et u0 est k(ω)-sortante, ∂αx un ∈ B(Rd ) pour |α| ∑
k α2 si n  1, et de plus la somme w de la série n1 jnun est telle que ∂y ∂x w ∈
L2(]−h,0[; B(Rd )) pour k + |α| 2.
Démonstration. Comme u ∈ C0([−h,0];B∗(Rd )), alors u(· , x) ∈ L2(]−h,0[) pour
presque tout x ∈Rd et on peut écrire :
u(· , x)=
+∞∑
n=0
un(x)jn
dans L2(]−h,0[), où un est la fonction de B∗(Rd) définie par :
un(x)=
0∫
−h
u(y, x)jn(y)dy.
De même comme f ∈L2(]−h,0[;B(Rd)) on peut définir la fonction fn de B(Rd ) par
fn(x)=
0∫
−h
f (y, x)jn(y)dy
et on vérifie que pour tout entier n 0, on a :(−x − k2n)un = fn dans Rd .
Pour n  1 les symboles ∂βξ (ξα(|ξ |2 − k2n)−1) étant bornés dans Rd pour |β|  1 et
|α| 2, il résulte de la Proposition 1.1 que ∂αx un ∈ B(Rd ) pour |α| 2, et plus précisément
il existe une constante C > 0 telle que pour n 1 et |α| 2 on ait :∥∥∂αx un∥∥B(Rd)  Ck|α|−2n ‖fn‖B(Rd).
En particulier, puisque (fn)n1 ∈ l2(N\0;B(Rd)), la série∑n1 jn(y)un(x) converge
en x dans B(Rd ) uniformément pour y dans [−h,0]. Si
w(y,x)=
+∞∑
n=1
jn(y)un(x)
est sa somme, on a par dérivation au sens des distributions dans Ω :
∂ky∂
α
x w(y, x)=
+∞∑
n=1
dkjn
dyk
(y)∂αx un(x).
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Comme la suite (kkn∂αx un)n1 appartient à l2(N \ 0;B(Rd)) pour k + |α| 2, il en résulte
k α 2 dque ∂y ∂x w ∈ L (]−h,0[;B(R )).
Pour n= 0, avec les notations de la démonstration du Théorème 4.3, on peut écrire :
u0(x)=
0∫
−h
G(y;Dx)f (y, ·)j0(y)dy +
0∫
−h
R
(
ω2 + i0)C(y;Dx)gj0(y)dy,
le premier terme étant sortant puisque ∂αx G(· ;Dx)f ∈ C0([−h,0];B(Rd)) pour |α| 1 et
∂αx
0∫
−h
G(y;Dx)f (y, ·)j0(y)dy =
0∫
−h
∂αx G(y;Dx)f (y, ·)j0(y)dy,
donc
∂αx
0∫
−h
G(y;Dx)f (y)j0(y)dy ∈ B
(
R
d
)
pour |α| 1,
le second terme étant aussi sortant puisque C(· ;Dx)g ∈ C0([−h,0];B(Rd)) et
R(ω2 + i0) ∈ L(B(Rd ),B∗(Rd )), donc
0∫
−h
R
(
ω2 + i0)C(y;Dx)gj0(y)dy =R(ω2 + i0) 0∫
−h
C(y;Dx)gj0(y)dy
avec
0∫
−h
C(y;Dx)gj0(y)dy ∈ B
(
R
d
)
.
Ainsi la fonction u0 est sortante.
De plus, puisque ∂αξ (ξ
β(|ξ |2 + 1)−1) est borné dans Rd pour |α| 2 et |β| 1, et que
(−x + 1)u0 ∈ B(Rd ), il résulte que ∂αx u0 ∈ B∗(Rd) pour |α| 2. ✷
On en déduit, en particulier, le résultat suivant de régularité de la solution sortante :
Corollaire 4.7. Pour ω réel > 0 et f ∈ C0([−h,0]; B(Rd )), l’unique fonction u
appartenant à C2([−h,0];S ′(Rd)) avec u(0, ·) ∈ B∗(Rd), k(ω)-sortante et solution du
problème :
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∂yu(−h, ·)= 0 dans Rd,
vérifie ∂ky ∂αx u ∈ C0([−h,0];B∗(Rd)) pour k + |α| 1.
4.3. Comportement asymptotique des solutions
On peut aussi déduire du développement précédent un comportement asymptotique des
solutions générales.
Théorème 4.8. Pour ω réel > 0 et f ∈ C0([−h,0];B(Rd)), si u ∈ C2([−h,0];S ′(Rd ))
avec u(0, ·) ∈ B∗(Rd ) est solution du problème :
−u= f dans Ω,(
∂yu−ω2u
)
(0, ·)= 0 dans Rd,
∂yu(−h, ·)= 0 dans Rd,
alors il existe deux densités u−∞ et u+∞ ∈ L2(Sk(ω)), uniquement déterminées par u, telles
que
u(y, x) = α(ω) cosh(k(ω)(y + h))
×
(
e−ik(ω)|x|
|x|(d−1)/2 u
−∞
(
k(ω)
x
|x|
)
+ e
+ik(ω)|x|
|x|(d−1)/2u
+∞
(
k(ω)
x
|x|
))
+ r(y, x)
avec r ∈C1([−h,0]; ˚B∗(Rd)) et
lim
R→+∞
1
R
0∫
−h
∫
BR
∣∣u(y, x)∣∣2 dy dx = 1
k(ω)d−1
∫
Sk(ω)
(∣∣u−∞(σ )∣∣2 + ∣∣u+∞(σ )∣∣2)dσ.
En particulier u est la solution k(ω)-sortante si et seulement si u−∞ = 0.
Démonstration. (1) On montre d’abord l’existence du développement asymptotique
d’une solution u du problème homogène correspondant à f = 0.
Par hypothèse la fonction v = u(0, ·) appartient à B∗(Rd) et est une solution de
l’équation (N (Dx) − ω2)v = 0 dans Rd , donc aussi de l’équation (−x − k(ω)2)v = 0
dans Rd . Par conséquent, d’après [1,2], il existe v∞ ∈L2(Sk(ω)) et r ∈ ˚B∗(Rd ) telles que
v(x)= e
−ik(ω)|x|
|x|(d−1)/2 v∞
(
−k(ω) x|x|
)
+ (−i)n−1 e
+ik(ω)|x|
|x|(d−1)/2 v∞
(
+k(ω) x|x|
)
+ r(x).
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D’autre part vˆ a son support contenu dans Sk(ω) et comme u= C(· ;Dx)v, on a doncuˆ(y, ξ)= cosh(|ξ |(y + h))
cosh(|ξ |h) vˆ(ξ)=
cosh(k(ω)(y + h))
cosh(k(ω)h)
vˆ(ξ),
ainsi
u(y, x)= cosh(k(ω)(y + h))
cosh(k(ω)h)
(
e−ik(ω)|x|
|x|(d−1)/2 v∞
(
−k(ω) x|x|
)
+(−i)n−1 e
ik(ω)|x|
|x|(d−1)/2 v∞
(
k(ω)
x
|x|
)
+ r(x)
)
.
(2) On donne maintenant le comportement asymptotique de la solution u sortante.
Comme u0 est l’unique fonction de B∗(Rd), solution sortante de (−x − k(ω)2)u0 =
f0 dans Rd , alors, d’après [1,2], il existe une unique densité u0∞ ∈ L2(Sk(ω)) telle que
u0(x)= e
ik(ω)|x|
|x|(d−1)/2u0∞
(
k(ω)
x
|x|
)
+ r0(x)
avec r0 ∈ ˚B∗(Rd). On peut noter de plus que u0∞ = 0 si et seulement si u0 ∈ ˚B∗(Rd ), et
cette condition est aussi équivalente à fˆ0 = 0 dans Sk(ω).
Comme d’après le Théorème 4.6 on peut écrire u(y, x)= j0(y)u0(x)+ w(y,x) avec
w ∈C1([−h,0]; ˚B∗(Rd )), on en déduit :
u(y, x)= α(ω) cosh(k(ω)(y + h)) eik(ω)|x||x|(d−1)/2u0∞
(
k(ω)
x
|x|
)
+ r(y, x)
avec r ∈C1([−h,0]; ˚B∗(Rd)).
En combinant les étapes (1) et (2), on en déduit le développement asymptotique général.
(3) La formule reliant les normes de u et les densités u+∞ et u−∞ de son développement
se montre facilement. Cette formule assure en particulier l’unicité d’un tel développement.
(4) Il reste à montrer que u est k(ω)-sortante si u−∞ = 0 dans son développement.
Pour cela on considère la solution u1 de ce problème qui est k(ω)-sortante ; d’après ce
qui précède elle a un développement dont les densités u+1∞ et u
−
1∞ sont telles que u
−
1∞ = 0.
Comme la fonction u2 = u−u1 est solution du problème homogène, d’après l’étape (1)
et l’unicité du développement, elle a un développement asymptotique dont les densités
u+2∞ et u
−
2∞ sont telles que u
+
2∞ = (−i)n−1u−2∞. Comme u±2∞ = u±∞ − u±1∞, on en déduit
que u±2∞ = 0. Ainsi u2(0, ·) ∈ ˚B∗(Rd) et par conséquent u2 = 0 comme on l’a noté dans la
Proposition 4.1. ✷
Remarque. Si u est la solution sortante, son amplitude définie par :
α(ω) cosh
(
k(ω)(y + h))u+∞(k(ω) x|x|
)
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est nulle, c’est-à-dire la densité u+∞ est nulle, si et seulement si fˆ0 = 0 sur Sk(ω) comme on
l’a noté dans l’étape (2) de la démonstration précédente.
Dans le cadre de l’espace L2(Rd ), ces conditions sont aussi équivalentes à u ∈ L2(Ω),
ou plus précisément à ∂ky ∂αx u ∈ L2(Ω) pour k + |α| 2.
Dans le cadre de l’espace B(Rd ), on peut noter que ces conditions sont aussi équiva-
lentes à u ∈ L2(]−h,0[;B(Rd)), ou plus précisément à ∂ky ∂αx u ∈ L2(]−h,0[;B(Rd)) pour
k + |α| 2.
Pour terminer on peut donner un corollaire d’unicité de type Rellich :
Corollaire 4.9. Pour ω réel > 0, si u ∈ C2([−h,0];S ′(Rd)) avec u(0, ·) ∈ B∗(Rd ) est
solution du problème homogène :
−u= 0 dans Ω,(
∂yu−ω2u
)
(0, ·)= 0 dans Rd,
∂yu(−h, ·)= 0 dans Rd,
alors les propositions suivantes sont équivalentes :
(1) u= 0,
(2) u est k(ω)-sortante,
(3) limR→+∞ 1R
∫ 0
−h
∫
BR
|u(y, x)|2 dy dx = 0.
5. Fonction de Green sortante
Dans cette section, on se limite au cas d  2, mais une étude analogue pourrait être faite
pour d = 1.
Pour ω réel > 0 et f ∈ C0([−h,0];B(Rd)), le Théorème 4.3 assure qu’il existe une
unique fonction u ∈ C2([−h,0];S ′(Rd)) avec u(0, ·) ∈ B∗(Rd), k(ω)-sortante et solution
du problème : 
−u= f dans Ω,(
∂yu−ω2u
)
(0, ·)= 0 dans Rd,
∂yu(−h, ·)= 0 dans Rd .
On va préciser la fonction de Green J ((y, x); (y ′, x ′)) de ce problème permettant de
donner une représentation intégrale de la solution u sous la forme :
u(y, x)=
0∫
−h
∫
Rd
J ((y, x); (y ′, x ′))f (y ′, x ′)dy ′ dx ′,
par exemple pour f à support compact dans Ω .
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Pour cela on introduit la solution élémentaire du laplacien − dans R × Rd , définie
pour (y, x) = (0,0), par
E(y,x) := 1
4
π−(d+1)/2@
(
d − 1
2
)(|y|2 + |x|2)−(d−1)/2,
on pose pour (y, x) = (y ′, x ′) :
E((y, x); (y ′, x ′)) :=E(y − y ′, x − x ′)
et on note δ(y ′,x ′) la mesure de Dirac dans R×Rd en (y ′, x ′).
Théorème 5.1. Pour ω réel > 0, il existe une unique distribution J (· ; ·) définie dans
Ω ×Ω telle que pour tout (y ′, x ′) ∈Ω , J ((· , ·); (y ′, x ′)) appartient àC0([−h,0];S ′(Rd ))
avec de plus J ((0, ·); (y ′, x ′)) ∈ B∗(Rd) et J ((· , ·); (y ′, x ′)) − E((· , ·); (y ′, x ′)) ∈
C2([−h,0];S ′(Rd)), est k(ω)-sortante et solution du problème :
−J ((· , ·); (y ′, x ′))= δ(y ′,x ′) dans Ω,(
∂yJ −ω2J
)(
(0, ·); (y ′, x ′))= 0 dans Rd,
∂yJ
(
(−h, ·); (y ′, x ′))= 0 dans Rd .
Cette distribution J est appelée fonction de Green sortante du problème du mouvement
de la houle dans Ω .
Démonstration. Le Théorème 4.3 assure qu’il existe au plus une fonction de Green
sortante du problème.
Pour montrer l’existence d’une telle fonction de Green sortante J ((y, x); (y ′, x ′)),
on cherche cette fonction sous la forme J (y, y ′;x − x ′), c’est-à-dire d’un noyau de
convolution en la variable x , à partir de la formule de représentation de la solution u(y, x)
donnée par le Théorème 4.3 sous la forme d’une somme de deux termes :
u=G(· ;Dx)f −C(· ;Dx)R
(
ω2 + i0)(∂yG(· ;Dx)f )(0, ·).
On précise d’abord le noyau G(y, y ′;x) de l’opérateur G(y;Dx) qui intervient dans le
premier terme. Or, comme on l’a vu au cours de la démonstration de la Proposition 2.3, ce
terme G(· ;Dx)f est la fonction de C0([−h,0];B(Rd)) définie par :
G(· ,Dx)f =
0∫
−h
G(· , y ′;Dx)f (y ′, ·)dy ′,
où pour y et y ′ fixés, G(y,y ′;Dx) est l’opérateur de S ′(Rd) dans S ′(Rd ) de symbole
G(y,y ′; ξ).
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Ainsi l’opérateur f → G(· ;Dx)f est un opérateur à noyau dans [−h,0] × Rd de la
forme
(
G(· ,Dx)f
)
(y, x)=
0∫
−h
∫
Rd
G(y, y ′;x − x ′)f (y ′, x ′)dy ′ dx ′
dont le noyau de convolution en la variable x est la fonction G(y, y ′;x) définie par sa
transformée de Fourier en x par :
Ĝ(y, y ′; ξ)=G(y,y ′; ξ).
Pour tout y ′ fixé dans ]−h,0[, les propriétés du symbole G(y,y ′; ξ) assurent que la
fonction G(· , y ′; ·) appartient à C0([−h,0];S ′(Rd)) ∩ C2([−h,y ′[ ∪ ]y ′,0];S ′(Rd)), et
par définition de la fonction de Green G(y,y ′; ξ) elle vérifie le problème :
−G(· , y ′; ·)= δ(y ′,0) dans Ω,
G(0, y ′; ·)= 0 dans Rd ,
∂yG(−h,y ′; ·)= 0 dans Rd .
Pour préciser le comportement de G(· , y ′; ·) près de la source (y ′,0) on pose :
W(y,y ′;x)= G(y, y ′;x)−E(y − y ′, x);
on va montrer que W(· , y ′; ·) ∈ C2([−h,0];S ′(Rd)). Pour cela on note que
Ŵ (y, y ′; ξ)= Ĝ(y, y ′; ξ)− 1
2|ξ | e
−|ξ ||y−y ′|
et en revenant à l’expression de Ĝ(y, y ′; ξ) = G(y,y ′; ξ) donnée dans la Section 2, on
décompose
Ŵ(y, y ′; ξ)= e
−|ξ |(y+y ′+2h) − e−|ξ |(−y−y ′) − e−|ξ |(−y+y ′+2h) − e−|ξ |(y−y ′+2h)
2|ξ |(1+ e−2|ξ |h) ,
où chacun des termes du second membre est de la forme
Ŵ∗(τ ; ξ)= e
−|ξ |τ
2|ξ |(1+ e−2|ξ |h)
avec τ  τ ∗ pour −h y  0, où τ ∗ est un réel dépendant de y ′ et de h et qui est > 0 pour
−h < y ′ < 0 fixé. Or ∂kτ Ŵ∗ ∈ C0([τ ∗,+∞[;S ′(Rd)) pour tout k ∈N, donc en particulier
W(· , y ′; ·) ∈C2([−h,0];S ′(Rd)).
Enfin G(y, y ′; ·) est k(ω)-sortante pour tout y ∈ [−h,0]. Pour cela on peut montrer par
exemple que chaque terme de sa décomposition précédente vérifie la condition de radiation.
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D’une part les fonctions ∂αx W∗(τ ; ·) pour |α| = 1, d  2 et W∗(τ ; ·) pour d  3
2 dappartiennent à L (R ) comme on le voit par la relation de Parseval ; d’autre part pour
d = 2, en écrivant
Ŵ∗(τ ; ξ)= e
−|ξ |τ
4|ξ | +
e−|ξ |τ
2|ξ |
(
1
1+ e−2|ξ |h −
1
2
)
,
alors
W∗(τ ;x)= 1
8π
(
τ 2 + |x|2)−1/2 +R(τ ;x)
avec R(τ ; ·) ∈L2(R2) car |R̂(τ ; ξ)| 12he−|ξ |τ et
lim
R→+∞
1
R
∫
|x|<R
(
τ 2 + |x|2)−1 dx = 0.
Ainsi la fonction W(y,y ′; ·) vérifie la condition de radiation. Enfin la fonction
E(y − y ′; ·) vérifie aussi cette condition à l’infini comme on le vérifie par sa définition.
(On peut noter que pour y = y ′, il est facile de vérifier que G(y, y ′; ·) est sortante, car
chacune de ses dérivées appartient à L2(Rd ) puisque |G(y,y ′; ξ)| Ce−|y−y ′||ξ |.)
On précise maintenant le noyau S(y, y ′;x) de l’opérateur qui intervient dans le second
terme de la formule de représentation de la solution u, c’est-à-dire le terme C(· ;Dx)v où
v est l’unique fonction appartenant à B∗(Rd), k(ω)-sortante et solution de l’équation :(N (Dx)−ω2)v =−(∂yG(· ;Dx)f )(0, ·) dans Rd .
Or, comme on l’a vu au cours de la démonstration de la Proposition 2.3, le second
membre est la fonction de B(Rd ) définie par :
−(∂yG(· ;Dx)f )(0, ·)=− 0∫
−h
∂yG(0, y ′;Dx)f (y ′, ·)dy ′.
Ainsi l’opérateur f →−(∂yG(· ;Dx)f )(0, ·) est un opérateur à noyau dans [−h,0] ×Rd
de la forme
−(∂yG(· ;Dx)f )(0, ·)= 0∫
−h
∫
Rd
(−∂yG(0, y ′;x − x ′))f (y ′, x ′)dy ′ dx ′
dont le noyau de convolution en la variable x est la fonction −∂yG(0, y ′;x) définie par sa
transformée de Fourier en x par
−∂̂yG(0, y ′; ξ)=−∂yG(0, y ′; ξ)= C(y ′; ξ).
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On est donc conduit, pour tout y ′ < 0 fixé, à construire la fonction V (y ′; ·) appartenant à
∗ dB (R ), k(ω)-sortante et solution de l’équation :(N (Dx)−ω2)V (y ′; ·)=−∂yG(0, y ′; ·) dans Rd .
Or le second membre−∂yG(0, y ′; ·) appartient à B(Rd ), et même à S(Rd ). Par conséquent
la solution V (y ′; ·) cherchée est donnée par :
V (y ′; ·)=R(ω2 + i0)(−∂yG(0, y ′; ·))
et le noyau S(y, y ′;x) est donc défini par :
S(y, y ′; ·)= C(y;Dx)R
(
ω2 + i0)(−∂yG(0, y ′; ·)).
D’après le Théorème 2.1, pour tout y ′ fixé dans ]−h,0[, S(· , y ′; ·) ∈
C2([−h,0]; S ′(Rd )) et vérifie le problème :
−S(· , y ′; ·)= 0 dans Ω,
S(0, y ′; ·)=R(ω2 + i0)(−∂yG(0, y ′; ·)) dans Rd,
∂yS(−h,y ′; ·)= 0 dansRd .
De plus comme on l’a montré dans la démonstration du Théorème 4.3, on peut écrire
que
S(y, y ′; ·)=R(ω2 + i0)C(y;Dx)(−∂yG(0, y ′; ·))
et par suite la fonction S(y, y ′; ·) est sortante pour tout y ∈ [−h,0]. Enfin par définition
de l’opérateur N (Dx) et par construction de la fonction S(· , y ′; ·), on a la condition aux
limites suivante en y = 0,(
∂y −ω2
)
(G + S)(0, y ′; ·)= 0 dans Rd .
Ainsi la fonction
J ((y, x); (y ′, x ′))= G(y, y ′;x − x ′)+ S(y, y ′;x − x ′)
est l’unique fonction de Green sortante du problème du mouvement de la houle
dans Ω . ✷
En notant Jν la fonction de Bessel d’ordre ν dansRd , la construction précédente permet
de donner la décomposition :
Proposition 5.2. Pour (y, x) = (y ′, x ′), la fonction de Green sortante J admet la décom-
position :
J ((y, x); (y ′, x ′))= L(y − y ′, x − x ′)+L(y + y ′ + 2h,x − x ′),
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où pour tous y ∈ ]−h,0[ et x ∈Rd avec (y, x) = (0,0),L(y, x) = E(y,x)
+ 1
4π
1
(2π |x|)d/2−1
×
+∞∫
0
(ω2 + ρ)e−ρh cosh(ρy)
ρ sinh(ρh)− (ω2 + i0) cosh(ρh)ρ
d/2−1Jd/2−1
(|x|ρ)dρ.
Dans cette intégrale, le domaine d’intégration doit être compris comme étant le demi-
axe réel [0,+∞[ excepté un arc situé dans C \C+ évitant le point k(ω).
Démonstration. Compte-tenu de la décomposition de Ŵ donnée dans la démonstration
du Théorème 5.1, on peut aussi écrire :
Ĝ(y, y ′; ξ) = 1
2|ξ |e
−|ξ ||y−y ′| + 1
2|ξ |e
−|ξ |(y+y ′+2h)
− e
−|ξ |h(cosh(|ξ |(y − y ′))+ cosh(|ξ |(y + y ′ + 2h)))
2|ξ | cosh(|ξ |h) ·
De même, compte-tenu de la construction de la fonction S faite dans la démonstration
du Théorème 5.1, sa transformation de Fourier est donnée par :
Ŝ(y, y ′; ξ)= cosh(|ξ |(y − y
′))+ cosh(|ξ |(y + y ′ + 2h))
2 cosh(|ξ |h)(|ξ | sinh(|ξ |h)− (ω2 + i0) cosh(|ξ |h))
d’après la définition de l’opérateur R(ω2 + i0) par absorption limite du Théorème 3.4.
De là on peut en déduire la décomposition de la fonction J , en utilisant le fait que la
transformée de Fourier d’une fonction radiale F(x)(= F(r)) dans Rd est une fonction
radiale F̂ (ξ)(= F̂ (ρ)) dans Rd et qu’elle s’exprime par la transformation de Hankel
construite avec la fonction de Bessel Jd/2−1 (cf. [17] par exemple), la formule d’inversion
s’écrivant :
F(x)= 1
(2π)d/2
1
|x|d/2−1
+∞∫
0
F̂ (ρ)ρd/2Jd/2−1
(|x|ρ)dρ. ✷
On peut préciser le comportement de la fonction de Green près du point source (y ′, x ′)
sous la forme suivante :
Proposition 5.3. Pour (y, x) = (y ′, x ′), la fonction de Green sortante J admet la
décomposition :
J ((y, x); (y ′, x ′))=E(y − y ′, x − x ′)+R0(y, y ′;x − x ′),
où pour tout y ′ de ]−h,0[, le reste R0(· , y ′; ·) appartient à C∞(Ω).
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Démonstration. Avec les notations de la démonstration du Théorème 5.1, on montre
′ ∞d’abord que W(· , y ; ·) ∈ C (Ω). En effet pour d  3, on vérifie par le théorème de
Lebesgue que chacune des fonctions ξα∂kτ Ŵ∗ ∈C0([τ ∗,+∞[;L2(Rd)), donc par l’égalité
de Parseval, on en déduit que ∂ky ∂αx W(· , y ′; ·) ∈ C0([−h,0];L2(Rd)) pour tous k ∈ N et
α ∈Nd . En particulier W(· , y ′; ·) ∈C∞(Ω).
Pour d = 2, on écrit :
Ŵ∗(τ, ξ)= e
−|ξ |τ
2|ξ |
+∞∑
n=0
(−1)ne−2|ξ |hn
et comme par la formule d’inversion de Fourier–Hankel on a pour tous d  2 et σ > 0,
+∞∫
0
e−ρσ ρd/2−1Jd/2−1(rρ)dρ = 2d/2−1π−1/2Γ
(
d − 1
2
)
rd/2−1
(σ 2 + r2)(d−1)/2 ,
on en déduit :
W∗(τ, x)= 1
4π
+∞∑
n=0
(−1)n 1
((2hn+ τ )2 + |x|2)1/2 .
Ainsi W∗ ∈ C0([τ ∗,+∞[×Rd) puisque la série converge uniformément dans
[τ ∗,+∞[ × Rd . Une étude analogue des dérivées permet d’en déduire que W(· , y ′; ·) ∈
C∞(Ω).
On montre ensuite que S(· , y ′; ·) ∈ C∞(Ω). En effet comme ∂yG(0, y ′; ·) ∈ S(Rd ), la
régularité de l’opérateur N (Dx) donnée dans la démonstration du Théorème 3.5 assure
que ∂αx V (y ′, ·) ∈ B∗(Rd) pour tout α ∈Nd , et par suite on en déduit par récurrence à l’aide
de la Proposition 2.2 que par exemple ∂ky∂αx S(· , y ′; ·) ∈ L2(]−h,0[;B∗(Rd)) pour tous k
et α. En particulier S(· , y ′; ·) ∈C∞(Ω). ✷
En notant
γ (ω) := 2(2π)(d−1)/2eiπ(d−3)/4k(ω)−(d−3)/2,
on a le comportement asymptotique de J ((y, x); (y ′, x ′)) quand |x| tend vers +∞ :
Proposition 5.4. Pour (y, x) = (y ′, x ′), la fonction de Green sortante J admet la
décomposition suivante :
J ((y, x); (y ′, x ′)) = α2(ω)
γ (ω)
cosh
(
k(ω)(y + h)) cosh(k(ω)(y ′ + h)) eik(ω)|x||x|(d−1)/2
× e−ik(ω)x ′·x/|x| +R∞
(
(y, x); (y ′, x ′)),
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où pour tout compact K de Rd , il existe R0 tel que le reste R∞ vérifie :lim
R→+∞
1
R
∫
R0<|x|<R
∣∣R∞((y, x); (y ′, x ′))∣∣2 dx = 0,
cette limite étant uniforme par rapport à y, y ′ ∈ [−h,0] et x ′ ∈K .
Démonstration. Pour k ∈ C avec k = 0 et mk  0 on note E(· ; k) la solution
élémentaire de l’opérateur −x − k2 définie pour x ∈Rd , x = 0 par :
E(x; k) := i
4
(
k
2π |x|
)d/2−1
H
(1)
d/2−1
(
k|x|),
où H(1)ν est la fonction de Hankel de première espèce d’ordre ν.
L’opérateur intégral de convolution dans Rd de noyau E(x; k) peut être prolongé en
un opérateur défini dans B(Rd ) et donne une formule de représentation des solutions de
l’équation (−x − k2)v = g dans Rd . Ainsi, pour k réel > 0, g ∈ B(Rd ) et v ∈ S ′(Rd),
alors d’après [1,2,10], v appartient à B∗(Rd), est k-sortante et vérifie (−x − k2)v = g
dans Rd , si et seulement si
v(x)=
∫
Rd
E(x − x ′; k)g(x ′)dx ′.
De même v ∈ B∗(Rn) et vérifie l’équation (−x + k2)v = g dans Rd , si et seulement si
v(x)=
∫
Rd
E(x − x ′; ik)g(x ′)dx ′.
De la représentation de la solution du problème de la houle donnée dans le Théo-
rème 4.6, on déduit avec les notations de ce théorème :
J ((y, x); (y ′, x ′))= j0(y)j0(y ′)E(x − x ′; k(ω))+W(y, y ′;x − x ′),
où
W(y, y ′;x)=
+∞∑
n=1
jn(y)jn(y
′)E(x; kn).
Comme on l’a noté au cours de la démonstration de la Proposition 4.5 à l’aide des
inégalités de Sobolev, il existe une constante C telle que pour tous n entier  0 et
y ∈ [−h,0] on ait : ∣∣jn(y)∣∣C|kn|.
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De plus, comme dans [1], les propriétés asymptotiques des fonctions de Hankel ([15] par
dexemple) assurent qu’il existe une constante C > 0 telle que pour tous x ∈R avec x = 0,
k ∈C avec k = 0 et mk  0 on ait :∣∣E(x; k)∣∣ Ce−mk|x|(|x|−d+2 + |k|(d−3)/2|x|−(d−1)/2).
Etant donné un compact K de Rd , soit R0 un réel assez grand pour que 2|x ′ − x| |x|
pour x ′ ∈K et |x|R0. Des estimations précédentes, on déduit qu’il existe une constante
C telle que pour tous x ′ ∈K , x ∈Rd avec |x|R0, n 1 et y, y ′ ∈ [−h,0] on ait :∣∣jn(y)jn(y ′)E(x − x ′; kn)∣∣ Ce−|kn||x|/2|kn|2(1+ |kn|(d−3)/2)
et comme (n− 1/2)π < |kn| (n+ 1/2)π , il en résulte que pour une nouvelle constante
C on a pour tous n 1, x ′ ∈K , x ∈Rd avec |x|R0 et y, y ′ ∈ [−h,0],∣∣jn(y)jn(y ′)E(x − x ′; kn)∣∣ Ce−nπ |x|/4.
Par conséquent pour tout compact K , il existe R0 tel que
lim
R→+∞
1
R
∫
R0<|x|<R
∣∣W(y, y ′;x − x ′)∣∣2 dx = 0,
cette limite étant uniforme par rapport à x ′ ∈K et à y, y ′ ∈ [−h,0].
De plus, les propriétés asymptotiques des fonctions de Hankel permettent aussi d’écrire
que l’on a, quand |x| tend vers +∞ :
E
(
x − x ′; k(ω))= 1
γ (ω)
eik(ω)|x|
|x|(d−1)/2 e
−ik(ω)x ′·x/|x| +O
(
1
|x|(d+1)/2
)
,
ce comportement étant uniforme par rapport à x/|x| dans la sphère unité de Rd et par
rapport à x ′ dans un compact de Rd . Ce qui permet alors de conclure. ✷
En notant
e
(
(y, x);ω,σ ) := α(ω) cosh(k(ω)(y + h)) e−ik(ω)x·σ
pour (y, x) ∈Ω , ω ∈ ]0,+∞[ et σ ∈ Sd−1 où Sd−1 est la sphère unité de Rd , les calculs
précédents montrent aussi :
Corollaire 5.5. Pour tous y, y ′ ∈ [−h,0], x ′ ∈Rd et σ ∈ Sd−1 on a :
lim
r→+∞ r
(d−1)/2e−ik(ω)rJ ((y, rσ ); (y ′, x ′))= α(ω)
γ (ω)
cosh
(
k(ω)(y ′ + h))e((y ′, x ′);ω,σ ),
cette limite étant uniforme par rapport à y, y ′ ∈ [−h,0], x ′ dans un compact de Rd et
σ ∈ Sd−1.
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Remarque. La décomposition de J donnée dans la Proposition 5.2 est en fait la définition
de la fonction de Green sortante donnée par [9] dans le cas d = 2. A partir de cette
écriture, [9] en déduit son comportement près du point source ainsi qu’à l’infini.
Dans la Proposition 5.3, on a également précisé la singularité de J au point source à
partir de la singularité de G. Par contre le comportement de J au voisinage de l’infini
donné dans la Proposition 5.4 a été précisé en utilisant la décomposition en modes du
Théorème 4.6.
Remarque. Chacune des fonctions e((· , ·);ω,σ) est une fonction bornée solution du
problème homogène : 
−e= 0 dans Ω,(
∂ye−ω2e
)
(0, ·)= 0 dans Rd ,
∂ye(−h, ·)= 0 dans Rd .
Cette famille d’ondes propres généralisées dans Ω , indexée par (ω,σ ) ∈ ]0,+∞[× Sd−1
a été utilisée par [3] pour définir une diagonalisation d’un opérateur lié au problème étudié
ici.
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