The main purpose of the present paper is to extend the theory of non-smooth atomic decompositions to anisotropic function spaces of Besov and Triebel-Lizorkin type. Moreover, the detailed analysis of the anisotropic homogeneity property is carried out. We also present some results on pointwise multipliers in special anisotropic function spaces.
Introduction
In recent years, many efforts have been made to develop decomposition techniques in function spaces using atoms, quarks or wavelets as building blocks. All these techniques have found widespread applications in other branches of the theory of function spaces and still remain very much alive as subjects of current research. For a deeper discussion of these techniques, the reader is referred to the recent monograph [13] .
In the present paper we are concerned with non-smooth atomic decompositions of special anisotropic function spaces of Besov type. Using these non-smooth atoms one can also improve the smoothness assumptions for classical smooth anisotropic atoms according to Farkas [3] in a natural way. The problem of extending the theory of non-smooth isotropic atoms to the anisotropic case was posed by H. Triebel in [13, Remark 5.16 ]. The second purpose of this work is to study pointwise multipliers in these function spaces. We now describe briefly the contents of the paper. In Section 2 we set up notation and terminology and summarize some basic facts on anisotropic function spaces. In Section 3 the homogeneity properties of anisotropic function spaces are presented. Section 4 is concerned with the non-smooth atomic decomposition in some anisotropic spaces of Besov type. These results are 
Anisotropic function spaces.
In this subsection we introduce the anisotropic Besov and Triebel-Lizorkin spaces and describe some important properties. Let us start by recalling briefly the basic ingredients needed to introduce these spaces by the Fourier-analytical approach. Throughout the paper we call the vector α = (α 1 , . . . , α n ) with 0 < α 1 ≤ . . . ≤ α n < ∞ and
an anisotropy in R n . For t > 0, r ∈ R and x = (x 1 , . . . , x n ) ∈ R n we put
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For x = (x 1 , . . . , x n ) ∈ R n , x = 0, let |x| α be the unique positive number t such that
and put |0| α = 0. It turns out that | · | α is an anisotropic distance function according to [3 
Note that in the isotropic case, which means α 1 = · · · = α n = 1, |x| α is the Euclidean distance of x to the origin.
For each j ∈ N we define
and put ϕ 
is finite. In the limiting case q = ∞ the usual modification is required.
is finite. In the limiting case q = ∞ the usual modification is required. 
. The above Fourier analytical approach to anisotropic function spaces is due to H. Triebel [9] .
Let us now make a few historical comments on anisotropic function spaces. A detailed treatment of the history of anisotropic function spaces can be found in [13, Section 5] . There is quite an extensive literature concerning anisotropic function spaces, beginning with the work of S. M. Nikol'skij and O. V. Besov. The key objective is to make the smoothness properties of an element from some function space dependent on the chosen direction in R 
is finite is called the classical anisotropic Sobolev space
. We now describe a generalization of classical anisotropic Sobolev spaces, replacing the smoothness vectork = (k 1 , . . . , k n ) consisting only of natural numbers by the vector with real entries. We consider the anisotropic lift operator I α σ with σ ∈ R, which takes f ∈ S
Then we refer to
withs = (s 1 , . . . , s n ) and s r = s/α r , r = 1, . . . , n, as anisotropic Sobolev spaces or anisotropic Bessel potential spaces. In addition, if s r ∈ N for all r = 1, . . . , n, then
become the classical anisotropic Sobolev spaces according to (8) . We proceed by describing the classical anisotropic Besov spaces. Let 1 < p < ∞ and 1 ≤ q ≤ ∞. Moreover lets = (s 1 , . . . , s n ) with 0 < s r < M r ∈ N and set
h f with h = te r , t ∈ R denote the iterated differences according to (1) in direction of the r-th coordinate and e r stands for the corresponding unit vector in R n . Once again putting s 1 = . . . s n = s > 0, we recover the classical Besov spaces as presented for instance in [10, Section 1.2.5]. We now shall discuss the relation between the function spaces introduced in Definition 2.1 and the classical anisotropic function spaces. Given an anisotropic smoothness vectors = (s 1 , . . . , s n ), we define the so-called mean smoothness s and α = (α 1 , . . . , α n ) by
1 s r and α r = s s r , r = 1, . . . , n.
This makes it possible to recover in Definition 2.1 the classical anisotropic function spaces. For instance, restricting the range of involved indices in Definition 2.1(i) to 1 < p < ∞ and 1 ≤ q ≤ ∞, we obtain Bs pq (R
On the other hand, given a function space A s,α pq (R n ) with a suitable combination of indices, the vectors = (s 1 , . . . , s n ) is calculated bȳ s = (s/α 1 , . . . , s/α n ). Let s ∈ R and 1 < p < ∞. Then it can be shown that
in the sense of equivalent norms. Moreover, we have the following anisotropic Paley-Littlewood theorem
We conclude this subsection by discussing some characterizations of the anisotropic spaces B 
respectively. Here we have extended the definition of (ϕ α j ) given by (5) to all j ∈ Z with the minor modification i.e. for j = 0, we put ϕ
, we may state the next result. Proposition 2.3. Let 0 < p, q ≤ ∞ with p < ∞ in the F -case and s > σ p . Moreover let α be an anisotropy according to (2) . Then
We will also need a "continuous" version of the above proposition replacing the homogeneous quasi-norm on the right-hand side of (12) by its integral counterpart. Note that the Besov space case can be found in [8, Theorem 3.3] .
Theorem 2.4. Let 0 < p, q ≤ ∞, s > σ p and let α be an anisotropy according to (2) . Moreover, we put ρ
Both Proposition 2.3 and Theorem 2.4 can be proved in the same way as in [10, Section 2.3.3 ]. This will be omitted here.
Classical atomic decompositions in anisotropic function spaces.
As a preparation, we shall recall some basic notations of atomic decompositions in the anisotropic setting. If ν ∈ N 0 and m = (m 1 , . . . , m n ) ∈ Z We are now in a position to introduce the respective building blocks.
Definition 2.5. Let α be an anisotropy according to (2) . Let
with βα < L. If conditions (i) and (ii) are satisfied for ν = 0, then a is called an anisotropic 1 K -atom. Remark 2.6. In the sequel, we will write a α νm instead of a, to indicate the localization and size of an anisotropic (s, p) K,L -atom a, i.e. if supp a ⊂ dQ α νm . If L = 0, then (iii) simply means that there are no moment conditions. In this case, we shorten the notation by writing (s, p) K -atom instead of (s, p) K,0 -atom.
The main advantage of the atomic decomposition approach is that we can often reduce a problem given in A s,α pq (R n ) to the corresponding sequence space. We shall resrict ourselves to the case A = B and thus define the Besov sequence spaces. 
The Besov sequence space b pq is defined as the set
with the usual modification if either p = ∞ or q = ∞. In what follows , we shall abbreviate b pp to b p .
In the sequel to shorten the notation we utilize the following abbreviation:
Below we formulate the atomic decomposition characterization of anisotropic Besov spaces B Theorem 2.8. Let 0 < p, q ≤ ∞, s ∈ R and α be an anisotropy according to (2) . Let K, L ≥ 0 with
and L > σ p − s be fixed.
if, and only if, it can be written as
where a
where the infimum is taken over all admissible representations (17), is an equivalent quasi-norm in B s,α pq (R n ).
As an application of the above smooth atomic decomposition theorem we obtain the next result. For K ∈ N and α an anisotropy we denote by
Proposition 2.9. Let 0 < p, q ≤ ∞, s > σ p and let α be an anisotropy according to (2) . Let K ∈ N with K ≥ s + α n . Then there exists a positive constant c such that
.
) and consider an optimal smooth atomic decomposition
Note that supp ga α νm ⊂ supp a α νm ⊂ dQ α νm , and
for β with βα ≤ K. Assuming g = 0, otherwise (19) is trivially satisfied, we can rewrite (20) as
being anisotropic (s, p) K -atoms. Then, by the smooth atomic decomposition theorem, it follows that gf ∈ B s,α pq (R n ) and, moreover,
with constants independent of f and g.
Homogeneity property for anisotropic function spaces
The homogeneity property presented below is based on the Fubini property defined as follows.
is an equivalent quasi-norm in B s,α
Note that the inner quasi-norm in (22) is taken only with respect to the variable x r and s r = s/α r . Theorem 3.2. Let 0 < p, q ≤ ∞, s > σ p and let α be an anisotropy according to (2) . Then the spaces B For the proof and more details, we refer the reader to [2] . As we will see below, the Fubini property will play a central role in the proof of the homogeneity property for anisotropic Besov spaces B s,α p (R n ). The following proposition is a simple consequence of recent results on the homogeneity property in isotropic function spaces on domains due to A. Caetano et al. [1] . Proposition 3.3. Let 0 < p, q ≤ ∞ and s > σ p . Furthermore, let f ∈ B s pq (R n ) be such that supp f ⊂ {y ∈ R n : |y| ≤ λ} for some 0 < λ < 1. Then
where the equivalence constants are independent of λ.
For a complete treatment of homogeneity property for isotropic Besov and Triebel-Lizorkin spaces on domains, the reader may consult a recent work of A. Caetano et al. [1] . The next result describes the homogeneity property in special anisotropic Besov spaces, when p = q. Let us briefly comment on the anisotropic homogeneity property in Lebesgue spaces L p (R n ) with 0 < p ≤ ∞. A straightforward computation shows that for λ > 0
In the sequel, we utilize the following abbreviation
Proposition 3.4. Let 0 < p ≤ ∞, s > σ p and let α be an anisotropy according to (2) .
Proof : The central idea of the proof is the use of the Fubini property for anisotropic Besov spaces B s,α p (R n ), to obtain an equivalent quasi-norm modeled only on Besov spaces defined on R, which are isotropic. For these spaces we shall employ the homogeneity property of isotropic Besov spaces as described in Proposition 3.3. Assume that f ∈ B s,α p (R n ) with supp f ⊂ {y ∈ R n : |y| α ≤ λ}. Recall that by virtue of Theorem 3.2 we have
It may be worth reminding the reader that by (9) we have that s = α r s r for r = 1, . . . , n. Applying (26) to f (λ α ·), using (23) and (24) results in
which finishes the proof.
Next, we make full use of Theorem 2.4 to get the following assertion.
holds for λ > 0. The underlying equivalence constants are independent of λ.
Proof : Taking into account the equivalent quasi-norm in A 
The last equivalence follows from (24). Recall that ρ
Therefore, a chain of standard substitutions gives
To establish the proof, we consider the integral part of the equivalent quasinorms given by (13) and (14). We state it here for A = B. Then, we obtain
which finishes the proof for the B-case. The proof of the F -case is analogous. 
Anisotropic non-smooth atoms
The next proposition summarizes the basic properties of the just introduced anisotropic non-smooth atoms. In its first part we compare these atoms with the classical atoms described in Definition 2.5. 
In particular, for p ≥ 1 we obtain
Proof : Let us start by recalling the needed homogeneity property. Taking
, ν ∈ N in Proposition 3.4 we obtain for g ∈ B s,α
To establish (i) let us assume that a α νm is an anisotropic (s, p) K -atom with K > σ > s. We can write
where
Note that, for each ν ∈ N 0 and m ∈ Z We now prove (ii). We may assume m = 0 and we put a 
Let r ∈ (1, ∞) be such that r > p and s − n/p ≥ −n/r. Then it holds
Using the Hölder inequality combined with the homogeneity property (32) we obtain for ν ∈ N 0
The main result in this section is the following atomic decomposition theorem of type (17) and (18) 
where a 
where the infimum is taken over all admissible representations (34), is an equivalent quasi-norm in B s,α
Proof : Our method will be an adaptation of the reasoning used in [13, Section 2.2], but we have to examine very carefully the influence of the anisotropy.
Step 1. We start our proof by justifying the convergence of the series on the right-hand side of (34) in some L r (R n ) with 1 < r < ∞. Assume first that p > 1. Then, by Proposition 4.2 combined with the support property (28), we obtain r (R n ) with s − n/p = t − n/r and p ≤ r.
Step 2. By Theorem 2.8 and Proposition 4.2 the only point remaining concerns the proof of the inequality
for all decompositions (34). Taking into account that B 
Thus, we are left with the task of proving (36) with p > 1. We adopt throughout the notational convention that the elements of N 0 are denoted by j, k and the elements of (17) we have
for αγ ≤ K and x ∈ R n . In addition, one gets 
Furthermore, by virtue of (38), we obtain 
where i = 1, · · · , n, and hence, as k ≤ j,
which means that, for each i ∈ {1, · · · , n}, there are, at most, 2c possible values for m i . Therefore, the cardinal number of (j, w, k) is less or equal to (2c) n (a number independent of j, w, k). Let
Corollary 4.4. Let 0 < p ≤ ∞ and α be an anisotropy according to (2) . 
Pointwise multipliers in anisotropic function spaces
and
Definition 5.1. Let 0 < p, q ≤ ∞ (p < ∞ in the F -case ), s ∈ R and let α be an anisotropy according to (2) . We define the space
is finite.
Remark 5.2. The isotropic selfsimilar spaces were firstly introduced in [12] and considered again in [13] Section 2.3. A careful look at (45) reveals that these space are closely connected with pointwise multipliers. We also mention its forerunner, the so-called uniform spaces, which were studied in detail in [5] . Using Proposition 3.5, one can easily show that
uniformly for all j ∈ N 0 and l ∈ Z n . Consequently,
Thus, the right-hand side of (46) 
and we wish to prove that, up to normalizing constants, ma 
