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Introduc¸a˜o
Motivac¸a˜o
Este trabalho consta de treˆs partes bem diferenciadas que sa˜o o reflexo
de cinco anos de investigac¸a˜o do candidato a Doutor na a´rea dos polino´mios
ortogonais.
Este processo comec¸ou em 1989, quando no u´ltimo ano de licenciatura,
frequenta´mos um curso de Teoria da Aproximac¸a˜o leccionado pelo Professor
Joaquin Bustoz (Universidade Estatal do Arizona). A forma de trabalhar
deste Professor, mais o atractivo da mate´ria em estudo (ponto de encontro
de va´rias teorias) levou-nos a sentir atra´ıdos por esta a´rea de investigac¸a˜o. O
pro´prio Professor Bustoz nos aconselhou va´rios Professores que nos poderiam
orientar, e por um acaso em que o destino e´ fe´rtil, a Professora Fa´tima Leite
encontrou num Congresso o Professor Francisco Marcella´n que viria a orientar
mais directamente os nossos trabalhos.
Um convite para vir a` Universidade de Coimbra na˜o se fez esperar por parte
do Professor Jaime Carvalho e Silva, e em 1991, comec¸a´mos a nossa actividade
de investigac¸a˜o com este Professor, no aˆmbito da Linha de Investigac¸a˜o de
Equac¸o˜es Diferenciais e Aplicac¸o˜es.
Com ele e com o Professor Carvalho e Silva estabelecemos um Plano de
Doutoramento com duas etapas. A primeira consistia na frequeˆncia de um Cur-
so de Mestrado em Matema´tica na A´rea de Investigac¸a˜o da F´ısica-Matema´tica,
na Universidade de Coimbra com a correspondente Dissertac¸a˜o, e a segunda na
Universidade Carlos III de Madrid, fazendo alguns Cursos de Po´s-Graduac¸a˜o
englobados no Curso de Doutoramento que a´ı decorre todos os anos, par-
ticipando nas actividades do Grupo de Investigac¸a˜o dirigido pelo Professor
Marcella´n e de alguns esta´gios nas equipas de investigac¸a˜o de Professores es-
pecialistas nos problemas que ı´amos estudando.
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xii INTRODUC¸A˜O
Um processo longo como este e´ constituido por avanc¸os e recuos. Assim,
ainda que a Tese de Mestrado por no´s realizada em 1993 [19] seja um ponto de
partida para o estudo que aqui apresentamos, na˜o lhe seremos completamente
fieis. Com isto queremos dizer que alguns dos resultados a´ı iniciados foram
aqui reformulados ou ate´ suprimidos, para obtermos uma maior coereˆncia no
trabalho final. Como exemplo disto, temos o Cap´ıtulo dedicado aos problemas
inversos diferenciais que apresenta´mos em [19], do qual somente aproveita´mos
algumas ideias a´ı contidas para a obtenc¸a˜o de outros resultados novos que
constam da segunda parte deste trabalho. Seja como for a Tese de Mestrado
sera´ sempre um ponto de refereˆncia.
O problema em que trabalha´mos desde o in´ıcio foi o de obter a medida
associada a uma dada sucessa˜o de polino´mios ortogonais, conhecida uma rep-
resentac¸a˜o para os coeficientes da relac¸a˜o de recorreˆncia a treˆs termos que
sabemos verificarem estas sucesso˜es.
Este tipo de problemas sa˜o conhecidos na literatura como problemas inver-
sos.
Para se comec¸ar a trabalhar num problema e´ necessa´rio passar por va´rias
etapas. A primeira diz respeito a` documentac¸a˜o geral, a´ı obtemos a in-
formac¸a˜o de ı´ndole geral que nos permite enquadrar o nosso problema numa
teoria mais vasta, bem como saber se ja´ algue´m se interessou por ele e em
que contexto o fez. Apo´s o que chega´mos a` fase da obtenc¸a˜o de resulta-
dos parciais que apresenta´mos em semina´rios internos e que posteriormente,
depois de devidamente refinados, leva´mos a reunio˜es cient´ıficas da nossa es-
pecialidade. E´ precisamente nesta fase que, em contacto com a comunidade
cient´ıfica, nos sa˜o dadas a conhecer outras refereˆncias que podem estar mais ou
menos relacionadas com o que pretendemos resolver. Ha´ enta˜o muitas vezes
a necessidade de fazer esta´gios de curta durac¸a˜o por forma a poder discu-
tir com especialistas que trabalham ou esta˜o interessados em problemas afins
aos nossos. Depois de tudo isto ha´ que saber dar forma a toda a informac¸a˜o
recolhida. Nesta u´ltima fase temos que seleccionar bem o material para na˜o
nos deixarmos desviar do nosso objectivo ainda que algumas vezes fac¸amos
incurso˜es ra´pidas noutros campos da teoria geral estudada.
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Divid´ımos o nosso trabalho em treˆs partes. Na primeira, expomos as
noc¸o˜es gerais da teoria dos polino´mios ortogonais e apresentamos a evoluc¸a˜o
desta teoria no que diz respeito a`s classes de medidas que foram sendo estu-
dadas. Nesta parte somos influenciados pela leitura dos livros do Szego˝ [143],
Geronimus [56] e Chihara [35], bem como pela perspectiva actual da teoria
que pode ser vista pela ana´lise dos livros de Van Assche [148, 149], de Nik-
ishin e Sorovkin [120] ou do trabalho [119]. Queremos realc¸ar que nos dois
u´ltimos anos tivemos semanalmente um semina´rio de investigac¸a˜o sobre polino´-
mios ortogonais, na Universidade Carlos III de Madrid, onde se estudaram os
livros [120, 149]. Ale´m disso, tivemos a presenc¸a de eminentes matema´ticos
especialistas nesta a´rea de investigac¸a˜o, que completaram, com a ana´lise de
problemas de interesse actual, o estudo que a´ı ia sendo realizado.
Quer´ıamos destacar treˆs destes matema´ticos pelo que nos inspiraram na
realizac¸a˜o deste trabalho.
Comecemos pelo Professor Aptekarev (Universidade de Moscovo, Ru´ssia)
que esteve como Professor Convidado na Universidad Carlos III de Madrid no
ano lectivo de 1994/95, com o qual trabalha´mos no estudo do livro [120] bem
como sobre a teoria das redes na˜o-lineares de Toda.
De grande importaˆncia foi tambe´m o Semina´rio apresentado pelo Professor
Stahl (TFH-Berlin, Alemanha) intitulado “Asymptotic Behavior of Orthogo-
nal Polynomials” pois aguc¸ou-nos a curiosidade por um tema antigo que tem
despertado muita atenc¸a˜o nos u´ltimos tempos, como prova a publicac¸a˜o do
livro de Stahl e Totik [138].
Temos ainda que mencionar, sem pretender ser exaustivo, a presenc¸a do
Professor Peherstorfer (Universidade de Linz, Austria) com quem trabalha´mos
sobre temas de combinac¸o˜es lineares de polino´mios ortogonais (extenso˜es da
noc¸a˜o de quase-ortogonalidade) e tive´mos interessantes discusso˜es sempre que
nos brindou com a sua presenc¸a na Universidad Carlos III de Madrid. Neste
momento temos um plano de trabalho para um Po´s-Doutoramento junto da
equipa do Professor Peherstorfer.
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Note-se que nestes Semina´rios na˜o se falou somente de polino´mios ortogo-
nais pois tive´mos um Curso sobre “Redes Neuronais” leccionado pelo Profes-
sor Yves Kamp (Universidade de Louvain-La-Neuve, Be´lgica). Este Professor
tem va´rios trabalhos sobre aplicac¸o˜es dos polino´mios ortogonais matriciais a`
Ana´lise de Dados.
A segunda parte do presente trabalho diz respeito ao primeiro tipo de
problemas por no´s estudados e a que chama´mos problemas inversos diferen-
ciais. Como destes problemas surgem as famı´lias de polino´mios ortogonais
cla´ssicas bem como as suas extenso˜es naturais, preferimos dar como t´ıtulo
generalizac¸o˜es dos polino´mios ortogonais cla´ssicos. Comec¸a´mos por mostrar
dois resultados do Professor Vicente Gonc¸alves [60, 61] que podem ser reinter-
pretados por forma a obtermos duas caracterizac¸o˜es, dos polino´mios ortogonais
cla´ssicos. Estas caracterizac¸o˜es ainda que ja´ tivessem sido provadas, assumem
nos referidos trabalhos uma clareza e generalidade que na˜o conseguimos ver
nos anteriores. Assim, mostraremos que as caracterizac¸o˜es que foram sendo
descobertas para as famı´lias de polino´mios ortogonais cla´ssicos e que podem
ser consultadas em [4, 26] ja´ se encontravam a´ı em per´ıodo de gestac¸a˜o. Esta
parte e´ a que mais semelhanc¸as tem com [19], devendo no entanto realc¸ar-se o
trabalho de seriac¸a˜o dos resultados que a´ı apresenta´mos por forma a inclu´ı-los
junto a novos problemas.
Para a elaborac¸a˜o desta parte, foi de grande utilidade o esta´gio que re-
aliza´mos na Faculdade Universita´ria de Notre Dame de la Paix em Namur
(Be´lgica) com o Professor Ronveaux e o contacto com o Professor Magnus
da Universidade Cato´lica de Louvain-La-Neuve (Be´lgica). Do referido esta´gio
resultou o trabalho [20].
Os pontos altos da teoria aqui desenvolvida va˜o ser por no´s apresentados
no Congresso “Dragoslav S. Mitrinovic´ Memorial Conference” a realizar de 20
a 21 de Junho de 1996.
A terceira parte deste trabalho diz respeito ao estudo dos problemas inver-
sos estruturais, tanto para medidas de suporte na recta real como para aquelas
cujo suporte esta´ na circunfereˆncia unita´ria (circunfereˆncia centrada na origem
das coordenadas e raio um). Este tipo de problemas aparece-nos ja´ na segunda
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parte, devido a muitos problemas inversos diferenciais se transformarem em es-
truturais. Voltaremos mais tarde a este ponto. Nesta a´rea encontra´mos um
vazio pois, ainda que as transformac¸o˜es racionais de medidas estivessem sufi-
cientemente estudadas, o caso de quando as novas medidas tinham, associadas
uma sucessa˜o de polino´mios ortogonais, na˜o tinha sido considerado. Mas o
nosso objectivo foi mais ambicioso, pois partimos de uma sucessa˜o de poli-
no´mios ortogonais e de outra quase ortogonal associada, e demos condic¸o˜es
necessa´rias e suficientes para que esta sucessa˜o seja de facto ortogonal. Ale´m
disso, damos uma representac¸a˜o para a medida associada. Posteriormente in-
spirados pelo trabalho [119] e fruto do esta´gio realizado na Universidade de
Leuven (Be´lgica) com o Professor Van Assche, estuda´mos o comportamento
assimpto´tico destas novas sucesso˜es de polino´mios ortogonais.
A partir do momento em que mostra´mos a equivaleˆncia existente entre este
problema e o das modificac¸o˜es racionais das medidas, passa´mos a um outro
tipo de problema que ja´ nos tinha cativado aquando da Tese de Mestrado.
Na verdade, quando estuda´mos os problemas inversos diferenciais, vimos
aparecer medidas do tipo exponencial, mais geralmente conhecidas por tipo
Freud. Obtivemos nessa altura algumas relac¸o˜es na˜o-lineares para os coefi-
cientes da relac¸a˜o de recorreˆncia a treˆs termos que generalizavam outras ja´
conhecidas na literatura. No decorrer do estudo de [120] vimos como obter,
em casos particulares, a partir de propriedades diferenciais dos coeficientes
da relac¸a˜o de recorreˆncia a treˆs termos que uma dada sucessa˜o de polino´mios
ortogonais verifica, informac¸a˜o sobre a medida que lhe esta´ associada. Esta
medida tinha a particularidade de ser do tipo exponencial, pelo que vimos a´ı
uma oportunidade de enriquecer o estudo que t´ınhamos realizado sobre modi-
ficac¸o˜es racionais das medidas.
E´ no decorrer de um semina´rio realizado pelo Professor Aptekarev e sua
posterior discussa˜o, que vislumbra´mos a possibilidade de realizar o referido
estudo, que ja´ se encontra pendente de aceitac¸a˜o numa revista da especiali-
dade [10]. Neste trabalho vemos como um problema da F´ısica Matema´tica e´
resolvido a` custa da teoria dos polino´mios ortogonais. Ale´m disso, mostra-nos
como esta˜o relacionadas a teoria de operadores e a dos polino´mios ortogonais.
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A extensa˜o do problema inverso estrutural a sucesso˜es de polino´mios ortog-
onais associadas a medidas com suporte na circunfereˆncia unita´ria, foi realizado
em cooperac¸a˜o com o Professor Golinskii (Academia de Cieˆncias de Ucrania,
Kharkov, Ucrania). De notar que este Professor se encontrou na Universidade
Carlos III de Madrid durante um meˆs no ano lectivo de 1994/95. Com ele
realiza´mos o trabalho [22].
Enquadramento Histo´rico
O resultado fundamental da Teoria Geral dos Polino´mios Ortogonais e que
usualmente e´ atribu´ıdo a Favard diz-nos que, dada uma sucessa˜o livre de po-
lino´mios {pn}, i.e. uma sucessa˜o de polino´mios tal que gr pn = n, existe uma
correspondeˆncia biun´ıvoca entre a existeˆncia de uma medida positiva dµ cujo
suporte esta´ em R tal que∫
pn(x)pm(x)dµ(x) = δn,m , n,m ∈ N (1)
e a existeˆncia de sucesso˜es (vn) ⊂ R+, (bn) ⊂ R tais que
xpn = vnpn+1 + bnpn + vn−1pn−1 para n = 1, 2, . . .
p−1 = 0, p0 = 1, (vn > 0, =mbn = 0).
(2)
Esta relac¸a˜o de recorreˆncia pode ser escrita em notac¸a˜o matricial por:
J

p0
...
pn
...
 = x

p0
...
pn
...

onde a matriz tridiagonal
J =

b0 v0 0
v0 b1 v1 0
0 v1 b2 v2 0
. . . . . . . . . . . . . . .

e´ chamada matriz de Jacobi.
Vemos assim que a Teoria Geral dos Polino´mios Ortogonais se encontra
estreitamente relacionada com as Teorias da Medida e de Operadores. As
relac¸o˜es com a Teoria das Fracc¸o˜es Cont´ınuas e da Aproximac¸a˜o depreendem-
se do facto de este resultado, originalmente atribu´ıdo a Favard [43], aparecer
ja´ nos trabalhos de Natanson [111], Sherman [134] e Shohat [135] no contexto
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das Teoria das Fracc¸o˜es Cont´ınuas. Pelo Teorema de Stone [142] se J e´ a rep-
resentac¸a˜o matricial de um operador auto-adjunto, enta˜o suppµ e´ o espectro
do operador e µ a sua medida espectral (veja-se por exemplo [1, 12, 120]).
Assim sendo, podemos estabelecer como problema espectral directo: a partir
dos coeficientes (vn), (bn) do operador J determinar a medida espectral, i.e.
J −→ µ . (P(a))
Reciprocamente, a relac¸a˜o
µ −→ J (P(b))
e´ chamada problema espectral inverso (em [88] pode ver-se uma resenha de
resultados sobre relac¸o˜es entre (P(a)), (P(b))).
De notar que estes problemas na Teoria dos Polino´mios Ortogonais sa˜o co-
nhecidos por problema inverso (P(a)) e directo (P(b)). Assim e´ necessa´rio ter
em atenc¸a˜o a diferenc¸a existente entre problemas Directo e Inverso espectrais
e os nossos problemas Inversos.
O trabalho que vamos apresentar e´ dedicado ao estudo dos problemas In-
versos na Teoria do Polino´mios Ortogonais.
Estes problemas podem ser abordados de va´rias formas. Por exemplo,
como a func¸a˜o de Stieltjes, associada a` medida de ortogonalidade
χ(z;µ) =
∫
dµ(x)
z − x '
∞∑
ν=0
Sν
zν+1
onde
Sν =
∫
xνdµ(x) , ν = 0, 1, . . .
sa˜o os momentos da medida µ, pode ser representada em fracc¸a˜o cont´ınua de
Jacobi
χ(z;µ) =
v20
z − b0 −
v21
z − b1 −
v22
. . .
,
temos um me´todo para resolver o problema espectral inverso e ao mesmo
tempo, reduzir o problema espectral directo a` soluc¸a˜o de um problema de
momentos (ver [1]).
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Tendo-se em conta os processos gerais, somente se conhecem alguns casos
em que se conseguiu resolver o problema espectral (P). Entre eles podemos
contar como caso dos polino´mios ortogonais cla´ssicos (Hermite, Laguerre, Ja-
cobi e Bessel) [20, 26, 35, 96, 143], e os polino´mios ortogonais associados a
matrizes de Jacobi perio´dicas [33, 55, 125].
Os polino´mios ortogonais cla´ssicos sa˜o tais que a func¸a˜o peso w associada a`
medida de ortogonalidade verifica uma equac¸a˜o diferencial de primeira ordem,
chamada de Pearson, com coeficientes polinomiais
(φw)′ = ψw , grφ ≤ 2 , grψ = 1. (3)
Daqui podemos formular dois problemas. O primeiro, e´ o de como obter os
coeficientes da relac¸a˜o de recorreˆncia a treˆs termos que a sucessa˜o de poli-
no´mios ortogonais {pn} associada a w definida por (3) verifica. Outro, que
e´ praticamente um seu rec´ıproco, corresponde a determinar em termos de φ
e ψ uma condic¸a˜o necessa´ria e suficiente para que w definida por (3) tenha
associada uma sucessa˜o de polino´mios ortogonais.
Estes dois problemas podem ser resolvidos de uma forma elegante [23]. De
facto, pode ver-se que, formalmente, (3) e´ equivalente a dizer que existe uma
famı´lia livre de polino´mios {pn} tal que
φp′′n + ψp
′
n = λnpn , n ∈ N. (4)
Mas Vicente Gonc¸alves [60] provou que {pn}, definida por (4), verifica uma
relac¸a˜o de recorreˆncia a treˆs termos do tipo (2). Ale´m disso, vimos que vn, bn
em [23] podem ser calculados explicitamente a partir de φ e ψ. Assim sendo,
resta-nos aplicar o Teorema de Favard para concluirmos a demonstrac¸a˜o.
Va´rios foram os autores que, a partir de (3), obtiveram relac¸o˜es importantes
para as sucesso˜es de polino´mios ortogonais {pn} associadas a w. Estas relac¸o˜es
encontram-se em [4, 26].
Como generalizac¸a˜o natural das famı´lias cla´ssicas temos aquelas associadas
a uma func¸a˜o peso que verifica (3) com φ e ψ polino´mios quaisquer de graus
limitados. O primeiro estudo neste sentido foi realizado por Shohat. Nesse
trabalho o autor provou que se
(φw)′ = ψw , grφ ≤ s+ 2 , grψ ≤ s+ 1 (3’)
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enta˜o a sucessa˜o {pn} que lhe esta´ associada verifica
φp′n + ψpn =
n+s∑
k=n−s
an,kpk , n ≥ s (5)
φp′′n + ψp
′
n =
n+s−1∑
k=n−s−1
bn,kpk , n ≥ s (6)
Anp
′′
n +Bnp
′
n + Cnpn = 0 (7)
onde An, Bn, Cn sa˜o polino´mios cujos coeficientes dependem de n e com grau
independente de n.
Este tipo de representac¸o˜es tornou-se importante quando Karlin e Szego˝, no
estudo realizado em [76], propuseram o problema de caracterizar as func¸o˜es
peso associadas a sucesso˜es de polino´mios ortogonais que verifiquem (5). A
resposta a esta questa˜o foi dada independentemente por Bonan, Lubinsky e
Nevai numa se´rie de trabalhos [17, 18, 113, 114] e por Maroni em [100].
Enquanto os primeiros estiveram mais interessados em determinar explici-
tamente a medida, Maroni provou que se {pn} verifica (5) enta˜o a func¸a˜o
peso que lhe esta´ associada verifica (3’). Pode dizer-se que qualquer das
condic¸o˜es (6) e (7) caracteriza as sucesso˜es de polino´mios ortogonais semi
cla´ssicas [7, 69]. Ale´m disso, do estudo por no´s apresentado em [19, Lema
II.2, p. 41], estamos em condic¸o˜es de dizer que se {pn} verificar uma relac¸a˜o
do tipo (5) tomando em vez de φ um polino´mio que dependa de n enta˜o a
medida de ortogonalidade verifica uma equac¸a˜o do tipo Pearson.
A teoria desenvolvida por Maroni para resolver este problema, e a que
chamaremos teoria dos polino´mios ortogonais semi cla´ssicos, foi para no´s uma
grande fonte de inspirac¸a˜o. De facto, o conceito de quase ortogonalidade que
ele generalizou de Dickinson [39] mais o resultado devido a Shohat [136] que
nos diz como relacionar duas famı´lias de polino´mios, uma ortogonal {pn} e
outra quase ortogonal {qn} relativamente a` mesma func¸a˜o peso, i.e.
qn =
n∑
k=n−s
an,kpk , n ≥ s
qn =
n∑
k=0
an,kpk , 0 ≤ n < s
(8)
sugeriu-nos a ideia de estudar o seguinte problema:
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— Dar condic¸o˜es necessa´rias e suficientes para que {qn} assim definida
seja uma sucessa˜o de polino´mios ortogonais. Ale´m disso, determinar uma
representac¸a˜o para a medida associada.
A este tipo de problemas chamaremos problemas inversos estruturais.
Estes problemas surgem na literatura associados a modificac¸o˜es racionais
da medida [118, 147], a gerac¸a˜o de novas famı´lias de polino´mios ortogo-
nais [44], a problemas de Sturm-Liouville de ordem superior a dois [80] ou
a equac¸o˜es diferenciais de diferenc¸as [27] (cf. Cap´ıtulo V).
O primeiro trabalho sobre problemas inversos estruturais foi realizado por
Geronimus [55] quando a matriz de Jacobi e´ perio´dica. Nesse trabalho Geron-
imus apresentou o problema:
— Construir uma sucessa˜o de polino´mios ortogonais mo´nicos, {pn}, que
satisfac¸a
xpn+s+1 = vn+s+1pn+s+2 + bn+s+1pn+s+1 + vn+spn+s , n ∈ N.
Note-se que deixamos arbitra´rios os primeiros s coeficientes e consequente-
mente os s primeiros pj.
No caso particular em que bn+s = 0 e vn+s+1 =
1
4
, n ∈ N pode ver-se
que {pn} e´ uma combinac¸a˜o linear de um nu´mero finito de polino´mios de
Tchebychev de segunda espe´cie.
Depois dos estudos realizados por Bonan, Lubinsky, Nevai e Maroni con-
tinua em aberto o problema de determinar dentre as medidas µ cuja func¸a˜o
peso associada verifica (3’) aquelas que possuem uma sucessa˜o de polino´mios
ortogonais associada.
No decurso do estudo realizado em [137], Shohat apresentou o compor-
tamento assimpto´tico dos coeficientes (vn) da matriz de Jacobi associada a
w(x) = exp(−x4). De notar que w assim definida verifica w′ = −4x3w.
Daqui decorre muito do interesse por estes problemas apresentados. Note-
se tambe´m que o estudo dos polino´mios ortogonais associados a medidas cujo
suporte e´ um conjunto limitado da recta real se encontra devidamente estu-
dado, devido a` relac¸a˜o existente com os polino´mios ortogonais com suporte
na circunfereˆncia unita´ria (ver Geronimus [56]). No entanto, quando o su-
porte e´ um conjunto na˜o limitado o estudo das propriedades das ra´ızes, o
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comportamento assimpto´tico e a representac¸a˜o para os polino´mios ortogonais
encontra-se ainda hoje em estado de desenvolvimento.
O estudo que realiza´mos nos Cap´ıtulos II e III descrevem a evoluc¸a˜o da teo-
ria desenvolvida por Szego˝ [143] sobre os polino´mios ortogonais associados a
medidas com suporte na circunfereˆncia unita´ria. Mostramos um processo inter-
essante de como obter fo´rmulas assimpto´ticas para as sucesso˜es de polino´mios
ortogonais, apresentado por Nikishin em [119] e que no Cap´ıtulo VI vamos
estender a outro tipo de polino´mios. No Cap´ıtulo I, apresentamos a teoria
desenvolvida por Nevai [112] e Van Assche [149], para os polino´mios ortogo-
nais cujos coeficientes da matriz de Jacobi associada verificam limn→∞ vn = a
e limn→∞ bn = b. Este estudo esta´ mais uma vez justificado pelo estudo que
realizamos no Cap´ıtulo VI.
Este tema tornou-se popular atrave´s duma conjectura de Freud sobre o
comportamento assimpto´tico de (vn) associada a` func¸a˜o peso w(x) = exp(p(x))
com p polino´mio de grau fixo. Este problema foi resolvido por Magnus [89, 90].
Note-se que estes polino´mios podem ser vistos como extenso˜es dos de Her-
mite.
Outro tipo de extensa˜o dos polino´mios ortogonais cla´ssicos deriva do estudo
realizado por Pollaczek [127], onde apresentou um me´todo para determinar a
medida associada a sucesso˜es de polino´mios ortogonais cujos coeficientes da
matriz de Jacobi associada sa˜o func¸o˜es racionais de n.
Este me´todo permitiu a Askey, Bustoz, Ismail e Wimp [11, 30, 151] obter
as medidas associadas a sucesso˜es de polino´mios ortogonais que verificam a
mesma relac¸a˜o de recorreˆncia a treˆs termos que as cla´ssicas mas com condic¸o˜es
iniciais distintas.
Os resultados obtidos por estes autores permitiram-nos elaborar um estudo
complecto das sucesso˜es de polino´mios ortogonais que verificam uma equac¸a˜o
diferencial que generaliza a de Bochner, i.e.
(
ΦD2 +ΨD + µnI
)
p
(1)
n−1 = 2kp
′
n
onde Φ, Ψ sa˜o polino´mios de graus quando muito dois e um, respectivamente
(cf. Cap´ıtulo IV).
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Vemos assim que a teoria dos polino´mios ortogonais evoluiu em torno dos
polino´mios ortogonais cla´ssicos, o que na˜o e´ de estranhar, pois estes sa˜o os
polino´mios ortogonais com melhores propriedades diferenciais, do que resulta
maior facilidade para encontrar uma expressa˜o expl´ıcita.
Em muitas destas famı´lias na˜o se conhecem expresso˜es expl´ıcitas, mas o
facto de estarem “ta˜o pro´ximas” das cla´ssicas, permite-nos obter em alguns
casos o seu comportamento assimpto´tico, a localizac¸a˜o das suas ra´ızes e uma
representac¸a˜o para a medida associada.
Sendo assim, o nosso objectivo e´, sempre que poss´ıvel, apresentar estas treˆs
caracter´ısticas das famı´lias de polino´mios ortogonais.
Descric¸a˜o Suma´ria dos Objectivos
A primeira Parte deste trabalho encontra-se plenamente justificada pelas
considerac¸o˜es anteriores.
A segunda Parte deste trabalho diz respeito ao estudo dos chamados
“Problemas Inversos Diferenciais”
que comec¸a´mos aquando da Tese de Mestrado [19] e que continua´mos com a
apresentac¸a˜o dos trabalhos [20, 21, 27, 23].
De qualquer forma, quer´ıamos destacar que, no Cap´ıtulo IV, apresenta-
mos como teria evolu´ıdo a teoria dos polino´mios ortogonais cla´ssicos se tivesse
sabido a devido tempo dos resultados de Vicente Gonc¸alves [60, 61].
Por outro lado o Cap´ıtulo V foi estruturado a partir do trabalho que iremos
apresentar no Congresso “Dragoslav S. Mitrinovic´ Memorial Conference” [27].
A terceira parte diz respeito a` recolha de treˆs trabalhos de investigac¸a˜o [10,
22, 24] por no´s realizados nos dois u´ltimos anos.
No Cap´ıtulo VI damos condic¸o˜es necessa´rias e suficientes para que a sucessa˜o
de polino´mios {qn} definida por (7) seja ortogonal. Damos neste caso uma rep-
resentac¸a˜o para a medida associada. O estudo aqui apresentado encontra-se
aceite para publicac¸a˜o [24]. Apresentamos, no final, o estudo do comporta-
mento assimpto´tico de determinadas sucesso˜es de polino´mios ortogonais. Nesse
estudo tivemos a colaborac¸a˜o de Van Assche.
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O Cap´ıtulo VII esta´ dedicado a uma extensa˜o dum trabalho de Guerfi
e Maroni [66], que apresentamos como aplicac¸a˜o do trabalho [24]. Assim,
damos uma caracterizac¸a˜o das sucesso˜es de polino´mios ortogonais inversas das
cla´ssicas bem como o seu comportamento assimpto´tico.
No Cap´ıtulo VIII resolvemos o problema ana´logo ao realizado no Cap´ıtulo VI
mas para o caso em que a medida considerada tem suporte na circunfereˆncia
unita´ria. O estudo que aqui apresentamos baseia-se no trabalho [22] que foi
realizado em colaborac¸a˜o com Golinskii e Marcella´n.
No Cap´ıtulo IX estudamos medidas que esta˜o na classe de Freud, pois
sa˜o modificac¸o˜es por meio de exponenciais de medidas de Borel positivas. Aı´
apresentamos o trabalho que realiza´mos com Aptekarev e Marcella´n em [10].
Notac¸a˜o e Nomenclatura
Regra geral utilizaremos, como nesta Introduc¸a˜o, {pn} para denotar as
sucesso˜es de polino´mios ortonormais em contraposic¸a˜o com {Pn} quando nos
queremos referir a`s sucesso˜es de polino´mios ortogonais mo´nicos (i.e. Pn =
xn+ . . .). Ale´m disso, os coeficientes da matriz de Jacobi associada a sucesso˜es
de polino´mios ortonormais sera˜o denotados por bn, vn e no caso das famı´lias
mo´nicas utilizaremos βn, γn, onde βn = bn e γn+1 = v
2
n para n ∈ N = {0, 1, . . .}.
O sistema de numerac¸a˜o por no´s utilizado e´ o usual, i.e. numerac¸a˜o Ro-
mana para os Cap´ıtulos e indo-a´rabe para as secc¸o˜es. Quando nos referirmos
a equac¸o˜es escreveremos sempre a sua refereˆncia entre parentesis curvos e para
a numerac¸a˜o referente a Definic¸o˜es, Teoremas, Corola´rios, Lemas e Problemas
apresentaremos a refereˆncia tal qual ela aparecer no enunciado. Assim, se de-
sejarmos referir-nos a` equac¸a˜o terceira da segunda secc¸a˜o, dentro do Cap´ıtulo
III a` qual pertence a secc¸a˜o referida, escreveremos (2.3). Se nos encontrarmos
noutro Cap´ıtulo qualquer referir-nos-emos a esta equac¸a˜o por (III.2.3).
Adopta´mos o s´ımbolo de Halmos  para representar o final duma demons-
trac¸a˜o.
Vamos representar o conjunto dos nu´meros naturais por N, o conjunto dos
nu´meros inteiros por Z, o conjunto dos nu´meros reais por R e o conjunto
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dos nu´meros complexos por C. Assim sendo denotaremos os nu´meros inteiros
positivos por Z+ = {1, 2, . . .}.
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1. Funcionais Lineares
Vamos introduzir as noc¸o˜es alge´bricas que necessitamos neste trabalho, que
basicamente foram retiradas de [35, 101].
Seja P o espac¸o linear dos polino´mios definidos em R com coeficientes
complexos, e considere-se a funcional linear u sobre P, i.e.
u : P −→ C
p(x) 7−→ 〈u, p(x)〉
Como {xn} e´ uma base de P podemos definir u a` custa da acc¸a˜o de u sobre esta
base, i.e. 〈u, xn〉 = un. A (un) chamaremos sucessa˜o de momentos. Definamos
de seguida a noc¸a˜o ba´sica desta teoria.
DEFINIC¸A˜O 1.1. Seja u uma funcional linear. A famı´lia de polino´mios,
{Pn}, e´ dita a sucessa˜o de polino´mios ortogonais associada a u se
grPn = n, i.e. {Pn} e´ uma famı´lia livre de polino´mios
〈u, PnPm〉 = κnδn,m , n,m ∈ N e κn 6= 0 .
Se o coeficiente do termo de maior ordem de Pn for igual a um enta˜o
dizemos que {Pn} e´ a sucessa˜o de polino´mios ortogonais mo´nicos associada a
u. Quando uma funcional linear u tiver associada uma sucessa˜o de polino´mios
ortogonais mo´nicos diremos que u e´ uma funcional linear regular ou quase
definida no sentido de Chihara [35]. Enunciamos um teorema de equivaleˆncia
sobre a regularidade de uma funcional linear apresentado por Maroni em [100].
TEOREMA 1.1. Sejam u uma funcional linear e (un) a sucessa˜o de mo-
mentos associada. As seguintes afirmac¸o˜es sa˜o equivalentes:
• u e´ uma funcional linear regular;
• O determinante da matriz de Hankel, [ui+j]n−1i,j=0, e´ na˜o nulo para todo
o n ∈ Z+, i.e. Hn = |ui+j|n−1i,j=0 6= 0, n ∈ Z+;
• existe uma sucessa˜o livre de polino´mios, {Bn}, tal que
|〈u,BkBm〉|nk,m=0 6= 0 , n ∈ N;
• para cada famı´lia livre de polino´mios, {Qn}, temos
|〈u,QkQm〉|nk,m=0 6= 0 , n ∈ N.
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COROLA´RIO I.1. Seja u uma funcional linear regular; enta˜o a sucessa˜o
de polino´mios ortogonais mo´nicos associada {Pn} admite a seguinte repre-
sentac¸a˜o
Pn(x) =
1
Hn
∣∣∣∣∣∣∣∣
u0 . . . un
...
...
un−1 . . . u2n−1
1 . . . xn
∣∣∣∣∣∣∣∣ , n ∈ Z
+
P0(x) = 1 convencionando-se H0 = 1.
(1.1)
Ale´m disso,
〈u, PnPm〉 = Hn+1
Hn
δn,m , n,m ∈ N.
Vejamos que a sucessa˜o de momentos determina a representac¸a˜o de u. De
facto, Boas [15] demonstrou o seguinte resultado.
TEOREMA 1.2. Seja (un) uma sucessa˜o de nu´meros reais; enta˜o existe
uma func¸a˜o real de variac¸a˜o limitada φ tal que∫
R
xndφ(x) = un , n ∈ N.
Na verdade, este resultado permitiu levar a teoria dos polino´mios ortogonais
desenvolvida por Szego˝ em [143] a` ortogonalidade a respeito de uma funcional
linear regular.
Antes de mais apresentemos as seguintes definic¸o˜es:
DEFINIC¸A˜O 1.2. Seja µ uma medida de Borel positiva. Definimos su-
porte da medida µ, suppµ como sendo o conjunto
suppµ = {z ∈ C : µ(Bz,) > 0 , ∀  > 0}
onde Bz, = {y ∈ C : |y − z| < }.
Veˆ-se facilmente que suppµ e´ fechado.
Denotemos por co(A) o invo´lucro convexo de A ⊂ C, i.e. o menor, no
sentido da inclusa˜o de conjuntos, convexo contendo A. Dizemos que G ⊂ C e´
convexo se para todo o x, y ∈ G o segmento que os une estiver contido em G.
Assim, podemos dizer que
co(A) =
⋂
A⊂G⊂C
G convexo
G.
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Se A for fechado, co(A) e´ a intersecc¸a˜o de todos os semi-planos fechados con-
tendo A.
Note-se que se (un) for tal que Hn > 0 , n ∈ N; enta˜o, dizemos que a
funcional linear regular u e´ definida positiva, e existe uma medida de Borel
positiva, dµ, tal que u admite a seguinte representac¸a˜o
〈u, xn〉 =
∫
I
xndµ(x) , n ∈ N
onde I e´ o invo´lucro convexo do suporte de µ, suppµ, chamado tambe´m de
verdadeiro intervalo de ortogonalidade.
2. Teoria da Dualidade
Definamos alguns operadores lineares sobre P:
p 7→ (qp)(x) = q(x)p(x) , q ∈ P
p 7→ (θcp)(x) = p(x)− p(c)
x− c , c ∈ C
p 7→ (Dp)(x) = p′(x)
p 7→ (ha ◦ τbp)(x) = p(ax− b) , b ∈ C e a ∈ C \ {0}
Por dualidade, obtemos os seguintes operadores sobre P∗ (dual alge´brico de
P):
• 〈qv, p〉 = 〈v, qp〉 onde 〈qv, xn〉 =
gr q∑
i=0
ai〈v, xi+n〉 , n ∈ N com q(x) =
gr q∑
i=0
aix
i e v ∈ P∗;
• 〈(x− c)−1v, p〉 = 〈v, θcp〉 enta˜o
〈(x− c)−1v, xn〉 =

0 , se n = 0
n−1∑
i=0
cn−1−i〈v, xi+n〉 , se n ∈ Z+ ;
• 〈Dv, p〉 = −〈v, p′〉 onde 〈Dv, xn〉 = −n〈v, xn−1〉 , n ∈ N;
• 〈ha ◦ τbv, p(x)〉 = 〈v, τ−b ◦ ha−1p(x)〉 onde
〈ha ◦ τbv, xn〉 = 1
an
n∑
k=0
(
n
k
)
(−b)n−k〈v, xk〉 , n ∈ N.
Dado o polino´mio p(x) =
s∏
i=1
(x− xi)mi , para todo o f ∈ P, definimos
(ΘXf)(x) =
f(x)− (Lf)(x)
p(x)
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onde,
(Lf)(x) =
s∑
i=1
mi∑
k=1
f (k−1)(xi)Lik(x)
e´ o polino´mio interpolador de Lagrange-Sylvester (Hermite) de f com nodos
em xi, i = 1, . . . , s e Lik verifica as seguintes condic¸o˜es:
L
(ν)
ik (xj) =
{
1 se ν = k − 1 e j = i
0 caso contra´rio
para k = 1, 2, . . . ,mi e i = 1, . . . , s. Enta˜o:
DEFINIC¸A˜O 2.1. A funcional linear p−1u e´ definida por
〈p−1(x)u, f〉 = 〈u,ΘXf〉, f ∈ P.
Vimos na secc¸a˜o anterior que podemos expressar a sucessa˜o de polino´-
mios ortogonais mo´nicos associada a uma funcional linear u em termos dos
seus momentos (un). Aqui vamos dar uma representac¸a˜o para a funcional li-
near u em termos da sucessa˜o de polino´mios ortogonais mo´nicos associada.
Comec¸amos por definir base dual, (αn), duma sucessa˜o de polino´mios mo´nicos
{Pn} na˜o necessariamente ortogonal, por
〈αn , Pm〉 = δn,m , n,m ∈ N.
Assim, se v ∈ P∗ enta˜o
v =
∑
n∈N
〈v, Pn〉αn . (2.1)
Vejamos como relacionar esta base com a dual associada a` sucessa˜o de polino´-
mios mo´nicos {P ′n+1
n+1
}, {α′n}:
— Por um lado temos que
〈α′m ,
P ′n+1
n+ 1
〉 = δn,m = − 1
n+ 1
〈D(α′m), Pn+1〉
e por outro 〈αm+1 , Pn+1〉 = δn,m logo 〈(n + 1)αn+1 , Pn+1〉 = −〈D(α′n), Pn+1〉,
n ∈ N e portanto,
D(α′n) = −(n+ 1)αn+1 , n ∈ N (2.2)
Agora, se u ∈ P∗ for uma funcional linear associada a {Pn}, enta˜o admite a
seguinte representac¸a˜o
u = u0α0 .
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Ale´m disso, como
〈αn , Pm〉 = δn,m = 〈 Pnu〈u, P 2n〉
, Pm〉 , m ∈ N
obtemos que
αn =
Pnu
〈u, P 2n〉
, n ∈ N. (2.3)
Na verdade tem-se o resultado, mais geral:
TEOREMA 2.1. Sejam {Pn} uma sucessa˜o de polino´mios mo´nicos e (αn)
a base dual que lhe esta´ associada. Enta˜o as seguintes afirmac¸o˜es sa˜o equiva-
lentes:
(a) {Pn} e´ a sucessa˜o de polino´mios ortogonais mo´nicos associada a
〈α0 , P0〉α0 = u .
(b) Para cada n ∈ N existe φn ∈ P de grau exactamente n tal que αn =
φnu, n ∈ N.
(c) As bases duais {Pn} e (αn) esta˜o relacionadas por
αn =
Pnu
〈u, P 2n〉
, n ∈ N. (2.4)
(d) Existem (βn) ⊂ C e (γn) ⊂ R \ {0} tais que
xPn = Pn+1 + βnPn + γnPn−1 , n ∈ Z+
P0 = 1 , P1 = x− β0.
(2.5)
(e) Existem (βn) ⊂ C e (γn) ⊂ R \ {0} tais que
xαn = γn+1αn+1 + βnαn −αn−1 , n ∈ N e α−1 = 0.
(f)
Pn+1(x)Pn(y)− Pn+1(y)Pn(x)
x− y =
n∑
k=0
rn
rk
Pk(x)Pk(y) onde rk =
k∏
i=1
γi.
(g) P ′n+1(x)Pn(x)− Pn+1(x)P ′n(x) =
n∑
k=0
rn
rk
P 2k (x) onde rk =
k∏
i=1
γi.
OBSERVAC¸A˜O . No Teorema anterior as equivaleˆncias entre:
• (a) e (d) e´ o chamado Teorema de Favard-Shohat.
• (a) e (b), (c) e (e) foram demonstradas por Maroni em [104].
• (a) e (f) foi demonstrada por Brezinski em [29].
• (a) e (g) foi demonstrada por Branquinho em [19].
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Podemos ainda obter os coeficientes dos polino´mios ortogonais em termos
dos coeficientes da relac¸a˜o de recorreˆncia a treˆs termos:
TEOREMA 2.2. Seja {Pn} uma sucessa˜o de polino´mios ortogonais mo´-
nicos associada a` funcional linear u e verificando a relac¸a˜o de recorreˆncia a
treˆs termos (2.5). Se
Pn+1(x) = x
n+1 +
n∑
k=0
`n+1−k,n+1xk , n ∈ N (2.6)
enta˜o
γn`k−1,n−1 + βn`k,n = `k+1,n − `k+1,n+1 , k = 0, 1, . . . , n (2.7)
DEMONSTRAC¸A˜O. O resultado sai directamente da comparac¸a˜o dos
coeficientes de xk em (2.5), depois de substituirmos Pn pela expressa˜o (2.6). 
3. Algumas Famı´lias de Polino´mios
Vejamos que tipo de famı´lias de polino´mios mo´nicos esta˜o associadas aos
operadores definidos na secc¸a˜o anterior. Comecemos pela noc¸a˜o de quase or-
togonalidade.
DEFINIC¸A˜O 3.1. Sejam {Pn} uma sucessa˜o de polino´mios ortogonais
mo´nicos e u uma funcional linear. Dizemos que {Pn} e´ quase ortogonal de
ordem s associado a u se
〈u, PnPm〉 = 0 , |n−m| ≥ s+ 1
∀ r ≥ s 〈u, Pr−sPr〉 6= 0 .
(3.1)
OBSERVAC¸A˜O . Uma sucessa˜o de polino´mios mo´nicos quase ortogonal
de ordem 0 e´ ortogonal. De facto, se 〈u, P 2r 〉 6= 0 enta˜o 〈u, P 2r 〉 = γr〈u, P 2r−1〉.
Se u for regular, i.e. existir uma sucessa˜o de polino´mios ortogonais mo´nicos
{Qn} associada, enta˜o temos a seguinte relac¸a˜o devido a Shohat [136]:
Qn(x) =
n∑
k=0
an,kPk , 0 ≤ n ≤ s− 1
Qn(x) =
n∑
k=n−s+1
an,kPk , n ≥ s
(3.2)
com an,n−s 6= 0, n ≥ s.
Ale´m disso, Maroni provou [100]:
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TEOREMA 3.1. Seja {Pn} a sucessa˜o de polino´mios ortogonais mo´nicos
associada a` funcional linear u; enta˜o as seguintes afirmac¸o˜es sa˜o equivalentes:
• {Pn} e´ quase ortogonal de ordem s relativamente a u˜.
• Existe um u´nico polino´mio φ de grau exactamente s tal que u˜ = φu.
• < u˜, Ps >6= 0 e < u˜, Pn >= 0, para n ≥ s 6= 1.
Daqui se conclui que a noc¸a˜o de quase ortogonalidade esta´ intimamente
ligada com a multiplicac¸a˜o de uma funcional linear por um polino´mio.
Associada a` modificac¸a˜o da funcional linear u, (x−t)−1u, temos a chamada
sucessa˜o de polino´mios ortogonais mo´nicos associada de primeira ordem. As-
sim:
DEFINIC¸A˜O 3.2. Seja {Pn} a sucessa˜o de polino´mios ortogonais mo´nicos
associada a` funcional linear u. A` sucessa˜o de polino´mios ortogonais mo´nicos
{P (1)n } de termo geral
P (1)n (x) =
1
u0
〈
ut ,
Pn+1(x)− Pn+1(t)
x− t
〉
onde ut representa a acc¸a˜o de u na varia´vel t, chamamos sucessa˜o de polino´mios
ortogonais mo´nicos associada de primeira ordem.
Esta sucessa˜o de polino´mios ortogonais mo´nicos satisfaz a mesma rela-
c¸a˜o de recorreˆncia a treˆs termos que {Pn}, (2.5), mas com condic¸o˜es iniciais
P˜−1(x) = 1 e P˜0(x) = 0. Enta˜o P˜n(x) = P
(1)
n−1(x). Definamos outra soluc¸a˜o
de (2.5).
DEFINIC¸A˜O 3.3. Seja {Pn} uma sucessa˜o de polino´mios ortogonais mo´-
nicos. A sucessa˜o de polino´mios ortogonais mo´nicos definida por
Pn+1(x; d) = Pn+1(x)− dP (1)n (x) , n ∈ N
e´ chamada co-recursiva correspondente a {Pn}.
Neste caso veˆ-se facilmente que as condic¸o˜es iniciais veˆm dadas por{
P0(x; d) = 1
P1(x; d) = P1(x)− d.
Associada a` modificac¸a˜o, ha ◦ τb, da funcional linear regular u podemos definir
uma nova sucessa˜o de polino´mios ortogonais mo´nicos.
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DEFINIC¸A˜O 3.4. Seja {Pn} a sucessa˜o de polino´mios ortogonais mo´nicos
associada a` funcional linear u. Dizemos que Rn e´ uma transformac¸a˜o afim de
Pn se existem paraˆmetros reais a, b com a 6= 0 tais que Rn(x) = a−nPn(ax+ b).
Neste caso {Rn} satisfaz a seguinte relac¸a˜o de recorreˆncia a treˆs termos
xRn(x) = Rn+1(x) +
βn − b
a
Rn(x) +
γn
a2
Rn−1(x) , n ∈ Z+
R0(x) = 1 , R1(x) = x− β0 − b
a
onde βn, γn sa˜o os coeficientes de (2.5).
4. Medidas Complexas Associadas
Apresentamos agora uma te´cnica interessante para o ca´lculo de medidas as-
sociadas a uma dada sucessa˜o de polino´mios ortogonais mo´nicos. Comecemos
por dar a definic¸a˜o de transformada de Stieltjes de medidas de Borel positivas
que pode ser estendida a funcionais lineares regulares.
DEFINIC¸A˜O 4.1. Sejam µ uma medida de Borel positiva com suppµ ⊂
R. Definimos a transformada de Stieltjes de µ, como sendo a func¸a˜o anal´ıtica,
χ(., µ), dada por
χ(z, µ) =
∫
suppµ
dµ(t)
z − t , z ∈ C \ suppµ.
O pro´ximo resultado mostra-nos a importaˆncia destas func¸o˜es.
TEOREMA 4.1 (Markov). Seja {Pn} a sucessa˜o de polino´mios ortogonais
mo´nicos associada a` medida de Borel positiva µ. Enta˜o
lim
n→∞
P
(1)
n−1(z)
Pn(z)
= χ(z, µ) uniformemente para z ∈ C \ suppµ.
Ale´m disso, como {Pn} verifica (2.5)
χ(z, µ) =
1
z − β0 −
γ1
z − β1 −
γ2
. . .
.
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Usando agora o Teorema de Cauchy vemos que χ(z, µ) e´ uma medida com-
plexa para {Pn}. De facto,∫
D
Pn(z)Pm(z)χ(z, µ)dz
=
∫
D
Pn(z)Pm(z)
∫
suppµ
dµ(t)
z − t dz , D ⊂ C \ suppµ
= 2pii
∫
suppµ
Pn(t)Pm(t)dµ(t) .
Vejamos agora como determinar a medida associada a uma sucessa˜o de po-
lino´mios ortogonais mo´nicos co-recursiva quando a medida inicial e´ conhecida.
Considere-se o seguinte resultado devido a Dehesa, Marcella´n e Ronveaux [38]:
TEOREMA 4.2. Seja {Pn} a sucessa˜o de polino´mios ortogonais mo´nicos
associada a` medida positiva de Borel µ. Enta˜o, a transformada de Stieltjes da
medida correspondente a Pn(x; d), χ(z, µ
d) vem dada por
χ(z, µd) =
χ(z, µ)
dχ(z, µ) + 1
, z ∈ C \ suppµ. (4.1)
DEMONSTRAC¸A˜O. Comecemos por escrever a transformada de Stielt-
jes da medida co-recursiva µd
χ(z, µd) =
1
z − (β0 − d)−
γ1
z − β1 −
γ2
. . .
Portanto,
1
χ(z, µd)
= z − (β0 − d)−
γ1
z − β1 −
γ2
. . .
= d+
1
χ(z, µ)
o que nos da´ directamente (4.1). 
5. Exemplos
Como exemplos de sucesso˜es de polino´mios ortogonais mo´nicos associadas
a uma medida positiva temos as chamadas cla´ssicas (Hermite, Hn, Laguerre
, Lαn, e Jacobi, P
α,β
n ). Estas sucesso˜es de polino´mios mo´nicos sa˜o ortogonais
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Pn φ ψ w I
Hn 1 −2x exp(−x2) R
Lαn x −x+ α+ 1 xα exp(−x) [0,∞[
Pα,βn 1− x2 −(β + α+ 2)x+
β + α
(1− x)α(1 + x)β [−1, 1]
Bαn x
2 (α+ 2)x+ 2 xα exp(−2/x) T
Tabela 1. Cla´ssicos (A)
relativamente a uma funcional linear u cuja func¸a˜o peso associada w e´ soluc¸a˜o
da equac¸a˜o de Pearson, i.e
(φw)′ = ψw (5.1)
onde φ, ψ ∈ P tais que grφ ≤ 2 e grψ = 1. A funcional linear, u,
associada a w representa-se por
〈u, xn〉 =
∫
I
xnw(x)dx , n ∈ N.
Note-se que (5.1) tem muitas soluc¸o˜es mas, a menos de uma transformac¸a˜o afim
na varia´vel temos os casos apresentados na Tabela 1. Vemos assim aparecer
uma nova sucessa˜o de polino´mios ortogonais mo´nicos quando φ(x) = x2 a que
chamaremos de Bessel, Bαn . Esta sucessa˜o de polino´mios ortogonais mo´nicos,
durante muito tempo na˜o esteve inclu´ıda na classificac¸a˜o das sucesso˜es de poli-
no´mios ortogonais mo´nicos cla´ssicas por na˜o ser ortogonal relativamente a uma
medida de Borel positiva. De facto, so´ recentemente Kim, Kwon e Han [78]
e Dura´n [40], independentemente, encontraram uma funcional com suporte
sobre R para esta sucessa˜o de polino´mios ortogonais mo´nicos.
Pode ver-se que quando α < −1 no caso Laguerre, ou α, β < −1 no caso
Jacobi, as funcionais lineares associadas a estas sucesso˜es de polino´mios or-
togonais mo´nicos na˜o sa˜o definidas positivas. Assim, Ismail et al., usando
o processo descrito na secc¸a˜o anterior, apresentaram as medidas complexas
associadas a`s sucesso˜es de polino´mios ortogonais mo´nicos cla´ssicas (estes re-
sultados esta˜o apresentados na Tabela 2). O estudo da equac¸a˜o de Pearson
em termos de funcional linear, i.e. o estudo da regularidade das funcionais
lineares soluc¸o˜es de (5.1), foi por no´s apresentado em [23]. Voltaremos a este
problema no decurso deste trabalho.
NOTAC¸A˜O . Na Tabela 2:
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Pn w I Restric¸o˜es
Lαn −Ψ(1, 1− α,−z) S(R) α 6= −1,−2, . . .
Pα,βn 2
α+β+1γ(α+ 1)γ(β + 1)Xα,β C α, β 6= −1,−2, . . .
Tabela 2. Cla´ssicos (B)
Pn βn γn+1
Hn 0
n+1
2
Lαn 2n+ α+ 1 (n+ 1)(n+ α+ 1)
Pα,βn
β2−α2
(2n+α+β)(2n+α+β+2)
4(n+1)(n+α+1)(n+β+1)(n+α+β+1)
(2n+α+β+1)(2n+α+β+2)2(2n+α+β+3)
Bαn
−2α
(2n+α)(2n+α+2)
−4(n+1)(n+α+1)
(2n+α+1)(2n+α+2)2(2n+α+3)
Tabela 3. Cla´ssicos (C)
• Ψ e´ a func¸a˜o de Tricomi (ver [41, Cap. 6]).
• S(R) = {z ∈ C : |z| = R, exp(−R2)≤arg(z)≤ 2pi− exp(−R2)}.
• Xα,β = (γ(α+ β + 2)(z − 1))−1 2F1
(
1, α+ 1
α+ β + 2
∣∣∣∣ 2/(1− z)).
• {z ∈ C : |z − 1| > 2} ⊂ C.
• T = {z ∈ C : |z| = 1}.
A famı´lia dos polino´mios ortogonais cla´ssicos e´ importante na˜o so´ pelas suas
aplicac¸o˜es, mas tambe´m porque com ela podemos estudar a evoluc¸a˜o da teoria
dos polino´mios ortogonais. De facto, pode ver-se que houve ao longo do tempo
interesse em relacionar a medida de ortogonalidade com os coeficientes da re-
lac¸a˜o de recorreˆncia a treˆs termos, i.e. obter uma representac¸a˜o para a medida
a partir do conhecimento destes coeficientes, e vice versa. Este problema con-
tinua por resolver, no entanto neste trabalho mostramos como proceder para
resolver este tipo de problemas para certos casos. Assim, pela ana´lise da Tabe-
la 3 pode ver-se que os coeficientes da relac¸a˜o de recorreˆncia a treˆs termos que
as sucesso˜es de polino´mios ortogonais mo´nicos cla´ssicas verificam sa˜o func¸o˜es
racionais de n. Este facto foi o que deu origem ao trabalho realizado por Pol-
laczek [127]. Aı´ o autor desenvolveu um me´todo para determinar a funcional
linear a respeito da qual, uma sucessa˜o de polino´mios mo´nicos que verifique
uma relac¸a˜o de recorreˆncia a treˆs termos com coeficientes racionais em n, e´
ortogonal. Utilizando este me´todo Askey e Wimp [11], Wimp [151] e Bustoz e
Ismail [30] determinaram a medida de Borel positiva associada a`s sucesso˜es de
polino´mios ortogonais mo´nicos pertencentes a` famı´lia cla´ssica generalizada, i.e.
16 I. POLINO´MIOS ORTOGONAIS SOBRE A RECTA REAL
sucesso˜es de polino´mios ortogonais mo´nicos {P (a)n } que verificam uma relac¸a˜o
de recorreˆncia a treˆs termos do tipo
xP (a)n = P
(a)
n+1 + β(n+ a)P
(a)
n + γ(n+ a)P
(a)
n−1 , n ∈ Z+
P
(a)
0 = 1 , P
(a)
1 = x− β(a).
(5.2)
onde definimos os (β(n)) e (γ(n)) como sendo os coeficientes correspondentes
da famı´lia cla´ssica (ver Tabela 3). O caso Bessel na˜o foi estudado por estes
autores.
Pode ver-se no caso Jacobi que
lim
n→∞
βn = 0 e lim
n→∞
γn =
1
4
.
Nevai definiu a famı´lia de sucesso˜es de polino´mios ortogonais mo´nicos cu-
jos coeficientes da relac¸a˜o de recorreˆncia a treˆs termos verificam esta duas
condic¸o˜es, denotando-a porM(1, 0). Um estudo destas sucesso˜es de polino´mios
ortogonais mo´nicos encontra-se em [149]. Nesse trabalho o autor mostra-nos
que essencialmente as sucesso˜es de polino´mios ortogonais mo´nicos que esta˜o em
M(1, 0) se comportam assimptoticamente como os polino´mios de Tchebychev
{P−1/2,−1/2n }.
Uma generalizac¸a˜o dos polino´mios de Hermite foi estudada por Freud. Ele
considerou sucesso˜es de polino´mios ortogonais mo´nicos associadas a func¸o˜es
peso da forma exp(−xn + . . .). Durante este trabalho voltaremos a considerar
estas famı´lias de polino´mios ortogonais.
6. Ra´ızes de Polino´mios Ortogonais
Uma das caracter´ısticas mais importantes dos polino´mios ortogonais e´ o
comportamento das suas ra´ızes. Sabemos do Teorema fundamental da A´lgebra
que todo o polino´mio de grau n com coeficientes reais tem n ra´ızes (contando
as suas multiplicidades) em C. Quando tratamos com polino´mios ortogonais
podemos dizer um pouco mais acerca da sua localizac¸a˜o.
Comecemos por enunciar um resultado fundamental para o que se segue.
TEOREMA 6.1. Seja {Pn} a sucessa˜o de polino´mios ortogonais mo´nicos
associada a` medida de Borel positiva µ. Enta˜o
min
qn=zn+...
(∫
suppµ
|qn(z)|2dµ(z)
)1/2
= κn
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e´ atingido para qn = Pn.
DEMONSTRAC¸A˜O. Ver [35]. 
Vejamos de seguida um resultado devido a Feje´r e apresentado por Saff [133],
que nos da´ a localizac¸a˜o para as ra´ızes de uma sucessa˜o de polino´mios orto-
gonais mo´nicos associada a uma medida de Borel positiva com suporte em
C.
TEOREMA 6.2. Se {Pn} e´ a sucessa˜o de polino´mios ortogonais mo´nicos
associada a µ enta˜o as ra´ızes de Pn esta˜o em co(suppµ).
DEMONSTRAC¸A˜O. Suponhamos que existe z0 ∈ C \ co(suppµ) raiz
de Pn e escrevamos Pn(z) = (z − z0)qn−1(z) com qn−1(z) = zn−1 + . . . Como
z0 ∈ C \ co(suppµ), existe um semi-plano fechado G tal que suppµ ⊂ G e
z0 6∈ G. A fronteira deste semi-plano e´ uma linha, L, que separa suppµ e z0.
Seja z1 o ponto de L mais pro´ximo de z0, enta˜o para todo o z ∈ suppµ
|z − z0| = |z − z1|+ |zˆ − z0|
onde zˆ e´ a intersecc¸a˜o da linha que liga z a z0 com o c´ırculo de centro z e raio
|z − z1|. Assim,
|z − z0| > |z − z1| , ∀ z ∈ suppµ
e portanto ∫
suppµ
|(z − z1)qn−1(z)|2dµ(z) <
∫
suppµ
|Pn(z)|2dµ(z)
em contradic¸a˜o com o Teorema 6.1. 
Vejamos agora o que se passa com as ra´ızes dos polino´mios ortogonais com
suporte na recta real.
TEOREMA 6.3. Seja {pn} a sucessa˜o de polino´mios ortonormais associ-
ada a` medida de Borel positiva µ. Enta˜o:
• As ra´ızes de pn sa˜o reais e simples.
• Se o suppµ ⊂ [a, b] enta˜o as ra´ızes de pn encontram-se em [a, b].
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DEMONSTRAC¸A˜O. Verifiquemos que as ra´ızes de pn sa˜o reais. Se pn
e´ uma sucessa˜o de polino´mios ortonormais enta˜o verifica a seguinte relac¸a˜o de
recorreˆncia a treˆs termos
xpn(x) = vnpn+1 + bnpn + vn−1pn−1 , n ∈ N
p−1 = 0 , p0 = 1
(6.1)
onde os coeficientes bn e vn esta˜o relacionados com os coeficientes da relac¸a˜o
de recorreˆncia a treˆs termos satisfeita pelos mo´nicos que lhes esta˜o associa-
dos (2.5), por βn = bn e γn = v
2
n−1.
Reescrevamos (6.1) na forma matricial,
b0 v0
v0 b1 v1
. . . . . . . . .
vn−2 bn−1 vn−1
vn−1 bn


p0(x)
p1(x)
...
pn−1(x)
pn(x)
+ vn

0
0
...
0
1
 pn+1(x) = x

p0(x)
p1(x)
...
pn−1(x)
pn(x)

Seja xj,n tal que pn(xj,n) = 0, j = 1, . . . , n. Enta˜o xj,n e´ um valor pro´prio da
matriz de Jacobi de ordem n
Jn =

b0 v0
v0 b1 v1
. . . . . . . . .
vn−3 bn−2 vn−2
vn−2 bn−1
 (6.2)
com vector pro´prio [p0(x) . . . pn−1(x)]
t. Como Jn e´ uma matriz sime´trica os
seus valores pro´prios sa˜o reais.
A simplicidade sai dum ana´logo do Teorema 2.1 (g) para sucessa˜o de poli-
no´mios ortonormais
vn−1(p′n+1(x)pn(x)− pn+1(x)p′n(x)) =
n∑
k=0
p2k(x)
Seja x0 uma raiz de pn com multiplicidade maior que 1. Enta˜o
n∑
k=0
p2k(x0) = 0, o que e´ absurdo pois p0(x0) > 0.
Como co(suppµ) ⊂ [a, b], do teorema anterior resulta que as ra´ızes de pn
esta˜o em [a, b]. 
OBSERVAC¸A˜O . Por uma questa˜o de clareza da demonstrac¸a˜o con-
sidera´mos no teorema anterior uma sucessa˜o de polino´mios ortonormais. Note
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que os polino´mios mo´nicos resultam destes por divisa˜o pelo termo de maior
ordem.
As ra´ızes de dois polino´mios consecutivos de uma dada sucessa˜o de polino´-
mios ortogonais mo´nicos esta˜o interlac¸adas.
TEOREMA 6.4. Seja {Pn} a sucessa˜o de polino´mios ortogonais mo´nicos
associada a uma medida de Borel positiva com suporte na recta real. Sejam
x1,n < x2,n < · · · < xn,n as ra´ızes de Pn e x(1)1,n−1 < x(1)2,n−1 < · · · < x(1)n−1,n−1 as
ra´ızes de P
(1)
n−1. Enta˜o:
• xj,n < xj,n−1 < xj+1,n para j = 1, . . . , n− 1.
• xj,n < x(1)j,n−1 < xj+1,n para j = 1, . . . , n− 1.
DEMONSTRAC¸A˜O. Consultar por exemplo [35, 149]. 
Vejamos uma utilidade das ra´ızes dos polino´mios ortogonais. Sejam N =
{t1, . . . , tn} um conjunto de n ∈ Z+ nu´meros distintos e
F (x) =
n∏
j=1
(x− tj).
Enta˜o F (x)/(x− tj) e´ um polino´mio de grau n− 1 e
lim
x→tj
F (x)
x− tj = F
′(tj) 6= 0.
Assim `j(x) =
F (x)
(x−tj)F ′(tj) e´ um polino´mio de grau n−1 verificando `j(tk) = δj,k.
Sendo f uma func¸a˜o, definida num conjunto que conte´m N , definimos o
polino´mio interpolador de Lagrange associado a f com nodos nos elementos de
N por
Ln(x) =
n∑
j=1
f(tj)`j(x).
Vamos a` custa deste polino´mio calcular uma aproximac¸a˜o para o integral,
I(f) =
∫
fdµ, a que chamaremos fo´rmula de quadratura de Gauss e denota´-
la-emos por In(f). Tomando o polino´mio Ln para uma aproximac¸a˜o de f
obtemos
In(f) =
n∑
j=1
f(tj)
∫
`j(x)dµ(x)
Estamos interessados em determinar um conjunto de nodos para o qual se
tenha a igualdade I(f) = In(f) para um “maior” nu´mero de func¸o˜es.
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DEFINIC¸A˜O 6.1. Diremos que a fo´rmula de quadratura e´ exacta de or-
dem k se I(f) = In(f) para f ∈ Pk.
Vamos ver que os melhores nodos sa˜o as ra´ızes dos polino´mios ortogonais
associados a µ (cf. [35]).
TEOREMA 6.5. Seja {Pn} a sucessa˜o de polino´mios ortogonais mo´nicos
associada a µ. Enta˜o a fo´rmula de quadratura tomada nas ra´ızes do polino´mio
Pn, {x1,n, . . . , xn,n}, e´ exacta de ordem 2n− 1.
Ale´m disso, se denotarmos por λj,n =
∫
`j(x)dµ(x) enta˜o
λ1,n + · · ·+ λn,n =
∫
dµ(x).
A λj,n chamamos nu´meros de Christoffel .
As ra´ızes dos polino´mios ortogonais esta˜o tambe´m relacionados com propri-
edades extremais, como se depreende do seguinte resultado devido a Tcheby-
chev.
TEOREMA 6.6. Sejam {Pn} a sucessa˜o de polino´mios ortogonais mo´-
nicos associada a` medida de Borel positiva µ e x1,n, . . . , xn,n as ra´ızes de Pn.
Enta˜o
max
qn=xn+...
∫
xq2n(x)dµ(x)∫
q2n(x)dµ(x)
= xn+1,n+1
min
qn=xn+...
∫
xq2n(x)dµ(x)∫
q2n(x)dµ(x)
= x1,n+1
DEMONSTRAC¸A˜O. Do teorema anterior conclu´ımos∫
xq2n(x)dµ(x)∫
q2n(x)dµ(x)
=
∑n+1
j=1 λj,n+1xj,n+1q
2
n(xj,n+1)∑n+1
j=1 λj,n+1q
2
n(xj,n+1)
mas x1,n+1 ≤ xj,n+1 ≤ xn+1,n+1 logo
x1,n+1 ≤
∑n+1
j=1 λj,n+1xj,n+1q
2
n(xj,n+1)∑n+1
j=1 λj,n+1q
2
n(xj,n+1)
≤ xn+1,n+1
Tomando qn(x) =
Pn+1
x−x1,n+1 obtemos que o quociente dos integrais supra citados
e´ igual a x1,n+1. Procedendo da mesma forma com qn(x) =
Pn+1
x−xn+1,n+1 obtemos
xn+1,n+1. 
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7. Teorema de Poincare´. Classe M(a, b)
Nesta secc¸a˜o continuamos o estudo do comportamento das ra´ızes de suces-
so˜es de polino´mios ortogonais associadas a uma medida de Borel positiva µ.
Vamos, por uma questa˜o de comodidade, considerar a sucessa˜o de polino´mios
ortonormais, {pn}, associada a µ. Enta˜o sabemos que {pn} verifica (6.1).
DEFINIC¸A˜O 7.1. Dizemos que µ associada a uma sucessa˜o de polino´mios
ortonormais pertence a` classe de Blumenthal-Nevai, M(a, b) se
lim
n→∞
vn =
a
2
e lim
n→∞
bn = b
Antes de estudarmos como e´ o suporte de µ demos alguns resultados aux-
iliares.
LEMA I.1 (Gershgorin). Seja A = [ai,j]
n
i,j=1. Os valores pro´prios de A,
x1, . . . , xn encontram-se numa das seguintes regio˜es
xj ∈
n⋃
i=1
{
z ∈ C : |z − ai,i| <
∑
j 6=i
|ai,j|
}
xj ∈
n⋃
i=1
{
z ∈ C : |z − ai,i| <
∑
k 6=i
|ak,i|
}
LEMA I.2. Seja {pn} a sucessa˜o de polino´mios ortonormais associada a`
medida de Borel positiva µ ∈ M(a, b). Enta˜o, para todo o  > 0 o nu´mero de
ra´ızes de pn fora do intervalo ]b − a − , b + a + [ e´ majorado pela constante
2m() independente de n.
DEMONSTRAC¸A˜O. Vimos no Teorema 6.3 que as ra´ızes de pn, xj,n, sa˜o
os valores pro´prios da matriz de Jacobi associada, Jn. Do Lema de Gershgorin
tiramos que
xj,n ∈
n−1⋃
j=0
]bj − vj−1 − vj, bj + vj−1 + vj[ com v−1 = 0.
Enta˜o
min
j=0,...,n−1
(bj − vj−1 − vj) < xj,n < max
j=0,...,n−1
(bj + vj−1 + vj) (7.1)
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Considerem-se agora as ra´ızes, x
(m)
j,n , do polino´mio associado de ordem m, p
(m)
n .
Enta˜o (7.1) toma a forma
min
j=0,...,n−1
(bj+m − vj+m−1 − vj+m)
< x
(m)
j,n < max
j=0,...,n−1
(bj+m + vj+m−1 + vj+m)
Seja m = m() tal que
|bn − b| < 
3
, e |vn−1 − a
2
| < 
3
para n ≥ m;
enta˜o
bj+m + vj+m−1 + vj+m < b+ a+ 
bj+m − vj+m−1 − vj+m > b− a− 
logo
b− a+  < x(m)j,n < b+ a+ .
Enta˜o as ra´ızes de p
(m)
n esta˜o em [b− a− , b+ a+ ] para todo o n ∈ N.
Do Teorema 6.4 sabemos que
xj,n+m < x
(m)
j,n < xj+m,n+m para j = 1, . . . , n
Tomando j = 1 vemos que existem quando muitom ra´ızes de pn+m em ]−∞, b−
a−[ e para j = n existem quando muitom ra´ızes de pn+m em ]b+a+,∞[ (isto
para todo o n). Portanto o nu´mero de ra´ızes fora do intervalo ]b−a−, b+a+[
e´ quando muito 2m. 
A localizac¸a˜o das ra´ızes dos polino´mios ortogonais na recta real esta´ inti-
mamente relacionada com o suppµ.
LEMA I.3. Seja {pn} a sucessa˜o de polino´mios ortonormais associada a`
medida de Borel positiva µ.
(a) Seja ]c, d[ tal que µ(]c, d[) = 0; enta˜o existe quando muito uma raiz de
pn em ]c, d[.
(b) Suponhamos que os polino´mios sa˜o densos em L1(µ) e que existe ]c, d[
tal que µ(]c, d[) > 0. Enta˜o, para n suficientemente grande pn tem
pelo menos uma raiz em ]c, d[.
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DEMONSTRAC¸A˜O. (a). Suponhamos que existem duas ra´ızes de pn
em ]c, d[, i.e. existem x1, x2 ∈ ]c, d[ tais que pn(xi) = 0, i = 1, 2, enta˜o pn(x) =
(x− x1)(x− x2)qn−2(x). Assim,
0 =
∫
suppµ
pn(x)qn−2(x)dµ(x)
=
∫
suppµ
(x− x1)(x− x2)(qn−2(x))2dµ(x) > 0
o que e´ absurdo.
(b). Suponhamos que pn na˜o tem ra´ızes em ]c, d[. Considere-se qm de
grau m tal que qm(x) ≤ 0, x ∈ R\]c, d[. Enta˜o para m ≤ 2n− 1 a fo´rmula de
quadratura de Gauss da´-nos∫
qm(x)dµ(x) ≤ 0
Seja f(x) =
{
0 x ≤ c ou x ≥ d
(x− c)(d− x) c < x < d enta˜o f e´ cont´ınua e positiva
em L1(µ). Seja qm um polino´mio negativo em R\]c, d[ com ‖f − qm‖1 ≤  para
n suficientemente grande. Enta˜o∫
fdµ ≤
∫
|f − qm|dµ+
∫
qmdµ ≤ 
para todo o  > 0, o que e´ imposs´ıvel. 
De (b) do lema anterior conclu´ımos que todo o ponto de suppµ e´ ponto de
acumulac¸a˜o das ra´ızes dos polino´mios ortogonais, sempre que os polino´mios
sejam densos em L1(µ). Este e´ o caso em que suppµ e´ um conjunto compacto.
Estamos em condic¸o˜es de enunciar:
TEOREMA 7.1. Seja µ ∈ M(a, b); enta˜o para todo o  > 0, suppµ tem
quando muito 2m() pontos fora de [b− a− , b+ a+ ].
DEMONSTRAC¸A˜O. A sucessa˜o (xj,n)n∈N e´ decrescente para cada j
devido a` propriedade do interlac¸amento. E´ tambe´m limitada inferiormente
por (7.1), logo existe xj tal que lim
n→∞
xj,n = xj. Do Lema I.2 vemos que quando
muitom destes pontos esta˜o em ]−∞, b−a−[, e como todo o ponto de suppµ
e´ um ponto de acumulac¸a˜o das ra´ızes, resulta que quando muito m pontos de
suppµ na˜o esta˜o em ]b− a− , b+ a+ [.
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Da mesma forma vemos que (xn−j+1,n)n∈N e´ uma sucessa˜o crescente e ma-
jorada por b+ a+ . Utilizando um processo ana´logo conclu´ımos que existem
quando muito m ra´ızes a` direita de b+ a+ . 
Vejamos como quantificar 2m().
COROLA´RIO I.2. Sejam µ ∈ M(a, b) e {pn} a sucessa˜o de polino´mios
ortonormais que lhe esta´ associada. Enta˜o, existe s tal que suppµ(s) = [b −
a− , b+ a+ ], onde µ(s) e´ a medida de Borel positiva associada a {p(s)n }.
Considere-se o quociente entre dois polino´mios consecutivos da sucessa˜o de
polino´mios ortonormais {pn}, pn−1pn . Como func¸a˜o racional que e´,
pn−1
pn
admite
a seguinte representac¸a˜o
pn−1(x)
pn(x)
=
n∑
j=1
aj,n
x− xj,n
onde aj,n =
pn−1(xj,n)
p′n(xj,n)
. Pode ver-se ainda que
pn−1(x)
pn(x)
= vn−1
n∑
j=1
λj,np
2
n−1(xj,n)
x− xj,n (7.2)
Vamos ver que a classe M(a, b) e´ a ideal para o estudo do comportamento
assimpto´tico de pn−1
pn
.
Antes de prosseguirmos vamos enunciar um resultado fundamental na teo-
ria da Ana´lise Complexa.
TEOREMA 7.2 (Stieltjes-Vitali). Seja {fn} uma sucessa˜o de func¸o˜es a-
nal´ıticas num domı´nio — aberto e conexo — G de C. Se {fn} e´ uniformemente
limitada em G e converge num subconjunto E de G onde E tem um ponto de
acumulac¸a˜o, enta˜o {fn} converge uniformemente em G.
Estudemos o comportamento de pn−1
pn
em C \ suppµ.
TEOREMA 7.3. Sejam µ ∈ M(a, b) com a > 0, b ∈ R e um compacto
K ⊂ C \ suppµ. Enta˜o
lim
n→∞
pn−1(x)
pn(x)
=
a
x− b+√(x− b)2 − a2 uniformemente em K. (7.3)
Ale´m disso, suppµ = [b − a, b + a] ∪ E∗ com E∗ ∩ [b − a, b + a] = ∅ e E∗
conte´m quando muito um nu´mero enumera´vel de pontos. Se E∗ tiver pontos
de acumulac¸a˜o enta˜o estes sera˜o b± a.
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DEMONSTRAC¸A˜O. Seja K um compacto de C \ [b − a, b + a] tal que
K ∩ [b− a, b+ a] = ∅. Seja ZN a adereˆncia do conjunto das ra´ızes de pn para
n ≥ N . Enta˜o pelos Lemas I.2, I.3 temos K ∩ZN = ∅ para N suficientemente
grande. Assim pn−1(x)
pn(x)
e´ uma func¸a˜o anal´ıtica em K.
Denotemos por δ = d(K,ZN) > 0. Sobre K e para n ≥ N temos de (7.2)∣∣∣∣pn−1(x)pn(x)
∣∣∣∣ ≤ vn−1 n∑
j=1
λj,np
2
n−1(xj,n)
|x− xj,n|
Mas da fo´rmula de quadratura de Gauss vemos que
n∑
j=1
λj,np
2
n−1(xj,n) =
∫
p2n−1(x)dµ(x) = 1
logo ∣∣∣∣pn−1(x)pn(x)
∣∣∣∣ ≤ vn−1δ < Cδ (7.4)
onde C e´ uma constante. Temos enta˜o que {pn−1(x)
pn(x)
} e´ uniformemente limitada
em todo o conjunto compacto K ⊂ C \ {[b − a, b + a] ∪ suppµ} e portanto
existe uma sua subsucessa˜o que converge para uma func¸a˜o anal´ıtica L, i.e.
lim
n→∞
n∈∆
pn−1(x)
pn(x)
= L(x).
Provemos que tambe´m se tem
lim
n→∞
n∈∆
pn(x)
pn+1(x)
= L(x). (7.5)
Considere-se para o efeito
Dk(x) = p
2
k(x)−
vk
vk−1
pk+1(x)pk−1(x).
Enta˜o aplicando treˆs vezes a relac¸a˜o de recorreˆncia a treˆs termos (6.1) obtemos
Dk(x) = Dk−1(x) + pk(x)
(
v2k−1 − v2k−2
vk−1vk−2
pk−2(x) +
bk − bk−1
vk−1
pk−1(x)
)
Somando de N a n e tomando mo´dulos nesta expressa˜o vem
|Dn(x)| = |DN−1(x)|
+
n∑
k=N+2
|pk(x)|
( |v2k−1 − v2k−2|
|vk−1vk−2| |pk−2(x)|+
|bk − bk−1|
|vk−1| |pk−1(x)|
)
Mas de (7.4)
∣∣∣ pk(x)pn(x) ∣∣∣ ≤ (Cδ )n−k logo a u´ltima expressa˜o toma a forma∣∣∣∣Dn(x)p2n(x)
∣∣∣∣ ≤ (Cδ
)2n−2N−2(
1 +
vN−1
vN−2
)
+
n∑
k=N+2
Ak
(
C
δ
)2n−2k
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onde
Ak =
(
C
δ
)2 |v2k−1 − v2k−2|
|vk−1vk−2| +
C
δ
|bk − bk−1|
|vk−1| .
Como Ak → 0 quando k →∞ e podemos tomar k de forma que Cδ < 1 temos
lim
n→∞
Dn(x)
p2n(x)
= 0 =⇒ (7.5).
Agora multiplicando a equac¸a˜o (6.1) por 1
p2n
e tomando limite quando n→∞
obtemos
L(x) =
x− b±√(x− b)2 − a2
a
Mas
∣∣∣pn−1(x)pn(x) ∣∣∣ ≤ 1 logo |L(x)| < 1 e portanto temos
L(x) =
x− b−√(x− b)2 − a2
a
=
a
x− b+√(x− b)2 − a2
Do teorema de Stieltjes-Vitali se conclui que se tem (7.3).
Agora, L e´ anal´ıtica em [b − a, b + a]. Isto diz-nos que as ra´ızes de pn
formam um conjunto denso de [b− a, b+ a], e portanto [b− a, b+ a] ⊂ suppµ.
Do Lema I.2 resulta que suppµ = [b− a, b+ a] ∪ E∗ com E∗ enumera´vel com
poss´ıveis pontos de acumulac¸a˜o b± a. 
OBSERVAC¸A˜O .
• A classe M(a, b) foi considerada por Blumenthal em 1898. Este autor
provou que as ra´ızes de pn sa˜o densas em [b− a, b+ a].
• Van Vleck estudou esta classe em 1904 para obter alguns resultados
sobre convergeˆncia de fracc¸o˜es cont´ınuas.
Este teorema e´ um caso particular do seguinte resultado devido a Poincare´
(cf. [109, 126]).
TEOREMA 7.4 (Poincare´). Seja (un) uma soluc¸a˜o duma relac¸a˜o de re-
correˆncia de ordem m, i.e.
m∑
k=0
ck(n)un−k = 0 (7.6)
com ci(n) para i = 0, . . . ,m tais que
lim
n→∞
ci(n) = ci , i = 0, . . . ,m
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Sejam ξk as ra´ızes do polino´mio caracter´ıstico associado a (7.6),
m∑
k=0
ckz
k = 0
e suponhamos ξi 6= ξj para i 6= j enta˜o existe ξk tal que
lim
n→∞
un−1
un
= ξk. (7.7)
OBSERVAC¸A˜O .
• O teorema de Poincare´ na˜o especifica qual a raiz do polino´mio ca-
racter´ıstico que aparece no limite (7.7), nem o que e´ que acontece se
|ξi| = |ξj| para algum i 6= j.
• Perron provou que para todo a raiz ξk do polino´mio caracter´ıstico
existe uma soluc¸a˜o vk da relac¸a˜o de recorreˆncia tal que
vn−1
vn
−→ ξk
quando n→∞.
O Teorema 7.3 mostra qual a raiz do polino´mio caracter´ıstico que deve ser
tomada e que a convergeˆncia e´ uniforme num compacto devidamente escolhido.
Note que [b−a, b+a] e´ a regia˜o onde as ra´ızes do polino´mio caracter´ıstico teˆm
o mesmo mo´dulo.
Vejamos como se comporta pn−1
pn
em suppµ \ [b− a, b+ a].
TEOREMA 7.5. Sejam µ ∈ M(a, b) com a > 0 e {pn} a sucessa˜o de
polino´mios ortonormais que lhe esta´ associada. Se x ∈ suppµ \ [b − a, b + a]
enta˜o
lim
n→∞
pn−1(x)
pn(x)
=
x− b+√(x− b)2 − a2
a
DEMONSTRAC¸A˜O. Pelo teorema de Poincare´ sabemos que
lim
n→∞
pn−1(x)
pn(x)
=
x− b±√(x− b)2 − a2
a
Agora, se x ∈ suppµ \ [b − a, b + a] enta˜o µ{x} > 0. Mas isto implica que∑
n∈N
p2n(x) <
1
µ{x} ; e portanto
∑
n∈N
p2n(x) e´ convergente, na˜o se podendo ter
lim
n→∞
p2n(x)
p2n−1(x)
> 1. 
OBSERVAC¸A˜O . Note que da comparac¸a˜o dos Teoremas 7.3 e 7.5 con-
clu´ımos que o limite uniforme em K de pn−1(x)
pn(x)
depende de K, i.e. este limite
na˜o coincide quando K ⊂ C \ suppµ ou K ⊂ suppµ \ [b− a, b+ a].
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O estudo realizado nesta secc¸a˜o sera´ aplicado no decorrer deste trabalho.
CAPI´TULO II
Polino´mios Ortogonais sobre a Circunfereˆncia
1. Propriedades Alge´bricas 31
2. Teorema Ana´logo de Favard 34
3. Soluc¸a˜o Geral duma Relac¸a˜o de Recorreˆncia 36
4. Propriedades das Ra´ızes de {φn} quando |an| < 1 38
5. Relac¸a˜o Entre as Duas Noc¸o˜es de Ortogonali-
dade
Tratadas 41
6. Exemplos 45
6.1 Polino´mios de Bernstein-Szego˝ 45
6.2 Perturbac¸a˜o dos Polino´mios de Jacobi 47
29

1. PROPRIEDADES ALGE´BRICAS 31
1. Propriedades Alge´bricas
Vamos construir, de forma ana´loga a` realizada para a ortogonalidade sobre
a recta real, a teoria dos polino´mios ortogonais sobre a circunfereˆncia. O pro-
cesso aqui descrito baseia-se no trabalho de Geronimus [57]. Mostraremos a e-
quivaleˆncia existente entre estas duas noc¸o˜es de ortogonalidade. Esta equivaleˆncia
vai-nos permitir estudar o comportamento assimpto´tico das sucesso˜es de poli-
no´mios ortogonais mo´nicos de suporte compacto na recta real.
Comecemos por introduzir uma sucessa˜o de nu´meros complexos, (cn), su-
jeitos a` seguinte condic¸a˜o dada em termos do determinante dasmatrizes Toeplitz
Tn+1 =
∣∣∣∣∣∣∣∣
c0 c1 . . . cn
c−1 c0 . . . cn−1
...
...
...
c−n c−n+1 . . . c0
∣∣∣∣∣∣∣∣ 6= 0 , n ∈ N
convencionando-se T0 = 1 e c−k = c¯k; construamos a sucessa˜o de polino´mios
mo´nicos {φn} como
φn(z) =
1
Tn
∣∣∣∣∣∣∣∣∣∣
c0 c−1 . . . c−n
c1 c0 . . . c−n+1
...
...
...
cn−1 cn−2 . . . c−1
1 z . . . zn
∣∣∣∣∣∣∣∣∣∣
, n ∈ Z+ (1.1)
φ0(z) = 1 . (1.2)
TEOREMA 1.1. Definamos a funcional linear c em T = {z ∈ C : |z| =
1} por
〈c, zn〉 = c−n , n ∈ Z;
enta˜o a sucessa˜o de polino´mios mo´nicos {φn} definida por (1.2) e´ ortogonal
relativamente a c, i.e.
(φn, φm)c = 〈c, φn(z)φ¯m(1/z)〉 =
Tn+1
Tn
δn,m , n,m ∈ N. (1.3)
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DEMONSTRAC¸A˜O. Basta notar que para m < n
〈c, φn(z) 1
zm
〉
=
1
Tn
∣∣∣∣∣∣∣∣∣∣
c0 c−1 . . . c−n
c1 c0 . . . c−n+1
...
...
...
cn−1 cn−2 . . . c−1
cm cm−1 . . . cm−n
∣∣∣∣∣∣∣∣∣∣
, m = 0, 1, . . . , n− 1
e quando n = m temos directamente (1.3). 
O produto pelo operador z sobre T que aqui definimos e´ uma forma unita´ria,
enquanto que o produto pelo operador z sobre a recta real era simplesmente
sime´trico. Da´ı que nos aparec¸am determinantes de matrizes Toeplitz onde
antes nos apareciam determinantes de matrizes de Hankel.
Uma condic¸a˜o necessa´ria e suficiente para que c seja definida positiva e´ que
Tn > 0, n ∈ N. Podemos enunciar:
TEOREMA 1.2 (Problema Trigonome´trico de Momentos). Se (cn) e´
uma sucessa˜o de elementos em C tal que Tn+1 = |ci−j|ni,j=0 > 0, n ∈ N, enta˜o
existe uma medida de Borel positiva σ tal que
〈c, zn〉 =
∫ 2pi
0
exp(−inθ)dσ(θ) , n ∈ Z.
Ale´m disso, {φn} associado a (cn) sera´ ortogonal a respeito de σ, i.e.
1
2pi
∫ 2pi
0
φn(e
iθ)φm(eiθ)dσ(θ) = hnδn,m , n,m ∈ N
onde hn =
Tn+1
Tn
> 0.
Deduzamos agora a relac¸a˜o de recorreˆncia que estes polino´mios verificam.
Introduzamos uma sucessa˜o de nu´meros complexos (an) a que chamaremos
paraˆmetros de reflexa˜o como sendo os coeficientes da expansa˜o em se´rie de
poteˆncias de {φn} da func¸a˜o 1z , i.e.
1
z
=
∑
n∈N
anφn(z)
Enta˜o,
anhn = 〈c, 1
z
φ¯n(1/z)〉 , n ∈ N.
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Assim,
an =
Tn
Tn+1
〈c, zφn(z)〉 = 1
Tn+1
∣∣∣∣∣∣∣∣
c0 c−1 . . . c−n
...
...
...
cn−1 cn−2 . . . c−1
c−1 c−2 . . . c−n−1
∣∣∣∣∣∣∣∣
=
(−1)n
Tn+1
∣∣∣∣∣∣∣∣
c1 c2 . . . cn+1
c0 c1 . . . cn
...
...
...
c1−n c2−n . . . c1
∣∣∣∣∣∣∣∣
Considere-se agora
φn(z)− zn
zn−1
=
n−1∑
j=0
aj,nφ¯j(1/z)
onde
aj,nhj
= 〈c, φn(z)φj(z)
zn−1
〉 − 〈c, zφj(z)〉
= 〈c,
(
z + c1 +
c2
z
+ . . .
cn
zn−1
)
φj(z)〉 − a¯jhj
= −a¯jhj
Logo
φn(z) = z
n − zn−1
n−1∑
j=0
a¯jφ¯j(1/z)
enta˜o
φn(z) = z
(
zn−1 − zn−2
n−2∑
j=0
a¯jφ¯j(1/z)
)
− a¯n−1zn−1φ¯n−1(1/z)
ou ainda
φn(z) = zφn−1(z)− a¯n−1φ?n−1(z) , n ∈ N (1.4)
onde φ?n−1(z) = z
n−1φ¯n−1(1/z), n ∈ N. Tomando conjugado em (1.4) vem
φ¯n(1/z) =
1
z
φ¯n−1(1/z)− an−1 1
zn−1
φn−1(z) , n ∈ N
e multiplicando por zn obtemos finalmente
φ?n(z) = φ
?
n−1(z)− an−1zφn−1(z) , n ∈ N (1.5)
Agora, se substituirmos em (1.5) a expressa˜o de φ?n(z) dada em (1.4) obte-
mos a seguinte relac¸a˜o de recorreˆncia a treˆs termos satisfeita pelos polino´mios
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ortogonais sobre T
a¯nφn+2(z) = (a¯nz + a¯n+1)φn+1(z)− za¯n+1(1− |an|2)φn(z) , n ∈ N
φ0(z) = 1 (1.6)
Temos enta˜o:
TEOREMA 1.3. Seja {φn} a sucessa˜o de polino´mios ortogonais mo´nicos
sobre T associada a` funcional linear c; enta˜o {φn} verifica (1.4), (1.5) e (1.6).
2. Teorema Ana´logo de Favard
Antes de estabelecer em que condic¸o˜es temos o rec´ıproco do Teorema 1.3
vamos relacionar an com os determinantes Tn.
TEOREMA 2.1. Seja {φn} a sucessa˜o de polino´mios ortogonais mo´nicos
sobre T associada a` funcional linear c. Se |an| 6= 0 enta˜o
|an|2 = 1− Tn+2
Tn+1
, n ∈ N (2.1)
hn+1 = c0
n∏
j=0
(1− |aj|2) , n ∈ N (2.2)
DEMONSTRAC¸A˜O. Multiplicando (1.6) por z−(n+1) e aplicando c obte-
mos
a¯n+1hn+1 − a¯n+1(1− |an|2)hn = 0 , n ∈ N
Agora se |an| 6= 0 para n ∈ N enta˜o tendo em atenc¸a˜o que hn = Tn+1Tn obte-
mos (2.1) e (2.2). 
Vamos dar de seguida um crite´rio para a regularidade de uma funcional
linear associada a uma sucessa˜o de polino´mios ortogonais mo´nicos.
COROLA´RIO II.1. Seja {φn} a sucessa˜o de polino´mios ortogonais mo´-
nicos sobre T associada a` funcional linear c. Enta˜o:
• Tn 6= 0 e´ equivalente a |an| 6= 1, n ∈ N.
• Tn > 0 e´ equivalente a |an| < 1, n ∈ N.
OBSERVAC¸A˜O . Assim, dizemos que c e´ uma funcional linear regular
se |an| 6= 1 e e´ definida positiva se |an| < 1.
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Estamos em condic¸o˜es de enunciar um ana´logo do Teorema de Favard para
os polino´mios ortogonais sobre T.
TEOREMA 2.2. Seja {φn} uma sucessa˜o de polino´mios mo´nicos verif-
icando uma das relac¸o˜es de recorreˆncia (1.4), (1.5) ou (1.6) com |an| 6= 0;
enta˜o {φn} e´ ortogonal relativamente a` funcional linear c associada a` sucessa˜o
de momentos (cn) definida por
(−1)nan = 1
Tn+1
∣∣∣∣∣∣∣∣
c1 c2 . . . cn+1
c0 c1 . . . cn
...
...
...
c1−n c2−n . . . c1
∣∣∣∣∣∣∣∣ , n ∈ N.
DEMONSTRAC¸A˜O. Procedamos por induc¸a˜o. Suponhamos que se tem
por hipo´tese
〈c, φn(z) 1
zl
〉 = 0 , 0 ≤ l ≤ n
enta˜o tendo em atenc¸a˜o (1.4)
〈c, φn+1(z) 1
zl+1
〉
= 〈c, φn(z) 1
zl
〉 − a¯n〈c, φ?n(z)
1
zl+1
〉
= 〈c, φn(z) 1
zl
〉 − a¯n〈c, 1
zl+1−n
φ¯n(1/z)〉
= 〈c, φn(z) 1
zl
〉 − a¯n〈c, 1
zn−l−1
φn(z)〉
=
{
0 , l < n
hn(1− |an|2) , l = n
Verifiquemos agora que se tem
〈c, φn+1(z)〉 = 0 , n ∈ N.
Mais uma vez por (1.4)
〈c, zφn(z)〉 − a¯n〈c, φ?n(z)〉
= a¯nhn − a¯n〈c, znφ¯n(1/z)〉
= 0
A unicidade desta sucessa˜o de polino´mios ortogonais mo´nicos sai directamente
do facto de se
φn+1(z) = zφn(z)− a¯nψn(z) , n ∈ N
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enta˜o ψn(z) = φ
?
n(z) para n ∈ N. 
OBSERVAC¸A˜O . Uma demonstrac¸a˜o alternativa deste resultado foi dada
por Erdelyi et al. em [42].
3. Soluc¸a˜o Geral duma Relac¸a˜o de Recorreˆncia
Vejamos que a func¸a˜o de Caratheodory da medida de Borel positiva µ,
tambe´m chamada de Transformada de Riesz-Herglotz
F (z) =
1
2pic0
∫ 2pi
0
eiθ + z
eiθ − zdµ(θ) (3.1)
no caso complexo, joga o mesmo papel da transformada de Stieltjes, no caso
real.
DEFINIC¸A˜O 3.1. Seja {φn} uma sucessa˜o de polino´mios ortogonais mo´-
nicos. A sucessa˜o de polino´mios mo´nicos {Ωn} definida a` custa de {φn} por
Ωn(z) =
1
c0
〈
cy ,
z + y
z − y (φn(z)− φn(y))
〉
(3.2)
e´ chamada sucessa˜o de polino´mios ortogonais associados de primeira espe´cie .
Pode ver-se que estes polino´mios sa˜o ainda uma sucessa˜o de polino´mios
ortogonais mo´nicos e verificam a mesma relac¸a˜o de recorreˆncia a treˆs termos.
TEOREMA 3.1. Seja {φn} uma sucessa˜o de polino´mios ortogonais mo´-
nicos verificando (1.4). Enta˜o a sucessa˜o de polino´mios mo´nicos associada de
primeira espe´cie, {Ωn}, verifica as seguintes relac¸o˜es de recorreˆncia
Ωn+1(z) = zΩn(z) + a¯nΩ
?
n(z) , n ∈ N (3.3)
Ω?n+1(z) = Ω
?
n(z) + anzΩn(z) , n ∈ N
a¯nΩn+2(z) = (a¯nz + a¯n+1)Ωn+1(z)− za¯n+1(1− |an|2)Ωn(z) , n ∈ N.
DEMONSTRAC¸A˜O. Vimos ja´ que se {φn} verifica (1.4) enta˜o tambe´m
verifica (1.6). Enta˜o, reescrevamo-la com y no lugar de z, i.e.
a¯nφn+2(y) = (a¯ny + a¯n+1)φn+1(y)− ya¯n+1(1− |an|2)φn(y) , n ∈ N
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Subtraindo de (1.6) esta u´ltima equac¸a˜o, multiplicando seguidamente por z+y
z−y
e aplicando c, obtemos
a¯nΩn+1(z) = a¯n+1Ωn(z) +
a¯n
c0
〈
cy ,
z + y
z − y (zφn+1(z)− yφn+1(y))
〉
− a¯n+1(1− |an|
2)
c0
〈
cy ,
z + y
z − y (zφn(z)− yφn(y))
〉
, n ∈ N (3.4)
Mas
zφn+1(z)− yφn+1(y) = (z − y)φn+1(y) + z(φn+1(z)− φn+1(y))
enta˜o de (3.4) sai que
a¯nΩn+2(z) = (a¯n+1 + a¯nz)Ωn+1(z)− za¯n+1(1− |an|2)Ωn(z)
+
1
c0
〈
cy , (z + y)(a¯nφn+1(y)− a¯n+1(1− |an|2)φn(y)
〉
, n ∈ N
ou ainda
a¯nΩn+2(z) = (a¯n+1 + a¯nz)Ωn+1(z) +−za¯n+1(1− |an|2)Ωn(z)
+
anan+1
c0
(hn+1 − (1− |an|2)hn) , n ∈ N
e aplicando (2.2) temos a relac¸a˜o de recorreˆncia a treˆs termos que pretend´ıamos
obter.
As demais relac¸o˜es saiem directamente por racioc´ınios ana´logos. 
Estamos em condic¸o˜es de determinar a soluc¸a˜o geral de uma dada relac¸a˜o
de recorreˆncia a treˆs termos do tipo (1.6), i.e.
a¯nΛn+2(z) = (a¯nz + a¯n+1)Λn+1(z)− za¯n+1(1− |an|2)Λn(z) , n ∈ N
Λ1(z)
Λ0(z)
= z − a com |a| < 1 (3.5)
TEOREMA 3.2. Seja {φn(.;λ)} a sucessa˜o de polino´mios ortogonais mo´-
nicos que verifica
φn+1(z;λ) = zφn(z;λ)− λanφ?n(z;λ) , n ∈ N;
enta˜o, {φn(.;λ)} e´ a soluc¸a˜o geral de (3.5) se e somente se |λ| = 1.
Ale´m disso,
φn+1(z;λ) =
1 + λ¯
2
φn+1(z) +
1− λ¯
2
Ωn+1(z) , n ∈ N. (3.6)
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DEMONSTRAC¸A˜O. Veˆ-se facilmente que {φn(.;λ)} verifica
φ?n+1(z;λ) = φ
?
n(z;λ)− λanzφn(z;λ) , n ∈ N;
e daqui, seguindo o processo descrito na demonstrac¸a˜o do Teorema 1.3 obtemos
λanφn+2(z;λ) = λ¯(a¯nz + a¯n+1)φn+1(z;λ)− zλan+1(1− |λan|2)φn(z;λ)
para n ∈ N. Logo temos (3.5) quando e so´ quando |λ| = 1.
A representac¸a˜o (3.6) para {φn(., λ)} resulta de {φn+1} e {Ωn+1} serem
duas soluc¸o˜es independentes de (3.5), pois neste caso existem constantes A,B
tais que
φn(z;λ) = Aφn(z) +BΩn(z) (3.7)
Temos somente que calcular A e B. Para tal note que φ1(0) = −Ω1(0) e
portanto, tomando n = 0, 1 em (3.7) obtemos
A+B = 1, A−B = λ.
E daqui se conclui que A = 1+λ
2
e B = 1−λ
2
. 
Seguindo as mesmas te´cnicas aqui apresentadas pode ver-se que por {φn}
e {Ωn} verificarem (3.5) se tem que
un+2(z) =
(
1 +
an+1
an
z
)
un+1 − an+1
an
z(1− |an|2)un n ∈ N. (3.8)
e´ satisfeita por {φ∗n} e {Ω∗n}.
4. Propriedades das Ra´ızes de {φn} Quando |an| < 1
Os resultados de interlac¸amentos das ra´ızes dos polino´mios ortogonais com
suporte na recta real na˜o se va˜o poder ter aqui porque na˜o existe um Teorema
do Valor Me´dio para func¸o˜es de varia´vel complexa. Mantem-se, no entanto,
va´lido o Teorema de Feje´r sobre a localizac¸a˜o das ra´ızes (cf. Teorema I.6.2).
Como segundo objectivo para esta secc¸a˜o temos o de dar um algoritmo para
a partir de um polino´mio mo´nico de grau n com ra´ızes em |z| < 1 construir
uma sucessa˜o de polino´mios ortogonais mo´nicos e determinar univocamente a
sucessa˜o dos paraˆmetros de reflexa˜o (an) com |an| < 1. Vamos necessitar para
isso do seguinte resultado [32, Th. 3, pp. 193]:
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TEOREMA 4.1 (Rouche´). Sejam f e g duas func¸o˜es anal´ıticas num do-
mı´nio fechado G de fronteira cont´ınua ∂G. Se
|f(z)| > |g(z)| , z ∈ ∂G
enta˜o as func¸o˜es f e f + g possuem o mesmo nu´mero de ra´ızes em G.
Estamos agora em condic¸o˜es de comec¸ar o estudo sobre as ra´ızes dos poli-
no´mios ortogonais.
TEOREMA 4.2. Sejam {φn} uma sucessa˜o de polino´mios ortogonais mo´-
nicos sobre T e (an) a sucessa˜o dos paraˆmetros de reflexa˜o associada. Enta˜o:
(a) |an| < 1 =⇒ φn(z) =
n∏
j=1
(z − zj) com |zj| < 1.
(b) 0 < |an| < 1 =⇒ φn e φn+1 na˜o teˆm ra´ızes em comum.
(c) |an| = 1 =⇒ φn+1(z) tem ra´ızes simples e estas encontram-se
sobre T.
DEMONSTRAC¸A˜O. (a). Como |a0| < 1 temos que P1(z) = z− a0 tem
ra´ızes em |z| < 1. Procedamos por induc¸a˜o tomando como hipo´tese:
H: {φk}sk=0 tem as suas ra´ızes em |z| < 1.
Enta˜o, como φ?s+1(z)− φ?s(z) = −zasφs(z) temos∣∣∣∣φ?s+1(z)− φ?s(z)φ?s(z)
∣∣∣∣ = ∣∣∣∣zasφs(z)φ?s(z)
∣∣∣∣
Mas φ?n(z) =
∏n
j=1(1− zz¯j) logo se |z| < 1, enta˜o |φ?n(z)| > |φn(z)|. Assim∣∣∣∣φ?s+1(z)− φ?s(z)φ?s(z)
∣∣∣∣ < 1
Agora pelo Teorema de Rouche´ conclu´ımos que
(φ?s+1(z)− φ?s(z)) + φ?s(z) e φ?s(z)
teˆm o mesmo nu´mero de ra´ızes em |z| < 1. Mas, φ?s na˜o tem ra´ızes em |z| < 1.
Logo as ra´ızes de φs+1 esta˜o em |z| ≤ 1. Se elas se encontrassem sobre T enta˜o
φ?s+1(e
iθ) = 0 para algum θ ∈ [0, 2pi[; e, portanto, |as| =
∣∣∣φ?s(eiθ)φs(eiθ) ∣∣∣ = 1, o que e´
absurdo.
(b). Suponhamos que existe z0 ∈ C com |z0| < 1 tal que φn(z0) =
φn+1(z0) = 0; enta˜o
φn+1(z0) = z0φn(z0)− a¯nφ?n(z0) , n ∈ N
40 II. POLINO´MIOS ORTOGONAIS SOBRE A CIRCUNFEREˆNCIA
donde se conclui que a¯nφ
?
n(z0) = 0. Mas φ
?
n(z0) 6= 0 pois |z0| < 1, enta˜o an = 0,
em contradic¸a˜o com a hipo´tese.
(c). Sejam |an| = 1 e φn verificando (1.4). Se eiα for raiz de φn enta˜o
de (1.4) com z = eiα temos que φn+1(e
iα) = 0. Assim, as ra´ızes de φn em T
sa˜o tambe´m ra´ızes de φn+1.
Tomemos agora a equac¸a˜o (1.4) com z = eiθ e an = e
iβ, i.e
φn+1(e
iθ) = eiθφn(e
iθ)− eiβe−inθφ¯n(e−iθ) , n ∈ N
e considere-se φn(e
iθ) = reiψ enta˜o
φn+1(e
iθ) = rei(θ+ψ) − rei(β−nθ+ψ)
= 2rei(
n+1
2
θ−β
2
) cos(ψ +
β
2
− n− 1
2
θ)
Assim,
φn+1(e
iθ) = 0 se e somente se ψ+ β
2
− n−1
2
θ = k pi
2
para k = 0, 1, . . . , n.
Daqui se conclui que φn tem n ra´ızes distintas sobre T. 
OBSERVAC¸A˜O . Pode provar-se que se uma raiz de φn+1 esta´ em T enta˜o
todas as suas ra´ızes se la´ encontram. De facto, se eiθ for tal que φn+1(e
iθ) = 0
e φn(e
iθ) 6= 0 enta˜o an = eiθφn(eiθ)φ?n(eiθ) . Logo, |an| = 1 e portanto da al´ınea (c) do
Teorema anterior temos o que quer´ıamos demonstrar.
Estamos em condic¸o˜es de demonstrar o resultado principal desta secc¸a˜o.
TEOREMA 4.3. Seja φn um polino´mio de grau n com todas as suas ra´ızes
em |z| < 1; enta˜o podemos construir uma famı´lia de polino´mios {φk}nk=0 or-
togonais sobre T.
DEMONSTRAC¸A˜O. Escrevamos
φn(z) =
n∏
j=1
(z − zj) (4.1)
De (4.1) sai que |an−1| =
n∏
j=1
|zj|. Logo |an−1| < 1.
Definimos φn−1 por
zφn−1(z) =
φn(z) + a¯n−1φ?n(z)
1− |an−1|2
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e tomando ?
(1− |an−1|2)φ?n−1(z) = φ?n(z) + an−1φn(z)
Donde se conclui para |z| < 1∣∣∣∣(1− |an−1|2)φ?n−1(z)− φ?n(z)φ?n(z)
∣∣∣∣ < ∣∣∣∣an−1φn(z)φ?n(z)
∣∣∣∣ < 1
Pelo Teorema de Rouche´, as ra´ızes de φ?n−1 esta˜o em |z| ≥ 1. Agora, se eiθ
for raiz de φ?n−1 enta˜o φn−1(e
iθ) = 0 e portanto, da observac¸a˜o anterior segue
que φn(e
iθ) = 0 (o que e´ imposs´ıvel). Enta˜o |φn−1(0)| < 1 e aplicando suces-
sivamente este processo obtemos a famı´lia desejado de polino´mios ortogonais.
Ale´m disso, pode ver-se que a medida de ortogonalidade correspondente e´
dθ
|φn(eiθ)|2 (cf. Freud [47]). 
OBSERVAC¸A˜O . Note-se que no caso da ortogonalidade sobre R, para
gerar a sucessa˜o de polino´mios ortogonais mo´nicos necessitavamos dois polino´-
mios com ra´ızes interlac¸adas (cf. Wendroff [150]) enquanto que aqui somente
necessitamos de um polino´mio com ra´ızes no interior da circunfereˆncia unita´ria.
5. Relac¸a˜o Entre as Duas Noc¸o˜es de Ortogonalidade Tratadas
Seja µ uma medida de Borel positiva no intervalo [−1, 1]; enta˜o, vimos
ja´ que existe uma sucessa˜o de polino´mios ortogonais mo´nicos que lhe esta´
associada, i.e.∫ 1
−1
Pn(x)Pm(x)dµ(x) = κnδn,m , n,m ∈ N e κn > 0.
A` custa de µ podemos definir uma medida ν sobre [0, 2pi[ por
dν(θ) = 1
2
| sin θ|dµ(cos θ)
e se µ for absolutamente cont´ınua, i.e. existe w na˜o decrescente e positiva tal
que dµ(x) = w(x)dx, enta˜o
dν(θ) = 1
2
w(cos θ)| sin θ|dθ.
A v podemos enta˜o associar-lhe uma sucessa˜o de polino´mios ortogonais mo´ni-
cos, {φn}, sobre T por∫ 2pi
0
φn(z)φ¯m(1/z)dν(θ) = hnδn,m , n,m ∈ N e hn > 0.
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Vejamos como esta˜o relacionadas estas duas sucesso˜es de polino´mios ortogonais
mo´nicos (cf. [57, 143, 149]).
TEOREMA 5.1. Sejam {Pn} a sucessa˜o de polino´mios ortogonais mo´ni-
cos associada a µ e {φn} a sucessa˜o de polino´mios ortogonais mo´nicos associ-
ada a ν; enta˜o:
• Os coeficientes de φn sa˜o reais.
• Se denotarmos por x = z+z−1
2
enta˜o
Pn(x) =
φ2n(z) + φ
?
2n(z)
2nzn(1 + φ2n(0))
, n ∈ N (5.1)
DEMONSTRAC¸A˜O. Os coeficientes de φn sa˜o reais pois a medida ν e´
sime´trica.
Antes de prosseguirmos relembremos a definic¸a˜o dos polino´mios de Tcheby-
chev de primeira espe´cie
Tn(x) = cos(nθ) com x = cos θ e n ∈ N.
Agora, se x = z+z
−1
2
obtemos
Tn(x) =
zn + z−n
2
, n ∈ N.
Considere-se que
φn(z) =
n∑
k=0
dk,nz
k
enta˜o
z−n(φ2n(z) + φ?2n(z)) =
2n∑
k=0
dk,2n(z
k−n + zn−k) = 2
2n∑
k=0
dk,2nT|n−k|(z)
Desta representac¸a˜o para z−n(φ2n(z)+φ?2n(z)) resulta que este polino´mio e´ de
grau n. Ale´m disso, como o coeficiente de maior ordem de Tn e´ 2
n−1 obtemos
para coeficiente de maior ordem deste novo polino´mio 2n(1 + φ2n(0)).
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Provemos que z−n(φ2n(z) + φ?2n(z)) e´ ortogonal relativamente a` medida µ:∫ 1
−1
z−n(φ2n(z) + φ?2n(z))Tk(x)dµ(x)
=
∫ 2pi
0
(z−nφ2n(z) + znφ2n(z))zkdν(θ)
=
∫ 2pi
0
φ2n(z)z
−n+kdν(θ) +
∫ 2pi
0
zn+kφ2n(z)dν(θ)
=
{
0 , 0 ≤ k < n∫ 2pi
0
φ2n(z)z
2ndν(θ) , k = n
=
{
0 , 0 ≤ k < n
h2n , k = n
(5.2)
Daqui se conclui que Pn e´ o polino´mio definido por (5.1). 
OBSERVAC¸A˜O . Pode ver-se que∫ 1
−1
P 2n(x)dµ(x) =
2h2n
2n(1 + φ2n(0))
Tratemos de relacionar os coeficientes da relac¸a˜o de recorreˆncia a treˆs ter-
mos satisfeita pelos {Pn}, (I.2.5), com os paraˆmetros de reflexa˜o de {φn}.
Note-se que a¯n−1 = −φn(0).
TEOREMA 5.2. Sejam {Pn} a sucessa˜o de polino´mios ortogonais mo´ni-
cos associada a µ e {φn} a sucessa˜o de polino´mios ortogonais mo´nicos associ-
ada a ν com dν(θ) = 1
2
| sin θ|dµ(cos θ); enta˜o:
4γn+1 = (1− φ2n+2(0))(1− φ22n+1(0))(1 + φ2n(0)) (5.3)
2βn = φ2n−1(0)(1− φ2n(0))− φ2n+1(0)(1 + φ2n(0)) (5.4)
Reciprocamente, se denotarmos por Rn(x) =
Pn+1(x)
Pn(x)
, temos
φ2n(0) = Rn(1)−Rn(−1)− 1 (5.5)
φ2n+1(0) =
Rn(1) +Rn(−1)
Rn(1)−Rn(−1) (5.6)
DEMONSTRAC¸A˜O. De (I.2.5) sai directamente que
γn+1 =
∫ 1
−1 Pn+1(x)Tn+1(x)dµ(x)
2
∫ 1
−1 Pn(x)Tn(x)dµ(x)
, n ∈ N. (5.7)
44 II. POLINO´MIOS ORTOGONAIS SOBRE A CIRCUNFEREˆNCIA
Tomando em considerac¸a˜o (5.2) calculemos∫ 1
−1
Pn(x)Tn(x)dµ(x)
=
1
2n(1 + φ2n(0))
∫ 1
−1
φ2n(z) + φ
?
2n(z)
zn
Tn(x)dµ(x)
=
1
2n(1 + φ2n(0))
∫ 2pi
0
z2nφ2n(z)dν(θ)
=
2pih2n
2n(1 + φ2n(0))
De (5.7) e tendo em atenc¸a˜o (2.2) obtemos (5.3).
Relembre-se que
φn(z) =
n∑
j=0
dj,nz
j , dn,n = 1
Enta˜o de (1.4) obtemos
d2n−1,2n = d2n−2,2n−1 + φ2n(0)φ2n−1(0) com 2n em vez de n (5.8)
d2n,2n+1 = d2n−1,2n + φ2n+1(0)φ2n(0) com 2n+ 1 em vez de n
(5.9)
Mas adicionando termo a termo (1.4) e (1.5) obtemos
φ2n(z) + φ
?
2n(z) = (1 + φ2n(0))(zφ2n−1(z) + φ
?
2n−1(z))
e portanto
Pn(x) =
zφ2n−1(z) + φ?2n−1(z)
2nzn
Assim, desta igualdade e como {Tn} e´ uma sucessa˜o de polino´mios ortogonais
mo´nicos sime´trica, i.e. o correspondente βn = 0 para n ∈ N, obtemos
−
n−1∑
k=0
βk =
d2n−2,2n−1 + φ2n−1(0)
2
(5.10)
Temos enta˜o que
βn =
n∑
k=0
βk −
n−1∑
k=0
βk
−d2n,2n+1 + d2n−2,2n−1 − φ2n+1(0) + φ2n−1(0)
2
e de (5.8) e (5.9) obtemos (5.4).
Da representac¸a˜o (5.1) resulta facilmente
Pn(1) =
φ2n(1)
2n−1(1 + φ2n(0))
Pn(−1) = (−1)
nφ2n(−1)
2n−1(1 + φ2n(0))
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De (1.4) com z = 1 e z = −1 obtemos
φn+1(1) = (1 + φn+1(0))φn(1)
φn+1(−1) = (−1)n(1 + φn+1(0))φn(−1)
Donde se conclui que
Rn(1) =
(1 + φ2n(0))(1 + φ2n+1(0))
2
Rn(−1) = −(1 + φ2n(0))(1− φ2n+1(0))
2
Adicionando membro a membro estas duas equac¸o˜es obtemos (5.5) e subtra-
indo membro a membro as mesmas equac¸o˜es obtemos (5.6). 
OBSERVAC¸A˜O . O problema rec´ıproco ao aqui tratado, i.e. partindo
do conhecimento dos coeficientes da relac¸a˜o de recorreˆncia a treˆs termos (βn),
(γn) obter a sucessa˜o dos paraˆmetros de reflexa˜o (φn(0)), e´ ligeiramente mais
complicado pois nem sempre se conhece uma representac¸a˜o para Pn e portanto
na˜o podemos calcular Rn.
6. Exemplos
6.1. Polino´mios de Bernstein-Szego˝. Apresentemos um resultado da
teoria da aproximac¸a˜o que pode ser encontrado em [2].
TEOREMA 6.1 (Feje´r-Riesz). Seja
fn(t) =
n∑
k=−n
Ake
ikt
tal que fn(x) ≥ 0. Enta˜o existe um u´nico polino´mio trigonome´trico gn de grau
n, cujas ra´ızes na˜o esta˜o no interior do c´ırculo unita´rio, |gn(0)| > 0 e tal que
fn(x) = |gn(x)|2 para x ∈ R.
DEMONSTRAC¸A˜O. Tome-se
2 cos(nθ) = zn + z−n
2i sin(nθ) = zn − z−n
com z = eiθ. Assim,
fn(θ) = z
−nG2n(z)
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com
G2n(z) = A0z
n +
1
2
n∑
j=1
Aj(z
n+j + zn−j) +
1
2i
n∑
j=1
Aj(z
n+j − zn−j)
Facilmente se veˆ que G2n(z) = G
∗
2n(z); ale´m disso, se zl e´ uma raiz de G2n
enta˜o 1/z¯l tambe´m o e´, e portanto
G2n(z) = c
∏
(z − zl)(z − 1/z¯l)
∏
(z − ξl)2
onde zl sa˜o tais que |zl| > 1 e ξl teˆm mo´dulo 1 com multiplicidade par, por ser
fn um polino´mio trigonome´trico. Assim,
fn(θ) = |gn(z)|2
onde
gn(z) =
√
|c|
∏
(z − zl)
∏
(z − ξl)
Como quer´ıamos demonstrar. 
Suponhamos que ν e´ absolutamente cont´ınua relativamente a` medida de
Lebesgue e que a sua derivada Radon-Nikodym
dν(θ)
dθ
=
1
2piqk(θ)
com qk(θ) = a0 +
k∑
j=1
(aj cos(jθ) + bj sin(jθ))
Enta˜o do Teorema de Feje´r-Riesz sabemos existir um u´nico polino´mio de grau
k, Qk, cujas ra´ızes na˜o esta˜o no interior do disco unita´rio, Qk(0) > 0 e tal que
qk(θ) = |Qk(eiθ)|2.
Provemos agora que os polino´mios
ϕn(z) = z
n−kQ∗k(z) , n ≥ k (6.1)
sa˜o ortonormais relativamente a ν:∫ 2pi
0
ϕn(z)rm(z)dν(θ)
=
1
2pi
∫

zn−kQ∗k(z)r¯m(1/z)
Qk(z)z−kQ∗k(z)
dz
iz
=
1
2pii
∫

zn−1r¯m(1/z)
Qk(z)
dz
= 0 , 0 ≤ m < n pelo Teorema de Cauchy
6. EXEMPLOS 47
e ∫ 2pi
0
|ϕn(z)|2dν(θ) = 1
2pi
∫ 2pi
0
∣∣∣∣Q∗k(z)Q∗k(z)
∣∣∣∣2 dθ = 1
A sucessa˜o de polino´mios ortonormais {ϕn} definida por (6.1) sa˜o chamados
de Bernstein-Szego˝.
Estas sa˜o as primeiras famı´lias de polino´mios ortogonais associadas a mod-
ificac¸o˜es racionais de uma medida de Borel dada.
No decorrer deste trabalho, utilizaremos estas famı´lias de polino´mios or-
togonais, obtendo a` custa delas propriedades interessantes para as sucesso˜es de
polino´mios ortogonais mo´nicos que esta˜o associadas a medidas que sa˜o mod-
ificac¸o˜es racionais de uma dada medida mais uma soma finita de deltas de
Dirac.
6.2. Perturbac¸a˜o dos Polino´mios de Jacobi. Vejamos como proceder
para obter os paraˆmetros de reflexa˜o duma sucessa˜o de polino´mios ortogonais
mo´nicos{φn} sobre T quando partimos dos coeficientes da relac¸a˜o de recor-
reˆncia a treˆs termos da sucessa˜o de polino´mios ortogonais mo´nicos {Pn} sobre
R.
Neste caso vamos considerar as sucesso˜es de polino´mios mo´nicos {P˜α,βn }
ortogonais relativamente a` medida µ˜ definida por
dµ˜(x) = (1− x)α(1 + x)βdx+M1δ−1 +M2δ1,
i.e. µ˜ e´ uma perturbac¸a˜o da medida de Jacobi (cf. Tabela 1) pelas massas M1
e M2 em −1 e 1, respectivamente.
O caso α = β = 0 foi estudado por Marcella´n, Garc´ıa-La´zaro e Tasis
em [51].
Vamos necessitar das seguintes relac¸o˜es va´lidas para os polino´mios mo´nicos
de Jacobi de paraˆmetros α, β:
Pα,βn (−x) = (−1)nP β,αn (x) (6.2)
Pα,βn (1) = 2
n
(
n+ α
n
)(
2n+ 2α
n
)−1
(6.3)
dPα,βn (x)
dx
= nPα+1,β+1n−1 (x) (6.4)
‖Pα,βn ‖2 =
22(α−n)+1(Γ(n+ α+ 1))2
(2n+ 2α+ 1)Γ(n+ 2α+ 1)
(
2n+ 2α
n
)−2
(6.5)
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Apresentemos tambe´m um resultado devido a Geronimus [57] e que relaciona
duas sucesso˜es de polino´mios ortogonais mo´nicos associadas a medidas que
diferem num nu´mero finito de pontos:
TEOREMA 6.2. Seja {Pn} a sucessa˜o de polino´mios ortogonais mo´ni-
cos associada a` funcional linear u. A funcional linear v definida a` custa da
funcional linear u por
v = u +
s∑
j=1
Mjδλj , λj 6∈ [−1, 1]
e´ regular se e somente se
A =
∣∣∣∣∣∣
1 +M1Kn−1(λ1, λ1) . . . MsKn−1(λs, λ1)
...
...
M1Kn−1(λ1, λs) . . . 1 +MsKn−1(λs, λs)
∣∣∣∣∣∣ 6= 0 (6.6)
onde Kn e´ o polino´mio kernel associado a Pn, i.e.
Kn−1(x, y) =
Pn(x)Pn−1(y)− Pn−1(x)Pn(y)
x− y
1
‖Pn−1‖2
e {Pn} e´ a sucessa˜o de polino´mios ortogonais mo´nicos associada a u. Deno-
tando por {Rn} a sucessa˜o de polino´mios ortogonais mo´nicos associada a v
temos∣∣∣∣∣∣∣∣
1 +M1Kn−1(λ1, λ1) . . . MsKn−1(λs, λ1) Pn(λ1)
...
...
...
M1Kn−1(λ1, λs) . . . 1 +MsKn−1(λs, λs) Pn(λs)
M1Kn−1(z, λ1) . . . MsKn−1(z, λs) Pn(z)−Rn(z)
∣∣∣∣∣∣∣∣ = 0 (6.7)
Ale´m disso, a sucessa˜o de polino´mios ortogonais mo´nicos associada a v, {Rn},
admite a seguinte representac¸a˜o
s∏
j=1
(x− λj)Rn(x) = Pn+s(x) +
s∑
j=1
dn,n+s−jPn+s−j(x)
onde dn,n+s−j vem dado em termos de Mj, Kn(λi, λj) e dos elementos da re-
lac¸a˜o de recorreˆncia a treˆs termos que {Pn} verifica.
OBSERVAC¸A˜O . Pode ver-se que v e´ definida positiva se
〈v, PnRn〉 = 〈u, P 2n(x)〉+
s∑
j=1
MjRn(λj)Pn(λj) > 0
para todo o n ∈ N.
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Para obter P˜α,βn em −1, 1 basta substituir em (6.7) x por −1, 1 e utilizar
as fo´rmulas (6.2), (6.3) e (6.4).
Apresentemos os ca´lculos no caso em que α = β, i.e. Pα,αn = P
α
n e´ o
polino´mio de Gegenbauer de grau n.
Da definic¸a˜o de Kernel e de (6.2), (6.3) obtemos
Kn−1(1, 1) = Kn−1(−1,−1) = nP
α+1
n−1 (1)P
α
n−1(1)− (n− 1)Pαn (1)Pα+1n−2 (1)
‖Pn−1‖2
Kn−1(−1, 1) = Kn−1(1,−1) = (−1)n−1P
α
n (1)P
α
n−1(1)
‖Pn−1‖2
e portanto temos somente de calcular Kn−1(1, 1) e Kn−1(−1, 1). Mas de (6.4)
facilmente se obtem
Kn−1(−1, 1) = 2(−1)n−1Kn−1(1, 1)
e de (6.7) conclu´ımos
P˜α,αn (1) =
{
1 +
3M1M2(Kn−1(1, 1))2 − (M1 + 2M2)Kn−1(1, 1)
(M1 +M2)Kn−1(1, 1)− 3M1M2(Kn−1(1, 1))2 + 1
}
Pαn (1)
P˜α,αn (−1)
=
{
1 +
3M1M2(Kn−1(1, 1))2 − (2M1 +M2)Kn−1(1, 1)
(M1 +M2)Kn−1(1, 1)− 3M1M2(Kn−1(1, 1))2 + 1
}
(−1)nPαn (1)
Para calcular (φn(0)), de (5.5) e (5.6) vemos que necessitamos conhecer Rn(1)
e Rn(−1). Assim, por definic¸a˜o
Rn(1) =
1−M2Kn
1−M2Kn−1
(M1 +M2)Kn−1 − 3M1M2K2n−1 + 1
(M1 +M2)Kn − 3M1M2K2n + 1
Pαn+1(1)
Pαn (1)
Rn(−1) = − 1−M1Kn
1−M1Kn−1
(M1 +M2)Kn−1 − 3M1M2K2n−1 + 1
(M1 +M2)Kn − 3M1M2K2n + 1
Pαn+1(1)
Pαn (1)
com Kn = Kn(1, 1). Daqui se conclui
φ2n(0) =
(
1−M1Kn
1−M1Kn−1 +
1−M2Kn
1−M2Kn−1
)
(M1 +M2)Kn−1 − 3M1M2K2n−1 + 1
(M1 +M2)Kn − 3M1M2K2n + 1
Pαn+1(1)
Pαn (1)
+ 1 (6.8)
φ2n+1(0) =
(M1 −M2)(Kn −Kn−1)
2− (M1 +M2)(Kn +Kn−1)− 2M1M2KnKn−1 (6.9)
Mas,
(
n+α
n
)
= Γ(n+α+1)
Γ(n+1)Γ(α+1)
, enta˜o das propriedades da func¸a˜o Γ se veˆ que
Pαn+1(1)
Pαn (1)
∼ 1
2
(
1 + (α+
1
2
O(1/n))
)
e Kn ∼ 2
−(α+2)n2α
Γ(α+ 1)2n!
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e portanto, a partir de (6.8) e (6.9) obtemos o comportamento assimpto´tico
de φn(0):
φ2n(0) ∼ (α+ 1/2)O(1/n) e φ2n+1(0) ∼ M1 −M2
2α+3
n2α
Γ(α+ 1)2n!
.
Aplicando a fo´rmula de Stirling, i.e.
Γ(n+ 1) = n! ∼
√
2pin
(n
e
)n
conclu´ımos que
φ2n(0) ∼ (α+ 1/2)O(1/n) e φ2n+1(0) ∼ M1 −M2
2α+3
√
2piΓ(α+ 1)2
n2α−1/2−n
en
.
Logo φ2n+1(0) converge para zero com uma velocidade de convergeˆncia
superior a` de φ2n(0). Ale´m disso, se M1 =M2 enta˜o φ2n+1(0) = 0 para n ∈ N.
CAPI´TULO III
Generalizac¸a˜o da Teoria de Szego˝
1. Resultados Ba´sicos 53
2. Problema dos Momentos e Fo´rmula As-
simpto´tica
58
3. Uma Representac¸a˜o para a Medida Associada 64
4. Extenso˜es desta Teoria Realizadas por
Geronimus
69
5. Trabalho de Nikishin 73
51

1. RESULTADOS BA´SICOS 53
1. Resultados Ba´sicos
Comecemos por dar alguns resultados fundamentais da teoria dos polino´-
mios ortogonais sobre a circunfereˆncia que vamos necessitar no decorrer deste
cap´ıtulo.
TEOREMA 1.1 (Fo´rmula de Christoffel-Darboux). Seja {φn} uma su-
cessa˜o de polino´mios ortogonais mo´nicos sobre T, i.e.∫
suppµ
φn(z)φm(z)dµ(x) = hnδn,m .
Enta˜o o polino´mio Kernel que lhe esta´ associado
Kn(x, y) =
n∑
j=0
φj(x)φj(y)
hj
(1.1)
admite a seguinte representac¸a˜o
Kn(x, y) =
φ∗n(x)φ∗n(y)− xy¯φn(x)φn(y)
(1− xy¯)hn . (1.2)
DEMONSTRAC¸A˜O. Procedamos por induc¸a˜o. Para n = 0 de (1.1)
obtemos que K0(x, y) =
1
h0
e de (1.2) K0(x, y) =
1−xy¯
(1−xy¯)h0 . Verifiquemos que
a propriedade e´ heredita´ria, i.e. supomos que (1.2) e´ verdadeira para n ≤ s e
verifiquemos a sua veracidade para n = s+1. Assim de (1.1) e da hipo´tese de
induc¸a˜o
Ks+1(x, y) = Ks(x, y) +
φs+1(x)φs+1(y)
hs+1
.
Mas de (II.2.2) obtemos
Ks+1(x, y)
=
(1− |as|2)(φ∗s(x)φ∗s(y)− xy¯φs(x)φs(y)) + (1− xy¯)φs+1(x)φs+1(y)
(1− xy¯)hs+1 .
Aplicando (II.1.4) vem que
Ks+1(x, y)
=
φ∗s(x)φ∗s(y) + |as|2xy¯φs(x)φs(y)− asxφs(x)φ∗s(y)− a¯sy¯φ∗s(x)φs(y)
(1− xy¯)hs+1
e aplicando (II.1.5) a esta equac¸a˜o obtemos (1.2). 
Apresentemos agora duas propriedades extremais.
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TEOREMA 1.2. Sejam µ uma medida de Borel positiva e {φn} a sucessa˜o
de polino´mios ortogonais mo´nicos que lhe esta´ associada. Enta˜o
min
qn∈Pn
qn(z0)=1
∫
suppµ
|qn(z)|2dµ(z) = 1
Kn(z0, z0)
. (1.3)
Ale´m disso, o mı´nimo e´ atingido para
qn(z) =
Kn(z, z0)
Kn(z0, z0)
.
DEMONSTRAC¸A˜O. Representemos
qn(z) =
n∑
k=0
bkφk(z) com
n∑
k=0
bkφk(z0) = 1
Mas como ∫
suppµ
|qn(z)|2dµ(z) =
n∑
k=0
|bk|2hk
o nosso objectivo vai ser o de minimizar esta quantidade sujeita a` condic¸a˜o∑n
k=0 bkφk(z0) = 1. Agora, da desigualdade de Cauchy-Schwarz tem-se
1 ≤
n∑
k=0
|bk|2hk
n∑
k=0
|φk(z0)|2
hk
tendo-se igualdade se e somente se
bk =
φk(z0)/hk∑n
k=0 |φk(z0)|2/hk
.
Que era o que quer´ıamos demonstrar. 
OBSERVAC¸A˜O . Da fo´rmula de Christoffel-Darboux conclu´ımos que o
polino´mio qn que minimiza o integral de (1.3) sujeito a` condic¸a˜o qn(0) = 1 e´
φ∗n.
Temos ainda a seguinte propriedade apresentada por Achieser em [2, pp. 243].
TEOREMA 1.3. Sejam z1, . . . , zn ∈ C tais que |zj| > 1 para j = 1, . . . , k
e |zj| ≤ 1 para j = k+1, . . . , n. Enta˜o, para N ≥ n e para todo o p > 0 tem-se
min
q∈P
q(z)=zN+...
1
2pi
∫
|z|=1
∣∣∣∣∣ q(z)∏nj=1(z − zj)
∣∣∣∣∣
p
|dz| = 1∏k
j=1 |zj|p
. (1.4)
Vamos necessitar de uma desigualdade va´lida para func¸o˜es integra´veis.
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TEOREMA 1.4 (Desigualdade de Jensen). Seja f uma func¸a˜o integra´vel
em [0, 2pi[ verificando a < f(x) < b. Se ϕ e´ uma func¸a˜o convexa em ]a, b[
enta˜o
ϕ
(
1
2pi
∫ 2pi
0
f(θ)dθ
)
≤ 1
2pi
∫ 2pi
0
ϕ (f(θ)) dθ (1.5)
Apresentamos agora o teorema fulcral desta teoria [2, 47, 57, 143].
TEOREMA 1.5 (Szego˝). Seja w(x) ≥ 0 para x ∈ [0, 2pi[ uma func¸a˜o
integra´vel tal que
∫ 2pi
0
w(t)dt > 0. Defina-se
Q(w) =
{
exp
{
1
2pi
∫ 2pi
0
lnw(t)dt
}
, lnw ∈ L
0 , lnw 6∈ L
(1.6)
Enta˜o para todo o p > 0
lim
n→∞
min
q∈Pn
q(0)=1
1
2pi
∫ 2pi
0
|q(eit)|pw(t)dt = Q(w) . (1.7)
DEMONSTRAC¸A˜O. Introduzamos a notac¸a˜o
µn(w; p) = min
q∈Pn
q(0)=1
1
2pi
∫ 2pi
0
|q(eit)|pw(t)dt , n ∈ N (1.8)
enta˜o µn+1(w; p) ≤ µn(w; p) para todo o n ∈ N; e portanto
lim
n→∞
µn(w; p) = µ(w; p) ≥ 0 (1.9)
Assim, de (1.8) e (1.9) podemos reinterpretar (1.7) dizendo que queremos
provar que µ(w; p) = Q(w).
Aplicando a desigualdade de Jensen com ϕ = − ln e f = |q(eit)|pw(t)
obtemos
1
2pi
∫ 2pi
0
|q(eit)|pw(t)dt
≥ exp
(
1
2pi
∫ 2pi
0
(lnw(t) + ln |q(eit)|p)dt
)
≥ Q(w) exp
(
1
2pi
∫ 2pi
0
ln |q(eit)|pdt
)
.
Como para cada n ∈ N o polino´mio que minimiza o integral de (1.7) e´ φ∗n
podemos tomar q na u´ltima desigualdade com ra´ızes em |z| > 1. Logo ln |q(z)|p
e´ uma func¸a˜o harmo´nica em |z| < 1, i.e. cont´ınua e tal que para todo o z ∈ B0,1
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se tem
1
2pi
∫ 2pi
0
f(z + reit) dt = f(z)
com r tal que z + reit ∈ B0,1. Assim,
1
2pi
∫ 2pi
0
|q(eit)|pw(t)dt ≥ |q(0)|pQ(w).
Sendo assim temos a desigualdade µ(w; p) ≥ Q(w).
Provemos agora que µ(w; p) ≤ Q(w). Comec¸aremos por provar esta de-
sigualdade para w(t) = 1|r(eit)|p com r ∈ P e ra´ızes em |t| > 1. Enta˜o para
n ≥ gr r
min
q∈Pn
q(0)=1
1
2pi
∫ 2pi
0
|q(eit)|pw(t)dt = min
q∈Pn
q(0)=1
1
2pi
∫ 2pi
0
∣∣∣∣q(eit)r(t)
∣∣∣∣p dt
e pelo Teorema 1.3 e como ln 1|r(eit)|p e´ uma func¸a˜o harmo´nica temos
min
q∈Pn
q(0)=1
1
2pi
∫ 2pi
0
|q(t)|pw(t)dt = exp
{
1
2pi
∫ 2pi
0
ln
1
|r(eit)|pdt
}
Temos enta˜o que
µ(w; p) = Q(w) para w(t) = 1|r(eit)|p e r ∈ P.
Considere-se agora w func¸a˜o cont´ınua com w(t) ≥ ρ > 0. Pelo Teorema de
Weierstrass existem Sm, sm (polino´mios trigonome´tricos) tais que
1
Sm(t)
< w2/p(t) <
1
sm(t)
e 1
S
p/2
m
e 1
s
p/2
m
aproxima uniformemente w quando n → ∞. Do Teorema de
Feje´r-Riesz (cf. Teorema II.6.1) sabemos que os polino´mios trigonome´tricos
positivos, r, admitem a representac¸a˜o r(t) = |s(eit)|2. Assim, de
µ(
1
S
p/2
m (t)
; p) < µ(w(t); p) < µ(
1
s
p/2
m (t)
; p)
conclu´ımos que
µ(w; p) = Q(w) para w(t) ∈ C([0, 2pi[).
Sendo w uma func¸a˜o integra´vel em [0, 2pi[ e verificando w(t) ≥ ρ > 0, sabemos
que para todo o  > 0 existe f ∈ C([0, 2pi[) com f(t) ≥ ρ
2
e∫ 2pi
0
|f(t)− w(t)|pdt < p , ∀p > 0
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Como − ln e´ uma func¸a˜o convexa
ln f − lnw ≤ 2
ρ
|f − w|
e integrando e tomando exp obtemos
Q(f) ≤ exp( 2
ρpi
)Q(w)
Por outro lado
1
2pi
∫ 2pi
0
|q(eit)|pw(t)dt
=
1
2pi
∫ 2pi
0
|q(eit)|pf(t)
(
w(t)
f(t)
− 1
)
dt+
1
2pi
∫ 2pi
0
|q(eit)|pf(t)dt
e da desigualdade de Cauchy-Schwarz
1
2pi
∫ 2pi
0
|q(eit)|pw(t)dt
≤ 1√
2pi
√∫ 2pi
0
|q(eit)|2pf 2(t)dt
1 + 1√
2pi
√∫ 2pi
0
∣∣∣∣w(t)f(t) − 1
∣∣∣∣2 dt

≤ 1√
2pi
√∫ 2pi
0
|q(eit)|2pf 2(t)dt
(
1 +

ρ
)
Logo
µn(w; p) ≤
(
1 +

ρ
)√
µn(f 2; 2p)
Enta˜o
µn(w; p)
≤
(
1 +

ρ
)√
Q(f 2) =
(
1 +

ρ
)
Q(f)
≤
(
1 +

ρ
)
exp(
2
ρpi
)Q(w)
Para eliminarmos a restric¸a˜o w(t) ≥ ρ > 0 basta ver que
µ(w + ; p) ≤ Q(w + )
logo µ(w; p) ≤ Q(w + ). Tomando limite quando → 0 obtemos (1.7).
Investiguemos agora o caso em que Q(w) = 0, i.e. ∫ 2pi
0
lnw(t)dt = −∞.
Para todo o  > 0 temos
µ(w + ; p) = Q(w + ) .
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Temos enta˜o que mostrar que
lim
n→0
∫ 2pi
0
ln(w(t) + )dt =∞ .
Assim, escrevamos∫ 2pi
0
ln(w(t) + )dt =
∫ 2pi
0
ln+(w(t) + )dt−
∫ 2pi
0
ln+
1
w(t) + 
dt
= I1()− I2()
com ln+ a =
{
ln a , a > 1
0 , 0 < a ≤ 1. Agora, veˆ-se que
0 ≤ I1() ≤
∫ 2pi
0
(w(t) + )dt =
∫ 2pi
0
w(t)dt+ 2pi
pelo que temos que provar que lim→0 I2() =∞.
Suponhamos que lim→0 I2() = N <∞. Enta˜o pelo Lema de Fatou∫ 2pi
0
ln+
1
w(t)
dt ≤ N
o que contraria a nossa hipo´tese. 
2. Fo´rmula Assimpto´tica
Apresentemos alguns resultados de Ana´lise Complexa que podem ser en-
contrados em [3, 32, 79, 132].
TEOREMA 2.1 (Prolongamento Anal´ıtico). Seja f uma func¸a˜o anal´ıtica
no interior do domı´nio B ⊂ C. Se f se anula num domı´nio B1 ⊂ B enta˜o f
e´ constantemente nula em B.
TEOREMA 2.2 (Montel). Seja {f} uma famı´lia de func¸o˜es anal´ıticas
num mesmo domı´nio B. Se {f} e´ uniformemente limitada em B, enta˜o {f} e´
uma famı´lia normal, i.e. de toda a sucessa˜o de func¸o˜es de {f} podemos extrair
uma subsucessa˜o uniformemente convergente num compacto de B.
TEOREMA 2.3 (Hurwitz). Seja {fn} uma sucessa˜o de func¸o˜es anal´ıticas
no domı´nio B ⊂ C, convergindo uniformemente sobre um compacto K de B
para uma func¸a˜o f 6≡const. Se f(z0) = 0 enta˜o existe n0 ∈ N tal que para
n ≥ n0 fn(z) = 0 para z ∈ {z ∈ C : |z − z0| < r} ⊂ B.
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TEOREMA 2.4 (Dini). Sejam K um conjunto compacto munido de uma
me´trica, d, e {fn} uma sucessa˜o crescente de func¸o˜es cont´ınuas em K, i.e.
f1(x) ≤ f2(x) ≤ · · · ≤ fn(x) ≤ . . . , x ∈ K.
Se {fn} converge pontualmente para uma func¸a˜o cont´ınua f em K, enta˜o esta
convergeˆncia e´ uniforme.
Definamos a classe de medidas que pretendemos estudar:
DEFINIC¸A˜O 2.1. Seja µ uma medida positiva de Borel sobre T. Dizemos
que µ pertence a` classe de Szego˝, S, se e somente se lnµ′ e´ integra´vel, i.e.∫
suppµ
lnµ′dx > −∞, onde µ′ representa a.e. a parte absolutamente cont´ınua
da medida µ.
O pro´ximo teorema conte´m os resultados fundamentais da teoria desen-
volvida por Szego˝ em [143] e foi enunciado por Geronimus em [57].
TEOREMA 2.5. Seja {φn} uma sucessa˜o de polino´mios ortogonais mo´-
nicos associada a` medida de Borel positiva µ definida em [0, 2pi[. Enta˜o as
seguintes condic¸o˜es sa˜o equivalentes:
(a)
∑
n∈N
|an|2 <∞.
(b) Existe lim
n→∞
Tn
Tn−1
6= 0.
(c)
∑
n∈N
|φn(z)|2
hn
< ∞ pelo menos num ponto z ∈ B0,1, o que implica a
convergeˆncia uniforme em B(0, 1).
(d) {φ∗nν (z)√
hnν
} converge para algum z ∈ B0,1, o que implica a convergeˆncia
uniforme em B(0, 1).
(e) φnν (z) ' znν 1D¯(1/z) para algum z ∈ C tal que |z| > 1 e onde D e´ uma
func¸a˜o anal´ıtica que chamaremos func¸a˜o de Szego˝.
(f) Existe M > 0 tal que pelo menos para algum z0 ∈ B0,1,
max
qn∈Pn∫ |qn|2dµ=1
|qn(z0)|2 < M.
(g) µ ∈ S.
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DEMONSTRAC¸A˜O. (a) ⇐⇒ (b). Vimos ja´ que
hn = c0
n−1∏
k=0
(1− |ak|2) = Tn
Tn−1
Como a convergeˆncia da se´rie
∑ |an|2 e´ equivalente a` do produto infinito∏(1−
|ak|2) temos o pretendido.
(a) ⇐⇒ (c). Da fo´rmula de Christoffel-Darboux com x = y = 0 vem
n∑
k=0
|φk(0)|2
hk
=
|φ∗n(0)|2
hn
=
1
hn
=
1
c0
∏n−1
k=0(1− |ak|2)
Assim, a convergeˆncia da se´rie desejada no ponto z = 0 e´ equivalente a` con-
vergeˆncia da se´rie
∑ |an|2.
Provemos que nestas condic¸o˜es temos convergeˆncia uniforme em todo o
ponto de B(0, 1). Pela fo´rmula de Christoffel-Darboux obtemos
n∑
k=0
|φk(z)|2
hk
=
|φ∗n(z)|2 − |z|2|φn(z)|2
(1− |z|2)hn (2.1)
Logo
n∑
k=0
|φk(z)|2
hk
+
|z|2
1− |z|2
|φn(z)|2
hn
=
1
1− |z|2
|φ∗n(z)|2
hn
Temos enta˜o √
|φ∗n(z)|2
hn
≥
√
1− |z|2
c0
, |z| < 1
Assim
1
|φ∗n(z)|
≤
√
c0√
hn
√
1− |z|2 , |z| < 1
Da convergeˆncia de hn quando n → ∞ (cf. (b)) obtemos que { 1φ∗n(z)} e´ uni-
formemente limitada em |z| ≤ 1. Aplicando o Teorema de Montel, sabemos
existir uma subsucessa˜o { 1
φ∗nk
} tal que
lim
k→∞
1
φ∗nk(z)
= D(z) , |z| ≤ r < 1
Como a convergeˆncia e´ uniforme D e´ anal´ıtica em |z| ≤ r < 1 e pelo Teo-
rema de Hurwitz D e´ uma func¸a˜o que na˜o se anula em |z| ≤ r < 1. Logo
{
∑
0≤k≤n
|φk(z)|2
hk
} e´ uma sucessa˜o crescente de func¸o˜es cont´ınuas em |z| < 1 e
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converge pontualmente pois de (2.1)
n∑
k=0
|φk(z)|2
hk
≤ |φ
∗
n(z)|2
(1− |z|2)hn .
Aplicando o Teorema de Dini temos a convergeˆncia uniforme de
∑ |φn(z)|2
hn
em
|z| ≤ r < 1.
(c) ⇐⇒ (d). Resulta da demonstrac¸a˜o anterior.
(f) ⇐⇒ (c). Na verdade
max
qn∈Pn∫ |qn|2dµ=1
|qn(z0)|2 = min
qn∈Pn
qn(z0)=1
1∫ |qn|2dµ
e pelo Teorema 1.2 conclu´ımos que
max
qn∈Pn∫ |qn|2dµ=1
|qn(z0)|2 =
n∑
k=0
|φk(z0)|2
hk
.
Daqui se obte´m que (c) =⇒ (f).
Suponhamos agora que se tem (f), enta˜o a sucessa˜o {Kn(z0, z0)} e´ limitada
e por definic¸a˜o mono´tona logo convergente. Do Teorema de Dini temos a
convergeˆncia uniforme.
(d) ⇐⇒ (e). Vimos ja´ que
lim
n→∞
φ∗n(z) = D
−1(z) uniformemente em B0,1.
Enta˜o
lim
n→∞
1
tn
φ¯n(t) = D
−1(1/t) uniformemente em |t| > 1.
Agora tomando t ∈ R com |t| > 1 obtemos
lim
n→∞
1
tn
φn(t) = D¯
−1(1/t) uniformemente em |t| > 1.
Enta˜o, pelo princ´ıpio do prolongamento anal´ıtico temos esta convergeˆncia para
t ∈ C com |t| > 1.
(g) ⇐⇒ (a). Esta equivaleˆncia resulta directamente do Teorema 1.5 e da
al´ınea (f). 
OBSERVAC¸A˜O . Do Teorema 2.5 (f) obtemos que a condic¸a˜o (a) do
mesmo Teorema e´ equivalente a dizer que {einθ}n∈N na˜o e´ denso em L2µ([0, 2pi[).
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De facto, seja z0 tal que |z0| < 1. E´ sabido que 1z−z0 ∈ L2µ. Mas
1
2pi
∫ 2pi
0
∣∣∣∣ 1z − z0 − qn(z)
∣∣∣∣2 dµ(z)
=
1
2pi
∫ 2pi
0
1
|z − z0|2 |1− (z − z0)qn(z)|
2 dµ(z)
≥ 1
2pi
1
1 + |z0|2
∫ 2pi
0
|qn+1(z)|2dµ(z)
≥ 1
1 + |z0|2
1
Kn+1(z0, z0)
, ∀n ∈ N
Supondo a convergeˆncia de
∑ |φn(0)|2/hn obtemos que 1z−z0 na˜o pode ser a-
proximada em L2µ por {einθ}n∈N.
Verifiquemos que se tem o rec´ıproco. Para tal procedamos por reduc¸a˜o ao
absurdo, i.e. suponhamos que a se´rie
∑ |φn(0)|2/hn e´ divergente. Enta˜o
min
qn
1
2pi
∫ 2pi
0
|e−iθ − qn(eiθ)|2dµ(θ)
= min
qn
1
2pi
∫ 2pi
0
|1− zqn(eiθ)|2dµ(θ)
=
1
Kn(0, 0)
−→ 0
Logo e−iθ e´ aproximada por {einθ}n∈N em L2µ. Da mesma forma se pode ver
que e−ikθ com k ≥ 2 e´ aproximada por {einθ}n∈N em L2µ. Logo {einθ}n∈N e´
denso em L2µ.
Vejamos o que se passa quando |z| = 1, [56, 143].
TEOREMA 2.6. Seja {φn} uma sucessa˜o de polino´mios ortogonais mo´-
nicos associada a` medida de Borel positiva µ definida em [0, 2pi[ verificando∫ 2pi
0
ln p(θ)dθ > −∞
onde p(θ) = µ′(θ). Enta˜o
lim
n→∞
∥∥φ∗n(eiθ)− (D(eiθ))−1∥∥2,µ = 0 (2.2)
lim
n→∞
∥∥∥∥Kn(eiθ, eiθ)p(θ)n+ 1 − 1
∥∥∥∥
1,µ
= 0 (2.3)
Assim, existem subsucesso˜es φ∗ns e Knk tais que a.e.
lim
s→∞
φ∗ns(e
iθ) =
1
D(eiθ)
, lim
k→∞
Knk(e
iθ, eiθ)
nk + 1
=
1
p(θ)
. (2.4)
2. FO´RMULA ASSIMPTO´TICA 63
DEMONSTRAC¸A˜O. Da alinea (d) do Teorema 2.5 sabemos que
δn = min
Gn
∥∥∥∥ 1D(eiθ) −Gn(eiθ)
∥∥∥∥
2,µ
=
∥∥∥∥ 1D(eiθ) − hhnφ∗n(eiθ)
∥∥∥∥
2,µ
= |h|
 1
2pi
∫ 2pi
0
∣∣∣∣∣
∞∑
k=n+1
φk(0)φk(e
iθ)
hk
∣∣∣∣∣
2
dµ(θ)
1/2
= |h|
√√√√ ∞∑
k=n+1
|φk(0)|2
hk
−→ 0
Mas ∣∣∣∣φ∗n(eiθ)− 1D(eiθ)
∣∣∣∣ ≤ ∣∣∣∣1− hhn
∣∣∣∣ ∣∣φ∗n(eiθ)∣∣+ ∣∣∣∣ 1D(eiθ) − hhnφ∗n(eiθ)
∣∣∣∣
e portanto ∥∥∥∥φ∗n(eiθ)− 1D(eiθ)
∥∥∥∥2
2,µ
≤
∣∣∣∣1− hhn
∣∣∣∣2 ∥∥φ∗n(eiθ)∥∥22,µ + δ2n
Agora como φ∗n ∈ L2µ([0, 2pi[) temos (2.2).
Da mesma forma se prova (2.3); e (2.4) e´ um caso particular destas duas
convergeˆncias. 
Este resultado vai ser fundamental para a obtenc¸a˜o de fo´rmulas assimpto´ticas
para a sucessa˜o de polino´mios ortogonais mo´nicos sobre [−1, 1] que esta´ asso-
ciada a {φn}.
Vamos tecer considerac¸o˜es e obter algumas consequeˆncias acerca dos resul-
tados apresentados neste cap´ıtulo.
OBSERVAC¸A˜O .
• Uma func¸a˜o de variac¸a˜o limitada σ pode ser representada como soma
de treˆs func¸o˜es σ(θ) = σ1(θ) + σ2(θ) + σ3(θ) onde σ1 e´ absolutamente
cont´ınua, σ2 e´ uma func¸a˜o em escada e σ3 e´ a parte singular.
Szego˝ [143] obteve a fo´rmula assimpto´tica para φn em |z| > 1
(cf. Teorema 2.5 (e)) supondo σ2(θ) = σ3(θ) = 0.
• Vimos tambe´m que (an) tal que
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1
z
=
∞∑
n=0
anφn(z).
Se (an) e´ tal que
∑
n∈N |an|2 <∞ enta˜o como
φ∗n(z) = 1− z
n−1∑
k=0
akφk(z)
obtemos
1
D(z)
= 1− z
∞∑
n=0
anφn(z)
i.e.
∞∑
n=0
anφn(z) =
D(z)− 1
zD(z)
, |z| < 1.
3. Uma Representac¸a˜o para a Medida Associada
Comecemos por provar a seguinte relac¸a˜o:
TEOREMA 3.1. Sejam {φn} a sucessa˜o de polino´mios ortogonais mo´ni-
cos associada a µ sobre T e {Ωn} a sucessa˜o de polino´mios ortogonais mo´nicos
associada de primeira espe´cie. Enta˜o
φ∗n(z)Ωn(z) + φn(z)Ω
∗
n(z) =
2hnz
n
c0
, n ∈ N. (3.1)
DEMONSTRAC¸A˜O. De (II.1.4) e (II.3.3) obtemos
a¯n(φ
∗
n(z)Ωn(z) + φn(z)Ω
∗
n(z)) = −φn+1(z)Ωn(z) + φn(z)Ωn+1(z) (3.2)
Mas {φn} e {Ωn} verificam (II.3.5) logo
a¯n(φn+1(z)Ωn+2(z)− φn+2(z)Ωn+1(z))
= za¯n+1(1− |an|2)(φn(z)Ωn+1(z)− φn+1(z)Ωn(z))
Assim, de (3.2) obtemos
φ∗n(z)Ωn(z) + φn(z)Ω
∗
n(z)
=
z(1− |an−1|2)
a¯n−1
(φn−1(z)Ωn(z)− φn(z)Ωn−1(z))
e portanto aplicando (II.2.2) obtemos (3.1). 
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Como consequeˆncia deste resultado temos que
c0<e
(
Ω∗n(e
iθ)
φ∗n(eiθ)
)
=
hn
|φ∗n(eiθ)|2
(3.3)
Agora como
Ωn(z) =
1
2pic0
∫ 2pi
0
eiθ + z
eiθ − z
(
φ∗n(e
iθ)− φ∗n(z)
)
dµ(θ)
temos
c0Ω
∗
n(z)
= − 1
2pi
∫ 2pi
0
eiθ + z
eiθ − z
(
znφ∗n(eiθ)− φ∗n(z)
)
dµ(θ)
= c0φ
∗
n(z)
1
2pic0
∫ 2pi
0
eiθ + z
eiθ − zdµ(θ)−
zn
2pi
∫ 2pi
0
eiθ + z
eiθ − zφ
∗
n(e
iθ)dµ(θ)
Tendo em conta a definic¸a˜o de F dada em (II.3.1) podemos escrever
c0(F (z)φ
∗
n(z)− Ω∗n(z))
= zn
1
2pi
∫ 2pi
0
(
1 + 2
∞∑
k=1
zke−ikθ
)
φn(eiθ)dµ(θ)
= 2zn
∞∑
k=1
zk
1
2pi
∫ 2pi
0
e−ikθφn(eiθ)dµ(θ)
= O(zn+1) , |z| < 1
Como φ∗n(z) 6= 0 para |z| < 1 obtemos
F (z)− Ω
∗
n(z)
φ∗n(z)
= O(zn+1) , |z| < 1 (3.4)
Vemos tambe´m que da relac¸a˜o de recorreˆncia que {Ωn} e {φn} verificam
Ωn+1(z)
φn+1(z)
+
Ω∗n(z)
φ∗n(z)
=
zΩn(z) + a¯nΩ
∗
n(z)
zφn(z)− a¯nφ∗n(z)
+
Ω∗n(z)
φ∗n(z)
=
z(Ωn(z)φ
∗
n(z) + Ω
∗
n(z)φn(z))
φn+1(z)φ∗n(z)
e de (3.1) obtemos
Ωn+1(z)
φn+1(z)
+
Ω∗n(z)
φ∗n(z)
=
zn+1hn
c0φn+1(z)φ∗n(z)
.
Assim, os primeiros n termos da expansa˜o em se´rie de Maclaurin de −Ωn+1(z)
φn+1(z)
e Ω
∗
n(z)
φ∗n(z)
coincidem. Logo de (3.4) sai que
F (z) +
Ωn(z)
φn(z)
= O(zn) , |z| < 1 (3.5)
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Os resultados contidos em (3.4) e (3.5) podem ser estendidos a sucessa˜o de
polino´mios mo´nicos na˜o necessariamente ortogonais (ver [121]):
TEOREMA 3.2. Seja φn um polino´mio de grau exactamente n. Se existir
uma medida µ a respeito da qual∫ 2pi
0
φn(z)z
−jdµ(θ) = 0 , j = −k, . . . , n+ i− 1
com k, i ∈ N, enta˜o denotando por Ωn ∈ Pn o associado relativamente a` medida
µ de φn temos
φn(z)F (z) + Ωn(z) = O(z
n+i) e φ∗n(z)F (z)− Ω∗n(z) = O(zn+k+1)
onde F e´ a func¸a˜o de Caratheodory associada a µ.
Damos agora uma representac¸a˜o para as medidas µ pertencentes a` classe
de Szego˝:
TEOREMA 3.3. Se µ ∈ S enta˜o µ pode ser representada por
dµ(θ) = dµ′(θ) +
∞∑
j=1
Mjδ(θj) (3.6)
onde a parte absolutamente cont´ınua da medida µ, µ′ vem dada por
µ′(θ) = h|D(eiθ)|2 a.e. em [0, 2pi[ (3.7)
Mj =
c0
eiθj
lim
z→eiθj
(eiθj − z)F (z) . (3.8)
e θj ∈ [0, 2pi[ para j = 1, . . . ,∞.
DEMONSTRAC¸A˜O. Como µ ∈ S, da al´ınea (a) do Teorema 2.5 sabe-
mos que limn→∞ an = 0; logo de (II.5.3) e (II.5.4) conclu´ımos que
dν(θ) =
1
2
| sin θ|dµ(cos θ)
esta´ na classe M(1, 0). Como ν ∈ M(1, 0) sabemos do Teorema I.7.3 que
suppµ = [−1, 1] ∪ {λj}∞1 . Ale´m disso, pode ver-se que a transformada de
Stieltjes da medida ν e a func¸a˜o de Caratheodory de µ esta˜o relacionadas por
(cf. [121])
χ(y; ν) =
2z
1− z2F (z) para |y| = |z +
√
z2 − 1| −→ ∞,
logo µ admite a representac¸a˜o (3.6).
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Vejamos agora a representac¸a˜o da parte absolutamente cont´ınua de µ.
Do Teorema 1.5 sabemos
exp
{
1
2pi
∫ 2pi
0
ln p(t)dt
}
= lim
n→∞
min
q∈Pn
q(0)=1
1
2pi
∫ 2pi
0
|q(eiθ)|2p(θ)dθ
Mas
min
q∈Pn
q(0)=1
1
2pi
∫ 2pi
0
|q(eiθ)|2p(θ)dθ = 1
Kn(0, 0)
=
hn
|φ∗n(0)|2
.
Assim,
1
2pi
∫ 2pi
0
ln p(t)dt = lnh|D(0)|2
e como D e´ uma func¸a˜o anal´ıtica em B0,1 obtemos
1
2pi
∫ 2pi
0
ln p(t)dt =
1
2pi
∫ 2pi
0
lnh|D(eiθ)|2dθ.
Tem-se assim (3.7).
Pelo Teorema de Herglotz [72] (cf. [57, pp. 17]) sabemos que F (z) definida
por (II.3.1) e´ anal´ıtica em B0,1. Enta˜o da definic¸a˜o de F e da representac¸a˜o
de µ obtemos (3.8). 
OBSERVAC¸A˜O . De (3.3) vemos que a parte absolutamente cont´ınua
da medida µ esta´ relacionada com <eΩ∗n(eiθ)
φ∗n(eiθ)
, e de (3.4) vemos que “na˜o esta´
longe” de <eF (eiθ).
Apresentemos agora um resultado de Peherstorfer [121] que nos da´ uma
condic¸a˜o para que a parte absolutamente cont´ınua da medida possa ser repre-
sentada em termos da parte real de F .
TEOREMA 3.4. Seja F anal´ıtica em |z| < 1 e suponhamos que F tem
um nu´mero finito de polos de ordem um em |zk| = 1, k = 1, . . . ,m, i.e.
lim
n→∞
(z − zk)F (z) = γk, com γk/zk ∈ R. Se
lim
z→eiϕ
<e
(
F (z)−
m∑
k=1
γk
z − zk
)
existe a.e. e e´ Lp[0, 2pi[ integra´vel com p > 1, enta˜o
F (z) =
1
2pi
∫ 2pi
0
eiϕ + z
eiϕ − zdσ(ϕ)
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com
dσ(ϕ) = (<eF (eiϕ)− const.)dϕ−
m∑
k=1
piγk
zk
δ(eiϕ − zk)dϕ
onde <eF (eiϕ) = lim
z→eiϕ
<eF (z) e const. =∑mk=1 piγkzk .
Vejamos agora como obter fo´rmulas assimpto´ticas para as sucesso˜es de po-
lino´mios ortogonais mo´nicos associada a µ com suppµ = [−1, 1]∪{λ1, . . . , λs}
que esta˜o associadas a` sucesso˜es de polino´mios ortogonais mo´nicos sobre T
(cf. Teoremas II.5.1 e II.5.2).
TEOREMA 3.5. Sejam {Pn} a sucessa˜o de polino´mios ortogonais mo´ni-
cos associada a µ e {φn} a sucessa˜o de polino´mios ortogonais mo´nicos asso-
ciada a ν com dν(θ) = 1
2
| sin θ|dµ(cos θ); enta˜o as seguintes afirmac¸o˜es sa˜o
equivalentes:
(a) 0 <
∏
n∈Z+
4γn <∞.
(b) Pn(x) = (z/2)
n(D¯(1/z))−1 + o(1), |z| = |x+√x2 − 1| > 1.
(c) Pn(cos(θ)) =
1
2n
(
einθ
D(eiθ)
+
e−inθ
D(eiθ)
)
+ o(1), z = eiθ, onde esta con-
vergeˆncia e´ tomada em norma ‖.‖2,µ.
(d) Existe
∫ 1
−1
lnw(x)√
1− x2dx onde w(x) = ν
′(x) a.e. em [0, 2pi[
DEMONSTRAC¸A˜O. As treˆs primeiras al´ıneas sa˜o consequeˆncia directa
dos Teoremas 2.5 e 2.2 e das fo´rmulas (II.5.1) e (II.5.3). Para a al´ınea (d)
basta notar que com p(θ) = w(cos(θ))| sin(θ)|
1
2pi
∫ 2pi
0
ln p(θ)dθ =
1
pi
∫ 1
−1
lnw(x)√
1− x2dx+
1
pi
∫ 2pi
0
ln sin(θ)dθ
e a existeˆncia de um destes integrais implica a existeˆncia do outro, visto que∫ 2pi
0
ln sin(θ)dθ existe. 
Uma condic¸a˜o suficiente para que a medida µ seja tal que o seu suporte
tenha somente um nu´mero finito de pontos fora de [−1, 1] (cf. [149, T. 60,
pp. 126]), e´ dada em termos dos coeficientes da relac¸a˜o de recorreˆncia a treˆs
termos que {Pn} verifica, i.e. (βn), (γn)∑
n∈N
n
(∣∣∣∣γn − 14
∣∣∣∣+ |βn|) <∞
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Este resultado era ja´ conhecido da teoria espectral dos operadores tipo Sturm-
-Liouville desenvolvida por Marchenko [99] ou do estudo do espectro de ma-
trizes de Jacobi realizado por Guseinov [67].
4. Extenso˜es desta Teoria Realizadas por Geronimus
Vamos dar condic¸o˜es sobre os paraˆmetros de reflexa˜o para que a medida
associada seja absolutamente cont´ınua.
EXEMPLO 4.1. Seja an =
1
n+a
com a > 1. Enta˜o a medida µ que lhe
esta´ associada vem dada por dµ(θ) = c0
a−1
a
dθ + 2pic0
a
δ(θ).
Neste caso (an) verifica a al´ınea (a) do Teorema 2.5. Calculemos explicita-
mente φ∗n e Ω
∗
n. Tomando yn+1 =
n+a
n+a+1
z em (II.3.8), obtemos
un+2 − un+1 = un+1yn+1 − unyn
e portanto
un+1 − zunn+ a− 1
n+ a
= C
Tomando agora vn = (n+ a− 1)un vem
vn+1 − zvn = (n+ a)C
Enta˜o
vn = Az
n +
C(n+ a− 1
1−z )
1− z
un =
Azn
n+ a− 1 +
C(n+ a− 1
1−z )
(1− z)(n+ a− 1)
C = u1 − u0za− 1
a
A = u0(a− 1)−
C(a− 1
1−z )
1− z
Tomando u0 = 1, u1 = 1∓ za obtemos
φ∗n(z) = 1−
z(zn − 1)
(n+ a− 1)(z − 1)
Ω∗n(z) = −
zn+1(a(1− z)− 2)
a(n+ a− 1)(1− z)2 +
(n+ a− 1
1−z )(1− z + 2za )
(1− z)(n+ a− 1)
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Enta˜o para |z| < 1 com n→∞ temos
D(z) = lim
n→∞
φ∗n(z) = 1
ω(z) = lim
n→∞
1
Ω∗n(z)
=
1− z
a− z(a− 2)
F (z) =
D(z)
ω(z)
=
1 + z
a(1− z) +
a− 1
a
De (3.8) se conclui que a massa no ponto 1 e´ igual a 2pic0
a
.
Vejamos agora um resultado de Geronimus [57].
TEOREMA 4.1 (Geronimus). Sejam {φn} a sucessa˜o de polino´mios or-
togonais mo´nicos associada a µ e (an) os seus paraˆmetros de reflexa˜o. Se a
se´rie
∑ |an| e´ convergente enta˜o
φ∗n(z) '
1
D(z)
+ n , |z| ≤ 1 e n = O(
∞∑
k=n
|ak|) (4.1)
φn(z) ' zn( 1
D¯(1/z)
+ ′n) , |z| ≥ 1 e ′n = O(
∞∑
k=n
|ak|) (4.2)
Ale´m disso, µ e´ absolutamente cont´ınua e µ(θ) =
∫ θ
0
h|D(eit)|2dt.
DEMONSTRAC¸A˜O. De (II.1.5) obtemos sucessivamente
φ∗n+1(z)
φ∗n(z)
= 1− zanφn(z)
φ∗n(z)
φ∗n+1(z) =
n∏
k=0
(
1− zakφk(z)
φ∗k(z)
)
E para |z| ≤ 1 temos
n−1∏
k=0
(1− |ak|) ≤ |φ∗n(z)| ≤
n−1∏
k=0
(1 + |ak|)
A convergeˆncia de
∑ |an| implica que
lim
n→∞
φ∗n(z) =
1
D(z)
=
∞∏
n=0
(
1− zanφ
∗
n(z)
φn(z)
)
, |z| ≤ 1
Ale´m disso,
n−1∏
k=0
(1− |ak|) ≤ |1/D(z)| ≤
n−1∏
k=0
(1 + |ak|)
e sabemos que
φ∗n(z) = 1− z
n−1∑
k=0
akφk(z) (4.3)
4. EXTENSO˜ES DESTA TEORIA REALIZADAS POR GERONIMUS 71
Assim, para |z| ≤ 1
|φn(z)| ≤ |φ∗n(z)| ≤
n−1∏
k=0
(1 + |ak|) ≤
∞∏
n=0
(1 + |an|) =M
Logo ∣∣∣∣∣
∞∑
n=0
anφn(z)
∣∣∣∣∣ ≤M∑
n∈N
|an| , |z| ≤ 1.
Portanto de (4.3)
|D−1(z)− φ∗n(z)| = |z|
∣∣∣∣∣∑
n∈N
anφn(z)
∣∣∣∣∣ ≤ |z|M∑
n∈N
|an| , |z| ≤ 1.
Temos enta˜o (4.1). Usando um processo ana´logo ao utilizado no Teorema 2.5
para deduzir (e) obtemos (4.2).
Mostremos que a medida associada e´ absolutamente cont´ınua. Pode ver-se
que
Ω∗n(z) =
1
ω(z)
+  com  = O(
∞∑
k=n
|ak|)
ω−1(z) = 1 + z
∑
n∈N
anΩn(z)
∞∏
k=0
(1− |ak|) ≤ 1|ω(z)| ≤
∞∏
k=0
(1 + |ak|)
Como c0<eΩ∗n(z)φ∗n(z) = hn|φ
∗
n(e
iθ)|−2 para todo o n ∈ N, obtemos c0<eD(eiθ)ω(eiθ) =
h|D(eiθ)|2. Agora, para |z| ≤ 1 e quando |an| < 1 temos
F (z) = lim
n→∞
Ω∗n(z)
φ∗n(z)
=
D(z)
ω(z)
, |z| ≤ 1
Logo D(z)
ω(z)
e´ uma func¸a˜o cont´ınua em |z| ≤ 1. 
OBSERVAC¸A˜O . Se (an) sa˜o tais que |an| < 1 enta˜o
lim
nν→∞
∫ θ
0
hnν
|φnν (eit)|2
dt = µ(θ)
num conjunto denso de [0, 2pi[. Quando
∑ |an|2 <∞ enta˜o
lim
n→∞
√
hn
φ∗n(z)
= hD(z) , |z| < 1 a.e. em [0, 2pi[.
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Mas quando
∑ |an| <∞ enta˜o em [0, 2pi[ tem-se
lim
r→r−1
{
lim
n→∞
√
hn
φ∗n(reiθ)
}
= hD(eiθ)
lim
r→r−1
{
lim
n→∞
hn
|φ∗n(reiθ)|2
}
= p(θ)
uniformemente para |z| ≤ 1.
Vejamos agora algumas fo´rmulas assimpto´ticas.
TEOREMA 4.2. Sejam (an) tal que
∑ |an| <∞. Enta˜o para |x|, |y| < 1
e n→∞ temos
lim
n→∞
Kn(x, y) =
1
h(1− xy¯)D(x)D(y) (4.4)
Para x = y, |x| = 1 e n→∞ temos
lim
n→∞
Kn(x, x)
n+ 1
=
1
h|D(x)|2 . (4.5)
DEMONSTRAC¸A˜O. Basta notar que
Kn(x, y) =
φ∗n(x)φ∗n(y)− xy¯φn(x)φn(y)
(1− xy¯)hn
De (4.1) e (4.2) conclu´ımos que se tem (4.4) e (4.5). 
5. Trabalho de Nikishin
Vamos relacionar as func¸o˜es de Szego˝ associadas a duas sucesso˜es de po-
lino´mios ortogonais mo´nicos, uma relativamente a` funcional linear u, {Pn},
definida em [−1, 1] por
〈u, xn〉 =
∫ 1
−1
xnw(x)dx com w ∈ S (5.1)
e outra relativamente a
v = u +
s∑
j=1
Mjδλj , λj 6∈ [−1, 1] (5.2)
que vamos denotar por {Rn}. Note-se que estas duas sucesso˜es de polino´mios
ortogonais mo´nicos esta˜o na classe de Szego˝.
Vamos dar um me´todo para obter fo´rmulas assimpto´ticas para {Rn} em
[−1, 1], C\{[−1, 1]∪{λ1, . . . , λs}} e em {λ1, . . . , λs}. Este estudo foi realizado
por Nikishin em [119] e baseia-se no seguinte resultado devido a Goncˇar [62].
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TEOREMA 5.1 (Goncˇar). Sejam {Pn} e {Rn} as sucesso˜es de polino´-
mios ortogonais mo´nicos associadas a u,v definidas por (5.1) e (5.2), respec-
tivamente. Enta˜o
lim
n→∞
Rn(z)
Pn(z)
=
1
2s(ϕ(z))s
s∏
j=1
(ϕ(z)− ϕ(λj))2
z − λj (5.3)
uniformemente em C \ {[−1, 1]∪{λ1, . . . , λs}} e ϕ(z) = z+
√
z2 − 1 e |z| > 1.
OBSERVAC¸A˜O . As ra´ızes de {Rn} esta˜o em [−1, 1] com poss´ıvel ex-
cepc¸a˜o de s delas. Estas tera˜o como pontos de acumulac¸a˜o os λj com j =
1, . . . , s (cf. Teorema I.7.1).
Como dissemos atra´s, o nosso objectivo vai ser o de encontrar a func¸a˜o de
Szego˝ associada a v, que denotaremos por Dv, pois a partir dela e tendo em
atenc¸a˜o o Teorema 3.5 podemos determinar as fo´rmulas assimpto´ticas destes
polino´mios em [−1, 1] e em C \ {[−1, 1] ∪ {λ1, . . . , λs}}. No final estudaremos
o que se passa em {λ1, . . . , λs}.
Do Teorema II.6.2 veˆ-se que
s∏
j=1
(x− λj)Rn(x) = Pn+s(x) +
s∑
j=1
dn,n+s−jPn+s−j(x) (5.4)
com
lim
n→∞
dn,n+s−j = dj , j = 1, . . . , s.
Assim, de (5.4) obtemos
s∏
j=1
(z − λj) = lim
n→∞
Pn+s(z)
Rn(z)
+
s∑
j=1
dj
Pn+s−j(z)
Rn(z)
Pelos Teoremas I.7.3 e 5.1 obtemos para z ∈ C \ [−1, 1]
s∏
j=1
(z − λj) =
(2ϕ(z))s
∏s
j=1(z − λj)∏s
j=1(ϕ(z)− ϕ(λj))2
(
ϕ(z)
2
)s
+
s∑
j=1
dj
(2ϕ(z))s
∏s
j=1(z − λj)∏s
j=1(ϕ(z)− ϕ(λj))2
(
ϕ(z)
2
)s−j
e portanto, tomando ϕ(z) = t nesta u´ltima equac¸a˜o
s∏
j=1
(t− ϕ(λj))2 = (2t)s
((
t
2
)s
+
s∑
j=1
dj
(
t
2
)s−j)
(5.5)
logo os dj com j = 1, . . . , s esta˜o perfeitamente definidos.
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Vamos partir para a determinac¸a˜o da fo´rmula assimpto´tica para Rn em
[−1, 1]. Mais uma vez de (5.4) e tendo em atenc¸a˜o o Teorema 3.5
s∏
j=1
(cos(θ)− λj)Rn(cos(θ)) = 1
2n+s
(
ei(n+s)θ
D(eiθ)
+
e−i(n+s)θ
D(eiθ)
)
+
s∑
j=1
dj
1
2n+s−j
(
ei(n+s−j)θ
D(eiθ)
+
e−i(n+s−j)θ
D(eiθ)
)
=
1
2n
{
e−inθ
D(eiθ)
(
(
e−iθ
2
)s +
s∑
j=1
dj(
e−iθ
2
)s−j
)
+
einθ
D(eiθ)
(
(
eiθ
2
)s +
s∑
j=1
dj(
eiθ
2
)s−j
)}
e por (5.5) obtemos
s∏
j=1
(cos(θ)− λj)Rn(cos(θ)) = 1
2n
{
e−inθ
D(eiθ)
(
1
2e−iθ
)s s∏
j=1
(e−iθ − ϕ(λj))2
+
einθ
D(eiθ)
(
1
2eiθ
)s s∏
j=1
(eiθ − ϕ(λj))2
}
Enta˜o
Rn(cos(θ)) =
1
2n
{
α(eiθ)
D(eiθ)
e−inθ +
α(eiθ)
D(eiθ)
einθ
}
+ o(1) (5.6)
onde com z = eiθ e zj =
1
ϕ(λj)
temos o produto de Blaschke
α(z) =
zs
2s
∏s
j=1
(
1
z
− 1
zj
)2
∏s
j=1
(
1
2
(
z + 1
z
)− 1
2
(
zj +
1
zj
)) = s∏
j=1
z − zj
zzj − 1
1
zj
. (5.7)
Estamos em condic¸o˜es de estabelecer o seguinte resultado:
TEOREMA 5.2 (Nikishin). Sejam {Pn} e {Rn} as sucesso˜es de poli-
no´mios ortogonais mo´nicos associadas a`s funcionais lineares u,v definidas
por (5.1) e (5.2), respectivamente. Enta˜o as func¸o˜es de Szego˝ que lhes esta˜o
associadas satisfazem
Dv(z) =
Du(z)
α(z)
onde α(z) e´ definida por (5.7).
Assim sendo, do Teorema 3.5 conclu´ımos que
Rn(x) = (z/2)
n(D¯v(1/z))
−1 + o(1) (5.8)
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Estudemos agora o comportamento assimpto´tico de Rn em λj. Com esse ob-
jectivo considere-se a func¸a˜o
Gn(z) = 〈v, R
2
n(x)
z − x 〉 =
2
pi
∫ 2pi
0
dθ
z − cos θ (1 + o(1)) (5.9)
Consideremos o domı´nio K ⊂ C \ {[−1, 1] ∪ {λ1, . . . , λs}}; enta˜o em K
Rn(z)vˆ(z)−R(1)n (z) = 〈v,
Rn(x)
z − x 〉 (5.10)
onde vˆ(z) representa a transformada de Stieltjes de v. Mas
Gn(z) = Rn(z)〈v, Rn(x)
z − x 〉
Assim tendo em atenc¸a˜o (5.9), (5.10) toma a forma
Rn(z)vˆ(z)−R(1)n (z) =
1
Rn(z)
2
pi
∫ 2pi
0
dθ
z − cos θ (1 + o(1)) (5.11)
Agora sabemos que
lim
z→λj
(z − λj)(Rn(z)vˆ(z)−R(1)n (z)) =MjRn(λj)
onde Mj = Resz=zj vˆ(z). Assim de (5.11) obtemos
Rn(λj) =
2
Mjpi
lim
z→λj
(z − λj)
∫ 2pi
0
dθ
z−cos θ
Rn(z)
(1 + o(1))
e de (5.8) vem que
Rn(λj)
=
2n+1
Mjpiϕ(λj)n
∫ 2pi
0
dθ
λj − cos θ
lim
s→λj
(
1
2
(s+
1
s
)− 1
2
(zj +
1
zj
)
)
D¯v(s)(1 + o(1))
=
2n+1
Mjpiϕ(λj)n
∫ 2pi
0
dθ
λj − cos θ lims→λj(s− zj)(1−
1
szj
)D¯v(s)(1 + o(1))
=
2n+1
Mjpiϕ(λj)n
∫ 2pi
0
dθ
λj − cos θ (1−
1
z2j
) Resz=zj D¯v(z)(1 + o(1))
Assim, como pelo Teorema dos Res´ıduos∫ 2pi
0
dθ
λj − cos θ =
2pi√
λ2j − 1
=
4pi
zj − 1zj
estamos em condic¸o˜es de escrever a fo´rmula assimpto´tica para Rn em λj com
j = 1, . . . , s
Rn
(
1
2
(
zj +
1
zj
))
=
2n+3zn−1j
Mj
Resz=zj D¯v(z)(1 + o(1)). (5.12)
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Este processo enovador vai ser aplicado, mais tarde, para obter fo´rmulas
assimpto´ticas para polino´mios ortogonais associados a medidas mais gerais.
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1. Introduc¸a˜o
O nosso objectivo, neste Cap´ıtulo vai ser o de mostrar que a equac¸a˜o difer-
encial de segunda ordem do tipo
LnPn = 0
Ln = φD
2 + ψD + λnI
φ(x) = a0x
2 + a1x+ a2
ψ(x) = b0x+ b1
λn = n((n− 1)a0 + b0)
Dk e´ a derivada de ordem k e D0 = I

(1.1)
caracteriza completamente as sucesso˜es de polino´mios ortogonais mo´nicos cla´s-
sicas. Com isto queremos dizer que, a partir dela, e conhecendo as suas soluc¸o˜es
polinomiais, podemos determinar os coeficientes da relac¸a˜o de recorreˆncia a
treˆs termos que estes polino´mios verificam, a localizac¸a˜o dos seus zeros, bem
como a medida que lhes esta´ associada.
O estudo das soluc¸o˜es polinomiais da equac¸a˜o (1.1) foi realizado por Bochner
em [16], da´ı que este operador leve o seu nome.
Vamos ver como, a partir desta caracterizac¸a˜o das famı´lias de polino´mios
ortogonais cla´ssicas, podemos obter as caracterizac¸o˜es por no´s apresentadas
em [26].
O estudo das soluc¸o˜es polinomiais de (1.1), realizado por Bochner, esta´
baseado no facto de (1.1) ser uma equac¸a˜o diferencial do tipo hipergeome´trico.
Identificando as soluc¸o˜es polinomiais com a sua representac¸a˜o em termos de
func¸o˜es hipergeome´tricas encontrou os polino´mios de Hermite, Laguerre e Ja-
cobi. Assim sendo, o processo utilizado por Bochner e´ exaustivo; ale´m disso
na˜o nos da´ uma ligac¸a˜o directa com os coeficientes da relac¸a˜o de recorreˆncia a
treˆs termos que sabemos verificarem estes polino´mios.
Daqui se veˆ a importaˆncia do primeiro trabalho realizado nesta teoria por
Vicente Gonc¸alves em [60]. De facto, Vicente Gonc¸alves mostra que as soluc¸o˜es
polinomiais de (1.1), {Pn}, verificam uma relac¸a˜o de recorreˆncia a treˆs termos
xPn = Pn+1 + βnPn + γnPn−1 , n = 1, 2, . . . (1.2)
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com condic¸o˜es iniciais P0 = 1, P1 = x− β0. Por aplicac¸a˜o directa do Teorema
de Favard, conclu´ımos que a sucessa˜o de polino´mios mo´nicos {Pn}, definida
por (1.1) e´ ortogonal quando e so´ quando γn 6= 0.
Vamos descrever o me´todo apresentado por Vicente Gonc¸alves em [60] para
obter uma fo´rmula para βn, γn dada em termos dos coeficientes dos polino´mios
φ, ψ que aparecem em (1.1).
Devemos realc¸ar que o estudo realizado por este autor nos leva a duas
situac¸o˜es que podemos chamar de singulares:
• Provou que algumas soluc¸o˜es polinomiais verificam (1.2) somente para
um nu´mero finito de ı´ndices, digamos para n = 1, 2, . . . ,m. Estes po-
lino´mios foram estudados por Romanovsky em [129].
• Deu tambe´m condic¸o˜es sobre os coeficientes de φ, ψ por forma que
exista n0 ∈ N tal que γn0 = 0. Neste caso Vicente Gonc¸alves diz-nos
que na˜o existe uma medida a respeito da qual a sucessa˜o {Pn} seja
ortogonal.
Um estudo da equac¸a˜o de Bessel pode tambe´m a´ı ser encontrado. Desta
forma Vicente Gonc¸alves antecipou o estudo sobre os polino´mios de Bessel
realizado por Krall e Frink em [81].
Nesse trabalho Vicente Gonc¸alves mostra que se {Pn} esta´ definida por (1.1)
enta˜o verifica
2φP ′n + ψPn − (2a0n+ b0)(x− βn)Pn = KnPn−1 , n ∈ Z+ (1.3)
Esta representac¸a˜o para as sucesso˜es de polino´mios ortogonais mo´nicos cla´ssicas
e´ usualmente atribu´ıda a Tricomi [145, 146]. Mais uma vez na˜o necessitamos
da ortogonalidade da sucessa˜o de polino´mios mo´nicos {Pn} para obter (1.3).
Veremos tambe´m (cf. Teorema 2.2) que (1.3), juntamente com (1.2), nos leva
a (1.1). Mostramos, assim, que o me´todo que Vicente Gonc¸alves apresentou
em [60] serve para demonstrar a caracterizac¸a˜o de Al-Salam e Chihara [5].
Um ano mais tarde Vicente Gonc¸alves apresentou, em [61], uma fo´rmula
tipo Rodrigues para as soluc¸o˜es polinomiais de (1.1). O estudo a´ı realizado e´
ta˜o simples que parece estranho que a ningue´m tivesse ocorrido fazer uma tal
demonstrac¸a˜o. Diz-nos tambe´m como obter a equac¸a˜o diferencial tipo Bochner
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para {y′n+1}, i.e. deu uma demonstrac¸a˜o do Teorema de Hahn [68] via fo´rmula
de Rodrigues, i.e. provou que as u´nicas sucesso˜es de polino´mios ortogonais mo´-
nicos, {Pn}, cuja sucessa˜o de polino´mios mo´nicos, {y
′
n+1
n+1
}, e´ ainda ortogonal
sa˜o as cla´ssicas.
Quer´ıamos deixar claro que muitos trabalhos foram escritos sobre as MOPSs
cla´ssicas, mas normalmente os autores utilizaram sempre como dado inicial
que as sucesso˜es de polino´mios mo´nicos soluc¸o˜es de (1.1) sa˜o ortogonais, o
que enfraquece, como se depreende do acima referido, os resultados por eles
encontrados. Sobre este tema podemos encontrar uma extensa bibliografia no
trabalho de Al-Salam [4] ou em [26].
Apenas existe um trabalho, devido a Lancaster [84], semelhante ao reali-
zado por Vicente Gonc¸alves em [60], mas para o caso em que em vez de um
operador diferencial tipo Bochner, consideramos o ana´logo discreto desse ope-
rador.
Neste cap´ıtulo apresentaremos os trabalhos de Vicente Gonc¸alves [60, 61]
e aproveitaremos os resultados a´ı contidos para fazermos um estudo da regula-
ridade das funcionais lineares que verificam uma equac¸a˜o de Pearson tomada
no sentido distribucional, i.e.
u tal que D(φu) = ψu . (1.4)
Este estudo foi realizado por Branquinho e Marcella´n em [23] e pretende es-
tender o estudo apresentado em [26].
Daremos tambe´m algumas caracterizac¸o˜es dos polino´mios ortogonais cla´ssicos
por no´s apresentadas em [20, 26].
Veremos tambe´m uma interessante interpretac¸a˜o electrosta´tica das ra´ızes
dos polino´mios ortogonais apresentado por Stieltjes em [141].
Vamos, inspirados nos trabalhos de Vicente Gonc¸alves [60, 61], estudar
tambe´m sucesso˜es de polino´mios ortogonais mo´nicos, {Pn}, que verificam uma
relac¸a˜o do tipo (
ΦD2 +ΨD + µnI
)
P
(1)
n−1 = 2kP
′
n (1.5)
onde Φ ∈ P2, Ψ ∈ P1 e µn ∈ C. Este estudo foi realizado por Branquinho e
Foulquie´ Moreno em [21].
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As sucesso˜es de polino´mios ortogonais mo´nicos cla´ssicas verificam uma
relac¸a˜o deste tipo (cf. Teorema 7.1).
Mostraremos ainda que (1.5) e´ mais geral que (1.1).
Para resolver este problema vamos comec¸ar por determinar os coeficientes
da relac¸a˜o de recorreˆncia a treˆs termos que os {Pn} definidos por (1.5) ver-
ificam. Depois, classifica´-los-emos em quatro classes, Hn, Lαn, Pα,βn , Bαn , por
analogia com o caso cla´ssico. Determinaremos a medida associada as estas
sucesso˜es de polino´mios ortogonais mo´nicos:
• No caso Hn obtemos por inversa˜o da transformada de Stieltjes a me-
dida correspondente.
• Nos casos Lαn e Pα,βn obtemos condic¸o˜es sobre β0, γ1 por forma a
termos as igualdades (Lan)
(c) = Lαn ou
(
P a,bn
)(c)
= Pα,βn , onde (Lan)(c)
e
(
P a,bn
)(c)
sa˜o os polino´mios associados a Lan e P
a,b
n , respectivamente.
Neste processo utilizaremos as medidas obtidos por Wimp, Askey, e
Bustoz e Ismail para as sucesso˜es de polino´mios ortogonais mo´nicos
associadas das cla´ssicas (veja-se [11, 30, 151]).
Como caso singular deste problema (Φ = 0) estudamos sucesso˜es de poli-
no´mios ortogonais mo´nicos, {Pn}, que satisfazem
Pn = P
(1)
n + anP
(1)
n−1.
Um problema deste tipo foi estudado por Branquinho e Marcella´n em [24] mas
utilizando outra argumentos.
2. Teorema de Bochner e Suas Consequeˆncias
Comecemos por definir
Eni,ξ = aiξ(ξ − 1) + biξ − λi,n
onde ai, bi sa˜o os mesmos de (1.1) e λi,n = λnδi,0 com δi,0 s´ımbolo de Kronecker.
Assim, de [23], temos:
TEOREMA 2.1. Para cada n, temos unicidade da soluc¸a˜o de (1.1), se e
somente se
(a) En0,ξ = 0 tem ξ = n como u´nica soluc¸a˜o em N;
(b) En0,k 6= 0, k = 0, 1, . . . , n− 1.
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Ale´m disso, as soluc¸o˜es polinomiais mo´nicas, Pn = x
n + p1,nx
n−1 + p2,nxn−2 +
. . . , de (1.1) verificando (a) e (b), satisfazem a relac¸a˜o de recorreˆncia a treˆs
termos
xPn = Pn+1 + βnPn + γnPn−1 , n ∈ Z+
P0 = 1 , P1 = x− β0.
onde 
βn =
(2a0 − b0)b1 − n((n− 1)a0 + b0)a1
(2na0 + b0)(2(n− 1)a0 + b0)
γn+1 =
n+ 4a0
En+11,n E
n+1
1,n+1+E
n+1
2,n+1E
n+1
0,n
En+10,n−1E
n+1
0,n
+ 2φ(
En+11,n+1
En+10,n
)
λ0,n − λ0,n+2
(2.1)
DEMONSTRAC¸A˜O. Se Pn verifica (1.1) enta˜o obtemos o seguinte sis-
tema de n equac¸o˜es a n inco´gnitas pi,n:
p1,nE
n
0,n−1 + E
n
1,n = 0
p2,nE
n
0,n−2 + p1,nE
n
1,n−1 + E
n
2,n = 0
...
pn,nE
n
0,0 + pn−1,nE
n
1,1 + pn−2,nE
n
2,2 = 0
A unicidade sai directamente de En0,k 6= 0 para k ∈ N.
A segunda parte da demonstrac¸a˜o vai ser feita em treˆs etapas:
(1) Calculamos un(x) = Ln+1((x− βn)Pn).
(2) Provamos que un(x) = KnPn−1(x).
(3) Determinamos γn tal que Ln+1((x − βn)Pn − Pn+1 − γnPn−1) = 0,
n ∈ N. De facto,
γn+1 =
Kn+1
λ0,n − λ0,n+2 , n ∈ N. (2.2)
(1). Pode ver-se que
un(x) = 2φP
′
n + ψPn − (2a0n+ b0)(x− βn)Pn. (2.3)
Se compararmos os coeficientes de Pn obtemos uma nova representac¸a˜o para
un:
un(x) = ((2a0n+ b0)βn + (b1 + 2a1n)− 2a0p1,n)xn
+ (−4a0p2,n + ((2a0n+ b0)βn + b1 + 2a1(n− 1))p1,n)xn−1 + . . .
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Se obrigarmos un a ser um polino´mio de grau exactamente n− 1 vem que
βn =
2a0p1,n − (b1 + 2a1n)
2a0n+ b0
un = 2(−2a0p2,n + (a0p1,n − a1)p1,n + 2a2n)xn−1 + . . .
(2). Como un e´ um polino´mio de grau n−1 que admite a representac¸a˜o (2.3),
e´ suficiente provar que
Ln−1(2φP ′n + ψPn − (2a0n+ b0)(x− βn)Pn) = 0
para concluirmos pela unicidade da soluc¸a˜o mo´nica de (1.1) que
un(x) = KnPn−1(x).
Mas,
Ln−1(un) = ((−2a0 + b0)b1 + na1((n− 1)a0 + b0)
+ (2a0n+ b0)(2a0(n− 1) + b0)βn)Pn
e un e´ um polino´mio de grau n − 1 logo grLn−1(un) ≤ n − 1, pois En0,n = 0.
Assim, o segundo membro desta equac¸a˜o e´ identicamente nulo. Daqui obtemos
tambe´m a expressa˜o desejada para os coeficientes βn. Da primeira parte da
demonstrac¸a˜o conclu´ımos que existem Kn ∈ R tais que un = KnPn−1, n ∈ N.
De (2.3) obtemos
Kn+1 = −4a0p2,n+1 + ((2a0(n+ 1) + b0)βn+1 + b1 + 2a1n)p1,n+1
e de (2.2) obtemos a representac¸a˜o para γn+1. 
Vamos ver agora uma caracterizac¸a˜o para as sucesso˜es de polino´mios orto-
gonais mo´nicos que sai praticamente da demonstrac¸a˜o que acaba´mos de apre-
sentar. Esta antecipa por um lado a representac¸a˜o de Tricomi dada em [145]
e por outro a caracterizac¸a˜o dada por Al-Salam e Chihara em [5].
TEOREMA 2.2. Seja {Pn} uma sucessa˜o de polino´mios mo´nicos que e´
soluc¸a˜o de (1.1). Enta˜o {Pn} admite a representac¸a˜o de Tricomi, (1.3). Ale´m
disso, se {Pn} verifica (1.2) e (1.3), enta˜o tambe´m verifica (1.1).
DEMONSTRAC¸A˜O. A implicac¸a˜o (1.1) =⇒ (1.3) e´ consequeˆncia di-
recta de (2.3). Para demonstrar o rec´ıproco, vamos derivar duas vezes (1.2),
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i.e.
0 = Pn+1 − (x− βn)Pn + γnPn−1 (2.4)
Pn = P
′
n+1 − (x− βn)P ′n + γnP ′n−1 (2.5)
2P ′n = P
′′
n+1 − (x− βn)P ′′n + γnP ′′n−1 (2.6)
Multiplicando (2.4) por λn+1, (2.5) por ψ e (2.6) por φ e somando ordenada-
mente, obtemos
2φP ′n + ψPn = −(λn+1 − λn)(x− βn)Pn + (λn+1 − λn−1)γnPn−1
+ Ln+1Pn+1 + LnPn + Ln−1Pn−1
e de (1.3) temos que
Ln+1Pn+1 + LnPn + Ln−1Pn−1 = 0.
Por comparac¸a˜o dos graus dos polino´mios veˆ-se que Ln+1Pn+1 = 0, i.e. {Pn}
verifica (1.1). 
Vejamos que informac¸a˜o podemos retirar do facto das sucesso˜es de polino´-
mios mo´nicos {Pn} verificarem (1.1). Mostraremos na Secc¸a˜o 5 que as relac¸o˜es
que aqui vamos encontrar caracterizam as sucesso˜es de polino´mios ortogonais
mo´nicos cla´ssicas.
COROLA´RIO IV.1. Se {Pn} e´ uma sucessa˜o de polino´mios mo´nicos que
verifica (1.1) enta˜o {P ′n
n
} verifica uma relac¸a˜o de recorreˆncia a treˆs termos.
DEMONSTRAC¸A˜O. Derivando (1.1) obtemos
φ(P ′n)
′′ + (2φ′ + ψ)(P ′n)
′ + (λn + φ′′ + ψ′)P ′n = 0
e do Teorema 2.1 conclu´ımos a demonstrac¸a˜o. 
Da mesma forma se pode ver que { P
(k)
n+k
(n+1)k
} verifica uma relac¸a˜o de recor-
reˆncia a treˆs termos sempre que {Pn} satisfac¸a (1.1).
Vejamos outra representac¸a˜o para as sucesso˜es de polino´mios mo´nicos que
verificam (1.1).
COROLA´RIO IV.2. Se {Pn} e´ uma sucessa˜o de polino´mios mo´nicos que
verifica (1.1) enta˜o existem an, bn ∈ R tais que
Pn =
P ′n+1
n+ 1
+ an
P ′n
n
+ bn
P ′n−1
n− 1 (2.7)
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DEMONSTRAC¸A˜O. De (2.5) e tendo em atenc¸a˜o que {P ′n+1
n+1
} verifica a
relac¸a˜o de recorreˆncia a treˆs termos
x
P ′n+1
n+ 1
=
P ′n+2
n+ 2
+ β′n
P ′n+1
n+ 1
+ γ′n
P ′n
n
, n = 1, 2, . . .
P ′1
1
= 1 ,
P ′2
2
= x− β′0.
(2.8)
conclu´ımos que se tem (2.7) com an = n(βn−β′n) e bn = (n−1)γn−nγ′n−1. 
Vamos ver agora uma representac¸a˜o para as sucesso˜es de polino´mios mo´-
nicos que verificam (1.1) e que foi apresentada por McCarthy em [108].
COROLA´RIO IV.3. Se {Pn} e´ uma sucessa˜o de polino´mios mo´nicos que
verifica (1.1) enta˜o
2φ(P ′n+1Pn − Pn+1P ′n) = (λn − λn+2)γn+1P 2n + (λn−1 − λn+1)P 2n+1
+ ((x− βn)(2λn+1 − λn − λn−1)− (x− βn+1)(λn+2 − λn+1))PnPn+1 (2.9)
DEMONSTRAC¸A˜O. Do Teorema 2.2 sabemos que {Pn} verifica (1.3).
Assim, escrevendo (1.3) com n+ 1 em vez de n obtemos
2φP ′n+1 + ψPn+1
= −(λn+2 − λn+1)(x− βn+1)Pn+1 + (λn − λn+2)γn+1Pn (2.10)
e aplicando a relac¸a˜o de recorreˆncia a treˆs termos (1.2) a (1.3) temos
2φP ′n + ψPn = −(2λn+1 − λn − λn−1)(x− βn)Pn + (λn+1 − λn−1)Pn+1 (2.11)
Agora, multiplicando (2.10) por Pn e (2.11) por Pn+1, subtraindo a segunda
da primeira equac¸a˜o obtida, conclu´ımos que se tem (2.9). 
3. Discussa˜o da Equac¸a˜o de Pearson
Vimos no Teorema 2.1 que uma sucessa˜o de polino´mios mo´nicos, {Pn}, que
verifique (1.1) esta´ definida pela relac¸a˜o de recorreˆncia a treˆs termos (1.2) com
coeficientes βn, γn definidos por (2.1). Da representac¸a˜o de γn e da al´ınea (d)
do Teorema I.2.1 sabemos que uma condic¸a˜o necessa´ria e suficiente para que
{Pn} seja ortogonal e´ que
n
2
+ 2a0
En+11,n E
n+1
1,n+1 + E
n+1
2,n+1E
n+1
0,n
En+10,n−1E
n+1
0,n
+ φ
(
En+11,n+1
En+10,n
)
6= 0 (3.1)
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para n ∈ N. Vejamos como determinar a medida a respeito da qual {Pn} e´
ortogonal, i.e.
determinar w tal que
∫
PnPmwdx = κnδn,m.
De (1.1) obtemos sucessivamente∫
(φP ′′n + ψP
′
n + λnPn)wdx = 0 , n ∈ N∫
((φw)′ − ψw)P ′ndx = φwP ′n]ba , n ∈ N .
Supondo que suppw e´ compacto ou que limn→∞ φw = 0 obtemos que w verifica
a equac¸a˜o de Pearson (I.5.1), i.e.
(φw)′ = ψw
pois {P ′n} e´ uma famı´lia livre de polino´mios — e portanto {Pn} e´ uma das
famı´lias cla´ssicas.
Vejamos que se tem o rec´ıproco, i.e. que se {Pn} e´ uma sucessa˜o de polino´-
mios mo´nicos ortogonal relativamente a uma medida que verifica a equac¸a˜o de
Pearson (I.5.1) — e´ uma sucessa˜o de polino´mios ortogonais mo´nicos cla´ssica
— enta˜o {Pn} verifica a equac¸a˜o de Bochner (1.1).
Pelo Teorema 2.2 vemos que necessitamos somente mostrar que {Pn} veri-
fica (1.3). Assim, consideremos a representac¸a˜o
φP ′n + ψPn =
n+1∑
k=0
an,kPk
onde
an,k
∫
P 2kwdx
=
∫
(φP ′n + ψPn)Pkwdx
= −
∫
φPnP
′
kwdx pois P
′
nPk = (PnPk)
′ − PnP ′k
= 0 , k + 2− 1 < n.
Temos
φP ′n + ψPn =
n+1∑
k=n−1
an,kPk
e, aplicando a relac¸a˜o de recorreˆncia a treˆs termos (1.2) que {Pn} verifica,
obtemos (1.3).
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Podemos enta˜o enunciar:
TEOREMA 3.1. Uma sucessa˜o de polino´mios mo´nicos {Pn} definida a`
custa do operador de Bochner (1.1) e´ cla´ssica se e somente se os coeficientes
de φ, ψ verificam (3.1).
OBSERVAC¸A˜O . A condic¸a˜o (3.1) da´-nos um crite´rio para a regulari-
dade de uma funcional linear que seja soluc¸a˜o da equac¸a˜o de Pearson, dada
unicamente em termos dos coeficientes de φ, ψ.
4. Fo´rmula de Rodrigues
Vamos apresentar, de seguida, a te´cnica apresentada por Vicente Gonc¸alves
em [61] para obter uma fo´rmula tipo Rodrigues para as soluc¸o˜es polinomiais
de (1.1).
TEOREMA 4.1. As soluc¸o˜es polinomiais, {Pn}, de (1.1) sa˜o represen-
tadas por
Pn(x) =
Dn
(
w(x)φn(x)
(
c1 +
∫ x
x0
N(t)
w(t)φn−1(t)dt
))
w(x)
onde w e´ a func¸a˜o definida por
(φ(x)w(x))′ = ψ(x)w(x)
c1 e´ uma constante real e N ∈ Pn.
DEMONSTRAC¸A˜O. Veˆ-se facilmente que w admite a seguinte repre-
sentac¸a˜o integral
w(x) =
exp(
∫ x
x0
ψ(t)
φ(t)
dt)
φ(x)
.
Se multiplicarmos (1.1) por w
(exp(A(x))y′)′ + λn
exp(A(x))
φ(x)
y = 0
onde A(x) =
∫ x
x0
ψ(t)
φ(t)
dt. Agora, usando a igualdade exp(A(x))y = φ(x)z,
obtemos sucessivamente,
(φz)′′ − (ψz)′ + λnz = 0
φz′′ + (2φ′ − ψ)z′ + (φ′′ − ψ′ + λn)z = 0 (4.1)
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Tomemos agora z = v(n), i.e.
φv(n+2) + (2φ′ − ψ)v(n+1) + (φ′′ − ψ′ + λn)v(n) = 0
e procuremos a equac¸a˜o diferencial de segunda ordem cuja derivada de ordem
n coincida com a u´ltima equac¸a˜o. Assim,
φv′′ + (2φ′ − ψ − nφ′)v′ + (φ′′ − ψ′ + λn − n((n+ 1)a0 + (4a0 − b0)))v
= N ′
onde grN ≤ n. Donde se obtem sucessivamente
φv′′ + φ′v′ + ((1− n)φ′ − ψ)v′ + ((1− n)φ′ − ψ)′v = N ′
(φv′)′ + (((1− n)φ′ − ψ)v)′ = N ′
φv′ + ((1− n)φ′ − ψ)v = N
Portanto
v = w(x)φn(x)
(
c1 +
∫ x
x0
N(t)
w(t)φn−1(t)
dt
)
z = Dn
(
w(x)φn(x)
(
c1 +
∫ x
x0
N(t)
w(t)φn−1(t)
dt
))
y =
Dn
(
w(x)φn(x)
(
c1 +
∫ x
x0
N(t)
w(t)φn−1(t)dt
))
w(x)
(4.2)
Se tomarmos N ≡ 0 e c1 = 1 em (4.2) obtemos
y =
Dn (w(x)φn(x))
w(x)
que e´ a fo´rmula de Rodrigues para as sucesso˜es de polino´mios ortogonais mo´-
nicos cla´ssicas. 
OBSERVAC¸A˜O . Esta te´cnica pode ser aplicada mesmo quando a fun-
cional linear u soluc¸a˜o da equac¸a˜o de Pearson na˜o e´ regular. Assim, obtemos a
fo´rmula de Rodrigues para os casos singulares Lαn, com α = −1,−2, . . . , Pα,βn ,
com α, β = −1,−2, . . . , Bαn , com α = −1,−2, . . . e para os polino´mios de
Romanovsky.
5. Caracterizac¸o˜es
Vejamos que se tem o rec´ıproco dos Corola´rios IV.1, IV.2, IV.3.
92 IV. DOIS TRABALHOS DO PROFESSOR VICENTE GONC¸ALVES
TEOREMA 5.1. Seja {Pn} uma sucessa˜o de polino´mios ortogonais mo´-
nicos associada a` funcional linear u; {Pn} e´ cla´ssica se e somente se
{
P ′n+1
n+1
}
e´ ortogonal.
DEMONSTRAC¸A˜O. Do Corola´rio IV.1 e do Teorema 3.1 obtemos que
a condic¸a˜o e´ necessa´ria.
Suponhamos agora que
{
P ′n+1
n+1
}
e´ ortogonal relativamente a` funcional linear
v enta˜o da equac¸a˜o (I.2.2) com n = 0 obtemos
Dv = ψu onde ψ =
v0P1
〈u, P 21 〉
. (5.1)
Por outro lado
〈u, Pn〉
= 〈v, (xPn)′ − xP ′n〉
= −〈Dv, xPn〉 − n〈v, xP
′
n
n
〉
= 0, n > 2
e portanto como v se pode escrever na base αn =
Pnu
〈u,P 2n〉 como mostra (I.2.1)
temos
v =
(
〈v, P0〉 P0〈u, P 20 〉
+ 〈v, P1〉 P1〈u, P 21 〉
+ 〈v, P2〉 P2〈u, P 22 〉
)
u. (5.2)
De (5.1) e (5.2) obtemos que v verifica uma equac¸a˜o tipo Pearson com ψ =
v0P1
〈u,P 21 〉 e φ = 〈v, P0〉
P0
〈u,P 20 〉 + 〈v, P1〉
P1
〈u,P 21 〉 + 〈v, P2〉
P2
〈u,P 22 〉 . 
Em [26] apresentamos uma nova caracterizac¸a˜o destas sucesso˜es de poli-
no´mios ortogonais mo´nicos:
TEOREMA 5.2. Seja {Pn} uma sucessa˜o de polino´mios ortogonais mo´-
nicos. Uma condic¸a˜o necessa´ria e suficiente para que {Pn} pertenc¸a a uma
das famı´lias cla´ssicas e´ que
Pn =
P ′n+1
n+ 1
+ an,n
P ′n
n
+ an,n−1
P ′n−1
n− 1 , n ≥ 2
com an,n−1 6= (n− 1)γn para n ≥ 2.
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DEMONSTRAC¸A˜O. Como {Pn} e´ uma sucessa˜o de polino´mios ortogo-
nais mo´nicos
xPn(x) = Pn+1(x) + βnPn(x) + γnPn−1(x) , n = 1, 2, . . .
P0(x) = 1 , P1(x) = x− β0.
Assim, tomando derivadas obtemos
Pn = P
′
n+1 + βnP
′
n + γnP
′
n−1 − xP ′n
Agora, consideremos
Pn =
P ′n+1
n+ 1
+
n∑
k=1
an,k
P ′k
k
e substituindo Pn da equac¸a˜o anterior por esta expressa˜o vem
x
P ′n
n
=
P ′n+1
n+ 1
+ (βn − an,n
n
)
P ′n
n
+
(n− 1)γn − an,n−1
n
P ′n−1
n− 1 −
1
n
n−2∑
k=1
an,k
P ′k
k
Portanto, {P ′n+1
n+1
} e´ ortogonal se e somente se
an,k = 0, para k = 1, 2, . . . , n− 2
an,n−1 6= (n− 1)γn, para k = 2, . . .
Que era o que pretend´ıamos demonstrar. 
OBSERVAC¸A˜O . Este teorema foi enunciado pelos autores em [26] sem
restric¸o˜es nos paraˆmetros an,k da relac¸a˜o de estrutura. Esta condic¸a˜o reveste-se
de cara´cter fundamental nos casos Jacobi e Bessel.
Como consequeˆncia do teorema anterior podemos dizer:
COROLA´RIO IV.4. Sejam {Pn} uma sucessa˜o de polino´mios ortogonais
mo´nicos cla´ssica e (βn), (γn) os coeficientes da relac¸a˜o de recorreˆncia a treˆs
termos, (1.2), que esta sucessa˜o de polino´mios ortogonais mo´nicos verifica. Se
denotamos por (β′n), (γ
′
n) os coeficientes da relac¸a˜o de recorreˆncia a treˆs termos
que {P ′n+1
n+1
} verifica, i.e.
x
P ′n+1
n+ 1
=
P ′n+2
n+ 2
+ β′n
P ′n+1
n+ 1
+ γ′n
P ′n
n
, n = 1, 2, . . .
P ′1
1
= 1 ,
P ′2
2
= x− β′0.
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Pn an+1,n+1 an+2,n+1
Hn 0 0
Lαn n+ 1 0
Pα,βn
2(α−β)(1+n)
(2n+α+β+2)(2n+α+β+4)
4(n+1)(n+2)(n+α+2)(n+β+2)
(2n+α+β+3)(2n+α+β+4)2(2n+α+β+5)
Bαn
4(n+1)
(2n+α+2)(2n+α+4)
−4(n+1)(n+2)
(2n+α+3)(2n+α+4)2(2n+α+5)
Tabela 1. Cla´ssicos (D)
enta˜o
an+1,n+1 = (n+ 1)(βn+1 − β′n+1) (5.3)
an+2,n+1 = (n+ 1)γn+2 − (n+ 2)γ′n+1 (5.4)
para n ∈ N.
Agora, como {P ′n+1
n+1
} e´ a sucessa˜o de polino´mios ortogonais mo´nicos relati-
vamente a φu, onde φ esta´ definido na Tabela 1, podemos calcular
an+1,n+1 e an+2,n+1
a partir de (5.3), (5.4) e Tabela 3, e o resultado encontra-se na Tabela 1.
Para vermos que (2.9) caracteriza as sucesso˜es de polino´mios ortogonais
mo´nicos cla´ssicas basta factoriza´-la da seguinte forma
(2φP ′n+1 − (λn − λn+2)γn+1Pn + (x− βn+1)(λn+2 − λn+1)Pn+1)Pn
= (2φP ′n + (λn−1 − λn+1)Pn+1 + (x− βn)(2λn+1 − λn − λn−1)Pn)Pn+1 (5.5)
e como Pn, Pn+1 na˜o teˆm ra´ızes em comum conclu´ımos que {Pn} verifica uma
relac¸a˜o do tipo (1.3). Podemos enta˜o enunciar:
TEOREMA 5.3. Seja {Pn} uma sucessa˜o de polino´mios ortogonais mo´-
nicos; enta˜o {Pn} e´ cla´ssica se e somente se verifica (2.9).
6. Interpretac¸a˜o Electrosta´tica das Ra´ızes dos Polino´mios
Ortogonais Cla´ssicos
Stieltjes [139, 140, 141] apresentou uma interessante interpretac¸a˜o das
ra´ızes dos polino´mios de Jacobi, Laguerre e Hermite na resoluc¸a˜o do seguinte:
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PROBLEMA IV.1. Suponhamos que temos n cargas unita´rias distribu´ıdas
pelos pontos x1, x2, . . . , xn de ]a, b[ ou num qualquer subconjunto de R. A ex-
pressa˜o
D(x1, x2, . . . , xn) =
∏
1≤i<j≤n
|xi − xj| (6.1)
e´ chamada discriminante de x1, x2, . . . , xn. Se as cargas se repelem segundo a
lei do potencial logar´ıtmo, enta˜o
− logD(x1, x2, . . . , xn) =
∑
1≤i<j≤n
log
1
|xi − xj|
e´ a energia do sistema de cargas electrosta´ticas e o mı´nimo desta expressa˜o
da´nos o equil´ıbrio electrosta´tico. Os pontos x1, x2, . . . , xn onde o mı´nimo e´
atingido corresponde ao estado de equil´ıbrio do sistema, em que na˜o ha´ trocas
de cargas entre os pontos.
Estudemos o caso em que as n cargas esta˜o situadas em ] − 1, 1[. Acres-
centemos duas cargas mais, p > 0 em +1 e q > 0 em −1. Enta˜o a energia
electrosta´tica do sistema e´ descrita por
L = − logD(x1, x2, . . . , xn) + p
n∑
j=1
log
1
|1− xj| + q
n∑
j=1
log
1
|1 + xj| , (6.2)
onde D esta´ definida por (6.1). Stieltjes demonstrou o seguinte resultado:
TEOREMA 6.1. O mı´nimo da func¸a˜o L e´ atingido quando x1, . . . , xn sa˜o
as ra´ızes dos polino´mios de Jacobi P 2p−1,2q−1n .
DEMONSTRAC¸A˜O. E´ evidente que o mı´nimo sera´ atingido para pontos
xj 6= ±1, j = 1, . . . , n. Para calcular o mı´nimo temos somente que tomar
∂L/∂xk = 0, k = 1, . . . , n, logo∑
1≤j≤k
j 6=k
1
xj − xk −
p
xk − 1 +
q
xk + 1
= 0 , k = 1, . . . , n. (6.3)
Tome-se Pn(x) = (x− x1) . . . (x− xn) enta˜o (6.3) e´ equivalente a
1
2
P ′′n (xk)
P ′n(xk)
+
p
xk − 1 −
q
xk + 1
= 0 , k = 1, . . . , n
i.e. o polino´mio
(1− x2)P ′′n (x) + 2(q − p− (p+ q)x)P ′n(x)
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anula-se nos pontos xk, e como e´ de grau n tem que ser um mu´ltiplo de Pn.
Assim, temos depois de compararmos o coeficiente do termo de maior ordem
do polino´mio anterior
(1− x2)P ′′n (x) + 2(q − p− (p+ q)x)P ′n(x) = −n(n+ 2(p+ q)− 1)Pn(x)
que e´ a equac¸a˜o diferencial satisfeita pelos polino´mios de Jacobi de paraˆmetros
2p− 1, 2q − 1, respectivamente. 
Uma interpretac¸a˜o semelhante existe para as ra´ızes dos polino´mios de Her-
mite e Laguerre. De facto, suponhamos primeiro que consideramos n car-
gas unita´rias distribu´ıdas em ]0,∞[ e acrescentamos uma carga p na origem.
De forma a prevenir que as cargas possam deslocar-se para ∞ vamos impoˆr
condic¸o˜es sobre o centro de massa
1
n
n∑
k=1
xk ≤ K , K ≥ 0. (6.4)
A energia vem agora definida pela expressa˜o
L = − logD(x1, x2, . . . , xn) + p
n∑
j=1
log
1
|xj| (6.5)
Podemos enunciar o seguinte resultado:
TEOREMA 6.2. A func¸a˜o L definida por (6.5) sugeita a` condic¸a˜o (6.4) e´
mı´nima quando x1, . . . , xn sa˜o tomados nas ra´ızes dos polino´mios de Laguerre
L2p−1n (cnx), onde cn = (n+ 2p− 1)/K.
Se considerarmos que as cargas unita´rias esta˜o distribu´ıdas em R sugeitas
a que o momento de massa satisfac¸a
1
n
n∑
k=1
x2k ≤ L (6.6)
enta˜o:
TEOREMA 6.3. A func¸a˜o − logD(x1, x2, . . . , xn) sugeita a` condic¸a˜o (6.6)
atinge o seu mı´nimo quando os pontos x1, . . . , xn sa˜o tomados nas ra´ızes dos
polino´mios de Hermite Hn(dnx), onde dn =
√
(n− 1)/2L.
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7. Caso Na˜o-Homoge´neo
Comecemos por ver que as sucesso˜es de polino´mios ortogonais mo´nicos
cla´ssicas verificam uma relac¸a˜o do tipo (1.5).
TEOREMA 7.1. Se {Pn} e´ uma sucessa˜o de polino´mios ortogonais mo´-
nicos cla´ssica enta˜o verifica (1.5) que, em notac¸a˜o operacional, toma a forma
L∗nP
(1)
n−1(x) = 2(a0 − b0)P ′n(x) (7.1)
onde
L∗n = φD
2 + (2φ′ − ψ)D + (λn + φ′′ − ψ′)I.
e φ, ψ, λn veˆm da equac¸a˜o (1.1).
DEMONSTRAC¸A˜O. Como {Pn} e´ uma sucessa˜o de polino´mios ortogo-
nais mo´nicos cla´ssica, sabemos que
qn(x) =
1∫
I
w(t)dt
∫
I
Pn(t)
x− tw(t)dt
verifica (4.1) e como qn(x) = −P (1)n−1(x) + q0(x)Pn(x) vemos que {Pn} verifica
(φD2 + (2φ′ − ψ)D + (λn + φ′′ − ψ′)I)P (1)n−1 = 2(a0 − b0)P ′n
que e´ equivalentemente a (7.1). 
Esta representac¸a˜o para as sucesso˜es de polino´mios ortogonais mo´nicos
cla´ssicas foi obtida independentemente por Grosjean [65], Ronveaux [131] e
Marcella´n e Ronveaux [97].
Vejamos agora que podem existir outras soluc¸o˜es para ale´m das cla´ssicas.
De facto, se tomarmos n = 1, 2, 3 em (7.1) obtemos, pelo facto de {Pn} e {P (1)n }
verificarem a mesma relac¸a˜o de recorreˆncia a treˆs termos com condic¸o˜es iniciais
P0 = 1, P1 = x− β0 e P (1)0 = 1, P (1)1 = x− β1, respectivamente
φ′′ − ψ′ = 2(a0 − b0)
2φ′ − ψ + (λ2 + φ′′ − ψ′)(x− β1) = 2(a0 − b0)(2x− β0 − β1)
2φ+ (2φ′ − ψ)(P (1)2 )′ + (λ3 + φ′′ − ψ′)P (1)2 = 2(a0 − b0)P ′3
onde P
(1)
2 = x
2− (β1+β2)x+γ2 e P ′3 = 3x2−2(β0+β1+β2)x+(β0β1+β0β2+
β1β2 − γ2 − γ1). Assim, β1 vem definido em termos de β0, e γ2 em termos de
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γ1. Temos assim dois graus de liberdade, que e´ algo que na˜o acontece para as
sucesso˜es de polino´mios ortogonais mo´nicos cla´ssicas sa´ıdas da equac¸a˜o (1.1).
Generalizemos o me´todo descrito na Secc¸a˜o 2 para estudar as soluc¸o˜es
polinomiais de (7.1).
TEOREMA 7.2. Se {Pn} e´ a sucessa˜o de polino´mios ortogonais mo´nicos
que satisfaz (7.1) os coeficientes da relac¸a˜o de recorreˆncia a treˆs termos que
lhe esta´ associada (1.2) veˆm dados por
βn+1 =
−2a1(n+ 1)(na0 + b0) + (b1 − 2(a0 − b0)β0)b0
(2(n+ 1)a0 + b0)(2na0 + b0)
(7.2)
γn+2 = −((n+ 1)a0 + b0)(n+ 1)a2 + (a
2
0 − b20)γ1
((2n+ 3)a0 + b0)((2n+ 1)a0 + b0)
+ vn
(n+ 1)(−(n+ 2)a1 + b1 − 2(a0 − b0)β0)
((2n+ 3)a0 + b0)((2n+ 2)a0 + b0)2((2n+ 1)a0 + b0)
(7.3)
onde
vn = −((2n+ 1)a0 + b0)a1b0
+ (((n+ 1)a0 + b0)(2(a0 − b0)β0 + b1)− n(n+ 1)a0a1)a0
DEMONSTRAC¸A˜O. Sabemos (ver [35])
P
(1)
n−1(x) = x
n−1 − Anxn−2 +Bnxn−3 + . . .
Pn(x) = x
n − (An + β0)xn−1 + (Bn + β0An − γ1)xn−2 + . . .
onde An =
n−1∑
k=1
βk e Bn =
∑
1≤i<j≤n−1
βiβj −
n−1∑
k=2
γk. Agora, comparando os
coeficientes de xn−2, xn−3 em (7.1) obtemos que An e Bn veˆm dados por
An+2 =
(n+ 1)(−(n+ 2)a1 + b1 − 2(a0 − b0)β0)
2(n+ 1)a0 + b0
(7.4)
Bn+3 = −(n+ 1)(−2(a0 − b0)γ1 − (n+ 2)a2
2((2n+ 3)a0 + b0)
− (n+ 1)((n+ 2)a1 − b1 + 2(a0 − b0)β0)An+3)
2((2n+ 3)a0 + b0)
(7.5)
para n ∈ N. Derivando (1.2) obtemos
Pn = P
′
n+1 − (x− βn)P ′n + γnP ′n−1
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βn γn+1
Hn 2β0 n2 + γ1
Lαn 2n− α− 1 + 2β0 n(n− α+ 2β0) + γ1
Pα,βn (β+α+2)(α−β+2(1+α+β)β0)(2n+α+β)(2n+α+β+2)
−1
(2n+α+β+1)(2n+α+β+3)
[(1− (α+ β + 2)2)γ1
+ n(2 + α+ β + n)
( (α−β+2(1+α+β)β0)
2−1
(2n+α+β+2)2
− 1)]
Bαn 2(2+α)(1+(1+α)β0)(2n+α)(2n+α+2)
4n(n+α+2)(1+(α+1)β0)
(2n+α+1)(2n+α+2)2(2n+α+3)
+ (3+5α)γ1
(2n+α+1)(2n+α+3)
Tabela 2. Cla´ssicos Generalizados
Multiplicando esta equac¸a˜o por 2(a0 − b0) e aplicando (7.1)
2(a0 − b0)Pn = L∗n+1P (1)n − (x− βn)L∗nP (1)n−1 + γnL∗n−1P (1)n−2
= L∗n
(
P (1)n − (x− βn)P (1)n−1 + γnP (1)n−2
)
+ 2φ
(
P
(1)
n−1
)′
+(2φ′ − ψ)P (1)n−1
− (2na0 + b0)P (1)n + (2(n− 1)a0 + b0)γnP (1)n−2
Agora, tomando em considerac¸a˜o (1.2)
2(a0 − b0)Pn = 2φ
(
P
(1)
n−1
)′
+ (2φ′ − ψ)P (1)n−1
− (2na0 + b0)P (1)n + (2(n− 1)a0 + b0)γnP (1)n−2 (7.6)
Comparando os coeficientes de xn−1, xn−2 da equac¸a˜o (7.6) obtemos
βn+1 = −−2a0An+1 + 2(n+ 1)a1 − b1 + 2(a0 − b0)β0
2(n+ 1)a0 + b0
(7.7)
γn+2 =
4a0Bn+2 − 2(a0 − b0)γ1 − 2(n+ 1)a2
2((2n+ 3)a0 + b0)
+
2(a0 − b0)β0 + 2(n+ 1)a1 − b1 + (2(n+ 2)a0 + b0)βn+2
2((2n+ 3)a0 + b0)
An+2 (7.8)
Temos somente que substituir nas equac¸o˜es (7.7) e (7.8)An eBn dados por (7.4)
e (7.5) para obter o resultado desejado. 
100 IV. DOIS TRABALHOS DO PROFESSOR VICENTE GONC¸ALVES
8. Estudo Completo da Equac¸a˜o Diferencial
Comec¸amos por considerar as expresso˜es cano´nicas de φ, ψ e os correspon-
dentes valores de β0, γ1 no caso cla´ssico (ver Tabelas 1 e 3).
Se colocamos estes valores em (7.2) e (7.3) obtemos o resultado apresentado
na Tabela 3. Estes coincidem com coeficientes da relac¸a˜o de recorreˆncia a treˆs
termos das sucesso˜es de polino´mios ortogonais mo´nicos cla´ssicas. Daqui se
conclui que o Teorema 7.2 e´ consistente com os resultados conhecidos para as
sucesso˜es de polino´mios ortogonais mo´nicos cla´ssicas.
Se considerarmos as expresso˜es cano´nicas de φ, ψ em (7.2) e (7.3) obtemos
os dados apresentados na Tabela 2. Falta-nos somente determinar as medidas
a respeito das quais estas sucesso˜es de polino´mios mo´nicos sa˜o ortogonais, para
completar o estudo do nosso problema.
8.1. Estudo do caso Hn. Por uma ana´lise superficial vemos que estes
polino´mios sa˜o praticamente os de Hermite. Mas se β0 6= 0, na˜o podemos
obter estes polino´mios por uma transformac¸a˜o afim na varia´vel de qualquer
polino´mio de Hermite, pois por uma tal transformac¸a˜o
{
βn = − ba
γn+1 =
n+1
2a2
, n ∈ Z+
e β0 6= βn, n ∈ Z+. Mas se γ1 = 12 e a = ±1, enta˜o b = ∓2β0 e Hn(x) =
Hn
(
x∓2β0
±1 ; β0
)
, onde Hn(x; d) a sucessa˜o de polino´mios ortogonais mo´nicos
co-recursiva de Hermite. Destes casos obtemos a expressa˜o geral para estes
polino´mios
Hn(x) = H(c)n
(
±
√
2γ1(x∓ 2β0); β0
)
.
Note-se que o caso β0 = 0 esta´ inclu´ıdo nesta caracterizac¸a˜o, pois neste caso o
paraˆmetro de co-recursividade β0 e´ zero, i.e. temos os polino´mios associados
de Hermite. Para determinar a medida que lhes esta´ associada temos que
considerar dois casos distintos:
(a) Se γ1 e´ um inteiro na˜o negativo na˜o obtemos sucesso˜es de polino´mios
ortogonais mo´nicos no sentido da ortogonalidade relativamente a uma
funcional linear quase-definida.
(b) Se γ1 na˜o e´ um inteiro negativo obtemos as sucesso˜es de polino´mios
ortogonais mo´nicos estudadas por Bustoz e Ismail em [30] ou por
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Askey e Wimp em [11]. Askey e Wimp deram tambe´m a expressa˜o
para os pesos, w(2γ1−1) da sucessa˜o de polino´mios ortogonais mo´nicos
{H(2γ1−1)n }, i.e.
w(c)(x) =
(Γ(c+ 1))22−c exp(−x2)∫∞
0
|c exp(−t2 − 2ixt)tc−1|2dt
onde c = 2γ1 − 1 e Γ e´ a func¸a˜o Gamma.
Do Teorema I.4.2 obtemos a medida correspondente. 
8.2. Estudo do caso Lαn. Comparando os coeficientes da Tabela 3 com
n+ c e a em vez de n e α, respectivamente, com os da Tabela 2 obtemos{
2n+ a+ 1 + 2c = 2n− α− 1 + 2β0
(n+ c+ 1)(n+ a+ c+ 1) = n(n− α+ 2β0) + γ1
=⇒
{
a+ 2c+ 2 = −α+ 2β0 > 0
(c+ 1)(a+ c+ 1) = γ1 > 0
(8.1)
e daqui conclu´ımos{
a =
√
(−α+ 2β0)2 − 4γ1
c = −1 + −α+2β0−
√
(−α+2β0)2−4γ1
2
se c > −1.
Note que de (8.1) β0 =
a+2(c+1)+α
2
e βc0 = 2c+ a+ 1, portanto
2β0 = β
c
0 + (α+ 1).
Assim, somente quando β0 = α + 1 temos Lαn(x) = (Lan)(c) (x), caso contra´rio
Lαn(x) = Lan (x;−2β0 + α+ 1). Mas de [11] que a medida correspondente a{
(Lan)
(c)
}
e´
w(c)(x) =
xα exp(−x)
|Ψ(c, 1− α;x exp(x−pii))|2
onde Ψ e´ a func¸a˜o de Tricomi. Estamos em condic¸o˜es de aplicar o Teorema I.4.2
obtendo assim a correspondente medida para estas sucesso˜es de polino´mios or-
togonais mo´nicos. 
8.3. Estudo do caso Pα,βn . Comparando, como no exemplo anterior, os
coeficientes βn das Tabelas 3 e 2 no caso Jacobi, i.e.
(b2 − a2)(2n+ α+ β)(2n+ α+ β + 2)
= (α+ β +2)(α− β +2(α+ β +1)β0)(2n+ a+ b+2c)(2n+ a+ b+2c+2)
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vem
(α+ β)(α+ β + 2)(b2 − a2)
= (α+ β + 2)(α− β + 2(α+ β + 1)β0)(a+ b+ 2c)(a+ b+ 2c+ 2) [n0]
(2α+ 2β + 2)(b2 − a2)
= (α+ β + 2)(α− β + 2(α+ β + 1)β0)(2a+ 2b+ 4c+ 2) [n1]
b2 − a2 = (α+ β + 2)(α− β + 2(α+ β + 1)β0) [n2]
Enta˜o
b2 − a2 = (α+ β + 2)(α− β + 2(α+ β + 1)β0) e

a = ±b
ou
a+ b+ 2c = α+ β
Temos agora dois casos a considerar:
(a). a+ b+ 2c = α+ β e b2 − a2 = (α+ β + 2)(α− β + 2(α+ β + 1)β0)
Comparando os correspondentes γn obtemos
γ1 =
1
4
e

a = b = 1/2 , c = α+β−1
2
ou
a = b = −1/2 , c = α+β+1
2
Agora, a = b, portanto
(a1). α+ β + 2 = 0 =⇒ c < 0 (que e´ imposs´ıvel).
(a2). 2(α + β + 1)β0 = β − α. Aqui, se α + β + 1 = 0 enta˜o γ1 = 14 ,
a = b = −1
2
, α = β = −1
2
, c = 0 e β0 e´ arbitra´rio. Caso contra´rio temos
β0 =
β−α
2(α+β+1)
, γ1 =
1
4
, a = b = ±1
2
ou a = −b = ±1
2
.
(b). a = ±b e b2 − a2 = (α+ β + 2)(α− β + 2(α+ β + 1)β0)
(b1). α+ β + 2 = 0 e a = b
Se compararmos os γn
(n+ 1 + c)(n+ 2a+ 1 + c)
(2n+ 2a+ 1 + 2c)(2n+ 2a+ 3 + 2c)
= −γ1 + (α+ 1− β0)
2 − n2
(2n− 1)(2n+ 1)
Comparando os coeficientes segundo as poteˆncias de n
4 = 4 [n4]
4(2 + 2c+ 2a) = 2(4a+ 4c+ 4) [n3]
4(1 + c)(2a+ 1 + c)− 1
= (2a+ 1 + 2c)(2a+ 3 + 2c)− 4(γ1 + (α+ 1− β0)2) [n2]
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−2(a+ 1 + c) = −8(a+ c+ 1)(γ1 + (α+ 1− β0)2) [n1]
−(1 + c)(2a+ 1 + c) = −(2a+ 2c+ 1)(2a+ 2c+ 3)(γ1 + (α+ 1− β0)2)
[n0]
e portanto
a = b = ±1
2
e γ1 =
1
4
− (α+ 1− β0)2
(b2). α+ β + 2 = 0 e a = −b
Se compararmos os γn obtemos
(n+ a+ 1 + c)(n− a+ 1 + c)
(2n+ 1 + 2c)(2n+ 3 + 2c)
= −γ1 + 4(α+ 1− β0)
2 − 4n2
4(2n− 1)(2n+ 1)
Comparando os coeficientes segundo as poteˆncias de n
16 = 16 [n4]
32(1 + c) = −8(2c+ 3)− 8(2c+ 1) [n3]
16((1 + c)2 − a2)− 4 = −16γ1 + 4(2c+ 1)(2c+ 3)− 16(α+ 1− β0)2
[n2]
−8(1 + c) = −2(2c+ 3 + 2c+ 1)(4γ1 + 4(α+ 1− β0)2) [n1]
−4((1 + c)2 − a2) = −(2c+ 1)(2c+ 3)(4γ1 + 4(α+ 1− β0)2) [n0]
e portanto
a = −b = ±1
2
e γ1 =
1
4
− (α+ 1− β0)2
(b3). 2(α+ β + 1)β0 = β − α e a = b
Se comparamos os γn obtemos
(n+ 1 + c)(n+ 2a+ 1 + c)
(2n+ 2a+ 1 + 2c)(2n+ 2a+ 3 + 2c)
= −(1− (α+ β + 2)
2)γ1 − n(n+ α+ β + 2)
(2n+ α+ β + 1)(2n+ α+ β + 3)
Comparando os coeficientes segundo as poteˆncias de n
4 = 4 [n4]
4(2 + 2c+ 2a) + 2(2α+ 2β + 4) = 4(2 + α+ β) + 2(4a+ 4c+ 4)
[n3]
(α+ β + 1)(α+ β + 3)(4γ1 − 1) + 4(a+ c+ 1)(α+ β + 2)
= 4(1 + c)(2a+ c+ 1)− (2a+ 2c+ 1)(2a+ 2c+ 3) [n2]
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2(a+ c+ 1)(α+ β + 1)(α+ β + 3)(4γ1 − 1)
= (α+ β + 2)(4(1 + c)(2a+ c+ 1)− (2a+ 2c+ 1)(2a+ 2c+ 3)) [n1]
(α+ β + 1)(α+ β + 3)
[(2a+ 2c+ 1)(2a+ 2c+ 3)γ1 − (1 + c)(2a+ c+ 1)] = 0 [n0]
e de [n0], treˆs casos se podem dar
(b31). α+ β + 1 = 0.
Enta˜o α = β = −1
2
e a = b = ±1
2
.
(b32). α+ β + 3 = 0
Enta˜o β0 =
2α+3
4
e a = b = ±1
2
.
(b33). (2a+ 2c+ 1)(2a+ 2c+ 3)γ1 = (1 + c)(2a+ c+ 1).
Enta˜o, de [n1] obtemos γ1 =
1
4
ou 2(α + β + 1)(α + β + 3)(a + c + 1) =
(α+ β + 2)(2a+ 2c+ 1)(2a+ 2c+ 3).
Agora, se γ1 =
1
4
, de [n2]
β0 =
β − α
2(1 + α+ β)
e a = b = ±1
2
se na˜o, de [n2] obtemos
c =
α+ β
2
− a e β0 = β − α
2(1 + α+ β)
(b4). 2(α+ β + 1)β0 = β − α e a = −b
Se comparamos os γn
(n+ a+ 1 + c)(n− a+ 1 + c)
(2n+ 1 + 2c)(2n+ 3 + 2c)
= −(α+ β + 1)(α+ β + 1)γ1 + n(n+ α+ β + 2)
(2n+ α+ β + 1)(2n+ α+ β + 3)
Comparando os coeficientes segundo as poteˆncias de n
4 = 4 [n4]
8(c+ 1) + 2(2α+ 2β + 4) = 4(2 + α+ β) + 2(4c+ 4) [n3]
(α+ β + 1)(α+ β + 3)(4γ1 − 1)
= 4(1 + c− a)(a+ c+ 1)− (2c+ 1)(2c+ 3) [n2]
2(c+ 1)(α+ β + 1)(α+ β + 3)(4γ1 − 1)
= (α+ β + 2)(4(1 + c+ a)(c+ 1− a)− (2c+ 1)(2c+ 3)) [n1]
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Pα,βn
(
P a,bn
)(c)
α = β = −1
2
a = b = ±1
2
or a = −b = ±1
2
α+ β + 3 = 0, β0 =
2α+3
4
a = b = ±1
2
or a = −b = ±1
2
α+ β + 2 = 0, γ1 =
1
4
− (α− β0 + 1)2 a = b = ±12 or a = −b = ±12
β0 =
β−α
2(α+β+1)
, γ1 =
1
4
a = b = ±1
2
or a = −b = ±1
2
β0 =
β−α
2(α+β+1)
a = b =
±
√
(α+β+2)2−4(α+β+1)(α+β+3)γ1
2
e
[
c = α+β
2
− a or c = α+β
2
]
Tabela 3. Caso Jacobi Generalizado
(α+ β + 1)(α+ β + 3)[4(1 + c+ a)(c+ 1− a)− (2c+ 1)(2c+ 3)γ1] = 0
[n0]
e portanto, treˆs casos se podem dar
(b41). α+ β + 1 = 0
Enta˜o α = β = −1
2
e de [n1] a = −b = ±1
2
.
(b42). α+ β + 3 = 0
Enta˜o β0 =
2α+3
4
e de [n1] a = −b = ±1
2
.
(b43). (2c+ 1)(2c+ 3)γ1 = 4(1 + c+ a)(c+ 1− a)
Logo
γ1 =
1
4
, a = −b = ±1
2
e β0 =
β − α
2(1 + α+ β)
ou
c =
α+ β
2
e a = −b = ±1
2
Os resultados encontram-se na Tabela 3. Logo Pα,βn e´ ortogonal em [0, 1]
(ver Wimp [151]) relativamente a` func¸a˜o peso
w(δ)(x)
=
(1− x)αxβ
|F (δ, 2− γ − δ; 1− β;x) +K(δ)(−x)βF (β + δ, β + 2− γ − δ; 1 + β;x)|2
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onde K(δ) = Γ(−β)Γ(δ+β)Γ(δ+γ−1)
Γ(β)Γ(δ+γ−β−1)Γ(δ) e δ = α + β + 1. Tendo em atenc¸a˜o o Teo-
rema I.4.2 podemos calcular a medida associada a estes polino´mios. 
OBSERVAC¸A˜O .
• Relembre-se que β0, γ1 sa˜o paraˆmetros arbitra´rios, portanto obtemos
somente alguns exemplos de sucesso˜es de polino´mios ortogonais mo´-
nicos para as quais a medida e´ conhecida.
• Na˜o estuda´mos o caso Bαn porque na˜o temos, neste caso, informac¸a˜o
acerca dos polino´mios associados de Bessel.
• Bαn e´ um exemplo de sucessa˜o de polino´mios ortogonais mo´nicos que
resulta de Bαn por meio de uma perturbac¸a˜o. De facto, se denotarmos
por β′n, γ
′
n os coeficientes da relac¸a˜o de recorreˆncia a treˆs termos de
Bαn , obtemos βn − β′n = O
(
1
n2
)
e γn − γ′n = O
(
1
n2
)
. Assim, podemos
aplicar [117, T. 3, p. 177] a parte absolutamente cont´ınua da medida
associada a Bαn . Mas, os resultados veˆm dados em termos dos novos
polino´mios, o que na˜o e´ um bom resultado para os nossos propo´sitos.
8.4. Caso singular. Considere-se o caso em que φ ≡ 0, a que chamaremos
caso singular. De (7.6) estes polino´mios satisfazem
−2b0Pn = −b0P (1)n − ψP (1)n−1 + b0γnP (1)n−2 , n ∈ N. (8.2)
Mas sabemos que {P (1)n } verifica a seguinte relac¸a˜o de recorreˆncia a treˆs termos
xP (1)n (x) = P
(1)
n+1(x) + βn+1P
(1)
n (x) + γn+1P
(1)
n−1(x) , n = 1, 2, . . .
P
(1)
0 (x) = 1 , P
(1)
1 (x) = x− β1.
portanto (8.2) pode ser reescrita como
Pn = P
(1)
n +
(
b1
2b0
+
βn
2
)
P
(1)
n−1 (8.3)
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Tendo em atenc¸a˜o a expressa˜o dos coeficientes de Pn, P
(1)
n , podemos reescre-
ver (8.3) como
xn − xn−1
n−1∑
k=0
βk + x
n−2
( ∑
0≤i<j≤n−1
βiβj
)
+ · · · = xn − xn−1
n∑
k=1
βk
+ xn−2
( ∑
1≤i<j≤n
βiβj
)
+ . . .
+
(
b1
2b0
+
βn
2
)(
xn−1 − xn−2
n−1∑
k=1
βk + . . .
)
(8.4)
Comparando os coeficientes das poteˆncias de n − 1 e n − 2 respectivamente
em (8.4) obtemos
βn+1 =
b1
b0
+ 2β0 , n ∈ N (8.5)
γn+2 = γ1 , n ∈ N (8.6)
De (8.5),(8.6) obtemos que {Pn} e´ uma transformac¸a˜o afim dos polino´mios de
Tchebychev de segunda espe´cie {Un}. De facto, tome-se β0 = 0 em (8.5),(8.6){
b1
b0
= b
a
γ1 =
1
4a2
=⇒
{
b =
2
√
γ1b1
2γ1b0
a =
√
γ1
2γ1
Portanto, no caso geral Pn(x) = Un
(
x− 2
√
γ1b1
b0√
γ1
2γ1
;−2β0
)
. 
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1. Introduc¸a˜o
1.1. Nota Histo´rica. Aqui vamos tratar de polino´mios ortogonais semi
cla´ssicos e as suas relac¸o˜es com as equac¸o˜es diferenciais de diferenc¸as. Estamos
de acordo com Maroni [103] quando diz que a teoria dos polino´mios ortogonais
semi cla´ssicos foi iniciada por Shohat em [137], quando considerou sucessa˜o de
polino´mios mo´nicos {Pn} ortogonais relativamente a func¸o˜es peso w tais que
(Aw)′ = Bw (1.1)
com A,B ∈ P, tais que grB ≥ 1. Neste trabalho Shohat na˜o estudou as
funcionais que verificam (1.1), i.e. quando e´ que podemos associar-lhes uma
sucessa˜o de polino´mios ortogonais mo´nicos, estando este problema todavia por
estudar. Ele deu-nos condic¸o˜es suficientes por forma a termos a regularidade.
Para tal basta considerar w ∈ L1([a, b]) e tal que limx→a,bAw = 0. Nesta
condic¸o˜es e tendo em atenc¸a˜o a ortogonalidade de {Pn} relativamente a w,
aplicando o Teorema de Favard (cf. Teorema I.2.1) ou equivalentemente a
relac¸a˜o de recorreˆncia a treˆs termos
xPn = Pn+1 + βnPn + γnPn−1 para n = 1, 2, . . .
P0 = 1 , P1 = x− β0
(1.2)
obteve que {Pn} verifica as seguintes relac¸o˜es diferenciais de diferenc¸as
AP ′n +BPn =
n+s∑
k=n−s
an,kPk , n ≥ s (1.3)
AP ′′n +BP
′
n =
n+s−1∑
k=n−s−1
bn,kPk , n ≥ s . (1.4)
Agora, a partir das equac¸o˜es (1.2), (1.3) e (1.4) obteve que {Pn} verifica uma
equac¸a˜o diferencial de segunda ordem. De facto, podemos escrever (1.3) e (1.4)
na seguinte forma
anPn + bnPn−1 = AP ′n +BPn , n ≥ s
cnPn + dnPn−1 = AP ′′n +BP
′
n , n ≥ s
com an, bn, cn, dn polino´mios com graus independentes de n. Assim, temos
Pn =
∣∣∣∣AP ′n +BPn bnAP ′′n +BP ′n dn
∣∣∣∣∣∣∣∣an bncn dn
∣∣∣∣
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e portanto
bnAP
′′
n + (bnB − dnA)P ′n + (
∣∣∣∣an bncn dn
∣∣∣∣− dnB)Pn = 0. (1.5)
Neste trabalho, Shohat mostrou como estudar o comportamento assimpto´tico
dos paraˆmetros γn de (1.2) quando w(x) = exp(−x4). Podemos enta˜o dizer
que ele foi um dos pioneiros no estudo dos polino´mios ortogonais tipo Freud.
Mais tarde, como consequeˆncia de um estudo interessante sobre determinantes
de polino´mios ortogonais, Karlin e Szego˝ [76] propuseram o problema de de-
terminar as medidas que esta˜o associadas a sucesso˜es de polino´mios ortogonais
mo´nicos {Pn} que verificam (1.3).
A resposta a este problema foi dada independentemente por Maroni [100]
e Bonan, Lubinsky e Nevai em sucessivos trabalhos [17, 18, 113, 114].
Com o objectivo de resolver este problema o primeiro desenvolveu a teoria
da quase-ortogonalidade das derivadas de polino´mios, que lhe permitiu dar
resposta a outras questo˜es da teoria dos polino´mios ortogonais e apresentar
novos problemas (cf. [103]). Maroni denominou as sucesso˜es de polino´mios
ortogonais mo´nicos que verificam (1.3) de semi cla´ssicas pois a funcional li-
near u relativamente a` qual {Pn} e´ ortogonal verifica uma equac¸a˜o do tipo
Pearson (1.1).
Por outro lado Bonan, Lubinsky e Nevai estavam mais interessados em
obter uma representac¸a˜o explicita para as medidas associadas a {Pn}.
Paralelamente ao estudo realisado por estes autores temos o trabalho de
Hahn [69] onde provou que as sucessa˜o de polino´mios ortogonais mo´nicos ver-
ificando (1.5) teˆm por medida associada uma soluc¸a˜o de (1.1) para alguns
polino´mio A e B. Em [19] Branquinho apresentou um algoritmo para o ca´lculo
destes polino´mios A,B da equac¸a˜o de Pearson.
1.2. Caso Semi Cla´ssico. No estudo realizado por Maroni, podemos ver
uma tentativa de estender os resultados va´lidos para sucesso˜es de polino´mios
ortogonais mo´nicos cla´ssicas a semi cla´ssicas. De facto, e´ sabido que as suces-
so˜es de polino´mios ortogonais mo´nicos cla´ssicas teˆm associada uma funcional
linear verificando (1.1) com grA ≤ 2 e grB = 1 (cf. [26]). A expressa˜o
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cano´nica para A e B a que chamaremos φ e ψ, respectivamente, veˆm dadas
na Tabela 1.
Outro facto importante, resulta de {Pn} verificar uma equac¸a˜o tipo Bochner,
i.e.
φP ′′n + ψP
′
n + λnPn = 0 , n ∈ N . (1.6)
Como a sucessa˜o de polino´mios mo´nicos {Pn} definida por (1.6) verifica uma
relac¸a˜o de recorreˆncia a treˆs termos independentemente de ser ou na˜o ortog-
onal (cf. Teorema IV.2.1), onde βn, γn sa˜o paraˆmetros dados em termos dos
coeficientes dos polino´mios φ, ψ, temos um crite´rio para a regularidade das
funcionais lineares que sa˜o soluc¸a˜o de (1.1).
Neste trabalho necessitamos conhecer os coeficientes da relac¸a˜o de recor-
reˆncia a treˆs termos para os elementos das famı´lias cla´ssicas. Esta informac¸a˜o
encontra-se contida na Tabela 3.
Relembre-se que a regularidade das funcionais lineares que sa˜o soluc¸o˜es do
sistema (1.1), com A,B polino´mios arbitra´rios, na˜o foi ainda estudado. As
sucesso˜es de polino´mios ortogonais mo´nicos cla´ssicas admitem outras carac-
terizac¸o˜es (ver Cap´ıtulo IV) algumas das quais podem ser estendidas a`s semi
cla´ssicas. Estas generalizac¸o˜es podem ver-se em [14, 70, 101, 103, 130].
Recentemente, mostra´mos em [20] que nem sempre podemos estender essas
caracterizac¸o˜es va´lidas para as famı´lias cla´ssicas. De facto, a caracterizac¸a˜o
apresentada no Teorema IV.5.2 na˜o pode ser estendida a`s sucesso˜es de polino´-
mios ortogonais mo´nicos semi cla´ssicas.
Vamos agora analisar o trabalho de Bonan, Lubinsky e Nevai [17]. Os
autores comec¸aram com duas sucesso˜es de polino´mios ortogonais mo´nicos {Pn}
e {Rn} que verificavam
TR(k)n =
n−j+s1∑
k=n−j−t1
cn,kPk , n ∈ N
onde T = A1
A2
com A1, A2 ∈ P e cn,k = 0 para k < 0, e determinaram a expressa˜o
para as medidas que lhes estavam associadas. Em [25] usando uma te´cnica que
aqui apresentaremos, estendemos este resultado a sucesso˜es de polino´mios mo´-
nicos, ortogonais relativamente a funcionais lineares. Mostra´mos tambe´m que
{Rn} e {Pn} sa˜o sucesso˜es de polino´mios ortogonais mo´nicos semi cla´ssicas. As
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ideias a´ı contidas permitiram Alfaro et al. [7] determinar a equac¸a˜o de Pearson
para a funcional linear associada a` sucessa˜o de polino´mios ortogonais mo´nicos
{Pn} que verificam (1.4).
1.3. Resultados Principais. Como vimos, a partir da equac¸a˜o de Bochner
satisfeita por uma sucessa˜o de polino´mios mo´nicos {Pn}, podemos obter condic¸o˜es
necessa´rias e suficientes para a sua ortogonalidade. Aqui estamos mais inter-
essados em resolver o seguinte problema proposto por Branquinho, Foulquie´
Moreno e Marcella´n em [27] que generaliza, como veremos, o problema de
Bochner tratado no Cap´ıtulo anterior.
PROBLEMA V.1. Seja {Pn} uma sucessa˜o de polino´mios ortogonais mo´-
nicos correspondente a` funcional linear u. Dar condic¸o˜es necessa´rias e sufi-
cientes para que a sucessa˜o de polino´mios {Rn} definida por
M(x)Rn−m(x) = A(x)P ′′n (x) +B(x)P
′
n(x) + C(x)Pn(x) , n ≥ m (1.7)
seja ortogonal e determinar a funcional linear que lhe esta´ associada.
A este tipo de problemas chamamos problemas inversos diferenciais. Va-
mos somente considerar o casom = 0. Neste caso temos de (1.7) com n = 0, 1, 2
C =Mc0 , B =M(R1 − P1) , A =MR2 − (R1 − P1)P
′
2 − P2
2
.
Portanto (1.7) toma a forma
Rn(x) = χ(x)P
′′
n (x) + Π(x)P
′
n(x) + c1Pn(x) , n ∈ N (1.8)
onde
χ(x) = a0x
2 + a1x+ a2 , Π(x) = b0x+ b1 , c1 =
1
c0
.
Note que Rn na˜o e´ mo´nico. De facto,
Rn = (c1 + nb0 + n(n− 1)a0)xn + . . .
portanto supomos c1 + nb0 + n(n − 1)a0 6= 0 para n ∈ N para obtermos uma
famı´lia livre de polino´mios.
Uma aproximac¸a˜o a este problema foi apresentada por Branquinho e Mar-
cella´n em [23] quando determinaram relac¸o˜es entre as funcionais lineares u e
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v associadas a {Pn} e {Rn}, respectivamente que verificam
Φ(x)P ′′n (x) + Ψ(x)P
′
n(x) + η(x)Pn(x) =
n+t∑
k=n−s
an,kRn,k . (1.9)
Note que (1.7) e´ um caso particular desta representac¸a˜o.
TEOREMA 1.1. Seja {Pn} e {Rn} sucesso˜es de polino´mios ortogonais
mo´nicos associadas a`s funcionais lineares u, v, respectivamente. Se {Pn} e
{Rn} verificarem (1.9), enta˜o temos
D2(Φu)−D(Ψu) + ηu =
s∑
k=0
ak,0
Rkv
〈v,R2k〉
(1.10)
e
2φ(x)u = 〈uy, φ(y)L(0,2)(x, y) + ψ(y)L(0,1)(x, y) + η(y)L(0,0)(x, y)〉v
onde L(0,j) e´ o polino´mio
L(0,j)(x, y)
= K
(0,j)
s+2 (x, y)− 2P ′2(x)K(0,j)s+1 (x, y) + (P1(x)P ′2(x)− 2P2(x))K(0,j)s (x, y)
e K(r,s)n (x, y) =
n∑
j=0
R
(r)
j (x)R
(s)
j (y)
〈v,R2j 〉
. Ale´m disso, u e v sa˜o funcionais lineares
semi cla´ssicas.
No nosso caso temos a partir de (1.8) e (1.10) que
D2(χu)−D(Πu) + c1u = v
e portanto, os momentos esta˜o relacionados por
(c1 + nb0 + n(n− 1)a0)un + (nb1 + n(n− 1)a1)un−1 + n(n− 1)a2un−2
= vn
que e´ a relac¸a˜o apresentada por Krall e Sheffer em [82] para obter a ortogo-
nalidade de {Rn}. De (1.8) vemos que, se {Rn} e´ uma sucessa˜o de polino´mios
ortogonais enta˜o {Pn} e {Rn} verificam uma equac¸a˜o diferencial de Sturm-
Liouville de quarta ordem. Logo do estudo de Krall [80] sabemos quais as
soluc¸o˜es do nosso problema, i.e. {Rn} e´ um elemento de uma das famı´lias
cla´ssicas, tipo Laguerre (i.e. com func¸a˜o peso exp(−x) + λδ(x)) tipo Le-
gendre (i.e., ortogonal relativamente a` func¸a˜o peso α
2
+ 1
2
(δ(x− 1)+ δ(x+1))),
ou tipo Jacobi (i.e. com func¸a˜o peso (1− x)α + λδ(x)).
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Vamos analisar os casos em que {Pn} em (1.8) coincide com Hn, Lαn e Bαn .
Este estudo abre-nos um vasto campo de trabalho a que chamaremos problemas
inversos estruturais, i.e. dada uma sucessa˜o de polino´mios ortogonais mo´nicos
{Pn} definimos uma sucessa˜o de polino´mios mo´nicos {Rn} por
Rn =
n∑
j=n−k
an,jPj , n ≥ k
Rm =
m∑
j=0
am,jPj , 0 ≤ m < k .
Dar condic¸o˜es necessa´rias e suficientes em termos de (an,n−j) para todo o j =
0, 1, . . . , k de forma que {Rn} seja ortogonal. Este tipo de problemas foram
estudados por Branquinho e Marcella´n em [24].
1.4. Estrutura do Cap´ıtulo. O nosso objectivo vai ser o de mostrar as
diferentes te´cnicas por no´s utilizadas no desenvolvimento da teoria dos prob-
lemas inversos. Comec¸amos por apresentar algumas caracterizac¸o˜es das suces-
so˜es de polino´mios ortogonais mo´nicos semi cla´ssicas. Vamos omitir a demon-
strac¸a˜o destas caracterizac¸o˜es por estas serem ja´ subejamente conhecidas. De
qualquer forma apresentamos o resultado que cremos ser fulcral na teoria de-
senvolvida por Maroni, i.e. o que mostra como passar de (1.3) a (1.1). De
seguida estudaremos as extenso˜es por no´s efectuadas a` teoria dos polino´mios
ortogonais cla´ssicos.
2. Polino´mios Ortogonais Semi Cla´ssicos
A seguinte definic¸a˜o foi apresentada por Ronveaux [130] e Maroni [100]:
DEFINIC¸A˜O 2.1. Seja {Pn} a sucessa˜o de polino´mios ortogonais mo´ni-
cos associada a` funcional linear regular u; dizemos que {Pn} e´ semi cla´ssica
de classe s se existe φ ∈ Ps+2 tal que {P
′
n+1
n+1
} e´ quase ortogonal de ordem s
associada a φu.
Se s = 0 dizemos que {Pn} e´ uma sucessa˜o de polino´mios ortogonais mo´nicos
cla´ssica.
As expresso˜es cano´nicas para φ e dµ, 〈u, xn〉 = ∫
I
xndµ(x) , n ∈ N, onde
I e´ um caminho, dµ uma medida complexa, e os coeficientes da relac¸a˜o de
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recorreˆncia a treˆs termos para as sucesso˜es de polino´mios ortogonais mo´nicos
cla´ssicas encontram-se em Tabela 1, 2 e 3.
Vamos apresentar, de seguida, alguns resultados sobre sucesso˜es de poli-
no´mios ortogonais mo´nicos semi cla´ssicas que sa˜o extenso˜es de caracterizac¸o˜es
para as sucesso˜es de polino´mios ortogonais mo´nicos cla´ssicas. Estes resultados
foram enunciados por Maroni em [100] e Bonan e al. em [17].
TEOREMA 2.1. Seja {Pn} a sucessa˜o de polino´mios ortogonais mo´ni-
cos relativamente a` funcional linear u. Enta˜o as seguintes afirmac¸o˜es sa˜o
equivalentes:
(a) {Pn} e´ semi cla´ssica de classe s;
(b) ∃φ, ψ ∈ P com grφ ≤ s+ 2, grψ ≤ s+ 1 tal que
φP ′n+1 + ψPn+1 =
n+s+2∑
k=n−s
bn,kPk , n ≥ s
e bn,n−s 6= 0, n ≥ s;
(c) ∃φ, ψ ∈ P com grφ ≤ s+ 2, grψ ≤ s+ 1 tal que
D(φu) = ψu
i.e. u e´ uma funcional linear semi cla´ssica de classe s;
(d) {P ′n+1
n+1
} e´ quase-ortogonal de ordem s relativamente a` funcional linear
φu.
OBSERVAC¸A˜O . Os polino´mios φ, ψ devem verificar a condic¸a˜o∏
c∈Zφ
(|rc|+ |〈ψcu, 1〉|) 6= 0
onde Zφ e´ o conjunto das ra´ızes de φ e
φ(x) = (x− c)φc(x)
ψ(x) + φc(x) = (x− c)ψc(x) + rc(x)
como foi provado em [14, 103].
DEMONSTRAC¸A˜O. Provamos somente que (b) implica (c).
Seja {αn} a base dual associada a {Pn} e escrevamos
D(φαn)− ψαn =
∑
k∈N
λn,kαk (2.1)
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onde por definic¸a˜o de base dual
λn,k = 〈D(φαn)− ψαn , Pk〉 = −〈αn , φP ′k + ψPk〉
= −〈αn ,
k+s+1∑
j=k−s−1
bk−1,jPj〉
=
{
0 , k − 1− s > n or k + 1 + s < n
−bk−1,n , n− 1− s ≤ k ≤ n+ 1 + s
Logo (2.1) toma a forma
D(φαn)− ψαn = −
n+1+s∑
k=n−1−s
bk−1,nαk , n ∈ N. (2.2)
Tomando n = 0 em (2.2) e usando (I.2.3) obtemos
D(φu)− ψu = −u0
1+s∑
k=0
bk−1,0
Pku
〈u, P 2k 〉
donde se conclui a demonstrac¸a˜o. 
Prova´mos em [7] um resultado que nos da´ uma caracterizac¸a˜o para as
sucesso˜es de polino´mios ortogonais mo´nicos semi cla´ssicas.
TEOREMA 2.2. Seja {Pn} uma sucessa˜o de polino´mios ortogonais mo´ni-
cos associada a` funcional linear u. Se {Pn} verifica (1.4) enta˜o u vem definida
por
D(Au) =
1
2
(B +Bs+1)u
onde Bs+1 esta´ determinado por bn,k e A,B.
Em [25] os autores generalizam os resultados de Bonan, Lubinsky e Nevai
para funcionais lineares. Como resultado central desse trabalho temos:
TEOREMA 2.3. Seja {Pn} e {Rn} duas sucesso˜es de polino´mios orto-
gonais mo´nicos associadas a`s funcionais lineares u e v . Enta˜o {Pn} e {Rn}
verificam
φR′n+1 =
n+p∑
k=n−s
λn,kPk , n ≥ s (2.3)
com λn,n−s 6= 0, n ≥ s se e somente se, u e v sa˜o funcionais lineares semi
cla´ssicas e esta˜o relacionadas por φ(x)u = h(x)v com
h(x) =
〈
uy, φ(y)
[
P1(y)K
(0,1)
s+2 (x, y)− P1(x)K(0,1)s+1 (x, y)
]〉
.
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OBSERVAC¸A˜O . Em [17] os autores provaram que em (2.3) podemos
tomar R
(i)
n+1 com i ∈ Z+ em vez de R′n+1. Nesse trabalho os autores pretendiam
generalizar a noc¸a˜o de sucessa˜o de polino´mios ortogonais mo´nicos semi cla´ssica.
3. Equac¸o˜es Diferenciais em Diferenc¸as
Vamos apresentar agora a demonstrac¸a˜o do Teorema 1.1 apresentado por
Branquinho e Marcella´n em [25].
DEMONSTRAC¸A˜O. Seja (αn) e (α
′
n) as bases duais associadas a {Pn}
e {Rn}, respectivamente. Assim,
D2(Φαn)−D(Ψαn) + ηαn =
∑
k∈N
λn,kα
′
k , (3.1)
onde
λn,k = 〈D2(Φαn)−D(Ψαn) + ηαn , Rk〉
= 〈αn ,ΦR′′k +ΨR′k + ηRk〉
= 〈αn ,
k+t∑
j=k−s
ak,jPj〉
=
{
0 se k − s > n ou k + t < n
ak,n se n− t ≤ k ≤ n+ s
i.e., (3.1) toma a forma
D2(Φαn)−D(Ψαn) + ηαn =
n+s∑
k=n−t
ak,nα
′
k , n ∈ N.
Em particular, para n = 0, 1 e 2
D2(Φα0)−D(Ψα0) + ηα0 =
s∑
k=0
ak,0α
′
k
D2(Φα1)−D(Ψα1) + ηα1 =
s+1∑
k=0
ak,1α
′
k
D2(Φα2)−D(Ψα2) + ηα2 =
s+2∑
k=0
ak,2α
′
k
e tendo em atenc¸a˜o que αn =
Pnu
〈u,P 2n〉 , pois {Pn} e´ a sucessa˜o de polino´mios
ortogonais mo´nicos associada a u, (ver [100]), aplicando a regra de Leibniz,
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obtemos 1 −Ψ η −Ψ′P1 2Φ− P1Ψ P1η − (P1Ψ)′ + 2Φ′
P2 2P
′
2Φ− P2Ψ P2η − (P2Ψ)′ + 2P ′2Φ′ + 2Φ
D2(Φu)D(u)
u
 =
A0A1
A2

onde Ai = 〈u, P 2i 〉
∑s+i
k=0 ak,iα
′
k , para i = 0, 1, 2. Assim podemos inferir que1 −Ψ η −Ψ′0 2Φ −Ψ+ 2Φ′
0 0 2Φ
D2(Φu)D(u)
u
 =
 A0−P1A0 + A1
(P ′2P1 − P2)A0 − P ′2A1 + A2
 (3.2)
Como {Rn} e´ a sucessa˜o de polino´mios ortogonais mo´nicos associada a` fun-
cional linear v (i.e., α′n =
Rn
〈v,R2n〉v, n ∈ N), e como an,k =
〈u,(ΦR′′n+ΨR′n+ηRn)Pk〉
〈u,P 2k 〉
,
deduzimos que
2Φ(x)u = 〈uy,Φ(y)L(0,2)(x, y) + Ψ(y)L(0,1)(x, y) + η(y)L(0,0)(x, y)〉v (3.3)
onde
L(0,j)(x, y) = P2(y)K
(0,j)
s+2 (x, y)− P ′2(x)P1(y)K(0,j)s+1 (x, y) +
(P1(x)P
′
2(x)− P2(x))K(0,j)s (x, y).
De (3.3) e usando a segunda equac¸a˜o de (3.2) obtemos que v e´ uma funcional
linear semi cla´ssica e portanto u e´ tambe´m semi cla´ssica. 
Como exemplo de uma sucessa˜o de polino´mios ortogonais mo´nicos que ve-
rificam (1.10) vamos estudar um problema proposto por Littlejohn em [87],
que passamos a enunciar:
PROBLEMA V.2. Determinar relac¸o˜es entre as sucesso˜es de polino´mios
ortogonais mo´nicos associadas a v = u +Mδ0 e w = x
−1u +Mδ0, onde u e´
a funcional linear de Laguerre, definida por
〈u, xn〉 =
∫ +∞
0
xnxαe−xdx , n ∈ N quando α > −1.
DEMONSTRAC¸A˜O. Pode ver-se que v e w sa˜o funcionais lineares reg-
ulares (ver [19]). Ale´m disso, esta˜o relacionadas por xv = x2w e
v = xw︸︷︷︸
=u
+ 〈v, 1〉︸ ︷︷ ︸
=M
δ0.
Sejam {Lα,0n } e {Lα,−1n } as sucesso˜es de polino´mios ortogonais mo´nicos associ-
adas a v e w respectivamente; vamos dividir o problema em dois outros:
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• Determinar os coeficientes da relac¸a˜o de recorreˆncia a treˆs termos para
os {Lα,0n }
xLα,0n (x) = L
α,0
n+1(x) + ξnL
α,0
n (x) + ηnL
α,0
n−1(x); (3.4)
• Determinar os coeficientes da relac¸a˜o de recorreˆncia a treˆs termos para
os {Lα,−1n }
xLα,−1n (x) = L
α,−1
n+1 (x) + ξ˜nL
α,−1
n (x) + η˜nL
α,−1
n−1 (x);
em termos de (βn) e (γn) dados por
xLαn(x) = L
α
n+1(x) + βnL
α
n(x) + γnL
α
n−1(x). (3.5)
De [19, p. 58] podemos relacionar (ξn) e (ηn) com (βn) e (γn):
ξn = 2βn+1 − βn −M( L
α
n+1(0)L
α
n(0)
1 +MKn(0, 0)
− L
α
n(0)L
α
n−1(0)
1 +MKn−1(0, 0)
)
ηn = 2γn+1 − γn − (ξn + βn)(βn − ML
α
n(0)L
α
n−1(0)
1 +MKn−1(0, 0)
)+
M(
(Lαn+1(0))
2
1 +MKn(0, 0)
− (L
α
n(0))
2
1 +MKn−1(0, 0)
)
, n ∈ N.(3.6)
onde Kn(0, 0) =
(Lαn+1)
′(0)Lαn(0)−(Lαn)′(0)Lαn+1(0)∏n
i=1 γi
.
De [19, T. IV.1.1] podemos relacionar (ξ˜n) e (η˜n) com (βn) e (γn):{
ξ˜n+1 = βn+1 − (an+1 − an)
η˜n+2 =
an+1
an
γn+1
, n ∈ N, (3.7)
onde an =
Lαn+1(0)µ0+(L
α
n)
(1)(0)
Lαn(0)µ0+(L
α
n−1)(1)(0)
, i.e. an =
Lαn+1(0;− 1µ0 )
Lαn(0;− 1µ0 )
. Agora, necessitamos con-
hecer (Lαn)(0;− 1µ0 ) por forma a ter an e, portanto, (ξ˜n) e (η˜n). De [34]:
(Lαn)(0;− 1µ0 )
Lαn+1(0)
− (L
α
n−1)(0;− 1µ0 )
Lαn(0)
= − 1
µ0
∏n
i=1 γi
Lαn(0)L
α
n+1(0)
donde
(Lαn)(0;−
1
µ0
) = Lαn+1(0)
(
− 1
µ0
n∑
k=1
∏k
i=1 γi
Lαk (0)L
α
k+1(0)
+
1
β0
)
, n ∈ N. (3.8)
Mas, sabemos (ver, por exemplo, [26, 35]) que βi = 2i + 1 + α, γi+1 = (i +
1)(i+ 1 + α) e Lαi (0) = (−1)i (i+α)!α! , i ∈ N, logo (3.8) e´ equivalente a
(Lαn)(0;−
1
µ0
)
= (−1)n+1 (n+ 1 + α)!
α!
(
1
µ0
n∑
k=1
k!(α!)2
(k + 1 + α)!
+
1
α+ 1
)
, n ∈ N.
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De (3.6) e (3.7) obtemos duas relac¸o˜es para os coeficientes de (3.4) e (3.5)
ξn = 2(ξ˜n+1 + an+1 − an)− (ξ˜n + an − an−1)−
M(
Lαn+1(0)L
α
n(0)
1 +MKn(0, 0)
− L
α
n(0)L
α
n−1(0)
1 +MKn−1(0, 0)
)
ηn = 2
an
an+1
η˜n+2 − an−1
an
η˜n+1 − (ξn + βn)(βn − ML
α
n(0)L
α
n−1(0)
1 +MKn−1(0, 0)
)
M(
(Lαn+1(0))
2
1 +MKn(0, 0)
− (L
α
n(0))
2
1 +MKn−1(0, 0)
)
, n ∈ N.
Para determinar a relac¸a˜o de estrutura de segunda ordem entre as sucesso˜es
de polino´mios ortogonais mo´nicos {Lα,0n } e {Lα,−1n } basta usar o resultado
apresentado em [19] e que nos da´
x2(Lα,0n )
′′(x) + x(2 + ψ)(Lα,0n )
′(x) + ψLα,0n (x) =
λ0,n+1L
α
n+1(x) + an,nλ0,nL
α
n(x) + an,n−1λ0,n−1L
α
n−1(x),
onde ψ e λn+1 veˆm dadas por (IV.1.1). Assim, e´ suficiente determinar {Lαn} e
{Lα,−1n } por forma a termos o pretendido. Mas,
xLαn(x) = L
α,−1
n+1 (x) + (
n∏
i=1
γi
η˜i
)Lα,−1n (x) , n ∈ N,
e, portanto,
x3(Lα,0n )
′′(x) + x2(2 + ψ)(Lα,0n )
′(x) + xψLα,0n (x)
= λ0,n+1L
α,−1
n+2 (x) +
n+1∑
k=n−1
cn,kL
α,−1
k (x)
onde as constantes cn,k sa˜o dados. Este e´ o caso em que tomamos t = 2 e s = 1
na fo´rmula (1.10). 
4. Extensa˜o ao Teorema de Bochner
Aqui vamos tratar do Problema V.1. Primeiro transformamo-lo num pro-
blema inverso estrutural, e depois faremos uma discussa˜o para determinar entre
as sucesso˜es de polino´mios mo´nicos quase ortogonais aquelas que sa˜o realmente
ortogonais.
4.1. Caso Hermite e Bessel. Como Hn e´ o polino´mio de Hermite de
grau n temos
H ′n = nHn−1
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e portanto (1.8) toma a forma
n(n− 1)(a0x2 + a1x+ a2)Hn−2(x) + n(b1x+ b2)Hn−1(x) + c1Hn(x)
= µnRˆn(x) (4.1)
onde {Rˆn} e´ a sucessa˜o de polino´mios ortogonais mo´nicos definida em termos
de {Rn} por Rn = µnRˆn e µn = n(n − 1)a0 + nb0 + c1 diferente de zero para
todo o n ∈ N. Sabemos que a sucessa˜o {Hn} verifica a relac¸a˜o de recorreˆncia
a treˆs termos
xHn = Hn+1 +
n
2
Hn−1 , n ∈ Z+
H1 = x , H0 = 1.
(4.2)
Assim (4.1) toma a forma
Rˆn(x) = Hn + AnHn−1 +BnHn−2 + CnHn−3 +DnHn−4 (4.3)
onde 
An =
n((n− 1)a1 + b1)
µn
, n ∈ Z+
Bn =
n(n− 1)
µn
(
2n− 3
2
a0 + a2 +
b0
2
) , n ≥ 2
Cn =
n(n− 1)(n− 2)
2µn
a1 , n ≥ 3
Dn =
n(n− 1)(n− 2)(n− 3)
4µn
a0 , n ≥ 4
Para determinar a relac¸a˜o de recorreˆncia a treˆs termos para {Rˆn}, multiplique-
mos (4.3) por x, e apliquemos (4.2) tendo em atenc¸a˜o (4.3)
xRˆn = Rˆn+1 + (An − An+1)Hn + (n
2
+Bn −Bn+1)Hn−1
+ (
n− 1
2
An + Cn − Cn+1)Hn−2 + (n− 2
2
Bn +Dn −Dn+1)Hn−3
+
n− 3
2
CnHn−4 +
n− 4
2
DnHn−5
i.e.
xRˆn = Rˆn+1 − βnRˆn + γnRˆn−1 + ξnHn−2 + ηnHn−3 + ωnHn−4 + ζnHn−5
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onde 
βn = An+1 − An , n ≥ 0
γn =
n
2
− (Bn+1 −Bn)− Anβn , n ≥ 1
ξn =
n− 1
2
An − (Cn+1 − Cn)−Bnβn − An−1γn , n ≥ 2
ηn =
n− 2
2
Bn − (Dn+1 −Dn)− Cnβn −Bn−1γn , n ≥ 3
ωn =
n− 3
2
Cn −Dnβn − Cn−1γn , n ≥ 4
ζn =
n− 4
2
Dn −Dn−1γn , n ≥ 5
Logo, {Rˆn} e´ uma sucessa˜o de polino´mios ortogonais mo´nicos se e somente se
γn+1 6= 0 e ξn+2 = ηn+3 = ωn+4 = ζn+5 = 0 , n ∈ N.
DISCUSSA˜O. O estudo do Problema V.1 vai ser dividido em dois casos.
(i). a0 6= 0.
Neste caso Dn 6= 0 e γn = nµn−12µn , n ≥ 5. Como ωn = 0 temos βn =
An+1 − An = 0, n ≥ 5. Ale´m disso, de ηn = 0 temos
µn+1
n+ 1
− µn
n− 1 = 0 , n ≥ 5
logo (n+ 1)b0 + 2c1 = 0, n ≥ 5, i.e. b0 = c1 = 0. Agora, de βn = 0 para n ≥ 5
vem b1 = 0 e portanto An =
a1
a0
, i.e. βn = 0 para n ∈ N. Mas, de ξn = 0, n ≥ 2
obtemos que γn = 0 para n ≥ 2; pelo Teorema de Favard conclu´ımos que {Rˆn}
na˜o pode ser uma sucessa˜o de polino´mios ortogonais mo´nicos.
(ii). a0 = 0.
A condic¸a˜o ζn = 0 e´ trivialmente verificada. Vejamos que neste caso a1
tera´ de ser igual a zero, pois caso contra´rio:
• γn = nµn−12µn para n ≥ 4 e substituindo esta expressa˜o em ηn = 0, n ≥ 3,
obtemos βn = 0, n ≥ 4. Agora, de ξn = 0 para n ≥ 2 vem que
µn+1
n+ 1
− µn
n− 1 = 0 , n ≥ 4
que implica a1 = c1 = 0, i.e. µn = 0, n ∈ N (o que e´ absurdo).
Assim, a0 = 0 e portanto a1 = 0, i.e., Dn = Cn = 0, n ∈ N. Para obter uma
expressa˜o para γn considerem-se os seguintes casos:
(ii.1). b0 6= −2a2 (i.e., Bn 6= 0, n ≥ 2).
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Aqui, γn =
nµn−1
2µn
, n ≥ 3, e como ξn = 0 obtemos βn = 0, n ≥ 3, enta˜o,
(n−2)b1c1 = 0, n ≥ 3, i.e. b1 = 0∨c1 = 0. Logo, temos dois casos a considerar:
(ii.1.1). b1 = 0 (i.e., An = 0⇒ βn = 0).
Comparando as expresso˜es para γn, n ≥ 3 obtemos (n+1)a2b0 = − (4a2+b0)c12 ,
i.e. a2 = c1 = 0 (pois b0 = c1 = 0 na˜o se pode ter). Enta˜o γn =
n−1
2
para
n ≥ 1 (que e´ absurdo).
(ii.1.2). c1 = 0 (i.e., An =
b1
b0
⇒ βn = 0).
Sabemos que γn =
1
2
(n − 2c+d
2d
), n ≥ 1. De ξ2 = 0 obtemos γ2 = 12 , i.e.
b0 = 2a2; e como γ1 =
b0−2a2
4b0
6= 0 temos uma contradic¸a˜o.
(ii.2). b0 = −2a2 (i.e., Bn = 0).
Neste momento estamos em condic¸o˜es de escrever que Bn = Cn = Dn = 0,
e portanto ηn = ωn = ζn = 0. Neste caso An =
nb1
nb0+c1
. Temos assim, que
discutir dois casos:
(ii.2.1). b1 6= 0.
De ξn = 0 vem γn =
nµn−1
2µn
para n ≥ 2 que comparada com a primeira
expressa˜o para γn, nos da´ b1 = 0 (o que e´ imposs´ıvel).
(ii.2.2). b1 = 0.
Neste caso, temos An = Bn = Cn = Dn = 0 logo {Rˆn} verifica:
xRˆn = Rˆn+1 +
n
2
Rˆn−1 , n ≥ 1,
i.e. {Rˆn} e´ a sucessa˜o de polino´mios ortogonais mo´nicos de Hermite. 
O resultado aqui encontrado confirma o que espera´vamos obter, pois nen-
huma modificac¸a˜o na˜o trivial dos polino´mios de Hermite ou ate´ dos de Bessel
pertence a` classificac¸a˜o apresentada por Krall em [80].
4.2. Caso Laguerre. Neste caso
Rn =
4∑
j=0
an,jL
α+2
n−j (4.4)
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onde
an,n = n(b0 + (n− 1)a0) + c1
an,n−1 = n(2c1 + b1 + (3n+ α)b0 + (n− 1)(a1 + a0(4n+ 2α)))
an,n−2 = n(n− 1)(b1 + (3n+ 2α)b0 + a2 + a1(2n+ α− 1)
+ a0(6n
2 + 6(α− 1)n+ α2 − 5α) + c1)
an,n−3 = n(n− 1)(n− 2)(n+ α)(b0 + a1 + a0(4n+ 2α− 4))
an,n−4 = n(n− 1)(n− 2)(n− 3)(n+ α)(n+ α− 1)a0
Se supusermos a0 = 0 obtemos que (4.4) e´ uma combinac¸a˜o linear de quatro
polino´mios de Laguerre consecutivos. Podemos perguntar se esta condic¸a˜o e´
suficiente para que Rn se escreva como combinac¸a˜o linear de quatro polino´mios
de Laguerre consecutivos?
A resposta e´ negativa. De facto, Se considerarmos a0 6= 0 e a2 = 0, tomando
em considerac¸a˜o (1.6) e os dados da Tabela 1, obtemos de (1.8)
Rn = (a0x+ a1)
[
(x− (α+ 1)) (Lαn)′ − λnLαn
]
+ (b0x+ b1) (L
α
n)
′ + c1Lαn
e portanto,
Rn =
3∑
k=0
bn,n−kLα+1n−k (4.5)
onde
bn,n = c1 + n((n− 1)a0 + b0)
bn,n−1 = n(c1 + (2n+ α)((n− 1)a0 + b0) + (n− 1)((n+ α)a1 + a1) + b1)
bn,n−2 = n(n− 1)(n+ α)((n− 1)a0 + b0 + (2n+ α− 2)a1 + (n+ α)a1)
bn,n−3 = n(n− 1)(n− 2)(n+ α)(n+ α− 1)a1
Estudemos a partir de (4.4) e (4.5) o nu´mero de polino´mios de Laguerre na
representac¸a˜o de Rn:
(a) a0 6= 0
(a1) a2 6= 0 −→ cinco.
(a2) a2 = 0
(a2.1) a1 6= 0 −→ quatro.
(a2.2) a1 = 0 −→ treˆs.
(b) a0 = 0
(b1) a2 6= 0
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(b1.1) a1 + b0 6= 0 −→ quatro.
(b1.2) a1 + b0 = 0 −→ treˆs.
(b2) a2 = 0
(b2.1) a1 + b0 6= 0 −→ treˆs.
(b2.2) a1 + b0 = 0 −→ dois.
Estudemos detalhadamente o caso (b2.2) com b0 = −1, i.e.
Rn(x) = x (L
α
n)
′′ + (−x+ b1) (Lαn)′ + c1Lαn.
Tomando em considerac¸a˜o (1.6) com os dados da Tabela 3 para Lαn obtemos
Rˆn = L
α+1
n + AnL
α+1
n−1 , n ≥ 1 (4.6)
com An =
n(n+1+α−b1−c1)
n−c1 .
Usando o mesmo processo descrito para {Hn} vem que
xRˆn = Rˆn+1 + ξnRˆn + ηnRˆn−1 + (Anγn−1 − An−1ηn)Rˆn−2
onde
ξn = βn + An − An+1
ηn+1 = γn+1 + An+1(βn − ξn+1)
, n ∈ N. (4.7)
donde se conclui que as condic¸o˜es necessa´rias e suficientes para a ortogonali-
dade de {Rˆn} sa˜o
ηn+1 6= 0 e An+2γn+1 − An+1ηn+2 = 0 para n ∈ N. (4.8)
De (4.8), ηn =
Anγn−1
An−1
para n ≥ 2; e substituirmos esta expressa˜o na segunda
equac¸a˜o de (4.7) obtemos
ξn =
γn
An
− γn−1
An−1
+ βn−1 , n ≥ 2
e da primeira equac¸a˜o obtemos uma condic¸a˜o necessa´ria para a ortogonalidade,
γn
An
− γn−1
An−1
+ βn−1 = βn + An − An+1 , n ≥ 2. (4.9)
Veˆ-se enta˜o que (4.9) e γ1 +A1(β0 − ξ1) 6= 0 nos da˜o uma condic¸a˜o necessa´ria
e suficiente para a ortogonalidade de {Rˆn} definido por (4.6).
DISCUSSA˜O. Da Tabela 3 obtemos os coeficientes da relac¸a˜o de recor-
reˆncia a treˆs termos para {Lα+1n }
βn = 2n+ α+ 2 e γn = n(n+ α+ 1)
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que substitu´ıdos em (4.9) e tendo em atenc¸a˜o γn
An
= (n−c1)(n+α+1)
n+1+α−b1−c1 nos da˜o
(n− c1)(n+ α+ 1)
n+ 1 + α− b1 − c1 −
(n− 1− c1)(n+ α)
n+ α− b1 − c1
= 2 +
n(n+ 1 + α− b1 − c1)
n− c1 −
(n+ 1)(n+ 2 + α− b1 − c1)
n+ 1− c1 . (4.10)
Depois de alguns ca´lculos (4.10) toma a forma
− (b1 + c1)(n− c1) + (n+ α)
n+ α− b1 − c1 +
(b1 + c1)(n− c1)
n+ 1 + α− b1 − c1
= 2 +
n(1 + α− b1)
n− c1 +
c1 − (n+ 1)(2 + α− b1)
n− c1 + 1
e daqui vem que
(b1 + c1)(1 + α− b1)
(n+ α− b1 − c1)(n+ 1 + α− b1 − c1) =
c1(1 + α− b1)
(n− c1)(n− c1 + 1) . (4.11)
Estudando (4.11) e tendo em atenc¸a˜o que η1 6= 0 obtemos que uma condic¸a˜o
para a ortogonalidade de {Rˆn} e´:
(a) 1 + α− b1 = 0
ou
(b) b1 = 0 e α = 0.
O caso (a) leva-nos a An = 0 logo Rˆn = L
α+2
n . O caso (b) da´-nos An =
n(n−c1+1)
n−c1 . Calculemos enta˜o η1 neste caso:
η1 = 2 +
2− c1
1− c1
(
−2− 2− c1
1− c1 +
2(3− c1)
2− c1
)
=
c1(c1 − 2)
(1− c1)2 .
Temos enta˜o que impoˆr c1 6= 0, 1, 2 por forma a termos a ortogonalidade no
caso (b).
Procedamos agora a` determinac¸a˜o da funcional linear associada a {Rˆn}.
Sabemos que a funcional linear associada a {L1n} admite a seguinte repre-
sentac¸a˜o
〈u1 , xn〉 =
∫ ∞
0
xnx exp(−x)dx , n ∈ N.
Mas de (4.6) obtemos 〈u1 , Rˆn〉 = 0 para n ≥ 2. Assim, temos de (I.2.1) e (I.2.3)
que u1 pode ser escrita em termos da funcional linear associada a {Rˆn} por
u1 =
(
t0 + t1
Rˆ1
〈v, Rˆ21〉
)
v
v0
(4.12)
onde
t0 = u0 = 1 , t1 =
2− c1
1− c1 .
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Sabemos tambe´m que 〈v, Rˆ21〉 = η1v0 e Rˆ1 = x− ξ0, logo (4.12) toma a forma
u1 = x
(1− c1)v
c1v0
.
Isto implica que (1−c1)v
c1v0
= x−1u1 + v0δ(x) e
(1−c1)〈v,1〉
c1v0
= v0, i.e. v0 =
1−c1
c1
.
Podemos enta˜o concluir que a representac¸a˜o para v vem dada por
〈v, p〉 =
∫
exp(−x)p(x)dx+ 1− c1
c1
p(0) , p ∈ P
que mais uma vez esta´ de acordo com a classificac¸a˜o estabelecida por Krall,
para as equac¸o˜es diferenciais do tipo Sturm-Liouville de quarta ordem (cf. [80]).

5. Sobre uma Nova Caracterizac¸a˜o
Recentemente, em [26] foram estabelecidas novas caracterizac¸o˜es para as
sucesso˜es de polino´mios ortogonais mo´nicos cla´ssicas. Nesse trabalho, os au-
tores consideraram como ponto de partida a equac¸a˜o de Pearson no sentido
distribucional. E´ sabido que muitas destas caracterizac¸o˜es podem ser estendi-
das para as sucesso˜es de polino´mios ortogonais mo´nicos semi cla´ssicas (veja-se
por exemplo [14, 19, 100]). Vejamos que nem sempre tal acontece.
Comecemos por explicar a raza˜o pela qual conjecturamos que o Teorema IV.5.2
poderia ser generalizado para o caso semi cla´ssico. A partir de agora suporemos
sempre que s ≥ 1.
TEOREMA 5.1. Se {Pn} e´ a sucessa˜o de polino´mios ortogonais mo´nicos
associada a` funcional linear u e verifica
Pn =
P ′n+1
n+ 1
+
n∑
k=n−(s+1)
an,k
P ′k
k
, n ≥ s+ 2 (5.1)
com an,n−(s+1) 6= 0 enta˜o existe φs+2 ∈ P com grφs+2 = s+ 2 tal que
D(φs+2u) = P1u (5.2)
i.e. u e´ semi cla´ssica de classe s.
DEMONSTRAC¸A˜O. Sejam {αn} e {α′n} as bases duais associadas a
{Pn} e {P
′
n+1
n+1
}, respectivamente. Assim
α′n =
∑
k≥n
λn,kαk
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onde
λn,k = 〈α′n , Pk〉 = 〈α′n ,
P ′k+1
k + 1
+
n∑
j=k−(s+1)
ak,j
P ′j
j
〉
=

1 , k = n
ak,n+1 , k = n+ 1, n+ 2, . . . , n+ s+ 2
0 , k = 0, . . . , n− 1
Portanto, tendo em atenc¸a˜o (I.2.1)
α′n = αn +
s+2∑
k=1
an+k,n+1αn+k , n ∈ N
Considere-se n = 0 nesta equac¸a˜o e tomemos derivadas depois de aplicar (I.2.2)
e (I.2.1)
− P1〈u, P 21 〉
u = D
(
(
1
〈u, 1〉 +
s+2∑
k=1
ak,1
Pk
〈u, P 2k 〉
)u
)
enta˜o temos (5.2) onde φs+2(x) = −〈u, P
2
1 〉
〈u, 1〉
(
1 +
s+2∑
k=1
ak,1∏k
j=1 γj
Pk
)
. 
OBSERVAC¸A˜O . Como consequeˆncia do teorema anterior vamos procu-
rar a nossa sucessa˜o de polino´mios ortogonais mo´nicos, entre as sucesso˜es de
polino´mios ortogonais mo´nicos semi cla´ssicas cuja correspondente funcional li-
near verifique (5.2). Belmehdi [13] apresentou alguns exemplos de sucesso˜es
de polino´mios ortogonais mo´nicos semi cla´ssicas, {Pn} associadas a funcionais
lineares, u, que verificam (5.2) com s = 1. A funcional linear u e´ definida em
termos das funcionais lineares cla´ssicas v por (x− c)u = v para algum c ∈ C.
Neste caso {Pn} pode ser descrito em termos da sucessa˜o de polino´mios orto-
gonais mo´nicos associada a v, {Rn}, por
Pn+1 = Rn+1 − an+1Rn , n ∈ N (5.3)
P0 = R0
onde an+1 =
Rn+1(c;−u−10 )
Rn(c;−u−10 )
, u0 = 〈u, 1〉 e {Rn(x; d)} sucessa˜o de polino´mios
ortogonais mo´nicos co-recursiva.
Belmehdi provou que neste caso {Rn} na˜o pode ser a sucessa˜o de poli-
no´mios ortogonais mo´nicos de Hermite. Note-se ale´m do mais que o estudo
realizado por Belmehdi na˜o inclui todos os casos de sucesso˜es de polino´mios
ortogonais mo´nicos que verificam (5.3).
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Podemos enunciar o seguinte resultado:
TEOREMA 5.2. Se {Rn} e´ uma sucessa˜o de polino´mios ortogonais mo´-
nicos cla´ssica, enta˜o a sucessa˜o de polino´mios ortogonais mo´nicos {Pn} asso-
ciada a` funcional linear u definida por (5.3) e´ semi cla´ssica de classe ≤ 1 mas
na˜o pode ser escrita como uma combinac¸a˜o linear finita de derivadas de {Pn}.
DEMONSTRAC¸A˜O. O cara´cter semi cla´ssico da funcional linear u foi
provado por Belmehdi em [13].
Do Teorema IV.5.2 como {Rn} e´ uma sucessa˜o de polino´mios ortogonais
mo´nicos cla´ssica
Rn =
R′n+1
n+ 1
+
n∑
k=n−1
an,k
R′k
k
, n ≥ 2
com an,n−1 6= (n− 1)γn para n ≥ 2; enta˜o, de (5.3) obtemos
Pn+1
=
P ′n+2
n+ 2
+ sn+1
P ′n+1
n+ 1
+ tn+1
P ′n
n
− (an+1an,n−1 − (n− 1)tn+1an
n
)
R′n−1
n− 1
onde
sn+1 = an+1,n+1 − an+1 + (n+ 1)an+2
n+ 2
tn+1 = an+1,n − an+1an,n + nsn+1an+1
n+ 1
para n ∈ N onde an vem definido por (5.3) e an,n, an,n−1 vem dado na Tabe-
la 1. 
OBSERVAC¸A˜O . Temos aqui um exemplo de sucessa˜o de polino´mios
ortogonais mo´nicos semi cla´ssicas de classe um, associadas a uma funcional
linear que verifica (5.2) e na˜o pode escrever-se como combinac¸a˜o linear finita
das suas derivadas.
Se {Pn} e´ a sucessa˜o de polino´mios ortogonais mo´nicos associada a` fun-
cional linear u verificando (5.2) enta˜o {Pn} e´ uma sucessa˜o de polino´mios
ortogonais mo´nicos de Jacobi Generalizada (cf. Magnus [91]).
Um exemplo de sucessa˜o de polino´mios ortogonais mo´nicos de Jacobi ge-
neralizada, {Pn}, tal que
Pn =
P ′n+1
n+ 1
+
n∑
k=1
an,k
P ′k
k
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com an,k 6= 0 para k = 1, . . . , n foi-nos apresentada por Magnus com a ajuda
de um computador.
Pode daqui depreender-se que na˜o existem sucesso˜es de polino´mios orto-
gonais mo´nicos que possam escrever-se como combinac¸a˜o de quatro derivadas
consecutivas.
Vamos provar que na˜o existem sucesso˜es de polino´mios ortogonais mo´nicos
que satisfac¸am as equac¸o˜es (5.1) e (5.2) com an,n−(s+1) 6= 0 e s ≥ 1. Com o
objectivo de tornar mais clara a demonstrac¸a˜o, vamos fazeˆ-la somente para o
caso s > 1. Comecemos por enunciar alguns resultados auxiliares (cf. [35]):
LEMA V.1. Se {Pn} e´ a sucessa˜o de polino´mios ortogonais mo´nicos asso-
ciada a` funcional linear u e verifica a relac¸a˜o de recorreˆncia a treˆs termos (1.2)
enta˜o
(a) γn+1 =
〈u, xn+1Pn+1〉
〈u, xnPn〉 , n ∈ N;
(b)
〈u, xn+1Pn〉
〈u, xnPn〉 =
n∑
k=0
βk, n ∈ N.
DEMONSTRAC¸A˜O. Sabemos que se {Pn} e´ uma sucessa˜o de polino´-
mios ortogonais mo´nicos enta˜o admite a seguinte representac¸a˜o
Pn(x) = x
n −
n−1∑
k=0
βkx
n−1 +
( ∑
0≤i<j≤n−1
βiβj −
n−1∑
k=1
γk
)
xn−2 + . . .
Agora, como βn =
〈u,xP 2n〉
〈u,P 2n〉 obtemos
βn =
〈u, x(xn −∑n−1k=0 βkxn−1 + . . . )Pn〉
〈u, P 2n〉
=
〈u, xn+1Pn〉
〈u, P 2n〉
−
n−1∑
k=0
βk
donde se conclui que se tem (b). Para obter (a) temos somente que multi-
plicar (1.2) por Pn−1 e aplicar u. 
LEMA V.2. Seja {Pn} a sucessa˜o de polino´mios ortogonais mo´nicos semi
cla´ssica de classe um associada a` funcional linear u; se u verifica D(φu) = P1u
onde φ(x) = a0x
3 + a1x
2 + a2x+ a3 com a0 6= 0 enta˜o:
(a) 〈φu, Pn−1P ′n+1〉 = −a0(n− 1)〈u, P 2n+1〉, n ∈ Z+;
(b) 〈φu, PmP ′n+1〉 = 0, 0 ≤ m ≤ n− 2, n ≥ 2 ou m ≥ n+ 4;
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(c) 〈φu, PnP ′n+1〉 = −(a0(n(βn+βn+1)+
n−1∑
k=0
βk)+na1+1)〈u, P 2n+1〉, n ∈ N.
DEMONSTRAC¸A˜O. Se substituirmos na Definic¸a˜o I.3.1, pn por
P ′n+1
n+1
, u
por φu e s por 1, obtemos
〈φu, P ′m+1P ′n+1〉 = 0 , |n−m| ≥ 2
∃r ≥ 1 : 〈φu, P ′rP ′r+1〉 6= 0.
Mas, como {P ′n+1
n+1
} e´ uma sucessa˜o de polino´mios mo´nicos podemos reescrever
estas condic¸o˜es como
〈φu, PmP ′n+1〉 = 0 , 0 ≤ m ≤ n− 2 , n ≥ 2 ou m ≥ n+ 4
(5.4)
∃r ≥ 1 : 〈φu, Pr−1P ′r+1〉 6= 0 . (5.5)
(a). Sabemos que Pr−1P ′r+1 = (Pr−1Pr+1)
′−P ′r−1Pr+1. Assim de (5.5) obtemos
〈φu, Pr−1P ′r+1〉 = −〈D(φu), Pr−1Pr+1〉 − 〈φu, P ′r−1Pr+1〉
= −〈P1u, Pr−1Pr+1〉 − a0〈u, P 2r+1〉
= −a0〈u, P 2r+1〉 .
(c). Tome-sem = n em (5.4) e usando a mesma te´cnica do Lema V.1 obtemos
〈φu, PnP ′n+1〉 = −〈u, P 2n+1〉 −
n〈u, (a0x3 + a1x2)(nxn−1 − (n− 1)
n−1∑
k=0
βkx
n−2 + . . . )Pn+1〉
= −(a0(n(βn + βn+1) +
n−1∑
k=0
βk) + na1 + 1)〈u, P 2n+1〉 .
Note-se que (b) coincide com (5.4). 
Estamos em condic¸o˜es de provar o seguinte resultado.
TEOREMA 5.3. Sejam {Pn} a sucessa˜o de polino´mios ortogonais mo´-
nicos semi cla´ssica de classe um associada a` funcional linear u, e u verifica
D(φu) = P1u onde φ(x) = a0x
3 + a1x
2 + a2x+ a3 com a0 6= 0; enta˜o admite a
seguinte representac¸a˜o em termos das derivadas
Pn =
P ′n+1
n+ 1
+
n∑
k=2
bn,k
P ′k
k
(5.6)
para n ∈ N com bn,2 6= 0.
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DEMONSTRAC¸A˜O. A demonstrac¸a˜o consiste nos seguintes passos:
— Multiplicar sucessivamente a equac¸a˜o (5.6) por Pj com j = 0, 1, . . . , n−4
e aplicar a funcional linear φu a` equac¸a˜o resultante.
Temos assim para j = 0
0 = bn,1〈φu, P ′1〉+
bn,2
2
〈φu, P ′2〉+
bn,3
3
〈φu, P ′3〉
= −bn,1〈u, P 21 〉 −
bn,2
2
〈u, P2P1〉 − bn,3
3
〈u, P3P1〉
i.e. bn,1 = 0.
Para j = 1, e usando a mesma te´cnica, vem bn,3
3
= −1+a1+a0(β0+β1+β2)
a0γ3
bn,2
2
.
Proceder da mesma forma ate´ j = n− 4. Aı´ obtemos bn,n−2 em termos de bn,2.
Agora se considerarmos bn,2 = 0 temos bn,k = 0, para k = 2, . . . , n−2, i.e. {Pn}
e´ uma sucessa˜o de polino´mios ortogonais mo´nicos cla´ssica, em contradic¸a˜o com
as hipo´teses do teorema. 
Como conclusa˜o podemos enunciar a seguinte condic¸a˜o de ortogonalidade:
TEOREMA 5.4. Se {Pn} e´ uma sucessa˜o de polino´mios mo´nicos que ve-
rifica (5.1) com an,n−(s+1) 6= 0 para n ≥ s+2 e s na˜o depende de n enta˜o {Pn}
e´ uma sucessa˜o de polino´mios ortogonais mo´nicos se e somente se s = 0.
OBSERVAC¸A˜O . Das relac¸o˜es (5.6) e (1.2), e usando o mesmo procedi-
mento do Teorema IV.5.2, obtemos a seguinte relac¸a˜o para as derivadas va´lida
para n ∈ Z+.
x
P ′n
n
=
P ′n+1
n+ 1
+ (βn − bn,n
n
)
P ′n
n
+
(n− 1)γn − bn,n−1
n
P ′n−1
n− 1 −
n−2∑
k=2
bn,k
n
P ′k
k
.
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1. INTRODUC¸A˜O 139
1. Introduc¸a˜o
Neste cap´ıtulo pretendemos apresentar o trabalho que realiza´mos conjun-
tamente com Marcella´n em [24] bem como apresentar va´rios problemas, que
o motivaram por um lado e que generaliza´mos por outro.
A gerac¸a˜o de famı´lia de polino´mios ortogonais a partir de uma dada famı´lias
de polino´mios ortogonais e´ um problema muito importante para a resoluc¸a˜o de
problemas de F´ısica-Matema´tica, pois muitas vezes nos aparecem a´ı sucesso˜es
de polino´mios ortogonais mo´nicos que ainda na˜o esta˜o estudadas. Acontece
pore´m que, a maior parte das vezes, depois de uma ana´lise cuidada verificamos
que elas na˜o sa˜o mais do que combinac¸o˜es lineares finitas de sucesso˜es de po-
lino´mios ortogonais mo´nicos cla´ssicas.
Em 1969 Uvarov [147], [118] apresentou a seguinte generalizac¸a˜o de um
resultado devido a Christoffel [36]:
TEOREMA 1.1. Sejam µ1, µ2 duas medidas de Borel com suporte no con-
junto infinito I ⊂ R e tal que dµ2 = dµ1q(x) onde q(x) =
l∏
i=1
(x− xi) tem as suas
ra´ızes em R\I. Enta˜o, denotando por {Pn} e {Rn} as sucesso˜es de polino´mios
ortogonais mo´nicos relativamente a µ1 e µ2, respectivamente temos
Rn(x) =
∣∣∣∣∣∣∣∣
Pn(x) . . . Pn−l(x)
Qn(x1) . . . Qn−l(x1)
. . .
Qn(xl) . . . Qn−l(xl)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
Qn−1(x1) . . . Qn−l(x1)
. . .
Qn−1(xl) . . . Qn−l(xl)
∣∣∣∣∣∣
(1.1)
onde
Qn(s) =
∫
I
Pn(t)
t− s dµ1(t)
Assim,
Rn(x) = Pn(x) + a
(1)
n Pn−1(x) + · · ·+ a(l)n Pn−l(x) , n ∈ Z+ (1.2)
com a
(l)
n 6= 0.
Estamos interessados no rec´ıproco deste resultado com l = 2. Note-se
que todos os resultados a que chegarmos sa˜o generaliza´veis para l > 2. Ale´m
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disso, trabalharemos com uma noc¸a˜o de ortogonalidade mais geral do que estes
autores utilizaram.
PROBLEMA VI.1. Sejam {Pn} a sucessa˜o de polino´mios ortogonais mo´-
nicos associada a` funcional linear u e {Rn} a sucessa˜o de polino´mios mo´nicos
definida por (1.2) com l = 2. Determinar condic¸o˜es necessa´rias e suficientes
por forma que {Rn} seja uma sucessa˜o de polino´mios ortogonais mo´nicos e
dar uma representac¸a˜o para a funcional linear que lhe esta´ associada.
Este problema foi alvo de estudo no caso em que l = 1 e a1n constante na˜o
dependente de n por Chihara [35]. O caso em que l = 1 e a1n depende de
n pode ser visto no trabalho de Iserles et al. [73] bem como no estudo por
no´s realizado em [19]. O caso geral com ajn constantes independentes de n foi
realizado por Peherstorfer em [124].
Este problema esta´ tambe´m relacionado com novas fo´rmulas de quadratura,
como se depreende da ana´lise dos trabalhos de Peherstorfer [123] e Xu [152].
Podemos ainda ver este problema como surgido duma generalizac¸a˜o do
trabalho do Geronimus [54], onde este deu uma demonstrac¸a˜o do Teorema de
Hahn para sucesso˜es de polino´mios ortogonais mo´nicos cla´ssicas. Na demon-
strac¸a˜o desse resultado utilizou a seguinte representac¸a˜o satisfeita pelas suces-
so˜es de polino´mios ortogonais mo´nicos cla´ssicas
Pn+2(x) =
P ′n+3
n+ 3
(x) + an+2
P ′n+2
n+ 2
(x) + bn+2
P ′n+1
n+ 1
(x) , n ∈ N
P1(x) =
P ′2
2
(x) + a1P
′
1(x) , P0(x) = 1.
Geronimus apresentou ainda um outro problema (ver [55]):
PROBLEMA VI.2. Construir uma sucessa˜o de polino´mios ortogonais
mo´nicos, {Pn}, que satisfac¸a
xPn+s+1 = Pn+s+2 + βn+s+1Pn+s+1 + γn+s+1Pn+s , n ∈ N.
Note-se que deixamos arbitra´rios os primeiros s coeficientes e consequente-
mente os s primeiros Pj. Quando βn+s+1 = 0 e γn+s =
1
4
, n ∈ N damos a
representac¸a˜o da medida associada a {Pn}. Isto porque {Pn} e´ uma suces-
sa˜o de polino´mios ortogonais mo´nicos associada aos polino´mios ortogonais de
Tchebychev de segunda espe´cie (ver Exemplo 4.1).
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Recentemente, e independentemente do trabalho por no´s realizado em [24],
Wimp e Kiesel [77] deram condic¸o˜es necessa´rias e suficientes sobre os paraˆme-
tros an, bn para que a sucessa˜o de polino´mios mo´nicos {Rn} definida a` custa
dos polino´mios ortogonais de Tchebychev de segunda espe´cie {Un} por
Rn(x) = (anx+ bn)Un−1(x) + (1− an)Un(x)
seja ortogonal.
Como se veˆ facilmente este trabalho e´ um caso particular do que por no´s
foi realizado e que aqui vamos expor.
Vamos apresentar um resultado devido a Peherstorfer [124, Cor. 5] e que
e´ o mais geral conhecido ate´ a` publicac¸a˜o do nosso trabalho:
TEOREMA 1.2. Sejam {Tn} e {Un} as sucesso˜es de polino´mios ortogo-
nais mo´nicos de Tchebychev de primeira e segunda espe´cie, i.e.
Tn(x) = cos(n arccos x) e Un−1(x) =
sin(n arccos x)
sin(arccos x)
.
Sejam {Pn} e {Rn} as sucesso˜es de polino´mios mo´nicos definidas em termos
de {Tn} e {Un} por
Pn(x) =
m1+m2∑
j=0
djTn−(m1+m2)+j(x) , n ∈ N
Rn−1(x) =
m1+m2∑
j=0
djUn−1−(m1+m2)+j(x) , n ∈ N .
Se denotarmos por
m1+m2∑
j=0
djx
j =
m1∗∏
j=1
(x− xj)m1j
m2∗∏
j=1
(x− x˜j)m2j
com |xj| < 1 e |x˜j| > 1 e
ρ(x) =
∣∣∣∣∣
m1+m2∑
k=0
dke
ikθ
∣∣∣∣∣
2
com x = cos θ e θ ∈ [0, pi]
enta˜o∫ 1
−1
xkPn(x)
dx√
1− x2ρ(x)
+
m2∗∑
j=1
2
(m2j − 1)!
(
xkPn(x)√
1− x2ρx(x)
)(m2j−1)
(x˜j) = 0 (1.3)
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para j = 0, . . . , n− 1 onde ρx(x) = ρ(x)x−x˜j e∫ 1
−1
xkRn(x)
√
1− x2dx
ρ(x)
+
m2∗∑
j=1
2
(m2j − 1)!
(
xk
√
1− x2Pn(x)
ρx(x)
)(m2j−1)
(x˜j)
= 0 (1.4)
para j = 0, . . . , n− 2.
Note-se que este trabalho e´ mais uma extensa˜o do realizado por Chihara
em [35], mas Peherstorfer deu em (1.3) e (1.4) uma interessante representac¸a˜o
para as medidas associadas a`s novas sucesso˜es de polino´mios ortogonais mo´ni-
cos.
Na verdade, dentro do caso em que ajn sa˜o constantes independentes de n
pouco mais se poderia fazer, pois este resultado mantem-se va´lido se substi-
tuirmos os polino´mios de Tchebychev de primeira e segunda espe´cie por uma
qualquer sucessa˜o de polino´mios ortogonais mo´nicos {Tn} juntamente com a
sua associada de primeira espe´cie {Un}.
Vamos dar um me´todo para o estudo do Problema VI.1. Este baseia-se em
relacionar este problema com outro que lhe e´ equivalente:
PROBLEMA VI.3 (Directo). Seja u uma funcional linear regular. Dar
condic¸o˜es necessa´rias e suficientes para que a funcional linear v definida por
u = p(x)v com p ∈ P2
seja regular.
Este problema foi estudado por Maroni quando p e´ um polino´mio de grau
um (ver [102]) e quando p e´ um polino´mio de grau dois com x1 = x2 (ver [103]).
Neste u´ltimo caso, ele na˜o deu a demonstrac¸a˜o deste resultado. As condic¸o˜es
a que chega´mos aqui sa˜o diferentes das obtidas por Maroni.
A estrutura deste cap´ıtulo e´ a seguinte:
• A secc¸a˜o 2 e´ dedicada ao estudo do problema directo. Ale´m disso,
damos no Teorema 2.1 a relac¸a˜o entre os paraˆmetros das relac¸o˜es de
recorreˆncia a treˆs termos que as sucesso˜es de polino´mios ortogonais
mo´nicos associadas a u e v verificam.
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• Na secc¸a˜o 3 estudamos o Problema VI.1. O Teorema 3.1 da´-nos a ca-
racterizac¸a˜o destas sucesso˜es de polino´mios de uma forma construtiva.
• Damos na secc¸a˜o 4 dois exemplos ilustrativos da aplicac¸a˜o do Teore-
ma 3.1.
• Apresentamos na secc¸a˜o 5 um estudo do comportamento assimpto´tico
destas famı´lias de polino´mios ortogonais. Para tal vamos estabelecer
um resultado ana´logo do Teorema de Goncˇar (ver Teorema 5.1).
• Com o objectivo de estudarmos a localizac¸a˜o das ra´ızes da sucessa˜o
de polino´mios ortogonais mo´nicos {Rn} vamos provar na secc¸a˜o 6 que
a funcional linear v que lhe esta´ associada pertence a` classe M(a, b)
sempre que a funcional linear de partida u la´ estiver.
2. Problema Directo
Esta secc¸a˜o esta´ motivada por algumas modificac¸o˜es consideradas na lite-
ratura dos polino´mios ortogonais e tratadas na Parte A. Por exemplo, alguns
casos de polino´mios de Bernstein-Szego˝ que aparecem estudados em [35, 63,
64] e [143, T. 2.6] (cf. Secc¸a˜o 6.1 do Cap´ıtulo II.), sa˜o ortogonais relativamente
a`s func¸o˜es peso
w(x) =

(1− x2)−1/2(ρ(x))−1
(1− x2)1/2(ρ(x))−1
(1−x
1+x
)1/2(ρ(x))−1
onde ρ e´ um polino´mio positivo e de grau fixo definido em [−1, 1]. Estes poli-
no´mios podem ser representados em termos dos de Tchebychev de primeira e
segunda espe´cie, como pode ser visto a partir de (1.1).
Aqui vamos resolver um problema mais geral por no´s enunciado em [19]:
TEOREMA 2.1. Sejam u uma funcional linear e {Pn} a sucessa˜o de po-
lino´mios ortogonais mo´nicos que lhe esta´ associada, i.e.
xPn+1(x) = Pn+2(x) + βn+1Pn+1(x) + γn+1Pn(x) , n ∈ N
P1(x) = x− ξ0 , P0(x) = 1 .
(2.1)
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Tome-se u0 = 1 e x1 6= x2 ∈ C. A funcional linear v definida por u =
(x− x1)(x− x2)v e´ regular se e somente se v0 6= 0 e v1 sa˜o tais que
x2v0 − v1
x2 − x1 (x1 − v1)
2 +
v1 − x1v0
x2 − x1 (x2 − v1)
2 6= 1
|dn| 6= 0 , n ∈ N .
(2.2)
Seja
dn =
[
Pn+1(x1;− 1v1−x2v0 ) Pn(x1;− 1v1−x2v0 )
Pn+1(x2;− 1v1−x1v0 ) Pn(x2;− 1v1−x1v0 )
]
e v0,v1 os primeiro e segundo momentos de v, respectivamente. Assim, a su-
cessa˜o de polino´mios ortogonais mo´nicos relativamente a v vem dada por
Rn+2(x) = Pn+2(x) + an+2Pn+1(x) + bn+2Pn(x) , n ∈ N
R1(x) = P1(x) + a1P0(x)
R0(x) = P0(x)
(2.3)
onde [
an+2
bn+2
]
= −d−1n
[
Pn+2(x1;− 1v1−x2v0 )
Pn+2(x2;− 1v1−x1v0 )
]
, n ∈ N (2.4)
e a1 = β0− v1. Os coeficientes da correspondente relac¸a˜o de recorreˆncia a treˆs
termos
xRn+1(x) = Rn+2(x) + ξn+1Rn+1(x) + ηn+1Rn(x) , n ∈ N
R1(x) = x− ξ0 , R0(x) = 1
(2.5)
veˆm dados em termos de (βn) e (γn) de (2.1) por
ξn = βn − (an+1 − an) , n ∈ N
ηn+3 =
bn+3
bn+2
γn+1 , n ∈ N
η1 = γ1 + a1(β0 − ξ1)− b2
η2 = γ2 + a2(β1 − ξ2)− (b3 − b2) .
LEMA VI.1. Sejam u, v as funcionais lineares definidas no Teorema 2.1;
enta˜o
v = (x− x1)−1(x− x2)−1u + x2v0 − v1
x2 − x1 δx1 +
v1 − x1v0
x2 − x1 δx2 (2.6)
onde δxi representa a distribuic¸a˜o delta de Dirac no ponto xi.
Demonstrac¸a˜o do Lema. Necessitamos determinar
(x− x1)−1(x− x2)−1((x− x1)(x− x2)v)
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Assim,
〈(x− x1)−1(x− x2)−1((x− x1)(x− x2)v), f(x)〉
= 〈(x− x1)(x− x2)v,
f(x)−f(x1)
x−x1 −
f(x2)−f(x1)
x2−x1
x− x2 〉
= 〈v, f(x) + x− x2
x2 − x1f(x1)−
x− x1
x2 − x1f(x2)〉
= 〈v + v1 − x2v0
x2 − x1 δx1 +
x1v0 − v1
x2 − x1 δx2 , f(x)〉;
donde se tem (2.6). 
Demonstrac¸a˜o do Teorema. Do lema anterior, vemos claramente que
as condic¸o˜es necessa´rias e suficientes para que a funcional linear v seja regular
vira˜o dadas em termos de x1, x2, v0 e v1. De facto, como {Pn} e´ uma base de
P, temos que Rn+2(x) = Pn+2(x) +
∑n+1
k=0 an,kPk(x), onde os coeficientes an,k
veˆm dados por:
〈u, P 2k 〉an,k = 〈v, (x− x1)(x− x2)Rn+2Pk〉
=

0 , k = 0, 1, . . . , n− 1
〈v,R2n+2〉 , k = n
〈v, (x− x1)(x− x2)Rn+2Pn+1〉 , k = n+ 1
e portanto,
Rn+2(x) = Pn+2(x) + an+2Pn+1(x) + bn+2Pn(x), (2.7)
onde an+2 = an,n+1 e bn+2 = an,n; logo, da definic¸a˜o de ortogonalidade (I.1.1)
a condic¸a˜o necessa´ria para que a funcional linear v seja regular e´ que bn+2 6= 0,
n ∈ N.
De (I.3.2), a sucessa˜o de polino´mios ortogonais mo´nicos associada a v e´
quase-ortogonal de ordem dois associada a u. Agora, se substituirmos na
Definic¸a˜a I.3.1 u por (x−x1)(x−x2)v obtemos que v e´ regular (pois v e´ quase-
ortogonal de ordem dois relativamente a u, i.e bn+2 6= 0, n ∈ N), se e somente
se:
i.1 〈v,Rn+1〉 = 0 para n ∈ N,
i.2 〈v, xRn+2〉 = 0 para n ∈ N,
i.3 〈v,R21〉 6= 0.
Escrevamos estas condic¸o˜es em termos das condic¸o˜es iniciais:
• De i.1 com n = 0 obtemos a1 = β0 − v1.
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• De i.3 e tendo em conta a u´ltima expressa˜o de a1
x2v0 − v1
x2 − x1 (x1 − v1)
2 +
v1 − x1v0
x2 − x1 (x2 − v1)
2 6= 1 .
• De
{
〈v,Rn+2〉 = 0
〈v, xRn+2〉 = 0
, n ∈ N, conclu´ımos que
{
〈v, (x− x1)Rn+2〉 = 0
〈v, (x− x2)Rn+2〉 = 0
para n ∈ N.
Estas duas expresso˜es sa˜o suficientes para calcular an+2 e bn+2:
• Substituindo x por x1 em (2.7) e substraindo de (2.7) a equac¸a˜o en-
contrada, obtemos, depois de dividir por x− x1
θx1Rn+2(x) = θx1Pn+2(x) + an+2θx1Pn+1(x) + bn+2θx1Pn(x). (2.8)
Aplicando a funcional linear regular u a ambos os membros de (2.8)
temos
〈v, (x− x2)(Rn+2(x)−Rn+2(x1))〉
= P
(1)
n+1(x1) + an+2P
(1)
n (x1) + bn+2P
(1)
n−1(x1) , n ∈ N;
mas sabemos que 〈v, (x− x2)Rn+2(x)〉 = 0, logo
(v1 − x2v0)Rn+2(x1)
= P
(1)
n+1(x1) + an+2P
(1)
n (x1) + bn+2P
(1)
n−1(x1) , n ∈ N.
• Usando o mesmo processo com x2 em vez de x1 obtemos
(v1 − x1v0)Rn+2(x2)
= P
(1)
n+1(x2) + an+2P
(1)
n (x2) + bn+2P
(1)
n−1(x2) , n ∈ N
e tomando em considerac¸a˜o (2.7) obtemos
−Pn+2(x1;− 1
v1 − x2v0 ) = Pn+1(x1;−
1
v1 − x2v0 )an+2
+ Pn(x1;− 1
v1 − x2v0 )bn+2
−Pn+2(x2;− 1
v1 − x1v0 ) = Pn+1(x2;−
1
v1 − x1v0 )an+2
+ Pn(x2;− 1
v1 − x1v0 )bn+2
(2.9)
e portanto, obtemos (2.4).
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Logo
bn+2 = −|dn+1||dn| , n ∈ N.
Em conclusa˜o:
— A funcional linear v e´ regular se e somente se (2.2) e´ verificada.
Para a determinac¸a˜o dos coeficientes da relac¸a˜o de recorreˆncia a treˆs ter-
mos (2.5) proceda-se da seguinte forma:
• SubstituirRn+1 na equac¸a˜o (2.5) por Pn+1(x)+an+1Pn(x)+bn+1Pn−1(x)
e aplicando a relac¸a˜o de recorreˆncia (I.2.5) obtemos, depois de com-
parar os coeficientes de Pk com k = n− 2,n− 1,n,n+ 1,
(a) ηn+1 =
bn+1
bn
γn−1, n ≥ 2
(b) an+1γn + bn+1βn−1 = ξn+1bn+1 + ηn+1an, n ≥ 1
(c) γn+1 + an+1βn + bn+1 = bn+2 + ξn+1an+1 + ηn+1, n ≥ 0
(d) ξn+1 = βn+1 − (an+2 − an+1), n ≥ −1.
E daqui o resultado segue. 
Como caso limite temos o seguinte resultado apresentado em [19] e [103]:
COROLA´RIO VI.1. Sejam u a funcional linear regular, u0 = 1 e x1 ∈ C;
a funcional linear v definida por u = (x − x1)2v e´ regular, se e somente se
v0 6= 0 e v1 sa˜o tais que
(v1 − x1v0)2
v0
6= 1
|dn| 6= 0, para todo o n ∈ N
onde dn e´ a matriz[
Pn+1(x1;− 1v1−x1v0 ) Pn(x1;−
1
v1−x1v0 )
(v1−x1v0)P ′n+1(x1;− 1v1−x1v0 )+v0Pn+1(x1) (v1−x1v0)P
′
n(x1;− 1v1−x1v0 )+v0Pn(x1)
]
A sucessa˜o de polino´mios ortogonais mo´nicos correspondente, associada a v
vem dada por
Rn+2(x) = Pn+2(x) + an+2Pn+1(x) + bn+2Pn(x) , n ∈ N,
onde [
an+2
bn+2
]
= −d−1n
[
Pn+2(x1;− 1v1−x1v0 )
(v1 − x1v0)P ′n+2(x1;− 1v1−x1v0 ) + v0Pn+2(x1)
]
(2.10)
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e a1 = β0− v1v0 . Os coeficientes da relac¸a˜o de recorreˆncia a treˆs termos que Rn
satisfaz (2.5) esta˜o relacionados com os da (I.2.5) pelas seguintes fo´rmulas
ξn = βn − (an+1 − an) , n ∈ N (2.11)
ηn+3 =
bn+3
bn+2
γn+1 , n ∈ N
η1 = γ1 + a1(β0 − ξ1)− b2
η2 = γ2 + a2(β1 − ξ2)− (b3 − b2) .
(2.12)
3. Problema Real Inverso
A resposta ao problema principal deste cap´ıtulo vem dada pelo seguinte
teorema.
TEOREMA 3.1. Seja {Pn} a sucessa˜o de polino´mios ortogonais mo´nicos
associada a u e {Rn} uma sucessa˜o de polino´mios ortogonais quase-ortogonal
de ordem dois associada a {Pn}; {Rn} e´ uma sucessa˜o de polino´mios ortogo-
nais mo´nicos se e somente se, os paraˆmetros an,n = an e an,n−1 = bn de (2.3)
verificam
an+4 =
a2
b2
γ1 − β2 − β3 + a3 − an+3
bn+3
γn+2 + βn+3 + βn+2
bn+4 = bn+3
(
1− γn+1
bn+2
)
+ γn+3 + an+3(βn+2 − βn+3 + an+4 − an+3) (3.1)
n ∈ N, com condic¸o˜es iniciais
(a) a1, a2, b2, b3 se
a1 = 0 e a3 = β2 − β0 + a2 − a2b2 γ1↗
↘
a1 6= 0 , b2 − a1a2 6= 0 e
a3 =
a2γ1+b2(β0−β2−a2)−a1(γ2+a2(β1−β2−a2)−b3+b2)
a1a2−b2
(b) a1, a2, a3, b3 se a1 6= 0 e b2 = a1a2.
Ale´m disso, a1, a2, a3, b2, b3 verifica
γ2 + a2(β1 − β2 + a3 − a2)− b3 + b2 6= 0
γ1 + a1(β0 − β1 + a2 − a1)− b2 6= 0 .
(3.2)
Neste caso, os coeficientes da relac¸a˜o de recorreˆncia que {Rn} verifica veˆm
dados por{
ξn = βn − (an+1 − an)
ηn+1 = γn+1 + an+1(βn − ξn+1)− (bn+2 − bn+1)
, n ∈ N (3.3)
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com as restric¸o˜es a0 = b1 = 0.
Ale´m disso, a funcional linear v tal que {Rn} e´ a correspondente sucessa˜o de
polino´mios ortogonais mo´nicos vem dada por
u = p(x)v, (3.4)
onde p(x) = 1〈v,1〉
[
(1 +
a21
η1
+
b22
η1η2
)P0(x) + (
a1
η1
+ a2b2
η1η2
)P1(x) +
b2
η1η2
P2(x)
]
.
OBSERVAC¸A˜O .
1. De (3.4) tendo em atenc¸a˜o o Teorema 2.1 e o seu corola´rio obtemos
os coeficientes an e bn:
– Se (a1η2
b2
− a2)2 − 4(η1η2b2 +
a21η2
b2
+ b2 − γ1) = 0 enta˜o temos (2.10).
– Se (a1η2
b2
− a2)2 − 4(η1η2b2 +
a21η2
b2
+ b2 − γ1) 6= 0 enta˜o temos (2.4)).
2. A condic¸a˜o (3.1) da´-nos um algoritmo para o ca´lculo de (an, bn).
De facto, da primeira condic¸a˜o podemos calcular an+4 em termos de
(ak)
n+3
k=2 e (bk+1)
n+2
k=1 ; e substituindo an+4 na seguinte obtemos bn+4.
DEMONSTRAC¸A˜O. De (I.3.2), existem duas sucesso˜es (an), (bn) ⊂ R
tais que
Rn+2(x) = Pn+2(x) + an+2Pn+1(x) + bn+2Pn(x) (3.5)
com bn+2 6= 0, n ∈ N. Multiplicando a equac¸a˜o (3.5) por x e usando (I.2.5)
obtemos
xRn+2 = Pn+3 + βn+2Pn+2 + γn+2Pn+1 + an+2(Pn+2 + βn+1Pn+1
+ γn+1Pn) + bn+2(Pn+1 + βnPn + γnPn−1)
Aplicando duas vezes (3.5) temos
xRn+2 = Rn+3 + ξn+2Rn+2 + ηn+2Rn+1 + (an+2γn+1 −
an+1ηn+2 + bn+2(βn − ξn+2))Pn + (bn+2γn − bn+1ηn+2)Pn−1
onde {
ξn = βn − (an+1 − an)
ηn+1 = γn+1 + an+1(βn − ξn+1)− (bn+2 − bn+1)
, n ∈ N.
(3.6)
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Logo, {Rn} e´ a sucessa˜o de polino´mios ortogonais mo´nicos se e somente se
γn+1 + an+1(βn − ξn+1)− (bn+2 − bn+1) 6= 0
an+2γn+1 − an+1ηn+2 + bn+2(βn − ξn+2) = 0
bn+3γn+1 − bn+2ηn+3 = 0
, n ∈ N . (3.7)
Agora se substituirmos ηn+3 =
bn+3γn+1
bn+2
na segunda equac¸a˜o (3.7) e na ex-
pressa˜o de ηn+1 em (3.6) obtemos
an+3
bn+3
γn+2 − an+2
bn+2
γn+1 + (an+4 − an+3)− (βn+3 − βn+1) = 0
γn+3 + an+3(βn+2 − βn+3 + an+4 − an+3)− (bn+4 − bn+3) = bn+3γn+1
bn+2
e daqui, o algoritmo (3.1) sai directamente.
Agora {Rn} e´ a sucessa˜o de polino´mios ortogonais mo´nicos associada a` funcio-
nal linear regular v. Procuremos a relac¸a˜o existente entre estas duas funcionais:
• Se aplicarmos a funcional linear u a (3.5) obtemos 〈u,Rn+2〉 = 0,
n ∈ N. Assim
u =
2∑
i=0
λiαi (3.8)
onde (αn) e´ a base dual associada a {Rn} e λi = 〈u,Ri〉, i = 0, 1, 2.
Como {Rn} e´ a sucessa˜o de polino´mios ortogonais mo´nicos associada
a v temos a partir de (I.2.3) αn =
Rn
〈v,R2n〉v, n ∈ N; e portanto (3.8)
pode ser reescrita na forma
u =
(
1 +
a1
η1
R1(x) +
b2
η1η2
R2(x)
)
v
〈v, 1〉 .
Substituindo agora R1, R2 nesta expressa˜o obtemos (3.4). 
4. Exemplos
Vamos construir duas sucesso˜es de polino´mios ortogonais mo´nicos quase-
ortogonais de ordem 2 associada aos polino´mios ortogonais de Tchebychev de
segunda espe´cie, {Un}, e Hermite, {Hn}.
EXEMPLO 4.1. {Un}. Neste caso βn = 0, γn+1 = 14 , n ∈ N (ver [35, Ex.
4.9]). Assim, se tomarmos para condic¸o˜es iniciais a1 = a2 = 2a e b2 = b3 =
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−c 6= 0, com a, c ∈ C, obtemos por induc¸a˜o sobre (3.1) e considerac¸o˜es sobre
as condic¸o˜es iniciais, que{
an+3 = 2a
bn+4 = −c
, n ∈ N.
Veˆ-se claramente que se tem (3.2).
Os coeficientes da relac¸a˜o de recorreˆncia a treˆs termos que {Rn} verifica veˆm
dados por {
ξ0 = −2a
ξn+1 = 0
e
{
η1 =
1
4
+ c
ηn+2 =
1
4
, n ∈ N.
Este e´ um exemplo de Al-Salam e Verma, [6]. Determinaram tambe´m a medida
associada a {Rn}. As condic¸o˜es para que esta funcional seja definida positiva
vem dada por c > −1
4
e a ∈ R.
Damos de seguida a funcional linear regular v (na˜o definida positiva, porque
η1 < 0) em termos da funcional linear de Tchebychev de segunda espe´cie u, no
caso em que a = 0 e c = −1:
− 16
3v0
v = (
9
16
+ x2)−1u +
v0
2
(δ− 3
4
i + δ 3
4
i).
Desta representac¸a˜o obtemos 〈− 16
3v0
v, 1〉 = v0, i.e v0 = −163 ; portanto
v = (
9
16
+ x2)−1u − 8
3
(δ− 3
4
i + δ 3
4
i) . 
COMENTA´RIO . Este resultado e´ mais geral do que o apresentado
no Teorema 1.2, pois partindo de condic¸o˜es iniciais chega´mos a uma repre-
sentac¸a˜o para a medida do tipo daquela que Peherstorfer encontrou.
EXEMPLO 4.2. {Hn}. Neste caso sabemos que{
βn = 0
γn+1 =
n+1
2
, n ∈ N (ver [35, Ex. 1.6]).
Se tomarmos como condic¸o˜es a1 = a2 = 0 e b2 = b3 = 1 obtemos de (3.1) e
considerac¸o˜es acerca das condic¸o˜es iniciais a3 = 0,{
an+4 = 0
bn+4 =
bn+3
bn+2
(
bn+2 − n+12
)
+ n+3
2
, n ∈ N.
Pode ver-se que b2k+2 = b2k+3 = k + 1 para k ∈ N. De facto,
k = 0 b2 = b3 = 1. Por induc¸a˜o,
Se b2k+2 = b2k+3 = k + 1, k ≤ p
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Enta˜o b2k+2 = b2k+3 = k + 1, k = p+ 1. De facto,
b2p+4 =
2p+3
2
+ p+1
p+1
(
p+ 1− 2p+1
2
)
= p+ 2
e
b2p+5 =
2p+4
2
+ p+2
p+1
(
p+ 1− 2p+2
2
)
= p+ 2.
A condic¸a˜o (3.2) e´ facilmente verificada.
Os coeficientes da relac¸a˜o de recorreˆncia a treˆs termos verificada por {Rn} veˆm
dados por
ξn = 0 e ηn+1 =

−1
2
, n = 0
k + 1 , n = 2k + 1
2k+1
2
, n = 2k + 2
, n ∈ N.
A funcional regular (na˜o definida positiva) v vem dada em termos da funcional
linear de Hermite, u, por:
− 2
v0
v = x−2u + v0δ0.
Desta representac¸a˜o obtemos 〈− 2
v0
v, 1〉 = v0, i.e v0 = −2; portanto
v = x−2u − 2δ0. 
5. Fo´rmulas Assimpto´ticas
Vamos aplicar o me´todo de Nikishin desenvolvido no Cap´ıtulo III por forma
a obter fo´rmulas assimpto´ticas para as sucesso˜es de polino´mios ortogonais mo´-
nicos {Rn}, que se expressam em termos de uma sucessa˜o de polino´mios orto-
gonais mo´nicos {Pn}, cuja medida associada esta´ na classe de Szego˝, por (2.3).
Comecemos por estabelecer um ana´logo do Teorema III.5.1.
TEOREMA 5.1. Sejam {Pn} e {Rn} duas sucesso˜es de polino´mios orto-
gonais mo´nicos associadas a`s medidas de Borel positivas µ1, µ2 com µ1 ∈ S.
Se
dµ1(x) = (x− x1)(x− x2)dµ2(x)
enta˜o
lim
n→∞
Rn(z)
Pn(z)
=
ϕ(z)− ϕ(x1)
ϕ(z)
ϕ(z)− ϕ(x2)
ϕ(z)
(5.1)
uniformemente para z ∈ C \ suppµ1, onde ϕ(z) = z +
√
z2 − 1 para |z| > 1.
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DEMONSTRAC¸A˜O. Comecemos por calcular limn→∞ an e limn→∞ bn.
Vemos, da ana´lise do Teorema 2.1 e Corola´rio VI.1 que an, bn teˆm expresso˜es
distintas quando x1 6= x2 ou x1 = x2. Vamos enta˜o analisar estes dois casos
separadamente.
Caso x1 6= x2. Intercalando o produto de matrizes[
1
Pn+2(x1)
0
0 1
Pn+2(x2)
]−1 [ 1
Pn+2(x1)
0
0 1
Pn+2(x2)
]
em (2.4) obtemos[
an+2
bn+2
]
= −
Pn+1(x1)Pn+2(x1) + 1v1−x2v0 P (1)n (x1)Pn+2(x1) Pn(x1)Pn+2(x1) + 1v1−x2v0 P (1)n−1(x1)Pn+2(x1)
Pn+1(x2)
Pn+2(x2)
+ 1
v1−x1v0
P
(1)
n (x2)
Pn+2(x2)
Pn(x2)
Pn+2(x2)
+ 1
v1−x1v0
P
(1)
n−1(x2)
Pn+2(x2)
−1
1 + 1v1−x2v0 P (1)n+1(x1)Pn+2(x1)
1 + 1
v1−x1v0
P
(1)
n+1(x2)
Pn+2(x2)

Dos Teoremas I.7.3 e de Markov
lim
n→∞
[
an+2
bn+2
]
= −
 2ϕ(x1) (1 + χ(x1;µ1)v1−x2v0) ( 2ϕ(x1))2 (1 + χ(x1;µ1)v1−x2v0)
2
ϕ(x2)
(
1 + χ(x2;µ1)
v1−x1v0
) (
2
ϕ(x2)
)2 (
1 + χ(x2;µ1)
v1−x1v0
)
−1 [1 + χ(x1;µ1)v1−x2v0
1 + χ(x2;µ1)
v1−x1v0
]
= −
[
1 2
ϕ(x1)
1 2
ϕ(x2)
]−1 [ 2
ϕ(x1)
0
0 2
ϕ(x2)
]−1 [
1
1
]
= − ϕ(x1)ϕ(x2)
2(ϕ(x1) + ϕ(x2))
[
2
ϕ(x2)
− 2
ϕ(x1)
−1 1
] [ϕ(x1)
2
ϕ(x2)
2
]
=
[−ϕ(x1)+ϕ(x2)
2
ϕ(x1)
2
ϕ(x2)
2
]
Caso x1 = x2. Intercalando o produto de matrizes[
1
Pn+2(x1)
0
−P ′n+2(x1)
P 2n+2(x1)
1
Pn+2(x2)
]−1 [ 1
Pn+2(x1)
0
−P ′n+2(x1)
P 2n+2(x1)
1
Pn+2(x2)
]
em (2.10) obtemos [
an+2
bn+2
]
= A−1B−1
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onde
A =
 Pn+1(x1)Pn+2(x1)tn Pn(x1)Pn+2(x1)tn−1(
Pn+1
Pn+2
)′
(x1)tn +
Pn+1(x1)
Pn+2(x1)
sn
(
Pn
Pn+2
)′
(x1)tn−1 +
Pn(x1)
Pn+2(x1)
sn−1

B =
[
tn+1
sn+1
]
=
 1 + 1v1−x1v0 P
(1)
n+1(x1)
Pn+2(x1)
1
v1−x1v0
(
v0 +
(
P
(1)
n+1
Pn+2
)′
(x1)
)

e dos Teoremas I.7.3 e de Markov obtemos depois de alguns ca´lculos
lim
n→∞
[
an+2
bn+2
]
=
[−ϕ(x1)(
ϕ(x1)
2
)2]
Vemos assim que em qualquer dos casos
lim
n→∞
an = a = −ϕ(x1) + ϕ(x2)
2
lim
n→∞
bn = b =
ϕ(x1)
2
ϕ(x2)
2
e portanto (
t− ϕ(x1)
2
)(
t− ϕ(x2)
2
)
= t2 + at+ b (5.2)
De (2.3) e (I.7.3) obtemos
lim
n→∞
Rn+2(z)
Pn+2(z)
=
(
2
ϕ(z)
)2((
ϕ(z)
2
)2
+ a
ϕ(z)
2
+ b
)
uniformemente para z ∈ C \ suppµ1, e de (5.2) com t = ϕ(z)2 sai (5.1). 
Estamos agora em condic¸o˜es de calcular a func¸a˜o de Szego˝ associada a µ2.
TEOREMA 5.2. A func¸a˜o de Szego˝ associada a µ2 vem dada por
Dµ2(z) =
Dµ1(z)(
1
z
− 1
z1
)(
1
z
− 1
z2
) (5.3)
onde zj =
1
ϕ(xj)
, j = 1, 2.
DEMONSTRAC¸A˜O. De Teorema III.3.5 e da representac¸a˜o paraRn, (2.3),
vemos que
Rn+2(cos θ) =
1
2n
einθ
Dµ1(e
iθ)
[(
eiθ
2
)2
+
eiθ
2
a+ b
]
+
1
2n
e−inθ
Dµ1(e
iθ)
[(
e−iθ
2
)2
+
e−iθ
2
a+ b
]
+ o(1)
5. FO´RMULAS ASSIMPTO´TICAS 155
e por (5.2)
Rn+2(cos θ) =
1
2n+2
(
α(eiθ)
Dµ1(e
iθ)
einθ +
α(eiθ)
Dµ1(e
iθ)
e−inθ
)
+ o(1) (5.4)
onde
α(z) =
(
1
z
− 1
z1
)(
1
z
− 1
z2
)
com z = eiθ e zj =
1
ϕ(xj)
, j = 1, 2.
Agora de (5.4) obtemos (5.3). 
Como µ2 ∈ S, da al´ınea (d) do Teorema III.2.5 conclu´ımos que a fo´rmula
assimpto´tica de Rn em |z| > 1 vem dada por
Rn(z) =
(z
2
)n 1
Dµ2(z)
+ o(1) .
A fo´rmula assimpto´tica de Rn nos pontos x1, x2 obtem-se da mesma forma
a partir de (III.5.12)
Rn(xj) =
2n+3zn−1j
Mj
Resz=zj D¯µ2(z)(1 + o(1)) (5.5)
onde Mj = Resz=zj χ(z;µ2). Agora, de (5.3) obtemos
Resz=zj D¯µ2(z) =
{
z3j zk
zj−zkDµ1(zj) , xj 6= xk , j 6= k = 1, 2
z41Dµ1(z1) , x1 = x2
que substitu´ıdo em (5.3) nos da´ a fo´rmula assimpto´tica de Rn em x1, x2.
Pode ver-se que todos estes resultados sa˜o generaliza´veis a modificac¸o˜es do
tipo
µ2(x) =
µ1(x)∏s
j=1(x− xj)
+
s∑
j=1
Mjδxj
tendo-se neste caso
lim
n→∞
Rn(z)
Pn(z)
=
s∏
j=1
ϕ(z)− ϕ(zj)
ϕ(z)
uniformemente para z ∈ C \ suppµ1 e
Dµ2(z) =
Dµ1(z)
α(z)
, α(z) =
s∏
j=1
(
1
z
− 1
zj
)
.
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6. Estabilidade na Classe M(a, b)
Comecemos por analisar o que e´ que acontece se u ∈M(a, b).
TEOREMA 6.1. Sejam u uma funcional linear regular e {Pn} uma suces-
sa˜o de polino´mios ortogonais mo´nicos que lhe esta´ associada. Se u ∈ M(a, b)
enta˜o v definida por u = (x− x1)(x− x2)v pertence a M(a, b).
Ale´m disso, as ra´ızes da sucessa˜o de polino´mios ortogonais mo´nicos {Rn} as-
sociada a v esta˜o em [b− a− , b+ a+ ] salvo possivelmente 2m() delas.
DEMONSTRAC¸A˜O. Vimos ja´ que neste caso existem os limites das su-
cesso˜es (an) e (bn). Enta˜o de (3.3) obtemos
lim
n→∞
ξn = lim
n→∞
βn
lim
n→∞
ηn = lim
n→∞
γn
logo v ∈M(a, b). Assim, do Lema I.I.2 conclu´ımos que as suas ra´ızes esta˜o em
[b− a− , b+ a+ ] salvo possivelmente 2m() delas. 
Peherstorfer [122] efectuou um estudo da localizac¸a˜o das ra´ızes de Rn
definido a` custa de Pn pertencente a` classe de Szego˝ por (1.2). Peherstor-
fer da´-nos um crite´rio para determinar o nu´mero de ra´ızes de Rn no exterior
de [−1, 1].
TEOREMA 6.2. Seja {Pn} a sucessa˜o de polino´mios ortogonais mo´nicos
associada a` medida µ pertencente a` classe de Szego˝. Sejam m(n) ∈ N, n ∈ N
na˜o decrescente com limn→∞(n−m(n)) =∞, `(n) ∈ N com 0 ≤ `(n) ≤ m(n)
e aj,n ∈ R para j = 0, . . . ,m(n). Se existe n0 ∈ N tal que para n ≥ n0
m(n)∑
j=0
2jaj,nz
n−j
tem m(n) − `(n) ra´ızes no disco |z| ≤ r < 1, `(n) ra´ızes em |z| ≥ R <
1 e
∑m(n)
j=0 |aj,n|qj ≤ const., onde q > 2max{r, 1/R} enta˜o, para n ≥ n0
suficientemente grande
m(n)∑
j=0
aj,nPn−j(x)
tem n− `(n) ra´ızes simples em ]− 1, 1[ e `(n) ra´ızes em C \ [−1, 1].
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Se m(n) e´ constante para n ≥ n0 o teorema e´ tambe´m va´lido para medidas
µ cuja parte absolutamente cont´ınua µ′ e´ positiva a.e. em [−1, 1].
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1. INTRODUC¸A˜O E DEFINIC¸A˜O DO PROBLEMA 161
1. Introduc¸a˜o e Definic¸a˜o do Problema
Este cap´ıtulo vai ser dedicado ao estudo da sucessa˜o de polino´mios ortogo-
nais mo´nicos associada a` inversa de uma funcional linear. Este problema foi
estudado por Maroni e Guerfi em [66]. Apresentamos aqui algumas impor-
tantes generalizac¸o˜es. Antes de mais queremos destacar que no trabalho [66]
os autores na˜o apresentaram qualquer demonstrac¸a˜o dos resultados apresen-
tados. O nosso objectivo vai ser o de demonstrar os resultados simplesmente
apresentados por estes autores e completar o estudo que estes fizeram acerca
dos polino´mios cla´ssicos. Ale´m disso faremos o estudo do comportamento
assimpto´tico dos polino´mios ortogonais associados a` funcional linear inversa
quando a inicial esta´ na classe de Szego˝.
Veremos que o problema fulcral deste cap´ıtulo e´ um caso particular do
tratado no cap´ıtulo anterior.
Vamos considerar uma sucessa˜o de polino´mios ortogonais mo´nicos {Pn}
associada a uma funcional linear u, i.e. 〈u, PnPm〉 = κnδn,m. Sabemos que
podemos representar u a` custa dos seus momentos 〈u, xn〉 = un, n ∈ N por
u =
∑
n∈N
un
(−1)nδ(n)0
n!
e estabelecer a sua regularidade por
∆n =
∣∣[ui+j]n−1i,j=0∣∣ 6= 0 , n ∈ Z+.
Construamos uma funcional linear v obrigando os seus momentos, vn, a satis-
fazer 
u0 u1 . . . un
0 u0 . . . un+1
...
...
...
0 0 . . . u0


vn
vn−1
...
v0
 =

0
0
...
1
 , n ∈ N. (1.1)
Assim os vn veˆm dados por
vn =
(−1)n
un+10
∣∣∣∣∣∣∣∣
u1 . . . un
u0 . . . un−1
...
...
0 . . . u1
∣∣∣∣∣∣∣∣ , n ∈ N.
a` funcional linear associada a (vn) chamaremos inversa de u, por analogia com
a inversa˜o de se´ries formais.
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Aqui vamos dar condic¸o˜es necessa´rias e suficientes para a regularidade da
nova funcional linear v definida a` custa de u por (1.1), i.e. quando e´ que lhe
podemos associar uma sucessa˜o de polino´mios ortogonais mo´nicos {Rn}.
OBSERVAC¸A˜O . A condic¸a˜o (1.1) e´ equivalente a` equac¸a˜o vu = 1 em
termos das suas representac¸o˜es na base
{
δ
(n)
0
n!
}
.
2. Condic¸a˜o de Ortogonalidade
De (1.1) pode ver-se que v0 6= 0. Mais,
TEOREMA 2.1. A sucessa˜o de polino´mios ortogonais mo´nicos associada
a v, {Rn}, admite a seguinte expressa˜o
Rn(x) =
∣∣∣∣∣∣∣∣
u2 u3 . . . un+1
...
...
...
un un+1 . . . u2n−1
u0x+ u1 u0x
2 + u1x+ u0 . . .
∑n
k=0 ukx
n−k
∣∣∣∣∣∣∣∣
u0
∣∣∣∣∣∣
u2 u3 . . . un
...
...
...
un un+1 . . . u2n−2
∣∣∣∣∣∣
(2.1)
quando e so´ quando∣∣∣∣∣∣
u2 u3 . . . un
...
...
...
un un+1 . . . u2n−2
∣∣∣∣∣∣ 6= 0 , n ≥ 2.
DEMONSTRAC¸A˜O. Vejamos o que acontece a
u0
∣∣∣∣∣∣
u2 . . . un
...
...
un . . . u2n−2
∣∣∣∣∣∣ 〈u,Rn〉 =
∣∣∣∣∣∣∣∣
u2 . . . un
...
...
un . . . u2n−1
u0v1 + u1v0 . . .
∑n
k=0 ukvn−k
∣∣∣∣∣∣∣∣ = 0 .
Consideremos agora
u0
∣∣∣∣∣∣
u2 . . . un
...
...
un . . . u2n−2
∣∣∣∣∣∣ 〈u, xiRn〉 =
∣∣∣∣∣∣∣∣
u2 . . . un
...
...
un . . . u2n−1
u0vi+1 + u1vi . . .
∑n
k=0 ukvn−k+i
∣∣∣∣∣∣∣∣ .
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Este u´ltimo determinante, tomando em considerac¸a˜o (1.1), pode ser reescrito
na seguinte forma∣∣∣∣∣∣∣∣∣
u2 u3 . . . un
...
...
...
un un+1 . . . u2n−1
−∑i−1k=0 ui+1−kvk −∑i−1k=0 ui+2−kvk . . . −∑i−1k=0 ui+n−kvk
∣∣∣∣∣∣∣∣∣
= −
i−1∑
k=0
vk
∣∣∣∣∣∣∣∣
u2 u3 . . . un
...
...
...
un un+1 . . . u2n−1
ui+1−k ui+2−k . . . ui+n−k
∣∣∣∣∣∣∣∣ .
Que e´ zero para i = 1, 2, . . . , n− 1. Mais,
〈u, xnRn〉 = −
∣∣∣∣∣∣
u2 . . . un+1
...
...
un+1 . . . u2n
∣∣∣∣∣∣∣∣∣∣∣∣
u2 . . . un
...
...
un . . . u2n−2
∣∣∣∣∣∣
.
Temos assim que {Rn} definido por (2.1) e´ a sucessa˜o de polino´mios ortogonais
mo´nicos associada a v. 
Podemos enta˜o escrever,
COROLA´RIO VII.1. Seja u uma funcional linear regular. Enta˜o a fun-
cional linear inversa, v, e´ regular quando e so´ quando −x2u for uma funcional
linear regular.
Ale´m disso, se u for definida positiva v sera´ definida negativa.
Vamos ver agora dois resultados que nos permitira˜o estudar conveniente-
mente esta sucessa˜o de polino´mios ortogonais mo´nicos. O primeiro e´ devido a
Brezinski [28] e o segundo a Maroni [103].
TEOREMA 2.2. Sejam u uma funcional linear regular e v a funcional
linear inversa de u. Denotemos por {Rn} a sucessa˜o de polino´mios ortogonais
mo´nicos associada a v. Enta˜o a sucessa˜o de polino´mios ortogonais mo´nicos
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associada {R(1)n } admite a seguinte representac¸a˜o
R(1)n (x) =
∣∣∣∣∣∣∣∣
u2 u3 . . . un+2
...
...
...
un un+1 . . . u2n
1 x . . . xn
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
u2 . . . un+1
...
...
un . . . u2n−1
∣∣∣∣∣∣
, n ≥ 2
R
(1)
1 (x) = x− β0
R
(1)
0 (x) = 1.
Assim, se denotarmos por v(1) a funcional linear associada a {R(1)n } temos que
v(1) = x2u.
DEMONSTRAC¸A˜O. Para a demonstrac¸a˜o deste resultado, basta notar
que
R(1)n (x) =
〈
v,
Rn+1(x)−Rn+1(t)
x− t
〉
e que
Rn+1(x)−Rn+1(t)
x− t =
∣∣∣∣∣∣∣∣
u2 u3 . . . un+2
...
...
...
un+1 un+2 . . . u2n
u0 u0(x+ t) . . . u0
∑n
k=0 x
ktn−k + · · ·+ un
∣∣∣∣∣∣∣∣
Agora temos somente que calcular a acc¸a˜o de v sobre este u´ltimo polino´mio. 
TEOREMA 2.3. Sejam u uma funcional linear regular e v a funcional
linear inversa de u. Enta˜o, u(1) = −u0x2v.
3. Me´todo para a Inversa˜o de Funcionais
Do Teorema 2.3 se veˆ que a sucessa˜o de polino´mios ortogonais mo´nicos
{Rn}, associada a` funcional linear v, inversa de u e´ um caso particular das
sucesso˜es de polino´mios ortogonais mo´nicos estudadas no Cap´ıtulo VI. De
facto, tendo em atenc¸a˜o a Definic¸a˜o I.2.1 e o Corola´rio VI.1 do Teorema VI.2.1
obtemos1:
1Por uma questa˜o de clareza para o que se segue reproduzimos o enunciado.
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TEOREMA 3.1. Sejam {Pn} uma sucessa˜o de polino´mios ortogonais mo´-
nicos associada a` funcional linear u e {Rn} uma sucessa˜o de polino´mios orto-
gonais mo´nicos associada a` funcional linear v inversa de u, i.e. existem pares
de sucesso˜es (βinin ), (γ
ini
n ) e (βn), (γn) com γn+1 6= 0, n ∈ N tais que
xPn = Pn+1 + β
ini
n Pn + γ
ini
n Pn−1 , n ∈ Z+
P0 = 1 , P1 = x− βini0
(3.1)
e
xRn = Rn+1 + βnRn + γnRn−1 , n ∈ Z+
R0 = 1 , R1 = x− β0.
(3.2)
Enta˜o
−u0v = x−2u(1) +M1δ0 +M2δ′0
Rn+2(x) = P
(1)
n+2(x) + an+2P
(1)
n+1(x) + bn+2P
(1)
n (x)
R1(x) = P
(1)
1 (x) + a1P
(1)
0 (x)
R0(x) = 1
(3.3)
onde (an) e (bn) veˆm dados por[
an+2
bn+2
]
= −d−1n
[
Pn+2(x1;− 1v1−x1v0 )
(v1 − x1v0)P ′n+2(x1;− 1v1−x1v0 ) + v0Pn+2(x1)
]
com
dn =
[
P
(1)
n+1(0) P
(1)
n (0)
v1
(
P
(1)
n+1
)′
(0) + v0P
(1)
n+1(0) v1
(
P
(1)
n
)′
(0) + v0P
(1)
n (0)
]
e a1 = β0 − v1v0 . Ale´m disso, os coeficientes (βn) e (γn) podem ser calculados
em termos dos (βinin ) e (γ
ini
n ) bastando para tal aplicar (VI.2.11) e (VI.2.12).
O problema que nos surge aqui prende-se com o facto de muitas vezes se na˜o
conhecer uma expressa˜o para P
(1)
n (0). Vejamos como proceder nestes casos.
Do Teorema 2.2 vemos que {R(1)n } esta´ associada a` funcional linear v(1) = x2u.
Enta˜o de [19, T. III.1.4] ou [102] obtemos o seguinte resultado:
TEOREMA 3.2. Sejam {Pn} uma sucessa˜o de polino´mios ortogonais mo´-
nicos associada a` funcional linear u e {Rn} uma sucessa˜o de polino´mios orto-
gonais mo´nicos associada a` funcional linear v inversa de u. Enta˜o
βn+1 =
an+1,n+2
an+1,n+1
γinin+2 +
Pn+2(0)Pn+1(0)
detDn+1
, n ∈ N (3.4)
γn+2 =
an+2,n+2
an+1,n+1
γinin+2 , n ∈ N (3.5)
166 VII. POLINO´MIOS ORTOGONAIS INVERSOS
com [
an,n+1
an,n
]
= −Dn+1
[
Pn+2(0)
P ′n+2(0)
]
e Dn+1 =
[
Pn+1(0) Pn(0)
P ′n+1(0) P
′
n(0)
]
Ale´m disso,
β0 = −βini0 e γ1 = −γini1 − (βini0 )2 . (3.6)
DEMONSTRAC¸A˜O. A demonstrac¸a˜o de (3.4) e (3.5) e´ uma consequeˆncia
directa de [19, T. III.1.4]. Provemos que se tem (3.6).
Como {Rn} e´ a sucessa˜o de polino´mios ortogonais mo´nicos associada a v
temos
〈v,R1〉 = 0 =⇒ β0 = v1
v0
(3.7)
〈v,R2〉 = 0 =⇒ v2 − (β0 + β1)v1 + (β0β1 − γ1)v0 = 0
=⇒ γ1 = v2
v0
− β20 . (3.8)
Da mesma forma se conclui que
〈u, P1〉 = 0 =⇒ βini0 =
u1
u0
(3.9)
〈u, P2〉 = 0 =⇒ γini1 =
u2
u0
− (βini0 )2 . (3.10)
Recordemos que da definic¸a˜o de funcional linear inversa se temu0 u1 u20 u0 u1
0 0 u0
v2v1
v0
 =
00
1
 .
Enta˜o da segunda equac¸a˜o e de (3.7) e (3.9) obtemos
β0 =
v1
v0
= −u1
u0
= −βini0
e da primeira equac¸a˜o
v2
v0
+
u1
u0
v1
v0
+
u2
u0
= 0.
Agora substituindo u2
u0
obtido em (3.10) nesta equac¸a˜o vem
v2
v0
= γini1 .
Agora de (3.8) se tem o pretendido. 
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4. Exemplo
Antes de mais enunciemos o seguinte resultado:
TEOREMA 4.1. Sejam {Pn} a sucessa˜o de polino´mios ortogonais mo´ni-
cos associada a` funcional linear u e {Rn} a sucessa˜o de polino´mios ortogonais
mo´nicos associada a` funcional linear v = u−1. Se {Pn} for semi cla´ssica enta˜o
{R(1)n } e´ semi cla´ssica enquanto que {Rn} e´ de Laguerre-Hahn.
Este resultado diz-nos que a inversa˜o duma funcional na˜o e´ esta´vel na classe
semi cla´ssica. Ale´m disso, pode ver-se que se invertem os papeis entre uma
sucessa˜o de polino´mios ortogonais mo´nicos e a sua associada.
Vejamos o que acontece no caso em que {Pn} e´ uma sucessa˜o de polino´mios
ortogonais mo´nicos cla´ssica (ver Tabelas 1 e 3).
4.1. Caso Hermite. Neste caso os polino´mios associados de primeira or-
dem de {Rn}, sa˜o ortogonais relativamente a` funcional linear
〈v(1) , xn〉 =
∫
R
xnx2e−x
2
dx , n ∈ N.
Assim, {R(1)n } coincide com a sucessa˜o de polino´mios ortogonais mo´nicos de
Hermite generalizada de ordem µ = 1, no sentido de Chihara [35, p.157]; e,
portanto, verificam a seguinte relac¸a˜o de recorreˆncia a treˆs termos
xR(1)n (x) = R
(1)
n+1(x) +
n+ θn
2
R
(1)
n−1(x)
onde θn =
{
0 se n = 2k
2 se n = 2k + 1
. Enta˜o os coeficientes da relac¸a˜o de recorreˆncia
a treˆs termos que {Rn} verifica
xRn(x) = Rn+1(x) + βnRn(x) + γnRn−1(x) , n ∈ Z+
R0(x) = 1 , R1(x) = x− β0
(4.1)
veˆm dados por
{
βn+1 = 0
γn+2 =
n+1+θn+1
2
, n ∈ N. Para calcular β0, γ1 basta ver que
v2n+1 = 0, n ∈ N e que v2v0 = −u2u0 = −12 . Assim, β0 = 0 e γ1 = −12 .
4.2. Caso Laguerre. Neste caso os polino´mios associados de primeira
ordem de {Rn}, sa˜o ortogonais relativamente a` funcional linear
〈v(1) , xn〉 =
∫ ∞
0
xnxα+2e−xdx , n ∈ N.
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Mas estes polino´mios ortogonais na˜o sa˜o mais do que os polino´mios associados
a xα+2e−x, i.e. sa˜o polino´mios de Laguerre de paraˆmetros α + 2; e, portanto,
verificam a seguinte relac¸a˜o de recorreˆncia a treˆs termos
xR(1)n (x)
= R
(1)
n+1(x) + (2n+ α+ 3)R
(1)
n (x) + n(n+ α+ 3)R
(1)
n−1(x) , n ∈ Z+.
Enta˜o os coeficientes da relac¸a˜o de recorreˆncia a treˆs termos (4.1) que {Rn}
verifica veˆm dados por
{
βn+1 = 2n+ α+ 3
γn+2 = (n+ 1)(n+ α+ 4)
, n ∈ N. De (3.6) pode-
mos calcular β0, γ1. De facto,
β0 = −(α+ 1)
γ1 = −(α+ 1)− (α+ 1)2 = −(α+ 1)(α+ 2) .
4.3. Caso Jacobi. Os polino´mios associados de primeira ordem de {Rn},
sa˜o ortogonais relativamente a` funcional linear
〈v(1) , xn〉 =
∫ 1
0
xnxβ+2(1− x)αdx , n ∈ N
que coincidem com os polino´mios de Jacobi de paraˆmetros β + 2, α; logo,
verificam a seguinte relac¸a˜o de recorreˆncia a treˆs termos
xR(1)n (x) = R
(1)
n+1(x) +
1
2
(
(β + 2)2 − α2
(2n+ α+ β + 2)(2n+ α+ β + 4)
+ 1
)
R(1)n (x)
+
n(n+ α)(n+ β + 2)(n+ α+ β + 2)
(2n+ α+ β + 1)(2n+ α+ β + 2)2(2n+ α+ β + 3)
R
(1)
n−1(x) , n ∈ Z+.
Enta˜o os coeficientes da relac¸a˜o de recorreˆncia a treˆs termos (4.1) que {Rn}
verifica veˆm dados por{
βn+1 =
1
2
(
(β+2)2−α2
(2n+α+β+2)(2n+α+β+4)
+ 1
)
γn+2 =
n(n+α)(n+β+2)(n+α+β+2)
(2n+α+β+1)(2n+α+β+2)2(2n+α+β+3)
, n ∈ N.
De (3.6) podemos calcular β0, γ1. De facto,
β0 = − β + 1
α+ β + 2
γ1 = − β + 1
α+ β + 2
(α+ 1 + (β + 1)(α+ β + 3)) .
5. FUNCIONAIS LINEARES DE SEGUNDO GRAU 169
4.4. Caso Bessel. Os polino´mios associados de primeira ordem de {Rn},
sa˜o ortogonais relativamente a` funcional linear
〈v(1) , xn〉 =
∫
T
xnxα+2e−2/xdx , n ∈ N.
que sa˜o os polino´mios ortogonais de Bessel de paraˆmetros α + 2; e, portanto,
verificam a seguinte relac¸a˜o de recorreˆncia a treˆs termos
xR(1)n (x) = R
(1)
n+1(x)−
2(α+ 2)
(2n+ α+ 2)(2n+ α+ 4)
R(1)n (x)
− 4n(n+ α+ 2)
(2n+ α+ 1)(2n+ α+ 2)2(2n+ α+ 3)
R
(1)
n−1(x) , n ∈ Z+.
Enta˜o os coeficientes da relac¸a˜o de recorreˆncia a treˆs termos (4.1) que {Rn}
verifica veˆm dados por{
βn+1 = − 2(α+2)(2n+α+2)(2n+α+4)
γn+2 = − 4n(n+α+2)(2n+α+1)(2n+α+2)2(2n+α+3)
, n ∈ N.
De (3.6) podemos calcular β0, γ1. De facto, β0 = − 2α+2 e γ1 = 4(α+2)(α+3) .
5. Funcionais Lineares de Segundo Grau
Vamos apresentar mais uma aplicac¸a˜o da teoria desenvolvida no Cap´ıtulo VI.
Vamos estender a Definic¸a˜o I.4.1 a funcional linear:
DEFINIC¸A˜O 5.1. Seja u uma funcional linear regular. Definimos trans-
formada alge´brica de Stieltjes de u como sendo
S(u)(z) = −
∑
n∈N
un
zn+1
onde un = 〈u, xn〉.
Em [105] Maroni apresentou um tipo de funcional linear que veremos pos-
suirem propriedades muitos interessantes:
DEFINIC¸A˜O 5.2. A funcional linear u diz-se de segundo grau se existirem
polino´mios B,C,D tais que
B(z)S2(u)(z) + C(z)S(u)(z) +D(z) = 0 (5.1)
onde D depende de u,B,C.
OBSERVAC¸A˜O . Da regularidade de u obtemos que B 6= 0, C2−4BD 6=
0 e D 6= 0.
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A classe mais vasta de funcional linear estudada ate´ hoje e´ a chamada de
Laguerre-Hahn que vem definida por
φ(z)S ′(u)(z) = B1(z)S2(u)(z) + C1(z)S(u)(z) +D1(z) (5.2)
onde φ,B1, C1, D1 ∈ P.
De (5.1), (5.2) se conclui que se uma funcional linear for ao mesmo tempo de
Laguerre-Hahn e de segunda grau, enta˜o sera´ semi cla´ssica, pois a transformada
de Stieltjes da funcional linear verificara´ uma equac¸a˜o diferencial linear de
primeira ordem com coeficientes polinomiais.
Estamos em condic¸o˜es de enunciar:
TEOREMA 5.1. Uma funcional linear u de segundo grau e´ semi cla´ssica.
DEMONSTRAC¸A˜O. De facto, derivando em (5.1) obtemos
S ′(2BS + C) +B′S2 + C ′S +D′ = 0 . (5.3)
Mas
BS2 + CS +D = (2BS + C)(
1
2
S +
1
4
C
B
) +D − 1
4
C2
B
.
Enta˜o de (5.3) toma a forma
(
1
4
C2
B
−D)S ′ + (1
2
S +
1
4
C
B
)(B′S2 + C ′S +D′) = 0
e de (5.1) obtemos
(C2 − 4BD)S ′ + (2BC ′ −B′C)S2 + (CC ′ + 2D′B − 2B′D)S +D′C = 0 .
Logo a funcional linear u e´ de Laguerre-Hahn. Do que vimos acima se conclui
que quer´ıamos demonstrar. 
Como consequeˆncia deste resultado Maroni provou em [106]:
TEOREMA 5.2. Sejam u uma funcional linear regular de segundo grau
e {Pn} a sucessa˜o de polino´mios ortogonais mo´nicos que lhe esta´ associada.
Enta˜o existe Ψ ∈ P tal que
Ψ(z)P (1)n (z) =
s+d∑
j=0
an,n−s+jPn−s+j . (5.4)
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DEMONSTRAC¸A˜O. De facto se u for de Laguerre-Hahn enta˜o existem
polino´mios T, U tais que
TP ′n − UP (1)n =
n+d1∑
j=n−s1
bn,jPj , n ≥ s1 + 1 (5.5)
e do cara´cter semi cla´ssico resulta que existe V ∈ P tal que
V P ′n =
n+d2∑
j=n−s2
cn,jPj , n ≥ s2 + 1 . (5.6)
Conjugando (5.5) e (5.6) obtemos (5.4). 
Sempre que u ∈ M(a, b) podemos determinar facilmente uma expressa˜o
para a medida complexa que lhe esta´ associada. De notar que Maroni obteve
somente para alguns casos particulares a medida associada (cf. [106]).
TEOREMA 5.3. Sejam u uma funcional linear de segundo grau e {Pn} a
sucessa˜o de polino´mios ortogonais mo´nicos que lhe esta´ associada. Enta˜o
S(u)(z) =
1
Ψ(z)
s+d∑
j=0
aj
(
a
x− b+√(x− b)2 − a2
)1+s−j
(5.7)
onde
lim
n→∞
an,n−s+j = a−s+j , j = 0, 1, . . . , s+ d.
DEMONSTRAC¸A˜O. Basta multiplicar ambos os membros de (5.4) por
1
Pn+1
e aplicar os Teoremas de Markov e I.7.3. 
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1. Introduc¸a˜o
Vamos transpoˆr para a circunfereˆncia o trabalho realizado no Cap´ıtulo VI.
Este trabalho foi realizado por Branquinho, Golinskii e Marcella´n em [22].
Assim, estamos interessados no estudo de sucesso˜es de polino´mios ortogonais
mo´nicos sobre T geradas como combinac¸o˜es lineares de sucesso˜es de polino´mios
ortogonais mo´nicos sobre T. Analisemo-las do ponto de vista histo´rico:
(a) A primeira esta´ relacionada com perturbac¸o˜es das medidas correspon-
dentes. Um primeiro exemplo vem dado quando multiplicamos uma medida
de Borel positiva dµ por uma func¸a˜o racional positiva. Uma primeira ten-
tativa de estudo deste tipo foi feito independentemente por Godoy e Mar-
cella´n [58], Garc´ıa-La´zaro e Marcella´n [50] e Ismail e Ruedemann [74] onde
polino´mios trigonome´tricos positivos foram considerados. Em particular, al-
gumas fo´rmulas de Christoffel foram deduzidas para o caso real. Quando se
consideram func¸o˜es racionais gerais o problema fica muito mais complicado
(ver [59, 74]).
Uma segunda tentativa pode ser a adic¸a˜o a uma medida de Borel posi-
tiva dµ um nu´mero finito de massas de Dirac. Alguns autores [31, 57, 86]
consideraram propriedades assimpto´ticas para as correspondentes sucesso˜es de
polino´mios ortogonais mo´nicos quando os pontos de massa esta˜o localizados
na fronteira de T ou no seu exterior.
(b) Em [24] Branquinho e Marcella´n estudaram sucesso˜es de polino´mios
ortogonais mo´nicos sobre T cuja combinac¸a˜o linear de dois elementos con-
secutivos seja ainda uma sucessa˜o de polino´mios ortogonais mo´nicos. Este
trabalho foi motivado pelo conceito de quase-ortogonalidade sobre a recta real
(ver Peherstorfer [123]) e estende alguns resultados na˜o publicados de Mar-
cella´n e Tasis (ver por exemplo [98]). Independentemente, Garc´ıa-La´zaro e
Moral [52, 95] estudaram esta questa˜o de uma maneira original.
(c) Finalmente, podemos gerar novas sucesso˜es de polino´mios ortogonais
mo´nicos por perturbac¸o˜es finitas nos paraˆmetros de reflexa˜o. Neste caso, uma
ana´lise cuidada e extensa foi feita por Peherstorfer [121]. Nesses trabalhos a
componente principal assenta nas relac¸o˜es entre as medidas de Borel positivas
e as func¸o˜es de Caratheodory correspondentes.
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Com este cap´ıtulo pretendemos contribuir para o estudo da segunda ten-
tativa de gerac¸a˜o de sucesso˜es de polino´mios ortogonais mo´nicos sobre T. Em
particular, apresentamos condic¸o˜es necessa´rias e suficientes por forma a que
ψn = φn − αnφn−1 seja uma sucessa˜o de polino´mios ortogonais mo´nicos so-
bre T quando {φn} e´ uma sucessa˜o de polino´mios ortogonais mo´nicos sobre
T. Ale´m disso, na secc¸a˜o 3 apresentamos alguns exemplos de sucesso˜es {φn}
satisfazendo este tipo de condic¸o˜es. Nessa secc¸a˜o mostraremos que as medidas
correspondentes a estas sucesso˜es de polino´mios ortogonais mo´nicos esta˜o na
classe de Szego˝ e, consequentemente, a sua parte absolutamente cont´ınua pode
ser calculada explicitamente (cf. Teorema III.3.3). Na secc¸a˜o 4 descreveremos
todas as soluc¸o˜es para estas medidas, que estara˜o essencialmente na classe de
Bernstein-Szego˝.
2. Condic¸o˜es Necessa´rias e Suficientes
2.1. Condic¸a˜o Necessa´ria. Comecemos por definir que tipo de medidas
pretendemos estudar.
DEFINIC¸A˜O 2.1. Sejam µ uma medida de Borel positiva sobre [0, 2pi[ e
{φn} a sucessa˜o de polino´mios ortogonais mo´nicos associada a µ. Dizemos que
µ pertence a` classe M2 se existe uma sucessa˜o de nu´meros complexos (αn)
com αn 6= 0 tal que {ψn} definido por
ψn(z) = φn(z)− αnφn−1(z) (2.1)
e´ uma sucessa˜o de polino´mios ortogonais mo´nicos associada a ν.
Apresentemos um resultado auxiliar que pode ser visto em [94]:
LEMA VIII.1. Seja {φn} uma sucessa˜o de polino´mios ortogonais mo´nicos.
Se
Anφn(z) = Bnφ
∗
n(z) , n ∈ N (2.2)
enta˜o An = Bn = 0, n ∈ N.
DEMONSTRAC¸A˜O. Tendo em atenc¸a˜o (III.1.2) podemos reescrever (2.2)
na seguinte forma
Anφn(z) = Bn
Kn(z, 0)
Kn(0, 0)
, n ∈ N
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logo
An =
Bn
Kn(0, 0)
φn(0)
hn
, j = n
Bn
Kn(0, 0)
φj(0)
hj
= 0 , j = 0, 1, . . . , n− 1
e de j = 0 obtemos o resultado. 
Branquinho e Marcella´n provaram em [24] o seguinte teorema de caracte-
rizac¸a˜o.
TEOREMA 2.1. Seja µ ∈M2; enta˜o, temos as seguintes expresso˜es
α2(1− |a1|2) = α1 + (−a¯2 + α2a¯1)α¯1 (2.3)
a¯n+1 − αn+1a¯n = 0 , n ≥ 2 (2.4)
αn+1(1− |an|2) = αn , n ≥ 2 (2.5)
onde an = −φn(0), n ∈ N. Ale´m disso, ψn(z) = zn−2ψ2(z), n ≥ 2.
DEMONSTRAC¸A˜O. Vimos ja´ que {ψn} e´ uma sucessa˜o de polino´mios
ortogonais mo´nicos sobre T se e somente se satisfaz as seguintes relac¸o˜es de
recorreˆncia
ψn+1(z) = zψn(z) + ψn+1(0)ψ
?
n(z) , n ∈ N e |ψn+1(0)| < 1.
Assim, usando (2.1) obtemos
φn+1(z)− αn+1φn(z)
= zφn(z)− αnzφn−1(z) + (−a¯n+1 + αn+1a¯n)(φ?n(z)− α¯nzφ?n−1(z))
para n ≥ 1. Aplicando (1.4) obtemos
− αn+1(zφn−1(z)− a¯nφ∗n−1(z))
= −αnzφn−1(z) + a¯n+ 1α¯nzφ∗n−1(z) + αn+1a¯n(φ∗n(z)− α¯nzφ∗n−1(z))
e por (1.5) temos que[
αn+1 − αn − αn+1|an|2
]
zφn−1(z) = − [a¯n+1 − αn+1a¯n] α¯nzφ?n−1(z) (2.6)
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para n ≥ 1. Agora, de (2.6) e tendo em considerac¸a˜o o Lema VIII.1 temos
α2(1− |a1|2) = −(a¯2 − α2a¯1)α¯1 + α1
a¯n(−a¯n+1 + αn+1a¯n) = a¯nψn+1(0) = 0 , n ≥ 2
αn+1(1− |an|2) = αn , n ≥ 2.
Assim, se an 6= 0 para n ≥ 2 temos de (2.4) ψn+1(0) = 0 para n ≥ 2 e se an = 0
para n ≥ 2 obtemos de (2.1) ψn+1(0) = 0 para n ≥ 2. Aplicando a relac¸a˜o de
recorreˆncia de {ψn} vem que
ψn+1(z) = zψn(z) , n ≥ 2;
e a representac¸a˜o para estes polino´mios
ψn(z) = z
n−2ψ2(z) , n ≥ 2
tem-se. Logo, para termos {φn} perfeitamente determinado necessitamos das
condic¸o˜es iniciais a1, a2, a3. 
OBSERVAC¸A˜O .
• α1α2 6= 0 implica αn 6= 0, n ∈ N.
• De (2.5) podemos calcular αn, n ≥ 3 em termos de α2. Como
|a¯2−α2a¯1| < 1, de (2.3) podemos escrever α1 = (1−|a1|2)(1+(a¯2−α2a¯1))α21−|a¯2−α2a¯1|2 .
Agora, se a2 6= 0, de (2.4) α3 = a¯3a¯2 e de (2.5) α2 = a¯3a¯2 (1 − |a2|2), i.e.
temos (αn) determinado por (2.3)-(2.5).
• De (2.5), se α2 = |α2|eiθ, enta˜o αn+1 = |αn+1|eiθ, n ≥ 1.
Vamos ver de seguida, que tipo de coeficientes an e αn podemos ter.
(a). Se a1 = 0 temos de (2.3)
α2 = −a¯2α¯1 + α1 (2.7)
enta˜o, duas condic¸o˜es se podem dar:
(a.1). α1 = α2
Neste caso a¯2α¯1 = 0 e consequentemente a2 = 0. De (2.4) an = 0, para
n ≥ 1 e de (2.5) αn = α1, n ≥ 1.
Isto implica que
{
φn(z) = z
n
αn = α1 , n ≥ 1
i.e. {ψn} toma a forma ψn(z) =
zn−1(z + α1), n ≥ 1 e e´ ortogonal relativamente a` medida de Poisson dµ =
dθ
| exp(iθ) + α1|2 , |α1| 6= 1. (a.2). α1 6= −a¯2
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Enta˜o, tomando a conjugada da equac¸a˜o (2.7)
α2 = −a¯2α¯1 + α1
α¯2 = a¯2α1 + α¯1
e α1 =
α2+α¯2a¯2
1−|a2|2 .
Neste caso, resulta que
a¯n+1 = αn+1a¯n = −K1a¯2
Kn
a¯n
e como
n∏
i=1
Ki = ∆n temos,
a¯n+1 = (−1)n+1K1α2)n 1
∆n
, n ≥ 2.
ote-se que a2 6= 0 pois caso contra´rio, α1 = α2 em contradic¸a˜o com a hipo´tese.
Enta˜o ψn(z) = z
n−2ψ2(z) com ψ2(0) 6= 0.
Se tomarmos a¯2 = −q e α2 = 1− q enta˜o α1 = 1−q1+q . Por induc¸a˜o
αn =
1 + (n− 3)q
1 + (n− 2)q , n ≥ 2
a¯n = (−1)n+1 q
1 + (n− 2)q , n ≥ 2 e a1 = 0.
(b). Se a1 6= 0, dois casos se podem considerar:
(b.1). a2 = 0
De (2.4) temos an = 0, n ≥ 2. Enta˜o, φn(z) = zn−1φ1(z), n ≥ 1. Mais,
αn = α2 e de (2.3) α2(1− |a1|2) = −α2α¯1a¯1 + α1. Conjugando obtemos
α¯2(1− |a1|2) = α¯2α1a¯1 + α¯1
e portanto
α1 = α¯2
(1− |a1|2)(1− α2a¯1)
1− |α2|2|a1|2
Observe-se que nestas condic¸o˜es
ψn(z) = z
n−1φ1(z) + αnzn−2φ1(z)
= zn−2φ1(z)(z + α2)
= zn−2(z − a¯1)(z + α2) , n ≥ 2
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Esta condic¸a˜o corresponde ao caso em que {ψn} e´ a sucessa˜o de polino´mios
ortogonais mo´nicos associada a` medida
dµ =
dθ
| exp(iθ)− a¯1|2| exp(iθ) + α2|2 , |α2| 6= 1 .
(b.2). a2 6= 0
Enta˜o an 6= 0, n ∈ N. Esta e´ a situac¸a˜o mais interessante.
Vamos determinar um algoritmo para calcular os paraˆmetros de reflexa˜o.
De facto, de (2.3) temos
a¯2 = −α2(1− |a1|
2)− α1 + α1α¯2a¯1
α¯1
.
Usando sucessivamente (2.4) e (2.5) temos
α3 =
α2
1− |a2|2 −→ a¯3 = −α3a¯2
. . .
αn+1 =
α2∏n
k=1(1− |ak|2)
−→ a¯n+1 = (−1)n+1
n∏
k=2
αka¯1 .
Podemos considerar a situac¸a˜o particular a¯2 = −q e α2 = 1− q. Como atra´s,
deduzimos
αn =
1 + (n− 3)q
1 + (n− 2)q
a¯n = (−1)n+1 q
1 + (n− 2)q
para n ≥ 2; se tomarmos a¯1 = q1−q em (2.3) enta˜o α1 = 1−2qq−1 . Logo
αn =
1 + (n− 3)q
1 + (n− 2)q
a¯n = (−1)n+1 q
1 + (n− 2)q
para n ≥ 1. 
A partir do conhecimento de (an) podemos chegar a` medida µ como se
pode ver do estudo realizado no Cap´ıtulo III no Exemplo 4.1. Aqui na˜o vamos
proceder dessa forma.
2.2. Condic¸a˜o Suficiente. Vamos ver que condic¸o˜es adicionais temos
que impor por forma a termos que os polino´mios definidos por (2.1) sejam
ortogonais.
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TEOREMA 2.2. Sejam {φn} uma sucessa˜o de polino´mios ortogonais mo´-
nicos sobre T e (αn) ⊂ C\{0}. A sucessa˜o de polino´mios mo´nicos {ψn}
definida por (2.1) e´ ortogonal se e somente se, se tem (2.3)-(2.5) e
{
|a¯2 − α2a¯1| < 1
|α1 + a¯1| < 1
.
DEMONSTRAC¸A˜O. De (II.1.5) temos
φ∗n+1(z)− φ∗0(z) =
n∑
k=0
a¯k+1zφk(z) . (2.8)
Vamos provar que as condic¸o˜es (2.3)-(2.5) implicam
ψn+1(z) = zψn(z) + ψn+1(0)ψ
?
n(z) .
Vamos proceder em treˆs etapas. Primeiro, tomemos n ≥ 2 e aplicando suces-
sivamente (2.1), (II.1.5) e (2.8) obtemos
ψn+1(z)− zψn(z) = φn+1(z)− αn+1φn(z)− z(φn(z)− αnφn−1(z))
= −a¯n+1φ∗n(z)− αn+1φn(z) + zαnφn−1(z)
= −a¯n+1
(
1− z
n∑
k=1
akφk−1(z)
)
− αn+1φn(z) + zαnφn−1(z)
= zφn−1(z)(ana¯n+1 + αn)− a¯n+1φ∗n−1(z)− αn+1φn(z) .
Por (2.4), (2.5)
αn = αn+1 − a¯n+1
a¯n
|an|2
αn+1 = a¯n+1an + αn
αn + ana¯n+1 = αn + αn+1|an|2 = αn+1
e, portanto,
ψn+1(z)− zψn(z) = −αn+1(φn(z)− zφn−1(z))− a¯n+1φ∗n−1(z)
= (αn+1a¯n − a¯n+1)φ∗n−1(z) = 0
e como ψn+1(0) = 0 para n ≥ 2 temos
ψn+1(z)− zψn(z) = ψn+1(0)ψ∗n(z) para n ≥ 2 .
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Agora para n = 1
ψ2(z)− zψ1(z) = φ2(z)− α2φ1(z)− z(φ1(z)− α1φ0(z))
= −a¯2φ∗1(z)− α2φ1(z) + α1z
= z(α1 − α2 + a1a¯2)− (a¯2 − α2a¯1) .
Por outro lado
ψ2(0)ψ
∗
1(z) = −(a¯2 − α2a¯1)z
(
1
z
− (a1 + α¯1)
)
= (−a¯2 + α2a¯1)(1− (a1 + α¯1)z)
= −(a¯2 − α2a¯1) + z(a¯2a1 − α2 + α1) + z(α2(1− |a1|2)
− α1 − (α2a¯1 + a¯2)α¯1)
Pela equac¸a˜o (2.3) vem que
ψ2(0)ψ
∗
1(z) = −(a¯2 − α2a¯1)(1− z(a1 + α¯1))
logo e´ equivalente a (II.1.4) com n = 1. A equac¸a˜o (II.1.4) para n = 0 e´
obviamente verdadeira. 
O nosso objectivo no que se segue, vai ser o de determinar que tipo de
medidas de Borel positivas va˜o estar em M2. Comecemos por provar que
estas medidas deM2 sa˜o tais que αn podem, sem perda de generalidada, ser
tomados positivos para n ≥ 2. Chama´-las-emos medidas normalizadas.
TEOREMA 2.3. Se µ pertence a M2 enta˜o e´ uma rotac¸a˜o de alguma
medida normalizada.
Demonstrac¸a˜o. Tomando αn = |αn|eiθ, para n ≥ 2. Considerando
φ˜n(z) = e
−inθφn(zeiθ) e ψ˜n(z) = e−inθψn(zeiθ) enta˜o de (2.1)
ψ˜n+1(z) = e
−i(n+1)θ(φn+1(zeiθ)− |αn+1|eiθφn(zeiθ))
= e−i(n+1)θφn+1(zeiθ)− |αn+1|e−inθφn(zeiθ)
= φ˜n+1(z)− |αn+1|φ˜n(z) . 
Apresentemos agora o seguinte resultado devido a Godoy e Marcella´n [58,
Cor. 2].
TEOREMA 2.4. Seja {φn(.;µ)} a sucessa˜o de polino´mios ortogonais mo´-
nicos associada a µ e dµ1 = |z − β|2dµ com β ∈ C \ {0}. Enta˜o, a sucessa˜o
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de polino´mios ortogonais mo´nicos {φn(.;µ1)} associada a µ1 vem dada por
(z − β)φn(z;µ1) = φn+1(z;µ)− φn+1(β;µ)
Kn(β, β;µ)
Kn(z, β;µ) n ∈ N. (2.9)
Este resultado vai-nos permitir demonstrar algo que intu´ımos do estudo
atra´s realizado:
• Certas modificac¸o˜es racionais das medidas tipo Bernstein-Szego˝ esta˜o
emM2.
Vejamos enta˜o treˆs exemplos fundamentais de medidas que esta˜o emM2.
EXEMPLO 2.1. Sejam |zj| < 1, j = 1, 2 dois nu´meros complexos ar-
bitra´rios, C > 0 e
dµ0 =
C dθ
|1− z1z|2 |1− z2z|2 , dµ = |z − α|
2 dµ0, z = e
iθ, (2.10)
onde 0 < |α| < 1 e´ um nu´mero complexo. Se denotarmos por {ψn} a sucessa˜o
de polino´mios ortogonais mo´nicos associada a µ0, {φn} a sucessa˜o de polino´-
mios ortogonais mo´nicos associada a µ e an = φn(0) enta˜o existe (αn) ⊂ C tal
que
φn(z)− αnφn−1(z) = ψn(z) . (2.11)
De (2.9) sabemos que
(z − α)φn(z) = ψn+1(z)− ψn+1(α)
Kn(α, α)
Kn(z, α) (2.12)
onde
Kn(z, y) =
ψ∗n(z)ψ∗n(y)− zy¯ψn(z)ψn(y)
‖ψn‖2(1− zy¯)
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ver por exemplo [57, p. 10, Th. 8.1]. Se considerarmos (2.12) com n ≥ 2,
temos
(z − α)φn(z) = ψn+1(z)− ψn+1(α)
Kn(α, α)
Kn(z, α)
= zψn(z)− αψn(α)
Kn(α, α)
Kn(z, α)
= (z − α)ψn(z) + α
(
ψn(z)− ψn(α)
Kn(α, α)
Kn(z, α)
)
= (z − α)ψn(z) + α
Kn(α, α)
∣∣∣∣ψn(z) Kn(z, α)ψn(α) Kn(α, α)
∣∣∣∣
= (z − α)ψn(z) + α
Kn(α, α)
∣∣∣∣ψn(z) Kn−1(z, α)ψn(α) Kn−1(α, α)
∣∣∣∣
= (z − α)ψn(z) + Kn−1(α, α)
Kn(α, α)
α(z − α)φn−1(z)
enta˜o
φn(z) = ψn(z) +
Kn−1(α, α)
Kn(α, α)
αφn−1(z) , n ≥ 2
i.e.
ψn(z) = φn(z)− Kn−1(α, α)
Kn(α, α)
αφn−1(z) , n ≥ 2
ψ1(z) = φ1(z)− α1
logo tem-se (2.11) com αn =
Kn−1(α,α)
Kn(α,α)
α.
EXEMPLO 2.2. Se dµ = dθ|1−z¯1z|2 com |z1| < 1 enta˜o φn(z) = zn−1(z− z1)
para n ≥ 1.
De (2.5) αn = α2, n ≥ 2 e
ψn(z) = z
n−2ψ2(z)
onde
zn−2ψ2(z) = φn(z)− α2φn−1(z) , n ≥ 2
= (zn−1 − α2zn−2)(z − z1) , n ≥ 2
i.e. ψ2(z) = (z − α2)(z − z1).
Note-se que, se z1 = 0, enta˜o φn(z) = z
n e ψn(z) = z
n−1(z − α2), n ≥ 2 e
ψ1(z) = z − α1, i.e. α1 = α2.
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EXEMPLO 2.3. Sejam |zi| < 1, i = 1, 2 dois nu´meros complexos ar-
bitra´rios,
dµ =
dθ
|1− z¯1z|2|1− z¯2z|2 e dµ1 = |z − 1|
2dµ.
Enta˜o
φn(z, dµ1)− an
an−1
φn−1(z, dµ1) = zn−2(z − z1)(z − z2) , n ≥ 2 (2.13)
onde an = φn(0, dµ1).
De facto, se denotarmos por φn(z) = φn(z, µ). Por [58, Prop. 3, (a)]
obtemos
(z − 1)2φn(z, µ1) = ∆n(z)
∆1,n(1)
onde
∆1,n(z) =
∣∣∣∣φn+1(z) φ∗n+1(z)φ′n+1(z) (φ∗n+1)′ (z)
∣∣∣∣
∆n(z) =
∣∣∣∣∣∣
(z − 1)φn+1(z) φn+1(z) φ∗n+1(z)
0 φn+1(1) φ
∗
n+1(1)
φn+1(1) φ
′
n+1(1)
(
φ∗n+1
)′
(1)
∣∣∣∣∣∣
Mais, ∆n(z) = (z − 1)φn+1(z)∆1,n(1) + φn+1(1)∆2,n(z) onde
∆2,n(z) =
∣∣∣∣φn+1(z) φ∗n+1(z)φn+1(1) φ∗n+1(1)
∣∣∣∣ = φ∗2(1)φn+1(z)− φ∗n+1(z)φ2(1)
Mas φn pertence a` classe de Bernstein-Szego˝, i.e.
φn(z) = z
n−2φ2(z) , n ≥ 2
φ2(z) = (z − z1)(z − z2)
φ∗n(z) = φ
∗
2(z) , n ≥ 2 .
Assim
∆1,n(1) =
(
(φ∗2)
′ (1)φ2(1)− φ∗2(1)φ′2(1)
)− (n− 1)|φ2(1)|2 , n ≥ 1
∆2,n(1) = φ2(1)φ
∗
2(1)− φ∗2(1)φ2(1) = 0 , n ≥ 1
e portanto
(z − 1)2φn(z, µ1) = (z − 1)zn−1φ2(z) + φ2(1)∆2,n(z)
∆1,n(1)
.
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Donde se conclui
(z − 1)φn(z, µ1) = zn−1φ2(z) + φ2(1)
∆1,n(1)
φ∗2(1)φn+1(z)− φ2(1)φ∗n+1(z)
z − 1
= zn−1φ2(z) +
φ2(1)
∆1,n(1)
φ∗2(1)z
n−1φ2(z)− φ2(1)φ∗2(z)
z − 1
= zn−1φ2(z) +
φ2(1)φ
∗
2(1)φ2(z)
∆1,n(1)
zn−1 − 1
z − 1
+
φ2(1)
∆1,n(1)
φ∗2(1)φ2(z)− φ2(1)φ∗2(z)
z − 1
= zn−1φ2(z) +
φ2(1)φ
∗
2(1)φ2(z)
∆1,n(1)
n−2∑
j=0
zj
+
φ2(1)
∆1,n(1)
[
φ∗2(1)
φ2(z)− φ2(1)
z − 1 − φ2(1)
φ∗2(z)− φ∗2(1)
z − 1
]
(z − 1)φn(z, µ1) = φ2(z)
[
zn−1 +
|φ2(1)|2
∆1,n(1)
n−2∑
j=0
zj
]
+
φ2(1)
∆1,n(1)
[
φ2(1)(φ1(z) + 1 + φ2(0)φ1(0))
−φ2(1)
(
φ1(0) + φ2(0)(φ1(z) + 1)
)]
logo
(z − 1)φn(z, µ1)∆1,n(1) = φ2(z)
[
∆1,n(1)z
n−1 +Qn−2(z)
]
+ φ2(1)R1(z)
(z − 1)φn+1(z, µ1)∆1,n+1(1) = φ2(z) [∆1,n+1(1)zn +Qn−1(z)] + φ2(1)R1(z)
onde
Qn−2(z) = |φ2(1)|2
n−2∑
j=0
zj
R1(z) = φ2(1)(φ1(z) + 1 + φ2(0)φ1(0))
− φ2(1)
(
φ1(0) + φ2(0)(φ1(z) + 1)
)
Subtraindo as duas expresso˜es
(z − 1) [φn+1(z, µ1)∆1,n+1(1)− φn(z, µ1)∆1,n(1)]
= φ2(z)
[
∆1,n+1(1)z
n −∆1,n(1)zn−1 + |φ2(1)|2 zn−1
]
= φ2(z)
[
∆1,n+1(1)z
n −∆1,n+1(1)zn−1
]
= ∆1,n+1(1)φ2(z)z
n−1(z − 1)
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i.e.
φn+1(z, µ1)∆1,n+1(1)− φn(z, µ1)∆1,n(1) = ∆1,n+1(1)φn+1(z)
que coincide com (2.13).
Os resultados contidos nos exemplos anteriores dizem-nos:
TEOREMA 2.5. Toda a medida µ da forma
dµ = C
|1− γz|2 dθ
|1− z1z|2|1− z2z|2 , z = e
iθ
com 0 < |γ| ≤ 1, |zj| < 1, j = 1, 2 e C > 0 pertence aM2.
Vejamos agora um exemplo de sucessa˜o de polino´mios ortogonais mo´nicos
associada a uma medida que na˜o esta´ na classeM2.
EXEMPLO 2.4. Seja {φn} a sucessa˜o de polino´mios ortogonais mo´nicos
associada a dµ = 1
2pi
dθ +Mδ(eiθ − 1) enta˜o
φn(z, dµ) = z
n − M
nM + 1
zn − 1
z − 1
e, consequentemente, an = − M1+nM para n ∈ N. Ale´m disso, a sucessa˜o de poli-
no´mios ortogonais mo´nicos {ψn} associada a {φn} por (2.1) com coeficientes
(αn) definidos por (2.3)-(2.5) veˆm dadas por
ψn+1(z) = z
n(z − 1) , n ≥ 1
donde se conclui que na˜o podem ser ortogonais sobre T pois |ψ1(0)| = 1 ou,
equivalentemente, um dos zeros de ψ2 esta´ na fronteira de T.
Demonstremos este resultado. Comecemos por escrever φn como expansa˜o
em poteˆncias de z
φn(z) = z
n +
n−1∑
k=0
λn,kz
k
onde
λn,k =
1
2pi
∫ pi
−pi
φn(z)z¯
kdθ = −Mφn(1).
Portanto, φn(z) = z
n −Mφn(1)
n−1∑
k=0
zk, onde φn(1) =
1
1+nM
. Donde se obtem
a expressa˜o desejada para φn.
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A partir de (2.4) αn+3 = −1+(n+2)M1+(n+3)M , n ∈ N e de (2.3) obtemos
− 1 +M
1 + 2M
(
1− M
2
(1 +M)2
)
=
(
M
1 + 2M
+
M
1 +M
1 +M
1 + 2M
)
α¯1 + α1
i.e. α1 = − 11+M ; enta˜o, αn+1 = − 1+nM1+(n+1)M , n ∈ N. Portanto,
ψn+1(z) = z
n+1 − M
1 + (n+ 1)M
1− zn+1
1− z
1 + nM
1 + (n+ 1)M
(
zn − M
1 + nM
1− zn
1− z
)
= zn+1 − 1 + nM
1 + (n+ 1)M
zn +
M
1 + (n+ 1)M
zn+1 − zn
1− z
= zn+1 − z
n
1 + (n+ 1)M
(1 + nM +M)
= zn(z − 1).
No decorrer deste Cap´ıtulo provaremos que as medidas que esta˜o na classe
M2 sa˜o absolutamente cont´ınua.
3. Estabilidade na Classe de Szego˝
E´ bem sabido que uma sucessa˜o de polino´mios ortogonais mo´nicos {φn}
associada a` medida positiva de Borel µ sobre T pertence a` classe de Szego˝
S, se e somente se lnµ′ e´ integra´vel (cf. Definic¸a˜o III.2.1). Em termos dos
paraˆmetros de reflexa˜o esta condic¸a˜o vem reformulada pela al´ınea (a) do Teo-
rema III.2.5. Assim, do Teorema 2.1 vemos que a sucessa˜o de polino´mios or-
togonais mo´nicos {ψn} definida por (2.1) com α1α2 6= 0 pertence a esta classe.
O que e´ que acontece a` sucessa˜o de polino´mios ortogonais mo´nicos {φn} neste
caso? Vamos ver que esta sucessa˜o de polino´mios ortogonais mo´nicos tambe´m
pertence a` classe Szego˝.
TEOREMA 3.1. Seja {φn} a sucessa˜o de polino´mios ortogonais mo´nicos
associada a` medida de Borel positiva µ. Se µ ∈M2 enta˜o {φn} pertence a S.
DEMONSTRAC¸A˜O. Da equac¸a˜o (2.4) tiramos que se existe n0 ≥ 2 tal
que an0 = 0 enta˜o an+n0 = 0, n ∈ N; e portanto
∑
n∈Z+
|an|2 =
n0∑
n=1
|an|2, i.e.
{φn} pertence a S.
Assumamos agora que an 6= 0, n ∈ Z+. Enta˜o de (2.4)
|an+1|2 − α2n+1|an|2 = 0, n ≥ 2 . (3.1)
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Mas, neste caso de (2.5)
1− |an|2 = αn
αn+1
, n ≥ 2 (3.2)
logo, como |an| < 1 temos
αn < αn+1 , n ≥ 2 (3.3)
α2
αn+1
=
n∏
k=2
(1− |ak|2) , n ≥ 2 . (3.4)
Sabemos∑
n∈Z+
|an|2 <∞ se e somente se 0 <
∏
n∈Z+
(1− |an|2) <∞.
Assim de (3.4) temos esta convergeˆncia se e somente se lim
n→∞
αn = α com α 6= 0.
Agora de (3.3) vemos que (αn) e´ uma sucessa˜o mono´tona crescente, pelo que
temos somente de provar que tem um majorante.
Se substituirmos na equac¸a˜o (3.1) a expressa˜o de |an|2 obtida em (3.2)
obtemos
1− αn+1
αn+2
− α2n+1
(
1− αn
αn+1
)
= 0 , n ≥ 2
αn+2 − αn+1
αn+2
= α2n+1
αn+1 − αn
αn+1
, n ≥ 2
1
αn+1
− 1
αn+2
= αn+1 − αn , ≥ 2
αn+1 =
1
α3
+ α2 − 1
αn+2
, n ≥ 2 .
Logo αn+1 <
1
α3
+ α2, n ≥ 2, i.e. existe α ∈ R+ tal que lim
n←∞
αn = α. Mais,
α+
1
α
=
1
α3
+ α2
i.e. α =
( 1
α3
+α2)±
√
( 1
α3
+α2)2−4
2
. Portanto, 1
α3
+ α2 ≥ 2. E daqui se segue o
resultado desejado. 
Estamos em condic¸o˜es de calcular a parte absolutamente cont´ınua da me-
dida positiva µ associada a` sucessa˜o de polino´mios ortogonais mo´nicos {φn}.
TEOREMA 3.2. A parte absolutamente cont´ınua da medida µ associada
a {φn} e´ a.e.
w(θ) = C
|1− αz|2
|ψ∗2(z)|2
, z = eiθ (3.5)
onde C > 0, ψn = φn − αnφn−1 e lim
n→∞
αn = α.
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DEMONSTRAC¸A˜O. Da representac¸a˜o ψn(z) = z
n−2ψ2(z) usando o ope-
rador ∗ sobre (2.1) obtemos
ψ∗2(z) = φ
∗
n(z)− α¯nzφ∗n−1(z) . (3.6)
Mas lim
n→∞
φ∗n(z) = D
−1(z;µ), onde D(z;µ) e´ a func¸a˜o de Szego˝ (ver [47, p.
209]), pelo que de (3.6) tem-se
D−1(z;µ) =
ψ∗2(z)
1− αz
e daqui se obtem (3.5). 
Como consequeˆncia podemos enunciar:
COROLA´RIO VIII.1. Se µ esta´ em M2 enta˜o existe limn→∞ αn e e´
menor do que ou igual a 1.
DEMONSTRAC¸A˜O. Se α > 1, i.e. existe δ > 0 tal que α = 1+ δ, enta˜o
de (2.4) existe n0 ∈ N tal que para n ≥ n0, |an| > (1 + δ)n−n0|an0|. Logo (an)
e´ uma sucessa˜o na˜o limitada, o que implica que
∑
n∈N
|an|2 na˜o converge. 
4. Estrutura de M2
Para obter a representac¸a˜o para as medidas da classeM2 vamos necessitar
de dois teoremas que relacionam o comportamento dos paraˆmetros de reflexa˜o
com as medidas correspondentes. O primeiro e´ devido a Geronimus [57, p. 52,
Th. 26.1] (cf. Teorema III.4.1) e o segundo a Nevai [116].
TEOREMA 4.1. Seja {φn} a sucessa˜o de polino´mios ortogonais mo´nicos
associada a` medida de Borel positiva µ. Se (an) e´ tal que
lim
n→∞
an = 0
∞∑
k=1
|ak
∞∑
m=k
|am+1 − am|| <∞
(4.1)
Enta˜o dµ(θ) = µ′dθ + λδ(θ).
Provemos primeiro alguns resultados auxiliares acerca das sucesso˜es de po-
lino´mios ortogonais mo´nicos cuja medida correspondente pertence aM2.
LEMA VIII.2. Seja {φn} a sucessa˜o de polino´mios ortogonais mo´nicos
associada a µ ∈ M2. Enta˜o (an) verifica (4.1).
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DEMONSTRAC¸A˜O. Da primeira condic¸a˜o de (4.1) podemos concluir
que se µ ∈M2 enta˜o {φn} pertence a S (cf. Teorema III.2.5).
Para analisar a segunda necessitamos de mais informac¸a˜o sobre (|an|).
Comecemos por provar que esta sucessa˜o e´ mono´tona decrescente. De facto,
de (2.4), αn ∈ R, n ≥ 2 e αn < 1, n ∈ N obtemos
|an+1| < |an| , n ≥ 2 (4.2)
an = |an|eiθ , n ≥ 2 . (4.3)
Agora temos dois casos a considerar:
• Se α < 1 enta˜o de (2.4) obtemos |an+1| < αn−1|a2| e portanto
∑ |an| <
∞ o que implica que se tenha segunda condic¸a˜o de (4.1).
• Se α = 1 enta˜o de (4.2), (4.3)
∑
n∈Z+
|an+1 − an| =
∑
n∈Z+
(|an| − |an+1|).
Podemos, enta˜o calcular
∞∑
k=2
|ak
∞∑
m=k
|am+1 − am|| =
∞∑
k=2
|ak| lim
n→∞
n∑
m=k
(−|am+1|+ |am|)
=
∞∑
k=2
|ak| lim
n→∞
(−|an+1|+ |ak|)
=
∞∑
k=2
|ak|2 .
Mas {φn} pertence a` S, que e´ o que quer´ıamos demonstrar. 
OBSERVAC¸A˜O . Temos que se µ2 ∈M2 enta˜o dµ(θ) = µ′dθ + λδ(θ).
Vejamos que λ = 0.
TEOREMA 4.2. Se µ ∈M2 enta˜o λ = 0.
DEMONSTRAC¸A˜O. De (2.4) sabemos que an+1
an
= αn+1 e do Corola´-
rio VIII.1 este limite e´ menor do que ou igual a 1. Assim se, 0 < α < 1, enta˜o∑
n∈N |an| < ∞ enta˜o do Teorema III.4.1 λ = 0. Consideremos agora α = 1.
Neste caso tomemos ψn(z) = z
n−2ψ2(z) na (2.1) para n ≥ 2, e obtemos depois
de substituirmos por z = 1
ψ2(1) = φn+1(1)− αn+1φn(1) .
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De (2.4) sai que
ψ2(1) = φn+1(1)− an+1
an
φn(1)
ψ2(1)
an+1
=
φn+1(1)
an+1
− φn(1)
an
.
Logo, como an = |an|eiθ, para n ≥ 2
φn+1(1)
|an+1| =
φ2(1)
|a2| + ψ2(1)Bn , Bn =
n∑
k=2
1
|ak+1| .
Elevando ao quadrado ambos os membros desta equac¸a˜o obtemos
|φn+1(1)|2
|an+1|2 =
|φ2(1)|2
|a2|2 + |ψ2(1)|
2B2n + ζBn , ζ =
2<e
(
φ2(1)ψ2(1)
)
|a2| .
Como ψ2(1) 6= 0 (pela propriedade das ra´ızes dos polino´mios) e Bn > n − 1,
enta˜o
|φn+1(1)|2
|an+1|2 >
1
2
|ψ2(1)|2B2n
para n ≥ n0, onde o nu´mero inteiro positivo n0 depende da medida µ. Final-
mente,
|φn+1(1)|2 > |ψ2(1)|
2
2
(
n∑
k=2
∣∣∣∣an+1ak+1
∣∣∣∣
)2
>
|ψ2(1)|2
2
, n ≥ n0. (4.4)
E´ sabido que se estivermos na classe de Szego˝ as se´ries∑
n≥0
|φn(1)|2 e
∑
n≥0
|ϕn(1)|2
convergem simultaneamente. Enta˜o de (4.4) a se´rie
∑
n≥0 |ϕn(1)|2 diverge e,
consequentemente, na˜o existe massa no ponto 0 (cf. e.g. [57, Th. 20.2], [107,
(7), p. 435] ou [149, T. 41, p.82]). 
Podemos enunciar o seguinte resultado.
TEOREMA 4.3. Toda a medida normalizada µ e´ absolutamente cont´ı-
nua relativamente a` medida de Lebesgue e a sua func¸a˜o densidade e´ positiva e
cont´ınua no intervalo aberto (0, 2pi).
Estamos em condic¸o˜es de enunciar o resultado fundamental deste Cap´ıtulo,
que nos da´ a representac¸a˜o para as medidas que esta˜o emM2. Da comparac¸a˜o
dos Teoremas 3.2 e 4.3 e dos Exemplos 2.1-2.3 (cf. Teorema 2.5) obtemos:
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TEOREMA 4.4. Uma medida de Borel µ sobre a circunfereˆncia pertence a`
classeM2 se e somente se for absolutamente cont´ınua relativamente a` medida
de Lebesgue e admitir a seguinte representac¸a˜o
dµ = C
|1− αz|2 dθ
|1− z1z|2|1− z2z|2 , z = e
iθ
com 0 < |α| ≤ 1, |zj| < 1, j = 1, 2 e C > 0.
Os polino´mios mo´nicos {ψn} definidos por (2.1) coincidem com os polino´-
mios tipo Bernstein-Szego˝ e sa˜o ortogonais relativamente a` medida ν definida
por
dν = C
dθ
|1− z1z|2|1− z2z|2 , z = e
iθ.
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1. INTRODUC¸A˜O 197
1. Introduc¸a˜o
1.1. Problemas Espectrais para Matrizes de Jacobi e Polino´mios
Ortogonais. Existe, como vimos no Cap´ıtulo I, uma correspondeˆncia biun´ıvoca
entre duas caracter´ısticas fundamentais de famı´lias de polino´mios ortogonais
{pn}, por um lado a definic¸a˜o de pn atrave´s da sua medida de ortogonalidade
µ, suppµ ⊆ R, i.e.∫
pn(x)pm(x)dµ(x) = δn,m , n,m ∈ N (1.1)
ou por outro, a partir dos coeficientes (vn), (bn) da relac¸a˜o de recorreˆncia a
treˆs termos, que pn deve verificar (cf. Teorema I.2.1), i.e.
xpn = vnpn+1 + bnpn + vn−1pn−1 para n = 1, 2, . . .
p−1 = 0 , p0 = 1 , (vn > 0 , =mbn = 0).
(1.2)
Sabemos ja´ que associada a uma relac¸a˜o de recorreˆncia a treˆs termos, ou
mesmo associada a` medida µ, temos sempre uma matriz de Jacobi J .
Como exemplo da importaˆncia destas relac¸o˜es entre µ e J podemos men-
cionar a sua interpretac¸a˜o na teoria dos operadores. Pelo Teorema de Stone [142]
se J e´ a representac¸a˜o matricial de um operador auto-adjunto, enta˜o suppµ
e´ o espectro do operador e µ e´ a sua medida espectral (veja-se [1, 12, 120]).
Assim sendo podemos estabelecer como problema espectral directo : a partir
dos coeficientes (vn), (bn) do operador J determinar a medida espectral, i.e.
J −→ µ (1.3)
e reciprocamente, a relac¸a˜o
µ −→ J (1.4)
e´ chamada problema espectral inverso (em [88] pode ver-se uma resenha de
resultados sobre relac¸o˜es entre (1.3), (1.4)).
Estes problemas podem ser abordados de va´rias formas como vimos na
Introduc¸a˜o.
1.2. Soluc¸a˜o do Problema Espectral, Transformac¸o˜es Consistentes
das Matrizes de Jacobi e Medidas de Ortogonalidade. Tendo-se em
conta os processos gerais, somente se conhecem alguns casos em que se con-
seguiu resolver o problema espectral (1.3), (1.4). Entre eles podemos contar
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o caso dos polino´mios ortogonais cla´ssicos [20, 26, 35, 96, 143], e os poli-
no´mios ortogonais associados a matrizes de Jacobi perio´dicas [33, 55, 125].
Nestes casos conhecemos expresso˜es para a medida de ortogonalidade µ assim
como para os coeficientes da matriz de Jacobi J . Por exemplo, no caso dos
polino´mios de Hermite temosvn =
(
n+ 1
2
)1/2
bn = 0
←→ dµ(x) = exp(−x2)dx , x ∈ R.
Em alguns casos e´ poss´ıvel apresentar a soluc¸a˜o do problema espectral
na forma de equac¸o˜es na˜o-lineares (recorrentes ou diferenciais). Talvez o
mais simples, foi apresentado por Shohat [137] e redescoberto mais tarde por
Freud [47] (ver [19] para um estudo detalhado destes problemas):{
v2n(v
2
n−1 + v
2
n + v
2
n+1) + 2tv
2
n = n
bn = 0
←→ dµ(x, t) = exp(−x4/4− tx2) , x ∈ R . (1.5)
Historicamente, devemos dizer que Laguerre [83] foi o primeiro que intro-
duziu um me´todo para obter fo´rmulas de recorreˆncias na˜o-lineares para os coe-
ficientes de matrizes de Jacobi associadas a func¸o˜es peso especiais (polino´mios
ortogonais semi cla´ssicos), e que foi mais tarde desenvolvido em [48, 49, 90]
e apresentados estes avanc¸os de forma unificadora em [88].
Voltando ao exemplo de Shohat e Freud, de (1.5) vemos que a famı´lia de
polino´mios ortogonais depende de t, e portanto temos que J e µ variam com
o tempo sofrendo modificac¸o˜es a que chamaremos deformac¸o˜es:
J(t) ←→ µ(x, t) . (1.6)
Determinando outras deformac¸o˜es do estilo referido, levar-nos-a´ a estender a
classe de polino´mios ortogonais, para as quais podemos estudar o comporta-
mento dos coeficientes da matriz de Jacobi a partir da medida de ortogonali-
dade, e vice versa.
1.3. Deformac¸o˜es Isospectrais das Matrizes de Jacobi. Um exem-
plo importante de deformac¸a˜o nos paraˆmetros da matriz de Jacobi J sa˜o as
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resultantes das chamadas equac¸o˜es de Toda [144]:
J(t) :

dvn(t)
dt
=
bn(t)− bn−1(t)
2
vn(t)
dbn(t)
dt
= v2n−1(t)− v2n(t)
v−1 ≡ 0
, n ∈ N . (1.7)
Esta deformac¸a˜o tem a particularidade de deixar invariante o espectro de
J(t), i.e. o suppµ na˜o depende de t [45, 46, 71, 93]. Uma deformac¸a˜o
deste estilo e´ chamada isospectral. Este tipo de deformac¸o˜es foi descoberto
por Gardner et al. em [53] quando provaram que a equac¸a˜o na˜o-linear de
Korteweg-de Vries e´ uma deformac¸a˜o isospectral de um operador de Sturm-
Liouville, obtendo assim um me´todo para resolver a equac¸a˜o de Korteweg-de
Vries.
Uma caracter´ıstica geral dos operadores sime´tricos isospectrais L(t) foi su-
gerida por Lax em [85]:
dL(t)
dt
= AL− LA (1.8)
onde A e´ um operador anti-sime´trico. Ao par {L,A} chamamos par de Lax.
Passamos a apresentar a demonstrac¸a˜o do resultado de Lax enunciado por
Nikishin em [120].
TEOREMA 1.1 (Lax). Se λn ∈ R e´ um valor pro´prio de J , i.e se existe
um polino´mio na˜o nulo fn, com ‖fn‖ = 1 tal que Jfn = λnfn enta˜o λ˙n = 0.
DEMONSTRAC¸A˜O. Tomando derivadas em Jfn = λnfn, i.e.
J˙fn + Jf˙n = λ˙nfn + λnf˙n
e por (1.8) obtemos
(JA− AJ)fn + Jf˙n = λ˙nfn + λnf˙n
e, porque λn e´ um valor pro´prio de J
λnAfn − JAfn + Jf˙n = λ˙nfn + λnf˙n
tomando produto interno com fn
λn〈Afn, fn〉 − 〈JAfn, fn〉+ 〈Jf˙n, fn〉 = λ˙n〈fn, fn〉+ λn〈f˙n, fn〉 .
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Mas 〈fn, fn〉 = 1 o que implica que 2〈f˙n, fn〉 = 0. Ale´m disso, como A e´ uma
matriz anti-sime´trica, 〈Afn, fn〉 = 0. Assim, usando a simetria do produto
interno
λ˙n = −〈Afn, Jfn〉+ 〈f˙n, Jfn〉
= −λn〈Afn, fn〉+ λn〈f˙n, fn〉 .
Logo λ˙n = 0, i.e. o espectro de J na˜o depende de t. 
Assim, a equac¸a˜o de Toda (1.7) pode ser reescrita na notac¸a˜o de Lax (1.8),
com
L(t) = J(t) e A(t) =

0 c1 d1
−c1 0 c2 d2
−d1 −c2 0 c3 d3
. . . . . . . . . . . . . . .
 (1.9)
onde cn(t) =
vn−1
2
e dn(t) = 0.
Outro exemplo de deformac¸a˜o isospectral da matriz de Jacobi J foi obtido
por Moser em [110] a partir do estudo do seguinte problema:
— Considerem-se os pontos {xn}n∈N com xn < xn+1. Suponhamos que
existe uma forc¸a actuando sobre eles segundo a lei exponencial
Fn = e
−(xn−xn−1) − e−(xn+1−xn) , n ∈ N.
Determinar o comportamento dinaˆmico deste sistema de pontos sabendo que
xn(0) = kn e x˙n(0) = ηn.
Para resolver este problema temos somente que aplicar a segunda lei de
Newton
x¨n = e
−(xn−xn−1) − e−(xn+1−xn) , n ∈ N. (1.10)
Fazendo a mudanc¸a de varia´veis
{
bn = x˙n
v2n = e
−(xn+1−xn) em (1.10) obtemos
J(t) :

dvn(t)
dt
=
v2n−1(t)− v2n+1(t)
2
vn(t)
dbn(t)
dt
= 0
v−1 ≡ 0
, n ∈ N. (1.11)
Estas equac¸o˜es sa˜o chamadas de Langmuir ou equac¸o˜es de diferenc¸as finitas
de Korteweg-de Vries (cf. [9, 75, 93]). Ale´m disso, como se veˆ a partir
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de [110] as equac¸o˜es (1.7) e (1.11) possuem ale´m da propriedade isospectral
uma modificac¸a˜o simples da medida de ortogonalidade:
dvn(t)
dt
=
bn(t)− bn+1(t)
2
vn(t)
dbn(t)
dt
= v2n−1(t)− v2n+1(t)
←→ dµ(x, t) = exp(−xt)dµ(x, 0)∫
exp(−xt)dµ(x, 0)(1.12)
e 
dvn(t)
dt
=
v2n−1(t)− v2n+1(t)
2
vn(t)
dbn(t)
dt
= 0 , bn(0) = 0
v−1 ≡ 0
←→ dµ(x, t) = exp(−x
2t)dµ(x, 0)∫
exp(−x2t)dµ(x, 0) . (1.13)
Vejamos agora a demonstrac¸a˜o destes dois resultados efectuada por Nikishin
e Sorovkin em [120].
TEOREMA 1.2. Seja {pn} a sucessa˜o de polino´mios ortonormais asso-
ciada a` matriz de Jacobi J . Se J verifica (1.8) com A determinada por (1.7)
e (1.11) enta˜o a medida associada a {pn} e´ do tipo
dµ(x, t) =
exp(−xpt)dµ(x, 0)∫
exp(−xpt)dµ(x, 0) (1.14)
onde dµ(x, 0) e´ a medida associada a J(0) e p = 1, 2, respectivamente.
DEMONSTRAC¸A˜O. E´ bem sabido que a medida espectral admite a
seguinte representac¸a˜o
χ(z;µ) =
∑
n∈N
mn(t)
z − λn (1.15)
onde mn(t) e´ a func¸a˜o de Christoffel. Definamos gn = [p0(λn) p1(λn) . . .]
t, i.e.
gn =
∑
j∈N
pj(λn)ej onde ej = [0 . . . 0 1 0 . . .]
t
logo Jgn = λngn. Ale´m disso,
1
mn(t)
=
∑
k∈N
(pk(λn))
2 = 〈gn, gn〉 (1.16)
e portanto, obtemos depois de tomar derivadas sobre Jgn = λngn e aplicar (1.8),
J(g˙n − Agn) = λn(g˙n − Agn). Como o espac¸o pro´prio associado a λn e´ unidi-
mensional, podemos ver que existe sn 6= 0 tal que
g˙n = Agn + sngn , n ∈ N. (1.17)
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Tomando o produto interno com gn na u´ltima equac¸a˜o
〈g˙n, gn〉 = 〈Agn, gn〉+ sn〈gn, gn〉
e portanto 1
2
d〈gn,gn〉
dt
= sn〈gn, gn〉. Daqui obtemos que 〈gn, gn〉 = e2snt. Colo-
cando esta expressa˜o em (1.16) obtemos mn(t) = e
−2snt. De (1.15) obtemos
χ(z;µ) =
∑
n∈N
e−2snt
z − λn . (1.18)
Comparando os coeficientes de (1.17) conclu´ımos que sn = −λ
p
n
p
+ C(t), logo
1
mn(t)
= 1
mn(0)
S(t) exp(tλpn) com p = 1, 2. Assim,
χ(z;µ) =
1
S(t)
∑
n∈N
mn(0) exp(−tλpn)
z − λn (1.19)
Mas
χ(z;µ) ∼ 1
z
para z →∞
logo S(t) =
∑∞
n=0mn(0) exp(−tλpn). Substituindo em (1.19) S(t) por esta
expressa˜o obtemos
χ(z;µ) =
∑
n∈N
mn(0) exp(−tλpn)
z−λn∑∞
n=0mn(0) exp(−tλpn)
.
Da Definic¸a˜o I.4.1 se obte´m que dµ vem dada em termos da medida inicial
dµ(., 0) por (1.14). 
OBSERVAC¸A˜O . Note que a transformac¸a˜o (1.12) e´ va´lida para qualquer
conjunto de dados iniciais {vn(0) > 0 , =mbn(0) = 0} ou dµ(x, 0); o mesmo
se mante´m verdadeiro para (1.13) com dados iniciais {vn(0) > 0 , bn(0) = 0},
e qualquer dµ(x, 0) sime´trica relativamente a` origem. Desta forma, tomando
uns dados iniciais especiais, as equac¸o˜es na˜o-lineares (1.12), (1.13) podem ser
reduzidas a uma forma simples ou ate´ ser resolvidas como no exemplo de
Shohat-Freud (1.5), que corresponde ao caso Langmuir (1.13) com dµ(x, 0) =
exp(−x4/4)dx, x ∈ R. Se dµ(x, 0) tem como suporte um conjunto de intervalos
disjuntos, em [8] o autor deu o comportamento assimpto´tico dos paraˆmetros
vn(t) e bn(t) de (1.12) em termos de func¸o˜es theta de Riemann.
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Seguindo a notac¸a˜o de [92], as equac¸o˜es na˜o-lineares para os coeficientes
da matriz de Jacobi do tipo seguinte sa˜o chamadas de tipo Toda:
dvn(t)
dt
= F (vn, . . . , vn±p, bn, . . . , bn±p)
dbn(t)
dt
= G(vn, . . . , vn±p, bn, . . . , bn±p)
, n ∈ N
onde F,G sa˜o polino´mios, p e´ fixo independente de n e vν , bν ≡ 0 para ν
negativo. As transformac¸o˜es da medida da forma (1.14) sa˜o chamadas tipo
Freud.
1.4. Deformac¸o˜es Isomonodro´micas das Matrizes de Jacobi. Men-
cionemos outro me´todo para obter deformac¸o˜es consistentes do tipo (1.6) que
foi primeiramente apresentado por G.V. Chudnovsky em [37], e esta´ baseado
em algumas ideias de B. Riemann. Este me´todo e´ aplicado para alguns pe-
sos especiais que satisfazem equac¸o˜es diferenciais de coeficientes racionais (por
exemplo, polino´mios ortogonais semi cla´ssicos). O me´todo baseia-se em deter-
minar deformac¸o˜es para a matriz de Jacobi tais que o grupo de monodromia
para a func¸a˜o peso se mantenha inaltera´vel. Recentemente, este me´todo foi
utilizado por A. Magnus em [92]. Comparando este me´todo com o que aqui
nos traz, vemos que este serve somente para dados iniciais devidamente escol-
hidos, no entanto permite obter resultados de uma forma mais simples. Ale´m
disso, e´ aplica´vel a func¸o˜es peso, w(., t), que sa˜o semi cla´ssicas generalizadas
no sentido que Magnus defeniu em [92], i.e. existem polino´mios φ(., t) e ψ(., t)
tais que
φ(x, t)
∂w(x, t)
∂x
= ψ(x, t)w(x, t).
As medidas que aqui vamos estudar, (1.14), na˜o incluem todos os casos de
medidas semi cla´ssicas generalizadas mas por outro lado permitem-nos estudar
outro tipo de medidas que na˜o esta˜o inclu´ıdas nesta classe. De facto, derivando
em ordem a x (1.14)
∂
∂x
w(x, t)
w(x, t)
= −pxp−1t+
∂
∂x
w(x, 0)
w(x, 0)
.
Agora, quando w(x, 0) na˜o e´ semi cla´ssica vemos que este quociente na˜o e´ uma
fracc¸a˜o racional em x, na˜o sendo por isto uma medida semi cla´ssica generali-
zada.
204 IX. MODIFICAC¸O˜ES DA MEDIDA POR MEIO DE EXPONENCIAIS
1.5. Resultado Principal. Neste cap´ıtulo estudamos modificac¸o˜es isos-
pectrais de matrizes de Jacobi por transformac¸o˜es do tipo Freud na medida
espectral. Obtemos para p arbitra´rio em (1.14), as equac¸o˜es do tipo Toda
para os coeficientes da matriz de Jacobi associada. Antes de apresentarmos o
resultado fundamental, vamos introduzir algumas notac¸o˜es.
Para todo o p = −1, 0, 1, . . . , definimos recursivamente
Vp,k,n , k ≤ p , n = 0, 1, . . .
pelo esquema
(p = −1)V−1,k,n = 0
(p = 0)V0,k,n = 1
(p ≥ 1)Vp,k,n =
{
0 k = p∑p−1
m=k(v
2
n−1+mVp−2,m−1,n + b2n+mVp−1,m,n) k < p
 (A)
onde (vn), (bn) sa˜o os elementos da matriz de Jacobi (1.3), e convencionamos
vν = bν = 0 para ν < 0.
Para calcular Vp,k,n procedemos da seguinte forma: comec¸amos por calcular
V−1,k,n,V0,k,n, V1,1,n; definimos a partir destes V1,k,n para k = 0,−1,−2, . . . a
partir da fo´rmula
Vp,k,n = Vp,k+1,n + v2n−1+kVp−2,k−1,n + bn+kVp−1,k,n (1.20)
que resulta de (A); agora, a partir de V0,k,n,V1,k,n,V2,2,n e de (1.20) calculamos
V2,k,n para k = 1, 0,−1,−2, . . . ; e assim sucessivamente.
Como exemplo do me´todo acima descrito veja-se
V1,0,n = bn V1,−1,n = bn + bn−1 V1,−2,n = bn + bn−1 + bn−2 . . .
V2,1,n = v2n V2,0,n = v2n + v2n−1 + b2n V2,−1,n = v2n + v2n−1 + b2n
+v2n−2 + bn−1(bn + bn−1) . . .
V3,2,n = 0 V3,1,n = v2n(bn + bn+1) V3,0,n = bn(v2n + v2n−1 + b2n)
+ v2n(bn + bn+1)
+ v2n−1(bn + bn−1) . . .
Enunciemos agora o resultado fundamental deste cap´ıtulo.
TEOREMA 1.3. Sejam p ∈ N, µ(x, 0) uma medida de probabilidade com
paraˆmetros da matriz de Jacobi associada (vn(0)), (bn(0)) tais que vn(0) > 0,
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=mbn(0) = 0, enta˜o

dvn
dt
= (Vp,0,n − Vp,0,n+1)vn
2
dbn
dt
= Vp+1,1,n−1 − Vp+1,1,n
←→ dµ(x, t) = exp(−x
pt)dµ(x, 0)∫
exp(−xpt)dµ(x, 0) (1.21)
i.e. os coeficientes da matriz de Jacobi satisfazem uma equac¸a˜o tipo Toda, se e
somente se a medida de ortogonalidade se comporta como uma transformac¸a˜o
tipo Freud.
Consideremos agora alguns corola´rios deste teorema. Para p = 1, (1.21)
coincide com as equac¸o˜es de Toda (1.12). Mas quando p = 2, obtemos de (1.21)
um resultado novo
dvn
dt
= (v2n−1 − v2n+1 + b2n − b2n+1)
vn
2
dbn
dt
= v2n−1bn−1 + (v
2
n−1 − v2n)bn − v2nbn+1
←→ dµ(x, t) = exp(−x
2t)dµ(x, 0)∫
exp(−x2t)dµ(x, 0)
que generaliza as equac¸o˜es de Langmuir (1.13), pois no Teorema 1.3 na˜o nos
restringimos a dados iniciais sime´tricos. Para p = 3 e p = 4 o Teorema 1.3
da´-nos
dvn
dt
=
[−v2n+1(2bn+1 + bn+2) + v2n−1(2bn + bn−1)
− (bn+1 − bn)(v2n + b2n+1 + b2n + bn+1bn)
] vn
2
dbn
dt
= v2n(b
2
n+1 + b
2
n + bn+1bn)− v2n−1(b2n + b2n−1 + bnbn−1)
←→ dµ(x, t) = exp(−x
3t)dµ(x, 0)∫
exp(−x3t)dµ(x, 0)
e associado a
dµ(x, t) =
exp(−x4t)dµ(x, 0)∫
exp(−x4t)dµ(x, 0)
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temos
dv2n
dt
=
[
v2n+1(v
2
n+2 + v
2
n+1 + v
2
n + 3b
2
n+1 + b
2
n+2 + 2bn+2bn+1)
− v2n−1(v2n + v2n−1 + v2n−2 + 3b2n + b2n−1 + 2bnbn−1)
+ (bn+1 − bn)(2v2n + b3n+1 + b3n + b2n+1bn + bn+1b2n)
]
v2n
dbn
dt
= v2n
[
v2n+1(bn + 2bn+1 + bn+2) + b
3
n+1 + b
3
n + b
2
n+1bn + bn+1b
2
n
+ 2v2n(bn + bn+1)
]− v2n−1 [+v2n−2(bn−2 + 2bn−1 + bn)
+ 2v2n−1(bn−1 + bn) + b
3
n−1 + b
3
n + b
2
n−1bn + bn−1b
2
n
]
respectivamente. Os casos p ≥ 3 na˜o foram considerados antes. Podemos,
ale´m do mais apresentar a representac¸a˜o de Lax para as equac¸o˜es de Toda
do Teorema 1.3. Usando a notac¸a˜o de (1.8) e (1.9) temos para p = 2:
dn =
vnvn−1
2
, cn =
vn−1
2
(bn + bn−1)
para p = 3: dn =
vnvn−1
2
(bn+1 + bn + bn−1)
cn =
vn−1
2
(b2n + b
2
n−1 + bnbn−1 + v
2
n + v
2
n−1 + v
2
n−2)
e para p = 4:
cn+1 = −vn
2
[
v2n+1(bn+2 + 2bn+1 + bn) + 2v
2
n(bn+1 + bn)
+ v2n−1(bn+1 + bn + bn−1) + b
3
n + b
3
n+1 + b
2
n+1bn + bn+1b
2
n
]
dn+1 = −vnvn+1
2
(v2n+2 + v
2
n+1 + v
2
n + v
2
n−1
+ b2n+2 + b
2
n+1 + b
2
n + bn+2bn+1 + bn+2bn + bnbn+1)
Tendo em considerac¸a˜o que as transformac¸o˜es de Freud (1.14) possuem a pro-
priedade de isomonodromia para algumas medidas iniciais dµ(x, 0) do tipo
semi cla´ssico [92], sera´ interessante combinar nestes casos as equac¸o˜es de Toda
com as deformac¸o˜es isomonodro´micas. Note-se que Magnus na˜o considerou
em [92], nenhum exemplo de transformac¸o˜es de Freud com p > 2.
1.6. Considerac¸o˜es Gerais e Estrutura do Cap´ıtulo. Por forma a
demonstrarmos o Teorema 1.3, vamos ter de resolver um problema espectral
inverso, i.e. para as medidas de ortogonalidade da forma (A) teremos de
determinar os correspondentes coeficientes (vn), (bn) como em (1.2) a partir
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dos determinantes de Hankel,
Hn =
∣∣∣∣∣∣
S0 . . . Sn−1
...
...
Sn−1 . . . S2n−2
∣∣∣∣∣∣ (1.22)
onde (Sn) sa˜o os momentos associados a` medida de ortogonalidade. Como
e´ sabido (cf. [1, 120, 143]), as sucesso˜es de polino´mios ortogonais mo´nicos
(cf. (1.1), pn(x) = κnPn(x))
Pn(x) = x
n + `1,nx
n + · · ·+ `n,n
admitem a representac¸a˜o (I.1.1) em termos dos determinantes de Hankel e isto
da´-nos uma expressa˜o para os coeficientes de Pn
`k,n =
(−1)k
Hn
∣∣∣∣∣∣
S0 . . . Sn−k−1 Sn−k+1 . . . Sn
...
...
...
...
Sn−1 . . . S2n−k−2 S2n−k . . . S2n−1
∣∣∣∣∣∣ . (1.23)
A relac¸a˜o de recorreˆncia a treˆs termos para a sucessa˜o de polino´mios ortogonais
mo´nicos {Pn} vem dada por
xPn = Pn+1 + bnPn + v
2
n−1Pn−1 (1.24)
donde se conclui que v2n =
Hn
Hn+1
Hn+2
Hn+1
bn = `1,n − `1,n+1
, n ∈ N. (1.25)
Desta forma temos a soluc¸a˜o do problema espectral inverso (1.23), dada em
termos dos determinantes de Hankel e seus menores.
Na Secc¸a˜o 2 demonstramos algumas igualdades va´lidas para os menores de
Hankel. No estudo que vamos realizar para o ca´lculo de `1,n e Hn o seguinte
determinante vai jogar um papel fundamental
Lj,n =
∣∣∣∣∣∣∣∣∣∣
S0 S1 . . . Sn
S1 S2 . . . Sn+1
...
...
...
Sn−1 Sn . . . S2n−1
Sn+j Sn+j+1 . . . S2n+j
∣∣∣∣∣∣∣∣∣∣
, , Lj,n = Lj,n
Hn+1
.
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Para estes determinantes vamos mostrar que sa˜o va´lidas as seguintes igual-
dades (cf. Teorema 2.2 da Secc¸a˜o 2)
p∑
k=0
`k,n+kLp−k,n+k = 0
p∑
k=0
`k,n+pLp−k,n = 0
p∑
k=0
`k,n+νLp−k,n = Vp,ν,n

(1.26)
Na Secc¸a˜o 2, consideramos tambe´m outros menores de Hankel (cf. Teorema 2.1
da Secc¸a˜o 2) como sa˜o
Ikj,n =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
S0 . . . Sn
...
...
Sn−(k+1) . . . S2n−(k+1)
Sn−(k−1) . . . S2n−(k−1)
...
...
Sn . . . S2n
Sn−k+j . . . S2n−k+j
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
, Jkj,n =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
S0 . . . Sn
...
...
Sn−(k+1) . . . S2n−(k+1)
Sn−(k−1) . . . S2n−(k−1)
...
...
Sn−1 . . . S2n−1
Sn+1 . . . S2n+1
Sn−k+j . . . S2n−k+j
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
Tendo em atenc¸a˜o que os determinantes de Hankel teˆm uma importaˆncia in-
tr´ınseca, pode concluir-se que as identidades do tipo (1.26) podem ter interesse
independentemente do estudo das equac¸o˜es de Toda ou das transformac¸o˜es de
Freud.
Na Secc¸a˜o 3 relacionamos os determinantes `1,n e Hn com os acima expos-
tos quando a medida vem alterada por uma transformac¸a˜o tipo Freud (1.14).
Para tal vamos necessitar saber como se comportam os momentos por estas
transformac¸o˜es. A partir de (1.14) vemos que
dSk(t)
dt
= −Sk+p(t) + Sp(t)Sk(t) , k = 0, 1, . . . (1.27)
Para p = 2, esta equac¸a˜o foi obtida pela primeira vez por Kac e Moerbeke [75]
(para mais detalhes consultar [9]).
Como derivando formalmente (1.25) obtemos
dvn
dt
=
[(
H˙n+2
Hn+2
− H˙n+1
Hn+1
)
−
(
H˙n+1
Hn+1
− H˙n
Hn
)]
vn
2
dbn
dt
= − ˙`1,n+1 + ˙`1,n
(1.28)
2. IDENTIDADES PARA OS MENORES DE HANKEL 209
necessitamos conhecer H˙n/Hn e ˙`1,n. Para tal basta tomar derivadas nos de-
terminantes de Hankel e em `1,n, i.e. (1.22) e (1.23), respectivamente, tendo em
considerac¸a˜o a lei (1.27). Depois usamos as identidades deduzidas na Secc¸a˜o 2
obtemos H˙n/Hn (cf. Teorema 3.1) e ˙`1,n (cf Teorema 3.2). Finalmente, o Teo-
rema 1.3 e´ um corola´rio imediato dos Teoremas 3.1 e 3.2.
Como conclusa˜o, queremos deixar claro que estes resultados teˆm um cara´cter
formal. O nosso objectivo foi somente o de obter as equac¸o˜es (1.21). Sera´ in-
teressante realizar um estudo conducente ao comportamento assimpto´tico das
soluc¸o˜es da equac¸a˜o (1.21). Nesse caso ter´ıamos um me´todo alternativo ao es-
tudo realizado em [88, 89, 92, 115, 128] do comportamento assimpto´tico dos
coeficientes da relac¸a˜o de recorreˆncia a treˆs termos dos polino´mios ortogonais
associados a medidas do tipo Freud.
2. Identidades para os Menores de Hankel
Nesta secc¸a˜o damos va´rias identidades para os menores de Hankel (1.22).
Estas sera˜o de grande utilidade no que se segue.
Como dissemos na Introduc¸a˜o, vamos considerar treˆs tipos de menores de
Hankel. O primeiro e´ Lj,n, que se obtem de Hn+1 substituindo na u´ltima linha
de Hn+1 os ı´ndices m por m+ j, m = n, n+ 1, . . . , 2n
Lj,n =
∣∣∣∣∣∣∣∣∣∣
S0 S1 . . . Sn
S1 S2 . . . Sn+1
...
...
...
Sn−1 Sn . . . S2n−1
Sn+j Sn+j+1 . . . S2n+j
∣∣∣∣∣∣∣∣∣∣
, n, j = 0, 1, . . . (2.1)
Note-se que L0,n = Hn+1. O segundo, que denotaremos por I
k
j,n e´ obtido
de Hn+1 transferindo a linha n − j + 1 para a u´ltima linha do determinante
avanc¸ando os ı´ndices j unidades
Ikj,n =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
S0 . . . Sn
...
...
Sn−(k+1) . . . S2n−(k+1)
Sn−(k−1) . . . S2n−(k−1)
...
...
Sn . . . S2n
Sn−k+j . . . S2n−k+j
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
, n, j = 0, 1, . . . , k = 0, 1, . . . , n− 1 (2.2)
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Assim, I0j,n = Lj,n. O terceiro determinante, que denotaremos por J
k
j,n obtem-
se deHn+1 avanc¸ando primeiro uma unidade os ı´ndices dos elementos da u´ltima
linha do determinante e efectuando de seguida uma modificac¸a˜o do tipo real-
izada para obter Ikj,n
Jkj,n =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
S0 . . . Sn
...
...
Sn−(k+1) . . . S2n−(k+1)
Sn−(k−1) . . . S2n−(k−1)
...
...
Sn−1 . . . S2n−1
Sn+1 . . . S2n+1
Sn−k+j . . . S2n−k+j
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
, n, j = 0, 1, . . . , k = 0, 1, . . . , n− 1(2.3)
Para simplificar a notac¸a˜o definimos:
Lj,n = Lj,n
Hn+1
, Ikj,n =
Ikj,n
Hn+1
, J kj,n =
Jkj,n
Hn+1
. (2.4)
Veremos que neste processo, os menores de Hankel, que representam os coefi-
cientes dos polino´mios ortogonais tera˜o um papel importante (cf. (1.23)).
Apresentamos agora fo´rmulas de recorreˆncia que relacionam estas quanti-
dades:
TEOREMA 2.1. Para j = 1, 2, . . . , e k = 0, 1, . . . , j − 1 temos
Ikj,n = −Ik+1j,n+1 + (−1)k+1I0j−(k+1),n+1`k+1,n+1 (2.5)
J kj,n = J k+1j,n+1 + (−1)k+1J 1j−k,n+1`k+1,n+1 (2.6)
onde Ikj,n, J kj,n e `k,n veˆm dados por (2.2), (2.3) e (1.23), respectivamente.
DEMONSTRAC¸A˜O. Para demonstrarmos que se tem (2.5), comec¸amos
por considerar Ikj,n e constru´ımos a partir dele dois determinantes mais por
adic¸a˜o de uma linha e uma coluna devidamente escolhida. Obtemos assim,
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por um lado
Lj−(k+1),n+1 =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
S0 . . . Sn Sn+1
...
...
...
Sn−(k+1) . . . S2n−(k+1) S2n−(k+1)
Sn−k . . . S2n−k S2n−k+1
Sn−(k−1) . . . S2n−(k−1) S2n−(k−1)
...
...
...
Sn−1 . . . S2n−1 S2n
Sn . . . S2n S2n+1
Sn−k+j . . . S2n−k+j S2n−k+j+1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
e por outro
Ik+1j,n+1 =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
S0 . . . Sn Sn+1
...
...
...
Sn−(k+1) . . . S2n−(k+1) S2n−k
Sn−(k−1) . . . S2n−(k−1) S2n−k+2
...
...
...
Sn−1 . . . S2n−1 S2n
Sn+1 . . . S2n+1 S2n+2
Sn−k+j . . . S2n−k+j S2n−k+j+1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
Note-se que os complementos alge´bricos correspondentes a` linha n− k + 1 do
determinante Lj−(k+1),n+1, i.e. (Sn−k, . . . , S2n−k+1) coincide (a menos de sinais)
com os complementos alge´bricos correspondentes a` linha n+1 do determinante
Ik+1j,n+1.
Denotando estes complementos alge´bricos por (Aν)
n+1
ν=0 e tendo em atenc¸a˜o
que An+1 = −Ikj,n obtemos{
Sn−kA0 + . . .+ S2n−kAn + S2n−k+1(−Ikj,n) = Ik+1j,n+1
Sn+1A0 + . . .+ S2n+1An + S2n+2(−Ikj,n) = (−1)kLj−(k+1),n+1 (2.7)
Por outro lado, podemos escrever mais n− 1 igualdades,
S0A0 + . . .+ SnAn + Sn+1(−Ikj,n) = 0
...
Sn−k−1A0 + . . .+ S2n−k−1An + S2n−k(−Ikj,n) = 0
Sn−k+1A0 + . . .+ S2n−k+1An + S2n−k+2(−Ikj,n) = 0
...
SnA0 + . . .+ S2nAn + S2n+1(−Ikj,n) = 0
(2.8)
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De (2.7) e (2.8) obtemos o seguinte sistema de equac¸o˜es
S0 . . . Sn+1
...
...
Sn−(k+1) . . . S2n−k
Sn−k . . . S2n−k+1
Sn−(k−1) . . . S2n−k+2
...
...
Sn . . . S2n+1
Sn+1 . . . S2n+2


A0
...
Al
...
An
−Ikj,n

=

0
...
0
(−1)kLj−(k+1),n+1
0
...
0
Ik+1j,n+1

Resolvendo-o a respeito de −Ikj,n e usando a representac¸a˜o dos coeficientes da
sucessa˜o de polino´mios ortogonais mo´nicos (1.23) vemos que
−Ikj,n =
Ik+1j,n+1Hn+1 + (−1)kLj−(k+1),n+1`k+1,n+1Hn+1
Hn+2
que por (2.2) e (2.4), nos da´ (2.5).
Da mesma forma, provamos (2.6). Comec¸amos por considerar dois deter-
minantes Ik+1j,n+1 e I
1
j−k,n+1. A partir da decomposic¸a˜o do determinante I
1
j−k,n+1
nos complementos alge´bricos associados a` linha (Sn−k, . . . , S2n−k+1) e dos com-
plementos alge´bricos associados a` linha (Sn, . . . , S2n+1) de I
k+1
j,n+1 obtemos
S0 . . . Sn+1
...
...
Sn−(k+1) . . . S2n−k
Sn−k . . . S2n−k+1
Sn−(k−1) . . . S2n−k+2
...
...
Sn−1 . . . S2n
Sn . . . S2n+1
Sn+1 . . . S2n+2


A0
...
Al
...
An−1
An
Jkj,n

=

0
...
0
(−1)kI1j−k,n+1
0
...
0
Ik+1j,n+1
0

Donde se conclui que
Jkj,n =
Ik+1j,n+1`1,n+1Hn+1 + (−1)kI1j−k,n+1`k+1,n+1Hn+1
Hn+2
que facilmente nos da´ (2.6). 
Determinemos uma representac¸a˜o para Vp,k,n.
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TEOREMA 2.2. Para p = 1, 2, . . . e k = 0, 1, . . . , p temos
p∑
k=0
`k,n+kLp−k,n+k = 0 (2.9)
p∑
k=0
`k,n+pLp−k,n = 0 (2.10)
p∑
k=0
`k,n+νLp−k,n = Vp,ν,n (2.11)
onde Lp,n e `k,n veˆm dados por (2.1), (2.4) e (1.23), respectivamente, e Vp,k,n
esta´ definida por (A).
DEMONSTRAC¸A˜O. De (2.5) obtemos (2.9). De facto, tendo em atenc¸a˜o
que I0p,n = Lp,n tomando n+ν em vez de n nos ı´ndices, a identidade (2.5) toma
a forma
−Iνp,n+ν = Iν+1p,n+ν+1 + (−1)νLp−(ν+1),n+ν+1`1,n+1 . (2.12)
Tomando agora ν = 0 em (2.12)
−Lp,n = I1p,n+1 + Lp−1,n+1`1,n+1
e aplicando sucessivamente (2.12) obtemos
−Lp,n = (−1)kIk+1p,n+k+1 +
k∑
ν=0
Lp−(ν+1),n+ν+1`ν+1,n+ν+1.
Para k = p− 1, a u´tima igualdade da´-nos (2.9) pois Ipp,n = 0 e `0,n = 1.
A segunda igualdade e´ um corola´rio da fo´rmula de Szego˝ para os polino´mios
ortogonais (cf. (I.1.1)). Por definic¸a˜o
Lp,n =
∫
xn+pPn(x)dµ(x).
Substituindo
xn+p = Pn+p −
{
`1,n+px
n+p−1 + . . .+ `p,n+pxn + . . .
}
no u´ltimo integral obtemos, usando a ortogonalidade (1.1),
Lp,n = −
p∑
ν=1
`ν,n+p
∫
xn+p−νPn(x)dµ(x) = −
p∑
ν=1
`ν,n+pLp−ν,n
que nos da´ (2.10) directamente.
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Temos somente que provar a u´ltima identidade. Para tal, consideremos (2.10)
p∑
ν=0
`p−ν,n+kLν,n = Lp,n +
p−1∑
ν=0
`p−ν,n+kLν,n =
p−1∑
ν=0
(`p−ν,n+k − `p−ν,n+p)Lν,n
e adicionando algebricamente termos interme´dios, e usando (I.2.7) com a con-
venc¸a˜o `−1,n = 0, obtemos
p∑
ν=0
`p−ν,n+kLν,n
=
p−k−1∑
k1=0
p−1∑
ν=0
(`p−ν,n+k+k1 − `p−ν,n+k+k1+1)Lν,n
=
p−k−1∑
k1=0
(v2n+k+k1−1
p−1∑
ν=0
`p−ν−2,n−1+k+k1 + bn+k+k1
p−1∑
ν=0
`p−ν−1,n+k+k1)Lν,n .
Tomando m = k + k1, vemos que
p∑
ν=0
`p−ν,n+kLν,n
=
p−1∑
k=m
(v2n−1+m
p−2∑
ν=0
`p−ν−2,n−1+m + bn+m
p−1∑
ν=0
`p−ν−1,n+m)Lν,n (2.13)
Daqui se conclui que (2.11) e (2.13) coincidem com a definic¸a˜o de Vp,k,n dada
no esquema (A). 
3. Deformac¸o˜es Isospectrais
Nesta secc¸a˜o estuda´mos o comportamento dos momentos, determinantes
de Hankel e relac¸a˜o de recorreˆncia a treˆs termos associados a` sucessa˜o de po-
lino´mios mo´nicos ortogonais relativamente a uma transformac¸a˜o de Freud da
medida de ortogonalidade (1.14).
Vejamos como se comportam os momentos. Tomando derivadas em
Sk(t) =
∫
xkdµ(x, t) =
∫
xk exp(−xpt)dµ(x, 0)∫
exp(−xpt)dµ(x, 0)
enta˜o
dSk(t)
dt
= −
∫
xk+p exp(−xpt)dµ(x, 0)∫
exp(−xpt)dµ(x, 0)
+
∫
xp exp(−xpt)dµ(x, 0) ∫ xk+p exp(−xpt)dµ(x, 0)
(
∫
exp(−xpt)dµ(x, 0))2
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e portanto
dSk(t)
dt
= −Sk+p + SpSk , k = 0, 1, . . . (3.1)
A partir daqui podemos continuar o nosso estudo com os determinantes de
Hankel, e coeficientes dos polino´mios ortogonais.
TEOREMA 3.1. Se as medidas de ortogonalidade evoluem segundo a
transformac¸a˜o de Freud (1.14), enta˜o o comportamento dos determinantes de
Hankel e´ descrito por:
H˙n+1
Hn+1
= −(n+ 1)Sp +
p−1∑
j=0
j∑
i=0
`i,n−j+iLp−i,n−j+k (3.2)
H˙n+1
Hn+1
− H˙n
Hn
= −Sp +
p∑
k=0
`k,nLp−k,n (3.3)
onde `k,n sa˜o os coeficientes da sucessa˜o de polino´mios ortogonais mo´nicos
associada aos pesos de Freud e Lk,n esta˜o definidos por (2.1) e (2.4).
De (3.3) e usando (2.11) obtemos:
COROLA´RIO IX.1. Nas condic¸o˜es do Teorema 3.1 temos
H˙n+1
Hn+1
− H˙n
Hn
= −Sp + Vp,0,n (3.4)
onde Vp, k, n esta´ definido por (A).
Como consequeˆncia obtemos de (3.4) e tendo em atenc¸a˜o (1.28) a equac¸a˜o
diferencial para vn no Teorema 1.3, a seguinte relac¸a˜o
dvn
dt
= (Vp,0,n − Vp,0,n+1)vn
2
.
Demonstrac¸a˜o do Teorema. Usando a expressa˜o (3.1) para as derivadas
de Sn(t), podemos derivar o determinante de Hankel. Como consequeˆncia
temos,
−H˙n+1 = −(n+ 1)SpHn+1 +
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
S0 . . . Sn
...
...
Sn−p . . . S2n−p
Sn+1 . . . S2n+1
Sn−p+2 . . . S2n−p+2
...
...
Sn . . . S2n
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
+ . . .
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+
∣∣∣∣∣∣∣∣∣∣
S0 . . . Sn
...
...
Sn−2 . . . S2n−2
Sn+p−1 . . . S2n+p−1
Sn . . . S2n
∣∣∣∣∣∣∣∣∣∣
+
∣∣∣∣∣∣∣∣∣∣
S0 . . . Sn
...
...
Sn−2 . . . S2n−2
Sn−1 . . . S2n−1
Sn+p . . . S2n+p
∣∣∣∣∣∣∣∣∣∣
= −(n+ 1)SpHn+1 +
p∑
j=0
(−1)jIjp,n
portanto
−H˙n+1
Hn+1
= −(n+ 1)Sp +
p∑
j=0
(−1)jIjp,n (3.5)
De (2.5) sai que
Ijp,n = (−1)j
j∑
k=0
`k,n−j+kI0p−k,n−j+k = (−1)j
j∑
k=0
`k,n−j+kLp−k,n−j+k
logo (3.5) toma a forma
H˙n+1
Hn+1
= (n+ 1)Sp −
p−1∑
j=0
j∑
k=0
`k,n−j+kLp−k,n−j+k
o que nos leva a (3.2).
De forma a provarmos (3.3), factorizamos a u´ltima expressa˜o nas varia´veis
Lν,n e obtemos sucessivamente
H˙n+1
Hn+1
= (n+ 1)Sp −
p∑
j1=1
`p,n+j1 −
p−1∑
j2=1
`p−1,n+j2L1,n+j2 · · · −
p−ν+1∑
jν=1
. . .
− `1,n+1Lp−1,n+1
= (n+ 1)Sp −
p∑
ν=1
p−ν+1∑
jν=1
`p−ν+1,n+jνLν−1,n+jν
e subtraindo
H˙n+1
Hn+1
− H˙n
Hn
= Sp −
p∑
ν=1
`p−ν+1,n+p−ν+1Lν−1,n+p−ν+1 +
p∑
ν=1
`p−ν+1,nLν−1,n
= Sp −
p∑
k=1
`k,n+kLp−k,n+k −
p∑
k=1
`k,nLp−k,n .
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Tendo em atenc¸a˜o (2.9) obtemos
H˙n+1
Hn+1
− H˙n
Hn
= Sp − Lp,n+1 −
p∑
k=1
`k,nLp−k,n
= Sp −
p∑
k=0
`k,nLp−k,n
e daqui sai (3.3). 
Passemos agora ao estudo do comportamento de `1,n.
TEOREMA 3.2. Se a medida de ortogonalidade dµ(x, t) e´ uma trans-
formac¸a˜o tipo Freud (1.14), enta˜o `1,n verifica
˙`
1,n =
p+1∑
ν=0
`p−ν+1,nLν,n−1 (3.6)
onde `k,n sa˜o os coeficientes dos polino´mios ortogonais e Lk,n esta˜o definidos
por (2.1) e (2.4).
De (3.6), e tomando em considerac¸a˜o (1.26) obtemos o seguinte resultado.
COROLA´RIO IX.2. Nas condic¸o˜es do Teorema 3.2 temos
˙`
1,n = Vp+1,1,n−1. (3.7)
Como consequeˆncia obtemos de (3.7) e de (1.28) a equac¸a˜o para bn apre-
sentada em Teorema 1.3, i.e.
dbn
dt
= Vp+1,1,n−1 − Vp+1,1,n.
Demonstrac¸a˜o do Teorema. Sabemos de (1.23) que a expressa˜o para
`1,n vem dada por
−`1,nHn =
∣∣∣∣∣∣∣∣
S0 S1 . . . Sn−1
...
...
...
Sn−2 Sn−1 . . . S2n−2
Sn Sn+1 . . . S2n−1
∣∣∣∣∣∣∣∣ = L1,n−1 (3.8)
que derivada formalmente nos da´
˙`
1,n =
H˙n
Hn
`1,n +
L˙1,n−1
Hn
.
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Vemos assim que necessitamos conhecer as derivadas dos determinantes L1,n−1.
A partir de (3.1) vemos
L˙1,n−1 = (n+ 1)Sp
∣∣∣∣∣∣∣∣
S0 . . . Sn−1
...
...
Sn−2 . . . S2n−3
Sn . . . S2n−1
∣∣∣∣∣∣∣∣−
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
S0 . . . Sn−1
...
...
Sn−2−p . . . S2n−3−p
Sn−1 . . . S2n−2
Sn−p . . . S2n−p
...
...
Sn−2 . . . S2n−3
Sn . . . S2n−1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
+ . . .
−
∣∣∣∣∣∣∣∣∣∣
S0 . . . Sn−1
...
...
Sn−3 . . . S2n−4
Sn+p−2 . . . S2n+p−3
Sn . . . S2n−1
∣∣∣∣∣∣∣∣∣∣
−
∣∣∣∣∣∣∣∣
S0 . . . Sn−1
...
...
Sn−2 . . . S2n−3
Sn+p . . . S2n+p−1
∣∣∣∣∣∣∣∣
Donde, com a notac¸a˜o (2.3), obtemos
˙`
1,n =
H˙n
Hn
`1,n − (n+ 1)Sp`1,n − `p+1,n +
p−2∑
ν=1
(−1)νJ νp,n−1.
Tomando em considerac¸a˜o a expressa˜o para H˙n/Hn apresentada no teorema
anterior e de (3.5) vemos que
˙`
1,n = −`1,n
p−1∑
j=0
(−1)jIjp,n−1 − `p+1,n −
p−1∑
ν=0
(−1)νJ jp,n−1 − Lp+1,n−1. (3.9)
Agora de (2.6) e usando duas vezes (2.5) obtemos
J νp,n−1 = (−Iνp,n−1 + (−1)ν+1I0p−(ν+1),n`ν+1,n)`1,n
+ (−1)ν+1`ν+1,n(−I0p−ν,n−1 − I0p−(ν+1),n`1,n)
= −Iνp,n−1`1,n − (−1)ν+1`ν+1,n(−I0p−ν,n−1 .
Substituindo esta expressa˜o em (3.9) e simplificando o resultado obtido temos
− ˙`1,n = −`1,n
p−1∑
ν=0
(−1)νIνp,n−1 − `p+1,n − Lp+1,n−1
+
p−1∑
ν=0
(−1)ν(Iνp,n−1`1,n + (−1)ν+1`ν+1,nI0p−ν,n−1)
= (−1)p`1,nIp−1p,n − `1,nI0p,n−1 −
p−2∑
ν=1
`ν+1,nI0p−ν,n−1 − Lp+1,n−1
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De (2.5) e (3.8) esta expressa˜o toma a forma
˙`
1,n = `p,nL1,n−1 + `1,nLp,n−1 + `p+1,nL0,n−1
+
p−2∑
ν=1
`ν+1,nLp−ν,n−1 + `0,nLp+1,n−1
que coincide com (3.6). 
Obtemos o Teorema 1.3 a partir dos corola´rios dos Teoremas 3.1 e 3.2.
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