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an69 STB-43–STB-48 available in bound format
Patricia Branton, Stata Corporation, stata@stata.com
The eighth year of the Stata Technical Bulletin (issues 43–48) has been reprinted in a bound book called The Stata Technical
Bulletin Reprints, Volume 8. The volume of reprints is available from StataCorp for $25, plus shipping. Authors of inserts in
STB-43–STB-48 will automatically receive the book at no charge and need not order.
This book of reprints includes everything that appeared in issues 43–48 of the STB. As a consequence, you do not need
to purchase the reprints if you saved your STBs. However, many subscribers ﬁnd the reprints useful since they are bound in a
convenient volume. Our primary reason for reprinting the STB, though, is to make it easier and cheaper for new users to obtain
back issues. For those not purchasing the Reprints, note that zz9 in this issue provides a cumulative index for the eighth year
of the original STBs.
dm45.1 Changing string variables to numeric: update














































g was published in STB-37. Please see Cox and Gould (1997) for a full explanation and discussion. It is here
translated into the idioms of Stata 6.0. The main substantive change is that because value labels may now be as long as 80









0, may be encoded to numeric variables with string labels.
Reference
Cox, N. J. and W. Gould. 1997. dm45: Changing string variables to numeric. Stata Technical Bulletin 37: 4–6. Reprinted in Stata Technical Bulletin
Reprints, vol. 7, pp. 34–37.
dm65 A program for saving a model ﬁt as a dataset








t is designed to save a model ﬁt in a data set, either in memory, or on disk, or both. It was inspired








e. It takes, as input, the parameter estimates of the most recently ﬁtted model, and their covariance
matrix. It creates, as output, a new dataset, with one observation per parameter, and variables corresponding to equation names
(if present), parameter names, estimates, standard errors,
z or
t test statistics,
p-values and conﬁdence limits. This output dataset













h to produce conﬁdence interval plots. It is also possible to sort the output dataset
by







































































) speciﬁes the degrees of freedom for
t-distribution-based conﬁdence limits. If
d
o
f is zero, then conﬁdence limits are
calculated using the standard normal distribution. If
d
o






l indicates that a variable named label is to be generated in the new dataset, containing the variable labels of variables








































































e is speciﬁed, and a ﬁle of name ﬁlename already
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p-values, and conﬁdence limits, respectively. The
p-values test the hypothesis that the

























and denoting manufacturer. (See [U] 26.10 Obtaining robust variance estimates for an example of the use of this variable.)
We want to derive conﬁdence intervals for the average fuel efﬁciency (in miles per gallon) for each manufacturer, using a
homoscedastic regression model. (Some manufacturers are represented by only one model in the dataset, so their speciﬁc variances
cannot be estimated.) We then want to plot the conﬁdence intervals by manufacturer.


























































































































































































































































































































































































































































































































































We then carry out a regression analysis of
m
p









































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 1. Conﬁdence interval plot for mean fuel efﬁciencies by manufacturer.
Acknowledgments
I would like to thank Nick Cox of Durham University, UK, Jonah B. Gelbach at the University of Maryland at College
Park, and Phil Ryan at the Department of Public Health, University of Adelaide, Australia for giving many helpful suggestions
for improvements on previous versions posted to Statalist.
Reference
Wright, S. P. 1992. Adjusted
p-values for simultaneous inference. Biometrics 48: 1005–1013.6 Stata Technical Bulletin STB-49
dm66 Recoding variables using grouped values
David Clayton, MRC Biostatistical Research Unit, Cambridge, david.clayton@mrc-bsu.cam.ac.uk
Michael Hills (retired), mhills@regress.demon.co.uk




n which creates a new categorical variable from a metric variable. The categorical
variable is coded with either the left-hand ends of the grouping intervals speciﬁed, or the integer codes 0, 1, 2, etc. The integer
codes can be labeled with the left-hand ends of the intervals. If no intervals are speciﬁed, the command creates
k groups for
































































) supplies the breaks for the groups, in ascending order. The list of break points may be simply a list of







c in steps of size
b. If no breaks






































l requests that the integer coded values of the grouped variable be labeled with the left-hand ends of the grouping intervals.




















































































































































































































































































































































































l will label the integer coded values of the grouped variable
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e to calculate the quantiles,
and then to use these together with the extreme values of the variable being cut, as breaks. The result is groups of approximately
equal frequency with the additional property that duplicate observations must all lie in the same group.
Discussion



























































































































































































) is also a
candidate, but now the grouped categorical variable is coded with the right-hand ends. In spite of overlap with these existing
commands, it seems to us that there is room for a new one which combines all the common requirements when categorizing a
metric variable in a simple way.
dm67 Numbers of missing and present values
































































g lists the number of missing values in each variable in varlist. Missing means
. for numeric variables and the
empty string
"














) speciﬁes that only numbers at least # should be listed. The default is one.
Remarks
Suppose you want a concise report on the numbers of missing values in a large dataset. You are interested in string variables









e is biased towards numeric variables
















k comes nearer, in that strings are treated as strings and not as








g is an attempt to ﬁll this gap. When called with no arguments it reports on the whole dataset, including both







































n (Goldstein 1996a, 1996b) may also be useful in this connection. It reports, as the
name implies, on the pattern of missing data for one or more variables.8 Stata Technical Bulletin STB-49
Examples












































Goldstein, R. 1996a. sed10: Patterns of missing data. Stata Technical Bulletin 32: 12–13. Reprinted in Stata Technical Bulletin Reprints, vol. 6, p. 115.
——. 1996b. sed10.1: Update to pattern. Stata Technical Bulletin 33: 2. Reprinted in Stata Technical Bulletin Reprints, vol. 6, pp. 115–116.
gr34.2 Drawing Venn diagrams
Jens M. Lauritsen, County of Fyn, Denmark, jm.lauritsen@dadlnet.dk
The Venn diagram routine has been updated to allow more than 32,767 observations. An error in the previous version found
by Steven Stillman has been corrected. The error made the contents of a generated variable faulty, in particular with missing
data. The counts in the actual Venn Diagram Graph have been correct in previous versions.
References
Lauritsen, J. M. 1999a. gr34: Drawing Venn diagrams. Stata Technical Bulletin 47: 3–8.
——. 1999b. gr34.1: Drawing Venn diagrams. Stata Technical Bulletin 48: 2.
gr36 An extension of for, useful for graphics commands
Jeroen Weesie, Utrecht University, Netherlands, J.Weesie@fss.uu.nl
Arguably, one of the most useful and powerful features of Stata is the
f
o
r command that allows the simple programming




somewhat inconvenient; rather than inspecting the graphs one at a time, I want to look at a single combined plot to facilitate























































































































h works with other graphics commands as well. To obtain a plot for kernel density estimates of these variables

















































































Figure 2. Four kernel density estimates.








y in each plot. This looks rather ugly. Also the labels are














































































































































































e to specify the width between the subplots in the combined plot, the title







































































h demonstrates how it can be used to prepare graphs separately for subgroups of the data.






y plots with the
b
y option is particularly attractive. Also, some of Stata’s graphics commands
do not support the
b
































































































































































































































































































































































When I decided to write a special version of
f
o

















h. The reason is, simply, that I am somewhat scared by the
proliferation of variants of standard Stata commands that add relatively minor functionality, or package combinations of standard
Stata commands. When StataCorp publishes an updated version of the standard command, the variant becomes outdated. Clearly,
I would much welcome that StataCorp would include my graphics extension in
f
o
r in a future release. But, maybe it is more
important that StataCorp works at modifying the Stata system to support object-oriented programming so that a user command
can inherit all properties of parent commands. This, I realize, would not be a trivial piece of work for StataCorp, but it will
make Stata easier to maintain in the long run.
gr37 Cumulative distribution function plots
David Clayton, MRC Biostatistical Research Unit, Cambridge, david.clayton@mrc-bsu.cam.ac.uk
Michael Hills (retired), mhills@regress.demon.co.uk
A plot of the empirical cumulative distribution function of a variable is a convenient way of looking at the empirical





l is rather primitive, and a new commandStata Technical Bulletin 11
c
d
f is offered as an alternative. With
c
d
f, distributions can be compared within subgroups deﬁned by a second variable, and























































































l options are used together. It ﬁts normal curves with different means but the same
standard deviations, demonstrating the ﬁt of the Gaussian location shift model.
graph options are allowed. Default labeling is supplied when graph options are absent, but the
x-axis label may be supplied in
the
b
2 graphics option and the
y-axis may be labeled using the
l











causes log normal distributions to be ﬁtted.
Examples
The data refer to numbers of t4 cells in blood samples from 20 patients in remission from Hodgkin’s disease and 20 patients
in remission from disseminated malignancies. They are taken from Practical Statistics for Medical Research by Altman (see
Shapiro et al. 1986). The two variables are
t
4 for the count and
g
r






























































































































































































Figure 2. cdf for logarithm of t4 cell counts Figure 3. Figure 2 with Gaussian cdfs superimposed
Reference
Shapiro et al. 1986. Practical Statistics for Medical Research. American Journal of Medical Science 293: 366–370.
sbe27 Assessing confounding effects in epidemiological studies
Zhiqiang Wang, Menzies School of Health Research, Darwin, Australia, wang@menzies.su.edu.au
In epidemiological studies, investigators sometimes lack prior knowledge about whether a covariate is a confounder and
thus employ a strategy that uses the data to help them decide whether to adjust for a variable (Maldonado and Greenland 1993).
With the change-in-estimate approach, a variable is selected for control only if its control seems to make a substantial difference
in the exposure effect estimates. Depending on the study design and characteristics of the data, we may use logistic regressions,
Poisson regressions, or Cox proportional hazard models to estimate the effect of exposure and to adjust for confounding. The








which calculates and graphs adjusted effect measures such as OR, RR and HR and their conﬁdence intervals. It also calculates
change-in-estimates after adding a potential confounder into the model with the forward selection approach or deleting a potential








f uses either a forward selection or backward deletion method. The forward selection method starts from the crude







f adds the confounders for adjustment one-by-one in a stepwise
fashion, at each step adding the covariate with the largest change-in-estimate. The backward deletion method starts with the







f deletes the confounders from adjustment one-by-one in a stepwise








p-values from the Wald type


































































; backward deletion method







f provides crude, all
adjusted effect estimates and change-in-estimates, which allows investigators to chose an appropriate cut-point for their own
studies. Maldonado and Greenland (1993) suggested that the change-in-estimate method performed best when the cut-point for
deciding whether adjusted and unadjusted estimates differ by an important amount was set to a low value (10%). A higher than
conventional
￿ level should be considered when we use the signiﬁcance-test-of-the-change (0.20). Our decision about importance
could also be inﬂuenced by the method (forward or backward) we choose, as shown by the example given below. A more



































































































￿Stata Technical Bulletin 13
where yvar is a binary outcome variable for logistic or Poisson regression, or a survival time variable for the Cox proportional















































) speciﬁes a variable that reﬂects the amount of exposure over which the yvar events were observed for each
































































We use a dataset (included on the accompanying diskette) providing information on association between albuminuria and
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Figure 1. The result of using forward selection.
Note that the rate ratios in the above output and ﬁgure from a forward selection method are rate ratios adjusted for the













important confounder that is the ﬁrst to be adjusted for. Adding age into the model makes a substantial change (39.3%) in the
rate ratio estimate. After the age confounding effect has been adjusted for, the rate ratio only changes slightly by adjusting for
other variables. If we take 10% as a cut-point of importance, we need to adjust for age, weight and smoking. The adjusted rate
ratio is 1.94 with a 95% conﬁdence interval of (1.15, 3.25). If we take 20% as the cut-point of importance, we need only adjust
for age. The adjusted rate ratio is 1.98 with 95% conﬁdence interval (1.21, 3.23).
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Figure 2. The result of using backward deletion.


















x ﬁrst because deleting it makes the least change-in-estimate (0.9%). The most important confounder
(age) in terms of change in estimate is the last covariate to be deleted. If we take 10% as a cut-point of importance, we need
adjust for age and smoking. The adjusted rate ratio is 1.78 with 95% conﬁdence interval (1.08, 2.93), while if we take 20% as a
cut-point of importance, we need only adjust for age. The adjusted rate ratio is 1.98 with a 95% conﬁdence interval (1.21, 3.23).
Acknowledgment







t and Jean Bouyer for useful suggestions.
References
Maldonado, G. and S. Greenland. 1993. Simulation study of confounder-selection strategies. American Journal of Epidemiology 138: 923–936.
Rothman, K. J. and S. Greenland. 1998. Modern Epidemiology. Philadelphia: Lippincott–Raven.
sbe28 Meta-analysis of p-values
Aurelio Tobias, Statistical Consultant, Madrid, Spain, bledatobias@ctv.es
Fisher’s work on combining of
p-values (Fisher 1932) has been suggested as the origin of meta-analysis (Jones 1995).
However, combination of
p-values presents serious disadvantages, relative to combining estimates. For example, when
p-values
are testing different null hypotheses, they do not consider the direction of the association combining opposing effects, they
cannot quantify the magnitude of the association, nor study heterogeneity between studies. Combination of
p-values may be the
only available option if nonparametric analyses of individual studies have been performed or if little information apart from the
p-value is available about the result of a particular study (Jones 1995).
Fisher’s method

















j are the one-tailed
p-values for each study, and





k degrees of freedom. This method is not suggested to combine a large number of studies because it tends to reject the null
hypothesis routinely (Rosenthal 1984). It also tends to have problems combining studies that are statistically signiﬁcant, but in
opposite directions (Rosenthal 1980).
Edgington’s methods

















!16 Stata Technical Bulletin STB-49
The results obtained are similar to Fisher’s method, but it is also restricted for a small number of studies. This method presents
problems when the sum of probabilities is higher than one; in this situation the combined probability tends to be conservative
(Rosenthal 1980).





























p works on a dataset containing the
























p-values using Edgington’s methods. Here, two alternatives are available; specifying
a means that the additive
method based on the sum of probabilities is used, while
n speciﬁes that the normal curve method based on the contrast of
the
p-value average is used. By default, Fisher’s method is used.
Example
We consider data from seven placebo-controlled studies on the effect of aspirin in preventing death after myocardial
infarction. Fleiss (1993) published an overview of these data. Let us assume that each study included in the meta-analysis is












0. If the estimate of the log odds ratio and its
standard error is available, then one-tailed















































































































































































































































































In this situation, all methods to combine
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= 0.036) models, respectively. However, the combination of
p-values presents the serious limitations described previously.
Individual or frequency records











p saves the following results:
S
1 Method used to combine the
p-values
S
2 number of studies
S
3 Statistic used to obtain the combined probability
S






Edgington, E. S. 1972a. An additive method for combining probability values from independent experiments. Journal of Psychology 80: 351–363.
——. 1972b. A normal curve method for combining probability values from independent experiments. Journal of Psychology 82: 85–89.
Fisher, R. A. 1932. Statistical Methods for Research Workers. 4th ed. London: Oliver & Boyd.
Fleiss, J. L. 1993. The statistical basis of meta-analysis. Statistical Methods in Medical Research 2: 121–149.
Jones, D. 1995. Meta-analysis: weighing the evidence. Stat Med 14: 137–149.
Rosenthal, R. (Ed.) 1980. New Directions for Methodology of Social and Behavioral Science. Vol. V. San Francisco: Sage.
Rosenthal, R. 1984. Valid interpretation of quantitative research results. In New Directions for Methodology of Social and Behavioral Science: Forms
of Validity in Research, 12, ed. D. Brinberg and L. Kidder. San Francisco: Jossey–Bass.
Sharp, S. and J. Sterne. 1998. sbe16.1: New syntax and output for the meta-analysis command. Stata Technical Bulletin 42: 6–8.
sg64.1 Update to pwcorrs
Fred Wolfe, Arthritis Research Center, Wichita, KS, fwolfe@southwind.net





























k was speciﬁed, the program reported
p-values of 0.0000 instead of the correct values.
Reference
Wolfe, F. 1997. sg64: pwcorrs: An enhanced correlation display. Stata Technical Bulletin 35: 22–25. Reprinted in Stata Technical Bulletin Reprints,
vol. 6, pp. 163–167.
sg81.1 Multivariable fractional polynomials: update
Patrick Royston, Imperial College School of Medicine, UK, proyston@rpms.ac.uk
Gareth Ambler, Imperial College School of Medicine, UK, gambler@rpms.ac.uk
Introduction








l for Stata 5 by Royston and Ambler (1998). The model selection procedure in the Stata 5 version was essentially
the backward elimination algorithm described by Royston and Altman (1994) with modiﬁcations described by Sauerbrei and
Royston (1999) (see the technical note below). An application of multivariable FPs in modeling prognostic and diagnostic factors
in breast cancer is given by Sauerbrei and Royston (1999) (see our example below).
Brieﬂy, fractional polynomial models are especially useful when one wishes to preserve the continuous nature of the predictor








l ﬁnds a fractional polynomial transformation for each continuous predictor, ﬁxing the current functional forms of the
















p implementing respectively univariate and multivariable FPs for the survival (
s
t)d a t a
format were presented by Royston (1998).18 Stata Technical Bulletin STB-49
























p for Stata 6.














































l is basically as described by Royston & Ambler (1998). Changes are summarized
below.
Changes to mfracpol








l are as follows:
1. The new version is compatible only with Stata 6. It does not work with Stata 5.
2. The default model selection algorithm has been changed.















































4. FPs of degree higher than




















) option has been altered.
6. The screen display of the convergence process of the algorithm has been altered.

















Syntax of the mfracpol command





according to the number of distinct (unique) values of the predictor as shown in the following table.
No. of distinct Default df
values
1 (invalid, must be
>1)








































































) unless the predictor is








) option allows you to change the
ordering of covariates presented to the selection algorithm. order may be
+ (the default, with the most signiﬁcant predictor in a
multiple linear regression model taken ﬁrst),
- (reverse of
+, with the least signiﬁcant predictor taken ﬁrst) or
n (no ordering,









) option allows you to specify customized powers
for any subset of the continuous predictors.
Example













prognostic factors data from the German Breast Cancer Study Group of patients with node-positive breast cancer. The dataset









































/. The response variable is














c. There are 686 patients with 299 events. We use


































l to build a model from the initial set of 8 predictors using the backﬁtting model selection algorithm. We set
the nominal



































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Line 1 gives the deviance (
￿2
￿ log partial likelihood) for the Cox model with all terms linear, showing where the algorithm
starts. The model is modiﬁed variable-by-variable in subsequent steps. The most signiﬁcant linear term turns out to be
x
5 which
is therefore processed ﬁrst. Line 2 compares the best-ﬁtting FP with
m
= 2f o r
x
5 with a model omitting
x
5.T h eFP has powers
(0.5,3) and the test for inclusion of
x
5 is highly signiﬁcant. The reported deviance of 3503.610 is for the null model, not for
the model with
m
= 2. The deviance for the
m








.) from the reported deviance, giving 3503.610
￿61.366
= 3442.244. Line 3 shows that the
m
= 2 model is also a highly









Thus at this stage in the model selection procedure the ﬁnal model for
x
5 (line 5) is an FP with powers (0.5,3). The overall
model with
m
= 2f o r
x
5 and all other terms linear has deviance 3442.244.
After all the variables have been processed (cycle 1) and reprocessed (cycle 2) in this way, convergence is achieved since
the functional forms (FP powers and variables included) after cycle 2 are the same as after cycle 1. The model ﬁnally chosen is
Model II as given in Tables 3 and 4 of Sauerbrei and Royston (1999). Due to scaling of variables, the regression coefﬁcients























, the deviance differences


















7 are dropped, as may be seen from their status
o
u































































n (which are binary) have been adjusted to the mean of the original variable.
For example, the mean of
x










































). The value .0355 is obtained from (53.05/10)ˆ
￿2. The division
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According to Sauerbrei and Royston (1999), medical knowledge dictates that the estimated risk function for
x
5 (number of
positive nodes), which was based on the above FP with powers (
￿2
;
￿1), should be monotonic, but it was not. They improved















5 and ﬁtting a degree 1 FP for
x
5
e, thus obtaining a monotonic risk function. The value of

































































































































Other than the customization for
x
5
e, the command is the same as before. The resulting model is as reported in Table 4


















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Technical note: Model selection procedures
Sauerbrei and Royston (1999)’s modiﬁcations to the algorithm of Royston and Altman (1994) were (a) to order the variables
initially according to decreasing signiﬁcance in a multiple linear regression model, and (b) to allow variables to have customized
powers in special situations. As described above, Sauerbrei and Royston (1999) used the latter feature when modeling a variable
which had been subjected to a preliminary transformation.
In what follows, we describe model selection procedures for a single continuous covariate
x which represent one step
of the iterative algorithm just exempliﬁed. In each procedure, a signiﬁcance level
￿sel is chosen for testing for inclusion of
x and another,
￿FP, for comparisons between FP models. A variable
x is forced into the model by setting
￿sel
= 1. It is























= 0.05 additionally allows
x to be dropped if it fails an overall test of signiﬁcance at the 5% level. Full








= 1i su n l i k e l yt ob em u c hu s e ds i n c e
x is
either rejected or allowed full complexity, which seems rather perverse.
The null distribution of the likelihood-ratio statistic used in the signiﬁcance tests is assumed to be
F for normally distributed
data,
￿
2 in other cases. In the descriptions below, the most complex model allowed for
x is taken to be an FP with
m
= 2,
though the extension to
m








l the complexity is not limited to
m
= 2; FP models with
m
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Previous procedure








l, Royston and Ambler (1998) incorporated an initial variable inclusion step to reduce
the Type I error rate. The procedure was as follows:
1. Perform a 4 df test at the
￿sel level of the best-ﬁtting second-degree FP against the null model. If the test is not signiﬁcant,
drop
x and stop, otherwise continue.
2. Perform a 2 df test at the
￿FP level of the best-ﬁtting FP of degree 2 against the best FP of degree 1. If the test is signiﬁcant,
stop (the ﬁnal model is the FP with
m
= 2), otherwise continue.
3. Perform a 1 df test at the
￿FP level of the best-ﬁtting FP of degree 1 against a straight line. The ﬁnal model is the FP with
m
= 1 if the test is signiﬁcant, otherwise it is a straight line.
When
￿sel
= 1, step 1 is omitted. The main problem with this algorithm is that it can give illogical results. For example,








vs straight line, or in fact straight line vs null, which is not formally part of the procedure) is signiﬁcant. In this situation the
procedure selects a straight line, which may even be the model least strongly supported by the data.
New default procedure









l. It has the ﬂavor of a closed test (CT) procedure (Marcus et al. 1976) which maintains approximately
the correct Type I error rate for each component test. The procedure allows the complexity of candidate models to increase
progressively from a prespeciﬁed minimum—a null model if
￿sel
< 1, or a straight line if
￿sel
= 1—to a prespeciﬁed
maximum—an FP—according to an ordered sequence of test results. The procedure is as follows:
1. Perform a 4 df test at the
￿ sel level of the best-ﬁtting second-degree FP against the null model. If the test is not signiﬁcant,
drop
x and stop, otherwise continue.
2. Perform a 3 df test at the
￿FP level of the best-ﬁtting second-degree FP against a straight line. If the test is not signiﬁcant,
stop (the ﬁnal model is a straight line), otherwise continue.
3. Perform a 2 df test at the
￿FP level of the best-ﬁtting second-degree FP against the best-ﬁtting ﬁrst-degree FP.T h eﬁ n a l
model is the FP with
m
= 2 if the test is signiﬁcant, the FP with
m
= 1 if not.
The tests at steps 1, 2 and 3 are of overall association, nonlinearity and between a simpler or more complex FP model,
respectively. When
￿sel
= 1, step 1 is omitted.
The sequential procedure


















l option performs Sauerbrei and Royston’s
(1999) version of Royston and Altman (1994)’s algorithm, which is as follows:
1. Perform a 2 df test at the
￿FP level of the best-ﬁtting FP of degree 2 against the best FP of degree 1. If the test is signiﬁcant,
stop (the ﬁnal model is the FP with
m
= 2), otherwise continue.
2. Perform a 1 df test at the
￿FP level of the best-ﬁtting FP of degree 1 against a straight line. If the test is signiﬁcant, stop
(the ﬁnal model is the FP with
m
= 1), otherwise continue.
3. Perform a 1 df test at the
￿sel level of a straight line against the model omitting
x. If the test is signiﬁcant, the ﬁnal model




= 1, the ﬁnal step is omitted.
Because several tests are carried out, when the true relationship is a straight line, the actual Type I error rate considerably
exceeds the nominal value of
￿FP (Ambler and Royston 1999). The procedure therefore tends to favor more complex models
over simple ones and may be expected to overﬁt the data more than the new default procedure.
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sg97.1 Revision of outreg













g has also been updated for Stata 6.0 and made more efﬁcient because Stata has made fundamental changes in the way it






g has several new capabilities. One can now:













































































￿ varlists can be speciﬁed for multivariate regressions.













5, for backwards capability for


















































5 because it ﬁxes







As for those bugs, the most important was that the critical values used for determining asterisks to indicate signiﬁcance











m is one-tailed). Also, despite












g with all the commands. Please let me know if I have not tested thoroughly enough.
Reference
Gallup, J. L. 1998. sg97: Formatting regression output for published tables. Stata Technical Bulletin 46: 28.
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e in some special cases has been found and ﬁxed.24 Stata Technical Bulletin STB-49
sg111 A modiﬁed likelihood-ratio test command
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t command compares nested models estimated by maximum likelihood through the likelihood-ratio test
(McCullagh and Nelder 1989) using a backward strategy; that is, to test if adding one or more variables improves the ﬁt of the
regression model. First the complete model containing all variables of interest must be estimated. The second model must be
reduced and nested within the ﬁrst, excluding those variables of interest. However, for nonstatisticians, a forward strategy seems














t command, to perform the






















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































at last menstrual period (
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t), premature labor history (
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t improves the ﬁt of the logistic regression model.
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Introduction







p,w h e r e
x
> 0a n d













































). A ﬁrst degree FP is a
special case of the power-function family (Box and Tidwell 1962) which is obtained when
p is allowed to take any real value,
i.e., is not restricted to























p for several types of error structure, most importantly normal and binomial errors, GLMs and Cox regression.





























p, may be viewed as






d also estimates these models. In addition, multivariable nonlinear models with
power or exponential transformations of several
x’s may be estimated.
There are two main reasons why it may be useful to ﬁt a Box–Tidwell model rather than or in addition to a ﬁrst degree FP.
First, the ﬁt may be markedly better when
b
























d can estimate conﬁdence intervals for










p which allow for the estimation of
p.
Conﬁdence intervals for ﬁtted values are really only achievable with FPs by the use of bootstrapping, which is computationally
intensive and not straightforward to set up.




o dataset supplied with Stata, a breast cancer dataset
previously analysed by Sauerbrei and Royston (1999), an IgG dataset previously analysed by Royston and Altman (1994) and a




























Details are given in the section Syntax.




































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































The estimation procedure converges after one iteration, showing that the initial value of
p was very accurate. The above




















. indicates the amount of nonlinearity found in the data. In this case the deviance difference between the Box–Tidwell model
and a straight line is 4.89 (
P
= 0.031), so there is mildly signiﬁcant nonlinearity, at least in
p-value terms.






1 above, with power
p
1) is the transformed







1 above) is an auxiliary variable used within the algorithm to estimate














2 but is immediately renamed.) At convergence the auxiliary variable has (or should
have) a coefﬁcient estimate close to zero. Its presence in the ﬁnal regression model ensures that the standard errors are valid.
Without it, the ﬁtted values from the model would be the same but the standard errors would be seriously underestimated.
Figure 1 shows the observed and ﬁtted values of
m
p
































Figure 1: Observed and ﬁtted values of
m
p
g and their standard errors from a Box–Tidwell model








































t can be clearly seen.
Figure 2 shows the standard errors of the predicted values of
m
p















































Figure 2: SEs of predicted values of
m
p
g from FP (solid line) and Box–Tidwell (dashed line) models.











































p as a continuous parameter may make a major difference.
Example 2: Recurrence-free survival time in breast cancer
The dataset consists of information on 686 patients with primary node positive breast cancer who were recruited by the
German Breast Cancer Study Group (GBSG) between July 1984 and December 1989. Of these, 299 patients experienced at least
one disease recurrence or died during the follow-up period. The median follow-up time was nearly 5 years. The data have been
extensively analysed by Sauerbrei and Royston (1999), who used fractional polynomials to develop prognostic models. Here we














c and the strongest prognostic factor, the number of positive lymph nodes (
x
5).
The best-ﬁtting second degree FP has powers
(1
;2
) and a deviance of 3494.99. The model ﬁts signiﬁcantly better than ﬁrst
degree FP and Box–Tidwell models. However, the second degree FP model is a quadratic curve with a maximum log relative
hazard estimated at 24 positive nodes. Such a maximum implies that the risk of disease recurrence actually decreases for patients
with
>24 nodes, which is strongly contrary to medical knowledge. To produce a risk curve consistent with medical knowledge,






















l (Royston and Ambler 1998, 1999) to model
x
5
e simultaneously with other prognostic
factors in a multivariable FP model.





















































￿0.117 (SE 0.042). The ﬁtted curve from this model is monotonic and has an asymptote. The deviance is 3.0





















Number of nodes involved








Figure 3: Fitted log relative hazard functions from FP and Box–Tidwell (exponential) models28 Stata Technical Bulletin STB-49
Example 3: Checking FP models
Breast cancer data (continued)






d.A sw e l la s
x
5
e, model III includes the
predictors age (
x
1), tumor grade (
x
4
a), progesterone receptor status (
x






























simultaneously by ﬁtting a multivariable power and exponential model. The other predictors are entered in the model as linear

























































































6 is 0.256 (SE 0.181). The ﬁtted curve for
x
6 is similar to that of the best-ﬁtting ﬁrst degree FP curve.
Fetal femur length data
Measurements of the femur length of 649 fetuses were obtained by ultrasound scanning of the mother’s abdomen. A log
transformation of femur length removes almost all of the heteroscedasticity seen in the untransformed observations. Figure 4
























Figure 4: Log transformed femur length data with ﬁtted second degree FP







) and deviances of
￿1540.02 and
￿1689.93 respectively. The
large deviance difference of 149.91 shows that a second degree FP is a much better ﬁt than a ﬁrst degree. However, a ﬁrst degree
Box–Tidwell model has a deviance of




￿1.39 has SE 0.03, so
here the power is very precisely estimated and is some 13 standard errors away from the ﬁrst degree FP power of
￿1. Moreover
the Box–Tidwell model is monotonic, which is appropriate for growth data since average femur length does not diminish as
gestation advances. Monotonicity is not guaranteed with second degree FP models. The ﬁtted curves from the second degree FP
and ﬁrst degree Box–Tidwell models are almost superimposable. In this case we conclude that a ﬁrst degree Box–Tidwell model
is probably preferable to a ﬁrst or second degree FP model.
Immunoglobulin-G (IgG) data
The IgG data were used as an example for second degree FPs( s e e[ R] fracpoly, pp. 502–504). A measurement of IgG was
made on each of 298 children aged 6 months to 6 years. The outcome variable is the square root of the IgG concentration. The


















: The best-ﬁtting second




) with very large SEso f
(2.21
;1.44
). The deviance difference between the
FP and Box–Tidwell models is small (0.18) and the ﬁts are almost identical. In this case we are reassured that the FP model
cannot be improved by a Box–Tidwell model.
In our experience with real datasets, second degree FP models provide good coverage of the two dimensional power space




















, major options minor options
regression cmd options
￿Stata Technical Bulletin 29




































































may be used for prediction; and all weight types supported by regression cmd are allowed.
Options




















































































) deﬁnes the adjustment for the covariates xvar1, xvar2,
:
:





















), # being the lower of the two distinct values of the covariate. A typical item









o. Items are separated by commas. The ﬁrst item is special in that varlist
: is optional, and







































) sets up the degrees of freedom (df) for each predictor. Each power and each regression coefﬁcient count as 1 df.
Predictors speciﬁed to have 1 df are ﬁtted as linear terms in the model. The ﬁrst item in df list may be either # or varlist
:#.
Subsequent items must be varlist
:#. Items are separated by commas and varlist is speciﬁed in the usual way for variables.
With the ﬁrst type of item, the df for all predictors are taken to be #. With the second type of item, all members of varlist
(which must be a subset of xvarlist)h a v e# df.
The default df for a predictor (speciﬁed in xvarlist but not in df list) are assigned according to the number of distinct
(unique) values of the predictor as follows:


































) speciﬁes that all members of varlist are to be modeled using exponential functions, the default being power












































) sets initial values for the power parameters of the model. By default these are calculated automatically. The ﬁrst






:]. Subsequent items must be varlist:# [#
:
:
:]. Items are separated
by commas and varlist is speciﬁed in the usual way for variables. If the ﬁrst item is # [#
:
:
:], this becomes the default
initial value for all variables, but subsequent items (re)set the initial value for variables in subsequent varlists. If the df for
a variable in the model is
d

























) is the maximum difference in deviance between iterations required for convergence of the ﬁtting algorithm.



















) transforms negative and zero values of all members of varlist (a subset of xvarlist) to zero before ﬁtting the model.
Fitted values, standard errors, graphs



















Please ensure that you have a release or update of Stata 6 no earlier than 4 March 1999. The update of 4 March 1999
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ssa13 Analysis of multiple failure-time data with Stata
Mario Cleves, Stata Corporation, mcleves@stata.com
1. Introduction
Multiple failure-time data or multivariate survival data are frequently encountered in biomedical and other investigations.
These data arise from time-to-occurrence studies when either of two or more events (failures) occur for the same subject, or from
identical events occurring to related subjects such as family members or classmates. In these studies, failure times are correlated
within cluster (subject or group), violating the independence of failure times assumption required in traditional survival analysis.
In this paper we follow Therneau’s (1997) suggestion that for analyses purposes, failure events be classiﬁed according to (1)
whether they have a natural order, and (2) whether they are recurrences of the same types of events. Failures of the same type
include, for example, repeated lung infections with pseudomonas in children with cystic ﬁbrosis, or the development of breast
cancer in genetically predisposed families. Failures of different types include adverse reactions to therapy in cancer patients on
a particular treatment protocol, or the development of connective tissue disease symptoms in a group of third graders exposed
to hazardous waste.
Ordered events may result from a study that records the time to ﬁrst myocardial infarction (MI), second MI, and so on.
These are ordered events in the sense that the second event can not occur before the ﬁrst event. Unordered events, on the other
hand, can occur in any sequence. For example, in a study of liver disease patients, a panel of 7 liver function laboratory tests
can become abnormal in a speciﬁc order for one patient and in different order for another patient. The order in which the tests
become abnormal (fail) is random.
The simplest way of analyzing multiple failure data is to examine time to ﬁrst event, ignoring additional failures. This
approach, however, is usually not adequate because it wastes possibly relevant information. Alternative methods have been
developed that make use of all available data while accounting for the lack of independence of the failure times. Two approaches
to modeling these data have gained popularity over the last few years. In the ﬁrst approach, the frailty model method, the
association between failure times is explicitly modeled as a random-effect term, called the frailty. Frailties are unobserved effects
shared by all members of the cluster. These unmeasured effects are assumed to follow a known statistical distribution, often the
gamma distribution, with mean equal to one and unknown variance. This paper will not consider frailty models further.
In the second approach, the dependencies between failure times are not included in the models. Instead, the covariance matrix
of the estimators is adjusted to account for the additional correlation. These models, which we will call “variance-corrected”Stata Technical Bulletin 31
models, are easily estimated in Stata. In this paper we illustrate the principal ideas and procedures for estimating these models










































￿vector of possibly time-dependent covariates, for
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t
h cluster with respect to the
k
t
h failure type. “Failure type”
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if the baseline hazard function is allowed to differ by failure type (Lin 1994).
Maximum likelihood estimates of





assuming independence of failure times. The estimator
^
￿ has been shown to be a consistent estimator for
￿ and asymptotically
normal as long as the marginal models are correctly speciﬁed (Lin 1994). The resulting estimated covariance matrix obtained as





















does not take into account the additional correlation in the data, and therefore, it is not appropriate for testing or constructing
conﬁdence intervals for multiple failure time data.
Lin and Wei (1989) proposed a modiﬁcation to this naive estimate, appropriate when the Cox model is misspeciﬁed. The















p matrix of efﬁcient score residuals. The above formula assumes that the
n observations are independent. When















), then the robust covariance















p matrix of the group efﬁcient score residuals. In terms of Stata,









































) by itself is adequate).
3. Implementation and examples
All variance-adjusted models suggested to date can be estimated in Stata. All that is required is some preliminary thought
about the analytic model required, the correct way to set up the data, and the command options to be speciﬁed.32 Stata Technical Bulletin STB-49
The examples in this section are presented under the following headings
Unordered failure events
Unordered failure events of the same type
Unordered failure events of different types (competing risk)
Ordered failure events
The Andersen–Gill model
The marginal risk set model
The conditional risk set model (time from entry)
The conditional risk set model (time from the previous event)
All the examples we will described use the survival time (
s









x. Although it is not necessary that the
s
t system be used, it is recommended.
The steps for analyzing multiple failure data in Stata are (1) decide whether the failure events are ordered or unordered,
(2) select the proper statistical model for the data, (3) organize the data according to the model selected, and (4) use the proper





t the data and estimate the model. Much of this paper deals with the appropriate
method for setting the data and the correct way of specifying the estimation command. The examples are used solely to illustrate
these processes. Consult the references for more detail discussions on these methods and the datasets used.
3.1 Unordered failure events
The data setup for the analysis of unordered events is relatively simple. One ﬁrst decides if the failure events are of the
same type or of different type, or equivalently, whether the baseline hazard should be equal for all event types or should be
allowed to vary by event type. Failure events of the same type are described in section 3.1.1. In section 3.1.2, the baseline
hazard is allowed to vary by failure type and is used to examine a competing-risk dataset.
3.1.1 Unordered failure events of the same type
A possible source of correlated failure times of the same event type are familial studies, in which each family member is at
risk of developing a disease of interest. Failure times of family members are correlated because they share genetic and perhaps
environmental factors.
Another source of correlated failure times of the same type are studies where the same event can occur on the same
individual multiple times. This is rare because we are also restricting the events to have no order. Lee, Wei, and Amato (1992)
analyzed data from the National Eye Institute study on the efﬁcacy of photocoagulation as a treatment for diabetic retinopathy.
In that study, each subject was treated with photocoagulation on one randomly selected eye while the other eye served as an
untreated matched control. The outcome of interest was the onset of severe visual loss, and the study hoped to show that laser
photocoagulation signiﬁcantly reduced the time to onset of blindness. In this study, the sampling units, the eyes, are pairwise
correlated, the failure types are the same, and unordered because the right eye can fail before the left eye or vice versa.
These types of data are straightforward to setup and analyze in Stata. Each sampling unit is entered once into the dataset.
In the family data, each family member appears as an observation in the dataset and an id variable identiﬁes his or her family.
In the laser photocoagulation example, because each eye is a sampling unit, each eye appears as an observation in the dataset.
Therefore, if there are
n patients in the diabetic retinopathy study then the resulting dataset would contain 2
n observations. A
variable is used to identify the matched eyes.
We will illustrate using a subset of the diabetic retinopathy data. The data from 197 high-risk patients was entered into a



























































































The data, therefore, contain 394 observations. Each eye is assumed to enter the study at time 0 and it is followed until blindness

































) as the same sampling unit and would drop them because of overlapping












































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































option is used to request that coefﬁcients, instead of hazard ratios, be reported.
3.1.2 Unordered failure events of different types (competing risk)
A common data source of unordered failure events of different types are competing-risk studies. In these studies, a patient
can suffer several outcomes of interest in random order. In the analysis of these data, the baseline hazard function is allowed to
vary by failure type. This is accomplished by stratifying the data on failure type, allowing each stratum to have its own baseline
hazard function, but restricting the coefﬁcients to be the same across strata.
We illustrate the use of Stata in the analysis of a competing-risk model, with a subset of the Mayo Clinic’s Ursodeoxycholic
acid (UDCA) data (Lindor et al. 1994). The data consists of 170 patients with primary biliary cirrhosis randomly allocated to
either the UDCA treatment group or a group receiving a placebo. The times up to nine possible events were recorded: death,
liver transplant, voluntary withdraw, histologic progression, development of varices, development of ascites, development of
encephalophathy, doubling of bilirubin, and worsening of symptoms. All times were measured from the date of treatment
allocation.
An important characteristic of these failure events is that each can occur only once per subject. Note that all subjects are at
risk for all events, and also, that when a subject experiences one of the events, he remains at risk for all other events. Therefore,
if there are
k possible events, each subject will appear
k times in the dataset, once for each possible failure. Here is the resulting



















































































































































































































































































































































































































































































Each patient appears nine times, once for each possible event. The event type,
r
e
c, is coded as 1 through 9. Patient number
5, did not experience any events during the 1,875 days of follow-up. Thus, he appears censored nine times in the data, each
observation recording the complete follow-up period. Patient 18 experienced 4 events:
r
e





















































































































































































































































































































































































































































































It correctly reported 1,530 observations (170x9).
The
i
d variable will be used to cluster the related observations when estimating the Cox model. Additionally, it does not

























































































































































































































































































































































































































































































































































































































































































































































3.2 Ordered failure events
There are several approaches to the analysis of ordered events. The principal difference between these methods is in the
way that the risk sets are deﬁned at each failure time. The simplest method to implement in Stata follows the counting process
approach of Andersen and Gill (1982). The basic assumption is that all failure types are equal or indistinguishable. The problem
then reduces to the analysis of time to ﬁrst event, time to second event, and so on. Thus, the risk set at time
t for event
k,i s
all subjects under observation at time
t. A major limitation of this approach is that it does not allow more than one event to
occur at a given time. For example, in a study examining time to side effects of a new medication, if a patient exhibits twoStata Technical Bulletin 35
side effects at the same time, the corresponding observations are dropped because the time span between failures is zero. This
approach is illustrated in section 3.2.1.
A second model, proposed by Wei, Lin, and Weissfeld (1989), is based on the idea of marginal risk sets. For this analysis,
the data is treated like a competing risk dataset, as if the failure events were unordered, so each event has its own stratum and
each patient appears in all strata. The marginal risk set at time
t for event
k, is made up of all subjects under observation at
time
t that have not had event
k. This approach is illustrated in section 3.2.2.
A third method proposed by Prentice, Williams, and Peterson (1981) is known as the conditional risk set model. The data is
setup as for Andersen and Gill’s counting processes method, except that the analysis is stratiﬁed by failure order. The assumption
made is that a subject is not at risk of a second event until the ﬁrst event has occurred and so on. Thus the conditional risk set
at time
t for event
k, is made up of all subjects under observation at time
t, that have had event
k
￿1. There are two variations
to this approach. In the ﬁrst variation, time to each event is measured from entry time, and in the second variation, time to each
event is measured from the previous event. This approach is illustrated in sections 3.2.3 and 3.2.4.
The above three approaches will be illustrated using the bladder cancer data presented by Wei, Lin, and Weissfeld (1989).
These data were collected from a study of 85 subjects randomly assigned to either a treatment group receiving the drug thiotepa



































































































































































































































4 are the times to ﬁrst, second, third, and
fourth recurrence of tumors. A recurrence time of zero indicates no tumor.
3.2.1 The Andersen–Gill model
To implement the Andersen and Gill model using the results from the bladder cancer study, the data are set up as follows:
for each patient there must be one observation per event or time interval. For example, if a subject has one event, then there
will be two observations for that subject. The ﬁrst observation will cover the time span from entry into the study until the time

































































































































































































































































e). Patient 5 (
i
d=5) had one tumor recur at



































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































) variable when producing robust standard errors.
3.2.2 The marginal risk set model (Wei, Lin, and Weissfeld)
The setup for the marginal risk model is identical to the competing risk model described in section 3.1.2. In essence the
model ignores the ordering of events and treats each failure occurrence as belonging in an independent stratum.
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3.2.3 The conditional risk set model (time from entry)
As previously mentioned, there are two variations of the conditional risk set model. The ﬁrst variation in which time to
each event is measured from entry is illustrated in this section.
The data is set up as for Andersen and Gill’s method, however, a variable indicating the failure order is included.



























































































































































































































































The resulting dataset is identical to that used to ﬁt Andersen and Gill’s model except that the
s
t
r variable identiﬁes the
failure risk group for each time span. For the ﬁrst 4 individuals, who have not had a tumor recur, the
s
t
r value is one, meaning
that during their total observed time they are at risk of ﬁrst failure. The last individual listed,
i
d=9, was at risk of a ﬁrst
recurrence for 12 months (
s
t
r=1), at risk of a second recurrence from 12 through 16 months (
s
t
r=2), and at risk of a third


















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































3.2.4 The conditional risk set model (time from the previous event)
The second variations of the conditional risk set model, measures time to each event from the time of the previous event.























































































































































































































































Note that the initial times for all time spans are set to zero and that the time variable now reﬂects the length of the time


























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































This paper details how Stata can be used to ﬁt variance-corrected models for the analysis of multiple failure-time data. The
examples used to illustrate the various approaches, although real, were simple. More complicated datasets, however, containing
time-dependent covariates, varying time scales, delayed entry and other complications, can be set up and analyzed following the
guidelines illustrated in this paper.
The most important aspect in the implementation of the methods described, is the accurate construction of the dataset for
analysis. Care must be taken to correctly code entry and exit times, strata variables and failure/censoring indicators. It is strongly
recommended that, after creating the ﬁnal dataset and before analyzing and reporting results, the data be examined thoroughly.
Lists of all representative, and especially complex cases, should be carefully veriﬁed. This step, although time consuming and
tedious, is indispensable, especially when working with complicated survival data structures.





































t and conﬁrm that the






t created variables, by listing and examining observations.





x options to produce robust standard errors and, if needed, the strata speciﬁc
baseline hazard.
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