Novel mechanisms to enhance the capacitance beyond the classical limits
  in capacitors with free-electron-like electrodes by Junquera, Javier et al.
ar
X
iv
:1
90
2.
04
31
6v
1 
 [c
on
d-
ma
t.m
es
-h
all
]  
12
 Fe
b 2
01
9
Novel mechanisms to enhance the capacitance beyond the classical limits in capacitors
with free-electron-like electrodes
Javier Junquera,1 Pablo Garc´ıa-Ferna´ndez,1 and Massimiliano Stengel2, 3
1Departamento de Ciencias de la Tierra y F´ısica de la Materia Condensada,
Universidad de Cantabria, Cantabria Campus Internacional,
Avenida de los Castros s/n, 39005 Santander, Spain
2Institut de Cie`ncia de Materials de Barcelona (ICMAB-CSIC), 08193 Bellaterra, Spain
3ICREA – Institucio´ Catalana de Recerca i Estudis Avanc¸ats,
Pg. Lluis Companys, 23, 08010 Barcelona, Spain
(Dated: February 13, 2019)
The so-called negative electron compressibility refers to the lowering of the chemical potential of
a metallic system when the carrier density increases. This effect has often been invoked in the past
to explain the enhancement of the capacitance beyond the classical limits in capacitors with two-
dimensional electron gases as electrodes. Based on experiments on strongly confined semiconductor
quantum wells (QWs), it has been traditionally ascribed to the electron exchange energy as the main
driving force. Recent research, however, has revealed that analogous effects can occur in other classes
of materials systems, such as polar oxide interfaces, whose characteristics drastically depart from
those of the previously considered cases. To rationalize these new results, it is necessary to revisit
the established theory of confined electron gases, and test whether its conclusions are valid beyond
the specifics of semiconductor-based QWs. Here we find, based on first-principles calculations of
jellium slabs, that one must indeed be very careful when extrapolating existing results to other
realistic physical systems. In particular, we identify a number of additional, previously overlooked
mechanisms (e.g., related to the displacement of the electronic cloud and to the multiband structure
of the delocalized gas), that enter into play and become new sources of negative capacitance in
the weak-confinement regime. Our detailed analysis of these emerging contributions, supported by
analytic models and multiple test cases, will provide a useful guidance in the ongoing quest for
nanometric capacitors with enhanced performance.
I. INTRODUCTION
The constant drive for faster, smaller, cheaper and
more powerful micro-electronic devices has led to Moore’s
law,1 the defining paradigm of the global semiconductor
industry. Although its validity has firmly held since its
formulation in the mid sixties, often disproving the re-
curring skepticisms that were raised over the years, the
exponential2 improvement in computer power summa-
rized in this empirical rule is now coming to an end.3,4
The main culprit is the inevitable shrinking of the elec-
tronic components of the integrated circuits, whose size is
currently approaching the ultimate physical limit of a sin-
gle atomic layer. Within this regime, traditional design
principles have become unreliable as quantum size effects
start to kick in; moreover, Joule heating (e.g., related to
parasitic tunneling currents) has become so dramatic as
to seriously compromise the device efficiency, or even its
functionality.
To illustrate why miniaturization is directly linked to
energy waste, it is useful to consider the example of
metal-oxide-semiconductor field-effect transistors (MOS-
FET), an ubiquitous device in modern microprocessors.
In MOSFETs, the gate metal electrode and the semicon-
ducting channel are separated by an insulating oxide, in
such a way that the stack of the three materials forms
a capacitor. A voltage applied to the gate is then used
to control the resistance of the channel,5 and hence to
amplify or switch electronic signals. Now, a large capac-
itance C is mandatory in order to operate the transistor
at low gate voltages. (The resistance of the channel de-
pends on the “free charge” that is stored on the semicon-
ductor side.) Recalling the textbook formula for C (the
subscript “geom” emphasizes that, for a given dielectric
material, its value only depends on the geometry of the
parallel-plate capacitor),
C = Cgeom =
κA
4πd
, (1)
where κ is the permittivity, d is the thickness and A the
surface area, one can see that miniaturization inevitably
requires thinner dielectric layers if C is to be kept con-
stant upon a reduction of A. Yet, when d reaches the
length scale of few (tens of) atomic layers, tunneling cur-
rents become so large that further shrinking would be
impractical – this summarizes, in a nutshell, the conun-
drum that the semiconductor industry is currently facing.
To work around this issue, one would need to increase
the capacitance per unit area without further reducing
the dielectric thickness, a task in which both technol-
ogy and fundamental research has invested tremendous
efforts in the past few years. A particularly promising
route revolves around the concept of “negative capaci-
tance”. Briefly, it consists in connecting two or more
capacitors [e.g., the usual dielectric film described by
Eq. (1), plus an additional element whose physical na-
ture will be specified shortly] in series, in such a way
that the overall capacitance is larger than the original
value. Of course, if we stick to ordinary device elements,
2this is impossible: elementary electrostatics dictates that
the total capacitance is always smaller than that of any
individual capacitor in the series. However, if one of the
capacitances is negative, then the total capacitance can,
in principle, be larger than that of the constituents, i.e.
C could be enhanced with respect to the classically ex-
pected value, Eq. (1), without reducing the geometric
thickness, d.
The obvious question, then, is how to realize a nega-
tive capacitance in practice. Different proposals have ap-
peared in the literature during the last few years. They
can be more easily understood if we notice that the in-
verse of the capacitance can be written as the second
derivative of the total energy with respect to the charge
stored on the plates.6 While a negative value may appear
unphysical at first sight, as it indicates a thermodynamic
instability of the system, a “negative capacitance” can
nevertheless exist locally, in a composite device whose
global capacitance is still positive.
A first possibility has already been demostrated in fer-
roelectric nanocapacitors.7–10 The basic idea is that a
ferroelectric material has a switchable spontaneous po-
larization (P ), whose potential landscape, E(P ), can be
described by a characteristic double-well curve. In a
vicinity of the centrosymmetric saddle-point configura-
tion, such a curve is convex (i.e., d2E/dP 2 < 0), indicat-
ing a polar instability; therefore, a ferroelectric film can
in principle provide a negative contribution to C when
appropriately incorporated in a capacitor stack.11
A second strategy puts, instead, the emphasis on the
physics of the metallic electrodes themselves. In particu-
lar, Kopp and Mannhart12 recently argued that the total
capacitance, C, of a device depends on the quantum-
mechanical nature of the electrodes via
1
C
=
1
Cgeom
+
1
Ae2
dµ
dn
. (2)
Here Cgeom is the classical capacitance of Eq. (1), µ is
the chemical potential (Fermi level) of the metallic plate,
e is the electron charge, and n is the electron density per
surface area. The second term on the right-hand side
is proportional to the so-called “electron compressibil-
ity”, dµ/dn, and encodes the aforementioned electrode-
dependent effects. Within specific conditions (dilute two-
dimensional gases) that can, in principle, be realized in
MOSFETs,13 an electron system can enter a regime of
“negative electronic compressibility”, i.e. dµ/dn < 0,
and hence provide a negative contribution to the overall
capacitance.
Experimentally, this unconventional14 behavior was
first detected in semiconductor (GaAs/AlGaAs) quan-
tum wells.15,16 The effect was ascribed to the quantum
nature of the two-dimensional electrodes: in the dilute
limit, the response of confined electron gases is typically
dominated by exchange effects and tend to yield a neg-
ative dµ/dn.16 The interest in this effect has remained
mostly academic until recently, because the relative gain
in capacitance that one expects for semiconductor-based
systems is too small for practical applications. However,
fundamental research in this area has regained momen-
tum with the recent discovery of a very large capacitance
enhancements (>40% with respect the geometrical value)
in two-dimensional electron gas (2-DEGs) in oxide nanos-
tructures (LaAlO3/SrTiO3 interface).
17,18 On one hand,
it is very tempting to interpret these arresting new results
as a manifestation of the same physics as that observed
and modeled by Eisenstein et al.16 On the other hand,
it is important to keep in mind that a polar oxide in-
terface drastically departs, both from the point of view
of structural and electronic properties, from the (much
simpler) case of a semiconductor quantum well. In order
to avoid any uncontrolled extrapolation it is, therefore,
necessary to critically assess, first of all, the generality of
the existing negative compressibility models, and verify
whether their conclusions are general enough to encom-
pass a wider range of materials and geometries.
In this work we quantitatively evaluate, based on first-
principles calculations of jellium slabs and on analytic
derivations, all the major ingredients that contribute to
the electronic compressibility in ultrathin metallic elec-
trodes. We devote special attention to the role played
by electron confinement, which we identify as a key dif-
ference between the cases of the quasi-infinite square
well (appropriate to deal with the case of a semiconduc-
tor quantum well, where the electrons are confined by
large conduction band offsets), and that of the asymmet-
ric wedge-like potentials (useful to describe polar inter-
faces). In the case of strong external confinement, our
results show excellent agreement with both the model of
Eisenstein et al.,16 and with the ideas that Kopp and
Mannhart12 brought forward to explain the origin of the
negative capacitance in ideal two-dimensional systems.
However, when the confining potential is modified (or
removed altogether, leaving a jellium-like positive back-
ground to keep the electrons in place) we find that the
properties of the system are affected rather dramatically,
in some cases even reversing the expected qualitative
trends. First we show that, in the weak confinement
regime, the wavefunction response to an external field
is much stronger than in a quasi two-dimensional (2D)
quantum well with essentially infinite potential barriers;
this leads to a very strong charge-density contribution to
the capacitance. This effect stems from the progressive
displacement of the “image charge” plane from the geo-
metric center of the 2D-like electrode while the capacitor
is progressively charged, and always provides a negative
contribution to C. (In fact, we find that this contribu-
tion is well appreciable even in the regime investigated
in Ref. 16, although the experimental set up therein was
not specifically designed to detect it.) Second, we find
that a more delocalized nature of the electron gas facili-
tates population of higher subbands, and this introduces
new contributions to the capacitance that go well beyond
the assumptions of Ref. 12. In particular, when a new
band starts to be populated we find a strong, abrupt drop
in the electronic compressibility, which can become even
3more negative than that of an ideal 2D system at com-
parable density. This effect originates from the orthogo-
nality between the wavefunctions that belong to different
energy bands, which allows for a more efficient redistri-
bution of the electron charge, and hence for a drastic
reduction of the electrostatic (Hartree) contribution to
the electronic compressibility.
Our work, therefore, highlights two previously over-
looked mechanisms that can potentially lead to a nega-
tive contribution to the capacitance in interacting elec-
tron systems. We note both effects are completely gen-
eral, and applicable to a wide variety of physical sys-
tems, as we illustrate via a variety of test cases. As a
matter of fact, the “image plane” charge-density effect
is not restricted to ultrathin quasi-2D metallic systems,
but can be readily found in standard thick electrodes as
well, where the concept of “negative compressibility” is
not applicable. (The chemical potential is fixed by the
Fermi level of the bulk metal.) At the same time, our
work clearly shows that exceptional care is needed when
dealing with two-dimensional electron systems: the un-
derlying physical mechanisms at play may be substan-
tially different from case to case, and critically depend
on the structural and electronic properties of the host
material.
Our work is organized as follows. In Sec. II we summa-
rize the main features of our capacitor model. In Sec. II A
we provide a brief background on the physics of the in-
verse capacitance density and its relation with the neg-
ative electron compressibility. We include the explicit
formulation to compute it in the cases where only one
band is occupied (Sec. II B), its relationship with per-
turbation theory (Sec. II C), and the generalization to
multiple occupied bands (Sec. II D). The self-consistent
numerical implementation of all the above is described
in Sec. II E. The established theory of confined electron
gases with frozen wave functions is revisited under the
light of our prescription in Sec. III, including ideal two
dimensional electron gases (Sec. III A) and the effects in-
troduced by the finite thickness where the electron gas
is confined (Sec. III B). In Sec. IVwe demonstrate the
importance of relaxing the wave functions in three dif-
ferent regimes: when the quantum gas is confined by a
strong external potential, typical case in semiconductor
QWs (Sec. IVA), weak confinement [jellium slab in the
absence of a strong confinement potential; Sec. IVC],
and asymmetric barrier [reminiscent of a polar interface;
Sec. IVD], highlighting in each case the connections to
earlier works and the two original mechanisms that we in-
troduced above. Finally, in Sec. V and Sec. VI we discuss
some possible realizations of the ideas described here, to-
gether with some limitations of our treatment that may
motivate further work on this subject.
II. METHOD
In Fig. 1 we present a schematic version of the capaci-
tor model that we shall use in this work. It consists in a
classical electrode, whose surface is located at z = 0, and
of a quantum electrode, represented as a quantum well of
thickness w and centered at z = d; the two are separated
by a dielectric of permittivity κ.19 In the remainder of
this work, we shall assume that the system is infinitely
extended in the (x, y) plane, parallel to the electrode sur-
face, and we shall indicate the perpendicular direction as
z. Unless otherwise stated, we shall use atomic units
throughout (h¯ = me = a0 = c = e = 1). The elec-
tronic charge is assumed to be positive, so the electro-
static energy and the electrostatic potential, as well as
the electron density and the electronic charge density,
amounts to the same value numerically. The in-plane
electron density, n, can also be described by the param-
eter rs, measured in Bohr units, which characterizes the
average interparticle distance within the plane,
1
n
= πr2s . (3)
Within the quantum electrode, we shall explicitly solve
either the many-body or mean-field Schro¨dinger equa-
tion, in order to account for all relevant electron-electron
interactions at and beyond the Hartree description (fur-
ther details of the numerical procedure are provided in
Sec. II E).20 In particular, we shall write the total charge
density as
ρtot(z) = (njell − n)δ(z) + ρel(z) + ρjell(z), (4)
where the delta function at z = 0 describes the classi-
cal plate, ρel(z) is the electronic density of the quantum
plate, and ρjell(z) accounts for the possible inclusion of a
uniform jellium background within the latter. The capac-
itor is overall neutral, so the integral of the total charge
density written in Eq. (4) along the whole z axis vanishes;
this implies that
∫
dzρjell(z) = −njell. The electrostatic
potential, VH(z), is then calculated from ρtot via a one-
dimensional Poisson equation,
d2VH(z)
dz2
= −4π
κ
ρtot(z). (5)
(We shall set the electrical boundary conditions in such a
way that the electrostatic potential is constant and equal
to Vleft for z < 0. Due to the neutrality of the capacitor,
the potential will be again constant for z ≫ d+w/2 and
equal to Vright.) Since ρtot(z) differs from zero only in
proximity of the capacitor plates, the electric field equals
E = −dVH(z)/dz = −4πn/κ in the interior of the capac-
itor. We shall indicate the center of the charge density
stored on the quantum electrode as the “average charge
plane”,
z¯ =
1
n
∫
dz zρtot(z). (6)
4z=0 z=d
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FIG. 1. (Color online) Schematic view of the computational
setup used in our model. The capacitor is made of a classical
plate of zero thickness where a negative background charge
is located (solid vertical red line at the left), and a quantum
electrode, here represented as a quantum well of thickness w
where the electronic charge (solid red line) is localized. Green
and black solid lines represent, respectively, the electrostatic
potential and a strong external potential, typical in semicon-
ductor QWs, that confines the quantum gas (Vext). Vertical
dashed line represents the geometrical center of the quantum
well, whose distance with respect to the classical plate is d.
It is an easy exercise to verify that, in full generality and
with the sign convention we have chosen,
4πnz¯(n)
κ
= Vtot(n), (7)
where we have defined Vtot = Vright − Vleft.
A. Inverse capacitance density
Knowledge of the electrostatic potential offset, Vtot, is
not enough to compute the inverse capacitance density,
C−1 = C−1A. The latter is defined as the first derivative
of the Fermi level offset, or equivalently as the second
derivative (with respect to n) of the total energy of the
capacitor per surface unit, Etot,
C−1 = dµtot
dn
=
d2Etot
dn2
. (8)
Here, similarly to the potential, we have defined
µtot = µright − µleft (9)
as the difference between the Fermi levels of the left
(µleft) and right (µright) electrodes. Given the assump-
tion of an ideal classical electrode on the left, we can
assume µleft = Vleft; thus, µtot is the Fermi level of the
quantum electrode referred to Vleft. Clearly, µtot is a
geometry-dependent quantity: at a given n the thicker
the capacitor, the larger the potential drop between the
plates. To have a geometry-independent definition of the
chemical potential it is convenient to use Vright as a ref-
erence instead, and define
µ = µright − Vright. (10)
Then, by construction, we have
C−1 = dVtot
dn
+
dµ
dn
=
4πzim
κ
+
dµ
dn
, (11)
where we have introduced the differential center of charge
zim, also known as “image charge” plane,
zim(n) =
d(nz¯)
dn
. (12)
The relationship between z¯ and zim is in all respects anal-
ogous to that existing between average and instantaneous
velocity, and reduces to an equality only in cases where
the perturbation of the electronic wavefunction due to
the applied bias can be neglected. By replacing Eq. (6)
into Eq. (12) one can trivially verify that zim is the first
moment of charge-density variation with respect to n;
in other words, it corresponds to the average location
where the free electrons accumulate when an infinitesi-
mal charge is added to the plate. zim is thus uniquely
given by the charge-density response of the system to an
applied bias [recall Eq. (7)].
In Eq.(11) we have achieved an intuitive partition of
C−1 into an “electrostatic” term which is reminiscent of
the geometric contribution to the rhs of Eq. (2), and
a “quantum” contribution, which depends on the Fermi
level response of the electrode. Note, however, that the
labels “electrostatic” and “quantum” should not be over-
interpreted. On one hand, the electronic charge density
response to a bias, which enters the definition of zim, is
obviously determined by quantum effects; on the other
hand, the evolution of the Fermi level contains residual
electrostatic terms that are not accounted for by zim, as
we shall see shortly. Thus, in the following we shall re-
gard both as “quantum” contributions, and recover the
“geometric” term of Eq. (2) by simply referring zim to
some well-defined feature of the quantum electrode (e.g.,
the center of the well, as in the figure). We stress that
the choice of such reference is somewhat arbitrary – for
example, there are equally good arguments to set d ei-
ther at the surface or at the center of the well; obviously,
the concept of “geometric” distance between electrodes
becomes ambiguous when the thickness of the device be-
comes comparable to the typical interatomic distances.
5B. Energy decomposition in a mean-field context
In the remainder of this Section we shall assume a
singly occupied band, whose wavefunctions are given by
the product of a plane wave in the plane of the quantum
electrode (indexed by the in-plane wavenumber k‖) times
an envelope function along z,
ψk‖(r) = e
ik‖·rψ(z). (13)
The one-dimensional envelope function ψ(z) is normal-
ized to unity, and corresponds to the self-consistent solu-
tion of the following eigenvalue problem,
Hˆ |ψ〉 = ǫ|ψ〉. (14)
Here Hˆ = Tˆz+ VˆH+ Vˆxc+ Vˆext is the Kohn-Sham Hamil-
tonian. The first term on the right hand side,
Tˆz = − 1
2m⊥
d2
dz2
, (15)
is the normal component of the kinetic energy opera-
tor, where m⊥ is the effective mass along z. The other
terms are the Hartree (H), exchange-correlation (xc) and
external (ext) potentials. The Hartree and exchange-
correlation potentials, in turn, depend on the total and
electronic charge densities, where the latter is defined in
term of the wavefunction ψ(z) as
ρel(z) = n|ψ(z)|2, (16)
The total energy of the capacitor can then be written
as a variational functional of ψ(z) that depends paramet-
rically on the areal density of particles, n, as
Etot(ψ, n) = EK+EH+Exc+Eext−λ(〈ψ|ψ〉− 1). (17)
Here
EK =
πn2
2m‖
+ n〈ψ|Tˆz|ψ〉, (18)
is the kinetic energy density of the noninteracting elec-
trons, which contains the trivial in-plane contribution
(depending quadratically on n and inversely on the in-
plane effective mass, m‖).
EH[ρtot] =
1
2
∫
dz VH(z)ρtot(z) (19)
is the electrostatic energy density, where the Hartree po-
tential is defined by Eq. (5).
Exc[ρel] =
∫
dz ǫxc[ρel(z)]ρel(z) (20)
is the exchange and correlation energy density (describ-
ing the electron-electron interactions beyond the Hartree
approximation, plus the remainder of the many-body ki-
netic energy). Finally,
Eext[ρel] =
∫
dz Vext(z)ρel(z) (21)
accounts for a possible external potential. The last term
in Eq. (17) is a Lagrange multiplier, and serves to guar-
anteeing the correct normalization of the wavefunction;
at the variational minimum one has λ = nǫ.
We shall now assume that we are at the variational
minimum with respect to ψ, i.e. define
Etot(n) = min
ψ
Etot(ψ, n). (22)
To connect the present treatment with the quantities that
we introduced in the earlier Sec. II A, we shall then take
the total derivative of Etot(n) with respect to n. The lat-
ter, in virtue of the Hellmann-Feynman theorem, reduces
to a partial derivative and can be easily calculated,
dEtot
dn
=
∂Etot
∂n
=
πn
m‖
+ ǫ− Vleft. (23)
[Note that the eigenvalue ǫ and Vleft are both defined
modulo an arbitrary constant, which stems from the elec-
trostatic potential, VH(z) as given by Poisson’s equa-
tion (5); such arbitrariness cancels out when taking their
difference.] To arrive at this result, we have used the
following relationship between self-consistent potentials
and energies
δEH,xc[ρ]
δρ(z)
= VH,xc(z), (24)
and we have subsequently used Eq. (14) to replace
〈ψ|Hˆ |ψ〉 = ǫ. Consistent with Eq. (8), it is easy to get
convinced that Eq. (23) describes the chemical potential
of the quantum electrode, with Vleft used as a reference,
i.e., µtot.
To make progress towards an expression for C−1, one
can again use the Hellmann-Feynman theorem to write
C−1 = dµtot
dn
=
π
m‖
+
d (ǫ− Vleft)
dn
=
π
m‖
+ 〈ψ|dHˆ
dn
|ψ〉 − dVleft
dn
. (25)
Note the total derivative signs, which imply that the
variation of the self-consistent potentials with n, due to
6the relaxation of the wavefunctions d|ψ〉/dn, must be in-
cluded. In fact, since the Hamiltonian only depends on n
via the Hartree and exchange-correlation potentials, we
have
C−1 = π
m‖
+∆leftH +∆xc, (26)
where the first term on the rhs is the constant kinetic
contribution, related to the in-plane dispersion, and the
other two terms refer to the Hartree (H) and exchange-
correlation (xc) contributions to the eigenvalue variation,
∆leftH = 〈ψ|
d(VˆH − Vleft)
dn
|ψ〉, (27)
∆xc = 〈ψ|dVˆxc
dn
|ψ〉. (28)
To complete the link to the results of the previous Sec-
tion, note that in Eq. (26) we have incorporated the varia-
tion of Vleft into the Hartree contribution. This has been
done on purpose: Indeed, subtracting Vleft from VH(z)
boils down, from the physical point of view, to fixing
the reference of the electrostatic potential. The draw-
back of such a choice is that ∆leftH depends on the ge-
ometry of the capacitor, i.e., on the distance between the
plates. To circumvent this issue, we can proceed in pretty
much the same way as before, by setting the convention
to Vright = 0 instead,
∆leftH = ∆
right
H +
4πzim
κ
, (29)
where
∆rightH = 〈ψ|
d(VˆH − Vright)
dn
|ψ〉. (30)
Then, ∆rightH reflects the variation of the internal electro-
static energy of the “quantum” plate (we shall see that
this term can be identified with the Hartree band bending
effect), while the second one is the familiar “image plane”
contribution. Summarizing all the previous results in a
single expression, in the spirit of Eq. (11),
C−1 = 4πzim
κ
+
dµ
dn
=
4πzim
κ
+
π
m‖
+∆rightH +∆xc. (31)
Similarly, the Fermi level referred to Vright is
µ =
πn
m‖
+ ǫ− Vright. (32)
C. Relationship to perturbation theory
With the above derivations, we have achieved a fur-
ther insight into the physics of the inverse capacitance
density, by separating it into a trivial (constant) kinetic
term and two contributions (Hartree and xc) that origi-
nate from the variation of eigenvalue, ǫ, with n. Before
moving on, it is worth spending a few words on the spe-
cific role played by the relaxation of the electronic wave-
function, since its effect is not immediately clear from
the above derivations. To see this, it is useful to refor-
mulate the inverse capacitance problem in the language
of linear-response theory.21 In such a framework, the en-
ergy functional of Eqs. (17) and (22) can be expanded
to second order in the perturbation parameter n around
some reference value n0 [we shall indicate the l-th total
derivative with respect to n with a (l) superscript hence-
forth],
Etot(n) = Etot(n0) + (n− n0)E(1)(n0)
+
(n− n0)2
2
E(2)(n0) + . . . , (33)
where the first and second-order terms are, respectively,
the chemical potential and the inverse capacitance den-
sity,
E(1) = µtot, E
(2) = C−1. (34)
An analogous expansion can be operated on the wave-
functions,
ψ(n) = ψ(n0) + (n− n0)ψ(1)(n0) + . . . (35)
One can then write explicit expressions for the 2j + 1-th
term in the expansion of the energy functionals by using
the expansion terms of ψ up to order j. Crucially, the
even-order (2j-th) energy expansion terms can be con-
structed in such a way that they are variational in the
j-th order wavefunctions;22 this implies that the inverse
capacitance density can be written as a variational func-
tional of the first-order wavefunctions, ψ(1),
E(2)(ψ(1), n) =
π
m‖
+ 2n〈ψ(1)|(H − ǫ)|ψ(1)〉+
ρ
(1)
tot ·KH · ρ(1)tot + ρ(1)el ·Kxc · ρ(1)el . (36)
Here KH,xc indicates the Hartree or XC kernels,
KH,xc(z, z
′) =
δ2EH,xc
δρ(z)δρ(z′)
, (37)
and the two first-order densities refer to the first-order
variation of either the total or electronic charge density
with n,
ρ
(1)
el (z) = |ψ(z)|2 + 2nψ(z)ψ(1)(z), (38)
ρ
(1)
tot(z) = ρ
(1)
el (z)− δ(z). (39)
7Such densities, in turn, define the first-order potentials
via
d2V
(1)
H (z)
dz2
= −4π
κ
ρ
(1)
tot(z), (40)
V (1)xc (z) = Kxc · ρ(1)el (z), (41)
It is straightforward to verify that Eq. (36) reduces to
Eq. (26) at the variational minimum; in the language of
Ref. 23 these two formulas can be regarded, respectively,
as the stationary and nonstationary expressions for the
inverse capacitance density.
In our context, the variational character of Eq. (36)
implies that the relaxation of the wavefunctions always
lowers the inverse capacitance density, whatever is the
relative contribution of the individual effects. (Note that
this statement is true for the total inverse capacitance
density, while it may break down once we separate it
into a “quantum” and “image plane” contribution.) We
shall illustrate this important point with our numerical
experiments shortly.
D. Multiband case
So far we have discussed the inverse capacitance den-
sity in the special case of a single occupied band. We
shall now extend the theory to the case of multiple bands.
Assume that we have N partially occupied bands of the
form
ψk‖,l(r) = e
ik‖·rψl(z). (42)
Note that the individual ψl need not be eigenstates of
the same one-dimensional Schro¨dinger equation; in the
most general case (as it happens, for instance, at the
LaAlO3/SrTiO3 interface),
24 different types of subbands
may be populated, where each subset feels a different
external potential, and has a different out-of-plane dis-
persion, m⊥(l). We shall further assume, for the sake of
generality, that the in-plane effective mass of each state
is m‖(l) (i.e. they need not be the same for all bands).
Each band then contributes to the electronic charge den-
sity as
ρel(z) =
∑
l
nl|ψl(z)|2, (43)
with
nl =
k2F(l)
2π
,
∑
l
nl = n, (44)
where k2F(l) is the Fermi momentum, and to the total
kinetic energy as
EK(l) =
πn2l
2m‖(l)
,
∑
l
EK(l) = EK. (45)
Finally, since there is a unique Fermi level, the quantity
µtot =
πnl
m‖(l)
+ ǫl − Vleft (46)
must be the same for all bands. Solving for nl in Eq. (46)
and replacing in Eq. (44), we obtain
∑
lm‖(l)
π
µtot = n+
∑
l
m‖(l)
π
(ǫl − Vleft), (47)
and finally
µtot =
πn∑
lm‖(l)
+
∑
lm‖(l)ǫl∑
lm‖(l)
− Vleft, (48)
which yields the chemical potential as a function of the
total charge density, n, and of a weighted sum of the
single-particle eigenvalues.
As it was done in Sec. II B for the single band case, the
inverse capacitance density can be computed as
C−1 = dµtot
dn
=
π∑
lm‖(l)
+
∑
lm‖(l)
dǫl
dn∑
lm‖(l)
− dVleft
dn
(49)
The most remarkable consequence of Eq. (49) is a dras-
tic lowering of the positive contribution to the compress-
ibility that is due to the in-plane kinetic energy. Indeed, if
we assume that the masses are all equal, the kinetic con-
tribution to C−1 is π/(Nm‖), i.e., it reduces to a fraction
of the single-band value π/m‖. Regarding the eigenvalue
contribution, it is straightforward to show that
dǫl
dn
= 〈ψl|
(
Vˆ
(1)
H + Vˆ
(1)
xc
)
|ψl〉, (50)
i.e., even if the states ψl are eigenfunctions of different
Hamiltonian operators, only the variation of the global
self-consistent potential is relevant for calculating their
contribution to C−1.
E. Computational method
We have implemented the model presented in the
previous Sections by self-consistently solving the one-
particle Kohn-Sham Hamiltonian described in Eq. (14).
To perform the integrals, we use Numerov’s algorithm on
a real-space grid, whose fineness can be controled with a
single energy cutoff (the kinetic energy of the plane wave
that can be represented in the grid without aliasing). The
exchange and correlation interactions are treated at the
level of the local density approximation (LDA)25,26 to
density functional theory (DFT).27 The energy eigenval-
ues of Eq. (14) corresponding to eigenfunctions with the
correct asymptotic behavior (smooth decay outside the
8slab) are searched using the “shooting method” and the
“double integration technique”.28 Within this method,
the eigenvalues of the bound states are always bounded
between the minimum value of the total potential inside
the supercell and the energy at left of the classical plate,
taken as zero. At odds with other techniques that rely
on the solution of the Poisson equation [Eq. (5)] with
fast-Fourier transform techniques, where the eigenvalues
are computed with respect to the average of the electro-
static potential in the unit cell (not always a well defined
quantity29) our reference energy is well defined and the
eigenvalues between different calculations perfectly com-
parable.
III. ELECTRON COMPRESSIBILITY IN
CONFINED METALLIC GASES WITH FROZEN
WAVE FUNCTIONS
It is clear from Eq. (26) for the single band case, or
its generalization to the multiple band case in Eqs. (49)-
(50), that there are three main ingredients to the inverse
capacitance density of an electron gas: The first one
is a positive constant, independent of the electron den-
sity, that comes from the contribution of the in-plane ki-
netic energy. The second and the third are, respectively,
the Hartree and the exchange-correlation contributions
to the eigenvalue variations. These three contributions
have already been discussed at length in the context of
confined electron gases. To prepare for the discussion of
the new effects, in this Section we shall briefly review
the established results, and link to the relevant literature
whenever possible.
A. Ideal two-dimensional case
Pioneer works on negative capacitance relied on an
ideal two-dimensional electron gas model (the electrons
are exactly confined into an idealized 2D plane, with a ho-
mogeneous charge density) to rationalize the experimen-
tal results. In such a limit, the subbands are separated
by an infinite energy so only the lowest one is occupied,
and the electronic charge density has a shape of a Dirac
delta located at z = d, i.e. at the distance between the
classical electrode and the ideal plane.
In the limit of a two-dimensional electrode, the ex-
change energy per unit area Ex is negative and depends
on the charge density as
Ex = ǫ
2D
x (n)n, (51)
where ǫ2Dx (n) is the exchange energy per electron,
ǫ2Dx (n) = −
4
3κ
√
2
π
n1/2. (52)
Specializing the definition of the potential, Eq. (24), to
the exchange energy then Eqs. (27)-(28) take the form
∆leftH =
∫
dz V
(1)
H (z) [δ(z − d)− δ(z)]
=
dVright
dn
− dVleft
dn
=
4πd
κ
, (53)
∆xc =
∫
dz V (1)xc (z)δ(z − d) = −
1
κ
√
2
π
n−1/2, (54)
where we have used that in this ideal two-dimensional
case zim = d. Thus, following Eq. (26), the inverse of the
capacitance density amounts to
C−1 = 4πd
κ
+
(
π
m‖
− 1
κ
√
2
π
n−1/2
)
. (55)
We can identify the quantity in brackets with the elec-
tron compressibility, dµ/dn. Its behavior as a function
of n is illustrated in Fig. 2. We can see that in the
high-density limit (small rs) the electron compressibility
is positive and approaches the non-interacting regime,
where the kinetic energy dominates. As the density is re-
duced, dµ/dn decreases, and within the present Hartree-
Fock approximation, changes its sign at a critical den-
sity nc = 2m
2
‖/(κ
2π3). For lower densities, the electron
compressibility is negative and therefore, as highligthed
in the Introduction, the total capacitance can become
larger than the classical geometrical value.
So far, we have neglected the correlation energy. In-
deed, its effects30 are expected to be minor within the
density range of interest for typical semiconductors.16 To
assess the importance of correlation in the present con-
text, we have recalculated C−1 by incorporating it explic-
itly (see dashed line in Fig. 2); its impact is marginal, as
expected.
B. Confined electron gas of a finite thickness
In most practical cases, a confined electron gas signif-
icantly deviates from the ideal 2D model of Sec. III A
because of finite-thickness effects.16 In the following we
shall recap the impact of Coulomb softening, affecting
the mutual repulsion of the electrons, and of the Hartree
band-bending, i.e. a Stark-like shift of the quantum well
states that is due to the external potential.
1. Coulomb softening
Coulomb softening has to do with the modification of
the exchange interactions within the “thickened” gas. To
gauge its importance, we shall assume that the gas is con-
fined by an infinite square well of thickness w. This is
justified in semiconductor quantum wells, whenever the
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FIG. 2. Contributions to the electron compressibility as a
function of the charge density of the sheet in the ideal 2D
limit. Black dotted line shows the constant kinetic contribu-
tion. Solid black line is the electron compressibility (sum of
the kinetic and exchange contribution). Dashed black curve
considers, in addition, the correlation contribution. Inset:
same results with respect the parameter rs. Results have
been obtained for m‖ = κ = 1.
conduction band offsets are much deeper than the mean
electron energy. The electronic ground-state wavefunc-
tion can be then determined analytically,
ψ(z) =
√
2
w
sin
(πz
w
)
, (56)
leading to a three-dimensional charge density of the form
ρel(n, z) = n|ψ(z)|2 = 2n
w
sin2
(πz
w
)
. (57)
Assuming that only the lowest subband is occupied
within the relevant range of n, the necessary corrections
to the exchange energy per electron, Eq. (52), can be
summarized31 in a form factor, F (ζ),
ǫx(n,w) = ǫ
2D
x (n)F (ζ), (58)
where ζ = w/rs = w
√
πn is the dimensionless ratio be-
tween the width of the potential well and the mean spac-
ing (in units of Bohr radius a0) between electrons in the
plane, as defined in Eq. (3). A simple polynomial fit,
valid for an infinite square well ground-state wavefunc-
tion and for 0 < ζ < 3.5, is reported in the Appendix of
Ref. 16. Here, in order to obtain a more complete pic-
ture, we have calculated numerically F (ζ) over a broader
0 5 10 15 20
ζ
0.00
0.50
1.00
1.50
2.00
Fo
rm
 fa
ct
or
0.01 0.1 1 10 100
1/ζ
0.1
1.0
Fo
rm
 fa
ct
or
PSfrag replacements
w
Vext
z (Bohr)
ψi(z)
ρ(z)
VH(z)
FIG. 3. (Color online) Form factor as given by the exact
exchange functional (black solid line), by a polynomial fit to
low values of ζ as fitted by Eisenstein et al. in Ref. 16 (red
dashed lines), and by the LDA approximation (solid green
line). Inset: same data, but in a log-log scale and with the
abscissas inverted.
range of densities/thicknesses. The results are shown in
Fig. 3. Clearly, the exchange energy is always smaller
than in the ideal 2D case (the form factor, black line in
Fig. 3 is smaller than 1 at any n).
Many practical implementations, including the numer-
ical model that we shall use in this work, rely on the use
of approximate functionals for the exchange and corre-
lation, e.g. the LDA.25,26 It is therefore important, at
this stage, to gauge the accuracy of the LDA exchange
in describing the compressibility of a confined electron
gas. In fact, just like in the case of the exact (Hartree-
Fock) treatment, we can write ǫLDAx (n,w) as the ideal 2D
exchange energy times a form factor,
ǫLDAx (n,w) = ǫ
2D
x (n)F
LDA(ζ), (59)
whose explicit form is
FLDA(ζ) = Aζ−
1
3 . (60)
(A = 0.9436555 is a dimensionless constant.) The deriva-
tion of Eq. (60) is given in Appendix A.
The approximate LDA form factor is compared with
the exact Hartree-Fock limit in Fig. 3. While the two
functions roughly agree for 1 < ζ < 10, the LDA result
is clearly wrong both in the low-density and high-density
limits for a given w (or, equivalently, in the large and
small thickness limit for a given n.) In either case, LDA
overestimates the exchange energy, and such an overes-
10
timation becomes severe at small ζ where FLDA erro-
neously diverges as ζ−
1
3 . (This is the limit of small w
for a fixed n, where the exact result tends to 1). These
results indicate that outside the range 1 < ζ < 10, LDA
may give a very inaccurate description of exchange ef-
fects, and one should be extremely careful when drawing
physical conclusions therein.
Results including the contribution of this “Coulomb-
softening” effect on the electronic compressibility are
shown with green lines in Fig. 4. To quantify this soft-
ening, we use both the form factor computed numer-
ically under the assumption of a frozen wave function
corresponding to the ground state of an infinite square
well potential (shown in Fig. 3), and the LDA form fac-
tor [Eq. (60)]. Then the exchange energy per unit area
is computed as in Eq. (51), together with its second
derivative with respect the charge density to evaluate
numerically the contribution of the thickened exchange
[Eq. (28)] to the electron compressibility. After adding
the contant contribution coming from the kinetic energy
term, the most important conclusions that can be drawn
are: (i) due to the softening of the negative contributions
coming from the exchange energy, this effect reduces the
tendency of the electronic compressibility towards nega-
tive values (green curves in Fig. 4 are always above the
analytical results for the ideal 2D limit, represented by
the black curves); and (ii) in the ranges of densities and
thicknesses tried in Fig. 4, the LDA approximation pro-
vides a qualitative (even semiquantitatively) correct pic-
ture when compared with the exact functional.
2. Hartree band-bending
The Hartree band-bending effect is embodied in the
∆rightH contribution to the inverse capacitance density of
Eq. (31), and is related to the first-order variation of
the Hartree potential with n. At a given n the Hartree
potential is given by the Poisson equation of Eq. (5),
which results in the following double integral,
VH(z) = −4π
κ
∫ z
−∞
dt
∫ t
−∞
dt′ρtot(t
′)
=
4πnz
κ
− 4π
κ
∫ z
−∞
dt
∫ t
−∞
dt′n|ψ(t′)|2. (61)
Assuming that the wavefunction is frozen, then VH(z) is
linear in n, so its variation can be trivially computed,
δVH(z)
δn
=
4πz
κ
− 4π
κ
∫ z
−∞
dt
∫ t
−∞
dt′|ψ(t′)|2. (62)
The integrals of Eq. (27) and Eq. (62) can be calculated
numerically, resulting in
∆leftH =
4πz¯
κ
− 1.29862w, (63)
i.e. this is a constant contribution that simply scales
linearly with the thickness of the quantum well. Since
we have assumed that the electronic wave functions are
frozen, zim = z¯ = d as explained in Sec. II A. Therefore,
the first term of the right hand side of Eq. (63) is the
geometric contribution to the inverse of the capacitance
density, while the remainder is the desired Hartree band-
bending term, ∆rightH = −1.29862w.
Numerical results including the contribution of ∆rightH
are shown in Fig. 4. Consistent with earlier studies,
the (negative) Hartree band-bending clearly overcom-
pensates the Coulomb softening, resulting in an overall
enhancement of the negative compressibility effect (red
curves in Fig. 4 are always lower than the black ones).
The thicker the film, the larger the reduction in the elec-
tron compressibility.
C. Quantum wells
The above arguments are valid for an electron gas con-
fined in a potential well of infinite depth. To prepare for
the discussion of our numerical results in the next Sec-
tion, we shall briefly study here the more realistic case of
a quantum well (QW) with finite depth. This will allow
us to gain a first insight on the impact of confinement
effects.
To do so, we first calculate the finite-QW ground-state
wavefunction of the bare well (n = 0) for three differ-
ent depths (Vext= ∞, 250 Ha, and 22 Ha). Next, we
insert this wavefunction into Eq. (62) to compute the
Hartree band-bending at different values of n, neglecting
relaxation as before. The results are plotted in Fig. 5.
Almost no difference is found between the infinite quan-
tum well and the 250 Ha one. Nevertheless, the shallower
the quantum well, the more extended the wavefunctions,
which results in a lowering of the electron compressibil-
ity as if the QW were still infinite but slightly wider [the
prefactor in front of the second term of the rhs of Eq. (63)
changes to -1.351 for a depth of 250 Ha, and to -1.495 for
a depth of 22Ha]
Note that the Coulomb softening effect appears to be
much less sensitive to the well depth compared to the
Hartree band-bending term shown in Fig. 5. This obser-
vation is general to all our work. Indeed, we shall see in
the following Section that it is the Hartree band bending
effect that undergoes the most dramatic enhancements
when the confinement is reduced or lifted altogether.
IV. ELECTRON COMPRESSIBILITY IN
CONFINED METALLIC GASES WITH
SELF-CONSISTENT WAVE FUNCTIONS
After reviewing the basic phenomenology of confined
2D electrodes, we shall now move to presenting our main
results, obtained by using the self-consistent numerical
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FIG. 4. (Color online) Various contributions to the electron compressibility as a function of the electron density, as given
by the LDA exchange (dashed curves) or by the “thickened” (exact) exchange functional (solid curves). Results in panel (a)
and (b) have been obtained for a thickness of w = 2.0 Bohr and w = 4.0 Bohr respectively. The analytical result for the
ideal 2D limit (w → 0 limit) is also shown as a thick black curve for comparison. The dotted line at dµ/dn = π shows the
contribution of the in-plane kinetic energy. Green curves represent the results considering only the thickened exchange, as
discussed in Sec. III B 1, in addition to the noninteracting constant coming from the kinetic contribution. Red curves contain
also the “Hartree band-bending” as explained in Sec. III B 2. Insets: same results with respect the parameter rs. Results have
been obtained for m‖ = κ = 1. a.u. stands for atomic units.
solver described in Sec. II E. In particular, we shall fo-
cus on two distinct aspects of the problem: (i) the self-
consistent relaxation of the wavefunctions, which leads
to a displacement of the electronic charge density from
the geometric center of the quantum wells (Sec. IVA),
and (ii) the effect of the population of higher subbands
(Sec. IVC).
A. Traditional quantum well
To validate our numerical implementation against the
analytical results of the previous Section we consider,
first of all, the “traditional quantum well” capacitor of
Fig. 1 (referred to as t-QW henceforth). Here the elec-
trons in the quantum electrode are confined in a nar-
row layer by an external (usually large) potential, Vext,
mimicking the conduction-band offsets at the QW bound-
aries. Within the setup discussed in this subsection we
shall assume that ρjell = 0 in Eq. (4), so the QW is
charged with a charge density n, that is compensated by
the charge density −n located in the classical electrode.
This configuration essentially corresponds to the model
of Eisenstein and coworkers.16
Figure 6 shows the evolution of the inverse capacitance
density, C−1, computed as in Eq. (8), and of the electron
compressibility (“Fermi level” contribution), dµ/dn. [To
remove any dependency on the geometry of the capaci-
tor, we have substracted from C−1 a “geometrical capaci-
tance” equal to −4πd/κ, where d is the distance between
the classical plate and the center of the quantum well.
Consistently, zim will be referred to this specific feature
of the quantum electrode, so we define z∗im = zim−d.] To
make contact with the formalism of the previous Section,
we also show the analytical results for dµ/dn, calculated
by using the ground-state wavefunction of the finite well
at n = 0 as described in Sec. III C. As the effects of
wavefunction (WF) relaxation are neglected within the
analytic model of Sec. III C we shall refer to the dashed
orange curve as to the “frozen-WF” results. Recall that
these values are always negative in the range of n that
we consider here, due to the combination of the thick-
ened exchange (Sec. III B 1) and Hartree band bending
(Sec. III B 2) effects.
But on top of these effects, the self-consistency on a
QW of finite thickness introduces additional ingredients,
whose impact on the physics was not clearly identified
in earlier works.16 Indeed, respect to the frozen-WF re-
sult, the electron compressibility as defined in Eq. (31) is
slightly more positive, while the total inverse capacitance
is significantly more negative. The difference between
the latter two quantities consists in the “image charge”
contribution, reflected in the 4πzim/κ term in Eq. (31),
which is due to the displacement of the electronic charge
12
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FIG. 5. (Color online) Electronic compressibility as a func-
tion of the charge density including the Coulomb softening
and the Hartree band bending effects for quantum wells of
different depths. The exchange is treated at the LDA level.
The depth of the quantum well is infinite for the red-dashed
line [same as in Fig. 4(a)], 250 Ha for the cyan line, and 22
Ha for the orange line. The width of the well is w = 2.0 Bohr.
All magnitudes in atomic units.
density from the geometric center of the QW. Because of
the electrostatic deformation of the electronic cloud, zim
is always smaller than the distance between the classical
plate and the center of the QW, as shown in the inset of
Fig. 6. This is, therefore, an extra source of negative ca-
pacitance that largely overcomes the small upward shift
of dµ/dn with respect to the frozen-WF values. (The
physical reasons behind both the overcompensation and
the upward shift will be clarified in the next paragraphs.)
B. Jellium slab with an external confinement
potential
For realistic simulations of many physical systems, it is
convenient to treat the compensating charge as a uniform
background within the quantum well itself, in the spirit
of the jellium models.12 In order to separate the effects
introduced by charge compensation and confinement, we
first carried out a set of simulations where we kept the
same QW confining potential as in Sec. IVA, but added
a jellium background, ρjell(z) 6= 0 in Eq. (4), on top. The
jellium density is defined as
ρjell(z) = −njellW (z), (64)
where W (z) is a “window function” equal to 1/w inside
the well and zero outside. From a practical point of view,
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FIG. 6. (Color online) Quantum contributions to C−1 in the
traditional quantum well (t-QW) model (w = 2.0 Bohr) as a
function of the electronic density n. The solid red curve is
the full relaxed-wavefunction result. The Fermi level contri-
bution [Eq. (31)] is represented by a dashed red curve. The
dashed orange curve represents the electron compressibility
for the frozen wave-function results for a well of the same
depth, Vext = −22 Ha. Inset: evolution of z
∗
im (i.e. the im-
age plane location with respect to the geometric center of the
QW) as a function of n.
at every value of n we shall first calculate the ground
state of the neutral capacitor, by setting njell = n; the
inverse capacitance density is then defined as the second
derivative of the total energy with respect to n at fixed
njell.
The evolution of C−1, together with its decomposi-
tion into the electron compressibility (dµ/dn) and image-
plane (zim) contributions [Eq. (31)], as a function of the
density in the jellium background are shown as black
curves in Fig. 7; for comparison, we also report the re-
sults of Fig. 6 for the bare quantum well as red curves.
Remarkably, the evolution of the dµ/dn values with n
accurately match, regardless of whether we compensate
the electronic charge with a jellium density (present case,
j-QW henceforth) or not (traditional quantum well, t-
QW). Conversely, the total inverse capacitance density
(inclusive of the image-plane contribution) is significantly
more negative in the t-QW case.
To help explain these results, we follow a similar strat-
egy as in the previous Section and compute, in addition to
the self-consistent results, the frozen-wavefunction (WF)
compressibilities. [Here, at difference with the previous
case where the n = 0 wavefunction was used through-
out, we calculate the “frozen WF” result by using, at
each n, the ground-state wavefunction of the neutral ca-
pacitor (n = njell).] The results are plotted as a solid
blue curve, and compared with the frozen-WF data of
Fig. 6 (dashed orange); again, the two curves show an
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FIG. 7. (Color online) Evolution of the inverse capacitance
densities (solid lines; left y-axis) as a function of the charge
density. The electron compressibility contributions [Eq. (31)]
are represented by dashed lines (right y-axis). Black lines
represents the results of the confined jellium slabs where the
electronic wave functions are allowed to relax. Blue lines are
the results obtained when the electronic wave functions are
frozen to the ones of a neutral jellium slab. Red lines represent
the results of the traditional quantum well, already shown in
Fig. 6, while the dashed orange line represents the analytical
results for the electron compressibility for a quantum well
of the same thickness and depth and under the same LDA
approach, already shown in Fig. 5. Inset: evolution of the
position of the image charge plane (referred to d as explained
in the text) as a function of the charge density. Numerical
results have been obtained for m‖ = κ = 1, w = 2.0 Bohr, d
= 12.5 Bohr, and Vext = -22 Ha.
essentially perfect overlap. Obviously, at n = 0 the two
curves must coincide, as the j-QW model reduces to the
t-QW case in the limit of small densities. Deviations
at finite n can only stem from the deformation of the
(symmetric) ground-state wavefunction due to the self-
consistent potentials [for example, the superposition of
ρel(z) and ρjell(z) produces a nonvanishing electrostatic
potential whenever n = njell 6= 0]. Based on our result,
we conclude that such deviations are negligible within
our choice of geometry and computational parameters.
This latter observation allows us to interpret the com-
bined effects of jellium compensation and wavefunction
relaxation (or lack thereof) in terms of an approximate
model. In particular, for sufficiently small δn we can as-
sume, for the charged capacitor at n = njell + δn, that
the relaxed wavefunction is
ψ ∼ ψ(0)(n = 0) + δnψ(1)(n = 0). (65)
Following a few derivation steps (see Appendix B), we
could account for all the results presented so far. In par-
ticular, for both the t-QW and the j-QW models we find
0
0.01
0.02
0.03
0.04
0.05
0.06
0.07
0
0.2
0.4
0.6
0.8
(a)
(b)
PSfrag replacements
w
Vext
z (Bohr)
ψi(z)
ρ(z)
VH(z)
w = 2.0 Bohr
w = 4.0 Bohr
dµ/dn (a.u.)
n (a.u.)
C−1 − 4pid
κ
z∗im (a.u.)
C−1 (a.u.)
z∗im
n (a.u.)
z∗im(jellium + QW)z
∗
im(traditional QW)
z¯(jellium + QW)z¯(traditional QW)
ρ
e
l(
z
)
ρ
(1
)
(z
)
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of the confined jellium model in a neutral configuration (black
solid line), and the traditional quantum well model (red solid
line). (b) First order variation of the electronic charge density
in the two models. Vertical dot-dashed lines represent the
geometrical limits of the slab. The results have been obtained
for a slab of w = 2.0 Bohrs, m‖ = κ = 1, n = 0.079 Bohr
−2,
and Vext = -22 Ha. All magnitudes in atomic units
the same Hartree band-bending contribution,
∆relaxH ∼ ∆frozenH + nzB, (66)
where zB is defined as the dipole moment of ψ
0(z)ψ1(z),
zB =
∫
dz zψ0(z)ψ1(z). (67)
Moreover, the value of z∗im is twice as large in the t-QW
case,
zt−QWim ∼ 4nzB, zj−QWim ∼ 2nzB, (68)
consistent with our self-consistent results (see inset of
Fig. 7). (To corroborate this point we report, in the
same inset, the predictions of the approximate model
for zim.) Note that, within the approximations we used,
the same quantity zB is responsible for both the upshift
of dµ/dn and the off-centering of the electronic charge
(image-plane effect).
The different behavior of zt−QWim and z
j−QW
im , which
constitutes the main result of this subsection, can be in-
tuitively rationalized by observing the respective evolu-
tion of the ground-state and first-order electronic states
with n. In the t-QW model, the ground-state electronic
wavefunction is increasingly distorted for increasing n,
14
since it is feeling a progressively stronger attraction by
the classical electrode; conversely, in the j-QW case, the
ground-state electronic wavefunction is always symmet-
ric, and with a shape that is roughly unsensitive to njell
[see Fig. 8(a)]. This effect propagates to the first-order
densities [Fig. 8(b)], which in turn define zim following
Eq. (6) and Eq.(12). In particular, in the t-QW case,
the distortion of ψ(n) adds up to the contribution of the
first-order wavefunctions, resulting in a ρ
(1)
el (z) whose off-
centering is twice as large compared to the j-QW case.
Before concluding this part, we shall take the opportu-
nity to corroborate, in light of the numerical results pre-
sented so far, an important point that we have already
mentioned in Sec. II C: Due to the variational character
of the problem, the relaxation of the wave functions al-
ways lowers the inverse capacitance density. This fact is
immediately clear when we compare the relaxed (solid
black line) and unrelaxed (solid blue line) results for C−1
in Fig. 7. As we have already emphasized, the elec-
tron compressibility dµ/dn shows an opposite trend: the
relaxed (dashed black curve) results are systematically
more positive than the frozen-wavefunction values (blue
curve). This, however, is not in contradiction with the
above argument: dµ/dn, unlike C−1, cannot be written
as a variational functional of ψ(1), and therefore is not
bound to decrease upon relaxation.
C. Jellium slab in the absence of strong
confinement potential
In Fig. 9 we plot the behavior of the inverse of the ca-
pacitance density as a function of n for a 2.0 Bohr-thick
jellium slab, this time without the confinement potential;
this means that here the electron gas is only kept in place
by the positive jellium background. As before, we also
show the Fermi-level contribution, the frozen-WF results
and the image-plane location (inset). Remarkably, C−1 is
much more negative than in the confined case discussed
in the previous Section [note the difference in vertical
scale compared, e.g., with Fig. 7]. This fact is already
clear at the frozen-WF level, and is further enhanced by
an unusually large negative contribution from zim. More-
over, at a density of about ncrit ∼ 0.10 a.u. we observe
a dramatic dip in both C−1 and dµ/dn; such discontinu-
ity, as we shall see shortly, is due to the transition from
the one-band to the two-band regime. (Because of the
weaker confinement, the energy separation between the
different subbands is much smaller than in the previous
examples, and multiple subbands may become occupied
even at moderate values of the in-plane charge density.)
We shall discuss these two regimes separately in the fol-
lowing.
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FIG. 9. (Color online) Quantum contributions to C−1 in the
jellium slab in the absence of a strong confinement potential
(solid lines; left y-axis) as a function of the electronic density
n. The solid black line is the fully relaxed wavefunction result.
The solid red line represents the results at the frozen wave-
function level. The black dashed line represents the electron
compressibility [Eq. (31)] (right y-axis). Inset: evolution of
z∗im as a function of n. Numerical results have been obtained
for m‖ = κ = 1, w = 2.0 Bohr.
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FIG. 10. (Color online) (a) Real space wave function of
the lowest subband in a jellium slab without (black solid line)
or with (red solid line) an extra confinement potential in the
quantum well. (b) Profile of the total derivative of the self-
consistent electronic charge density with and without the con-
finement potential. z∗im represents the location of the image
charge plane, defined as in Eq. (12). The results have been
obtained for a slab of w = 2.0 Bohrs, m‖ = κ = 1, Vext = -22
Ha, rs = 2.0. All magnitudes in atomic units.
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FIG. 11. (Color online) Evolution of the electron compress-
ibility dµ/dn as a function of the charge density in the jellium
slab in the absence of an external confinement potential (black
line), and its decomposition into Kinetic (π/m‖; red), Hartree
[∆rightH (l); green], and exchange-correlation [∆xc(l); blue] con-
tributions, where l is an index for the occupied subband. The
Hartree and exchange-correlation contributions coming from
the first band are plotted in solid lines, while the contribu-
tions from the second band are represented by dashed lines.
The electron wave functions are frozen to the ones obtaied in
a neutral slab n = njell. Results have bee obtained for a slab
of w = 2.0 Bohr, m‖ = κ = 1.
1. Low-density regime
In the dilute regime (for low enough charge densities),
only the lowest subband is occupied, as it happened in all
the models analyzed up to now. The ground-state wave-
function, however, is now significantly more extended
[Fig. 10(a)], and also more prone to be deformed when
the capacitor is charged [Fig. 10(b)]; this implies that all
the effects discussed in the previous sections are dramat-
ically amplified.
At the frozen-WF level, as we pointed out in Sec. III B,
the increase in the (negative) Hartree band-bending term
(green line in Fig. 11) largely overcompensates for the
reduction in the exchange contribution due to Coulomb
softening (blue line in Fig. 11). This results in a drastic
decrease in the electron compressibility compared with a
j-QW model of the same thickness.
Upon relaxation, while the electron compressibility be-
comes positive, the overall inverse capacitance further
decreases (solid black line in Fig. 9) compared to the
frozen-WF case, in agreement with the behavior of j-QW
model. Interestingly, however, here zim is substantially
more shifted towards the classical electrode, and follows
energy
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FIG. 12. (Color online) (a) Energies of the first (black solid
line) and second (red solid line) subbands as a function of the
parallel k-point. (b) Contribution of the two subbands to the
density of states, g(E), at the critical density when the en-
ergy of the highest occupied state in the first subband equals
the eigenvalue of the second subband. (c) Radial shape of
the eigenfunction of the one-dimensional Schro¨dinger equa-
tion along z for the two subbands. Panels (d) and (e) are the
same as (a) and (b), but for an increased charge density that
produces the lowering of the chemical potential. Note how,
despite the fact that the charge density is larger in (d)-(e)
(larger occupied areas of the shaded rectangles), the chemical
potential µ is lower than in (a)-(b).
a qualitatively different trend in the limit of small n. (zim
is a roughly linear function of n in the j-QW case, while
here it appears to diverge towards −∞.) Both features,
as we said, are due to the absence of a confining poten-
tial; this greatly enhances the charge-density response of
the system to an external bias, and the more so in the di-
lute limit (the electrostatic attraction due to the jellium
background vanishes for n→ 0).
2. High-density regime
Due to the absence of a confinement potential, there
is a critical density [see the schematic illustration in
Figs. 12(a)-(b)], where the Fermi level crosses the eigen-
value of the first excited subband. For larger densi-
ties, the two lowest subbands are partially occupied. As
we have already demonstrated in Sec. II D, all contribu-
tions to the inverse capacitance are discontinuous at the
transition. We shall illustrate them in detail hereafter,
by framing our discussion around the frozen-WF results
(Fig. 11). These provide a clearer insight on the underly-
ing physics; on the other hand, wavefunction relaxation
does not introduce anything new that hasn’t been dis-
cussed in the earlier paragraphs.
First, since we are considering that the in-plane ef-
fective masses are the same for all the bands, the in-
plane kinetic energy term decreases by a factor of two
at the transition (red segments in Fig. 11), and is oth-
erwise constant within either regime. The remainder of
dµ/dn originates from the variation with n of the Hamil-
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FIG. 13. (Color online) Filling rate of the first (black
line) and second (red line) subbands as a function of n for
a jellium slab of w = 2.0 Bohrs with frozen wave functions.
(The individual curves are dnl/dn, and must sum to unity as∑
l
nl = n).
tonian eigenvalues, and can be further split into Hartree
and exchange-correlation contributions of each occupied
band. [In particular, one takes the weighted average
of the contributions of all occupied bands, according to
Eq. (49).]
As illustrated in Fig. 11, the drop of the electron com-
pressibility right after the critical density ncrit is clearly
dominated by the electrostatic contribution, which un-
dergoes an abrupt drop at the transition. Interestingly,
above ncrit the Hartree contributions of both bands,
∆rightH (1) and ∆
right
H (2), are equally large and negative.
To see why, we need to look at the behavior of the first-
order Hartree potential Vˆ
(1)
H [recall Eq.(30)], which is in
turn related to the first-order electronic density, ρ
(1)
el (z)
via a Poisson equation [Eq.(40)]. Below the transition
ρ
(1)
el (z) corresponds the square modulus of the only occu-
pied band,
ρ
(1)
n<ncrit(z) = |ψ1(z)|2. (69)
[Recall that we are working within the frozen-WF regime,
which implies discarding the contribution of the first-
order ψ in Eq. (38).] Conversely, above the transition
we have
ρ
(1)
n>ncrit(z) =
dn1
dn
|ψ1(z)|2 + dn2
dn
|ψ2(z)|2, (70)
i.e., the first-order density (and hence, the first-order po-
tential) is now a linear combination of the squared mod-
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FIG. 14. (Color online) (a) Real-space wave functions of
the lowest-energy subband (black line) and the first excited
state (red line). The corresponding contributions to the elec-
tronic charge density is shown in panel (b). (c) Profile of the
first-order change in the electrostatic potential obtained by a
double integral of |ψ1(z)|
2 (black line) and |ψ2(z)|
2 (red line).
The electrostatic potential is measured with respect to the
right, as this is the quantity that enters in the determination
of the electron compressibility. Dashed vertical lines mark the
geometrical limits of the slab. The results have been obtained
for a slab of w = 2.0 Bohrs, m‖ = κ = 1, and rs = 1.7. All
magnitudes in atomic units.
uli of the individual wavefunctions. [Note that the co-
efficients dnl/dn must sum up to 1, since n =
∑
l nl.]
Remarkably, while nl are continuous functions of n every-
where, their derivative is discontinuous at the transition.
As shown in Fig. 13, right above ncrit the filling rate of
the first band becomes negative, while the second band
hosts the entirety of the excess charge plus the amount
that is being transferred from the first band.
This abrupt change in the filling rate would have no
effect whatsoever on the Hartree band bending if |ψ2(z)|2
were equal to |ψ1(z)|2. The key point is that |ψ2(z)|2 is
a much broader charge distribution than |ψ1(z)|2, as one
can clearly see from Fig. 14(b). This means that V (1)(z),
which is related to ρ(1)(z) via a double integration, will be
significantly more negative for n > ncrit than for n < ncrit
in a neighborhood of the jellium slab [see Fig. 14(c)]. As
a consequence, both ∆H(1) and ∆H(2), defined as the
mean value of V (1)(z) on the first and second eigenstate
of the ground-state Hamiltonian, undergo an abrupt de-
crease at n = ncrit. In other words, one can say that
right at the transition the quantum electrode starts to
accummulate charge into the second quantum state; this
is spatially much broader than the lowest band, resulting
17
in a greatly enhanced Hartree band-bending effect, con-
sistent with what we have seen in all examples discussed
so far (the thicker the electron gas, the more negative its
compressibility).
This effect, of course, can be maintained only in a lim-
ited range of n values. As the jellium charge density pro-
gressively increases, the electrostatic potential that keeps
the electrons in place becomes deeper, the eigenfunctions
shrink accordingly and the Hartree band-bending effect
becomes weaker. In fact, the same mechanism occurs in
the dilute regime discussed above, where ∆H(1) shows
an analogous monotonic increase with n. This is yet an-
other consequence of the absence of a confining potential:
Recall that in the j-QW model ∆H(1) is a constant at
the frozen-WF level, as the ground-state wavefunctions
undergo negligible changes with n. Note that the same
arguments are equally valid whenever a new band starts
to be populated; however, we expect the enhancement
of dµ/dn to become progressively smaller as the number
of degrees of freedom increases (recall that the overall
dµ/dn is written as a weighted average over all bands).
D. Asymmetric confinement
Since part of the renewed interest on negative com-
pressibility is due to some recent experiments car-
ried out in polar interfaces between two insulators
(SrTiO3/LaAlO3),
17 it is important to discuss, at least
qualitatively, how the effects described in the previous
Sections manifest themselves in the latter context. As
suggested in Ref. 24, the role of LaAlO3 is primarily
to confine the conduction electrons to the SrTiO3 side,
and define the electrostatic boundary conditions via an
external surface charge density. This can be effectively
modeled, within the methodology developed in this work,
by using an asymmetric confining potential of Heaviside
type, while controlling the electrical boundary conditions
via the parameter n. In addition, we shall include a thin
jellium slab on the “SrTiO3” side of the Heaviside po-
tential, to guarantee a stable numerical solution. (As we
shall see, the presence of the compensating jellium has
little impact on the results at the qualitative level; it can
be physically thought as a finite density of dopants that
diffuse through the interface because of “intermixing”.)
This way, the electronic charge is confined only on one
side of the slab, while it is free to relax on the other side.
This asymmetry is clear in the spatial distribution of the
ground-state electronic density, Fig. 15(a).
The calculated behaviour of the inverse capacitance
density is shown in Fig. 15(b), together with the usual
decomposition into Fermi-level and image-charge contri-
butions. Remarkably, the total C−1 undergoes a mono-
tonic decrease with the charge density n, i.e. it shows an
opposite trend than in all the situations analyzed up to
now. This is clearly due to to the evolution of the image
charge plane contribution, shown in the inset. (The elec-
tron compressibility displays roughly the same behaviour
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FIG. 15. (a) Electronic charge density in a jellium slab with
an Heaviside step potential at the surface closer to the classi-
cal electrode. Vertical dashed lines represent the geometrical
surfaces of the slab. The inverse capacitance density (solid
line, left y-axis), and the electron compressibility (dashed line,
right y-axis) as a function of the charge density is shown in
panel (b). Inset: Position of the image charge plane with re-
spect the geometrical center of the quantum electrode. The
results have been obtained for a slab of w = 3.1 Bohr of thick-
ness, rs = 3.0 [panel (a)], and m‖ = κ = 1.
as the one described in Sec. IVC2.) In the low-density
regime the presence of the Heaviside potential prevents
the wave function from occupying the region between the
two plates, while the weaker and weaker confining po-
tential of the jellium lets the electronic density spread
arbitrarily far to the other side (see Fig. 16). This trans-
lates into a divergence of z∗im in the dilute limit, in stark
contrast with the QW cases discussed earlier. At higher
densities, higher subbands become occupied; their nodes
lead then to oscillations in the first-order charge density
(see red line in Fig. 16), effectively pushing its center
of mass closer and closer to the electrode surface. This
effect, however, cannot overcome the surface confining
barrier, which means that, in the limit of large n, z∗im
will slowly approach its asymptotic value of zero. Note
that z∗im (and hence the total inverse capacitance) is al-
ways positive in Fig. 15(b). This is mostly a matter of
convention, though: Due to the geometry of the problem
we find it more appropriate here to use the potential step
as a reference to define the classical capacitance, unlike
in the symmetrical QW cases of the previous sections.
As we said above, the Fermi-level contribution qual-
itatively follows the same trend as in the cases dis-
cussed earlier. To substantiate this point, we show the
breakdown of dµ/dn into the individual contributions in
18
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FIG. 16. (Color online) Profile of the total derivative of the
self-consistent electronic charge density in a jellium with an
asymmetric confinement potential. Black line obtained for rs
= 7.0, and red line for rs = 0.7. The rest of the parameters
as in Fig. 15. All magnitudes in atomic units.
Fig. 17. (This analysis is in all respects analogous to
that of Fig. 11, with the sole difference that here we
discuss the relaxed-wavefunction values, rather than the
frozen ones.) As in Fig. 11, transition from the single-
to multiple-band regime produces a clear discontinuity,
which is driven by a simultaneous reduction of the in-
plane kinetic energy and a dip in the electrostatic Hatree
band-bending terms. Interestingly, Fig. 17 shows an ap-
parent reversal of the role of the bands above the tran-
sition. (In Fig. 11 ∆H(1) is always less negative than
∆H(2), while here the opposite is true.) This should not
be misinterpreted, though: Indeed, the upper band is still
the primary responsible for the discontinuous change in
V
(1)
H across the transition. Yet, ∆H(l) corresponds to the
mean value of V
(1)
H on the l-th eigenfunction; the first
band is spatially located closer to the surface, and hence
can probe a region where V
(1)
H is deeper. In any case, the
discontinuity almost disappears when the contributions
of z∗im and dµ/dn are summed up, leading to a simple
monotonic behavior of C−1.
V. DISCUSSION
The fact that the inverse capacitance density is always
positive in our asymmetric confinement model appears,
at first sight, problematic in light of the experimental re-
sults of Refs. 17 and 18. Our results also starkly disagree
with the conclusions of Kopp and Mannhart12 regarding
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FIG. 17. (Color online) Evolution of the electron compress-
ibility dµ/dn as a function of the charge density in the jellium
slab with an asymmetric potential. Meaning of the lines as
in Fig. 11. Results have bee obtained for a slab of w = 3.1
Bohr, and m‖ = κ = 1. All magnitudes in atomic units.
the purported universality of the quantum capacitance
effect. On the contrary, here we find a remarkable vari-
ability in the physical behavior of each individual system
depending on geometry, confinement and other factors.
Interestingly, most of this variability is carried by two
contributions that are electrostatic in nature: the Hartree
band-bending and the image-charge effects. This result
disproves earlier assumptions that exchange and kinetic
effects wouls dominate,12 and prompts to a profound re-
thinking of the established interpretations.
Regarding the LaAlO3/SrTiO3 experiments,
17,18 we
regard it as highly unlikely that models based on the free-
electron gas such as those presented in this work (or in
KM) will be able to explain the observed effects. Here,
there are several indications that a more sophisticated
description of electron correlations might be needed. For
example, Ti 3d orbitals in oxides are known13 to form
a two dimensional electron liquid rather than an elec-
tron gas; strong electronic correlations may then localize
the electrons and form polaronic quasiparticles. In this
regime, the localized charges could couple with image
charges in the other metal electrode and produce a dra-
matic increase of the capacitance as suggested by Skinner
and Shklovskii.32 (This model has been also recalled to
explain the larger capacitances with respect the classical
values in gated carbon nanotubes,33 or in a black phos-
phorus thin film sandwiched between two layers of hexag-
onal boron nitride with a few-layer graphene as terminal
electrodes.34) As we said, such scenarios are far beyond
the range of applicability of our model, though. More
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accurate simulations, e.g. explicitly including the under-
lying atomic structure and the strong electron-electron
interactions, would be desirable in the future to settle
these important points.
Our new predictions for a negative electron compress-
ibility that is associated with the population of higher
subbands could be experimentally verified even in tradi-
tional semiconductor quantum wells (QWs). In fact some
of our results might be behind the first-order phase tran-
sition observed in GaAs/AlxGa1−x QWs, when the first
excited subband is occupied with electrons, as the Fermi
level is tuned into resonance with the excited subband
by applying a dc voltage.35 In Ref. 35, the transition was
attributed to a discontinuous jump of the exact 2D ex-
change potential every time a subband is occupied. A
discontinuity in the exchange-correlation potential upon
adding electrons to the ground-state is, in principle, not
expected within LDA; and indeed, in our calculations we
observe a discontinuity in the derivative of the band occu-
pations (and hence of the band eigenvalues) with respect
to n, while the band eigenenergies are always continu-
ous functions of n. At first sight, this seems to imply
that exact exchange is crucial to obtaining a qualitative
agreement with the experiments. However, we believe
that this need not be the case, and that our results may
even provide an alternative explanation to the experi-
mental observations of Ref. 35. The key point is that the
voltage, rather than the electron density, is controlled in
the experiments of Ref. 35. We stress that, based on our
results of Sec. IVC, the exchange energy and potentials
are largely irrelevant in determining the quantum capac-
itance in the weak confinement limit. In such a regime,
the physics is dominated by Hartree band-bending ef-
fects, which are electrostatic in nature. Based on the
above arguments, the latter are therefore sufficient to
produce a strong first-order transition as a function of
the applied voltage when the Fermi level approaches the
second subband.
Another remarkable feature of our simulations is a very
large enhancement of the susceptibility in the negative
capacitance regime. In a neutral jellium slab, the lowest
and the first excited bands display opposite parities, and
the total density is symmetric with respect the center
of the slab. If an external electric field is applied, like
the one produced by the classical plate after charging
the slab, then the two bands can be hybridized, leading
to an asymmetric electronic cloud as reflected by zim in
our simulations. This effect is particularly large when
the first excited band starts filling and the two bands are
essentially degenerate: the hybridization is almost cost-
less and yields a large change in the dipole, that could
be measured as a huge enhancement of the susceptibility
of the system. Recent experiments in ferroelectric su-
perlattices support the idea that the presence of regions
with very large susceptibilities, like interfaces and do-
main walls,10,36 are fundamental to understand the boost
of the capacitance in these systems.
Also, the aforementioned systems might be a perfect
playground to check the role played by the effective mass
or the dielectric constant of the medium in the descrip-
tion of real physical systems. It seems unlikely to us that
the contribution of the valence electrons to the many-
body interactions within the gas of carriers can be sum-
marized by a single number (the effective dielectric con-
stant). Even more, assuming that this approximation is
valid, one can wonder what dielectric constant should be
used: the static (including the response of the underlying
lattice), or the high-frequency (taking into account only
the electronic response). While the ions shouldn’t me-
diate the exchange and correlation effects between the
electrons, the use of the static dielectric constant has
been the common approach in the semiconductor com-
munity. Such an approach appears problematic, how-
ever, in oxides, where the static and the high-frequency
dielectric constants may differ by orders of magnitude.
As the dielectric constant appears at the denominator in
the Hartree and exchange-correlation energies, then all
the useful (old and new) mechanisms that we discussed
in this work would be suppressed and the system would
behave like a free-electron gas. An insight on these is-
sues would require the use of sophisticated many-body
techniques; we regard it as an interesting topic for future
studies.
VI. CONCLUSIONS
Since the milestone works in semiconductor quantum
wells aimed to understand the quantum Hall effect,16
the model based on the competition of the kinetic en-
ergy with the quantum exchange-energy in the electron-
electron interactions has been pointed out as the root of
the negative electron compressibility in two-dimensional
metals. These have been applied even in systems as dif-
ferent as two-dimensional electron gases at oxide inter-
faces.17
In this work we have proven how they must be taken
with care when other systems are studied, such as delta-
doping layers or two-dimensional metals where the con-
finement of the electrons to the well might be much
smaller than in the previous systems. In such a situation,
the kinetic and the exchange-correlation effects are not
the only pieces that are important, but other actors enter
into play such as the Hartree interactions between more
extended electron systems, the population of subbands
of increasing energy, or the displacement of the center
of charge of the electronic clouds that tend to decrease
the effective distance between the plates of the capaci-
tor. We have quantified all of them in an step by step
basis using a jellium slab as a toy model. Exploiting the
quantum nature of the metallic electrodes to overcome
the classical limits on capacitor performance appears as
a promising research avenue. The results reported here
open the door to the rational design of devices based on
negative electron compressibility and related effects.
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Appendix A: Form factor within the local density
approximation
Considering Slater’s expression for the exchange en-
ergy of the homogeneous electron gas,37,38 then it can be
written in a local form, which in atomic units reads as
ǫLDAx (ρ) = −
3
4κ
(
3
π
) 1
3
ρ
1
3 , (A1)
where κ is the relative permittivity of the medium. The
exchange energy is then given by the three-dimensional
integral
ELDAx =
∫
d3r ǫx [ρel(~r)] ρel(~r) = − 3
4κ
(
3
π
) 1
3
∫
d3r ρ
4
3
el(~r).
(A2)
The exchange energy per unit area for the particular case
under study (square well wavefunction) can be written as
ELDAx /S = −
3
4κ
(
3
π
) 1
3
(
2n
w
) 4
3
∫ w
0
dz sin
8
3 (πz/w).
(A3)
This can be, in turn, further simplified to
ELDAx /S = −
3
4κ
(
3
π
) 1
3
(
2n
w
) 4
3 w
π
C, (A4)
where the constant C can be calculated numerically as
C =
∫ π
0
dz sin
8
3 (z) = 1.4003141. (A5)
Finally, we obtain the exchange energy per electron in
the confined 2D gas,
ǫLDAx (n,w) = −
3C
2πκ
(
6
π
) 1
3 ( n
w
) 1
3
. (A6)
Remarkably, just like in the case of the exact treat-
ment, we can write ǫLDAx (n,w) as the “ideal” 2D exchange
energy times a form factor,
ǫLDAx (n,w) = ǫ
2D
x (n)F
LDA(ζ). (A7)
The explicit form factor is
FLDA(ζ) =
3C
2πκ
(
6
π
) 1
3 3κ
4
√
π
2
n−
1
2
( n
w
) 1
3
=
9C
8π
(
6
π
) 1
3
√
π
2
π
1
6 ζ−
1
3
= Aζ−
1
3 , (A8)
where A = 0.9436555 is a dimensionless constant.
Appendix B: Effect of the relaxation of the wave
function
In this Appendix we shall analyze the influence of the
jellium background charge density in the position of the
image charge and in the Hartree band-bending contribu-
tion to the electron compressibility. For the remainder of
this Appendix, we shall refer to all the physical quanti-
ties related with the traditional quantum well described
in Sec. IVA with the subscript “TQW”, while all the
quantites related with the jellium model, Sec. IVB, will
be labelled as “jell”.
For the traditional quantum well, the ground state for
any value of the charge density n can be approached as
ψ
(0)
TQW(z;n) ≈ ψ(0)(z;n = 0) + nψ(1)(z;n = 0). (B1)
Thus we can write the electron density, upto second order
in n, in terms of the wave function and its derivative
computed at n = 0,
ρ
(0)
TQW,el(z;n) =n|ψ(0)TQW(z;n)|2
=n|ψ(0)(z;n = 0)|2
+ 2n2|ψ(0)(z;n = 0)ψ(1)(z;n = 0)|,
(B2)
and, straightforwardly, the first-order variation of the
electronic charge density
ρ
(1)
TQW,el(z;n) =|ψ(0)(z;n = 0)|2
+ 4n|ψ(0)(z;n = 0)ψ(1)(z;n = 0)|.
(B3)
Now, we switch our attention to the jellium case. The
most important difference with respect the previous sit-
uation is that we have a dependency with respect two
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parameters: n and njell. Now it can be assumed that the
ground state and its first-order derivative are not signif-
icantly modified when the charge density in the jellium
changes,
ψ
(0)
jell(z;njell, n) ≈ ψ(0)jell(z;njell = 0, n = 0)
= ψ(0)(z;n = 0), (B4)
ψ
(1)
jell(z;njell, n) ≈ ψ(1)jell(z;njell = 0, n = 0)
= ψ(1)(z;n = 0). (B5)
We stress at this point that the ground state and first-
order wave functions are exactly the same for the tradi-
tional quantum well and the jellium when njell = 0 and
n = 0. The approach comes when we assume that they
remain the same for any density.
Starting from the previous wave functions, the electron
charge density can be computed in the jellium setup as,
ρ
(0)
jell,el(z;njell, n) =n|ψ(0)jell(z;njell, n)|2
≈n|ψ(0)(z;n = 0)|2. (B6)
For the first-order change in the charge density, we realize
that in the process of charging/discharging the capacitor
the variable that enters into play is n, while the back-
ground charge density njell remains constant. Therefore,
we have to take the partial derivative with respect to n,
keeping njell frozen
ρ
(1)
jell,el(z;njell, n) =
∂ρ
(0)
jell,el(z;njell, n)
∂n
∣∣∣
njell
=|ψ(0)(z;n = 0)|2
+ 2n|ψ(0)(z;n = 0)ψ(1)(z;n = 0)|.
(B7)
Now, and for the sake of simplicity, we shall revolve
around a simplified version of the problem, based on the
infinite quantum well, that captures the most important
physical ingredients. From now on, we assume that ψ(0)
and ψ(1) are the ground and first excited states of an infi-
nite square quantum well. As shown in Fig. 18(a), these
functions are orthonormal and, respectively, symmetric
and antisymmetric with respect the center of the quan-
tum well. From these wave functions, we can compute
the related densities nA and nB, defined as
nA(z) = |ψ(0)(z)|2, (B8a)
nB(z) = ψ
(0)(z)ψ(1)(z), (B8b)
and plotted in Fig. 18(b). We can use these two densi-
ties to approximate the first-order changes in the charge
-2
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FIG. 18. (Color online) (a) Ground state (black line) and
first-excited (red line) electronic eigenfunctions of a particle
in an infinite quantum well potential in one dimension. (b)
Associated nA (black) and nB (red) potentials as defined in
the text. (c) Electrostratic potentials computed after a double
integral of nA (VA; black line) and nB (VB; red line).
densities for the traditional quantum well [Eq. (B3)], and
the jellium model [Eq. (B7)]
ρ
(1)
TQW,el(z) = nA(z) + 4nnB(z), (B9a)
ρ
(1)
jell,el(z) = nA(z) + 2nnB(z). (B9b)
From the previous two equations we can immediately
compute the position of the image charge of the two mod-
els, following Eq. (6) and Eq. (12), as
zim =
∫
dz zρ(1)(z), (B10)
so, making use of the symmetry of the charge densities,
zTQWim = 4nzB, (B11a)
zjellim = 2nzB, (B11b)
where zB is the first moment of the charge distribution
given by nB,
zB =
∫
z nB(z) dz. (B12)
Integrating the charge densities nA and nB we obtain
two different potentials, coined in Fig. 18(c) as VA and
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VB, respectively. For the sake of simplicity in this simpli-
fied model we have assumed that the classical electrode
is located at the right of the quantum well, i. e. the
opposite convention as used in the rest of the work. This
local change in the convention does not affect the con-
clusions that can be drawn from the model. The offset
in the potential for VB corresponds to the dipole moment
associated with nB, as can be proven by an integration
by parts,
∆VB = VB(+∞)− VB(−∞) = 4πzB. (B13)
To compute the Hartree contributions to the electron
compressibility dµ/dn, Eq. (30),
∆ǫ
(1)
H,TQW(n) =
∫
dz V
(1)
H,TQW(z;n)|ψTQW(z;n)|2,
(B14a)
∆ǫ
(1)
H,jell(n) =
∫
dz V
(1)
H,jell(z;n)|ψjell(z;n)|2, (B14b)
where we have used, according to Eq. (B1) and Eq. (B4)
ψTQW(z;n) = ψ
(0)(z;n = 0) + nψ(1)(z;n = 0), (B15a)
ψjell(z;n) = ψ
(0)(z;n = 0). (B15b)
and the potentials are the double integrals of ρ
(1)
TQW,el
and ρ
(1)
jell,el, respectively [Eq (40)]. Then, neglecting terms
beyond second order in n,
∆ǫ
(1)
H,TQW = VA · nA + 4nVB · nA + 2nVA · nB, (B16a)
∆ǫ
(1)
H,jell = VA · nA + 2nVB · nA, (B16b)
where we have used the shorthand notation
Vx · ny =
∫
dz Vx(z)ny(z). (B17)
Paying attention to the symmetry of the potentials VA
and VB in Fig. 18(c), they can be written as
VA(z) = −z
2
+ fS(z), (B18a)
VB(z) =
zB
2
+ fA(z), (B18b)
where fS and fA are two functions that are, respectively,
symmetric and antisymmetric with respect to the change
z → −z. Since nA is normalized to unity, then
VA · nB = −zB
2
, (B19a)
VB · nA = zB
2
. (B19b)
TABLE I. Conversion factors to rescale the numerical results
obtained in this work to a material with effective mass m∗
and relative dielectric constant κ.
Quantity Factor
Length κ/m∗
Energy m∗/κ2
Areal density (m∗/κ)2
Electronic compressibility 1/m∗
So we arrive to the final conclusion,
∆ǫ
(1)
H,TQW = ∆ǫ
(1)
H,jell = VA · nA + zBn. (B20)
The first term in Eq. (B20) is the Hartree band-
bending for frozen wave functions, while the second is
a linear correction with n that appears when the wave
functions are allowed to relax. With a similar derivation
it is easy to prove that combining V
(1)
H,jell with ψTQW the
linear part cancels out.
Appendix C: Units
The results discussed in this work have been calculated
assuming a relative permittivity κ = 1 and an effective
electron mass m∗ = 1. Nevertheless, they can be used
to intepret experiments where the materials under study
present a different value of these two parameters. For
this purpose, some physical quantities must be rescaled
by the factors included in Table I.
Finally, note that the resulting ∂µ/∂n is in atomic
units of inverse capacitance density. To convert to a
length (Bohr), this number needs to be rescaled by κ/4π.
As an example, and as a convincing way to val-
idate our calculations against experimental measure-
ments, we have rescaled the results obtained in a sim-
ple quantum well potential to simulate the behaviour
of the electronic compressibility versus the charge den-
sity in GaAs/AlxGa1−xAs quantum wells, as measured
in Ref. 16. Taking Vext to mimic the conduction-band off-
set of GaAs and Al0.3Ga0.7As (250 meV), assuming sim-
ple parabolic bands with effective mass m∗/me = 0.067,
and considering the dielectric constant to be κ = 12.6ǫ0
(where ǫ0 is the permittivity of free space), we obtain the
results of Fig. 19 that compares very well with the re-
ported experimental values. The theoretically predicted
divergence of dµ/dn at low temperature is suppressed,
presumably, by disorder in the low density regime.16
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FIG. 19. (Color online) Electronic compressibility as a func-
tion of electron density assuming the parameters of a realis-
tic GaAs/Al0.3Ga0.7As quantum well, m
∗/me = 0.067, κ =
12.6 ǫ0, and Vext = 250 meV. The results are the same as in
Fig. 6(b) but the physical magnitudes have been rescaled ac-
cording to the rules given in Table I. Black solid line represents
the theoretical results obtained for the traditional quantum
well. Red dashed line is the experimental curve, taken from
Ref. 16.
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