We consider coupled cell networks with asymmetric inputs and study their lattice of synchrony subspaces. For the particular case of 1-input regular coupled cell networks we describe the join-irreducible synchrony subspaces for their lattice of synchrony subspaces, first in terms of the eigenvectors and generalized eigenvectors that generate them, and then by given a charaterization of the possible patterns of the associated balanced colourings. The set of the join-irreducible synchrony subspaces is join-dense for the lattice, that is, the lattice can be obtained by sums of those join-irreducible elements, and we conclude about the possible patterns of balanced colourings associated to the synchrony subspaces in the lattice. We also consider the disjoint union of two regular coupled cell networks with the same cell-type and the same edge-type. We show how to obtain the lattice of synchrony subspaces for the network union from the lattice of synchrony subspaces for the component networks. The results on the lattice of synchrony subspaces for 1-input regular networks together with the results on the lattice of synchrony subspaces for the disjoint union of networks, and the fact that the lattice of synchrony subspaces for a homogeneous coupled cell network is given by the intersection of the lattice of synchrony subspaces for its identical-edge subnetworks per each edge-type, define a procedure to obtain the lattice of synchrony subspaces for homogeneous coupled cell networks with asymmetric inputs.
Introduction
A coupled cell network can be represented by a directed a graph where the vertices are the cells and the edges represent the connections between them. To each coupled cell network we associate a class of dynamical systems -the coupled cell systems -which we assume to be ordinary differential equations, that are compatible with the network structure: each cell represents an individual dynamical system and the connections represent the mutual interactions between those individual dynamics. Different types of edges indicate different types of interactions. See, for example, the formalism of Golubitsky and Stewart [26] , [20] , [19] which is more algebraic and the formalism of Field [12] which is more combinatorial. Coupled cell systems are used as models in a wide range of real-world applications. See, for example, Boccaletti et al. [9] and references therein.
We consider networks where all cells are identical, in the sense that they have the same phase space and internal dynamics, and such that the number of input edges per edge-type is the same for all cells. These networks are called homogeneous networks and their structure can be described by adjacency matrices. For each edge-type there is one adjacency matrix, with rows and columns indexed by the cells of the network, such that the entry in row i column j corresponds to the number of input edges of that type from cell j to cell i. If there is only one edge-type then there is only one adjacency matrix and the network is said regular. In this work, we consider that the networks are finite and, unless otherwise stated, that they are connected.
One of the main aims in the study of coupled cell systems is to understand the dynamics forced by the network structure. That is, given a network, to characterize the dynamical properties of the systems that are admissible by that network based only on the network structure and independent of the specific dynamics at the nodes. A relevant example are the synchrony subspaces for a network -subspaces defined by equalities of cell coordinates and that are flow-invariant by all the coupled cell systems that are compatible with the network structure. The existence of synchrony subspaces (in particular, of flow-invariant subspaces) can have a strong impact on the dynamics and favor the existence of non-generic dynamical behavior like robust heteroclinic cycles and networks and bifurcation phenomena. See, for example, [2] , [8] , [13] , [4] , [14] and [18] , [11] , [17] , [25] .
For a homogeneous network N, the set I(N) of the subspaces that are left invariant by their adjacency matrices is a complete lattice with partial order given by inclusion and the meet and join operations given by the intersection and sum, respectively. As observed in Aguiar and Dias [3] , the set V(N) of synchrony subspaces for N is a subset of I(N). Moreover, as proved by Stewart [24] , the set V(N) forms a complete lattice taking the relation of inclusion: the meet operation is the intersection of subspaces, but apparently, there is no general form for the join operation. Since V(N) is a subset of I(N), the natural join operation would be the sum but, as noted in [24] , not always the sum of two synchrony subspaces is a synchrony subspace. Thus, in general, the lattice V(N) is not a sublattice of I(N). Moreover, in general, it is not possible to define the join-irreducible set for the lattice of synchrony subspaces of a network and obtain the lattice through that join-dense set. Nevertheless, noting that every synchrony subspace is given by a sum of synchrony subspaces, in [3] Aguiar and Dias present a way to generate the lattice of synchrony subspaces for a regular network through a sum-dense set of synchrony subspaces.
The situation differs when one considers networks with asymmetric inputs -each cell receives at most one input edge of each type. For this particular type of networks, as shown in Aguiar et al. [2] , the set of synchrony subspaces is closed under the sum operation. That is, the join operation for the lattice V(N) of synchrony subspaces of networks N with asymmetric inputs is the sum operation, and so, for this type of networks, V(N) is a sublattice of the lattice I(N). There are several works in the literature that consider networks with asymmetric inputs. For example, Agarwal and Field [1] , give a necessary and sufficient condition for the dynamical equivalence of two coupled cell networks with asymmetric inputs. Aguiar et al. [2] and Field [13] , [14] consider the realization of heteroclinic cycles and networks for homogeneous networks with asymmetric inputs. In [22] , Nijholt et al. introduce the concept of fundamental network for homogeneous networks with asymmetric inputs which reveals the hidden symmetries of the networks. More recently, Aguiar et al. [6] give a characterization of those fundamental networks.
Let N be a homogeneous network with asymmetric inputs. As in Aguiar and Dias [3] , if there is more than one edge-type in N we consider the subnetworks for each edge-type. More concretely, for each edge-type E i in N, we consider the subnetwork N E i of N with the same cells of N and only the edges of type E i . As proved in [3] , the lattice of synchrony subspaces for N is given by the intersection of the lattices of synchrony subspaces for the subnetworks N E i . We remark that these edge-type subnetworks N E i can be disconnected. If that is the case, they are given by the union of (connected) 1-input regular coupled cell networks with the same edge-type. Following the results in Aguiar and Ruan [7] for the join of networks, we show how to relate the lattice of synchrony subspaces for the disjoint union of two coupled cell networks with the same cell and edge-types from the lattice of synchrony subspaces for those networks. It remains then to describe the synchrony subspaces for the particular case of 1-input regular coupled cell networks -there is only one edge-type and each cell receives exactly one input. In [15] , Ganbat gives the complete classification of codimension-one synchrony-breaking steady-state bifurcations for 1-input regular coupled cell networks. In [23] , Nijholt et al.use projection blocks to describe the bifurcations of a particular type of 1-input regular coupled cell networks, with a ring and only one tail, which they call ring feed-forward networks.
Given the particular topology of 1-input regular coupled cell networks, we are able to describe and characterize the set of join-irreducible elements for the lattice of synchrony subspaces, which is join-dense for the lattice. Each join-irreducible synchrony subspace is generated by a basis of eigenvectors or generalized eigenvectors. Thus, we start by characterizing the eigenvectors and Jordan chains of the adjacency matrix A of a 1-input regular coupled cell network. To each synchrony subspace for a 1-input regular coupled cell network we associate a balanced colouring: if we colour the cells of the network such that cells that are synchronized have the same colour then cells with a same colour receive their input connection from cells of a same colour. We describe the possible patterns of balanced colourings associated to the join-irreducible elements and conclude about the possible patterns of balanced colourings associated to the other synchrony subspaces in the lattice of a 1-input regular coupled cell network.
The paper is organized as follows: Section 2 introduces concepts related with coupled cell networks, in particular, with homogeneous networks with asymmetric inputs. It also resumes definitions and results on coupled cell systems, and more specifically related with synchrony subspaces. At the end of the section we present basic definitions and results on complete lattices and on the lattice of synchrony subspaces for homogeneous networks. Section 3 contains our results on the lattice of synchrony subspaces for the union of identical-edge networks with the same cell-type and the same edge-type. More concretely, given a network N = N 1 + N 2 that is the disjoint union of two regular networks N 1 and N 2 with the same cell and edge-type and such that their sets of cells have empty intersection, we describe the synchrony subspaces for N in terms of the synchrony subspaces for N 1 and N 2 . We get some useful remarks for the particular case of 1-inpt regular networks. Section 4 includes our results about the lattice of synchrony subspaces for 1-input regular coupled cell networks. We identify the eigenvalues and associated eigenvectors for the adjacency matrix of a 1-input regular coupled cell network. This allows us to describe the join-irreducible elements in the lattice of synchrony subspaces for a 1-input regular coupled cell network. The set of the join-irreducible synchrony subspaces is join-dense for the lattice. We end the section with a description of the possible patterns of balanced colourings for the synchrony subspaces in the lattice. Finally, we end with some conclusions in Section 5.
Preliminary definitions and results
In this section we review and present some definitions related with homogeneous coupled cell networks with asymmetric inputs, coupled cell systems and synchrony subspaces that will be used throughout the text. More details on coupled cell networks and systems and synchrony subspaces can be found in Stewart et al. [26] , Golubitsky et al. [20] , Golubitsky and Stewart [19] , and references therein. As the set of synchrony subspaces for a network is a lattice, we end with some basic definitions about complete lattices and with a result in Aguiar and Dias [3] about the lattice of synchrony subspaces for homogeneous networks. Details on complete lattices can be found, for example, in Davey and Priestley [10] .
Homogeneous coupled cell networks with asymmetric inputs Definition 2.1 A coupled cell network N consists of a finite nonempty set C of cells and a finite nonempty set E = {(c, d) : c, d ∈ C} of edges, where each pair (c, d) represents an edge from cell d to cell c. Moreover, it consists of a cell equivalence relation ∼ C on C and an edge equivalence relation ∼ E on E such that the consistency condition is satisfied:
A coupled cell network can be represented by a directed graph, where the cells are placed at vertices (nodes), the edges are depicted by directed arrows and the cell and edge equivalence relations are indicated, respectively, by different types of vertices and different types of edges in the graph. Definition 2.2 Given a coupled cell network with set of cells C, we say there is a directed path connecting a sequence of cells (c 0 , c 1 , . . . , c k−1 , c k ) of C, if there is an edge from c j−1 to c j , for j ∈ {1, ..., k}. If, for every j ∈ {1, ..., k}, there is an edge from c j−1 to c j or from c j to c j−1 , we say that there is an undirected path connecting the sequence of cells (c 0 , c 1 , . . . , c k−1 , c k ). A coupled cell network is connected if there is an undirected path between any two cells.
Unless otherwise stated, through the text we assume that a coupled cell network is connected.
Definition 2.3
A coupled cell network is said homogeneous if the cells are all identical and receive the same number of input edges per edge-type. A regular network is a homogeneous network with only one edge-type. For a homogeneous (regular) network, the total number of input edges per cell is the same for all cells and is called the valency of the network.
The definition of coupled cell network allows a cell to receive symmetric inputs, that is, more than one input of the same edge-type. If that is not possible we say that the cells have asymmetric inputs. Definition 2. 4 We say that a coupled cell network is a coupled cell network with asymmetric inputs if each cell receives at most one input edge of each type.
We consider homogeneous coupled cell networks with asymmetric inputs, which means that each cell receives exactly one edge of each type. Figure 1 is a homogeneous network with asymmetric inputs and has two edge-types. The coupling structure of a homogeneous network with set of cells C = {c 1 , . . . , c n } and r edge-types E l , l = 1, . . . , r, is given by r adjacency matrices A l := (a (l) ij ), of order n×n, with rows and columns indexed by the cells in C, such that the entry a (l) ij corresponds to the number of input edges of type E l from cell c j to cell c i .
Example 2.5 The 7-cell network in

Definition 2.6
Let N be a homogeneous network with set of cells C and S ⊆ C. An interior symmetry of N on S is a permutation σ on C such that σ fixes every element in C \ S, and, for each c ∈ S, d ∈ C, there is a bijection between edges (σ(c), σ(d)) and (c, d), which preserves the edges type.
Let N be an identical-cell network with adjacency matrices A l , l = 1, . . . , r. Then, a permutation σ is an interior symmetry of N on S, if and only if
Example 2.7 The 3-cell homogeneous network in Figure 2 has interior symmetry on S = {1, 3}. The 7-cell network in Figure 1 has no interior symmetry. In the following definition, given a homogeneous network N with r edge-types, we consider r subnetworks of N, one for each edge-type, with the set of cells of N but only the edges of that type.
Definition 2.8
Let N = C, E, ∼ C , ∼ E be a homogeneous coupled cell network and E 1 , . . . , E r the ∼ E -equivalence classes. For l = 1, . . . , r, we define the identical-edge
Note that, for each l = 1, . . . , r, the subnetwork N E l may not be connected. In that case, it is the disjoint union of connected networks. The disjoint union of regular coupled cell networks with the same cell and edge-type is defined in the same way as the disjoint union of graphs.
Definition 2.9 Let
, be two regular coupled cell networks with the same cell and edge-type and such that C 1 ∩ C 2 = ∅ (and thus E 1 ∩ E 2 = ∅). The disjoint union N = N 1 + N 2 of the networks N 1 and N 2 is the network
If N is homogeneous, each subnetwork N E l , l = 1, . . . , r, of N is a regular network or a union of regular networks. If, in addition, N has asymmetric inputs then, for each edge-type E, the subnetwork N E l is a 1-input regular coupled cell network or a union of 1-input regular coupled cell networks (with the same cell and edge-types).
See Ganbat [15] for a complete classification of codimension-one synchrony-breaking steady-state bifurcations in 1-input regular coupled cell networks. Figure 1 , with E 1 the solid edge-type. Ring networks have been studied, for example, in Ganbat [15] and Moreira [21] . A 1-input regular coupled cell network with n cells either is a ring or the coalescence of a ring with the disjoint union of a finite number of directed rooted trees such that the root of each rooted tree merges with a different cell in the ring. Remember that a coalescence of two graphs G 1 and G 2 is a graph obtained from the disjoint union of G 1 and G 2 by identifying a vertex of G 1 with a vertex of G 2 , that is, by merging one vertex from each graph into a single vertex.
Example 2.13
The 1-input regular coupled cell network in Figure 4 is the coalescence of the ring (1, 2, 3, 4, 1) with two directed rooted trees, one with root at cell 1 and the other with root at cell 2. The 1-input regular coupled cell network in Figure 5 is the coalescence of the ring (1, 2, 3, 1) with two directed rooted trees, one with root at cell 2 and the other with root at cell 3. and two directed rooted trees, one with root at cell 2 and the other with root at cell 3.
We remark that a 1-input regular coupled cell network, with n > 1 cells, whose ring consists of a cell with a self-loop is a particular case of an auto-regulation feed-forward neural network, see Aguiar et al. [5] .
Following Aguiar et al. [6] , we define next the depth of a 1-input regular network as the maximal distance to the ring of any cell out of the ring. We start by defining the depth of a directed rooted tree. Definition 2.14 Let T be a directed rooted tree with root r and L the set of leaf cells in T . We define the depth of T as zero if L = ∅, otherwise
where |(r, l)| is the number of edges in the tail in T from r to l.
Let N be a 1-input regular coupled cell network. If N is a ring then we define the depth of N as zero, otherwise depth(N) := max{depth(T i ) : i ∈ {1, . . . , s}}, with T i , for i = 1, . . . , s, the directed rooted trees in N.
Example 2.15
The depth of the 1-input regular network in Figure 4 is 2 = max{1, 2} and the depth of the 1-input regular network in Figure 5 is 5 = max{2, 3, 5}.
Coupled cell systems
Let C = {1, . . . , n} be the set of cells of a coupled cell network. To each cell c ∈ C we associate a cell phase space P c which is assumed to be a finite-dimensional real vector space, say R k for some k > 0. When cells are equivalent, as in the case of homogeneous networks, the corresponding phase spaces are identified canonically. The total phase space P = c∈C P c is the direct product of the cell phase spaces and we employ the coordinate system x = (x c ) c∈C on P.
To each coupled cell network we associate a class of admissible continuous coupled cell systems. Given a network N and a fixed choice of the total phase space P, the class of the ordinary differential equations,Ẋ = F(X), X ∈ P, compatible with the structure of the network N are such that the jth coordinate of the vector field, defining the equation associated with cell j, has the forṁ
where the first argument x j in f j represents the internal dynamics of the cell j, which has m input-edges, and each of the remaining variables x i p , p = 1, . . . , m, represents an edge from cell i p to cell j. Thus x j ∈ P j , x i p ∈ P i p , p = 1, . . . , m and we assume f j : P j × P i 1 × · · · × P i m → P j is smooth. For homogeneous networks, since the cells are all identical, the internal dynamics of the cells is the same for all cells, that is, f j = f , for all j = 1, . . . , n. The vector fields F are said admissible by N.
Example 2.16
Consider the asymmetric homogeneous network N in Figure 1 . The coupled cell systems associated to N satisfẏ
→ R k is smooth. For each equation j = 1, . . . , 7, the first argument of f is the internal dynamics of cell j, the second and third arguments are the variables corresponding to the inputs of solid and dashed edge-types, respectively, for the cell j.
Synchrony subspaces
The structure of a network imposes the existence of certain flow-invariant subspaces for any coupled cell system compatible with that structure. These are called synchrony subspaces.
Definition 2.17
Consider a network N with total phase space P. A polydiagonal subspace is a subspace of P characterized by a set of equalities of cell coordinates. A synchrony subspace for the network N is polydiagonal subspace of P which is flow-invariant under all the vector fields on P that are admissible by N.
Example 2.18
Consider again the asymmetric homogeneous network N in Figure 1 and the general form of the coupled cell systems on P = R k 7 admissible by N given in Example 2.16. The polydiagonal subspace {x ∈ P : x 1 = x 3 } is a synchrony subspace for N. Note that, if we consider an initial condition on P such that x 3 = x 7 then the equations forẋ 3 andẋ 7 coincide and the trajectory satisfies the equality x 3 = x 7 for all time. The polydiagonal subspace {x ∈ P : x 1 = x 3 = x 7 } is not a synchrony subspace for N but the polydiagonal subspace {x ∈ P :
Following Golubitsky et al. [20] , we can visualize graphically a synchrony subspace for a network by a balanced colouring of the cells of the network. More concretely, and for the specific case of coupled cell networks with asymmetric inputs, if we colour the cells of the network such that cells that are synchronized have the same colour then, for each edge-type, cells with a same colour receive their input connection of that edge-type from cells of a same colour.
Theorem 5.2 of Golubitsky et al. [20] shows that, associated to every synchrony subspace of a network N there is always a network Q, called the quotient network, such that the restrictions of the admissible vector fields for N to the synchrony subspace are the admissible vector fields of the quotient network Q. Given a synchrony subspace of N and the corresponding balanced colouring, the quotient network Q is obtained by the identification of the cells with the same colour (the cells that are synchronized) and projection of the edges, preserving the cell types and the edge types. For a more formal definition of quotient network, see Golubitsky et al. [20] .
Example 2.19
Consider the network N in Figure 1 and the synchrony subspace {x ∈ P :
The corresponding balanced colouring and quotient network Q are presented in Figure 6 . Let ∆ ⊲⊳ be a synchrony subspace for a network N and consider the corresponding quotient network Q. Let ∆ ⊲ • ⊳ be another synchrony subspace for N such that ∆ ⊲ • ⊳ ⊂ ∆ ⊲⊳ . We define the restriction, associated to ∆ ⊲⊳ , of ∆ ⊲ • ⊳ to Q, which we denote by R (∆ ⊲ • ⊳ ), as the polydiagonal subspace of the phase space of Q defined by the equality conditions in the definition of ∆ ⊲ • ⊳ , that do not belong to the set of equality conditions that define ∆ ⊲⊳ , replacing the coordinate of each cell by the coordinate of its equivalence class by the balanced colouring. Let ∆ ⊲⊳ Q be a synchrony subspace for the quotient network Q. We define the lift, associated to ∆ ⊲⊳ , of ∆ ⊲⊳ Q to N, which we denote by L ∆ ⊲⊳ Q , as the polydiagonal subspace of the phase space of N defined by the equality conditions in the definition of ∆ ⊲⊳ together with the equality conditions in the definition of ∆ ⊲⊳ Q where the coordinate of each equivalence class by the balanced colouring is replaced by the coordinate of any cell in the class. Note that the restriction and lift are inverse operations, that is, we have
The following proposition corresponds to Proposition 2.9 in Aguiar and Ruan [7] rewritten in an equivalent way and in terms of synchrony subspaces instead of balanced equivalence relations.
Proposition 2.20
Let ∆ ⊲⊳ be a synchrony subspace for a network N, Q the associated quotient network and consider the notation above. We have:
Example 2.21
Consider the network N in Figure 1 and its synchrony subspaces ∆ ⊲⊳ = {x ∈ P :
Consider the quotient network Q, in Figure 6 , associated to ∆ ⊲⊳ and denote by P Q the phase space for Q.
The following result, which is a consequence of Theorem 4.3 in Golubitsky et al. [20] as explained in [3] , gives a much simpler necessary and sufficient condition for a polydiagonal to be a synchrony subspace. 
Remark 2.23 ([3] Remark 2.12)
For an n-cell homogeneous network N, the linear admissible vector fields, assuming the cell phase spaces to be R, are generated by the identity map on R n and the linear maps on R n associated to the network adjacency matrices. It follows then that, assuming the cell phase spaces to be R, a polydiagonal subspace is a synchrony subspace for N if and only if it is left invariant by the network adjacency matrices.
As proved by Stewart [24] , the set of synchrony subspaces associated with a coupled cell network, taking the partial relation of inclusion ⊆, is a complete lattice.
Complete lattices
Following Section 3.1 of Aguiar and Dias [3] , we present basic definitions and results on complete lattices.
Given a partially ordered set L with a binary relation ≥ and a subset
Further, an upper bound a of M is said to be the least upper bound of M if every upper bound a ′ of M satisfies a ′ ≥ a. Dually, we define lower bound and greatest lower bound. Now recall that a lattice is a partially ordered set L such that every pair of elements a, b ∈ L has a unique least upper bound or join, denoted by a ∨ b, and a unique greatest lower bound or meet, denoted by a ∧ b.
A complete lattice is a lattice where every subset M ⊆ L has a unique least upper bound or join, and a unique greatest lower bound or meet. A complete lattice has a top (maximal) element, denoted ⊤, and a bottom (minimal) element, denoted ⊥. Observe that every finite lattice is complete, see [10, Corollary 2.12].
Example 2.24 ([3] Example 3.1) Given a linear map A : R
n → R n , the set of A-invariant subspaces is a lattice (considering the partial order ⊆) with the meet operation corresponding to the intersection and the join operation given by the sum. (The sum corresponds to the subspace generated by the union.) The top element is R n and the botton element is {0}. Moreover, that lattice is either finite or uncountably infinite. See for example Gohberg et 
A sublattice S L of a lattice L is a nonempty subset of L that is a lattice with the same meet and join operations as L. That is,
An element a in a lattice L is said to be join-irreducible if it is not the bottom element (in case L has a bottom element) and if a = x ∨ y then a = x or a = y, for all x, y ∈ L. A meet-irreducible element is defined dually. See for example Davey [10, Definition 8.7] . Denote the set of join-irreducible elements of L by J(L) and the set of meetirreducible elements by M(L).
Theorem 2.25 ([10] Theorem 2.46 (i)) Let L be a lattice that satisfies (DCC). Then J(L) and, more generally, any subset Q which contains J(L) is join-dense in L. Dually, M(L) and, more generally, any subset Q which contains M(L) is meet-dense in L.
A partially ordered set P satisfies DCC (the descending chain condition) provided that there is no infinite decreasing sequence in P, equivalently, provided that each nonempty subset of P has a minimal element. Trivially every finite partially ordered set satisfies DCC.
Lattice of synchrony subspaces for homogeneous networks
The following corollary translates the result in Corollary 4.3 of Aguiar and Dias [3] , in terms of synchrony subspaces, and states that a polydiagonal is a synchrony subspace for a homogeneous network if and only if it is a synchrony subspace for all its identicaledge subnetworks.
Corollary 2.26
Let N = C, E, ∼ C , ∼ E be a homogeneous coupled cell network. For E j , j = 1, . . . , l, the ∼ E -equivalence classes of N, consider the identical-edge subnetworks N E j and the corresponding lattice of synchrony subspaces V N E j . Then the following holds:
As remarked in [3] , one way to implement an efficient algorithm to obtain the lattice V N is to find the lattice V N E j for one of the subnetworks N E j , with j ∈ {1, . . . , l}, and then find the subset of subspaces in V N E j that are left invariant by the adjacency matrices of the other subnetworks N E k , k ∈ {1, . . . , l} \ {j}. of Section 3. The subnetwork N E 1 is the union of two 1-input regular coupled cell networks. In Section 3 we see how to obtain the lattice of synchrony subspaces for the union of two networks from their lattice of synchrony subspaces. The lattice V N E 2 of the synchrony subspaces for N E 2 is given in Tables 6 and 7 . This lattice is determined in Example 4.5 using the results in Section 4 for the lattice of synchrony subspaces of 1-input regular coupled cell networks. By Corollary 2.26, making the intersection of the lattices V N E 1 and V N E 2 , the lattice V N for the network N is given by the synchrony subspaces in Table 1 . Table 1 : The lattice V N of the synchrony subspaces for the network N in Figure 1. 
Lattice of synchrony subspaces for the union of networks
As already mentioned, each identical-edge subnetwork of a given coupled cell network may be a (connected) network or the union of (connected) networks with the same cell and edge-types. In this section we show how to obtain the lattice of synchrony subspaces for the disjoint union of two coupled cell networks with the same cell and edge-types from the lattice of synchrony subspaces of those networks. We start by introducing the definitions of non-bipartite, pairing bipartite and nonpairing bipartite synchrony subspace. This terminology was first introduced in Aguiar and Ruan [7] in terms of balanced equivalence relations. The definitions presented here are equivalent to those for balanced equivalence relations in [7] . Given a synchrony subspace ∆ ⊲⊳ ∈ V N , for i = 1, 2, we define the polydiagonal
Analogously, for i = 1, 2, given a synchrony subspace ∆ ⊲⊳ i ∈ V N i we define the polydiagonal
with n = n 1 + n 2 . We note that, as the cells in C 1 do not receive inputs from the cells in C 2 , and vice-versa, the polydiagonal ∆ ⊲⊳ P i , i = 1, 2, is a synchrony subspace for N i and the polydiagonal ∆ ⊲⊳ E i is a synchrony subspace for N.
Given two synchrony subspaces
Remember Definition 2.6 of interior symmetry. 
Proof
(i) Let ∆ ⊲⊳ be a non-bipartite synchrony subspace for N and consider the associated synchrony subspaces ∆ ⊲⊳ P 1 and ∆ ⊲⊳ P 2 , for N 1 and N 2 , respectively. Since ∆ ⊲⊳ is a nonbipartite synchrony subspace, for every coordinate equality condition
Then, in the definition of ∆ ⊲⊳ there is no coordinate equality condition involving a cell in C 1 and a cell in C 2 , that is, ∆ ⊲⊳ is non-bipartite. 
that happens, if and only if
As the cell c i does not receive any input from the cell d j and the cell d i does not receive any input from the cell c j , that is, a 2i−1,2 j = a 2i,2 j−1 = 0, the equality in (3.2) is equivalent to a 2i−1,2 j−1 = a 2i,2 j .
Therefore, we conclude that ∆ ⊲⊳ is a pairing bipartite synchrony subspace if and only if σ is an interior symmetry of N on S.
(iii) Let ∆ ⊲⊳ ∈ V npb N be a non-pairing bipartite synchrony subspace for N. For simplicity of the proof, and without loss of generality, we are going to assume that ∆ ⊲⊳ is defined only by two equality conditions x c 1 
to Q is a synchrony subspace for Q. Moreover, ∆ ⊲⊳ Q is a pairing bipartite synchrony subspace, as it is defined by the two equality conditions
On the other hand, let ∆ ⊲⊳ Q be a pairing bipartite synchrony subspace for the quotient network Q of N associated with a synchrony subspace ∆⊲ ⊳ of N. Let ∆ ⊲⊳ = L ∆ ⊲⊳ Q be the lift of ∆ ⊲⊳ Q to N. By Proposition 2.20 (b), ∆ ⊲⊳ is a synchrony subspace for N. Moreover, since ∆⊲ ⊳ is a nontrivial non-bipartite synchrony subspace for N and ∆ ⊲⊳ Q is a pairing bipartite synchrony subspace for Q, we conclude that ∆ ⊲⊳ is a nonparing bipartite synchrony subspace for N and that ∆ ⊲⊳ ⊂ ∆⊲ ⊳ . (iii) Every quotient network Q of N associated to a non-bipartite synchrony subspace ∆ ⊲⊳ is again the disjoint union of two 1-input regular networks Q 1 and Q 2 , Q = Q 1 + Q 2 , such that Q i is the quotient network of N i associated to ∆ ⊲⊳ P i , i = 1, 2. If Q is a quotient network of N associated to a bipartite (pairing or non-pairing) synchrony subspace then it is a 1-input regular network.
(iv) When using Theorem 3.2 (iii) to get the set V npb N , we have to look for the interior symmetries of the quotient networks of N associated to the non-bipartite synchrony subspaces. From (iii) it follows that (ii) is useful to identify the quotient networks that have or not interior symmetries. Table 4 . By (iii), the non-pairing bipartite synchrony subspaces in V npb N are then obtained by considering, for every non-bipartite synchrony subspace, the corresponding quotient network and then making the lift of the bipartite synchrony subspaces for that quotient network, see Table 5 . We note that, using Remark 3.4 (iv), we can conclude easily that for eighteen of the non-bipartite synchrony subspaces in V nb N the corresponding quotient network has no interior symmetries, and so, no pairing bipartite synchrony subspaces. Those eighteen non-bipartite synchrony subspaces are: 4, 5, 6, 8, 9, 11, 12, 16, 19, 22, 23, 24, 26, 27 , 29, 30, 34}. Finally, the lattice V N is formed by the 71 synchrony subspaces given in Tables 3-5 . Table 2 : The lattices of synchrony subspaces for the networks N 1 and N 2 on the left and right of Figure 3 , respectively. of the non-bipartite synchrony subspaces for the network in Figure 3 . Table 4 : The set V pb N of the pairing bipartite synchrony subspaces for the network in Figure 3 .
N then, since the meet operation in the lattice of synchrony subspaces is the intersection, we have that of the non-pairing bipartite synchrony subspaces for the network in Figure 3 . a synchrony subspace for N. Clearly, ∆ ⊲⊳ is non-pairing bipartite. We note however that, the set V npb N of the non-pairing bipartite synchrony subspaces may contain more subspaces besides these, as the reverse implication is not always true. For the network in Example 3.5, it happens that every non-pairing bipartite synchrony subspace is given by the intersection of a non-bipartite synchrony subspace with a pairing bipartite synchrony subspace, check in Table 5 . We present next an example where that is not true.
Example 3.7
Consider the network N given by the disjoint union of the two 1-input regular coupled cell networks in Figure 7 . The non-pairing bipartite synchrony subspace for N defined by the coordinate equality conditions x 1 = x 6 = x 7 , x 2 = x 5 = x 8 and x 3 = x 9 is not given by the intersection of a non-bipartite and a pairing bipartite synchrony subspaces for N. [7] , are obtained results for the join of two networks with only one cell and edge-type, in terms of balanced equivalence relations, that are equivalent to the results in Theorem 3.2 for the union of networks, in terms of synchrony subspaces. We note that there is a one-to-one correspondence between the balanced equivalence relations for a network and its synchrony subspaces. Our results in Theorem 3.2 show that the results in Section 4.4.1 of Aguiar and Ruan [7] , for the join of networks, are also valid for the union of networks. Consider two disjoint networks N 1 and N 2 , that is, with no cell and no connection in common, with the same cell and edge-type. Following the usual definition of join of graphs, the join network N = N 1 * N 2 is given by the union of N 1 and N 2 together with additional edges from every cell of N 1 to every cell of N 2 and vice-versa. We have then that the results in Theorem 3.2 (i), (ii) and (iii) for the union of two networks are also valid for the join. Moreover, if n i is the number of cells of N i , i = 1, 2, in the join network N 1 * N 2 the valency of the cells of N 1 is v 1 + n 2 and that of the cells of N 2 is v 2 + n 1 . We have then for the join:
(ii) Given two identical-edge networks N 1 and N 2 with the same edge-type the lattice of synchrony subspaces for the disjoint union N 1 + N 2 and the lattice of synchrony subspaces for the join N 1 * N 2 are different, in general. In the case of the networks N 1 and N 2 on the left and right of Figure 3 , respectively, the lattice of synchrony subspaces for the disjoint union N 1 + N 2 is formed by the 71 synchrony subspaces given in the previous example. Nevertheless, the lattice of the synchrony subspaces for the join N 1 * N 2 is formed only by the non-bipartite synchrony subspaces in Table 3 . Since network N 1 has 3 cells and network N 2 has 4 cells, in the join network 
Lattice of synchrony subspaces for 1-input regular coupled cell networks
In this section we characterize the set of join-irreducible elements for the lattice of synchrony subspaces of a 1-input regular coupled cell network by describing its elements and indicating its cardinality. This set is a join-dense set for the lattice. Each joinirreducible synchrony subspace is identified by a basis of eigenvectors or generalized eigenvectors. We also describe the possible patterns of balanced colourings associated to the join-irreducible elements and conclude about the possible patterns of balanced colourings associated to the other synchrony subspaces in the lattice.
For an identical-edge coupled cell network N with adjacency matrix A, assuming the cell phase spaces to be R, it follows from Remark 2.23 that a polydiagonal subspace is a synchrony subspace for N if and only if it is left invariant by the matrix A. As in Example 2.24, the set of the A-invariant subspaces is a lattice where the partial order is the inclusion and the meet and join operations are the intersection and sum, respectively.
Although, the set of synchrony subspaces for N is a lattice, and a subset of the set of the A-invariant subspaces, it is not in general a sublattice of the lattice of the A-invariant subspaces, as shown by Stewart [24] . The meet operation is the same, the intersection of subspaces, but the join of two synchrony subspaces may not be given by their sum. The join of two synchrony subspaces is given by their sum only when this is a polydiagonal subspace. Note that the sum of two synchrony subspaces is always A-invariant but it may not be a polydiagonal subspace. Apparently, there is no general form for the join operation in the lattice of synchrony subspaces. It follows then that, in general, it is not possible to define the join-irreducible set for the lattice of synchrony subspaces and obtain the lattice through that join-dense set.
The situation changes when one considers networks with asymmetric inputs. For this particular type of networks, as shown in Aguiar et al. [2] , the set of synchrony subspaces is closed under the sum operation. Proof For completeness, we include here a proof that follows the same key ideas of the proof in [2] but that makes use of the definitions and concepts that are used in the scope of this work.
Let ∆ 1 and ∆ 2 be two distinct synchrony subspaces for N. Consider the set E of the coordinate equality conditions that appear in the definition of both ∆ 1 and ∆ 2 . If E = ∅ then ∆ 1 + ∆ 2 is the total phase space and there is nothing to prove. Otherwise, consider the polydiagonal subspace ∆ E defined by the set E of coordinate equality conditions. We have ∆ 1 + ∆ 2 ⊆ ∆ E . Moreover, ∆ 1 + ∆ 2 is a polydiagonal, and thus, a synchrony subspace, if and only if ∆ 1 + ∆ 2 = ∆ E . This happens if and only if ∆ E is a synchrony subspace.
By Corollary 2.22 and Remark 2.23, the polydiagonal ∆ E is a synchrony subspace for N if and only if it is left invariant by each of the network adjacency matrices, one per each edge-type. Let A be any of the adjacency matrices for N. To show that ∆ E is left invariant by A we have to show that for any vector u in ∆ E the vector Au is in ∆ E . Since the network is asymmetric, each row of A has only one nonzero entry, which is equal to 1. Thus, each coordinate of Au is equal to a coordinate of u. For each coordinate equality condition that defines ∆ E , either Au satisfies trivially that condition or satisfies it if and only if u satisfies a certain coordinate equality condition C. Since ∆ 1 and ∆ 2 are synchrony subspaces for N, and thus invariant by the matrix A, we conclude that C is a coordinate equality condition in the definition of ∆ 1 and ∆ 2 , and thus, in the definition of ∆ E . It follows then that every u ∈ ∆ E satisfies the condition C. These arguments prove that ∆ E is A-invariant by each adjacency matrix A of N and, thus, is a synchrony subspace. We conclude then that ∆ 1 + ∆ 2 = ∆ E and, thus, is a synchrony subspace.
Remember that a sublattice of a lattice L is a nonempty subset of L that is a lattice with the same meet and join operations as L. It follows then that for a coupled cell network with asymmetric inputs and adjacency matrices A 1 , . . . , A k , for l = 1, . . . , k the different edge-types, the lattice of synchrony subspaces is a sublattice of the lattice of the subspaces that are invariant by the k matrices A 1 , . . . , A k , with the meet operation given by the intersection and the join operation given by the sum. In particular, for 1-input regular coupled cell networks we have the following corollary. We have then that, the join operation for the lattice of synchrony subspaces of a 1-input regular coupled cell network is well defined, is given by the sum. Moreover, since we are considering finite networks, by Theorem 2.25, the set of join-irreducible synchrony subspaces is join-dense for that lattice. In the next section we identify the set of join-irreducible elements for the lattice of synchrony subspaces of a 1-input regular coupled cell network .
Join-irreducible set
Let N be a 1-input regular coupled cell network and A the corresponding adjacency matrix. By Corollary 4.2, the lattice of synchrony subspaces for N is a sublattice of the lattice of the A-invariant subspaces. Thus, the elements in the lattice V N are the A-invariant subspaces that are defined by equalities of cell coordinates. From those, the join-irreducible elements are the ones that cannot be given by the sum of other elements in the lattice.
The A-invariant subspaces are the subspaces generated by any number of eigenvectors, any number of Jordan chains or any number of eigenvectors and Jordan chains of A. We start then by characterizing the eigenvectors and Jordan chains of the adjacency matrix A of a 1-input regular coupled cell network.
Let N be an n-cell 1-input regular coupled cell network with a m-cell ring, with 1 ≤ m ≤ n. The cells of N can be enumerated such that the corresponding adjacency matrix A has the following block form:
where C is a cyclic permutation matrix with rows and columns indexed by the cells of the ring and L is a lower triangular matrix.
In what follows, we use the notation e j , for j = 1, . . . , n, to represent the vector with the j-th entry equal to 1 and all the other entries equal to zero. The lower triangular matrix L has zeros at the diagonal and therefore only the zero eigenvalue. We have then that besides the m roots of the unity, the other the eigenvalue of A is zero with algebraic multiplicity n − m. The eigenvectors of C associated to the eigenvalues ω j , for j = 0, 1, . . . , m − 1 are given by (1, ω j , ω and thus, taking into account the entries of the submatrices B and L, the corresponding eigenvectors for A are given by
where, for all i ∈ {m + 1, . . . , n}, we have v j,i = ω k j for some k ∈ {0, . . . , m − 1}. This finishes the proof of (i).
The first m columns of the matrix A, that correspond to the cells in the ring, are linearly independent, as the matrix C has nonzero determinant. Let t be the number of tails of N and c i j , with i j ∈ {m + 1, . . . , n}, for j ∈ 1, . . . , t, the leaf cells of the tails. The columns of A corresponding to the leaf cells c i j , for j ∈ 1, . . . , t, have all entries equal to zero. The remaining n − m − t columns of A, corresponding to the other cells in the tails, are linearly independent, as each of them has at least one nonzero entry (equal to 1) and when one entry is nonzero for one of the columns it is zero for the other ones. Moreover, as they have the first m coordinates equal to zero, they are linearly independent with the first m columns of A. We have then that the eigenspace associated to zero has dimension t and, for example, the basis (e i 1 , . . . , e i t ). This finishes the proof of (ii).
Let J be a non-empty subset of the set S T , of the subtrees of the trees of N, such that s = max{depth(B)| B ∈ J} > 1. Let coordinates that are equal to 1. It follows also by Lemma 4.3 (iii) that, ifũ i, j = 1, for some j ∈ {m + 1, . . . , n}, thenũ k, j = 0 for all k ∈ {1, . . . , q} \ {i}. Then, ifũ i, j 1 = · · · =ũ i, j l = 1, for some j 1 , . . . , j l ∈ {m + 1, . . . , n}, thenũ k, j 1 = · · · =ũ k, j l = 0 for all k ∈ {1, . . . , q} \ {i} and thus x j 1 = · · · = x j l is a coordinate equality condition that is satisfied by all the generalized eigenvectorsũ i , i ∈ {1, . . . , q}. Thus, the n coordinates can be separated into q + 1 sets such that for each of the q generalized eigenvectors there is one set with the coordinates that are equal to 1 in that eigenvector and equal to 0 in the remaining generalized eigenvectors ; the remaining set contains the coordinates that are equal to zero in all the generalized eigenvectors. We conclude then that E ω 0 + <ũ 1 , . . . ,ũ q > is a (q + 1)-dimensional synchrony subspace. Moreover, it becomes clear, from the above, that each of the remaining Jordan chains associated to the subset of subtrees, where at least one of the constants α i is different from the others, cannot generate a synchrony subspace. Each of those Jordan chains is contained in a synchrony subspace that is given by the join of synchrony subspaces. More concretely, for each different constant α i , consider the subset of the initial subset of subtrees with the subtrees related to that constant, and consider the synchrony subspace associated to each of those smaller subsets of subtrees. The lowest dimensional synchrony subspace that contains the Jordan chain is given by the join of those synchrony subspaces associated to the different constants α i .
The synchrony subspace E ω 0 is trivially irreducible. Each of the synchrony subspaces in (ii) − (v) is irreducible because, among its generators, there is at least one eigenvector or Jordan chain that satisfies exactly the coordinate equality conditions that define the synchrony subspace. Since each eigenvector and Jordan chain of A is contained in at least one of the irreducible synchrony subspaces in (i) − (v), or in a synchrony subspace that is given by the join of some of those irreducible synchrony subspaces, we conclude that those subspaces give the set J(V N ) of the join-irreducible elements of the lattice V N . (1, 1, 1, 1, 1, 1, 1 Table 6 . The remaining synchrony subspaces in V N are given by all the possible sums of the elements in J(V N ) and are listed in Table 7 . Note that,
Taking into account the notion of balanced colouring and the results in Lemma 4.3 and Theorem 4.4, we give next a characterization of the possible patterns of balanced colourings associated to the join-irreducible synchrony subspaces for N. 0, 0, 0, 1, 0, 0), (0, 0, 0, 0, 0, 1, 0) >= {x : Table 6 : The set J(V N ) of the join-irreducible elements for the lattice V N of the synchrony subspaces for the 1-input regular coupled cell network N in Figure 4 . Table 7 : The non join-irreducible elements in the lattice V N of the synchrony subspaces for the 1-input regular coupled cell network N in Figure 4 . Given that each synchrony subspace for a 1-input regular coupled cell network is the sum of join-irreducible synchrony subspaces and considering the possible patterns of balanced colourings associated to the join-irreducible elements in the lattice of synchrony subspaces, described in Corollary 4.6, we end up with a charaterization of the possible patterns of balanced colourings for the synchrony subspaces for a 1-input regular coupled cell network. N be a 1-input regular coupled 
Corollary 4.7 Let
Conclusions
In this work we identify the set of join-irreducible synchrony subspaces for the lattice of synchrony subspaces of a 1-input regular coupled cell network. This set is join-dense, that is, we are able to get the all lattice through the join (sum) of these join-irreducible elements. Combining this with our results on how to obtain the lattice of synchrony subspaces for a disjoint union of networks from the lattices of synchrony subspaces of the component networks, we get the lattice of synchrony subspaces for the edgetype subnetworks N E i of a homogeneous network N with asymmetric inputs. The lattice of synchrony subspaces for N is then given by the intersection of the lattices of synchrony subspaces for the edge-type subnetworks N E i . This procedure consists in a more expeditious and efficient way of calculating the lattice of synchrony subspaces for the particular case of homogeneous (regular) coupled cell networks with asymmetric inputs, rather than the one presented in Aguiar and Dias [3] for general homogeneous (regular) coupled cell networks. Moreover, the results presented here allow the implementation of an efficient algorithm without problems of numerical rounding.
