A new approach to protein design is proposed. Our dynamical equation approach is based on the criterion by Kurosky and Deutsch 1), 2) , with which the probability of a target structure in a conformation space is maximized at low but finite temperature. The key feature of the proposed approach is soft spin representation of monomer variables that leads to the "design equation
§1. Introduction
After the decades of the primary and phenomenological approaches to protein design 4) - 12) , general techniques have been developed 1) -3), 13) - 23) for rational and efficient design of proteins or heteropolymers in the theoretical context of statistical physics and the combinatorial optimization problem. The problem here can be simply expressed by how to find an amino acid sequence which folds into a given target conformation and is also called "inverse folding" problem, while the native conformation of a protein with a given monomer sequence is asked in the so-called protein "folding" problem. Although so far at least the recent design methods have been only applied to rather simple and coarse-grained protein models, we should note that the inverse folding problem is related to a vast field of application, e.g. drug design.
Although there are multiple requirements for stable "folding" 16) , here we adopt a simple definition: a "good" sequence (as a solution of the design problem) "folds" into the target in the sense that the target is thermodynamically stable. In other words, the problem is mathematically formulated as the maximization of the conditional probability
with respect to a sequence σ = {σ 1 , σ 2 , . . ., σ N } for the given target R = {R 1 , R 2 , . . . , R N } at inverse temperature β, where E(r, σ) denotes the energy of the N amino acid protein with conformation r = {r 1 , r 2 , . . . , r N } (amino acid coordinates). The summation r is taken over all possible conformations. Hereafter, we denote this criterion as the "maximizing target probability (MTP) criterion". This seems to be one of the simplest and the most promising criterion for ordinary protein models where the equilibrium is ensured. Nevertheless, it should be noted that the design problem in principle involves an essential difficulty because it requires the entire sampling over the both space of r and σ 22) , including the estimation of the partition function Z β (σ) or the free energy F β (σ), which is the most time-consuming part of the calculation if we rigorously solve the problem. That is to say, a design problem involves a folding problem because the thermodynamic stability for an arbitrary conformation is obtained by Z β (σ). We should therefore execute a sequence optimization taking this dual structure into consideration because a naive numerical enumeration easily explodes CPU execution time. Moreover, it is possible that there is no solution for some target while another has many solution, the number of which is referred to the "designability" 25) . The difficulty of finding a solution depends on this designability determined by each target.
In this sense, the first successful combination of physical insight and techniques of computational physics is done by Shakhnovich and Gutin (SG) 13), 14) . Their method is based on the "self-averaging" of denatured states; i.e., the energy of the denatured state is not sequence-specific (only composition-specific). Consequently, the problem comes down to a simple minimization of the target energy E(R|σ) because the partition function Z β (σ) is approximately invariant for a substitution of amino acids if the sequence composition is conserved. In the term of statistical mechanics, this scheme for the HP model 24), 26), 27) is equivalent to the Ising model of ferromagnetism with the constraint that the total magnetization is conserved. The SG method runs very fast because of skipping the calculation of Z β (σ) and has been shown to work in various practical design problems 15), 18), 20) . However, unfortunately an optimal solution is not always ensured. Moreover, the appropriate sequence composition appears to be hardly determined a priori in real situations. The estimation of Z β (σ) seemed still inevitable for more precise design.
The importance of the MTP criterion was originally stressed by Kurosky and Deutsch (KD) 1), 2) , in which F β (σ) for the HP model is approximated by the average energy r c E(r c |σ)/ r c 1 over all compact conformations r c weighted equally, which corresponds to the lowest term of the cumulant expansion of F β (σ). Although their method scored higher rates of finding good sequence than the SG method, it still did not reach 100% because their method is nothing but an high temperature approximation. A systematic extension to higher order cumulant expansion was subsequently done by Morrissey and Shakhnovich 19) . However, the effect of the higher order terms to the performance is not examined.
The work by Seno et al. 17) is the first example which optimizes P β (R|σ) faithfully to the MTP criterion. By combining the chain growth Monte Carlo for Z β (σ) and the simulated annealing for sequence optimization, their method solved an example for which the DK and the SG method failed. Their simulation for 2-D HP model with 16 monomers demonstrated 100% rate of successful design.
One of the most sophisticated scheme at this time is the "Multisequence MC" method proposed by Irbäck et al. 22) , 23) , which executes simultaneous optimization in the both space of sequences and conformations and yields fast and correct convergence by comparison to the naive dual MC method. The details of their method is due to be discussed in this Supplement.
As a summary, in Table 1 , the recent design schemes are categorized in terms of the dual structure of the design algorithm.
Method
Sequence optimization Estimation of Zβ( ) Shakhnovich & Gutin 
SA
None (Higher order cumulant expansion and the mean-field approximation) Seno et al.
17)

SA
Chain growth MC Irbäck et al.
22), 23)
Simultaneous optimization by the multisequence MC Iba, Tokita and Kikuchi
3)
Design equation
Enumeration/Extended ensemble MC (optional) Let us describe our design equation approach in terms of the generalized HP model 24), 26), 27) although the present method can be applied to other protein models. The monomer types in the generalized HP model are coarse-grained to only two "letters" as σ i = 1 or − 1 according to their hydrophobicity (H) or polarity (P), respectively. The interaction energy U between a pair of monomers (the contact energy) is defined as U (1, 1) = ǫ 1 , U (1, −1) = U (−1, 1) = ǫ 2 , and U (−1, −1) = ǫ 3 . It acts only between monomers in the "contact site" (e.g. the nearest neighbor site on a lattice) but not consecutive along the chain. Hence, the energy E(r|σ) of a conformation r of a protein with a sequence σ is written as
where σ i ∈ {−1, 1} represents the type of ith monomer and ∆(r i − r j ) = 1 if r i and r j "contact" each other, but nonadjacent along the chain and zero otherwise. The first step of the design equation approach is to introduce "soft spins" m = {m i } each of that takes a continuous value −1 ≤ m i ≤ 1 and substitute the original binary variables σ. Although non-integer values of the variable m i have no physical significance in the generalized HP model, the soft spin representation (SSR) is a prospective tool for an optimization, e.g. as shown in the Hopfield-Tank method 28) applied to the traveling salesman problem. Moreover, it is also discussed by rigorous statistical mechanics that the degree of ruggedness of energy landscape in an analogue By the introduction of SSR, the contact energy (2 . 1) is accordingly rewritten as
, which should be equivalent to the original energy function (2 . 1) only at |m i | = 1 for all i. Consequently, an infinite number of candidates for E * (r|m) is allowed. Here we consider, however, two examples of U * as
where ǫ a ≡ (ǫ 1 −2ǫ 2 +ǫ 3 )/4, ǫ b ≡ (ǫ 1 −ǫ 3 )/2 and ǫ c ≡ (ǫ 1 +2ǫ 2 +ǫ 3 )/4. Each expression is one of the simplest extension of the original E(r|σ) and it is easily verified that E(r|σ) is recovered when |m i | = |m j | = 1. The landscape of U 2 (m i , m j ) is depicted in Figure 1 . If we substitute the continuous energy function E * (r|m) in (1 . 1) in a mechanical fashion and introduce a penalty term to avoid the convergence to unphysical noninteger values of {m i }, a cost function to be minimized is
where the parameter λ(> 0) controls the strength of the penalty. We differentiate the cost function (2 . 4) with m i and write down a set of equations,
that minimize the cost function (2 . 4) with a gradient decent method. Here the variable t is a fictitious time and the constant τ controls the time scale. The average contact ∆(r i − r j ) β indicates the canonical average of ∆(r i − r j ) at the inverse temperature β, i.e., ∆(r i − r j ) β = r ∆(r i − r j )P β (r|m) . We refer to the set of equations, (2 . 5) and (2 . 6), as the design equation (DE). When the value of the control parameter λ is gradually increased to +∞ as the fictitious time t → ∞, the value of each soft spin m i converges to ±1, which defines a sequence with proper meaning in the original problem. It is easy to see that a sequence whose unique ground state coincides with the desired conformation satisfies the equation ∂V /∂m i = 0. Thus, for sufficiently low temperature 1/β, the output of the present procedure is a candidate for the solution of the original problem with the MTP criterion. The Detail of the numerical implementation of DE are described in Ref. 3 . It should be noted here that the canonical average is calculated only once per a time step in the discrete DE while the partition function is calculated once per a monomer change in the simulated annealing as in Ref. 17 . This advantage of the parallel evolution of monomer variables in DE becomes significant when the computational cost of the canonical average or the partition function are intensive, in special, for a long chain.
The comparison experiments 3) between DE and SA clarifies that the performance of DE is at least comparable with or better than SA in many cases for various target conformation samples, for several sets of the contact energy parameters {ǫ 1 , ǫ 2 , ǫ 3 } and for the continuous energy functions U 1 and U 2 . If we define the probability finding a "good" sequence per an unit calculation cost measured by one calculation of the canonical average or the partition function, ED scores 10 times larger than SA for the "most designable" target depicted in Figure 2 , which is known to have a maximum number of solution 25) . For much more "poorly designable" targets (difficult to find a solution), ED finds solutions at comparable efficiency as SA, although there are samples for which ED fails to find a solution while SA succeeds or vice versa, depending on the choice of U * s or {ǫ i }s. Although we execute full enumeration of possible 103346 compact conformations on the 3 × 3 × 3 lattice for the estimation of Z β (σ) for SA or the average contact ∆(r i − r j ) β for ED in the simulation, it should be stressed that ED can be combined with any other techniques for the estimation of Z β (σ) proposed in previous studies 1), 2), 13), 14), 17), 19) or the brand-new techniques of the "Multi-Self-Overlap Ensemble MC" method 31), 32) .
Let us conclude by touching on extensions of the finite temperature designing procedure. The first one is the minimization of the average distance D(R, r) β between a target conformation R and a sample r from the distribution P β (r|σ), based on an appropriate definition of a distance, e.g., D(r A , r B ) ≡ i,j (d
) denotes a distance between monomers i and j for a conformation r A (r B ), respectively. The characteristic of this criterion is that the calculation of Z β (σ) is not required even in the sequence optimization by SA but only the canonical average like in ED. To derive the corresponding design equation is straightforward. Second, apart from the design for a given target, if "good" sequences are obtained as many as possible, it enables us to study general properties shared by a family of native conformations. For such a purpose 33) , it is reasonable to find a sequence σ which minimizes entropy S(σ) = β E(r|σ) β + log Z β (σ). The design equation for this can be obtained again and the counterpart of the driving force (2 . 6) can be written in a simple form as ∂S(m)/∂m i = β [ E * (r|m) · g i β − E * (r|m) β · g i β ] where g i (β, m) ≡ −β j (∂U * (m i , m j )/∂m i )∆(r i − r j ).
