Pointing out relevant information to a user is one application of focus and context techniques in information visualization. We present a method for doing this which uses selective blur to direct the user's attention. This method is based on the depth of field effect used in photography and cinematography, and is therefore both familiar to users and perceptually effective. Because this method blurs objects based on their relevance rather than their distance, we call it Semantic Depth of Field (SDOF).
Introduction
A common feature of applications in information visualization -and also other areas -is to direct the user's attention to certain objects. The reason can be to alert the user to a problem, or to show the matching objects in response to a query. The user often also wants to quickly understand the information pointed out in the context of the other information, and not just be shown the result items.
One method for guiding the user's attention is by blurring the less relevant parts of the display, while the relevant information is displayed sharply. This method has been used in photography for a long time, where the depth of field (DOF) determines which depth range is depicted sharply (Figure 1 ). DOF is due to the fact that a lens does not depict all objects equally sharp, but that sharpness depends (among other parameters) on the distance of an object from the plane the lens is focused at [1] . Points outside the focus plane (the plane parallel to the film at the focus distance) are not depicted as points, but as discs, called circles of confusion. It is thus possible to show an object's or person's context by keeping it in the image, but showing it out of focus.
Using that same idea to blur objects not based on their distance from the camera, but on their current relevance in the application, makes it possible to direct the viewer's attention. We call this method Semantic Depth of Field (SDOF).
There are other visual cues that can be used for the tasks that are described in this paper. So why another one? We don't want to replace color, hue, etc.
-there is nothing wrong with them. But we believe SDOF is a valuable addition the visualization toolbox. It can be used when all other cues are already used, to either reinforce another cue, or provide additional information. Blur is also very intuitive, and therefore allows even untrained users to quickly understand what is pointed out. Blur also has the advantage of working independently of color, thus being available for black and white images as well as being useful for color-blind users.
SDOF can be used in 2D and 3D, but in this paper, we concentrate on 2D applications. The reasons for this are the following: We believe 2D visualizations are much more accessible and should be used if possible; SDOF in 2D is also simpler both to implement (compositing images is easier, as there are no problems with their depth structure) and to comprehend (blur does not interfere with other depth cues).
Focus and Context
Currently existing focus and context (F+C) methods can be divided into three groups. Spatial Methods. This is the most prominent group of F+C methods. The image created with an existing visualization is distorted to allow more space for the currently more important objects, and less for the context. Examples for this method are fish-eye views [3] and other distortion-oriented methods [7] . Dimensional Methods. The user can move a focus over a visualization to display different data about the same objects. These methods do not make it possible to display more objects, but more or different data dimensions of the already displayed ones. Examples of this type of F+C method are magic lenses [9] , toolglasses [2] , etc. Visual Methods. In an existing visualization, objects that meet certain criteria are stressed by assigning visual cues to them so that they are more prominent to the viewer without hiding the context. An example of such a method is to use color saturation and brightness [8] .
The method proposed in this paper belongs into the last category. We display the context objects blurred and relevant objects sharply, thus literally focusing on them.
Semantic Depth of Field
The central idea of Semantic Depth of Field (SDOF) is to blur objects based on their relevance. Human perception divides our field of view into foreground and background objects [4] , using SDOF helps the eye with this division: blurred objects immediately become the background, while sharp ones stay in the foreground.
The model described in this section covers SDOF for both 2D and 3D cases for the sake of completeness. The rest of the discussion focuses on 2D, however.
Relevance and the Relevance Function
In order to render an SDOF image, each object or data point data[i] is assigned a relevance value r by a Table 1 ) is provided and its results are calculated by the application. The actual function and how many and which parameters it needs depends on the application. Some might not allow any interaction at all, while others could be very configurable.
The value range of r goes from 0 to 1, inclusively; where 1 stands for an object of maximum relevance to the current query, and 0 for a completely irrelevant object.
A few examples: A file system browser could assign a relevance of 1 to all files that were last changed at most three days ago, and 0 to all objects that are "older". It could allow the user to change that threshold to different minimal ages, or to switch to a continuous r scale that assigns a value of 0 to the oldest file, a value of one to the newest one, and interpolates the r value between them for all other files. The user can then use the threshold of the blur function to change the appearance of the visualization.
An example for discrete r values could be to assign a r of 1 to all files that belong to the user of the application, a value of 0.5 to all files that belong to his or her group, and a value of 0 to all other files.
Relevance measures are common to most F+C techniques, even though they might not be so clearly visible in some.
The Rendering Model
Rendering an SDOF image consists of two stages ( Figure 2 and Table 1 ): First, each object or data point data[i] is assigned a relevance r (see Section 3.1).
The relevance is then translated to a blur diameter b (which is the diameter of the circle of confusion for that object) through the blur function ( Figure 4 ). The blur diameter b is measured in pixels, and is used directly to Dividing the drawing process into two parts has several benefits: It is possible to change display parameters directly and without having to recalculate the relevance data for the objects. It is also much more intuitive to directly control display parameters through the blur function instead of having to go back to the underlying data just to achieve a certain visual effect. And if the data or relevance values change, the visualization does not have to be reconfigured, but can use the existing parameters (see Section 3.5).
Photo-realistic Camera
After the objects have been placed, and the relevance values calculated, the image is rendered. In the 2D case, this can be done with any (photo-realistic) camera model that is capable of rendering images with depth of field. The objects are layed out in a 2D plane, and are moved perpendicular to it to achieve the desired blur (see Figure 3 ). The equations in this section are based on the following, called the lens equation [6] :
In this equation, f is the focal length of the lens, and u and v are the distances of the lens from the object and the film plane, respectively (all distances in the following equations are measured from the lens rather than the film plane). In computer graphics, the camera coordinate system is usually organized such that the projection plane is parallel to the XY plane, and the projection is done parallel to the Z axis. Based on formula (1), we can determine the depth z an object must be moved to while the camera is focused at z focus to achieve a blur diameter of b -we do this by inverting the dof P function that tells us the blur diameter for a photo-realistic camera:
The effective lens diameter D is the result of setting the aperture (or "f-stop") a, which is a measure used in photography to control depth of field. In this context, it is of little use, and can be set to 1.
Adaptive Camera
In a 3D case, objects cannot be moved, because their layout is significant in all three dimensions. We there- fore need an adaptive camera, that is able to refocus for every object that is rendered. To do this, we need to invert the dof A function to get z focus , rather than z:
An adaptive camera can be implemented by different means as an object order camera (e.g., splatting [10] ), but also as an image order camera.
Properties
SDOF is very intuitive. Like a lens in a camera, the lens in the human eye cannot show all objects in focus at the same time. But we are seldomly aware of the fact that parts of our field of view are blurred -our visual system ignores these areas, the same way it ignores blurred parts of photographs. We have reason to believe that this discrimination takes place preattentively, i.e., within 100ms after exposure to the stimulus [4] .
SDOF is also independent of color. This has a number of consequences: a) It can be used as an additional cue when color is already used in an application, b) when color is not available (e.g., black and white printers), SDOF can still be used, c) SDOF can be used by color-blind and color-sighted people alike.
SDOF distorts the irrelevant objects, rather than the relevant ones. We believe this to be more useful, because the user is still able to see the features of relevant objects without having to adapt to a different kind of display. Only the features of irrelevant objects change and become obscured.
SDOF can be used to point out objects in any layout. Distortion techniques typically only have one focus, and don't deal very well with several foci distributed over the display (i.e., objects that are not relevant are also emphasized).
Applicability
Even though SDOF is a very general method, there are applications that it is suited better for, and there are cases when it cannot be applied at all. SDOF is best suited for an application where objects should be pointed out that are of sufficient size so that they don't have to be magnified to be shown to the user. SDOF does not work with pixel-based visualizations, either.
When there is no knowledge about the output device and no way for the user to interact with the application, SDOF cannot be used. This is due to the dependence of the appearance of blur on the viewing angle (see Section 3.5).
But SDOF can be applied in many cases where other visual cues have already been used, and additional ones are needed. It can also be used when the properties of the output device do not allow color, saturation, etc to be used, or when these cues would interfere with the visualization.
SDOF can also be used as a very intuitive cue to point users to information or controls in user interfaces.
Parameterization
The visual effectiveness of SDOF comes at a price: SDOF depends on the output device and the conditions under which it is viewed. This is similar to other perceptually oriented techniques in computer graphics, like tone mapping.
It is therefore necessary to provide the user with a means to adjust the parameters of the display or at least to use good default values. The user can adjust the values h and b max in the blur function (Figure 4) , which give the program the limits of the usable blur. This is done at the startup of applications, by showing the user a blurred and an unblurred image of the same object. The user can adjust the blur level of the blurred object to the smallest level that is still distinguishable from the unblurred object. The maximum desired blur is selected through the same interface. The values obtained in this way can be stored per user so that recalibration is only required when the viewing conditions change drastically.
Once the application also knows the threshold t, it is able to calculate g. Now the whole blur function is known, and can be used to render images. The threshold t can be changed quite frequently by the user to show different amounts of objects in focus while examining data.
Interaction
A key part of SDOF is interaction. Blurring objects is utterly useless if the user can't change the focus, or see what happens after he or she has changed parameters. Changing the focus by simply blurring different objects is also very effective in terms of guiding the user's attention to the now most relevant information. The apparent movement is similar to methods used in cinematography, where the focus is changed from one actor to another, to focus on the currently speaking person, or to make the viewers aware of a person in the background. It is therefore necessary to animate the change in focus, so that the user can follow it. The following list enumerates a few interactions that appear to be typical for SDOF applications: Selecting the blur dimension. The user decides which data dimension is mapped to blurring. This may not be possible in all applications. Selecting the relevance function. If an application provides more than one relevance function per data dimension, the user has to be able to select one and possibly set some parameters. Changing the threshold. As soon as the display shows SDOF, the user must be able to change the blur function threshold. This can be done directly on the level of the blur function (changing the t value), or by selecting values in the data domain, which are then translated to r values for the threshold by the application. Autofocus. As soon as the user has seen the relevant information, he or she will want to go back to a sharp display. This is done with the "autofocus" button that sets the blur of all objects to 0.
Applications
In this section, we describe three applications to demonstrate the usefulness of SDOF.
lessdof
The Problem. Displaying text and being able to search for keywords is a very common application. Most applications only show the found keyword (e.g. using color), but leave it to the user to understand the context. It would be helpful to be shown the whole sentence in order to more quickly make use of the search result. The Application. lessdof displays a text file and allows the user to scroll through it, much like the Unix program less. When scrolling a whole page, a few lines are displayed on both pages as context. Theses lines A file system viewer with all files in focus are slightly blurred so that user understands that this is context information ( Figure 5 ). When searching for a keyword, the found words are displayed with their fore-and background colors exchanged, and therefore clearly stand out. The sentence in which they appear is displayed sharply, while the rest of the page is blurred. It is possible to jump between hits, and so move the focused sentence, or to show all context sentences in focus ( Figure 6 ). SDOF Aspects. This application only uses a binary relevance classification. A text string is either a keyword or it is not, a line of text is either new or overlapping from the last page. Blur and other cues (like inverse display of the keywords) are used to reinforce each other in the case of the current keyword, and as orthogonal dimensions for other keywords. This example does not use any color, and is still very effective in guiding the viewer's attention. Interaction. In lessdof, the user cannot directly influence either the relevance or the blur function. When paging through a text, the "overlapping" lines are displayed using the minimum perceivable blur; when showing the results of a search, the irrelevant parts are displayed using the maximum acceptable blur.
sfsv
The Problem. File system viewers like the Windows explorer are among the most used applications on today's personal computers. Some aspects of them are quite effective (like the tree view), while others are quite poor. One of the poorer aspects is the ability to quickly look for different information in a directory or directory structure without losing the context. Sort- Figure 8 . A file system focusing on larger files ing the data according to a data dimension clearly is not a solution to this problem. The Application. The sfsv application (SDOFenhanced file system viewer) shows a directory structure in a slight variation of the well-known treeview ( Figure 7) . It is possible to do different queries on this data and show the results using different visual cues. One of these cues is blur. So if the user selects the file sizes to be shown blurred (Figure 8 ), the larger files are shown in focus, while the smaller ones are out of focus. SDOF Aspects. Here, SDOF can be used both as an orthogonal cue and a reinforcement, depending on the user's needs. The combination of cues makes it possible to find files in their context, e.g., the ones that eat up all the hard disk space.
sscatter
The Problem. Scatter plots are a very useful tool to get an overview over data and to test hypotheses. But scatter plots are only really useful for two data dimensions, others must be mapped to visual attributes of the displayed objects. A large number of easily distinguishable cues is therefore needed. The Application. sscatter can read data files in different formats whose structure (column delimiters, sizes, names, how many lines per data point, etc.) can be specified in a configuration file. It displays the data in a scatter plot, where the user can select which data dimensions are mapped to which visual features. When used on data of car models from 1993, one can see that more expensive cars have lower fuel efficiency, and that American and other cars are available over the whole price range (Figure 9) . It is also possible to find out that the availability of manual transmission is generally a feature of more expensive cars (Figure 10 ). 
Other Applications
Other application examples are a chess tutoring system that can point out pieces and constellations on the board, like which chessman covers which others, or which pieces threaten a particular one [5] .
It is also possible to create a layered display, and then make it possible for the user to move a focus between layers by blurring the ones that are not currently focused at. This can be useful for geographic information, where roads, railways, rivers, cities, etc. are shown on different layers, and form the context for the others [5] .
Implementation
One of the reasons blur has been little used in computer graphics is that it is notoriously slow. This is due to the fact that information has to be summed up over an area for every pixel, which quickly adds a load to the application that makes it unusable.
Modern graphics hardware makes it possible to render blurred images very quickly, and thus makes it usable in interactive applications. The key to the implementation described here is texture mapping. Texture mapping is the central operation on low-cost graphics hardware, because it is used extensively by computer games. A number of tasks in visualization have been accelerated tremendously by (ab)using texture mapping and for tasks that at first glance have nothing to do with it.
Blurring is nothing but summing up the information around a pixel for every pixel in the image. This can be done by drawing an image several times at slightly different positions and having the graphics hardware sum up the color information at every step. We draw the image into the frame buffer once and then copy it into a texture (this is a fast operation). We then use the texture to draw the image several times, by mapping it onto a polygon (usually a rectangle). After displacing the image several times in the x direction, we copy the result of this operation into another texture. This texture is then used when displacing the image in the y direction.
Because of the limited precision of low-cost graphics cards (typically eight bits per color component), we cannot simply add up the image for any blur diameter we want. We therefore have to calculate auxiliary sums that we then sum up in a second step. Because of the filter kernel we use, this actually makes the operation faster. All auxiliary sums (except at the edges) are equal, and only displaced. We therefore only have to calculate this sum once and can then displace it (with larger distances in between) several times, thus doing fewer additions overall. Table 2 gives an overview over framerates for the applications presented earlier on. These numbers were collected on a standard PC with a 450 MHz CPU and an NVidia GeForce2 MX graphics card.
It is quite clear from that table, that this implementation of SDOF is faster for fewer large objects than many small ones, even if the large objects cover a much bigger part of the display. Most time is obviously lost in the setup and communication between the CPU and the graphics card, and not the actual texture operations on the card. Even though the current implementation uses display lists in many places, there is still room for improvement, so that the amount of communication needed is decreased even further.
Conclusions and Future Work
Semantic Depth of Field allows the user to literally focus on the currently relevant information. It is thus possible to display the results of queries in their context, and make them easier and faster to comprehend. The use of blur makes use of a visual feature that is inherent in the human eye and therefore is very perceptually effective, and can be perceived quickly and effortlessly. But not only the perception of SDOF, but also its creation is fast with the implementation described in this paper. All this makes SDOF an additional visual cue that is at the disposal of visualization application designers. The next step is to find out how well SDOF works together with other F+C techniques, especially with distortion-oriented ones. We also want to see how SDOF can be applied to areas such as volume and flow visualization; and also its applicability in user interfaces.
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