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WARING’S PROBLEM FOR UNIPOTENT ALGEBRAIC
GROUPS
MICHAEL LARSEN AND DONG QUAN NGOC NGUYEN
Abstract. In this paper, we formulate an analogue of Waring’s prob-
lem for an algebraic group G. At the field level we consider a morphism
of varieties f : A1 → G and ask whether every element of G(K) is the
product of a bounded number of elements f(A1(K)) = f(K). We give
an affirmative answer when G is unipotent and K is a characteristic zero
field which is not formally real.
The idea is the same at the integral level, except one must work with
schemes, and the question is whether every element in a finite index
subgroup of G(O) can be written as a product of a bounded number of
elements of f(O). We prove this is the case when G is unipotent and O
is the ring of integers of a totally imaginary number field.
0. Introduction
The original version of Waring’s problem asks whether, for every positive
integer n there exists M := Mn such that every non-negative integer is of
the form an1 + · · · + a
n
M , ai ∈ N, and, if so, what is the minimum value for
Mn. Since 1909, when Hilbert proved that such a bound exists, an enormous
literature has developed, largely devoted to determining Mn. There is also
a substantial literature devoted to variants of Waring’s problem. Kamke
proved [Ka] a generalization of the theorem in which nth powers are replaced
by general polynomials. In a series of papers [W1, W2, W3], Wooley solved
Waring’s problem for vector-valued polynomials. Siegel [Si, Si1] treated the
case of rings of integers in number fields, and since then, many papers have
analyzed Waring’s problem for a wide variety of rings, for instance [Bi, Ca,
Vo, GV, LW, Ch, El]. Also, there has been a flurry of recent activity on
“Waring’s problem for groups”; the typical problem here is to prove that
every element in G is a product of a small number of nth powers of elements
of G (see, for instance, [Sh, LST, AGKS, GT] and the references therein.)
This paper explores the view that algebraic groups are the natural setting
for Waring’s problem. To this extent, it resembles the work on Waring’s
problem for groups of Lie type. The work on the polynomial-valued and
vector-valued variants of Waring’s problem also fit naturally in this frame-
work. We will consider morphisms of varieties (resp. schemes) f : A1 → G
defined over a field (resp. a number ring) and look at bounded generation of
the groups generated by the images.
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The strategy is developed in §2 for unipotent algebraic groups over fields of
characteristic 0 which are not formally real. (Some justification for concen-
trating on the unipotent case is given in Lemma 1.4 below and the following
remarks.) In §3, we solve the unipotent version of Waring’s problem for to-
tally imaginary number rings. In §4, we work over general characteristic 0
fields and general number rings, but consider only the “easier Waring’s prob-
lem”, in which one is allowed to use inverses. Our methods throughout are
elementary. The only input from analytic number theory is Siegel’s solution
of Waring’s problem over number rings.
Unfortunately, in the original situation of Waring’s problem, namely the
ring Z, the additive group Ga, and the morphism f : A
1 → Ga given by
f(x) = xn, our results fall short of Hilbert’s theorem; we can prove only the
easier Waring’s problem in this case, rather than the statement that every
positive integer can be represented as a bounded sum of non-negative nth
powers. The difficulty, of course, is the ordering on Z. It seems natural
to ask whether, for unipotent groups over general number rings, one can
characterize the set which ought to be expressible as a bounded product of
images. In proving the easier Waring’s problem, we simply avoid this issue.
1. Generating subvarieties
Throughout this paper, K will always be a field of characteristic 0, and
G will be an algebraic group over K. A variety over K will be a reduced
separated scheme of finite type and, in particular, need not be connected.
A subvariety, closed subgroup, etc., will always be understood to be defined
over K.
Definition 1.1. Let G be an algebraic group over a field K. A subvariety
X of G is generating if there exists n such that every generic point of G lies
in the image of the product map from X×n := X × · · · ×X to G. A finite
collection fi : Xi → G of morphisms is generating if the union of Zariski
closures
⋃
i f(Xi) is generating.
We have the following necessary and sufficient condition for a subvariety
to be generating.
Proposition 1.2. Let G be an algebraic group over K and Z ⊆ G a closed
subvariety. Then Z is generating if and only if it satisfies the following two
properties:
I. Z is not contained in any proper closed subgroup of G.
II. For every proper closed normal subgroup H of G, the image of Z →
G/H has positive dimension.
We first prove the following technical lemma:
Lemma 1.3. Let K be algebraically closed. Let X,Y be irreducible closed
subvarieties of G. Assume:
(1) dim(XX) = dimX;
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(2) dim(XY X) = dimX.
Then there exists a closed subgroup H of G such that the following statements
are true:
(i) X = xH = Hx for all x ∈ X(K);
(ii) Y ⊂ yH for some y ∈ NG(H)(K).
Proof. As X is irreducible, X×2 is irreducible, with generic point η. The
closure X2 = XX of its image in G is therefore the closure of the image
of η in G and thus irreducible. If x ∈ X(K), then xX and Xx are closed
subvarieties of X2 of dimension dimX = dimX2, so xX = X2 = Xx. Thus,
Xx−1 = x−1X.
It follows that for x1, x2 ∈ X(K),
x−11 X = x
−1
1 (x
−1
2 X
2) = (x−11 X)(x
−1
2 X) = (x
−1
1 X
2)x−12 = Xx
−1
2 = x
−1
2 X.
Defining H := x−1X for x ∈ X(K), we see that H does not depend on the
choice of x and, moreover, that H2 = H. As every h ∈ H(K) can be written
x−11 x2, x1, x2 ∈ X(K), it follows that h
−1 = x−12 x1 ∈ H(K). Thus H(K) is
a subgroup, which since K is algebraically closed implies that H is a closed
subgroup of G, which implies (i).
For y ∈ Y (K), XYX is connected and contains XyX, which has dimen-
sion ≥ dimX = dimXYX . Thus,
XYX = XyX = HxyxH
is connected and has dimension dimH. It follows that the double coset
HxyxH consists of a single left coset, so xyx ∈ NG(H)(K). By (i), x also
normalizes H, and it follows that y normalizes H. Finally,
Y ⊆ x−1XY Xx−1 = (x−1Hx)y(x−1Hx) = HyH = yH.

Using this, we can prove Proposition 1.2.
Proof. Clearly, if Z ⊆ H ( G, then the same is true for Zn, and if the
image of Z in G/H is finite, the same is true for Zn. This proves necessity
of conditions I and II.
For the sufficiency, we may assume without loss of generality that K is
algebraically closed. For all z ∈ Z(K), ZZn ⊆ Zn+1, so dimZn is a bounded
non-decreasing sequence of integers. It therefore stabilizes for some n. Let
X denote an irreducible component of Zn of dimension dimZn and Y any
irreducible component of Z. Then dimX ≤ dimX2 ≤ dimZn and dimX ≤
dimXY X ≤ dimZn, so conditions (1) and (2) of Lemma 1.3 are satisfied.
Let H be the closed subgroup of G satisfying (i) and (ii). As H is a translate
of X, it is irreducible.
If H = G◦, then X is a connected component of G, which means Zm
is a union of components of G whenever m ≥ n. Applying condition I to
subgroups of G containing G◦, it follows that every generic point of G lies
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in Zm for some m ≥ n, so Z is generated, as claimed. If H 6= G◦< then
dimH < dimG. If H is normal in G, then the image of Z in G/H is finite,
contrary to condition II. If H has normalizer N ( G, then Y is contained
in N . Since N does not depend on the choice of component Y , Z ⊆ N ,
contrary to condition I.

Henceforth, we assume G is connected. We are interested in generating
collections of morphisms A1 → G. By a theorem of Chevalley, Barsotti,
and Rosenlicht [Ro], every connected algebraic group G has a closed normal
subgroup H which is a linear algebraic group and such that G/H is an
abelian variety. Every map from a rational curve to an abelian variety is
trivial. Thus, unless G is a linear algebraic group, it is impossible for any
collection of morphisms A1 → G to be generating.
Let R and U denote respectively the radical and the unipotent radical of
G.
Lemma 1.4. If U ( R, then there does not exist a generating set of mor-
phisms A1 → G.
Proof. It suffices to prove that there is no generating set of morphisms from
A1 to the connected reductive group G/U . Thus, we may assume without
loss of generality that G is connected reductive. If the radical R is non-trivial,
then the inclusion map R→ G induces an isogeny of tori R→ G/[G,G], so
it suffices to prove that there no generating set of morphisms from A1 to a
non-trivial torus T . Without loss of generality, we may assume that K = K¯.
Thus we may replace T by a quotient isomorphic to the multiplicative group,
and it suffices to prove there is no non-constant morphism of curves from A1
to A1 \ {0}. At the level of coordinate rings, this is the obvious statement
that every K-homomorphism from K[t, t−1] to K[x] maps t to an element
of K∗, or, equivalently, the fact that K[x]∗ = K∗.

We need only consider, then, the case that G is the extension of a semisim-
ple group by a unipotent group, both connected. The semisimple case is per-
haps even more interesting, but we know that, at least for SL2, we cannot
always expect bounded generation, since, for example, SL2(Z) and SL2(Z[i])
do not have bounded generation by elementary matrices [GS, Ta].
Since the characteristic of K is 0, if G is unipotent, it is necessarily con-
nected [DG, IV, §2, Prop. 4.1]. The derived group G′ is then likewise unipo-
tent [DG, IV, §2, Prop. 2.3], and therefore connected. The quotient G/G′
is unipotent [DG, IV, §2, Prop. 2.3], and commutative and is therefore a
vector group [DG, IV, §2, Prop. 4.2]. The non-abelian Galois cohomology
group H1(K,G′) vanishes [Se, III Prop. 6], so the cohomology sequence for
the short exact sequence 1 → G′ → G → G/G′ → 1 [Se, I Prop. 38] im-
plies (G/G′)(K) = G(K)/G′(K). We identify these groups. We do not
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distinguish between closed (vector) subgroups of G/G′ at the level of alge-
braic groups over K and the corresponding K-subspaces of the vector space
(G/G′)(K). If V is a subspace of G/G′, we denote by V G′ the inverse image
of V in G, regarded as an algebraic group.
Lemma 1.5. Let G be a connected unipotent algebraic group, and let H be
a proper closed subgroup of G. Then the normalizer of H in G is strictly
larger than H.
Proof. We use induction on dimG. The case dimG = 1 is trivial since this
implies G is commutative, so the normalizer of every subgroup is all of G.
For general unipotent G, the fact that the lower central series goes to {1}
implies that the center Z of G is of positive dimension. If Z is not contained
in H, then ZH ⊆ NG(H) is strictly larger than G. Otherwise, replacing G
and H by G/Z and H/Z respectively, we see that H/Z is normal in N/Z
for some N ⊆ G strictly larger than H, so H is normal in N . 
Proposition 1.6. If G is a unipotent group over K, then every proper closed
subgroup H of G is contained in a normal subgroup N of codimension 1 in
G which contains the derived group G′ of G.
Proof. As K is of characteristic zero, G is connected. If H = {e}, the propo-
sition asserts that G contains a codimension 1 normal subgroup containing
G′. As H is a proper subgroup, G is non-trivial, so G/G′ is non-trivial,
and the proposition amounts to the obvious statement that every non-trivial
vector group contains a normal subgroup of codimension 1.
For the general case, applying the previous lemma, we can replace H by
a strictly larger group NG(H) unless H is normal in G. This operation
can be repeated only finitely many times, since NG(H), being strictly larger
than H, must be of strictly higher dimension (since every closed subgroup
of a unipotent group is unipotent and therefore connected). Thus, we may
assume H is normal in G. Then G/H is unipotent. Replacing G and H by
G/H and {e} respectively, we are done. 
From Proposition 1.2, we deduce that for unipotent groups, we have the
following simple criterion.
Lemma 1.7. Let G be a unipotent group over K. A subvariety X of G
(resp. a set {f1, . . . , fn} of morphisms A
1 → G) is generating if and only if
for each proper subspace V ( G/G′, such that the projection of X to G/V G′
is of positive dimension (resp. the composition of some fi with the projection
G→ G/V G′ is non-constant.)
Note that the question of whether a set of morphisms fi is generating
depends only on the set of compositions f¯i of fi with the quotient map
G → G/G′. It is also invariant under left or right translation of the fi by
any element of G(K).
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Lemma 1.8. If {f1, . . . , fn} is not generating, then for all positive integers
N ,
(f1(K) ∪ · · · ∪ fn(K))
N ( G(K).
Proof. The image of (f1(K) ∪ · · · ∪ fn(K))
N in (G/V G′)(K) is the same
as the image of {f1(0), . . . , fn(0)}
N and is therefore a finite subgroup of an
infinite group. 
We record the following lemma, which will be needed later.
Lemma 1.9. Let G be a unipotent group over K, G′ its derived group and
G′′ the derived group of G′. If V is a proper subspace of G′/G′′, then there
exists a dense open subvariety U1 ⊂ G and for all γ1 ∈ U1(K), a dense open
subvariety U2 of the form G \WG
′, such that for all γ2 ∈ U2(K), [γ1, γ2]
does not lie in V G′′(K).
Proof. Without loss of generality, we assume K is algebraically closed. As
the characteristic of K is 0, G and G′ are connected, so G′/G′′ is connected.
The composition G×G→ G′/G′′ of the commutator map and the quotient
map has the property that its image generates G′/G′′ and is therefore not
contained in V . It follows that the inverse image U of the complement of
V is dense and open in G × G. By Chevalley’s theorem, the projection of
U ⊆ G × G onto the first factor G is a constructible set containing the
generic point; it therefore contains an open dense U1. The fiber over any
point γ1 ∈ U1(K) is non-empty. The condition on γ2 that [γ1, γ2] 6∈ V G
′ is
linear on the image of γ2 in G/G
′ and is satisfied for at least one γ2, so U2,
defined by the condition [γ1, γ2] 6∈ V G
′ satisfies the properties claimed.

2. The unipotent Waring Problem over nonreal fields
Definition 2.1. We say a field K is nonreal if it is of characteristic zero
but not formally real (i.e., −1 is a sum of squares in K).
The main theorem of the section is the following:
Theorem 2.2. If G is a unipotent algebraic group over a nonreal field K
and {f1, . . . , fn} is a generating set of K-morphisms A
1 → G, then for some
positive integer M ,
(f1(K) ∪ · · · ∪ fn(K))
M = G(K).
The proof occupies the rest of this section. It depends on the following
two propositions:
Proposition 2.3. Theorem 2.2 holds when G is a vector group.
Proposition 2.4. Under the hypotheses of Theorem 2.2, there exists an
integer m, a sequence of elements g1, . . . , gm ∈ G(K), a sequence of pos-
itive integers k1, . . . , km, for each i ∈ {1, . . . ,m}, a sequence of integers
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ℓi,1, . . . , ℓi,ki ∈ [1, n] and of ai,j, bi,j ∈ K, such that for each i ∈ {1, . . . ,m},
the K-morphisms h1, . . . , hm : A
1 → G defined by
hi(x) := gifℓi,1(ai,1x+ bi,1) · · · fℓi,ki (ai,kix+ bi,ki)
map A1 → G′ and as morphisms to G′ are generating.
Assuming both propositions hold, we can prove Theorem 2.2 by induction
on dimension. If G is commutative, then Proposition 2.3 applies. Other-
wise, we apply Proposition 2.4 to construct h1, . . . , hm. Letting f¯i denote
the composition of fi with G → G/G
′, Proposition 2.3 asserts that every
element of G(K)/G′(K) = (G/G′)(K) is represented by a bounded product
of elements of f¯1(K) ∪ · · · ∪ f¯n(K). For each gi, there exists g
′
i, which is a
bounded product of elements of f1(K) ∪ · · · ∪ fn(K) and lies in the same
G′(K)-coset of G(K). Defining
h′i(x) := g
′
ifℓi,1(ai,1x+ bi,1) · · · fℓi,ki (ai,kix+ bi,ki),
it suffices to prove that every element of G′(K) is a bounded product of
elements of h′1(K) ∪ · · · ∪ h
′
m(K). As the hi are generating for G
′, the same
is true for h′i, and the theorem follows by induction. Thus, we need only
prove Propositions 2.3 and 2.4.
To prove Proposition 2.3, we begin with a special case.
Proposition 2.5. If K is a characteristic zero field which is not formally
real and d is a positive integer, there exists an integer N > 0 such that every
vector in Kd is a sum of elements of
Xd1 := {(x, x
2, . . . , xd) | x ∈ K}.
Proof. For each integer k > 0, let
Xdk := X
d
1 + · · · +X
d
1︸ ︷︷ ︸
k
.
Thus Xd1 ⊆ X
d
2 ⊆ · · · , and we denote by X
d the limit
⋃
iX
d
i . Clearly
Xdi + X
d
j = X
d
i+j and X
d
i X
d
j ⊆ X
d
ij . Taking unions, X
d is a semiring. Let
pd+1 : Xd+1 → Xd denote the projection map onto the first d coordinates and
πd+1 : Xd+1 → K the projection map onto the last coordinate. In particular,
pd+1(Xd+1k ) = X
d
k for all positive integers k.
It is a theorem [El, Theorem 2] that for each positive integer d there exists
M such that every element in K is the sum of M dth powers of elements of
K.
We proceed by induction on d. The theorem is trivial for d = 1. Assume
it holds for d and choose M large enough that XdM = X
d = Kd and every
element of K is the sum of M (d+ 1)st powers. In particular,
(1) πd+1(Xd+1M ) = K.
If Xd+1M ( X
d+1
M+1, then choosing w ∈ X
d+1
M+1 \ X
d+1
M , there exists an ele-
ment v ∈ Xd+1M such that p
d+1(v) = pd+1(w). If u ∈ Xd+1M is chosen with
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pd+1(u) = −pd+1(v), then either u+ v or u+ w is non-zero, and either way
there exists an element t ∈ Xd+12M+1 \ {0} with p
d+1(t) = 0. By (1),
{(0, . . . , 0, x) | x ∈ K} ⊂ Xd+1M(2M+1),
so by the induction hypothesis, Xd+1M+M(2M+1) = K
d+1, and we are done.
We may therefore assume Xd+1M = X
d+1
M+1, which implies X
d+1
M = X
d+1.
Moreover, if pd+1 fails to be injective, the same argument applies, so we
may assume that pd+1 is an isomorphism of semirings, and therefore an
isomorphism of rings (since the target Kd is a ring).
Thus, we can regard πd+1◦(pd+1)−1 as a ring homomorphism φ : Kd → K.
If ei = (0, . . . , 0, 1, 0, . . . , 0), then φ(ei) maps to an idempotent of K, which
can only be 0 or 1. Since φ(e1 + · · · + ed) = 1, there exists i such that
φ(ei) = 1, and it follows that φ factors through projection onto the ith
coordinate. Thus, there exists a ring endomorphism ψ : K → K such that
for all (x1, . . . , xd+1) ∈ X
d+1, ψ(xi) = xd+1. As (2, 4, 8, . . . , 2
d+1) ∈ Xd+1,
ψ(2i) = 2d+1, which is absurd. 
We now prove Proposition 2.3.
Proof. Let
(2) fj(x) = (P1j(x), . . . , Pmj(x)),
where d is the maximum of the degrees of the Pij for 1 ≤ i ≤ m, 1 ≤ j ≤ n.
Let N be chosen as in Proposition 2.5. We write
(3) Pij(x) =
d∑
k=0
aijkx
k
for 1 ≤ i ≤ m, 1 ≤ j ≤ n. Given c1, . . . , cn, our goal is to find xjℓ ∈ K,
1 ≤ j ≤ n, 1 ≤ ℓ ≤ N that satisfy the system of equations
(4)
∑
j,k,ℓ
aijkx
k
jℓ = ci, i = 1, 2, . . . ,m.
By Proposition 2.5, by choosing xjℓ suitably, we can choose the values
yjk =
N∑
ℓ=1
xkjℓ
independently for 1 ≤ j ≤ n and 1 ≤ k ≤ d, while yj0 = N by definition.
Thus, we can rewrite the system of equations (4) as
(5)
d∑
k=1
n∑
j=1
aijkyjk = ci −N
n∑
j=1
aij0, i = 1, 2, . . . ,m.
This is always solvable unless there is a non-trivial relation among the linear
forms on the left hand side in this system, i.e., a non-zero sequence b1, . . . , bm
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such that
m∑
i=1
biaijk = 0
for all j and k ≥ 1. If this is true, then
m∑
i=1
biPij =
∑
i
biaij0, j = 1, . . . , n.
In other words, defining π(t1, . . . , tn) := b1t1 + · · ·+ bmtm, π ◦ fj is constant
for all j, contrary to assumption. 
Finally, we prove Proposition 2.4.
Proof. Suppose we have already constructed h1, . . . , hr. Let h¯i denote the
composition of hi with the projection G
′ → G′/G′′. Let W denote the
vector space spanned by the set {h¯i(t)− h¯i(0) | 1 ≤ i ≤ r, t ∈ K}. Suppose
W = G′/G′′. Then for all proper subspaces W ′ (W there exist i and t such
that h¯i(0) and h¯i(t) represent different classes in W/W
′. It follows that the
composition of hi with the projection G
′ → G′/W ′G′′ is non-constant, and
therefore, {h1, . . . , hr} is a generating set of morphisms to G
′.
Thus, we may assume that W is a proper subspace of G′/G′′. We apply
Lemma 1.9 to deduce the existence of γ1 ∈ G(K) and a proper closed sub-
space V of G/G′ such that for all γ2 ∈ G(K) \ V G
′(K), the commutator of
γ1 and γ2 is not in WG
′′(K). Let f¯i(x) denote the composition of fi(x) with
the quotient map G → G/G′. As the fi are generating, there exists i such
that for all but finitely many values x ∈ K, f¯i(x) is not in V . Without loss
of generality, we assume i = 1.
By Proposition 2.3, there exists a bounded product
g = fs1(b1) · · · fsM (bM ), si ∈ {1, 2, . . . , n}, bi ∈ K
such that
f¯s1(b1) + · · · + f¯sM (bM ) = γ¯1.
We write
f¯1(x) = v0 + xv1 + · · ·+ x
dvd,
with vi ∈ K
m. By Proposition 2.5, there exist a1, . . . , aN ∈ K, not all zero,
such that
(6)
n∑
i=1
aki = 0, k = 1, 2, . . . , d.
Thus,
f¯1(a1x) + f¯2(a2x) + f¯3(a3x) + · · ·+ f¯N (aNx) = Nv0,
which means that x 7→ f1(a1x)f2(a2x) · · · fN (anx) goes to a constant G
′-
coset. Without loss of generality, we may assume a1 6= 0.
Let gr+1 be an element of G(K) which can be realized as a product of at
most N values of fi at elements of K and such that
(7) gr+1fs1(b1) · · · fbM (bM )f1(a1x)f2(a2x) · · · fN (anx)
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belongs to G′(K) for x = 0. By Proposition 2.3, such a gr+1 exists. We
choose hr+1(x) to be either (7) or
(8) gr+1f1(a1x)fs1(b1) · · · fsM (bM )f2(a2x) · · · fN (anx),
Either way, hr+1(0) ∈ G
′(K). By (6), hr+1(x) ∈ G
′(K) for all x ∈ K.
Because the commutator [f1(a1x), fs1(b1) · · · fsM (bM )] lies in WG
′′ for at
most finitely many x-values, at least one of (7) and (8) is non-constant (mod
WG′′). By induction on the codimension of W , the proposition follows.

3. The unipotent Waring Problem over totally imaginary
number rings
In this section K denotes a totally imaginary number field, O its ring of
integers, and G a closed O-subscheme of the group scheme Uk of unitriangular
k × k matrices. Thus the generic fiber GK will be a closed subgroup of Uk
over K and therefore unipotent. Moreover, there is a filtration of G(O) by
normal subgroups such that the successive quotients are finitely generated
free abelian groups. In particular, it is (by definition) a finitely generated
torsion-free nilpotent group, whose Hirsch number is the sum of the ranks
of these successive quotients.
A set {f1, . . . , fn} of O-morphisms A
1 → G is said to be generating if it is
so over K. The main theorem in this section is the following integral version
of Theorem 2.2:
Theorem 3.1. If {f1, . . . , fn} is a generating set of O-morphisms A
1 → G,
then for some positive integer M ,
(f1(O) ∪ · · · ∪ fn(O))
M
is a subgroup of finite index in G(O).
We begin by proving results that allow us to establish that some power of
a subset of a group Γ gives a finite index subgroup of Γ.
Lemma 3.2. Let Γ be a group, ∆ a finite index subgroup of Γ, Ξ a subset
of Γ, and M a positive integer. If ∆ ⊆ ΞM , then there exists N such that
ΞN is a finite index subgroup of Γ.
Proof. Without loss of generality, we assume that ∆ is normal in Γ. Consider
the (finite set)
{(m¯, γ¯) ∈ Z/MZ× Γ/∆ | m ∈ N, γ ∈ Ξm}.
For each element, choose a pair (m,γ), m ∈ N, γ ∈ Ξm representing it.
Choose A to be greater than all values m appearing in such pairs. Let N be
a multiple ofM which is greater than A+M . For all positive integers k, ΞkN
is a union of cosets of ∆ in Γ and does not depend on k. The image of ΞN in
Γ/∆ is therefore a subset of a finite group and closed under multiplication.
It is therefore a subgroup, and the lemma follows. 
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Lemma 3.3. Let Γ be a finitely generated nilpotent group and ∆ a normal
subgroup of Γ. Then every finite index subgroup ∆0 of ∆ contains a finite
index subgroup ∆◦0 which is normal in Γ.
Proof. We prove there exists a function f : N→ N depending only on Γ such
that for any normal subgroup ∆ of Γ, every subgroup ∆0 of ∆ of index n
contains a normal subgroup of Γ of index ≤ f(n) in ∆. Replacing ∆0 with
the kernel of the left action of ∆ on ∆/∆0, we may assume without loss of
generality that ∆0 is normal in ∆. We prove the claim by induction on the
total number of prime factors of n.
If n = p is prime, it suffices to prove that there is an upper bound,
independent of ∆, on the number of normal subgroups of ∆ of index p. This
is true because intersecting a fixed central series of Γ = Γ0 ⊲ Γ1 ⊲ · · · with ∆
gives a central series of ∆, and every index p normal subgroup of ∆ is the
inverse image in ∆ of an index p subgroup of the finitely generated abelian
group ∆/∆ ∩ Γ1 ⊆ Γ/Γ1.
If n has ≥ 2 prime factors, then for some prime factor p of n, ∆0 is a
normal subgroup of index n/p of a normal subgroup ∆p of index p in ∆. By
the induction hypothesis, ∆p contains a normal subgroup ∆
◦
p of Γ, of index
≤ f(p) in ∆. The index of ∆0 ∩ ∆
◦
p in ∆
◦
p divides n/p, and applying the
induction hypothesis, we deduce that the existence of a normal subgroup ∆◦0
of Γ of index ≤ maxi≤n/p f(i) in ∆
◦
p. 
Proposition 3.4. Let Γ be a finitely generated nilpotent group, ∆ a normal
subgroup of Γ, Ξ a subset of Γ and M1,M2 positive integers such that Ξ
M1
contains a finite index subgroup of ∆ and the image of ΞM2 in Γ/∆ contains
a finite index subgroup of Γ/∆. Then there exists M3 such that Ξ
M3 is a
finite index subgroup of Γ.
Proof. Let 〈Ξ〉 denote the subgroup of Γ generated by Ξ. The intersection
〈Ξ〉 ∩∆ is of finite index in ∆, and the image 〈Ξ〉∆/∆ is of finite index in
Γ/∆, so 〈Ξ〉 is of finite index in Γ. As a subgroup of a finitely generated
nilpotent group, it is also finitely generated and nilpotent. Replacing Γ and
∆ by 〈Ξ〉 and 〈Ξ〉∩∆ respectively, we assume without loss of generality that
Ξ generates Γ.
Replacing Ξ with ΞM1 , we may assume Ξ contains a finite index subgroup
∆0 of ∆. By Lemma 3.3, we may assume that ∆0 is a normal subgroup of
Γ. Let Ξ¯ denote the image of Ξ in Γ/∆0. If Ξ¯
N is a finite index subgroup of
Γ¯ := Γ/∆0, then Ξ
N+1 is the inverse image of this subgroup in Γ, and the
proposition holds. Replacing Γ, ∆, Ξ by Γ¯, ∆¯ := ∆/∆0, and Ξ¯ respectively,
we reduce to the case that ∆ is finite. We need only show that if ΞM2∆
contains a finite index subgroup Γ0 of Γ, then Ξ
N is a finite index subgroup
of Γ for some N .
Replacing Ξ by ΞM2 ∩ Γ0∆, we may assume that Ξ ⊆ Γ0∆ and Ξ meets
every fiber of π : Γ0∆→ Γ0∆/∆. In particular, Ξ contains an element of ∆,
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so replacing Ξ with Ξ|∆|, we may assume Ξ contains the identity, so
(9) Ξ ⊆ Ξ2 ⊆ Ξ3 ⊆ · · ·
For i a positive integer, let mi denote the maximum over all fibers of π of
the cardinality of the intersection of the fiber with Ξi. Thus, the intersection
of every fiber of π with Ξi+1 is at least mi. Since fiber size is bounded
above by ∆, the sequence (9) must eventually stabilize. Replacing Ξ with
a suitable power, we have Ξ2 = Ξ. Thus Ξ is closed under multiplication.
As Ξ meets every fiber of π in the same number of points, γ ∈ Ξ implies
γ(Ξ∩π−1(π(γ)−1)) = Ξ∩∆0, which implies γ
−1 ∈ Ξ. Thus, Ξ is a subgroup
of Γ of bounded index.

Next, we prove a criterion for a subgroup of G(O) to be of finite index.
Proposition 3.5. Let Γ ⊆ G(O) ⊂ G(K). Then the Hirsch number hΓ of Γ
satisfies
(10) hΓ ≤ [K : Q] dimGK .
If equality holds in (10), then Γ is of finite index in G(O).
Proof. Hirsch number is additive in short exact sequences. Let G0 := GK ,
and let G0 ) G1 ) · · · ) Gk = {1} be a central series. Then we have a
decreasing filtration of Γ by Γi := Γ ∩ Gi(K), and each quotient Γi/Γi+1
is a free abelian subgroup of Gi(K)/Gi+1(K) ∼= K
dimGi/Gi+1 . Every free
abelian subgroup of Kr has rank ≤ r[K : Q] with equality if and only if it is
commensurable with Or. This implies (10).
Applying the same argument to G(O), we get
hΓ ≤ hG(O) ≤ [K : Q] dimGK .
If equality holds in (10), then G(O)i/G(O)i+1 and its subgroup Γi/Γi+1 are
commensurable, and this implies that Γ is of index
k−1∏
i=0
[G(O)i/G(O)i+1 : Γi/Γi+1] <∞
in Γ. 
We prove Theorem 3.1 by showing that h(f1(O)∪ · · · ∪ fn(O))
M contains
a subset which is a group of Hirsch number [K : Q] dimGK . We first treat
the commutative case.
Proposition 3.6. Theorem 3.1 holds if G is commutative.
Proof. First we claim that for all d > 0 there exist integers L,M > 0 such
that
LOd ⊆ {(x1 + · · · + xM , x
2
1 + · · ·+ x
2
M , . . . , x
d
1 + · · ·+ x
d
M ) | xi ∈ O}.
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Since this is of finite index in Od, replacing M by a larger integer (also
denoted M), we can guarantee that every element in the group generated by
{(x, x2, . . . , xd) | x ∈ O} can be written as a sum of M elements.
To prove the claim, we use Proposition 2.5 to show that each basis vector
ei is a sum of M elements of {(x, x
2, . . . , xd) | x ∈ K}. Replacing each
x in the representation of ei by Dx for some sufficiently divisible positive
integer D, it follows that each kiei can be written as a sum of M elements
of {(x, x2, . . . , xd) | x ∈ O} for suitable positive integers ki.
For each α ∈ O, we see from the (i − 1)th difference of αi (see [Wr,
Theorem 1, p.267]) that
i!α =
i−1∑
m=0
(−1)m
(
i− 1
m
)
(α+m)i −
1
2
(i− 1)i!.(11)
Thus every element of i!O is in the subring O(i) of O generated by ith powers
of elements of O. A theorem of Siegel (see [Si1, Theorem VI]) implies that
there exist N1, N2, . . . such that every element of O
(i) is a sum of Ni ith
powers of elements of O. Thus every element of i!O is a sum of Ni ith
powers of elements of O, and therefore every element of i!kiOei is a sum of
MNi elements of {(x, x
2, . . . , xd) | x ∈ O}.
Letting L denote a positive integer divisible by 1!k1, 2!k2 . . . , d!kd, and
replacing M by M(N1 + · · · +Nd), we can write every element of LO
d as a
sum of M elements of {(x, x2, . . . , xd) | x ∈ O}.
Restricting fj to the generic fiber, we can write it as a vector of polynomi-
als (2) with the Pij given by (3). We can solve the system (4) of equations in
O whenever we can solve (5) in yjk ∈ LO. This system is always solvable in
K, so it is solvable in LO whenever the ci−N
∑
j aij0 is sufficiently divisible.
Thus, there exists an integer D such that if N and the ci are divisible by
D and N is sufficiently large, then (c1, . . . , cm) is a sum of N terms each of
which belongs to (f1(O) ∪ · · · ∪ fn(O)). Let Λ := DO
m.
Now, Λ ⊆ G(O) ⊂ G(K) ∼= Km. As G(O) has a finite filtration whose
quotients are finitely generated free abelian groups, it must contain Λ as a
subgroup of finite index. Defining
Xi :=
(
f1(O) ∪ · · · ∪ fn(O)
)
+ · · · +
(
f1(O) ∪ · · · ∪ fn(O)
)︸ ︷︷ ︸
iN
,
we have Λ ⊆ Xi ⊆ G(O) for all i ≥ 1, and Xi+1 = X1 +Xi. It follows that
Xi+1 contains every Λ-coset in G(O) represented by any element of Xi, and
therefore the sequence X1,X2, . . . stabilizes to a subgroup of G(O) of rank
m[K : Q] and of finite index in G(O). 
Now we prove Theorem 3.1
Proof. We first observe that Proposition 2.4 remains true over O; more pre-
cisely, assuming that the morphisms fi are defined over O, the elements gi
can be taken to be in G(O) and ai,j, bi,j ∈ O, so the morphisms hi are defined
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over O. Instead of using Proposition 2.3, we use Proposition 3.6. The image
γ¯1 of the element γ1 guaranteed by Lemma 1.9 may not lie in the lattice
Λ ⊂ G(K)/G′(K) ∼= Km, but some positive integer multiple of γ¯1 will do so,
and the property of γ1 with respect to V is unchanged when it is replaced by
a non-trivial power. The elements ai guaranteed by Proposition 2.5 may not
lie in O, but again we can clear denominators by multiplying by a suitable
positive integer. The element gr+1 will exist as long as Nv0 ∈ Λ. This can
be guaranteed by replacing N with a suitable positive integral multiple.
Now we proceed as in the proof of Theorem 2.2, using induction on dimG.
By the induction hypothesis, there exists N such that (
⋃
i hi(O))
N contains
a subgroup of G′(K) of Hirsch number [K : Q] dimG′. On the other hand,
by Proposition 3.6, there exists a bounded power of (f¯1(O) ∪ · · · ∪ f¯n(O))
which contains a subgroup of (G/G′)(K) of Hirsch number [K : Q] dimG/G′.
Here for each 1 ≤ i ≤ n, f¯i(x) denotes the composition of fi(x) with the
quotient map G→ G/G′. The theorem follows from Proposition 3.4 and the
additivity of Hirsch numbers.

4. The easier unipotent Waring problem
We recall that the classical “easier Waring problem” [Wr] is to prove that
for every positive integer n there exists m such that every integer can be
written in the form ±an1 ± · · · ± a
n
m, ai ∈ Z, and to determine the minimum
value of m for each n.
In this section, we prove unipotent analogues of the easier Waring problem
for arbitrary fields of characteristic zero and rings of integers of arbitrary
number fields:
Theorem 4.1. If G is a unipotent algebraic group over a field K of charac-
teristic zero and {f1, . . . , fn} is a generating set of K-morphisms A
1 → G,
then for some positive integer M ,
 ⋃
e1,...,en∈{±1}
(f1(K)
e1 ∪ · · · ∪ fn(K)
em)

M = G(K).
Theorem 4.2. Let K be a number field, O its ring of integers, and G a
closed O-subscheme of the group scheme Uk of unitriangular k× k matrices.
If {f1, . . . , fn} is a generating set of O-morphisms A
1 → G, then for some
positive integer M ,
 ⋃
e1,...,en∈{±1}
f1(O)
e1 ∪ · · · ∪ fn(O)
en

M
is a subgroup of bounded index in G(O).
The proof of Theorem 4.1 depends on variants of Propositions 2.3 and 2.4.
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Proposition 4.3. If K is a field of characteristic zero and d is a positive
integer, there exists an integer N > 0 such that Kd can be represented as
Kd = (Xd1 + · · ·+X
d
1 )︸ ︷︷ ︸
N
− (Xd1 + · · ·+X
d
1 )︸ ︷︷ ︸
N
,
where
Xd1 := {(x, x
2, . . . , xd) | x ∈ K}.
Proof. This is [IL, Theorem 3.2]. 
Proposition 4.4. Theorem 4.1 holds when G is a vector group.
Proof. Let
(12) fj(x) = (P1j(x), . . . , Pmj(x)),
where d is the maximum of the degrees of the Pij for 1 ≤ i ≤ m and
1 ≤ j ≤ n. Let N be chosen as in Proposition 4.3. Writing
(13) Pij(x) =
d∑
k=0
aijkx
k
for 1 ≤ i ≤ m and 1 ≤ j ≤ n. Given (c1, . . . , cm), our goal is to find suitable
ǫjℓ ∈ {±1} and xjℓ ∈ K such that
(c1, . . . , cm) =
2N∑
ℓ=1
n∑
j=1
ǫjℓfj(xjℓ).
In light of Proposition 4.3, for each 1 ≤ j ≤ n, one can let ǫjℓ = 1 if
1 ≤ ℓ ≤ N , and let ǫjℓ = −1 if N + 1 ≤ ℓ ≤ 2N . Thus the above system is
equivalent to the system of equations
ci =
n∑
j=1
d∑
k=0
aijk
(
N∑
ℓ=1
xkjℓ −
2N∑
ℓ=N+1
xkjℓ
)
, i = 1, . . . ,m.(14)
By Proposition 4.3, by choosing xjℓ ∈ K suitably, we can choose the values
yjk =
N∑
ℓ=1
xkjℓ −
2N∑
ℓ=N+1
xkjℓ
independently for 1 ≤ j ≤ n and 1 ≤ k ≤ d, while yj0 = 0 by definition.
Thus we can rewrite the system of equations (14) as
n∑
j=1
d∑
k=1
aijkyjk = ci, i = 1, . . . ,m.(15)
Arguing as in the proof of Proposition 2.3, we see that the above system
of equations is always solvable unless fj is constant modulo some proper
subspace V of Am for all 1 ≤ j ≤ n, i.e., each π ◦ fj is constant, where
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π : Am → Am/V is the canonical projection. This is impossible since the set
of morphisms {f1, . . . , fn} is generating.

Proposition 4.5. Under the hypotheses of Theorem 4.1, there exists an inte-
ger m, a sequence of elements g1, . . . , gm ∈ G(K), a sequence of positive inte-
gers k1, . . . , km, for each i ∈ {1, . . . ,m}, a sequence of integers ℓi,1, . . . , ℓi,ki ∈
[1, n], a sequence of integers ei,1, . . . , ei,ki ∈ {±1}, and sequences of ele-
ments ai,1, bi,1, . . . , ai,ki , bi,ki ∈ K, such that for each i ∈ {1, . . . ,m}, the
K-morphisms h1, . . . , hm : A
1 → G defined by
hi(x) := gifℓi,1(ai,1x+ bi,1)
ei,1 · · · fℓi,ki (ai,kix+ bi,ki)
ei,ki
map A1 → G′ and as morphisms to G′ are generating.
Proof. Using Proposition 4.4, and the same arguments as in Proposition 2.4,
Proposition 4.5 follows immediately.

Proof of Theorem 4.1. The proof of Theorem 4.1 is the same as that of The-
orem 2.2. Using Propositions 4.4 and 4.5, we proceed as in the proof of
Theorem 2.2, using induction on dim(G). Theorem 4.1 follows immediately.

Next, we prove an integral variant of Proposition 4.3, in greater generality
than we need for Theorem 4.2:
Proposition 4.6. Let O be any integral domain whose quotient field K is
of characteristic zero. For all positive integers d, there exist λ ∈ O\{0} and
N ∈ Z>0 such that
λOd ⊆ (Y d1 + · · ·+ Y
d
1 )︸ ︷︷ ︸
N
− (Y d1 + · · ·+ Y
d
1 )︸ ︷︷ ︸
N
,
where
Y d1 = {(x, x
2, . . . , xd) | x ∈ O}.
Proof. For each integer k > 0, set
Y dk,k = (Y
d
1 + · · ·+ Y
d
1 )︸ ︷︷ ︸
k
− (Y d1 + · · ·+ Y
d
1 )︸ ︷︷ ︸
k
.
Choose N > 0 as in Proposition 4.3. For each 1 ≤ m ≤ d, the basis vector
em can be written in the form
em =
N∑
j=1
(xj , x
2
j , . . . , x
d
j )−
N∑
j=1
(yj, y
2
j , . . . , y
d
j )
for some xj, yj ∈ K. Replacing each xj, yj in the above representation by
δxj , δyj for some non-zero δ ∈ O, it follows that there exists a non-zero
κm ∈ O such that
κmem ∈ Y
d
N,N .(16)
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For each α ∈ O, we apply (11) to prove that
m!κmOem ⊆ Y
d
2NNm,2NNm .
Let λ := d!
∏d
i=1 κi. Replacing N by 2N(N1 + · · ·+Nd), we deduce that
λOd ⊆ Y dN,N .

The next result is a variant of Proposition 3.6.
Proposition 4.7. Theorem 4.2 holds if G is commutative.
Proof. Let λ,N be chosen as in Proposition 4.6. Restricting fj to the generic
fiber, we can write it as a vector of polynomials (12) with the Pij given by
(13). We can solve the system (14) of equations whenever we can solve
the system (15) in yjk ∈ λO. This system is always solvable in K; so
it is solvable in λO whenever the ci are sufficiently divisible. Thus there
exists an integer D such that if the ci are divisible by D and N is suffi-
ciently large, then (c1, . . . , cm) is a sum of N terms, each of which belongs
to
⋃
e1,...,en∈{±1}
(e1f1(O) ∪ · · · ∪ enfn(O)). Let Λ := DO
m.
Set
U =
⋃
e1,...,en∈{±1}
(e1f1(O) ∪ · · · ∪ enfn(O)).
For each i ≥ 1, define
Xi = U + · · ·+ U︸ ︷︷ ︸
iN copies of U
.
We have Λ ⊆ Xi ⊆ G(O) ⊂ G(K) ∼= K
m for all i ≥ 1, and Xi+1 = X1+Xi.
Using the same arguments as in the proof of Proposition 3.6, Λ is a subgroup
of finite index in G(O), and therefore the sequence X1,X2, . . . stabilizes to a
subgroup of G(O) of rank m[K : Q], and of finite index in G(O).

We now prove Theorem 4.2.
Proof of Theorem 4.2. We first observe that Proposition 4.5 remains true
over O; more precisely, assuming that the morphisms fi are defined over
O, the elements gi can be taken to be in G(O) and ai,j, bi,j ∈ O, so the
morphisms hi are defined over O.
Now we proceed as in the proof of Theorem 4.1, using induction on
dimG. By the induction hypothesis, there exists an integer N > 0 such
that (
⋃
e1,...,en∈{±1}
(h1(O)
e1 ∪ · · · ∪ hn(O)
en))N is a subgroup of G′(O) of
Hirsch number [K : Q] dimG′. On the other hand, by Proposition 4.7, there
exists a bounded power of
⋃
e1,...,en∈{±1}
(f¯1(O)
e1 ∪ · · · ∪ f¯n(O)
en) which is a
subgroup of (G/G′)(O) of Hirsch number [K : Q] dimG/G′. Here for each
1 ≤ i ≤ n, f¯i(x) denotes the composition of fi(x) with the quotient map
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G → G/G′. The theorem follows by Proposition 3.4 and the additivity of
Hirsch numbers.

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