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1. Introduction
Let p = (pn) be a sequence of nonnegative numbers with p0 > 0 and
Pn =
n
k=0
pk →∞ as n→∞.
Let u = (un) be a sequence of real numbers. The weighted means of (un) are defined by
σ (1)n,p (u) =
1
Pn
n
k=0
pkuk
for all nonnegative integers n.
If
lim
n→∞ σ
(1)
n,p (u) = s, (1)
then we say that (un) is summable to s by the weighted mean method determined by the sequence p, or for short, (N, p)
summable to s.
If the limit
lim
n→∞ un = s (2)
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exists, then (1) also exists. However, the converse is not always true. Notice that (1) may imply (2) under a certain condition,
which is called a Tauberian condition. Any theorem which states that convergence of sequences follows from its (N, p)
summability and some Tauberian condition is said to be a Tauberian theorem for the (N, p) summability method.
If pn = 1 for all nonnegative integers n, then the (N, p) summability method reduces to the Cesàro summability method.
The difference between un and σ
(1)
n,p (u), which is called the weighted Kronecker identity, is given by the identity
un − σ (1)n,p (u) = V (0)n,p (1u), (3)
where V (0)n,p (1u) = 1Pn
n
k=1 Pk−11uk. The weighted Kronecker identity is quite important and will be repeatedly used in
the proofs.
The weighted de la Vallée Poussin means of (un) are defined by
τ>n,[λn],p(u) =
1
P[λn] − Pn
[λn]
k=n+1
pkuk
for λ > 1 and sufficiently large n, and
τ<n,[λn],p(u) =
1
Pn − P[λn]
n
k=[λn]+1
pkuk
for 0 < λ < 1 and sufficiently large n.
For each integerm ≥ 0, we define σ (m)n,p (u) and V (m)n,p (1u) by
σ (m)n,p (u) =

1
Pn
n
k=0
pkσ
(m−1)
k,p (u), m ≥ 1
un, m = 0
and
V (m)n,p (1u) =

1
Pn
n
k=0
pkV
(m−1)
k,p (1u), m ≥ 1
V (0)n,p (1u), m = 0
respectively.
Theweighted classical controlmodulo of (un) is denoted byω
(0)
n,p(u) = Pn−1pn 1un and theweighted general controlmodulo
of integer orderm ≥ 1 of (un) is defined in [1] byω(m)n,p (u) = ω(m−1)n,p (u)−σ (1)n,p (ωm−1(u)). If we take pn = 1 for all nonnegative
n, we have the classical controlmodulo of (un), (ω
(0)
n (u)), and the general controlmodulo of orderm of (un), (ω
(m)
n (u)), which
were introduced by Dik [2]. The general control modulo of order m of (un) has been used recently to provide Tauberian
conditions for various summability methods in [3–7]. Recently, a number of authors such as Móricz and Rhoades [8],
Tietz and Zeller [9], and Çanak and Totur [1] have obtained Tauberian theorems for the weighted mean summability
method.
The aim of this paper is to generalize Hardy’s Tauberian theorem [10] and obtain new Tauberian theorems for
the weighted mean summability method via the weighted general control modulo analogous to the one defined by
Dik [2].
The following Tauberian theorem is known as Hardy’s Tauberian theorem for the weighted mean summability
method.
Theorem 1 ([10]). If (un) is (N, p) summable to s and
ω(0)n,p(u) = O(1)
then (un) converges to s.
Using Theorem 1, we prove the followingmore general Tauberian theorems for theweightedmean summabilitymethod.
Theorem 2. If (un) is (N, p) summable to s and
ω(m)n,p (u) = O(1) (4)
for some integer m ≥ 0, then (un) converges to s.
Theorem 3. If (σ (1)n,p (u)) is (N, p) summable to s and the condition (4) holds, then (un) converges to s.
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Theorem 4. Let
1 < lim inf
n
P[λn]
Pn
≤ lim sup
n
P[λn]
Pn
<∞, for λ > 1, (5)
1 < lim inf
n
Pn
P[λn]
≤ lim sup
n
Pn
P[λn]
<∞, for 0 < λ < 1, (6)
and
Pn−1
pn
= O(n). (7)
If (σ (1)n,p (u)) is (N, p) summable to s, and
σ (1)n,p (ω
(m)(u)) = O(1)
for all nonnegative integers n and some integer m ≥ 0, then (un) is (N, p) summable to s.
Note that the conditions (5) and (6) which restrict (pn) were given by Móricz and Rhoades [8]. For the definitions of O
and owe refer the reader to [10, page 149].
2. Lemmas
Throughout this paper, we assume that (pn) is a sequence of nonnegative numbers with p0 > 0. In this section we state
the following lemmas to be used in the next section.
Lemma 1. For a sequence (un) and any integer m ≥ 1,
Pn−1
pn
1σ (m)n,p (u) = V (m−1)n,p (1u).
Proof. Taking the backward difference of both sides of σ (m)n,p (u) = 1Pn
n
k=0 pkσ
(m−1)
k,p (u), we have
1σ (m)n,p (u) =
1
Pn
n
k=0
pkσ
(m−1)
k,p (u)−
1
Pn−1
n−1
k=0
pkσ
(m−1)
k,p (u)
= 1
PnPn−1

Pn−1
n
k=0
pkσ
(m−1)
k,p (u)− Pn
n−1
k=0
pkσ
(m−1)
k,p (u)

= 1
PnPn−1

Pn−1
n−1
k=0
pkσ
(m−1)
k,p (u)+ Pn−1pnσ (m−1)n,p (u)
− Pn−1
n−1
k=0
pkσ
(m−1)
k,p (u)− pn
n−1
k=0
pkσ
(m−1)
k,p (u)

= pn
PnPn−1
n
k=1
Pk−11σ (m−1)k,p (u) =
pn
Pn−1
V (m−1)n,p (1u),
which completes the proof. 
Lemma 2. For a sequence (un) and any integer m ≥ 1,
(i) Pn−1pn 1un − V
(0)
n,p (1u) = Pn−1pn 1V
(0)
n,p (1u),
(ii) V (m−1)n,p (1u)− V (m)n,p (1u) = Pn−1pn 1V
(m)
n,p (1u).
Proof. If we takem = 1 in Lemma 1, we have
Pn−1
pn
1un − V (0)n,p (1u) =
Pn−1
pn
1un − Pn−1pn 1σ
(1)
n,p (u).
Hence, we obtain
Pn−1
pn
∆

un − σ (1)n,p (u)
 = Pn−1
pn
1V (0)n,p (1u),
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which completes the proof of (i). We shall prove (ii). We have from Lemma 1, for any integerm ≥ 1,
V (m−1)n,p (1u)− V (m)n,p (1u) =
Pn−1
pn
1σ (m)n,p (u)−
Pn−1
pn
1σ (m+1)n,p (u)
= Pn−1
pn
∆

σ (m)n,p (u)− σ (m+1)n,p (u)

.
Applying the identity (3) to σ (m)n,p (u) completes the proof of Lemma 2(ii). 
Lemma 3. For a sequence (un),
σ (1)n,p

Pn−1
pn
1V (0)n,p (1u)

= Pn−1
pn
1V (1)n,p (1u).
Proof. From Lemma 2(i),
σ (1)n,p

Pn−1
pn
1V (0)n,p (1u)

= σ (1)n,p

Pn−1
pn
1un − V (0)n,p (1u)

. (8)
Since σ (1)n,p

Pn−1
pn
1un

= V (0)n,p (1u), we have
σ (1)n,p

Pn−1
pn
1V (0)n,p (1u)

= V (0)n,p (1u)− V (1)n,p (1u). (9)
From Lemma 2(ii) and the identity (3), the proof is completed. 
For a sequence u = (un), we define
Pn−1
pn
∆

m
un =

Pn−1
pn
∆

m−1

Pn−1
pn
1un

= Pn−1
pn
∆

Pn−1
pn
∆

m−1
un

,
where

Pn−1
pn
∆

0
un = un, and

Pn−1
pn
∆

1
un = Pn−1pn 1un.
By the following lemma, we now give a different representation of the weighted general control modulo of integer order
m ≥ 1 of (un).
Lemma 4. For a sequence (un) and any integer m ≥ 1,
ω(m)n,p (u) =

Pn−1
pn
∆

m
V (m−1)n,p (1u). (10)
Proof. We do the proof by induction. By definition, form = 1, we have
ω(1)n,p(u) = ω(0)n,p(u)− σ (1)n,p (ω(0)(u)) =
Pn−1
pn
1un − V (0)n,p (1u) =
Pn−1
pn
1V (0)n,p (1u),
from Lemma 2(i). Assume that the observation is true form = k. That is, assume that
ω(k)n,p(u) =

Pn−1
pn
∆

k
V (k−1)n,p (1u). (11)
We must show that the observation is true form = k+ 1. That is, we must show that
ω(k+1)n,p (u) =

Pn−1
pn
∆

k+1
V (k)n,p(1u).
Again by definition,
ω(k+1)n,p (u) = ω(k)n,p(u)− σ (1)n,p (ω(k)(u)).
Using Lemma 2(ii), we obtain by (11),
ω(k+1)n,p (u) =

Pn−1
pn
∆

k
V (k−1)n,p (1u)−

Pn−1
pn
∆

k
V (k)n,p(1u)
=

Pn−1
pn
∆

k
(V (k−1)n,p (1u)− V (k)n,p(1u))
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=

Pn−1
pn
∆

k

Pn−1
pn
1V (k)n,p(1u)

=

Pn−1
pn
∆

k+1
V (k)n,p(1u).
Thus, we conclude that Lemma 4 is true for every positive integerm. 
The following lemma which is given by Çanak and Totur [1] shows two different representations of the difference un −
σ
(1)
n (u).
Lemma 5 ([1]). Let u = (un) be a sequence of real numbers.
(i) For λ > 1 and sufficiently large n,
un − σ (1)n,p (u) =
P[λn]
P[λn] − Pn

σ
(1)
[λn],p(u)− σ (1)n,p (u)

− 1
P[λn] − Pn
[λn]
k=n+1
pk(uk − un),
where [λn] denotes the integer part of λn.
(ii) For 0 < λ < 1 and sufficiently large n,
un − σ (1)n,p (u) =
P[λn]
Pn − P[λn]

σ (1)n,p (u)− σ (1)[λn],p(u)

+ 1
Pn − P[λn]
n
k=[λn]+1
pk(un − uk),
where [λn] denotes the integer part of λn.
3. Proofs
Proof of Theorem 2. Since (un) is (N, p) summable to s, we have from the identity (3) that (V
(0)
n,p (1u)) is (N, p) summable
to 0. Thus, (σ (1)n,p (ω(m−1)(u))) is (N, p) summable to 0. By assumption we haveω(m)n,p (u) = O(1) for some nonnegative integer
m. By Lemma 4, we have from the identity
ω(m)n,p (u) =

Pn−1
pn
∆

m
V (m−1)n,p (1u) =
Pn−1
pn
∆

Pn−1
pn
∆

m−1
V (m−1)n,p (1u)

that
Pn−1
pn
∆(σ (1)n,p (ω
(m−1)(u))) = O(1).
It follows on applying Theorem 1 to (σ (1)n,p (ω(m−1)(u))) that
σ (1)n,p (ω
(m−1)(u)) = o(1). (12)
By the assumption and (12) we obtain from the identity
ω(m−1)n,p (u)− σ (1)n,p (ω(m−1)(u)) = ω(m)n,p (u)
that ω(m−1)n,p (u) = O(1). It follows from the identity
ω(m−1)n,p (u) =

Pn−1
pn
∆

m−1
V (m−2)n,p (1u) =
Pn−1
pn
∆

Pn−1
pn
∆

m−2
V (m−2)n,p (1u)

that
Pn−1
pn
∆

σ (1)n,p (ω
(m−2)(u))
 = O(1). (13)
Since (un) is (N, p) summable to s, we conclude that (σ
(1)
n,p (ω
(m−2)(u))) is (N, p) summable to 0. It follows on applying
Theorem 1 to (σ (1)n,p (ω(m−2)(u))) that
σ (1)n,p (ω
(m−2)(u)) = o(1). (14)
Continuing in this vein, we obtain σ (1)n,p (ω(1)(u)) = o(1). Since (un) is (N, p) summable to s, we have V (1)n,p (1u) = o(1).
Therefore, from the identity σ (1)n,p (ω(1)(u)) = V (0)n,p (1u) − V (1)n,p (1u) which is obtained by Lemmas 2(ii) and 3, we get
V (0)n,p (1u) = o(1). Finally, since (un) is (N, p) summable to s, limn→∞ σ (1)n,p (u) = s, and the proof is completed by the
identity (3). 
1004 Ü. Totur, İ. Çanak / Computers and Mathematics with Applications 63 (2012) 999–1006
Corollary 5. If (un) is (N, p) summable to s and ω
(m)
n,p (u) = o(1) for some integer m ≥ 0, then (un) converges to s.
Corollary 6. If (un) is Cesàro summable to s and ω
(m)
n (u) = O(1) for some integer m ≥ 0, then (un) converges to s.
Proof. Take pn = 1 for every nonnegative integer n in Theorem 2. 
Corollary 6 is given by Çanak et al. [6].
Corollary 7. If (un) is Cesàro summable to s and ω
(0)
n (u) = O(1), then (un) converges to s.
Corollary 7 is the celebrated Tauberian theorem which was given by Hardy [11] for the Cesàro summability method.
Proof of Theorem 3. Since (σ (1)n,p (u)) is (N, p) summable to s, we have from the identity (3) that (V
(1)
n,p (1u)) is (N, p)
summable to 0. Thus, (σ (2)n,p (ω(m−1)(u))) is (N, p) summable to 0. By assumption we have ω(m)n,p (u) = O(1) for some
nonnegative integerm. By Lemma 4, we have from the identity
σ (1)n,p (ω
(m)(u)) =

Pn−1
pn
∆

m
V (m)n,p (1u) =
Pn−1
pn
∆

Pn−1
pn
∆

m−1
V (m)n,p (1u)

that
Pn−1
pn
∆(σ (2)n,p (ω
(m−1)(u))) = O(1).
It follows on applying Theorem 1 to (σ (2)n,p (ω(m−1)(u))) that
σ (2)n,p (ω
(m−1)(u)) = o(1). (15)
By the assumption and (15) we conclude from the identity
σ (1)n,p (ω
(m−1)(u))− σ (2)n,p (ω(m−1)(u)) = σ (1)n,p (ω(m)(u))
that σ (1)n,p (ω(m−1)(u)) = O(1). It follows from the identity
σ (1)n,p (ω
(m−1)(u)) =

Pn−1
pn
∆

m−1
V (m−1)n,p (1u) =
Pn−1
pn
∆

Pn−1
pn
∆

m−2
V (m−1)n,p (1u)

that
Pn−1
pn
∆

σ (2)n,p (ω
(m−2)(u))
 = O(1). (16)
Since (σ (1)n,p (u)) is (N, p) summable to s, we conclude that (σ
(2)
n,p (ω
(m−2)(u))) is (N, p) summable to 0. It follows on applying
Theorem 1 to σ (2)n,p (ω(m−2)(u)) that
σ (2)n,p (ω
(m−2)(u)) = o(1). (17)
Continuing in this vein, we obtain σ (2)n,p (ω(1)(u)) = o(1). Since (σ (1)n,p (u)) is (N, p) summable to s, we have V (2)n,p (1u) = o(1).
Therefore, from the identity σ (2)n,p (ω(1)(u)) = V (1)n,p (1u) − V (2)n,p (1u) which is obtained by Lemmas 2(ii) and 3, we get
V (1)n,p (1u) = o(1). Since (σ (1)n,p (u)) is (N, p) summable to s, we have limn→∞ σ (2)n,p (u) = s. From the identity σ (1)n,p (u)−σ (2)n,p (u) =
V (1)n,p (1u), we obtain limn→∞ σ (1)n,p (u) = s. Thus, (un) is (N, p) summable to s. Since the conditions in Theorem 2 are satisfied,
the proof is completed. 
Corollary 8. If (σ (1)n,p (u)) is (N, p) summable to s and ω
(m)
n,p (u) = o(1) for some integer m ≥ 0, then (un) converges to s.
Proof of Theorem 4. Since (σ (1)n,p (u)) is (N, p) summable to s, we have from the identity (3) that (V
(1)
n,p (1u)) is (N, p)
summable to 0. Thus, (σ (2)n,p (ω(m−1)(u))) is (N, p) summable to 0. By assumption we have σ (1)n,p (ω(m)(u)) = O(1) for some
nonnegative integerm. By Lemma 4, we have from the identity
σ (1)n,p (ω
(m)(u)) = Pn−1
pn
∆

Pn−1
pn
∆

m−1
V (m)n,p (1u)

that
Pn−1
pn
∆

σ (2)n,p (ω
(m−1)(u))
 = O(1).
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It follows on applying Theorem 1 to (σ (2)n,p (ω(m−1)(u))) that
σ (2)n,p (ω
(m−1)(u)) = o(1). (18)
By the assumption and (18) we obtain from the identity
σ (1)n,p (ω
(m−1)(u))− σ (2)n,p (ω(m−1)(u)) = σ (1)n,p (ω(m)(u)),
that σ (1)n,p (ω(m−1)(u)) = O(1). It follows from the identity
σ (1)n,p (ω
(m−1)(u)) = Pn−1
pn
∆

Pn−1
pn
∆

m−2
V (m−1)n,p (1u)

that
Pn−1
pn
∆

σ (2)n,p (ω
(m−2)(u))
 = O(1). (19)
Since (σ (1)n,p (u)) is (N, p) summable to s, we conclude that (σ
(2)
n,p (ω
(m−2)(u))) is (N, p) summable to 0. It follows on applying
Theorem 1 to (σ (2)n,p (ω(m−2)(u))) that
σ (2)n,p (ω
(m−2)(u)) = o(1). (20)
By the assumption and (20), it follows from the identity
σ (1)n,p (ω
(m−2)(u))− σ (2)n,p (ω(m−2)(u)) = σ (1)n,p (ω(m−1)(u)),
that σ (1)n,p (ω(m−2)(u)) = O(1). Continuing in this vein, we obtain σ (1)n,p (ω(0)(u)) = Pn−1pn 1σ
(1)
n,p (u) = O(1). Applying Lemma 5(i)
to σ (1)n,p (u) and noticing that1σ
(1)
n,p (u) = O( pnPn−1 ) for all n, we have
σ (1)n,p (u)− σ (2)n,p (u) =
P[λn]
P[λn] − Pn

σ
(2)
[λn],p(u)− σ (2)n,p (u)

+ 1
P[λn] − Pn
[λn]
k=n+1
pk(σ (1)n,p (u)− σ (1)k,p (u))
= P[λn]
P[λn] − Pn

σ
(2)
[λn],p(u)− σ (2)n,p (u)

+ 1
P[λn] − Pn
[λn]
k=n+1
pk

n
j=k+1
1σ
(1)
j,p (u)

≤ P[λn]
P[λn] − Pn

σ
(2)
[λn],p(u)− σ (2)n,p (u)

+ 1
P[λn] − Pn
[λn]
k=n+1
pk

n
j=k+1
pj
Pj−1
C1

≤ P[λn]
P[λn] − Pn

σ
(2)
[λn],p(u)− σ (2)n,p (u)

+ C1 log [λn]n
for some C1 > 0. Taking the lim sup of both sides of the inequality as n→∞ above, we have
lim sup
n→∞

σ (1)n,p (u)− σ (2)n,p (u)
 ≤ lim sup
n→∞
P[λn]
P[λn] − Pn lim supn→∞

σ
(2)
[λn],p(u)− σ (2)n,p (u)

+ C1 log λ,
for some C1 > 0. Since the first term on the right-hand side of the inequality above vanishes by (5), we have
lim supn→∞

σ
(1)
n,p (u)− σ (2)n,p (u)

≤ C1 log λ for some C1 > 0.
Taking the limit of both sides as λ→ 1+, we obtain
lim sup
n→∞

σ (1)n,p (u)− σ (2)n,p (u)
 ≤ 0. (21)
In a similar way, from Lemma 5(ii), we have
lim inf
n→∞

σ (1)n,p (u)− σ (2)n,p (u)
 ≥ 0. (22)
From (21) and (22) we have limn→∞ σ (1)n,p (u) = limn→∞ σ (2)n,p (u). We obtain that (un) is (N, p) summable to s. 
Corollary 9. If (σ (1)n,p (u)) is (N, p) summable to s andσ
(1)
n,p (ω
(m)(u)) = o(1) for some integer m ≥ 0, then (un) is (N, p) summable
to s.
Notice that the conditions (5), (6), and (7) in Theorem 4 are not required in Corollary 9.
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