Automatic and reliable multi-sensor image matching is a very challenging task due to the significant nonlinear radiometric differences between multi-sensor images. In this paper, a novel dense descriptor based on adaptive multiscale structure orientation is proposed for capturing the geometrical structure information of an image. The dense descriptor of the proposed matching algorithm is not only illumination and contrast invariant but also robust against the image noise. Further, an improved similarity measurement is introduced for adapting the orientation reversal caused by the intensity inversion between multi-sensor images. Based on the robust dense descriptor and the improved similarity measurement, we developed a novel and practical template matching algorithm to match multi-sensor images reliably. We evaluate the proposed matching algorithm by comparing it with other state-of-the-art algorithms. The experimental results show the proposed algorithm has a significant advantage on matching accuracy.
I. INTRODUCTION
With the rapid development of remote sensing technology, multi-sensor images are more and more extensively used in ground survey [1] . Multi-sensor image matching is the process of aligning two images which are obtained by different sensors. This is a fundamental step for a variety of computer vision tasks, such as change detection [2] , [3] , image mosaic [4] - [6] , image fusion [35] , and vision navigation [36] . Multi-sensor image matching is a very challenging task due to the significant radiometric variation which is introduced by the different imaging characteristics of different types of sensors. For instance, the visual features occur in one image may not present in another image [34] . Figure.1 shows the detection results produced by SIFT detector. We can see there are few common features have been detected between the SAR and visible images. Besides, the intensity mapping between multi-sensor images is very complicated due to the nonlinear grayscale. distortion caused by the radiometric variation. This will severely degrade the performance of The associate editor coordinating the review of this manuscript and approving it for publication was Abdel-Hamid Soliman . these image matching algorithms which are directly based on grayscale measurements [16] , [19] .
Generally, image matching methods can be classified into feature-based matching methods and template matching methods. In recent years, lots of feature-based matching methods have been proposed for multi-sensor image matching [10] - [12] . However, common features detection could fail when meet significant nonlinear grayscale distortion [14] . In addition, when the size of template is much smaller than The gray distortion caused by nonlinear radiometric difference is a great challenge to the multi-sensor image matching. The geometric structure information between multi-sensor images is more stable than the gray information [8] , [27] . In this paper we proposed a dense descriptor based on multiscale adaptive structure orientation for multi-sensor image matching.
B. AN IMPROVED SIMILARITY MEASUREMENT WITH STRUCTURE WEIGHTING
Although structure orientation is invariant to contrast variation, it will be reversed due to the intensity inversion between multi-sensor images. Examples are given in Figure. 4, the structure orientation is parallel but reversal. In this case, the similarity measurement of using the angle between the corresponding orientations is invalid.
The proposed similarity measurement is based on the absolute value of cosine. It assumes that when the two orientations VOLUME 7, 2019 are perpendicular, the similarity is the minimum value 0, and when the two orientations are parallel, the similarity is the maximum value 1, as shown in Figure. 6. Therefore, the proposed similarity measurement is invariant to the reversal of orientation.
The remainder of this paper is organized as follows. Section II introduces the related works about multi-sensor images matching. Section III describes the proposed template matching method which includes the proposed dense descriptor and the improved similarity measurement. In Section IV, we conduct a thorough evaluation on the proposed algorithm and compare it with other five state-of-theart algorithms. Conclusion and the future work are given in Section V.
II. RELATED WORK
Nonlinear radiometric difference is a major challenge for area based multi-sensor image matching. Similarity measurement plays a key role in template matching. Some template matching algorithms try to adapt to the nonlinear grayscale distortion by improving the similarity measurement.
Normalized Cross Correlation (NCC) is a commonly used similarity measurement in image matching. It is invariant to linear grayscale distortion [18] . However, NCC can't adapt to non-linear grayscale distortion between multi-sensor images. Hel-Or et al raised a template matching scheme named Matching by Tone Mapping (MTM) [16] . MTM can be considered as a development of NCC for nonlinear mappings which can adapt to non-monotonic and nonlinear mappings.
It works under the premise that grayscale mapping between two images is based on a functional relationship. Unfortunately, grayscale mapping between multi-sensor images is usually not a functional relationship.
Mutual information (MI) can adapt to complex nonlinear radiometric distortion and it is extensively used in multisensor image registration [19] - [21] . However, these algorithms need to calculate the joint distribution of grayscale, which is very computational expensive [16] . In addition, template matching based on MI is easy to fall into local extremums during the optimization process [39] .
Some recent works try to address the non-linear distortion problem by matching multi-model images with structure information instead of image grayscale [8] , [27] , [44] , [45] . These methods have achieved better matching performance than those methods based on grayscale directly [8] , [27] . Image structural features can be represented by the magnitude of gradient [22] - [24] . But the magnitude of gradient is sensitive to the contrast change which may occur in multisensor images [25] . The structural feature extracted with these phase-based methods can adapt to various grayscale distortion [8] , [26] . However, the phase-based methods can't accurately capture the structure information of image due to the confusion effect [39] .
Methods based on structure orientation have been widely developed in recent years. In [13] , YE et al. also propose a novel pixel wise feature representation using orientated gradients of images, which is named Channel Features of Orientated Gradients (CFOG). This novel feature is an extension of the pixel wise HOG descriptor with superior performance in image matching and computational efficiency. Alexander Sibiryakov proposed a novel template matching method based on the dense structure which is formed by projecting and quantizing histograms of oriented gradients (PQHOG) of image to binary codes [27] . In [8] , YE et al. proposed a dense feature descriptor based on histogram of orientated phase congruency (HOPC). The similarity measurement of this method is NCC, and a strategy of fast template matching is developed for this method. HOPC performs well in both computational efficiency and matching performance than other traditional algorithms. However, both PQHOG and HOPC have poor matching performance on noise condition, which was verified in the experimental part of this paper.
Recently, DeepMatching (DM) was proposed to compute dense correspondences between images which was inspired by deep convolutional approaches [28] . It can handle repetitive textures and non-rigid deformations. And it efficiently determines dense correspondences in the presence of geometric changes between images, but it can't deal with severe nonlinear intensity differences caused by cross-modality [29] . Image matching based on deep learning approaches also applied to dense matching [30] - [32] , but they are not necessarily superior to the handcrafted DM architecture in term of performance and they also can't handle severe nonlinear intensity differences caused by cross-modality. In [47] , YANG et al. proposed a Deep Learning based feature descriptor for remote sensing image matching. However, it's impractical to retrain a deep convolutional neural network with massive scale of multi-modal remote sensing images. Therefore, they have to use a VGG [48] network which is pretrained on ImageNet dataset [49] . As a result, this method can't handle multi-modal image matching with SAR or infrared images because these types of images are not contained in ImageNet dataset. Kim et al. [33] proposed dense adaptive self-correlation (DASC) model which can estimate dense correspondences between multi-sensor images. But it is not invariant to the radiometric differences among multisensor images.
III. METHODOLOGY
In this section, we first provide an overview of the proposed matching algorithm. Then, the proposed dense descriptor and the similarity measurement are described in detail.
A. OVERVIEW
The proposed algorithm is a full-search template matching algorithm. Template matching is a process of locating the position of a template inside a larger reference image. Our algorithm is based on the assumption that the template only has translation offsets relative to the reference image. As shown in Figure. 7, the matching process includes shifting a te mplate T over a reference image B, measuring the similarity between the template and each candidate window in the searching area, and locating the best matching position with maximum similarity. Suppose the size of the template is m × n and the size of the reference image is M × N, then the complexity of the per-pixel searching processing is m × n × (M-m-1) × (N-n-1).
The proposed algorithm mainly includes three steps. The flowchart of the proposed algorithm is given in Figure. 8. In the first step, we calculate the multi-scale structure orientation map for both the template and the reference image. In the second step, a similarity matrix between the two orientation maps is calculated by using the proposed improved similarity measurement with structure weighting. Finally, the best matching position with maximum similarity is located according the similarity matrix. In the following subsections, each step will be introduced in detail. 
B. DENSE DESCRIPTOR BASED ON MULTISCALE ORIENTATION
Our key observation is that the orientation calculated with gradient operator is at a fixed scale, while the reliable structure orientation perceived by human is at an adaptive scale. Therefore, we calculate the structure orientation by performing a multiscale averaging operation on the local squared gradients.
The fundamental gradient vector [G x G y ] T is calculated according to the following equation:
where * denotes convolution, I (x, y) represents a grayscale image and f x , f y are the Sobel operator in x and y directions. However, the fundamental gradient is very sensitive to noise and the discretization of digital image. Therefore, the structure orientation estimated form the fundamental gradient is rather unreliable. Hence, we develop the averaging squared gradient in a multiscale framework which effectively enforces the robustness of the structure orientation estimation.
For each scale, the sum of squared G x , the sum of squared G y , and the sum of product of G x and G y are calculated at each pixel according to the following equations:
where SP = [5 × 5, 7 × 7, 9 × 9, 11 × 11] and i = 1, 2, 3, 4. It is the scale parameters, which decides the size of the neighborhood area for the summation. The final structure orientation ϕ is calculated according to the following equation:
where ϕ ∈ − π 2 , π 2 , G xx , G yy and G xy are adaptively calculated based on the multiscale summation of squared gradients, as shown in the following equations: (8) w i can be calculated according to the following equation:
The value of w i is the strength of the orientation at scale i, called the coherence, which measures how well all squared gradient vectors share the same orientation. If all the squared gradient vectors parallel to each other, the coherence is 1 and if they are equally distributed over all directions, the coherence is 0 [46] . Therefore, the coherence value adaptively decides the contribution of each scale for computing the structure orientation. The scale with stronger orientation will put more contribution, otherwise the contribution is less.
The proposed dense descriptor can adaptively compromise between the resolution of the structure orientation and its relative accuracy. As shown in Figure.5, (a) is the original image, the right part of (a) is contaminated by noise. (b) is the orientation map of (a) calculated with Sobel gradient operator. (c) is the orientation map of (a) calculated with Gaussian filtering pre-processing and Sobel gradient operator. (d) is the orientation map of (a) calculated by the proposed method. Compared with Sobel operator, the structure orientation estimated by the proposed method is more accurate and more robust against to noise.
C. A NEW SIMILARITY MEASUREMENT WITH STRUCTURE WEIGHTING
In the case of gradient reversal, the orientations of two gradient vectors can be very difference even the two vectors are close to parallel. To solve this problem, we propose an improved orientation similarity measurement based on absolute value of cosine. It measures the parallelism of two vectors. The similarity will achieve the maximum value 1, when the two vectors are parallel to each other and it will achieve the minimum value 0, when the two vectors are perpendicular to each other. The basic form of this similarity measurement is given as the following equation.
where O 1 and O 2 are the orientation of two gradient vectors. In Figure. 9 (a) and (b), a visible image and an infrared image are compared. We can see the intensity difference between the two grays images is very significant. Besides, the structure is not entirely consistent between the corresponding regions of the two images. For example, there are several structure features presented in a region of the infrared image can't be seen clearly in that region of the visible image. However, the structure orientation maps in that region of the two images are similar, as shown in Figure. 9 (c) and (d) .
The proposed matching algorithm is based on the structure orientation. However, the structure orientation is unreliable in the flat area of the image, as shown in Figure. 9 (e) and (f). Therefore, it's better to match two images based on the regions with abundant structure. The phase congruency will highlight the structure of image and suppress the flat regions, as shown in Figure. 9 (g) and (h). Hence, we use phase congruency as weights during the similarity calculation, so the structure features will make more contribution for matching the two images. The calculation of weighting similarity measurement is given as follow: (11) where PC T represents the phase congruency of the template image and PC W represents the phase congruency of a corresponding candidate window in the reference image.
IV. EXPERIMENT
In this section, the performance of the proposed method is evaluated by comparing it with five state-of-the-art template matching algorithms. 1) PQHOG: this template matching algorithm is based on dense structure feature which is formed by projecting and quantizing histograms of oriented gradients of image to binary codes. We re-implement this algorithm based on the three-byte PQ-HOG code and measure the similarity with hamming distance. As reported in [27] , the three-byte type outperforms the one-byte type for matching multi-sensor images.
2) HOPC: this template matching algorithm matches images with dense structure features of image [17] . As report in [17] , this template matching algorithm is superior to those algorithms based on MI, MTM, and NCC for matching multisensor images.
3) MI: this template-matching algorithm is based on maximization of mutual information [46] . As reported in [16] , MI is sensitive to the size of the histogram bins. Therefore, we selected different sizes and compared the matching results. Finally, we set the size of the histogram bins to 32, which allowed MI to achieve the best matching performance on the testing dataset. 4) MTM: The template matching algorithm termed Matching by Tone Mapping allows matching under non-linear tone mappings. As reported in [16] , we use the bin size of 20 gray tones. 5) NCC: Normalized Cross Correlation is a very commonly used similarity measurement for image matching algorithm, which is invariant to linear intensity variation.
The proposed algorithm, PQHOG, and HOPC are the template matching algorithms based on dense structure features. MI, MTM, and NCC are the template matching algorithms directly based on image grayscale.
A. DATA SETS
To evaluate the proposed matching algorithm, we chose 18 multi-sensor image matching pairs which include three types: Visible -Infrared, Visible-LiDAR, and Visible-SAR. Each pairs includes a sensed image and a reference image. Several examples are shown in Figure. 10. 1) Visible-Infrared: there are ten image pairs, including seven urban image pairs and three non-urban image pairs. Intensity inversion often occurs between these visible and infrared images.
2) Visible-LiDAR: there is one image pair which includes an interpolated raster LiDAR height image and a visible image. The intensity characteristics of the two images are quite different.
3) Visible-SAR: there are seven image pairs, including three urban image pairs and four non-urban image pairs. There is significant speckle noise on the SAR image. Besides, the texture information of the non-urban matching pairs is not rich enough, which makes matching two images challenging.
We used four data sets to evaluate the matching performance of the investigated algorithms. The first set contains 18 pairs of multi-model images without artificially adding noises. Each pair of multi-model images include a sensor image and a base image. In the other three data set, three different levels of Gaussian noise are added to each sensor image of the first set. The Variance of the Gaussian Noise added in the second data set is 0.01. The Variance of the Gaussian Noise added in the third data set is 0.03. The Variance of the Gaussian Noise added in the fourth data set is 0.01. We use the Matlab function 'imnoise' to add three levels of Gaussian noise to all sense images. An example of original image and its distorted images is shown in Figure. 11. 
B. EXPERIMENT RESULTS AND ANALYSIS
Each multi-sensor image pair consists of a sensed image and a reference image. The templates have five different sizes 32 × 32, 64 × 64, 96 × 96, 128 × 128 and 160 × 160. For each template size, 25 templates were scattered on the sensed image and were matched to the reference image. A match result is considered as correct if the overlapping ratio between the matching corresponding window and the true window is more than 90%; otherwise, it will be deemed as wrong match. The true positions are set manually.
The wrong match ratio (WMR) of the investigated algorithms are compared. WMR is the ratio between the number of wrong matches and the total number of participating matches. The WMRs of the investigated algorithms on the original datasets are indicated in Figure.12 (a) . The results demonstrate that the proposed algorithm (AMSO) achieved the lowest WMR except for the case that the size of template is 32 × 32. For the max size case, AMSO has a significant advantage over the other investigated algorithms, its WMR (0.22%) is much lower than the WMR of PQHOG (4.22%) which is the second best on that case. Besides this, the three template matching algorithms based on dense structure feature (AMSO, HOPC, and PQHOG) are obviously superior to the three template matching algorithms directly based on image grayscale (MI, MTM and NCC), which indicates that the dense structure feature is a better choice for the similarity measuring of multi-sensor template image matching. Overall the proposed algorithm achieves the best matching performance for this testing, it's the only algorithm which has a WMR less than 1% when the template size is 160 × 160. Figure. 12 (b)-(d) show the WMRs when the datasets are added Gaussian noise. AMSO always achieves relatively lower WMRs than other five algorithms except for case that the size of template is 32 × 32. The proposed descriptor is based on the structure orientation. The dimension the proposed descriptor is lower compared with HOPC. Therefore, the proposed algorithm is more likely encountered the problem of repetitive pattern which means multiple candidate windows may have similar structure orientation features. Usually, it's easier to encounter the problem of repetitive pattern when the template size is small (for example 32 × 32). Therefore, the WMRs of the proposed method are higher than HOPC in template size 32 × 32. When the size of the template increase, the probability of repetitive pattern will decrease. Therefore, the advantage of the proposed algorithm over the other algorithms is more evident when the size of template is 128 × 128 or 160 × 160. The matching performances of the other two dense feature-based algorithms (PQHOG and HOPC) drops rapidly as the noise level increases. The advantages of these two algorithms over MI, MTM, or NCC are no longer exist when the noise variance achieves 0.05. Instead, the matching performance of MI is better than PQHOG and HOPC when the size of template is equal or larger than 96 × 96 and the noise variance is above 0.03. The results indicate that the matching performances of the two dense feature-based algorithms (PQHOG and HOPC) are more sensitive to the noise distortion compared with the three algorithms directly based on image grayscale. Apparently, the proposed algorithm is based on dense feature too, but it still achieves the best performance on the noise datasets in most case. We believe this is benefit from the proposed adaptive structure orientation extraction method based on multi-scale averaging of squared gradients.
In Figure. 13, we added the noise to a pair of multi-sensor image to illustrate the affection of noise on the similarity matrix of different algorithms. This gives a direct and vivid view which shows how the noise affects the matching results of different algorithms. The template image (contained in the yellow rectangle) and the base image in Figure. 13(a) are selected from the first data set (the template is clear). The template image (contained in the yellow rectangle) and the base image in Figure. 13(b) are selected from the fourth data set (The variance of the Gaussian Noise added in the template is 0.05). The templates are matched at true positions. It can be seen that the all the salience of the max values on the similarity matrixes have been impaired after noise affection. Compared with PQHOG and HOPC, the max values on the similarity matrix of the AMSO is obviously more prominent after Gaussian noise has been added to the template. This result also indicates that the proposed algorithms is robust against the noise distortion.
In order to give a direct visual comparison of the matching results of these investigated algorithms, we draw partial of the matching results of the testing on the original images, as shown in Figure. 14. The four images in first column show the truth positions in these sensing images. The second column to the last column shows the matching results of NCC, MTM, MI, PQHOG, HOPC and AMSO respectively, where the green marks are the correct matching results and the red marks are the wrong matching results. Overall, the results of Figure. 14 show a similar tendency with the statistical results reported in Figure. 12(c).
V. CONCLUSION
In order to reliably match multi-sensor images, this paper proposed a novel template matching algorithm based on adaptive multiscale structure orientation. There are two main contributions in this work. First, we proposed a dense descriptor based on multiscale averaging of squired gradient to capture the structure orientation of the image. The proposed descriptor can adapt to significant contrast variation and illumination change. Furthermore, it is very robust against the image degradation caused by serious noise. Second, we proposed a new similarity measurement with structure weighting, which can address the reversal of orientation and enforce the matching reliability. We verified the proposed template matching algorithm with eighteen multi-sensor image pairs and compared it with five state-of-the-art algorithms. The experimental results show the proposed algorithm has a significant advantage on matching accuracy. In the future work, we will improve the real-time performance of the proposed algorithm. In addition, we will continue improve the proposed algorithm to handle the rotation and scale variations between multi-model images.
