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3« Being ignorant is not so much a shame,
as being unwilling to learn. »
Benjamin Franklin
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18 CHAPITRE 1. INTRODUCTION
1.1 Contexte de la the`se
1.1.1 Motivations
L’e´volution de la robotique vers des usages de plus en plus transparents,
proches du public et a` grande e´chelle, ne fait gue`re de doute depuis plusieurs
anne´es. Certains besoins sont d’ores et de´ja` identifie´s, tels les interventions
dans des milieux hostiles ou l’assistance aux personnes, d’autres sont
encore inespe´re´s et seront sans doute popularise´s dans les de´cennies a` venir.
Plusieurs aspects peuvent eˆtre moteurs pour favoriser cette e´volution, des
notions de confort, d’efficacite´ e´conomique ou de se´curite´ par exemple.
Les capacite´s mate´rielles accrues des plate-formes e´lectroniques ex-
pliquent sans doute une partie de cette e´volution, tant du point de vue
des capteurs utilise´s que des capacite´s de calcul. Les capteurs classiques,
tels que les came´ras, ont en effet fortement progresse´ ces dernie`res anne´es,
en termes de qualite´ comme de prix de revient. De nouveaux capteurs
(perception en trois dimensions par exemple) sont par ailleurs apparus dans
le grand public et autorisent de nouveaux usages. De meˆme, les capacite´s de
calcul en progression re´gulie`re depuis l’ave`nement de l’e´lectronique grand
public expliquent sans doute une partie de la progression des capacite´s
des syste`mes robotise´s. Ceci ne repre´sente cependant qu’une partie de
leur e´volution, tant l’e´tat de l’art algorithmique a lui aussi e´volue´ dans de
multiples domaines.
Un syste`me robotise´ ne´cessite la prise en compte de plusieurs aspects,
dont la perception de l’environnement, le controˆle de sa trajectoire, les
communications ou la prise de de´cision. Les progre`s dans ces domaines ont
e´te´ tre`s importants ces dernie`res de´cennies, et ne sont pas a` sous-estimer
lorsque l’on conside`re l’accroissement dans le meˆme temps des capacite´s
des engins autonomes. Les capacite´s mate´rielles doivent ainsi aller de pair
avec un cadre algorithmique autorisant leur exploitation intelligente. Ces
dernie`res de´cennies ont ainsi vu l’ave`nement d’algorithmes d’apprentissage,
de reconnaissance, de cartographie et de localisation simultane´es, qui
correspondent a` une exploitation nouvelle de capteurs existants. Il s’agit
sans doute d’un aspect plus difficilement quantifiable, mais tout aussi
important, que l’augmentation des performances de calcul. De nombreux
travaux restent ainsi ne´cessaires pour augmenter les possibilite´s des sys-
te`mes autonomes, sans pre´juger de leurs capacite´s mate´rielles.
Les domaines d’e´tude sont donc nombreux, et ce manuscrit n’a pas l’am-
bition d’en re´aliser une e´tude exhaustive. Il s’inscrit plus particulie`rement
dans la proble´matique des ve´hicules ou robots se de´plac¸ant de manie`re au-
tonome, et s’inte´resse plus spe´cialement aux besoins lie´s a` la perception
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Figure 1.1 – L’e´quipe-projet IMARA et quelque uns des ve´hicules utilise´s
de l’environnement, que nous de´taillerons par la suite. Il s’agit sche´mati-
quement d’acque´rir des informations sur le contexte dans lequel le ve´hicule
e´volue, qui peuvent ensuite eˆtre exploite´es pour alimenter les algorithmes de
planification et d’intelligence artificielle.
1.1.2 IMARA
L’e´quipe IMARA (Informatique, Mathe´matiques et Automatique pour la
Route Automatise´e) est pre´sente au centre INRIA de Rocquencourt depuis
2008, elle fait partie du consortium LaRA (La Route Automatise´e, com-
prenant le laboratoire CAOR des Mines Paristech et le laboratoire LIVIC)
visant a` l’e´tude et au de´veloppement de moyens technologiques d’automati-
sation des moyens de transport. Il s’agit d’une e´quipe transversale, dans le
sens ou` plusieurs domaines de recherche sont aborde´s, tels que le controˆle, la
communication, la mode´lisation des re´seaux de transport ou la perception
de l’environnement. L’e´quipe compte notamment 9 membres permanents,
14 chercheurs et 5 the´sards. Les ve´hicules d’expe´rimentation sont des auto-
mobiles grand public e´quipe´es pour la recherche (Citroe¨n C3 et C1), ainsi
que des ve´hicules automatise´s disposant de came´ras et de te´le´me`tres laser a`
balayage (de type CyCab et CyBus, cf. figure 1.1).
1.1.3 Perception de l’environnement : quels besoins pour une
navigation autonome ?
1.1.3.1 De´finition
On parlera souvent dans ce manuscrit de ”<perception de l’environne-
ment », et cette notion peut eˆtre diversement comprise. Ce premier para-
graphe sera donc l’occasion d’une de´finition, a` laquelle nous taˆcherons de
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nous tenir par la suite. On appelle donc ici perception de l’environnement
l’action d’acque´rir des informations, de quelque nature que ce soit, sur les e´le´-
ments constitutifs de l’espace a` proximite´ du porteur. Ces e´le´ments peuvent
eˆtre de nature structurelle (route, baˆtiments, objets rigides, ..) ou imma-
te´rielle (position par rapport a` un re´fe´rentiel donne´, ..), ils peuvent eˆtre
constants dans le temps ou dynamiques (leur caracte´ristique, par exemple
leur position, change avec le temps).
Ces informations sont tre`s diverses par nature, et peuvent donc prendre
des repre´sentations diffe´rentes, nous en de´taillerons quelques unes dans la
section 2.2.
1.1.3.2 Besoins de perception pour un ve´hicule autonome
Un ve´hicule autonome doit, par de´finition, eˆtre capable de percevoir
toutes les informations ne´cessaires a` une navigation sans incident ; que ce
soit vis-a`-vis d’autrui (collision avec un e´le´ment de la sce`ne) ou de son
inte´grite´ propre. Il doit par ailleurs eˆtre capable de communiquer avec son
environnement dans de nombreux cas de figure, pour coordonner son action
avec d’autres porteurs ou recevoir de nouvelles informations ou directives
par exemple. Il doit enfin eˆtre capable de prendre des de´cisions et de
planifier des actions de manie`re inde´pendante, ce qui implique d’acque´rir
pre´alablement suffisamment d’informations sur son environnement.
On peut ainsi sommairement lister quelques uns de ces besoins concrets
liant un ve´hicule autonome et son environnement, inde´pendants de la repre´-
sentation utilise´e ou des capteurs :
— perception des obstacles statiques ;
— positionnement dans l’espace par rapport a` l’environnement courant ;
— positionnement dans l’espace par rapport a` une re´fe´rence absolue ;
— de´tection, localisation, suivi des objets en mouvement ;
— perception de l’espace navigable ;
— perception de symboles porteurs de sens (panneaux, signalisation
routie`re, ou autre).
Certains de ces e´le´ments peuvent eˆtre re´solus par une connaissance a
priori de la sce`ne, et la notion de perception doit donc eˆtre comprise au sens
large (acquisition d’information). On peut aise´ment constater que les besoins
sont nombreux, bien que certains d’entre eux soient re´solus depuis plusieurs
anne´es dans certaines conditions favorables. Nous n’avons pas l’ambition de
re´pondre a` tous ces besoins par la me´thode pre´sente´e dans ce manuscrit,
mais nous concentrerons sur quelques points particuliers.
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1.1.4 Buts poursuivis
Notre travail se situe dans le domaine des ve´hicules autonomes, et
concerne de manie`re plus ge´ne´rale tous les robots amene´s a` se de´placer dans
un environnement dynamique. Nous souhaitons ame´liorer les capacite´s de
perception des obstacles et des objets mobiles, et eˆtre capable d’estimer
leurs caracte´ristiques dynamiques (vitesse et direction). Ces besoins sont
par exemple ne´cessaires a` l’e´volution de robots dans un environnement
partage´ avec des humains, et constituent l’un des axes de progre`s majeurs
dans le domaine de la perception. Une grande proportion des algorithmes
couramment utilise´s pour la navigation des ve´hicules autonomes suppose en
effet que l’environnement observe´ est statique, et que les e´le´ments mobiles
sont assimilables a` un bruit d’observation. La connaissance de la vitesse des
e´le´ments mobiles de l’environnement autorise au contraire une planification
de trajectoire plus suˆre et efficace, en autorisant notamment une antici-
pation inaccessible aux moyens de perception restreints a` un monde statique.
Les buts poursuivis peuvent eˆtre re´sume´s par les quatre points suivants :
— Localisation autonome du porteur dans son environnement proche :
La me´thode propose´e doit eˆtre capable d’estimer la position et le
mouvement du ve´hicule de manie`re autonome, c’est a` dire sans faire
appel a` des capteurs ou a` des moyens de calcul externes.
— Positionnement des obstacles statiques dans l’espace :
La me´thode propose´e doit pouvoir servir de base a` une de´tection des
obstacles, ce qui suppose donc que suffisamment de points de la sce`ne
soient positionne´s dans l’espace pour ne pas risquer une collision. La
classification des e´le´ments de la sce`ne n’est cependant pas l’objet de
ce travail, mais nous souhaitons obtenir les informations suffisantes
pour re´pondre a` ce besoin.
— De´tection des objets mobiles, de leur position et de leur vitesse :
La me´thode que nous pre´sentons vise a` de´tecter les objets se
mouvant inde´pendamment du porteur, et a` estimer leur position et
leur vecteur vitesse. Ces informations sont utiles pour la planification
de trajectoire du ve´hicule, et une classification poste´rieure de ces
objets en tant qu’obstacles potentiels.
— Exe´cution en temps re´el :
Les taˆches lie´es a` la navigation d’un ve´hicule autonome sont naturel-
lement soumises a` des contraintes en termes de temps de calcul. On
peut se convaincre empiriquement que ces contraintes sont de l’ordre
des temps caracte´ristiques de la dynamique du porteur (temps ne´-
cessaire pour revenir a` l’immobilite´ notamment), que l’on re´sumera
22 CHAPITRE 1. INTRODUCTION
improprement dans la suite par « temps re´el ». Cette de´finition
n’est pas stricte dans notre cas, s’agissant de temps d’exe´cution qui
peuvent varier selon la plate-forme de calcul notamment, mais on
s’attachera a` montrer que leur ordre de grandeur est adapte´e a` une
acquisition continue d’informations visuelles, soit environ 10 a` 25
images traite´es par seconde.
1.2 Organisation du manuscrit
Le chapitre 2 est de´die´ a` un e´tat de l’art des syste`mes de perception
re´pondant a` notre proble´matique. Il s’agit tout d’abord de pre´senter
diffe´rents capteurs a` meˆme de re´pondre a` notre proble´matique, ainsi que
certains des algorithmes qui y sont associe´s dans la litte´rature et qui
re´pondent a` tout ou partie des besoins souleve´s. Ces approches ne satisfont
pas tous nos pre´requis, et on proposera alors un me´canisme ge´ne´ral visant
a` y re´pondre.
Le chapitre 3 sera consacre´ a` l’acquisition d’informations a` partir
de capteurs d’imagerie, et au type d’information que nous souhaitons
obtenir. On pre´sentera initialement quelques uns des algorithmes pre´sents
dans l’e´tat de l’art qui visent a` exploiter des acquisitions visuelles a` des
fins de perception. On pre´sentera ensuite le type d’information que nous
avons souhaite´ utiliser, ainsi qu’une e´valuation quantitative de diffe´rentes
approches s’y rattachant. On pre´sentera ensuite une imple´mentation tre`s
paralle´lise´e que nous avons re´alise´ afin d’assurer un traitement rapide de
cette e´tape de l’algorithme.
Le chapitre 4 pre´sente une partie du processus d’infe´rence se basant sur
les indices visuels, qui re´pond a` une proble´matique d’odome´trie visuelle
et de reconstitution de l’environnement statique autour du porteur. On
pre´sentera une nouvelle me´thode propose´e pour estimer de manie`re rapide
et robuste le mouvement, qui s’adapte aux informations visuelles ponctuelles
extraites lors de l’e´tape pre´ce´dente, et qui sera compare´e a` l’e´tat de l’art.
Le me´canisme propose´ pour estimer la position dans l’espace d’e´le´ments
singuliers de l’environnement sera e´galement pre´sente´, ainsi que quelques
re´sultats spe´cifiques a` cette e´tape de l’algorithme.
On pre´sente ensuite dans le chapitre 5 la de´tection et le suivi des objets
mobiles, qui sont aussi obtenus a` partir des informations extraites des
acquisitions visuelles. Diffe´rentes me´thodes de de´tection d’objets mobiles
sont initialement pre´sente´es, puis nous de´taillons notre proposition qui
prend en compte les spe´cificite´s de notre syste`me d’acquisition. De meˆme, on
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pre´sentera dans cette partie quelques me´thodes pre´sentes dans la litte´rature
permettant l’estimation de la localisation et le suivi de cibles mobiles, avant
de de´tailler l’approche que nous proposons et de commenter les re´sultats
obtenus.
Le chapitre 6 est enfin consacre´e a` une illustration des re´sultats ge´ne´raux
de la me´thode propose´e, et une critique relative a` son ade´quation aux pro-
ble´matiques initiales. Nous proposerons alors quelques pistes d’ame´lioration
des travaux existant, avant de conclure ce manuscrit.
1.3 Contributions
On propose dans ce manuscrit les contributions suivantes :
— Syste`me global de perception d’un environnement dynamique,
fournissant un nuage de points semi-dense suivi dans le temps. Il
s’agit d’une approche globale et novatrice, qui est focalise´e sur nos
besoins en termes de perception des objets mobiles.
— De´termination du mouvement propre de la came´ra (Ego-motion)
dans un cadre adapte´ aux spe´cificite´s de la ste´re´o-vision. Il existe
dans ce domaine une litte´rature abondante, qui n’est cependant pas
toujours adapte´e a` nos besoins. On propose une me´thode rapide et
robuste qui re´pond tre`s bien a` notre proble´matique initiale.
— De´tection et suivi d’objets mobiles dans l’espace. On propose un sys-
te`me novateur, a` meˆme de de´tecter et d’estimer la position et la
vitesse d’e´le´ments mobiles de la sce`ne, sans pre´requis de forme ou de
trajectoire, a` partir d’acquisitions visuelles.
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2.1 Introduction
On pre´sente ici une vue d’ensemble de quelques strate´gies pre´sentes dans
l’e´tat de l’Art pour assurer a` un ve´hicule autonome la connaissance d’un
environnement dynamique. Cette proble´matique est largement couverte
depuis quelques anne´es, bien qu’aucune approche n’ait a` notre connaissance
emporte´ l’adhe´sion de tous les acteurs. Les syste`mes pre´sente´s ci-dessous
n’offrent ainsi pas une connaissance exhaustive de l’environnement, mais
pre´sentent chacun divers avantages, et de´finissent un e´cosyste`me algo-
rithmique qui servira de re´fe´rence a` notre proposition. Ce sujet e´tant
particulie`rement large, toutes les techniques pre´sente´es ne sont sans doute
pas couvertes dans le de´tail, mais on s’attachera a` en faire ressortir certains
des avantages et inconve´nients.
On pre´sente tout d’abord un ensemble de capteurs envisage´s, pour re´-
pondre a` notre taˆche de perception de l’environnement a` des fins de navi-
gation autonome. Une observation rapide de leurs avantages et limitations
nous permet ensuite d’en isoler deux types, a` savoir les te´le´me`tres lasers et
les solutions fonde´es sur la vision. Nous en pre´sentons alors les mode´lisa-
tion les plus couramment utilise´es, puis quelques algorithmes de l’e´tat de
l’art qui exploitent relativement directement ces mode`les pour en de´duire
des informations utiles a` la perception de l’espace et des obstacles. Nous
pre´sentons enfin quelques uns des algorithmes couramment mis en œuvre
pour filtrer ces informations, et de´terminer par infe´rence des informations
qui ne sont pas directement accessibles par ces mode`les. Une dernie`re partie
est consacre´e a` la pre´sentation succincte de l’approche que nous proposons,
et qui sera amplement de´veloppe´e dans les prochaines parties.
2.2 Diffe´rents capteurs possibles
2.2.1 Comparaison capteurs et besoins
De nombreux capteurs sont envisageables a` des fins de perception, aux
avantages divers et parfois comple´mentaires. En faire une e´tude de´taille´e
n’est pas l’objet de ce manuscrit, mais ce paragraphe est consacre´ a` une
bre`ve revue de de´tails, afin de se´lectionner les capteurs les plus a` meˆme de
re´pondre a` nos besoins. Le tableau 2.1 offre une vue synthe´tique de l’ade´-
quation des capteurs envisageables avec nos besoins, et peut eˆtre comple´te´
par les remarques suivantes :
— Ultrasons :
Ces capteurs permettent une mesure de l’espace libre, mais leur tre`s
faible porte´e et pre´cision limitent les informations accessibles.
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— Diffe´rents te´le´me`tres laser :
On dissocie arbitrairement dans 2.1 les te´le´me`tres laser ne compor-
tant que quelques couches et une ouverture limite´e et les te´le´me`tres
de type « Velodyne ». Ces derniers seront souvent pris comme
re´fe´rence par la suite, leur utilisation e´tant devenue courante pour
des applications de cartographie ou de navigation autonome de
ve´hicule. Ils sont constitue´s d’un alignement de te´le´me`tres pivotant
autour d’un axe, autorisant une couverture angulaire de 360◦ par
60◦, et fournissant des centaines de milliers de points par seconde.
La densite´ d’informations plus faible fournie par les premiers rend
par exemple difficile la de´tection et le suivi d’objets mobiles ( [Wang
et al., 2007,Gate et al., 2009]), ou encore la perception de l’espace
navigable.
— Mono et multi-came´ras :
On dissocie de meˆme les solutions mono et multi-came´ras, au vu
de l’e´tat de l’art dans leurs domaines respectifs (la perception d’un
volume par une solution mono-came´ra immobile est par exemple
de´licate). L’e´valuation de la porte´e des solutions visuelles est de´licate,
selon la nature de l’information exploite´e. La reconnaissance de
forme ou la de´tection d’obstacles peuvent ainsi eˆtre typiquement
re´alise´es a` de grandes distances ( [Labayrade et al., 2002]), tandis
que le positionnement dans l’espace est en ge´ne´ral plus de´licat.
Ces performances sont par ailleurs de´pendantes de la re´solution du
syste`me utilise´, mais aussi de la disposition relative des came´ras dans
le cas de syste`mes de ste´re´o-vision (un e´cartement plus important
augmentant la pre´cision de positionnement a` grande distance).
— Radar :
La porte´e tre`s importante (environ 200 me`tres) et le faible couˆt
des radars embarque´s rend ce capteur d’ores et de´ja` populaire dans
l’industrie automobile, mais il est pe´nalise´ dans notre comparaison
par sa faible re´solution spatiale, et son ouverture angulaire limite´e.
De nombreuses e´tudes font cependant e´tat de de´veloppements
avance´s (notamment dans la de´tection de pie´tons, voir par exemple
Vivet [Vivet, ,Vivet et al., 2013] ou Milch [Milch and Behrens, 2001]).
L’ouverture angulaire limite´e peut notamment eˆtre compense´e par
une structure tournante, comme c’est le cas pour les te´le´me`tres laser,
bien que cette solution soit certainement industriellement complexe.
— Came´ras de profondeur :
Les came´ras dites « 3D » (utilisant en ge´ne´ral de la lumie`re
structure´e ou une mesure du temps de vol) n’ont pour l’instant
pas re´ellement d’utilisation possible a` l’exte´rieur, et ne sont donc
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Figure 2.1 – Repre´sentation approximative des proprie´te´s respectives de
diffe´rents types de capteurs. Les solutions pre´sentes sont classe´es par leur
couleur, du vert vif (point fort) au rouge vif (point faible). Une couleur moins
sature´e de´crit une caracte´ristique positive ou ne´gative moins marque´e.
pas envisageables pour notre application. De nouveaux dispositifs
sont cependant pre´sente´s depuis quelques anne´es, tirant profit de
de´formations optiques volontaires ou d’un re´seau de micro-lentilles
par exemple, et leur usage pourrait se ge´ne´raliser dans un futur
proche.
— Prix de revient :
Le prix des capteurs n’entre pas en compte dans ce tableau, qui
se veut le plus ge´ne´ral possible. Les couˆts des solutions pre´sente´es
diffe`rent cependant grandement, que ce soit au niveau du capteur ou
des traitements informatiques affe´rents.
On constate aise´ment au vu du tableau 2.1 que les capteurs de type
« te´le´me`tre laser » et « vision » sont a priori les plus inte´ressants pour un
tel usage. Ce constat n’est par ailleurs pas e´tonnant au vu de la litte´rature
sur le sujet, qui se concentre effectivement sur ces moyens de mesure. La suite
du manuscrit est donc plus particulie`rement consacre´e a` ces deux moyens
de perception.
2.2.2 Mode`les de capteurs
Les informations issues d’un capteur doivent ne´cessairement eˆtre inter-
pre´te´es, pour prendre en compte son mode d’acquisition, ou les incertitudes
qui y sont associe´es. Les capteurs perceptifs illustrent en effet diffe´rentes
facettes de l’environnement, observant par exemple l’occupation selon une
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direction donne´e ou la projection du champ e´lectromagne´tique sur un plan.
Ces spe´cificite´s sont prises en compte par un mode`le de capteur, description
algorithmique qui permet de traduire les informations obtenues en sortie
de capteur en une repre´sentation plus abstraite. Le mode`le de capteur fait
donc le lien entre la mesure physique effectue´e par celui-ci et les informations
qui en de´coulent. Les mode`les de capteur les plus couramment associe´s aux
te´le´me`tres laser et a` la vision sont pre´sente´s dans les sections suivantes.
2.2.2.1 Te´le´me`tre laser
Le te´le´me`tre laser est un capteur actif, en cela qu’il e´met une onde qui
« sonde » l’espace, et qui permet de de´terminer la distance au premier point
d’impact (souvent par mesure du temps de vol, mais d’autres techniques, no-
tamment fonde´es sur un de´phasage de l’onde re´fle´chie ou sur l’effet Doppler
sont possibles). Il fournit, de part la localisation de ce point, l’information
paradoxale de l’espace libre entre le point d’e´mission et celui ci. Le mode`le de
capteur doit rendre compte de cette observation, et une approche fre´quente
consiste a` le de´finir en termes de probabilite´ d’occupation. Celle-ci est en
ge´ne´ral ne´gligeable entre le point d’e´mission et le point d’impact releve´,
maximale au niveau du point d’impact, puis prolonge´e a` son niveau maxi-
mal ou de´croissante selon les besoins. La localisation du point d’impact peut
eˆtre mode´lise´e par une probabilite´ de pre´sence continue, par exemple gaus-
sienne, rendant compte de la stochastique du capteur, ou par une se´rie de
valeurs discre`tes, arbitraires, rendant parfois compte de diffe´rents besoins
des algorithmes en aval dans le processus de traitement. On en pre´sente
quelques exemples sur la Figure 2.2.
La ge´ne´ralisation des mode`les discrets dans le cas de te´le´me`tres lasers
a` balayage conduit souvent a` une repre´sentation dans le plan de rotation,
dans laquelle la probabilite´ d’occupation de l’espace est e´chantillonne´e selon
une grille. On en pre´sente un exemple dans la Figure 2.3, dont la sce`ne est
tire´e des acquisitions du projet LOVe de protection des vulne´rables sur la
route.
On constate aise´ment que ce mode`le autorise une de´tection imme´diate
des possibles obstacles statiques ou dynamiques, par un simple crite`re de
proximite´. Les informations extraites du capteur sont cependant minimales
dans ce cas (pas de segmentation, de classification, de dynamique par
exemple), et l’utilisation d’algorithmes d’infe´rence (voir 2.4 et 2.5) est le
plus souvent pre´fe´rable.
Il n’est par ailleurs pas indispensable d’utiliser une vision probabiliste et
base´e sur l’occupation pour exploiter les donne´es d’un te´le´me`tre laser. L’ap-
parition de capteurs tre`s denses et en trois dimensions (de type Velodyne) a
rendu possible une exploitation plus directe des mesures de points d’impact,
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(a) Une des deux images sources. (b) Carte de disparite´.
Figure 2.7 – Exemple de carte de disparite´ obtenue par la me´thode ELAS
(Geiger, [Geiger et al., 2011]). La disparite´ est repre´sente´e par une valeur en
niveaux de gris
— La position d’un meˆme point est de´termine´ sur les deux plans image
avec la dispersion δ, que l’on suppose isotrope dans le plan image.
Cette dispersion peut eˆtre lie´e a` l’e´chantillonnage de l’image sur ses
deux axes, mais aussi a` la proce´dure d’identification du point, par
exemple lors d’une corre´lation (la largeur du pic de corre´lation n’est
pas nulle, et introduit donc une erreur possible de positionnement).
— Le calcul de l’erreur de positionnement d’un point dans l’espace
conse´cutif a` une erreur de positionnement δ dans le plan image (pour
un dispositif rectifie´) s’e´crit :
δz =
δ · f · b
d2
δx =
δ · (u− u0) · b
d2
δy =
δ · (v − v0) · b
d2
(2.4)
On constate aise´ment que l’erreur de positionnement est de´pendante de
la position du point par rapport a` l’axe optique, et de l’e´loignement du
point par rapport au plan image. Ce bruit de changement de repe`re est par
exemple illustre´ par la Figure 2.8, tire´e de la publication de Lenz et al [Lenz
et al., 2011].
2.2.3 Capteur retenu dans le cadre de la me´thode propose´e
Nous avons choisi de nous concentrer sur l’usage d’un dispositif de ste´re´o-
vision, bien qu’un travail pre´liminaire en de´but de the`se ait e´te´ consacre´ a`
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Figure 2.8 – Illustration du bruit lors du changement de repe`re (image ->
monde), tire´e de [Lenz et al., 2011]
l’usage d’un te´le´me`tre laser (voir 5.3). Ce travail pre´liminaire a mis en avant
la difficulte´ d’estimation de la vitesse des e´le´ments de la sce`ne avec un tel
capteur, et nous avons pense´ que l’usage de la vision e´tait inte´ressant dans
ce cadre, paralle`lement a` d’autres avantages propres (couˆt de mise en œuvre,
usages varie´s -reconnaissance de personnes, de panneaux, etc..-). L’e´tat de
l’art dans le domaine de l’association dans le temps d’e´le´ments visuels d’une
sce`ne est en effet important, ce qui autorise alors une estimation de la vitesse
relative des e´le´ments de la sce`ne. Cette taˆche est toujours de´licate avec un
capteur te´le´me´trique, et demeure une proble´matique de recherche actuelle.
La ne´cessite´ d’avoir deux came´ras peut eˆtre un handicap par rapport aux
dispositifs mono-came´ra, qui est souvent mis en avant dans la litte´rature. Les
informations disponibles sont cependant plus importantes dans ce cadre, et
comme nous l’avons montre´ dans ce travail, autorisent des usages nouveaux.
La reconstruction d’environnement dense, la de´tection et le suivi d’objets
mobiles, la perception d’un environnement en trois dimensions par un dis-
positif a` l’arreˆt sont autant de taˆches accessibles a` un syste`me ste´re´o-vision,
et plus difficilement appre´hendable par les syste`mes mono-came´ra.
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2.3 Diffe´rents types de repre´sentations
Inde´pendamment des capteurs utilise´s, les informations collecte´es par le
capteur ou par le me´canisme d’accumulation mis en place peuvent utiliser
diffe´rentes repre´sentations. Celles-ci sont lie´es aux algorithmes d’infe´rence
ou de fusion de donne´es utilise´s, et peuvent avoir des avantages spe´cifiques.
Elles ne sont pas ne´cessairement exclusives, plusieurs repre´sentations e´tant
parfois utilise´es paralle`lement.
2.3.1 Repre´sentation des attributs physiques
Les caracte´ristiques physiques de´termine´es par le capteur, ou par infe´-
rence, peuvent eˆtre soumises a` diffe´rentes repre´sentations. On peut mettre
en avant deux approches, tre`s diffe´rentes par leur principe et par leurs
conse´quences sur l’accumulation de l’information. De manie`re arbitraire,
on classe les approches suivantes selon l’e´le´ment clef du re´fe´rencement des
observations : l’espace, ou le temps. On se concentre dans le premier cas
sur une information, dont on veut connaˆıtre la valeur en tout point de
l’espace, par exemple la probabilite´ d’occupation. Dans le second cas, on se
concentre sur l’e´volution dans le temps de points de mesure, par exemple la
position d’un objet initialement de´tecte´.
2.3.1.1 Repre´sentation dense dans l’espace
On peut tout d’abord pre´senter les repre´sentations lie´es a` la connais-
sance de l’espace, dans lesquelles les informations sont cumule´es de part leur
position. On cherche ici a` connaˆıtre l’ensemble du champ de valeur autour
du ve´hicule, qu’il s’agisse de l’occupation, de la vitesse, ou d’autres carac-
te´ristiques (navigabilite´, etc). Les informations sont dans ce cas place´es sur
une « grille », e´chantillonnage re´gulier ou non de l’espace, tel qu’initialement
propose´ par Moravec et Elfes ( [Moravec and Elfes, 1985,Elfes, 1989,Elfes,
1987]). Une repre´sentation d’une telle grille d’occupation, telle qu’obtenue
par Moravec et Elfes dans leur publication initiale, et visible sur la figure 2.9.
Les lois de mise a` jour d’une telle repre´sentation peuvent prendre des
formes diffe´rentes, et inte`grent souvent une infe´rence Baye´sienne. Plus re´-
cemment, la the´orie des croyances, introduite par Dempster et Shafer (
[Dempster, 1967]), est e´galement fre´quemment utilise´e (voir par exemple
Moras et al. [Moras et al., 2011]). Cette repre´sentation a l’avantage de la
densite´ dans l’espace, et est souvent tre`s approprie´e aux moyens de calculs
informatiques, de part sa re´gularite´.
On suppose cependant le plus souvent dans cette repre´sentation que le sys-
te`me peut eˆtre mode´lise´ par une chaˆıne de Markov d’ordre 1, c’est-a`-dire
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Figure 2.9 – Grille d’occupation obtenue par un capteur sonar, tire´e de
la publication se´minale de Moravec et Elfes [Moravec and Elfes, 1985]. Les
positions du capteur lors des diffe´rentes acquisitions sont repre´sente´es par
des cercles. La probabilite´ d’occupation est illustre´e par le symbole « X »,
selon sa largeur. Une probabilite´ d’occupation inconnue est repre´sente´e par
le symbole « . ».
que toutes les informations permettant de pre´dire l’e´tat futur sont conte-
nues dans l’observation pre´ce´dente. La conside´ration d’ordres supe´rieurs aug-
mente en effet tre`s rapidement les couˆts calculatoires dans le cas d’une repre´-
sentation « dense » comme celle-ci, au point d’eˆtre en pratique impossible.
L’appariement des mesures d’une ite´ration sur l’autre n’est en revanche pas
ne´cessaire dans cette approche, ce qui en fait une repre´sentation couramment
utilise´e pour les capteurs pour lesquels cette e´tape est de´licate (te´le´me`tres
lasers par exemple).
2.3.1.2 Repre´sentation dense dans le temps
Par opposition a` l’approche spatiale base´e sur des grilles pre´sente´es pre´ce´-
demment, il est possible d’adopter une approche comple´mentaire, qui prend
en compte les observations concernant une meˆme entite´ au fil du temps.
Cette approche suppose un appariement des observations, par exemple sur
des crite`res spatiaux ou visuels. Cette e´tape peut eˆtre de´licate, mais di-
vers cadres probabilistes existent (voir par exemple la section 5.2.4.3). Il est
possible dans cette repre´sentation d’envisager une mode´lisation prenant un
important historique de mesures en compte, meˆme si cette possibilite´ est ra-
rement exploite´e, du fait de couˆts calculatoires rapidement re´dhibitoires. La
faible densite´ des informations (limite´es aux observations) peut rendre cette
solution inte´ressante dans un cas ou` les capacite´s de calcul sont limite´es.
Un exemple d’une telle repre´sentation est visible sur la figure 2.10, tire´e des
travaux de Schindler et al. [Schindler et al., 2010] a` des fins illustratives uni-
quement. Les observations sont e´parses dans l’espace, et correspondent a` des
candidats possibles pour une de´tection et un suivi de pie´tons (a). Les ob-
servations sont associe´es dans le temps (b), et ge´ne`rent alors une trajectoire
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Figure 2.10 – Suivi de cibles dans le temps, a` partir d’observations e´parses
dans l’espace. Illustration tire´e de [Schindler et al., 2010]
dense dans le temps (chaque pas de temps est associe´ a` une position dans
l’espace). Plusieurs cibles peuvent eˆtre suivies simultane´ment, la connais-
sance d’une trajectoire passe´e permettant d’envisager plus pre´cise´ment les
associations futures (c et d)
2.3.2 Repre´sentation ensembliste, par connexite´
Il est parfois be´ne´fique d’ajouter aux connaissances pre´ce´demment de´-
crites celle de liens existant entre plusieurs entite´s observe´es. Ces liens
peuvent, par exemple, eˆtre temporels (le meˆme objet est visible sur plu-
sieurs acquisitions, a` des positions potentiellement diffe´rentes) ou spatiaux
(acquisitions lie´es par leur proximite´ ge´ographique). Ces liens de´crivent une
topologie particulie`re, un graphe, dont l’exploitation est souvent primordiale
dans un contexte de rapidite´ d’exe´cution et de robustesse.
De nombreuses publications re´centes tirent profit de ces organisations to-
pologiques, que ce soit pour exploiter les fermetures de boucles (passages
re´pe´te´s dans le meˆme environnement, source d’information pour un syste`me
SLAM, voir par exemple FrameSLAM [Konolige and Agrawal, 2008] - Slam
visuel par optimisation - , GraphSLAM [Thrun, 2006] - SLAM laser a` grande
e´chelle-, Strasdat [Strasdat et al., 2010] - pour une extension d’un SLAM
visuel a` base d’EKF prenant en compte les fermetures de boucles -) ; ou pour
acce´le´rer la localisation dans un environnement pre´alablement cartographie´
(voir par exemple Meilland [Meilland et al., 2011] pour un rapprochement
d’une observation avec des sphe`res d’images et de cartes de profondeur, ou
Sinha [Sinha et al., 2012] pour une relocalisation au sein d’un environnement
mode´lise´ a` partir de « Structure From Motion » (SFM)). Une illustration de
la repre´sentation utilise´e par FrameSLAM est pre´sente sur la figure 2.11.
2.3.3 Repre´sentation parame´trique : introduction d’un prior
L’environnement dans lequel les moyens de mesure e´voluent est souvent
connu, et il peut eˆtre inte´ressant d’en tirer profit dans la repre´sentation qui
en est faite. Cette notion s’appelle un « prior » dans le domaine des probabi-
lite´s, a savoir l’exploitation d’une connaissance a priori de certains e´le´ments
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Figure 2.11 – Exemple de repre´sentation par connexite´, tire´e de l’article
[Konolige and Agrawal, 2008] pre´sentant FrameSLAM (Konolige et al.). Les
acquisitions se font le long de la trajectoire bleu fonce´, chaque acquisition
e´tant repre´sente´e par un cercle rouge. Les segments rouges lient les acqui-
sitions pre´sentant des e´le´ments en commun malgre´ une grande se´paration
temporelle.
auxquels des proprie´te´s peuvent eˆtre associe´s une fois leur identification ef-
fectue´e. Ces proprie´te´s connues peuvent concerner plusieurs domaines, par
exemple (et pas exclusivement) :
— Les caracte´ristiques spatiales :
l’environnement rencontre´ peut souvent eˆtre de´crit par des primitives
(lignes droites, courbes parame´tre´es, etc..), ou par un jeu de formes
de base. Ce prior peut notamment ame´liorer la pre´cision et la
robustesse du positionnement et de la cartographie, ou simplifier son
enregistrement. Moutarlier et Chatila proposent ainsi l’utilisation de
lignes droites en deux dimensions pour repre´senter un environnement
plan, et en de´duire le mouvement d’un robot a` partir d’acquisi-
tions d’un te´le´me`tre laser ( [Moutarlier and Chatila, 1990]). Cette
repre´sentation peut simplifier l’accumulation des connaissances, en
re´duisant les degre´s de liberte´ des informations conserve´es, mais
aussi rendre un algorithme plus robuste au bruit. Le processus
d’association des mesures a` un mode`le peut en effet tole´rer des
erreurs, tandis que la pre´cision du mode`le obtenu est ensuite fonction
du nombre de points de mesure mis a` contribution. On peut de ce
fait obtenir les parame`tres relativement pre´cis d’un mode`le a` partir
d’acquisitions bruite´es. L’appariement des acquisitions successives
est e´galement rendu plus facile par cette mode´lisation, que ce
soit pour estimer le mouvement du ve´hicule, ou pour estimer le
mouvement d’e´le´ments mobiles (voir la publication fondatrice de
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Wang ( [Wang and Thorpe, 2004]).
Grandjean et Robert de Saint-Vincent proposent un principe simi-
laire en trois dimensions ( [?]), pour mieux exploiter les acquisitions
ste´re´oscopiques. Celles-ci pre´sentent en effet un bruit de mesure tre`s
marque´, que la mode´lisation de l’environnement par des plans suc-
cessifs en trois dimensions permet de mitiger. De meˆme, Nashashibi
et Devy ( [Nashashibi and Devy, 1993]) proposent de segmenter
les cartes de profondeur issues d’acquisitions ste´re´oscopiques en
diffe´rents plans. Le mouvement du ve´hicule peut alors eˆtre infe´re´ par
l’e´tude de la correspondance entre ces plans, et le mode`le de la sce`ne
peut eˆtre incre´mentalement augmente´. Bak ( [Bak, 2011]) propose
notamment d’exploiter un principe similaire, mais a` partir de prises
de vues monoculaires, dans une me´thode appele´e C-Ve´locite´.
Dans un autre domaine, les lignes de marquages sont e´galement
couramment mode´lise´es par un prior dans la litte´rature, notamment
graˆce a` une courbe clotho¨ıde ( [Vacek et al., 2006]).
— Les caracte´ristiques dynamiques :
les de´placements possibles de l’ensemble des e´le´ments de l’environ-
nement peuvent eˆtre connus, et apportent alors une information
significative. De meˆme que pre´ce´demment, ceci peut permettre
d’ame´liorer la pre´cision et la robustesse des mesures en exploitant
les contraintes sur les mouvements observables. Ces limites dans les
mouvements attendus peuvent e´galement avoir des conse´quences sur
les algorithmes de pre´diction du de´placement, certains algorithmes
de planification du mouvement se situant explicitement dans le
domaine des trajectoires possibles. La recherche de trajectoires
optimales est alors simplifie´e du fait de la restriction de l’espace des
trajectoires envisage´es ( [Klancˇar and Sˇkrjanc, 2010]).
— Les caracte´ristiques visuelles :
la pre´sence d’e´le´ments dont l’apparence est connue permet parfois
d’exploiter la` encore un prior concernant ses proprie´te´s attendues.
De fait, la reconnaissance visuelle est l’objet de nombreux travaux
dans le domaine de l’algorithmie, et atteint depuis plusieurs anne´es
des taux de de´tections remarquables pour certains e´le´ments connus.
La reconnaissance des pie´tons, des feux, des panneaux ou des
pannonceaux (pour rester dans le domaine des transports) est ainsi
tre`s pre´sente dans l’e´tat de l’art. De nombreux exemples existent
dans la litte´rature, les me´thodes utilise´es pour exploiter ce prior
pouvant varier entre un ajustement de mode`le ou une signature
complexe de´termine´e par apprentissage statistique. De Charette
et Nashashibi ( [Charette and Nashashibi, 2009]) proposent par
exemple une proce´dure de reconnaissance des feux tricolores, en
42 CHAPITRE 2. E´TAT DE L’ART
exploitant la corre´lation visuelle entre un mode`le et une de´tection
pre´alable de points lumineux. Schindler et al. ( [Schindler et al.,
2010]) proposent le couplage d’un me´canisme de SLAM visuel
et d’une de´tection de pie´tons par apprentissage ; afin d’ame´liorer
celle-ci par infe´rence dans le temps, et de positionner et suivre des
pie´tons se de´plac¸ant dans l’espace. Dans l’algorithme propose´, les
seuls e´le´ments mobiles envisage´s de la sce`ne sont les pie´tons, et leur
de´tection initiale est donc suffisante pour dissocier les traitements
applique´s aux diffe´rents e´le´ments de l’environnement selon leur
mobilite´ suppose´e. Autrement dit, le passage par une repre´sentation
binaire de l’environnement (pie´ton ou non) permet ainsi d’y associer
une caracte´ristique suppose´e a priori (e´le´ment mobile ou non) qui
est exploite´e dans la suite de l’algorithme.
2.4 Perception partielle
On pre´sente ici quelques exemples d’algorithmes de la litte´rature qui
fournissent des informations sur l’environnement courant, sans pour autant
re´soudre l’ensemble des besoins d’un ve´hicule autonome, identifie´s dans la
section 1.1.3.2. La repre´sentation des informations perc¸ues peut diffe´rer se-
lon les me´thodes, et n’implique pas ne´cessairement un travail dans un espace
carte´sien reconstruit (par opposition a` 2.5). Comme expose´ dans la section
2.2.3, nous avons fait le choix d’une perception visuelle. On se restreint donc
dans les sections suivantes aux techniques s’y re´fe´rant, bien que d’autres ap-
proches exploitant notamment un te´le´me`tre laser soient souvent possibles.
Les travaux de recherche de la dernie`re de´cennie ont rendu possible l’extrac-
tion de nombreuses informations a` partir d’images uniquement. Ces infor-
mations couvrent un spectre important, des de´placements de la came´ra a`
la reconstruction de l’environnement, en passant par la de´tection d’objets
mobiles. On s’attachera a` pre´senter dans les prochains paragraphes cet e´tat
de l’art. Il ne s’agit certainement pas d’un recensement exhaustif, mais qui
devrait aborder la plupart des me´thodes utiles a` la proble´matique de la per-
ception ne´cessaire a` un ve´hicule autonome.
On pre´sente tout d’abord quelques me´thodes de de´tection d’obstacles. La de´-
tection d’objets particuliers, dont la signature visuelle est connue a priori,
est ensuite aborde´e, avant de pre´senter un e´tat de l’art rapide dans le do-
maine de la de´tection du mouvement.
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2.4.1 De´tection d’obstacles
2.4.1.1 V-Disparite´
Il s’agit d’une repre´sentation propose´e par Labayrade et al. ( [Labayrade
et al., 2002]), visant a` de´tecter les obstacles a` partir d’acquisitions provenant
d’un dispositif de ste´re´o-vision. Cette repre´sentation exploite l’accumulation
de la disparite´ calcule´e sur chacune des lignes de l’image, comme illustre´ sur
la figure 2.12, qui reprend la carte de disparite´ pre´sente´e sur la figure 2.7. La
mode´lisation du monde n’est pas ne´cessairement plane, l’article de Labay-
rade proposant par exemple une parame´trisation cylindrique de l’espace de
navigation. Une autre mode´lisation envisageable est celle d’un monde plan
par morceaux, qui permet une simplification des calculs sans perte manifeste
de ge´ne´ralite´.
La construction de la v-disparite´ s’apparente a` la recherche sur chaque ligne
d’une carte de disparite´ des valeurs les plus pre´sentes. En reprenant les no-
tations de Labayrade, I∆ est la carte de disparite´, Iv∆ repre´sente la carte
de v-disparite´, iM est l’intensite´ d’un point M d’ordonne´e i et d’abscisse uM
(ce qui correspond respectivement a` la ligne i de l’image originale et a` la




δvP ,iδ∆P ,∆M (2.5)
La pente de la droite (ou de la courbe line´arisable par morceaux) obte-
nue est significative du profil du sol par rapport a` la paire de came´ras. Les
e´le´ments de l’image n’appartenant pas a` cette surface sont visibles comme
e´le´ments marginaux de cette accumulation. En particulier, les objets paral-
le`les au plan image des came´ras apparaissent comme ayant une disparite´
constante sur plusieurs lignes de l’image. La transforme´e de Hough peut no-
tamment eˆtre utilise´e pour de´tecter les lignes dans l’espace de la v-disparite´.
Cette repre´sentation fournit finalement un moyen tre`s e´le´gant de de´tection
des obstacles a` partir d’un dispositif de ste´re´o-vision, notamment mise a` pro-
fit pour de´tecter les pie´tons (voir notamment Lemonde ou Grubb et al. [Le-
monde, 2005,Grubb et al., 2004]).
2.4.1.2 De´tection de l’espace navigable
La de´tection des obstacles peut eˆtre re´alise´e au travers de son dual, la
de´tection de l’espace navigable. Cette taˆche s’apparente dans le domaine de
la perception visuelle a` une segmentation de l’image, connaissant a priori
l’aspect original de la zone a` segmenter. On peut en effet supposer que le
ve´hicule est initialement sur un espace navigable, et que cette proprie´te´ se
propage par re´currence. De nombreuses approches sont possibles pour mener
a` bien cette taˆche de segmentation, ce domaine de recherche e´tant l’objet
de nombreux travaux. On pourra par exemple citer la croissance de re´gion
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vision est utilise´. Badino et al. ( [Badino et al., 2007,Badino et al., 2009])
proposent pour cela de se situer dans l’espace re´el, repre´sente´ par une grille
d’occupation sur laquelle est projete´ le re´sultat du calcul de disparite´. La
segmentation de l’espace libre est re´alise´e sur la grille d’occupation.
2.4.2 De´tection par reconnaissance d’une signature visuelle
La reconnaissance de forme est sans doute l’une des activite´s les plus
naturelles de l’eˆtre humain, et pourtant difficilement transposable dans le
monde algorithmique. Les usages rendus possibles par une telle capacite´ ont
depuis longtemps motive´ la recherche dans ce domaine, qui a grandement
progresse´ et devient selon les domaines utilisable dans le domaine public
(de´tection de visages, de panneaux, sont pre´sents depuis plusieurs anne´es
dans l’e´lectronique de grande consommation et l’automobile).
Les proble`mes a` re´soudre sont multiples : les objets n’ont pas tous les
meˆmes singularite´s visuelles (on pourra penser par exemple a` des spe´cifi-
cite´s de contour, de couleur, de texture, d’occultation partielle), et peuvent
par ailleurs eˆtre l’objet de diffe´renciations au sein d’une meˆme classe, se-
lon l’angle de prise de vue, les conditions de luminosite´, ou du fait d’une
variabilite´ intrinse`que (les visages, bien que partageant nombre de points
communs, sont tous intrinse`quement diffe´rents). Il est donc capital dans ce
domaine de pouvoir de´finir une signature a` la fois discriminante et tole´rante
aux variations internes, nous en expliquons quelques principes par la suite.
2.4.2.1 Correspondance avec un mode`le
Une approche possible est de´terministe, dans le sens ou` il s’agit dans ce
cas de choisir de manie`re arbitraire les crite`res suppose´s les plus pertinents,
tant du point de vue de la forme de re´fe´rence que de la norme utilise´e.
On peut par exemple, dans le cas de la reconnaissance d’une forme
rectangulaire, choisir de se placer dans l’espace des gradients (plusieurs
ope´rateurs e´tant commune´ment utilise´s a` cet effet, tels les ope´rateurs de
Sobel, Scharr ou Canny), de´finir notre re´fe´rence comme la re´ponse de la
forme recherche´e a` l’ope´rateur choisi, et de´finir notre vraisemblance par
la somme des diffe´rences au carre´ (le proble`me de l’e´chelle pouvant par
exemple eˆtre mitige´ par une approche par pyramide d’images, ou par un
algorithme en deux e´tapes, de´terminant initialement l’e´chelle de l’objet
a` reconnaˆıtre). De nombreuses e´volutions sont possibles, tant du point
de vue de l’espace de mesure que de la mesure de vraisemblance, et la
litte´rature pre´sente de nombreuses me´thodes devenues classiques (de´tection
de lignes de marquage dans l’espace de Hough, de´tection de route par
uniformite´, ..). On pourra par exemple citer l’utilisation de gradients et
d’un mode`le de´terministe pour de´tecter des feux tricolores (de Charette et
Nashashibi, [Charette and Nashashibi, 2009]) ou les lignes de marquage
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(Vacek et al. [Vacek et al., 2006])
La mise en œuvre de cette me´thode est cependant difficile dans le cas
de formes a` reconnaˆıtre non normalise´es, pour des objets de´formables par
exemple, ou si certains aspects de l’apparence de l’objet ne sont simplement
pas maˆıtrise´s par l’ope´rateur. Par ailleurs, les choix initiaux des crite`res de
reconnaissance (gradient, aplats, lignes droites, etc), s’ils sont souvent choisis
par intuition, ne sont pas ne´cessairement optimaux. Une seconde approche
historique, maintenant largement dominante dans le cas de la de´tection des
pie´tons notamment, consiste a` passer par une e´tape d’apprentissage auto-
matise´e charge´e de de´terminer les crite`res optimaux parmi un ensemble de
caracte´ristiques arbitraires.
2.4.2.2 Apprentissage
Trois e´le´ments restent arbitraires dans la plupart des me´thodes propo-
se´es dans la litte´rature, qui limitent leur exhaustivite´ :
— Descripteur utilise´ :
de nombreuses caracte´ristiques sont extractibles d’une image, par
exemple un gradient (souvent utilise´ sous la forme d’histogramme
selon l’orientation, appele´ HOG -Histogram of Oriented Gradients-
dans la litte´rature, voir par exemple [Dalal and Triggs, 2005]), un
motif local binaire (LBP - Local Binary Pattern, [Wang et al., 2009]),
un histogramme du flux optique ( [Dalal et al., 2006]) ou encore
des couleurs sur un voisinage ( [Walk et al., 2010]). L’utilisation
de l’ensemble des caracte´ristiques exploitables n’est en ge´ne´ral pas
possible, du fait des grandes dimensions d’un tel syste`me. Certains
ope´rateurs sont alors choisis de manie`re arbitraire comme une base
d’apprentissage, leurs me´rites respectifs n’e´tant discernables qu’apre`s
expe´rimentation.
— Optimisation de la signature discriminante :
plusieurs me´thodes sont possibles pour de´terminer les crite`res de
de´tection optimaux a` partir de l’expression des descripteurs sur
un grand nombre d’images. Deux approches sont principalement
pre´sentes dans l’e´tat de l’art. La premie`re est dite « en cascade »,
par combinaison successive de classifieurs dits « faibles » (AdaBoost,
introduit par Freund et Shapire [Freund and Schapire, 1997]). La
seconde cherche a` de´terminer, dans l’espace vectoriel cre´e´ par les
vecteurs de caracte´ristiques, la frontie`re (line´aire ou non) dissociant
le mieux les positifs des ne´gatifs (SVM - Support Vector Machine,
voir par exemple une revue de Wojek [Wojek et al., 2009]).
2.4. PERCEPTION PARTIELLE 47
— « Sur-apprentissage » :
la base de donne´e sur laquelle l’optimisation est re´alise´e n’est bien
suˆr pas parfaite, tant du point de vue des situations pre´sentes que
des fre´quences d’apparition. Des bases tre`s importantes (plusieurs
dizaines de milliers d’images) sont utilise´s pour limiter les conse´-
quences de cette spe´cialisation, mais un entraˆınement trop spe´cifique
est toujours possible.
La reconnaissance d’objets par apprentissage a fait l’objet de nombreux
travaux ces dernie`res de´cennies, et permet aujourd’hui d’obtenir des re´sultats
probants. Il s’agit cependant d’une me´thode ne´cessitant une connaissance a
priori de l’aspect de l’objet recherche´, ce qui en limite par de´finition la
ge´ne´ralite´. On pourra cependant signaler une approche re´cente consistant
a` exploiter les techniques d’apprentissage en temps re´el pour assurer un
suivi d’objet dans le temps, suite a` une premie`re de´tection (voir notamment
[Hamdoun, 2010,Kalal et al., 2010,Kalal et al., 2009]).
2.4.2.3 Exemple : HOG-SVM
L’une des approches les plus utilise´es dans la de´tection de pie´tons est
base´e sur une subdivision de l’image en cellules e´le´mentaires, dans lesquels
on repre´sente les orientations du gradient de l’image par un histogramme.
L’ensemble des cellules subdivisant l’image constitue alors, une fois les his-
togrammes concate´ne´s, un vecteur de dimension tre`s importante (>600 par
exemple). Une illustration est pre´sente sur la Figure 2.1 1, dans laquelle on re-
pre´sente tout d’abord le gradient de l’image (l’orientation du gradient e´tant
repre´sente´e par une couleur), puis les diffe´rentes valeurs de l’histogramme
des orientations au sein de chacune des cellules e´le´mentaires (en niveaux de
gris). Dans le cas d’un SVM line´aire, il s’agit de trouver les coordonne´es
de l’hyperplan distinguant de manie`re optimale les positifs des ne´gatifs. La
de´tection de la forme apprise est ensuite de´termine´e par la re´ponse du des-
cripteur concate´nant l’ensemble des histogrammes de gradients relativement
au vecteur appris par le SVM.
Cette me´thode a de tre`s nombreuses applications dans le domaine de
la de´tection des pie´tons, et est d’ores et de´ja` exploite´e dans des produits
commercialise´s. L’augmentation de ses performances est ne´anmoins toujours
l’objet de recherches, la prise en compte de la grande variabilite´ d’apparence
des pie´tons et de de´formabilite´ de leur signature visuelle repre´sentant des
sources d’ame´liorations possibles.
1. Illustrations issues de travaux du CAOR-Mines Paristech - A. Breheret
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(a) Exemple de sce`ne dans laquelle les pie´tons doivent eˆtre de´-
tecte´s. Les re´ponses a` un de´tecteur initial (classification Ada-


















Table 2.1 – Exemple d’utilisation d’un de´tecteur HOG+SVM
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2.4.3 De´tection du mouvement
Une autre me´thode consiste a` se concentrer sur la de´tection d’un
mouvement dans la sce`ne. Ce mouvement peut eˆtre intrinse`que, c’est a`
dire inde´pendant du mouvement du porteur (ce qui implique de de´terminer
celui-ci), ou bien intrique´ mais singulier (dans ce cas on ne de´termine
pas le mouvement propre, mais on peut le dissocier du mouvement perc¸u
porte´ par les objets statiques). Il est par ailleurs possible d’utiliser une ou
plusieurs came´ras.
La de´tection d’objets mobiles a` partir d’un point de vue statique est
une premie`re e´tape, notamment re´solue dans la litte´rature en faisant appel
a` une soustraction des parties approximativement constantes de l’image.
Les premie`res propositions dans ce domaine sont relativement anciennes,
et introduisent notamment des techniques de morphologie mathe´matique
pour traiter les proble`mes de bruit et de segmentation (voir Allen par
exemple [?]). La contrainte d’immobilite´ du point de vue est cependant tre`s
forte, et rend cette approche inutilisable dans de nombreuses applications
de robotique par exemple.
D’autres techniques proposent de prendre en compte d’un flux optique
dense, et notamment des corre´lations locales de celui-ci, relativement
inde´pendantes du mouvement du porteur au niveau d’un objet. Pauwels
( [Pauwels and Hulle, 2004]) propose ainsi une segmentation des objets
ayant un mouvement propre, a` partir du flux optique d’une unique came´ra.
Un estimateur robuste (exploitant la fonction de couˆt de Tukey, aussi
appele´e « biweight » ou bicarre´) est utilise´.
L’usage de plusieurs came´ras simplifie l’estimation de l’ego-motion en
pre´sence de points marginaux, et peut par ailleurs permettre d’estimer re-
lativement simplement la position approximative des objets mobiles pos-
te´rieurement a` leur de´tection. Badino ( [Badino et al., 2008]) propose une
estimation dans l’espace du vecteur vitesse des objets observe´s, une fois
l’ego-motion estime´e et la position des points dans l’espace obtenue par tri-
angulation. Bak ( [Bak, 2011]) propose de se fonder sur les variations de
position dans l’espace image d’un dispositif de ste´re´o-vision, c’est a` dire a`
la fois sur le flux optique (apre`s compensation de l’ego-motion) et sur la
variation de disparite´ au niveau d’un e´le´ment donne´. De meˆme, Agrawal
( [Agrawal et al., 2007]) propose, une fois estime´ le mouvement propre de
manie`re robuste, de de´tecter les objets mobiles dans l’espace de la disparite´.
Il se base pour cela sur la diffe´rence entre l’apparence attendue, du fait de
l’observation pre´ce´dente et du mouvement estime´, les parties de l’image dif-
fe´rant de la pre´diction effectue´e pour un environnement rigide e´tant donc
suppose´s mobiles. De manie`re relativement similaire, mais non dense, Lenz
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et al. ( [Lenz et al., 2011]) proposent de se baser sur les positions successives
de points d’inte´reˆt dans l’espace, une fois pris en compte le de´placement du
ve´hicule, pour de´tecter les objets mobiles.
2.4.4 Localisation
La localisation au sein d’un environnement connu est un proble`me
re´current de la robotique, que de nombreuses e´quipes ont re´solu de manie`re
diffe´rente. On de´crit ici quelques unes des me´thodes pre´sentes au sein
du domaine de la vision, mais ce proble`me est e´galement adressable par
quantite´ d’autres capteurs, notamment par l’utilisation d’un te´le´me`tre
laser. Dans le cas de la vision donc, on pourra dissocier une approche par
points d’inte´reˆts et une approche par optimisation comme e´tant les plus
pre´sentes dans l’e´tat de l’art.
Une approche par points d’inte´reˆt consiste a` extraire de l’environnement
a` cartographier des e´le´ments singuliers des diffe´rentes localisations possibles,
ces e´le´ments e´tant identifie´s par des descripteurs visuels (par exemple SIFT
ou SURF, pre´sente´s dans la section 3.2.2.1). Il s’agit ensuite d’e´tablir un
ordonnancement de ces descripteurs a` meˆme d’autoriser une localisation
rapide suite a` une observation. Ceci passe souvent par la re´alisation d’un
graphe, dont l’ordonnancement refle`te la proximite´ des environnements, de
manie`re a` converger tre`s rapidement lors de la recherche sur le graphe vers
un ensemble de descripteurs corrects lors de l’observation de quelques-uns
d’entre eux. L’approche la plus souvent retenue pour de´crire une localisation
donne´e est celle du « sac de mots », par analogie a` un texte qui serait de´crit
par l’ensemble des mots le constituant, sans notion d’ordonnancement. De
meˆme, une sce`ne est alors de´crite par l’ensemble des descripteurs pre´sents,
sans ordonner ceux-ci les uns par rapport aux autres. La localisation de
l’observation peut alors eˆtre re´alise´e en prenant en compte l’ensemble des
descripteurs pre´sents par rapport a` ceux pre´sents dans le « sac de mot »
enregistre´, par un syste`me de vote ( [Filliat, 2007]). Cette approche peut
eˆtre re´alise´e en temps diffe´re´, ou en temps re´el, par exemple pour pouvoir
de´tecter une fermeture de boucle dans un dispositif de SLAM visuel ( [Mei
et al., 2009], [Mei et al., 2010]). L’utilisation de descripteurs spe´cifiques a`
une sce`ne donne´e peut e´galement eˆtre re´alise´e en conside´rant un continuum
de descripteurs (par opposition a` une segmentation de ceux-ci en « sac de
mots »), des crite`res ge´ome´triques de proximite´ permettant dans ce cas
une repre´sentation ordonne´e des descripteurs pre´sents importante pour la
robustesse de la localisation ( [Sinha et al., 2012]).
Il est donc e´galement possible d’exploiter une approche par optimisation,
pour assurer une taˆche de localisation dans un environnement connu. On se
place alors dans l’espace du capteur conside´re´ (dans le plan image donc), l’er-
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reur de position e´tant alors obtenue par les de´fauts de correspondance entre
l’observation et l’image enregistre´e ( [Cherubini and Chaumette, 2010]).
Cette me´thode peut eˆtre ge´ne´ralise´e par l’utilisation de sphe`res d’images,
couvrant tout l’angle solide ( [Meilland et al., 2011]) autour du porteur. Une
approche similaire, mais n’utilisant pas l’inte´gralite´ de l’image, est e´galement
possible ( [Dayoub et al., ]). Dans cette approche, une pyramide (variation
d’e´chelle de la plus grossie`re a` la plus pre´cise) peut eˆtre utilise´e pour acce´le´-
rer la localisation, en plus d’une hie´rarchisation des acquisitions de re´fe´rence
sous la forme de graphe. Une fonction de salience est par ailleurs utilise´e pour
ne conserver que les e´le´ments discriminants de l’image et acce´le´rer le calcul.
Cette approche est notamment pre´sente dans la litte´rature sous le nom de
Visual Servoing (asservissement visuel).
2.4.5 Suivi dans le temps des objets mobiles
Diffe´rents aspects sont a` prendre en compte pour re´pondre a` cette
proble´matique. Les de´tections d’objets mobiles ne sont en effet pas parfaites,
et un cadre algorithmique permettant d’estimer la re´alite´ des observations
et leur cohe´rence dans le temps est indispensable. Le nombre d’objets
pre´sents est initialement inconnu, et peut varier dans le temps, l’algorithme
utilise´ pour les estimer devant donc eˆtre capable de prendre en compte des
probabilite´s d’apparition et de disparition non nulles. Il est par ailleurs
ne´cessaire d’estimer l’association dans le temps entre les observations conse´-
cutives, celle-ci n’e´tant pas toujours un produit direct de l’observation, ou
bien soumis a` un bruit de mesure. La plupart des approches propose´es dans
la litte´rature prennent en compte la nature stochastique des observations
dans un cadre probabiliste, mais de nombreuses me´thodes sont possibles
et cette notion probabiliste n’est pas strictement obligatoire. Une revue
tre`s comple`te de diffe´rentes me´thodes pre´sentes dans la litte´rature est
notamment visible dans un manuscrit de Bailey ( [Bailey, 2002]), on en
pre´sente quelques unes parmi les plus connues dans les paragraphes suivants.
2.4.5.1 Associations uniques et locales
Il est tout d’abord possible de ne conside´rer qu’une fonction d’asso-
ciation « binaire », dans le sens ou` l’hypothe`se la plus vraisemblable est
la seule prise en compte. De nombreuses me´thodes sont possibles pour
de´terminer ces associations unitaires.
Celle-ci peut eˆtre de´termine´e par une me´thode relativement directe, en
exploitant notamment des seuillages spatiaux et temporels pour re´duire les
fausses de´tections, comme mis en œuvre par Lenz et al. dans une publication
re´cente ( [Lenz et al., 2011]). Les associations entre les observations et l’e´tat
pre´ce´dent du syste`me sont effectue´es selon la technique dite GNN (Global
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Nearest Neighbour, Voisin le plus proche globalement), c’est a` dire que
chacune des observations est associe´e a` l’objet dont la position pre´dite est la
plus proche. Chaque association est dans ce cas exclusive, une observation
e´tant associe´e a` un unique objet pre´-existant et re´ciproquement. Cette
me´thode peut eˆtre prise en de´faut en pre´sence de nombreuses cibles proches,
et les associations peuvent notamment eˆtre errone´es lors d’occultations.
2.4.5.2 Associations uniques globales
Bailey et al. ( [Bailey et al., 2000]) proposent de prendre en compte
individuellement la contribution d’e´le´ments distinctifs de la cible pre´ce´dente
et de la nouvelle observation, par exemple des caracte´ristiques ge´ome´triques
ou des descripteurs visuels. L’association d’une cible a` une observation peut
alors eˆtre vue comme un ensemble de correspondances entre chacun de leurs
descripteurs. L’ensemble des correspondances possibles dessine un graphe,
la me´thode de Bailey et al. stipulant que l’association retenue sera celle
faisant le plus consensus (dans le sens du nombre de descripteurs associe´s),
sous la contrainte du respect de contraintes ge´ome´triques e´ventuelles.
D’autres me´thodes sont possibles pour ne retenir que l’ensemble des
associations unitaires e´tant globalement optimales, se basant souvent sur la
de´finition d’une fonction de vraisemblance qui sera maximise´e pour de´ter-
miner les associations les plus probables. Cette fonction de vraisemblance
peut notamment inclure un facteur de proximite´, mais aussi d’identification
par classe, ou par dimensions par exemple. Le calcul de l’optimum global
n’est pas trivial, du fait du tre`s grand nombre de degre´s de liberte´ du
proble`me en pre´sence de cibles multiples.
2.4.5.3 Associations combine´es probables
Le bruit de mesure et la proximite´ des cibles rendent parfois difficile la
de´termination d’une unique correspondance entre les e´tats pre´ce´dents et
courants. La mode´lisation de cette me´connaissance peut se faire de manie`re
probabiliste, plusieurs associations e´tant envisage´es tandis qu’une combi-
naison de celles-ci est finalement retenue. Cette me´thode est connue sous le
nom de PDA (Probabilistic Data Association, Association probabiliste des
donne´es), et fut initialement propose´e par Bar-Shalom ( [Bar-Shalom and
Tse, 1975, Bar-Shalom, 1978]). La the´orie de´veloppe´e par cette me´thode
est proche du filtre GM-PHD propose´ ulte´rieurement (Gaussian Mixture
- Probability Hypothesis Density, Filtre par densite´ de probabilite´ des
hypothe`ses, mode´lise´es par des mixture de gaussiennes), pre´sente´ dans la
section 5.2.4.3. Cette me´thode a e´te´ initialement propose´e par Vo et Ma
( [Vo and Ma, 2006]) comme une propagation approximative du filtre PHD.
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Les hypothe`ses de pre´sence d’objet mobile ou d’association sont dans ce cas
repre´sente´es par des ensembles finis ale´atoires (RFS, Random Finite Set) de
Gaussiennes, les hypothe`ses finalement les plus probables e´tant conserve´es.
On pourra notamment citer Ivekovic et Clark ( [Ivekovic and Clark, 2009])
pour une application de ces principes dans l’espace de la disparite´, et
Chen et al. ( [Chen et al., 2011]) pour une application dans le domaine
du suivi d’objets de´tecte´s visuellement. Bien qu’envisageant de manie`re
probabiliste plusieurs hypothe`ses d’associations, cette me´thode mode´lise
ne´anmoins l’e´tat final de chacune des cibles par une unique Gaussienne,
c’est a` dire que les hypothe`ses multiples ne sont pas propage´es dans le temps.
2.4.5.4 Suivi d’hypothe`ses multiples
La gestion d’associations probablement multiples a e´te´ initialement
propose´e par Reid [Reid, 1979], et est maintenant connue sous le nom de
MHT (Multi-Hypothesis Tracking, suivi d’hypothe`ses multiples). Dans cette
approche, les hypothe`ses d’associations sont corrige´es a posteriori, compte
tenu des observations ulte´rieures. Cet algorithme propose donc une e´tape
de ge´ne´ration d’hypothe`ses, dans le cas ou` une association unique n’est
pas satisfaisante, puis une e´tape de confrontation des hypothe`ses existantes
aux observations. Une e´tape de simplification des hypothe`ses existantes est
e´galement pre´sente, approximation qui permet de simplifier le traitement en
temps re´el des associations possibles. Ces principes sont e´galement visibles
dans le filtre GMPHD que nous pre´sentons dans la section 5.2.4.3, bien que
celui-ci ne propage pas d’hypothe`ses multiples.
2.4.5.5 Algorithmes probabilistes, denses en 2 dimensions
Le proble`me de l’association des mesures dans le temps, de la gestion
des fausses de´tections et d’un nombre fluctuant de cibles pre´sentes peut eˆtre
envisage´ de manie`re tre`s diffe´rente. Il est ainsi possible de se concentrer sur
un e´chantillonnage spatial de variables telles que l’occupation, plutoˆt que
sur l’e´volution de chacune des cibles pre´sentes. La finalite´ est similaire (l’es-
timation de la probabilite´ d’occupation en tout point de l’espace permet
de de´tecter les obstacles potentiels, par exemple), mais le proce´de´ est bien
diffe´rent. Plusieurs approches base´es sur ce principe sont pre´sentes dans la
litte´rature, par extension au travail fondateur de Moravec et Elfes ( [Mo-
ravec and Elfes, 1985,Moravec, 1988]) sur les grilles d’occupation. Chen et
al. ( [Chen et al., 2006]) proposent d’exploiter un filtre baye´sien en deux
dimensions connu sous le nom de BOF (Bayesian Occupancy Filter, Filtre
d’occupation Baye´sien), qui de´finit a` partir d’une discre´tisation de l’espace
dans le plan navigable l’e´tat propage´ le plus probable. Il faut pour cela de´finir
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des probabilite´s de transitions entre diffe´rentes positions spatiales, compte
tenu des variables estime´es, qui comprennent dans ce cas l’occupation et la
vitesse. Toutes les cellules repre´sentant l’espace navigable discret sont alors
propage´es. En suivant un principe relativement similaire, mais en se limitant
a` la propagation de cibles de´ja` observe´es sur un maillage discret, Gate et al.
( [Gate et al., 2009]) proposent eux aussi un algorithme Baye´sien d’estima-
tion de l’e´tat d’un environnement dynamique. Cette approche est pre´sente´e
de manie`re plus approfondie dans ce manuscrit, dans la section 5.3. Une me´-
thode similaire base´e sur la the´orie des croyances est par exemple propose´e
par Moras et al. ( [Moras et al., 2011]).
2.5 Perception globale : syste`mes SLAMMOT
La litte´rature emploie couramment le terme SLAMMOT (Simulta-
neous Localisation And Mapping and Mobile Objet Tracking, Localisation,
construction d’une carte et suivi des objets mobiles simultane´ment) pour de´-
signer les algorithmes permettant de re´soudre dans une approche cohe´rente
(avec un certain degre´ d’intrication) les proble´matiques de positionnement
de points spe´cifiques de la sce`ne et d’estimation du mouvement, tout en
de´tectant et en suivant les objets mobiles. Nous reprendrons cet acronyme
anglophone dans les paragraphes suivants. Ces algorithmes ont pour parti-
cularite´ commune de fonctionner dans un repe`re carte´sien orthonormal, du
fait de la reconstruction de l’environnement qui y prend place. On peut a` cet
e´gard les opposer a` certaines des me´thodes pre´sente´es pre´ce´demment dans
lesquelles les estimations sont re´alise´es dans un repe`re lie´ au capteur utilise´.
Cette reconstruction dans un espace tiers peut alourdir le calcul, et rendre
plus difficile l’estimation des erreurs, mais est notamment importante pour
fusionner des informations provenant de capteurs tre`s diffe´rents.
On pre´sente dans les sections suivantes des me´thodes propose´es pour
re´soudre le proble`me SLAMMOT avec une ou plusieurs came´ras. Cette dis-
tinction n’est pas anodine, car ce proble`me peut eˆtre re´solu avec une unique
came´ra, mais des restrictions s’appliquent alors. Tous les parame`tres du pro-
ble`me ne sont en effet pas directement accessibles avec une unique came´ra,
du fait de la nature projective du proce´de´ d’imagerie, et certains mouvements
ou dispositions ge´ome´triques peuvent eˆtre proble´matiques. On pourra par
exemple se re´fe´rer au travail de Lin et Wang ( [Lin and Wang, 2010]), qui
comparent un dispositif SLAMMOT mono-vision et ste´re´o-vision par rap-
port a` une re´fe´rence a` base de te´le´me`tre laser. On pourra e´galement se re´fe´rer
a` la comple`te e´tude d’observabilite´ de Vidal et al. ( [Vidal et al., 2002]), qui
couvre la faisabilite´ de la de´tection d’un ou plusieurs objets inde´pendant a`
partir de deux vues. On pourra enfin se re´fe´rer a` l’e´tude d’observabilite´ de
Sola` Ortega et Devy ( [Sola` et al., 2007]). L’observation d’un objet mobile
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dont le vecteur vitesse est identique a` celui du re´fe´rentiel de la came´ra est
un exemple simple de situation non de´finie pour un syste`me SLAMMOT
mono-came´ra.
2.5.1 Monovision
Les taˆches imputables a` un syste`me SLAMMOT sont difficiles a` re´soudre
avec une unique came´ra, du fait des nombreuses inconnues introduites dans
le syste`me par l’ope´ration de projection sur le syste`me d’imagerie. Il est
cependant possible de re´soudre ce proble`me the´oriquement, avec certaines
limitations, notamment sur le ratio entre les observations de points mobiles
et statiques, et sur les mouvements du porteur. Ce syste`me n’est, par
exemple, pas re´soluble dans le cas d’une observation a` partir d’un porteur
statique, dans lequel les objets mobiles peuvent eˆtre de´tecte´s mais non
positionne´s sans d’autres hypothe`ses. D’autres situations sont par ailleurs
proble´matiques, par exemple lors de l’observation d’un objet ayant le meˆme
vecteur vitesse que le porteur de la came´ra.
Les SLAM visuels base´s sur un filtre de Kalman e´tendu (4.3), sur le
mode`le de l’article fondateur de Davison [Davison, 2003], proposent une fa-
c¸on e´le´gante de re´soudre ce syste`me. Cet algorithme a notamment e´te´ com-
ple´te´ par Montiel ( [Montiel et al., 2006]), et contient assez naturellement
la possibilite´ de de´tecter et de suivre les objets mobiles. Tous les points a`
positionner, ainsi que la position courante de la came´ra, sont pre´sents dans
cette approche dans le vecteur d’e´tat d’un filtre. L’e´tape de mise a` jour du
filtre doit eˆtre robuste, afin de restreindre les observations prises en compte
aux objets statiques, mais elle fournit la possibilite´ de mettre a` jour inde´-
pendamment la mesure correspondant a` des points marginaux (par exemple
de´termine´s par une approche par consensus de type RANSAC), et par la`
meˆme d’en estimer la position au fil du temps. Il s’agit notamment de l’ap-
proche propose´e par Wangsiripitak et Murray ( [Wangsiripitak and Murray,
2009]). On pourra notamment trouver une e´valuation d’une telle approche
par Lin et Wang ( [Lin and Wang, 2010]), notamment par comparaison avec
un dispositif multi-came´ras. On constate dans cette re´fe´rence qu’une ap-
proche par came´ras multiple est toujours plus performante dans la de´tection
et le suivi d’objets mobiles qu’une approche mono-came´ra.
2.5.2 Ste´re´ovision et came´ras multiples
L’utilisation de came´ras multiples re´sout en ge´ne´ral le proble`me d’obser-
vabilite´ souleve´ dans le paragraphe pre´ce´dent, dans lequel les observations
d’une unique came´ra peuvent eˆtre prises en de´faut. Diffe´rentes strate´gies
sont cependant possibles pour de´tecter, positionner et suivre les objets
mobiles.
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Il est tout d’abord possible de de´tecter les objets mobiles a posteriori,
c’est a` dire conse´cutivement a` une observation dans laquelle tous les
e´le´ments observe´s sont initialement indistincts. La mise en relation de
chacune de ces observations avec l’e´tat du syste`me (dans le cadre par
exemple d’un filtre baye´sien) permet alors de dissocier les points probables
des points marginaux. C’est une approche pre´sente dans de tre`s nombreuses
publications base´es sur un SLAMMOT par EKF, notamment la` encore par
Lina ( [Lin and Wang, 2010]), ou bien par Sola` Ortegua et Devy ( [Sola`
et al., 2007]) ou encore Marquez et al. [Marquez, 2012]. Cette approche de
la de´tection et du suivi des objets mobiles est e´galement possible lorsque
l’e´tape dite de « SLAM » est confie´e a` un processus d’optimisation, comme
le montrent notamment Zou et al. ( [Zou and Tan, 2013]) dans un dispositif
exploitant de multiples came´ras sans lien rigide.
Il est a` l’inverse possible de se baser sur une de´tection a priori des ob-
jets mobiles pour re´soudre le proble`me du SLAMMOT, en exploitant par
exemple les avance´es re´centes des syste`mes d’apprentissage et de reconnais-
sance. Il s’agit dans ce cas de reconnaˆıtre des objets probablement mobiles,
et de supposer qu’il s’agit la` de l’ensemble des objets que l’on souhaite
suivre dans notre taˆche SLAMMOT. C’est notamment l’approche suivie par
Schindler ( [Schindler et al., 2010]), qui utilise une de´tection pre´alable des
pie´tons (dont la silhouette est apprise par SVM sur un descripteur de type
HOG, comme de´crit dans 2.4.2) pour les extraire d’un syste`me de SLAM
visuel. Le suivi probabiliste des pie´tons est confie´ a` un re´seau baye´sien,
l’ensemble ame´liorant significativement les performances d’une de´tection de
pie´ton seule.
2.6 Approche propose´e
2.6.1 Observations sur les me´thodes existantes
De nombreuses approches ont e´te´ pre´sente´es ici, bien que trop rapide-
ment, re´pondant a` tout ou partie des proble´matiques initiales : comment
acque´rir des informations sur l’environnement courant, puis de´tecter,
positionner et suivre les objets mobiles ? Certaines de ces taˆches sont
individuellement tre`s bien maˆıtrise´es avec les algorithmes pre´sents dans la
litte´rature, comme la reconstruction de l’environnement statique autour
du porteur, ou la gestion d’e´le´ments mobiles parmi les points suivis. Il
existe cependant tre`s peu d’approches globales, incluant la prise en compte
des objets mobiles, centre´e sur la perception des obstacles et a` meˆme
de fournir suffisamment d’informations pour re´pondre a` une taˆche de
planification de trajectoire. Une extension des propositions existantes pour
re´pondre a` cette proble´matique n’est en ge´ne´ral pas triviale, la plupart des
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limitations souleve´es (prise en compte des objets mobiles, faible densite´ des
observations, positionnement dans l’espace des obstacles de´tecte´s,..) e´tant
intrinse`ques a` la me´thode propose´e.
On tentera par la suite de re´pondre a` cette proble´matique, en proposant
une de´marche globale centre´e sur ces besoins :
— Suivi fiable dans le temps :
Du fait de nos besoins en matie`re de perception de la dynamique, le
suivi dans le temps d’e´le´ments de la sce`ne observe´e est primordial.
Il s’agit de l’unique source d’informations externes du syste`me pour
re´pondre aux besoins de localisation, cartographie et suivi des objets
mobiles. Contrairement aux besoins de certaines approches, qui ne
de´terminent, par exemple, pas le mouvement a` partir du flux optique
ou de la disparite´, la qualite´ du suivi de point est tre`s importante
dans une approche globale.
— Grande densite´ d’e´chantillonnage :
Ce point sera pre´cise´ dans le chapitre suivant, mais on remarque
ici que la taˆche de de´tection des obstacles suppose bien suˆr que
nous suivions et positionnons suffisamment d’e´le´ments de la sce`ne
pour que les obstacles soient pre´sents dans l’e´chantillonnage re´alise´.
Certaines approches de SLAMMOT propose´es pre´ce´demment sont
a` notre en sens trop limite´es en termes de nombre de points traite´s
pour servir de base a` une de´tection des obstacles, et nous tenterons
de re´pondre a` ce besoin par une approche diffe´rente.
— Gestion des objets mobiles :
Il existe de nombreuses approches de type SLAM re´pondant a` la
proble´matique pre´ce´dente, du fait de leur gestion d’un nombre
tre`s important de points (a` la suite notamment de la publication
fondatrice de Mouragnon et Lhuillier [Mouragnon and Lhuillier,
2006] et de l’algorithme PTAM de Klein et Murray [Klein and
Murray, 2007]). Ces me´thodes ne conside`rent cependant pas, en
ge´ne´ral, l’e´volution dans le temps de la position des points. De
meˆme, certaines me´thodes se basent sur une combinaison de SLAM
e´pars combine´ a` un calcul dense de carte de profondeur, graˆce a`
un dispositif de ste´re´o-vision (voir Lategahn et al. [Lategahn et al.,
2011] par exemple). L’absence du suivi de l’inte´gralite´ des points
dans le temps n’autorise pas la prise en compte de leur mouvement.
Notre de´marche ne´cessite donc un suivi dans le temps de l’inte´gralite´
des points positionne´s.
— Traitement temps re´el, ou pouvant raisonnablement l’eˆtre :
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La navigation autonome d’un ve´hicule ge´ne`re de nombreux be-
soins qui doivent eˆtre traite´s en temps re´el, parmi lesquels la
perception de l’environnement. Celle-ci forme en effet, avec la
planification de trajectoire et les moyens de de´placement un asser-
vissement cyclique, conditionne´ par le plus lent de ses e´le´ments.
Nous souhaitons finalement proposer un algorithme capable de
re´soudre les proble´matiques pre´ce´dentes tout en conservant un
temps de calcul de l’ordre de la pe´riode d’acquisition, afin de
pouvoir assurer une exe´cution en temps re´el. Cette contrainte ne
doit pas ne´cessairement eˆtre respecte´e stricto sensu, s’agissant d’un
travail de recherche. On s’attachera cependant a` proposer une ap-
proche pouvant raisonnablement pre´tendre a` cette dure´e d’exe´cution.
2.6.2 E´tapes principales de l’approche retenue
L’approche propose´e tient compte des nombreux travaux introduits
dans les paragraphes pre´ce´dents, tout en se focalisant sur l’acquisition d’une
connaissance de l’environnement proche a` meˆme d’assurer une navigation
autonome. Il ne s’agit donc pas d’une me´thode centre´e sur la cartographie
absolue, ou sur l’estimation d’une trajectoire.
1. Informations visuelles :
On se base tout d’abord sur une de´tection et un suivi, dans le temps
et sur une paire de came´ras, de points d’inte´reˆt. Si les me´thodes a`
base d’apprentissage obtiennent d’ores et de´ja` de tre`s bons re´sultats
en matie`re de de´tection d’obstacles, il ne s’agit pas d’une approche
ge´ne´rale, dans le sens ou` elle se limite aux classes d’objets de´ja`
identifie´es. Notre travail s’est concentre´ sur une me´thode plus
agnostique, de de´tection des objets mobiles, quelconques. Une fusion
de ces techniques est cependant possible, et sans doute souhaitable.
Nous avons, par ailleurs, fait le choix d’un suivi de points spe´cifiques,
et non de l’inte´gralite´ de l’image, pour cette premie`re e´tape d’ac-
quisition d’informations sur l’environnement. Un flux optique dense
fonctionne, en effet, graˆce a` une contrainte d’optimisation globale,
qui assure un suivi optimal en moyenne mais ne garantit pas la
qualite´ des suivis individuels. Dans le cas du suivi dans le temps de
points visuellement non de´finis (par une absence de contraste local
notamment), un suivi dense fournira par exemple un re´sultat dont la
qualite´ n’est pas ve´rifiable, ce que nous souhaitons e´viter. On devine
par ailleurs sur la figure 3.5 que tous les e´le´ments du flux optique
ne sont pas ne´cessairement corrects dans cette approche dense. Il
est ensuite difficile de de´terminer les e´le´ments fautifs, et nous avons
donc choisi de nous concentrer sur une approche parcellaire. Un suivi
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dense dans le temps est par ailleurs de´licat a` mettre en œuvre en
temps re´el, et cette exe´cution rapide constituait un de nos pre´requis
initiaux.
Le maintien d’un ensemble de points d’inte´reˆt de´crivant la sce`ne
proche du porteur constitue ainsi une premie`re e´tape de notre
algorithme, qui sera de´taille´e dans le chapitre 3.
2. Estimation du mouvement et de l’environnement statique :
L’influence des mouvements du porteur dans l’e´volution de la sce`ne
perc¸ue, et l’inte´reˆt de l’accumulation des informations dans le
temps, motivent ensuite le chapitre 4. L’e´tat de l’art des me´thodes
de de´termination du mouvement d’une came´ra est important et
sera pre´sente´, ainsi que l’approche que nous proposons. Celle-ci
vise a` re´pondre a` des besoins de rapidite´ et de robustesse, tout en
exploitant le cadre pre´ce´dent de suivi de points d’inte´reˆt sur une
paire ste´re´oscopique, mais nous ne de´veloppons pas d’estimation
globale de la trajectoire.
La multiplicite´ des observations (les meˆmes points d’inte´reˆt peuvent
eˆtre observe´s de manie`re re´pe´te´e) nous ame`ne ensuite a` proposer
un filtrage de la position des points observe´s, dans la mesure ou`
ceux-ci sont statiques. On peut en effet dissocier a` cet e´tape de
de´termination du mouvement les points respectant un mouvement
d’ensemble cohe´rent, et a` l’inverse isoler de potentiels points mobiles.
3. Gestion des e´le´ments mobiles :
Les points ne respectant pas une transformation rigide de la sce`ne
peuvent eˆtre confondus avec des erreurs de suivi, et ne sont pas
vraiment exploitables en l’e´tat car trop nombreux et non structure´s.
On propose donc dans le chapitre 5 un cadre algorithmique pour
de´tecter tout d’abord les points mobiles, puis les segmenter en objets
relativement rigides (car affichant un vecteur vitesse approximative-
ment uniforme, la tole´rance pre´sente lors des e´tapes de segmentation
permettant de prendre en compte les le´ge`res disparite´s pre´sentes
sur des objets de´formables, tels que des pie´tons) ; et enfin filtrer et
suivre dans le temps ces e´le´ments mobiles. La segmentation propose´e
exploite les informations qui de´coulent des e´tapes pre´ce´dentes, et
qui ne sont pas communes dans la litte´rature. On dispose en effet de
nuages de points e´chantillonne´s dans le temps, et dont les associa-
tions temporelles sont connues, ce qui nous permet de proposer une
de´tection des points mobiles et une segmentation spe´cifiques.
On dispose finalement d’une repre´sentation en trois dimensions des e´le´-
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3.1 Introduction
On s’inte´resse ici a` quelques unes des approches pre´sentes dans la
litte´rature dans le domaine de l’acquisition d’informations visuelles, avant
de pre´ciser l’algorithme que nous proposons et avons mis en œuvre. De
nombreuses informations peuvent eˆtre acquises visuellement (reconnais-
sance d’objets, de´tection de mouvement, etc), et il s’agit d’un domaine
de recherche particulie`rement important ces dernie`res anne´es. Comme
pre´sente´ dans la section 2.6, nous nous sommes concentre´s sur un moyen
d’acquisition d’informations quasi-ponctuelles a` partir d’images successives,
et ne nous ne de´taillerons donc pas l’ensemble des diffe´rentes techniques
accessibles. On pourra cependant retenir que d’autres approches, parfois
comple´mentaires a` la noˆtre, sont possibles, et qu’il s’agit d’une perspective
de de´veloppement de notre travail a` ne pas ne´gliger.
Les indices visuels qui constituent le premier e´le´ment de notre chaˆıne al-
gorithmique peuvent eˆtre de´finis de diverses fac¸ons, notamment selon les al-
gorithmes utilise´s. Il s’agit dans tous les cas d’e´le´ments singuliers de l’image,
c’est-a`-dire diffe´rentiables de leurs voisins (selon une me´trique qui conside`re
souvent une forme de corre´lation sur leur voisinage). Cette singularite´ est le
plus souvent seulement locale, c’est-a`-dire qu’il n’y a pas ne´cessairement uni-
cite´ de ce point, meˆme accompagne´ de son voisinage proche, dans l’image
entie`re. On notera par la suite ces indices visuels « points d’inte´reˆt ». Il
s’agira paradoxalement d’e´le´ments ayant tous les attributs de la ponctualite´
dans l’espace, mais e´tant de´finis sur un ensemble d’e´le´ments du plan image.
On pre´sentera tout d’abord un e´tat de l’art des algorithmes pre´sents dans
la litte´rature, apre`s avoir introduit la notion de densite´ d’informations per-
c¸ues, et explique´ notre choix de nous concentrer sur la de´tection et le suivi
d’e´le´ments singuliers de l’image. Une seconde partie sera consacre´e a` la pre´-
sentation de l’algorithme que nous proposons pour assurer le suivi fiable de
nombreux points d’inte´reˆt. Une dernie`re partie sera enfin consacre´e a` une
e´valuation des performances obtenues, et a` l’explication de quelques spe´cifi-
cite´s techniques mises en œuvre.
3.2 E´tat de l’art
On pre´sente dans ce qui suit les techniques pre´sentes dans la litte´ra-
ture pour assurer la de´tection et le suivi de points singuliers a` partir de
se´quences d’images. On montre tout d’abord que l’utilisation de la vision
est pertinente pour l’acquisition d’informations ponctuelles dans l’espace,
quand bien meˆme ces informations ne repre´sentent pas l’inte´gralite´ des don-
ne´es acquises. On pre´sente ensuite diffe´rents algorithmes, e´pars et denses,
qui permettent de de´tecter et suivre dans le temps ces e´le´ments de l’image.
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calcul est simplifie´ pour les dispositifs que nous allons conside´rer par la suite,
du fait de l’angle solide couvert, lorsqu’il s’agit d’un intervalle de´fini sur
deux axes. En notant ∆Φ l’ouverture angulaire verticale, et ∆Θ l’ouverture
angulaire horizontale, l’angle solide couvert s’e´crit alors :







Dans le cas d’un capteur ayant une couverture a` 360◦, l’angle solide Ω
s’e´crit :




3.2.1.2 Comparaison selon les capteurs :
Conside´rons maintenant quelques capteurs et usages typiques des taˆches











Came´ra - E´pars 100 55◦ 40◦ 0.1 1
Came´ra - E´pars 4k 55◦ 40◦ 0.1 40
Came´ra - Dense 300k 55◦ 40◦ 0.1 3000
Velodyne - HDL32 128k 26.8◦ 360◦ 0.5 225
Velodyne - HDL64 256k 26.8◦ 360◦ 0.5 550
Kinect 300k 57◦ 43◦ 0.1 2700
Radar 125 25◦ 10◦ 0.01 10
Table 3.1 – Quelques exemples de densite´s d’e´chantillonnage
On a choisi dans le tableau 3.1 une came´ra de re´solution 640x480 dans
le cas d’un traitement dense, cette valeur pouvant eˆtre re´vise´e a` la hausse
dans nombre de publications re´centes, au prix de besoins accrus en termes
de puissance de calcul ( [Lategahn et al., 2011]). Les valeurs de 100 et 4000
points choisis dans les algorithmes dits e´pars se veulent typiques de diverses
imple´mentations de SLAM visuel, typiquement selon les approches par fil-
trage ou optimisation (cf. section 4.2). Les ouvertures angulaires choisies
dans le cas de la vision correspondent a` un angle de vue « standard » (d’une
optique de focale 35mm dans le standard 24mm*36mm), et sont a` moduler
selon les installations expe´rimentales. Ces valeurs permettent de bien poser
la proble´matique et les besoins en termes de suivi de points, dans le cadre
de la vision. L’usage des lasers de type ”Velodyne” est en effet courant dans
les recherches sur l’automatisation des ve´hicules, et sa densite´ d’informa-
tions a prouve´ eˆtre suffisante dans de nombreux usages urbains (Spinello
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et Siegwart [Spinello and Siegwart, 2010], Azim et Aycard [Azim and Ay-
card, 2012], Mertz et al. [Mertz et al., 2013]). Elle nous servira donc de
re´fe´rence pour e´valuer la pertinence d’une approche ponctuelle de la per-
ception visuelle. Les caracte´ristiques des capteurs radar notamment utilise´s
dans l’automobile ont e´te´ repris de [Schneider, 2006].
3.2.1.3 Quelques remarques :
On pourra, par exemple, distinguer les points suivants :
— On compare dans le tableau 3.1 des densite´s d’e´chantillonnage
entre un capteur te´le´me´trique a` balayage et un syste`me de vision,
sans tenir compte des limites de ces derniers, qui peuvent diminuer
l’e´chantillonnage effectif. En pratique de nombreux facteurs peuvent
impacter la qualite´ de la perception visuelle, notamment :
· les conditions d’illumination :
La dynamique d’un capteur d’imagerie e´tant commune´ment
limite´e a` environ 12 bits, les parties de l’image dont l’e´clairement
relatif a` l’e´clairement moyen est au dela` de cette dynamique
maximale seront perc¸ues comme uniformes, aucun point ne
pouvant alors eˆtre suivi. Un exemple en est pre´sente´ sur la figure
3.2, sur laquelle un histogramme de la luminosite´ des pixels
permet de mettre en e´vidence une saturation de l’acquisition
dans les tons clairs.
· la dynamique du porteur ou des e´le´ments mobiles :
Dans le cas d’un mouvement trop rapide, la vitesse d’obturation
peut ne pas eˆtre suffisante pour rendre ne´gligeable le mouvement
perc¸u pendant le temps d’inte´gration. L’objet image´ est dans ce
cas mal de´fini, jusqu’a` e´ventuellement compromettre la possibilite´
meˆme d’un suivi de points caracte´ristiques dans le temps. Cette
mauvaise de´finition peut e´galement avoir un impact sur la de´-
tection de points d’inte´reˆt, comme pre´sente´ dans [Mei et al., 2010].
· la ”de´tectabilite´” propre des objets :
Le traitement des informations visuelles est sensible (quelque
soit la solution technique retenue) a` l’aspect des objets, et
peut notamment eˆtre mis en de´faut par des objets parfaitement
uniformes.
— L’utilisation simultane´e d’un nombre raisonnable de came´ras (6
came´ras par exemple, si tant est que la puissance de calcul ne´cessaire
soit disponible, et que les crite`res pre´ce´dents soient remplis) permet
de couvrir un angle solide e´quivalent aux capteurs de type « Velo-
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les points indistinguables de leur voisins ont une contribution tre`s faible
a` l’information porte´e par l’image (par exemple dans le cas d’une zone
contigue¨ dans laquelle la re´ponse du capteur est sature´e), et l’on peut
raisonnablement supposer qu’ils n’auront jamais d’inte´reˆt a` eˆtre mis en
avant. En revanche, la se´lection des points ”<principaux » parmi ceux
restant n’est pas simple, et pourrait eˆtre envisage´e selon deux aspects :
qualite´ intrinse`que des points au sein de l’image, et leur ade´quation a` l’usage
vise´. Schmid et al. ( [Schmid et al., 2000]) proposent ainsi deux crite`res
pour la se´lection de points : la quantite´ d’information pre´sente (lie´e au
degre´ d’entropie locale) et la re´pe´tabilite´, conside´rant donc par ce deuxie`me
crite`re que l’usage qu’il est fait des points de´tecte´s (par exemple SLAM, ou
suivi d’objet) rentre aussi en compte. Il s’agit de l’approche que nous avons
suivi dans notre comparaison de trois de´tecteurs (3.4.1), prenant en compte
le temps de calcul ne´cessaire a` la de´tection d’un nombre de points donne´s,
et la qualite´ de ceux-ci dans une perspective de suivi dans le temps.
La de´tection de points d’inte´reˆts pre´sente dans la litte´rature s’articule
autour de trois grandes approches, que l’on peut re´sumer brie`vement par les
quantite´s suivantes :
— Contour :
les points d’inte´reˆt se situent sur des points remarquables des
contours de´tecte´s dans l’image.
— Intensite´ :
les valeurs d’intensite´ sur un voisinage sont discriminantes, par
exemple la re´ponse a` une fonction d’auto-corre´lation.
— Optimisation parame´trique :
on pre´-suppose une forme arbitraire pour les points recherche´s, cette
forme de´finit une fonction de couˆt dont les extrema sont recherche´s
dans l’image.
On pre´sente dans la suite quelques uns des de´tecteurs de points d’inte´reˆt
les plus utilise´s, mais cet e´tat de l’art ne peut eˆtre exhaustif dans le cadre de
ce manuscrit de the`se, et le lecteur pourra se reporter sur la litte´rature du do-
maine pour plus d’informations (par exemple [Tuytelaars and Mikolajczyk,
2007] et [Schmid et al., 2000] pour une revue, [Shi and Tomasi, 1994] [Bay
et al., 2006] [Lowe, 1999] et [Rosten and Drummond, 2006] pour des articles
de re´fe´rence, ou encore [Sood, 2008] pour une application au SLAM visuel).
Harris :
Le de´tecteur de Harris s’inte´resse aux points singuliers en terme de gra-
dient, et conside`re pour cela une fonction de couˆt, base´e sur l’intensite´ des
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pixels sur un voisinage donne´. Celle-ci exploite une proposition de Moravec
( [Moravec, 1980]), qui propose en 1980 de conside´rer la somme des diffe´-
rences au carre´ (Sum of Squared Differences, souvent note´ SSD) autour du
point conside´re´. Harris ( [Harris and Stephens, 1988]) introduit en 1988 une
approximation de la de´rive´e seconde de cette fonction de couˆt, en utilisant










avec Îx un ope´rateur re´alisant la diffe´rence des valeurs d’intensite´s sur un
voisinage selon l’axe x. La re´ponse du de´tecteur est alors, avec k un para-
me`tre d’ajustement :
R = Det(H)− k ∗ Tr(H)2k = parame`tre d’ajustement (3.5)
Cette re´ponse de´pend de l’amplitude des valeurs propres de la matriceH,
sans pour autant en ne´cessiter le calcul explicite. Ce de´tecteur peut se mon-
trer trop sensible au bruit pre´sent dans l’image, auquel cas un lissage peut
eˆtre initialement applique´. Il est e´galement possible de choisir la fonction de
diffe´rence I pour mieux prendre en compte ce proble`me. Un de´faut de ce
de´tecteur, de´veloppe´ dans la suite de notre e´tude, est en outre sa sensibilite´
a` des forts gradients unidimensionnels. Celle-ci peut l’amener a` se´lectionner
des points dont l’unicite´ sur un voisinage proche n’est pas garantie.
Shi et Tomasi : ”Good Features To Track”
Ce de´tecteur a e´te´ pre´sente´ dans [Shi and Tomasi, 1994], et se base sur le
de´tecteur pre´ce´dent. Dans cet article, Shi et Tomasi ont re´alise´ une e´tude tre`s
comple`te de cas pratiques de suivi d’e´le´ments d’une sce`ne, en conside´rant
notamment les alte´rations visibles entre le meˆme e´le´ment physique image´
de plusieurs points de vue. Leur e´tude portant sur des transformation affine
des images les ame`ne a` recommander l’usage des valeurs propres λ1 et λ2
les plus faibles de l’e´quation 3.4 comme fonction de couˆt, soit :
R = min(λ1, λ2) (3.6)
SIFT (Scale Invariant Feature Transform) :
Cet algorithme a e´te´ propose´ par Lowe et al. ( [Lowe, 1999]), et comprend
une e´tape de de´tection et une e´tape d’extraction de descripteur, c’est-a`-dire
une signature caracte´ristique et re´pe´table d’un e´le´ment de l’image, qui peut
permettre de le retrouver sur une autre prise de vue. Nous ne nous inte´-
resserons qu’a` la de´tection de points d’inte´reˆt de part notre approche, et le
descripteur SIFT (qui signifie Scale Invariant Feature Transform) ne sera
pas utilise´.
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pose par ailleurs que cette matrice hessienne soit applique´e sur une image
convolue´e par une Gaussienne, et non l’image originale, la convolution par
une gaussienne permettant une mise a` l’e´chelle de l’image (et l’invariance
du de´tecteur a` celle-ci).
HSURF =
[
Lxx(x, σ) Lxy(x, σ)
Lxy(x, σ) Lyy(x, σ)
]
(3.7)




avec l’image au point P (x, y).
Bay et al. proposent par ailleurs une approximation de cette matrice,
suivant en cela un proce´de´ similaire a` la construction des points SIFT
( [Lowe, 1999]), qui rend Lxx(x, σ) discre`te et simplifie fortement son
calcul. On note cette approximation Dxx par la suite, comme propose´
dans [Bay et al., 2006]. Ce calcul est enfin re´alise´ par le biais d’une image
inte´grale (proce´de´ courant en traitement d’image consistant a` enregistrer
pour chaque pixel la valeur cumule´e des pixels pre´ce´dents) de l’application
sur l’image comple`te de Dxx , Dxy et Dyy. Ce proce´de´ permet de calculer
les de´rive´es ne´cessaires sur l’inte´gralite´ de l’image, puis de calculer la valeur
du de´tecteur en un point P (x, y) par soustraction des valeurs voisines de
l’image inte´grale, ce qui minimise les calculs redondants lors d’une de´tection
de points d’inte´reˆt sur une image donne´e.
La fonction de couˆt conduisant a` la de´tection ou non d’un point d’inte´reˆt
est finalement une approximation du de´terminant de H (e´quation 3.7), dont
la justification est visible dans [Bay et al., 2006] (le coefficient 0.9 visant a`
ponde´rer l’erreur faite dans le calcul de de´terminant par la discre´tisation) :
R = Dxx ∗Dyy − (0.9 ∗Dxy)
2 (3.8)
Un point d’inte´reˆt est finalement se´lectionne´ de`s que la re´ponse R du de´tec-
teur SURF (e´quation 3.8) de´passe un seuil pre´alablement fixe´.
FAST (Features from Accelerated Segment Test) :
Le de´tecteur de points d’inte´reˆt FAST (Rosten et al. , [Rosten and
Drummond, 2006]) a e´te´ obtenu par apprentissage, et diffe`re en cela
des de´finitions « de´terministes » des points Harris et SURF. Il se base
cependant sur une observation a priori, celle d’une recherche de points
d’inte´reˆts sous la forme de « coins » contraste´s. Cette recherche se fait
en parcourant un cercle dit de Bresenham (discre´tise´ sur la matrice des
pixels), comme initialement propose´ dans [Rosten and Drummond, 2005].
Un coin se caracte´rise alors par un segment continu sur ce cercle de valeur
relativement homoge`ne, et nettement infe´rieure (ou supe´rieure) a` celle du
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Figure 3.4 – Une illustration partielle du de´tecteur FAST (source : Rosten
et al. [Rosten and Drummond, 2006]). Les pixels surligne´s de blanc repre´-
sentent les extre´mite´s des segments teste´s a` partir du pixel central pour
infirmer ou confirmer sa singularite´.
pixel central P , comme l’illustre la figure 3.4.
Cette de´finition doit eˆtre teste´e sur l’ensemble des segments obtenus
en parcourant le cercle de Bresenham pour valider l’existence ou non d’un
« coin » en son milieu. Chacun de ces tests constitue alors le nœud d’un
arbre binaire, qui sera parcouru tant que le test pre´ce´dent est positif. Cette
structure permet donc un rejet rapide des mauvais candidats, sans avoir
ne´cessairement a` effectuer l’ensemble des calculs ne´cessaires sur un voisi-
nage, comme il est l’usage pour d’autres de´tecteurs. Cette caracte´ristique
est inte´ressante en pratique, les points d’inte´reˆt e´tant empiriquement tre`s
minoritaires dans une image. Rosten et al. proposent d’optimiser par ap-
prentissage l’organisation de cet arbre de de´cision, afin que les re´jections les
plus probables soient effectue´es plus avant, et e´vitent des calculs probable-
ment inutiles. Cette optimisation a e´te´ re´alise´e dans le cas du de´tecteur FAST
par un re´seau de neurones, et conduit a` l’arbre binaire statique qui est main-
tenant couramment utilise´ dans d’autres travaux (voir par exemple BRIEF,
par Calonder et al. [Calonder et al., 2010], ou FREAK, par Alahi [Alahi
et al., 2012]).
3.2.2.2 Suivi de points
Par re-de´tection de points d’inte´reˆt :
Une premie`re me´thode consiste a` utiliser la de´tection de points d’inte´reˆt
pour les images sur lesquelles le suivi doit eˆtre assure´, puis une mesure de
similarite´ entre le point d’inte´reˆt initial et les points d’inte´reˆts de´tecte´s dans
un voisinage donne´ sur la seconde image. Il s’agit par exemple de l’approche
suivie par Davison dans le domaine du SLAM visuel ( [Davison, 2003]),
ou plus re´cemment par Clipp, Niste´r ou Mei par exemple ( [Clipp et al.,
2010,Niste´r and Naroditsky, 2006,Mei et al., 2010]). La de´tection peut dans
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ce cas se faire a` l’aide des algorithmes pre´sente´s dans 3.2.2.1, tandis que
la mesure de similarite´ peut prendre diffe´rentes formes, par exemple SSD
(Sum of Squared Differences, somme des diffe´rences au carre´) ou SAD (Sum
of Absolute Differences, somme des diffe´rences absolues) ; normalise´s par une
soustraction de leurs valeurs moyennes en intensite´ pour rendre ce suivi plus
robuste aux changements d’illumination.
Par optimisation ite´rative :
Le suivi de points d’inte´reˆt peut e´galement prendre une autre forme,
consistant a` cherche l’optimum d’une fonction de vraisemblance autour de
la position initiale du point d’inte´reˆt. L’algorithme de re´fe´rence dans cette
approche a initialement e´te´ introduit par Lucas et Kanade ( [Lucas and
Kanade, 1981]) sous la forme d’une descente de gradient, puis perfectionne´
par un algorithme pyramidal le rendant plus apte a` suivre des mouvements
importants par Bouguet ( [Bouguet, 2001]). Cet algorithme suppose
que l’illumination de l’image reste constante, mais cette condition peut
e´ventuellement eˆtre relaˆche´e par une adaptation de l’illumination moyenne
( [Zach et al., 2008]).
Cet algorithme est de´taille´ en annexe (C), mais nous pouvons d’ores
et de´ja` remarquer qu’il s’agit d’une approche locale, pouvant relativement
aise´ment eˆtre mise en de´faut. On peut par exemple imaginer le cas du suivi
d’un e´le´ment d’un motif re´pe´titif, pour lequel de nombreux optimum locaux
vont exister. Par ailleurs, cet algorithme suppose de descendre un gradient
local pour ajuster la position recherche´e, ce qui suppose donc qu’il soit bien
de´fini. D’autres techniques d’optimisation sont possibles, prenant en compte
une optimisation globale. On pourra citer une approche par Graph Cut
( [Freedman and Turek, 2005], [Boykov and Veksler, ], ou bien l’application
a posteriori de contraintes de re´gularite´, qui ne´cessitent dans ce cas le calcul
quasi-dense du flux optique (voir 3.2.3).
3.2.3 Algorithmes denses
Le suivi de points peut e´galement eˆtre re´alise´ de manie`re dense, c’est-
a`-dire que tous les points de l’image sont alors mis a` contribution. Les me´-
thodes pre´sente´es dans la section 3.2.2.2 sont e´videmment ge´ne´ralisables,
mais cette utilisation n’est le plus souvent pas souhaitable. Les suivis de
points propose´s consistent en effet en une optimisation locale, qui ne prend
pas en compte la cohe´rence globale du suivi des points. Cette approche peut
eˆtre mise en de´faut lors du suivi de zones uniformes de l’image, pour lesquels
les diffe´rents points de convergence de ces algorithmes locaux ne conserve-
ront a priori pas la contrainte de quasi-uniformite´. Elle peut e´galement eˆtre
mise en de´faut sur les zones bien de´finies et non-uniformes, mais pour les-
quelles une re´pe´tition de motif propose plusieurs « attracteurs » (suivi de
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points sur un damier par exemple). Les me´thodes ite´ratives (KLT) ou par
re-de´tection peuvent dans ce cas converger vers un minimum local de´pourvu
de re´alite´ physique.
Pour toutes ces raisons, de nombreuses contributions alternatives ont e´te´ pro-
pose´es pour re´soudre le proble`me du suivi dense de points dans une image,
e´galement appele´ flux optique. Une e´tude approfondie serait hors de pro-
pos dans le cadre de ce manuscrit, mais on pourra en pre´senter quelques
me´thodes parmi les plus reconnues :
Horn-Schunk :
Cette technique fut initialement propose´e dans [Horn and Schunck, 1981],
et se base sur une e´quation contraignant les changements de luminosite´
avec le mouvement perc¸u d’une partie de l’image. De fait, en supposant
que la luminosite´ de chacun des e´le´ments de la sce`ne est inchange´e, on
constate aise´ment que le flux optique (le vecteur ve´locite´ des de´placements
perc¸us des e´le´ments de l’image) doit alors eˆtre perpendiculaire au gradient
de luminosite´. Cette contrainte n’est cependant pas suffisante, car elle ne
permet notamment pas la de´termination du mouvement le long des lignes
d’e´gale luminosite´, et d’autres e´le´ments sont donc ne´cessaires.
Supposant que le flux optique le long d’e´le´ments homoge`nes de la sce`ne
devra eˆtre lui aussi homoge`ne, Horn et Schunck ( [Horn and Schunck, 1981])
proposent de prendre e´galement en compte une contrainte de lissage, de´finie













v les deux composantes du de´placement sur l’image). La me´thode de Horn
et Schunk consiste alors a` trouver le champ de vitesse (u, v) minimisant les
erreur cumule´es de changement de la luminosite´ et du carre´ du gradient de
la ve´locite´. En notant, comme dans l’article fondateur de Horn et Schunk,
E(x, y, t) la luminosite´ d’un point P (x, y) de l’image au temps t, l’erreur
∆E que l’on cherche a` minimiser sur chacun des pixels s’e´crit, avec Λ la






















∆E2 = ∆E2Ill. + Λ ·∆E
2
Cont. (3.11)
Horn et Schunk montrent par ailleurs que le coefficient Λ doit eˆtre de
l’ordre de l’erreur attendue dans la de´termination du vecteur de de´placement
dans l’image.
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Figure 3.5 – Flux optique dense : me´thode de Farneback (imple´mentation
OpenCV). Le code couleur utilise´ pour signaler la direction des vecteurs de
de´placement est pre´cise´ sur la figure 3.8b
Tenseur d’orientation :
Propose´e initialement par G. Farneback ( [Farneback, 2000] puis [Farne-
back, 2011]), cette me´thode exploite une repre´sentation en trois dimensions
de l’e´volution du vecteur ve´locite´ u dans le temps, sous la forme d’une
matrice tensorielle, syme´trique semi-de´finie et positive T . Cette matrice
de´crit l’e´volution de la luminosite´ localement selon trois dimensions (espace
et temps), de sorte que le vecteur ve´locite´ peut en eˆtre de´duit comme son
vecteur propre associe´ a` la valeur propre 0 (on suppose que la ve´locite´
est conserve´e sur un meˆme e´le´ment source). Farneback propose donc un
me´canisme permettant de calculer l’ensemble des matrices T de manie`re
efficace, ainsi qu’une minimisation de uTTu conduisant a` une estimation
robuste du vecteur vitesse uˆ. Un exemple exploitant cette me´thode est
visible sur la figure 3.5.
Graph Cut :
Les me´thodes dites de Graph Cut repre´sentent l’espace des solutions pos-
sibles comme un graphe, la solution optimale e´tant alors une section de
celui-ci minimisant une fonction de couˆt. La de´finition de cette dernie`re rend
possible la prise en compte de contraintes globales dans la recherche d’une
solution, le re´sultat e´tant tre`s de´pendant des parame`tres pris en compte.
Freedman et al. ( [Freedman and Turek, 2005]) proposent par exemple la de´-
termination du changement global d’illumination a priori, conservant dans la
proce´dure de « graph cut » les couˆts (ou l’e´nergie, les formulations peuvent
diffe´rer) lie´s a` un changement local de luminosite´.
D’autres approches sont par ailleurs possibles, notamment en combinant
des me´thodes locales et globales de calcul du flux optique (par exemple
[Bruhn et al., 2005] qui combine Horn-Schunk et KLT). Nous n’avons pas
retenu ces me´thodes pour deux raisons : leur couˆt en termes de calcul est
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tre`s important, et les contraintes apporte´es, si elles permettent le lissage des
point aberrants, n’apportent pas re´ellement d’information supple´mentaire.
En effet, hors imple´mentation tre`s agressive et difficilement ge´ne´ralisable
dans le domaine de la robotique ( [Dumortier et al., 2011] par exemple pour
un calcul inte´gralement sur GPU), le suivi de point dense est encore loin
d’eˆtre temps re´el. Par ailleurs, les diffe´rentes contraintes pre´sente´es dans les
me´thodes pre´ce´dentes permettent d’obtenir une solution globalement ame´-
liore´e par rapport a` une optimisation na¨ıve, mais elles n’offrent aucune ga-
rantie d’ame´liorer les re´sultats locaux. On constate ainsi aise´ment sur la
figure 3.5 que de nombreuses zones de l’image ne sont pas correctement sui-
vies, sans que cette information ne soit imme´diatement accessible (certains
algorithmes proposent cependant une e´valuation intrinse`que de la qualite´ du
suivi). Nous avons finalement choisi de nous concentrer sur le suivi de points
saillants, aussi nombreux que possible, mais non denses. Un me´canisme de
rejet, obtenu par le cumul de quatre suivis non-corre´le´s, nous permet enfin
de ne conserver que les points fiables.
3.3 Algorithme propose´
3.3.1 Processus ge´ne´ral : De´tection et maintien d’un en-
semble de points d’inte´reˆt
Le processus propose´ pour l’acquisition des indices visuels, illustre´ sur
la figure 3.6 est superficiellement pre´sente´ dans les points suivants. Nous
de´taillerons ces e´le´ments dans les sections suivantes, on ne pre´sente ici que
les principes retenus :
— Initialisation :
Recherche de points d’inte´reˆt
— Ite´rations :
1. Suivi redondant des points sur une paire ste´re´o
2. Recherche des points aberrants
3. Se´lection de nouveaux points dans l’image courante :
- utilisation d’un masque pour e´viter l’accumulation de points
sur les zones texture´es
- tri des meilleurs points obtenus
- pression de se´lection pour augmenter les points sur une zone
privile´gie´e
Cet algorithme s’applique sur des paires d’images, la ve´rification de la
fiabilite´ du suivi de points e´tant re´alise´e par redondance graˆce a` un suivi sur
des paires d’images et dans le temps. Il vise a` maintenir a` chaque nouvelle
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3.3.3.2 De´tails de la me´thode
La position initiale des points a` suivre est connue, car il s’agit des points
correctement suivis a` l’e´tape pre´ce´dente, auxquels s’ajoutent les points
d’inte´reˆt nouvellement introduits. La proce´dure propose´e pour la se´lection
de ces nouveaux points sera pre´sente´e par la suite (cf. 3.3.4 et 3.3.4.3). On
effectue ensuite quatre e´tapes de suivi de points, chaque e´tape utilisant
la position obtenue lors du suivi pre´ce´dent. Le crite`re de qualite´ final est
individuel, il est lie´ pour chacun des points a` la somme des de´placements
obtenus lors de son suivi successif sur les 4 e´tapes propose´es. Cette somme
doit bien suˆr eˆtre nulle dans le cas d’un suivi parfait, on fixe en pratique
un seuil d’erreur maximal. Cette ve´rification est par ailleurs combine´e au
crite`re de perte de point intrinse`que a` l’algorithme KLT (C.2) : si la matrice
G n’est pas inversible (si son de´terminant est infe´rieur a` un seuil mindet),
le point est conside´re´ comme perdu. Si l’on note di,i+1
k le de´placement du
point k entre les images i et i+ 1, σk l’erreur mesure´e lors de la proce´dure
de suivi, et δi,i+1
k le statut obtenu apre`s un suivi de point par l’algorithme





k (j = i+ 1modulo 3) (3.12)
δi,j





V k = [σk < σmax]× δk (3.15)
On pourra remarquer que la charge de calcul supple´mentaire lie´e a` cette
proce´dure, si elle peut sembler conside´rable, n’est en re´alite´ pas re´dhibitoire.
Le suivi de points entre les deux came´ras est en effet simplifie´ par la rec-
tification des images, qui permet de ne chercher les correspondances que
sur un nombre de ligne limite´, me´thode souvent utilise´e dans le calcul des
cartes de disparite´. Par ailleurs, l’algorithme KLT s’adapte tre`s bien a` cette
proce´dure, dans le sens ou` les pyramides d’images et leurs gradients n’ont
pas a` eˆtre re-calcule´s dans le cadre de notre suivi redondant. La charge de
calcul supple´mentaire est ainsi uniquement lie´e aux ite´rations C.2 et C.6.
Nous montrons dans 3.4.2 qu’il est possible de re´aliser cette ope´ration en
temps re´el et sur un grand nombre de points (plusieurs milliers) par une
imple´mentation adapte´e.
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3.3.4 Se´lection de nouveaux points
3.3.4.1 Principe
La se´lection de nouveaux points n’est pas aussi simple qu’un examen
rapide pourrait le laisser supposer. L’utilisation d’un de´tecteur de points
d’inte´reˆt est e´videmment requise, mais le crite`re de se´lection des points
est important. Le tri des points selon leur saillance conduirait ainsi a`
l’accumulation de points sur les zones les plus contraste´es et texture´es de
l’image, tandis que d’autres zones peuvent rester inobserve´es. L’uniformite´
de la densite´ d’information est un crite`re important dans notre de´marche
(voir ??), tant on ne peut initialement pre´juger des zones les plus porteuses
d’informations. Par ailleurs, nous souhaitons pouvoir si besoin augmenter
la densite´ de l’e´chantillonnage sur certaines zones pre´alablement identifie´es,
par exemple par un algorithme ou capteur tiers.
On propose finalement la proce´dure suivante, conse´cutive a` la de´tection
des points d’inte´reˆts de l’image et a` meˆme de se´lectionner les nouveaux
points les plus approprie´s :
— Rejet des points proches de l’existant :
Cre´ation d’un masque autour des points de´ja` pre´sents, afin d’e´tablir
une distance minimale entre deux points suivis.
— Se´lection pre´fe´rentielle dans les zones d’inte´reˆt :
Cre´ation d’un second masque lie´ aux zones dont on veut ame´liorer
la connaissance. Il s’agit simplement d’e´valuer la pre´sence ou non
des points teste´s dans les zones d’inte´reˆt, le nombre de points choisis
a` l’inte´rieur et a` l’exte´rieur de ces zones e´tant de´crit par la suite.
Les nouveaux points sont syste´matiquement se´lectionne´s par le premier
masque, puis l’utilisation du second masque est de´crite dans 3.3.4.3. Le seuil
de de´tection des points d’inte´reˆt est volontairement fixe´ tre`s bas dans notre
imple´mentation, nous permettant de « saturer » ce me´canisme de se´lection.
Ceci conduit cependant a` des calculs inutiles, et un me´canisme de seuil
adaptatif serait sans doute pre´fe´rable.
3.3.4.2 Inte´reˆt de l’utilisation de masques
En notant Ninitiaux le nombre de points pre´sents initialement, et
Nnouveaux le nombre de points a` introduire, avec Ninitiaux >> Nnouveaux,
l’inte´reˆt d’une imple´mentation par masque peut se de´crire en termes de com-
plexite´. L’ordre de grandeur des ope´rations a` effectuer pour trier les points
selon les crite`res pre´ce´dents est en effet de O(Ninitiaux · Nnouveaux)
pour une imple´mentation na¨ıve par comparaison directe, contre
O(Nnouveaux + Ninitiaux) pour une imple´mentation par masque de re´-
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jection.
Il est a` noter qu’une approche diffe´rente, a` base d’arbres quaternaires
(Quadtrees), est e´galement propose´e par Mei et al. ( [Mei et al., 2010,Mei
et al., 2009]) pour favoriser l’homoge´ne´ite´ des points sur l’image. Cette tech-
nique est couramment utilise´e pour segmenter l’espace, une surface donne´e
pouvant eˆtre successivement subdivise´e en 4 cellules indexe´es dans un arbre
de de´cision, chaque feuille ayant dans ce cas 4 enfants, jusqu’a` ce que la
subdivision soit suffisamment petite. Dans leur approche, la re´partition des
points est explicitement uniforme a` grande e´chelle, puis force´e a` tous les
e´tages de l’arbre tant que la de´tection de points d’inte´reˆt dans la cellule
de´signe´e est concluante.
Cet algorithme se preˆte cependant mal a` une distribution volontairement
non-uniforme des points, comme nous le proposons ci-dessous, et nous avons
suppose´ que ces deux approches e´taient par ailleurs e´quivalentes en termes
de rapidite´ d’exe´cution. On accepte cependant, avec notre imple´mentation,
une perte d’uniformite´ qui nous conduit a` favoriser les points d’inte´reˆts de
meilleure qualite´.
3.3.4.3 Me´canisme de se´lection pre´fe´rentielle des nouveaux
points
Supposons ici que l’on veuille modifier dynamiquement la densite´
d’e´chantillonnage des points sur une image, en l’augmentant sur des zones
distinctes d’un rapport k. On peut alors de´crire un me´canisme permettant
de tendre vers cette re´partition graˆce a` une se´lection ade´quate de nouveaux
points. On note pour ce faire N lo le nombre de points a` l’exte´rieur de la zone
privile´gie´e lors de l’ite´ration l, et N lt le nombre de points a` l’inte´rieur de
cette zone vise´e lors de l’ite´ration l. On note de meˆme Slo et S
l
t les surfaces
respectives des zones neutres et vise´es. On note enfin N lo,i (respectivement
N lt,i) le nombre de points a` introduire dans la zone neutre (respectivement
vise´e) lors de l’ite´ration l. On souhaite alors tendre vers dt = k · do avec d la
densite´ d’information e´chantillonne´e par unite´ de surface.
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On a suppose´ dans le calcul pre´ce´dent que nous disposions de suffisam-
ment de points de´tecte´s pour satisfaire l’ensemble des contraintes (N l+1o,i et
N l+1t,i sont saturables, c’est-a`-dire que l’on a de´tecte´ suffisamment de points
pour les ajouts effectifs soient ceux pre´vus par l’algorithme). Dans le cas
contraire, on fait le choix de ne pas respecter la re´partition demande´e afin de
privile´gier le renouvellement des points perdus par rapport a` leur re´partition
dans l’image. On ne propose donc pas un algorithme de´terministe, mais une
« pression de se´lection » quant a` l’ajout de nouveaux points qui doit nous
permettre de tendre vers une re´partition souhaite´e.
Dans le cas ou` les points de´tecte´s seraient trop nombreux (relativement
a` un seuil arbitraire, fixe´ a` 5000 points dans notre imple´mentation), on
exploite tout d’abord un me´canisme dit de ”<se´lection par tas » (heap
select), similaire au ”<tri par tas » sans produire toutefois de se´lection trie´e.
Le crite`re de qualite´ utilise´ pour la se´lection est la re´ponse au de´tecteur de
points d’inte´reˆt, qui varie selon les me´thodes (cf. section 3.2.2.1).
Un exemple de re´sultat est visible sur la Figure 3.8, dans laquelle le rap-
port de densite´ demande´ entre l’inte´rieur et l’exte´rieur de la ROI (Region Of
Interest , zone d’inte´reˆt) est infe´rieur a` 1. On souhaite donc e´viter d’e´chan-
tillonner cette zone, ce qui pourrait par exemple correspondre au suivi d’un
ve´hicule dont la position est connue. On constate bien que la densite´ des
points est tre`s infe´rieure a` l’inte´rieur de la zone d’exclusion, comme souhaite´.
La complexite´ de ce me´canisme de se´lection n’est que marginalement
augmente´e par rapport a` l’usage d’un masque simple qui e´vite l’accumula-
tion, et reste de l’ordre de O(Nnouveaux +Ninitiaux).
3.4 Imple´mentation et e´valuation
3.4.1 De´tection de points d’inte´reˆt
Comme aborde´ dans 3.2.2.1, de nombreux de´tecteurs de points d’inte´reˆt
sont pre´sents dans la litte´rature, et la recherche d’un algorithme les sur-
passant n’e´tait pas l’objet de cette the`se. Nous avons cependant compare´
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3.4.1.1 Comparaison : temps de calcul
On compare dans le tableau 3.2 le temps de calcul lie´ a` l’usage des
de´tecteurs Harris, SIFT, SURF, « Shi et Tomasi » et FAST sur une
se´quence d’images. Leurs seuils respectifs autorisent une de´tection de plus
de 4000 points par image. On compare a` la fois le temps lie´ a` la de´tection
de points d’inte´reˆt et le temps lie´ au suivi de points, pour e´ventuellement
prendre en compte un proble`me lie´ a` une de´tection de points moins efficace
mais plus rapide dans l’absolue dans le cadre de l’algorithme KLT. Le suivi
des points est ici confie´ a` une imple´mentation pyramidale de l’algorithme
KLT, exe´cute´e sur le CPU. Les temps de calcul correspondent a` une
imple´mentation en C++ exploitant la libraire OpenCV, sur un processeur
Core i7 2GHz. On ve´rifie la constance du temps de de´tection et de suivi
de points sur 300 images, les variations relatives de temps de calcul e´tant








FAST 6 54 60
Harris 10 50 60
Shi & Tomasi 11 50 61
SURF 33 59 91
SIFT 74 54 128
Table 3.2 – Comparaison des temps de calcul lie´s a` diffe´rentes me´thodes
de de´tection, pour 4000 points suivis.
On constate aise´ment sur le tableau 3.2 que le temps de calcul lie´ a` l’uti-
lisation des de´tecteurs SURF et SIFT est re´dhibitoire. On n’extrait pas pour
ces derniers de descripteur associe´, ce qui est par ailleurs une caracte´ristique
recherche´e de ces algorithme. Le de´tecteur FAST est le plus rapide avec une
moyenne de 6 ms par frame, suivi par les de´tecteurs Harris et « Shi et To-
masi ». L’inte´gration de l’e´tape de suivi de points permet de ramener ces
trois derniers algorithmes a` une quasi-e´quivalence. L’algorithme KLT n’offre
en effet pas un temps de calcul constant, les crite`res d’arreˆt (outre le nombre
maximal d’ite´rations) e´tant la stabilisation de la convergence et une matrice
G non-inversible.
3.4.1.2 Comparaison : qualite´
Perte des points lors du suivi
On compare maintenant la qualite´ des de´tections, dans le cadre de nos
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teux pour une imple´mentation visant un traitement temps re´el. Les points
de Harris, bien que rapides a` de´tecter, se re´ve`lent difficiles a` suivre sur une
se´quence d’images, et contredisent notre effort initial visant a` une couver-
ture la plus comple`te possible du champ de vision. Les points FAST et ceux
propose´s par Shi et Tomasi nous semblent tous deux convenir au vu de ces
e´valuations, les second e´tant cependant plus adapte´s au suivi de points par
KLT. Il s’agit par conse´quent des points que nous avons retenu pour la suite
de notre imple´mentation.
3.4.2 Suivi de points
Le me´canisme propose´ dans ce manuscrit pour le suivi de points, s’il
n’est pas nouveau (il est notamment utilise´ dans [Lategahn et al., 2011]
pour le suivi des points utilise´s dans la de´termination de l’ego-motion, ou
dans [Lenz et al., 2011]), n’a a` notre connaissance jamais e´te´ mis en œuvre
pour le suivi de l’inte´gralite´ des points d’inte´reˆt conside´re´s, sans doute du
fait des contraintes associe´es au temps de calcul.
On peut dissocier sche´matiquement, du point de vue du suivi de points
dans une approche de ste´re´o-vision, l’acquisition d’informations temporelles
et spatiales selon que l’on conside`re les paires intra ou inter-came´ras du
sche´ma 3.3.3. Lategahn propose ainsi un sous e´chantillonnage des mesures
dans le temps (dans le sens ou` peu de points sont suivis dans le temps)
pour mieux densifier la perception de l’environnement (la carte de disparite´
est calcule´e de manie`re dense). Cette me´thode autorise la reconstruction
d’un environnement tre`s dense, mais se prive par la meˆme de la percep-
tion d’un environnement mobile. Les me´thodes pre´sentes dans la litte´rature
comportent le plus souvent ce compromis : seuls quelques points sont suivis
sur l’ensemble du parcours redondant possible, tandis qu’un suivi dense est
re´alise´ entre les came´ras (carte de profondeur dense, par exemple [Agrawal
et al., 2007]) ou dans le temps (flux optique dense, par exemple [Dumortier
et al., 2011]).
La perception des objets en mouvement e´tant l’une de nos priorite´s, nous
avons fait le choix de suivre autant de points dans le temps qu’entre les
deux came´ras, afin que le nuage de points obtenu puisse eˆtre indiffe´remment
compose´ de points mobiles. Ceci peut poser des proble`mes de performances,
le temps de traitement d’une telle me´thode e´tant potentiellement incompa-
tible avec une exe´cution en temps re´el. Nous avons donc e´value´ plusieurs
approches pour tenter d’y reme´dier, et pre´sentons ci-dessous quelques uns
des re´sultats obtenus.
3.4.2.1 Imple´mentation OpenCV
Le me´canisme de´crit dans 3.3.3 est assez simplement re´alisable en utili-
sant les algorithmes disponibles dans la librairie OpenCV. Une imple´menta-
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tion na¨ıve, utilisant notamment le logiciel RTMaps pour la synchronisation
multi-capteurs, a e´te´ initialement re´alise´e afin de ve´rifier la faisabilite´ et la
pertinence de cette approche. Le temps de calcul observe´ pour une imple´-
mentation native (C++) et pour le suivi de 4000 points est de l’ordre de 40
ms par ite´ration pour une feneˆtre de recherche de KLT de 6x6 pixels (sur
une plate-forme Intel Core i7 a` 2GHz), soit un traitement possible d’environ
25 images par seconde.
On souhaite traiter le plus grand nombre de point possible, afin de s’appro-
cher des techniques denses, et de minimiser le risque d’un obstacle non perc¸u
par sous-e´chantillonnage. Comme nous le verrons par la suite, cette partie
visuelle est le facteur limitant de notre proposition, en termes de temps de
traitement pour un grand nombre de points suivis (cf. 6.2). Il e´tait donc
inte´ressant d’e´valuer une imple´mentation plus rapide. L’utilisation de notre
me´thode sur des supports dont la puissance de calcul est limite´e e´tait enfin
une seconde motivation pour aller au-dela` d’une imple´mentation na¨ıve.
3.4.2.2 Pourquoi paralle´liser ?
Conside´rations ge´ne´rales :
Une re`gle de´crivant les gains conse´cutifs a` une exe´cution paralle`le a e´te´
propose´e par Gene Amdahl dans les anne´es 1960 ( [Amdahl, 1967]), qui
montre simplement que celui-ci sera limite´ par la partie se´quentielle du pro-
gramme. Cette re`gle s’obtient en de´rivant le calcul du temps d’exe´cution de
manie`re assez simple, mais sa forme condense´e est tre`s inte´ressante. Si l’on
note P la proportion de la partie paralle´lisable du proble`me, et S l’acce´le´ra-
tion qui peut eˆtre applique´ sur cette partie (par exemple le nombre d’unite´s
d’exe´cution), la loi d’Amdahl s’e´crit :
gain =
1
1− P + P
S
(3.21)
Autrement dit, si 70% du programme est paralle´lisable, et que l’on
peut le re´partir sur 8 unite´s d’exe´cution concurrentes (P = 0.7, S = 8), le
gain de vitesse (de´fini par le ratio des temps de calcul) attendu par une
imple´mentation parfaite sera de 2.6, bien loin du rapport 8 que l’on aurait
pu na¨ıvement supposer.
Application a` notre cas :
Si l’on reprend l’algorithme de Lucas et Kanade (C.2) sous sa forme py-
ramidale (Bouguet, [Bouguet, 2001]), on peut le sche´matiser par quelques
e´tapes :
1. Construction des pyramides d’images (mise a` l’e´chelle).
2. Calcul de la carte du gradient sur la pyramide d’images.
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3. Ite´rations de « descente de gradient » pour tous les e´tages de la
pyramide, pour retrouver sur l’image B la position d’un point de
l’image A.
Les deux premie`res ope´rations sont inde´pendantes du nombre de points
suivis, contrairement a` la troisie`me. Ces trois e´tapes sont interde´pendantes,
on ne peut donc pas imaginer de paralle´lisation macroscopique (exe´cuter
ces trois e´tapes en meˆme temps). Il est difficile d’estimer exactement la
proportion P du programme qui est paralle´lisable, au vu de ces trois e´tapes
grossie`res. On peut cependant faire quelques observations :
— La troisie`me e´tape est trivialement paralle´lisable, s’agissant d’opti-
misations inde´pendantes pour chaque point recherche´.
— Les deux premie`res e´tapes sont e´ventuellement paralle´lisables, en
morcelant l’image par exemple, mais des conditions aux limites s’ap-
pliquent (la paralle´lisation ne peut atteindre 100%).
— La troisie`me e´tape devient pre´dominante en termes de temps de
calcul quand le nombre de points a` traiter augmente.
Si nous conside´rons la loi d’Amdahl, la structure ge´ne´rale de l’algorithme
KLT, le fait que ce suivi de points soit le facteur limitant de notre algorithme
global en termes de temps de calcul, et enfin notre pre´requis du suivi d’un
grand nombre de points au cours du temps, la paralle´lisation de KLT devient
un e´le´ment important pour nous et justifie un travail comple´mentaire.
Les versions les plus re´centes d’OpenCV inte`grent une exe´cution paralle´lise´e
de cet algorithme de suivi de points sur le CPU, le temps de calcul de 40
ms annonce´ pre´ce´demment inte´grant cette ame´lioration. Compte tenu des
possibilite´s d’exe´cution d’algorithmes sur des circuits hautement paralle´lise´s,
popularise´s ces dernie`res anne´es par les interfaces de programmation CUDA
et OpenCL, nous avons donc conside´re´ une imple´mentation spe´cifique de
KLT profitant de leurs avantages.
3.4.2.3 Imple´mentation GPU
Le circuit dit GPU (Graphics Processing Unit, Unite´ de calcul des
graphismes), par opposition au CPU (Central Processing Unit, Unite´
centrale de calcul) est historiquement pre´sent sur les plates-formes de
calcul grand public depuis l’ave`nement des rendus d’environnement en
trois dimensions et en temps re´el, souvent associe´s au jeux vide´os. Il s’agit
d’un circuit initialement de´die´ au traitement des instructions de rendu,
qui offrent un grand degre´ de paralle´lisme, et son architecture est donc
adapte´e a` la gestion simultane´e d’un grand nombre de processus. Son
exploitation dans un cadre plus ge´ne´raliste de calcul partage´ (on parle alors
de GPGPU - General Purpose Graphics Processing Unit, Unite´ de calcul
ge´ne´rique) est mise en avant depuis plusieurs anne´es par quelques uns de
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ses concepteurs, qui y ont vu un relais de croissance et une exploitation
aise´e d’un savoir-faire de´ja` pre´sent dans un nouveau domaine. Les interfaces
de programmation CUDA, et plus re´cemment OpenCL, proposent ainsi
d’inte´grer a` un programme classique (par exemple en C++) une partie
de´porte´e sur ces unite´s de calcul massivement paralle`les, au prix d’une
adaptation des algorithmes aux spe´cificite´s de ces architectures.
Notre approche se focalisant sur une grande densite´ d’e´chantillonnage
dans une proble´matique de de´tection d’obstacles, et e´tant limite´e par le
temps de traitement de l’acquisition d’indices visuels, nous avons suppose´
qu’une imple´mentation optimise´e sur GPU e´tait possible, et a` meˆme d’en
de´montrer la pertinence.
Quelques points peuvent d’abord eˆtre souligne´s concernant l’usage d’un
GPU :
— les acce`s et transferts vers le GPU ont un couˆt non ne´gligeable dans
notre utilisation (de l’ordre de quelques millisecondes), et le de´port
d’ope´rations n’a de sens que si leur exe´cution est longue devant cette
perte de performances initiale,
— la programmation sur ce type de circuits spe´cialise´s est exigeante,
et les performances obtenues sont tre`s de´pendantes du niveau
d’optimisation. Notre imple´mentation et les performances associe´es
sont, de ce point de vue, certainement perfectibles. Le temps
de calcul peut couramment varier d’un ordre de grandeur selon
les imple´mentations, variation qui n’est pas fre´quente dans une
programmation classique se´quentielle, meˆme si des optimisations ont
de tout temps e´te´ possibles dans ce domaine,
— notre imple´mentation est spe´cifique au suivi redondant propose´
dans 3.3.3, et a` l’usage d’un GPU : les pyramides et gradients
utilise´s dans l’algorithme de suivi KLT ne sont calcule´s que pour les
nouvelles images, les informations sont conserve´es tant que possible
sur le GPU, et toutes les interpolations exploitent les instructions
consacre´es aux textures. Ces unite´s de calcul sont historiquement
pre´sentes pour assurer l’interpolation des habillages de mode`les 3D,
ne´cessaires selon les point de vue exploite´s lors du rendu ; et trouvent
une nouvelle utilite´ dans le cadre du GPGPU, permettant d’interpo-
ler un tableau de valeurs en deux et trois dimensions a` tre`s faible couˆt,
— une imple´mentation du suivi de points KLT sur GPU a e´te´ propose´e
dans la bibliothe`que OpenCV poste´rieurement a` la noˆtre, elle
est incluse aux e´valuations propose´es dans cette partie. On peut
supposer que l’imple´mentation du KLT est optimise´e en tant que
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telle, mais son utilisation dans le cadre d’un suivi redondant ne l’est
pas, et les performances sont logiquement nettement infe´rieures,
— ces circuits ne sont pas ne´cessairement pre´sents sur toutes les plates-
formes utilise´es en robotique, et leur consommation e´nerge´tique
rend leur usage dans un cadre de mobilite´ souvent proble´matique.
Le travail pre´sente´ vise seulement a` montrer que ce traitement en
temps re´el est possible, et ne pre´tend pas a` l’universalite´. Un circuit
de´die´ peut eˆtre consacre´ a` un tel traitement, comme c’est le cas dans
des applications comparables (calcul des cartes de disparite´ dans le
domaine automobile, voir Pfeiffer et al. par exemple [Pfeiffer et al., ]).
Description de notre imple´mentation et discussion
Nous avons tente´ dans ce programme de profiter autant que possible de
la paralle´lisation massive rendue possible par l’usage des GPU, et de li-
miter la charge de travail ajoute´e par l’exploitation d’un suivi redondant
dans le temps. La Figure 3.12 tente d’expliquer de manie`re simplifie´e les dif-
fe´rentes e´tapes du suivi, que l’on peut rapprocher de la section C.2. Les
diffe´rentes e´tapes sont exe´cute´es se´quentiellement, e´tant de´pendantes les
unes des autres, mises a` part les e´tapes 3 et 4. Chacune des e´tapes est,
en revanche, exe´cute´e de manie`re massivement paralle`le, c’est-a`-dire avec
un processus par pixel ou point a` suivre quand ne´cessaire (hors ope´rations
de copie). L’utilisation des e´tages de textures du GPU autorise une inter-
polation tre`s rapide dans un tableau en deux dimensions, ce qui est utilise´
pour la construction des pyramides et au sein du suivi de points. Nous vou-
lons montrer de part cette repre´sentation le couˆt limite´ du suivi redondant
dans le temps, par comparaison a` un suivi redondant classique (Image A ->
Image B -> Image A). Seules les e´tapes 2c et 2d et la permutation de la
me´moire tampon sont en effet rajoute´es dans cette imple´mentation.
3.4.2.4 Comparaison : CPU/GPU
Les performances en termes de robustesse et qualite´ du suivi sont e´qui-
valentes entre les diffe´rentes imple´mentations, comme attendu (s’agissant
d’une application directe de [Bouguet, 2001] dans tous les cas). L’e´valuation
du temps de calcul est rendue de´licate par sa de´pendance a` la plate-forme
utilise´e. On compare dans le tableau 3.3 les performances obtenues par dif-
fe´rents circuits pre´sents dans le commerce, qui sont cependant en dec¸a` de
l’e´tat de l’art en la matie`re (la GTX470 est sortie en 2010). Il s’agit donc de
performances aise´ment accessibles en 2013, et un suivi de points plus ambi-
tieux (quasi-dense) est sans doute possible. Le temps de calcul pre´sente´ vaut
pour 4000 points, une taille d’image de 512 x 384, 5 e´tages de pyramide et
un voisinage de 7x7 pixels. On note 4Frame notre imple´mentation purement

3.4. IMPLE´MENTATION ET E´VALUATION 93
CUDA conc¸ue autour du suivi redondant sur 4 images. L’imple´mentation
OpenCV-GPU pre´sente´e n’est pas spe´cialement optimise´e pour notre taˆche,
il est sans doute possible de faire un peu mieux sans toutefois - a` notre avis
- atteindre les performances d’une imple´mentation de´die´e. La version 2.4 de







OpenCV CPU Intel Core i7 4 43 23
OpenCV GPU nVidia GTX470 448 70 14
OpenCV GPU nVidia GTX460m 192 115 9
4Frame GPU nVidia GTX470 448 27 37
4Frame GPU nVidia GTX460m 192 42 23
Table 3.3 – Comparaison des temps de calculs selon diffe´rentes me´thodes
et unite´s de calcul. 4000 points sont suivis de manie`re redondante.
On pourra tout d’abord remarquer que le gain en performances attendu
par une imple´mentation massivement paralle`le (la GTX 470 dispose de
448 unite´s d’exe´cution, la GTX460m de 192 unite´s, contre 4 unite´s pour le
CPU conside´re´) n’est pas directement observe´ en pratique. Les unite´s de
calcul de type « CPU » et « GPU » ne sont tout d’abord par directement
comparables, meˆme si le nombre de processus exe´cute´s simultane´ment est
effectivement de l’ordre du nombre d’unite´s annonce´es. Il est possible d’ob-
tenir des performances significativement ame´liore´es par l’imple´mentation
tre`s paralle´lise´e, mais le caracte`re un peu ale´atoire de la position des points
a` suivre est pre´judiciable au cadre SIMD (Single Instruction Multiple Data
- Instruction Unique, Donne´es Multiples) impose´ par les GPU. Le facteur
limitant du temps d’exe´cution d’un programme est par ailleurs beaucoup
plus complexe que le seul nombre d’unite´s qui lui sont consacre´es.
On pourra ensuite constater qu’une imple´mentation « na¨ıve » sur GPU
n’est pas vraiment profitable dans cette application. Ceci peut s’expliquer
par des transferts inutiles entre les espaces me´moire CPU/GPU, et par des
taˆches re´pe´titives dans le cycle de suivi de point qui ne sont pas exploite´es.
On rejoint en cela une remarque pre´ce´dente, signalant la grande disparite´
de performances possibles dans le cadre d’une imple´mentation massivement
paralle`le. On peut enfin remarquer que le gain obtenu entre les circuits 470
et 460m est de l’ordre de 1.55, tandis que les unite´s d’exe´cution sont 2.3 fois
plus importantes, ce qui laisse supposer que notre imple´mentation pourrait
eˆtre ame´liore´e.
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3.5 Conclusion
On a pre´sente´ dans cette partie diffe´rentes me´thodes de l’e´tat de l’art
pour extraire des informations a` partir de flux d’images. Nous nous sommes
concentre´s sur le suivi de points singuliers dans une se´quence d’images, bien
que d’autres concepts puissent eˆtre mis en œuvre, et nous avons propose´
un suivi de points redondant nous permettant d’e´valuer en tout point la
fiabilite´ du suivi. Une comparaison de diffe´rents algorithmes de de´tection
de points d’inte´reˆt nous a permis de se´lectionner le de´tecteur de Shi et
Tomasi comme e´tant le plus approprie´ pour notre application. Nous avons
ensuite propose´ une imple´mentation GPU du suivi redondant de points, et
nous l’avons compare´ a` plusieurs imple´mentations de l’e´tat de l’art. On peut
finalement ve´rifier que le suivi fiable et en temps re´el de plusieurs milliers de
points est possible, ce qui nous ame`ne a` en proposer une exploitation dans
le cadre de l’odome´trie visuelle, de la reconstruction de l’environnement et
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4.1 Introduction
Suite a` l’e´tape pre´ce´dente de perception visuelle par un dispositif de
ste´re´o-vision, on dispose a` cet e´tape d’un ensemble de points repe´re´s dans le
plan image et suivis dans le temps. On peut e´galement le repre´senter comme
une se´quence de nuages de points positionne´s en trois dimensions, et dont
les associations temporelles individuelles sont connues. Ces informations ne
sont pas de nature a` re´pondre a` certains de nos besoins, identifie´s dans la
section 1.1.3.2, par exemple le positionnement du porteur dans son environ-
nement ou la de´tection de l’espace navigable. Elles ne sont, par ailleurs, pas
de qualite´ suffisante pour re´pondre pre´cise´ment a` d’autres taˆches qui nous
sont impute´es, par exemple la de´tection des obstacles statiques, du fait d’un
bruit de mesure tre`s important.
Il est alors naturel de s’inte´resser a` l’inte´gration temporelle de ces mesures,
afin d’ame´liorer leur pre´cision par l’accumulation des observations, et d’obte-
nir les informations qui nous font de´faut. Deux besoins sont imme´diatement
perceptibles : le mouvement du porteur doit eˆtre de´termine´, afin de rendre
ces observations cohe´rentes ; et une fusion de ces observations permettant
d’obtenir des valeurs estime´es doit eˆtre propose´e. Ces deux proble´matiques
sont intrinse`quement lie´es 1, ce que leur estimation prend souvent en compte.
On notera dans la suite ego-motion le mouvement propre du porteur, comme
il est l’usage dans la litte´rature.
Plusieurs me´thodes pre´sentes dans l’e´tat de l’art proposent une re´solution
simultane´e de ces deux proble´matiques, comme nous l’avons e´voque´ dans
la section 2.5, ce qui semble naturel du fait de leurs interactions. Cette ap-
proche est cependant intrinse`quement limite´e dans le nombre de points qui
peut alors eˆtre positionne´, du fait de l’augmentation tre`s rapide des dimen-
sions du proble`me. Nous avons fait le choix d’une re´solution disjointe, afin
de pouvoir augmenter tre`s nettement la densite´ de points traite´s par rapport
a` ces techniques, tout en conservant un temps de calcul raisonnable.
On pre´sentera quelques uns de ces enjeux dans une premie`re partie, avec
une revue de l’e´tat de l’art dans les domaines de l’odome´trie visuelle, et de
la construction de nuages de points a` partir d’observations multiples. On de´-
taillera e´galement quelques techniques parmi les plus utilise´es en matie`re de
filtrage et d’estimation robuste, ces techniques e´tant exploite´es dans notre
proposition. Une seconde partie nous permettra de pre´senter l’algorithme
que nous proposons, pour estimer l’ego-motion et la position des points
observe´s, dont le fonctionnement ge´ne´ral est de´crit sur la figure 4.1. Une
troisie`me et dernie`re partie nous permettra d’aborder l’imple´mentation de
notre proposition, ainsi que son e´valuation sur des crite`res de pre´cision ou
de temps de calcul.
1. Une erreur sur l’estimation du mouvement a en effet une incidence directe sur la
qualite´ de l’accumulation des observations, tandis que ces observations sont elles-meˆmes
a` la source de cette estimation.
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conside`re par ailleurs l’ensemble des techniques d’odome´trie visuelle, qu’elles
soient base´es sur une configuration de type mono-vision ou ste´re´o-vision.
Il est souvent pre´fe´rable de se situer pour cette estimation dans l’espace du
capteur, c’est a` dire dans le plan image dans notre cas. Changer de syste`me
de coordonne´es (par exemple pour repasser dans l’espace en trois dimen-
sions) peut en effet impliquer de faire intervenir des fonctions non-line´aires
complexes, qui modifient notamment la forme de l’incertitude sur la mesure.
Les traitements ulte´rieurs envisage´s dans un syste`me global de perception,
en amont ou en aval de cette e´tape d’odome´trie visuelle, peuvent cependant
rendre une estimation dans l’espace 3D pertinente.
4.2.1.1 Me´thodes mono-came´ra
Approches classiques :
L’estimation du mouvement a` partir d’une se´quence d’images est un
proble`me ancien mais toujours e´tudie´, et de nombreuses propositions sont
pre´sentes dans la litte´rature pour tenter d’y re´pondre. Notre synthe`se de ce
domaine ne sera sans doute pas exhaustive, mais on tentera d’en pre´senter
les principales caracte´ristiques, ainsi que leur e´volution historique. Les
premie`res me´thodes propose´es se concentrent sur l’e´volution de primitives
dans l’image (lignes ou points dont l’identification est aise´e), du fait des
contraintes en termes de puissance de calcul alors pre´dominantes. L’utilisa-
tion de points plus flexibles (points saillants quelconques), ou du flux optique
dans son inte´gralite´ est ensuite rapidement propose´e. Plusieurs me´thodes
tre`s diversifie´es sont ainsi pre´sente´es par Tian et al dans ( [Tian et al., 1996]).
La position du foyer d’expansion (point de convergence du flux optique)
sert initialement de crite`re pour la de´termination du mouvement rigide
de translation entre deux images. Dans le cas d’un mouvement complet
(translation et rotation), ces techniques de´terminent tout d’abord le foyer
d’expansion et la translation, avant de rechercher la composante de rotation
du mouvement par minimisation du re´sidu entre flux optique calcule´
et observe´. Ces conside´rations sont par ailleurs valables sur une surface
planaire, le flux optique devant donc eˆtre initialement de´compose´. La
re´sistance au bruit de ces techniques repose enfin souvent sur un syste`me
de vote ( [Adiv, 1985]), qui privile´gie le mouvement faisant consensus au
de´triment d’erreurs probables si de nombreux objets en mouvement sont
observe´s. Cette dernie`re approche est toujours utilise´e dans une technique
plus re´cente base´e sur les tenseurs d’orientation, pour le calcul du flux
optique uniquement, la segmentation e´tant alors e´tablie par croissance de
re´gion ( [Farneback, 2000]).
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Approches globales :
Des me´thodes ont par ailleurs un statut particulier dans le domaine de
l’odome´trie visuelle, car elles re´solvent ce proble`me conjointement avec
la construction d’une carte de l’environnement. Il s’agit des approches
de type SLAM, qui ont de´ja` e´te´ aborde´es dans la section 2.5 dans leur
variante prenant en compte les objets mobiles de la sce`ne. Deux approches
principales sont pre´sentes dans la litte´rature pour proce´der a` un SLAM,
chacune disposant de points forts spe´cifiques : par optimisation, ou par
filtrage.
Une approche par optimisation fonctionne, en ge´ne´ral, en recherchant de
manie`re ite´rative le de´placement minimisant une erreur de re-projection
dans le plan image, a` partir de points suivis dans le temps. Il s’agit par
exemple du proce´de´ propose´ par Klein et Murray ( [Klein and Murray,
2007], ou Zou dans une approche combinant si besoin plusieurs came´ras
( [Zou and Tan, 2013]). Nister ( [Niste´r and Naroditsky, 2006]) propose
cependant une me´thode exploitant une optimisation robuste dans l’espace
en trois dimensions. Les techniques suivies pour l’optimisation sont tre`s
diffe´rentes selon les propositions, une revue succincte pouvant notamment
eˆtre lue dans [Madsen et al., 2004].
Plutoˆt qu’une estimation par optimisation, une approche par filtrage,
souvent base´e sur un filtre de Kalman e´tendu (EKF, Extended Kalman
Filter), est e´galement possible. Les e´le´ments du filtre sont alors des points
singuliers de l’image, dont la position est initialement inconnue. Cette
me´thode permet notamment la prise en compte e´le´gante d’un mode`le de
mouvement, qu’il est de´licat d’inclure dans les me´thodes par optimisation.
Le filtrage autorise par ailleurs naturellement la prise en compte de
l’historique des observations, dans l’hypothe`se ou` le syste`me est une chaˆıne
de Markov de rang 1. Le nombre de points exploite´ pour l’estimation du
mouvement est en revanche limite´ par les enjeux du traitement en temps
re´el. Le filtre de Kalman et ses de´rive´s ne´cessitent en effet l’inversion d’une
matrice dont la taille est lie´e au nombres d’e´le´ments du vecteur d’e´tat,
lequel croˆıt avec le nombre de points pris en compte (cf. section 4.3). Cette
inversion a un couˆt calculatoire de l’ordre de O(d2.4) pour une matrice
de dimension d, ce qui limite en pratique le nombre de points positionne´s
a` quelques centaines d’unite´s. Cette me´thode a e´te´ initialement propose´e
par Davison ( [Davison, 2003]), et a grandement e´te´ perfectionne´e par la
suite, notamment au niveau de l’initialisation de la covariance des points
positionne´s ( [Eade and Drummond, 2006,Montiel et al., 2006, Sola` et al.,
2007,Fe´raud, 2011]). La se´lection des points utilise´s doit alors faire l’objet
d’une proce´dure robuste, par exemple graˆce a` un RANSAC (Random
Sample Consensus, Consensus a` partir d’e´chantillons ale´atoires, Fischler et
Bolles [Fischler and Bolles, 1981]), pour e´viter les erreurs lie´es au suivi de
points mobiles. L’espace dans lequel se situe l’estimation du filtre de´pend
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du mode`le de mesure utilise´, mais il s’agit le plus souvent dans la litte´rature
de l’espace image.
4.2.1.2 Me´thodes multi-came´ras
D’autres techniques que celles pre´sente´es pre´ce´demment sont rendues
possibles par l’utilisation de came´ras supple´mentaires, dont la configuration
est connue ou non. La pre´sence de ces points de vue disjoints permet de
limiter les configurations mettant en de´faut l’estimation du mouvement, bien
que certains cas pathologiques soient toujours possibles (par exemple visible
sur la figure 4.2).
Configuration des came´ras inconnue :
Ce cas de figure n’est pas courant dans le domaine de la ste´re´o-vision,
mais il peut pre´senter un inte´reˆt industriel ou expe´rimental, de part l’usage
de came´ras non-calibre´es. Si la configuration relative des came´ras est fixe,
il est possible d’exploiter une de´termination autonome du mouvement sur
chacune des came´ras, et d’estimer alors les parame`tres de calibration de par
les termes croise´s induits par l’observation simultane´e des meˆmes e´le´ments
de la sce`ne. Marquez-Gomez et Devy ( [Ma´rquez-Ga´mez and Devy, 2012])
proposent ainsi d’utiliser un EKF re´parti sur deux came´ras (BiCamSLAM)
a` meˆme de re´pondre a` cette proble´matique. Tout en conservant le forma-
lisme de l’EKF dans un contexte de SLAM visuel, Bresson et al. ( [Bresson
et al., 2012]) proposent un algorithme de´centralise´ a` meˆme de positionner
plusieurs entite´s inde´pendantes disposant chacune d’une unique came´ra.
Il est par ailleurs toujours possible de confier a` une optimisation globale la
re´solution des inconnues du syste`me, parmi lesquelles les positions relatives
des came´ras pre´sentes. Ces positions relatives peuvent alors varier dans le
temps, au prix d’un couˆt calculatoire et d’une perte de pre´cision importantes.
Un positionnement collaboratif est alors possible, a` partir de came´ras indi-
viduelles [Zou and Tan, 2013], ou de paires de came´ras calibre´es [Gil et al.,
2010].
Configuration des came´ras connue au pre´alable :
La connaissance du changement de repe`re entre les plans image des
diffe´rentes came´ras permet d’obtenir une estimation directe de la position
dans l’espace de points visibles simultane´ment sur chacun de ces plans. Deux
approches sont alors possibles pour obtenir une estimation du mouvement,
qui peuvent eˆtre dissocie´es par l’espace dans lequel l’erreur re´siduelle se situe.
— Dans le premier cas, il s’agit de minimiser par une technique robuste
l’erreur dans l’espace en trois dimensions entre plusieurs observa-
tions de meˆmes e´le´ments, en de´terminant ainsi la transformation
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rigide optimale. Ceci peut eˆtre re´alise´ selon des me´thodes d’alge`bre
line´aire, comme c’est le cas avec d’autres capteurs (on peut ainsi
se rapprocher de l’ICP (Iterative Closest Point, ite´rations selon
le point le plus proche), algorithme notamment utilise´ pour le
recalage de nuages de points obtenus par un te´le´me`tre laser, qui
re´sout le proble`me de l’association des points dans le temps par une
estimation ite´rative associant les points les plus proches, voir par
exemple [Rusinkiewicz and Levoy, ]). Ces me´thodes ont fait l’objet
de nombreuses publications, et s’inscrivent plus ge´ne´ralement dans
l’optimisation par moindres carre´s (on pourra notamment voir [Arun
et al., 1987, Umeyama, 1991, Goryn and Hein, 1995, Eggert et al.,
1997]). Une des me´thodes de re´solution, qui sera pre´sente´e dans
la section 4.4.1.2, exploite l’alge`bre line´aire et la de´composition
en e´le´ments propres (SVD, Singular Value Decomposition) d’une
matrice de corre´lation. Situant toujours l’erreur que l’on cherche
a` minimiser dans l’espace en trois dimensions, d’autres techniques
permettent de prendre en compte plusieurs acquisitions conse´cutives
dans une optimisation globale. Ces me´thodes sont connues sous le
nom de ”Bundle Adjustment” (Ajustement de rayons), et de nom-
breux algorithmes sont utilise´s dans ce cadre ( [Triggs et al., 2000]).
Leur usage n’e´tait historiquement pas temps re´el, mais les progre`s
conjoints des algorithmes d’optimisation et des processeurs en font
maintenant des solutions se´rieuses pour l’estimation du mouvement
( [Niko and Protzel, 2006,Konolige and Agrawal, 2008]). Une autre
technique d’optimisation sur plusieurs observations conse´cutives est
par ailleurs propose´e par Lategahn et al. ( [Lategahn et al., 2012]),
sans cependant prendre en compte (contrairement aux proce´dures
de Bundle Adjustment) la position des points observe´s dans l’espace.
— Ces me´thodes situant l’optimisation dans l’espace carte´sien en 3
dimensions de´crivant le repe`re « monde » ne sont en ge´ne´ral pas
optimales, dans le cas de l’utilisation d’un dispositif de ste´re´o-vision,
comme nous l’avons notamment note´ dans 2.2.2.2 (une e´tude
des conse´quences de ce bruit anisotrope est notamment pre´sente
dans [Blostein and Huang, 1987] et [Sibley et al., 2007], ce dernier
conside´rant de plus les proble`mes de biais lie´s a` une mauvaise
calibration). Il est donc souvent inte´ressant de minimiser une erreur
dans le plan image. Celle-ci peut eˆtre de´rive´e explicitement a` partir
des e´quations de la ste´re´o-vision, tout en gardant un caracte`re
line´aire ( [Demirdjian and Darrell, 2001, Bak, 2011]). Cette opti-
misation peut e´galement passer par une re´solution non-line´aire a`
base de descente de gradient (me´thodes de Levenberg-Marquardt ou
Newton-Raphson), comme propose´ dans de nombreuses publications
( [Niste´r and Naroditsky, 2006, Comport et al., 2010, Mei et al.,
102 CHAPITRE 4. ODOME´TRIE VISUELLE, RECONSTRUCTION 3D
2009,Comport et al., 2010,Zou and Tan, 2013]). Dans une approche
un peu diffe´rente, Agrawal et al. ( [Agrawal et al., 2007]) proposent
d’associer l’estimation du mouvement a` une fonction de couˆt robuste
base´e sur un algorithme de type RANSAC, dans le plan image. Le
calcul des hypothe`ses de mouvement est line´aire et dans l’espace
en trois dimensions, a` partir des correspondances se´lectionne´es
ale´atoirement. Le score qui leur est associe´ est e´tabli dans l’espace
image et l’optimisation est dans ce cas non-line´aire (RANSAC).
Remarques sur une re´solution line´aire adapte´e a` la ste´re´ovision :
Il est possible d’utiliser une me´thode matricielle tout en prenant en compte
les particularite´s du bruit de ste´re´o-vision. Une approche propose´e par Bak (
[Bak, 2011]) autorise en effet une re´solution e´le´gante de cette proble´matique.
A partir de l’expression des coordonne´es des points dans le repe`re image d’un
dispositif de deux came´ras (en conside´rant donc les variables de position sur
l’un des plans image, ainsi que la disparite´), Bak en de´rive l’effet d’une
transformation rigide dans l’espace. Il re´e´crit alors l’e´quation 4.26 dans le
plan image, et obtient une e´quation line´aire pour laquelle beaucoup d’outils
de re´solution sont disponibles. Une me´thode d’optimisation non-line´aire a`
base de RANSAC est par ailleurs utilise´e pour rendre cette estimation plus
robuste.
En reprenant les notations de Bak, les coordonne´es des points dans l’espace





Le proble`me a` re´soudre, reliant une transformation rigide (R, T ) dans
l’espace 3D aux coordonne´es projete´es dans le syste`me de ste´re´o-vision,
s’e´crit alors (avec f la focale optique et bs la distance entre les deux ca-
me´ras) :


















































































































Cette me´thode est sans doute plus optimale que celle que nous proposons
(section 4.4.1.2), mais ne profite pas de l’une des caracte´ristiques de la me´-
thode par de´composition en e´le´ments propres, a` savoir sa de´pendance tre`s
faible au nombre de points pris en compte. Le syste`me a` re´soudre dans le
cas d’une approche dite « SVD » est de taille 3x3, quel que soit le nuage de
points, tandis que cette approche conduit a` un syste`me dont la complexite´
est de l’ordre de O(N2). Les temps de calcul attendus sont donc relativement
importants, ce que nous souhaitons e´viter, au prix d’une perte de pre´cision
probable.
4.2.1.3 Exploitation de capteurs tiers pour l’estimation de l’ego-
motion
L’estimation de l’ego-motion a` partir des informations visuelles peut
ne pas eˆtre suffisante pour satisfaire tous les pre´requis d’une navigation
autonome. La vision peut ainsi eˆtre intrinse`quement mise en de´faut (illumi-
nation proble´matique, vibrations, etc), tandis que la sce`ne elle-meˆme peut
rendre l’odome´trie impossible, sans que l’acquisition visuelle soit en faute
(mouvement d’un e´le´ment tiers emplissant le champ visuel, voir la figure
4.2 par exemple). Loin d’eˆtre des cas particuliers, ces phe´nome`nes peuvent
eˆtre couramment rencontre´s dans des situations vise´es par un ve´hicule
autonome au sein d’un cadre de vie propre aux humains, par exemple au
sein d’une foule.
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Figure 4.2 – Exemple de situation proble´matique pour l’estimation pure-
ment visuelle de l’ego-motion. Les e´le´ments statiques de la sce`ne sont tre`s
minoritaires, du fait du masquage produit par un objet mobile. Illustration
tire´e de l’article [Badino et al., 2008]
Il est donc assez naturel de chercher a` corriger ce proble`me par la fusion
d’informations de plusieurs capteurs comple´mentaires, comme un odome`tre,
un outil de positionnement satellitaire global (dit GNSS, Global Navigation
Satellite System dans la litte´rature anglo-saxonne, tel que le GPS, GLO-
NASS ou Galile´o), ou encore un capteur de mouvent type IMU. L’utilisa-
tion d’un filtre de type EKF ou UKF fournit un cadre e´le´gant pour la fusion
de donne´es, les diffe´rents capteurs e´tant associe´s a` un mode`le permettant
la comparaison de leurs apports sur une base commune. Ce dispositif est
particulie`rement adapte´ au traitement temps re´el, de part son caracte`re ite´-
ratif, et la relative constance du temps de mise a` jour. Leur couplage avec
un algorithme de de´termination de l’ego-motion par indices visuels est pre´-
sent dans la litte´rature (par exemple [Singh and Waldron, 2005,Bak, 2011]),
mais l’utilisation d’autres capteurs est e´galement possible, notamment les
te´le´me`tres lasers ( [Weyers and Peterson, 2011]). Une prise en compte par
optimisation e´tant e´galement possible (voir par exemple [Martinelli, 2012]),
meˆme si sa mise en œuvre en temps re´el est plus complexe.
4.2.2 Ge´ne´ration de l’environnement a` partir d’observations
successives
Approches re´cursives :
La construction d’un nuage de points repre´sentatif de la sce`ne rentre
explicitement dans les pre´-requis du SLAM, on citera donc ici quelques
exemples remarquables de la litte´rature a` ce sujet. Ce sujet a de´ja` e´te´ aborde´
au point 4.2.1, et on pourra donc rapidement aborder la proposition initiale
de Davison base´e sur un filtre EKF ( [Davison, 2003]), et quelque unes des
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nombreuses e´volutions ont e´te´ propose´es. Montiel et al. ( [Montiel et al.,
2006]) ont ainsi propose´ une parame´trisation ame´liore´e de l’incertitude sur
la position des amers visuels lors de leur introduction dans le filtre, afin
de mieux ge´rer la non-line´arite´ dans l’estimation de la position lie´e a` la
distance au capteur (Inverse Depth Parametrization). La covariance sur
la position de l’amer est lie´e a` l’inverse de sa distance au centre optique,
cette parame´trisation e´tant modifie´e pour revenir a` une estimation directe
de`s que l’amer est suffisamment bien localise´). Tout en conservant une
estimation par un filtre, Eade et Drummond ( [Eade and Drummond,
2006]) proposent un algorithme autorisant la perception d’une carte de
dimension beaucoup plus importante : dans la proposition de Davison, le
filtre conserve a` tout moment les covariances de chacun des amers estime´s
dans une unique matrice, ce qui rend le processus de mise a` jour de l’ordre
de O(N2) avec N le nombre de points 2. Eade propose d’utiliser un filtre
particulaire (se basant en cela sur les travaux de FastSLAM [Thrun et al.,
2004]) a` meˆme de ge´rer le proble`me de l’association des observations,
tandis que les covariances des points estime´s sont dissocie´es. Pollefeys et
al. montrent par ailleurs ( [Pollefeys et al., 2007]) qu’il est possible de
reconstruire un environnement tre`s dense en accumulant les informations
de cartes de profondeur, recale´es par une estimation inde´pendante du
mouvement. Les points positionne´s ne sont dans ce cas pas suivis dans le
temps, mais l’environnement statique convient tre`s bien a` cette approche.
De meˆme, Lategahn et al. ( [Lategahn et al., 2011]) propose une approche
relativement similaire, a` ceci pre`s que la disparite´ est dans ce cas filtre´e
dans le temps par un filtre de Kalman (individuel, au niveau de chaque
pixel).
Approches par optimisation :
L’estimation peut e´galement se baser sur une optimisation (qui peut alors
prendre en compte plusieurs observations conse´cutives) pour estimer la po-
sition des points observe´s. Mouragnon ( [Mouragnon and Lhuillier, 2006])
propose le premier cette approche, suivi de Klein et Murray qui propose`rent
un algorithme connu sous le nom de PTAM ( [Klein and Murray, 2007]), dis-
sociant dans ce cas l’estimation de l’ego-motion et l’estimation de la position
des points en deux processus diffe´rents. De meˆme, Strasdat et al. ( [Stras-
dat et al., 2010]) montrent que l’optimisation sur plusieurs acquisitions est
ne´cessairement plus performante en termes de pre´cision par rapport a` une
approche par filtrage (au prix d’une possible perte de ge´ne´ralite´), et pro-
posent un algorithme combinant une estimation initiale des positions des
2. Ce couˆt optimal e´tait jusqu’a` 2010 de tre`s exactement N2.376 pour l’algorithme
de Coppersmith-Winograd ( [Coppersmith and Winograd, 1990]). Stothers ( [Stothers,
2010]) en proposa alors une ame´lioration ramenant ce couˆt a` N2.374. Ce chiffre a e´te´ tre`s
le´ge`rement ame´liore´ depuis.
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amers par filtrage (compatible avec l’usage de mono-vision), comple´te´e par
une optimisation poste´rieure. Dans le cas d’un dispositif de ste´re´ovision,
l’estimation de la position des amers peut assez naturellement faire l’objet
d’un processus par optimisation, comme propose´ par Konolige et Agrawal
( [Konolige and Agrawal, 2008]). On pourra remarquer que cette proble´-
matique d’estimation de la structure de l’environnement a` partir d’images
n’est pas nouvelle, et est pre´sente sous le nom de photogramme´trie dans la
litte´rature. Son utilisation en temps re´el et dans le cadre de la robotique est
plus re´cente, mais de nombreuses e´tudes sont d’ores et de´ja` disponibles et
exploitables dans le domaine du SLAM. On pourra citer a` cet effet la tre`s
comple`te revue de Triggs et al. ( [Triggs et al., 2000]).
4.3 Filtrage
On de´crit ici quelques algorithmes parmi les plus utilise´s pour re´pondre
a` des besoins de filtrage, c’est a` dire d’estimation de variables a` partir d’ob-
servations stochastiques. Cet e´tat de l’art est ici ne´cessaire de part l’algo-
rithme que nous proposons, qui en fait usage, bien que d’autres approches
s’attachent a` la proble´matique de l’odome´trie visuelle sans y recourir. Le
lecteur souhaitant une synthe`se plus avance´e de quelques uns des filtres pre´-
sente´s ci-dessous pourra notamment se re´fe´rer a` la revue [Chen, 2003]. On
ne rappelle pas dans la suite la formulation du filtre de Kalman, qui est
pre´sente en annexe de ce manuscrit (B), mais on s’attachera a` en pre´senter
deux variantes qui permettent son utilisation dans notre domaine.
4.3.1 Filtre de Kalman e´tendu
4.3.1.1 Introduction :
Comme de nombreux filtres Baye´siens, cet algorithme fonctionne en deux
e´tapes : l’e´tat futur du filtre est pre´dit, puis compare´ a` la nouvelle mesure,
ce qui permet finalement d’en estimer un e´tat corrige´. Il se restreint cepen-
dant a` des pre´dictions et mesures line´aires, du fait de sa formulation matri-
cielle. Cette restriction est importante, car elle limite beaucoup son usage
en pratique. De nombreuses applications inte`grent en effet une composante
non-line´aire, du fait d’un changement de repe`re par exemple (coordonne´es
polaires/carte´siennes), ou d’un mode`le de capteur complexe. Il est heureuse-
ment possible d’e´tendre l’usage du filtre de Kalman en line´arisant localement
les fonctions de propagation ou de mesure, selon les principes pose´s par le
de´veloppement de Taylor de fonctions non-line´aire. L’algorithme est alors




On approxime localement les fonctions de propagation et de mesure par
la premie`re composante de leur de´veloppement de Taylor, ce calcul e´tant a`
renouveler de`s que le point de fonctionnement ou de mesure est modifie´. Les
calculs sont alors essentiellement les meˆmes que pour le filtre de Kalman
classique, si l’on excepte l’usage dans l’e´tape de pre´diction de fonctions non-
line´aires quelconques, et l’apparition des matrices Jacobiennes (matrice des
de´rive´es partielles) mode´lisant la contribution line´arisable de ces fonctions
dans le calcul du gain de Kalman et de la mise a` jour de la covariance. On
note G la matrice jacobienne de la fonction de propagation g, et de meˆme
H la matrice jacobienne de la fonction de mesure h.
1. Pre´diction :














3. Mise a` jour :
µt = µ¯t +Kt (zt − h(µ¯t)) (4.6)
Σt = (I −KtHt) Σ¯t (4.7)
Ces e´quations sont bien suˆr a` rapprocher des e´quations du filtre de Kalman
original (B.1 a` B.7). L’estimation du premier moment (µ) fait appel
aux fonctions de propagation et de mesure sous leur forme « native »
(non-line´aire), tandis que l’estimation de la covariance Σ fait appel a` une
forme line´arise´e de ces meˆmes fonctions. Ce proce´de´ est tre`s utilise´, du
fait de bonnes performances et de son couˆt calculatoire qui reste mesure´
(les matrices jacobiennes n’e´tant pas ne´cessairement calcule´es a` chaque
ite´ration, ce couˆt peut se rapprocher de celui d’un filtre « classique »).
4.3.1.3 Remarques :
Le filtre de Kalman e´tendu, s’il est sans doute le moyen le plus utilise´
de nos jours pour estimer l’e´tat de syste`mes complexes, n’est the´orique-
ment utilisable que dans les approximations du de´veloppement de Taylor.
Ces dernie`res engendrent deux types de limitations restreignant l’efficacite´
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de l’EKF : les fonctions de´veloppe´es (g et h) doivent eˆtre line´arisables (les
termes d’ordre supe´rieur a` 1 de leur de´veloppement de Taylor sont loca-
lement ne´gligeables), et la distribution de l’e´tat estime´ doit eˆtre restreinte
par rapport a` la zone de validite´ du de´veloppement de Taylor. Cette der-
nie`re limitation est certainement la moins e´vidente, mais elle doit eˆtre prise
en compte notamment dans les estimations non-consistantes des EKF dans
certains cas pathologiques (l’estimation de la covariance devient infe´rieure
a` la covariance re´elle, la confiance accorde´e a` l’e´tat de sortie du filtre est
surestime´e).
4.3.2 Filtre de Kalman inodore
Propose´ par Julier et Uhlmann ( [Julier and Uhlmann, 1997]), le Filtre de
Kalman Inodore (ou UKF - Unscented Kalman Filter) adopte une approche
diffe´rente pour prendre en compte les proble´matiques de line´arisation inhe´-
rentes a` la formulation matricielle du filtre de Kalman. Ce filtre se base sur la
transformation dite inodore, qui mode´lise une gaussienne par un nombre fini
de particules χ (aussi appele´s points sigma). Une transformation re´ciproque
est possible pour obtenir les deux premiers moments de la distribution a`
partir de ces particules, cette transformation e´tant exacte dans le cas d’une
gaussienne. Elle est de´crite dans 4.8, la transformation inverse e´tant de´crite
dans 4.11.
4.3.2.1 Transformation Inodore (UT) :
Le nombre de dimensions de notre vecteur d’e´tat est note´ n, la transfor-
mation inodore ge´ne`re donc 2n+1 points. Les poids associe´s a` ces particules
(utilise´s dans la transformation inodore inverse) sont diffe´rents pour le calcul
de la moyenne et de la covariance, et sont respectivement note´s ωµ et ωΣ.






la colonne (ou ligne) i de la matrice racine de
(n+ λ)Σ.
χ[0] = µ




















(1− α2 + β)
(4.9)
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λ est ici un parame`tre d’e´chelle, qui vaut n-3 dans le cas d’une distri-
bution Gaussienne. L’estimation n’est cependant pas limite´e aux variables
ale´atoires distribue´es selon la loi normale, la re´partition des points sigma
pouvant eˆtre choisie pour prendre en compte des distributions le´ge`rement
diffe´rentes. On peut alors mode´liser le parame`tre λ par :
λ = α2(n+ κ)− n (4.10)
avec α, β et κ des parame`tres de dispersion pouvant eˆtre arbitrairement
choisis pour mieux estimer diffe´rentes distributions (β = 2 pour une
distribution gaussienne). Cette adaptation a` des distribution autres que
gaussiennes est l’un des inte´reˆts l’UKF, bien que l’EKF soit lui meˆme rela-
tivement re´sistant a` l’estimation de variables ale´atoires dont la distribution
diffe`re le´ge`rement de la loi normale.
4.3.2.2 Transformation Inodore inverse :
La transformation inverse s’e´crit comme un calcul de moyenne et de











Y [i] − µˆ
)(
Y [i] − µˆ
)T (4.11)
4.3.2.3 Propagation :
La propagation du filtre dans son inte´gralite´ s’e´crit enfin :
1. Pre´diction :
Des points sigma sont ge´ne´re´s, de´crivant l’e´tat pre´ce´dent du filtre, ils
sont propage´s par la fonction g puis la distribution de l’e´tat propage´





c = UT (µt−1,Σt−1) (4.12)







c ) +Rt (4.14)
2. Mesure :
Un nouvel ensemble de points sigma est ge´ne´re´ a` partir de l’e´tat pro-
page´, cet e´tat est « projete´ » sur l’espace de mesure en utilisant la
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fonction h (4.16), la mesure pre´dite (avec sa covariance) est captu-
re´e par 4.17, tandis que la covariance lie´e a` l’action de mesurer est





c,z = UT (µˆt, Σˆt) (4.15)











ω[i]c (ξt[i]− µ¯t) (Zt[i]− zˆt)
T (4.18)
3. Calcul du gain :
Le gain de Kalman est calcule´ en prenant en compte la covariance de






4. Mise a` jour :
Comme dans un filtre de Kalman classique, l’e´tat corrige´ est relatif
a` l’innovation zt − zˆt et au gain Kt calcule´ pre´alablement.
µt = µ¯t +Kt(zt − zˆt) (4.20)
Σt = Σ¯t −KtStK
T
t (4.21)
La gestion des transformations non-line´aires (propagation comme
mesure) est imme´diate, celles-ci e´tant applique´es sur les points sigma,
avant d’utiliser la transformation inodore inverse. Contrairement a` l’EKF,
la line´arisation des transformations n’est donc ici pas ne´cessaire, pas plus
que le calcul (parfois couˆteux) de son jacobien. Dans le cas de fonctions
line´arisables, et d’e´tats estime´s dont la covariance est restreinte par
rapport a` cette hypothe`se de line´arisation, les performances respectives des
filtres EKF et UKF sont identiques. L’augmentation de la covariance des
e´tats estime´s, ou le besoin d’utiliser des fonctions fortement non-line´aires
introduit cependant un avantage compe´titif de l’UKF, comme tre`s bien
mis en avant dans l’article fondateur de Julier et Uhlmann ( [Julier and
Uhlmann, 1997]). Le couˆt calculatoire de l’extension inodore de l’UKF reste
par ailleurs tre`s modestes par rapport a` un KF ou a` un EKF, la gestion de
particules supple´mentaires e´tant en ge´ne´ral tre`s rapide devant les couˆts lie´s
au calcul matriciel de grande dimension.
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Bien que la ge´ne´ration de particules les rapproche, l’UKF est bien dif-
fe´rent d’un filtre dit « a` particules » (voir section 4.3.3). Il mode´lise tout
d’abord, comme le KF et l’EKF, la distribution des variables par leur deux
premiers moments statistiques ; ce qui le restreint a` la prise en compte de
distributions mono-modales et syme´triques. La transformation entre l’e´tat
du filtre et les particules (« points sigma » donc) est par ailleurs de´termi-
niste dans le cas de l’UKF, et ne´cessite peu de particules, tandis qu’un filtre
particulaire se base sur un grand nombre de tirages ale´atoires pour mode´liser
la distribution de la variable estime´e.
4.3.3 Filtre a` particules
Ce filtre exploite une me´thode introduite dans les anne´es 1940, et dont
le de´veloppement plus re´cent est notamment lie´ a` l’accroissement de la puis-
sance de calcul disponible (et a` sa simplicite´ pour e´valuer le re´sultat nu-
me´rique de calculs non-re´solubles analytiquement). Il s’agit de la me´thode
dite de Monte Carlo, qui consiste a` estimer, selon la loi des grands nombres,
un calcul fonction d’une distribution de probabilite´ initiale par l’e´tude du
re´sultat d’un grand nombre de tirages. Cette me´thode ne souffre d’aucune
des limitations couramment associe´es au filtres nume´riques (transformation
quelconque, fonction de distribution potentiellement quelconque - si tant est
que l’on sache produire un grand nombre d’e´chantillons selon cette distribu-
tion -), la pre´cision obtenue e´tant cependant fonction du nombre de tirages
et de l’ade´quation entre la distribution initiale et celle que l’on souhaite ob-
server.
Une explication pre´cise de ce phe´nome`ne est notamment disponible dans le
livre de S. Thrun ( [Thrun et al., 2005]). L’e´tude de cette proble´matique
explique notamment le de´veloppement de la technique dite d’importance
sampling, et peut sommairement s’expliquer par la compression et la dila-
tation de la distribution initiale le long des non-line´arite´s de la fonction de
propagation ou de mesure du filtre.
4.3.4 Comparaison : estimation d’une variable ale´atoire pro-
page´e par une fonction non-line´aire
On illustre dans la Figure 4.3 certains des me´canismes a` l’œuvre dans
les diffe´rentes imple´mentations des filtres de Kalman de´crits pre´ce´demment.
L’enjeu de ces diffe´rentes imple´mentations est le suivant : on dispose
initialement d’une variable ale´atoire dont la distribution est gaussienne, ce
qui correspond a` un cas pratique relativement courant. Cette variable est
soumise a` une transformation non-line´aire, qui peut correspondre a` une
fonction de propagation ou a` une fonction de mesure, et il s’agit de pre´dire
la distribution attendue. On illustre ici les conse´quences des approximations
a` l’œuvre dans l’EKF (la transformation est line´arise´e selon sa matrice
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jacobienne a` la valeur moyenne de la distribution incidente), et dans l’UKF
(des points sigma sont ge´ne´re´s selon la distribution initiale, propage´s selon
la fonction non-line´aire connue, et une nouvelle distribution est de´duite
de ces points propage´s). Les autres e´tapes du filtre (gain de Kalman et
correction) sont par ailleurs tre`s similaires entre ces diffe´rents algorithmes,
ce qui souligne l’importance de cette e´tape de propagation de l’e´tat d’une
variable ale´atoire.
4.3.4.1 Cas pratique :
Dans la Figure 4.3, on repre´sente la distribution initiale de la variable
ale´atoire selon l’axe des abscisses. La transformation retenue est exponen-
tielle (donc fortement non-line´aire), elle est repre´sente´e dans le meˆme repe`re.
On reporte les e´le´ments transforme´s sur l’axe des ordonne´es, de sorte que
cette figure pourrait eˆtre construite a` la main par simple report de valeurs
relativement a` la fonction de transformation. Autrement dit, l’espace initial
est selon l’abscisse, l’espace final est selon l’ordonne´e. Cette repre´sentation
est assez commune dans la litte´rature, e´tant par exemple reprise par Thrun
dans [Thrun, 2000].
La distribution exacte de la variable ale´atoire dans l’espace d’arrive´e est
obtenue par une simulation « Monte-Carlo », impliquant plusieurs millions
de tirages. Elle repre´sente la distribution propage´e exacte. On repre´sente les
points sigma initiaux, projete´s sur l’espace d’arrive´e, ainsi que la gaussienne
qui en est obtenue. On repre´sente par ailleurs la distribution obtenue lors-
qu’on line´arise la transformation, comme c’est le cas dans un filtre EKF. Les
diffe´rentes valeurs moyennes (exacte, obtenues par transforme´e inodore et
par line´arisation) sont par ailleurs repre´sente´es avec une notation similaire.
4.3.4.2 Remarques :
Plusieurs e´le´ments sont a` remarquer sur la Figure 4.3, tre`s dense en in-
formations. La transformation utilise´e e´tant non-line´aire et non-syme´trique
par rapport a` la valeur moyenne de la variable initiale, la distribution de
la variable ale´atoire dans l’espace d’arrive´e est fortement dissyme´trique, elle
ne correspond pas a` une gaussienne (son troisie`me moment statistique, le
« skew », n’est pas nul. Ce troisie`me moment est par construction nul pour
une loi normale). On peut remarquer que l’usage de la transforme´e inodore
permet de capturer une partie de cette dissyme´trie (les points sigma ne
sont pas non plus syme´triques dans l’espace d’arrive´e), mais l’estimation
d’une gaussienne a` partir de ces points perd cette information. La transfor-
me´e inodore inverse consiste en effet a` calculer les deux premiers moments
mode´lise´s par les points sigma. Dans cet exemple (les performances des dif-
fe´rentes approches varient avec la transformation choisie, notre cas n’en est
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Proce´de´ Moyenne E´cart-type
Monte-Carlo (exact) 2.12 1.68
Line´arisation 1.66 1.16
Transformation inodore 2.29 1.76
(4.22)
Figure 4.4 – Quelques chiffres illustrant les diffe´rents proce´de´s
qu’une illustration), les parame`tres estime´s sont pre´sente´s dans le tableau
4.4.
4.3.4.3 Quelques re´sultats :
On recense dans le tableau 4.4 les re´sultats des estimations des deux
premiers moments statistiques de la variable propage´e, selon les me´thodes
de line´arisation et de transformation inodore. On pourra retenir que la
line´arisation est efficace si la variance de l’e´tat d’entre´e est faible devant la
non-line´arite´ de la fonction approxime´e, mais qu’elle peut eˆtre mise en de´-
faut quand la variance s’accroˆıt. Dans cet exemple (le plus souvent, d’apre`s
Julier ou Kraft [Julier and Uhlmann, 1997,Kraft, 2003]), la line´arisation de
la transformation conduit a` une sous-estimation de la variance, ce qui peut
eˆtre proble´matique dans le cas d’un filtre.
On peut comprendre ce phe´nome`ne assez simplement : on suppose dans
cette approximation que la pente de la transformation est constante, mesure´e
au niveau de la moyenne de la variable initiale. Dans notre cas, cette pente
est tre`s infe´rieure a` celle a` laquelle est potentiellement soumise la variable sur
l’ensemble de ses valeurs probables. La covariance de l’e´tat de sortie est alors
sous-estime´e. L’inverse est bien suˆr possible, si la pente de la transformation
est maximale au niveau de la valeur moyenne. L’efficacite´ de la line´arisation
ope´re´e dans le filtre EKF est donc relative a` la variance de l’e´tat propage´e
et a` la line´arite´ initiale de la fonction de transfert, tandis que cette dernie`re
est souvent la seule prise en compte intuitivement. Le proble`me de la sous-
estimation de la variance propage´e est souvent mitige´ en pratique par l’ajout
d’un bruit constant (R dans l’e´quation 4.4).
4.4 Algorithme propose´
Dans le cadre de notre application, nous devons eˆtre capables de suivre
dans le temps et de positionner le plus de points possibles, afin d’augmenter
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la densite´ de l’e´chantillonnage de la sce`ne et ainsi de pouvoir de´tecter d’e´ven-
tuels obstacles. Nous proposons donc une approche ( [Lefaudeux and Na-
shashibi, 2012]) dissociant l’estimation du mouvement de celle de la position
des points, similaire en cela a` la proposition faite dans l’algorithme PTAM
( [Klein and Murray, 2007]). Ces deux proble´matiques sont intrinse`quement
lie´es, et il semble a priori relativement naturel d’en lier la re´solution. Toute-
fois, cela limite en pratique le nombre de points que nous sommes capables
de positionner simultane´ment. En outre, les contraintes de pre´cision sur l’es-
timation du mouvement et sur la position des e´le´ments de´tecte´s sont dans
notre cas bien distinctes, la seconde n’e´tant pas ne´cessairement tre`s grande.
Enfin, l’exhaustivite´ des informations disponibles au sortir de notre e´tape de
suivi de points, qui est a` la fois plus robuste (du fait du me´canisme de rejet
des points non fiables) et plus dense que la plupart des approches pre´sentes
dans la litte´rature pre´sentant un SLAM visuel, nous assure un re´sultat sa-
tisfaisant. La de´termination de l’ego-motion en est grandement simplifie´e,
et l’approche que nous proposons, bien qu’assez simple au regard d’autres
strate´gies possibles, est suffisamment pre´cise pour nos besoins tout en e´tant
tre`s rapide.
4.4.1 De´termination de l’Ego-Motion
4.4.1.1 Transformation rigide a` partir de nuages de points appa-
rie´s
On dispose tout d’abord de deux nuages de points issus de notre paire
ste´re´oscopique, et mis en correspondance (Chapitre 3). Le suivi des points
entre les deux came´ras permet de les traduire en autant de positions en
trois dimensions (cf. 2.2.2.2), tandis que le suivi dans le temps assure une
correspondance point-a`-point des deux nuages obtenus. Ce suivi dans le
temps est important, car il nous e´vite d’appliquer les algorithmes de filtrage
et d’optimisation classiques (par exemple de type ICP). Il est ainsi possible
de rechercher directement la transformation rigide permettant de passer
d’un nuage de points a` un autre.
Nous avons retenu une me´thode par de´composition en e´le´ments propres
pour estimer initialement la transformation. Cette me´thode n’est pas
utilise´e tel quel, l’estimation obtenue dans un cadre de ste´re´o-vision et dans
un environnement contenant des objets mobiles ou mal apparie´s n’e´tant
pas satisfaisante. Nous en proposons au paragraphe suivant une application
ite´rative et par ponde´ration qui permet d’obtenir des performances satisfai-
santes pour notre application, a` un couˆt calculatoire tre`s faible.
L’approche de Bak (section 4.2.1.2), est tre`s inte´ressante dans notre pro-
ble´matique, et tre`s exactement adapte´e a` l’estimation du mouvement par
un syste`me de ste´re´o-vision. Cependant le syste`me dans cette me´thode est
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O(N2), ce qui limite le nombre de points pouvant eˆtre pris en compte (a`
temps de calcul donne´), ou encore le nombre d’ite´rations possible pour esti-
mer de manie`re robuste les points aberrants (cf. 4.4.1.2). Nous avons consi-
de´re´, au vu des re´sultats obtenus par une approche moins optimale mais
ite´re´e et ponde´re´e (4.5.1), que la prise en compte robuste des points aber-
rants e´tait satisfaisante.
Me´thode par de´composition en e´le´ments propres :
On de´taille ici l’une des me´thodes utilise´es pour estimer le mouvement
entre deux acquisitions, lorsque l’on dispose de plusieurs came´ras dont la
configuration spatiale est connue. La me´thode que nous proposons (section
4.4.1.1) reprend beaucoup d’e´le´ments d’une approche de l’e´tat de l’art,
dite « SVD » (Singular Value Decomposition, De´composition en E´le´ments
Propres).
La connaissance de la correspondance entre plusieurs points d’un nuage
ayant subi une transformation ge´ome´trique rigide rend possible l’estimation
tre`s rapide de cette transformation, ce proble`me e´tant par ailleurs connu
depuis plusieurs de´cennies, sous le nom du proble`me de Procuste. 3 Il existe
au moins 4 approches re´pondant a` ce proble`me, de´taille´es dans [Eggert
et al., 1997]. Les deux premie`res approches sont similaires, et parame`trent la
transformation rigide de manie`re matricielle. On cherche alors a` minimiser
l’erreur moyenne dans la norme L2. Deux autres me´thodes sont propose´es,
mode´lisant la transformation rigide par des quaternions, qui ont la proprie´te´
de ne pas eˆtre soumis aux singularite´s pre´sentes dans les rotations telles
que repre´sente´es par des matrices. La minimisation de l’erreur est dans tous
les cas obtenue par une de´composition en e´le´ments propres d’une matrice
de corre´lation, de dimension tre`s re´duite.
Cette me´thode est tre`s utilise´e dans le domaine du recalage de nuages de
points obtenus par te´le´me`tre laser, au travers de l’algorithme ICP dont elle
constitue l’une des e´tapes. Elle est par ailleurs tre`s facilement exploitable
de part son caracte`re matriciel et line´aire, et son temps d’exe´cution varie
peu en fonction du nombre de points utilise´s. L’erreur minimise´e dans cette
proce´dure n’est cependant pas exactement adapte´e aux proble´matiques
de la ste´re´o-vision, et nous en proposons dans 4.4.1.2 un usage ite´ratif et
3. Ce nom fait re´fe´rence au bandit de la mythologie grecque, qui parvenait tant bien
que mal a` adapter ses victimes a` la taille de son lit. La transformation ne´cessaire e´tait
applique´e de manie`re quelque peu sommaire (par la coupe des pieds de sa victime). La
correction a` appliquer e´tait dans ce cas maximise´e par l’utilisation de deux mode`les de
lit diffe´rents, de sorte que les victimes ne soient jamais dans un lit adapte´. Ce nom est
reste´ pour s’appliquer a` de nombreux proble`mes lie´s a` une estimation d’e´chelle ou de
transformation rigide. Il est souvent utilise´e sous sa forme originale (Procruste) dans la
litte´rature anglo-saxonne, tandis que la litte´rature francophone utilise le nom Procuste.
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ponde´re´ qui la rend plus robuste et plus fiable dans ce contexte.
Sa pre´sentation initiale est le fait de Arun ( [Arun et al., 1987]), un cas de
rotation proble´matique ayant ensuite e´te´ pre´cise´ par Umeyama [Umeyama,
1991]. Les notations employe´es par la suite sont celles de [Eggert et al., 1997].
Conside´rons les nuages de points mi et ni (i = 1, .., N), et la transformation
recherche´e (compose´e d’une rotation et d’une translation) [Rˆ, Tˆ ] qui permet





‖ni − Rˆmi − Tˆ‖
2
(4.23)
On suppose ici une correspondance parfaite entre les nuages dans le jeu
de donne´es, et un bruit isotrope et uniforme sur la position de chacun des
points (ces deux caracte´ristiques e´tant discute´es par la suite). L’estimation
de la rotation et de la translation peut eˆtre faite en deux temps, par le biais
de la position moyenne de chacun des nuages de points. On rame`ne chacun
des nuages a` son centre de masse pour estimer la rotation permettant de
ramener les deux nuages dans le meˆme re´fe´rentiel. On calcule les centres de














puis les vecteurs mc et nc de´crivant les points relativement a` leur centre
de masse respectifs :
mci =mi −m
nci =ni − n
(4.25)
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Les termes lie´s au produit scalaire de nci et mci e´tant constants, la
minimisation de Σ2 conduit donc a` maximiser nci
T Rˆmci. On introduit pour








On pourra remarquer que cette matrice est de dimension 3x3, quelque
soit la taille du nuage de points. Minimiser l’e´quation 4.26 est alors e´qui-
valent a` maximiser la trace Tr(RˆH). Une solution pour maximiser Tr(RˆH)
consiste a` utiliser la de´composition en e´le´ments propres de H, que l’on note
traditionnellement H = UΛV T . U et V sont ici des matrices de passage, or-
thogonales (V −1 = V T ), tandis que Λ est une matrice diagonale contenant
les valeurs propres de H. La matrice maximisant la trace de´sire´e est alors :
Rˆ = V UT (4.28)
On obtient finalement la translation ne´cessaire a` l’alignement des nuages
mi et ni par la distance entre les centres de masse apre`s application de la
rotation estime´e :
Tˆ = n− Rˆm (4.29)
Umeyama ( [Umeyama, 1991]) a toutefois montre´ que cette proce´dure
pouvait conduire a` une rotation estime´e inverse´e, et en a propose´ une
correction tre`s simple. Si le produit det(U) · det(V ) est ne´gatif, Rˆ devient
e´gale a` V SUT avec S une matrice diagonale diag(1, 1, ..., 1,−1).
Plusieurs limitations sont cependant a` soulever quant a` l’utilisation de
cette proce´dure pour calculer l’ego-motion avec un dispositif de type ste´re´o-
vision. On suppose tout d’abord que les deux nuages de points sont « par-
faits », c’est-a`-dire que l’on ne prend ni bruit ni erreur d’appariement en
compte. Goryn et Hein ( [Goryn and Hein, 1995]) ont montre´ que cette so-
lution e´tait conserve´e en pre´sence de bruit de moyenne nulle, mais cela ne
prend pas en compte d’e´ventuelles erreurs d’appariement. On recherche par
ailleurs la transformation rigide optimale entre ces deux nuages de points,
mais ceux-ci peuvent contenir des objets mobiles, dont le de´placement ne
peut alors pas eˆtre mode´lise´ par un couple rotation-translation. On de´taillera
dans 4.4.1.2 l’algorithme propose´ pour se pre´munir de ces deux sources d’er-
reur possibles.
4.4.1.2 Estimation robuste et de´termination des outliers
La me´thode par de´composition en e´le´ments propres calcule la transfor-
mation rigide minimisant l’erreur dans la norme L2 de recalage de deux
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nuages de points. Nous avons vu que cela n’e´tait pas ne´cessairement opti-
mal dans le cas de nuages de points issus d’un dispositif de ste´re´o-vision, et
que cette formulation n’e´tait pas robuste aux points marginaux correspon-
dant par exemple aux e´le´ments en mouvement de la sce`ne. On propose donc
une ame´lioration de cette me´thode, qui nous permettra d’appliquer des prin-
cipes de ponde´ration et de calcul ite´ratif pre´sents dans les calculs robustes
de statistiques. Ceux-ci sont sommairement introduits en annexe (D), une
pre´sentation plus comple`te e´tant hors de porte´e dans le cadre de ce manus-
crit. Les positions des points utilise´es dans le nuage passe´ sont, lorsque cela
est possible (si ce point a e´te´ observe´ plusieurs fois conse´cutivement), des
positions filtre´es. Ce filtrage est de´taille´ dans 4.4.2.
Ponde´ration de la me´thode « SVD » :
On propose tout d’abord de conserver la minimisation d’une fonction de
couˆt base´e sur la norme L2, telle que pre´sente´e dans l’e´quation 4.23. Ceci
nous permet en effet de conserver la re´solution a` base de SVD tre`s rapide,
et commode de part sa complexite´ faible par rapport au nombre de points
prise en compte. On propose cependant d’y associer une ponde´ration indi-
viduelle de´termine´e de manie`re robuste, afin de mieux prendre en compte
la fiabilite´ de chacun des points. On note nci et mci les coordonne´es des
points du premier et du second nuage respectivement, centre´es par rapport
a` leur centre de masse respectif et N le nombre de points. La valeur que l’on
cherche a` minimiser devient alors, en supposant que l’on puisse identifier
une ponde´ration α efficace :












Comme pre´ce´demment, cela est e´quivalent a` maximiser la trace (en utilisant





T · nci)) (4.31)







T · nci (4.32)
On peut alors reprendre un lemme, notamment de´rive´ dans [Arun et al.,
1987], stipulant que pour toute matrice AAT de´finie positive, pour toute
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matrice B orthonormale :
Trace(AAT ) ≥ Trace(BAAT ) (4.33)
La de´monstration utilise´e dans le cas classique d’une matrice H non pon-
de´re´e s’applique ici, a` condition que la matrice Hα soit bien de rang 3. Les
coefficients αi e´tant positifs et non tous nuls, il suffit que les vecteurs ni et
mi ne soient pas tous simultane´ment orthogonaux pour garantir le rang de
Hα. Ceci est e´vite´ avec des points non coplanaires, ce qui n’est pas vrai-
ment contraignant en pratique. On peut donc proposer une de´composition
en e´le´ments propres de Hα, de´note´e par :
Hα = UΛV
T (4.34)
avec U et V des matrices orthonormales 3x3 (matrices de passage) et Λ la
matrice diagonale 3x3 des valeurs propres. En multipliant Hα par la matrice
X = V UT , orthonormale (U et V e´tant orthonormales), de sorte que :
XHα = V U
TUΛV T
= V ΛV T
(4.35)
XHα est donc de´finie positive de taille 3x3, ce qui implique, avec le
lemme pre´ce´dent, que pour toute matrice B orthonormale de taille 3x3 :
Tr(XHα) ≥ Tr(BXHα) (4.36)
La matrice X propose´e maximise bien la trace voulue, et nous fournit
alors la matrice orthogonale minimisant l’e´quation 4.30.
Recherche ite´rative :
Il s’agit maintenant de proposer une ponde´ration pertinente de chacune
des contributions a` la matrice de corre´lation Hα. On se base pour cela sur le
domaine dit des « statistiques robustes », pre´sente´ au moins partiellement
en annexe (cf. section D.1). Contrairement a` la me´thode retenue pour un
RANSAC ( [Fischler and Bolles, 1981]), on choisit dans notre approche de se
baser sur une ponde´ration ite´rative des diffe´rentes contributions a` la matrice
Hα, pour deux raisons : on ne sait a priori pas quels seront les points fiables
parmi les milliers de points suivis (une se´lection ale´atoire sur l’ensemble des
points serait couˆteuse en temps de calcul), et on suppose que les points sont
majoritairement corrects, justifiant une approche plus de´terministe. Une re-
pre´sentation sche´matique du processus suivi est visible sur la figure 4.5.
L’algorithme propose´ pour de´terminer le mouvement peut s’e´crire :
1. Initialisation
La contribution de chacun des points a` la matrice Hα est ponde´re´e
par l’inverse de la distance entre le plan image et ce point, poids
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initial en accord avec une mode´lisation rapide du bruit d’un nuage
de points issu de ste´re´o-vision (cf. 2.2.2.2). On pourra remarquer qu’il
s’agit e´galement de la covariance initiale des points dans le mode`le
propose´ par Montiel et al. ( [Montiel et al., 2006]), SLAM visuel tre`s
largement utilise´. La distance est seuille´e pour e´viter toute singularite´






— Calcul de la transformation
A` l’ite´ration k, la transformation est calcule´e avec les poids αi,kk
et par une de´composition en e´le´ments propres, comme pre´sente´
dans 4.4.1.2. Cette e´tape prend en compte l’inte´gralite´ des points
suivis, mais reste extreˆmement rapide du fait de l’accumulation
mise en œuvre.
— Actualisation des poids
On calcule, tout d’abord, des indicateurs robustes de´crivant la
distribution des points apre`s recalage. On conside`re ici les estima-
teurs me´diane (cette dernie`re e´tant calcule´e par l’algorithme de
Hoare connu sous le nom de Quick Select, de complexite´ line´aire)
et MAD (D.6), que l’on note ci-dessous µmedian,k et σMAD,k. Ces
estimateurs s’appliquent sur l’erreur de position entre les deux ob-
servations d’un meˆme point, ramene´es dans un meˆme re´fe´rentiel.
La statistique est alors effectue´e sur l’ensemble du nuage.
On calcule ensuite les nouveaux poids αi,k+1 , en utilisant une
fonction ρ qui est de´rive´e de la fonction de Tukey biweight ( [Hu-
ber, 1981], voir par ailleurs section D).







La variable δ correspond a` l’erreur de recalage du point conside´re´,
c’est-a`-dire a` la distance re´siduelle sur ce point apre`s avoir appli-
que´ sur le premier nuage la rotation Rk. Cette erreur est relative
a` l’erreur me´diane sur le nuage, et a` sa dispersion. La fonc-
tion de couˆt ρ est celle dite de Tukey Biweight sur R+, et 0 sur R−.
— Test de la condition d’arreˆt
Trois crite`res sont utilise´s pour continuer ou non les calculs :
le nombre d’ite´rations maximal kmax (on souhaite travailler en
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et quelque unes de ses variantes. Celui-ci est tout d’abord limite´ a` des
fonctions de propagation et de mesure line´aires, ce qui est en pratique tre`s
contraignant dans de nombreuses utilisations. L’estimation de la position
courante a` partir d’odome´trie visuelle couple´e a` un syste`me GPS ou a` une
centrale inertielle implique par exemple des fonctions non-line´aires lors des
changements de re´fe´rentiel. La fusion de donne´es de positions relatives dans
le cadre d’une collaboration entre ve´hicules est un autre exemple de mesure
potentiellement non-line´aire.
Nous n’avons pas mis en œuvre de tel couplage dans le cadre de cette
the`se, mais avons ne´anmoins choisi d’imple´menter une solution l’autorisant
dans un avenir proche. Ceci implique donc d’envisager les extensions EKF
et UKF au filtre de Kalman, toutes deux capables de prendre en compte
des fonctions de mesure line´arisables.
L’estimation de la position angulaire est ensuite rendue complexe par
des singularite´s, si les angles sont parame´tre´s par les angles d’Euler. Les
quaternions (introduits dans la section suivante) offrent une repre´sentation
plus simple a` cet e´gard, et leur imple´mentation est rendue plus facile dans
un UKF de par les points Sigma et l’absence du calcul de Jacobien (voir
notamment [Kraft, 2003]).
Nous avons choisi de nous concentrer sur le filtre de Kalman inodore,
pour sa (relative) simplicite´ dans la gestion de fonctions de mesure et de
propagation fortement non-line´aires, et ses performances supe´rieures a` l’EKF
dans ces cas de figure.
Filtrage par Kalman inodore :
Nous avons donc imple´mente´ un algorithme de type UKF, avec un mo-
de`le de mouvement a` vitesse constante (qui ne tient donc pas compte du
mouvement non-holonomique des ve´hicules roulants usuels). Ce filtre utilise
une repre´sentation des angles par quaternions, qui permet de se pre´munir
simplement des singularite´s pre´sentes dans une repre´sentation eule´rienne.
Les quaternions sont une extension des nombres complexes classiques (qui
autorisent notamment le parame´trage d’une rotation dans un plan), pre´sents
dans l’ensemble H homoge`ne a` R4, souvent repre´sente´s par leurs e´le´ments
de base (1,i,j,k), qui ve´rifient :
i2 = j2 = k2 = ijk = −1 (4.40)
q = q0 + q1 · i+ q2 · j + q3 · k | {qk}k∈[0..3] ∈ R (4.41)
Les quaternions repre´sentant une rotation sont restreints a` H1, qui de´crit
les quaternions unitaires :









3 = 1 (4.42)
La repre´sentation des rotations en trois dimensions dans l’espace des qua-
ternions unitaires ne souffre pas de singularite´s, ce qui simplifie grandement
les e´tapes de propagation ou de mise a` jour de l’estimation angulaire. La ge´-
ne´ration des points sigma de la transformation inodore est cependant un peu
plus complexe, un exemple de proce´de´ e´tant par exemple de´crit dans [Kraft,
2003].
On pourra retenir que cette repre´sentation n’est pas a` proprement parler ne´-
cessaire dans le cas d’un filtrage du mouvement seul, les vitesses angulaires
n’e´tant a priori jamais proches des points π ou −π. Cette repre´sentation de-
vient cependant tre`s commode de`s lors que l’on couple notre estimation avec
un capteur de position angulaire, et que l’on cherche a` estimer la position
courante.
4.4.2 Filtrage du nuage de points statiques e´chantillonne´
dans le temps
4.4.2.1 Matrice de visibilite´
On de´finit tout d’abord une matrice de visibilite´, permettant de ge´rer
les apparitions et disparitions successives des points observe´s. On se place
ici dans une approche diffe´rente de la plupart des techniques pre´sente´es
pre´ce´demment : l’enjeu, pour nous, est d’eˆtre capable de ge´rer en temps re´el
un nombre sensiblement constant de points d’inte´reˆt re´partis sur l’image, afin
d’eˆtre a` tout moment capable de de´tecter d’e´ventuels obstacles. La matrice
de visibilite´ nous permet de rendre compte de l’observabilite´ des points lors
des acquisitions successives, un point perdu lors d’une e´tape de suivi n’e´tant
par ailleurs jamais re´introduit sous la meˆme forme. La visibilite´ Vi,k du
point i lors de l’acquisition k vaut 1 lorsque ce point est le meˆme que lors
de l’acquisition k − 1. S’il est perdu au cours de l’acquisition k, Vi,k vaut
0 et un nouveau point est introduit avec la proce´dure de´crite dans 3.3.4.3.
De plus, chaque nouvelle acquisition conduit a` un de´calage de la matrice de
visibilite´, les acquisitions trop anciennes ne sont plus prises en compte. Une
illustration de cette indexation est pre´sente´e sur la figure 4.7 ;
4.4.2.2 Filtrage des points
Observations multiples :
Chaque paire d’image conduisant a` l’acquisition d’un nuage de points
dans le re´fe´rentiel du porteur, la de´termination de l’ego-motion permet de
s’affranchir de ces diffe´rences et de ramener toutes les acquisitions dans
le meˆme repe`re. Le suivi de points s’e´tant par ailleurs effectue´ dans le
temps, on dispose potentiellement pour chaque e´le´ment physique observe´
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Choix d’un estimateur :
Lategahn et al. [Lategahn et al., 2011] proposent d’utiliser un filtre de
Kalman pour estimer individuellement la position des points observe´s. Les
mesures par ste´re´o-vision sont alors la seule entre´e de cet algorithme, qui
suppose le point statique et le bruit de position inde´pendant sur les trois
dimensions conside´re´es. Ce filtre revient, dans ce cas, a` positionner les points
au prorata de la variance de l’estimation et des mesures. Cette approche est
relativement couˆteuse, euˆt e´gard au nombre de points a` positionner, et nous
avons choisi une estimation plus rapide, que nous supposons suffisante et
finalement assez proche en termes de performances. On conside`re en effet
que l’estimation pre´cise du bruit de mesure est de fait un e´le´ment difficile
des algorithmes de ste´re´o-vision (fonction du bruit de corre´lation entre deux
e´le´ments visuels, il n’est pas ne´cessairement constant et de´pendra sans doute
de l’environnement visuel du point positionne´). Dans ce cadre, nous avons
suppose´ que la plus-value apporte´e par un filtre de Kalman individuel n’e´tait
pas pertinente, et qu’un estimateur plus simple e´tait possible.
Algorithme propose´ :
L’estimation de la position des points diffe`re selon deux crite`res : le points
est-il statique ou mobile, est-il encore visible ou non ? Dans le premier cas,
on propose d’estimer la position des points par une moyenne ponde´re´e par
la distance entre l’e´le´ment physique et le plan image lors de l’observation
(formulation de´taille´e dans 4.44). Dans ce cas, les points encore visibles sont
constamment re´-estime´s a` chaque nouvelle acquisition, tandis que les points
qui ne sont plus visibles sont fige´s dans un nuage de point statique, que l’on
rame`ne a` chaque ite´ration dans le re´fe´rentiel courant. Si le point est de´tecte´
comme un point mobile, selon la me´thode pre´cise´e dans 5.4.1, on reporte
seulement la position moyenne´e selon les trois dernie`res observations. La
ponde´ration par la distance lors de l’observation ne rend pas exactement
compte de l’ellipse d’incertitude lie´e au passage dans l’espace en trois
dimensions, mais elle nous permet d’en approximer l’amplitude a` moindre
couˆt.






i ) le vecteur de´crivant la position
du point k a` l’ite´ration i dans son re´fe´rentiel courant. On noteXkj,i la position
du meˆme point telle qu’observe´e lors de l’ite´ration j mais ramene´e dans le
re´fe´rentiel du porteur lors de l’ite´ration i. On note enfin Ri,j et Ti,j les
matrices de transformation permettant de passer du re´fe´rentiel du porteur
lors de l’ite´ration j a` celui de l’ite´ration i. L’estimation de la position observe´
depuis l’ite´ration j lors de l’ite´ration i s’e´crit alors :
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La me´thode propose´e implique de parcourir, pour chaque nouvelle acqui-
sition, l’ensemble des observations passe´es des points encore visibles pour
calculer leur nouvelle position estime´e. Ces calculs sont redondants, et le
choix d’un estimateur re´cursif tel qu’une moyenne exponentielle 4 pourrait
ame´liorer le temps de calcul. Le proble`me de cette me´thode serait d’accorder
une confiance aux observations fonction du temps, qui n’est pas ne´cessaire-
ment corre´le´e au re´el bruit d’observation (si le porteur s’e´carte d’un e´le´ment
fixe par exemple, le bruit d’observation va croissant). L’utilisation d’un autre
estimateur re´cursif serait peut eˆtre possible, bien que la sortie des observa-
tions de la me´moire tampon soit a` prendre en compte. Ce sujet me´riterait
certainement des travaux comple´mentaires.
4.5 Imple´mentation et e´valuation
4.5.1 Ego-Motion
Le calcul de l’ego-motion a e´te´ imple´mente´ en C++, en utilisant la li-
brairie Eigen 5 pour le calcul matriciel et l’usage des quaternions. Le temps
de calcul est tre`s faible par rapport au reste de notre algorithme, comme
pre´sente´ dans 4.5.3, et approximativement constant.
4.5.1.1 Base de donne´es utilise´e
On se base dans la suite sur les donne´es du jeu de donne´es KITTI ( [Gei-
ger et al., 2012]), qui fournit une ve´rite´ terrain a` base de centrale inertielle
et de GPS. Les acquisitions d’images sont re´alise´es par des came´ras Point
Grey, a` la cadence relativement basse de 10 paires d’images par seconde.
La plate-forme d’enregistrement est un ve´hicule automobile, ce qui explique
les vitesses de de´placements relativement e´leve´es pour notre me´thode, pou-
vant monter jusqu’a` 10m/s. Les acquisitions repre´sentent un environnement
urbain (dans la ville de Karlsruhe) mais aussi des voies rapides.
4. Moyenne exponentielle : pour une feneˆtre d’inte´gration de taille l, sa valeur est
calcule´e re´cursivement par : Xˆl,k = αXk+(1−α) ˆXl,k−1. Le coefficient α est fixe, et vaut :
α = 2
l+1
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Classement Me´thode Err. Translation Err. Rotation Temps de calcul Plate-forme
1 VoBa 1.77 % 0.0066 [deg/m] 0.1 s 1 core @ 2.0 Ghz (C/C++)
2 VISO2-SAM 1.83 % 0.0152 [deg/m] 0.05 s 1 core @ 3.5 Ghz (C/C++)
3 MFI 1.84 % 0.0070 [deg/m] 0.1 s 4 cores @ 3.0 Ghz (C/C++)
4 eVO 1.93 % 0.0076 [deg/m] 0.05 s 2 cores @ 2.0 Ghz (C/C++)
– Solution propose´e 1.9 % 0.015 0.05s 4 cores @ 2.0GHz (C++)
5 D6DVO 2.10 % 0.0083 [deg/m] 0.03 s 1 core @ 2.5 Ghz (C/C++)
6 GT VO3pt 2.21 % 0.0117 [deg/m] 1.26 s 1 core @ 2.5 Ghz (C/C++)
7 VISO2-S 2.27 % 0.0152 [deg/m] 0.05 s 1 core @ 2.5 Ghz (C/C++)
8 BoofCV-SQ3 2.27 % 0.0111 [deg/m] 0.14 s 1 core @ 2.5 Ghz (Java)
9 TGVO 2.44 % 0.0105 [deg/m] 0.06 s 1 core @ 2.5 Ghz (C/C++)
10 SVO 2.45 % 0.0109 [deg/m] 0.05 s 2 cores @ 2.5 Ghz (C/C++)
11 VO3pt 2.93 % 0.0116 [deg/m] 0.56 s 1 core @ 2.0 Ghz (C/C++)
12 VO3ptLBA 3.17 % 0.0180 [deg/m] 0.57 s 1 core @ 2.0 Ghz (C/C++)
13 KPnP 3.46 % 0.0144 [deg/m] 0.2 s 1 core @ 2.5 Ghz (Matlab)
14 MSD VO 3.50 % 0.0166 [deg/m] 0.07 s 1 core @ 2.8 Ghz (C/C++)
15 MLM-SFM 4.07 % 0.0104 [deg/m] 0.03 s 5 cores @ 2.5 Ghz (C/C++)
16 VOFS 4.21 % 0.0158 [deg/m] 0.51 s 1 core @ 2.0 Ghz (C/C++)
17 VOFSLBA 4.35 % 0.0189 [deg/m] 0.52 s 1 core @ 2.0 Ghz (C/C++)
18 VISO2-M 13.79 % 0.0372 [deg/m] 0.1 s 1 core @ 2.5 Ghz (C/C++)
Table 4.1 – Re´sultats de diffe´rentes me´thodes sur le jeu de donne´es KITTI.
Notre me´thode n’est e´value´e que sur la premie`re se´quence, contrairement
aux autres re´sultats (11 se´quences)
ne´cessaire). Le suivi de 4000 points sur une plate-forme comparable (CPU
donc) demande quant a` lui de l’ordre de 45 ms dans les meˆmes conditions
(suivi de 4000 points).
On ne conside`re cependant ici que la premie`re des se´quences propose´es
par ce jeu de donne´es, contrairement aux autres e´valuations pre´sentes
dans le tableau, le classement pre´sente´ l’e´tant a` titre indicatif. La me´thode
propose´e n’a pas vocation a` ame´liorer l’e´tat de l’art en matie`re d’odome´trie
visuelle, ce proble`me de´passant de loin la proble´matique de cette the`se qui
est axe´e sur la perception de l’environnement.
4.5.2 Reconstruction 3D
La reconstruction de l’environnement a e´te´ e´galement imple´mente´e en
C++, en utilisant la` encore la librairie Eigen pour les calculs matriciels, et
la structure PointCloud de la librairie PCL (Point Cloud Library, [Rusu
and Cousins, 2011]) pour le stockage des nuages de points. Cette e´tape
est e´galement tre`s rapide, e´tant essentiellement limite´e dans le nombre de
points traite´s par leur stockage en me´moire courante.
Une e´valuation quantitative de la reconstruction est difficile, faute de ve´rite´
terrain aise´ment comparable, nous pre´sentons donc une comparaison avec
l’environnement obtenu par un capteur de type Velodyne, le HDL64. La
qualite´ de la reconstruction en trois dimensions est difficile a` appre´hender
sur une projection, d’autant plus que la re´partition des points diffe`re entre
les deux proce´de´s, mais on peut notamment remarquer que les plus gros
obstacles (voitures, e´le´ments de voirie) sont bien visibles sur le squelette
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reconstitue´. Les nuages de points obtenus par ces deux proce´de´s sont
pre´sente´s sur la figure 4.11. Le nuage de point Velodyne correspond a`
une unique acquisition tandis que le nuage de points que nous pre´sentons
correspond a` une inte´gration temporelle, l’objectif n’est donc pas d’e´valuer
les me´rites respectifs de ces approches mais bien plus d’exploiter une ve´rite´
terrain obtenue par le te´le´me`tre laser.
(a) Vue de la came´ra
(b) Nuage de points instantane´ du cap-
teur HDL64. Vue ae´rienne
(c) Nuage de points obtenu par notre
me´thode, et trajectoire estime´e du ve´hi-
cule. Vue ae´rienne
Figure 4.11 – Comparaison des nuages de points obtenus par un te´le´me`tre
laser Velodyne HDL64 (b) et par notre proposition (c)(Donne´es issues de
KITTI). Le temps de calcul de´crit la pe´riode minimale entre deux acqui-
sitions, et comprend l’ensemble des e´tapes de l’algorithme (suivi de points
dans l’image, estimation de l’ego-motion et reconstruction 3D dans notre
cas).
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points encore visibles e´tant re´e´value´e a` chaque nouvelle observation, tandis
que les points qui ne sont plus visibles sont repre´sente´s par leur dernie`re
position estime´e, et simplement ramene´s dans le re´fe´rentiel courant (section
4.4.2.2). Les fluctuations constate´es dans le temps de calcul sont alors lie´es
a` la sortie des points observe´s du champ de vision. Certains de´placements
peuvent ainsi influer rapidement sur le nombre de points sortant du
champ de vision (virages brusques par exemple), ce qui explique, au moins
partiellement, les variations du temps de calcul observe´es. Le nombre
de points pre´sents dans le squelette est borne´ par le nombre de nuages
conserve´s en me´moire tampon, de meˆme que le temps de calcul. On constate
aise´ment que celui-ci est compatible avec une cadence d’acquisition e´leve´e
(cette e´tape pouvant traiter plus de 30 acquisitions par seconde en moyenne).
4.5.4 Quelle feneˆtre d’inte´gration ?
Nous souhaitons ici ame´liorer notre perception de l’environnement en
cumulant les observations selon une feneˆtre temporelle d’inte´gration, dont
l’e´tendue est de l’ordre de 100 paires d’images. Cette feneˆtre d’inte´gration
est limite´e par deux facteurs : une contrainte d’imple´mentation (augmenter
sa taille a un impact - assez faible relativement a` l’ensemble du proce´de´
- sur le temps de calcul, et demande plus de place en me´moire), et une
contrainte environnementale. Il est ainsi inutile de cumuler les observations
sur une e´chelle de temps tre`s supe´rieure au temps de pre´sence des e´le´ments
suivis dans le champ de vision. Celui-ci varie en fonction du de´placement
du ve´hicule et du de´placement des objets de la sce`ne, son estimation est
de´licate, mais on constate empiriquement qu’une feneˆtre temporelle de 10
secondes est bien supe´rieure au temps de pre´sence effectif de la majorite´
des e´le´ments du champ de vision.
Une remarque peut eˆtre faite en termes d’ordre de grandeur, pour va-
lider notre accumulation temporelle d’informations. On peut en effet com-
parer l’erreur introduite dans la reconstruction de l’environnement par la
marche a` l’estime le long de la feneˆtre d’inte´gration, par rapport aux erreurs
typiques lie´es a` une observation de ste´re´o-vision. En supposant une vitesse
d’environ 10 m/s et une cadence d’acquisition de 10 im/s, pour rester dans
les conditions de l’e´valuation ci-dessus, l’erreur attendue par la navigation
a` l’estime pendant l’accumulation est de l’ordre de 2m 6. Une erreur de 0.5
pixels dans la de´termination de la position d’un e´le´ment de la sce`ne sur le
plan image, pour un point dont la disparite´ initiale est de 3 pixels et avec
les conditions des mesures pre´ce´dentes, conduit a` une erreur dans son posi-
tionnement dans l’espace de 15m. Il s’agit bien suˆr d’un calcul tre`s grossier,
6. Il s’agit d’un cas extreˆme, et l’erreur est dans ce cas concentre´e sur les points les
plus lointains.
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mais il illustre l’inte´reˆt du filtrage dans le temps des observations, en de´pit
de l’erreur re´alise´e sur la compensation du mouvement.
4.6 Conclusion
On a pre´sente´ dans ce chapitre une solution originale de de´termination
de l’ego-motion a` partir de points suivis sur une paire ste´re´o-vision, a`
un couˆt calculatoire tre`s faible. Cette solution est suffisamment pre´cise
pour l’inte´gration temporelle que nous effectuons, qui nous permet de
reconstruire la position des points suivis au fil du temps et de re´duire un
bruit d’observation tre`s important dans un dispositif de ste´re´o-vision.
Du fait de la se´paration entre ces deux taˆches, nous montrons e´galement que
le nombre de points traite´s en temps re´el peut eˆtre tre`s important, de l’ordre
de plusieurs dizaines de milliers de points sur une plate-forme mobile grand
public. Un re´capitulatif de ces diffe´rentes e´tapes est visible sur la figure 4.13.
On dispose a` ce moment d’un mode`le de la sce`ne environnant le porteur,
graˆce a` des points positionne´s dans l’espace. Ce mode`le ne vaut que pour
les points statiques, les points de´tecte´s comme mobiles ne´cessitant alors un
traitement plus approfondi.
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5.1 Introduction
La de´tection, la localisation et le suivi des objets mobiles sont une
e´volution naturelle de la perception « instantane´e » de l’environnement ;
et sont capitaux pour la navigation de ve´hicules autonomes. Conside´rer les
obstacles sans prendre en compte leur caracte`re dynamique n’est en effet
possible que lorsque leur vitesse est ne´gligeable devant celle du porteur
automatise´, ou a` l’inverse si la vitesse de ce dernier est suffisamment faible
pour re´agir aux erreurs de planification de trajectoire qui peuvent survenir
dans un environnement dynamique mal e´value´.
Une des singularite´s de notre approche, de´coulant des proce´de´s pre´ce´-
dents (Chapitres 3 et 4), est de disposer a` cette e´tape d’un ensemble de
points de vue important (lie´ a` notre feneˆtre d’inte´gration temporelle) de´cri-
vant les observations successives d’e´le´ments quasi-ponctuels de la sce`ne. Ces
e´le´ments sont par ailleurs nombreux a` eˆtre observe´s, de l’ordre de plusieurs
milliers.
Ces observations sont de´pendantes du bruit d’observation et des positions ef-
fectives des obstacles, une premie`re e´tape consiste donc a` de´tecter parmi elles
les points en mouvement. En supposant que les e´le´ments mobiles de la sce`ne
sont supporte´s par des objets distincts, on s’attache ensuite a` segmenter ces
e´le´ments individuels en ensembles dont le de´placement et la configuration
spatiale sont cohe´rents. Afin d’approfondir la connaissance de la sce`ne, nous
essayons ensuite de rattacher cette segmentation aux objets mobiles pre´ce´-
demment suivis, afin d’en de´duire une trajectoire suivie dans le temps. Cette
dernie`re peut eˆtre une information importante pour les e´tapes ulte´rieures de
controˆle et de planification de trajectoire, qui ne seront cependant pas trai-
te´es dans ce manuscrit. Une illustration du re´seau baye´sien sous-jacent est
visible sur la figure 5.1.
5.2 E´tat de l’art
5.2.1 De´tection d’objets mobiles au sein d’un nuage de
points
La de´tection d’objets mobiles au sein d’un nuage de points est le plus
souvent pre´sente dans la litte´rature dans le cadre d’acquisitions par un te´le´-
me`tre laser. Les nuages des points alors obtenus n’ont pas les meˆmes carac-
te´ristiques que ceux dont nous disposons a` cette e´tape, e´tant plus pre´cis et
plus denses, au sens de notre de´finition initiale de la densite´ de perception
(section 3.2.1). Ces nuages ne contiennent cependant pas d’information d’as-
sociation dans le temps, c’est-a`-dire que les liens entre plusieurs observations
d’un meˆme point de l’espace ne sont pas connues. Cette correspondance peut
eˆtre retrouve´e dans sa globalite´, dans le sens ou` on peut ramener diffe´rentes
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La de´tection d’objets mobiles a` partir d’une plate-forme elle meˆme en mou-
vement est bien suˆr plus complexe, car il faut dissocier dans les variations
de l’image la partie induite par le de´placement d’un mouvement autonome.
Une e´tape pre´alable consiste donc souvent a` estimer l’ego-motion, a` partir
d’un flux optique dense ou du suivi de points clefs. Cette donne´e n’est
cependant pas suffisante pour dissocier les e´le´ments de la sce`ne ayant un
mouvement inde´pendant des e´le´ments statiques. Le flux optique d’e´le´ments
statiques de la sce`ne de´pend en effet de leur distance au plan image de la
came´ra, qui est a priori inconnue.
Dumortier et al. proposent de de´tecter tout d’abord dans l’image le
plan sur lequel le ve´hicule se de´place, et d’en de´duire le mouvement effectue´
par le ve´hicule [Dumortier et al., 2011]. Ce mouvement est alors utilise´
pour coupler des observations dans le temps, et permet de calculer une
carte de profondeur (ste´re´o-vision temporelle), a` partir de laquelle les
obstacles peuvent eˆtre de´tecte´s. Agrawal et al. proposent une de´termination
robuste de l’ego-motion a` partir de mesures effectue´es sur un dispositif de
ste´re´o-vision, et en de´duisent d’une acquisition sur l’autre une carte de
disparite´ propage´e. La disparite´ mesure´e et la disparite´ propage´e sont alors
compare´es, ce qui permet de de´tecter les objets en mouvement [Agrawal
et al., 2007]. Bak ( [Bak, 2011]) propose une estimation du mouvement
tre`s adapte´e aux acquisitions par un dispositif de ste´re´o-vision, de´taille´e
pre´ce´demment (section 4.2.1.2). La de´tection des objets mobiles est ensuite
similaire a` la proposition de Agrawal et al., s’agissant de de´tecter les
e´le´ments de la sce`ne dont les disparite´s pre´dites et constate´es diffe`rent. Bak
propose cependant de prendre e´galement en compte les de´placements dans
le plan image, et conside`re ainsi l’ensemble des informations accessibles a` un
syste`me de ste´re´o-vision (plan image et disparite´). Badino et al. ( [Badino
et al., 2008]) proposent enfin, apre`s une estimation du mouvement propre,
de de´tecter les objets par leur mouvement dans l’espace ”re´el”. Leur position
est pour cela estime´e lors de chaque acquisition, un objet e´tant conside´re´
comme mobile de`s que sa vitesse est au dessus d’un seuil. De manie`re
relativement similaire, Lenz et al. ( [Lenz et al., 2011]) proposent d’estimer
la position des points suivis lors de chaque acquisition, et d’en de´duire leur
vitesse e´ventuelle. Ils proposent ensuite de segmenter la sce`ne en e´le´ments
de vitesse similaire, afin d’isoler les objets inde´pendants et de les suivre
dans le temps.
De meˆme que dans le cas d’une de´tection au sein d’un nuage de points,
des approches inte´gre´es avec l’estimation du mouvement et d’une carte de
l’environnement sont pre´sentes dans la litte´rature, sous le nom de SLAM-
MOT. Elles ont e´te´ introduites dans la section 2.5.2.
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5.2.3.1 Algorithme Mean-Shift
Cet algorithme, simple dans son principe (on associe de manie`re ite´rative
a` chaque e´chantillon un barycentre des e´chantillons proches), a e´te´ initiale-
ment propose´ par Fukanaga et Hostetler ( [Fukunaga and Hostetler, 1975]),
pour estimer le gradient d’une fonction de densite´. Son application dans le
domaine de la segmentation n’e´tait alors pas mise en avant. Un article plus
re´cent de Cheng ( [Cheng, 1995]) proposa de ge´ne´raliser cette proce´dure,
et de´montra son inte´reˆt dans le domaine de la segmentation. Il s’agit d’une
me´thode non-supervise´e, qui cherche a` estimer les maxima de densite´.
Cette proce´dure implique tout d’abord de de´finir un « noyau » parame´trant
l’influence des points voisins d’un e´chantillon sur son de´placement. De nom-
breuses formules sont possibles, notamment un noyau Gaussien, une boule,
ou encore un noyau suivant la formule bicarre´e de Tukey (D.3.1). Cheng
montre ensuite qu’a` chaque ite´ration les points estime´s se de´placent vers la
densite´ la plus e´leve´e, ce qui fait de l’algorithme Mean-Shift une ascension de
gradient. La preuve de la convergence est aise´e dans le cas ou` la propagation
des points invoque les e´chantillons initiaux, mais devient plus complexe si
l’algorithme est re´cursif, c’est-a`-dire si les positions estime´es par l’ite´ration
k servent de base au calcul de la moyenne locale de l’ite´ration k + 1. La
proce´dure est dans ce cas note´e « floue » dans cette publication fondatrice,
qui montre que la taille du noyau choisi conditionne alors la convergence.
Bien que cette me´thode ne requie`re pas de connaissance pre´alable du nombre
d’objets a` observer, sa mise en œuvre dans sa forme la plus ge´ne´rale est com-
plexe, la taille des objets devant eˆtre initialise´e de manie`re approprie´e pour
obtenir une convergence. L’algorithme K-Means, pre´sente´ dans ce qui suit,
en est une variante inte´ressante, qui ne pre´sente pas cette difficulte´.
5.2.3.2 Algorithme K-Means
L’un des algorithmes de segmentation les plus utilise´s de nos jours est
le K-Means (« K-Moyennes »), qui exploite un me´canisme ite´ratif propose´
en 1982 par Lloyd dans un domaine tre`s particulier [Lloyd, 1982] 1. Le pro-
ble`me auquel K-Means tente de re´pondre peut eˆtre formalise´ par l’e´quation
suivante, avec Φ la fonction de potentiel que l’on tente de minimiser, et
1. Il s’agissait en effet du domaine de la PCM (Pulse Code Modulation), une me´thode
utilise´e pour l’e´chantillonnage discret d’un signal continu. Dans cette me´thode, la valeur
de la fonction continue est e´value´e selon un pas de temps re´gulier, chacune des valeurs
releve´es e´tant ensuite rapporte´e a` nombre fini de valeurs possibles. Loyd nomme ces valeurs
discre`tes de´crivant l’amplitude de la fonction quanta, et discute de la meilleure re´partition
possible de ces quanta pour un signal donne´. Cette re´partition n’est pas triviale, s’agissant
de signaux dont l’amplitude n’est bien suˆr pas uniforme´ment re´partie. Il propose donc
un algorithme permettant de trouver de manie`re ite´rative la meilleure partition, au sens
des moindres carre´s (la partition minimise la somme des erreurs de quantification). Cet
algorithme a plus tard trouve´ un champ d’application inattendu, e´tant maintenant tre`s
souvent utilise´ pour la segmentation.
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χ ⊂ Rd l’ensemble des points de mesure (avec d une dimension quelconque)







On note par ailleurs ci les centres des partitions Ci, et C l’ensemble des
centres :
C = {ci}i=1..k (5.2)
Le principe de fonctionnement est conforme aux principes d’Expectation-
Maximisation (Espe´rance-Maximisation dans son nom francise´, introduit
par l’article dit « DLR » de Dempster, Laird et Rubin)( [Dempster et al.,
1977,McLachlan and Krishnan, 1997], note´ EM dans la suite), avec deux
e´tapes se re´pe´tant jusqu’a` convergence.
Partant de « graines » (quanta dans l’article fondateur de Lloyd) connues,
on segmente le jeu de donne´es en associant a` chacune d’entre elles les
e´le´ments du jeu de donne´es qui en sont les plus proches, selon le crite`re
des moindres carre´s. Ceci revient a` calculer le diagramme de Voronoi des
e´chantillons relatif aux graines choisies. On calcule ensuite le centre de
gravite´ de chacune des partitions, ce qui permet de de´finir les nouveaux
quanta, et donne son nom a` cette me´thode (K-Moyenne). Conforme´ment
a` l’e´tape ”E” des algorithmes EM, on de´finit bien, avec le diagramme
de Voronoi, un maximum (respectivement minimum de −log(Φ)) atteint
localement par la fonction Phi, il s’agit bien d’une borne supe´rieure
(respectivement infe´rieure) de notre fonction de couˆt.
On peut remarquer que cet algorithme suppose de connaˆıtre le nombre
de partitions recherche´es, ainsi qu’un point de de´part de leur distribution.
La proble´matique du nombre de groupes est souvent re´solue en conside´rant
un ensemble de nombre de groupes possibles, et en se basant sur un
crite`re tiers (par exemple la densite´ de la segmentation obtenue) pour en
de´terminer le nombre optimal. La proble´matique de l’initialisation peut
eˆtre re´solue par une re´partition arbitraire (par exemple uniforme), mais la
le´ge`rete´ de cet algorithme autorise le plus souvent de nombreuses exe´cutions
associe´es a` un point de de´part ale´atoire, ce qui peut permettre d’e´viter une
segmentation pie´ge´e par des minima locaux. L’initialisation s’e´crit alors le
plus souvent, avec random un tirage ale´atoire selon une loi de probabilite´
uniforme U sur χ :
∀i ∈ [1..k], ci = random(x ∈ χ\{cj}j<i,U) (5.3)
La re´currence de cet algorithme peut alors s’e´crire formellement, avec Cl
les classes de´crivant la segmentation, tant que les nouveaux centres diffe`rent
des pre´ce´dents :
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1. Calcul de la nouvelle segmentation :












On peut, par ailleurs, ve´rifier que K-Means converge de fac¸on stricte-
ment uniforme, chaque ite´ration e´tant infe´rieure a` la pre´ce´dente au sens de
la fonction de potentiel. Il s’arreˆte en outre ne´cessairement, l’ensemble des
segmentations possibles e´tant un ensemble de cardinal fini. Comme tous
les algorithmes base´s sur les ite´rations EM, la convergence de K-Means
est influence´e par les minimums locaux, et les conditions initiales sont
donc tre`s importantes. L’usage est, dans ce cas, de re´pe´ter de nombreuses
segmentations, les points de de´parts e´tant a` chaque fois re´ge´ne´re´s, et de ne
conserver que l’e´tat de convergence la plus probable.
K-Means++ :
Une variante de cet algorithme a e´te´ propose´e plus re´cemment par Arthur
et al.( [Arthur and Vassilvitskii, 2007]), sous le nom de K-Means++. La
proble´matique des points de de´part lors de la premie`re re´currence est trai-
te´e de manie`re le´ge`rement diffe´rente, Arthur proposant un tirage ale´atoire
non-uniforme des positions initiales des quanta. On note dans la suite, en
reprenant ses conventions, D(x) la distance la plus courte entre x ∈ χ et le
plus proche des centres de´ja` choisis. En reprenant la description pre´ce´dente
de l’algorithme K-Means, l’e´tape initiale devient :





La distribution utilise´e pour le tirage ale´atoire initial des centres des
partitions prend donc en compte les tirages pre´ce´dents, de sorte qu’il devient
improbable que ces centres soient localise´s de manie`re trop proche les uns
des autres. La se´lection du premier centre reste, bien suˆr, uniforme´ment
re´partie. Arthur montre que cette me´thode est toujours plus performante
que l’algorithme initial, pour un couˆt calculatoire tre`s faible. Il montre par
ailleurs que la segmentation obtenue est ne´cessairement compe´titive avec
un ratio O(log(k)) par rapport a` une segmentation optimale, s’agissant de
l’efficacite´ du premier tirage (la re´currence s’assure que Φ ne peut ensuite
que de´croˆıtre jusqu’a` convergence). On pourra par ailleurs remarquer que cet
algorithme ne permet pas d’introduire de prior dans la forme des partitions
attendues, toutes les dimensions e´tant notamment conside´re´es de la meˆme
manie`re (la covariance des e´chantillons est suppose´e de la forme σ2I).
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5.2.3.3 Segmentation floue
Ce domaine de recherche, connu sous le nom de « Fuzzy Clustering »
dans la litte´rature, peut eˆtre introduit par une observation : dans le cas
d’une segmentation « binaire », les partitions obtenues peuvent notamment
eˆtre de´crites par autant de fonctions d’appartenance, qui prennent la valeur
1 ou 0 selon la pre´sence ou non de cet e´chantillon dans la partition consi-
de´re´e. Les e´chantillons sont cependant soumis a` un bruit de mesure, et les
crite`res de segmentation peuvent par ailleurs ne pas correspondre exacte-
ment a` la situation observe´e, auquel cas la segmentation binaire propose´e
par ces deux valeurs 0,1 n’est pas ne´cessairement optimale. Le domaine de
la segmentation floue ouvre les valeurs possibles a` l’intervalle [0,1], diffe´rents
algorithmes e´tant ensuite possibles pour de´terminer la partition optimale.
La premie`re de´finition d’une segmentation floue date de 1965, dans une pu-
blication fondatrice de Zadeh ( [Zadeh, 1965]), qui a ouvert le champ a` de
nombreux travaux depuis lors. La revue de Yang et al. [Yang, 1993] de´taille
les techniques alors utilise´es.
L’un des algorithmes les plus utilise´s est le « Fuzzy C-Mean », dans lequel
la fonction a` minimiser pour de´terminer les appartenances µij (mode´lisant
le degre´ d’appartenance de l’e´chantillon j a` la partition i) s’e´crit comme une
ge´ne´ralisation de la fonction usuelle des moindres carre´s pre´sente dans le
K-Means (avec ai le centre des partitions, et a le vecteur des centres, pour
reprendre les notations de [Yang, 1993]) :





µmij ‖xj − ai‖
2 (5.7)
La variable m repre´sente, dans cette e´quation, le degre´ de flou recher-
che´ (plus important si m augmente). Diffe´rentes variantes de cette e´quation
existent afin, par exemple, de prendre en compte les formes des partitions
recherche´es, de part l’inte´gration de matrices de covariance dans le calcul
de la norme. Dans l’e´quation 5.8, la matrice A peut ainsi prendre notam-
ment les valeurs I (norme euclidienne), D (matrice diagonale), ou encore une
matrice de poids C de´finie positive quelconque (norme de Mahalanobis par
rapport a` cette matrice). La forme des partitions identifie´es de´pend alors de
la matrice utilise´e, la matrice identite´ conduisant a` des hypersphe`res (norme
L2) et la matrice D a` des ellipses.
d2ij = ‖xj − ai‖
2
A = (xj − ai)
TA(xj − ai) (5.8)
De manie`re similaire au K-Means, la partition optimale peut eˆtre appro-
che´e par une me´thode de type Espe´rance-Maximisation. La premie`re propo-
sition d’exploitation du processus utilise´ par le K-Means dans un contexte
« flou » a e´te´ propose´e par Dunn [Dunn, 1973], approche ge´ne´ralise´e par
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Bezdek et al. dans une description comple`te du « Fuzzy C-Mean » ( [Bez-
dek, 1981, Bezdek et al., 1984]). Cet algorithme peut eˆtre vu comme une
ge´ne´ralisation directe de celui pre´sente´ dans 5.2.3.2, l’e´tape de calcul de
l’appartenance des points (selon le diagramme de Voronoi dans K-Means)
e´tant cette fois dans l’intervalle [0,1] selon l’e´quation 5.9, la norme e´tant










Les inte´reˆts et limites de cet algorithme sont assez semblables au K-Means
e´tudie´ pre´ce´demment, la convergence e´tant localement assure´e, tandis que
de nombreux minima locaux sont possibles. Plusieurs me´triques sont cou-
ramment utilise´es pour e´valuer la qualite´ du partitionnement propose´, no-
tamment son entropie.
5.2.3.4 Segmentation par mixture de Gaussiennes
Il est e´galement possible d’effectuer une segmentation en supposant
la pre´sence d’un ou plusieurs mode`les cache´s, de´finissant la fonction de
distribution sous-jacente des e´chantillons observe´s. Cette hypothe`se est
intuitive et the´oriquement satisfaisante dans de nombreux cas. Elle s’ap-
plique aise´ment au cas d’une loi normale, qui est une bonne approximation
de nombreux phe´nome`nes physiques. La connaissance de l’ensemble des
distributions pre´sentes, et de l’appartenance des e´chantillons a` chacune
d’entre elles, est alors un cas particulier de segmentation qui peut s’ave´rer
tre`s efficace. La segmentation dite par «mixtures de Gaussiennes » est ainsi
devenue tre`s populaire ces dernie`res anne´es dans le domaine du traitement
d’image. D’autres fonctions de densite´ sont bien suˆr possibles.
La proble´matique n’est pas simple, et est tre`s proche des de´finitions
initialement mises en avant pour justifier le de´veloppement des algorithmes
EM, notamment dans l’article fondateur DLR. Les observations ne sont
en effet pas comple`tes, ne connaissant pas pour chacun des e´chantillons
observe´s la distribution sous-jacente, mais l’on peut en trouver a posteriori
les distributions les plus probables. L’utilisation de l’algorithme EM clas-
sique, et de certaines de ses nombreuses variantes, pose cependant proble`me
dans beaucoup de taˆches de segmentation par mixture de Gaussiennes. Les
minima locaux sont en effet nombreux, et la convergence de ces outils est
alors tre`s influence´e par le choix des points d’initialisation. Une technique
spe´cifique a` ce type de segmentation a e´te´ de´veloppe´e pour re´pondre a` ce
proble`me, connue sous le nom de « Split and Merge » (se´parer et fusionner),
propose´e par Ramer ( [Ramer, 1972]) et Douglas et Peucker ( [Douglas and
Peucker, 1973]) pour simplifier les repre´sentations nume´riques de courbes.
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Une application de cet algorithme au domaine des mixtures de gaussiennes
a e´te´ propose´e par Ueda et al. ( [Ueda et al., 2000]). Cette technique a
depuis e´te´ perfectionne´e et popularise´e ( [Zhang et al., 2003] par exemple),
et est couramment associe´e a` la segmentation dans le traitement d’image.
Ueda postule, tout d’abord, qu’une situation courante de mauvaise seg-
mentation est obtenue lorsqu’un domaine est sur-segmente´ ; c’est-a`-dire que
de multiples distributions spe´cifiques sont associe´es a` des observations qui
proviennent d’une meˆme distribution, tandis qu’a` l’inverse une partie des
e´chantillons est sous-segmente´e. Cette situation peut s’expliquer par un mi-
nimum local de la fonction de couˆt qui compromet la suite de la conver-
gence. Il propose donc d’alterner une ite´ration de type EM avec une e´tape de
se´paration-fusion, dans laquelle deux partitions tre`s proches sont fusionne´es
tandis qu’une partition isole´e est se´pare´e en deux partitions. Les conditions
de fusion de deux mixtures, line´aires et approximatives dans la proposition
initiale de Ueda sont pre´cise´es par Zhang, de manie`re a` tenir compte notam-
ment de la forme (matrice de covariance) des partitions fusionne´es.
5.2.4 Filtrage des cibles de´tecte´es
5.2.4.1 Introduction
Ce besoin est moins simple qu’il n’y paraˆıt, euˆt e´gard aux algorithmes de
filtrage pre´sente´s dans une partie pre´ce´dente (4.3). Il s’agit d’e´tablir un cadre
probabiliste permettant d’ame´liorer les observations pre´ce´dentes. Celles-ci ne
portent pas uniquement sur des variables continues (la dynamique des cibles
observe´es par exemple), mais e´galement sur leur existence meˆme, ces obser-
vations pouvant eˆtre prises en de´faut sous la forme de fausses de´tections.
On comprend ainsi rapidement qu’une telle estimation ne peut eˆtre re´alise´e
par un algorithme tel que le filtre de Kalman (ou ses de´rive´s). Ce dernier vise
en effet l’estimation de variables re´parties selon une loi essentiellement gaus-
sienne, donc uni-modale. Si la repre´sentation des fausses de´tections comme
une probabilite´ continue est en soi possible, la gestion des hypothe`ses mul-
tiples lie´es aux apparitions et disparitions e´ventuelles ne l’est pas dans ce
cadre, et d’autres algorithmes sont donc ne´cessaires. Par ailleurs, le proble`me
de l’association d’observations multiples avec les e´le´ments de´ja` connus n’est
pas imme´diat, et diverses re´ponses sont pre´sentes dans la litte´rature pour
tenter d’y re´pondre.
5.2.4.2 Estimation des associations, et filtrage des fausses de´tec-
tions
Un e´tat de l’art de ce domaine a e´te´ aborde´ dans la section 2.4.5,
mais nous en pre´cisons ici certains e´le´ments. Une premie`re approche,
dans l’ensemble des associations envisageables (il est courant de limiter
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arbitrairement les associations a` un voisinage), est d’associer chacune
des observations avec la cible (au sens large) qui en est la plus proche,
dans la limite de l’unicite´ des associations. Cette approche est de´nomme´e
Global Nearest Neighbour dans la litte´rature, et peut alors eˆtre suivie d’un
algorithme de filtrage « classique », par exemple sur la base d’un filtre de
Kalman [Blackman, 2004]. L’existence re´elle de chacune des cibles de´tecte´es
n’est dans ce cas pas e´value´e, il ne s’agit que d’une association de proche en
proche.
Une autre approche possible est de conside´rer pour chacune des cibles
une contribution ponde´re´e de chacune des observations, la ponde´ration
e´tant alors calcule´e selon un crite`re de vraisemblance de chacune des
associations. Cette approche est connue sous le nom de JPDAF (Joint
Probabilistic Data Association Filter). Dans cette proposition, une ob-
servation peut donc contribuer a` plusieurs cibles simultane´ment, ce qui
semble le plus souvent improbable. Le MHT (Multiple Hypothesis Tracker)
re´pond a` cette proble´matique en ge´ne´rant des hypothe`ses d’associations
dissocie´es de`s lors qu’un conflit est possible, cet algorithme fut initialement
propose´ par Reid [Reid, 1979]. Dans ce cadre, les cibles (A,B) et les
observations (1,2) dans une situation conflictuelle peuvent donc ge´ne´rer
deux hypothe`ses d’associations (A-1/B-2, A-2/B-1), hypothe`ses qui seront
confirme´es ou infirme´es ulte´rieurement (voir la` encore [Blackman, 2004]). Le
couˆt calculatoire peut rapidement croˆıtre avec ce mode`le, selon le nombre
de cibles et d’observations pre´sentes, et le nombre de propagations possibles
des hypothe`ses multiples.
Le filtrage poste´rieur aux associations peut enfin eˆtre complexifie´, par
exemple en exploitant les principes d’IMM (Interactive Multiple Model),
qui envisagent plusieurs mode`les de mouvements possibles pour chacune des
cibles, par exemple dans le cadre d’un filtrage de Kalman [Mazor et al., 1998].
L’utilisation des filtres a` particules pour tenter de re´soudre les multiples
hypothe`ses d’association est enfin possible, bien que le grand nombre de
dimensions a` explorer (fonction du nombre de cibles et d’observations) rende
la complexite´ d’un tel type de filtre rapidement re´dhibitoire. Il est cependant
possible de combiner ce principe avec d’autres repre´sentations, par exemple
dans le cadre de grilles d’occupation [Danescu et al., 2011].
Un me´canisme tre`s diffe´rent est finalement possible, en se basant sur une
estimation dense dans l’espace de variables telles que l’occupation ou la
vitesse. Ce domaine est introduit dans la section 2.4.5, et repris dans la
section 5.3 ci-dessous.
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5.2.4.3 GM-PHD
Introduction :
Cette de´nomination est l’acronyme de Gaussian Mixture Probability
Hypothesis Density, qui de´crit quelques uns des principes mis en œuvre
dans ce filtre. Celui-ci se destine a` l’estimation conjointe du nombre de cibles
pre´sentes et de leurs parame`tres d’e´volution, en pre´sence de sources de bruit
multiples : bruit d’association des cibles dans le temps, incertitude quant
a` la de´tection meˆme des cibles (non-de´tections et fausses alarmes), bruit
dans l’e´valuation des diffe´rents parame`tres de´crivant les cibles (position,
dimension, vitesse par exemple).
Un des principes fondateurs de cet algorithme, initialement propose´
par Vo ( [Vo and Ma, 2006]), est de mode´liser les cibles et les observations
comme des ensembles finis de variables ale´atoires, nomme´s RFS (Random
Finite Set) dans la suite, selon l’usage. La propagation de l’e´tat du filtre, qui
conduit a` une nouvelle estimation du RFS de´crivant l’ensemble des cibles
pre´sentes, utilise l’e´valuation des densite´s de probabilite´s des diffe´rentes
hypothe`ses envisageables, expliquant ainsi l’appellation PHD (Probability
Hypothesis Density). Cette re´cursion a e´te´ initialement propose´e par
Mahler ( [Mahler, 2003]), et ne prend en compte que la propagation
du premier moment de chacun des e´tats. Chacune des hypothe`ses d’as-
sociations est, par ailleurs, e´value´e en conside´rant individuellement les
diffe´rentes cibles, approximation qui e´vite le calcul insoluble des termes
croise´s qui surviennent lors d’une propagation entre e´tats et cibles multiples.
La propagation du filtre PHD dans le cas de densite´s de probabilite´
quelconques implique par ailleurs le calcul formel d’inte´grales sur l’espace
des densite´s de probabilite´ des e´tats du filtre, ce qui doit eˆtre approxime´ en
pratique. Il est possible de la faire en suivant une strate´gie de Monte-Carlo
(voir par exemple cette autre publication de Ba-Ngu Vo [Vo and Singh,
2003]), mais cette me´thode est couˆteuse et peut eˆtre prise en de´faut. Les
cibles pre´sentes dans l’e´tat estime´ sont en effet extraites par des techniques
de segmentation (K-Means par exemple), et le nombre de particules
ne´cessaires est tre`s e´leve´. Il est donc propose´ de mode´liser les densite´s
de probabilite´s par des combinaisons line´aires de gaussiennes, en nombre
fini (et en pratique limite´ pour limiter les contraintes combinatoires). On
nomme cette repre´sentation « Mixtures de Gaussiennes », ce qui ache`ve
d’expliquer notre acronyme initial. La restriction intelligente du nombre de
Gaussiennes utilise´es pour repre´senter chacun des e´tats fait partie inte´grante
du filtre propose´, et nous verrons que cette ope´ration est indispensable pour
que la propagation reste possible.
L’ade´quation d’un tel filtre a` des proble´matiques de suivi de cibles a
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notamment e´te´ e´tablie dans [Pollard and Plyer, 2009], dans le cas d’un suivi
en deux dimensions a` partir d’images ae´riennes, ou encore dans [Ivekovic
and Clark, 2009, Chen et al., 2011] dans le cas d’un dispositif de ste´re´o-
vision statique. Nous tentons, dans ce qui suit, d’en faire une pre´sentation
exhaustive ; ce filtre ayant par ailleurs e´te´ utilise´ dans le cadre de cette the`se.
Description des notations et hypothe`ses :
Cette re´cursion peut eˆtre rapproche´e, de part les mixtures de Gaussiennes
repre´sentant les diffe´rents RFS, au filtre dit par « Somme de Gaussiennes »
pre´sente´ notamment dans [Alspach and Sorenson, 1972]. Il en diffe`re ce-
pendant en cela que la propagation fait dans notre cas appel a` la re´cursion
PHD, qui conside`re de multiples associations, tandis que le filtre propose´ par
Alspach propage chacune des Gaussiennes individuellement selon la re`gle de
Bayes. On de´finit dans la suite, en suivant les conventions de Vo, les e´le´ments
suivants :
M(k) : Nombre de cibles estime´es lors de l’ite´ration k (5.10)
χ : Espace des e´tats estime´s (5.11)
N(k) : Nombre de cibles mesure´es lors de l’ite´ration k (5.12)
Z : Espace des e´tats mesure´s (5.13)
les RFS du filtre sont alors descriptibles par :
Xk = {xk,1, ..., xk,M(k)} ∈ F(χ) (5.14)
Zk = {zk,1, ..., zk,N(k)} ∈ F(Z) (5.15)
avec F de´signant l’ensemble des sous-ensembles possibles des espaces cor-
respondants. Diffe´rentes probabilite´s arbitraires peuvent eˆtre de´finies pour
mode´liser les phe´nome`nes qui doivent eˆtre pris en compte : la probabilite´
qu’une cible disparaisse, apparaisse, qu’elle donne naissance a` plusieurs
cibles dans la re´cursion suivante, ou au contraire qu’elle fusionne avec des
cibles environnantes.
On note tout d’abord pS,k(xk−1) la probabilite´ qu’un e´le´ment xk−1 du
RFS Xk−1 repre´sentant les cibles estime´es survive lors de l’ite´ration k. Ceci
nous permet de de´finir un nouvel RFS, Sk|k−1(xk−1), qui vaut xk si la cible
correspondante survit, et 0 sinon. On note par ailleurs Bk|k−1(ξ) le RFS
correspondant a` l’apparition d’une nouvelle cible dans le voisinage de ξ, et
Γk le RFS de´crivant les apparitions spontane´es de cibles, de sorte que le RFS







Bk|k−1(ξ)] ∪ Γk (5.16)
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On suppose ici que les diffe´rents ensembles ainsi cumule´s sont inde´pendants
les uns des autres.
On peut maintenant de´crire le mode`le de mesure, et introduire la proba-
bilite´ pD,k(xk−1) qu’une cible existante soit a` nouveau de´tecte´e. De manie`re
similaire a` la de´finition de Sk|k−1(xk−1), qui rendait compte de la survie
ou non d’une cible, on de´finit le RFS Θk(xk). Celui-ci de´crit a` partir de
tous les e´tats xk ∈ Xk leur de´tection e´ventuelle. On introduit par ailleurs le
RFS Kk qui de´crit les fausses de´tections, de sorte que la ”projection” de Xk
sur l’espace des mesures peut finalement eˆtre de´crite par le RFS Zk, de´finit
comme :




On suppose la` encore que les ensembles cumule´s sont inde´pendants les uns
des autres, autrement dit que la pre´sence des cibles de´tecte´es pre´ce´demment
n’influence pas les fausses de´tections, et que les de´tections de cibles ne
s’influencent pas entre elles. Cette supposition n’est pas strictement exacte
selon les capteurs utilise´s, mais il s’agit d’une approximation courante et qui
conduit en ge´ne´ral a` de bons re´sultats. Lamard et al. [Lamard et al., 2012]
proposent cependant de prendre en compte les observations pre´ce´dentes
pour alte´rer le mode`le de capteur, et mode´liser les occultations probables.
L’algorithme global du GM-PHD peut eˆtre conserve´ (leur proposition
s’applique e´galement au filtre MHT par exemple), il s’agit donc d’un
de´veloppement inte´ressant et qui devrait eˆtre envisage´.
La propagation du RFS Xk de´crit pre´ce´demment peut eˆtre proble´ma-
tique, si l’on essaie de calculer la densite´ de probabilite´ exacte qui y est
associe´e. Le PHD approxime ce calcul en ne propageant que son premier
moment, c’est-a`-dire la moyenne de la densite´ de probabilite´. Une densite´
de probabilite´ quelconque n’est bien suˆr pas comple`tement de´crite par sa
moyenne, une gaussienne et une loi uniforme sur un intervalle pouvant, par
exemple, conduire a` une moyenne comparable tout en e´tant tre`s largement
diffe´rentes. La loi de Poisson est en revanche comple`tement de´crite par sa
moyenne. Sa densite´ de probabilite´ de cette loi s’e´crit :
k ∈N (5.18)




Une variable ale´atoire distribue´e selon une loi de Poisson ne peut prendre
qu’une valeur entie`re, sa densite´ de probabilite´ e´tant e´galement e´value´e sur
N. Cette distribution est souvent utilise´e pour de´crire les probabilite´s as-
socie´es a` des e´ve´nements discrets, tels que le nombre de photons pre´sents
dans une cavite´. Elle est e´galement commune´ment utilise´e dans le domaine
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du suivi de cibles pour mode´liser la densite´ de probabilite´ lie´e aux fausses
de´tections et aux apparitions spontane´es de cibles.
Re´cursion :
Le calcul de la re´cursion peut eˆtre de´veloppe´ pour un cas particulier de
mode`les, exploite´s dans le cadre du filtre PHD, les mode`les line´aires de Gaus-
siennes. S’agissant d’un e´tat de l’art, on pre´sente ici l’algorithme propose´ par
Vo et al. dans l’article fondateur [Vo and Ma, 2006].
L’usage de Gaussiennes e´tant par la suite re´pe´te´, on de´finit tout d’abord la
notation N (x;m,P ) comme repre´sentant une densite´ de probabilite´ normale
(e´value´e en x) de moyenne m et de covariance P (5.20 pour une dimension
k).







Les pre´requis rendant possible le calcul de la re´cursion PHD sont les
suivants :
— RFS mode´lise´s comme des mixture de Gaussiennes :
On rappelle ici (ce point ayant de´ja` e´te´ aborde´) que les diffe´rents RFS
sont mode´lise´s par l’union de combinaisons line´aires de Gaussiennes.
— Mode`les line´aires :
La dynamique des cibles peut eˆtre mode´lise´e par un processus li-
ne´aire, et le mode`le de capteur est lui aussi line´aire, de sorte que
les probabilite´s de transition fk|k−1(x, χ) (propagation d’un e´tat) et
gk(z|x) (projection d’un e´tat sur l’espace de mesure) peuvent s’e´crire :
fk|k−1(x, χ) = N (x;Fk−1χ,Qk−1) (5.21)
gk(z|x) = N (x;Hkx,Rk) (5.22)
Avec dans 5.21 les significations suivantes : Fk−1 est la matrice de
transition entre l’e´tat k − 1 et l’e´tat k (caracte´risant la dynamique
du mode`le), Qk−1 la covariance du bruit associe´ a` cette propagation,
Hk la matrice d’observation et Rk la covariance associe´e a` cette
observation 2.
— Les probabilite´s de survie et de de´tection sont inde´pendantes de l’e´tat
estime´ :
pS,k(x) = pS,k (5.23)
pD,k(x) = pD,k (5.24)
2. Ces de´finitions ne surprendront pas les personnes familie`res du filtre de Kalman,
s’agissant d’e´quations de propagation et de mesure qui en sont tre`s proches (voir par
exemple B.1 et B.2).
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Ces probabilite´s ne sont pas, pour autant, ne´cessairement uniformes
dans l’espace.
— Les intensite´s des apparitions spontane´es de cibles sont des mixtures
de Gaussiennes :
Ces mixtures sont parame´tre´es selon des mode`les arbitraires, a` adap-
ter a` la proble´matique dans laquelle le filtre est utilise´. Les cibles
apparaissant spontane´ment (RFS Γk de´fini plus toˆt 5.2.4.3) sont pa-
rame´tre´es par Jγ,k (nombre de mode`les d’apparition), ωγ,k (poids
associe´ a` la Gaussienne, ce qui correspond au nombre de cibles atten-
dues), mγ et Pγ . De meˆme, le RFS de´crivant les cibles apparaissant
dans le voisinage de cibles existantes (B) est parame´tre´ par Jβ , ωβ ,
mβ et Pβ ; mais aussi par le mode`le de dynamique Fβ , dβ (de´calage en
position entre la cible existante et le point d’apparition d’une nouvelle
cible) et Qβ























Avec ces hypothe`ses, Vo montre que la description des e´tats, en tant que
mixtures de Gaussiennes, est conserve´e avec la re´cursion PHD, laquelle peut
s’e´crire formellement en quatre e´tapes. ⊕ repre´sente, dans la suite, l’ope´ra-
teur ajoutant un e´le´ment a` un ensemble existant (X ⊕ e⇔ {X ← X ∪ e}),
et Jk le nombre de cibles pre´sentes dans le RFS estime´ par l’ite´ration k.
Pour simplifier les notations utilise´es pour de´crire la re´cursion, l’ensemble
des poids des Gaussiennes pre´sentes lors de l’ite´ration k est note´ mk
(mk ⇔ {m
(i)
k }i=1..n), de meˆme pour ωk et Pk.
3. On peut constater que les mode`les utilise´s, s’ils se restreignent a` des processus li-
ne´aires et a` des mixtures de Gaussiennes, offrent de nombreuses possibilite´s d’adaptation
du filtre GM-PHD a` son contexte
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Ces e´tapes peuvent s’expliquer relativement simplement : les e´qua-
tions 5.27, 5.28 et 5.29 permettent de rajouter aux cibles attendues
les cibles apparaissant spontane´ment. Ces cibles sont de´crites par
leur nombre ωγ,k ainsi que par la forme de leur distribution, carac-
te´rise´e par mγ,k (position du maximum de probabilite´ de pre´sence)
et Pγ,k (e´tendue de la distribution, covariance de la gaussienne). De
meˆme, la seconde e´tape (correspondant aux e´quations 5.30, 5.31,
5.32) peut s’expliquer rapidement. Il s’agit, en effet, d’ajouter aux
cibles attendues celles de´coulant d’une apparition a` proximite´ de
cibles existantes (par exemple dans le cas d’un groupe de pie´tons se
se´parant). Ces nouvelles cibles sont caracte´rise´es par une dynamique
parame´tre´e par Fβ et dβ , relativement a` la cible d’origine, tandis que
la forme de la Gaussienne (relative a` l’incertitude sur l’e´tat de cette
cible) est parame´tre´e par Qbeta et relativement a` la cible originale.
2. Propagation des cibles de´ja` pre´sentes : De meˆme que pre´ce´demment,
on peut aise´ment fournir quelques e´le´ments de compre´hension rapide
relatifs a` cette e´tape. Il s’agit de propager les cibles de´ja` connues,
les e´quations de propagation e´tant litte´ralement celles utilise´es pour
le filtre de Kalman. Tous les e´le´ments du RFS contenant les cibles
pre´ce´demment estime´es sont propage´s par cette me´thode, selon le
mode`le de mouvement parame´tre´ par Fk−1 (dynamique, utilise´ pour
la propagation du vecteur m et l’e´volution de la covariance) et Qk−1
(incertitude supple´mentaire lie´e a` la propagation).













3. Construction des parame`tres de mise a` jour : On pourra la` encore
se rapprocher des e´quations du filtre de Kalman pour mieux com-
prendre cette e´tape. ηk et Sk (e´quations 5.36, 5.37) correspondent a`
la projection des cibles propage´es sur l’espace des mesures, de part la
matrice d’observation Hk. L’e´quation 5.38 correspond au calcul du
gain de Kalman, qui prend en compte la covariance des estimations































4. Mise a` jour des RFS : Cette e´tape s’e´crit formellement de la manie`re



















































Jk = (l + 1) · Jk|k−1 (5.47)
Les e´quations 5.40, 5.41, 5.42 correspondent simplement a` la prise
en compte de la probabilite´ de non-de´tection, c’est-a`-dire l’hypothe`se
dans laquelle ces cibles seraient toujours pre´sentes mais ne corres-
pondraient a` aucune mesure. Les e´quations 5.43, 5.44, 5.45 sont elles
lie´es aux mesures, et rendent compte des hypothe`ses d’associations
entre les cibles existantes et les observations (dans un formalisme
meˆlant les e´quations de mise a` jour du filtre de Kalman et le calcul
d’une ponde´ration gaussienne). Ces hypothe`ses sont normalise´es lors
de l’e´quation 5.46.
Simplifications a posteriori :
La re´cursion de´crite pre´ce´demment n’est pas utilisable telle quelle en pra-
tique, pour deux raisons :
— le nombre de Gaussiennes ne cesse de croˆıtre, du fait des probabilite´s
non-nulles (dans un cas non-trivial) d’apparition de cibles nouvelles.
— Du fait de la prise en compte de toutes les hypothe`ses d’associations
entre les mesures et les cibles existantes dans le filtre, de nombreuses
Gaussiennes sont introduites pour de´crire la meˆme cible. En pre´sence
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de N cibles initiales et de M observations (sans meˆme prendre en
compte les cibles pouvant eˆtre spontane´ment apparues), on dispose
en effet a` cette e´tape de N.M « cibles ». L’extraction d’informations
telles que la probabilite´ de pre´sence d’une cible est rendue inutile-
ment complexe par cette multiplicite´ de repre´sentations.
Vo et al. proposent deux e´tapes supple´mentaires, pour e´viter la diver-
gence des mixtures de Gaussiennes dans le temps et extraire des informa-
tions utiles de ce formalisme. Une premie`re e´tape est celle du pruning, que
l’on pourrait traduire par « e´lagage », qui consiste a` regrouper les Gaus-
siennes de´crivant probablement les meˆmes e´tats, et a` ne´gliger les e´tats les
plus faibles. On introduit alors un seuil T conduisant a` l’oubli des estima-
tions qui lui sont infe´rieures, et un seuil U conduisant a` la fusion entre deux
Gaussiennes.
I = i = 1, .., Jk|ω
(i)
k > T (5.48)
l = 0 (5.49)










































































I = I\L (5.56)
L’e´tape 5.48 permet d’effectuer une se´lection initiale des Gaussiennes
suffisamment importantes. La se´lection 5.51 permet de se baser sur la
plus importante des Gaussiennes pre´sentes pour effectuer la consolidation
a` venir, c’est-a`-dire la fusion de celle-ci d’avec tous les e´tats qui en sont
suffisamment proches (se´lectionne´s lors de 5.52, tandis que le nouvel e´tat
est construit aux e´tapes 5.53, 5.54, 5.55).
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Il s’agit ensuite de proposer un me´canisme d’extraction de cibles estime´es











5.3 Filtrage Baye´sien 2D
5.3.1 Introduction
Nous pre´sentons ici un algorithme de´veloppe´ en premie`re anne´e de the`se,
base´ sur les travaux de Gaˆte´ et al. ( [Gate et al., 2009]). Il s’agit d’un algo-
rithme d’infe´rence baye´sienne, visant a` estimer les variables d’occupation,
de vitesse et de rigidite´ dans une sce`ne donne´e, selon un e´chantillonnage re´-
gulier dans l’espace. On travaille en effet sur un formalisme de´rive´ des grilles
d’occupation (propose´ initialement par Elfes ( [Elfes, 1987])), mais e´tendu
a` l’estimation de variables supple´mentaires. On pourra par ailleurs citer
les travaux fondateurs de Coue´ et al. sur le « Bayesian Occupancy Filter »
( [Coue et al., 2006]) mais aussi de Moras et al. ( [Moras et al., 2011]) qui
exploitent la the´orie des croyances de Dempster-Shafer, comme recherches
qui s’appliquent a` la meˆme proble´matique et selon des proce´de´s comparables.
L’une des diffe´rences les plus marquantes de cet algorithme avec celui
initialement propose´ par Gaˆte´ se situe dans l’ensemble des probabilite´s
e´value´es : afin de rendre l’algorithme compatible avec une imple´mentation
hautement paralle´lise´e, on conside`re des champs de probabilite´, et toutes
les cellules pre´sentes sur la grille d’e´chantillonnage sont donc propage´es.
L’algorithme initial proposait une approche centre´e sur les observations,
e´tablissant pour certaines d’entre elles le processus d’e´valuation baye´sien
des probabilite´s de transition, et ne conside´rait donc pas l’ensemble de la
carte.
Cet algorithme a e´te´ teste´ a` partir d’acquisitions d’un te´le´me`tre laser,
selon le mode`le de capteur pre´sente´ en introduction de ce manuscrit
(section 2.2.2.1), mais son utilisation est e´galement possible en exploitant
des capteurs diffe´rents, par exemple un dispositif de ste´re´o-vision. Cette
utilisation conjointe du formalisme des grilles d’occupation et de ste´re´o-
vision est par ailleurs pre´sente dans la litte´rature (comme illustre´ par les
publications [Moravec, 1996, Badino et al., 2007, Nguyen and Michaelis,
2012] par exemple).
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Nous n’avons finalement pas retenu ce me´canisme dans le cadre de notre
dispositif de perception visuelle, comme explique´ plus avant dans la section
5.3.5. La pre´sentation de la the´orie et des re´sultats obtenus est donc inclue
dans ce manuscrit pour tenter de pre´senter plusieurs approches possibles, et
la de´marche de recherche qui peut aboutir a` des essais non retenus. Le lecteur
de´sirant se concentrer sur l’ensemble de l’algorithme de perception propose´
pourra donc passer au point 5.4.1. On pourra enfin remarquer que, si nous
avons finalement conside´re´ que cette approche n’e´tait pas ne´cessairement la
plus approprie´e dans le cadre d’une perception visuelle, elle reste sans doute
tout a` fait pertinente pour une fusion multi-capteurs par exemple.
5.3.2 De´finitions
Les de´finitions des probabilite´s exploite´es dans cet algorithme sont les
suivantes :
— Probabilite´ d’occupation :
Mk(xi) ∈ [0, 1] de la cellule xi dans l’environnement E a` l’ite´ration
k, suite aux mesures Z0:k = {z0, ..zk} :
P (Mk(xi) = 1|Z0:k) ∀xi ∈ E (5.58)
— Localisation du ve´hicule :
(incluant la position et la vitesse E × V ), lors de l’ite´ration k. Cette
valeur n’est pas de´termine´e par l’algorithme, et repose donc sur des
capteurs ou algorithmes tiers.
P (Lk = lj |Z0:k) ∀lj ∈ (E × V ) (5.59)
— Association :
ie la probabilite´ qu’une cellule de l’ite´ration k-1 soit associe´e a` une
autre cellule lors de l’ite´ration k. Les associations avec un voisinage
restreint sont prises en compte, sur des crite`res de re´alisme et de couˆt
de calcul. La complexite´ de l’algorithme varie en effet exponentielle-
ment avec la taille du voisinage envisage´.
P (Xnextk−1 (xi) = xj |Mk−1(xi) = 1, Z0:k) ∀(xi, xj) ∈ E
2 (5.60)
— Velocite´ :
Sachant sa probabilite´ d’occupation et les mesures pre´ce´dentes :
P (Vk(xi) = v|Mk(xi) = 1, Z0:k) ∀(xi, v) ∈ E × V (5.61)
— De´tection :
Il s’agit de la probabilite´ que deux cellules xi et xj fassent partie
du meˆme objet. Nous utilisons ici encore une contrainte de voisinage
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pour limiter le nombre d’e´valuations. La probabilite´ d’appartenance
a` un meˆme objet peut cependant eˆtre propage´e de proche en proche,
par le me´canisme des voisinages successifs, meˆme si la porte´e de cet
effet reste limite´e. La probabilite´ de de´tection, Dk(xi, xj) ∈ [0, 1] vaut
1 si xi et xj font partie du meˆme objet.
P (Dk(xi, xj) = 1|Mk(xi) = 1,Mk(xj) = 1, Z0:k)
∀(xi, xj) ∈ E
2 (5.62)
— Classification :
Ceci de´signe la probabilite´ que la cellule conside´re´e appartienne a`
une classe d’objet pre´alablement connue (voiture, pie´ton, objet sta-
tique,..). Cette probabilite´ est e´value´e en conside´rant diffe´rentes ca-
racte´ristiques d’un ensemble de cellules, par exemple leur dimension,
suite a` une e´tape de segmentation. Elle peut modifier les re`gles de
mise a` jour des probabilite´s d’association ou de vitesse par exemple,
suite aux contraintes d’un mode`le de mouvement.
P (Ck(xi) = cj |Mk(xi) = 1, Z0:k) ∀(C × E) (5.63)
5.3.3 Re`gles de mise a` jour
A` partir des de´finitions pre´ce´dentes, les re`gles de mise a` jour font
certaines approximations, pour acce´le´rer le temps de calcul et s’adapter aux
informations des capteurs conside´re´s :
1. Association :
la mise a` jour de cette probabilite´ est re´alise´e selon un me´canisme
ite´ratif, en deux passes. Nous supposons initialement l’inde´pendance
du comportement de chacune des cellules, avant de tenter de corriger
cette premie`re approximation dans une deuxie`me partie. Cette ap-
proche e´tait de´ja` pre´sente dans la proposition de Gaˆte´, et re´duit l’in-
trication des calculs de propagation, ce qui facilite grandement une
imple´mentation paralle´lise´e. Il s’agit bien suˆr d’une approximation
tre`s importante, mais nous supposons ici que la plupart des interac-
tions sont tout de meˆme prises en compte par cette proposition.
On calcule donc tout d’abord les associations locales, sans conside´rer
de contraintes macroscopiques :
Plocal(X
next
k−1 (xj)|Mk−1(xj) = 1, Z0:k) =
η · Plocal(zk|X
next




k−1 (xj)|Mk−1(xj) = 1, Z0:k−1)︸ ︷︷ ︸
Prediction
(5.64)
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η est un terme de normalisation, la somme des probabilite´s de de´-
placement pour une cellule donne´e e´tant ramene´e a` 1. La classe et la
vitesse estime´e sont exploite´es pour ge´ne´rer la densite´ de probabilite´.
On peut rapprocher cette e´tape des particules ge´ne´re´es pour chaque
cellule de la grille d’occupation selon un mode`le de mouvement pour
estimer les positions futures dans le cas d’un SLAM exploitant un
filtre a` particules ( [Thrun et al., 2004]).
Plocal(X
next
k−1 (xi) = xj |Mk−1(xj) = 1, Z0:k−1) =
Ψ(xj , xi, Vk−1(xj), Ck−1(xj)) (5.65)
Les mesures sont ensuite prises en compte pour ponde´rer les pre´dic-
tions, selon le me´canisme tre`s classique dans les filtres baye´siens de
pre´diction/mesure. Les contraintes macroscopiques ne sont pas encore
prises en compte. Dans le cas d’un capteur d’occupation (te´le´me`tre
laser avec le mode`le 2.2.2.1 par exemple), les pre´dictions de de´pla-
cement sont ponde´re´es par l’occupation mesure´e, tenant compte de
la diffe´rence d’occupation entre le mouvement pre´dit et l’observation
(fonction de contraste).
Nous appliquons ensuite les heuristiques suivantes pour pe´naliser de
manie`re globale les de´placements improbables : plusieurs cellules ne
peuvent pas converger vers la meˆme cellule, et des cellules lie´es par
une contrainte de rigidite´ ne peuvent pas diverger. Les contraintes
de rigidite´ et de non convergence sont mode´lise´es par une fonction
de potentiel Φassociation, base´e sur une combinaison line´aire de Gaus-
siennes.







k−1ext(xj)|Mk−1(xi) = 0, Z0:k)

· Φassociation(ak, E, Z0:k) (5.66)
A repre´sente le jeu des associations envisage´es. Une factorisation
diffe´rente de ce proce´de´ peut eˆtre utilise´e, on dissocie dans ce cas les
e´tapes pour en accroˆıtre la lisibilite´.
2. Occupation :
la mise a` jour de cette probabilite´ est calcule´e selon deux possibilite´s :
la cellule peut correspondre a` une nouvelle occupation apparue lors de
la dernie`re mesure (phe´nome`ne d’occultation par exemple), ou il peut
s’agir du de´placement d’une cellule de´ja` occupe´e et observe´e. Dans
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le premier cas on prend seulement en compte le mode`le de capteur,
dans le second les contributions de toutes les associations possibles
sont accumule´es pour calculer la nouvelle probabilite´ de pre´sence. Les
interactions entre les cellules ont alors de´ja` e´te´ prises en compte lors
du calcul des probabilite´s d’associations.
Ces deux cas sont mode´lise´s par la variable ale´atoire Sk, qui vaut 0
pour une « nouvelle » occupation et 1 si l’occupation de cette cellule
re´sulte d’une observation pre´ce´dente. Cette probabilite´ est elle aussi
calcule´e a` partir des probabilite´s d’association : si la cellule conside´re´e
correspond a` un maximum local d’association, P (Sk(xi) = 1|Z0:k)
prend la valeur γ choisie dans [0,1], dans le cas contraire elle prend
la valeur 1− γ. La valeur de γ est choisie en fonction d’un « taux de
renouvellement » souhaite´ de la carte, qui correspond a` la probabilite´
qu’un objet apparaisse sans lien avec les observations pre´ce´dentes.
Une valeur de 0,5 est choisie dans les expe´rimentations.
P (Mk(xi)|Z0:k) =
Pseen(Mk(xi)|Skxi = 1, Z0:k) · P (Sk(xi) = 1|Z0:k)
+ Punseen(Mk(xi)|Skxi = 0, Z0:k)
· P (Sk(xi) = 0|Z0:k) (5.67)
avec le calcul suivant (A de´crivant le voisinage de la cellule) :
Pseen(Mk(xi)|Z0:k) =∑
j∈A
{P (Xnextk−1 (xj) = xi|Mk−1(xj) = 1, Z0:k−1)
· P (Mk−1(xj) = 1|Z0:k−1)} (5.68)
Punseen est dans ce cas directement lie´ a` l’occupation de´termine´e par
le mode`le de capteur utilise´.
3. Ve´locite´ :
Les meˆmes deux possibilite´s sont prises en compte, selon que l’occu-
pation pre´sente dans la cellule est nouvelle ou un de´placement d’une
cellule de´ja` occupe´e :
— Objet de´ja` observe´ (P (Sk(xi) = 1|Z0:k) = 1) :
la ve´locite´ est calcule´e en prenant le barycentre des associations
de tous les contributeurs.
— Nouvel objet :
on reprend la fonction de distribution des vitesses propose´e par
Gaˆte´ dans [Gate et al., 2009] :
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Ces deux possibilite´s sont conside´re´es de manie`re similaire a` 5.67.
4. De´tection :
La mise a` jour de la de´tection est diffe´rente de celle propose´e initia-
lement par Gaˆte´, du fait de l’imple´mentation tre`s paralle´lise´e choisie.
La proce´dure initiale e´tait sans doute plus comple`te, prenant en
compte les estimations de ve´locite´, d’occupation et de classification.
Nous avons seulement conside´re´ la corre´lation des de´placements entre
cellules du meˆme voisinage, mettant l’accent sur les comportements
rigides. Ce calcul est tre`s rapide, mais tre`s sommaire, et pourrait
sans doute eˆtre perfectionne´.
5. Classification :
De manie`re similaire, l’ensemble des estimations peuvent eˆtre prises
en compte pour estimer l’appartenance d’un objet a` une classe don-
ne´e. Cette probabilite´ n’est pas prise en compte dans notre imple´-
mentation paralle`le, s’agissant d’une premie`re version d’e´valuation.
Nous n’avons, en conse´quence, utilise´ qu’un mode`le de mouvement
dans les e´tapes de propagation. Il ne s’agit en revanche pas d’une
limite algorithmique, et cette e´tape serait rapidement imple´mentable
si besoin.
5.3.4 Imple´mentation et re´sultats
Comme pre´cise´ dans notre introduction, cet algorithme d’infe´rence baye´-
sienne a e´te´ significativement modifie´ par rapport a` sa proposition initiale,
pour en permettre l’exe´cution sur une unite´ de calcul paralle`le. La propo-
sition de Gaˆte´ e´tait, en effet, incompatible avec un traitement temps re´el,
et l’un des objectifs de ce travail e´tait donc d’en proposer une modifica-
tion beaucoup plus rapide. Nous avons utilise´ l’interface de programmation
CUDA pour imple´menter la proposition pre´sente´e ci-dessus. Le temps de
calcul obtenu est d’environ 120ms sur un GPU de type GF100 (GTX460m)
pour ordinateur portable (192 cœurs), soit environ 70ms sur une carte de
type GTX470 (448 cœurs).
5.3.4.1 Re´sultats
On pre´sente un exemple de re´sultat obtenu avec cet algorithme sur la
figure 5.3. Dans cette visualisation, on superpose le re´sultat de l’estimation
d’occupation et celui de la vitesse estime´e, la premie`re e´tant en niveaux de
gris (blanc signifie que la cellule est occupe´e) tandis que la seconde est en
couleurs. La repre´sentation de la vitesse reprend le code couleur utilise´ sur la
figure 3.5, dans laquelle l’orientation du vecteur vitesse est repre´sente´e par
la teinte sur un cercle chromatique (comprenant les trois couleurs primaires
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On peut, par ailleurs, constater un proble`me lie´ au formalisme Baye´sien
mis en oeuvre, a priori mieux pris en compte par l’approche de Dempster-
Shafer de la the´orie des croyances (par exemple mis en œuvre par Moras et
al. [Moras et al., 2011]). Le mode`le de capteur utilise´ (2.2.2.1) ne permet en
effet pas de faire de diffe´rence entre une zone non-observable et une zone
dont la probabilite´ d’occupation s’est e´tablie a` 0,5 a` la suite de plusieurs
observations. Ce de´faut de mode´lisation n’est pas sans conse´quences :
l’ombre projete´e par les pie´tons est ainsi mode´lise´e par une probabilite´
d’occupation de 0,5, supe´rieure dans ce cas a` son voisinage proche (on peut
s’imaginer le cas d’un pie´ton passant devant un te´le´me`tre laser a` balayage,
la sce`ne e´tant par ailleurs vide). Le de´placement du « coˆne » d’ombre, dont
l’occupation est donc non nulle, entraˆıne petit a` petit une accumulation
de la probabilite´ d’occupation le long du bord « rattrapant », tandis
que le bord se de´plac¸ant vers l’exte´rieur voit sa probabilite´ d’occupation
diminuer. Il s’agit d’une conse´quence pre´visible de notre imple´mentation :
au cœur du coˆne, la vitesse est suppose´e nulle (aucun e´le´ment local ne
permet de supposer le contraire), les associations envisage´es sont uniformes.
Le long des bords, l’occupation non nulle au sein du coˆne ne peut pas
disparaˆıtre (il s’agit d’une de nos heuristiques), et celle du bord se de´plac¸ant
vers l’inte´rieur s’ajoute a` la probabilite´ d’occupation de´ja` pre´sente. Une
illustration de ce phe´nome`ne, propre a` la mauvaise estimation des inconnues
du syste`me, est pre´sente´e sur la figure 5.4.
5.3.5 Discussion sur l’ade´quation de cet algorithme avec un
dispositif de perception visuelle
On peut ici discuter de l’ade´quation de l’algorithme pre´ce´dent au reste
du dispositif propose´. En de´pit de cas proble´matiques identifie´s, cette
estimation dense dans un cadre baye´sien offre en effet une possibilite´
assez naturelle de fusion d’informations provenant de plusieurs capteurs,
en associant a` chacun d’eux un mode`le autorisant une projection des
informations dans le plan. Ce mode`le est, en particulier, e´vident dans le
cas d’un te´le´me`tre laser a` balayage horizontal, pour lequel ce formalisme ne
ge´ne`re aucune perte d’information, et autorise une prise en compte simple
de l’ensemble des observations au cours du temps.
Un mode`le exploitant les informations acquises dans notre dispositif
visuel est par ailleurs possible, par exemple en projetant sur un plan l’en-
semble de nos acquisitions en trois dimensions, ainsi que les informations de
vitesse. On remarque cependant aise´ment que de nombreuses informations
sont alors perdues, ce qui pourrait notamment eˆtre pre´judiciable pour
l’identification des obstacles. Par ailleurs, les informations spatiales fournies
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physique. Le bruit auquel ces points sont soumis est typique de la ste´re´o-
vision, a savoir domine´ par le bruit d’appariement des indices visuels dans
le plan image ; qui se traduit dans l’espace par une ellipse de bruit domine´e
par l’axe optique, et d’amplitude inversement proportionnelle a` la distance
(cf. section 2.2.2.2).
Il s’agit donc, a` cette e´tape, de distinguer les objets mobiles de ce bruit de
capteur, tout en dissociant le mouvement propre des objets de l’ego-motion.
5.4.1.2 Pourquoi de´tecter dans l’espace image
Il est assez naturel de de´finir la de´tection des points mobiles dans l’espace
image, du fait de ses proprie´te´s d’anisotropie et d’uniformite´ en matie`re de
bruit. On suppose en effet qu’aucune direction n’est privile´gie´e dans l’espace
image, et que l’appariement des e´le´ments visuels n’est pas lie´e a` la posi-
tion dans l’espace de l’e´le´ment physique correspondant. On peut facilement
constater que les relations liant les positions des points dans l’espace image
et leur position en trois dimensions de´forment fortement l’erreur associe´e a`
la disparite´, comme illustre´ dans la figure 5.5.
Figure 5.5 – Transformation de la covariance dans l’espace de la disparite´
(isotrope, a` gauche) lors du passage en trois dimensions. L’excentricite´ de
l’ellipso¨ıde est par ailleurs fonction de la distance du point 3D au plan image.
Illustration tire´e de [Ivekovic and Clark, 2009]
5.4.1.3 Me´thode propose´e pour la de´tection initiale
Nous proposons donc de conside´rer les positions successives des points
conside´re´s dans l’espace image, et d’en de´duire une liste de candidats
potentiels. On doit cependant prendre en compte le mouvement du porteur
dans le temps, afin de comparer ces positions dans le meˆme re´fe´rentiel. Nous
proposons alors de projeter dans le plan image courant les positions passe´es
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des points, corrige´es du changement de re´fe´rentiel que l’on a de´termine´ lors
de l’e´tape pre´ce´dente.
On note, dans ce qui suit, Xi le vecteur de´crivant la position de l’objet
X a` l’ite´ration i dans son re´fe´rentiel courant (celui de l’ite´ration i), et u,
v, δ sa projection dans l’espace image (avec δ la disparite´ observe´e sur cet
objet). On note Xj,i la position de l’objet telle qu’observe´e lors de l’ite´ration
j mais ramene´e dans le re´fe´rentiel du porteur lors de l’ite´ration i. On note
enfin Ri,j et Ti,j les matrices de transformation permettant de passer du
re´fe´rentiel du porteur lors de l’ite´ration j a` celui de l’ite´ration i, f la focale
de notre dispositif optique, et b l’espacement entre nos deux came´ras. On
mesure finalement la distance inter-observations ∆.



















Le crite`re retenu pour de´tecter les points potentiellement mobiles dans
cet espace fait appel aux statistiques robustes, introduites en annexe de
ce manuscrit (section D.1). On calcule avec le proce´de´ 5.70 sur l’ensemble
des points observe´s entre l’ite´ration i et j la me´diane des distances ∆ˆ et
l’ope´rateur MAD σˆ∆ (de´fini dans D.6, il peut se re´sumer par la me´diane des
e´carts a` la me´diane et rend compte de la largeur de la distribution). Les
candidats sont alors se´lectionne´s dans l’ensemble M selon l’e´quation 5.73,
le coefficient α e´tant arbitraire et relatif au taux de de´tection souhaite´ (en
pratique α = 5 est utilise´).
M = {X|∆X > ∆ˆ + α · σˆ∆} (5.73)
5.4.2 Filtrage et segmentation des candidats
5.4.2.1 Filtrage morphologique
Les candidats se´lectionne´s par l’e´tape pre´ce´dente sont tre`s efficaces en
pratique, et capturent les objets mobiles (en supposant que des points
d’inte´reˆt aient pu eˆtre suivis). Des points mal apparie´s peuvent cependant
rajouter des candidats fallacieux a` cet ensemble, nous tentons a` cette e´tape
d’en supprimer certains parmi les plus e´vidents.
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La morphologie mathe´matique est un domaine tre`s puissant, notamment
exploite´ dans le traitement d’image, qui autorise notamment la de´tection
d’e´le´ments dont la forme est connue (selon le choix de l’e´le´ment structurant)
ou la segmentation (selon la me´thode dite de la ligne de partage des eaux ),
et dont l’usage en mathe´matiques applique´es a e´te´ initialement de´taille´ par
Georges Matheron et Jean Serra ( [Matheron and Serra, 2002]). L’usage de
ces techniques e´tant dans notre cas relativement limite´, on ne pre´sentera
pas ici l’ensemble des traitements possibles. Leur application est en effet
rendue de´licate dans notre cas par la forte irre´gularite´ dans l’e´chantillonnage
spatial que nous obtenons a` cette e´tape.
On utilise une analogie de l’un des e´le´ments de base de la morphologie
mathe´matique, l’ope´ration d’e´rosion, qui permet d’e´liminer (selon la forme
de l’e´le´ment structurant) les points singuliers e´manant d’une enveloppe re´gu-
lie`re. Cette ope´ration, qui revient dans notre cas a` rejeter les points dont les
plus proches voisins sont trop peu nombreux, ou trop e´loigne´s, nous permet
de rejeter les points mobiles marginaux.
5.4.2.2 Pourquoi segmenter dans l’espace en trois dimensions
Contrairement a` l’e´tape pre´ce´dente, on se propose ici d’effectuer la seg-
mentation des points dans l’espace en trois dimensions plutoˆt que dans l’es-
pace image. Ce choix peut eˆtre argumente´ par diffe´rentes observations :
— Anisotropie :
Contrairement a` l’e´tape pre´ce´dente, qui vise a` extraire des points
mobiles d’un bruit, et qui profite pour cela de l’anisotropie de ce
bruit dans l’espace image, on vise ici a` segmenter des objets qui sont
cohe´rents (convexes) dans l’espace en trois dimensions. Les projec-
tions de ces objets dans l’espace image ne sont pas ne´cessairement
convexes, notamment si deux objets mobiles situe´s dans des plans
diffe´rents ont un recouvrement non-nul.
— Prise en compte de la vitesse :
S’agissant d’objets mobiles suppose´s rigides, nous souhaitons pou-
voir prendre en compte leur vitesse comme support de segmentation.
L’expression de celle-ci peut eˆtre complexe dans le plan image si l’on
prend notamment en compte la compensation de l’ego-motion, et
pas ne´cessairement uniforme pour un objet rigide une fois projete´e
(on pourra par exemple penser a` la vitesse projete´e d’un objet dans
le plan optique, dans le cas d’une rotation). Dans l’espace en trois
dimensions la prise en compte de la vitesse comme support de seg-
mentation supple´mentaire est relativement imme´diate, et permet de
dissocier des e´le´ments proches mais dont le de´placement est diffe´-
rent. La segmentation se de´roule alors de fait dans un espace en 6
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Figure 5.7 – Coefficients permettant d’obtenir la vitesse des points suivis
par diffe´rence finie, sur diffe´rentes feneˆtres d’inte´gration τ possibles
d’une structure sous-jacente, tant spatiale (points localise´s sur des objets
disjoints) qu’en termes de vitesse (tous les points situe´s sur un meˆme objet
pre´sentent probablement une vitesse similaire). Il s’agit donc d’extraire de
ces points les e´le´ments structurels qui re´duisent leur dimensionnalite´, et qui
permettent ensuite de les prendre en compte dans un dispositif de filtrage
et de suivi dans le temps.
Comme nous l’avons vu pre´ce´demment, de nombreux algorithmes
existent pour mener a` bien une taˆche de segmentation, les pre´requis n’e´tant
cependant pas ne´cessairement les meˆmes. Nous avons choisi d’utiliser K-
Means++ a` cette fin, apre`s des tests initiaux qui se sont ave´re´s concluants,
et du fait de la rapidite´ de cet algorithme et de sa simplicite´ de mise
en œuvre, inde´pendamment du nombre de dimensions pre´sentes. Nous
ponde´rons dans l’algorithme propose´ les dimensions d’espace et de ce´le´rite´
par un coefficient arbitraire, comme c’est l’usage lorsque l’on veut privile´gier
une forme donne´e dans la segmentation (cf. section 5.8). Les points que
nous souhaitons segmenter sont empiriquement relativement bien dissocie´s,
une fois la vitesse prise en compte, et une imple´mentation plus complexe ne
nous a pas semble´ ne´cessaire.
Nous n’introduisons pas, dans cette e´tape, d’a priori de forme dans la
segmentation, ne souhaitant pas se limiter dans le type d’objet recherche´.
Une des limites de l’algorithme de type K-Means est, dans ce cas, de conver-
ger probablement vers une hypersphe`re. Le produit de la segmentation n’est
donc pas l’e´le´ment le plus pertinent pour une e´ventuelle reconnaissance d’ob-
jets ulte´rieure, e´tant soumise a` un biais.
5.4.3 Filtrage des cibles segmente´es
On de´nomme « cible » dans ce qui suit les e´le´ments mobiles de´tecte´s
dans l’environnement, que l’on souhaite suivre au cours du temps. La
segmentation nous permet de re´duire grandement le nombre de dimensions
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Figure 5.8 – Exemple de segmentation au sein du nuage de points. Les
points mobiles de´tecte´s sont repre´sente´s par leur vecteur vitesse (rouge). La
segmentation par K-Means++ est repre´sente´e en mauve. Le point de vue sur
le nuage de points est modifie´ par rapport a` la came´ra (sure´leve´) pour mieux
illustrer la segmentation en 3 dimensions. Sce`ne tire´e du jeu de donne´es New
College ( [Smith et al., 2009])
de notre proble`me, nous ramenant a` la pre´sence de cibles identifie´es par leur
position, dimension et vitesse qui constituent les informations accessibles
des nombreux points pre´sents.
Ces observations sont imparfaites, et contiennent des erreurs de position-
nement comme des fausses de´tections. Il est, dans ce cas, inte´ressant de
conside´rer ces observations dans un cadre probabiliste inte´grant notamment
les diffe´rentes observations dans le temps, ainsi que les connaissances
pre´alables (prior) que l’on peut exploiter dans ce proble`me. Il s’agit par
exemple des dimensions des cibles vise´es, d’un ou plusieurs mode`les de
mouvement, des probabilite´s que des groupes se se´parent ou se rejoignent.
Nous avons pre´sente´ (5.2.4) quelques-uns des algorithmes pre´sents dans la
litte´rature pour tenter de prendre en compte ce proble`me, notamment le
filtre GM-PHD dont le fonctionnement a e´te´ de´taille´.
Nous pensons qu’il s’agit d’une solution e´le´gante et efficace pour mener
a` bien ce filtrage, et nous avons donc choisi de l’utiliser dans le cadre de
cette the`se. Des variantes plus comple`tes sont possibles, notamment le
filtre GMC-PHD (voir par exemple Pollard et al. [Pollard and Plyer, 2009],
ou [Ulmke et al., 2007]), qui conside`re le cardinal du RFS repre´sentant les
cibles potentielles comme un e´le´ment a` propager de manie`re probabiliste.
Inde´pendamment de la propagation e´ventuelle des cibles individuelles,
l’e´volution du nombre global de cibles est donc e´galement e´value´e dans cet
algorithme, rendant par exemple plus probable la pre´sence d’un nombre
de cible relativement constant. Nous n’avons pas utilise´ cette variante, du
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fait du faible nombre de cibles a priori pre´sentes dans notre syste`me (qui
rend la variabilite´ relative du nombre de cibles pre´sentes importante), et du
faible gain en performances pre´sente´ par [Pollard and Plyer, 2009]. Il s’agit
cependant d’une piste d’ame´lioration de notre syste`me, qui pourrait eˆtre
envisage´e par la suite.
Nous proposons donc d’utiliser le filtre GM-PHD pour e´valuer les cibles
pre´sentes, dans l’espace en trois dimensions, a` la suite de notre processus
de de´tection et de segmentation des objets mobiles. L’usage d’un tel filtre
est encourage´ par les re´sultats d’Ivekovic et al. [Ivekovic and Clark, 2009],
qui l’appliquent au filtrage de cibles dans l’espace a` partir d’un dispositif de
ste´re´o-vision, mais qui se place, pour ce faire, explicitement dans l’espace de
la disparite´. L’occlusion est dans ce cas difficile a` prendre en compte, meˆme
si le bruit sur la position des cibles est homoge`ne. Chen ( [Chen et al., 2011])
pre´sente un autre re´sultat en faveur du filtre GM-PHD, toujours dans un
contexte de ste´re´o-vision mais en ce plac¸ant cette fois dans l’espace en trois
dimensions, comme nous le pre´conisons. Il prouve alors que les occlusions
sont notamment bien ge´re´es, et propose une approche simple par proximite´
pour estimer les associations entre plusieurs observations. Il s’agit cependant
de re´sultats simule´s, et notre proposition est, a` notre connaissance, la pre-
mie`re exploitant ce filtre au sein de donne´es re´elles et en trois dimensions.
Les occlusions ne sont pas mode´lise´es de manie`re spe´cifique dans notre algo-
rithme, et ne sont notamment pas pre´sentes dans le mode`le de capteur utilise´.
Leur prise en compte est propose´e par Lamard et al. ( [Lamard et al., 2012])
dans un cadre le´ge`rement diffe´rent du filtre GM-PHD, une telle ame´liora-
tion serait sans doute souhaitable et re´alisable dans le cadre algorithmique
propose´.
5.4.4 E´chantillonnage adaptatif des points suivis
Cet e´tape de l’algorithme dispose de boˆıtes englobantes, positionne´es
dans l’espace autour des e´le´ments probablement mobiles de l’environne-
ment. La pre´cision et la robustesse associe´es a` cette e´tape de de´tection sont
notamment lie´es a` l’e´chantillonnage spatial des points positionne´s. En effet,
on peut raisonnablement supposer qu’un objet e´tant repre´sente´ par un plus
grand nombre de points sera plus aise´ment de´tecte´. Le suivi de l’inte´gralite´
des points de l’image n’e´tant pas compatible avec un traitement en temps
re´el de notre algorithme, un processus de se´lection des points d’inte´reˆt
sur l’image a e´te´ propose´ (section 3.2.2.1). Ce me´canisme ne suppose
initialement pas de re´partition privile´gie´e des points suivis dans l’image,
mais un algorithme de se´lection pre´fe´rentielle des points a e´galement e´te´
pre´sente´ (section 3.3.4.3).
On propose donc d’introduire a` cette e´tape une boucle de re´tro-action,

5.4. ALGORITHME PROPOSE´ 177
(a) Re´partition originale des points d’in-
te´reˆt (de´tection par FAST [Rosten and
Drummond, 2006])
(b) Re´partition des points d’inte´reˆt ac-
centue´e par re´troaction (boˆıte englo-
bante automatique)
(c) De´tail de la re´-
partition originale des
points d’inte´reˆt
(d) De´tail de la re´par-
tition des points d’inte´-
reˆt accentue´e
Figure 5.10 – Illustration de l’adaptation automatique de l’e´chantillonnage
des points d’inte´reˆts. Sce`ne tire´e du jeu de donne´es New College ( [Smith
et al., 2009])
sont supprime´es apre`s quelques ite´rations.
5.4.5.2 Association par proximite´ globale
Nous avons choisi d’exploiter une me´thode de type GNN (Global Nearest
Neighbour (voir [Blackman, 2004]), ce qui pourrait se traduire par proximite´
globale) pour associer l’e´tat estime´ du filtre GM-PHD aux cibles existantes
ou devant eˆtre instancie´es. Le calcul de l’association par proximite´ globale
se fait en utilisant une matrice de distance afin de ne pas re´pe´ter de
calculs inutilement. Cette matrice est calcule´e initialement en prenant en
compte l’e´tat de sortie du GM-PHD et les cibles existantes propage´es, et
l’on recherche ses minima globaux successifs une fois chaque association
effectue´e. Cette matrice est de taille restreinte, un maximum de 20 cibles
e´tant e´value´es dans notre cas, et la recherche re´pe´te´e de son minimum
global n’est donc pas tre`s couˆteuse. Conforme´ment aux principes du GNN,
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(a) Vue de la came´ra. La boˆıte englo-
bante de´coule de la de´tection 3D
(b) Nuage de points 3D, avec segmen-
tation et suivi dans le temps de l’objet
mobile
Figure 5.13 – Exemple de de´tection, localisation et suivi dans le temps d’un
pie´ton. L’angle de vue de la sce`ne est modifie´ par rapport a` la came´ra, pour
mieux illustrer la localisation et le suivi du pie´ton dans l’espace. Le vecteur
vitesse estime´ est repre´sente´ par l’orientation de la boˆıte englobante. La
came´ra est statique dans ce premier exemple.
5.5.3 Temps de calcul
On repre´sente sur la figure 5.15 le temps de calcul de cette e´tape combine´e
de de´tection de points mobiles, segmentation, filtrage et suivi des cibles dans
le temps. Le jeu de donne´es utilise´ est la` encore New College, et la plate forme
est un CPU Intel Core i7 2GHz. L’imple´mentation du filtre GM-PHD re´alise´e
n’est pas paralle´lise´e, et un tel de´veloppement ne semble pas e´vident au vu
de la structure de l’algorithme. L’algorithme K-Means++ de segmentation
sur 6 dimensions (cf. section 5.2.3.2) imple´mente´ est lui aussi se´quentiel
dans l’imple´mentation re´alise´e, mais il serait aise´ment possible d’en acce´le´rer
l’exe´cution, du fait du grand nombre d’exe´cutions inde´pendantes re´alise´es.
On suit 4000 points par paire d’image acquise. La segmentation par K-
Means++ teste une segmentation de 1 a` 10 boˆıtes englobantes, et propose
la configuration dans laquelle les boˆıtes sont les plus denses. Concernant le
filtre GM-PHD, la probabilite´ de de´tection est fixe´e a` 70%, la probabilite´ de
survie a` 80%, et un maximum de 10 cibles sont prises en compte (ce jeu de
donne´es contient un maximum de 3 pie´tons pre´sents simultane´ment).
Le temps ne´cessaire a` l’exe´cution de cette e´tape est tre`s de´pendant du
nombre d’objets pre´sents, et serait potentiellement un peu e´leve´ pour une
exe´cution en temps re´el. Il est cependant possible de diminuer la cadence
de prise en compte des images en ce qui concerne les objet mobiles, comme
propose´ par exemple par Bak ( [Bak, 2011]). Par ailleurs, l’ordre de gran-
deur du temps de calcul ne´cessaire reste proche de la cible vise´e, et une
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(a) Premie`re vue came´ra (b) Vue came´ra ulte´rieure, lors de
la repre´sentation 3D
(c) Nuage de points 3D, avec segmen-
tation et suivi dans le temps de l’objet
mobile
Figure 5.14 – Exemple de de´tection, localisation et suivi dans le temps d’un
pie´ton. L’angle de vue de la sce`ne 3D est modifie´ par rapport a` la came´ra,
pour mieux illustrer la localisation et le suivi du pie´ton dans l’espace. Le
vecteur vitesse estime´ est repre´sente´ par l’orientation de la boˆıte englobante.
La plate-forme est en mouvement.
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grand nombre de points, et l’estimation du mouvement du ve´hicule, me´-
thodes choisies dans cette perspective d’une perception globale. Nous avons
vu qu’une de´tection et une segmentation des objets mobiles e´tait alors pos-
sible, tout en restant compatible avec l’exigence d’une exe´cution en temps
re´el. La densite´ moyenne d’e´chantillonnage de notre me´thode est e´leve´e par
rapport a` l’e´tat de l’art des algorithmes visuels de type SLAMMOT, et nous
pouvons supposer que sa capacite´ de de´tection des obstacles en est accrue.
Une e´tude quantitative de la me´thode propose´e est sans doute ne´cessaire,
bien que l’e´tablissement d’une ve´rite´ terrain dans l’espace concernant les
objets mobiles ne soit pas imme´diate. La re´solution spatiale obtenue dans
la de´tection des objets mobiles est par ailleurs limite´e, le syste`me propose´
n’e´tant par exemple pas capable de dissocier deux pie´tons se de´plac¸ant coˆte
a` coˆte. La porte´e du syste`me propose´ est enfin de´pendante de la re´solution
des came´ras et de leur disposition ge´ome´trique, e´tant en tout e´tat de cause
plus faible que celle des te´le´me`tres laser. Une e´tude the´orique de l’influence
de ces parame`tres sur les possibilite´s de de´tection est notamment pre´sente
dans [Bak, 2011].
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6.1 Introduction
Dans l’objectif d’e´valuer les performances de l’approche pre´sente´es dans
cette the`se, nous avons proce´de´ a` des expe´rimentations et e´valuations ex-
haustives sur des se´quences issues de bases de donne´es varie´es, provenant de
de benchmarks diffe´rents. Dans un premier temps, nous voulons aborder le
proble`me classique du temps de calcul. Ensuite, nous pre´sentons des re´sultats
obtenus sur plusieurs jeux de donne´es. Il aurait e´te´ inte´ressant ne´anmoins
de tester nos algorithmes sur des bases de donne´es simule´es afin d’e´valuer la
pertinence des de´marches dans des cas re´alistes ide´aux. Malheureusement,
nous ne disposons pas de tels bases de donne´es et n’avons pas connaissance
de l’existence de telles bases dans la communaute´ 1. Les re´sultats pre´sente´s
sont donc essentiellement qualitatifs.
6.2 Temps de calcul
6.2.1 Couˆt des diffe´rentes e´tapes
Exemple de re´partition :
Nous recensons dans le tableau 6.2 les temps de calcul moyens des dif-
fe´rentes e´tapes algorithmiques du diagramme de fonctionnement pre´sente´
dans la figure 2.13. Nous avons vu dans les sections pre´ce´dentes (notam-
ment 3.4.2, 4.5.3 et 5.5.3) que le temps d’exe´cution de ces processus e´tait
variable, et la re´partition pre´sente´e ici ne concerne que des valeurs moyennes.
Les principaux parame`tres correspondant sont : 4000 points suivis par paire
d’images, images rectifie´es de taille 1240 x 370, utilisation de 80 acquisitions
conse´cutives pour filtrer les re´sultats. La figure 6.1 repre´sente graphiquement
la re´partition approximative du couˆt calculatoire des diffe´rentes e´tapes de
l’algorithme propose´.
Remarques :
On pourra tout d’abord constater que les trois grandes e´tapes du calcul
(suivi des points dans l’espace image, reconstruction de l’environnement en
trois dimensions, de´tection et suivi des objets mobiles) sont relativement
e´quitablement re´parties. Une ame´lioration du temps de calcul ne´cessaire
a` l’algorithme n’est donc pas triviale, et doit conside´rer l’ensemble de ces
e´tapes.
Deux parame`tres permettent d’influer sur ce temps de calcul, et ont un
impact diffe´rent sur les diffe´rentes parties de l’algorithme.
Il est tout d’abord possible de conserver plus ou moins d’acquisitions en
1. Il aurait cependant e´te´ possible d’utiliser des donne´es simule´es, telles que celles
rendues possibles par le simulateur CIVIC. Nous nous en sommes tenus a` des donne´es
re´elles, mais ne disposant alors pas de ve´rite´ terrain.
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Figure 6.1 – Re´partition du temps de calcul des diffe´rentes e´tapes
E´tape Temps de calcul (ms)
De´tection des points 8
Suivi des points 45
Estimation de l’ego-motion 1, 5
Reconstruction de l’environnement 25
De´tection et suivi des objets mobiles 40
Temps total 119, 5
(6.1)
Figure 6.2 – Temps de calcul moyens
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me´moire. L’augmentation de ce nombre peut ame´liorer la pre´cision des
points positionne´s, le sur-e´chantillonnage (observations multiples de la
position d’un meˆme point) ame´liorant de manie`re assez classique le rapport
signal/bruit. Cela permet ensuite d’agrandir l’environnement « connu »,
dans le cas ou` le porteur se de´place, ce qui peut eˆtre une conse´quence
recherche´e. La variation du temps de calcul en fonction du nombre d’acqui-
sitions conserve´es est dans ce cas approximativement line´aire, deux re´gimes
e´tant cependant possibles : le nombre d’acquisitions est de l’ordre du temps
de pre´sence des indices visuels dans l’image, ou bien tre`s supe´rieur 2. Ce
parame`tre influe finalement sur les parties « 3D » de l’algorithme, et pas
sur la partie visuelle.
Un deuxie`me parame`tre consiste a` ajuster le nombre de points suivi par
paire d’images acquises. Ce peut eˆtre un moyen d’augmenter la probabilite´
de de´tection des objets mobiles, d’ame´liorer la pre´cision de l’estimation du
mouvement, ou plus simplement de densifier la reconstruction de l’environ-
nement. Ce parame`tre modifie principalement le temps de calcul lie´ a` la
de´tection et au suivi de points, et peut empiriquement eˆtre compris entre
2000 et 8000 points par paire d’images selon les capacite´s de calcul pre´sentes.
6.2.2 Vitesse d’exe´cution
6.2.2.1 Latence et cadence d’exe´cution
Dans ce paragraphe, on pre´cise simplement les notions de latence et
de cadence d’exe´cution, qui seront exploite´es dans les sections suivantes.
Ces notions sont certainement connues par le lecteur, il ne s’agit que d’une
pre´cision.
— Latence :
On de´finit dans notre cadre d’exe´cution la latence par le temps entre
l’acquisition des paires d’images (conside´re´ comme un e´ve´nement
ponctuel) et la mise a` disposition d’informations utiles.
— Cadence :
On de´finit par ailleurs la cadence comme la fre´quence a` laquelle les
acquisitions peuvent eˆtre traite´es en re´gime continu.
2. Comme nous l’avons vu dans la section 4.4.2.2, trois re´gimes sont possibles dans
l’estimation de la position des points d’inte´reˆts. Si ceux-ci sont encore visibles, ils peuvent
eˆtre statiques ou mobiles, auquel cas leur position est estime´e a` chaque nouvelle observation
selon un proce´de´ diffe´rent. Si ces points ne sont plus visibles, leur dernie`re position connue
est reporte´e dans le re´fe´rentiel courant, ce qui est moins couˆteux. La variation du temps
de calcul en fonction du nombre d’observations prises en compte suit donc ces deux couˆts
marginaux diffe´rents.
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Dans le cas d’un algorithme purement se´quentiel et monobloc la latence et la
cadence sont bien suˆr lie´es, mais cela n’est pas ne´cessairement le cas lorsque
l’algorithme est morcele´ et que des exe´cutions concurrentes sont possibles.
6.2.2.2 Exe´cution en paralle`le de deux parties se´quentielles
Introduction :
Lorsqu’un algorithme peut eˆtre de´compose´ en deux parties dont l’exe´cu-
tion est strictement se´quentielle (c’est a` dire que la seconde partie fonctionne
a` partir des re´sultats de la premie`re mais ne de´clenche pas de nouveaux cal-
culs au sein de celle-ci), il est possible d’en acce´le´rer la cadence d’exe´cution
en acceptant d’en augmenter le´ge`rement la latence.
Supposons que son temps de calcul global soit note´ τ , et que les temps
d’exe´cution des parties 1 et 2 soient respectivement τ1 et τ2. Une exe´cution
« classique », se´quentielle, implique qu’une nouvelle donne´e ne peut eˆtre trai-
te´e avant que l’ensemble de l’algorithme ait e´te´ exe´cute´, soit une cadence de
1
τ











Supposons que l’on conside`re maintenant une exe´cution concurrente des
parties 1 et 2 de l’algorithme, qui ne peuvent, dans ce cas, eˆtre consacre´es a`
la meˆme acquisition (puisque la partie 2 utilise les re´sultats de la partie 1).
La partie 1 peut exe´cuter les calculs ne´cessaires a` l’acquisition k, tandis que
la partie 2 est exe´cute´e sur les re´sultats de l’acquisition k− 1. On de´montre
facilement que la nouvelle cadence d’exe´cution est maintenant limite´e par la
partie la plus lente des deux (dans l’hypothe`se ou` l’exe´cution est en re´gime







τsim = N · max
i=1:N
(τi) (6.5)
Dans le cas de portions de l’algorithme strictement e´gales en termes de temps
de calcul, et en supposant que l’on dispose d’autant d’unite´s d’exe´cution que
ne´cessaire, on constate donc qu’une exe´cution simultane´e augmente la ca-
dence d’un facteur N (nombre de portions conside´re´es), sans que la latence
ne soit affecte´e ( N ·maxi=1:N (τi) = τ). Si les diffe´rentes parties de l’algo-
rithme exe´cute´es simultane´ment ne sont pas strictement e´gales en temps de
temps d’exe´cution, le gain en termes de cadence est au prorata de la partie
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Figure 6.3 – Conse´quences d’une exe´cution entrelace´e des deux principales
e´tapes du calcul
la plus lente, tandis que la latence est pe´nalise´e (le calcul donne bien suˆr
N ·maxi=1:N (τi) > τ). Ce phe´nome`ne est illustre´ sur la figure 6.4.
Imple´mentation :
La configuration de notre algorithme se preˆte bien a` une exe´cution concur-
rente de ses deux parties principales, telle qu’explique´e dans le paragraphe
pre´ce´dent. Les temps de calcul ne´cessaires dans l’espace image (de´tection
et suivi robuste de points d’inte´reˆt) et dans l’espace en trois dimensions
(estimation de l’ego-motion, reconstruction de la position des points dans
l’espace, de´tection et suivi des points mobiles) sont en effet comparables.
Cette re´partition est illustre´e sur la figure 6.3.
L’imple´mentation d’une exe´cution entrelace´e des deux parties principales
de l’algorithme propose´ n’est pas tre`s complexe en pratique, ne´cessitant sim-
plement la pre´sence d’une me´moire tampon interme´diaire. Ce tampon est
pris en charge par le programme interme´diaire RTMaps, de l’entreprise In-
tempora. Un diagramme comparant une exe´cution monolithe et une exe´cu-
tion concurrente des deux principales parties de l’algorithme est visible sur
la figure 6.4.
Conse´quences expe´rimentales :
Dans les jeux de donne´es «New College » et «KITTI », introduits dans la
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Figure 6.5 – Plate-forme support des acquisitions. Illustration tire´e de
[Smith et al., 2009]
brutes (non rectifie´es) ayant une de´finition de 512*384 pixels en niveaux de
gris. L’e´cart entre les deux came´ras est de 12 cm. Les acquisitions ont e´te´
effectue´es a` Oxford, dans le parc de l’universite´ « New College ».
6.3.1.2 Exemples de re´sultats
Environnement 3D :
De nombreuses illustrations sont possibles pour donner un aperc¸u de
la qualite´ de la reconstruction de l’environnement, mais une e´valuation
quantitative est de´licate. D’autres exemples sont visibles dans le paragraphe
6.3.2. On illustre dans les figures suivantes des cas de figure particuliers.
On peut constater sur la figure 6.6 l’impact de la distance d’observation
sur la pre´cision du positionnement, et le filtrage continu effectue´ sur chacun
des points. Les points les plus proches de la came´ra ont e´te´ observe´s plus
longtemps, et les dernie`res observations (a` plus courte porte´e) sont plus
pre´cises. Leur position s’est affine´e, comme l’illustre « l’e´paisseur » du mur,
qui rend compte de la dispersion des mesures. A` l’inverse, les points les plus
lointains sont a` la fois les plus re´cents (du fait de la trajectoire du porteur)
et ceux les plus mal observe´s (du fait de leur distance et du faible e´cartement
-12cm- des deux came´ras), et le bruit est plus pre´sent.
De´tection et suivi des objets mobiles :
On pre´sente dans les figures 6.7, 6.8, 6.9 et 6.10 le re´sultat de notre al-
gorithme de perception des objets mobiles dans le jeu de donne´es « New
College ». D’autres cas de de´tections e´taient pre´sente´s dans la section 5.5.2,
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(a) Vue came´ra
(b) Vue ae´rienne (source : Google
Earth)
(c) Nuage de points reconstitue´ et trajec-
toire re´cente
Figure 6.6 – Influence de la distance sur la pre´cision de la reconstruction
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l’ensemble des objets mobiles visibles e´tant alors repre´sente´.
Les seuls e´le´ments de la sce`ne e´tant en mouvement sont des pie´tons, mais
cette information n’est pas prise en compte par notre proposition, comme
illustre´ par la figure 6.15. La de´tection et le suivi des objets mobiles semblent
satisfaisants, mais la figure 6.8 montre que la pre´cision du syste`me n’est pas
suffisante pour identifier deux pie´tons se de´plac¸ant coˆte a` coˆte.
6.3.2 KITTI
6.3.2.1 Conditions expe´rimentales
Ce jeu de donne´es a e´te´ propose´ par l’universite´ de Karlsruhe ( [Geiger
et al., 2012]), et comporte notamment des acquisitions par deux paires de
came´ras, en noir et blanc et en couleur. La re´solution des came´ras est de 1240
x 376, leur e´cartement d’environ 54cm. La cadence d’acquisition est de 10Hz,
ce qui semble trop faible pour notre proposition dans le domaine du suivi
des objets mobiles. Les acquisitions ont e´te´ effectue´es a` partir d’une voiture
ame´nage´e, a` l’inte´rieur et autour de la ville de Karlsruhe (environnement
urbain et infrastructures routie`res).
6.3.2.2 Exemples de re´sultats
Reconstruction 3D - Densite´ des points :
On pre´sente dans la figure 6.12 un exemple de ce que l’algorithme pro-
pose´ produit en termes de connaissance de l’environnement courant. Cette
illustration repre´sente le nuage de points positionne´s dans l’espace en temps
re´el, qui peuvent ensuite eˆtre exploite´s par des algorithmes de de´tection
d’obstacles ou de planification. De nombreuses illustrations sont possibles
(la figure 4.11 compare notamment le nuage de points obtenu a` celui d’un
te´le´me`tre laser de type Velodyne), et les quelques exemples suivants n’ont
pas de valeur autre qu’illustrative. On peut cependant remarquer quelques
points :
— Nombre de points :
Le nombre de points positionne´s dans l’environnement est de l’ordre
de 150 000 a` 200 00 dans la configuration illustre´e, ce qui est de
l’ordre des acquisitions instantane´es des te´le´me`tres laser a` balayage
de type « Velodyne ».
— Densite´ non homoge`ne :
Contrairement aux te´le´me`tres sus-cite´s, la densite´ des points n’est
pas maˆıtrise´e de manie`re exacte dans notre solution, car elle de´pend
de l’aspect visuel des e´le´ments de la sce`ne. L’ombre de l’arbre est par
exemple nettement visible sur la figure 6.12, du fait du fort contraste
qui est associe´ a` ses bords. Cette densite´ non-homoge`ne peut eˆtre une
proprie´te´ inte´ressante dans le cas d’une alte´ration volontaire (pour
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(a) E´chantillon 1 des vues came´ra
(b) E´chantillon 2 des vues came´ra
(c) E´chantillon 3 des vues came´ra
(d) Nuage de points reconstitue´ et de´tection des objets
mobiles.
Figure 6.7 – Exemple de de´tection d’objets mobiles. Jeu de donne´es « New
College » [Smith et al., 2009]
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(a) E´chantillon 1 des vues came´ra
(b) E´chantillon 2 des vues came´ra
(c) E´chantillon 3 des vues came´ra
(d) Nuage de points reconstitue´ et de´tection des objets
mobiles.
Figure 6.8 – Exemple de de´tection d’objets mobiles. Les deux pie´tons ne
sont pas de´tecte´s se´pare´ment. Jeu de donne´es « New College » [Smith et al.,
2009]
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(a) E´chantillon 1 des vues came´ra
(b) E´chantillon 2 des vues came´ra
(c) E´chantillon 3 des vues came´ra
(d) Nuage de points reconstitue´ et de´tection des objets
mobiles.
Figure 6.9 – Exemple de de´tection d’objets mobiles. Jeu de donne´es « New
College » [Smith et al., 2009]
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(a) E´chantillon 1 des vues came´ra
(b) E´chantillon 2 des vues came´ra
(c) E´chantillon 3 des vues came´ra
(d) Nuage de points reconstitue´ et de´tection des objets
mobiles.
Figure 6.10 – Exemple de de´tection d’objets mobiles. Jeu de donne´es «New
College » [Smith et al., 2009]
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Figure 6.11 – Plate-forme support des acquisitions. Illustration tire´e de
[Geiger et al., 2012]
suivre un objet particulier par exemple), mais elle pourrait eˆtre pro-
ble´matique pour obtenir une de´tection certaine des objets mobiles.
La fusion des informations obtenues avec un capteur tiers pourrait
pre´senter une solution a` ce proble`me.
Reconstruction 3D - Amplitude de la zone reconstruite :
La figure 6.13 rend compte de l’amplitude de la zone reconstitue´e en
conservant 200 acquisitions pour l’estimation des positions.
L’algorithme propose´ est re´cursif, nous ne conservons qu’un nombre fini d’ac-
quisitions passe´es pour renseigner le ve´hicule porteur sur son environnement.
Nous avons vu qu’une reconstruction exploitant de 100 a` 200 acquisitions
conse´cutives e´tait raisonnable du point de vue du temps de calcul ne´cessaire,
et compatible avec une exe´cution en temps re´el. Nous souhaitons montrer
avec cet exemple que la taille de la zone correspondante semble suffisante
pour mener a` bien les taˆches de perception ou de planification attendues,
quand bien meˆme il ne s’agit pas d’une reconstruction a` grande e´chelle.
Observation des obstacles statiques L’algorithme propose´ ne com-
porte pas de de´tection des obstacles statiques ou de l’espace navigable, mais
nous pensons que les informations recueillies rendent cette taˆche possible.
On montre dans la figure 6.14 un exemple de nuage de points obtenu en
environnement urbain, divers e´le´ments du mobilier e´tant a` proximite´ de la
trajectoire du ve´hicule. Les annotations repre´sente´es sont manuelles, il ne
s’agit pas du re´sultat d’une de´tection automatique. Nous souhaitons ne´an-
moins montrer que la densite´ de points positionne´s est a priori suffisante
pour de´tecter la plupart des obstacles statiques.
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(a) E´chantillon 1 des vues came´ra
(b) E´chantillon 2 des vues came´ra
(c) E´chantillon 3 des vues came´ra
(d) Nuage de points reconstitue´ en temps re´el. La
trajectoire du ve´hicule est repre´sente´e en rouge.
Figure 6.12 – Influence de l’aspect visuel dans la re´partition des points




De´tection des objets mobiles Comme nous avons eu l’occasion de le
pre´senter dans les chapitres pre´ce´dentes, nous disposons au sein de l’algo-
rithme propose´ d’un nuage de points e´chantillonne´ dans le temps. Cette
caracte´ristique peut eˆtre oppose´e a` de nombreuses approches de cartogra-
phie visuelle dense (voir par exemple [Pollefeys et al., 2007,Meilland et al.,
2011, Lategahn et al., 2011,Whelan et al., 2013]), qui accumulent les posi-
tions des points statiques, et nous permet d’y de´tecter les objets mobiles.
La cadence d’acquisition du jeu de donne´es KITTI, combine´e a` la vitesse de
de´placement du porteur (entre 20 et 40 km/h usuellement), ne permet pas
a` l’algorithme de filtrage des cibles mobiles pre´sente´ dans la section 5.2.4 de
fonctionner 5.
La de´tection des objets mobiles fonctionne ne´anmoins, ainsi que l’e´tape de
segmentation dans l’espace et le temps que nous avons propose´ (cf. section
5.4.2.3). Nous en pre´sentons un exemple sur la figure 6.15, dans laquelle la
boˆıte englobante de l’objet segmente´ est repre´sente´e en jaune, tandis que les
vecteurs vitesse des points suivis et perc¸us comme mobiles sont repre´sente´s
en rouge (en sus de la trajectoire du porteur). Ces vecteurs vitesse illustrent
un de´placement sur 10 images, soit une seconde. Les dimensions estime´es de
la voiture sont restreintes a` la partie visible sur l’image, ce qui pourrait poser
proble`me en cas de suivi ou de classification ulte´rieure. Cette proble´matique
est commune a` de nombreuses approches et capteurs, et demeure un sujet
de recherche important dans notre communaute´.
6.4 Conclusion
Cette partie nous a permis de pre´senter les re´sultats obtenus par notre
me´thode sur deux jeux de donne´es de la litte´rature, New College et KITTI.
Ces jeux de donne´es ont e´te´ acquis par des plate-formes tre`s diffe´rentes,
tant en termes de dimensions que de dynamique, ce qui valide a` notre sens
la ge´ne´ricite´ relative des algorithmes propose´s.
Nous avons tout d’abord pu constater qu’une exe´cution en temps re´el de
notre me´thode, sur une plate-forme grand public contemporaine (de type
PC), e´tait possible. Des ame´liorations seraient sans doute souhaitables,
mais les ordres de grandeur initialement vise´s, en termes de densite´ de
points suivis et de temps de calcul, sont effectivement respecte´s.
Nous avons ensuite pu pre´senter le type de reconstruction de l’environ-
nement proche accessible par la me´thode propose´e. Un grand nombre de
points caracte´ristiques de l’environnement proche peuvent eˆtre positionne´s
en temps re´el (jusqu’a` 200 000 points environ) ; ce qui est comparable aux
informations accessibles par d’autres capteurs e´prouve´s (de type Velodyne
5. On pourra notamment se re´fe´rer a` la tre`s comple`te e´tude de Bak ( [Bak, 2011]) quant
aux conditions d’observabilite´ des objets mobiles a` partir d’une paire ste´re´oscopique
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(a) E´chantillon 1 des vues came´ra
(b) E´chantillon 2 des vues came´ra
(c) E´chantillon 3 des vues came´ra
(d) Nuage de points reconstitue´ et de´tection des
objets mobiles. Les vecteurs vitesse observe´s sont
signale´s en rouge, la segmentation dans l’espace
e´tant en jaune.
Figure 6.15 – Exemple de de´tection d’objets mobiles. Jeu de donne´es
« KITTI » [Geiger et al., 2012]
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par exemple), bien que leur re´partition et bruit caracte´ristique puissent
diffe´rer. La re´partition des points d’inte´reˆt suivis est en effet soumise
a` l’e´clairement et au contenu de la sce`ne, ce qui nous incite a` penser
qu’une solution fusionnant les acquisitions de diffe´rents capteurs serait une
e´volution inte´ressante, comme de nombreux domaines de recherche ont pu
le de´montrer par le passe´.
La de´tection et le suivi des objets mobiles, sans pre´-requis d’apparence, est
e´galement illustre´e sur ces jeux de donne´es. Les re´sultats sont, dans ce cas,
de´pendants de la plate-forme utilise´e, et mettent en avant des besoins accrus
en termes de cadence d’acquisition pour mener a` bien cette perception
des objets mobiles. Ces limites ont e´te´ e´tudie´es dans les travaux de Bak
notamment ( [Bak, 2011]), et seraient sans doute a` approfondir. On peut
ne´anmoins constater que le suivi temporel de l’ensemble des points d’in-
te´reˆt est be´ne´fique pour la de´tection et le positionnement des objets mobiles.
Les re´sultats pre´sente´s sont enfin essentiellement qualitatifs dans cette
partie qui aborde la me´thode globale que nous proposons. La re´alisation
d’une ve´rite´ terrain dans ce domaine est complique´e, du fait de l’e´tendue
des informations ne´cessaires (position, dimension et vitesse des objets mo-
biles). Il serait cependant inte´ressant de confronter notre me´thode a` des jeux
de donne´es simule´es, qui simplifient grandement l’acce`s a` ces informations
absolues. Le jeu de donne´es KITTI est par ailleurs en cours d’e´volution, et
la question des objets mobiles pourrait bientoˆt y eˆtre aborde´e quantitati-
vement. De manie`re ge´ne´rale, l’e´volution des capteurs embarque´s pourrait
rendre accessibles de tels jeux de donne´es dans un futur proche, et permet-
trait de quantifier nos re´sultats ainsi que les ame´liorations possibles.




La perception de l’environnement est l’une des multiples taˆches qu’un
ve´hicule autonome doit effectuer, paralle`lement a` d’autres actions souvent
plus visibles du grand public. La communication, l’intelligence artificielle
ou les capacite´s motrices sont en effet aise´ment mises en avant, mais
la connaissance du milieu dans lequel un robot e´volue ne doit pas eˆtre
ne´glige´e. La prise de de´cision autonome, qui caracte´rise notamment un
ve´ritable robot inde´pendant par rapport a` un automate simplifie´, n’est en
effet pas possible sans e´le´ments de choix, sans connaissance pre´alable. La
re´action autonome d’un porteur par rapport a` son environnement est donc
largement tributaire de sa perception de celui-ci.
La localisation et la cartographie simultane´e ont fait l’objet de nombreuses
recherches pendant la de´cennie passe´e, en exploitant des capteurs divers,
tels que des te´le´me`tres lasers, des came´ras classiques ou adapte´es a` une cap-
tation en trois dimensions. Connus sous le nom de SLAM, ces algorithmes
rendent possible le de´placement d’un robot au sein d’un environnement
initialement inconnu, mais aussi dans certains cas sa localisation par
rapport a` une carte de´ja` acquise. Il s’agit donc tout a` la fois d’un moyen
de localisation et de cartographie de son environnement, susceptible de
prendre en compte les modifications re´centes de celui-ci. Ce travail n’est
pas termine´, la cartographie a` grande e´chelle pouvant encore eˆtre pris en
de´faut de cohe´rence (le fameux proble`me de la fermeture de boucle), tandis
que la cartographie reconstruite n’offre en ge´ne´ral qu’une image partielle
de l’environnement explore´, car peu dense ou selon un nombre restreint de
dimensions. Un autre aspect reste cependant a` de´velopper, et il s’agit celui
que nous avons tente´ de mettre en avant dans ce manuscrit.
La perception des e´le´ments mobiles est, en effet, elle aussi indispensable a`
tout ve´hicule autonome, particulie`rement dans un environnement incontroˆle´
et dynamique comme peuvent l’eˆtre les lieux d’activite´ humaine. Un ve´hicule
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re´ellement « intelligent » doit ainsi prendre en compte son environnement
futur dans ses de´placements, seul moyen d’obtenir des trajectoires a` la
fois se´curise´es et efficaces. Cet aspect de la perception est e´galement tre`s
pre´sent dans l’e´tat de l’art, notamment suite a` l’article fondateur de Wang
et al. ( [Wang et al., 2007]), mais de nombreux travaux restent en cours.
La me´thode propose´e exploite la vision pour estimer, en temps re´el,
la position d’un important e´chantillon de points caracte´ristiques de l’en-
vironnement. Le nombre de points positionne´s, bien qu’infe´rieur a` celui
propose´ par les me´thodes conside´rant un environnement statique, est
bien supe´rieur a` celui de nombreuses techniques existantes dans l’e´tat de
l’art prenant en compte un environnement dynamique. Mettant l’accent
sur la perception des obstacles potentiels, cette me´thode autorise un
compromis sur la pre´cision de localisation des points pour s’assurer que
leur nombre sera suffisant. Nous proposons ensuite une approche exploitant
une technique de segmentation multi-dimensionnelle, exploitant en cela la
nature temporelle et mobile du nuage de point positionne´. Un algorithme
de filtrage et de suivi de cibles multiples, pre´sent dans l’e´tat de l’art mais
applique´ pour la premie`re fois a` la de´tection et au suivi de cibles mobiles
depuis un dispositif visuel en mouvement, est finalement propose´ pour
maximiser les informations disponibles au sortir de cette e´tape de perception.
La proble´matique initiale d’une proposition compatible avec une exe´cu-
tion en temps re´el est respecte´e par cet algorithme, tandis que son domaine
d’application est ouvert aux de´placements rapides, comme le montrent des
tests a` partir d’une plate-forme automobile en environnement urbain. Ce
syste`me impose cependant des limites en termes de domaine de perception,
e´tant bien suˆr sensible a` la qualite´ des acquisitions visuelles et a` la pre´sence
de points caracte´ristiques dans l’environnement. La fusion d’informations
avec d’autres capteurs aux caracte´ristiques comple´mentaires, son inte´gra-
tion dans un syste`me plus global a` meˆme de re´pondre aux proble´matiques
de cartographie et de localisation, restent ainsi des pistes que nous souhai-
terions de´velopper.
7.2 Perspectives
Il serait ainsi possible d’associer cette me´thode, centre´e sur la de´tection
d’obstacles et le suivi d’objets mobiles, a` un algorithme de cartographie et
d’optimisation globale de l’environnement reconstitue´. De telles me´thodes
font l’objet de nombreux travaux actuellement, et e´tendraient les informa-
tions extraites visuellement a` d’autres applications.
Les limitations pre´sente´es par notre me´thode, en termes de mouvements de
plate-forme accepte´s, de porte´e, ou de proble`me de perception dans un envi-
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ronnement inadapte´ (sombre ou soumis a` des ale´as climatiques), accentuent
par ailleurs l’inte´reˆt des dispositifs algorithmiques de fusion multi-capteurs.
Il s’agit la` encore d’une proble´matique activement explore´e de nos jours, et
qui constituerait un de´veloppement a` notre sens tre`s inte´ressant de la me´-
thode propose´e.
On pourra enfin revenir sur les applications rendues possibles par une per-
ception distribue´e sur plusieurs porteurs, dans le sens ou` celle-ci serait par-
tage´e par chacun d’entre eux. La popularisation d’engins ae´riens autonomes
et de petite taille en fournit une application imme´diate, mais les be´ne´fices
d’une perception collaborative seraient tout aussi patents pour des ve´hicules
terrestres, en termes de porte´e ou d’observabilite´ par exemple. Les de´velop-
pements re´cents des communications a` haut de´bit entre plusieurs nœuds
de communication mobiles rendent ce de´veloppement re´aliste, mais il s’agit
d’une proble´matique complexe, et son cadre algorithmique reste majoritai-
rement en devenir.






— CPU : Central Processing Unit, Unite´ de calcul centrale
— EKF : Extended Kalman Filter, Filtre de Kalman E´tendu, extension
du filtre de Kalman line´arisant les fonctions de propagation et de
mesure
— FAST : Features from Accelerated Segment Test, Points caracte´ris-
tiques a` partir d’un test de segment acce´le´re´
— GMPHD : Gaussian Mixture Probability Hypothesis Density, Densite´
de probabilite´ des hypothe`ses par mixture de gaussienne
— GPU : Graphics Processing Unit, Unite´ de calcul graphique
— GPGPU : General Purpose Graphics Processing Unit, Unite´ de
calcul graphique a` usage ge´ne´ralise´
— HOG : Histogram of Oriented Gradients, Histogramme des gradients
oriente´s
— ICP : Iterative Closest Point, Point ite´rativement le plus proche
— IPM : Inverse Perspective Mapping, Transformation inversant la
projection du monde sur un dispositif d’imagerie, en supposant un
monde plan et un horizon connu
— LBP : Local Binary Pattern, Sche´ma local binaire
— MAD : Median of Absolute Differences, Me´diane des diffe´rences
absolues
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— MLE : Maximum Likelihood Estimator, Estimateur de maximum de
vraisemblance
— PCM : Pulse Code Modulation, Modulation par impulsion
— PHD : Probability Hypothesis Density, Densite´ de probabilite´ des
hypothe`ses
— RANSAC : RANdom SAmple Consensus, Recherche de consensus a`
partir de tirages ale´atoires
— RFS : Random Finite Set, Ensemble ale´atoire fini
— SAD : Sum of Absolute Differences, Somme des diffe´rences absolues
— SLAM : Simultaneous Localization And Mapping, Localisation et
cartographie simultane´es
— SLAMMOT : Simultaneous Localization, Mapping and Mobile Object
Tracking, Localisation, cartographie et suivi des objets mobiles
simultane´s
— SFM : Structure From Motion, Structure a` partir du mouvement
— SSD : Sum of Squared Differences, Somme des diffe´rences au carre´
— SIFT : Scale Invariant Feature Transform, Descripteur invariant
d’e´chelle d’un point caracte´ristique
— SURF : Speeded Up Robust Feature, Descripteur robuste acce´le´re´




Le filtre dit de Kalman a fait l’objet de plusieurs publications fonda-
trices entre 1958 et 1961, de plusieurs auteurs (notamment Bucy et R.E.
Kalman [Kalman, 1960, Kalman and Bucy, 1961]) mais seul Kalman est
finalement passe´ a` la poste´rite´. Il sert a` l’estimation dans le temps de la va-
leur de variables ale´atoires gaussiennes, en fonction de valeurs mesure´es et
d’un mode`le d’e´volution temporelle. Comme de nombreux filtres baye´siens,
il fonctionne en deux e´tapes, l’e´tat futur du filtre est pre´dit, puis compare´ a`
la nouvelle mesure, ce qui permet finalement d’en estimer un e´tat corrige´.
B.2 Fonctionnement :
Une pre´diction de l’e´tat futur des variables que l’on cherche a` estimer
est tout d’abord re´alise´e, a` partir de l’e´tat pre´ce´dent, d’une fonction
de propagation et de parame`tres de controˆle e´ventuels qui influent sur
l’e´volution pre´visible de la variable. Cet e´tat est ensuite rapproche´ de la
nouvelle observation, graˆce a` une fonction de mesure qui permet d’obtenir
a` partir de l’e´tat pre´dit la mesure correspondante (cette fonction est
simplement l’identite´ si l’on est capable de mesurer tous les e´le´ments du
vecteur d’e´tat). On peut alors calculer l’innovation, c’est a` dire la diffe´rence
entre la mesure pre´dite et celle mesure´e, et corriger la pre´diction pour
obtenir une estimation de l’e´tat courant (mis a` jour). Ces e´tapes sont
de´crites sche´matiquement sur la figure B.1. Ce filtre est ite´ratif, la prise en
compte de l’historique des mesures e´tant contenue dans ces deux e´tapes (on
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2. Calcul du gain de Kalman :
On note C la matrice de´crivant la relation (line´aire) entre la mesure
et la variable estime´e, et Q la matrice de covariance de´crivant le












3. Mise a` jour :
La valeur zt − Ctµ¯t est souvent appele´e innovation.
µt = µ¯t +Kt (zt − Ctµ¯t) (B.6)
Σt = (I −KtCt) Σ¯t (B.7)
(B.8)
B.5 Complexite´ algorithmique :
Dans le cas de vecteurs d’e´tat de petite dimensions, le filtre de Kalman
est tre`s rapide a` mettre en œuvre et ne pre´sente pas de difficulte´s particu-
lie`res. Les vecteurs de tre`s grande dimensions, qui peuvent par exemple eˆtre
pre´sents dans les applications de SLAM peuvent en revanche souligner un
point critique. L’essentiel de la complexite´ calculatoire est dans ce cas conte-
nue dans l’inversion d’une matrice analogue a` une covariance dont la taille
de´pend line´airement du nombre n de variables estime´es. Le couˆt de l’inver-
sion d’une matrice de taille m est de l’ordre de O(m2.4) (Thrun, [Thrun
et al., 2005]), et il s’agit en ge´ne´ral du facteur limitant dans la prise en
compte de grands syste`mes.
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Annexe C
Suivi de points KLT
C.1 Introduction
L’algorithme dit KLT ( « Kanade and Lucas Tracker ») a comme son
nom l’indique initialement e´te´ propose´ par Lucas et Kanade, en 1981 ( [Lu-
cas and Kanade, 1981]). Il s’agit d’une descente de gradient, l’algorithme
proposant de trouver par optimisation la position minimisant les erreurs
entre deux voisinages, correspondant par exemple a` deux instants de prise
de vue diffe´rents.
Cet algorithme est de´taille´ dans le point suivant, mais on pourra rappeler ici
qu’il s’agit du me´canisme de suivi de point par optimisation le plus utilise´
dans la litte´rature.
C.2 De´tails de l’algorithme :
On reprend ici l’algorithme de suivi de points tel que propose´ par
Bouguet ( [Bouguet, 2001]), c’est-a`-dire comprenant une imple´mentation
pyramidale ge´ne´ralisant les propositions initiales de Lucas et Kanade. On
cherche a` retrouver la localisation du point u originellement sur l’image






pyramides d’images, autrement dit les re´ductions a` l’e´chelle 1
2L
de l’image
originale. Un noyau gaussien approxime´ en valeurs discre`tes est le plus
souvent utilise´ pour la mise a` l’e´chelle lors de la construction des pyramides.
On note d le de´placement entre u et v, que l’on va chercher a` de´terminer
via l’algorithme. La boucle C.2 est exe´cute´e a` chaque e´tage de la pyramide,
en commenc¸ant par l’image la plus petite de la pyramide. Le vecteur de
de´placement estime´ par l’algorithme, ν, peut eˆtre initialise´ a` 0, ou bien eˆtre
repris d’un calcul pre´ce´dent (en supposant une ve´locite´ approximativement
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constante). On note dans les e´quations suivantes Ix(x, y) la de´rive´e spatiale
selon l’axe x, qui peut eˆtre obtenue par divers ope´rateurs (par exemple par
diffe´rence finie centre´e). On note gL le point de de´part de l’optimisation
au sein de l’e´tage L de la pyramide courante, qui est donc par exemple a` 0
pour la premie`re, mais qui tient ensuite compte du re´sultat de la pyramide
pre´ce´dente.
Au sein d’une image (par exemple un e´tage de la pyramide d’images), les
ite´rations permettant a` l’algorithme de converger vers la nouvelle position
optimale sont finalement de´crites par les e´tapes suivantes, les positions et
de´placements prenant des valeurs continues (interpole´es si besoin) :
— Position initiale a` ce niveau :
uL = u/2L
— Calcul du gradient :
px et py repre´sentent les coordonne´es dans l’image du point u
L. ωx









2(x, y) Ix(x, y) · Iy(x, y)





δIL(x, y) = IL(x, y)− JL(x+ gx
L + νx









δIk(x, y) · Ix(x, y)





νk = νk−1 + ηk (C.5)
Ce processus est ensuite re´pe´te´ en « remontant » la pyramide d’images,
de la plus petite a` l’image originale. Le de´placement dL retenu pour l’e´tage
L de la pyramide correspond a` la dernie`re ite´ration de l’e´quation C.2. Le
de´placement global tient compte de la mise a` l’e´chelle qui avait pre´valu pour
cet e´tage de pyramide, de sorte que les contributions de chacune des op-
timisations dans le vecteur de de´placement final ne sont pas e´quivalentes.
Le point de de´part de l’optimisation suivante, gL−1, est donc modifie´ par
le rapport d’e´chelle entre deux pyramides, a` savoir 2 dans la proposition
initiale de Bouguet. Cette approche par e´chelles successives permet de res-
pecter l’hypothe`se initiale de Lucas et Kanade d’un faible de´placement pour
C.2. DE´TAILS DE L’ALGORITHME : 221
chacun des e´tages de la pyramide d’images, quand bien meˆme le de´place-
ment final ne respecte pas cette hypothe`se. De grands de´placements d’une
image sur l’autre peuvent donc eˆtre suivis, en fonction du nombre d’e´tages
de la pyramide et du voisinage ω conside´re´.
dL =νK (C.6)
gL−1 =2 · (gL + dL) (C.7)
On pourra remarquer que cet algorithme suppose que l’illumination de
la sce`ne est constante, ou tout du moins qu’elle varie lentement relativement
a` la cadence d’acquisition. Lucas et Kanade proposent dans leur article fon-
dateur de mode´liser la diffe´rence d’illumination par une fonction affine, dont
les parame`tres (lie´s au contraste et a` la luminosite´) sont eux-meˆmes sujets
a` une optimisation.




On de´taille ici le domaine des « statistiques robustes », de´nomme´es
ainsi d’apre`s le livre de Hubert ( [Huber, 1981]). On cherche dans ce
domaine a` de´finir des estimateurs robustes, dans le sens ou` l’estimation
produite a` partir d’e´chantillons n’est pas modifie´e significativement si une
ou plusieurs valeurs sont e´videmment marginales par rapport a` un ensemble
de re´fe´rence. Il ne s’agit pas d’un domaine intrinse`quement lie´ a` l’odome´trie
visuelle ou a` la reconstruction de l’environnement, mais les techniques qui
y sont de´veloppe´es peuvent eˆtre exploite´es dans ces cas de figure.
On ne conside`re pas ici une densite´ de probabilite´ gaussienne pour les
e´chantillons, celle-ci e´tant parfaitement mesure´e par les ope´rateurs courants
de moyenne ge´ome´trique et de variance. Comme nous avons de´ja` eu l’occa-
sion de l’expliquer, diffe´rents phe´nome`nes peuvent e´loigner significativement
les mesures de cette distribution dans certains proble`mes. Ce domaine des
statistiques n’est pas a` proprement parler intrinse`que aux e´tapes d’estima-
tion de l’ego-motion et de reconstruction de l’environnement. Il est cepen-
dant pre´sent dans la litte´rature de ce domaine (par exemple [Zou and Tan,
2013]), et nous proposons de l’utiliser dans notre approche. Nous en de´-
taillons donc les motivations et quelques uns des enseignements dans cette
bre`ve introduction technique.
D.2 De´finitions
On de´finit tout d’abord quelques me´triques nous permettant ensuite
d’illustrer les avantages d’une approche robuste des statistiques.
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D.2.1 Variance :
Il s’agit d’une mesure de la fonction de distribution d’une variable ale´a-
toire, qui correspond a` son second moment statistique. Elle se de´finit en
ge´ne´ral pour une variable discre`te par (avec E l’espe´rance et µ = E(X)) :
V ar(X) = E((X − µ)2) (D.1)
On ne prend pas en compte d’e´le´ments fautifs dans cette de´finition, c’est-a`-
dire que toutes les observations correspondent bien a` la variable X. Dans le
cas d’observations pollue´es par du bruit, d’autres estimateurs convergeant
vers la variance de la distribution vise´e sont possibles et parfois souhaitables
(cf. section D.3.1).
D.2.2 Point de rupture :
Cette quantite´ est de´finie comme e´tant le pourcentage de points
marginaux accepte´s par un estimateur avant de voir sa valeur alte´re´e. En
notant Σ un estimateur, on peut noter la de´finition du point de rupture




) | {Σ(Inliers) 6= Σ(Inliers + Outliers)} (D.2)
D.2.3 Efficacite´ :
On peut par ailleurs de´finir l’efficacite´ relative d’un estimateur θ˜ par









Ce ratio n’a de sens que si les estimateurs en question ne sont pas biai-
se´s, dans le sens ou` leur variance n’est pas infe´rieure a` la variance re´elle
des e´chantillons. Il est possible dans ce cas d’estimer ce biais, ou encore de
de´finir une efficacite´ invariante (par exemple en utilisant la variance du lo-
garithme de l’estimation). On note ARE (Asymptotic Relative Efficiency,
Efficacite´ Relative Asymptotique) la limite de RE quand le nombre d’e´chan-
tillons tend vers ∞. Cette mesure est souvent utilise´e pour comparer un
estimateur optimal pour une distribution Gaussienne a` un estimateur dont
la convergence est plus lente, mais plus re´sistante au bruit.
D.2.4 Robustesse :
La de´finition propose´e par Huber ( [Huber, 1981]) pour quantifier la
robustesse d’un estimateur est lie´e a` une notion de continuite´ des valeurs es-
time´es. Elle s’e´crit formellement (en reprenant les notations de Huber), avec
D.3. QUELQUES EXEMPLES 225
(Tn) la se´quence d’estimations, F la fonction de distribution des e´chantillons,
F0 une fonction de distribution de re´fe´rence (par exemple gaussienne), et d
une me´trique sur l’espace des distributions conside´re´ :
Tn robuste en F = F0 ⇔
∀ǫ > 0, ∃(δ, n0) > 0 |
∀F et ∀n ≥ n0 :
d(F, F0) ≤ δ ⇒ d(LF0(Tn), LF (Tn)) ≤ ǫ
(D.4)
D.3 Quelques exemples
D.3.1 Calculs de variance, efficacite´ variable :
La comparaison de la me´diane et de la moyenne, estimateurs couramment
utilise´s du centre d’une fonction de distribution, est inte´ressante lorsqu’ap-
plique´e a` ces diffe´rentes me´triques a` partir d’une distribution gaussienne :
la moyenne est beaucoup plus ”<efficace”> que la me´diane (ARE(mediane,
moyenne) = 0.64), mais l’ajout de points marginaux (par exemple issus
d’une autre distribution gaussienne) l’affecte beaucoup plus rapidement. On
peut facilement s’en convaincre, la valeur de la moyenne e´tant modifie´e de`s
l’alte´ration d’un unique e´chantillon. La me´diane est en ce sens plus robuste,
la moitie´ des e´chantillons devant eˆtre modifie´s avant de changer la valeur de
cet estimateur (si l’on suppose une alte´ration ale´atoire et uniforme).
L’estimation de la ”<largeur”> d’une distribution est l’objet d’un autre
exemple de Tukey ( [Tukey, 1960]), que nous reprenons ici, illustrant quan-
titativement ce phe´nome`ne. Cet exemple est e´galement repris dans les notes
de cours de B. Ripley ( [Ripley, 2004]), dont nous reprenons les calculs.
Conside´rons n observations Yi tire´es d’une fonction de distribution donne´e.
Supposons tout d’abord que cette fonction de distribution soit une loi nor-
male, de moyenne µ et de variance σ2 (note´e N(µ, σ)). On conside`re les
estimateurs σˆ et σ˜ tels que :
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La normalisation de σ˜2 est choisie pour que ces ope´rateurs soient e´gaux
pour une distribution normale. Leur efficacite´ relative (pour un nombre







Figure D.1 – Efficacite´ relative des estimateurs σˆ et σ˜ en fonction de ǫ
d’e´chantillons tendant vers inf en reprenant D.3) vaut : ARE(σˆ2, σ˜2) = 0.88.
On peut montrer que σˆ est effectivement l’estimateur optimal pour la loi
normale.
On propose, pour rendre compte d’une source de bruit inde´pendante,
de ge´ne´rer une se´quence de points tels que chaque point a une probabilite´
1−ǫ d’eˆtre selon la loi normale N(µ, σ) et une probabilite´ ǫ d’eˆtre selon la loi
normale N(µ, 9σ). L’e´volution de l’efficacite´ relative de nos deux estimateurs
en fonction de ǫ est visible sur le tableau D.1.
La variance de ces observations reste proportionnelle a` σ2, et notre me´-
trique est invariante d’e´chelle. On constate aise´ment que l’avantage en ef-
ficacite´ du calcul de la variance ”classique” est tre`s vite remis en cause en
pre´sence de bruit, 0.2% de points faux e´tant suffisants en pratique pour que
le calcul base´ sur la somme des e´carts absolus soit plus efficace. D’autres
ope´rateurs sont possibles pour estimer la variance de la distribution, celui
pre´sente´ dans cet exemple e´tant mis en avant pour illustrer les diffe´rences de
comportement possibles en pre´sence de bruit. Les deux ope´rateurs pre´sents
ont notamment un point de rupture de 0%, ce qui est en ge´ne´ral pre´judi-
ciable, et peut eˆtre mitige´ par d’autres ope´rateurs base´s par exemple sur
l’usage d’une me´diane. On pourra notamment introduire l’ope´rateur MAD
(Median of Absolute Differences, Me´diane des e´carts a` la me´diane), qui est





∣∣Yi −mdianej∈[j,N ](Yj)∥∥ (D.6)
Cet ope´rateur n’est pas tre`s efficace 1, mais tre`s robuste aux points aberrants.
Le coefficient de 0.6745 fait office de normalisation, rendant l’ope´rateur MAD
exactement e´gal a` σˆ dans le cas de la loi normale.
1. Au sens de l’ARE, celle ci e´tant de 0.37 si on le compare a` σˆ pour une loi normale.
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D.3.2 Re´gression relative a` un mode`le - algorithme RAN-
SAC :
Une des strate´gies les plus utilise´es de nos jours pour estimer les
parame`tres d’un mode`le au sein de mesures bruite´es a recours a` une
recherche ale´atoire de consensus. Connue sous le nom de Ransac (RAndom
SAmple Consensus), elle fut propose´e par Fischler et Bolles [Fischler and
Bolles, 1981]. Cette me´thode a besoin d’un mode`le, par exemple une surface
parame´trique ou un mouvement, permettant d’e´valuer le statut des e´chan-
tillons comme marginaux ou non. Partant de ce mode`le, il s’agit ensuite
de re´aliser des tirages ale´atoires parmi l’ensemble de valeurs disponibles,
de calculer les parame`tres du mode`le approchant le plus la distribution, et
de compter finalement le nombre d’e´chantillons en accord avec ce mode`le.
Le tirage ale´atoire conduisant au plus grand nombre de points en accord
avec le mode`le est retenu, justifiant l’appellation de recherche ale´atoire de
consensus.
En fonction des parame`tres de convergence choisis (notamment du seuil
conduisant a` l’appartenance d’un e´chantillon au mode`le), on peut obtenir
avec cet estimateur un point de rupture tre`s grand, bien au dela` des 50%,
dans le cas d’un bruit ale´atoire de moyenne nulle. Il s’agit cependant d’un
estimateur particulier, ne´cessitant une connaissance a priori du re´sultat at-
tendu, sous la forme d’un mode`le parame´trique. Par ailleurs, il suppose qu’il
existe une limite de´termine´e permettant d’isoler de manie`re arbitraire les
points marginaux des points cohe´rents, ce qui n’est pas ne´cessairement le
cas. Il est par exemple difficile de mettre en œuvre un tel algorithme dans
le cas d’estimation de variables multimodales, dans lequel le mode`le et les
crite`res d’appartenance des points a` une distribution principale sont de´licats
a` de´terminer.
D.3.3 M-estimateurs :
Si l’on conside`re le proble`me de l’estimation de la valeur centrale d’une
fonction de densite´ de probabilite´, plusieurs estimateurs sont couramment
utilise´s. On pourra citer la moyenne et la me´diane bien suˆr, mais aussi la
moyenne tronque´e (on ne´glige les ”<ailes”> de la fonction de distribution,
par le biais d’un coefficient α qui de´signe la fraction des points extreˆmes - les
plus e´loigne´s de la moyenne - a` ne´gliger). Il est cependant courant d’utiliser
les M-estimateurs, estimateurs base´s sur le calcul du maximum (d’ou` le
M) de vraisemblance. Cette vraisemblance est de´termine´e par rapport a`
la fonction de densite´ de probabilite´ mode`le f , et on introduit souvent la
fonction ρ = −log(f) qui simplifie les calculs. L’estimateur maximisant la
vraisemblance conduit a` minimiser ρ, en supposant que les e´chantillons soient
inde´pendants :









ρ(Yi − µ) (D.7)
La fonction de densite´ de probabilite´ doit cependant eˆtre connue pour
maximiser la vraisemblance et obtenir un estimateur, et celle-ci n’est pas
ne´cessairement de´termine´e de manie`re exacte. Cette formule est par ailleurs
exacte pour un grand nombre d’e´chantillons, mais n’assure pas ne´cessai-
rement une convergence rapide de l’estimateur. Il est possible, comme le
propose Huber [Huber, 1981] de choisir une fonction ρ = log(f) arbitraire






Avec cette formulation, la moyenne devient simplement l’estimateur qui mi-
nimise les distances dans L2, soit ρ(x) = x
2, tandis que la me´diane minimise
la norme L1 (ρ(x) = |x|). D’autres me´triques sont possibles, essentiellement
dessine´es pour limiter l’impact de points tre`s marginaux. Il est ainsi possible
de choisir une fonction ρ s’annulant apre`s une valeur critique, coupant lit-
te´ralement la contribution des ailes de la distribution. De nombreux choix
sont possibles, que l’on ne de´taillera pas ici, mais on pourra notamment re-
marquer les quelques me´triques pre´sente´es dans les figures D.3 et D.4. Cette
dernie`re repre´sente la fonction souvent note´e ψ, de´rive´e de ρ quand celle-ci








ψ(Yi − µˆ) = 0 (D.9)
On note dans le tableau D.2 u = x−xˆ
threshold
(avec xˆ la valeur pour laquelle
on souhaite que le couˆt soit minimal, par exemple 0), pour les fonctions
parame´trables en selon un seuil, u = x− xˆ sinon.
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Ψ ρ
Moyenne Ψ(u) = u ρ(u) = u2
Me´diane Ψ(u) = signe(u) ρ(u) = |u|















Figure D.2 – Exemples de fonctions de couˆt ρ et de leur de´rive´es Ψ pour
diffe´rents estimateurs
Figure D.3 – Exemples de fonctions de couˆt ρ, pre´sente´es dans le tableau
D.2 utilise´es par les estimateurs
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FigureD.4 – Tukey : exemple de fonction de couˆt ρ (trait plein) et sa de´rive´e
Ψ (pointille´s). Les valeurs Ψ = 0 permettent de retrouver les minima locaux
de ρ
Bibliographie
[Adiv, 1985] Adiv, G. (1985). Determining Three-Dimensional Motion and
Structure from Optical Flow Generated by Several Moving Objects.
IEEE Transactions on Pattern Analysis and Machine Intelligence, PAMI-
7(4) :384–401.
[Agrawal et al., 2007] Agrawal, M., Konolige, K., and Iocchi, L. (2007).
Real-time detection of independent motion using stereo. In Motion and
Video Computing, 2005. WACV/MOTIONS’05 Volume 2. IEEE Work-
shop on, volume 2, pages 207–214. IEEE.
[Alahi et al., 2012] Alahi, A., Ortiz, R., and Vandergheynst, P. (2012).
Freak : Fast retina keypoint. IEEE Conference on Computer Vision and
Pattern Recognition.
[Alspach and Sorenson, 1972] Alspach, D. and Sorenson, H. (1972). Nonli-
near Bayesian estimation using Gaussian sum approximations. Automatic
Control, IEEE Transactions on, 17(4) :439–448.
[Amdahl, 1967] Amdahl, G. (1967). Validity of the single processor ap-
proach to achieving large scale computing capabilities. AFIPS Spring
Joint Computer Conference, 36(3) :172.
[Arthur and Vassilvitskii, 2007] Arthur, D. and Vassilvitskii, S. (2007). k-
means ++ : The Advantages of Careful Seeding. Proceedings of the eigh-
teenth annual ACM-SIAM symposium on Discrete algorithms, 8 :1027–
1035.
[Arun et al., 1987] Arun, K., Huang, T., and Blostein, S. (1987). Least-
squares fitting of two 3-D point sets. IEEE transactions on pattern ana-
lysis and machine intelligence, (5) :698–700.
[Azim and Aycard, 2012] Azim, A. and Aycard, O. (2012). Detection, Clas-
sification and Tracking of Moving Objects in a 3D Environment. Intelli-
gent Vehicles Symposium 2012.
[Badino et al., 2007] Badino, H., Franke, U., and Mester, R. (2007). Free
space computation using stochastic occupancy grids and dynamic pro-
gramming. In Workshop on Dynamical Vision, ICCV, Rio de Janeiro,
Brazil, pages 1–12, Rio de Janeiro. Citeseer.
231
232 BIBLIOGRAPHIE
[Badino et al., 2009] Badino, H., Franke, U., and Pfeiffer, D. (2009). The
stixel world-a compact medium level representation of the 3d-world. Pat-
tern Recognition, pages 51–60.
[Badino et al., 2008] Badino, H., Franke, U., Rabe, C., and Gehrig, S.
(2008). Stereo-vision based detection of moving objects under strong ca-
mera motion. In International Conference on Computer Vision Theory
and Applications, pages 253–260. Citeseer.
[Bailey, 2002] Bailey, T. (2002). Mobile Robot Localisation and Mapping in
Extensive Outdoor Environments. PhD Thesis.
[Bailey et al., 2000] Bailey, T., Nebot, E. M., Rosenblatt, J. K., and
Durrant-whyte, H. F. (2000). Data Association for Mobile Robot Na-
vigation : A Graph Theoretic Approach. Proc. IEEE Int. Conf. Robotics
and Automation, pages 2512–2517.
[Bak, 2011] Bak, A. (2011). Coope´ration Ste´re´o-Mouvement pour la De´tec-
tion des Objets Dynamiques. PhD Thesis.
[Bar-Shalom, 1978] Bar-Shalom, Y. (1978). Tracking Methods in a Multitar-
get Environment. IEEE Transactions on Automatic Control, 23 :618–626.
[Bar-Shalom and Tse, 1975] Bar-Shalom, Y. and Tse, E. (1975). Tracking in
a cluttered environment with probabilistic data association. Automatica,
11 :451–460.
[Bay et al., 2006] Bay, H., Tuytelaars, T., and Gool, L. V. (2006). Surf :
Speeded up robust features. Computer Vision–ECCV 2006.
[Beucher and Yu, 1994] Beucher, S. and Yu, X. (1994). Road recognition in
complex traffic situation. Transportation systems : theory and application
of advanced technology : a postprint volume from the IFAC Symposium,
Tianjin, page 383.
[Bezdek et al., 1984] Bezdek, J., Ehrlich, R., and Full, W. (1984). FCM :
The fuzzy c-means clustering algorithm. Computers & Geosciences,
10(2) :191–203.
[Bezdek, 1981] Bezdek, J. C. (1981). Pattern Recognition with Fuzzy Ob-
jective Function Algorithms.
[Blackman, 2004] Blackman, S. (2004). Multiple hypothesis tracking for
multiple target tracking. Aerospace and Electronic Systems Magazine,
IEEE, 19(January).
[Blostein and Huang, 1987] Blostein, S. D. and Huang, T. S. (1987). Error
analysis in stereo determination of 3-D point positions. Pattern Analysis
and Machine Intelligence, IEEE Transactions on, (6) :752–765.
[Bouguet, 2001] Bouguet, J. (2001). Pyramidal implementation of the affine
lucas kanade feature tracker description of the algorithm. Intel Corpora-
tion, 1(2) :1–9.
BIBLIOGRAPHIE 233
[Boykov and Veksler, ] Boykov, Y. and Veksler, O. Graph Cuts in Vision
and Graphics : Theories and Applications. In Paragios, Chen, and Fau-
geras, editors, Math. Models of C.Vision : The Handbook, pages 100–118.
[Bresson et al., 2012] Bresson, G., Aufrere, R., and Chapuis, R. (2012).
Real-time Decentralized Monocular SLAM. Control Automation Robotics
& Vision (ICARCV), 2012 12th International Conference on, 2012(De-
cember) :1018–1023.
[Bruhn et al., 2005] Bruhn, A., Weickert, J., and Schno¨rr, C. (2005). Lu-
cas/Kanade meets Horn/Schunck : Combining local and global optic flow
methods. International Journal of Computer Vision, 61(3) :211–231.
[Calonder et al., 2010] Calonder, M., Lepetit, V., Strecha, C., and Fua, P.
(2010). Brief : Binary robust independent elementary features. Computer
Vision–ECCV 2010.
[Charette and Nashashibi, 2009] Charette, R. D. and Nashashibi, F. (2009).
Real time visual traffic lights recognition based on spot light detection and
adaptive traffic lights templates. Intelligent Vehicles Symposium (IV),
pages 358–363.
[Chen et al., 2006] Chen, C., Tay, C., Laugier, C., and Mekhnacha, K.
(2006). Dynamic Environment Modeling with Gridmap : A Multiple-
Object Tracking Application. 2006 9th International Conference on
Control, Automation, Robotics and Vision, pages 1–6.
[Chen et al., 2011] Chen, J., Ghadami, S., and Kulesza, W. (2011). Evalua-
tion of the GM-PHD Filter for mutli-target tracking with a stereovision
system. pages 1–6.
[Chen, 2003] Chen, Z. (2003). Bayesian filtering : From Kalman filters to
particle filters, and beyond. Statistics.
[Cheng, 1995] Cheng, Y. (1995). Mean shift, mode seeking, and cluste-
ring. IEEE Transactions on Pattern Analysis and Machine Intelligence,
17(8) :790–799.
[Cherubini and Chaumette, 2010] Cherubini, A. and Chaumette, F. (2010).
A redundancy-based approach for obstacle avoidance in mobile robot na-
vigation. 2010 IEEE/RSJ International Conference on Intelligent Robots
and Systems, pages 5700–5705.
[Clipp et al., 2010] Clipp, B., Lim, J., Frahm, J.-m., and Pollefeys, M.
(2010). Parallel , Real-Time Visual SLAM. Intelligent Robots and Systems
(IROS), 2010.
[Comport et al., 2010] Comport, A., Malis, E., and Rives, P. (2010). Real-
time quadrifocal visual odometry. International Journal of Robotics Re-
search, Special issue on Robot Vision, 1.
[Coppersmith and Winograd, 1990] Coppersmith, D. and Winograd, S.
(1990). Matrix multiplication via arithmetic progressions. Journal of
symbolic computation.
234 BIBLIOGRAPHIE
[Coue et al., 2006] Coue, C., Pradalier, C., Laugier, C., Fraichard, T., and
Bessiere, P. (2006). Bayesian Occupancy Filtering for Multitarget Tra-
cking : An Automotive Application. The International Journal of Robotics
Research, 25(1) :19–30.
[Dalal and Triggs, 2005] Dalal, N. and Triggs, B. (2005). Histograms of
oriented gradients for human detection. Conference on Vision and Pattern
Recognition, CVPR.
[Dalal et al., 2006] Dalal, N., Triggs, B., and Schmid, C. (2006). Human
detection using oriented histograms of flow and appearance. Computer
Vision–ECCV 2006, pages 428–441.
[Danescu et al., 2011] Danescu, R., Oniga, F., and Nedevschi, S. (2011).
Modeling and Tracking the Driving Environment with a Particle Based
Occupancy Grid. users.utcluj.ro.
[Davison, 2003] Davison, A. J. (2003). Real-Time Simultaneous Localisation
and Mapping with a Single Camera. In IEEE International Conference
on Computer Vision (ICCV 2003), number Iccv, pages 0–7, London.
[Dayoub et al., ] Dayoub, F., Cielniak, G., and Duckett, T. A sparse hybrid
map for vision-guided mobile robots. Proc. of ECMR’11.
[Demirdjian and Darrell, 2001] Demirdjian, D. and Darrell, T. (2001). Mo-
tion estimation from disparity images. Proceedings Eighth IEEE Interna-
tional Conference on Computer Vision ICCV 2001, 00(C) :213–218.
[Dempster, 1967] Dempster, A. (1967). Upper and lower probabilities indu-
ced by a multivalued mapping. The annals of mathematical statistics.
[Dempster et al., 1977] Dempster, A., Laird, N., and Rubin, D. (1977).
Maximum likelihood from incomplete data via the EM algorithm. Journal
of the Royal Statistical Society Series B Methodological, 39(1) :1–38.
[Douglas and Peucker, 1973] Douglas, D. H. and Peucker, T. K. (1973). Al-
gorithms for the reduction of the number of points required to represent
a digitized line or its caricature. Cartographica The International Journal
for Geographic Information and Geovisualization, 10 :112–122.
[Dumortier et al., 2011] Dumortier, Y., Ducrot, A., Herlin, I., and Ducrot,
V. (2011). Real-Time Quasi Dense Two-Frames Depth Map for Autono-
mous Guided Vehicles. 2011 IEEE Intelligent Vehicles Symposium IV,
1 :497–503.
[Dunn, 1973] Dunn, J. C. (1973). A Fuzzy Relative of the ISODATA Process
and Its Use in Detecting Compact Well-Separated Clusters. Journal of
Cybernetics, 3(3) :32–57.
[Eade and Drummond, 2006] Eade, E. and Drummond, T. (2006). Scalable
Monocular SLAM. IEEE Computer Society Conference on Computer Vi-
sion and Pattern Recognition, 1 :469–476.
BIBLIOGRAPHIE 235
[Eggert et al., 1997] Eggert, D., Lorusso, A., and Fisher, R. (1997). Es-
timating 3-D rigid body transformations : a comparison of four major
algorithms. Machine Vision and Applications, 9(5-6) :272–290.
[Elfes, 1987] Elfes, a. (1987). Sonar-based real-world mapping and naviga-
tion. IEEE Journal on Robotics and Automation, 3(3) :249–265.
[Elfes, 1989] Elfes, a. (1989). Using occupancy grids for mobile robot per-
ception and navigation. Computer, 22(6) :46–57.
[Farneback, 2000] Farneback, G. (2000). Fast and accurate motion estima-
tion using orientation tensors and parametric motion models. Pattern
Recognition, 2000. Proceedings. 15th . . . .
[Farneback, 2011] Farneback, G. (2011). Very high accuracy velocity esti-
mation using orientation tensors, parametric motion, and simultaneous
segmentation of the motion field. Proceedings Eighth IEEE International
Conference on Computer Vision. ICCV 2001, 1 :171–177.
[Fe´raud, 2011] Fe´raud, T. (2011). Rejeu de chemin et localisation monocu-
laire : appliaction du visual SLAM sur carte peu dense en environnement
exte´rieur contraint. PhD thesis.
[Filliat, 2007] Filliat, D. (2007). A visual bag of words method for interactive
qualitative localization and mapping. Robotics and Automation, 2007
IEEE International Conference on, pages 3921–3926.
[Fischler and Bolles, 1981] Fischler, M. and Bolles, R. (1981). Random
sample consensus : a paradigm for model fitting with applications to
image analysis and automated cartography. Communications of the ACM,
24(6) :381–395.
[Freedman and Turek, 2005] Freedman, D. and Turek, M. (2005).
Illumination-Invariant Tracking via Graph Cuts. 2005 IEEE Com-
puter Society Conference on Computer Vision and Pattern Recognition
(CVPR’05), 2 :10–17.
[Freund and Schapire, 1997] Freund, Y. and Schapire, R. (1997). A decision-
theoretic generalization of on-line learning and an application to boosting.
Journal of computer and system sciences, pages 1–34.
[Fukunaga and Hostetler, 1975] Fukunaga, K. and Hostetler, L. (1975). The
estimation of the gradient of a density function, with applications in pat-
tern recognition. IEEE Transactions on Information Theory, 21(1) :32–40.
[Gate et al., 2009] Gate, G., Breheret, a., and Nashashibi, F. (2009). Fast
Pedestrian Detection in Dense Environment with a Laser Scanner and a
Camera. VTC Spring 2009 - IEEE 69th Vehicular Technology Conference,
pages 1–6.
[Geiger et al., 2012] Geiger, A., Lenz, P., and Urtasun, R. (2012). Are we
ready for Autonomous Driving ? The KITTI Vision Benchmark Suite.
Computer Vision and Pattern Recognition (CVPR), (June).
236 BIBLIOGRAPHIE
[Geiger et al., 2011] Geiger, A., Roser, M., and Urtasun, R. (2011). Efficient
large-scale stereo matching. Computer Vision–ACCV 2010.
[Gil et al., 2010] Gil, A., Reinoso, O., Ballesta, M., and Julia´, M. (2010).
Multi-robot visual SLAM using a Rao-Blackwellized particle filter. Robo-
tics and Autonomous Systems, 58(1) :68–80.
[Goryn and Hein, 1995] Goryn, D. and Hein, S. (1995). On the estimation
of rigid body rotation from noisy data. IEEE Transactions on Pattern
Analysis and Machine Intelligence, 17(12) :1219–1220.
[Grote et al., 2007] Grote, A., Butenuth, M., and Heipke, C. (2007). Road
extraction in suburban areas based on normalized cuts. International
Archives of Photogrammetry, Remote Sensing and Spatial Information
Sciences, 36 :51–56.
[Grubb et al., 2004] Grubb, G., Zelinsky, A., Nilsson, L., and Rilbe, M.
(2004). 3D vision sensing for improved pedestrian safety. IEEE Intel-
ligent Vehicles Symposium, 2004, pages 19–24.
[Hamdoun, 2010] Hamdoun, O. (2010). De´tection et re´identification de pie´-
tons par points d’inte´reˆt entre came´ras disjointes. CAOR.
[Harris and Stephens, 1988] Harris, C. and Stephens, M. (1988). A combi-
ned corner and edge detector. Alvey vision conference.
[Horn and Schunck, 1981] Horn, B. K. and Schunck, B. G. (1981). Deter-
mining optical flow. Artificial Intelligence, 17(1-3) :185–203.
[Huber, 1981] Huber, P. J. (1981). Robust Statistics. Wiley Series in Pro-
bability and Statistics. John Wiley & Sons, Inc., Hoboken, NJ, USA.
[Ivekovic and Clark, 2009] Ivekovic, S. and Clark, D. (2009). Multi-object
stereo filtering in disparity space. In COGIS, volume 3, pages 1–6.
[Jain and Dubes, 1988] Jain, A. and Dubes, R. (1988). Algorithms for clus-
tering data.
[Julier and Uhlmann, 1997] Julier, S. J. and Uhlmann, J. K. (1997). A New
Extension of the Kalman Filter to Nonlinear Systems. pages 182—-193.
[Kalal et al., 2009] Kalal, Z., Matas, J., and Mikolajczyk, K. (2009). Online
learning of robust object detectors during unstable tracking. IEEE Confe-
rence on Computer Vision and Pattern Recognition, pages 1417–1424.
[Kalal et al., 2010] Kalal, Z., Mikolajczyk, K., and Matas, J. (2010). Face-
TLD : Tracking-Learning-Detection applied to faces. In Image Processing
(ICIP), 2010 17th IEEE International Conference on, number i, pages
3789–3792. IEEE.
[Kalman, 1960] Kalman, R. (1960). A new approach to linear filtering and
prediction problems. Journal of basic Engineering, 82(Series D) :35–45.
[Kalman and Bucy, 1961] Kalman, R. E. and Bucy, R. S. (1961). New Re-
sults in Linear Filtering and Prediction Theory. Journal of Basic Engi-
neering, 83(1) :95.
BIBLIOGRAPHIE 237
[Kalyan et al., 2010] Kalyan, B., Lee, K., Wijesoma, S., Moratuwage, D.,
and Patrikalakis, N. (2010). A random finite set based detection and
tracking using 3D LIDAR in dynamic environments. 2010 IEEE Interna-
tional Conference on Systems, Man and Cybernetics, pages 2288–2292.
[Khider et al., 2012] Khider, M., Kaiser, S., and Robertson, P. (2012). A
Novel Three Dimensional Movement Model for Pedestrian Navigation.
Journal of Navigation, 65(02) :245–264.
[KIT, 2012] KIT (2012). KITTI Benchmark : Visual Odometry.
[Klancˇar and Sˇkrjanc, 2010] Klancˇar, G. and Sˇkrjanc, I. (2010). A Case
Study of the Collision-Avoidance Problem Based on Bernstein–Be´zier
Path Tracking for Multiple Robots with Known Constraints. Journal
of Intelligent & Robotic Systems, 60(2) :317–337.
[Klein and Murray, 2007] Klein, G. and Murray, D. (2007). Parallel Tra-
cking and Mapping for Small AR Workspaces. In Proc. International
Symposium on Mixed and Augmented Reality.
[Konolige and Agrawal, 2008] Konolige, K. and Agrawal, M. (2008). Fra-
meSLAM : From Bundle Adjustment to Real-Time Visual Mapping. IEEE
Transactions on Robotics, 24(5) :1066–1077.
[Kraft, 2003] Kraft, E. (2003). A quaternion-based unscented Kalman filter
for orientation tracking. Proceedings of the Sixth International Conference
. . . , 1 :47–54.
[Labayrade et al., 2002] Labayrade, R., Aubert, D., and Tarel, J.-p. (2002).
Real Time Obstacle Detection on Non Flat Road Geometry through ‘V-
Disparity’ Representation. Proceedings of IEEE Intelligent Vehicle Sym-
posium, 2 :646–651.
[Lamard et al., 2012] Lamard, L., Chapuis, R., and Boyer, J.-P. (2012).
Dealing with occlusions with multi targets tracking algorithms for the
real road context. 2012 IEEE Intelligent Vehicles Symposium, pages 371–
376.
[Lategahn et al., 2011] Lategahn, H., Geiger, A., and Kitt, B. (2011). Vi-
sual SLAM for Autonomous Ground Vehicles. Robotics and Automation
(ICRA), pages 1732–1737.
[Lategahn et al., 2012] Lategahn, H., Geiger, A., Kitt, B., and Stiller, C.
(2012). Motion-without-Structure : Real-time Multipose Optimization
for Accurate Visual Odometry. In Intelligent Vehicles Symposium (IV),
2012 IEEE.
[Lefaudeux and Nashashibi, 2012] Lefaudeux, B. and Nashashibi, F. (2012).
Real-time visual perception : detection and localisation of static and mo-
ving objects from a moving stereo rig. ITSC 2012 - 15th Internatio-
nal IEEE Conference on Intelligent Transportation Systems (2012), pages
522–527.
238 BIBLIOGRAPHIE
[Lemonde, 2005] Lemonde, V. (2005). Ste´re´ovision embarque´e sur ve´hicule :
De l’auto-calibrage a` la de´tection d’obstacles.
[Lenz et al., 2011] Lenz, P., Ziegler, J., Geiger, A., and Roser, M. (2011).
Sparse Scene Flow Segmentation for Moving Object Detection in Urban
Environments. Intelligent Vehicles Symposium (IV), 2011, pages 926 –
932.
[Lin and Wang, 2010] Lin, K. and Wang, C. (2010). Stereo-based Simul-
taneous Localization, Mapping and Moving Object Tracking. Intelligent
Robots and Systems IROS 2010 IEEERSJ International Conference on.
[Lindeberg, 1994] Lindeberg, T. (1994). Scale-space theory : A basic tool
for analyzing structures at different scales. Journal of applied statistics.
[Lloyd, 1982] Lloyd, S. (1982). Least squares quantization in PCM. IEEE
Transactions on Information Theory, 28(2) :129–137.
[Lowe, 1999] Lowe, D. (1999). Object recognition from local scale-invariant
features. Proceedings of the Seventh IEEE International Conference on
Computer Vision, pages 1150–1157 vol.2.
[Lucas and Kanade, 1981] Lucas, B. D. and Kanade, T. (1981). An Itera-
tive Image Registration Technique with an Application to Stereo Vision.
Imaging, 130 :121–129.
[Madsen et al., 2004] Madsen, K., Nielsen, H. B., and Tingleff, O. (2004).
Methods for non-linear least squares problems. Informatics and Mathe-
matical Modelling, Technical University of Denmark, DTU.
[Mahler, 2003] Mahler, R. (2003). Multitarget bayes filtering via first-order
multitarget moments. IEEE Transactions on Aerospace and Electronic
Systems, 39(4) :1152–1178.
[Marquez, 2012] Marquez, D. A. (2012). Towards Visual Navigation in Dy-
namic and Unknown Environment : Trajectory Learning and Following ,
with Detection and Tracking of Moving Objects. PhD Thesis.
[Ma´rquez-Ga´mez and Devy, 2012] Ma´rquez-Ga´mez, D. and Devy, M.
(2012). Active visual-based detection and tracking of moving objects from
clustering and classification methods. Advanced Concepts for Intelligent
Vision Systems, pages 361–373.
[Martinelli, 2012] Martinelli, A. (2012). Closed-Form Solution to the Struc-
ture from Motion Problem by Fusing Visual and Inertial Sensing. Tech-
nical report.
[Matheron and Serra, 2002] Matheron, G. and Serra, J. (2002). The birth
of mathematical morphology. International Symposium on Mathematical
Morphology, (June) :1–50.
[Mazor et al., 1998] Mazor, E., Averbuch, A., Bar-Shalom, Y., and Dayan,
J. (1998). Interacting multiple model methods in multitarget-multisensor
BIBLIOGRAPHIE 239
tracking : survey. Aerospace and Electronic Systems, IEEE Transactions
on, 34(1) :1–35.
[McLachlan and Krishnan, 1997] McLachlan, G. J. and Krishnan, T.
(1997). The EM Algorithm and Extensions. Wiley Series in Probability
and Statistics. John Wiley & Sons, Inc., Hoboken, NJ, USA.
[Mei et al., 2009] Mei, C., Sibley, G., Cummins, M., Newman, P., and Reid,
I. (2009). A Constant-Time Efficient Stereo SLAM System.
[Mei et al., 2010] Mei, C., Sibley, G., Cummins, M., Newman, P., and Reid,
I. (2010). RSLAM : A System for Large-Scale Mapping in Constant-Time
Using Stereo. International Journal of Computer Vision, 94(2) :198–214.
[Meilland et al., 2011] Meilland, M., Comport, a. I., and Rives, P. (2011).
Dense visual mapping of large scale environments for real-time localisa-
tion. 2011 IEEE/RSJ International Conference on Intelligent Robots and
Systems, pages 4242–4248.
[Mertz et al., 2013] Mertz, C., Navarro-Serment, L., Robert, M., Paul, R.,
Aaron, T., Arne, S., Urmson, C., Vandapel, N., Hebert, M., Thrope, C.,
David, D., and Jay, G. (2013). Moving Object Detection with Laser Scan-
ners. Journal of Field Robotics, 30(1) :17–43.
[Milch and Behrens, 2001] Milch, S. and Behrens, M. (2001). Pedestrian
detection with radar and computer vision.
[Montiel et al., 2006] Montiel, J., Civera, J., and Davison, A. J. (2006). Uni-
fied inverse depth parametrization for monocular SLAM. Proceedings of
Robotics : Science and Systems, 9 :1.
[Moras et al., 2011] Moras, J., Cherfaoui, V., and Bonnifait, P. (2011). Cre-
dibilist Occupancy Grids for Vehicle Perception in Dynamic Environ-
ments. International Conference on Robotics and Automation.
[Moravec, 1980] Moravec, H. (1980). Obstacle avoidance and navigation in
the real world by a seeing robot rover.
[Moravec, 1988] Moravec, H. (1988). Sensor fusion in certainty grids for
mobile robots. AI magazine, 9(2) :61.
[Moravec, 1996] Moravec, H. (1996). Robot Spatial Perceptionby Stereosco-
pic Vision and 3D Evidence Grids. Perception, (September).
[Moravec and Elfes, 1985] Moravec, H. and Elfes, A. (1985). High resolution
maps from wide angle sonar. In Robotics and Automation. Proceedings.
1985 IEEE International Conference on, volume 2, pages 116–121. IEEE.
[Mouragnon and Lhuillier, 2006] Mouragnon, E. and Lhuillier, M. (2006).
Real time localization and 3d reconstruction. Computer Vision and Pat-
tern Recognition, 2006 IEEE Computer Society Conference on, 1.
[Moutarlier and Chatila, 1990] Moutarlier, P. and Chatila, R. (1990). An
experimental system for incremental environment modelling by an auto-
nomous mobile robot. Experimental Robotics I, Lecture Notes in Control
and Information Sciences, 139 :327–346.
240 BIBLIOGRAPHIE
[Nashashibi and Devy, 1993] Nashashibi, F. and Devy, M. (1993). 3-D in-
cremental modeling and robot localization in a structured environment
using a laser range finder. IEEE International Conference on Robotics
and Automation, pages 20–27.
[Nguyen and Michaelis, 2012] Nguyen, T. and Michaelis, B. (2012). Stereo-
Camera-Based Urban Environment Perception Using Occupancy Grid
and Object Tracking. IEEE Transactions on Intelligent Transportation
Systems, pages 154–165.
[Niko and Protzel, 2006] Niko, S. and Protzel, P. (2006). Towards Using
Sparse Bundle Adjustment for Robust Stereo Odometry in Outdoor Ter-
rain. Electrical Engineering, 2 :206–213.
[Niste´r and Naroditsky, 2006] Niste´r, D. and Naroditsky, O. (2006). Visual
Odometry for Ground Vehicle Applications. Journal of Field Robotics,
23(1) :3–20.
[Pauwels and Hulle, 2004] Pauwels, K. and Hulle, M. V. (2004). Segmenting
independently moving objects from egomotion flow fields. Proceedings of
the Early Cognitive Vision Workshop.
[Pfeiffer et al., ] Pfeiffer, D., Barth, A., Franke, U., and Daimler, A. Robust
and Precise 3D-Modelling of Traffic Scenes based on Dense Stereo Vision.
vldb.informatik.hu-berlin.de, 1.
[Piccardi, 2004] Piccardi, M. (2004). Background subtraction techniques :
a review. 2004 IEEE International Conference on Systems, Man and
Cybernetics, pages 3099–3104.
[Pollard and Plyer, 2009] Pollard, E. and Plyer, A. (2009). GM-PHD filters
for multi-object tracking in uncalibrated aerial videos. FUSION’09, pages
1171–1178.
[Pollefeys et al., 2007] Pollefeys, M., Niste´r, D., Frahm, J.-M., Akbarzadeh,
a., Mordohai, P., Clipp, B., Engels, C., Gallup, D., Kim, S.-J., Merrell, P.,
Salmi, C., Sinha, S., Talton, B., Wang, L., Yang, Q., Stewe´nius, H., Yang,
R., Welch, G., and Towles, H. (2007). Detailed Real-Time Urban 3D
Reconstruction from Video. International Journal of Computer Vision,
78(2-3) :143–167.
[Ramer, 1972] Ramer, U. (1972). An Iterative Procedure for the Polygonal
Approximation of Plane Curves. Computer Graphics and Image Proces-
sing, 1 :244–256.
[Reid, 1979] Reid, D. (1979). An algorithm for tracking multiple targets.
IEEE Transactions on Automatic Control, 24 :843–854.
[Ripley, 2004] Ripley, B. (2004). Robust statistics. Technical Report 1986.
[Rosten and Drummond, 2005] Rosten, E. and Drummond, T. (2005). Fu-
sing points and lines for high performance tracking. Tenth IEEE In-
ternational Conference on Computer Vision (ICCV’05) Volume 1, pages
1508–1515 Vol. 2.
BIBLIOGRAPHIE 241
[Rosten and Drummond, 2006] Rosten, E. and Drummond, T. (2006). Ma-
chine learning for high-speed corner detection. Machine Learning, 1(1) :1–
14.
[Rusinkiewicz and Levoy, ] Rusinkiewicz, S. and Levoy, M. Efficient variants
of the ICP algorithm. Proceedings Third International Conference on 3-D
Digital Imaging and Modeling, pages 145–152.
[Rusu and Cousins, 2011] Rusu, R. B. and Cousins, S. (2011). 3D is here :
Point Cloud Library (PCL). 2011 IEEE International Conference on
Robotics and Automation, pages 1–4.
[Schindler et al., 2010] Schindler, K., Ess, A., and Leibe, B. (2010). Au-
tomatic detection and tracking of pedestrians from a moving stereo rig.
ISPRS Journal of.
[Schmid et al., 2000] Schmid, C., Mohr, R., and Bauckhage, C. (2000). Eva-
luation of interest point detectors. International Journal of computer vi-
sion, 37(2) :151–172.
[Schneider, 2006] Schneider, M. (2006). Automotive Radar – Status and
Trends. German Microwave Conference (2005), pages 3–6.
[Shi and Tomasi, 1994] Shi, J. and Tomasi, C. (1994). Good features to
track. In Computer Vision and Pattern Recognition, 1994., pages 593–
600. IEEE.
[Sibley et al., 2007] Sibley, G., Matthies, L., and Sukhatme, G. (2007). Bias
reduction and filter convergence for long range stereo. In Results of the
12th International Symposium ISRR, pages 285–294.
[Singh and Waldron, 2005] Singh, S. and Waldron, K. (2005). Motion Esti-
mation by Optical Flow and Inertial Measurements for Dynamic Legged
Locomotion. In IEEE Conference on Robotics and Automation. Citeseer.
[Sinha et al., 2012] Sinha, S. N., Cohen, M. F., and Uyttendaele, M. (2012).
Real-time image-based 6-DOF localization in large-scale environments.
2012 IEEE Conference on Computer Vision and Pattern Recognition,
pages 1043–1050.
[Smith et al., 2009] Smith, M., Baldwin, I., Churchill, W., Paul, R., and
Newman, P. (2009). The New College Vision and Laser Data Set. The
International Journal of Robotics Research, 28(5) :595–599.
[Sola` et al., 2007] Sola`, J., Devy, M., and Ortega, J. S. (2007). Towards
Visual Localization , Mapping and Moving Objects Tracking by a Mobile
Robot : a Geometric and Probabilistic Approach. PhD thesis.
[Song and Civco, 2004] Song, M. and Civco, D. (2004). Road extraction
using SVM and image segmentation. Photogrammetric engineering and
remote sensing, 70(12) :1365–1371.
[Sood, 2008] Sood, S. (2008). Performance Comparison of Feature Detectors
for Monocular Visual SLAM. Heriot Watt University.
242 BIBLIOGRAPHIE
[Spinello and Siegwart, 2010] Spinello, L. and Siegwart, R. (2010). A Laye-
red Approach to People Detection in 3D Range Data. AAAI Conference
on Artificial Intelligence, pages 1625–1630.
[Stothers, 2010] Stothers, A. (2010). On the complexity of matrix multipli-
cation.
[Strasdat et al., 2010] Strasdat, H., Montiel, J., and Davison, A. J. (2010).
Scale Drift-Aware Large Scale Monocular SLAM. Proceedings of Robotics :
Science and Systems. 2010.
[Strasdat et al., 2012] Strasdat, H., Montiel, J., and Davison, A. J. (2012).
Visual SLAM : Why filter ? Image and Vision Computing, 30(2) :65–77.
[Thrun, 2000] Thrun, S. (2000). Probabilistic Algorithms in Robotics. AI
Magazine, 21(4) :93–109.
[Thrun, 2006] Thrun, S. (2006). The Graph SLAM Algorithm with Appli-
cations to Large-Scale Mapping of Urban Structures. The International
Journal of Robotics Research, 25(5-6) :403–429.
[Thrun et al., 2005] Thrun, S., Burgard, W., and Fox, D. (2005). Probabi-
listic robotics.
[Thrun et al., 2004] Thrun, S., Montemerlo, M., Koller, D., Wegbreit, B.,
Nieto, J., and Nebot, E. (2004). Fastslam : An efficient solution to the
simultaneous localization and mapping problem with unknown data asso-
ciation. Journal of Machine Learning Research, 4(3) :380–407.
[Tian et al., 1996] Tian, T. Y., Tomasi, C., and Heeger, D. J. (1996). Com-
parison of approaches to egomotion computation. In Computer Vision and
Pattern Recognition, 1996. Proceedings CVPR ’96, 1996 IEEE Computer
Society Conference on.
[Triggs et al., 2000] Triggs, B., McLauchlan, P., Hartley, R., and Fitzgib-
bon, A. (2000). Bundle Adjustment — A Modern Synthesis. Vision
algorithms : theory and practice, 34099 :153–177.
[Tukey, 1960] Tukey, J. W. (1960). A Survey of Sampling from Contami-
nated Distributions. Contributions to Probability and Statistics Essays in
Honor of Harold Hotelling, 2 :448–485.
[Tuytelaars and Mikolajczyk, 2007] Tuytelaars, T. and Mikolajczyk, K.
(2007). Local Invariant Feature Detectors : A Survey. Foundations and
Trends R© in Computer Graphics and Vision, 3(3) :177–280.
[Ueda et al., 2000] Ueda, N., Nakano, R., Ghahramani, Z., and Hinton, G.
(2000). SMEM algorithm for mixture models. Neural computation, pages
1–24.
[Ulmke et al., 2007] Ulmke, M., Erdinc, O., and Willett, P. (2007). Gaus-
sian mixture cardinalized PHD filter for ground moving target tracking.
Information Fusion, 2007 10th International Conference on, (3).
BIBLIOGRAPHIE 243
[Umeyama, 1991] Umeyama, S. (1991). Least-squares estimation of trans-
formation parameters between two point patterns. Pattern Analysis and
Machine Intelligence, IEEE Transactions on, 13(4).
[Vacek et al., 2006] Vacek, S., Bergmann, S., Mohr, U., and Dillmann, R.
(2006). Rule-based tracking of multiple lanes using particle filters. 2006
IEEE International Conference on Multisensor Fusion and Integration for
Intelligent Systems, pages 203–208.
[Vidal et al., 2002] Vidal, R., Soatto, S., Ma, Y., and Sastry, S. (2002). Seg-
mentation of dynamic scenes from the multibody fundamental matrix. In
ECCV Workshop on Vision and Modeling of Dynamic Scenes, number
May.
[Vivet, ] Vivet, D. Perception de l’environnement par radar hyperfre´quence.
Application a` la localisation et a` la cartographie simultane´es, a` la de´tection
et au suivi d’objets mobiles en milieu exte´rieur. PhD thesis.
[Vivet et al., 2013] Vivet, D., Checchin, P., and Chapuis, R. (2013). Lo-
calization and Mapping Using Only a Rotating FMCW Radar Sensor.
Sensors (Basel, Switzerland), 13(4) :4527–52.
[Vo and Singh, 2003] Vo, B. and Singh, S. (2003). Sequential Monte Carlo
implementation of the PHD filter for multi-target tracking. Proc. Int’l
Conf. on Information Fusion.
[Vo and Ma, 2006] Vo, B.-N. and Ma, W.-K. (2006). The Gaussian Mix-
ture Probability Hypothesis Density Filter. IEEE Transactions on Signal
Processing, 54(11) :4091–4104.
[Vu, 2009] Vu, T. (2009). Vehicle Perception : Localization, Mapping with
Detection, Classification and Tracking of Moving Objects. PhD thesis.
[Walk et al., 2010] Walk, S., Majer, N., Schindler, K., and Schiele, B. (2010).
New features and insights for pedestrian detection. 2010 IEEE Computer
Society Conference on Computer Vision and Pattern Recognition, pages
1030–1037.
[Wang and Thorpe, 2004] Wang, C.-c. and Thorpe, C. (2004). A Hierar-
chical Object Based Representation for Simultaneous Localization and
Mapping. Robotics.
[Wang et al., 2007] Wang, C. C., Thorpe, C., Thrun, S., Hebert, M., and
Durrant-Whyte, H. (2007). Simultaneous Localization, Mapping and Mo-
ving Object Tracking. The International Journal of Robotics Research,
26(9) :889–916.
[Wang et al., 2009] Wang, X., Han, T. X., and Yan, S. (2009). An HOG-
LBP human detector with partial occlusion handling. 2009 IEEE 12th
International Conference on Computer Vision, pages 32–39.
[Wangsiripitak and Murray, 2009] Wangsiripitak, S. and Murray, D. (2009).
Avoiding moving outliers in visual SLAM by tracking moving objects.
244 BIBLIOGRAPHIE
In Robotics and Automation, 2009. ICRA’09. IEEE International Confe-
rence on, pages 375–380. IEEE.
[Weyers and Peterson, 2011] Weyers, C. and Peterson, G. (2011). Improving
Occupancy Grid FastSLAM by Integrating Navigation Sensors. Intelligent
Robots and Systems (IROS), 2011 IEEE/RSJ International Conference
on, (1).
[Whelan et al., 2013] Whelan, T., Johannsson, H., Kaess, M., Leonard, J. J.,
and Mcdonald, J. (2013). Robust Real-Time Visual Odometry for Dense
RGB-D Mapping. In icra, number i.
[Wojek et al., 2009] Wojek, C., Walk, S., and Schiele, B. (2009). Multi-
cue onboard pedestrian detection. 2009 IEEE Conference on Computer
Vision and Pattern Recognition, pages 794–801.
[Yang, 1993] Yang, M. (1993). A survey of fuzzy clustering. Mathematical
and Computer modelling, 18(11) :1–16.
[Zach et al., 2008] Zach, C., Gallup, D., and Frahm, J.-M. (2008). Fast gain-
adaptive KLT tracking on the GPU. 2008 IEEE Computer Society Confe-
rence on Computer Vision and Pattern Recognition Workshops, (1) :1–7.
[Zadeh, 1965] Zadeh, L. (1965). Fuzzy sets. Information and control.
[Zhang et al., 2003] Zhang, Z., Chen, C., Sun, J., and Luk Chan, K. (2003).
EM algorithms for Gaussian mixtures with split-and-merge operation.
Pattern Recognition, 36(9) :1973–1983.
[Zou and Tan, 2013] Zou, D. and Tan, P. (2013). CoSLAM : Collaborative
Visual SLAM in Dynamic Environments. IEEE transactions on Pattern
Analysis and Machine Intelligence, 35(2) :1–15.

INSTITUT DES SCIENCES ET TECHNOLOGIES
Détection, localisation et suivi des obstacles et objets mobiles
à partir d’une plate forme de stéréo-vision
Résumé : Les véhicules autonomes se mouvant dans un environnement quelconque peuvent être
confrontés à la présence de nombreux objets mobiles, dont la localisation et la trajectoire sont in-
dépendantes. Cette problématique est particulièrement présente dans la thématique du transport en
milieu urbain, mais sa portée est plus générale. On présente dans cette thèse une solution de percep-
tion d’un environnement dynamique, à partir d’une paire de caméra, qui vise à fournir en temps réel
une cartographie en trois dimensions de l’environnement courant, ainsi que la vitesse indépendante
des points suivis. Cette solution propose par ailleurs des algorithmes de détection, segmentation et
suivi des objets mobiles, et fourni finalement une liste des objets mobiles de l’environnement, dont les
positions, dimensions et vitesses sont connues.
Mots clés : Algorithme, Vision par ordinateur, Perception de l’environnement, Stéréo-vision, Calcul
parallèle, Transport, Filtrage, Robotique
Detection, localisation and tracking of obstacles and moving objects,
from a moving stereovision setup
Abstract: Autonomous vehicles in an un-controlled environment have to deal with moving objects,
whose positions and trajectories can unpredictably evolve independently from each other. Especially
visible in urban environments, this constraint is more generally to be taken into account in most human-
related situations. We present in this manuscript a global algorithmic frame to handle the perception of
a dynamic environment, from a pair of cameras in motion. A three-dimensional map of the surround-
ings is proposed, along with an estimation of the intrinsic motion of independently moving objects. This
proposition additionally encloses detection, clustering and tracking algorithms, and finally provides a
list of detected moving objects in the surroundings, whose position, speed and dimensions are esti-
mated.
Keywords: Algorithm, Computer Vision, Perception of the environment, Stereovision, Parallel pro-
gramming, Transport, ITS, Bayesian filtering, Robot, Automated vehicles
