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Kivonat: Cikkünkben egy valós idejű, kis erőforrás-igényű gépi beszéd-szöveg 
átalakító rendszert mutatunk be, melyet elsősorban televíziós közéleti társalgási 
beszéd feliratozására fejlesztettünk ki. Megoldásunkat összevetjük a tématerüle-
ten legelterjedtebben használt nyílt forráskódú keretrendszer, a Kaldi dekóderé-
vel is. Ezen felül különböző adatbázis-méretek mellett és újrabeszélés alkalma-
zásával is végzünk felismerési kísérleteket. Kísérleti rendszerünkkel, mely egy 
több mint 70 millió szót tartalmazó szövegkorpuszon és egy közel 500 órás be-
szédadatbázison lett tanítva sikerült az eddig publikált legalacsonyabb szóhiba-
arányt elérnünk magyar nyelvű, televíziós híradók és közéleti társalgási beszéd 
témakörén. 
1.   Bevezetés 
Világszerte egyre szigorúbb törvények írják elő a televíziós társaságoknak, hogy a kép 
és hang mellett feliratot is sugározzanak, melynek célja a műsorok akadálymentesítése 
a siket és nagyothalló nézők számára. Bizonyos műsorok feliratozása kis ráfordítással 
is megoldható, mert a feliratok rendelkezésre állnak (pl. filmek) vagy elkészíthetőek 
kézi úton (pl. felvett műsorok). Élő műsorok esetén azonban nincs, vagy csak nagyon 
korlátozottan van lehetőség a hagyományos, manuális módszerek alkalmazására. Cik-
künkben bemutatunk egy nagyszótáras beszédfelismerő rendszert, melyet elsősorban 
közéleti- és hírműsorok gépi úton történő, élő feliratozásához fejlesztettünk a Média-
szolgáltatás-támogató és Vagyonkezelő Alappal (MTVA) folytatott kutatás-fejlesztési 
együttműködésünk keretében. 
Egy ilyen automata feliratozó rendszer fejlesztése többféle kihívást tartogat. A nem-
zetközi irodalomban a legtöbb eredmény híradók felismerésével született, mely jól ar-
tikulált, felolvasott szövegen alapuló beszédnek tekinthető. Ezzel szemben a közéleti, 
politikai műsorok gyakran két- vagy akár többszereplős párbeszédeket, illetve spontán 
megfogalmazásokat tartalmaznak, melynek felismerése a párhuzamos beszédszaka-
szok és a lazább artikuláció miatt jóval nehezebb feladat. További kihívás, hogy az 
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élő műsorok feliratozásához valós időben működő rendszert kellett terveznünk, mely 
ráadásul akár öt közszolgálati csatorna párhuzamos feliratozására is képes. Mindez még 
egy manapság korszerű szerveren sem egyszerű feladat a nagyszótáras felismerő rend-
szerek magas erőforrásigénye miatt. 
Célunk tehát, hogy bemutassuk a rendszer fejlesztése során kipróbált módszereket 
és azok hatását a felismerési hibára valamint az erőforrásigényre. Összehasonlítjuk az 
igen elterjedt, nyílt forráskódú Kaldi programcsomag [1], valamint a SpeechTex Kft. 
által rendelkezésünkre bocsátott VOXerver [2] súlyozott véges állapotú átalakítókon 
(Weighted Finite State Transducer – WFST) alapuló beszédfelismerő dekódereket. 
Megvizsgáljuk továbbá, hogy mekkora előnnyel járhat, ha a műsorokat nem közvetle-
nül feliratozzuk, hanem közbeiktatunk egy ún. újrabeszélőt, aki elismétli az elhang-
zottakat. Mindezek mellett különböző méretű akusztikus és szöveges tanítókorpusz 
mellett is meghatározzuk a rendszer hibáját és erőforrásigényét, valamint mély neurá-
lis hálózatokon (Deep Neural Network - DNN) alapuló akusztikus modelleket is alkal-
mazunk a további hibacsökkentés érdekében. 
A következő fejezetben cikkünk témaköréhez legjobban illeszkedő nemzetközi és 
hazai eredményeket mutatjuk be. Ezután a kísérleti feliratozó rendszerünk felépítését, 
valamint tanító- és tesztadatbázisait, majd a negyedik fejezetben az erőforrás-igényeket 
és pontosságokat meghatározó méréseink eredményét ismertetjük. Végül az utolsó fe-
jezetben összefoglalását adjuk vizsgálataink legfontosabb eredményeinek. 
2.   Kapcsolódó eredmények 
A legtöbb televíziós műsor felismerésével kapcsolatos publikáció híradók leiratozásá-
val foglalkozik. Kutatócsoportunk korábbi eredményei [2–4] 10-50 óra híradós kézi 
leirat alapján tanított Gaussian mixture modell (GMM) alapú akusztikus modellel és 
webről gyűjtött szövegeken alapuló nyelvi modellekkel készültek, melyekkel átlagosan 
21-27%-os szóhiba-arányt értünk el híradókon. Hasonló mértékű, kb. 24%-os szóhiba-
arányt említenek [5]-ben, ahol a felügyelet nélküli tanításra helyezték a hangsúlyt. Saj-
nos azonban ezt az eredményt nem könnyű összehasonlítani másokéval, mivel a teszt-
anyag egyszerre tartalmazott híradókat és közéleti társalgási beszédet is. Az eddigi leg-
jobb magyar nyelvű híradó-felismerési eredmény legjobb tudomásunk szerint [6]-ban 
található, ahol 17%-os szóhiba-arányról számoltak be, melyet web-alapú tanítószöveg 
és DNN akusztikus modell segítségével kaptak. 
Közéleti társalgási beszéd közvetlen, tehát újrabeszélés nélküli átírására kevesebb 
példa van, különösen magyar nyelven. Az egyetlen, melyről tudunk egy korábbi mun-
kánk [2], ahol a híradók felismerésére optimalizált rendszerünket teszteltük televíziós 
beszélgetéseken is. Az elért 50%-os hibaarány azonban magasnak mondható. Általában 
a nemzetközi sztenderd ezen a feladattípuson 20-30% között mozog [7–9]. Természe-
tesen az ilyen kis hibájú rendszerek nagy mennyiségű feladatspecifikus hang- és szö-
veganyagon lettek tanítva, ám szerencsére ilyenek a jelenlegi feladatnál már számunkra 
is rendelkezésre állnak. 
Cikkünkben bemutatott újrabeszélési eredményeket nehéz összehasonlítani a kül-
földi megoldásokkal. A gyakorlatban is működő újrabeszélt feliratozás általában meg-
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lepően nagy, 5-12 másodperces, de eseteként akár 18 másodpercesnél is nagyobb kés-
leltetéssel dolgozik [10]. Ennek egyrészt az az oka, hogy minőségbiztosítási célból az 
újramondott és felismert feliratok még egy manuális hibajavítási fázison is átesnek, 
mely nyilvánvalóan késleltetéssel jár. Másrészről a tapasztalatok szerint a feliratok in-
formációtartalmát érdemes 125-160 szó/perc körüli értékre csökkenti, hogy ne vonja el 
a néző figyelmét túlzottan a képről [11]. Ez utóbbi azonban szintén azt jelenti, hogy az 
újrabeszélőnek be kell várnia bizonyos mennyiségű információt, hogy aztán abból ki-
vonatot készíthessen. Ezzel szemben jelenlegi kísérleteinkben szó szerinti újrabeszé-
lést kértünk az újrabeszélőktől, és a teljesen valós idejű működésre koncentráltunk. 
3.   A kísérleti rendszer 
Ebben a fejezetben a gépi beszéd-szöveg átalakító rendszerünk tanítása és tesztelése 
során felhasznált adatokat és módszereket ismertetjük. 
3.1.   Akusztikai modellezés 
3.1.1.   Akusztikai tanító-adatbázisok 
A kísérleteink során alkalmazott akusztikus modelleket két különböző méretű beszéd-
adatbázison tanítottuk. Az első adatbázis 64 óra, kézzel annotált, webes híradót tartal-
mazott (webes híradók). Ezt az adatbázist használtuk a kezdeti modellek tanításához 
és a dekóderek erőforrásigényének felméréséhez. 
A második adatbázisba (kiterjesztett adatbázis) a kezdeti modell elemei mellé más 
beszéd-adatbázisokat is felvettünk, melyek reményeink szerint tovább növelik a felira-
tozó rendszer pontosságát és robosztusságát. A négy kiegészítő adatbázis tartalma és 
jelölése a következő: 
 Közéleti társalgási beszéd leirata (Közéleti hírműsorok): 31 óra manuálisan 
címkézett közéleti televíziós beszélgetést tartalmaz, melyet az MTVA bocsátott 
rendelkezésünkre 
 Félig felügyelten annotált MTVA adatbázis (FF): Az MTVA által rendelkezé-
sünkre bocsátott televíziós felvételek egy részéhez felirat is tartozott. Ezek a fel-
iratok nem mindenhol követték hűen a műsorban elhangzottakat, így közvetlenül 
nem voltak alkalmasak akusztikus modell tanítására. Ezt a problémát félig fel-
ügyelt tanítóanyag-válogatás [12] segítségével kezeltük, így a 136 órányi felirattal 
rendelkező hanganyagból összesen 100 órát válogattunk ki tanítási célra. 
 Egri Katolikus Rádió adatbázis (EKR): 65 órányi beszélgetést és hírfelolvasást 
tartalmaz ez az adatbázis, melyet az Egri Katolikus Rádióban rögzítettek. 
 Speecon beszédadatbázis (Speecon): A 2000-ben indult Speecon projekt [13] 
célja az volt, hogy változatos környezetben rögzített beszédadatbázisokkal segítse 
a beszédfelismerő rendszerek tanítását. Mi ennek az adatbázisnak a magyar 
nyelvű változatát használtuk, azon belül is az irodai és otthoni környezetben gyűj-
tött felvételeket. A négy rögzített mikrofonjel közül kettőt használtunk fel az 
akusztikus modellünkben, így adódott a 2x114 órás adatbázisméret. 
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A kísérleteink utolsó fázisában használt rendszer akusztikai tanító-adatbázisa így 
összesen közel 500 óra hanganyagot tartalmazott (lásd 1. táblázat). 
 
1. táblázat: Az akusztikai tanító-adatbázisok mérete. 






FF EKR Speecon ∑ 
Időtartam 
[óra] 
64 31 100 65 228 488 
 
3.1.2.   Akusztikus modellek tanítása 
Az akusztikus modellek tanítása Kaldi keretrendszerben [1] történt, de front-endként a 
VOXerver [2] lényegkiemelő modulját használtuk. Emellett a VOXerver dekóderét is 
alkalmassá tettük az elkészült akusztikus modellek fogadására. 
A 64 órás korpuszon a tanítás a state-of-the-artnak megfelelő módon, MFCC39 jel-
lemzőkön, trifón GMM/HMM modellek elkészítésével indult. A tanított modellek 
9453 osztott állapottal, állapotonként átlagosan 10 Gauss-komponenssel rendelkeztek. 
Az ebből kiindulva készített DNN bemeneti rétege 351 dimenziós (aktuális keret ±4 ke-
ret összefűzve), 3 rejtett rétege 400 egységből, egységenként 5 neuronból állt (összesen 
2000 neuron rejtett rétegenként), p-norm aktivációs függvényekkel. A p-norm 
nemlinearitást a maxout nemlinearitás általánosításaként kapjuk [14]: 








ahol p szabad paraméter, N pedig a neuronok száma egységenként. Esetünkben p=4, 
N=5. 
Az 500 órás korpuszon tanított modellek jellemzővektorait MFCC13 kiindulási jel-
lemzőkön, a front-endben hét (aktuális ±3 keret) összefűzése után alkalmazott LDA 
eljárás után 40 dimenziós keretenként kaptuk. A state-of-the-art GMM/HMM 9677 osz-
tott állapotot, állapotonként átlagosan 10 Gauss komponenst tartalmazott. Az ebből ki-
indulva tanított DNN bementi rétege 9 keret összefűzésével 360 dimenziós, 6 rejtett 
rétegű, rejtett rétegenként 400x5=2000 neuront tartalmazott, p-norm (p=4) aktivációs 
függvényekkel. 
Az újrabeszélt felvételek kiértékelése során egy a tesztanyaghoz maximum 
a posteriori (MAP) módszerrel adaptált GMM modellt alkalmaztunk. A lexikai elemek 
fonetikus átírását a magyar nyelv hasonulási tulajdonságait figyelembe vevő, automa-
tikus eljárással készítettük. 
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3.2.   Nyelvi modellezés 
3.2.1.   Szöveges tanító-adatbázisok 
Kísérleti rendszerünk nyelvi modelljének betanításához négy, különböző forrásból 
származó szövegkorpuszt használtunk fel (lásd 2. táblázat): 
 MTVA feliratok: Az MTVA által rendelkezésünkre bocsátott televíziós felvételek-
hez tartozó feliratok közül kiválogattuk a közéleti- és hírműsorokhoz tartozókat. 
Az így nyert 15 millió szót tartalmazó szöveges adatbázis képezi a kezdeti rend-
szer tanítószövegét, melyet a dekódolási eszközök összevetése során használtunk 
 Webes híradók: Az azonos nevű akusztikai tanító-adatbázisunk szöveges leirata 
alkotja ezt a szövegkorpuszt 
 Közéleti hírműsorok: A webes híradókhoz hasonlóan ez is az azonos nevű beszéd-
adatbázis kézi leiratát tartalmazza 
 Webkorpusz: A kisebb méretű, de feladatspecifikus tanítószövegek mellett kiegé-
szítő adatbázisként egy webes hírportálokról gyűjtött, 55 millió tokent tartalmazó 
korpuszt is felhasználtunk a kísérleti rendszerben 
 
2. táblázat: A szöveges tanító-adatbázisok statisztikai adatai. 












15,1 0,454 0,409 54,8 70,8 
Type 
[ezer szó] 
586 67 49 613 931 
 
3.2.2.   Nyelvi modellek tanítása 
A szövegkorpuszok előkészítése során eltávolítottuk a nem fonetizálható elemeket, 
meghatároztuk a mondathatárokat, majd statisztikai módszer segítségével átalakítottuk 
a mondatkezdő szavakat, oly módon, hogy csak a feltételezhető tulajdonnevek őrizzék 
meg a nagy kezdőbetűs írásmódot. Ezután bizonyos, nem hagyományos lexikai eleme-
ket (pl. számok) átírtunk kiejtett alakjukra, így segítve a kiejtési modell generálását. 
A normalizált tanítószövegek alapján minden korpuszon független, 3-gram nyelvi 
modellt tanítottunk az SRI nyelvi modellező eszköz segítségével [15]. A kísérletek so-
rán felhasznált nyelvi modellek ezután úgy készültek, hogy az egyes modelleket lineá-
ris interpoláció segítségével a beszédfelismerési feladathoz adaptáltunk egy paraméter-
hangolási célokra elkülönített tesztanyagon. Entrópia-alapú modellmetszést nem alkal-
maztunk, azonban a webkorpuszból készített nyelvi modell szótárából eltávolítottuk az 
egyszer előforduló szavakat. 
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3.3.   Tesztelés 
A feliratozó rendszer tesztelésére összesen 3,75 óra televíziós közéleti társalgási beszé-
det különítettünk el, melyből 2,75 órát használtuk a közvetlen feliratozó rendszer tesz-
telésére és 1 órát az újrabeszélt felvételek kiértékelésére. Ezen felül 10 televíziós hír-
adón is teszteltük a feliratozót, mely összesen további 3 óra tesztanyagot jelentett. 
A kísérletek során két súlyozott, véges állapotú átalakítót alkalmazó dekóder telje-
sítményét vetettük össze. Az első a népszerű Kaldi [1] toolkit FasterDecoder nevű 
eszköze, melyet a SpeechTex Kft. WFST dekóderével a VOXerver-rel [2] hasonlítot-
tunk össze. Az eredmények minél pontosabb összevethetősége érdekében minden tesz-
tet ugyanazon a számítógépen (3.5 GHz Core i7), és ugyanazon az operációs rendszeren 
(Ubuntu 12.04) futtattuk. A különböző implementációk dekódolási sebességét, memó-
riaigényét és pontosságát is mértük. Az MTVA által rendelkezésükre bocsátott szerve-
ren összesen 24 GB memóriát allokáltak az 5 csatornát feliratozó rendszer üzemelteté-
sére, így legfeljebb 4.8 GB állt rendelkezésünkre egy csatorna feliratozásához. 
4.   Eredmények 
A fejezet első felében a Kaldi és a VOXerver dekóder erőforrásigényét hasonlítjuk ösz-
sze közéleti társalgási beszéd felismerési feladatán. Utána bemutatjuk az összes tanító-
anyag felhasználásával készült feliratozó rendszerünk pontosságát és erőforrásigényét 
immáron nem csak közéleti beszélgetések, hanem híradók esetén is. Végül az újrabe-
szélők alkalmazásával kapott eredményeket ismertetjük. 
4.1.   Erőforrásigények összehasonlítása 
Ennél a vizsgálatnál mind az akusztikus, mind a nyelvi modell tanításához az előző 
fejezetben bemutatott kezdeti adatbázisokat használtuk, és a közéleti társalgási beszéd 
közel 3 órás tesztanyagán értékeltük ki őket. Az egyes dekóder és akusztikus modell 
párosokkal a szaturációs pontban mérhető szóhiba-arányokat és dekódolási sebessége-
ket a 3. táblázatban foglaltuk össze. Míg GMM esetén az alkalmazott dekódertől nem 
függ a hibaarány, VOXerver-rel dekódolva 1%-kal jobb hibaarányt kapunk DNN mo-
dell esetén, melynek okát egyelőre vizsgáljuk. A futási sebességek között már azonban 
lényegesebb különbséget látunk. A Kaldi dekóderével több mint kétszer annyi időbe 
telik a szaturációs pont elérése, mint VOXerver-rel. Talán még ennél is szembetűnőbb 
a különbség a két dekóder memóriahatékonysága között, ugyanis itt majdnem hatszo-
ros a különbség, ismét a VOXerver javára. A Kaldi több mint 7 GB-os memóriaigénye 
azt jelenti, hogy már egy ilyen szűkített modellel sem tudnánk kiszolgálni az MTVA 
szerverén az összes csatornát. 
A VOXerver kiemelkedő erőforrás-hatékonysága az adattárolási és dekódolási stra-
tégiájában rejlik. A VOXerver-ben az akusztikai állapotok nem részei a WFST-nek, 
hanem az akusztikus modellek és a CLG (fonetikai környezet, szótár, nyelvtan) szintű 
WFST kerülnek együtt eltárolásra egy speciális, bináris struktúrában. Ez a struktúra a 
gyors hozzáférésre, az optimális cache-használatra és a modellek nagyon kompakt rep-
rezentációjára lett kifejlesztve. 
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3. táblázat: A közéleti társalgási beszéd közvetlen felismerésével nyerhető legjobb 
eredmények (RTF: Real Time Factor, a dekódoláshoz szükséges idő és a tesztfelvétel 








Kaldi 36,1 % 1,23 7,6 GB 
VOXerver 36,1 % 0,5 1,2 GB 
DNN 
Kaldi 31,6 % 0,9 7,6 GB 
VOXerver 30,5 % 0,44 1,2 GB 
 
A két dekóder futási sebességének alaposabb összevethetőségének érdekében külön-
böző beam szélességgel is futtattunk dekódolást, melynek eredményét az 1. és 2. ábrán 
mutatjuk be. Mint látható mindkét esetben nagyjából fele akkora RTF-nél történik meg 
a szaturáció a VOXerver-t használva. Ha a lehető legnagyobb pontosság érdekében 
szaturáció közelében szeretnénk üzemeltetni a feliratozó rendszert, akkor a Kaldi de-
kóderével a valósidejű működés határán (RTF ~ 1) mozgunk, ezzel szemben a 











































1. ábra: Szóhiba-arány a futásidő függvényé-
ben közéleti társalgási beszéden mérve, GMM-
alapú akusztikus modellel. 
2. ábra: Szóhiba-arány a futásidő függvényé-
ben közéleti társalgási beszéden mérve, DNN- 
alapú akusztikus modellel. 
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4.2.   Teljes rendszer 
A teljes méretű nyelvi modelleket csak VOXerver környezetben tudtunk futtatni (lásd 
4. táblázat), ugyanis nem állt rendelkezésünkre olyan szerver, mellyel ki tudtuk volna 
elégíteni a Kaldi keretrendszer WFST hálózat építése közben keletkező memóriaigé-
nyét. Becsléseink szerint Kaldi hálózatot használva 25 GB memóriára lett volna szük-
ségünk egyetlen felismerési szál futtatására, és a modell megépítéséhez szükséges me-
mória ennek akár háromszorosa is lehetett volna. 
A 4. táblázat adatai alapján elmondhatjuk, hogy a nyelvi modell bővítésével 6%-os, 
további akusztikus tanítóanyagok bevonásával 8%-os, összegségében pedig mintegy 
13%-os relatív hibaarány csökkenést értünk el a közéleti társalgási beszéd feladatán. 
Annak érdekében, hogy láthassuk a különbséget a két feladat nehézsége között, egy 3 
órás híradókat tartalmazó adatbázissal is teszteltük a modelleket. Látható, hogy még a 
kezdeti modellekkel is jelentősen alacsonyabb hibaarány érhető el híradókon (~12%), 
a kiterjesztett modellekkel pedig ez tovább csökkenthető. Az így elért kicsivel 10% 
alatti szóhiba-arány annyira alacsonynak mondható, hogy akár újrabeszélő nélküli, 
közvetlen feliratozását is lehetővé teszi a híradóknak. 
Felmerül a kérdés, hogy a nagyobb nyelvi modell és a több rejtett réteget használó 
DNN akusztikus modell milyen hatással van a feliratozó rendszer erőforrásigényére. A 
kiterjesztett nyelvi modell hatására a VOXerver memóriaigénye 4 GB-ra növekedett, 
mely azonban még így is alatta marad a kitűzött 4,8 GB-os határnak. A dekódolási se-
besség tekintetében méréseink alapján nincs változás a kezdeti rendszerhez képest. 
4. táblázat: Közéleti társalgási beszéd és híradók feliratozásának hibaaránya 









Kezdeti 30,5 % 28,0 % 
+Kiterjesztett 28,7 % 26,4 %  
Híradók 
Kezdeti 12,4 % 11,1 % 
+Kiterjesztett 10,6 % 9,9 % 
4.3.   Újrabeszélési kísérletek 
Bár a 26%-os hibaarány még nemzetközi összehasonlításban is alacsonynak mondható, 
ez még nem jelenti azt, hogy a mostani megoldás közvetlenül alkalmas lenne közéleti 
társalgási beszéd feliratozására. A hibaarány további csökkentése céljából úgy döntöt-
tünk, hogy kipróbáljuk a más országokban már nagy népszerűségnek örvendő újrabe-
szélést (re-speaking) [11]. Ehhez 1 órányi közéleti társalgási beszéd valós körülménye-
ket szimuláló újrabeszélését rögzítette számunkra az MTVA. Mivel gyakorlott, szak-
képzett újrabeszélő jelenleg nem érhető el Magyarországon, az MTVA-val közösen úgy 
döntöttünk, hogy első kísérleteinket tömörítés nélkül, szószerinti újramondással végez-
zük. Így lehetőségünk nyílt szóhiba-arány számítására, azonban egy gyakorlatban is 
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működő rendszer esetén a jövőben meg kell fontolni az összefoglaló jellegű újrabeszé-
lés alkalmazását, ugyanis az így létrejött nagy mennyiségű szöveg mind a befogadó, 
mind az előállítói oldalon problémát jelenthet. 
Az újrabeszélt műsorokat két módon teszteltük. Először elkészítettük a feliratot köz-
vetlenül a hangsávból (közv.), majd utána az újrabeszélt változatból is (újrab.). Akusz-
tikus modellként a közvetlen feliratozás esetén az 4.1 pontban használt GMM és DNN 
modellt alkalmaztuk, újrabeszélt változaton pedig a DNN-t, illetve a GMM modell egy 
MAP módszerrel beszélőadaptált változatát. Az eredményeket az 5. táblázatban fog-
laltuk össze. Látható, hogy összesen négy felismerési feladatot és három újrabeszélőt 
vizsgáltunk, és mindkét tényezőtől erősen függött az újrabeszéléssel kapható javulás. 
DNN modellek esetén 2-30% között mozog a relatív hibaarány csökkenés, mely tisztán 
az újrabeszélésnek tulajdonítható. A legjobb eredményt az adaptált GMM modellel 
kaptuk, mely a közvetlenül feliratozott DNN-es eredményhez képest átlagosan 9%-kal 
jobb. Elmondható tehát, a mostani egyszerű kísérletek is igazolták az újrabeszélés ha-
tékonyságát. Meggyőződésünk, hogy az újrabeszélők képzésével a jelenleginél sokkal 
jobb eredmények is elérhetők lesznek a jövőben. 
5. táblázat: Közéleti társalgási beszéd közvetlen és újrabeszélés utáni gépi feliratának 
szóhiba-aránya. A műsor és újrabeszélő azonosítókat az első oszlopban jelöltük arab illetve 
római számmal. 
Műsor / 
Újrab. GMM (közv.) DNN (közv.) DNN (újrab.) 
GMM + MAP 
(újrab.) 
1 / I 31,5 % 23,4 % 20,5 % 19,2 % 
2 / I 30,7 % 24,8 % 23,4 % 18,8 % 
3 / II 33,6 % 25,4 % 18,1 % 17,6 % 
4 / III 34,1 % 26,8 % 26,2 % 25,1 % 
Átlag 32,5 % 25,1 % 22,1 % 20,2 % 
5.   Összefoglalás 
Cikkünkben bemutattunk egy elsősorban televíziós közéleti társalgási beszéd felirato-
zására optimalizált gépi beszéd-szöveg átalakító rendszert, melyet az MTVA-val 
együttműködésben fejlesztünk. Többféle adatbázis alapján, többféle technikával taní-
tottunk beszédfelismerő modelleket, melyeket kétféle WFST dekóder segítségével ér-
tékeltünk ki. Méréseink azt mutatták, hogy az akusztikai modellezéstől függetlenül a 
VOXerver kétszer gyorsabb és hatszor kevesebb memóriát fogyaszt, mint a Kaldi 
keretrendszer FasterDecoder nevű eszköze. A több mint 70 millió szón és 500 óra be-
széden, mély neurális hálózatok felhasználásával tanított rendszerünk kb. 26%-os szó-
hiba-aránnyal ismerte fel a közéleti társalgási beszédet és kevesebb mint 10%-os hibá-
val a híradókat. Legjobb tudomásunk szerint ezek a legalacsonyabb publikált értékek 
mindkét magyar nyelvű beszédfelismerési feladaton. 
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A közéleti társalgási beszéd feliratának javítása céljából újrabeszéléssel is végeztünk 
kísérleteket. Bár ezzel a technikával sikerült 20% körülire csökkenteni a feliratozás hi-
baarányát, ez még mindig túl magas a gyakorlati alkalmazhatósághoz. Véleményünk 
szerint azonban képzettebb, gyakorlottabb újrabeszélőkkel és az összefoglaló jellegű 
újramondás megengedésével a jövőben jó minőségű feliratok hozhatóak majd létre. 
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