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Abstract
We place model-independent constraints on theories of massive spin-2 particles by considering
the positivity of the phase shift in eikonal scattering. The phase shift is an asymptotic S-
matrix observable, related to the time delay/advance experienced by a particle during scattering.
Demanding the absence of a time advance leads to constraints on the cubic vertices present in
the theory. We find that, in theories with massive spin-2 particles, requiring no time advance
means that either: (i) the cubic vertices must appear as a particular linear combination of the
Einstein–Hilbert cubic vertex and an h3µν potential term or (ii) new degrees of freedom or strong
coupling must enter at parametrically the mass of the massive spin-2 field. These conclusions
have implications for a variety of situations. Applied to theories of large-N QCD, this indicates
that any spectrum with an isolated massive spin-2 at the bottom must have these particular
cubic self-couplings. Applied to de Rham–Gabadadze–Tolley massive gravity, the constraint is
in accord with results obtained from a shockwave calculation: of the two free dimensionless
parameters in the theory there is a one parameter line consistent with a subluminal phase shift.
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1 Introduction and Summary
A central outstanding problem in the study of massive high-spin particles (s ≥ 2) is to construct
an ultraviolet (UV) complete theory which has an infrared (IR) effective description in terms of an
isolated massive higher spin, or even to construct an effective theory with a strong coupling scale
that does not go to zero with the mass of the particle. There are many UV complete examples—
both theoretically and in nature—where massive higher-spin states arise, e.g., as mesons in confining
gauge theories, in Kaluza–Klein theories, or in string theory. However, in these examples there is
always a tower of other high-spin states with parametrically the same mass. Accordingly, it is of
great interest to derive model-independent constraints on low energy theories of massive high-spin
particles and their UV completions.
In this paper we will study IR constraints on massive spin-2 particles, both because it is the
first high-spin massive particle and because of recent interest in its possible relevance to gravity.
There is a consistent effective field theory (EFT) description of massive spin-2 fields with a cutoff
scale parametrically larger than its mass [1, 2], but it is not known whether this type of theory
can arise as a Higgs-like phase of Einstein gravity or some other local, Lorentz-invariant ultraviolet
completion.1
Within a generic low-energy theory, there are precious few observable quantities which reveal
information about possible UV completion. One such infrared constraint comes from dispersion
relations, which constrain forward scattering amplitudes and signal obstructions to UV completion
by a local Lorentz-invariant quantum field theory with an S-matrix satisfying typical analyticity
requirements [7–9]. This has recently been applied to massive spin-2 particles [10, 11]. Another
traditional constraint placed on low-energy theories is absence of superluminality. Often these
constraints are derived by looking for some classical background solution to the effective theory,
considering fluctuations around this solution and demanding that the fluctuations be subluminal.
For example, the classic Velo–Zwanziger problems [12, 13] and more recent constraints on de Rham–
Gabdadze–Tolley massive gravity [14–17] are of this type. However, these bounds are less robust
than the sharp S-matrix analyticity constraints; there are always questions about whether the
backgrounds in question can be reached dynamically within the regime of validity of the effective
theory [18, 19], or whether the superluminality itself is visible within the effective theory [20].
A better indicator of superluminality would be a sharply-defined S-matrix observable, one which
does not depend on the existence of or choice of a nontrivial classical background solution. An
example of such a quantity is the phase shift in eikonal scattering amplitudes. The phase shift in
eikonal scattering has long been known to be related to the asymptotic time delay or advance that
particles experience when traversing a shockwave geometry [21, 22]. In the case of an asymptotic
time advance, a succession of eikonal scattering events or, equivalently, a particle crossing multiple
1If such a Higgs mechanism exists, it is thought that it should realize the symmetry breaking pattern ISO(d, 1)local×
Diff(d, 1)→ SO(d, 1)diagonal [3, 4]. In [5] an interesting construction is presented where the graviton gets a Schwinger-
type mass in AdS, and recently a non-local UV-extension of massive gravity has been proposed [6].
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shockwaves, would accumulate a large enough time advance to propagate outside the lightcone used
to define the theory. Provided that the time advance for a single scattering event is measurable
within the regime of validity of the EFT, this would indicate that the given theory is superluminal.
The study of eikonal scattering was recently reinvigorated by the analysis of [23] which related
the phase shift to on-shell three-point scattering amplitudes. Demanding that the theory does not
possess an asymptotic time advance places constraints on the coefficients of cubic terms in the theory
or, conversely, the presence of an asymptotic time advance at some scale implies that new physics
must enter there. The fact that the asymptotic phase shift depends only on the on-shell 3-point
amplitudes and does not depend on a specific classical background or choice of off-shell Lagrangian
makes it a robust and model-independent constraint. The three-point amplitudes themselves are
fixed by Lorentz invariance up to a finite number of constants, and the constraints then apply to
these constants independent of the structure of the rest of the theory.
In [23], these constraints were worked out in the massless spin-2 case. An example where their
constraints apply is an effective theory consisting of Einstein gravity plus higher-curvature correc-
tions, schematically of the form
S = MD−2Pl
∫
dDx
√−g
(
R+
1
Λ2
R2GB + · · ·
)
, (1.1)
where R2GB stands for the ghost-free Gauss–Bonnet contractions of the Riemann tensor, and the
scale suppressing it is parametrically below the Planck scale, Λ  MPl, so that the contributions
to scattering from the R2 terms can become important relative to the Einstein–Hilbert vertices. If
we expand out the curvature terms and canonically normalize the fluctuations hµν around the flat
solution, we have schematically,
S =
∫
dDx
h∂2h+ 1
M
D−2
2
Pl
h2∂2h+ · · ·+ 1
Λ2M
D−2
2
Pl
h2∂4h+ · · ·
 . (1.2)
If we imagine that any higher-curvature invariants in (1.1) are suppressed by MPl, then the lowest
scale suppressing interactions in this theory is Λc = Λ
4/(D+2)M
(D−2)/(D+2)
Pl , which is where we
should expect tree level partial-wave unitarity to break down and the theory to become strongly
coupled. Therefore, naively we should expect that (1.1) is a well-defined effective field theory up
until the scale Λc. However, in [23] it was shown that the eikonal phase can become negative for
some polarizations at impact parameters b ∼ Λ−1, signaling some kind of superluminal propagation
at the scale Λ Λc. Under the assumption that the ultraviolet completion of the theory does not
have such superluminality, something new has to happen at the scale Λ, which is parametrically
lower than the strong-coupling scale, to fix this problem. Indeed, this happens in explicit examples.
For example, in bosonic string theory, where such higher-curvature corrections appear for the
graviton [24]—and the scale Λ ∼ `−1s is the string scale—new states enter at precisely this scale in
order to make the total Shapiro time delay positive [25].2
2However, in this case higher-curvature operators are also suppressed by the string scale, so Λc gets brought down
4
In this paper we perform a similar analysis for massive spin-2. That is, we use the positivity
of the phase shift in eikonal scattering amplitudes as an IR constraint on the possible three-point
structures that can appear in a theory of a single massive spin-2 particle.3 For a single massive spin-2
field, Lorentz invariance fixes the cubic vertices to be one of five structures in generic dimension. We
find that for a generic choice of cubic interactions in the theory, a time advance would be detectable
at impact parameters of order the inverse graviton mass, b ∼ m−1. This can be avoided with only
one particular choice of cubic vertices, leaving only the freedom to rescale the Planck mass. Away
from this choice of parameters, either interactions which give rise to this time advance have greatly
suppressed coefficients so that they are effectively absent from the theory, or new particles or strong
coupling enter at the scale m. Note that this calculation is well within the regime of validity of
the effective theory, and in fact is independent of the precise strong coupling scale of the effective
theory, which is generally parametrically larger than the graviton mass. A generic effective field
theory of a massive spin-2 in four dimensions has as its cutoff the scale Λ5 = (m
4MPl)
1/5 [1, 2],
but by carefully tuning interactions, the cutoff can be raised to Λ3 = (m
2MPl)
1/3. This can be
done in two ways. The first is by using the nonlinear Einstein–Hilbert kinetic term and tuning
potential interactions. This leads to the de Rham–Gabadadze–Tolley (dRGT) theory of massive
gravity [27, 28] (see [29, 30] for reviews). The second is to keep the linear theory kinetic term
and tune interactions. This leads to the pseudo-linear interacting theory which can have particular
derivative interactions in addition to potential terms [31, 32]. The precise cutoff of the effective
theory therefore depends on the full structure of interactions in the theory. Our analysis on the
other hand is only sensitive to the cubic structure of the theory, and applies equally well regardless
of the cutoff or the choice of potential beyond cubic order. In this sense, it is completely model-
independent.
There are at least two immediate applications of the eikonal constraints: to theories of massive
gravity and to theories of large-N QCD. For the two-parameter dRGT massive gravity, our result
leaves a one-parameter family consistent with positivity of the eikonal phase. This agrees qualita-
tively with the results of [33], found by considering scattering off of shockwave backgrounds of the
theory.4 Additionally, this one-parameter family intersects the two dimensional compact blob-like
region of [10] consistent with dispersion relations following from S-matrix analyticity, leaving a
finite size one-dimensional line in parameter space with no obstructions from either analysis. Re-
garding QCD, the constraints apply to a confining gauge theory with a large number of colors,
N . Such a theory can be thought of as a weakly-coupled theory of interacting higher spins. The
massive higher spin particles are the hadrons and glueballs of the theory, and some positive power
of 1/N serves as a coupling constant governing their interaction strengths. Constraints on massive
to the string scale as more and more higher-derivative operators are considered.
3A similar study was done for the case of D = 3 massive gravity in [26].
4In the revised version of [33] the authors have changed their conclusions to argue that the eikonal phase is negative
for all points in the parameter space they consider. Our results adapted to the situation they consider differ in some
details. We find agreement between the eikonal scattering computation we do and the shockwave analysis we perform
in Sec. 5.2.
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higher spins thus serve as constraints on the possible spectra and interactions of large-N QCD. Our
results indicate that if some large-N QCD-like theory has an isolated massive spin-2 excitation,
then its cubic self-couplings must appear in a specific combination.
The eikonal positivity constraint is typically enforced because of its apparent connection to causal-
ity [23, 34].5 However, this connection is somewhat tenuous. The usual argument that is given
against the type of asymptotic time advance that eikonal scattering captures is that it would allow
one to build a time machine (see e.g., [7, 23, 33]). It is somewhat unclear that this is the case though;
it is perfectly possible for the theory to be causal, but on a widened lightcone compared to the one
used to define the theory [38, 39]. Further, it was argued in [40] that this type of time machine
cannot arise as the Cauchy evolution of some hyperbolic set of equations.6 Nevertheless, even if
such an asymptotic time advance does not violate causality, it would seem to violate microcausality,
i.e., make it possible to find two local operators which do not commute outside the lightcone used
to define the theory, which should not happen in the IR description of a local Lorentz-invariant UV
theory [43]. However, this connection, as far as we know, has not been rigorously demonstrated.
We will keep these issues in mind when imposing absence of this type of asymptotic superluminality
in the infrared EFT.
It is also worthwhile to pause and describe the assumptions implicit in imposing the constraint
that the eikonal phase is positive in the IR theory. Foremost, we are assuming that whatever UV
completes the theory of interest is devoid of time advances. While this condition is satisfied in
known examples, there is no theorem that this must be the case. Further we are assuming that the
leading eikonal phase is accurately captured by resummation of ladder graphs—as we will describe.
There is no proof that this works to all orders, and in fact is known to fail for spin-0 and spin-1
exchange. We are also assuming that the S-matrix is a well-defined observable quantity in the
theory of interest. In cosmological applications, the spacetime is not asymptotically flat, so it not
clear that constraints from scattering need apply. Our viewpoint is that it is important to bear
these limitations in mind, but it is nevertheless an interesting question to ask what constraints
positivity of the eikonal phase place on the IR effective theory, and it is in this spirit that we
proceed.
In what follows we will first review scattering in the eikonal approximation and then apply these
techniques to compute the asymptotic time advance felt in a generic theory of a massive spin-2. We
then compare these results to those obtained by explicitly solving for the propagation in a shockwave
background. Finally, we comment on the implications of our results and future directions.
Conventions: We work with mostly plus metric signature, with the curvature conventions of
[44]. We denote the spacetime dimension by D and we restrict to D > 3. Symmetrization and
5It is worth noting that causality, even in this asymptotic sense, is quite difficult to define rigorously in General
Relativity, essentially because there is no unique way to identify a perturbed spacetime with Minkowski space [35, 36].
This difficulty is partially addressed in [37]. These difficulties are mostly absent in the theory of a massive spin-2
because it requires an underlying reference spacetime to define the theory in the first place.
6This is somewhat similar to the arguments against Gott time machines [41] in General Relativity [42].
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anti-symmetrization is done with weight one.
2 Eikonal Scattering Amplitudes
We first review the eikonal approximation and its relation to on-shell cubic structures. We then
describe the kinematics of eikonal scattering and a well-adapted basis of polarization tensors.
2.1 The Eikonal Phase
The eikonal regime of 2 → 2 scattering corresponds to large center of mass energy and relatively
large impact parameter [45–47]. At large center of mass energy, the eikonal approximation gives
the leading contribution to forward scattering (t/s→ 0). In this kinematic limit, scattering occurs
between two highly boosted particles through the exchange of many soft modes. The eikonal
approximation is expected to correspond to summing all ladder and crossed ladder diagrams of the
form
+ + · · · + crossed ladders, (2.1)
in the limit of small momentum transfer. In this limit, the scattered particles are nearly on-shell
on the top and bottom sides (rails) of the ladder.
With these approximations, the ladder and crossed-ladder diagrams re-sum into an exponential
form in impact parameter space [22, 45–47]
iMeik(s, t) = 2s
∫
dD−2~b ei~q·~b
(
eiδ(s,
~b) − 1
)
, (2.2)
where ~b is the impact parameter, the Fourier conjugate variable to the momentum transfer, ~q,
where −~q 2 = t (we will make the eikonal kinematics and spin dependence explicit in Section 2.2).
The eikonal phase, δ, is given by
δ(s,~b) =
1
2s
∫
dD−2~q
(2pi)D−2
e−i~q·~bM4(s, ~q 2), (2.3)
where M4 is the part of the tree-level amplitude given by the t-channel graph with eikonal kine-
matics,
M4(s, ~q 2) = . (2.4)
The rough idea behind eikonal re-summation is that the particles on the rails of the ladder
diagrams are always very nearly on-shell, so that ladder and crossed ladder diagrams essentially
factorize into a product of tree level amplitudes. The relevant combinatorial factors associated with
permuting momenta in the rungs conspire to give the exponential in (2.2) [48, 49]. This is worked
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out in detail for scalars in [46] and in Appendix A we demonstrate the eikonal exponentiation for
external and exchanged particles of arbitrary spin.
The exponentiation of ladder graphs into a phase is very robust, but a general proof that these
diagrams accurately capture the leading behavior of the eikonal limit (t/s→ 0) of the full scattering
amplitude is so far missing. In fact, it is known that for exchange of spin-0 or spin-1 particles,
there are non-ladder diagrams which contribute at the same order as the ladder diagams [50–52].
It is believed that for exchange of particles with spin ≥ 2 that the ladder approximation accurately
captures the leading effects, and sub-leading corrections have been checked to be small in some
cases [53, 54]. In what follows we assume that the ladder and crossed ladders capture the leading
eikonal amplitude, but it would be interesting to return to examine sub-leading corrections in the
future.
The eikonal phase (2.3) is related to the delay in lightcone coordinate time, ∆x−, experienced by
the particle moving in the x+ direction after interacting with the other particle moving in the x−
direction [22, 23]7
∆x− =
1
|p−|δ(s, b). (2.5)
We are therefore interested in computing the sign of the eikonal phase, δ, to ascertain whether
interactions lead to an asymptotic time delay or time advance. A positive phase shift, δ > 0,
leads to a time delay (Shapiro delay), a negative phase shift, δ < 0, leads to a time advance
(superluminality).
The problem of computing the time advance/delay experienced by a particle thus reduces to a
4-point tree-level scattering amplitude computation in impact parameter space with eikonal kine-
matics. In [23], it was pointed out that the leading eikonal phase, δ, can actually be computed
knowing only the on-shell three-point scattering amplitudes in the theory. The argument relies on
a complex momentum shift and is somewhat reminiscent of arguments used to derive the BCFW
recursion relations [57] and related S-matrix constraints [58, 59]. Consider the eikonal phase (2.3)
and analytically continue the first component of the transverse momentum, ~q, by the complex shift
q1 7→ q1 − iκ . (2.6)
Then imagine making κ arbitrarily large and real, i.e., deform the integration contour in the
integral (2.3) in the complex plane by pushing it out towards infinity. Choosing ~b to point along
the first direction so that κb1 > 0, this leads to exponential suppression so the contour at infinity
will not contribute to the q1 integral (assuming amplitudes are polynomially bounded, which they
always are in effective field theories), but any poles in the lower complex momentum plane will. The
residues of these poles in the scattering amplitude at complex momenta are precisely the product
7The relation between this and the time delay experienced by a classical particle traversing a shockwave is made
fairly explicit in [55] by considering the eikonalized gravitons as mediating an interaction between a probe particle
and a classical gravitational background. The eikonal amplitude is reproduced by considering repeated interaction
with a background field of the Aichelburg–Sexl form [56].
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of on-shell three-point functions [23, 59], so we have∫
dD−2~q
(2pi)D−2
e−i~q·~bM4(s, ~q) =
∫
dD−2~q
(2pi)D−2
e−i~q·~bMI3(p1, p3, q)
NIJ
~q 2 +m2
MJ3 (q, p2, p4) , (2.7)
where NIJ stands for the tensor structure of the propagator of the exchanged particle, which comes
from summing over all possible intermediate polarization states. Though we have writtenM3 as a
function of three arguments, it should be thought of as an on-shell object, and therefore only has
two independent momentum arguments.
We can then trade the factors of ~q in the on-shell amplitudes for derivatives with respect to the
impact parameter, ~b, in order to write [23]
δ(s, b) =
∑
IM13I3 (i∂~b)MI243 (i∂~b)
2s
∫
dD−2~q
(2pi)D−2
e−i~q·~b
~q2 +m2
=
∑
IM13I3 (i∂~b)MI243 (i∂~b)
2s
[
1
2pi
D−2
2
(m
b
)D−4
2
KD−4
2
(mb)
]
, (2.8)
where the sum is over all the possible internal polarization states.
In the cases we are interested in, the exchanged particles in the amplitude are massive spin-2s,
so what we get is
δ(s, b) =
M13,αβ3 (i∂~b)NαβµνMµν,243 (i∂~b)
2s
1
2pi
D−2
2
(m
b
)D−4
2
KD−4
2
(mb) , (2.9)
where M13αβ3 (i∂~b) is an on-shell amplitude with an external massive spin-2 and Nαβµν is the
numerator of the massive graviton propagator
Nαβµν =
1
2
(PαµPβν + PανPβµ)− 1
D − 1PαβPµν with Pµν = ηµν +
1
m2
pµpν , (2.10)
which comes from the completeness relation of massive graviton polarizations:∑
I
Iαβ
∗I
µν = Nαβµν . (2.11)
The problem of computing the time delay in an arbitrary theory of massive spin-2s has been
essentially reduced to the concrete problem of enumerating the possible on-shell 3-point vertices
and using them to compute the operator M13,αβ3 (i∂~b)NαβµνMµν,243 (i∂~b). In what follows we will
describe how to do this and how to extract the time delay.
2.2 Eikonal Kinematics
We will now make the eikonal kinematics explicit. We are interested in 2→ 2 scattering where par-
ticle A with mass mA scatters off of particle B with mass mB. Particle A has incoming momentum
9
pµ1 and outgoing momentum p
µ
3 , particle B has incoming momentum p
µ
2 and outgoing momentum
pµ4 .
Throughout we work in lightcone coordinates (x−, x+, xi),
x± =
1√
2
(
x0 ± x1) , (2.12)
where the Minkowski metric takes the form,
ηµν =
 0 −1 0−1 0 0
0 0 δij
 , (2.13)
with i, j, . . . = 2, . . . , D − 1 running over the transverse directions.
We want the amplitude with the following kinematics,
pµ1 =
(
1
2p+
(
~q 2
4
+m2A
)
, p+,
qi
2
)
, pµ3 =
(
1
2p+
(
~q 2
4
+m2A
)
, p+,−q
i
2
)
, (2.14)
pµ2 =
(
p−,
1
2p−
(
~q 2
4
+m2B
)
,−q
i
2
)
, pµ4 =
(
p−,
1
2p−
(
~q 2
4
+m2B
)
,
qi
2
)
. (2.15)
These are exactly on-shell: p21 = p
2
3 = −m2A and p22 = p24 = −m2B, pµ1 + pµ2 = pµ3 + pµ4 . The
independent Mandelstam invariants are
s = −(p1 + p2)2 = (m
2
A + 2p
+p−)(m2B + 2p
+p−)
2p+p−
+
m2A +m
2
B + 4p
+p−
2p+p−
~q 2
4
+
1
2p+p−
~q 4
16
,
t = −(p1 − p3)2 = −~q 2 . (2.16)
We construct polarization tensors for the massive particles out of the following transverse (labeled
by T ) and longitudinal (labeled by L) massive spin-1 polarization tensors:
µT (p1) =
(
~q · ~e1
2p+
, 0, ei1
)
, µL(p1) =
(
1
2mAp+
(
~q 2
4
−m2A
)
,
p+
mA
,
qi
2mA
)
,
µT (p2) =
(
0,−~q · ~e2
2p−
, ei2
)
, µL(p2) =
(
p−
mB
,
1
2mBp−
(
~q 2
4
−m2B
)
,− q
i
2mB
)
,
µT (p3) =
(
−~q · ~e3
2p+
, 0, ei3
)
, µL(p3) =
(
1
2mAp+
(
~q 2
4
−m2A
)
,
p+
mA
,− q
i
2mA
)
,
µT (p4) =
(
0,
~q · ~e4
2p−
, ei4
)
, µL(p4) =
(
p−
mB
,
1
2mBp−
(
~q 2
4
−m2B
)
,
qi
2mB
)
. (2.17)
Here the ~e ’s are normalized vectors that live in the (D − 2)-plane transverse to x+, x−; there are
D − 2 independent such vectors, and so there are D − 2 independent T polarization vectors. Thus
the transverse polarizations actually come along with an additional label λ = 1, 2, · · · , D− 2 which
indexes an orthonormal basis of the transverse space eiλ,
eλie
i
λ′ = δλλ′ ,
∑
λ
eiλe
j
λ = δ
ij . (2.18)
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For example, we will usually choose the standard basis of linear polarization vectors,
eiλ = δ
i
λ . (2.19)
The polarization vectors (2.17) are exactly transverse, orthonormal, and complete,
paµ
µ
T (pa) = paµ
µ
L(pa) = 0,
T,λ µ(pa)
∗µT,λ′(pa) = δλλ′ , Lµ(pa)
∗µL(pa) = 1, Tµ(pa)
∗µL(pa) = 0 ,
µL(pa)
ν
L(pa)
∗ +
∑
λ
µT,λ(pa)
ν
T,λ(pa)
∗ = ηµν − 1
p2a
pµap
ν
a . (2.20)
where a = 1, 2, 3, 4 labels the momenta.
The polarization tensors for a massive spin-2 are constructed out of these as follows:
µνT (pa) = 
µ
T (pa)
ν
T (pa) ,
µνV (pa) =
i√
2
(
µT (pa)
ν
L(pa) + 
µ
L(pa)
ν
T (pa)
)
,
µνS (pa) =
√
D − 1
D − 2
[
µL(pa)
ν
L(pa)−
1
D − 1
(
ηµν − 1
p2a
pµap
ν
a
)]
. (2.21)
Here T , V , S stand for tensor, vector and scalar polarizations, respectively. In the expression for
µνT (pa), it is understood that we replace eiej 7→ eij with eij , which is symmetric and traceless.
As in the spin-1 case, the µνV depend on a transverse vector ei and so it comes with an additional
label λ = 1, 2, · · · , D − 2 running over a basis of these transverse vectors. The µνT depend on
a transverse, symmetric, and traceless tensor eij , and so it depends on an additional label λ˜ =
1, 2, · · · (D−2)(D−1)2 − 1 indexing a basis eijλ˜ of transverse, symmetric, and traceless tensors,
eλ˜ ije
ij
λ˜′
= δλ˜λ˜′ ,
∑
λ˜
eij
λ˜
ekl
λ˜
=
1
2
(
δikδjl + δjkδil − 2
D − 2δ
ijδkl
)
. (2.22)
We can construct an explicit basis in the following way (see e.g. [60] for a similar construction of
a non-orthonormal basis)
• The ⊕ polarizations: e⊕j , j = 1, · · · , D− 3 are diagonal with 1s along the diagonal from the
11-th entry to the jj-th entry and −j in the j+1, j+1-th entry, with an overall normalization
factor:
e⊕j =
1√
j(j + 1)

1 0 0 · · ·
0
. . . 0 · · ·
0 0 −j · · ·
...
...
...
. . .
 . (2.23)
There are D − 3 independent polarizations of this type, and they form a basis of traceless
diagonal matrices.
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• The ⊗ polarizations: e⊗ij , i, j = 1, · · · , D − 2, i < j are off-diagonal with 1/
√
2 in the ij-th
entry and 1/
√
2 in the ji-th entry. For example
e⊗12 =
1√
2

0 1 0 · · ·
1 0 0 · · ·
0 0 0 · · ·
...
...
...
. . .
 . (2.24)
There are (D−2)(D−3)2 independent polarizations of this type, and they form a basis of off-
diagonal traceless symmetric tensors.
Together there are (D−2)(D−3)2 +D−3 = (D−2)(D−1)2 −1 independent tensor polarizations. This is the
correct number of helicity-2 polarizations in D dimensions. Combining these tensor polarizations
with the D− 2 vector polarizations and the single scalar polarization, we find a total of (D+1)(D−2)2
polarizations, the correct number for a massive spin-2 in D-dimensions.
The spin-2 polarization tensors (2.21) are all properly transverse, orthonormal, and complete:
paµ
µν
T (pa) = paµ
µν
V (pa) = paµ
µν
S (pa) = 0,
T,λ˜ µν(pa)
∗µν
T,λ˜′
(pa) = δλ˜λ˜′ , V,λ µν(pa)
∗µνV,λ′(pa) = δλλ′ , Sµν(pa)
∗µνS (pa) = 1, (2.25)
Tµν(pa)
∗µνV (pa) = Tµν(pa)
∗µνS (pa) = V µν(pa)
∗µνS (pa) = 0 ,
µνS (pa)
αβ
S (pa)
∗ +
∑
λ
µνV,λ(pa)
αβ
V,λ(pa)
∗ +
∑
λ˜
µν
T,λ˜
(pa)
αβ
T,λ˜
(pa)
∗ =
1
2
(
PµαP νβ + P ναPµβ − 2
D − 1P
µνPαβ
)
,
where Pαβ ≡ ηµν − 1
p2a
pµapνa.
We can now proceed to evaluate amplitudes using these kinematics. The eikonal limit is the limit
where p+, p− is taken to be large compared to everything else. In this limit,
s→ 2p+p− , (2.26)
and in all our later expressions we will use s and 2p+p− interchangeably.
3 On-Shell Cubic Amplitudes for Massive Spin-2
The eikonal amplitude depends only on the on-shell 3-point functions of the theory, so we will first
enumerate the possible on-shell cubic vertices that can appear in the computation.
3.1 General Construction of On-Shell Cubic Vertices
Lorentz invariance places strong constraints on on-shell three particle scattering amplitudes.8 Given
a set of three particles, there are only a finite number of three-point structures consistent with
8With real external momenta, all such amplitudes vanish kinematically. However, as we saw in Section 2 the
calculation is sensitive to the on-shell amplitudes at complex momenta, which do not have to vanish.
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Lorentz invariance. A useful description of the construction of these amplitudes can be found
in [61], which we review here briefly.
We want momentum-space on-shell 3-point scattering amplitudes involving 3 particles of spins
s1, s2, s3 and masses m1,m2,m3. The amplitudes are a polynomial depending on the three momenta
pµ1 , p
µ
2 , p
µ
3 , and three polarization tensors 
µ1···µs1
1 , 
µ1···µs2
2 , 
µ1···µs3
3 . The momenta are all ingoing
and on-shell: p2a = −m2a (a = 1, 2, 3),
∑3
a=1 p
µ
a = 0. The polarization tensors are all symmetric,
transverse and traceless: 
(µ1···µsa )
a = 
µ1···µsa
a , paµ
µµ2···µsa
a = 0, 
µµ3···µsa
aµ =0 (a = 1, 2, 3).
Since the degrees of freedom are carried by transverse, traceless tensors, it is most convenient
to work in an index-free notation where we introduce auxiliary polarization vector variables, zµa ,
which are null, z2a = 0, and transverse, pa · za = 0. We then write amplitudes in terms of the za
and make the identification
zµ1a · · · zµsaa ←→ µ1···µsaa . (3.1)
The scattering amplitude with spins {s1, s2, s3} must be homogeneous of order sa in each of the
za. There are two types of contractions involving the z’s: we can either dot them with themselves
or with the pa. Taking into account that z
2
a = 0 and za ·pa = 0, we have 9 independent contractions:
z1 · z2 , z1 · z3 , z2 · z3 , (3.2)
z1 · p2 , z1 · p3 , z2 · p1 ,
z2 · p3 , z3 · p1 , z3 · p2 .
This number is further reduced by taking into account momentum conservation, pµ1 + p
µ
2 + p
µ
3 = 0,
to eliminate 3 of the dot products. We choose to eliminate as follows
z1 · p3 7→ −z1 · p2 ,
z2 · p1 7→ −z2 · p3 ,
z3 · p2 7→ −z3 · p1 . (3.3)
Finally, there are no independent dot products among the pa’s themselves because the on shell
conditions can be used to reduce them all to functions of the masses.
The most general on-shell three-point scattering amplitude is thus a scalar function of the six
independent dot products z1 · z2, z1 · z3, z2 · z3, z1 · p2, z2 · p3, z3 · p1, and takes the form
Ms1s2s3(p1, p2, p3) = cs1s2s3 (z1 · z2)n12(z1 · z3)n13(z2 · z3)n23(z1 · p2)m12(z2 · p3)m23(z3 · p1)m31 , (3.4)
where cs1s2s3 is an overall constant, and due to the requirement that the amplitude be must be
order sa in each of the za, the various (non-negative) powers are restricted to satisfy the system of
equations
n12 + n13 +m12 = s1 , (3.5)
n12 + n23 +m23 = s2 , (3.6)
n13 + n23 +m31 = s3. (3.7)
13
These equations have a finite number of solutions in non-negative integers (enumerated in [61]),
and each solution gives an independent scattering amplitude.
In the case of massless representations with spin ≥ 1, we must also impose gauge invariance,
which in this context amounts to the scattering amplitude being invariant under the shift
za 7→ za + pa , (3.8)
for arbitrary . This condition further restricts the number of allowed structures, but since we will
be interested only in massive particles we will not have to deal with it.
In situations where some of the particles are identical, we can decompose the amplitudes further
into irreducible representations of the symmetric group of particle interchange, and only those
structures invariant under interchange are allowed.
Finally, there can be additional parity violating amplitudes in some dimensions. We will not
consider these cases here, though it would be interesting to come back to them in the future.
3.2 Massive Spin-2 Three-Point Structures
Using the construction in Section 3.1, we can find a basis for the allowed on-shell three-point
amplitudes for a single massive spin-2 particle. We want to consider a theory with a single massive
spin-2 of mass m, so we demand that they are totally symmetric in the external particles. This
leads to 5 different structures, a basis for which is the following:
• 0-derivative structure
A1 = m
2
M
D−2
2
Pl
(z1 · z2)(z2 · z3)(z3 · z1). (3.9)
• 2-derivative structures
A2 = 1
M
D−2
2
Pl
[
(p1 · z3)2(z1 · z2)2 + (p3 · z2)2(z1 · z3)2 + (p2 · z1)2(z2 · z3)2
]
, (3.10)
A3 = 1
M
D−2
2
Pl
[
(p1 · z3)(p3 · z2)(z1 · z2)(z1 · z3) + (p1 · z3)(p2 · z1)(z1 · z2)(z2 · z3)
+ (p2 · z1)(p3 · z2)(z1 · z3)(z2 · z3)
]
. (3.11)
• 4-derivative structure
A4 = 1
M
D−2
2
Pl m
2
(p1 ·z3)(p2 ·z1)(p3 ·z2)
[
(p1 ·z3)(z1 ·z2)+(p3 ·z2)(z1 ·z3)+(p2 ·z1)(z2 ·z3)
]
. (3.12)
• 6-derivative structure
A5 = 1
M
D−2
2
Pl m
4
(p1 · z3)2 (p2 · z1)2 (p3 · z2)2 . (3.13)
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Here we have chosen all the amplitudes to scale with a power of some Planck mass, MPl, and
momenta to scale with powers of 1/m. There is no loss of generality in these assignments because
in a general cubic amplitude which is a linear combination of these,
5∑
i=1
aiAi , (3.14)
where the ai are dimensionless coefficients, any different choice of scalings can be absorbed into the
ai.
This counting of independent structures can be understood from the fact that there are five
possible cubic terms in the action for a massive spin-2 field which cannot be field redefined away
or into each other:
L1 ∼ h3µν , (3.15)
L2 ∼
√−g R|(3) , (3.16)
L3 ∼ δ[µ1ν1 δµ2ν2 δµ3ν3 δµ4]ν4 ∂µ1∂ν1h ν2µ2 h ν3µ3 h ν4µ4 , (3.17)
L4 ∼
√−g (R2µνρσ − 4R2µν +R2)∣∣(3) , (3.18)
L5 ∼
√−g RµνρσRρσαβRαβµν
∣∣∣
(3)
, (3.19)
Three of these are familiar from the massless case: L2 is the cubic part of the Einstein–Hilbert
action, L4 is the cubic part of the Gauss–Bonnet term (which is trivial in D = 4) and L5 is the
cubic part of the Riemann cubed term (which is the same on-shell as Weyl cubed). The other two
Lagrangians appear only in the massive case because they are not diffeomorphism invariant: L1 is
the cubic part of the potential in dRGT massive gravity which survives on-shell (h µµ = 0), and L3
is the two-derivative pseudo-linear term of [31, 32].
Note that the on-shell amplitudes stemming from these Lagrangians are not given by the Ai
above in a direct manner, but instead are linear combinations of the Ai. In detail, the amplitudes
we get from the canonically-normalized expansion gµν = ηµν + 2M
2−D
2
Pl hµν and the usual Feynman
rules are
• h3:
L1 = m
2
3M
D−2
2
Pl
h3µν ,
B1 = 2m
2
M
D−2
2
Pl
z1 · z2 z2 · z3 z3 · z1 . (3.20)
• Einstein–Hilbert:
L2 = M
D−2
Pl
2
√−gR∣∣
(3)
,
B2 = 2
M
D−2
2
Pl
(p1 · z3 z1 · z2 + p3 · z2 z1 · z3 + p2 · z1 z2 · z3)2 − 3B1 . (3.21)
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• Pseudo-linear:
L3 = 4!
MD−2Pl
δ[µ1ν1 δ
µ2
ν2 δ
µ3
ν3 δ
µ4]
ν4 ∂µ1∂
ν1h ν2µ2 h
ν3
µ3 h
ν4
µ4 , (3.22)
B3 = − 1
M
D−2
2
Pl
[
(p1 · z3)2 (z1 · z2)2 + (p3 · z2)2 (z1 · z3)2 + (p2 · z1)2 (z2 · z3)2
]
− 1
2
B2 + 3
2
B1 .
• Gauss–Bonnet:
L4 = M
D−2
Pl
m2
√−g (R2µνρσ − 4R2µν +R2) ∣∣∣
(3)
, (3.23)
B4 = − 80
M
D−2
2
Pl m
2
p1 · z3 p2 · z1 p3 · z2 (p1 · z3 z1 · z2 + p3 · z2 z1 · z3 + p2 · z1 z2 · z3)− 20B3 + 30B1 .
• R3:
L5 = M
D−2
Pl
m4
√−g RµνρσRρσαβRαβµν
∣∣∣
(3)
,
B5 = 48
M
D−2
2
Pl m
4
(p1 · z3)2 (p2 · z1)2 (p3 · z2)2 − 3
10
B4 + 6B2 + 12B1 . (3.24)
The higher-derivative Lagrangian terms come with amplitudes that have lower derivative “tails”
stemming from the on-shell conditions → m2. We can write the Lagrangian amplitudes as linear
combinations of the structure amplitudes,
B1 = 2A1 ,
B2 = 2A2 + 4A3 − 6A1 ,
B3 = −2A2 − 2A3 + 6A1 ,
B4 = −80A4 + 40A2 + 40A3 − 60A1 ,
B5 = 48A5 + 24A4 + 12A3 + 6A1 , (3.25)
and, inversely, the structures amplitudes in terms of the Lagrangian amplitudes,
A1 = B1
2
,
A2 = −B2
2
+
3B1
2
− B3 ,
A3 = B2
2
+
B3
2
,
A4 = −B4
80
+
3B1
8
− B3
4
,
A5 = −B2
8
+
B4
160
− B1
4
+
B5
48
. (3.26)
16
If we write a general three-point amplitude as a linear combination of these objects with dimen-
sionless coefficients,
A =
5∑
i=1
biBi =
5∑
i=1
aiAi , (3.27)
then the coefficients, ai, of the structure basis can be written in terms of the coefficients, bi, of the
Lagrangian basis as
a1 = 2b1 − 6b2 + 6b3 − 60b4 + 6b5 ,
a2 = 2b2 − 2b3 + 40b4 ,
a3 = 4b2 − 2b3 + 40b4 + 12b5 ,
a4 = −80b4 + 24b5 ,
a5 = 48b5 , (3.28)
and inversely:
b1 =
a1
2
+
3a2
2
+
3a4
8
− a5
4
,
b2 = −a2
2
+
a3
2
− a5
8
,
b3 = −a2 + a3
2
− a4
4
,
b4 = −a4
80
+
a5
160
,
b5 =
a5
48
. (3.29)
We have enumerated only the completely symmetric structures relevant to a single massive spin-
2, but in the case of multiple spin-2’s there are additional structures which are not completely
symmetric under interchange. It would be interesting to revisit these in the future.
3.3 Coupling to Scalar Particles
We will also be interested in the eikonal scattering amplitude between a massive spin-2 and a scalar
particle. For this we will we need the possible cubic vertices between a single massive spin-2 and
two identical scalars. Using the construction of Section 3.1, there is a unique such cubic vertex
that is symmetric under interchanging the scalars, and it takes the form
As = − 2
M
D−2
2
Pl
(z2 · p1)(z2 · p3) . (3.30)
This structure, and the normalization we have chosen for it, corresponds to the amplitude obtained
from the cubic part of the minimal coupling of a canonically-normalized scalar of mass M ,
Ls = −1
2
√−g
(
(∂φ)2 +M2φ2
)∣∣∣
(3)
. (3.31)
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The only cubic coupling of a massive graviton to matter is therefore also diffeomorphism invariant
and gives nothing new beyond what is familiar from ordinary General Relativity.9
4 Spin-2–Spin-2 Eikonal Scattering
We start with the case of pure massive spin-2 scattering. We compute the following t-channel tree
diagram in the eikonal limit, using the kinematics of Section 2.2:
This structure, and the normalization we have chosen for it, corresponds to the amplitude obtained
from the cubic part of the minimal coupling of a canonically-normalized scalar of mass M ,
Ls =  1
2
p g
⇣
(@ )2 +M2 2
⌘   
(3)
. (3.33)
The only cubic coupling of a massive graviton to matter is therefore also di↵eomorphism invariant
and gives nothing new beyond what it familiar from ordinary General Relativity.8
4 Spin-2–Spin-2 scattering
We start with the case of pure massive spin-2 scattering. We compute the following t-channel tree
diagram in the eikonal limit, using the kinematics of s tion 2.2:
.
T4T2
T1 T3
(4.1)
We allow a general linear combination of all 5 vertices to be present in the theory, so that both cubic
interactions are a generic sum of all the possible three-point structures enumerated in Section 3.2,
Vg = i
5X
i=1
aiBi (4.2)
For the external tensor states, we consider a general linear combination of the possible polarizations,
for the Ath particle, we have
✏Aµ⌫ = PA,S✏
A,S
µ⌫ + PA,V ✏
A,V
µ⌫ + PA,T ✏
A,T
µ⌫ , (4.3)
where the polarization tensors are defined as in Section 2.2 and PA,S , PA,V , PA,T are some set
of coe cients normalized so that |PA,S |2 + |PA,V |2 + |PA,T |2 = 1. For convenience we define the
polarization vector
PA =
0B@ PA,SPA,V
PA,T
1CA . (4.4)
The 1, 3 and 2, 4 parts of the amplitude factorize making the structure of the eikonal amplitude
relatively simple. The full amplitude takes the form
A4 = s
2
MD 2Pl
PT2,4 Sˆ(~e2,~e4, i~@b)⌦ Sˆ(~e1,~e3, i~@b)P1,2
1
2⇡
D 2
2
⇣m
b
⌘D 4
2
KD 4
2
(mb) . (4.5)
8In particular, this implies that for scalars the doubly coupled matter scenarios in massive gravity [51, 52] do not
give anything new beyond minimal coupling at the on-shell 3-point level.
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p1
p2
p3
p4
h
h
h
h
h
For the vertices, we allow a general linear combination of all 5 three-point amplitudes to be
present in the theory, so that both cubic interactions are a generic sum of all the possible three-
point structures enumerated in Section 3.2,
Vg = i
5∑
i=1
aiAi . (4.1)
For the external tensor states, we consider a general linear combination of the possible polarizations,
so for the a-th particle we have
aµν = Pa,S
a,S
µν + Pa,V 
a,V
µν + Pa,T 
a,T
µν , (4.2)
where the polarization tensors are defined as in Section 2.2 and Pa,S , Pa,V , Pa,T are some set of
coefficients normalized so that |Pa,S |2 + |Pa,V |2 + |Pa,T |2 = 1, which we may assemble into a unit
no m polariza io vector
Pa =
 Pa,SPa,V
Pa,T
 . (4.3)
The 1, 3 and 2, 4 parts of the amplitude factorize making the structure of the eikonal amplitude
relatively simple. The amplitude in the eikonal limit takes the form
M4 = s
2
MD−2Pl
PT3,4 Sˆ(~e1, ~e3,−i~∂b)⊗ Sˆ(~e2, ~e4, i~∂b)P1,2
1
2pi
D−2
2
(m
b
)D−4
2
KD−4
2
(mb) . (4.4)
Here, the polarization vector Pa,a′ is a direct product of the vector of polarization coefficients
Pa,a′ = Pa ⊗Pa′ . Similarly, Sˆ ⊗ Sˆ is the tensor product of two copies of the matrix Sˆ(~ea, ~ea′ , i~∂b),
9In particular, this implies that for scalars the doubly coupled matter scenarios in assive gravity [62, 63] do not
give anything new beyond minimal coupling at the on-shell 3-point level.
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which is given by CSSSS −
CSV
m ~ea · ~∂b −CSTm2 eija ∂bi∂bj
−CSVm ~ea′ · ~∂b CV V1~ea · ~ea′ +
CV V2
m2 ~ea · ~∂b~ea′ · ~∂b CTVm eija eia′∂bj + a52√2m3 eija eka′∂bi∂bj∂bk
−CSTm2 eija′∂bi∂bj CTVm eija′eia∂bj + a52√2m3 e
ij
a′e
k
a∂bi∂bj∂bk
a2
2 e
ij
a e
ij
a′ +
a4
2m2 e
ij
a e
jk
a′ ∂bi∂bk +
a5
2m4 e
ij
a e
kl
a′∂bi∂bj∂bk∂bl
 .
(4.5)
In the first tensor factor, we send i∂b → −i∂b to account for the fact that the internal momentum,
~q, flows out of rather than into the vertex. The various coefficients that appear in the matrix, Sˆ,
are given by
CSSSS =
24(D − 2)a1 + 4(11D − 2)a2 − 4(5D − 2)a3 + 2(12−4D+D
2)
D−2 a4 +
(D+2)2
D−2 a5
24(D − 1) ,
CSV = 1
8
√
1
2(D − 2)(D − 1) [4(D − 2)a1 + 8(2D − 3)a2 + 4(3− 2D)a3 +Da4 + (D + 2)a5] ,
CST = 1
8
√
1
(D − 2)(D − 1) [8(D − 2)a2 − 4(D − 2)a3 + 4a4 + (D + 2)a5] , (4.6)
CV V1 =
(4a1 + 12a2 − 4a3 + a4)
16
, CV V2 =
(4a2 − 2a3 + a4 + 2a5)
8
,
CTV = (4a2 − 2a3 + a4)
4
√
2
.
4.1 Scattering in D = 4
In order to determine the asymptotic phase shifts we must diagonalize the amplitude (4.4). Let us
for the time being specialize to the case of D = 4. Since the Gauss–Bonnet combination does not
contribute in this case, we set b4 = −a480 + a5160 = 0, which we can think of as fixing a4 in terms of
a5.
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We consider the small mb limit of the amplitude (4.4); in this limit, the dominant sector is the
tensor sector where the amplitude takes the approximate form
M4 ' s
2
4MD−2Pl
a25
m8
eij1 e
kl
2 e
mn
3 e
op
4 ∂bi∂bj∂bk∂bl∂bm∂bn∂bo∂bp
1
2pi
K0(mb). (4.7)
Since we are only interested in the mb  1 limit of this expression, we can replace the Bessel
function with its small argument expansion (which is just the massless propagator) to obtain
M4 ' − s
2
8piM2Pl
a25
m8
eij1 e
kl
2 e
mn
3 e
op
4 ∂bi∂bj∂bk∂bl∂bm∂bn∂bo∂bp log (mb) . (4.8)
This is the same expression that appears in the massless case, and it was already argued in [23] that
this leads to a time advance for some polarizations. Here we will give a slightly different argument
10In addition to diagonalizing the amplitude order-by-order as we do in this Section, we have explicitly constructed
the full 25 × 25 matrix of possible scattering processes, verified that it does not depend on the Gauss–Bonnet
combination and then diagonalized it directly. The results are in accord with those reported in this Section.
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with the same conclusion. In D = 4 there are two possible tensor polarizations, ⊕ and ⊗, and their
contractions with derivatives with respect to the impact parameter take the form
D⊕ ≡ eij⊕∂bi∂bj =
1√
2
(
∂2b1 − ∂2b2
)
, (4.9)
D⊗ ≡ eij⊗∂bi∂bj =
√
2∂b1∂b2 . (4.10)
We choose, without loss of generality, to have ~b point along the xˆ axis. Since we will then be
setting ~b = bxˆ after taking derivatives, any expression which has an odd number of D⊗ operators
acting on it will vanish. Note also that the amplitude is symmetric in all the external polarizations,
so there are only 3 independent quantities we have to compute:
D⊕D⊕D⊕D⊕ log (mb) = D⊗D⊗D⊗D⊗ log (mb) = −20160
b8
, (4.11)
D⊕D⊕D⊗D⊗ log (mb) =
20160
b8
. (4.12)
There is then a 4× 4 matrix of possible scattering combinations,
M4 = 2520s
2
piM2Pl
a25
(mb)8

P3⊕P4⊕
P3⊕P4⊗
P3⊗P4⊕
P3⊗P4⊗

T
1 0 0 −1
0 −1 −1 0
0 −1 −1 0
−1 0 0 1


P1⊕P2⊕
P1⊕P2⊗
P1⊗P2⊕
P1⊗P2⊗
 . (4.13)
Diagonalizing this matrix is fairly straightforward; it is degenerate and there are only two eigen-
values, leading to the phase shifts
δ(s, b) = ±2520s
piM2Pl
a25
(mb)8
. (4.14)
Since the phase shifts come with opposite signs, we see that one linear combination of polarizations
will always get a time advance unless we take a5 = 0.
11 (Note that this also fixes a4 = 0 in D = 4.)
This sets to zero the Riemann cubed part of the vertex.
After setting a5 = 0, the leading amplitude at small impact parameter is of the form
M4 ' −(2a2 − a3)
2s2
2pim4M2Pl
(
1√
6
P1SP3T e
ij
3 ∂bi∂bj +
1√
6
P3SP1T e
ij
1 ∂bi∂bj −
1
4
P1V P3V e
i
1e
j
3∂bi∂bj
)
×
(
1√
6
P2SP4T e
kl
4 ∂bk∂bl +
1√
6
P4SP2T e
kl
2 ∂bk∂bl −
1
4
P2V P4V e
k
2e
l
4∂bk∂bl
)
log (mb) .
(4.15)
11Here and in what follows we are going to demand that various coefficients vanish, but what we really mean is
that the coefficient of the phase shift must be so small that the time delay is smaller than the inverse cutoff of the
effective theory. For massive gravity, the time delays will scale like p+δt ∼ (mb)−p, with p some power. In order for
our calculation to be reliable, at most p+ can be of order the cutoff of the theory, Λc. Since mb  1, the numerical
coefficients have to be quite small to prevent δtΛc from growing to be ∼ 1. For example, a graviton with mass of
order Hubble today can have mb as small as 10−10 and still easily satisfy b−1  Λ5 = (m4MPl)1/5, and so is well
within the regime of validity of the EFT. Therefore, the coefficients of cubic structures leading to a time advance
have to be also at least O(10−10), so for practical purposes we call this zero.
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Thought of as a matrix, and written out in terms of explicit polarizations, this amplitude is a
relatively sparse 25 × 25 matrix. Diagonalizing this matrix to find the eigenvalues of the linear
combinations of polarizations which are unchanged by scattering, we find that the phase shifts of
the various polarizations are given by
δ(s, b) =

± (2a2−a3)2s√
2piM2Pl
1
(mb)4
,
±3(2a2−a3)2s
16piM2Pl
1
(mb)4
,
± (2a2−a3)2s
2piM2Pl
1
(mb)4
, with multiplicity 2 ,
±
√
3
2
(2a2−a3)2s
4piM2Pl
1
(mb)4
, with multiplicity 4 .
(4.16)
We see that unless we set a3 = 2a2, some linear combinations of polarizations will acquire a time
advance. This sets to zero the pseudo-linear cubic vertex.
After setting a5 = a4 = 2a2 − a3 = 0, the leading contribution to scattering comes from scalar-
tensor mixing and the amplitude takes the form
M4 = a
2
1s
2
24pim2M2Pl
(
P1V P3Se
i
1∂bi + P3V P1Se
i
3∂bi
) (
P2V P4Se
i
2∂bi + P4V P2Se
i
4∂bi
)
log (mb) . (4.17)
We diagonalize this amplitude in the same way as above and find the phase shifts
δ(s, b) =
 ±
a21s
24
√
2piM2Pl
1
(mb)2
,
± a21s
48piM2Pl
1
(mb)2
, with multiplicity 2 .
(4.18)
We see that some of the polarizations will obtain a time advance unless a1 = 0. This fixes the
relative coefficient between the cubic part to the Einstein–Hilbert vertex and the cubic potential
term h3µν .
After making all these parameter choices, the eikonal amplitude is completely diagonal
M4 = a
2
2s
2
16M2Pl
(
P1SP3S + P1V P3V ~e2 · ~e4 + 2P1TP3T eij2 eij4
)
×
(
P2SP4S + P2V P4V ~e2 · ~e4 + 2P2TP4T eij2 eij4
) 1
2pi
K0(mb), (4.19)
with positive entries. Thus all the polarizations will receive asymptotic time delays and there are
no further constraints.
Summarizing, the total constraints we find are
a1 = 0 , a3 = 2a2 , a4 = a5 = 0 . (4.20)
Translated into the Lagrangian basis, this corresponds to a cubic Lagrangian of the form:
L3 = a2
2
(
1
MPl
R
(3)
EH +
m2
MPl
h3µν
)
. (4.21)
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Canonically normalized gravity corresponds to a2 = 2. One interesting thing to note about this
combination of terms is that the on-shell cubic amplitude from this linear combination of cubic
vertices is the same form as that of the Einstein–Hilbert term in the theory of a massless spin-2,
as can be verified by looking at Section 3.2. In the massive theory, there is a contribution from
the Einstein–Hilbert vertex which is proportional to m2, but this is precisely canceled off by this
particular choice of h3µν coefficient.
4.2 Amplitude in General D
Diagonalizing the amplitude (4.4) in general D explicitly is an intricate task. However, it is straight-
forward to insert the constraints from D = 4 into the general dimension amplitude and check if the
result is sub-luminal. Plugging in the parameter values (4.20), we obtain
M4 = a
2
2s
2
MD−2Pl
(
P1SP3S
D + 2
8(D − 1) +
1
4
P1V P3V ~e2 · ~e4 + 1
2
P1TP3T e
ij
2 e
ij
4
)
(4.22)
×
(
P2SP4S
D + 2
8(D − 1) +
1
4
P2V P4V ~e2 · ~e4 + 1
2
P2TP4T e
ij
2 e
ij
4
)
1
2pi
D−2
2
(m
b
)D−4
2
KD−4
2
(mb).
This amplitude is diagonal and positive, and so the phase shifts are all positive and we see that all
of the polarizations experience an asymptotic time delay. There is still the question of whether this
is the most general possible amplitude which is consistent with positivity in general dimension. In
order to answer this question, we turn to a slightly different computation; we compute the eikonal
amplitude for a massive spin-2 scattering off of a scalar particle. This amplitude is effectively a
subsector of (4.4) and so the constraints in this case must also be satisfied by (4.4) in order for
the theory to experience time delays. We will see that the constraints are the same as (4.20).
Additionally, this calculation is closely related to the Shapiro time delay experienced by a massive
graviton propagating in a shockwave background.
5 Scalar–Spin-2 Eikonal Scattering
We now restrict our attention to the eikonal scattering between a scalar particle, φ, and a massive
graviton. This is effectively a subsector of the previous amplitude where we average over the
polarizations of one of the external gravitons so that it acts a scalar source [23].12 We must again
compute the following t-channel tree diagram in the eikonal limit, using the kinematics of Section
2.2:
12Alternatively, we could imagine sending in a classical coherent state with the scalar polarization: this will cause
the final state to also be the scalar polarization, and we will get the same subsector of the amplitude.
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where canonically normalized gravity corresponds to a
2
= 2. One interesting thing to note about
this combination of terms is that the on-shell cubic amplitude from this linear combination of
cubic vertices is the same as that of the Einstein–Hilbert term in the theory of a massless spin-2
as can be verified by looking at Section 3.2. In the massive theory, there is a contribution from
the Einstein–Hilbert vertex which is proportional to m
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Diagonalizing the amplitude (4.5) in generalD explicitly is an intricate task. However, it is straight-
forward to insert the constraints from D = 4 into the general dimension amplitude and check if the
result is sub-luminal. Plugging in the parameter values (4.21), we obtain
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This amplitude is clearly positive, so we see that all of the polarizations experience an asymptotic
time delay. There is still the question of whether this is the most general possible amplitude which
is consistent with positivity in general dimension. In order to answer this question, we turn to
a slightly di↵erent computation. That is, we compute the eikonal amplitude for a massive spin-2
scattering o↵ of a scalar particle. This amplitude is e↵ectively a subsector of (4.5) and so the
constraints in this case must also be satisfied by (4.5) in order for the theory to experience time
delays. We will see that the constraints are the same as (4.21). Assitionally, this calculation is
most closely related to the Shapiro time delay experiences by a massive graviton propagating in a
shockwave background.
5 Scalar–Spin-2 scattering
Diagonalizing the amplitude (4.5) in general D is a demanding undertaking. To simplify this task,
we restrict our attention to the eikonal scattering between a scalar particle and a massive graviton.
This is e↵ectively a subsector of the previous amplitude where we average over the polarizations
of one of the external gravitons so that it acts a scalar source [19].
11
We must again compute the
following t-channel tree diagram in the eikonal limit, using the kinematics of section 2.2:
.
T T
S S
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Alternatively, we could imagine sending in a classical coherent state with the scalar polarization: this will cause
the final state to also be the scalar polarization, and we will get the same subsector of the amplitude.
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There are now two types of cubic vertices present in the computation. In addition to the cubic
massive graviton vertex (4.1) there is also the scalar-scalar-tensor interaction (3.30),
Vs = −i 2 Cs
M
D−2
2
Pl
(z2 · p1)(z2 · p3) , (5.1)
where we have allowed for an arbitrary coefficient, Cs. The usual canonically-normalized scalar
corresponds to Cs = 1.
5.1 Eikonal Amplitude in General Dimension
In the eikonal limit, the 4-point amplitude takes the form of a differential operator acting on a
Bessel-K function
M4 = Css
2
MD−2Pl
PT3 Sˆ(~e1, ~e3, i~∂b)P1
1
2pi
D−2
2
(m
b
)D−4
2
KD−4
2
(mb) . (5.2)
The vector of polarization coefficients Pa is defined as above in (4.3) and the matrix of operators
Sˆ(~e1, ~e3, i~∂b) is defined as in (4.5). Note that this amplitude does not depend on the mass of the
scalar particle.
Again we must diagonalize this amplitude in order to extract the phase shifts, and we will do
so order-by-order in the small parameter, mb. At small mb, the leading process in the general
amplitude (5.2) is pure tensor scattering
M4 → P1TP3T Css
2
4pi
D−2
2 MD−2Pl
a5
m4
eij1 e
kl
3 ∂bi∂bj∂bk∂bl
[(m
b
)D−4
2
KD−4
2
(mb)
]
, (5.3)
and the tensor polarizations only mix with themselves. Acting with the differential operators, we
obtain the expression
M4 ' P1TP3T Css
2
4pi
D−2
2 MD−2Pl
a5
m4
[
2eij1 e
ij
3
(m
b
)D
2
KD
2
(mb)− 4eik1 ekj3 bibj
(m
b
)D+2
2
KD+2
2
(mb)
+ eij1 e
kl
3 b
ibjbkbl
(m
b
)D+4
2
KD+4
2
(mb)
]
. (5.4)
Without lo s of generality, we now chose the impact parameter to point in the first direc ion,
~b = (b, 0, 0, · · · ). (5.5)
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With this choice, the various ⊕ polarizations mix amongst themselves, but the ⊗ polarizations
are diagonal and don’t mix with the ⊕ polarizations. It is therefore convenient to consider the
eigenvalues of the ⊗ subspace first. Notice that only the ⊗1i polarizations will have a nonzero 1 1
component in eik1 e
kj
3 , so that only these polarizations receive contributions from the second term
in (5.4). Since none of the ⊗ polarizations have a nonzero 1 1 component, none of them will receive
contributions from eij1 e
kl
3 b
ibjbkbl. We can then compute the matrix elements for the various ⊗
polarizations as
T⊗1iT⊗1i =
a5Css2
4pi
D−2
2 MD−2Pl
[
2
m4
(m
b
)D
2
KD
2
(mb)− 2
m2
(m
b
)D−2
2
KD+2
2
(mb)
]
, (5.6)
T⊗ab6=1iT⊗ab6=1i =
a5Css2
4pi
D−2
2 MD−2Pl
2
m4
(m
b
)D
2
KD
2
(mb) . (5.7)
Since this matrix is already diagonal, we just have to take the small b limit of each of the diagonal
entries. We thus find the following phase shifts from the eigenvalues
δT⊗1iT⊗1i = −
a5Css
8pi
D−2
2 MD−2Pl
2
D
2 (D − 1)Γ [D2 ]
m4bD
, (5.8)
δT⊗ab 6=1iT⊗ab6=1i =
a5Css
8pi
D−2
2 MD−2Pl
2
D
2 Γ
[
D
2
]
m4bD
. (5.9)
Note that these have opposite signs, so at least one of them will lead to a time advance. Forbidding
this, we get our first constraint
a5 = 0 . (5.10)
This is consistent with the general pure spin-2 result (4.14) and sets the coefficient of the Riemann
cubed vertex to zero.
After setting a5 to zero, the leading-order terms in the amplitude at small impact parameter take
the form
MIJ4 →
 0 0 −
CST
m2
eij1 ∂bi∂bj
0
CV V2
m2
~e1 · ~∂b~e3 · ~∂b 0
−CST
m2
eij3 ∂bi∂bj 0
a4
2m2
eij1 e
jk
3 ∂bi∂bk
 Css2
2pi
D−2
2 MD−2Pl
(m
b
)D−4
2
KD−4
2
(mb) .
There are various simplifications: scattering between ⊗ polarizations is diagonal and the only
mixing between scalar polarizations and tensor polarizations is with the various ⊕ polarizations.
Using the basis for vector polarizations introduced in Section 2.2, the vector polarizations do not
mix under scattering either. It is most convenient to consider vector scattering and ⊗ tensor
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scattering. The relevant matrix elements are
V1V1 =
CsCV V2s2
2pi
D−2
2 MD−2Pl
[
− 1
m2
(m
b
)D−2
2
KD−2
2
(mb) +
(m
b
)D−4
2
KD
2
(mb)
]
, (5.11)
Va6=1Va6=1 = − Css
2
2pi
D−2
2 MD−2Pl
CV V2
m2
(m
b
)D−2
2
KD−2
2
(mb) , (5.12)
T⊗1iT⊗1i =
a4Css2
4pi
D−2
2 MD−2Pl
[
− 1
m2
(m
b
)D−2
2
KD−2
2
(mb) +
1
2
(m
b
)D−4
2
KD
2
(mb)
]
, (5.13)
T⊗ab6=1iT⊗ab6=1i = −
a4Css2
4pi
D−2
2 MD−2Pl
1
m2
(m
b
)D−2
2
KD−2
2
(mb) . (5.14)
Let’s consider vector scattering first. In the small mb limit, the eigenvalues of that block lead to
the phase shifts:
δV1V1 =
Css
4pi
D−2
2 MD−2Pl
CV V2
m2
2
D−4
2 (D − 3)Γ
[
D
2
− 1
]
1
bD−2
, (5.15)
δVa 6=1Va6=1 = −
Css
4pi
D−2
2 MD−2Pl
CV V2
m2
2
D−4
2 Γ
[
D
2
− 1
]
1
bD−2
. (5.16)
Independent of the rest of the polarizations, these two polarizations have opposite sign eigenvalues,
so we must set CV V2 = 0 to avoid a time advance. Since we have already set a5 = 0, CV V2 is given
by CV V2 = (4a2 − 2a3 + a4)/8. We thus obtain our second constraint:
a4 = 2a3 − 4a2 . (5.17)
This sets to zero the pseudo-linear cubic vertex.
Next we can consider the ⊗ polarizations. These are also diagonal and do not mix with the scalar,
so we can read off their eigenvalues as well, leading to the phase shifts
δT⊗1iT⊗1i =
a4
m2
Css
8pi
D−2
2 MD−2Pl
2
D−6
2 (D − 4)Γ
[
D
2
− 1
]
1
bD−2
, (5.18)
δT⊗ab6=1iT⊗ab6=1i = −
a4
m2
Css
8pi
D−2
2 MD−2Pl
2
D−4
2 Γ
[
D
2
− 1
]
1
bD−2
. (5.19)
In D 6= 4 these two eigenvalues have opposite sign, so one of the two polarizations will have a time
advance unless we set a4 = 2a3 − 4a2 = 0, which implies that
a3 = 2a2 . (5.20)
This sets to zero the cubic vertex coming from the Gauss–Bonnet term. (In D = 4 we have no
Gauss-Bonnet terms and these two contributions are absent.) It is then straightforward to check
that CST = 0 with this parameter choice, so the scattering matrix vanishes at this order and there
are no further constraints.
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With these parameter choices, the amplitude (4.5) is very nearly diagonalized. At leading order in
small impact parameter, the only contribution is an off-diagonal mixing between scalar and vector
polarizations:
M4 ' − Css
2
4pi
D−2
2 MD−2Pl
a1
m
√
D − 2
2(D − 1)
(
P1V P3S~e1 · ~∂b + P1SP3V ~e3 · ~∂b
)(m
b
)D−4
2
KD−4
2
(mb) .
(5.21)
Taking the derivative, we find ~e·~∂b
(
m
b
)D−4
2 KD−4
2
(mb) = −~e·~b (mb )D−22 KD−2
2
(mb) . This is only non-
zero for the V1 polarization, so we see that only this polarization mixes with the scalar polarization.
It leads to a 2×2 matrix to diagonalize which is totally off-diagonal and symmetric. Its eigenvalues
are therefore ± its non-zero entry, so the phase shifts at small mb corresponding to the eigenvalues
are
δ(s, b) = ±a1Css 2
(D−11)/2
pi
D−2
2 MD−2Pl
√
D − 2
D − 1Γ
[
D
2
− 1
]
1
mbD−3
. (5.22)
Since they come in opposite signs, we must set a1 = 0.
To summarize, the total constraints we find are
a1 = 0 , a3 = 2a2 , a4 = 0 , a5 = 0 . (5.23)
These are in full agreement with those derived in the case of pure massive graviton scattering in
D = 4 in Section 4.1, but now in D > 4 the Gauss–Bonnet cubic vertex is explicitly set to zero by
the constraints (rather than being trivial to begin with).
Translated into the Lagrangian basis, this corresponds to a cubic Lagrangian of the form:
L3 = a2
2M
D−2
2
Pl
R
(3)
EH +
a2m
2
2M
D−2
2
Pl
h3µν , (5.24)
where the canonically normalized graviton corresponds to a2 = 2. With this choice of parameters,
the amplitude is diagonal:
M4 = a2Css
2
4pi
D−2
2 MD−2Pl
(
P1SP3S
D + 2
4(D − 1) +
1
2
P1V P3V ~e1 · ~e3 + P1TP3T eij1 eij3
)(m
b
)D−4
2
KD−4
2
(mb),
(5.25)
so that by choosing Csa2 > 0, everything is positive and all the remaining phase shifts are sublu-
minal. (Canonically-normalized gravity minimally coupled to a canonically-normalized scalar field
corresponds to Cs = 1.)
5.2 Eikonal Amplitude in D = 4 and Connection to Shockwaves
In the context of Einstein gravity, the Shapiro time delay experienced by a particle can be computed
from its propagation in a shockwave background described by the Aichelburg–Sexl metric [34,
26
56]. The equivalence of this calculation to the eikonal scattering calculation was shown in [22].
We would like to see that the eikonal and shockwave computations are similarly related in the
massive case. We will concentrate on the case of D = 4 dRGT massive gravity propagating in a
shockwave background—as this is perhaps the most phenomenologically interesting situation—but
the calculation we describe in this section can easily be generalized to a massive spin-2 theory with
arbitrary cubic vertices in arbitrary dimension. (In the same way, the massless spin-2 Shapiro time
delay can be computed with higher curvature terms [40, 60].)
On the amplitude side, we first specialize the scalar–spin-2 scattering calculation of Section 5.1
to a theory whose only spin-2 cubic vertices are the cubic Einstein–Hilbert vertex and the cubic
potential term h3µν in D = 4. Taking the graviton to be canonically normalized, this corresponds
to the choice of coefficients
a2 = 2 , a3 = 4 , a4 = 0 , a5 = 0 . (5.26)
The only free remaining parameter among the five cubic vertices is a1, which sets the coefficient
of the h3µν term. With this choice, the phase shifts for the scalar, vector and tensor modes as
calculated in the previous section reduce to
δS(s, b) = −(a1 + 2) Cs s
16piM2Pl
log(mb) , (5.27)
δV1,V2(s, b) = ±a1
Cs s
8piM2Pl
1√
3mb
, (5.28)
δT⊕,T⊗(s, b) = −
Cs s
4piM2Pl
log(mb) , (5.29)
for mb 1. Absence of a time advance requires a1 = 0, as in the previous section.
We will now see how to reproduce this result directly from the calculation of a massive graviton
propagating in a shockwave geometry of the Aichelburg–Sexl type. This calculation has been
performed previously in [33]. However, since our phase shifts differ slightly from theirs, we review
the calculation here.
de Rham–Gabadadze–Tolley massive gravity is a two-parameter family of theories. The free
parameters are often denoted by c3 and d5 (see, e.g. [27]), where the parameter c3 parametrizes
cubic interactions in the potential and is related to the above coefficients by a1 = 3(1− 4c3). The
parameter d5 parametrizes quartic interactions in the potential. All higher order interactions in
the potential are fixed after specifying c3 and d5. (See Appendix B for a review of the structure of
dRGT.)
The analogue of the Aichelberg–Sexl metric for a massive spin-2 in lightcone coordinates takes
the form
ds2 = −2dx+dx− + F (x+, ~x)dx+2 + d~x2, (5.30)
where the function F (x+, ~x) must satisfy a Poisson equation in the transverse variables
(∇2 −m2)F (x+, ~x) = −16piGT++ , (5.31)
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Figure 1: The shockwave geometry and its connection to scattering. The shockwave travels in the x−
direction. It is traversed by a particle traveling in the x+ direction which experiences a time delay ∆x− as
it crosses the shock.
where T++ is a component of the matter stress tensor Tµν sourcing the shockwave. Interestingly,
this background is a solution to the equations of motion for a massive spin-2 with an arbitrary
potential [64]. This is because the nonlinear terms drop out of the Einstein equations and F (x+, ~x)
solves, in effect, the linear equations of motion of a massive particle. This is a particular feature of
the metric (5.30) analogous to the Aichelburg–Sexl solution in General Relativity which also solves
both the linear and fully non-linear equations. We can write the background metric (5.30) in the
Kerr–Schild form
g¯µν = ηµν + F (x
+, ~x)`µ`ν , (5.32)
where `µ is a covariantly constant null vector, ∇¯µ`ν = `2 = 0 chosen to point in the x− direction
`µ = (1, 0,~0) , (5.33)
and take the stress tensor to be that of a point particle moving at the speed of light with energy
p−:13
Tµν = p
− δ(x+)δ(~x)`µ`ν . (5.34)
13Although this source is apparently singular at x+ = 0—and therefore one might be concerned that the calculation
leaves the regime of validity of the EFT—the final answer is sensitive only to the integral across the singularity, which
is finite. We can therefore think of p− as capturing the width of the shock. Alternatively, one can use a smeared
source as in [33]; this does not change the answer.
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This allows us to solve explicitly for F :
F (x+, ~x) =
p−
piM2Pl
δ(x+)K0(mb) , (5.35)
where b = |~x| is the impact parameter. As expected, both parameters c3 and d5 drop out of this
solution.
To calculate the time delay/advance experienced by a particle in this background (5.32), we
consider fluctuations above the background so that the full metric is
gµν = g¯µν +
2
MPl
hµν . (5.36)
If we expand the dRGT action (B.1) around this background, the linearized equations of motion
are14
Eµν ≡− ∇¯2hµν + 2∇¯λ∇¯(µhν)ρ − ∇¯µ∇¯νh+ g¯µν∇¯2h− g¯µν∇¯λ∇¯κhλκ + g¯µνR¯λκhλκ − R¯hµν
+m2
(
hµν − gµνh+ (12 − 3c3)F (x+, ~x)h`µ`ν − 2(14 − 3c3)F (x+, ~x)`(µ`λhλν) (5.37)
+(1− 3c3)F (x+, ~x)g¯µν`λ`κhλκ − 18F (x+, ~x)2`µ`ν`λ`κhλκ
)
= 0 .
Notably, the parameter d5 has dropped out of these expressions. This is not surprising because we
are calculating a propagation effect, which should be sensitive to the leading-order corrections to
the quadratic action from the background coming from the cubic interactions.15
The equations of motion contain five on-shell constraints which eliminate five unphysical compo-
nents of hµν , leaving the five propagating degrees of freedom of the massive spin-2. The constraints
can be expressed as
∇¯νEνµ = 0 , ∇¯µ∇¯νEµν +
m2
2
Eµµ = 0 . (5.38)
where indices are raised with the background metric, g¯µν . Using four of these constraints, h++,
h+−, h+1 and h+2 can be solved for algebraically in terms of the remaining components. The
remaining constraint eliminates the combination h11+h22. The background spacetime is everywhere
Minkowski except along the line x+ = 0, so the physical degrees of freedom satisfy an unsourced
wave equation in all directions except the x+ direction. We therefore make the ansatz that, for
the unconstrained components, the solution is a plane wave moving in the +x− direction times a
nontrivial function of x+:
h−−(x−, x+, ~x) = H−−(x+) e−i(p
+x−+~q·~x) ,
h−i(x−, x+, ~x) = H−i(x+) e−i(p
+x−+~q·~x) ,
hij(x
−, x+, ~x) = Hij(x
+) e−i(p+x−+~q·~x) ,
(5.39)
14These equations are in agreement with [33] with the conversion c3 = (1− α)/6.
15In fact, it is possible to obtain these results starting from only the cubic vertices (B.6). This theory also admits
the solution (5.32) and to leading order in F , fluctuations about this solution obey an equation equivalent to (5.37),
making it explicit that the time delay is only sensitive to the cubic terms present in the theory.
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where i, j = 1, 2. In order to simplify the equations of motion for these modes, it is convenient to
perform an additional field redefinition, which sends
H−1(x
+) 7→ H−1(x+) + q1
p+
H−−(x
+) , (5.40)
H−2(x
+) 7→ H−2(x+) + q2
p+
H−−(x
+) . (5.41)
After this redefinition, H−i carries the helicity-1 modes, and H−− carries the helicity-0 degree
of freedom. The equations of motion satisfied by these fields decouple from the tensor modes,
H11 −H22 and H12. They are given by
(∂+ + ip
+γ)H−− = i
p−p+
8piM2Pl
δ(x+)
(
8(1− 3c3)K0(mb)H−− − 4i(1− 4c3) p
+
mb
K1(mb) (x1H−1 + x2H−2)
)
,
(∂+ + ip
+γ)H−1 = i
p−p+
8piM2Pl
δ(x+)
(
(5− 12c3)K0(mb)H−1 + 3i(1− 4c3)mx1
p+b
K1(mb)H−−
)
,
(∂+ + ip
+γ)H−2 = i
p−p+
8piM2Pl
δ(x+)
(
(5− 12c3)K0(mb)H−2 + 3i(1− 4c3)mx2
p+b
K1(mb)H−−
)
,
(5.42)
where γ ≡ q2+m2
2(p+)2
. These equations can be grouped into a matrix equation in the form
(∂+ + ip
+γ)HI = i
p−p+
8piM2Pl
δ(x+)MIJHJ . (5.43)
This is a first-order equation, so by diagonalizing the matrix MIJ , we can directly integrate the
resulting equation for the eigenmodes:
H˜I(x
+) = H˜I(x
+
0 )e
−ip+ ∫ x+
x+0
dx˜+
(
γ− p−
8piM2
Pl
δ(x˜+)λI(b)
)
, (5.44)
where λI(b) is the eigenvalue of the matrix MIJ corresponding to the Ith eigenmode. We can
interpret the γ factor in the exponent as the phase shift due to propagation effects of a massive
graviton. This is not the piece we are interested in. Instead, we are interested in the anomalous
shift of the coordinate x− as we cross the shockwave. In order to isolate this contribution, we can
take x+0 and x
+ to be infinitesimal around x+ = 0. This means we will only pick up the second
term in the exponent. We see that the phase shift of the I-th polarization due to the shockwave is
just
δI(s, b) =
p−p+
8piM2Pl
λI(b) =
s
16piM2Pl
λI(b) . (5.45)
The eigenvalues of the matrix MIJ are given by
λS = (5− 12c3)K0(mb) , (5.46)
λV1,V2 =
13− 36c3
2
K0(mb)± 1− 4c3
2
√
9K0(mb)2 + 48K1(mb)2 . (5.47)
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The eigenvalues for the tensor sector, H11 −H22 and H12, are straightforward to extract and are
given by
λT⊗,T⊕ = 4K0(mb) . (5.48)
Converting to the previous coefficient a1 = 3(1 − 4c3) and taking the limit of impact parameters
much smaller than the inverse graviton mass, mb 1, the phase shift (5.45) becomes
δS(s, b) = −(a1 + 2) s
16piM2Pl
log(mb), (5.49)
δV1,V2(s, b) = ±
a1 s
8piM2Pl
1√
3mb
, (5.50)
δT⊗,T⊕(s, b) = −
s
4piM2Pl
log(mb) . (5.51)
This in perfect agreement with (5.27)–(5.29) with canonical normalization Cs = 1. We again
conclude that we must have a1 = 0 to avoid a time advance.
6 Discussion and Conclusions
Demanding that massive spin-2 fields experience an asymptotic time delay is a model-independent
constraint that can be placed on generic theories. We have found that it completely fixes the
cubic structure of the spin-2 self interactions. If cubic vertices are present, they must appear in
the combination (5.24) in order for the EFT description of an isolated massive spin-2 to be valid.
This constraint is independent of the number of dimensions (for D > 3). In the case that other
cubic structures are present, new physics must appear at the low scale, m, the spin-2 mass. This is
somewhat surprising, as perturbative unitarity does not break down until a parametrically higher
scale. This is the power of the eikonal scattering techniques we have employed—the choice of
kinematics provides a complementary picture to analyticity arguments and allows us to see that
new degrees of freedom must enter earlier than other probes would suggest they should.16
It is important to keep in mind the assumptions to which the constraints derived from the eikonal
scattering are subject. Any of these may be violated in any given situation or application. These
assumptions include:
• That the eikonal approximation is valid, i.e., that summing over only ladder type diagrams is
a consistent limit of the full scattering amplitude. The validity of the eikonal approximation
as applied to higher spin particles is still not a settled issue, and there may be subtleties
that could invalidate it. It is thought that the validity of the eikonal approximation requires
that the spin of the exchanged particle in the rungs of the ladder is J ≥ 2. The essential
requirement fulfilled by particles with J ≥ 2 is that the eikonal phase shift, which scales as
δ ∼ sJ−1, must grow with s. A physical argument for this requirement is given in [23]. The
16This is essentially because at a given impact parameter, b, eikonal scattering is sensitive to the presence of
particles which have masses ∼ b−1.
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failure of the eikonal approximation for lower-spin particles is described in [50–52]. There is
an additional subtlety even in the J ≥ 2 case; the eikonal graphs re-sum into a phase, but
if similar cancellations do not occur for subleading graphs, the eikonal approximation will
break down [52]. It is unknown if this happens to all orders, but the leading corrections to
the graviton eikonal amplitude also appear to re-sum into a subleading phase [53].
• That the absence of asymptotic time advances is a fundamental requirement of a UV theory.
As far as we know, there is no direct derivation of the absence of asymptotic time advances in
the S-matrix as a consequence of more fundamental S-matrix notions such as analyticity or lo-
cality, or quantum field theory postulates such as space-like commutativity of local operators.
The presence of superluminality of this kind may not necessarily lead to any microcausality,
acausality or consistency issues [18, 38, 39].
• That flat space is a solution out to length scales  m−1. In most cosmological applications
of massive gravity17 the horizon size is of order m−1, and so there is no notion of a flat space
S-matrix at scales larger than the Compton wavelength of the graviton. In this case, the
bounds derived don’t directly apply.
The most direct application of our results is to constrain effective theories of an isolated massive
spin-2 field. The most interesting of these theories is dRGT massive gravity. dRGT massive gravity
is a two-parameter family of theories and the positivity of the eikonal phase completely fixes one
of these parameters, leaving a one-parameter family of theories consistent with the constraint.
Another independent scattering constraint comes from forward dispersion relations [7, 9], which
in [10] were applied to dRGT. There they found a blob-like two dimensional compact subregion of
the parameter space consistent with these constraints. As was noted in [33] there is a nontrivial
overlap of these two regions, identifying a small line in parameter space consistent with both
constraints. Our results are also applicable to the pseudo-linear theory of a massive spin-2 [31, 32].
In this case, there is no region of parameter space consistent with dispersion relation constraints [11]
and similarly our results constrain the cubic terms in this theory to vanish (as the Einstein–Hilbert
vertex is not part of the theory). Within the context of massive gravity and related theories,
a natural direction to pursue is to extend these eikonal constraints to the case of bimetric [66]
or multi-metric theories [67], where both massive and massless spin-2 particles are present, or to
massive scalar tensor theories [68, 69] where scalars are present.
In this paper, we have only considered the leading contribution to eikonal scattering of a massive
spin-2. At this order, the phase shift is only sensitive to the on-shell cubic vertices in the theory.
It is expected that sub-leading eikonal graphs should be sensitive to the higher-order interactions
in the theory. Some work has been done on sub-leading corrections to the eikonal amplitude in the
context of General Relativity [53, 54], but it remains a largely unexplored subject. It would also be
interesting to understand the connection between positivity of eikonal scattering and positivity of
forward scattering [7, 9] or positivity constraints which come from the conformal bootstrap [70, 71].
17See [65] for a status report.
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Two interesting test cases are the galileon [72] and the shift symmetric scalar with a “wrong sign”
(∂φ)4 interaction. In both theories, there are no on-shell three-point functions. This guarantees
that the phase shift in the leading eikonal approximation will vanish. This is consistent with
the explicit leading-order computation of [73] for the galileon.18 The time advance computation
was done to sub-leading order in [73], where there is a non-zero time advance. Presumably this
computation would be captured by sub-leading graphs in the eikonal approximation where quartic
vertices are important. Similarly, the sign of the (∂φ)4 operator in the shift-symmetric case should
be constrained by some subleading eikonal amplitude.
The constraints on the interaction of massive spin-2s should also provide some insights into the
interactions of higher-spin particles more generally. For example, in Kaluza–Klein theories where
massive spin-2 states appear, it would be interesting to understand if each of the massive spin-
2’s separately has a positive Shapiro time delay or whether cancellations between them make the
theory subluminal. Similarly, the leading Regge trajectory of the open bosonic string has a massive
spin-2 excitation. In our language, its on-shell cubic amplitude is given by [74]
Aon−shell ∝ 40
3
B1 + 14
3
B2 − 2
15
B4 + 2
9
B5, (6.1)
where the Bi are the Lagrangian amplitudes given above in Section 3.2 and the spin-2 two mass
is m2 = 1/α′, with α′ the Regge slope (note that the pseudo-linear term B3 does not appear
here). Taken by itself, this implies that the spin-2 excitation will experience an asymptotic time
advance. Presumably, the full tree-level Shapiro time delay in string theory is positive, which
implies that there should be tree-level contributions from all the higher-spin intermediate states
on the same Regge trajectory which make the time delay positive for all polarizations, along the
lines of what happens for the massless spin-2 mode [25]. It would be interesting to understand
how this works in detail. Such considerations also apply to large N confining gauge theories, and
are complimentary to other S-matrix bootstrap constraints on the possible spectra of interacting
higher spin particles [75].
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A Eikonal Resummation with Spin
Here we exhibit the resummation of ladder diagrams into an eikonal phase in the case of spinning
particles. Consider a generic theory which has a particle, A, with mass MA, a particle, B, with
18Note that it is important to integrate the phase shift from the asymptotic past to the asymptotic future in order
to get zero. In [20] a similar computation is done from the origin outward, which yields a nonzero time advance.
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mass MB, and a particle, C, with mass m. Some of the particles may be the same, and all may
have arbitrary spin. There are on-shell non-trivial 3-point vertices AAC and BBC.
We’re interested in the elastic 4-particle process AB → AB, with the kinematics of Section 2.2.
The leading eikonal approximation sums up—in a certain approximation—all ladder diagrams
where A interacts with B only through the exchange of Cs which take the form
k1 k2 k3 kn
p1
p2
p3
p4 = p1 + p2   p3
p1   k1   k2
p2 + k1 + k2p2 + k1
p1   k1
A
B
· · ·
along with all diagrams where the rungs are crossed. The 0-loop ladder is the t-channel tree level
exchange diagram. At 1-loop order there are two possible diagrams: a box and a cross. A n-loop
order, there are n! possible diagrams, corresponding to all possible crosses of the ladder which are
in one-to-one correspondence with the permutations of the rungs of the ladder.
Each ladder diagram is computed using the following rules. For an n − 1 loop ladder diagram,
which has n rungs:
• Label the momenta along the rungs of the ladder as k1, k2, · · · , kn.
• Integrate over all the undetermined rung momenta and compensate for the extra free mo-
mentum by inserting a factor of (2pi)DδD(p3− p1 +
∑n
i=i ki) which fixes the total momentum
transfer to be the difference between p3 and p1.
• Treat the rung propagator denominators with particle C exactly:
−i
k2i +m
2 − i . (A.1)
• For the propagator denominators of A on the top rails, use the approximation
−i
(p1 + k)2 +M2A − i
→ −i
2p1 · k − i , (A.2)
and for the propagator denominators of B on the bottom rails, use the approximation
−i
(p2 + k)2 +M2B − i
→ −i
2p2 · k − i , (A.3)
where in each case k is the appropriate sum of the rung momenta.
Furthermore, breaking up kµ = (k−, k+,k), take the large p+, p− limit in the dot products,
which leads to
p1 · k → −p+k−, p2 · k → −p−k+. (A.4)
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• For all propagator numerators, take kµ = 0.
• For theAAC vertex factors, we take the on-shell cubic Feynman rules with momenta {p1,−(p1−
k),−k}. Similarly, for the BBC vertex factors, take the on-shell cubic Feynman rules with
momenta {p2,−(p2 + k), k}.
Using these rules, we will see that the ladder diagrams sum up into an exponential of the tree
level diagram in impact parameter space. The claim19 of the eikonal approximation is that the full
2→ 2 amplitude organizes into an exponential whose argument has a natural expansion in powers
of p+, p−, and that the leading exponent is captured by the summation of ladder diagrams using
the above rules and expanding to leading order.
A.1 Computing the Diagrams
We first compute a generic ladder diagram using the above eikonal rules. We will allow all the
particles to be spinning and/or massive, and so we introduce the following generic indices for the
various particles:
• Particle A has Lorentz labels I,J , . . . and polarization labels i, j, . . .. The polarization tensors
are iI . The propagator numerators are NIJ .
• Particle B has Lorentz labels I˜, J˜ , . . . and polarization labels i˜, j˜, . . .. The polarization tensors
are i˜I˜ . The propagator numerators are NI˜J˜ .
• Particle C has Lorentz labels I, J, . . .. The propagator numerators are NIJ .
Here each of the Lorentz labels is a multi-index collectively labelling whatever Lorentz representa-
tion the field transforms in, for example if particle A is a spin-s then I is a string of s symmetric
Lorentz indices, I ≡ µ1 · · ·µss . The Feynman rules for the cubic vertices are
• AAC vertex: V IJ ,I(A) (p, k).
• BBC vertex: V I˜J˜ ,I(A) (p, k).
With all this, we can use the Feynman rules to write down the expression for all the n − 1 loop
19As far as we are aware, there is no proof of this claim, and it is thought to fail in some cases [50–52].
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ladder diagrams,
iMi˜i,jj˜n−1 =
∫
dDk1
(2pi)D
· · · d
Dkn
(2pi)D
−iNI1J1
k21 +m
2
· · · −iNInJn
k2n +m
2
(2pi)DδD
(
p3 − p1 +
n∑
i=i
ki
)
× iI1(p1)V I1J1,I1(A) (p1,−k1)V I2J2,I2(A) (p1,−k2) · · ·V InJn,In(A) (p1,−kn)∗jJn(p1)
× −iNJ1I2(p1)−2p1 · k1 − i
−iNJ2I3(p1)
−2p1 · (k1 + k2)− i · · ·
−iNJn−1In(p1)
−2p1 · (k1 + k2 + · · ·+ kn−1)− i
×
∑
perms
i˜I˜1(p2)V
I˜1J˜1,J1
(B) (p2, k1)V
I˜2J˜2,J2
(B) (p2, k2) · · ·V I˜nJ˜n,Jn(B) (p2, kn)∗j˜J˜n(p2)
× −iNJ˜1I˜2(p2)
2p2 · k1 − i
−iNJ˜2I˜3(p2)
2p2 · (k1 + k2)− i · · ·
−iNJ˜n−1I˜n(p2)
2p2 · (k1 + k2 + · · ·+ kn−1)− i . (A.5)
The sum
∑
perms is over all permutations of {k1, k2, · · · , kn}, and accounts for all the n! ladder
diagrams with all the various crossings.
Replacing the dot products in the denominators according to the eikonal rules, p1 · k → −p+k−,
p2 · k → −p−k+, we have
iMn−1 = 1
4n−1
∫
dDk1
(2pi)D
· · · d
Dkn
(2pi)D
−iNI1J1
k21 +m
2
· · · −iNInJn
k2n +m
2
(2pi)DδD
(
p3 − p1 +
n∑
i=i
ki
)
× iI1(p1)V I1J1,I1(A) (p1,−k1)V I2J2,I2(A) (p1,−k2) · · ·V InJn,In(A) (p1,−kn)∗jJn(p1)
× −iNJ1I2(p1)
p+k−1 − i
−iNJ2I3(p1)
p+(k−1 + k
−
2 )− i
· · · −iNJn−1In(p1)
p+(k−1 + k
−
2 + · · ·+ k−n−1)− i
×
∑
perms
i˜I˜1(p2)V
I˜1J˜1,J1
(B) (p2, k1)V
I˜2J˜2,J2
(B) (p2, k2) · · ·V I˜nJ˜n,Jn(B) (p2, kn)∗j˜J˜n(p2)
× −iNJ˜1I˜2(p2)−p−k+1 − i
−iNJ˜2I˜3(p2)
−p−(k+1 + k+2 )− i
· · ·
−iNJ˜n−1I˜n(p2)
−p−(k+1 + k+2 + · · ·+ k+n−1)− i
(A.6)
=
1
4n−1
∫
dD−2k1
(2pi)D−2
· · · d
D−2kn
(2pi)D−2
∫
dk+1
2pi
· · · dk
+
n
2pi
∫
dk−1
2pi
· · · dk
−
n
2pi
× −iNI1J1−2k+1 k−1 + k21 +m2
· · · −iNInJn−2k+n k−n + k2n +m2
× (2pi)DδD−2
(
−q+
n∑
i=i
ki
)
δ
(
n∑
i=i
k+i
)
δ
(
n∑
i=i
k−i
)
× iI1(p1)V I1J1,I1(A) (p1,−k1) · · ·V InJn,In(A) (p1,−kn)∗jJn(p1)NJ1I2(p1) · · ·NJn−1In(p1)
× 1
p+k−1 − i
1
p+(k−1 + k
−
2 )− i
· · · 1
p+(k−1 + k
−
2 + · · ·+ k−n−1)− i
× i˜I˜1(p2)V
I˜1J˜1,J1
(B) (p2, k1) · · ·V I˜nJ˜n,Jn(B) (p2, kn)∗j˜J˜n(p2)NJ˜1I˜2(p2) · · ·NJ˜n−1I˜n(p2)
×
∑
perms
1
p−k+1 + i
1
p−(k+1 + k
+
2 ) + i
· · · 1
p−(k+1 + k
+
2 + · · ·+ k+n−1) + i
. (A.7)
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Note that we have pulled the B vertices and numerators outside the sum over permutation, since
their product is permutation-invariant when combined with all the other stuff.
We now make use of the following delta function identity (see the appendix of [55] for a proof)
lim
→0
δ(x1+x2+· · ·+xn)
∑
perms
1
x1 ± i
1
x1 + x2 ± i · · ·
1
x1 + x2 + · · ·xn−1 ± i = (∓2pii)
n−1δ(x1)δ(x2) · · · δ(xn) .
(A.8)
Here, the sum over permutations means that we sum over all n! permutations of the set {x1, x2, · · · , xn}.
For example, the first two instances of (A.8) read
n = 1, δ(x1) = δ(x1) , (A.9)
n = 2, δ(x1 + x2)
(
1
x1 ± i +
1
x2 ± i
)
= ∓2piiδ(x1)δ(x2) . (A.10)
Using (A.8) on the k+ variables in (A.7), we have
iMn−1 = 1
4n−1
∫
dD−2k1
(2pi)D−2
· · · d
D−2kn
(2pi)D−2
∫
dk+1
2pi
· · · dk
+
n
2pi
∫
dk−1
2pi
· · · dk
−
n
2pi
× −iNI1J1−2k+1 k−1 + k21 +m2
· · · −iNInJn−2k+n k−n + k2n +m2
(2pi)DδD−2
(
−q+
n∑
i=i
ki
)
δ
(
n∑
i=i
k−i
)
× iI1(p1)V I1J1,I1(A) (p1,−k1) · · ·V InJn,In(A) (p1,−kn)∗jJn(p1)NJ1I2(p1) · · ·NJn−1In(p1)
× 1
p+k−1 − i
1
p+(k−1 + k
−
2 )− i
· · · 1
p+(k−1 + k
−
2 + · · ·+ k−n−1)− i
× i˜I˜1(p2)V
I˜1J˜1,J1
(B) (p2, k1) · · ·V I˜nJ˜n,Jn(B) (p2, kn)∗j˜J˜n(p2)NJ˜1I˜2(p2) · · ·NJ˜n−1I˜n(p2)
× (−2pii)
n−1
|p−|n−1 δ(k
+
1 ) · · · δ(k+n ) . (A.11)
We can now use the delta functions in k+ to do the k+ integrals,
iMn−1 = (−2pii)
n−1
|p−|n−1
1
4n−1
1
(2pi)n
∫
dD−2k1
(2pi)D−2
· · · d
D−2kn
(2pi)D−2
∫
dk−1
2pi
· · · dk
−
n
2pi
× −iNI1J1
k21 +m
2
· · · −iNInJn
k2n +m
2
(2pi)DδD−2
(
−q+
n∑
i=i
ki
)
δ
(
n∑
i=i
k−i
)
× iI1(p1)V I1J1,I1(A) (p1,−k1) · · ·V InJn,In(A) (p1,−kn)∗jJn(p1)NJ1I2(p1) · · ·NJn−1In(p1)
× i˜I˜1(p2)V
I˜1J˜1,J1
(B) (p2, k1) · · ·V I˜nJ˜n,Jn(B) (p2, kn)∗j˜J˜n(p2)NJ˜1I˜2(p2) · · ·NJ˜n−1I˜n(p2)
∣∣∣
k+=0
× 1
p+k−1 − i
1
p+(k−1 + k
−
2 )− i
· · · 1
p+(k−1 + k
−
2 + · · ·+ k−n−1)− i
. (A.12)
The integral measure is symmetric under the interchange of any of the k− variables. We may
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therefore symmetrize the entire integrand over the k− variables,
iMn−1 = (−2pii)
n−1
|p−|n−1
1
4n−1
1
(2pi)n
∫
dD−2k1
(2pi)D−2
· · · d
D−2kn
(2pi)D−2
∫
dk−1
2pi
· · · dk
−
n
2pi
× −iNI1J1
k21 +m
2
· · · −iNInJn
k2n +m
2
(2pi)DδD−2
(
−q+
n∑
i=i
ki
)
δ
(
n∑
i=i
k−i
)
× iI1(p1)V I1J1,I1(A) (p1,−k1) · · ·V InJn,In(A) (p1,−kn)∗jJn(p1)NJ1I2(p1) · · ·NJn−1In(p1)
× i˜I˜1(p2)V
I˜1J˜1,J1
(B) (p2, k1) · · ·V I˜nJ˜n,Jn(B) (p2, kn)∗j˜J˜n(p2)NJ˜1I˜2(p2) · · ·NJ˜n−1I˜n(p2)
∣∣∣
k+=0
× 1
n!
∑
perms
1
p+k−1 − i
1
p+(k−1 + k
−
2 )− i
· · · 1
p+(k−1 + k
−
2 + · · ·+ k−n−1)− i
. (A.13)
Now we use the delta identity (A.8) again on the k− variables, giving
iMn−1 = (−2pii)
n−1
|p−|n−1
1
4n−1
1
(2pi)n
∫
dD−2k1
(2pi)D−2
· · · d
D−2kn
(2pi)D−2
∫
dk−1
2pi
· · · dk
−
n
2pi
× −iNI1J1
k21 +m
2
· · · −iNInJn
k2n +m
2
(2pi)DδD−2
(
−q+
n∑
i=i
ki
)
× iI1(p1)V I1J1,I1(A) (p1,−k1) · · ·V InJn,In(A) (p1,−kn)∗jJn(p1)NJ1I2(p1) · · ·NJn−1In(p1)
× i˜I˜1(p2)V
I˜1J˜1,J1
(B) (p2, k1) · · ·V I˜nJ˜n,Jn(B) (p2, kn)∗j˜J˜n(p2)NJ˜1I˜2(p2) · · ·NJ˜n−1I˜n(p2)
∣∣∣
k+=0
× 1
n!
(2pii)n−1
|p+|n−1 δ(k
−
1 ) · · · δ(k−n ) , (A.14)
and then use the delta functions to do the k− integrals,
iMn−1 = (−2pii)
n−1
|p−|n−1
(2pii)n−1
|p+|n−1
1
n!
1
4n−1
1
(2pi)n
1
(2pi)n
∫
dD−2k1
(2pi)D−2
· · · d
D−2kn
(2pi)D−2
× −iNI1J1
k21 +m
2
· · · −iNInJn
k2n +m
2
× iI1(p1)V I1J1,I1(A) (p1,−k1) · · ·V InJn,In(A) (p1,−kn)∗jJn(p1)NJ1I2(p1) · · ·NJn−1In(p1)
× i˜I˜1(p2)V
I˜1J˜1,J1
(B) (p2, k1) · · ·V I˜nJ˜n,Jn(B) (p2, kn)∗j˜J˜n(p2)NJ˜1I˜2(p2) · · ·NJ˜n−1I˜n(p2)
∣∣∣
k+,k−=0
× (2pi)DδD−2
(
−q+
n∑
i=i
ki
)
. (A.15)
We’ll now use the fact that the sum over polarizations gives a propagator numerator, for both the
A and B particles,
∗iI(p)
i
J (p) = NIJ (p) ,
∗ i˜I˜(p)
i˜
J˜ (p) = NI˜J˜ (p), (A.16)
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to replace all instances of NIJ (p) and NI˜J˜ (p) in the above. Now we can group together the
numerators and vertices. Define
V i˜i,jj˜(p+, p−,ki) ≡ iI(p1)V IJ ,I(A) (p1,−ki)∗jJ (p1)NIJi˜I˜(p2)V
I˜J˜ ,J
(B) (p2, ki)
∗j˜
J˜ (p2)
∣∣∣
k+,k−=0
, i = 1, · · · , n.
(A.17)
With this the amplitude becomes
iMi˜i,jj˜n−1 = (2pi)D−2
1
|p−p+|n−1
1
n!
1
4n−1
∫
dD−2k1
(2pi)D−2
· · · d
D−2kn
(2pi)D−2
−i
k21 +m
2
· · · −i
k2n +m
2
× V i˜i,
i2 i˜2
(p+, p−,k1)V i2 i˜2,i3 i˜2(p
+, p−,k2) · · · V in i˜2,jj˜(p+, p−,kn) δD−2
(
−q+
n∑
i=i
ki
)
.
(A.18)
we can write the (D − 2)-dimensional delta function in terms of an integral over b,
δD−2
(
−q+
n∑
i=i
ki
)
=
∫
dD−2b
(2pi)D−2
e−ib·(−q+
∑n
i=i ki), (A.19)
and write the (n− 1)-loop amplitude as
iMi˜i,jj˜n−1 = 4|p−p+|
∫
dD−2b eib·q
1
n!
[
1
4|p−p+|
∫
dD−2k
(2pi)D−2
V i˜i,jj˜(p+, p−,k) −i
k2 +m2
e−ib·k
]n
. (A.20)
with matrix multiplication implied for V.
A.2 Summing All Loops
Now that we have a relatively simple expression for a the (n − 1)-loop diagrams, we can see how
to sum up the different loop orders. Defining the eikonal phase,
δi˜i,jj˜(b) = − 1
4|p−p+|
∫
dD−2k
(2pi)D−2
V i˜i,jj˜(p+, p−,k) 1
k2 +m2
e−ib·k
= − 1
4|p−p+|V
i˜i,jj˜(p+, p−, i∂b)
∫
dD−2k
(2pi)D−2
1
k2 +m2
e−ib·k
= − 1
4|p−p+|V
i˜i,jj˜(p+, p−, i∂b)
[
1
2pi
D−2
2
(m
b
)D−4
2
KD−4
2
(mb)
]
, (A.21)
the full amplitude is now seen to exponentiate,
iMi˜i,jj˜ =
∞∑
n=1
iMn−1 = 4|p−p+|
∫
dD−2b eib·q
(
eiδ(b) − 1
)i˜i,jj˜
. (A.22)
with matrix exponentiation implied for δi˜i,jj˜ .
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Note that the tree level diagram is
Mi˜i,jj˜0 = 4|p−p+|
∫
dD−2b eib·qδi˜i,jj˜(b) , (A.23)
so inverse Fourier transforming, we can write the eikonal phase as the Fourier transform of the tree
level diagram,
δi˜i,jj˜(b) =
1
4|p−p+|
∫
dD−2q
(2pi)D−2
e−ib·qMi˜i,jj˜0 (q) , (A.24)
which is the 2→ 2 scattering amplitude in impact parameter space.
The eikonal phase is a matrix, and diagonalizing this matrix gives the eigenstates which propagate
with a definite phase. For each such state, the associated eigenvalue, δ, is then related to the time
delay of propagation of that state by
∆x− =
1
|p−|δ . (A.25)
B Cubic Vertices of dRGT
One of the applications of our analysis is to constrain the possible parameters in nonlinear massive
gravity which are consistent with positivity of the eikonal amplitude. Therefore, it is worth being
explicit about the cubic vertices that appear in the dRGT theory [28] and what the constraints are.
Here we specialize to D = 4. The dRGT theory is a 2-parameter family which can be written as
S = M2Pl
∫
d4x
√−g
(
R
2
+
m2
2
[ (
[K]2 − [K2])+ α3 ([K]3 − 3[K][K2] + 2[K3]) (B.1)
+ α4
(
[K]4 − 6[K]2[K2] + 8[K][K3] + 3[K2]2 − 6[K4]) ]) .
The tensor K is defined to be (with the definition gµν = ηµν + hµν)
Kµν = δµν −
√
gµαηαν = −
∞∑
n=1
(2n)!
(1− 2n)(n!)24n (H
n)µν , (B.2)
with Hµν = gµαhαν . The relation between the parameters α3, α4 here and the parameters c3, d5
used in Section 5.2 is
α3 = −2c3 , α4 = −4d5. (B.3)
In order to see what cubic terms are present we expand the action (B.1) out to cubic order
Lh = M2Pl
(
1
8
hEh− m
2
8
(h2µν − h2) +R(3)EH[h] +
m2
16
(
(3 + 2α3)h
3
µν − (4 + 3α3)hh2µν + (1 + α3)h3
))
+O (h4) ,
(B.4)
where R
(3)
EH[h] is the cubic term coming from the Einstein–Hilbert action and
1
2hEh is the usual
graviton kinetic term
1
2
hµνEµναβhαβ = −1
2
∂µhαβ∂
µhαβ + ∂µhαβ∂
αhµβ − ∂µhµν∂νh+ 1
2
∂µh∂
µh . (B.5)
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This action is not canonically-normalized, so we must redefine hµν 7→ 2MPlhµν so that we have
L2h = 1
2
hEh−m
2
2
(h2µν−h2)+
1
MPl
R
(3)
EH[2h]+
m2
2MPl
(
(3 + 2α3)h
3
µν − (4 + 3α3)hh2µν + (1 + α3)h3
)
.
(B.6)
Unsurprisingly, the quartic dRGT potential and the corresponding coefficient α4 does not contribute
to the action up to cubic order (B.6). We can now read off the coefficients of the cubic terms in
the Lagrangian basis:
b1 =
3
2
(3 + 2α3) , (B.7)
b2 = 1 . (B.8)
It is then straightforward to translate these to the structures basis using the formulae in Section 3.2
a1 = 3(1 + 2α3) , (B.9)
a2 = 2 , (B.10)
a3 = 4 . (B.11)
Both the shockwave analysis and the scattering computation tell us that we need to fix the coefficient
of the h3 vertex in terms of the Einstein–Hilbert cubic term. Specifically, the special point in
parameter space is a1 = 0. This corresponds to
α3 = −1
2
. (B.12)
This fixes the cubic dRGT action to take the form
L2h = 1
2
hEh− m
2
2
(h2µν − h2) +
1
MPl
R
(3)
EH[2h] +
m2
MPl
(
h3µν −
5
4
hh2µν +
1
4
h3
)
. (B.13)
Having fixed the parameter α3, we are left with only the freedom to rescale m,MPl and choose α4.
As was noted in [33], part of this reduced parameter space is still consistent with the region
of parameter space identified in [10] by demanding consistency with forward dispersion relations
following from S-matrix analyticity [7, 9].
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