Introduction
The numerical simulation of molecular structures is of growing importance for modern developments in technology and science, like molecular biology and nano-sciences, semiconductor devices etc. On microscopic scales classical mechanics must be replaced by the laws of quantum mechanics. Therefore reliable computational tools should be based on First Principles of quantum mechanics for simulating the quantum mechanical phenomena accurately. In these ab initio computations, the model equations are derived on the basis of only very few fundamental laws of quantum mechanics, namely the many particle Schrodinger equation as a commonly accepted fundamental basis.
Based on the fundamental work of Dirac, Hartree and Slater and others during 70 years history in quantum chemistry impressive progress has been achieved. The impressive success of recent ab initio computations is the result of systematic developments in quantum chemistry using Gaussian type basis functions and additionally the development of density functional theory by Kohn and co-authors, which simplifies the equations drastically. In particular, the work of Pople and Kohn was awarded in 1998 by the noble prize in chemistry.
Gaussian type basis functions are commonly used in computational quantum chemistry. Already relatively few of these basis functions provide highly accurate results. They have been optimized up to an impressive efficiency. In density functional theory, i.e. for the numerical solution of Kohn Sham equations, systematic basis functions based on Cartesian grids are also used in practice. In fact extremely large systems, in particular metallic systems, are computed with plane wave basis sets, finite differences, splines and wavelets in conjunction with pseudo-potentials. In fact, the use of pseudo potentials reduces the number of those basis functions drastically.
For atomic orbital functions like Gaussian type orbitals or Slater type orbitals rigorous convergence and approximation estimates are not proved yet. And due to its nature, it will be hard to obtain such estimates. Alternatively for methods which are based on Cartesian grids like plane wave basis functions, B-splines or multiresolution spaces, e.g. wavelets, or finite difference methods the approximation property of the basis functions is known. Due to the fact that the supports of the basis functions overlap, the Galerkin method requires matrices representing the potentials which are asymptotically sparse, but practically still contain several thousands of entries in each row. This is in strong contrast to finite difference methods where these matrices are diagonal (for local potentials). This means the complexity of the matrix vector multiplication differs by a factor of 100 to 1000. For interpolating basis functions, an alternative projection method namely the collocation method also yields diagonal matrices for representing local potentials. Even if it is not mentioned explicitly in the literature the collocation method is involved when using plane wave basis sets. Also many finite difference methods can be cast into the framework of collocation methods on shift invariant function spaces, e.g. multi-resolution spaces. The collocation method for a single particle Schrodinger operator or for the Hamilton Fock operator consists in the solution of the following finite dimensional eigenvalue problem Both, the collocation method as well as the Galerkin method are projection methods. In contrast to the Galerkin method the collocation method is not variational. As a consequence convergence estimates cannot be obtained by min-max principles. The convergence theory of projection methods for eigenvalue problems has been considered by several authors, see e.g.
Refs. 1,41. A comprehensive treatment can be found in Ref. 11 . However this theory is incomplete, because these papers are mainly dealing with compact operators. For instance, eigenvalue problems for elliptic partial differential operators on compact domains can be cast into this framework. Unfortunately, the Schrodinger operators and the Hamilton Fock operators on R3 do not fit into this framework. Typically those operators permit beside a discrete spectrum also a continuous spectrum. This fact makes the
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convergence theory much more complicated. The well established classical convergence theory about eigenvalue computation via projection methods does not apply directly for the computation of molecules.
All these methods are scaling at least cubically w.r.t. the number of electrons N . This scaling is a bottleneck for computing large systems including several thousands of electrons. Recently ideas have been proposed claiming linear scaling. These methods are working quite well for insulating systems and small sets of highly localized Gaussian basis functions.20 Nevertheless, including more and more diffusive Gaussian basis functions would ruin the efficiency of the linear scaling methods completely. For the computation of extremely large systems within the framework of Density Functional Theory, wavelet basis functions might offer a perspective. The present article aims beside a very brief introduction into electronic structure calculation and effective one particle models like Hartree Fock or Kohn Sham, to focus on the convergence theory for projection methods, in particular, the collocation method involved in the numerical solution of the Hartree Fock and Kohn Sham equations. Since both equations are nonlinear and must be solved iteratively each iteration step requires the solution of a linear eigenvalue problem for a single particle Schrodinger type operator. We consider the convergence of projection methods for these linear operators. The convergence theory for the full nonlinear problem is still in its infancy, see e.g. Ref. 10 for further comments. Due to the lack of space we will only provide a road map for this theory and sketch the proofs. The detailed proofs we will be published in a separate paper.
Electronic Structure Calculation
The description of a wide range of molecular phenomena requires only very few postulates to establish the corresponding quantum mechanical formulation. In what follows we will confine ourselves to stationary and nonrelativistic theory. 1.e. we do not consider an explicit dynamic behavior and we neglect relativistic quantum phenomena.
The behavior of a system of N identical particles with spin si, i = 1, . . . , N , is completely described by a state-or wave-function (xl,sl;...;xN,sjV)H @(~l,sl;...;x~,sN) E c .
For each particle i there are the corresponding spatial coordinates xi = xi,^, xi,2, xi,3) E R3 and a spin variable si.
In quantum mechanics identical particles cannot be distinguished. Therefore, the state functions @ must be either Moreover it is known that the corresponding eigenfunction function is exponentially decaying at infinity. In contrast to its simplicity this equation seems to be nearly intractable by deterministic numerical methods. Because the electronic Schrodinger equation is posed in extremely high dimensions, numerical approximation is hampered by the curse of dimensions. Actually, the number of dimensions is (neglecting the spin variable) 3 N , where N is the total number of particles, in our case electrons, inside the system. The anti-symmetry constraint, formulated by the Pauli principle, is posing additional difficulties. Last but not least the state function are not completely smooth. They admit singularities in the derivatives, so called cusps. In fact, existing deterministic methods like full CI usually are scaling exponentially with the number of electrons N . There are some recent approximation theoretic concepts, namely sparse grids or hyperbolic cross a p p r o~i r n a t i o n ,~3~~ which can partially circumvent the curse of dimensions.
Despite these difficulties, after more than 50 years of development in quantum chemistry, and quantum physics nowadays there are tools available to compute the ground state energy of relatively large systems up to a considerable accuracy. This progress has been awarded by the noble price in chemistry given to Noble for the development incorporated in the software package GAUSSIAN and to R.V. Kohn for the development of density functional theory. Perhaps a historical survey even has to consider more than 20 outstanding scientist who made milestone contributions to this successful development of numerical methods. Due to the success and also the limitations of the Hartree Fock approximation, one branch is trying to compute the ground state energy from the solution of a nonlinear and coupled system in only one particle variable, i.e. in R3 x {zti} or even R3.
These used methods allow the treatment of rather large system because one has excluded the problem of high dimensional approximation. Nevertheless there remains an intrinsic modeling error since no existing model is completely equivalent to the original electronic Schrodinger equation. Due to their efficiency the methods are widely and successfully' used for large systems, in particular for the computation of bulk crystals in solid state physics. In the present paper we will focus only on those effective particle methods. Very recent methods are scaling, in a very rough sense, linearly with respect to the number of particles N . , ( c p i ,~j ) = % j , 
Effective One-Particle Models

Hartree-Fock equations
The minimization of the above quadratic functional using only one Slater determinant has to incorporate the orthogonality constraint condition. The Lagrange formalism then leads to the Hartree-Fock equations as a necessary condition, Ref. With the ansatz Q = Q S L = h d e t ( c p i ( x j ) ) as a single Slater-
with core potentials Vcore(x) = xjz1 lx-&l. Here the Hartree Potential VH is given by VH(X) = sw3 B d y , and the exchange energy term is 
The orbitals are the eigenfunctions corresponding to the N lowest eigenvalues of XQ, XI 
Since the exchange term W in the Hartree-Fock model depends on the full density matrix, and not only on the electron density, this term is replaced by an exchange correlation potential term V x c ( x ) . Unfortunately this term is not known explicitly. However many properties of this expression are known, and since this term must be universal for all electronic systems, there exist several successful clues how to realize this term n H V X C . There is a long list of correlation exchange functionals satisfying known properties more or less. The simplest approximations have the form V x c ( x ) = -CTF p(x, x ) l l 3 + correction terms. These functionals have been proved to be successful in many situations and they are widely accepted. In benchmark computations merging between Hartree-Fock and Kohn Sham equations, so called hybrid models (e.g. Refs.5,7) of the form
where a = 0 leads to the Hartree-Fock equations, and /? = 0 to the KohnSham equations, have been shown to perform best. Nevertheless the exact
Multi-Scale Approrimation Schemes an Electronic .Structure Calculation 67
form is not known, and even with best numerical approximation there remains a modeling error. In contrast to Hartree Fock, where the approximate state function is given by a Slater-determinant built by the orbitals, the orbitals from Kohn Sham equations are not related to the wave function P.
The relevant output quantity is only the ground state energy Eo.
Some existence results are known also for the Kohn Sham equations based on the local density appr~ximation.~' There several nonlinear terms have been slightly modified to guarantee sufficient regularity for an analytical treatment. Since the correct exchange correlation term is not known, such modifications may be accepted. Since the Kohn Sham equations are very similar to the Hartree Fock equations, it is usual practice to assume that the Kohn Sham system has similar properties like the Hartree Fock system. In particular it is assumed that the aufbau principle holds. It is also common practise to consider systems at a finite temperature T > 0.
In this case the electron density is defined by n(x) = 2 Ck,l ~(k)lcpk(x)1~
where the occupation numbers ~( k ) are given by the Fermi statistic. The solutions of these effective one particle models can be assumed to be Cm(JR3\{Rj : j = 1,. . . , M } ) . The singularities of the solutions degrade the convergence rate of the discretization methods. It is common for practise in physics to replace the core potential Vcore(x) = C,"=, Ix-& N electrons by an effective potential (operator) Vejjl the so-called pseudopotential for the valence electrons only. These pseudo-potentials reduce the particle number N and smooth the core singularity and oscillations in the core region. Nevertheless there remains a substantial modeling error. Relativistic phenomena have to be treated by the Dirac equation. These effects become relevant for heavy atoms and for certain chemical systems, in most cases they are neglected. Pseudo potentials offer a relatively simple way to incorporate relativistic corrections without using the Dirac equations explicitly.
-Z.
Self-consistent field approximation
An N-tuple aufbau solution, if it satisfies the equations = (cpl , . . . , c p~) of H1-functions is called self consistent or
The effective one particle equations, namely Hartree-Fock or Kohn
Sham, can be viewed as a fixed point problem for the set of N orbitals.
68 R. Schneider and T. Weber This suggests the following iteration scheme, the self consistent field approzimation
N+l .
It is important to observe that in this linearization of the full nonlinear scheme of N unknown functions, for all (p!"+' ) the resulting linear operator is the same. 
In this respect, the Kohn-Sham equations are much simpler than the Hartree-Fock equations, because they do not contain a nonlocal operator. The aufbau solution is in the self consistent limit the solution of the following linear system of partial differential equations of eigenvalue type for N orthonormal functions + = (cpl, . . . , c p~)
In the present paper we consider the convergence of the numerical solution of this linear problem obtained by projection methods, in particular by the collocation method, which is mainly used when dealing with Cartesian grids.
The self consistent field approximation is only the simplest prototype of similar iteration schemes. There are many cases where this simple Roothaan scheme fails to converge. Cances and Le Bris' have introduced an improved scheme for which they proved convergence. In all these schemes, each step requires the solution of the linearized Kohn Sham or Hartree Fock equations according to the aufbau principle.
It is also worthwhile to notice that instead of the eigenfunctions 'pi we only need a basis of the corresponding invariant space E = span(p1, . . . , c p~} , or more precisely we only need the orthogonal projection PE onto the corresponding eigenspace E. In particular this projection is defined by the density matrix: PEU = J p(x, y ) u ( y ) d y . 
Projection methods
is defined by solving the finite dimensional operator equation (6) with unknown function Uh E v h . And the corresponding discrete eigenvalue problem reads as
The solution of the eigenvalue problem (5) can be approximated by well known numerical methods. Commonly used are Galerkin methods, collocation methods and finite differences.
The Galerkin scheme has the advantage to be variational, and therefore the numerically computed eigenvalues are always larger as or equal to the exact eigenvalues. 
Multiresolution spaces
We consider a scaling function 4 satisfying the refinement equation
kEZ3
For j E Z we introduce the basis functions 4 : := 23j/24(2jx -k), k E Z3. From the definition of the basis functions 4: it becomes obvious that the system matrix for a translation invariant operator, e.g. the Laplacian or a convolution operator, is a discrete convolution. E.g.
Moreover it is not difficult to show that I.e., the Galerkin matrix using Daubechies scaling functions for representing the kinetic energy is the same as the collocation matrix using the corresponding interpolating scaling function. The collocation discretization of a local potential V ( x ) using interpolating scaling functions yields a diagonal matrix This fact makes the collocation scheme with interpolating scaling functions extremely attractive for Schrodinger type equations. In general the system matrices of the collocation scheme may be not symmetric. But symmetry is retained for local potentials, and even it can be shown that the matrix for the nonlocal exchange term W remains symmetric. Many finite difference methods can be interpreted as collocation methods for a certain interpolating scaling function. Multiresolution spaces are the starting point for wavelet decomposition. Wavelets can be very important for an efficient numerical treatment. However, the wavelet basis constitutes another basis in the spaces V, or X. In the present paper we focus on approximation and convergence results of these spaces. In this respect it is not essential which basis is actually used for the discretization. Therefore we will not extend on wavelet bases in this paper.
Projection Methods for Eigenvalue Problems of Schrodinger Type
In the sequel we will consider a linear operator of the form It is worthwhile to mention that these properties are not valid for the original Coulomb potentials because of their singularities at the centers of the atoms. But if they are replaced by smooth pseudo-potentials, these assumptions hold even for nonlocal pseudo-potentials. Furthermore the correlationexchange potentials arising from the models in Density Functional Theory are not known to have the required regularity. Since the underlying equations have a modeling error, possibly by applying some smoothing, it may be assumed that they satisfy also the above regularity requirements. In this respect the previous assumptions become reasonable.
If H is the Hamilton Fock operator in the self-consistent limit, it is known31 that there exist countably many negative eigenvalues, Xi, i = 1 , 2 , 3 , . . . , monotonically increasing and listed repeated according to their geometric multiplicity. We assume that this is valid also for the present operator H possibly arising from the Kohn Sham equations. Furthermore we assume that for N E N (pairs of) electrons the difference X N +~ -XN is strictly positive, so that there exists p > 0 satisfying AN < -p < X N +~. Let PhU := U h , then Ph : U -+ v h defines the interpolation projector onto Vh with respect to Xh. Furthermore Pf : X = H 2 -+ Vh denotes the H2-orthogonal projector onto Vj. We assume additionally the following uniformly boundedness with respect to h > 0: llPhll~z+p < C and llPtllH2+H7/2+6 5 C , and that there holds Phf -+ f in L2 for all f E U u := H 3 / 2 + 6 .
and llPh -I l l H 3 / 2 + 6 , p + 0. These properties are known to be valid for a large variety of spaces Vh and sets of collocation points.
Let r c { z E C : Rez < 0) be a positively orientated Jordan curve surrounding the set (~1 , .
. . , K N } and excluding all other points of the spectrum of A. Let Ir be the closure of the interior of r.
We assume further the uniformly boundedness of { Ph ( A -zI) I vh },
We consider an auxiliary operator B = -;A +PI. For this operator the equation ( B -zI)u = f is solved by the projection scheme Ph(B -zI)uh = ph f. In order to enable the application of the projector ph we require B( Vh) c U . We assume uniformly boundedness, stability and consistency of this projection scheme uniformly with respect to z,
These crucial properties can be shown for many collocation schemes, for instance the collocation method using interpolating scaling functions of even order 2d. This method yields the same system matrices for the operator 
with a constant C not depending on h. Consequently,
This theorem is of particular importance because the projection PE is given by the density matrix and PE, is an approximation of the orthogonal projector defined by the discrete density matrix.
As an immediate consequence we can estimate the dimension of the discrete eigenspaces. The converse estimate has been more difficult to prove. We omit the details here presenting only the expected result. 
R. Schneider and T. Weber
With these results at hand we can show the following convergence of eigenvalues and computed ground state energy. Using the collocation scheme with interpolating scaling functions of order 2d we obtain a convergence rate
The result of Theorem 4.4 is not optimal for the Galerkin scheme. It is worth to mention that with the Galerkin scheme one achieves higher convergence rates, namely twice the rate of the convergence of the eigenspaces with respect to the energy norm, i.e. the Sobolev H1-norm. However, because of the identity (ll), we have to compare the above collocation scheme with the Galerkin scheme using Daubechies scaling functions of order d which gives at most the same rate IEHF/KS -E H F / K S ,~/ 5 2-j2(d-1). Therefore one obtains with the collocation scheme the same convergence speed at a considerably lower cost.
Numerical Experiments
The first three numerical experiments study the convergence of discretization methods in the case of the one-dimensional harmonic oscillator. The Errors of collocation scheme with plane waves. We see a superalgebraic conver-
We choose the collocation points as 2alculations. The first example is a Hartree-Fock calculation of the Hz molecule which has a bond length of 1.4 atomic units. As reference value for the Hartree-Fock ground state energy (without nuclear repulsion energy) we choose that one of mi ti^^,^^ which is after rounding to six places E = -1.847915. The second example is a DFT calculation of a part of a LiH-crystal.
Four hydrogen-atoms and four lithium-atoms form a cubic structure where the elements alternate. The bond-length is chosen as 3.836 atomic units. The used exchange-correlation functional is of the form Ex,(n) = sW3 EZc(n(x))n(x)dx, where ex, = ex + E,. We use the exchange-part E , according to Slater and the correlation-part E , from Vosko, Wilk and Nusair Ref. 43 . The exchange-part is e,(n(x)) = -:a ( $ ) 1 / 3 n (~) 1 / 3 , a = 2/3, the correlation-part is defined by more extensive formulas.
Before the corresponding eigenvalue problem is discretised by a collocation method we choose a sufficiently large computational box and map it onto the cube [-1,1l3. Let J E N. The trial space is chosen as VJ = span{$+, @ $~, k~ @ $~, k~) k~~~, where $ is the Deslaurier-Dubuc interpolating scaling function of order 2d and QJ = {-2J,. . . , 2J -l}3.
The set of collocation points is XJ = {(3, 3, $ ) }~E Q~. 1.e. we consider a uniform grid on [-1, lI3 with n = 2J+1 points in every space direction.
In order to be able to apply the collocation method we replace the 
