We discuss in detail the error bounds for asymptotic solutions of second-order linear difference equation y n 2 n p a n y n 1 n q b n y n 0, where p and q are integers, a n and b n have asymptotic expansions of the form a n ∼ 
Introduction
Asymptotic expansion of solutions to second-order linear difference equations is an old subject. The earliest work as we know can go back to 1911 when Birkhoff 1 first deal with this problem. More than eighty years later, this problem was picked up again by Wong and Li 2, 3 . This time two papers on asymptotic solutions to the following difference equations: y n 2 a n y n 1 b n y n 0 1.1 y n 2 n p a n y n 1 n q b n y n 0 1.2 were published, respectively, where coefficients a n and b n have asymptotic properties a n ∼ for large values of n, a 0 / 0, b 0 / 0, and p, q ∈ Z.
Advances in Difference Equations
Unlike the method used by Olver 4 to treat asymptotic solutions of second-order linear differential equations, the method used in Wong and Li's papers cannot give us way to obtain error bounds of these asymptotic solutions. Only order estimations were given in their papers. The estimations of error bounds for these asymptotic solutions to 1.1 were given in 5 by Zhang et al. But the problem of obtaining error bounds for these asymptotic solutions to 1.2 is still open. The purpose of this and the next paper Error bounds for asymptotic solutions of second-order linear difference equations II: the second case is to estimate error bounds for solutions to 1.2 . The idea used in this paper is similar to that of Olver to obtain error bounds to the Liouville-Green WKB asymptotic expansion of solutions to second-order differential equations. It should be pointed out that similar method appeared in some early papers, such as Spigler and Vianello's papers 6-9 .
In Wong and Li's second paper 3 , two different cases were given according to different values of parameters. The first case is devoted to the situation when k > 0, and in the second case as k < 0 where k 2p − q. The whole proof of the result is too long to understand, so we divide the estimations into two parts, part I this paper and part II the next paper , which correspond to the different two cases of 3 , respectively.
In the rest of this section, we introduce the main results of 3 in the case that k is positive. In the next section, we give two lemmas on estimations of bounds for solutions to a special summation equation and a first order nonlinear difference equation which will be often used later. Section 3 is devoted to the case when k 1. And in Section 4, we discuss the case when k > 1. The next paper Error bounds for asymptotic solutions of second-order linear difference equations II: the second case is dedicated to the case when k < 0.
The Result in [3] When k 1
When k 1, from 3 we know that 1.2 has two linearly independent solution y 1 n and y 2 n
for n ≥ 2.
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The Result in [3] When k > 1
When k > 1, from 3 we know that 1.2 has two linearly independent solutions y 1 n and y 2 n
In the following sections, we will discuss in detail the error bounds of the proceeding asymptotic solutions of 1.2 . Before discussing the error bounds, we consider some lemmas.
Lemmas

The Bounds for Solutions to the Summation Equation
We consider firstly a bound of a special solution for the "summary equation" 
and when j n n 1 ,
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where P n and p n are positive functions of integer variable n. Let n 0 , n 2 be integers defined by
then 2.1 has a solution h n , which satisfies
for N n 0 .
Proof. Set
2.7
The inequality
where
2.10
By induction, the inequality holds for any integer s. Hence the series
when λ < 1, that is, N n 0 max{n 1 , n 2 }, is uniformly convergent in n where
And its sum
2.14
So we get the bound of any solution for the "summary equation" 2.1 . Next we consider a nonlinear first-order difference equation.
The Bound Estimate of a Solution to a Nonlinear First-Order Difference Equation
Lemma 2.2. If the function f n satisfies
where n 3 |f 1 n | B (A and B are constants), when n is large enough, then the following first-order difference equation
has a solution x n such that sup n {n 2 |x n − 1|} is bounded by a constant C x , when n is big enough.
Proof. Obviously from the conditions of this lemma, we know that infinite products
is a solution of 2.16 with the infinite condition. Let g n, k f n 2k /f n 2k 1 − 1; then when n is large enough,
2.18
Error Bounds in the Case When k 1
Before giving the estimations of error bounds of solutions to 1.2 , we rewrite y i n as
and ε i N n , i 1, 2, being error terms. Then ε i N n , i 1, 2, satisfy inhomogeneous secondorder linear difference equations
We know from 3 that
The Error Bound for the Asymptotic Expansion of y 1 n
Now we firstly estimate the error bound of the asymptotic expansion of y 1 n in the case k 1. Let
3.6
It can be easily verified that
are two linear independent solutions of the comparative difference equation
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From the definition, we know that the two-term approximation of x n is
where ω n is the reminder and the coefficient of 1/n is zero. So C x sup n {n 2 |x n − 1|} is a constant. And l n satisfies C l sup n {n 2 |l n |} being a constant; here we have made use of the definitions of α i , ρ i in
According to the coefficients in 3.8 , we rewrite 3.3 as
where a n and b n are such that
are finite. Equation 3.10 is a inhomogeneous second-order linear difference equation; its solution takes the form of a particular solution added to an arbitrary linear combination of solutions to the associated homogeneous linear difference equation 3.8 . From 10 , any solution of the "summary equation"
is a solution of 3.10 , where
Now we estimate the bound of the function K n, j .
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Firstly we consider the denominator in K n, j . We get from 3.8
3.14 Set the Wronskian of the two solutions of the comparative difference equation as
we have
From 3.16 , we have
From Lemma 3 of 5 , we obtain
m is an integer which is large enough such that 1
for the property of l k , we know that C * is a constant. Then we obtain from 3.18
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Now considering the numerator in K n, j , we get
3.22
Here we have made use of q − p p − 1. From Lemma 2 of 5 , we have
where C x sup n {n 2 |x n − 1|} is a constant. For the bound of K n, j , we set
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By simple calculations, we get
Here we have made use of 1.5 and 1.7 .
Here we also have made use of 1.5 and 1.7 . Let
we have from 3.24 the bound of K n, j
For the bound of ε
we have from Lemma 2.1 that
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The Error Bound for the Asymptotic Expansion of y 2 (n)
Now we estimate the error bound of the asymptotic expansion of the linear independent solution y 2 n to the original difference equation as k 1. Let
From 3.3 , we have
For y 1 n being a solution of 1.2 , let
then Δ N n satisfies the first-order linear difference equation
The solution of 3.36 is
where X n X m n−1 j m j q b j y 1 j /y 1 j 2 , X m is a constant, and m is an integer which is large enough such that when i n m,
The two-term approximation of j q b j y 1 j /y 1 j 2 is
where σ j is the reminder and σ 0 sup j {j 2 |σ j |} is a constant. From Lemma 3 of 5 , we obtain 
3.42
Let μ
3.43 
Re α 2 −α 1 −N , there exists a positive integer I 0 such that
Re α 
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Let M 0
3.47
From 3.33 , we obtain
3.49
Thus we complete the estimate of error bounds to asymptotic expansions of solutions of 1.2 as k 1.
Error Bounds in Case When k > 1
Here we also rewrite y i n as 
4.5
Similar to Section 3.1, we have
we have from Lemma 2.1 that 
4.24
Now we completed the estimate of the error bounds for asymptotic solutions to second order linear difference equations in the first case. For the second case, we leave it to the second part of this paper: Error Bound for Asymptotic Solutions of Second-order Linear Difference Equation II: the second case.
In the rest of this paper, we would like to give an example to show how to use the results of this paper to obtain error bounds of asymptotic solutons to second-order linear difference equations. Here the difference equation is y n 2 − y n 1 1 n 2 y n 0.
4.25
It is a special case of the equation 
