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Dual-Random Ensemble Method for Multi-Label Classification of 
Biological Data 
G. Nasierding, B. V. Due, S. L. A. Lee, and A. Z. Kouzani 
Abstract-This paper presents a dual-random ensemble 
multi-label classification method for classification of multi-
label data. The method is formed by integrating and extending 
the concepts of feature subspace method and random I<-iabel 
set ensemble multi-label classification method. Expcl'imental 
results show that the devcloped method outpcrforms the 
existing multi-label classification methods on three different 
multi-label dlltasets including the biological ~'east and gellbase 
data sets. 
1. INTRODUCTION 
M ULTI-L.ABEL classification (MLC) refers to the classes of data examples that are not mutually exclusive by 
definition and each example can be assigned to multiple 
classes; whereas in a single-label classification, classes are 
mutually exclusive by definition and errors occur when the 
classes overlap in the feature space [1,2]. The MLC 
problems are encountered in various domains, such as in text 
document classification, biological data classification, scene 
image, and video data classifications [3, 4]. The MLC 
methods are categorized into two types; (i) problem 
transformation (PT) methods, which ciecompose multi-Iabe! 
problems into one or more single-label classification or 
regression problems, and (ii) algorithm adaptation (A A) 
methods, which extend a specific single-labe! classification 
algorithm to adapt multi-label classification problem [3, 5]. 
Multi-label ranking refines a multi-label classification by 
splitting a predefined label set into relevant and irrelevant 
labels, while multi-label classification puts labels within 
both parts of this bipartition in a total order [6]. 
This paper presents a Dual-Random Ensemble Multi-label 
Classification (DREMLC) method that falls within the PT 
category. DREMLC is inspired by the feature subspace 
method [7, 8] and RAndom k-labEL sets (RAKEL) 
Ensemble MLC method [2]. The advantages of both 
methods are combined in DREMLC. Thc subspace method 
helps increase the generalization accuracy of classification 
by combining multiple trees constructed using randomly 
selected feature subset [7, 8]. The RAKEL method [2] 
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provides a good classification performance, particularly 
outperforming the Label Powerset (LP) MLC method, 
thanks to its functionality that randomly selects the k-Iabel 
subsets iteratively to construct the ensemble LP classifiers. 
It will be demonstrated through experiments that the 
proposed dual-random ensemble algorithm outperforms 
popular existing MLC algorithms in most cases on the three 
tried datasets - yeast, gcnbase and scene [3]. 
This paper is organized as follows. Section II gives an 
overview of the existing multi-label classification 
approaches. Section III provides a description of the 
proposed dual-random ensemble multi-label classification 
algorithm. Section IV presents the experimental results and 
the associated discussions. Finally, Section Y gives the 
concluding remarks. 
fl. RELATEil WORK 
The multi-label classification methods for various 
domains arc reviewed in [3, 4]. Among the reportted MLC 
methods, those applied to multi-label classifi.cation of 
biological data as well as scene image data have captured 
our attention. These methods include support vector 
machine (SYM) based tl, 9, 10, 1 I], k-nearest neighbor 
based [5, 12] decision tree based r13] MLC methods, and 
particularly the ensemble learning based MLC methods 
[2,14, IS]. 
Binary relevance (BR) method is a popular PT method 
that learns M binary classifiers, Olle for each different label 
in L. For the classification ofa new instance, BR outputs the 
union of the labels that arc positively predicted by the M 
classifiers [2, 6, J 6]. 
Label PO\verset (LP) is an effective problem 
transformation method. It considers each unique sel of labels 
that exists in a multi-labe! training set as one of the classes 
of a new single-label classification task. Given a new 
instance, the single-label classifier of LP outputs the most 
probable class, i.e. a set of labels. Due to the large number 
of classes are produced by label power set method, and 
many of the classes are corresponding to a few examples, 
which causing difficulties for the learning process 1:2]. 
The random k-Iabel sets (RAkEL) method [2] builds an 
ensemble of LP classifiers. Each LP classifier is trained 
using a different small random subset of the sel of labels. In 
such way, RAkEL is being able to take label correlations 
into account, while avoiding LP's problems. A ranking of 
the labels is produced and thresholding is then used to 
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produce a classification. As an algorithm adaptation 
representative method, multi-label k-l1earcst neighbor 
(MLKNN) method [5J extends the popular k Nearest 
Neighbors (kNN) lazy learning algorithm using a Bayesian 
approach [17]. It uses the maximum a posteriori principle in 
order to determine the label set of the test instance, based on 
prior and posterior probabilities for the frequency of each 
labcl within the k nearest neighbors [16]. 
Pruned problem transformation (PPT) method is optimal 
extension of the 1'T method for the multi-label classification 
problems [14]. The PPT method eliminates ali the instances 
that occur x times or less in the training data prior to the 
training process, which brings benefit to the efficiency of the 
algorithm by taking advantage of relationships between 
labels in the training set. 
The random subspace method [7] was proposed to build 
classifiers by using an autonomous pseudo-random selection 
of a small number of featme dimensions from a given 
feature space, such as decision tree classifiers that are built 
in a randomly selected fcature subspace. 
III. DUAL-RANDOM ENSEMBLE MULTI-LABEL 
CLASSIFICATION METHOD 
The proposed dual~randoIl1 ensemble algorithm !s 
constructed by combining the concept of subspace method 
,md the RAKEL strategy. The subspace method optimizes 
thc performance of the classification in terms of general 
accuracy 1.7, 8J. Besides, the RAKEL algorithm uses random 
labd subsets based on the Label Powcrset MLC method 
achieving a better performance in comparison with the LP 
12]. Thcre/{)J"(.\ the proposed dual-random algorithm is 
formed by integrating the best part of the random subspace 
method ilnd the RAKEL, and is aimed to achieve positive 
outcomes comparing with the existing MLC methods. The 
dual-random enscmble algorithm can be described using the 
following pseudo-code,; 
I. Initialize lhe parailleters P, Q, s, k, t 
2. For i = ! to P 
3. Randomly select .\·-sizcd feature subset 
(randomly smnple the ICature subsets in the fcature 
space without rcplnccmcllt) 
011 each selected 1'c,Hure subset 
4. For j ~ I to Q 
Randomly select k-sized label subset 
(Randomly sample the bbcl subsets in the 
label space without replacement) 
~. Sclect base classifier for the multi-label classifier LP 
h. Train the LP model on each feature subset + label 
subset 
Produce a new version of the enscmble LP 
classifiers 
{'(11llbine the LPs to form the dual-random ensemble 
classifier 
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9. Predict labels for each ncw instancc based 011 the 
cnsemble LP classifiers and a pre-determincd 
threshold 
10. Evaluate the dual-random classifier 
P denotes the maximum number of feature subsets; Q 
denotes the maximum number of label subsets; s denotes the 
size of each feature subset, which is constant, i.e. the lengths 
of thc feature subsets in the features space do not ch;,ll1ge 
along with the changcs in the number of feature subsets; Ie 
denotes the size of lhe each label subset. Similarly, lhe 
lengths of the label subsets do not change in the label space 
along with the changes in thc number of label subsets; t 
denotes the threshold; 1..1' denotes the Label 1'owerset MLC 
algorithm [2]. Note that the features in the feature subsets 
possibly overlap. This also applics to the label subsets in 
label space. 
The dual~randolll algorithm randomly sub-samples a 
number of feature subsets in (he feature space at the first 
iteration. Next, it randomly sub-samples a numbcr of Jabel 
subsets in the label space at the second iteration. Both 
random sub-sampling are carried oul without replacement. 
Each randomly selected feature subset and label subset 
participate in the training of a classifier at a time. Ensemble 
multi-label classifiers are produced ollce both iterations are 
completed. Finally, a prediction is perl-armed based on the 
ensemble classifiers results and il pre-dctermined threshold. 
IV. EXPERIMI'XrAJ. EVALUATIONS 
A. Datasets 
We employ two multi-label biological dataset:; for 
evaluating the dual-random MLC algorithm and the existing 
MLC algorithms: yeast datasct II I J and genbase datasct 
[18]. Beside, in order to lest !he generalization of the 
proposed method, the multi-label scclle image dataset [IJ is 
also used. These datasets arc available publically. Table I 
shows gencral characteristics of' the three datascts, including 
name, number of examples used for training and testing, 
number of features and number of labels for each dataset. 
Note that both yeast dataset and sccne image dataset are 
widely used as benchmark datascts for evaluating tile MLC 
algorithms [I, 2, 3,4,5, 12, 14, 15]. The gcnbase dataset is 
generated based on protein data, and can be llsed for 
evaluating the performance of structural protein function 
detection and protein property prediction [3, 9, 10, 18]. 
Name of 
Dataset 
Yeast 
Genbase 
Scene 
TABLE I 
C!IARACTER!STICS OF DATASETS 
NU!l1. of Instances Features 
Train Test 
1500 917 10) 
463 199 J 186 
1211 1196 294 
Label 
s 
14 
27 
6 
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B. Experimental Setup 
In order to compare our method against some existing 
high performing MLC counterparts, we employ both SVM 
and decision tree C4.5 learning algorithms as a base MLC 
classifiers. However, in this paper we ";)resent only the best 
results from the evaluation outcome for the evaluated 
methods due to the specified page limit. In the evaluation of 
the dual-random algorithm, the C4.S is Llsed as the base 
classifier to build dual-random ensemble multi-label 
classifiers. Optimal results can be achieved by changing the 
number ofk-labe! subsets and the number of feature subsets. 
We employ the implementations of the existing multi-
label classification algorithms from the open source Mulan 
library [2J, which is built on top of the open source Weka 
library [19]. 
As recommended in [5J, MLkNN is run with 10 nearest 
neighbors and a smoothing factor equal to I. We evaluate 
all learning algorithms using the original single training and 
test splits provided together in Table 1. The evaluation 
measurements for the multi-label classification arc different 
from the ones for single-label classification [2, 3, 5]. From a 
variety of multi-label evaluation metrics, we present results 
using some popular and good representative measures, such 
as Hamming-loss, Ranking-loss, micro F-l11casure and 
average prccision measures. 
C. Reslilts and Discussion 
The experimental evaluation results associated with the 
proposed dual-random MLC algorithm as well as the 
existing MLC algorithms arc sUlllmarized in Tables II-V. 
TABLE JJ 
MICRO F-MEASURE RESULTS 
I\1LC Yeas! Gcnbasc Sccne 
AIgmithms 
BR 0.633714 0.987705 0.661722 
LP 0.647720 0.983471 0.720629 
PPT 0.558226 0.960168 0.4300 I 0 
MLKNN 0.624963 0.93939'1 0.698642 
RAKEL 0.648537 0.987705 0.726341 
l)ual-
Random 0.653428 0.99177 0.735735 
TABLE 111 
A VERAGI~ PRECISION RESULTS 
MLC Yeast Genbasc Scene 
Algorithms 
BR 0.671034 0.991806 0.752132 
LP 0.694453 0.991311 0.631773 
PPT 0.722062 0.980276 0.642141 
MI.KNN 0.758461 0.993070 0.851178 
RAKU. 0.719550 0.992504 0.831647 
Dual-
Random 0.736062 0.9950t 7 0.856989 
TABLE II shows that the dual-random ensemble MLC 
algorithm oLltpcrfol"lns the examined existing MLC 
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algorithms in terms of the micro f-measure when run on a!l 
three datasets. Larger values of the micro f-measure arc 
indicative of better multi-label classification performances. 
Table III suggests that the dual-random MLC algorithm 
outperforms the examined existing MLC algorithms in terms 
of the average precision whcn tested on the genbase and 
scene datascts. However, it achieves the second place among 
the six examined methods on the yeast data. Larger values of 
the average precision are indicative of better multiHlabel 
classification perfonnanees. 
MLC 
Algorithms 
13R 
LP 
PPT 
MLKNN 
RAKEL 
Dual, 
Random 
TABLE IV 
HA,\lM1NG-LosS RESULTS 
Yeast GcnbaS0 
0.19972 0.001117 
0.202757 0.001489 
0.446799 0.003536 
0.198006 0.00521 1 
0.198317 0,001117 
0.194267 0.000744 
Sccne 
0.114409 
0099080 
0.386427 
0.098941 
0.096711 
0.090162 
Table IV indicates that the dual~random algorithm 
oLltperforms the examined existing MLC algorithms in tcrms 
of the Hamming-loss, when tested on a!l threc different 
datasets. Smaller values of the Hamming-loss arc indicative 
of better multi-label classification performances. 
MLC 
Algorilhms 
BR 
LP 
PPT 
MLKNN 
RAKEL 
Dual-
Random 
TABLE V 
RANKI~G-LOSS RESUI.TS 
Yeast Genbase 
0.456550 0.005062 
0.219549 0.011725 
0.192428 0.026043 
0.171501 0.006298 
0.343! 93 0.008569 
0.014565 0.008375 
Scene 
0.395924 
0.296217 
0.259093 
0.093081 
0.198495 
0.080665 
Final!y Table V suggests that the dual-random algorithm 
performs better than the examined existing counterparts 
when tested on both the yeast and scene datasets in terms of 
the ranking-loss. However, the dual-random achieves the 
third place among the six examined methods when run on 
the genbase dataset. Smaller values of the RankingHloss arc 
indicative of better multi-label classification performances, 
Overall, it is clear that the proposed dual-random J11ulti~ 
label classification algorithm has improved the classification 
performancc of its tcsted counterparts for the three datascts. 
V. CONCLUSIONS 
The papcr presented a dual-random ensemble multi-label 
classification method for classification of multi-label data. 
The experimental evaluation results show that the proposed 
dual-random MLC method performs better than the 
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examined counterparts in 1110st of the cases all three different 
datasets. Therefore, the algorithm can be applied to a variety 
of challenging real world MLC problems, such as 
discovering special biological gene fUllctions and 
predictions of structural protein properties. 
REFERENCES 
[1] M. R. Boutell, J. Luo, X. Shell, and 
multi-label scene classification. 
37(9): [757 [ 77 [, 2004, 
C. M. Brown. Learning 
Pal/ern Recognition, 
[2J G. Tsoumakas and I. Vlahavas, "Random k-Iabelsets: An 
ensemble method for multi label classification," in 
Proceedings (~l the i8th Europea/1 COI?je}'(?nce Oil Machille 
Le(lming (ECML 2007), Warsaw, Poland, September 17-21 
2007, pp. 406-4 [7. 
[3J G Tsoull1akas and I. Katakis, "Multi-label classification: An 
overview," International Journal (?/ Data Warehousing and 
Milling, vol. 3, no. 3, pp. 1""13,2007. 
[4J G. Tsoumakas, r. Katakis, l. VJahavas, "Mining Multi-label 
Data", Data Minillg and K/I()w/e(~'?,e Discovel:V Handhook 
(drop (~( pre/imil/wy accepled chapte!), O. Maimon, L. 
Rokach (Ed.), Springer, 2nd cdition, 2009. 
[5J M. L. Zhang and Z. H. Zhotl, "Ml-KNN: A Lazy Learning 
Approach to Multi-label Learning," Patfern Recognition, vol. 
40, no. 7, PI'. 2038--2048, 2007. 
[6J K. Brinker, E. Hu!lermeier, Case-based Multi-label Ranking, 
in Proc. Of the 20th International Conference on Artificial 
Intelligence (lJCAI'07), Hyderabad, India (2007) 702-707. 
[7J T. K. Ho, The Random Subspace Method for Conslnlcting 
Decision Forests, IEEE Transactions on Pattern Analysis and 
Machine Intelligence 20(8), pp.832-844, 1998. 
l8J c. Lai, M. J. T. Reinders, L. Wessels, Random subspace 
method for multivariate feature selection, Pattern Recognition 
Lcltcrs 27 (2006) [067-[076. 
[9] Z. Barutcuoglu, R. E. Sehapire and O. G. Troyam;kaya, 
Hierarchical multi-label prediction of gene function, 
lllOINFOMATlCS, 22 (2006), 830-836. 
[IOJ T. LJ, c. L Zhang, S. H. Zhu, Empirical Studies on Multi-
label Classification, The 18th IEEE lntemational Conf. On 
Tools with Artificial Intelligence, Washington D. C. Nov. 
2006, (ICTAl 06 ' @Washingtoll D. C.). IEEE Computer 
Society. 
[IIJ A Elisseeffand J. Weston, A Kernel method for multi-labeled 
classification, paper prescnted to Advances in Neural 
Information Processing Systems 14, (2002) 
[12J E. Spyromitros, G. Tsoumakas and I. Vlahavas, An Empirical 
Study of Lazy Multi-label Classification Algorithms, in Proc. 
5th Hellenic Conferenceon Artificial Intelligence (SETN 
2008). 
[J 3J A. Clare and R. D. King, Knowledge Discovery in Multi-label 
Phenotype Data, . In Proc. of the stll European Conference on 
Principles of Data Mining and Knowledge Discovery (PKDD 
200 I), Freiburg, Germany (200 I) 42-53. 
[14J J. Read, A Prund problem Transformation Method for Multi-
label Classification. in Proe. 2008 New Zeland Computer 
Science Research Student Conference (NZCSRS 2008), 
(2008), 143- [50. 
[IS] J. Read, B. Pfahringer, G. Holmes, Multi-label CIHssification 
Using Ensembles of Pruned Sets, Data Mining, 2008, ICDM 
'OB. Eighth IEEE Intemotional C01?/(!J'(!tlce 011, 15-19 Dec. 
2008 Pagc(s):995 -- 1000. 
[16] G. Nasierding, G. Tsoumakas, A. Kouzani, Clustering Based 
Multi-Label Classification for Image Annotation and 
52 
Retrieval, 2009 iEEE international Conference 011 ,\)'stCIIlS. 
Man, and C},bel'l1efics, iEEE, SMC'2009 (accepted). Texas, 
USA, 1/-14 Octobcr, 2009. 
[17J R. Duda, Peter .E. Hart, and David (/. Stork, Pattern 
Classification, second edition (ISBN: 0-471-05669-3). 
118] S. Diplaris, G. Tsoumakas, P. A. Mitkas and I. Vlahavas, 
Protein Clasification with Multiple Algorithms, Proceedings 
of the 10lh Panhellenic Conference on Informatics (PCI 2005), 
Volos, C;reece, November 2005. 
f!9J L H. Witten and E. Frank, Data Milling: Practica/II/ocflille 
learning fools and techniqlles. Morgan Kaufmann, 2005. 
