The Casimir effect for fermionic currents in conical rings with
  applications to graphene ribbons by Bellucci, S. et al.
ar
X
iv
:1
91
2.
09
14
3v
1 
 [h
ep
-th
]  
19
 D
ec
 20
19
The Casimir effect for fermionic currents in conical rings with
applications to graphene ribbons
S. Bellucci1, I. Brevik2, A. A. Saharian3, H. G. Sargsyan3
1 INFN, Laboratori Nazionali di Frascati,
Via Enrico Fermi 40, 00044 Frascati, Italy
2Department of Energy and Process Engineering,
Norwegian University of Science and Technology, Trondheim, Norway
3Department of Physics, Yerevan State University,
1 Alex Manoogian Street, 0025 Yerevan, Armenia
December 20, 2019
Abstract
We investigate the combined effects of boundaries and topology on the vacuum expectation
values (VEVs) of the charge and current densities for a massive 2D fermionic field confined on a
conical ring threaded by a magnetic flux. Different types of boundary conditions on the ring edges
are considered for fields realizing two inequivalent irreducible representations of the Clifford algebra.
The related bound states and zero energy fermionic modes are discussed. The edge contributions to
the VEVs of the charge and azimuthal current densities are explicitly extracted and their behavior
in various asymptotic limits is considered. On the ring edges the azimuthal current density is equal
to the charge density or has an opposite sign. We show that the absolute values of the charge
and current densities increase with increasing planar angle deficit. Depending on the boundary
conditions, the VEVs are continuous or discontinuous at half-integer values of the ratio of the
effective magnetic flux to the flux quantum. The discontinuity is related to the presence of the zero
energy mode. By combining the results for the fields realizing the irreducible representations of the
Clifford algebra, the charge and current densities are studied in parity and time-reversal symmetric
fermionic models. If the boundary conditions and the phases in quasiperiodicity conditions for
separate fields are the same the total charge density vanishes. Applications are given to graphitic
cones with edges (conical ribbons).
1 Introduction
In the last decade the two-dimensional (2D) fermionic models have attracted considerable attention,
both from the experimental and theoretical points of view. Besides being simplified models in parti-
cles physics, they also appear as effective theories describing low-energy excitations of the electronic
subsystem in a number of condensed matter systems [1]-[4]. The condensed matter realizations of 2D
fermions include Weyl semimetals, graphene family materials (graphene, silicene, germanene, stanene),
topological insulators, high-temperature superconductors and d-density-wave states. The dynamics
of the low-energy charge carriers in these systems is governed by the Dirac equation with the Fermi
velocity appearing instead of the velocity of light [5]-[7]. Other examples of the systems with Dirac
fermions include ultracold atoms confined by lattice potentials, nano-patterned 2D electron gases and
photonic crystals. An important advantage with these artificial systems is that the corresponding
symmetry and parameters are relatively easy to control. This provides new opportunities for studying
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the influence of those parameters on the dynamics of Dirac quasiparticles. The interesting effects
induced by the change of the parameters include topological phase transitions, merging of the Dirac
points, generation of the anisotropy of the hopping parameters.
The emergence of Dirac fermions in condensed matter systems provides an interesting possibility
to observe different kinds of effects in the system of interacting fields. Here we have a situation typical
for braneworld models in high-energy physics where a part of the fields are confined on hypersurface
(branes) whereas other fields propagate in the bulk. An example is the set of 2D fermionic and 3D
electromagnetic field. In quantum field theory, the interaction of the fermionic field, confined on a
surface, with the fluctuations of the bulk quantized fields gives rise to the Casimir type shifts in the
expectation values of physical observables (for the Casimir effect and its applications in high-energy
and condensed matter physics see [8]). In recent years, the Casimir effect in systems involving graphene
structures as boundaries have seen novel developments (see [9, 10] and [11] for reviews). In [10] it
has been shown that the various electronic phases of graphene family materials, tunable by external
fields, lead to different scaling laws and significant magnitude changes for the Casimir forces. These
features can be used to probe the 2D Dirac physics of the corresponding materials. The topologically
and boundary induced effects in interacting fermionic systems were discussed in [12, 13].
In Refs. [9, 10, 11] the Casimir effect is considered for the electromagnetic field. The role of the 2D
fermionic field was reduced to the generation of boundary condition on the quantized electromagnetic
field. In graphene family materials with edges (nanoribbons) or with nontrivial spatial topology
(nanotubes and nanorings) the Casimir type effects appear for the quantum 2D fermionic field as well.
The topological Casimir effect for the fermionic condensate, for the vacuum expectation values (VEVs)
of the energy-momentum tensor and of the current density in cylindrical and toroidal nanotubes has
been investigated in [14, 15]. The finite temperature effects were discussed in [16]. In finite length
nanotubes, in addition to the topological parts, edge-induced Casimir contributions are present. In
carbon nanotubes, these contributions depend on the chirality of the tube and have been studied
in [17]-[19]. The Casimir effect in a more complicated geometry of hemisphere capped tubes was
considered in [20]. The condensed matter realizations of 2D fermions with curved geometries can be
used to model the influence of the gravitational field on the quantum matter (for various types of
mechanisms of the generation of curvature in graphene and the related effects see [21]). Both the
topological and boundary-induced Casimir effects for the charge and current densities of a fermionic
field confined on curved graphene tubes with locally anti-de Sitter geometry have been discussed in
[22].
In the present paper we investigate the effects of planar angle deficit on the VEVs of the charge
and current densities for a 2D fermionic field confined on a conical ring threaded by a magnetic flux.
Among the condensed matter realizations of this system are the graphitic cones. These structures
are obtained from a graphene sheet by cutting one or more sectors with the angle π/3 and gluing
the two edges of the remaining sector. The corresponding planar angle deficit is given by πnc/3,
with nc = 1, 2, . . . , 5 being the number of the removed sectors. The graphitic cones with all these
values of the angle deficit were observed experimentally in both the forms as caps on the ends of
the nanotubes and as free-standing structures (see, for instance, [23]). The electronic properties of
graphitic cones have been discussed in [24]-[31]. The background geometry under consideration in
the present paper with 2D fermionic field corresponds to the continuum description of finite radius
graphitic cones with cutted apex. Some limiting cases have been considered previously in the literature.
The vacuum polarization effects in the boundary-free geometry with applications to graphitic cones
have been discussed in [32]-[35]. The zero temperature fermionic condensate, the expectation values
of the charge and current densities and of the energy-momentum tensor for a conical geometry with
a single circular boundary where studied in [33]-[35]. The combined effects of the edge and of finite
temperature have been considered in [36]. The ground state fermionic charge and current densities in
planar rings were investigated in [37].
The organization of the paper is as follows. In the next section the field, background geometry
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and the mode functions for a fermionic field are presented. In section 3 these modes are used for the
evaluation of the VEVs of the charge and current densities in conical rings. Different representations
of the VEVs are given and their properties are investigated. Several limiting cases and asymptotics
are discussed in section 4. Numerical examples for the behavior of both the charge and current
densities are presented. The charge and current densities for the fermionic field realizing the second
irreducible representation of the Clifford algebra are considered in section 5. Applications are given to
2D fermionic systems with parity and time-reversal symmetry and to graphene nanocones. The main
results are summarized in section 6. The bound states for different boundary conditions on the edges
of the ring and their contributions to the VEVs of the charge and current densities are discussed in
appendix A. In appendix B we consider the contribution of the special mode for half-integer values
of the parameter related to the enclosed magnetic flux and to the phase in the periodicity condition
along the azimuthal direction.
2 Problem setup and the fermionic modes
For the background geometry under consideration the (2+1)-dimensional line element is given by
ds2 = gµνdx
µdxν = dt2 − dr2 − r2dφ2 , (2.1)
where the cylindrical spatial coordinates r and φ vary in the ranges r > 0 and 0 6 φ 6 φ0. The special
case φ0 = 2π corresponds to the (2+1)-dimensional Minkwoski spacetime described in cylindrical
coordinates. For φ0 < 2π, the line element describes a cone with planar angle deficit 2π−φ0 and with
the apex at r = 0.
As a quantum field we consider a charged fermionic field ψ(x) in the irreducible representation of
the Clifford algebra. The latter is realized by two-component spinors. Additionally, the presence of
an external classical abelian gauge field Aµ will be assumed. The dynamics of the field is governed by
the Dirac equation
(iγµDµ − sm)ψ(x) = 0. (2.2)
The gauge extended covariant derivative is defined as Dµ = ∂µ + Γµ + ieAµ, with Γµ being the spin
connection and e being the charge of the field quanta. In (2.2) we have introduced the parameter s,
with the values s = +1 and s = −1, corresponding to two inequivalent irreducible representations
of the Clifford algebra in (2 + 1)-dimensions (see also section 5). In the coordinate system under
consideration for the Dirac matrices in (2.2) we use the representation
γ0 =
(
1 0
0 −1
)
, γl =
i2−l
rl−1
(
0 e−iqφ
(−1)l−1eiqφ 0
)
, (2.3)
where l = 1, 2 and q = 2π/φ0.
It will be assumed that the field is confined in the region a ≤ r ≤ b (conical ring, the geometry of
the problem is depicted in figure 1). On the edges of the ring the boundary conditions
(1 + iλrnµγ
µ)ψ(x) = 0, r = a, b, (2.4)
will be imposed. Here nµ is the inward pointing unit vector normal to the boundary and the parameters
λa and λb take the values ±1. For the boundary at r = u, u = a, b, and in the region under
consideration the normal is given by nµ = nuδ
1
µ, where
na = −1, nb = 1. (2.5)
It can be shown that, as a consequence of the conditions (2.4), on the boundaries we get nµj
µ = 0
with jµ = eψ¯γµψ being the current density and ψ¯ = ψ†γ0 is the Dirac adjoint. This means that the
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normal component of the fermionic current vanishes on the edges and, consequently, the dynamics
is completely determined by the field equation and the boundary conditions. The special case with
λr = 1, r = a, b, corresponds to the MIT bag boundary condition (or infinite mass boundary condition
in the condensed matter context) on both the edges. Comparing the analytical results on the electronic
properties of circular graphene quantum dots derived within the Dirac model with the bag boundary
condition to those obtained from the tight-binding model, the authors of [38] have found a good
qualitative agreement between those two approaches. Considering different boundary conditions in
the continuous model for graphene devices and comparing with the experiments, a similar conclusion
is made in [39]. Another special case with λr = −1 was considered in [40]. More general boundary
conditions for the confinement of fermions and their realizations in graphene made structures have
been discussed in [41].
Figure 1: Conical ring with the edges r = a and r = b threaded by a magnetic flux.
The background geometry has nontrivial topology and, in addition to the boundary conditions on
the ring edges, one needs to specify the periodicity condition along the azimuthal direction. We will
assume the condition
ψ(t, r, φ + φ0) = e
2πiχψ(t, r, φ), (2.6)
with a general phase 2πχ. The special cases χ = 0 and χ = 1/2 correspond to untwisted and twisted
fermionic fields. The values for the parameter χ realized in graphene cones will be discussed in section
5. As it will be seen below, the nontrivial phase in (2.6) can be interpreted in terms of the fictitious
flux threading the ring.
Here we are interested in the VEVs of the charge and current densities induced by a magnetic flux
threading the conical ring. The magnetic field is localized inside the region r < a and its influence
on the characteristics of the fermionic vacuum is purely topological. This is an Aharonov-Bohm type
effect related to the nontrivial topology of the background space. In the region under consideration,
a ≤ r ≤ b, the covariant components of the vector potential of the gauge field in the system of
coordinates (t, r, φ) are given by Aµ = (0, 0, A). Note that for the corresponding physical component
one has Aφ = −A/r. The magnetic flux enclosed by the ring is expressed in terms of the covariant
component as Φ = −φ0A. The physical effects on the ring are completely determined by this flux and
they do not depend on the radial distribution of the flux in the region r < a.
The VEV of the current density, 〈0|jµ(x)|0〉 ≡ 〈jµ(x)〉, can be evaluated by using the relation
〈jµ(x)〉 = −e
2
Tr(γµS(1)(x, x)), (2.7)
where the trace in the right-hand side is over spinor indices and S(1)(x, x′) is the fermion two-point
function. Its spinorial components, with spinor indices i and k, are defined as the VEV S
(1)
ik (x, x
′) =
〈0|[ψi(x), ψ¯k(x′)]|0〉. Let {ψ(+)σ (x), ψ(−)σ (x)} be the complete set of the positive and negative energy
fermionic mode functions, obeying the field equation (2.2), the boundary conditions (2.4) and the
periodicity condition (2.6). They are specified by the set of quantum numbers σ. Expanding the field
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operator in terms of the modes and using the commutation relations for the fermionic annihilation
and creation operators, the VEV of the current density is presented in the form of the mode sum
〈jµ(x)〉 = −e
2
∑
σ
∑
κ=−,+
κψ¯(κ)σ (x)γ
µψ(κ)σ (x), (2.8)
where the terms with κ = + and κ = − correspond to the contributions of the positive and negative
energy modes.
The structure of the mode functions ψ
(κ)
σ (x) is similar to that discussed in [36]. They are specified
by the quantum numbers (γ, j), where j = ±1/2,±3/2, . . . is the total angular momentum and the
radial quantum number γ determines the energy of the corresponding mode κE, with E =
√
γ2 +m2.
Introducing the notation
α = χ+ eA/q = χ− eΦ/(2π), (2.9)
the mode functions are presented in the form
ψ(κ)σ (x) = Cκe
iq(j+χ)φ−κiEt
(
gβj ,βj(γa, γr)e
−iqφ/2
ǫj
γeiqφ/2
κE+smgβj ,βj+ǫj (γa, γr)
)
, (2.10)
where ǫj = 1 for j > −α and ǫj = −1 for j < −α,
βj = q|j + α| − ǫj/2. (2.11)
Note that the part eΦ/(2π) in (2.9) is the ratio of the magnetic flux threading the ring to the flux
quantum Φ0 = 2π/e. The functions gβj ,ν(γa, γr) of the radial coordinate r, with the orders ν = βj
and ν = βj + ǫj, is expressed in terms of the Bessel and Neumann functions as:
gβj ,ν(γa, γr) = Y
(a)
βj
(γa)Jν(γr)− J (a)βj (γa)Yν(γr) . (2.12)
For the Bessel and Neumann functions we use the notation
f
(u)
βj
(x) = xf ′βj (x) + [λunu(κ
√
x2 +m2u + smu)− ǫjβj]fβj (x)
= λunu(κ
√
x2 +m2u + smu)fβj (x)− ǫjxfβj+ǫj (x) , (2.13)
with u = a, b, f = J, Y , and mu = mu. When the parameter α is equal to an half-integer, the modes
with j 6= −α are still given by (2.10). In this case there is a special mode with j = −α which is
separately discussed in appendix B.
The coefficients of the linear combination of the cylinder functions in (2.12) are obtained from
the boundary condition (2.4) at r = a. The further imposition of the boundary condition at r = b
determines the eigenvalues of the quantum number γ as roots of the equation
Cβj (b/a, γa) ≡ J (a)βj (γa)Y
(b)
βj
(γb)− J (b)βj (γb)Y
(a)
βj
(γa) = 0. (2.14)
We will denote by zl, l = 1, 2, . . ., the positive solutions of this equation with respect to γa, assuming
that zl < zl+1. The eigenvalues of γ are expressed as γ = γl = zl/a. Hence, the mode functions
are specified by the set of discrete quantum numbers σ = (l, j). The energies of the positive and
negative energy modes are given as Eκ = κE with E =
√
γ2l +m
2. For a given quantum number
j, the equations (2.14) for the eigenvalues γl of the positive and negative energy modes differ by
the change of the energy sign. As it will be discussed in appendix A, depending on the set of the
parameters (s, λa, λb), purely imaginary solutions of the equation (2.14) may present. For all these
solutions γ2 + m2 ≥ 0 and the vacuum state is stable. For a massless field the confinement of the
field, in general, induces an energy gap that depends on the geometrical characteristics of the ring.
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The controllable energy gap plays an important role in graphene ribbons. For large values of γa≫ 1
we can use in (2.14) the asymptotic expressions of cylinder functions for large arguments. In the
case λa = −λb, to the leading order, the equation of the modes is reduced to sin [(b− a) γ] = 0 with
γl ≈ πl/(b − a) for large l. For λa = λb and γa≫ 1 from (2.14) we get s(m/γ) sin x+ cos x = 0 with
x = (b− a) γ. For γ ≫ m this gives γl ≈ π(l + 1/2)/(b − a).
Let us present the parameter α from (2.9) in the form
α = α0 + n0, |α0| ≤ 1/2, (2.15)
where n0 is an integer. Redefining j → j + n0, we see that the solutions zl are functions of
b/a, α0, j, s, λu, κ: zl = zl(b/a, s, λu, j, α0, κ). By taking into account (2.13) it can be seen that the
function f
(u)
βj
(x) for the set (j, α0, κ) coincides with the function f
(u)
βj
(x) for the set (−j,−α0,−κ)
up to the coefficient λunu(κ
√
x2 +m2u + smu)/x. From here it follows that zl(b/a, s, λu, j, α0, κ) =
zl(b/a, s, λu,−j,−α0,−κ). In particular, this means that the negative energy solutions for the set
(j, α0) coincide with the positive energy solutions for (−j,−α0). Another relation between the roots
for different sets of parameters directly follows from the definition (2.13): zl(b/a, s, λu, j, α0, κ) =
zl(b/a,−s,−λu, j, α0,−κ). Combining this with the previous relation we get zl(b/a, s, λu, j, α0, κ) =
zl(b/a,−s,−λu,−j,−α0, κ).
To complete the specification of the fermionic modes it remains to determine the normalization
coefficient Cκ in (2.10). It is obtained from the standard orthonormalization condition∫ b
a
dr
∫ φ0
0
dφ rψ(κ)†σ (x)ψ
(κ)
σ′ (x) = δjj′ δll′ , (2.16)
for fermionic fields. The radial integral involving the square of the cylinder functions gβj ,ν(γa, γr) is
evaluated by using the result from [42]. This leads to the following expression
|Cκ|2 = πqzl
16a2
E + κsm
E
T abβj (zl), (2.17)
where we have defined the function
T abβj (z) =
z
E + κsm

BbJ (a)2βj (z)
J
(b)2
βj
(zb/a)
−Ba


−1
, (2.18)
with
Bu = u
2
[
E − κλunu
u
(
E − κsm
2E
+ ǫjβj
)]
. (2.19)
In deriving (2.17) we have used the relations
gβj ,βj(γa, γu) =
2
π
J
(a)
βj
(γa)
J
(u)
βj
(γu)
,
gβj ,βj+ǫj(γa, γu) =
2ǫj
πγ
λunu(κE + sm)
J
(a)
βj
(γa)
J
(u)
βj
(γu)
, (2.20)
with u = a, b.
The model under consideration is specified by the set of parameters (χ,A). The first one determines
the phase in the periodicity condition in the azimuthal direction and the second one determines the
magnetic flux enclosed by the ring. These parameters are not separately gauge invariant. Under the
gauge transformation Aµ = A
′
µ + ∂µω, ψ(x) = ψ
′(x)e−ieω , with the function ω = bµx
µ, a new set is
given by (χ′, A′) = (χ+ eb2/q,A− b2). However, the parameter α, defined by (2.9), is gauge invariant.
In particular, in the gauge with b2 = −qχ/e the fermionic field is periodic in the azimuthal direction
and the phase χ is interpreted in terms of a fictitious magnetic flux −2πχ/e = −χΦ0. In this sense,
the parameter α can be considered as the ratio of the effective magnetic flux to the flux quantum.
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3 VEVs of the charge and current densities
3.1 Mode sum
In this section we evaluate the VEVs of the charge and current densities on conical rings. First we
assume that all the solutions of the eigenvalue equation (2.14) are real. The modifications in the
evaluation procedure required by the presence of imaginary roots are described in appendix A. Having
specified the complete set of mode functions (2.10), for the VEV (2.8) one finds the representation
〈jµ〉 = − πeq
32a2
∑
j
∑
κ=±
κ
∞∑
l=1
T abβj (zl)wµ,βj (zl), (3.1)
where in the summation over j one has j = ±1/2,±3/2, . . .. Here for the charge and azimuthal current
densities we have defined the functions
w0,βj(z) =
z
E
[
(E + κsm) g2βj ,βj(z, zr/a) + (E − κsm) g2βj ,βj+ǫj(z, zr/a)
]
,
w2,βj(z) = 2
κǫjz
2
arE
gβj ,βj(z, zr/a)gβj ,βj+ǫj(z, zr/a), (3.2)
with E =
√
z2/a2 +m2 and w1,βj(z) = 0. The VEV of the radial current density vanishes. Note that
the physical component of the azimuthal current density is given by 〈jφ〉 = r〈j2〉.
We can see that under the replacements βj ⇄ βj + ǫj, κ→ −κ the function (2.13) transforms as
f
(u)
βj
(uγ)→ −ǫj (λunu/u) (κE + sm)f (u)βj (uγ) . (3.3)
From here it follows that the roots zl of (2.14) are not changed under those replacements. The same is
the case for the product T abβj (zl)wµ,βj (zl) in (3.1). But the replacements βj ⇄ βj + ǫj are equivalent to
the change (j, α) → (−j,−α). Hence, we conclude that the VEVs (3.1) are odd periodic functions of
the parameter α with the period 1. This implies periodicity with respect to the enclosed magnetic flux
with the period of the flux quantum. Of course, this is the well known feature for Aharonov-Bohm
type effects.
For half-integer values of the parameter α the contribution of the modes j 6= −α to the VEV
〈jµ〉 is still given by expression (3.1) and the contribution coming from the special mode j = −α
is investigated in appendix B. Redefining the summation variable j in (3.1), it is sufficient to con-
sider the values α = ±1/2. For definiteness consider the case α = 1/2. Let us present the se-
ries over j in (3.8) as
∑
j κf(βj , βj + ǫj, κ) with j 6= −1/2. In the part over the negative values
j we pass to a new summation variable, j → −j − 1. This transforms the series to the form∑
j>0 κ [f(βj, βj + ǫj, κ) + f(βj + ǫj , βj , κ)]. But as it has been explained above f(βj + ǫj , βj , κ) =
f(βj , βj + ǫj ,−κ) and the expression under the summation sign is an odd function of κ. Hence, the
contributions from the positive and negative energy modes cancel each other and the modes with
j 6= −α do not contribute to the charge and current densities for half-integer values of α. As it is
shown in appendix B the same is the case for the contribution of the mode j = −α if λa = λb. For
λa = −λb and j = −α the positive eigenvalues of γ are zeros of the function sin[γ(b− a)] and, again,
their contribution vanishes. In the case λa = −λb the only nonzero contribution comes from the zero
energy mode and the corresponding charge density is given by (B.8). Hence, for half-integer values
of the parameter α the charge and current densities vanish for the boundary conditions with λa = λb
and are determined by 〈j0〉 = −λa〈jφ〉 = 〈j0〉(0)(s) , with 〈j0〉
(0)
(s) from (B.8), for λa = −λb.
Returning to the general case for α and by using the relations (2.20), for the charge density on the
ring edges one finds
〈j0〉r=u = − eq
4πa
∑
j
∑
κ=±
κ
∞∑
l=1
γlT
ab
βj (zl)
E + κsm
E
J
(a)2
βj
(γa)
J
(u)2
βj
(γu)
. (3.4)
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The azimuthal current density on the edge is related to the corresponding charge density by the simple
formula
〈jφ〉r=u = λunu〈j0〉r=u. (3.5)
For planar rings this relation in the case λu = 1 has been already mentioned in [37].
3.2 Integral representation
The representation (3.1) has two disadvantages: the roots zl are given implicitly, as zeros of the
function (2.14), and the terms with large l are highly oscillatory. Both of these difficulties can be
overcome by making use of the summation formula [43] (see also [44])
∞∑
l=1
w(zl)T
ab
βj (zl) =
4
π2
∫ ∞
0
dz
w(z)
J
(a)2
βj
(z) + Y
(a)2
βj
(z)
− 2
π
Res
z=0

 w(z)H(1b)βj (zb/a)
Cβj(b/a, z)H
(1a)
βj
(z)


− 1
π
∫ ∞
0
dz
∑
p=+,−
w(zepiπ/2)K
(bp)
βj
(ηz)/K
(ap)
βj
(z)
K
(ap)
βj
(z) I
(bp)
βj
(ηz)− I(ap)βj (z)K
(bp)
βj
(ηz)
. (3.6)
Here we use the notation (2.13) for the Hankel functions H
(1,2)
ν (x) and the notation
f
(up)
βj
(x) = xf ′βj (x) +
{
λunu
[
κ
√(
xepπi/2
)2
+m2u + smu
]
− ǫjβj
}
fβj (x) , (3.7)
for the modified Bessel functions Iν(x) and Kν(x). The conditions on the function w(z), analytic
in the right-half plane Re z > 0, are formulated in [43]. On the imaginary axis the function w(z)
may have branch points. The square root
√(
zepπi/2
)2
+m2u in (3.7) is understood as
√
m2u − z2, for
z < mu, and as pi
√
z2 −m2u for z > mu. From here it follows that f (u+)βj (z) = f
(u−)
βj
(z) for z < mu.
For the series in (3.1) one has w(z) = wµ,βj(z). The functions wµ,βj (z) have branch points z =
±ima on the imaginary axis and obey the relation wµ,βj (ze−πi/2) = −wµ,βj(zeπi/2) for z < ma.
By using these properties we can see that the positive and negative energy modes give the same
contributions to the VEVs of the charge and current densities and they are presented as
〈jµ〉 = 〈jµ〉a + eq
2π2
∑
j
∫ ∞
m
dx
x√
x2 −m2Re

 V (a)µ,βj(ax, rx)K(b)βj (bx)/K(a)βj (ax)
K
(a)
βj
(ax) I
(b)
βj
(bx)− I(a)βj (ax)K
(b)
βj
(bx)

 , (3.8)
where
V
(u)
0,βj
(ux, rx) =
(
sm+ i
√
x2 −m2
)
G
(u)2
βj ,βj
(ux, rx) +
(
sm− i
√
x2 −m2
)
G
(u)2
βj ,βj+ǫj
(ux, rx),
V
(u)
2,βj
(ux, rx) = −2x
r
G
(u)
βj ,βj
(ux, rx)G
(u)
βj ,βj+ǫj
(ux, rx), (3.9)
with u = a, b. The functions in the right-hand sides of (3.9) are defined by
G
(u)
βj ,µ
(x, y) = K
(u)
βj
(x) Iµ (y)− (−1)µ−βjI(u)βj (x)Kµ (y) , (3.10)
and for the modified Bessel functions fν (z) = Iν (z) ,Kν (z) we use the notation
f
(u)
βj
(z) = zf ′βj (z) +
[
λunu
(
i
√
z2 −m2u + smu
)
− ǫjβj
]
fβj (z)
= δfzfβj+ǫj (z) + λunu(i
√
z2 −m2u + smu)fβj (z) , (3.11)
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where δI = 1, δK = −1, and u = a, b. The expressions for the VEVs of the charge and current densities
contain a summation over j that enters in the formulas through βj defined as (2.11). Redefining the
summation variable j → j+n0, with n0 defined by (2.15), we see that the VEVs do not depend on n0
and only the fractional part of α is physically relevant. Recall that in deriving (3.8) we have assumed
that all the roots of the equation (2.14) are real. In appendix A it is shown that the representation
(3.8) is valid also in the presence of imaginary roots corresponding to the bound states.
In (3.8), the part 〈jµ〉a comes from the first term in the right-hand side of (3.6) and is given by
the expression
〈jµ〉a = − eq
8πa2
∑
j
∑
κ=±1
∫ ∞
0
dz
κwµ,βj (z)
J
(a)2
βj
(z) + Y
(a)2
βj
(z)
. (3.12)
For its physical interpretation we note that the last term in (3.8) tends to zero in the limit b → ∞.
This shows that (3.12) corresponds to the VEV in the region r ≥ a for a cone with a single edge r = a.
By using the identity
gβj ,ν(z, y)gβj ,ρ(z, y)
J
(a)2
βj
(x) + Y
(a)2
βj
(x)
= Jν(y)Jρ(y)− 1
2
∑
l=1,2
J
(a)
βj
(z)
H
(al)
βj
(z)
H(l)ν (y)H
(l)
ρ (y). (3.13)
with ν, ρ = βj , βj + ǫj, it can be further decomposed as
〈jµ〉a = 〈jµ〉0 + 〈jµ〉(b)a , (3.14)
where the separate parts come from the first and second terms in the right-hand side of (3.13). For
the first part one has
〈jµ〉0 = − eq
4π
∑
j
∫ ∞
0
dx
xw
(0)
µ,βj
(rx)
√
x2 +m2
, (3.15)
with the functions
w
(0)
0,βj
(z) = sm
[
J2βj (z)− J2βj+ǫj(z)
]
,
w
(0)
2,βj
(z) =
2ǫjz
r2
Jβj (z)Jβj+ǫj(z), (3.16)
and w
(0)
1,βj
(z) = 0. In the part 〈jµ〉(b)a we rotate the contour of the integration over z by the angles π/2
and −π/2 for the terms with l = 1 and l = 2, respectively. Introducing the modified Bessel functions
we get
〈jµ〉(b)a =
eq
2π2
∑
j
∫ ∞
m
dx
x√
x2 −m2Re

 I(a)βj (ax)
K
(a)
βj
(ax)
Wµ,βj(rx)

 , (3.17)
with the notations (3.11) and
W0,βj(rx) =
(
sm+ i
√
x2 −m2
)
K2βj(rx) +
(
sm− i
√
x2 −m2
)
K2βj+ǫj(rx),
W2,βj(rx) =
2x
r
Kβj(rx)Kβj+ǫj(rx). (3.18)
For the representation s = 1 and for the boundary condition with λa = 1, this expression for a single
boundary-induced part coincides with the one given in [34] (comparing the formulas here with the
results of [34], the replacements α→ −α and α0 → −α0 should be made; this difference is related to
that in [34], for the evaluation of the VEVs for the geometry with a single boundary, the analog of
the negative-energy mode functions (2.10) was used with α replaced by −α). The part 〈jµ〉0 in (3.14)
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with 0 < r <∞ corresponds to the VEV in a conical space without boundaries and the contribution
〈jµ〉(b)a is induced in the region r ≥ a by the presence of the edge r = a.
Another representation of the VEV (3.15) in the boundary-free conical geometry for the case s = 1
is provided in [34]. The parameter s enters in (3.15) as a coefficient in the charge density and the
corresponding generalization is straightforward with the expression
〈jµ〉0 = − e
2πr
{ [q/2]∑′
l=1
(−1)l sin(2πlα0)fµ (2mr sin(πl/q))
− q
π
∫ ∞
0
dy
fµ (2mr cosh y)
cosh(2qy)− cos(qπ)
∑
p=±1
p cos [qπ (1/2− pα0)] cosh [q (1 + 2pα0) y]
}
, (3.19)
where [q/2] means the integer part of q/2, the prime on the summation sign means that for even q
the term with l = q/2 should be taken with an additional coefficient 1/2, and we have introduced the
functions
f0(z) = sme
−z,
f2(z) = 2m
2(1 + z)e−z/z2. (3.20)
The boundary-free contributions to the charge density for the fields with s = +1 and s = −1 differ
only in sign, whereas the azimuthal current densities coincide.
We can also further transform the edge-induced contributions to the VEVs. The dependence on j
enters through βj and βj + ǫj (see (3.11)). It can be seen that for both the series in (3.8) and (3.17)
one has ∑
j
g(βj , βj + ǫj) =
∞∑
n=0
∑
p=±1
pg(np, np + 1), (3.21)
with the notation
np = q(n+ 1/2 + pα0)− 1/2. (3.22)
As a consequence, the VEVs are presented in the form
〈jµ〉 = 〈jµ〉0 + eq
2π2
∞∑
n=0
∑
p=±1
p
∫ ∞
m
dx
x√
x2 −m2Re
[
I
(a)
np (ax)
K
(a)
np (ax)
Wµ,np(rx)
+
V
(a)
µ,np(ax, rx)K
(b)
np (bx)/K
(a)
np (ax)
K
(a)
np (ax) I
(b)
np (bx)− I(a)np (ax)K(b)np (bx)
]
, (3.23)
where the functions Wµ,np(rx) and V
(a)
µ,np(ax, rx) are given by (3.18) and (3.9) with the replacements
βj → np and ǫj → 1. The same replacements should be done in the notation (3.11) for the modified
Bessel functions. Namely, in (3.23)
f (u)np (z) = δfzfnp+1 (z) + λunu(i
√
z2 −m2u + smu)fnp (z) , (3.24)
for the functions fν (z) = Iν (z) ,Kν (z). Note that the ratio of the combinations of the modified Bessel
functions in (3.23) can be presented in the form
I
(u)
np (z)
K
(u)
np (z)
=
W
(u)
np (z)− iλunu
√
1−m2u/z2
z
[
K2np+1 (z) +K
2
np (z)
]
− 2λunusmuKnp (z)Knp+1 (z)
, (3.25)
where
W (u)np (z) = z
[
Inp (z)Knp (z)− Inp+1 (z)Knp+1 (z)
]
+λunusmu
[
Inp+1 (z)Knp (z)− Inp (z)Knp+1 (z)
]
. (3.26)
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Under the replacement of the parameters λu → −λu, s→ −s one has f (u)np (z)→ f (u)∗np (z), Wµ,np(rx)→
(−1)1−µ/2W ∗µ,np(rx), and V
(a)
µ,np(ax, rx) → (−1)1−µ/2V (a)∗µ,np (ax, rx). From here it follows that for the
fields with the parameters (λu, s) and (−λu,−s) the VEVs of the charge densities differ in sign, whereas
the current densities are the same. The expression (3.23) explicitly shows that both the charge and
current densities are odd periodic functions of the magnetic flux threading the ring with the period
equal to the flux quantum. The periodicity of the physical characteristics in the magnetic flux is a
common feature for the Aharonov-Bohm type effects.
As it has been already mentioned, the part in (3.23) with the second term in the square brackets
tends to zero in the limit b → ∞. For a massive field and for fixed r and a, that part decays
exponentially, like e−2bm for b → ∞. In the case of a massless field the decay, as a function of b,
is power law: as (a/b)q(1−2|α0|)+1 for the charge density and as (a/b)q(1−2|α0|)+2 for the azimuthal
current. Once again, this shows that the contribution (3.14) corresponds to the VEVs outside a single
boundary at r = a and the part with the second term in the square brackets of (3.23) is induced by
the outer boundary.
3.3 Another representation
The representation (3.8) for the charge and current densities in the ring is not symmetric with respect
to the inner and outer edges. An alternative representation, with the extracted outer boundary part
is obtained from (3.8) by making use of the relation
(−1)ν−ρ
I
(a)
βj
(ax)
K
(a)
βj
(ax)
Kν(y)Kρ(y) +
K
(b)
βj
(bx)
K
(a)
βj
(ax)
G
(a)
βj ,ν
(ax, y)G
(a)
βj ,ρ
(ax, y)
K
(a)
βj
(ax) I
(b)
βj
(bx)− I(a)βj (ax)K
(b)
βj
(bx)
=
K
(b)
βj
(bx)
I
(b)
βj
(bx)
Iν (y) Iρ (y) +
I
(a)
βj
(ax)
I
(b)
βj
(bx)
G
(b)
βj ,ν
(bx, y)G
(b)
βj ,ρ
(bx, y)
K
(a)
βj
(ax) I
(b)
βj
(bx)− I(a)βj (ax)K
(b)
βj
(bx)
, (3.27)
with ν, ρ = βj , βj+ ǫj. The expressions for the VEVs of the charge and current densities take the form
〈jµ〉 = 〈jµ〉b + eq
2π2
∑
j
∫ ∞
m
dx
x√
x2 −m2Re

 V (b)µ,βj(bx, rx)I(a)βj (ax)/I(b)βj (bx)
K
(a)
βj
(ax) I
(b)
βj
(bx)− I(a)βj (ax)K
(b)
βj
(bx)

 . (3.28)
where the functions V
(b)
µ,βj
(bx, rx) are defined by (3.9) with u = b. Here, the first term in the right-hand
side is decomposed as
〈jµ〉b = 〈jµ〉0 + 〈jµ〉(b)b , (3.29)
with
〈jµ〉(b)b =
eq
2π2
∑
j
∫ ∞
m
dx
x√
x2 −m2Re

K(b)βj (bx)
I
(b)
βj
(bx)
Uµ,βj(rx)

 . (3.30)
and with the notations defined in accordance with (3.24). The functions in the integrand are given by
the expressions
U0,βj(rx) =
(
sm+ i
√
x2 −m2
)
I2βj(rx) +
(
sm− i
√
x2 −m2
)
I2βj+ǫj(rx),
U2,βj(rx) = −
2x
r
Iβj(rx)Iβj+ǫj(rx). (3.31)
For the special case with s = 1 and λb = 1 the expression (3.30) coincides with the corresponding
result in [34] (with the replacement α→ −α) for the VEVs inside a single circular boundary at r = b.
Passing from the summation over j to the summation over n in accordance with (3.21), we obtain
the final representation
〈jµ〉 = 〈jµ〉0 + eq
2π2
∞∑
n=0
∑
p=±1
p
∫ ∞
m
dx
x√
x2 −m2Re
[
K
(b)
np (bx)
I
(b)
np (bx)
Uµ,np(rx)
+
V
(b)
µ,np(bx, rx)I
(a)
np (ax)/I
(b)
np (bx)
K
(a)
np (ax) I
(b)
np (bx)− I(a)np (ax)K(b)np (bx)
]
. (3.32)
For the ratio under the sign of the real part in (3.32) we have the following explicit expression
K
(u)
np (z)
I
(u)
np (z)
=
W
(u)
np (z) + iλunu
√
1−m2u/z2
z[I2np+1 (z) + I
2
np (z)] + 2λunusmuInp (z) Inp+1 (z)
. (3.33)
The denominator in this expression is positive for z > mu. Relatively simple expressions are obtained
for a massless field. In the limit a → 0 the second term in the square brackets of (3.32) behaves like
aq(1−2|α0|) and it vanishes for |α0| < 1/2. From here it follows that the part 〈jµ〉b corresponds to the
VEV in the region r ≤ b for the geometry of a single boundary at r = b for special case of the boundary
condition on the cone apex. The latter correspond to the imposition of the boundary condition (2.4)
on the circle r = a with the subsequent limiting transition a→ 0. The part with the last term in the
square brackets of (3.32) can be interpreted as the contribution of the inner boundary.
4 Limiting cases and numerical analysis
In this section we consider some limiting cases of the general results given above and present the
numerical analysis of the behavior of the charge and current densities as functions of the parameters
of the model. The limiting transitions a→ 0 and b→∞ have been already discussed in the previous
section. We have seen that the contributions to 〈jµ〉, µ = 0, 2, induced by adding the second boundary
to the geometry of a single boundary decay as aq(1−2|α0|) for the limit a → 0 and as e−2bm for
b → ∞. For a massless field the contribution of the outer boundary in the limit b → ∞ behaves as
1/bq(1−2|α0|)+1+µ/2.
Limiting transition to the geometry of a conical space with a single boundary at r = b, correspond-
ing to a→ 0, can also be seen on the level of the mode functions and of the eigenvalues for the radial
quantum number γ. In that limit one has J
(a)
βj
(γa) ∝ aq|j+α|+1/2 and Y (a)βj (γa) ∝ a1/2−q|j+α|. With
these asymptotics, from (2.14) it follows that if α is not equal to a half-integer then the eigenvalues
of γ are roots of the equation J
(b)
βj
(γb) = 0. For the mode functions from (2.10) we get
ψ(κ)σ (x) = C
(0)
κ e
iq(j+χ)φ−κiEt
(
Jβj (γr)e
−iqφ/2
ǫj
γeiqφ/2
κE+smJβj+ǫj (γr)
)
, (4.1)
with the normalization coefficient
∣∣∣C(0)κ ∣∣∣2 = qγ22π
J−2βj (γb)
2bE (bE − κλbǫjβj)− κλbb(E − κsm)
. (4.2)
For χ = 0 and λb = 1 this result coincides with that given in [36].
As it has been shown above, for λa = λb the charge and current densities vanish for half-integer
values of α corresponding to α0 = ±1/2. That property can also be seen on the base of the represen-
tation (3.23). Let us consider the case α0 → 1/2. In (3.23), for the part with p = +1 we pass to the
summation over n′ = n + 1 and then redefine n′ → n. All the terms with n = 1, 2, . . . in the parts
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with p = +1 and p = −1 cancel each other and the only nonzero contribution comes from the n = 0
term in the part with p = −1. The expressions for the VEVs of the charge and current densities are
obtained from (3.23) omitting the summation over n and taking np = −1/2. By using the expressions
for the functions I±1/2(x) and K1/2(x), it can be seen that
axK
(b)
−1/2
(bx)/K
(a)
−1/2
(ax)
K
(a)
−1/2 (ax) I
(b)
−1/2 (bx)− I
(a)
−1/2(ax)K
(b)
−1/2(bx)
= −1 + ism/
√
x2 −m2
sm+λax
sm−λbx
e2(b−a)x − 1 , (4.3)
and
V
(a)
µ,−1/2(ax, rx) =
( x
2r
)µ/2 2a
rx2
(sm+ i
√
x2 −m2)
{(
1− µ
2
) (
x2 −m2)
+
(sm
2
)1−µ
2
[
(sm− λax) e2x(a−r) + (−1)
µ
2 (sm+ λax) e
−2x(a−r)
]}
, (4.4)
for µ = 0, 2. From these relations it follows that the real part of the last term in (3.23) is zero and,
hence, limα0→1/2〈jµ〉 = limα0→1/2〈jµ〉a, where 〈jµ〉a is decomposed as (3.14). In the part 〈jµ〉(b)a we
use the relation
I
(a)
−1/2(ax)
K
(a)
−1/2(ax)
=
1
π
(
i
√
x2 −m2
λax+ sm
e2ax + 1
)
, (4.5)
to see that
lim
α0→1/2
〈jµ〉 = lim
α0→1/2
〈jµ〉0 − esmq
2π2r
(s
r
)µ/2
Kµ/2(2mr), (4.6)
with µ = 0, 2. Now, by using (3.19), we can see that the limiting value limα0→1/2〈jµ〉0 exactly cancels
the last term in (4.6) and we get limα0→1/2〈jµ〉 = 0. In particular, for λa = λb the charge and current
densities are continuous function of the magnetic flux. This is not the case for the VEVs in the
boundary-free conical geometry and also inside a single circular boundary (see also the discussion in
[34]). The VEVs 〈jµ〉0 and 〈jµ〉b tend to nonzero value in the limit α0 → 1/2 and the charge and
current densities are discontinuous functions of α at half-integer values of this parameter. Note that
in the case λa = −λb and in the limit α0 → 1/2 the expression under the Re sign in (3.23) has pole
and its contribution should be appropriately taken into account. Nonzero limiting values of the charge
and current densities for boundary conditions with λa = −λb are related to that contribution.
The different behavior of the VEVs in the limits α0 → ±1/2 for the cases λa = λb and λa = −λb is
seen in figures 2 and 3. On those figures we have plotted the charge (full curves) and current (dashed
curves) densities at the radial point r/a = 2 as functions of the parameter α for a conical ring with
q = 1.5, b/a = 4, and for the mass corresponding to ma = 0.5. The figure 2 corresponds to the
field with s = 1 and for figure 3 s = −1. The left and right panels on both the figures are plotted
for λa = λb = 1 and λa = −λb = 1, respectively. As is seen from the graphs, the behavior of the
VEVs near half-integer values of α is essentially different for the cases λa = λb and λa = −λb (left
and right panels, respectively). In the first case the VEVs vanish at those values (corresponding to
α0 = ±1/2) and they are continuous periodic functions of the magnetic flux. For λa = −λb the charge
and current densities tend to nonzero limiting values in the limit α0 → ±1/2 and as a consequence of
that they are discontinuous at the half-integer values for α. This kind of discontinuities are present
also for persistent currents in mesoscopic normal metal rings. They appear due to the degeneracy
of the energy levels at the corresponding values of the magnetic flux (see, for example, [45]). As it
has been discussed in appendix B, in the case λa = −λb there is a zero energy mode for the angular
quantum number j = −α and the nonzero values of the charge and current densities for α0 = ±1/2
are related to the contribution of that mode. We note that for the case λa = −λb (right panels)
the approximate relation 〈jφ〉 ≈ −λa〈j0〉 between the charge and current densities is obeyed to good
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enough accuracy for other values of the radial coordinate. This relation is exact for the zero energy
mode. We have also numerically checked the limiting values of the charge and current densities for
the boundary conditions with λa = −λb obtained from (3.23) when α0 → ±1/2 coincide with the
contribution of the zero mode (B.8) for α0 = ±1/2.
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Figure 2: The dependence of the charge (full curves) and current (dashed curves) densities on the
parameter α for the field with s = 1. The graphs are plotted for q = 1.5, ma = 0.5, b/a = 4, r/a = 2.
For the left panel λa = λb = 1 and for the right one λa = −λb = 1.
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Figure 3: The same as in figure 2 for the fermionic field with s = −1.
Now we turn to the investigation of the radial dependence for the VEVs. In figure 4 the charge
(left panel) and current (right panel) densities are depicted as functions of r/a for a massless field and
and boundary conditions with λa = λb = 1. The graphs are plotted for b/a = 8, α0 = 1/4, and the
numbers near the curves correspond to the values of the parameter q. The curve for q = 1 corresponds
to a planar ring. As seen, the presence of the angle deficit may essentially increase both the charge
and current densities. For the example presented in figure 4 the ratio 〈j0〉/e is negative near the inner
edge and positive near the outer edge. The ratio 〈jφ〉/e is positive.
It is of interest to investigate the dependence of the VEVs on the values of the parameters (s, λa, λb).
Figures 5 and 6 display the radial dependence of the charge and current densities for different sets
(s, λa, λb) in the case of a massive field with the mass corresponding to ma = 0.5. The graphs are
plotted for q = 1.5, b/a = 8, α0 = 1/4. The curves with µ = 0 correspond to the charge density 〈j0〉
and the curves µ = 2 correspond to the physical azimuthal component 〈jφ〉 = r〈j2〉 of the current
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Figure 4: Charge and current densities versus r/a for a massless fermionic field. The graphs are plotted
for b/a = 8, α0 = 1/4, (s, λa, λb) = (1, 1, 1) and for different values of the parameter q (numbers near
the curves).
density. Figure 5 corresponds to fields with (s, λa, λb) = (1, 1, 1) (left panel) and (s, λa, λb) = (1, 1,−1)
(right panel). In figure 6, (s, λa, λb) = (−1, 1, 1) for the left panel and (s, λa, λb) = (−1, 1,−1) for the
right panel. The graphs for other sets of the parameters (s, λa, λb) are obtained from the ones depicted
in figures 5 and 6 by taking into account that under the reflection (s, λa, λb) → (−s,−λa,−λb) the
charge density is an odd function and the current density is an even function. As seen, the charge and
current densities are mainly located near the edges, inner or outer. The numerical data confirm the
relations (3.5) between the charge and current densities on the edges of the ring. An important point
to mention here is that the VEVs of the charge and current densities are finite on the edges of ring.
This is not the case, for example, for the fermion condensate or for the VEV of the energy-momentum
tensor.
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Figure 5: Charge (µ = 0) and current (µ = 2) densities as functions of the radial coordinate for a
massive fermionic field. The graphs are plotted for ma = 0.5, b/a = 8, α0 = 1/4. The left and right
panels correspond to the sets (s, λa, λb) = (1, 1, 1) and (s, λa, λb) = (1, 1,−1), respectively.
Comparing the left panel in figure 5 with the graphs in figure 4, we see that for a massive field
the VEVs are essentially smaller. This can be not the case for other sets of the parameters (s, λa, λb).
In order to see the dependence of the VEVs on the field mass, in figure 7 we plot the charge and
current densities as functions of ma for fixed values b/a = 8, r/a = 2, α0 = 1/4 and for the field with
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Figure 6: The same as in figure 5 for the sets (s, λa, λb) = (−1, 1, 1) (left panel) and (s, λa, λb) =
(−1, 1,−1) (right panel).
s = 1. The numbers near the curves are the values for q. The same graphs for the field with s = −1
are presented in figure 8. As the numerical results show, the dependence on the mass is essentially
different for the cases s = 1 and s = −1. For the parameters corresponding to 7 the VEVs decrease
(by modulus) with increasing mass. For the example corresponding to figure 8 both the charge and
current densities increase by modulus with initial increase of the mass and take their maximal or
minimal values for some intermediate value of ma. The further increase of the mass, as expected,
leads to the suppression of the VEVs.
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Figure 7: Charge and current densities as functions of the mass for b/a = 8, α0 = 1/4, r/a = 2,
(s, λa, λb) = (1, 1, 1). The numbers near the curves are the corresponding values of q.
5 VEVs in parity and time-reversal invariant models and applica-
tions to graphitic cones
5.1 VEVs for two irreducible representations of the Clifford algebra
The fermionic field we have considered lives in two-dimensional space. In even number of spatial
dimensions there are two inequivalent irreducible representations of the Clifford algebra. In this
section it will be shown how the VEVs of the charge and current densities are obtained from the
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Figure 8: The same as in figure 7 for the field with s = −1.
results given above for the fields realizing those representations. We will distinguish the different
representations by the parameter s taking the values −1 and +1 (as it will be seen below it coincides
with the parameter s we introduced before in front of the mass term in the Dirac equation (2.2)).
The corresponding sets of the 2 × 2 Dirac matrices will be denoted by γµ(s) = (γ0, γ1, γ2(s)) and the
related fields by ψ(s)(x). In the geometry described by the line element (2.1) the two inequivalent
representations of the matrix γ2(s) can be taken as γ
2
(s) = −isγ0γ1/r. For s = +1 the set γµ(s) coincides
with (2.3) used in the calculations above, γµ(+1) = γ
µ. For the Lagrangian density corresponding to
the fields ψ(s)(x) one has Ls = ψ¯(s)(iγ
µ
(s)Dµ −m(s))ψ(s), where the mass for different representations,
in general, can be different. The current densities of the fields are given by the standard formula
jµ(s) = eψ¯(s)γ
µ
(s)ψ(s). The boundary conditions on the edges we will take again in the form (2.4):(
1 + iλ(s)r nµγ
µ
(s)
)
ψ(s)(x) = 0, r = a, b. (5.1)
Here, the parameters λ
(s)
r also can be different for separate representations.
Comparing with the discussion above, we see that for λ
(+1)
r = λr the field equation and the
boundary conditions for the field ψ(+1)(x) are the same as those for the field ψ(x) with s = 1 and m =
m(+1), discussed in the previous sections. Hence, the expressions of the VEVs of the charge and current
densities for ψ(+1)(x) coincide with those given above. In order to find the VEVs for the field ψ(−1)(x),
we introduce a new field ψ′(−1) according to ψ
′
(−1) = γ
0γ1ψ(−1) with the inverse transformation ψ(−1) =
γ0γ1ψ′(−1). The Lagrangian density is written as L−1 = ψ¯
′
(−1)(iγ
µDµ +m(−1))ψ
′
(−1) with the gamma
matrices γµ = γµ(+1) and for the current density we get j
µ
(−1) = eψ¯
′
(−1)γ
µψ′(−1). As seen, in terms of the
new field the mass term in the Lagrangian density reversed the sign. Substituting ψ(−1) = γ
0γ1ψ′(−1)
in the boundary condition (5.1) for s = −1, we get the corresponding condition for the primed field
ψ′(−1)(x): (
1− iλ(−1)r nµγµ
)
ψ′(−1) = 0, (5.2)
for r = a, b. From these considerations it follows that the charge and current densities for the field
ψ(−1)(x) are obtained from the expressions given above taking s = −1 and λr = −λ(−1)r .
5.2 Charge and current densities in parity and time-reversal symmetric models
In two spatial dimensions, the mass term in the Lagrangian density for a two-component fermionic
field ψ(x) is not invariant under the parity (P ) and time-reversal (T ) transformations. In the absence
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of magnetic fields, P - and T -symmetric models can be constructed combining two fields realizing
different irreducible representations of the Clifford algebra and having the same mass. In accordance
with the consideration of the previous subsection, the Lagrangian density for this set of fields, denoted
as before by ψ(s), s = ±1, is written in two equivalent forms
L =
∑
s=±1
ψ¯(s)(iγ
µ
(s)Dµ −m)ψ(s)
=
∑
s=±1
ψ¯′(s)(iγ
µDµ − sm)ψ′(s), (5.3)
where ψ′(+1) = ψ(+1) and ψ
′
(−1) = γ
0γ1ψ′(−1). The total current density is given by the formula
Jµ = e
∑
s=±1 ψ¯(s)γ
µ
(s)ψ(s) or by J
µ = e
∑
s=±1 ψ¯
′
(s)γ
µψ′(s). The separate fields obey the boundary
conditions (5.1) or the conditions
(
1 + isλ
(s)
r nµγ
µ
)
ψ′(s)(x) = 0 in terms of the primed fields. Note
that because of the appearance of the factor s in front of the term with the normal to the boundary, the
fields ψ′(+1) and ψ
′
(−1) obey different boundary conditions if the fields ψ(+1) and ψ(−1) are constrained
by the same boundary conditions and vice versa.
We can combine the two-component fields ψ(s)(x) in a single 4-component spinor field Ψ =
(ψ(+1), ψ(−1))
T with the Lagrangian density
L = Ψ¯(iγµ(4)Dµ −m)Ψ, (5.4)
where the 4 × 4 Dirac matrices are given by γµ(4) = I ⊗ γµ for µ = 0, 1, and γ2(4) = σ3 ⊗ γ2 with
σ3 being the Pauli matrix. For the corresponding current density one has the standard expression
Jµ = eΨ¯(x)γµ(4)Ψ(x). The boundary conditions on the edges r = a, b are rewritten as(
1 + iΛrnµγ
µ
(4)
)
Ψ(x) = 0, (5.5)
with Λr = diag(λ
(+1)
r , λ
(−1)
r ). Alternatively, we can introduce the spinor Ψ′ = (ψ′(+1), ψ
′
(−1))
T and
the set of gamma matrices γ′µ(4) = σ3 ⊗ γµ. For the corresponding Lagrangian density one gets L =
Ψ¯′(iγ′µ(4)Dµ − m)Ψ′ and for the current density operator Jµ = eΨ¯′(x)γµ(4)Ψ′(x). Now the boundary
conditions take the form
(
1 + iΛrnµγ
′µ
(4)
)
Ψ′(x) = 0. The latter has the same form as (5.5), though
with different representation of the gamma matrices.
For λ
(+1)
u = λ
(−1)
u , u = a, b, the fields ψ(+1) and ψ(−1) in the Lagrangian density (5.3) obey the
same boundary conditions. In this case the boundary condition for the transformed field ψ′(−1) differs
from the condition for the field ψ′(+1) = ψ(+1) by the sign of the term containing the normal to the
boundary. As it has been shown above, the charge density is an odd function under the replacement
(s, λu)→ (−s,−λu), whereas the azimuthal current density is an even function. From here we conclude
that in the model involving two fields ψ(+1) and ψ(−1) with the same masses and the phases in the
periodicity condition (2.6), obeying the boundary conditions (5.1) with λ
(+1)
u = λ
(−1)
u , the VEV of
the total charge density vanishes, 〈J0〉 = 0, and for the VEV of the total current density one gets
〈J2〉 = 2〈j2〉, where 〈j2〉 is given by (3.23) with µ = 2 and with s = 1, λu = λ(+1)u .
In models with two fields ψ(+1) and ψ(−1), realizing inequivalent irreducible representations of
the Clifford algebra, a nonzero vacuum charge density may appear if the corresponding boundary
conditions are different (λ
(+1)
u 6= λ(−1)u ) or the masses for the fields differ. However, note that the
difference in the masses will break the parity and time-reversal symmetry of the model. Another
possibility for the appearance of the nonzero charge density is realized in models with different phases
in the periodicity conditions (2.6) for the fields ψ(+1) and ψ(−1). The latter type of situation takes
place in semiconducting carbon nanotubes where the fields under consideration describe the electronic
subsystem of graphene tubes.
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5.3 Current density in graphitic cones
Among important realizations of 2D fermionic models is graphene. The existence of various classes
of graphene allotropes, like carbon nanotubes, fullerens, graphitic cones, nanoloops and nanohorns,
makes graphene an exciting arena for the investigation of the effects of the geometry, topology and
boundaries on the properties of a quantum fermionic field. Recently, a number of mechanisms have
been suggested (see, for example, [46]) to generate effective curved background geometries for Dirac
fermions in graphene. In particular, they include various types of external fields, lattice deformations,
and local variations of the Fermi velocity. The advantage of these graphene based artificial systems in
modelling the influence of the gravity on quantum matter is that one can tune in a controlled manner
the geometrical characteristics of the background spacetime.
In the long wavelength approximation, the effective field theory for the electronic subsystem in
graphene is formulated in terms of 4-component spinors ΨS = (ψ+,AS , ψ+,BS , ψ−,AS, ψ−,BS)
T , where
S = ±1 corresponds to the spin degree of freedom. It is decomposed into two 2-component spinors,
ψ+ = (ψ+,AS, ψ+,BS) and ψ− = (ψ−,AS , ψ−,BS), corresponding to two inequivalent corner points K+
andK− of the hexagonal Brillouin zone of graphene. These two valleys are related by the time-reversal
symmetry. The separate components ψ±,AS and ψ±,BS give the amplitude of the electron wave function
on the triangular sublattices A and B of the graphene hexagonal lattice. In the standard units with
the speed of light c and the Planck constant ~, the Lagrangian density in the effective field theory is
presented as
Lg =
∑
S=±1
Ψ¯S [i~γ
0
(4)∂t + i~vF γ
l
(4)(∇l + ieAl/~c) −∆]ΨS, (5.6)
where l = 1, 2, e is the electron charge and vF ≈ 7.9 × 107 cm/s is the Fermi velocity for electrons.
The energy gap ∆, introduced in (5.6), is related to the Dirac mass m by ∆ = mv2F . A number of
mechanisms has been considered in the literature for the generation of the energy gap in the range
1meV . ∆ . 1 eV (see, for example, [5] and references therein). The energy scale in the model
is determined by the parameter γF = ~vF /a0 ≈ 2.51 eV, where a0 ≈ 1.42 A˚ is the inter-atomic
spacing of graphene honeycomb lattice. For the Compton wavelength related to the energy gap one
has aC = ~vF/∆. For a given S, the charge density corresponding to the Lagrangian (5.6) is given by
J0 = eΨ¯S(x)γ
0
(4)ΨS(x) and for the current density we get J
µ = evF Ψ¯S(x)γ
µ
(4)ΨS(x), µ = 1, 2.
The separate parts in (5.6) for given S are the analog of the Lagrangian density (5.4) we have
discussed before. The two-component fields ψ(+1) and ψ(−1) correspond to the fields ψ+ and ψ−.
Hence, the parameter s in the discussion above enumerates the valley degrees of freedom in graphene.
On the base of this analogy, we can apply the formulas for the charge and current densities given above
to graphene conical ribbons with the edges r = a and r = b. The graphene nanocones have attracted
considerable attention due to their potential applications such as probes for scanning probe microscopy,
electron emitters, tweezers for nanomanipulation, energy storage, gas sensors, and biosensors. In the
problem under consideration the separate parts with S = ±1 give the same contributions to the VEVs
and we can consider the VEVs for a given spin degree of freedom omitting the index S. The total
VEVs are obtained with an additional factor 2. As it has been already mentioned in Introduction,
for the opening angle in graphitic cones one has φ0 = 2π(1 − nc/6) with nc = 1, 2, . . . , 5 being the
number of the removed sectors from a planar graphene sheet. The analog of the quasiperiodicity
condition (2.6) in graphene cones has been discussed in [24, 26, 28, 31]. For graphene cones with odd
values of nc it mixes the valley indices through the factor e
−iπncτ2/2, where the Pauli matrix τ2 acts
on those indices. The corresponding condition can be diagonalized by a unitary transformation that
diagonalizes the matrix τ2. For even values of nc the spinors corresponding to different valleys are
not entwined and an additional diagonalization is not required. By taking into account that only the
fractional part of the parameter χ is relevant in the evaluation of the VEVs, it can be seen that two
inequivalent values of the parameter χ realized in graphitic cones correspond to χ = ±1/3. Note that
the same inequivalent values of the periodicity phase are realized in semiconducting carbon nanotubes
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(in metallic nanotubes χ = 0). The fermionic current density in cylindrical and toroidal carbon tubes
has been investigated in [15, 19].
For a given spin S, the ground state charge and current densities in graphitic cones are obtained
from the results in section 3 in accordance of the procedure described in the previous subsection,
adding an additional factor vF for the azimuthal current density. Translating the results given above
to graphene made structures it is convenient to make the replacements mu → u/aC , u = a, b, r,
in the corresponding formulas. If the energy gap is the same for both the valleys, the net charge
density vanishes as a consequence of the cancellation between the contributions from different valleys.
However, there exist gap generations mechanisms in graphene breaking the valley symmetry (for
example, chemical doping) and one can have a situation with different masses for the fields ψ+ and
ψ−. In this case there is no cancellation of the corresponding contributions to the charge density. Note
that the magnetic flux induced currents in planar graphene rings have been investigated in [37, 47].
Based on the concept of branes, a model for the emergence of current density in graphene in the
presence of defects has been recently discussed in [48].
6 Conclusion
The notion of vacuum in quantum field theory has a global nature and its properties are sensitive to
both the local and global characteristics of the background spacetime. In the present paper we have
investigated the combined effects of boundaries, topology and of the magnetic flux on the ground state
mean charge and current densities for a fermionic field in two-dimensional conical rings with arbitrary
values of the angle deficit. The boundary conditions for the field operator on the ring edges are specified
by the set of parameters (λa, λb). In the special case (1, 1) they are reduced to the standard MIT bag
boundary condition (infinite mass boundary condition in the context of 2D fermionic systems). An
additional parameter s in front of the mass term in the Dirac equation corresponds to two inequivalent
irreducible representations of the Clifford algebra in (2+1)-dimensional spacetime. The fermionic mode
functions are presented as (2.10), where the allowed values of the radial quantum number depend on
the specific boundary condition and are roots of equation (2.14). For whole family of boundary
conditions, we have considered, the vacuum state is stable and for all the roots γ2 ≥ −m2. For fields
with (s, λa, λb) = (±1,±1,±1) all the eigenvalues for γ are real. In the remaining cases, depending on
b/a and ma, purely imaginary eigenvalues γ = iη/a, 0 < η < ma, may appear corresponding to bound
states. For half-integer values of the parameter α from (2.15) and under the condition λa = −λb there
is also a zero mode with the value of the total angular momentum j = −α.
The VEVs of the charge and current densities are evaluated by using the corresponding mode sums
over the bilinear products of the mode functions. The VEV for the radial current vanishes and the
contribution of the modes with positive γ to the charge and azimuthal current densities is presented
as (3.1). In the presence of the bound state or the zero mode, the corresponding contributions, given
by (A.8) and (B.8), should be added to (3.1). The charge and current densities on the ring edges are
connected by simple relation (3.5) that is valid for whole family of boundary conditions. For half-
integer values of α the charge and current densities vanish for the boundary conditions with λa = λb.
For the conditions with λa = −λb the only nonzero contribution comes from the zero mode. In the
latter case the charge and current densities are discontinuous functions of α (in particular, of the
magnetic flux enclosed by the ring) at half-integer values of that parameter.
In the representation (3.1) the summation goes over the eigenvalues for γ given implicitly, as roots
of equation (2.14). The explicit knowledge of those roots is not required if we apply the summation
formula (3.6) to the corresponding series. In the presence of the bound states an additional term in the
form (A.12) should be added to the right-hand side of (3.6). We have shown that the additional term
exactly cancels the contribution coming from the bound states and the integral representation (3.8) is
valid for all the sets of parameters (s, λa, λb). The first term in the right-hand side of (3.8) corresponds
to the VEV in the conical geometry with a single boundary at r = a and the last term is interpreted
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as the contribution induced by the second edge at r = b. The former part is further decomposed as
(3.14) with the boundary-free and edge induced contributions, given by (3.19) and (3.17), respectively.
An alternative representation, where the part corresponding to the problem inside a single circular
boundary is extracted, is given by (3.28). As a general rule, the modulus of both the charge and
current densities increases with increasing planar angle deficit (with increasing q). Depending on
the boundary condition, determined by the set (λa, λb), the charge and current densities are mainly
located near the inner or outer edge (see figures 4-6). We have demonstrated that the behavior of
the VEVs as functions of the mass can be essentially different for fields with s = +1 and s = −1.
In the former case and for the boundary condition with (λa, λb) = (1, 1) the absolute values of the
charge and current densities decrease with increase of the field mass. In the case s = −1 and for the
same boundary condition, the absolute values for both the charge and current densities increase with
initial increase of the mass. After taking the maximum value, as expected, they tend to zero for large
masses.
It is well known that in two spatial dimensions the fermionic mass term breaks both the parity and
time reversal invariances. P - and T -symmetric fermionic models are constructed considering the set of
two fields, ψ(+1) and ψ(−1), with the same masses realizing two inequivalent irreducible representations
of the Clifford algebra. The VEVs of the charge and current densities for the field corresponding to
the second representation and obeying the boundary condition (5.1) are obtained from the formulas
in section 3.1 with s = −1 and λu = −λ(−1)u , u = a, b. If in addition to the masses, the phases in the
periodicity condition along the azimuthal direction and the boundary conditions on the edges for the
fields ψ(+1) and ψ(−1) are the same then the total charge density vanishes, whereas the total current
density doubles. In the effective low-energy theory for electronic subsystem of graphene, the fields
ψ(+1) and ψ(−1) correspond to two inequivalent points of the Brillouin zone (valley degrees of freedom)
and the results obtained in the present paper can be applied for the investigation of the charge and
current densities induced by Aharonov-Bohm magnetic flux in graphitic cones. Two inequivalent
values of the phase 2πχ realized in graphitic cones correspond to ±2π/3 and for the parameter q one
has q = 1/(1 − nc/6). It is of interest to note that the valley-dependent gap generation mechanisms
(for a recent discussion see [49] and references therein) create different masses for the fields ψ(+1) and
ψ(−1) and, as a result of that, the nonzero net charge density appears. This breaks the time-reversal
symmetry.
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A Contribution of the bound states
In addition to the infinite set of positive modes γ = γl, depending on the parameters of the model,
the equation (2.14) for the eigenmodes may have purely imaginary solutions γa = iη, η > 0. For the
modes with η > ma the corresponding energy is imaginary and the presence of these modes would
signal about the instability of the vacuum state. In the case η > ma the equation determining the
modes is given by
K(a)np (η) I
(b)
np (ηb/a) − I(a)np (η)K(b)np (ηb/a) = 0. (A.1)
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The left-hand side is a complex function and the real and imaginary parts should be separately zero.
Introducing the function
Bµ,ν(x, y) = Iµ(x)Kν(y)− (−1)µ−νKµ(x)Iν(y), (A.2)
from those conditions it follows that we should have
Bnp+1,np+1 (η, ηb/a) = λaλbBnp,np (η, ηb/a) . (A.3)
By taking into account that Bν,ν (η, ηb/a) < 0 for ν ≥ −1/2, we see that the equation (A.3) has no
solutions for λaλb < 0. For λaλb > 0, noting that Bν+1,ν+1 (η, ηb/a) < Bν,ν (η, ηb/a) for ν > −1/2,
again, (A.3) has no solutions. Hence, for all the values of the parameters s, λa, λb there are no modes
with η > ma and the vacuum state is stable.
Now we turn to the modes γa = iη, η > 0, with η < ma. These modes correspond to bound states.
They are determined by the equation (2.14) with γa = iη. Introducing the modified Bessel functions
it is written in the form
Gβj (η, ηb/a) ≡ I(a)βj (η)K
(b)
βj
(ηb/a) − I(b)βj (ηb/a)K
(a)
βj
(η) = 0, (A.4)
where the functions f
(u)
βj
(z) with f = I,K are defined by (3.11) with the replacement
i
√
z2 −m2u → κ
√
m2u − z2. (A.5)
This replacement is understood also in the following formulas in this appendix.
If we write the roots of (A.4) as functions of the parameters, η = η(b/a, s, λu, j, α0, κ), then the
solutions for different sets of the parameters in the arguments are connected by the same relations as
those for the modes zl (see the paragraph after formula (2.15)). For all values of the ratio b/a the
bound states are absent in the cases (s, λa, λb) = (±1,±1,±1). For the remaining sets, depending on
the values of the parameters, we have the following two possibilities: (i) the bound states are present
for all values of the ratio b/a or (ii) they appear started from some critical value of that parameter,
denoted here as (b/a)c. The numerical analysis has shown the following features. If there is no bound
state for some j = j(b), then there is no bound state for angular quantum numbers with |j| > |j(b)|.
The critical values of b/a for the appearance of the bound states increase with decreasing ma. The
critical value (b/a)c also increases with increasing q. The latter means that we can have a situation
when the bound state is present in a planar ring and is absent in the conical ring for the same values
of the other parameters. For example, for κ = +, ma = 0.5, α0 = 1/4 and (s, λa, λb) = (−1, 1, 1) for
a planar ring (q = 1) one has (b/a)c ≈ 3.13, 4.5 for j = 1/2, 3/2, respectively. For a conical ring we
get (b/a)c ≈ 3.6, 6.22 for j = 1/2, 3/2. For (s, λa, λb) = (−1, 1, 1) and for the same values of the other
parameters the bound states are present only for q = 1, j = 1/2 with the critical value (b/a)c ≈ 4.88
and and there are no bound states for q = 1.5.
In the limit b/a → ∞ the equation for the bound states is reduced to K(a)βj (η) = 0. The latter
is the equation for the bound states in a conical space with a single boundary at r = a and has
no solutions for sλa > 0. In this case, in the limit b/a → ∞ the possible bound states determined
from (A.4) tend to ma. If there is a bound state in the geometry of a single boundary, then in the
limit b/a → ∞ the corresponding bound state for a conical ring (with the same values for the set
(s, λa, j, α0, κ)) tends to the limiting value different from ma. These two situations are illustrated in
figure 9, where we have plotted the radial quantum number η for the bound states as a function of
the ratio b/a for (s, λa, λb) = (−1,−1, 1) (left panel) and (s, λa, λb) = (1,−1,−1) (right panel). The
graphs are plotted for κ = +, ma = 3 and α0 = 1/4 and the numbers near the curves are the values
of j. The dashed and full curves correspond to q = 1 (planar ring) and q = 1.5, respectively. For the
left panel sλa > 0 and there is no bound state in a conical geometry with a single boundary, r ≥ a. In
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this case the bound states tend to ma for b/a≫ 1. For the right panel the equation K(a)βj (η) = 0 has
a solution and it is the limiting value of the bound state when b/a→∞. On the right panel we also
see that the bound states appear only started from some critical value of b/a. By using the relations
between the bound states for different sets of the parameters, we see that the graphs in figure 9 also
present the locations of the bound states for the set (−j,−α0,−κ) or for the set (−s,−λu,−κ) with
the same values of the remaining parameters.
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Figure 9: The values of η for bound states versus the ratio b/a. The numbers near the curves are
the values of the quantum number j. The left and right panels are plotted for the values of the
parameters (s, λa, λb) = (−1, 1, 1) and (s, λa, λb) = (−1,−1, 1), respectively. The full and dashed
curves correspond to the cases q = 1.5 and q = 1. For the other parameters we have taken α0 = 1/4
and ma = 3.
It is of interest to compare the number of the positive and negative energy bound states for given
values of the other parameters. In figure 10 the bound states are presented as functions of b/a for
q = 1.5, α0 = 1/4, ma = 1, and for the set (s, λa, λb) = (1,−1,−1). The numbers near the curves are
the values of the total angular momentum j. The full and dashed curves correspond to the positive
(κ = +) and negative (κ = −) energy modes.
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Figure 10: The values of η corresponding to the bound states versus b/a for q = 1.5, α0 = 1/4, ma = 1,
(s, λa, λb) = (1,−1,−1). The full and dashed curves correspond to positive and negative energy states
and the numbers near the curves are the values of j.
If bound states are present their contribution should be added to the right-hand side of (3.1). The
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corresponding mode functions are given by
ψ(b,κ)σ (x) = C
(b)
κ e
iq(j+χ)φ−κiEt
(
G
(a)
βj ,βj
(η, ηr/a)e−iqφ/2
− eiqφ/2η/aκE+sm G
(a)
βj ,βj+ǫj
(η, ηr/a)
)
, (A.6)
with the energy E =
√
m2 − η2/a2. Here the function G(u)βj ,µ(x, y) is defined by (3.10) with f
(u)
βj
(z)
obtained from (3.11) by the replacement (A.5). From the condition (2.16) for the normalization
coefficient we find ∣∣∣C(b)κ ∣∣∣2 = qη24πa2E

Ba − BbI
(a)2
βj
(η)
I
(b)2
βj
(ηb/a)


−1
, (A.7)
where Bu is defined in accordance with (2.19).
Substituting the mode functions into the mode sum (2.8) for the contribution of the bound states
to the VEV 〈jµ〉 we get
〈jµ〉(b) = −
eq
8π
∑
j
∑
κ=±
(κsm− E)w(b)µ,βj(η)/E
Ba −BbI(a)2βj (η) /I
(b)2
βj
(ηx)
, (A.8)
with µ = 0, 2 and with the functions
w
(b)
0,βj
(η) = (sm+ κE)G
(a)2
βj ,βj
(η, ηr/a) + (sm− κE)G(a)2βj ,βj+ǫj(η, ηr/a),
w
(b)
2,βj
(η) = −2η
ar
G
(a)
βj ,βj
(η, ηr/a)G
(a)
βj ,βj+ǫj
(η, ηr/a). (A.9)
The total current density is the sum of the parts (3.1) and (A.8). On the edges of the ring one gets
simplified expression for the charge density:
〈j0〉(b),r=u = −
eq
4πa2
∑
j
∑
κ=±
η2
E
κI
(a)2
βj
(η) /I
(b)2
βj
(ηu/a)
Ba −BbI(a)2βj (η) /I
(b)2
βj
(ηb/a)
, (A.10)
where u = a, b. For the azimuthal current density on the edges we have the relation (3.5).
For the evaluation of the sum over l in (3.1) we again can apply the Abel-Plana type formula (3.6).
However, in the presence of the modes γa = iη the summation formula (3.6) is modified: an additional
term appears in the right-hand side coming from the poles z = ±iη. The derivation of the summation
formula from the generalized Abel-Plana formula is similar to that for (3.6) presented in [43]. The
difference is that now the function g(z) in the generalized Abel-Plana formula has poles z = ±iη on
the imaginary axis. In the corresponding integral these poles should be avoided by small semicircles
in the right half plane with the centers at z = iη and z = −iη. The contributions of the integrals over
these semicircles are combined, up to the coefficient −π2/4, as the term
i
I
(b)
ν (ηb/a)
I
(a)
ν (η)
w(iη) − w(−iη)
∂zGβj (z, zb/a)|z=η
. (A.11)
Now, the summation formula for the series over the positive roots γl is obtained from (3.6) by adding
to the right-hand side of that formula the term (A.11).
After the application of the summation formula (3.6) with the additional term (A.11) in the right-
hand side, the contribution to the current density from the modes with γ = γl is given by (3.8) plus
the part coming from (A.11). By taking into account that wµ,βj (ze
−πi/2) = −wµ,βj(zeπi/2) for z < ma,
we can see that the additional term in the VEV 〈jµ〉 is presented as
qe
4πa2
∑
j
∑
κ=±
I
(b)
ν (ηb/a)
I
(a)
ν (η)
ηw
(b)
µ,βj
(η)/E
∂zGβj (z, zb/a)|z=η
. (A.12)
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By using the definition (A.4) and the fact that z = η is the zero of the function Gβj (z, zb/a), one can
show that the derivative in (A.12) is given by
∂zGβj(z, zb/a)|z=η =
2κa−2η
sm− κE

Ba I
(b)
βj
(ηb/a)
I
(a)
βj
(η)
−Bb
I
(a)
βj
(η)
I
(b)
βj
(ηb/a)

 . (A.13)
Substituting this into (A.12) we see that the contribution (A.12) is the same as (A.8) but with the
opposite sign. From here we conclude that the contribution of the bound states to the total VEV 〈jµ〉
is cancelled by the contribution of the additional term (A.11) in the summation formula for the modes
γl. Hence, all the representations for the charge and current densities given above, started from (3.8),
are valid in the case of the presence of bound states as well.
B Special mode and its contribution to the VEVs
For half-integer values of the parameter α there is a special mode corresponding to j = −α. For this
mode the upper and lower components of the spinor are expressed in terms of the cylinder functions
with the orders ±1/2 and the mode functions obeying the boundary condition (2.4) on the edge r = a
have the form
ψ
(κ)
(s)σ(x) = C(s)
√
E + κsm
φ0r (b− a)Ee
iq(χ−α−1/2)φ−κiEt
(
cos [γ (r − a) + γa]
γeiqφ
κE+sm sin [γ (r − a) + γa]
)
, (B.1)
with γa defined by the relations
sin γa = −
√
E + κsm
2E
, cos γa = κλa
√
E − κsm
2E
. (B.2)
The coefficient is given by
C(s) =
{
1 +
κsm
2zE
[
sin (2z + 2γa) + κλa
γ
E
]}−1/2
, (B.3)
with z = γ(b−a). From the boundary condition (2.4) at r = b we get the equation for the eigenvalues
of γ:
κ (λa + λb)
(
cos z + λas
m
γ
sin z
)
+ (1− λaλb) E
γ
sin z = 0. (B.4)
The positive roots of this equation will be denoted by γ = γ
(s)
l , l = 1, 2, 3, . . ..
On the base of the modes (B.1), for the contribution of the special mode to the charge density one
gets
〈jµ〉(s) = −
e
2φ0 (b− a) r
∞∑
l=1
∑
κ=−,+
κC2(s)w(s)µ(γ
(s)
l ), (B.5)
where
w(s)0(γ) = 1 +
sm
E2
{λaγ sin [2γ (r − a)]− sm cos [2γ (r − a)]} ,
w(s)2(γ) = −
γ
rE2
{sm sin [2γ (r − a)] + λaγ cos [2γ (r − a)]} . (B.6)
As it is seen from (B.4), for the specification of the eigenvalues γl two cases should be considered
separately.
In the case λb = −λa the equation for γ is reduced to sin[γ(b − a)] = 0 with the eigenvalues
γ
(s)
l = πl/(b− a), l = 1, 2, . . .. For these modes C2(s) = 1 and, hence, in (B.5) the factor C2(s)w(s)µ(γ
(s)
l )
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is the same for the positive and negative energy modes. Consequently, the contributions 〈jµ〉(s) for
both the charge and current densities are zero because of the cancellation between the positive and
negative energy modes.
For j = −α and λb = −λa, in addition to the modes with positive γ there is a zero energy mode
with E = 0 and γ = im. The corresponding normalized mode function is given by
ψ
(0)
(s) =
√
m/(φ0r)e
λasmr+iq(χ−α−1/2)φ
[λas (e2λasmb − e2λasma)]1/2
(
1
−λaeiqφ
)
, (B.7)
and λb = −λa. For the contribution of this mode to the charge density we get
〈j0〉(0)(s) = ±
e
φ0r
λasme
2λasmr
e2λasmb − e2λasma , (B.8)
and for the azimuthal current density one has 〈j2〉(0)(s) = −λa〈j0〉
(0)
(s)/r for all values a ≤ r ≤ b. The
reason for the appearance of two signs in the presence of the fermionic zero mode is the same as that
discussed in [50]
In the case λb = λa, the boundary condition (B.4) leads to the equation
cos z + (λasm/γ) sin z = 0, (B.9)
with z = γ(b− a). It is the same for the positive and negative energy modes. Note that the equation
(B.9) coincides with the eigenvalue equation for a finite length cylindrical tube (see [19] for the case
λas = 1). For the solutions of (B.9) the expression for (B.3) is simplified to C
−2
(s) = 1−sin (2z) /2z and,
again, is the same for the modes κ = + and κ = −. Hence, as in the previous case, the contributions
of the positive and negative energy modes cancel each other in the VEVs (B.5).
Concluding the analysis in this section, for half-integer values of α the special mode with the
angular momentum j = −α does not contribute to the VEVs of the charge and current densities in
the case λb = λa. In the case λb = −λa the only nonzero contributions come from the zero energy
mode (B.7). For the charge density that contribution is given by (B.8).
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