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Abstract 
We present an interactive query formulation technique 
which enables exploitation not only of structural properties 
of data but also of semantic constraints as posed by the con- 
tents of data. The technique aims at the formulation of a se- 
mantically consistent or meaningful query by the end-user 
without any previous knowledge of syntax formalisms and 
data model semantics. This has been achieved by end-user 
guidance in that an inference engine suggests semantically 
rich query terms for further consideration by the end-user. 
The set of suggested terms at each interaction stage com- 
ply with the already considered query terms with respect to 
structure and contents based semantics. Assignment or se- 
lection of operational terms are also allowed, if operational 
semantics comply with the semantics of data. The interac- 
tive query formulation component has been implemented in 
Java and runs on the client side of a clientherver based 
query answering system architecture. 
Keywords: visual query languages, Interactive query 
formulation, Semantic constraints, Knowledge-based 
querying. 
1. Introduction 
Query languages as a means of communication between 
information systems and humans need to address all three 
levels of syntax, semantics and pragmatics in order to pro- 
vide an intuitive and human oriented way of dealing with 
information extraction. From all three levels, syntax is the 
best understood. Semantics and Pragmatics are still consid- 
ered a critical issue when a communication process in terms 
of querying of information systems by humans is going to 
be established. 
Query languages, however, provided by database man- 
agement systems are mainly designed for programmers and 
they underly a syntax formalism. Furthermore, it is required 
that end-users have a substantial knowledge of logic and the 
database structure in order to formulate queries. Even easy- 
to-use languages such as SQL are intimidating for average 
users and require formal training to use. A solution can be 
provided by application programming which forms a mid- 
dle layer between database systems and end-users. But ap- 
plications with pre-programmed queries cannot satisfy the 
dynamic query needs of users, especially when scientific 
databases and decision support systems are considered. 
In order to meet the dynamic query needs of end-users, 
interactive and visual query formulation techniques have 
been proposed. The former relies upon guidance through 
semantic models for incremental or associative query an- 
swering for relevant information and incremental query ses- 
sions [32, 311. The goal of such interactive query formu- 
lation techniques is to provide an end-user- and context- 
sensitive assistance based on database modeling and prob- 
abilistic reasoning techniques combined with linguistic- 
based ones. To this extend, query formulation takes place 
in terms either of query completion of incomplete queries 
or suggestions of further queries to reach a complex query 
goal, or relevant attributes or topics which might be of in- 
terest to the users [15, 10,8,20,27, 11,9]. 
Visual query languages, on the other side, rely upon vi- 
sual formalisms and metaphors [22] which results in visual 
query languages [5] and systems (VQSs). A classification 
of such systems is given in [6] based on the criteria of vi- 
sual representation of queries and query results. They are 
mainly classified into form-based [28, 18, 23, 29, 30, 331, 
diagrammatic [17, 3, 161 and iconic VQSs [26] according 
to the representation of the domain of interest for query 
formulation and/or the query result. Some hybrid systems 
[25, 21, 121 have also been proposed. They all refer to in- 
formation repositories dealing with alphanumeric data and 
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not with semi-structured, video or audio data. 
In order to provide an interactive query formulation tech- 
nique which embed semantic constraints, we elaborated a 
knowledge-based query formulation technique based on a 
semantic model which captures both the structure and se- 
mantic contents of data. The end-userhystem interaction 
strategy enables the construction of a query in terms of con- 
cepts, relationships, properties, values or value domains, as 
well as operations. They all constitute the vocabulary of the 
visual query language [24] and are represented by a seman- 
tic model in a multi-lingual mode. This enables construc- 
tion of a query with terms from a particular natural language 
(NL) without affecting the query results. 
Since the interaction strategy exploits semantic con- 
straints, only reasonable or meaningful queries can be con- 
structed by the end-user. Therefore, a major part of seman- 
tic query optimization is done during the interactive query 
construction and, therefore, complex transformation rules 
are avoided when a query is being parsed after formula- 
tion in order to optimize it semantically [4]. Furthermore, 
addressing the same query result by having formulated a 
query with linguistic items in more than one natural lan- 
guage enhances dynamic query needs in a multi-lingual en- 
vironment. 
On the other side, since the suggested set of query terms 
must be compliant with the given semantic constraints, only 
a minimal set of query terms is presented to the end-user 
for selection. Therefore, the semantics based interaction 
technique frees the end-user from the task of understand- 
ing complex diagrammatic representations of data models 
as well as m z e - t h e  set of query elements which cur- 
rently appear on the query formulation user interface. 
2. System considerations 
Prior to the description of the interaction strategy for 
the query construction (see next section), an overview of 
the implemented query system is depicted in figure 1. It 
gives an overview of the major components participating in 
a query construction and submission session which takes 
place at the client’s workspace. The main components are: 
a) the query construction user interface, where the query 
is being assembled in terms of natural language words and 
their signification. The words refer to both i) application 
domain terms such as acute myocardial infarction, stress 
test and ii) logical operators (AND, OR, NOT), comparison 
operators (e.g., less than, equals, etc.) and operations (e.g., 
average, deviation, frequencies, etc.). 
b) the semantic information space of the domain ter- 
minology. This has been achieved by forming a semantic 
graph with preconditions where the nodes represent all po- 
tential query terms with their semantic depth due to a par- 
ticular application-domain. The semantic information space 
also includes semantic constraints as posed to value do- 
mains such as well-restricted or dynamically formed value 
domains, or set of attribui:es to be considered when applica- 
tion specific circumstances are taken into account. 
c) an inference engine which acts upon the semantic in- 
formation space in order to respond to the users’ requests 
for suggestions of query terms during query construction. 
The inference engine is needed each time suggestions for 
the consideration of further query terms are requested by 
the end-user in order to extend the current set of query terms 
already included in the potential query. 
d) the query transformation engine, where each con- 
structed query with tems of the terminology base is trans- 
formed into a SELECT-PROJECT-JOIN query. This is 
achieved by transforming the semantic query tree which 
corresponds to the constructed query into either a query 
execution tree with operations from the relational algebra 
or to SELECT-FROM-WHERE statements as set of tokens. 
Moreover, the words in a particular natural language have to 
be mapped into the names given to the elements of the data 
storage model such as relations, attributes, values and/or op- 
erations. This enables the natural language independence 
of retrieving a query result, since an SQL statement can 
be reached regardless which natural language has been se- 
lected in order to express the query terms. 
e) an object-relational DBMS such as ORACLE. 
In order to start the interactive query formulation ses- 
sion, the inference engine needs to be downloaded to the 
client site. Subsequently, an NL-specific set of query vo- 
cabulary terms is impoaed from a terminology server ac- 
cording to the language preference of the end-user (figure 
1). The inference mechanism is responsible for the sug- 
gestion of terms when a given query context as well as the 
structural and semantic constraints of data are given. These 
refer to both application domain terms and operational ones. 
The final constructed query will be a rooted graph SQT 
for which it holds that SQT C G ( N , E ) ,  where SQT 
is a tree (there is a unique path from root to n for every 
n E N ,  n # root) and G(N,  E) is the knowledge graph 
representing data and operational semantics of an appli- 
cation domain. The qucry tree, however, includes nodes 
which are semantically ,consistent with respect to the ex- 
pressed semantic constraints. 
The transformation algorithms for the constructed query 
trees out-lie the scope of this paper. However, given the se- 
mantic information as refers to the role of the query nodes 
(concept, relationship, property, value) as well as the re- 
lationships of the symbols on the query trees nodes to 
the elements of the implementation (target database) data 
model, we are in a position to construct simple SELECT- 
PROJECT-JOIN queries with AND-connected conditional 
statements which are free of semantic conflicts. 
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Figure 1. Overview of the interactive query construction system 
interactively formulated queries in that comparison opera- 
tors and operations can be selected by the end-user and as- 
signed to the elements of the query. The assignment of com- 
parison operators and operations to terms (nodes) by the 
end-user, however, is still subject to semantic constraints. 
These refer not only to the classifications of terms as con- 
cepts or properties but also to the notion of properties such 
as categorical or numerical variables. The same holds for 
comparison operators which are suggested to the end-user 
according to the notion of the value currently assigned to a 
property. For example, the comparison operators > and 2 
are suggested in order to be assigned to a value node of the 
query tree, only if the value is a numerical one. 
In this sense, the constructed query and, respectively, 
the submitted query tree, can be enhanced by opera- 
tions/operators which are semantically consistent with the 
query terms (nodes) currently constituting the query. 
Three-tier architecture: The components-based con- 
struction of the system can be mapped onto a three-tier sys- 
tem architecture in that component (e) is assigned to the 
back-end layer, components (b), and (d) are assigned to the 
middle layer and, finally, components (a) and (c) are as- 
signed to the front-endlayer. However, a query construction 
session which takes place at the client makes use of compo- 
nent @) which is downloaded from the application server 
at the middle layer. In particular, the inference engine also 
runs at the client’s site and, therefore, there is no network 
communication overhead during a query construction ses- 
sion. Moreover, in order to reduce the amount of data to 
be downloaded to the client’s site as provided by compo- 
nent (b) and needed by component (c), only that part of (b) 
is downloaded which corresponds to the preferred natural 
language in which query terms should appear. 
Given this system architecture, there is a shift of the 
query construction logic from the middle layer to the 
clients. The application server deals only with the query 
transformation logic (component (d)). Given also that 
components (a), (c) and (d) are implemented in the Java 
programming language, the interactive query construction 
components of the system, i.e. (a) and (c), can be in- 
stalled on any client running under Windows 98/NT/2000 
as well as Linux operating systems without the need of pre- 
installing a Java Virtual Machine (JVM). A JVM 2 (1.2 or 
1.3) accompanies the software installation. Component (d) 
runs as an application server and is contacted only if the 
client (domain scientist) needs to submit a query for execu- 
tion. 
Furthermore, maintenance of the semantic information 
space (component (b)) is done at the middle layer inde- 
pendently of the interactive query construction software in- 
stalled at the client site. Any changes to the semantic infor- 
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mation space become available immediately - change once 
run everywhere - after the start of a new query construc- 
tion session. Hence, the query vocabulary can be adapted 
according to a dynamically change of application domain 
semantics. 
In the following, we focus on the query formulation strat- 
egy as a means of userlsystem interaction in order to con- 
struct a query with respect to the semantic context as given 
by a particular application domain. 
3. Interactive query formulation strategy 
3.1. The modes of meaning for queries 
We mainly distinguish between instances description ori- 
ented terms and operational terms. At the beginning of a 
query construction session, the end-user is requested to se- 
lect a particular natural language in which the suggested 
terms will appear. Consequently, the end-user is requested 
to describe, first, the set of instances which shehe is inter- 
ested in. The description of a requested set of instances 
reflects the formulation of a concept through the exten- 
sional and intensional modes of meaning ' of natural lan- 
guage words. 
Subsequently, comparison and/or logical operators as 
well as (analytical) operations can also be assigned to the 
constructed queries and, accordingly, to the corresponding 
query tree, on the basis of semantic constraints too. In the 
following, we mainly focus on meaning based interaction 
strategy as applied to instances description oriented terms. 
The extensional mode of meaning: The description of 
relevant instances is done in terms of concepts, relation- 
ships, properties and values. Concepts are terms within the 
query vocabulary which stand for the extension of a word 
or phrase. This is understood to be the timeless class of all 
things which properly 'fall under' or are described by that 
phrase. The extension of a term is fixed it is not at some 
time one thing and at some other time something else. The 
extension of a term includes all past things (if any) plus all 
present things (if any) plus all future things (if any) that fall 
under or are described by the term. 
For example, the word "patient" - assuming that terms 
appear in English - has as its extension all patients in the 
past, present, and future. The phrase "postmenopausal pa- 
tients" has as its extension all (past, present, and future) 
postmenopausal patients (i.e. a proper subset of the for- 
mer class). There are (at least) two common synonyms of 
"extension". They are: "denotation" and "reference". The 
members of the denoted class are often spoken of as "the 
denotata" (sing. "denotatum") or "the referents". 
We rely on the definitions provided by the philosopher Norman Swurtz 
Initially, the end-user is requested to describe the in- 
stances by using the words (concept terms) which capture 
extension as mode of meaning. For this purpose, the system 
suggests a set of initial concepts or topics to start with. Hav- 
ing selected a particular concept, the system might suggest, 
on the request of the end-user, a set of concepts which are 
related to the selected one. Selecting a concept out of the 
set of suggested concepts and adding it to the previous one 
would refine the extensional meaning of the current word 
or phrase. Further refinements can take place recursively as 
long as there are related concepts to the lastly considered 
ones. 
For example, having selected the concept 'patient' 
out of an initial set of suggested concepts, the system 
would further suggest concepts such as 'premenopausal', 
'postmenopausal', which are related to the concept 'pa- 
tient'. Having selected 'postmenopausal', the concept 
takes the form of a concept description path 'patient' - 
'postmenopausal' which refers extensionally to all 'post- 
menopausal patients' as a subset of 'patients'. At a further 
stage, 'leiomyomata' can be added to this concept descrip- 
tion path. 
The intensional mode of meaning: Having defined what 
is the major concept we are talking about, the end-user is 
now requested to circumscribe the described instances or 
things by defining their intensional meaning. Intuitively, 
what we w h t  to capture in our technical definition is the 
concept of the dejining characteristics (sometimes called 
"the essential characteristics") of a thing. There is a certain 
relationship that holds between intension and extension. As 
the intension of an expression increases, the class denoted, 
i.e. the extension, (genemlly) decreases. 
In this sense, relationships, properties and values serve 
as a mechanism for capituring the intensional meaning of 
things. For example, i n  order to define the intensional 
meaning of 'postmenopailsal patients with leiomymata' , the 
system suggests a set of potential properties which might 
be used to define the intensional meaning of a currently de- 
fined concept. Note that only those properties are suggested 
which are related to eacih of the concepts which currently 
participate in the concept description path. For instance, the 
properties 'having symptoms', 'major impairment', 'uterine 
growth' and 'hormonal replacement therapy' will be sug- 
gested to the end-user since 'having symptoms' is a prop- 
erty related to the concept 'postmenopausal', 'major impair- 
ment', 'uterine growth' and 'hormonal replacement ther- 
apy' are properties connected to the concept 'leiomyomata'. 
Similar to the construction of concept description paths, 
property description paths can also be defined which re- 
fer to structural recursiteness of properties. This can be 
achieved by recursively requesting related properties to the 
lastly selected ones. This enables description of properties 
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in a multi-dimensional space. For example, 'major impair- 
ment' - 'abdominal' indicates the fact that we focus on that 
particular 'major impairment' as related to an abdominal 
area. 
Another major contribution to the intensional mode of 
meaning is the consideration of any relationships which 
might relate concepts or concept description paths to each 
other. At a further stage, the end-user is requested to select 
a potential relationship out of a set of suggested relation- 
ships in order to further circumscribe the current concept. 
For instance, having selected the relationship 'operated by' 
leads to another concept such as 'hospital'. Consequently, 
the same philosophy for concept circumscription can be ap- 
plied to the concept 'hospital'. 
Data contents based semantic constraints: Up to now, 
we referred to the intensional mode of meaning in terms 
of structure (concept, relationships, properties) and not in 
terms of contents of a real world application. However, the 
latter plays an important role when we aim at interactively 
formulating a query which is consistent with the contents of 
data. For this purpose, the inference mechanism for term 
suggestion also takes into consideration any semantic con- 
straints as posed by the data contents. 
In this sense, the end-user might select values, in order 
to instantiate properties and form a conditional statement 
for the query, only out of a suggested set of values (value 
domain) which semantically reflects the data contents, This 
applies not only to suggested value terms but also to the sug- 
gested set of properties and relationships. Generally speak- 
ing, the suggestion of terms is made relevant to the consid- 
eration of preconditions. 
For example, given that the query context includes the 
concept description path 'patient' - 'postmenopausal' - 
'leiomyomata', the properties 'having symptoms', 'major 
impairment', 'uterine growth' and 'hormonal replacement 
therapy' might be instantiated with value terms as being 
members of well-restricted value domains such as {yes, no} 
to be assigned to the first two properties, { 2 20% within 6 
months, none} to be assigned to the third one and {received, 
not received} to be assigned to the fourth property. The sug- 
gestions of these particular value domains are made upon 
the request of the end-user for a particular property instan- 
tiation. 
In order to avoid combinations of kroperty, value} pairs 
within the given query context as stated above which lead 
to unreasonable or meaningless queries, suggestion of prop- 
erty and/or value terms are also subject to satisfaction of 
preconditions. For instance, instantiation of the property 
'major impairment' makes sense only if property 'having 
symptoms' has been instantiated with the value term 'yes' 
and, therefore, the property 'major impairment' will be sug- 
gested to the end-user only if this particular precondition 
is satisfied. Similarly, the property 'hormonal replacement 
therapy' will be suggested to the end-user only if the pre- 
condition that the value of the property 'uterine growth' has 
been set to ' 2  20% within 6 months' is satisfied. 
Satisfaction of semantic constraints might also have an 
impact on the set of value terms to be inferred and suggested 
within a given query context. For example, we consider the 
concept description path 'patient' - 'prelperimenopausal' - 
'leiomyomata' - 'asymptomatic', and the relevant proper- 
ties 'estimated uterine weight' and 'uterine growth'. The 
latter can be instantiated either with one of the value terms 
(2  20% within 6 months, < 20% within 6 months}, if 
it happens that the value term 2 300 grams has been 
assigned to 'estimated uterine weight', or, altematively, 
with one of the value terms (2  50% within 6 months, 
< 50% within 6 months}, if it happens that the value 
term < 300 grams has been assigned to 'estimated uter- 
ine weight'. 
Semantic constraints can also be expressed by arithmetic 
value domains. They are usually expressed by arithmetic 
intervals and, in some cases, by characteristic measurement 
units. Assignment of preconditions to arithmetic value do- 
mains have an impact on the range of the values to be con- 
sidered as a semantically consistent value domain. For in- 
stance, the arithmetic interval [lo, 201 is suggested for prop- 
erty instantiation only if the selected measurement unit is 
set to dllgram. Similarly, the range of salaries of doctors 
is defined dynamically after making known to which hospi- 
tal they belong. The consideration of preconditions, how- 
ever, during query formulation has a major impact on the 
interaction strategy, since we first need to know all relevant 
information before deciding upon satisfaction of a precon- 
dition. 
For example, given that the concept description path 
is 'patient' - 'postmenopausal' - 'leiomyomata', only the 
properties 'having symptoms', 'uterine growth' will be sug- 
gested first, since these properties and their value domains 
are not bound to any preconditions. Appearance of the 
rest of properties is determined upon instantiation of the 
first two properties. In the following, we will have a brief 
overview of the semantic model as represented by a knowl- 
edge graph, which provides the representation model for the 
structure and content based semantics of data. 
4. An overview of the semantic data model 
The data model represents all query vocabulary terms 
by capturing both structural properties and semantic con- 
straints of the data is a (knowledge) acyclic graph (N, E), 
where N is the set of nodes t E N and E the set of edges 
e E E. Associated with each edge e E E is an ordered 
pair of nodes, the source node .(e) and the target node 
t (e) .  A path is a sequence of edges e l ,  e2, ..., e k  such that 
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t (e i )  = s(e,+l), 1 5 i 5 IC - 1. Such a path is called a 
path from the source s(e1) to the target t ( e k ) .  A node is a 
terminal node or a leaf if it is not the source of any edge in 
E. 
The nodes of the knowledge graph carry most of the 
data referring to the vocabulary terms. Note that this is in 
contrast with edge-labeled graphs as data model proposals 
for semi-structured data [ 13 or self-describing data formats 
used for exchanging data [2, 19,7] where most of the data 
are carried by edges. The edge-labeled graphs as data rep- 
resentation model goes back to GraphLog [13, 141. 
In this sense, each node represents a query vocabulary 
term. However, nodes are also referred as objects having 
object identities called ais (term unique identifiers). The 
syntax of node labels or structure of objects is given by a 
tuple such as {tui, word, connotation, symbol, role :: pre- 
condition}, where it holds that: 
word is the natural language element representing the 
term in a particular natural language, e.g., major impair- 
ment, 
connotation helps in clarifying the meaning of (synonym 
or homonym) terms, e.g., 'during a 3 month period, the pa-  
tient stayed home (missed work or could not take part  in 
social activities) for at  least 1 day p e r  month due to pain or 
feeling badly', 
symbol is the chosen implementation symbol, e.g., the 
attribute MImpair in a table, 
role is its classification as concept or relationship, prop- 
erty, value or value domain. 
Preconditions are optional and can be assigned to any 
node of the knowledge graph in order to express semantic 




An interactive query formulation technique has been pre- 
sented in this paper, which aims at the formulation of a se- 
mantically consistent or meaningful query by the end-user 
without any previous knowledge of syntax formalisms and 
data model semantics as well as at the avoidance of any 
diagrammatic notations for interactive query formulation. 
This has been achieved by end-user/systeminteraction strat- 
egy where the end-user is prompted with semantically rich 
query terms as suggested by an inference engine according 
to a preferred natural language and with respect to the rep- 
resented structural and data contents based semantics of an 
application domain. 
The query system is currently used in a variety of data in- 
tensive applications including medical information and so- 
cial life case studies. A usability study with real users (ca. 
5-7) showed that a constraints-based interaction with the 
system not only leads to the construction of meaningful or 
semantically optimized queries but also reduces the amount 
of terms and visual metaphors appearing on the graphical 
user interface for query formulation. Since these constraints 
also reflect the real worltd application, users' satisfiability 
increased when they noticed that the system inferences re- 
flect their own world, e.g., meaningless values for partic- 
ular properties of patients were unacceptable for end-users 
working in a clinical environment. 
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