This is the second paper of our work on structural reliability analysis for implicit performance function. The first paper proposed structural reliability analysis methods using multilayer perceptron artificial neural network [Deng, J., Gu, D.S., Li, X.B., Yue, Z.Q., 2005. Structural reliability analysis for implicit performance function using artificial neural network. Structural Safety 25 (1), . This paper presents three radial basis function network (RBF) based reliability analysis methods, i.e. RBF based MCS, RBF based FORM, and RBF based SORM. In these methods, radial basis function network technique is adopted to model and approximate the implicit performance functions or partial derivatives. The RBF technique uses a small set of the actual data of the implicit performance functions, which are obtained via physical experiments or normal numerical analysis such as finite element methods for the complicated structural system, and are used to develop a trained RBF generalization algorithm. Then a large number of the function values and partial derivatives of implicit performance functions can be readily obtained by simply extracting information from the established and successfully trained RBF network. These function values and derivatives are used in conventional MCS, FORM or SORM to constitute RBF based reliability analysis algorithms. Examples are presented in the paper to illustrate how the proposed RBF based methods are used in structural reliability analysis. The results are well compared with those obtained by the conventional reliability methods such as the Monte-Carlo simulation, multilayer perceptrons networks, the response surface method, the FORM method 2, and so on. The examples showed the proposed approach is applicable to structural reliability analysis involving implicit performance functions.
Introduction
Structural reliability analysis deals with the statistical nature of many basic variables in structural safety analysis and design. Freudenthal (1947) was among the first in the world to develop structural reliability that is the application of probabilistic methods to evaluate the safety of structures that are made of various materials. His work on the classical theory of structural reliability was summarized in a comprehensive manner by Freudenthal et al. (1966) . In recent years, reliability analysis has been applied to structural design and safety reassessment of the existing structures Tang, 1975, 1984; Ditlevsen and Madsen, 1996; Grigoriu, 2000; Harr, 1987; Madsen et al., 1986; Melchers, 1999; Nowak and Collins, 2000; Rahman and Rao, 2001 ). The Monte-Carlo simulation (MCS), the first-order reliability (FORM) and the secondorder reliability methods (SORM) are the three methods that have been widely used to estimate the failure probability of structural systems. The MCS requires the calculations of hundreds and thousands of performance function values. The FORM and SORM generally demand the values and partial derivatives of the performance function with respect to the design random variables. Such calculations can be performed efficiently when the performance function g(X) can be expressed as an explicit form or simple analytical form in terms of the basic variables X. When the performance functions are implicit, however, such calculations require additional effort and will be time-consuming. Such implicit performance functions will normally occur when costly physical experiments or computationally intensive numerical analyses such as 3-D finite element methods have to be adopted for the mechanical analysis of a structural system.
A few approaches have been developed to cope with the issues with implicit performance functions. One of the popular approaches is the response surface method (Bucher and Bourgund, 1990; Faravelli, 1989; Guan and Melchers, 1997; Rajashekhar and Ellingwood, 1993; Wong, 1985) . A polynomial function is used to approximate the unknown implicit performance function. A fairly accurate estimate of the failure probability could be obtained if the selected polynomial function fits the actual limit state well. However, response surface method becomes computationally impractical for problems involving a large number of nonlinear random variables, particularly when mixed or statistically dependent random variables are involved. Besides, there is no guarantee that the fitted surface is in fact a sufficiently close fit in all regions of interest and it is difficult to construct the appropriate response surface without knowing the location of the design point (Der Kiureghian, 1996) . Other modified approaches are the multi-plane surfaces method and the multi-tangent-plane surface method (Guan and Melchers, 1997) , and the improved sequential response surface method (Kim and Na, 1997) . These approaches can improve the accuracy of solutions obtained from the FOSM method and take less computational time than the MCS method. Yet, they are only suitable for the cases of a nonlinear concave or convex limit state surface. Bauer and Pula (2000) have also pointed out that the response surface method can sometimes lead to false design points.
The conventional MCS can also be used for the implicit performance function. However, this method was notorious for its unendurable computational cost. Some variance reduction techniques such as the importance sampling, the Latin hypercube sampling, the radial importance sampling (Melchers, 1990) , and the directional importance sampling (Ditlevsen and Madsen, 1996) , have been proposed to reduce the number of samples in the conventional MCS. These techniques can shorten the computational time to a certain extent. Point-estimate methods (Rosenblueth, 1975 (Rosenblueth, , 1981 Harr, 1987; Christian and Baecher, 2002) can facilitate reliability analyses even when performance functional relations are given as graphs or tables, rather than as mathematical functions. However, RosenbluethÕs method should be based on an assumption that uncertainty can be adequately described using lower moments and correlation coefficients.
The combination of sensitivity analysis and FORM (or SORM) for implicit performance functions was discussed in detail by Haldar and Mahadevan (2000) . Three methods of sensitivity analysis were presented: the finite difference, the classic perturbation, and the iterative perturbation. In the finite difference approach, it is necessary to repeat the deterministic analysis and the results would be accurate only when the input variables have small variability, and frequently some troubles arise when this method is used (Gomes and Awruch, 2004) . The classic perturbation approach can be used for problems involving modification of finite element codes. The iterative perturbation approach is suitable in the context of nonlinear structural analysis, in which an iterative process is required for mechanical response solutions. Adopting this approach involves considerable programming work and complicate computation.
During the last two decades, artificial neural network (ANN) algorithms have been rapidly developed for universal function approximator (Anjum et al., 1997; Cardaliaguet and Euvrand, 1992; Chapman and Crossland, 1995; Gomes and Awruch, 2004; Hornik et al., 1989 Hornik et al., , 1990 Schueremans, 2005; Schueremans and Van Gemert, 2005) . ANN is a computational mechanism that is able to ''acquire, represent, and compute a mapping from multivariate space of information to another, given a set of data representing that mapping'' (Garrett, 1994) . ANN is capable of learning from training examples and finding meaningful solutions without the need to specify the relationship among variables. It can capture nonlinear and complex interactions among variables in a system (Goh and Kulhawy, 2003; Masters, 1993) . A multilayer perceptrons (MLP) network was developed as an approximate limit state function (Schueremans and Van Gemert, 2005; Schueremans, 2005; Shao and Murotso, 1997; Sasaki, 2001 ). Goh and Kulhawy (2003) used MLP approach to model the limit state surface for reliability analysis. Deng et al. (2005) described why and how to employ MLP technique to approximate the implicit performance functions and derivatives in FORM, SORM and MCS reliability analysis. Artificial neural networks in those works were almost multilayer perceptrons.
Another neural network--radial basis function network (RBF) is increasingly attracting attention recently (Chen and Chen, 1995; Haykin, 1999; Li, 1996; Mai-Duy and Tran-Cong, 2003; McDonald et al., 2000; Park and Sandberg, 1993; Warnes et al., 1998) . The reason is that training of a RBF network can be essentially faster than the methods used to train MLP networks (Moody and Darken, 1989) . Furthermore, the multilayer perceptron network trained with backpropagation does not yield the approximating capabilities of RBF networks. Therefore the theory of RBF neural networks is still the subject of extensive ongoing researches (Orr, 1999) . Franke (1982) found radial basis functions to be superior to thin plate splines, cubic splines and B-splines, and several others. Li (1996) proved the fact that any multivariate function and all its existing derivatives can be simultaneously approximated by a radial basis function network, where the assumptions on the functions are relatively mild. Hussain et al. (2002) applied radial basis function and polynomial metamodels (i.e. response surface metamodel) to approximate the input-output functions and compared their effectiveness qualitatively and quantitatively and made conclusions that radial function metamodels provided a better fit than the polynomial metamodels. Mai-Duy and Tran-Cong (2003) presented a numerical approach, based on radial basis function networks, for the approximation of a function and its derivatives (scattered data interpolation). One remarkable feature of RBF networks is described as follows (Bishop, 1995) :''RBF networks possess the property of best approximation. An approximation scheme has this property if, in the set of approximating functions (i.e. the set of functions corresponding to all possible choices of the adjustable parameters) there is one function which has minimum approximating error for any given function to be approximated. This property is not shared by MLPÕs.'' Although RBF network founds some applications in deterministic engineering problems (Meckesheimer, 2001) , reports on its application to a structural reliability problem are not found until recently. RBF network was used in probabilistic mechanics as only a substitution of finite element solver (Hurtado, 2002) . Gomes and Awruch (2004) compared response surface method and ANN (MLP and RBF) with other alternatives to evaluate structural reliability, in which ANN was used to approximate the performance functions. In this paper, our previous researches in Deng et al. (2003 Deng et al. ( , 2005 are extended to radial basis function network. RBF networks were constructed to approximate the implicit performance function (or limit state function) and the first and second order derivatives with the least efforts and without any loss of the accuracy.
The main objective of this paper is to propose three RBF network methods to compute the performance function derivatives, and then to combine them with conventional MCS, FORM and SORM and propose three RBF reliability analysis methods: RBF based MCS, RBF based FORM and RBF based SORM. We illustrate how this RBF based approach can be used in combination with conventional reliability methods such as FORM, SORM and MCS in the facilitation of the computation of values of implicit performance function and its derivatives for reduction of the computation efforts. To investigate the suitability of these approaches, the results of the new approaches are compared with those obtained by conventional reliability methods such as the direct Monte-Carlo simulation, multilayer perceptrons, the response surface method and the FORM method 2, and so on. In Section 2, RBF network is briefly reviewed and partial derivatives of the performance function are computed using three methods of RBF: RBF network method 1, RBF network method 2, and RBF network method 3. In Section 3, three RBF based reliability analysis methods are proposed, i.e. RBF based MCS, RBF based FORM, and RBF based SORM. These methods are illustrated with the aid of four examples in Section 4. Section 5 concludes the paper.
Computation derivatives using RBF networks
We are concerned with the reliability analysis of multi-parameter scientific problem or engineering structures. The performance function g(X), X 2 R n , is assumed to be implicit and evaluated experimentally or through a computationally intensive numerical simulation. It is assumed that the results of experiments or numerical simulations have yielded a set of s data points giving performance function evaluations
T and [AE] T denotes transpose operation, n is the number of dimensions, s is the number of input sample pairs. The s data samples pairs (X i , y i ) (i = 1,. . . , s) are used as the training samples of RBF networks.
RBF network
The RBF network has a feed-forward structure consisting of a single hidden layer of locally tuned units which are fully interconnected to an output layer of linear units as shown in Fig. 1 .
All hidden units simultaneously receive the n-dimensional real-valued input vector x. Each hidden unit output / i (x) (i = 1,. . . , m) is obtained by calculating the ''closeness'' of the input x to an n-dimensional parameter vector, where i is associated with the ith hidden unit, m is the number of radial basis functions, i.e. the number of hidden units, and m 6 s, s is the number of input pairs. Here, the response characteristics of the ith hidden unit are given by
where / (i) (r) is called radial basis function; r = kx À c (i) k denotes the Euclidean distance, and
is the centroid of the radial basis function that can be chosen from the data points.
The most commonly used radial basis functions are multiquadrics, inverse multiquadrics, Gaussians, thin plate spline and cubic, which are listed in the second column of Table 1 . Given an input vector x, the output of the RBF network is given by
w ðiÞ / ðiÞ ðxÞ ð 2:2Þ
Before the establishment of a RBF model, training sets or samples should be created. Perform the calculation for g(X) so as to cover the range of values of x which are likely to occur. For some problems, these calculations may involve procedure such as finite element method. The number of sampling points required to accurately model the performance function is dependent on the number of random variables, the nonlinearity of the problem considered and the assigned computation accuracy. Guidelines on the ''design'' of sampling points can be found in various statistical textbooks (Lawson and Erjavee, 2001 ) and neural network monographs (Hecht-Nielsen, 1989; Haykin, 1999) . These sampling data points are then used as the training and testing data in the RBF computations so as to approximately represent the performance function g(X).
Consider a training set of s labeled pairs (X i , y i ), i = 1,. . . , s, which represent samples of a multivariate implicit performance function. Efficient training algorithms have been developed to minimize the sum squared error by adaptively updating the free parameters of the RBF network. These parameters are the receptive field centers (Centroids) of the hidden layer, the receptive field widths, and the output layer weights. Finding the centers, width and weights of the hidden nodes constitutes the training of an RBF network. For optimal performance of an RBF network the position of the centers and width of the hidden nodes is critical. Generally, the position of the centroids and the width of the radial basis functions are obtained by an unsupervised learning rule, whereas the weights of the output layer are calculated by a supervised, single-shot process using pseudo-inverse matrices, normal equations method or singular value decomposition (Press et al., 1992) . According to Eq. (2.2), the RBF network may be viewed as approximating a desired function f(x) by superposition of non-orthogonal bell-shaped basis functions. The degree of accuracy can be controlled by the above-mentioned three parameters: the centers, width and weights. For more details on the training algorithm of RBF network, refer to Bishop (1995) and Haykin (1999), etc. An example is presented to demonstrate the capability of the RBF network to map (approximate) a complicated nonlinear performance function. The performance function has the following form
Series of input patterns were randomly generated for training and testing the RBF network using the program described in Goh (1994) . The training and testing data presented in Table 2 consist of 20 patterns and 10 patterns, respectively. Multiquadrics RBFs are used. The width constant of RBF is 8, and the number of RBF in the hidden layer is 13. Comparative study is shown in Table 2 on model capability of MLP, RBF network and polynomial regression. The results of MLP and polynomial regression are from Goh and Kulhawy (2003) . Table 2 shows that the mean squared error (MSE) for the polynomial regression model is about two times that of the MLP network, and about ten times that of the RBF network.
Computation derivatives using RBF network
After the RBF model is established and trained satisfactorily, partial derivatives of performance functions can be computed by extracting the information (centers, width and weights etc.) of the trained RBF model. In this process, mathematical expressions are obtained that approximately represent the implicit performance function and the partial derivatives. Since there exist differential rule and integral rule in calculus, three methods are reported here to compute performance function derivatives by RBF network. Differential rule is used in RBF network method 1, while integral rule is used in RBF network method 2 and RBF network method 3, in which the approximation of two-variate function f(x 1 , x 2 ) is considered, Table 1 . From Eqs. (2.4)-(2.6), it can be seen that computation of derivatives is intrinsically to extract information from the established and successfully trained RBF network.
RBF network method 2
In this method, the first order partial derivative of f(x 1 ,x 2 ) with respect to x 1 , denoted by f ,1 , is first approximated in terms of radial basis functions. The original function f(x 1 ,x 2 ) is calculated by the integral rule.
where f/ ðiÞ ðx 1 ; x 2 Þg m i¼1 is a set of radial basis functions and fw ðiÞ g m i¼1 is a set of corresponding weights. The original function can be calculated by integration method as follows
where fH ðiÞ ðx 1 ; x 2 Þg m i¼1 is the set of corresponding radial basis functions for the original function and is given below. Gaussian radial basis function canÕt be obtained analytically.
(1) For multiquadrics
(2) For inverse multiquadrics 
) is a function of the variables x 2 and can be interpolated as follows.
where b C 1 and b C 2 are constants of integration; w ðiÞ is the corresponding weights; and M is the number of centers whose x 2 coordinates are distinct.
(2) For inverse multiquadrics Eq. (2.8) is used in (2.19) in the minimization procedure, which results in a system of equations in terms of the unknown parameters, which are composed of the weights in (2.8), the second set of weights in (2.14) and the constants of integration b C 1 , b C 2 . The data used in training the network for the derivatives and the performance functions just consists of a set of discrete values y i = g(X i ), i = 1,. . . , s of the dependent variables. Upon applying the general linear least squares principle, a system of linear algebraic equations containing unknown variables can be obtained. Singular value decomposition method can be used to solve Eq. (2.19) for the unknowns and the constant of integration in the remainder of this paper. After solving Eq. (2.19), a set of weights can be obtained and used for approximating the derivative function via Eq. (2.7) and together with w ðiÞ , b C 1 and b C 2 for estimating the original function via Eq. (2.8). The strategy of approximation is similar for the derivative function of f(x 1 , x 2 ) with respect to the variable x 2 . Once the first order derivatives are obtained, the second order partial derivative of f(x 1 , x 2 ) with respect to x 1 is first approximated in terms of radial basis functions, the first order derivatives function can be calculated by integration method, and then the second order partial derivative can be solved.
RBF network method 3
In this method, the second order derivative functions are first approximated in terms of radial basis functions. The first order derivative is calculated by the integral rule. And the original function is calculated by integrating the first order derivative.
There are two cases: in one case,
Þ is first approximated; in the other case,
Þ is first approximated. is the set of corresponding weights. The first derivative function, f ,1 , can be calculated as follows
The basis functions for f ,1 are given by (2.9) or (2.10). C 1 (x 2 ) can be calculated by Eq. (2.14). The original function, f, can be calculated as follows
The basis functions for f are obtained by integrating (2.9) or (2.10) and shown below.
(2) For inverse multiquadrics
The original function is calculated as follows
where C 1 (x 2 ) and C 2 (x 2 ) are constants of integration which are interpolated in the same manner as showed by Eqs. (2.12)-(2.14). Similarly, the SSE function as in Eq. (2.19) can be established and solved using singular value decomposition method. is the set of corresponding weights. The first derivative function, f ,2 , can be calculated as follows
The basis functions for f ,2 are given by (2.9) or (2.10). C 1 (x 2 ) can be calculated by Eq. (2.14). The original function, f, can be calculated as follows
Similarly, the SSE function as in Eq. (2.19) can be established and solved using singular value decomposition method. The basis functions b H ðiÞ ðx 1 ; x 2 Þ are obtained by integrating (2.9) or (2.10) and are complex, so only those for inverse multiquadrics are listed in (2.29) and (2.30). The integrals listed in Appendix A are useful for integrating (2.9) or (2.10). C 3 (x 1 ) can be interpolated in the same manner as showed by (2.12)-(2.14).
For inverse multiquadrics,
2 ln
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi
where
RBF based reliability analysis approaches
RBF-based reliability analysis is to construct an RBF network to approximate and replace the (implicit and often complex) performance function or the derivative functions. Then values of performance function are easily available because of the robust RBF generalization capability. The values of the first-order or the second-order partial derivatives can be readily computed as mentioned in Section 2. Because the values and partial derivatives of the performance function are both readily available through the RBF algorithms, the FORM, the SORM or the MCS can be implemented without difficulty. A strict mathematical verification on using a three-layer artificial neural network to substitute for an implicit performance function is presented in Deng et al. (2003 Deng et al. ( , 2005 . In the following, three RBF-based reliability analysis methods are consecutively introduced, i.e. RBF based MCS, RBF based FORM, and RBF based SORM, which are outlined in Fig. 2. 
RBF based MCS
The computation procedure of the RBF based MCS is proposed in Fig. 2 . The RBF is used to model or approximate the performance function, g(X). This RBF based MCS employs the robust generality capability of RBF to compute the N values of implicit performance function. Among the N results, suppose there are N f number of the performance function whose value is less than zero. Then the probability of failure p f can be estimated using the following equation.
When some or all the random variables are correlated, the first step that needs consideration is to convert the correlated random variables to uncorrelated or statistically independent random variables. The methods proposed by Morgenstern (1956) or Nataf (1962) can be used to convert the correlated random variables to uncorrelated random variables. The second step is to modify the original performance function expressed in terms of correlated variables into a function of uncorrelated random variables. For more details read the reference (Haldar and Mahadevan, 2000) . The RBF network could be established to model the modified implicit performance function, and MCS method can be performed as described in the preceding paragraph.
RBF based FORM
Outline of RBF based FORM is showed in Fig. 2 . The RBF based FORM differentiates itself from other FORMs in that it employs the RBF to simultaneously approximate the performance function and its firstorder partial derivatives. The performance function is supposed to be
where the vector X = {X 1 ,X 2 , . . . , X n } is the basic random variables in the original coordinate system and n is the number of random variables. The vector X 0 ¼ fX
n g is random variables in the reduced coordinate system (equivalent standard normal space) (Haldar and Mahadevan, 2000) . It is denoted by the vector x Ã ¼ fx
n g as the coordinates of the design point in the original coordinate system, and by x 0Ã ¼ fx
n g as the coordinates of the design point in the reduced coordinate system. The calculation steps of RBF based FORM can be described as follows:
Step 1. Identify the random variables, specify their associated probabilistic characters (such as mean values and coefficient of variation), and define the performance function.
Step 2. Assume initial values of the design point x Ã ¼ fx
n g, and compute the corresponding value of the performance function g(AE).
Step 3. Compute the mean ðl
Þ and standard deviation ðr
Þ at the design point of the equivalent normal distribution for those variables that are non-normal by using the Rackwitz and Fiessler method (1976) . og oX
ð3:6Þ
Step 6. Compute the new values for the design point in the equivalent standard normal space (x 0 *) using the following recursive formula: kþ1 is the vector at the (k + 1)-th iteration point.
Step 7. Compute the distance b to this new design point from the origin and check the convergence criterion for b(jDbj 6 e 1 ?).
where e 1 is a predetermined tolerance level, say 0.001.
Step 8. Compute the new values for the design point in the original space ðx
ð3:9Þ
Compute the value of the performance function g(AE) for this new design point, and check the convergence criterion for g(AE)[jg(AE)j 6 e 2 ?], where e 2 is a predetermined tolerance level, say 0.001. If both convergence criterions are satisfied, stop. Otherwise, repeat steps 3 through 8 until convergence occurs.
RBF based SORM
Outline of RBF based SORM is showed in Fig. 2 . The failure probability p f can be calculated using the second-order reliability method (SORM) as follows (Breitung, 1984) .
where U(AE) is the CDF of the standard normal variate, b is the reliability index using FORM in Section 3.3, and k i is the principal curvature of the limit state at the minimum distance point, n is the number of basic variables. Eq. (3.10) shows that SORM improves the FORM result by including additional information about the curvature of the limit state. In addition to presenting the results of the probabilistic reliability methods in terms of probability of failure, the reliability index b 2 is commonly used in SORM analyses, as was proposed by Hasofer and Lind (1974) . The relation between the probability of failure p f and the reliability index b 2 is given by
where U(AE) is the CDF of the standard normal variate, b 2 is the reliability index computed by using SORM. The RBF based SORM differentiates itself from other SORMs (Breitung, 1984; Nowak and Collins, 2000; Rackwitz and Fiessler, 1978) in that it employs the RBF to compute the first and second-order derivatives of the implicit performance function. Eq. (3.10) indicates that to compute failure probability of SORM, the reliability index using FORM b and the principal curvature k i should be known first. The computation steps of the principal curvature k i are outlined as follows.
Step 1. Transform X to the equivalent uncorrelated standard normal space Y. Suppose all the variables X are uncorrelated, and we have are respectively the equivalent normal mean and standard deviation of X i at the design point x Ã i , X i is the random variable in the original space, and Y i refers to the random variable in the equivalent uncorrelated standard normal space. The transformation from X i to Y i for correlated variables was discussed in Shinozuka (1983) and Haldar and Mahadevan (2000) .
Step 2. Transform Y space to Y 0 space using the following orthogonal transformation:
where R is the rotation matrix. For the case of two random variables, it can be expressed as follows.
where h is the angle of rotation. For the case of more than two random variables, the R matrix is computed in two steps (Haldar and Mahadevan, 2000) . Step 3. Compute matrix A whose elements are computed as follows.
where D is the n · n second-order derivative matrix of the limit-state surface in the standard normal space evaluated at the design point; R is the rotation matrix; and j$G(y*)j is the length of the gradient vector in the standard normal space. D and j$G(y*)j are calculated using RBF network.
Step 4. Compute the eigenvalues of the matrix A for the principal curvature k i . Once the k i Õs and b are computed, Eq. (3.10) can be used to compute the second-order estimate of the probability of failure.
RBF based reliability analysis with correlated variables
Consider the X i Õs in Eq. (3.2) to be correlated variables with means l X i , standard deviation r X i , and the covariance matrix represented as
Cov ðX n ; X 1 Þ Cov ðX n ; X 1 Þ . . . r 2 X n 2 6 6 6 6 6 4 3 7 7 7 7 7 5
ð3:16Þ
The reduced variables X 0 i are defined as
Then the covariance matrix of the reduced variables X 0 i is
q X n ;X 1 q X n ;X 1 . . . where q X i;X j is the correlation coefficient of the X i and X j variables. The RBF based FORM and SORM methods can be used if the X i Õs are transformed into uncorrelated reduced normal Z variables and Eq. (3.2) is expressed in terms of the Z variables. This can be done using the following equation (Haldar and Mahadevan, 2000) : are respectively the equivalent normal mean and standard deviation of X i at the design point, and T is a transformation matrix to convert the correlated reduced X 0 variables to uncorrelated reduced normal Z variables. The matrix containing the equivalent normal standard deviations in Eq. (3.19) is a diagonal matrix. The T matrix can be shown as 
Applications

Example 1: A hypothetical nonlinear limit state
This example comes from Kaymaz (2005) and Kim and Na (1997) According to CoverÕs Theorem (Haykin, 1999) , the more basis functions are used, the better the approximation will be and so all data points will be taken to be the centers of the network (m = n) in this study. where g is a factor, g > 0, and d (i) is the distance from the ith center to the nearest neighboring center. As a measure of the accuracy of different approximate schemes, a standard error norm of the solution, N e , is defined as
where f (i) and y (i) are the calculated and exact function values at the point i, and n t is the total number of the testing nodes. Smaller N e s indicates more accurate approximations. Table 3 shows the standard error norms N e Õs of the approximate function and its first and second derivatives that are obtained from the RBF network method 1 at different factors (g = 8, 5, 2), using different types of radial basis function based on the 289 testing points. It can be seen that the errors of the approximate original function are the lowest, then the approximate first derivatives, and the errors of the approximate second derivatives are the highest. Fig. 3 clearly illustrates this very good approximation phenomenon of the exact and the approximate function, its first and second derivatives, in which g =2 and Gaussian radial basis function is used.
Reliability analysis using RBF based FORM of this problem can be performed. The computation steps using Multiquadrics (MQ) in RBF method 1 are listed in Table 4 . The computation steps using Inverse Multiquadrics (IMQ) and Gaussian (Gau) in RBF method 1 are omitted for simplicity, but the results are listed in Table 6 . The reliability index b = 2.7099, and probability of failure p f = 0.003365. Results from FORM method using the analytical first order derivatives are listed in Table 5 , in which b = 2.7099 and p f = 0.003365. The computations of RBF based FORM and analytical FORM both have 6 cycles. The probability of failure and reliability index of the same problem can also be computed using RBF based MCS with 100000 simulations. RBF network method 1 is used in RBF network. The same problem is also solved by Adaptive Monte-Carlo simulation, the classical response surface method, and the kriging method (Kaymaz, 2005; Kim and Na, 1997) . All the results are summarized in Table 6 . Probability of failure, reliability index and design points are compared. Conclusions could be drawn from these results that the proposed methods result in quite comparable accuracy.
Example 2: For RBF based MCS
The example to illustrate the RBF based MCS is the reliability analysis of the frame structure in Fig. 4 . The performance function for this structural safety may be defined as. Note: The numbers in parenthesis correspond to g = 5 and g = 2, respectively. The six basic random variables include the column and bean cross-section areas A 1 , A 2 , A 3 , A 4 , A 5 and the wind load P. The statistical parameters of the basic random variables are listed in Table 7 . All the variables are assumed to be uncorrelated. The YoungÕs modulus of all the members is assumed to be deterministic and is equal to 2.0 · 10 7 kN/m 2 . The moments of inertia of the beam and the columns correlates with the cross-section areas as follows Table 4 RBF method 1 based FORM using multiquadrics for Example 1
Step 1
Step 2 Initial values: where I i are the moments of inertia and a i are coefficients whose values are listed in Table 7 . The performance function of this problem does not explicitly contain any of the six basic random variables. The response variable u A is dependent on the random variables and the deterministic variables, which cannot be expressed as a closed-form function. Instead, it has to be evaluated using the FEM. The performance function is implicit. A three-layer RBF network is established to represent the implicit performance function. The input layer has 6 neurons, and the output layer 1 neuron. The six variables in Table 7 are designed as the input variables. The performance function is the output variable. The training and testing samples consist of 257 patterns and 20 patterns. The RBF training is to determine the RBF unknown weights, and singular value decomposition method is used.
One hundred thousand sample values of the six basic random variables were generated according to their respective probabilistic distributions. These values were fed into the established RBF as input vectors. Then the RBF outputs 100,000 values of the performance function corresponding to the input vectors Table 5 FORM method 2 for Example 1 using analytical derivatives
Step 2 Initial values: Step 5 og ox accordingly. From these 100,000 values, the probabilistic characteristics (e.g., CDF or PDF) of the performance function can be extracted. And the probability of failure is estimated to be
The result of the same problem from the modified response surface method without using mixed terms is p f = 0.07309 (Zhao, 1996) . The result from Monte-Carlo simulation based on importance sampling using 2000 simulations is p f = 0.07506 (Zhao, 1996) . It is evident that these results correspond quite well. The proposed RBF based MCS combines the advantages of the conventional MCS and the RBF technique. Consequently, the proposed methodology is applicable to structural reliability problems with a wide arrange of variations including the number of random variables, the random variable distributions and the performance function.
Example 3: For RBF based FORM
The second example has been examined by Haldar and Mahadevan (2000) using the FORM method 2. A W16 · 31 steel section made of A36 steel is suggested to carry an applied deterministic bending moment of 1140 kip-in. The nominal yield stress F y of the steel is 38 ksi. The nominal plastic modulus of the section Z is 54 in 3 . F y is assumed to be a lognormal variable with a mean of 38 ksi and a standard deviation of 3.8 ksi. Z is a normal variable with a mean of 54 in 3 and a standard deviation of 2.7 in 3 . Consider the strength limit state equation:
The computation steps using the RBF based FORM are listed in Table 8 RBF network method 1 and RBF network method 2 are applied to compute the partial derivatives of performance function.
In RBF network method 1, a three-layer RBF network is established to represent the performance function, and the first order derivatives are computed by the RBF network using differential rule. The input layer has 2 neurons, and the output layer 1 neuron. F y and Z are designed as the input variables. The performance function is the output variable. RBF network is trained on a small set of data with different input values, with a set of 625 training samples, uniformly spaced within [l 1 À6r 1 , l 1 + 6r 1 ] and a distance of . Here l 1 and l 2 are the mean values of F y and Z, respectively; r 1 and r 2 are the standard deviation values of F y and Z, respectively.
In RBF network method 2, a three-layer RBF network is established to represent the first order partial derivative of f(x 1 ,x 2 ) with respect to x 1 , and the original function f(x 1 ,x 2 ) is calculated by the integral rule. The input layer has 2 neurons, and the output layer 1 neuron. F y and Z are designed as the input variables. The first order partial derivative is the output variable. RBF network is trained on a small set of data with different input values, with a set of 625 training samples, uniformly spaced within [l 1 À6r 1 , l 1 + 6r 1 ] and a distance of . Here l 1 and l 2 are the mean values of F y and Z, respectively; r 1 and r 2 are the standard deviation values of F y and Z, respectively. Another threelayer RBF network is established to represent the first order partial derivative of f(x 1 ,x 2 ) with respect to x 2 , and the original function f(x 1 ,x 2 ) is calculated by the integral rule.
In the model of RBF network method 1, inverse multiquadrics (IMQ), multiquadrics (MQ), and Gaussian (Gau) radial basis function were respectively used. In the model of RBF network method 2, only inverse multiquadrics and multiquadrics radial basis function were used because Gaussian radial basis function isnÕt able to be integrated analytically.
Tables 8(a), 8(b) and 8(c) showed the computation steps of the RBF based FORM, in which inverse multiquadrics, multiquadrics and Gaussian basis function was used respectively in RBF network method 1. These tables show that although different radial basis functions were used, the computation results were identical, i.e., the reliability index b = 5.1508. However, when multiquadrics basis function was used, the computation cycles were relatively small. Tables 8(d) and 8(e) showed the computation steps of the RBF based FORM, in which inverse multiquadrics and multiquadrics basis function were used respectively in RBF network method 2. In both cases there are four computation cycles. In Table 8 (a) and Table 8 (d) inverse multiquadrics basis function was both used, the computation cycle in Table 8 (d) is smaller than that of Table 8(a). The reason was probably due to the derivative computation methods. RBF network method 2 was used in Table 8 (d) while RBF network method 1 was used in Table 8 (a). RBF network method 2 gives more accurate derivatives of performance function, as also pointed out by Mai-Duy and Tran-Cong (2003) .
The computation steps of the FORM method 2 using analytical derivatives are listed in Table 9 for comparison (Haldar and Mahadevan, 2000) . The solution is obtained after four iterations and the convergence criteria are satisfied. The final checking point is (24.22, 47.07). The reliability index is b = 5.151. The results Table 8 (a) RBF method 1 based FORM using inverse multiquadrics for Example 3
Step 1 g( ) = F y Z À 1140
Step 2 for the same problem using multilayer perceptrons (Deng et al., 2005) are also listed in Table 10 . The firstorder partial derivatives of the performance function were computed using a multilayer perceptron artificial neural network. The final checking point is (24.2888, 46.9351) . The reliability index is b = 5.15105. All the results are summarized in Table 11 in which reliability index, design points and computational cycle are compared. It can be concluded that both FORM methods have similar results. The difference of the results mainly results from the different computation parameters and errors. Multilayer perceptrons (MLP) method from Deng et al. (2005) has six computation cycles, while RBF methods have 4-5 cycles, analytical derivatives method (i.e. FORM method 2 in Haldar and Mahadevan, 2000) has only four cycles. However, computer programs are used for these computations, and no extra work is performed manually.
Example 4: For RBF based SORM
Reconsider the above problem and the strength limit state equation is Step 1 g( ) = F y Z À 1140
Step 2 Assume that F y is a lognormal variable with a mean of 38 ksi and a standard deviation of 3.8 ksi. Z is a normal variable with a mean of 54 in 3 and a standard deviation of 2.7 in 3 . SORM method is used to calculate the reliability index. The computation steps of failure probability using RBF network method 3 is discussed in detail.
In Table 9 , we find that the final checking point in FORM of the original variable space using RBF method 2 is (24.2192, 47.0700). The equivalent normal mean and standard deviation of F y at the design point are 35.0025 and 2.4147, respectively. In the standard normal space, the design point is defined as: Step 1 g( ) = F y Z À 1140
Step 2 Using the chain rule of differentiation, the second order derivatives of the performance function in the equivalent standard normal space are Step 1 g( ) = F y Z À 1140
Step 2 Step 1 g( ) = F y Z À 1140
Step Similarly, the first order derivatives of the performance function in the equivalent standard normal space are defined as
The first order derivatives of the performance function in the original space can be obtained by the RBF method as follows. Table 9 FORM method 2 for Example 3, after Haldar and Mahadevan (2000) Step 1 g( ) = F y Z À 1140
Step Therefore, at the design point, the gradient vector in the standard normal space can be determined as follows. Table 10 FORM using multilayer perceptrons for Example 3, after Deng et al. (2005) Step 1 Furthermore, the principal curvature k 1 = a 11 = À0.041735. Finally, the probability of failure using SORM in combination with RBF method is as follows. The results of this example by Haldar and Mahadevan (2000) are as follows. If the partial derivatives were computed by RBF network method 1, the final checking point in FORM of the original variable space using RBF method 1 is (24.2139, 47.0804 , it can be concluded that RBF network method 1 based SORM and RBF network method 3 based SORM are both right and accurate enough. The differences between them come from the different parameters of the RBF networks.
Discussions
To illustrate the applicability of the RBF based FORM and SORM, different distributions of F y and Z are considered in the calculation of the safety indices of the same beam problem as described in the above two sub-sections. Multiquadrics is used in RBF method 2. The results of RBF method 2 based FORM and SORM are listed in Table 12 . For comparison, the results of Deng et al. (2005) and Haldar and Mahadevan (2000) are also listed. Again, no significant differences are observed. It is shown that the RBF based FORM or SORM can be used to calculate the probability of failure and the safety index. In our examples, simple problems with only two random variables are presented in the explicit performance functions. The performance functions are barely nonlinear. The simple examples are used for illustration and for comparison.
In the proposed RBF based approaches, unlike the response surface method, it is not necessary to know the underlying relationship or to suppose a relationship between the input variables and the output. The RBF is a universal approximator and can be used to approximate linear or non-linear, implicit or explicit performance functions. Therefore, the RBF based MCS, FORM or SORM can cope with problems whose performance functions are linear or non-linear, implicit or explicit in terms of multi-variable. The RBF based MCS, FORM or SORM are especially useful for reliability problems with implicit and nonlinear performance functions where other reliability methods are not applicable. Minor extra manual work is needed with the increase of random variable number since the key task is to establish an RBF model.
The computation CPU time and evaluation numbers of limit state (or performance) function are studied in detail in Gomes and Awruch (2004) about RBF networkÕs approximation capability, and the following conclusions have been made: ''For examples with large structural systems with implicit limit state function (LSF) and high computational cost, techniques such as Monte-Carlo Simulation may be a feasible alternative if the LSF may be approximated using ANN'' (RBF). Emphases in this paper were placed on the proposed methodology. RBF networks are used to approximate and replace the performance functions or their partial derivatives. Thus the number of direct calls to the performance function was reduced. In the evaluation of RBF network, only simple mathematics and little CPU time are needed to obtain the outcome. Computation of derivatives is intrinsically to extract information from the established and successfully trained RBF network, so no extra evaluation numbers of performance function and computation CPU time are needed. Consequently, the conclusions of Gomes and Awruch (2004) and Hussain et al. (2002) on RBF networks are also feasible in this work. 
Conclusions
The main contribution of this paper is to propose three RBF network methods to compute the (implicit and often complex) performance function derivatives and then to combine them with conventional MCS, FORM and SORM and propose three RBF reliability analysis methods: RBF based MCS, RBF based FORM and RBF based SORM. The presented methodology is also convenient for problems with explicit but highly non-linear performance functions or for problems with a large number of basic random numbers. Such problems may be difficult to solve by conventional approximation methods and simulations because of either prohibitive computational cost or loss of accuracy. RBF network is applied in these methods to simultaneously estimate the implicit performance function and its first or second order partial derivatives. Reliability analysis is performed on the RBF network instead of the real performance function. The approach is conceptually elegant. Illustrative examples, although simple, do show that the RBF based MCS, FORM, or SORM are feasible for reliability analysis. The focus of this paper were placed on the proposed RBF based methodology and algorithms. For more details on other RBF network issues, such as training sets selection, hidden neurons numbers, the training algorithm, and potential limitations of RBF, etc. refer to references (Haykin, 1999; Li, 1996; Warnes et al., 1998) .
The RBF based MCS differentiates itself from other MCS methods in that it employs the robust generality capability of RBF to compute the values of implicit performance function, which combines the advantages of conventional MCS and RBF technique. It can thus prohibitively reduce the computation time. This approach is applicable to structural reliability problems with a wide arrange of variations including the number of random variables, the random variable distributions and the performance function. The RBF based FORM differentiates itself from other FORMs in that it employs an RBF to compute the values and gradients of implicit performance function. The RBF based SORM differentiates itself from other SORMs since it employs an RBF to compute the values, the first and second order partial derivatives of implicit performance function. The RBF based FORM or SORM are especially useful for reliability problems with implicit and nonlinear performance functions.
