Linear estimation of f(x) at a point in a white noise model is considered. The exact linear minimax estimator of f (0) is found for the family of f(x) in which f′(x) is Lip (M). The resulting estimator is then used to verify a conjecture of Sacks and Ylvisaker concerning the near optimality of the Epanechnikov kernel.
Ž .
Ž .
H L for some kernal function g. Denote L L to be the set of all linear estimators. Then a linear minimax estimator is the one which attains the following infimum:
Much research has been conducted on the above and related problems. Ž . Ibragimov and Khasminiskii 1984 described a method which can often be used to find the linear minimax estimator for more general contexts. Donoho Ž . and Liu 1991 proved the result that, under certain broad conditions, the ratio of the minimax risk of the linear minimax estimator to that of the minimax estimator is bounded by 1.25. Hence, in addition to its inherent advantage of simplicity, the Donoho and Liu result showed that in terms of efficiency, the linear minimax estimator is nearly optimal in a minimax Ž . sense. Moreover, Donoho and Liu 1991 showed that various other common problems such as density estimation and nonparametric regression are as hard as the above white noise model. Further equivalence results of this Ž . Ž . nature can be found in Low 1992 , Brown and Low 1996 , and Nussbaum Ž . 1996 . This makes the model above more useful. 
Ž
. Ž . Sacks and Ylvisaker 1981 found the linear minimax estimator of f 0 , where f is a function in a class of functions described in terms of their Taylor series expansion about 0. In the case of restriction on the remainder in the first order Taylor expansion, they discovered that the familiar Epanechinikov w Ž .x kernel Epanechinikov 1969 yields the linear minimax estimator. As they noted, their family of functions, while mathematically convenient, is not statistically natural. The most natural family is undoubtedly that under Ä < Y Ž .< 4 which second derivatives are bounded, that is, f : f t F B . For technical reasons we instead consider the closure of this family, which is that f X satisfies a Lipschitz condition. Sacks and Ylvisaker conjectured that the linear minimax estimator for this problem should have a minimax risk not much smaller than that given by the Epanechinikov estimator. In Theorem 3 we derive the kernel for the minimax linear estimator over this Lipschitz Ž . class Figure 1 displays the kernel we found and the Epanechinikov kernel and in Section 4 we use this to find that the Epanechinikov kernel is 99% efficient.
Main results.
The aim of this paper is to find a linear minimax estimator for
is continuous on L . Hence there exists an f which attains the infimum. Ž Ž . Ž .. then it cannot attain this minimum since f s f x q f yx r2 g S and
It is possible to describe how the solution to 5 depends on b and M. Let Ž . f and I denote the minimizer and minimum value, respectively, for 5 .
We have the following lemma.
(
and g x y g y F x y y , then g x s bg Mrb x has g 0 s Ž .
Lemma 1 can be viewed as a special case of more general results derived in Ž . Donoho and Low 1992 .
The lemma shows that it is adequate to solve
In order to solve 6 , Theorem 2 provides the first step of that solution.
PROOF. We will restrict our attention to x G 0.
Ž . know that f x exists almost everywhere, and f G P x s y1. Hence 0 0 1 we get that
Ž . Ž . 
and f x G 1 y x r2. But x y x r2 and 1 y x r2 will intersect twice if 0 2
x -2. This is impossible since no curve can then lie above 1 y x 2 r2 and 2 Ž . 2 Ž . below x y x r2. So the only possible case is that x s x s 2, and f x s We claim that 
Ž . dicts the assumption that x , y is the first negative local minimum. 
w Suppose x is the first intersection of f x and f x in 1 y y , ' 3 0 2 0 x Ž . 2 1 y y . Then by a similar argument to ii we know that
This leads to the conclusion that x s 2 1 y y . Hence,
Now it is possible to construct the function f . 0 THEOREM 3. We have
and I s 2 = 0.76402 . . . .
Ž . for some k, and f 2 k s 0, then by Lemma 1, when
It is obvious that k has to minimize I k . The formula for f can now be obtained by induction, as follows. 
Ž . 
