Introduction

General considerations
This article analyses the relationship between the prediction errors of a predictor that assumes the presence of a unit root and the efficient detection of such a root. The motivation for this analysis is the intuitive concept that the main difference between a stationary (or trend-stationary) process and a process with a unit root is to be observed in their long-term behaviour (see, e.g., Hamilton, 1994, ch. 15) . In spite of this well documented result, there is not yet a theory that relates the optimal detection of a unit root with the long-term behaviour of a process. This article fills this gap, and proves that nearly optimal unit root tests can be build using the information of prediction errors. Therefore, prediction errors do contain valuable information for the efficient detection of a unit root.
Since the work of Dickey and Fuller (1979) , there has been an abundance of literature devoted to the detection of autoregressive unit roots. A possible criterion for classifying the existing literature is the approach to the detection of the unit root. The original and most commonly-employed approach is that of Dickey and Fuller (1979) , which is based on the asymptotic properties of the ordinary least squares (OLS) estimator.
Important variations of Dickey-Fuller tests (hereafter, DF tests) are their extensions to other estimation methods, such as maximum likelihood (e.g., Pantula et al., 1994; Yap and Reinsel, 1995; Shin and Fuller, 1998 ; Shin and Lee, 2000) , the \veighted symmetric estimator (hereafter, TW test) (Park and Fuller, 1995; Fuller, 1996, p. 568 ) and the generalized least-squares (GLS) estimator under a fixed local alternative (hereafter, TCLS test), developed by Elliott et al. (1996) (see also Hwang and Schmidt, 1996 , and Xiao and Phillips, 1998).
A very important approach is the construction of tests observing certain optimal criteria (under normality).
Works following this so-called optimal approach are Sargan and Bhargava (1983) and Bhargava (1986) .
These authors extend the basis of optimal serial correlation tests to construct approximate uniformly most powerful invariant (UMPI) tests and approximate locally best invariant (LBI) tests. Important extensions of the Sargan and Bhargava tests, and also closely related to DF tests, are the M tests of Stock (1990) 
Notation and the model
Let {yt} be a discrete stochastic process. We assume that this process contains a deterministic component d t and a pure stochastic component Xt; namely, Yt = d t +Xt. It is assumed that the deterministic component can be a mean, d t = f.1, and a deterministic trend, d t = f.1 + 8t. The pure stochastic part has the following structure: Xt = PXt-1 + Ut, satisfying the following conditions:
Assumption A: Xt is initialized at t = 0 by xo, a random variable with finite variance. Notice that Assumption A includes the case Xo =constant, with probability one, as a special case. Notice also that the limits of partial sums of Ut and at depend on the same standard Brownian motion W(r). The data-generating process is, therefore, Yt = f.1 + 8t + Xt, Xt = PXt-l + Ut, Ut = 7jJ(B)at, (1) where 7jJ(B) = cjJ(B)-le (B) . This process can also be expressed as Yt = f.1 (1- 
Assumption B: Ut is a stationary and invertible ARMA (p,q) satisfying cjJ(B)ut = e(B)at, where at is a sequence of iid random variables with E( at) = 0 and E( an = (T2, cjJ(B)
=p
-• 2 Tests based on the ratio of observed and expected MSPE
This section shows basic test statistics of the prediction-error approach. They arise by comparing the empirical MSPE of a predictor with the expected one, under the null hypothesis of a unit root. The proposed tests are based on the following property: if the process is stationary, as the horizon increases the empirical MSPE is bounded, although the predictor assumes there is a unit root. On the other hand, if there is a unit root, the empirical and the expected MSPEs are unbounded. We define ejli as the empirical prediction error of forecasting Yj from t = i (j > i) under the null hypothesis of random walk (Ut = at).
Therefore, ejli = Yj -Yi. We first base the test statistics on the cumulative sum of squared prediction errors from the origin of the series. Then
t=2 t=2
The expected value of this statistic, under the null hypothesis of a unit root, is:
Since (); is not known, the consistent (under the nUll) estimator 0-; = T-
Finally, the test statistic is obtained by dividing the cumulative sum (2) and its estimated expected value under the null (3). The constant can be dropped since it does not affect the test. Also, for the sake of simplicity, T(T -1) is approximated to T2. The proposed statistic of this prediction-error approach is as follows: (4) where e stands for cumulative and the subscript shows the origin of the predictions. This test statistic is invariant under the group of transformations Yt ---t aYt + b, with a, b constants and, therefore, it is not affected by the mean value of the series. Therefore, it is also applicable to the case of a non-zero mean.
It can be verified that, under the null hypothesis of a unit root, er = Op(l). Under the alternative, the numerator is, however, of lower order of magnitude than in the previous case since T-2 L-i=2 Y; = Op(T-l).
Therefore, under the stationary alternative, er ~ O. Therefore, a consistent unit-root test against a stationary alternative has the rejection region er < er.
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We now extend this test to the case of a null hypothesis of a random walk with a drift,
where Ut = at. 
where Yt is the estimated detrended series. Similarly to Cr, the rejection region is Cr < cl. The statistics cr and Cr are already in the literature using different justification. They correspond to (TN 1 )-1 and (T N 2 )-I, respectively, where NI and N2 are in Bhargava (1986) . Bhargava (1986) shows that, if the Anderson approximation is used for the inverse of the covariance of the process, and the first observation is extracted from its conditional distribution, these statistics lead to approximate LBI tests, under normality.
These statistics are also derived in Tanaka (1996) , with the same initial conditions, by taking the second derivative of the likelihood function, under normality (extended score tests).
Another way of evaluating the prediction errors is to also consider the series in reverse order (backward process). The use of the reversed time series can be justified by the time-reversibility of Gaussian stationary processes (see, e.g., vVeiss, 1975; Box and Jenkins, 1976, p. 197 ). This property states that the processes in direct and reverse order have the same covariance structure. Therefore, under stationarity, better use of the information could be obtained if both processes are analyzed. The statistic that averages the prediction errors from both extremes of the series and at each horizon is: (6) in which the subscript IT denotes the origin of the predictions. Several authors have also used the property of time-reversibility to improve the performance of DF tests (Sen and Dickey, 1987; Pantula et al., 1994; Leybourne, 1995; Park and Fuller, 1995 ; among others). For the case of a null hypothesis of a random walk with a drift, it can be shown that
The following theorem shows the limiting distribution of the statistics Crand CrT when the process is Cr ~ 0, Cr ~ 0, and CrT ~ 0 as T -----) 00, the consistency holds.
3 Nearly-optimal tests and prediction errors
Asymptotic results
This section proposes asymptotic tests that are nearly optimal under normality of the disturbances. The resulting statistics are found to be the same as the statistics proposed in the previous section or functions of them. In all of these cases, the resulting nearly-optimal tests also allow an interpretation based on prediction errors and, therefore, are useful to explain how efficient unit-root tests use the information. Very important conclusions can be obtained from this section. First, it confirms the intuition that the behaviour of a process, in the long term, provides important information for the efficient detection of the unit root. Secondly, it is shown here that efficient tests utilize the time-reversibility property of Gaussian stationary processes to improve their asymptotic performances. The interest here is in asymptotic and invariant tests (invariant to the values of the parameters describing the deterministic terms) with high power in the vicinity of p = 1.
To obtain these properties, a second-order Taylor expansion of the asymptotic POl test statistics, around the null hypothesis, is performed. Hence, the proposed tests are, asymptotically, nearly-optimal invariant, close to the null hypothesis. This section develops tests for the AR(l) case. Section 6 extends the proposed tests to the ARMA case.
,Ve assume, first, the model (1) where xs are the GLS residual vectors using 0Sl(PO) (see, e.g., Kadiyala, 1970; or Elliott, 1999 
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These Taylor expansions suggest different kinds of asymptotic tests. At first approximation, the test statistics can be constructed by using only the first derivatives, 5~(1) and 5 5 (1), as expressed in (11) and (12) .
These derivatives are, apart from a constant, identical for both stationary and nonstationary cases. By the Generalized Neyman-Pearson Lemma (see, e.g., Ferguson, 1967) , these first derivatives lead to asymptotically LBI tests. Therefore, these LBI tests reject the null for small values of (13)
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where E stands for extreme points of the series and the subscript N or S denotes the nonstationary case or the stationary case, respectively. This statistic was previously obtained by Nabeya and Tanaka (1990) and Tanaka (1996) , but only under Assumption Al (corresponding to E'/v). Statistic (13) also has an interpretation in terms of prediction errors. It is the ratio of the empirical prediction squared error of the last observation, calculated from the origin of the series, assuming a unit root, to the consistent estimator of its expectation. vVhen jL = 0 (or jL is known, and the series is previously demeaned with that value),
following the same arguments as in the proof of theorems 2 and 3, the corresponding first derivatives lead to the test statistics:
for the stationary and nonstationary cases, respectively. These asymptotic LBI tests are only invariant under transformations of the type Yt --+ aYt. This last statistic, EJy, was also previously obtained by Nabeya and Tanaka (1990), Stock (1994) , and Tanaka (1996) . Tests based on these E statistics only have optimal power when the alternative is very close to the null (say, p = 0.999 ... ). The power is, however, very low for alternatives of practical interest. Given the low usefulness of the first derivatives, one could discard this part of the Taylor expansion and consider test statistics based only on the second derivatives. To obtain random variables with non-degenerate limiting distributions, it is necessary to divide the second derivatives by T.
This correction makes the second term both in S~(I) and Ss(l) converge in probability to zero, under the null hypothesis of a unit root. In the nonstationary case, it is verified that
In the stationary case, it holds that
where -)'t = l:f::; ujuj+t/T. Note that (16) still holds if Ut is a general stationary ARMA model. With these results, the second derivatives satisfy:
where er and erT are derived in the previous section using the prediction-error interpretation. Therefore, the second derivatives lead to the asymptotic tests er and erT' respectively.
An important conclusion can be extracted from these tests based on the first or second derivatives: in the stationary case, unit-root tests seem to use the time-reversibility property of Gaussian stationary processes to obtain a more efficient use of the information. This can be seen, e.g., in the asymptotic equivalence between a test based on 8 8 (1) and on erT' where prediction errors are evaluated from both ends of the series. However, in the nonstationary case, a test based on 8 N (1) is asymptotically equivalent to er, where only one extreme of the series is considered. Statistics (13) and (14) also admit this time-reversibility interpretation: when ~l = 0, expression (15) is a measure of how far the last observation has deviated from the mark, using zero as a reference. Under Assumption A2, however, if the time-reversal series is also considered,
the corresponding asymptotically LBI test should be based on both extremes, as does (14), since the first observation will be the last one for the reverse process. Similarly, when ~ is unknown, the time-reversibility interpretation can also explain the fact that the corresponding asymptotically LBI tests use the same test statistic (13) If ~l = 0, following the same arguments as in the proof of theorems 2 and 3, the asymptotic tests based on the second derivatives use the statistics
for the nonstationary and stationary cases, respectively.
A third type of asymptotic test, using this nearly-optimal approach, can be based on both first and second derivatives of the Taylor expansion. Hence, they also have a prediction-error interpretation. These tests are asymptotically nearly-optimal invariant in the vicinity of one, and are denoted as N tests. For convenience, the value of P that determines the neighbourhood around unity is parameterized as Pc = 1 -elT, with c > O. This formulation is more appropriate than the use of a fixed value of p, since the power for a -given alternative depends on T. In the nonstationary case, the second-order Taylor expansion leads to 
The extension to the J-L = 0 case leads to:
(21)
The following theorem extends the previous results to the case with deterministic linear trend. Since the theorem holds for both stationary and nonstationary cases, differences in notation are omitted. This theorem extends the results of Nabeya and Tanaka (1990) and Tanaka (1996) 
Since the first derivative is a constant, an LBI test would be of no practical interest. By the Generalized N"eyman-Pearson lemma, the second derivative can be used to construct asymptotically LBIU tests for both the stationary and nonstationary cases. It can be verified, by dividing the second derivative by T, that the asymptotically LBIU tests reject the null for small values of the statistics Cl' derived in section 2 using
the prediction-error interpretation. The fact that the test statistic is the same in both the stationary and nonstationary cases, is also compatible with the time-reversibility interpretation of the stationary case since, -as seen in Section 2, C 1T = Cl. Therefore, the N tests are: (23) The 
Remark 2 The consistency of the tests can be established using the same arguments as in remark 1
Relation with existing tests
The N tests are closely related to the PT tests in Elliott et al. (1996) and Elliott (1999) . These PT tests are asymptotically POl tests at the specific alternative P = Pc, whereas N tests come from an approximation of asymptotically POl tests around unity. Therefore, both N and PT tests are alternative ways to use the optimal theory to construct tests with high power when p is close to the null, although only the N tests have an explicit prediction-error interpretation. ·When there are no deterministic components, these tests The NJv test is also related with the MZa test, proposed by Stock (1990) (see also Ng, 1996,2000) , since it can be written that (24) Therefore, the test also has information about the first and second derivatives of the Taylor expansion of the asymptotically POI in the non-deterministic case. It can be seen from (24) that the MZa is designed assuming Assumption AI. Under Assumption A2, these tests could have been written as MZa = (E~ -1) (2Cpr\ instead of (24) . Analogously, the MSB test of Stock (1990) , based on Bhargava's (1986) Ri statistics (see also Sargan and Bhargava, 1983; and Perron and Ng, 1996) , can be expressed as MSB = fCf. (25) Similarly to PT tests, Ng and Perron (2000) extend the MZa and MSB tests to the case with deterministic components by detrending by GLS under the alternative Pc. The resulting tests are denoted by MZ~LS and MSBGLS, respectively.
Notice that, when d t = /J, it has been proved here that an efficient use of the information leads to different test statistics, depending on the initial conditions. Therefore, the classic unit-root tests that assume a specific assumption on the initial values need not have comparable performances under different assumptions.
However, when d t = /J + ot, this comment does not apply.
Modified tests with predictors based on a local alternative
The previous section shows how the prediction-error approach leads to (asymptotically nearly) efficient tests in the vicinity of unity. This .section also uses the prediction-error interpretation to modify the proposed statistics, to achieve greater power at alternatives far from the unit circle. The modified statistics use predictors constructed under a fixed local alternative instead of under the null of a unit root. It should be noted that the information regarding the alternative Pc has already been used in the definition of the N tests in the last section. This information is summarized in the parameter c of the statistics (19) to (22) . In this section, the information of this local alternative is extended to the predictors also. All previous tests have
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I ii I I greater empirical power with this approach. The best performance is obtained by the modifications of the N tests (denoted as N GLS tests). Our attention, therefore, is restricted to these tests.
We suppose that the process follows the model (1) 
In the stationary case, the same procedure can be used, but Yl is replaced with (1-p~)1/2Yl' and ZI is replaced with (1-p~)1/2z1.
We denote yt = Yt -V and y[ = Yt -{Lc -SCt. Then, the empirical prediction error of forecasting yr+h from
Yt can e expresse as Yt+h
In the nonstationary case, the modified N test statistics are: (26) and ,\,T (7
In the stationary case, the modified N test statistics are and ,\,T (7
The motivation for these modified tests is clear. If the process is such that P = Pc, it can be expected that the numerators of the N GLS tests are smaller than those based on a misspecified random walk predictor, as in N tests, and, hence, it is easier to reject the null of a unit root. Besides, it is also reasonable to foresee a similar effect if the process is such that P ~ Pc. This modification, however, can alter the limiting distributions, as stated in the following theorem.
14 -• Theorem 6 Let Yt be the process (1) 
AR(l) case
This section reports on a l\lonte Carlo experiment, for the AR(l) case, to compare the empirical power of the Nand N GLS tests with some others that appear in the literature. The main conclusion of this section is that the proposed N GLS tests, based on prediction errors, have empirical powers very close to those of the POl tests, used as a benchmark. As a secondary result, we conclude that the results of Section 3 can be used to explain the relative behaviour of the competing tests. Elliott et al. (1996) showed that, in absence of deterministic components, currently used tests (apart from the LBl test) have asymptotic power functions very close to the asymptotic Gaussian power envelope. However, their performance in the presence of deterministic components can be very different, even asymptotically. Therefore, only processes with some deterministic component are considered.
The proposed tests are compared with the pivotal TDF, proposed by Dickey and Fuller (1979) Critical values for some of the tests depend on the value of e in Pc = 1 -elT. Since we are interested in tests with high power in a real situation, the selection of e is based on the empirical performance in finite samples. Table 2 . Tables 3 and 4 show the empirical powers of the competing tests. From the tables, we observe the following: 
It can be seen that the numerator of o-~ is part of the N GLS test statistic. Therefore, the generalization to a general ARMA case is straightforward. For example, be Y~I = p~-2(pc -fJ)yi, with fJ an estimator of e, instead of p~-IYi used in (30) . A limited experiment has revealed that this second approach does not have better empirical performance than the previous one.
Therefore, for the sake of brevity, further details are omitted.
Finite sample performance
The WbLS-AR was also made by the BIC and MIC. When the BIC is used, k is restricted to be 3::; k ::; 8, as in Elliott et al. (1996) . For the MIC, the restriction 0::; k ::; 10(TI100)1/4 is used, as in Ng and Perron (2000) .
In this paper, we also consider the estimator, proposed in 8anchez (2000), defined as (31) where OJ, ~i are estimates from the error correction regression Tables 5 and 6 .
From these tables, we observe the following: 2. The NfJLS test has similar performance to PT test and, in the stationary case, to NfjLS test. These tests also have better performance than the remaining competing tests. As mentioned above, the N GLS and PT tests can be considered as alternative ways to use the optimal theory to build efficient tests, although only N GLS tests have a prediction error interpretation.
\Ye conclude that, as expected from the intuition, the use of prediction errors allows the construction of unit-root tests with excellent properties of size and power, even with large moving average roots. These two characteristics: intuitive interpretation and good performance, make the N GLS test of potential interest to 20 I
• practitioners. A more detailed set of critical values can be found in Table 7 .Since the performance of Nf~LS and NfLS is similar only critical values for NfJLS are supplied.
[ Tables 5 to 7 about here]
Concluding remarks
This paper shows a new approach for unit root detection. This so-called prediction-error approach exploits the intuitive relationship between the long-run behaviour of a process and the presence of a unit root, and
shows the link between our intuition and the optimal detection of such a root.
From a theoretical point of view, this prediction-error approach appears very useful to understand how (nearly) optimal tests use the information. It is seen in this paper that nearly-optimal tests in the vicinity of the null can be constructed with the prediction errors of a predictor that assumes the presence of a The present approach, not only have an intuitive interpretation, but good theoretical and empirical properties. Then, it can be used to design nonstationarity tests under different circumstances than those exposed here. Outliers robust unit root tests, or nonparametric tests, could be some examples of promising directions for future research.
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where diag expresses a diagonal matrix. Also, from (A.l), it holds that XN,t(1) = (Yt -Y1). Also, by (9) , it holds that Similarly to the nonstationary case, it can be obtained that the first term in (A.9) is null at p = 1. Applying (A.S) it can also be seen that the second term in (A.9) is null in p = 1. Since e'Osl(l)e = 0, the third term
is also null at unity. To solve the fourth term in (A.9), it can be verified that 
It can then be obtained that, when
. After some algebra, it can be seen that (8x~/8p) S1 S 1 (p) Ip=l = (0,0, ... ,0). Then, the first term in (A.11) is null. Applying the result (A.S), it can be seen that the second term in (A.11) is equal to one. For the second derivative, we can make a decomposition similar to (A.9). Following the same arguments as in the first derivative, it can be seen that the second and third terms of this decomposition are zero. It is easy to verify that the term (82x~/8p2)S1s1(p)lp=1 is a vector with all elements equal to zero, except for the first and the last one. The term XS!p=l, however, is a vector with first and last elements equal to zero.
Therefore, the first term in this decomposition is also null. By (A.lO), we obtain that the fourth term of this decomposition is 22:f=-;1 {Yt -Yl -8(t -1) } 2 and, then, the theorem holds in the stationary case. In A.3 the nonstationary case, we also have a decomposition like (A.11). The GLS residuals in the numerator of SN are XN,t = Yt -{Lp -8pt, where {Lp and 8 p are now the GLS estimator using the matrix nj\,1(p). After some algebra, we obtain that
. Therefore, fJx~/fJplp=1 is a vector of zeros. Using the same arguments as in the stationary case, we have S~(l) = 1. For the second derivative, we have a decomposition similar to (A.4), where it is easy to check that the second and third terms are null. It can also be verified, in this nonstationary case, that (fJ2x~/fJp2)njVl(p)lp=1 is a vector with all elements equal to zero, except the first and the last ones, and that xNl p=1 is a vector with first and last elements equal to zero. Therefore, the first term of this decomposition is null. By (A.5), we obtain that the fourth term of this decomposition is 2,,£;=-;1 {Yt -Yl -8(t -1) } 2 and, then, the theorem also holds in the nonstationary case. 
Similarly, it can also be verified that T-l/2(Yr-p~-IYn ~ w {Vt(r) -e-crVt(O)} == wWF(r) and T-l/2(Y~_t T.1 T.3 -.. The tests N GLS , PT, and lvIZ~LSuse the spectral estimator W~RMAwhcn an ARI\IA model is fitted, and the spectral estimator wbLS_ARwhen an AR approximation is used.
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