The efficacy of the Hedges and colleagues, Rosenthal-Rubin, and Hunter-Schmidt methods for combining correlation coefficients was tested for cases in which population effect sizes were both fixed and variable. After a brief tutorial on these meta-analytic methods, the author presents two Monte Carlo simulations that compare these methods for cases in which the number of studies in the meta-analysis and the average sample size of studies were varied. In the fixed case the methods produced comparable estimates of the average effect size; however, the HunterSchmidt method failed to control the Type I error rate for the associated significance tests. In the variable case, for both the Hedges and colleagues and HunterSchmidt methods, Type I error rates were not controlled for meta-analyses including 15 or fewer studies and the probability of detecting small effects was less than .3. Some practical recommendations are made about the use of meta-analysis.
cussing meta-analysis published between 1981 and 2000. Of these, over 1,400 have been published since 1995, and over 400 in the past year. Clearly, the use of meta-analysis is still accelerating, and consequently the question of which technique is best has arisen.
Methods of Meta-Analysis for Correlation Coefficients

Basic Principles
To summarize, an effect size refers to the magnitude of effect observed in a study, be that the size of a relationship between variables or the degree of difference between group means. There are many different metrics that can be used to measure effect size: the Pearson product-moment correlation coefficient, r; the effect-size index, d; as well as odds ratios, risk rates, and risk differences. Of these, the correlation coefficient is used most often (Law, Schmidt, & Hunter, 1994) and so is the focus of the present study. Although various theorists have proposed variations on these metrics (e.g., Glass's A, Cohen's d, and Hedges's g are all estimates of 8), conceptually each metric represents the same thing: a standardized form of the size of the observed effect. Whether correlation coefficients or measures of differences are calculated is irrelevant because either metric can be converted into the other, and statistical analysis procedures for 162 FIELD different metrics differ only in how the standard errors and bias corrections are calculated (Hedges, 1992) .
In meta-analysis, the basic principle is to calculate effect sizes for individual studies, convert them to a common metric, and then combine them to obtain an average effect size. Studies in a meta-analysis are typically weighted by the accuracy of the effect size they provide (i.e., the sampling precision), which is achieved by using the sample size (or a function of it) as a weight. Once the mean effect size has been calculated it can be expressed in terms of standard normal deviations (a Z score) by dividing by the standard error of the mean. A significance value (i.e., the probability, p, of obtaining a Z score of such magnitude by chance) can then be computed. Alternatively, the significance of the average effect size can be inferred from the boundaries of a confidence interval constructed around the mean effect size. Johnson, Mullen, and Salas (1995) pointed out that meta-analysis is typically used to address three general issues: central tendency, variability, and prediction. Central tendency relates to the need to find the expected magnitude of effect across many studies (from which the population effect size can be inferred). This need is met by using some variation on the average effect size, the significance of this average, or the confidence interval around the average. The issue of variability pertains to the difference between effect sizes across studies and is generally addressed with tests of the homogeneity of effect sizes. The question of prediction relates to the need to explain the variability in effect sizes across studies in terms of moderator variables. This issue is usually addressed by comparing study outcomes as a function of differences in characteristics that vary over all studies. As an example, differences in effect sizes could be moderated by the fact that some studies were carried out in the United States whereas others were conducted in the UK.
Fixed-Versus Random-Effects Models
So far, we have seen that meta-analysis is used as a way of trying to ascertain the true effect size (i.e., the effect size in a population) by combining effect sizes from individual studies. There are two ways to conceptualize this process: fixed-effects and randomeffects models.
2 Hedges (1992) and Hedges and Vevea (1998) explained the distinction between these models wonderfully. In essence, in the fixed-effects conceptualization, the effect sizes in the population are fixed but unknown constants. As such, the effect size in the population is assumed to be the same for all studies included in a meta-analysis (Hunter & Schmidt, in press ). This situation is called the homogeneous case. The alternative possibility is that the population effect sizes vary randomly from study to study. In this case each study in a meta-analysis comes from a population that is likely to have a different effect size than any other study in the metaanalysis. Therefore, population effect sizes can be thought of as being sampled from a universe of possible effects-a "superpopulation" (Becker, 1996; Hedges, 1992) . This situation is called the heterogeneous case. To summarize, in the random-effects model studies in the meta-analysis are assumed to be only a sample of all possible studies that could be done on a given topic, whereas in the fixed-effects model the studies in the meta-analysis are assumed to constitute the entire universe of studies (Hunter & Schmidt, in press) .
In statistical terms the main difference between these models is in the calculation of standard errors associated with the combined effect size. Fixedeffects models use only within-study variability in their error term because all other "unknowns" in the model are assumed not to affect the effect size (see Hedges, 1992; Hedges & Vevea, 1998) . However, in random-effects models it is necessary to account for the errors associated with sampling from populations that themselves have been sampled from a superpopulation. As such the error term contains two components: within-study variability and variability arising from differences between studies (see Hedges & Vevea, 1998) . The result is that standard errors in the random-effects model are typically much larger than in the fixed case if effect sizes are heterogeneous, and therefore, significance tests of combined effects are more conservative.
In reality the random-effects model is probably more realistic than the fixed-effects model on the majority of occasions (especially when the researcher wishes to make general conclusions about the research domain as a whole and not restrict his or her findings to the studies included in the meta-analysis). Despite this fact, the National Research Council (1992) reports that fixed-effects models are the rule rather than the exception. Osburn and Callender (1992) have also noted that real-world data are likely to have heterogeneous population effect sizes even in the absence of known moderator variables (see also Schmidt & Hunter, 1999) . Despite these observations, Hunter and Schmidt (in press) reviewed the metaanalytic studies reported in Psychological Bulletin (a major review journal in psychology) and found 21 studies reporting fixed-effects meta-analyses but none using random-effects models. Although fixed-effects models have attracted considerable attention (Hedges, 1992 (Hedges, , 1994a (Hedges, , 1994b , as Hedges and Vevea (1998) pointed out, the choice of model depends largely on the type of inferences that the researcher wishes to make: fixed-effects models are appropriate only for conditional inferences (i.e., inferences that extend only to the studies included in the meta-analysis), whereas random-effects models facilitate unconditional inferences (i.e., inferences that generalize beyond the studies included in the meta-analysis). For real-world data in the social sciences researchers typically wish to make unconditional inferences, so random-effects models are often more appropriate.
Over the past 20 years, three methods of metaanalysis have remained popular (see Johnson et al., 1995) : the methods devised by Hedges, Olkin, and colleagues; by Rosenthal and Rubin (see Rosenthal, 1991) ; and by Hunter and Schmidt (1990) . 3 Hedges and colleagues (Hedges, 1992; Hedges & Olkin, 1985; Hedges & Vevea, 1998) have developed both fixed-and random-effects models for combining effect sizes, whereas Rosenthal (1991) presented only a fixed-effects model and Hunter and Schmidt presented what they have labeled a random-effects model (see Schmidt & Hunter, 1999) . Although Johnson et al. (1995) provided an overview of these three metaanalytic techniques, they did not use the methods for correlation advocated by Hedges and colleagues (or use the random-effects versions), and Schmidt and Hunter (1999) have made subsequent observations about the correct use of their method. Therefore, an overview of the techniques used in the current study, with reference to the original sources, is included as a pedagogical source for readers unfamiliar with metaanalysis of correlation coefficients.
The Hedges-Olkin and Rosenthal-Rubin Methods
For combining correlation coefficients, Hedges and Olkin (1985) , Hedges and Vevea (1998) , and Rosenthai and Rubin (see Rosenthal, 1991) were in agreement about the method used. However, there are two differences between the treatments that Hedges and colleagues and Rosenthal and Rubin have given to the meta-analysis of correlations. First, Rosenthal (1991) did not present a random-effects version of the model. Second, to estimate the overall significance of the mean effect size, Rosenthal and Rubin generally advocated that the probabilities of each effect size occurring by chance be combined (see Rosenthal, 1991; Rosenthal & Rubin, 1982) .
Fixed-effects model. For cases in which correlation coefficients are used as the effect-size measure, Hedges and Olkin and Rosenthal and Rubin both advocated converting these effect sizes into a standard normal metric (using Fisher's r-to-Z transformation) and then calculating a weighted average of these transformed scores. Fisher's r-to-Z transformation (and the conversion back to r) is described in Equation 1 . The first step, therefore, is to use this equation to convert each correlation coefficient into its corresponding Z value (see Field, 1999 , for an example):
in which r, is the correlation coefficient from study i. This Z value can be converted back to a correlation coefficient with the following equation: r,=-The transformed effect sizes are then used to calculate an average in which each effect size is weighted. Equation 2 shows that the transformed effect size of the jth study is weighted by a weight for that particular study (vv ; ):
where k is the number of studies in the meta-analysis. Hedges and Vevea (1998) noted that effect sizes based on large samples will be more precise than those based on small samples and so the weights should reflect the increased precision of large studies.
In fact, the optimal weights that minimize the variance are the inverse variances of each study (see Hedges & Vevea, 1998, Equation 2) , and for correlation coefficients the individual variance is the inverse of the sample size minus 3 (see Hedges & Olkin, 1985, pp. 227, 231) : 1 where v, is the variance in study i and 1 "' • n,-3' /. w t = n ( -3.
As such, the general equation for the average effect size given in Equation 2 becomes Equation 3 for correlation coefficients (this is Equation 4.16 from Rosenthal, 1991, p. 74) :
The sampling variance of this average effect size is simply the reciprocal of the sum of weights (Hedges & Vevea, 1998, Equation 4) , and the standard error of this average effect size is simply the square root of the sampling variance. So, in its general form the standard error is (4) Given that for correlation coefficients the weights are simply n -3, the standard error becomes
Hedges and colleagues (Hedges & Olkin, 1985; Hedges & Vevea, 1998) recommended that a Z score of the mean effect size be calculated by simply dividing the mean effect size by its standard error:
The probability of obtaining that value of Z can then be calculated with the standard normal distribution (e.g., Field, 2000, p. 471) . However, Rosenthal and Rubin recommended that the probability of obtaining the average effect size be calculated by combining the individual probability values of each correlation coefficient (see Rosenthal, 1991, pp. 85-86, Equation 4.31) . This is the only respect in which the RosenthalRubin and Hedges-Olkin fixed-effects methods differ.
Finally, to test the homogeneity of effect sizes across studies, the squared difference between the observed transformed r and the mean transformed r is used. To create a chi-square statistic, some account has to be taken of the variance of each study, and as before, for correlation coefficients the variance is just the sample size minus 3 (see Hedges & Vevea, 1998, Equation 7 ). This gives us the statistic Q in Equation 7, which has a chi-square distribution (Hedges & Olkin, 1985, Equation 16, p. 235; Hedges & Vevea, 1998, Equation 7, p. 490; Rosenthal, 1991, Equation 4 .15, p. 74):
Random-effects model. Rosenthal (1991) did not present a random-effects version of the model previously described. However, Hedges and Olkin (1985) and Hedges and Vevea (1998) clearly elaborated on how a random-effects model can be calculated. The main difference in the random-effects model is that the weights are calculated with a variance component that incorporates between-studies variance in addition to the within-study variance used in the fixed-effects model. This between-studies variance is denoted by T 2 and is simply added to the within-study variance. As such, the weights for the random-effects model (see Hedges & Vevea, 1998, Equation 13 ). These new weights can simply be used in the same way as for the fixed-effects model to calculate the mean effect size, its standard error, and the z score associated with it (by replacing the old weights with the new weights in Equations 2, 4, and 6). The question arises of how the between-studies variance might best be estimated. Hedges and Vevea (1998) provided equations for estimating the betweenstudies variance on the basis of the weighted sum of squared errors, Q (see Equation 7) ; the number of studies in the meta-analysis, k; and a constant, c (see Equation 9):
The constant is calculated by using the weights from the fixed-effects model:
method emphasizes the need to isolate and correct for sources of error such as sampling error and reliability of measurement variables. Although there is rarely enough information reported in a study to use the full Hunter-Schmidt technique, even in its simplest form it still differs from the method advocated by Hedges and colleagues and Rosenthal and Rubin. The main difference is in the use of untransformed effect-size estimates in calculating the weighted mean effect size. As such, central tendency is measured with the average correlation coefficient in which untransformed correlations are weighted by the sample size on which they are based. Equation 11 shows how the mean effect size is estimated and how it differs from Equations 2 and 3 in that the weights used are simply the sample sizes on which each effect size is based and in that each correlation coefficient is not transformed:
When combining correlation coefficients the weights are just n -3, and the constant therefore becomes c = (10) If, however, the estimate of between-studies variance, T 2 , yields a negative value, then it is set at 0 (because the variance between studies cannot be negative).
Finally, the estimate of homogeneity of study effect sizes is calculated in the same way as for the fixedeffects model. In short, the only difference in the random-effects models is that the weights used to calculate the average and its associated standard error now include a between-studies component that is estimated with Equation 8.
Hunter-Schmidt Method
Hunter and Schmidt advocate a single method (a random-effects method) on the basis of their belief that fixed-effects models are inappropriate for realworld data and the type of inferences that researchers usually want to make (Hunter & Schmidt, in press ). 4 Hunter and Schmidt's method is thoroughly described by Hunter, Schmidt, and Jackson (1982) and by Hunter and Schmidt (1990) . In its fullest form, this Like Hedges and colleagues' method, the significance of the mean effect size is obtained by calculating a Z score by dividing the mean by its standard error. However, the estimate of the standard error is different in Hunter and Schmidt's method, and there has been some confusion in the literature about how the standard error is calculated. Johnson et al. (1995) reported the equation of the variance across studies (the frequency-weighted average squared error reported by Hunter & Schmidt, 1990, p. 100) . The square root of this value should then be used to estimate the standard deviation (as in Equation 12 ). The best estimate of the standard error is to divide this standard deviation of the observed correlation coefficients by the square root of the number of studies being compared (Osburn & Callender, 1992; Schmidt, Hunter, & Raju, 1988) . Therefore, as Schmidt and Hunter (1999) Schmidt & Hunter, 1999) of the standard deviation of the mean and the calculation of the standard error. The Z score is calculated simply by dividing the mean effect size by the standard error of that mean (see Equation 14):
In terms of homogeneity of effect sizes, again a chisquare statistic is calculated on the basis of the sum of squared errors of the mean effect size (see Hunter & Schmidt, 1990, pp. 110-112) . Equation 15 shows how the chi-square statistic is calculated from the sample size on which the correlation is based (n), the squared errors between each effect size and the mean, and the variance:
Comparison of the Methods
There are two major differences between the methods described. The first difference is the use of transformed or untransformed correlation coefficients. The Fisher transformation is typically used to eliminate a slight bias in the untransformed correlation coefficient: The transformation corrects for a skew in the sampling distribution of rs that occurs as the population value of r becomes further from zero (see Fisher, 1928) . Despite the theoretical basis for this transformation, Hunter and Schmidt (1990) have long advocated the use of untransformed correlation coefficients, using theoretical arguments to demonstrate biases arising from Fisher's transformation (see Hunter, Schmidt, & Coggin, 1996) . Hunter and Schmidt (1990) note that "the Fisher Z replaces a small underestimation or negative bias by a typically small overestimation, or positive bias, a bias that is always greater in absolute value than the bias in the untransformed correlation" (p. 102; see also Field, 1999; Hunter et al., 1996; Schmidt, Gast-Rosenberg, & Hunter, 1980; Schmidt, Hunter, & Raju, 1988) .
Some empirical evidence does suggest that transforming the correlation coefficient can be beneficial. Silver and Dunlap (1987) claimed that meta-analysis based on Fisher-transformed correlations is always less biased than when untransformed correlations are used. However, Strube (1988) noted that Silver and Dunlap had incorrectly ignored the effect of the number of studies in the analysis and so had based their findings on only a small number of studies. Strube (1988) showed that as the number of studies increased, the overestimation of effect sizes based on Fisher-transformed correlations was almost exactly equal in absolute terms to the underestimation of effect sizes found when untransformed rs were used. Strube's data indicated that the bias in effect size estimates based on transformed correlations was less than the bias in those based on untransformed correlations only when three or fewer studies were included in the meta-analysis (and even then only when these studies had sample sizes of 20 or less). It would be the exception that actual meta-analytic reviews would be based on such a small number of studies. As a final point, Hunter et al. (1996) have argued that when population correlations are the same for studies in the meta-analysis (the homogeneous case) then results based on transformed correlations should be within rounding error of those based on untransformed values.
The second difference is in the equations used to estimate the standard error. If we compare the random-effects model described by Hedges and Vevea (1998) to Hunter and Schmidt's, the estimates of standard error are quite different. Hedges and Vevea have suggested that Hunter and Schmidt "advocate the use of suboptimal weights that correspond to the fixedeffects weights, presumably because they assume that T 2 [the between-studies variance] is small" (p. 493). Therefore, if the between-studies variance is not small, the Hunter and Schmidt method will underestimate the standard error and hence will overestimate the z score associated with the mean (Hedges & Vevea, 1998) . However, Hedges and Vevea's estimate of the between-studies variance is truncated (because negative values lead to the assumption that T 2 = 0); so when there are only a small number of studies in the meta-analysis the estimate of between-studies variance will be biased, and the weights used to calculate the average effect size (and its significance) will also be biased. Johnson et al. (1995) used a single database to compare the Hedges-Olkin (fixed-effects), RosenthalRubin, and Hunter-Schmidt meta-analytic methods. By manipulating the characteristics of this database, Johnson et al. looked at the effects of the number of studies compared, the mean effect size of studies, the mean number of participants per study, and the range of effect sizes within the database. In terms of the outcomes of each meta-analysis, they looked at the resulting mean effect size, the significance of this effect size, homogeneity of effect sizes, and prediction of effect sizes by a moderator variable. Their results showed convergence of the methods in terms of the mean effect size and estimates of the heterogeneity of effect sizes. However, the significance of the mean effect size differed substantially across meta-analytic methods. Specifically, the Hunter and Schmidt method seemed to reach more conservative estimates of significance (and hence wider confidence intervals) than the other two methods. Johnson et al. concluded that Hunter and Schmidt's method should be used only with caution.
Johnson et al.'s study (1995) provides some of the only comparative evidence to suggest that some metaanalytic methods for combining correlations should be preferred over others (although Overton, 1998 , has investigated moderator-variable effects across methods); however, although their study clearly provided an excellent starting point at which to compare methods, there were some limitations. First, Schmidt and Hunter (1999) Hedges and Olkin (and Hedges & Vevea, 1998) provided methods for directly combining rs (without converting to d), and so this procedure did not represent what researchers would actually do. Finally, the circumstances under which the three procedures were compared were limited to a single database that was manipulated to achieve the desired changes in the independent variables of interest. This creates two concerns: (a) The conclusions drawn might be a product of the properties of the data set used (because, e.g., adding or subtracting a fixed integer from each effect size allowed Johnson et al. to look at situations in which the mean effect size was higher or lower than in the original database; however, the relative strength of each effect size remained constant throughout) and (b) the data set assumed a fixed population effect size and so no comparisons were made between random-effects models. A follow-up study is needed in which Monte Carlo data simulations are used to expand Johnson et al.'s work.
Rationale and Predictions
Having reviewed the procedures to be compared, we can make some predictions about their relative performance. Although there has been much theoretical debate over the efficacy of the meta-analytic methods (see Hedges & Vevea, 1998; Hunter & Schmidt, in press; Johnson et al., 1995; Schmidt & Hunter, 1999) , in this study we aimed to test the arguments empirically. The rationale is that in metaanalysis, researchers combine results from different studies to try to ascertain knowledge of the effect size in the population. Therefore, if data are sampled from a population with a known effect size, we can assess the accuracy of each method by comparing the significance of the mean effect size from each method against the known effect in the population. In the null case (population effect size p = 0) we expect to find nonsignificant results from each meta-analysis. To be precise, with the nominal Type I error rate set at a = .05 the expectation is that only 5% of mean effect sizes should be significant. With the population effect size set above zero the proportion of mean effect sizes that are significant represents the power of each method (assuming that the Type I error is controlled).
A number of predictions can be made on the basis of the arguments within the literature:
Prediction 1: On the basis of Hunter et al. (1996) and Hunter and Schmidt (1990) , it is predicted that methods incorporating transformed effect-size estimates should show an upward bias in their estimates of the mean effect size. This bias should be relatively small when population effect sizes are fixed (homoge-FIELD neous case) but larger when population effect sizes are variable (the heterogeneous case). Prediction 2: As the population value of r becomes further from zero, the sampling distribution of rs becomes skewed and Fisher's transformation is used to normalize this sampling distribution. Therefore, theoretically Hunter and Schmidt's method should become less accurate as the effect size in the population increases (especially for small sample sizes). Conversely, techniques based on Fisher's transformation should become more accurate with larger effect sizes in the population. However, Strube (1988) and Hunter et al. (1996) have shown equivalent but opposite biases in methods based on transformed and untransformed correlation coefficients when more than a few studies are included in the meta-analysis. We expected the current study would replicate these later findings. Prediction 3: Contrary to Johnson et al. (1995) finding that Hunter and Schmidt's method yields conservative estimates of the significance of the mean effect size, we predicted that estimates of significance would be comparable across methods (because the present study was based on the corrected formulas reported by Schmidt & Hunter, 1999) . Prediction 4: The estimates of between-studies variance in Hedges and colleagues' random-effects model are biased for small numbers of studies. As such, it is predicted that this method will be less accurate when only small numbers of studies are included in the metaanalysis.
Study 1: The Homogeneous Case
Two Monte Carlo studies were conducted to investigate the effect of various factors on the average effect size, the corresponding significance value, and the homogeneity of effect-size tests. The first study looked at the homogeneous case, and the second the heterogeneous case. In both studies the general approach was the same: (a) A pseudopopulation was created in which the effect size was known (homogeneous case) or in which the population effect size was sampled from a normal distribution of effect sizes with a known average (heterogeneous case); (b) samples of various sizes were taken from that population and the correlation coefficient calculated and stored (these samples can be thought of as studies in a meta-analysis); (c) when a specified number of these studies had been taken, different meta-analytic techniques were applied (for each technique, average effect size, the Z value, and test of homogeneity were calculated); and (d) the techniques were compared to see the effect of the number of studies in the metaanalysis, and the relative size of those studies. Each of these steps is discussed immediately below in more detail.
Method
Both studies were run using GAUSS for Windows 3.2.35 (1998). In the homogeneous case, a pseudopopulation was set up in which there was a known effect size (correlation between variables). This was achieved by using the A matrix procedure described by Mooney (1997) , in which the correlation between two randomly generated, normally distributed variables is set using the Choleski decomposition of a fixed-correlation matrix. Five different pseudopopulations were used in all: those in which there was no effect (p = 0), a small effect size (p = .1), a moderate effect size (p = .3), a large effect size (p = .5), and a very large effect (p = .8). These effect sizes were based on Cohen's (1988 Cohen's ( , 1992 guidelines for a small, medium, and large effect (in terms of correlation coefficients). For each Monte Carlo trial a set number of studies was taken from a given pseudopopulation, and average effect sizes and measures of homogeneity of effect sizes calculated. The Type I error rate or test power were estimated from the proportion of significant results over 100,000 Monte Carlo trials.
Number of studies. The first factor in the Monte Carlo study was the number of studies used in the meta-analysis. This factor varied systematically from 5 to 30 studies 5 in increments of 5. Therefore, for the first set of Monte Carlo trials, the program took 5 random studies from the pseudopopulation on each trial. The correlation coefficients of the studies were used to calculate the mean effect size (and other statistics) by using each of the methods described. The program stored the mean effect size, and a counter was triggered if the average effect size was significant (based on the associated z score). A second counter was triggered if the test of homogeneity was significant. Having completed this task, the next trial was run until 100,000 Monte Carlo trials were completed, after which the program saved the information, reset the counters, increased the number of studies in the meta-analysis by 5 (so the number of studies became 10), and repeated the process. The program stopped incrementing the number of studies once 30 studies was reached.
Average sample size. The second factor to be varied was the average sample size of each study in the meta-analysis. This variable was manipulated to see whether the three methods differed across different sample sizes. In most real-life meta-analyses, study sample sizes will not be equal; so to model reality, sample sizes were drawn from a normal distribution of possible sample sizes, with the mean of this distribution being systematically varied. Thus, rather than fixing the sample size at a constant value (e.g., 40), sample sizes were randomly taken from a distribution with a fixed mean (in this case 40) and a standard deviation of a quarter of the mean (in this case 10). For each Monte Carlo trial, the sample size associated with the resulting r was stored in a separate vector for use in the meta-analysis calculations.
Values of the average sample size were set using estimates of the sample size necessary to detect small, medium, and large effects in the population. Based on Cohen (1988) the sample size needed to detect a small effect is 150, to detect a medium-size effect a sample of about 50 is needed, and to detect a large effect a sample size of 25 will suffice. As such, the original average sample size was set at 20. Once the program had completed all computations for this sample size, the sample size was multiplied by 2 (average n = 40) and the program looped through all calculations again. The average sample size was then multiplied by 2 again (average n = 80) and so on to a maximum average sample size of 160. These sample sizes are logical because, ceteris paribus, the smallest average sample size (20) is big enough for only a very large effect (p = .8) to be detected. The next sample size (40) should enable both a very large and a slightly smaller effect (p = .5) to be detected. The next sample size (80) should be sufficient to detect all but the smallest effect sizes, and the largest sample size (160) should detect all sizes of population effect sizes.
Design. The overall design was a four-factor 5 (population effect size: 0, .1, .3, .5, .8) x 4 (average sample size: 20, 40, 80, 160) x 6 (no. studies: 5, 10, 15,20,25, 30) x 2 (method of analysis: Hedges-Olkin and Rosenthal-Rubin vs. Hunter-Schmidt) design with the method of analysis as a repeated measure. For each level of population effect size there were 24 combinations of the average sample size and number of studies. For each of these combinations 100,000 Monte Carlo trials were used (100 times as many as the minimum recommended by Mooney, 1997) , so each cell of the design contained 100,000 cases of data. Therefore, 2,400,000 samples of data were simulated per population effect size, and 12 million in the whole study.
Results
Mean effect sizes and their significance. Table 1 shows the mean effect size from the two methods when the average sample size and number of samples in the meta-analysis are varied. For the null case, all three techniques produce accurate estimates of the population effect size. As the effect size in the population increases, the Hedges-Olkin and RosenthalRubin method tends to slightly overestimate the population effect size whereas the Hunter-Schmidt method underestimates it. This finding was predicted because these two methods differ in their use of transformed effect-size estimates. The degree of bias appears to be virtually identical when rounded to two decimal places.
More interesting are the data presented in Table 2 , which shows the proportion of significant results arising from the Z score associated with the mean effect size. This table also includes separate values for the Rosenthal-Rubin method (because it differs from the Hedges-Olkin method in terms of how significance is established). In the null case, these proportions represent the Type I error rate for the three methods. Using a nominal a of .05, it is clear that the HedgesOlkin method keeps tight control over the Type I error rate (this finding supports data presented by Hedges & Vevea, 1998) . The Hunter-Schmidt method does not control the Type I error rate in the homogeneous case, although for a large total sample size (i.e., as the number of studies in the meta-analysis and the average sample size of each study increases) the Type I error rate is better controlled (a = .06). However, for 1.000 1.000 1.000 1.000 1.000 1.000 and Rosenthal-Rubin methods are estimates of the power of the test).
6 A proportion of .8 generally represents a high level of power in the social sciences (Cohen, 1988 (Cohen, , 1992 . The power of the meta-analysis will increase as the total sample size increases, and so as both the number of studies and their respective sample sizes increase, we expect a concomitant increase in power. The methods advocated by Hedges and Olkin and by Rosenthal and Rubin both yield high levels of power (greater than .8), except when the population effect size is small (p = .1) and the total sample size is relatively small. For example, when the number of studies in the meta-analysis is small (five), a high level of power is achieved only when the average study sample size is 160; similarly, regardless of the number of studies, a high level of power is not achieved when the average study sample size is only 20, and when the average sample size is 40 a high degree of power is achieved only when there are more than 20 studies. For all other population effect sizes (p > .1) the probability of detecting a genuine effect is greater than .8. For the Hunter-Schmidt method, power estimations cannot be made because the Type I error rate is not controlled; nevertheless, the values in Table 2 are comparable to those for the other two methods.
Tests of homogeneity of effect sizes. Table 3 shows the proportion of significant tests of homogeneity of effect sizes. In this study, the population effect sizes were fixed (hence homogeneous); therefore, these tests of homogeneity should yield nonsignificant results. The proportions in Table 3 should therefore be close to the nominal a of .05. For small to medium effect sizes (p ^ .3), both methods control the Type I error rate under virtually all conditions. For larger population effect sizes (p > .5) the Hedges-Olkin and Rosenthal-Rubin method controls the Type I error rate to within rounding error of the nominal a. However, the Hunter-Schmidt method begins to deviate substantially from the nominal a when the average sample size is small (< 40), and this deviation increases as the number of studies within the metaanalysis increases. These results conform to accepted statistical theory (see Prediction 2 in the Rationale and Predictions section) in that the benefit of transformed effect sizes is increasingly apparent as the population effect size increases.
Summary. To sum up, Study 1 empirically demonstrated several things: (a) Both meta-analytic methods yield comparable estimates of population effect sizes; (b) the Type I error rates were well controlled for the Hedges-Olkin and Rosenthal-Rubin methods in all circumstances-however, the Hunter-Schmidt method seemed to produce liberal significance tests that inflated the observed error rate above the nominal a; (c) the Hedges-Olkin and Rosenthal-Rubin methods yielded power levels above .8 for medium and large effect sizes, but not for small effect sizes when the number of studies or average sample size was relatively small; (d) Type I error rates for tests of homogeneity of effect sizes were equally well controlled by the two methods when population effect sizes were small to medium, but better controlled by the Hedges-Olkin and Rosenthal-Rubin method when effect sizes were large.
Study 2: The Heterogeneous Case Method
The method for the heterogeneous case was virtually identical to that of the homogeneous case: Both the number of studies and the average sample size were varied in the same systematic way. However, in this study, population effect sizes were not fixed. A normal distribution of possible effect sizes was created (a superpopulation) from which the population effect size for each study in a meta-analysis was sampled. As such, studies in a meta-analysis came from populations with different effect sizes. To look at a variety of situations, the mean effect size of the superpopulation (p) was varied to be 0 (the null case), .1, .3, .5, and .8. The standard deviation of the superpopulation was set at .16 because (a) for a medium population effect size (p = .3) this represents a situation in which 95% of population effect sizes will lie between 0 (no effect) and .6 (strong effect), and (b) Barrick and Mount (1991) found this to be the standard deviation of population correlations in a large meta-analysis and so it represents a realistic estimate of the standard deviation of population correlations of real-world data (see Hunter & Schmidt, in press ). The methods used to combine correlation coefficients in this study were the Hunter-Schmidt method and Hedges and colleagues' random-effects model. As in Study 1, 100,000 Monte Carlo trials were used for each combination of average sample size, number of studies in the meta-analysis, and average population effect size.
Results
Mean effect sizes and their significance. Table 4 shows the mean effect size from the two methods when the average sample size and number of studies in the meta-analysis are varied. In the null case both methods produce accurate estimations of the population effect size. When there is an effect in the population, the Hedges and colleagues method uniformly overestimates and the Hunter-Schmidt method uni- formly underestimates the population effect size. This is expected from Prediction 1. The overestimation from the Hedges and colleagues method is substantial and is typically around .1-.2 greater than the actual average population effect size for medium to large effects. In contrast, the underestimation of the Hunter-Schmidt method is relatively small (typically within rounding error of the actual average population value). However, as the average population effect size increases, so does the margin of error in the Hunter- Schmidt estimations, and at very large average population effect sizes (p = .8) the magnitude of the underestimation of this method is equivalent to the overestimation of Hedges and colleagues' method. This finding was predicted because at larger effect sizes the benefit of the r-to-z transformation should be more apparent (Prediction 2), although even at very high effect sizes the bias from transforming r to z is the same but opposite that of not transforming r. Table 5 shows the proportion of significant results arising from the z score associated with the mean effect sizes in Table 4 . In the null case, these proportions represent the Type I error rate for the two methods. Using a nominal a of .05, it is clear that both techniques lead to inflated Type I error rates when there are 15 or fewer studies in the meta-analysis (although the Hedges and colleagues method retains better control than the Hunter-Schmidt method). Control of the Type I error rate improves in both methods as the total sample size increases, and when the meta-analysis includes a large number of studies (30), Hedges and colleagues' method produces error rates within rounding distance of the nominal a level. Even for large numbers of studies, the Hunter-Schmidt method inflates the Type 1 error rate.
For the remainder of the table (in which an effect exists within the population), the proportions displayed represent the power of the tests assuming that the Type I error rate is controlled. Given that neither method has absolute control over the Type I error rate, these values need to be interpreted cautiously. What is clear is that the two methods yield very similar results: For a small average population effect size (p = . 1) the probability of detecting an effect is under .3 for both methods. High probabilities of detecting an effect (>.8) are achieved only for large average population effect sizes (p S: .5) or for medium effect sizes (p = .3) when there is a relatively large number of samples (20 or more). The only substantive discrepancy between the methods is that the values for Hedges and colleagues' method are lower when there are only five studies in the meta-analysis, which was predicted (Prediction 4). This difference is negligible when the average population effect size is very large (P = .8).
Tests of homogeneity of effect sizes. Table 6 shows the proportion of significant tests of homogeneity of effect sizes. In this study, the population effect sizes were heterogeneous; therefore, these tests should yield significant results. The proportions in Table 6 , therefore, represent the power of the tests to detect variability in effect sizes assuming that the Type I error rate is controlled. This study does not present data to confirm that the methods control the Type I error rate (which would require that these tests be applied to the homogeneous case); nevertheless, for all average population effect sizes the two methods yield probabilities of detecting an effect greater than .8 with samples of 40 or more regardless of the number of studies in the meta-analysis. Even at small sample sizes and numbers of studies, the proportion of tests that correctly detected genuine variance between population parameters is close to .8 (the lowest probability being .704) and comparable between methods.
Summary. Study 2 empirically demonstrated several interesting findings: (a) The Hunter-Schmidt method produces the most accurate estimates of population effect sizes when population effect sizes are variable, but the benefit of this method is lost when the average population effect size is very large (p = .8); (b) the Type I error rates were not controlled by either method when 15 or fewer studies were included in the meta-analysis (although the Hedges-Olkin method was better in this respect)-however, as the total sample size increased, the Type I error rate was better controlled for both methods; (c) although flawed by the lack of control of the Type I error rate, the potential power of both techniques was less than .3 when the average population effect size was small; (d) for large average population effect sizes the three techniques were comparable for probable test power, but for small numbers of studies in the meta-analysis, Hedges and colleagues' method yielded lower power estimates; and (e) power rates for tests of homogeneity of effect sizes were comparable for both techniques in all circumstances.
Conclusion
This study presents the results of a thorough simulation of conditions that might influence the efficacy of different methods of meta-analysis. In an attempt to develop Johnson et al.'s (1995) work, this study used Monte Carlo simulation rather than manipulation of a single data set. In doing so, these data provide a broader insight into the behavior of different metaanalytic procedures in an applied context (rather than the theoretical context of Hunter & Schmidt, in press; Schmidt & Hunter, 1999) . Several predictions were supported:
1. Prediction 1 was substantiated in that the HedgesOlkin and Rosenthal-Rubin methods (using transformed effect-size estimates) led to upward biases in effect-size estimates. These biases were negligible in the homogeneous case but substantial in the heterogeneous case. 2. Prediction 2 was also substantiated with the Hunter-Schmidt method underestimating population effect sizes. This bias increased as the population effect sizes increased (as predicted). However, this bias was negligible in the homogeneous case and was less severe than the Hedges-Olkin method in the heterogeneous case. 3. Results for Prediction 3 were complex. The Hedges-Olkin method best controlled the Type I error rate, and the Hunter-Schmidt method led to the greatest deviations from the nominal a. However, unlike Johnson et al. (1995) , who found that the Hunter-Schmidt method was too conservative, this study showed that the Hunter-Schmidt method (using their revised formula) was too liberal-too many null results were significant. These results Hunter and Schmidt (in press) and Schmidt and Hunter (1999) . 4. Prediction 4 was also supported in that Hedges and colleagues' method was slightly biased when only five studies were included in the meta-analysis in the heterogeneous case.
In summary, in the homogeneous case the HedgesOlkin and Rosenthal-Rubin methods perform best in terms of significance tests of the average effect size: Contrary to Johnson et al. (1995) , the present results indicate that the Hunter-Schmidt method is too liberal in the homogeneous case (not too conservative), but this means that the method should, nevertheless, be applied with caution in these circumstances. In terms of estimates of effect size and homogeneity of effectsize tests there are few differences between the Hedges-Olkin and Rosenthal-Rubin methods and that of Hunter and Schmidt. In the heterogeneous case, the Hunter-Schmidt method yields the most accurate estimates of population effect size across a variety of situations. The most surprising result was that neither the Hunter-Schmidt nor the Hedges and colleagues method controlled the Type I error rate in the heterogeneous case when 15 or fewer studies were included in the meta-analysis. As such, in the heterogeneous case researchers cannot be confident about the tests they use unless the number of studies being combined (and hence the total sample size) is very large (at least 30 studies in the meta-analysis for Hedges and colleagues' method and more for the Hunter-Schmidt method). In addition, the probabilities of detecting a small effect in the heterogeneous case were very small, and for medium effect sizes they were small when 10 or fewer studies were in the meta-analysis. Given that the heterogeneous case is more representative of real-world data (National Research Council, 1992; Osburn & Callender, 1992) , the implication is that meta-analytic methods for combining correlation coefficients may be relatively insensitive to detecting small effects in the population. As such, genuine effects may be overlooked. However, this conclusion must be qualified: When 15 or fewer studies are included in the meta-analysis, neither random-effects model controls the Type I error rate as such accurate power levels cannot be estimated. As such, the finding that the probabilities of detecting medium population effect sizes (p = .3) are low for fewer than 15 studies is, at best, tentative. Nevertheless, for small population effect sizes (p = .1), even when Type I error rates are controlled (the Hedges and colleagues method when 20 or more studies are included in the meta-analysis) the power of the random-effects model is relatively small (average power across all factors is .209).
Using Meta-Analysis for Correlations
There are many considerations when applying techniques to combine correlation coefficients. The first is whether the researcher wishes to make conditional or unconditional inferences from the meta-analysis, or in other terms, whether the researcher wishes to assume that the population effect size is fixed or variable. As already mentioned, it is more often the case that population effect sizes are variable (National Research Council, 1992; Osburn & Callender, 1992) and that the assumption of fixed population effect sizes is tenable only if a researcher does not wish to generalize beyond the set of studies within a meta-analysis (Hedges & Vevea, 1998; Hunter & Schmidt, in press) . One practical way to assess whether population effect sizes are likely to be fixed or variable is to use the tests of homogeneity of study effect sizes associated with the three methods of meta-analysis. If this test is nonsignificant then it can be argued that population effect sizes are also likely to be homogeneous (and hence fixed to some extent). However, these tests typically have low power to detect genuine variation in population effect sizes (Hedges & Olkin, 1985; National Research Council, 1992) , and so they can lead researchers to conclude erroneously that population effect sizes are fixed. The present data suggest that the test of homogeneity of effect sizes advocated by Hedges and Olkin and Rosenthal and Rubin and the method suggested by Hunter and Schmidt have relatively good control of Type I errors when effect sizes are, in reality, fixed. When effect sizes are variable in reality, both Hedges and colleagues' method and the Hunter-Schmidt method produce equivalent estimates of power (although when the average effect size is large and the average sample size is less than 40 the Hunter-Schmidt method loses control of the Type I error rate). However, in this latter case these detection rates are difficult to interpret because there are no simulations in the current study to test whether the random-effects homogeneity tests control the Type I error rate in the fixed case (when population effect sizes are, in reality, the same across studies).
The second issue is whether the researcher wishes to accurately estimate the population effect size or accurately test its significance. In the homogeneous case, all methods yield very similar estimates of the population effect size. However, in the heterogeneous case the Hunter-Schmidt method produces more accurate estimates, except when the average population effect size is very large (p = .8). In terms of testing the significance of this estimate, Hedges and colleagues' method keeps the best control over Type I errors in both the homogeneous and heterogeneous case; however, in the heterogeneous case neither this method nor the Hunter-Schmidt method actually con-trols the Type I error rate acceptably when fewer than 15 studies are included in the meta-analysis.
Third, the researcher has to consider controlling for other sources of error. It is worth remembering that small statistical differences in average effect size estimates and the like may be relatively unimportant compared with other forms of bias such as unreliability of measures. Hunter and Schmidt (1990) discuss ways in which these biases can be accounted for, and the experienced meta-analyst should consider these issues when deciding on a technique. The HunterSchmidt method used in the present article is only the simplest form of this method and so does not reflect the full method adequately. Despite its relative shortcomings in the homogeneous case, the addition of procedures for controlling other sources of bias may make this method very attractive in situations in which the researcher can estimate and control for these other confounds. However, further research is needed to test the accuracy of the adjustments for error sources proposed by Hunter and Schmidt.
Final Remarks
This study has shown that the Hunter-Schmidt method tends to provide the most accurate estimates of the mean population effect size when effect sizes are heterogeneous, which is the most common case in meta-analytic practice. In the heterogeneous case, Hedges and colleagues' method tended to overestimate effect sizes by about 15%-45%, whereas the Hunter-Schmidt method tended to underestimate it by a smaller amount (about 5%-10%), and then only when the population average correlation exceeded .5. In terms of the Type I error rate for the significance tests associated with these estimates, Hedges and colleagues' method does control this error rate in the homogeneous case. The most surprising finding is that neither random-effects method controls the Type I error rate in the heterogeneous case (except when a large number of studies are included in the metaanalysis)-although Hedges and colleagues' method inflates the Type I error rate less than the HunterSchmidt method. Given that the National Research Council (1992) and others have suggested that the heterogeneous case is the rule rather than the exception, this implies that estimates and significance tests from meta-analytic studies containing less than 30 samples should be interpreted very cautiously. Even then, random-effects methods seem poor at detecting small population effect sizes. Further work should examine the efficacy of other random-effects models of meta-analysis such as multilevel modeling (Goldstein, 1995; Goldstein, Yang, Omar, Turner, & Thompson, 2000) .
