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Distribution of Belief Parameters in Each Round. Our statistical analysis showed that despite large prior values, the actions of others during the game played an important role in determining the policy of our POMDP model (and the policies of subjects). Figure S1a shows the average α t across all games and subjects in each round. More importantly, Figure S1b shows the distribution of the difference between α t and its initial value, i.e., (|α t −α 1 |), for each round.
Similarly, Figures S1c and S1d demonstrate the evolution of β t over multiple rounds. As shown in these figures, the belief state parameters change quite drastically and this change increases as the game continues.
Using the POMDP as a Generative Model To further investigate the ability of the POMDP framework to model our experimental data in the Volunteer's Dilemma task, we performed a posterior predictive check by using the POMDP as a generative model of data, i.e., actions were sampled from Beta(α 1 , β 1 ) and their probability changed according to the dynamics of the POMDP model (see equation 10 in Methods). Specifically, for each game, we sampled a θ = θ 1 from the initial belief state of the subject, i.e. Beta(α 1 , β 1 ), as the real initial state of the environment. In each round, contributions of others were generated based on the binomial distribution in equation 1 using the sampled θ of that round. The next θ were calculated based on α, β, and actions of that round as well as the decay rate, exactly as the POMDP model.
In the resulting synthesized data, the general patterns of both success rate and contribution probability (with z obtained from the actual experimental data) for the fitted subjects matched the experimental data of the subjects closely ( Figures S2a-S2f ). This result was robust to randomization -the same pattern was observed when the data was synthesized multiple times.
Comparison with I-POMDP Model. Our framework models the effect of the subject's actions on others by increasing the average contribution rate of the group by each contribution.
To model higher levels of theory of mind, one can utilize an interactive-POMDP (I-POMDP) which assumes that the subject responds to N − 1 policies generated by N − 1 POMDPs, each modeling another individual. Each POMDP models the game with a separate set of α 1 , β 1 , and γ parameters. The subject however does not know the parameters of the others' models (here α 1 , β 1 and γ). We tested a version of the I-POMDP model where the subject uses their own set of parameters for all members of the group (similar to our original POMDP model).
We found that our original POMDP, where the subject reasoned directly about the parameters of the group state, outperformed this I-POMDP model which had a fitting accuracy 73% with SD = .12 (two-tailed paired t-test, t(28) = 4.91, p = 3.53 × 10 − 5, 95% CI difference =[0.06, 0.14]). The better performance of our original POMDP over the I-POMDP model could be at least partly due to the computer algorithm used to mimic human players. To examine this potential issue, give that the later rounds are potentially more affected by the dynamics of the game, we compared the difference in fitting accuracy between the original POMDP model and the I-POMDP model for the first 7 fitted rounds of the game versus the last 7 rounds (the first round excluded). The difference in the fits for the first and last 7 rounds was not significant (two-tailed paired t-test, t(28) = −0.58, p = 0.56, 95% CI difference =[−0.38, 0.21]).
POMDP Model Capturing the Dynamics of Actions
We also investigated games where all group members are optimal agents to see if our POMDP model is capable of capturing the dynamics of actions by optimal agents. We created a dataset where each subject (simulated by POMDP) played with 4 POMDP agents in each of 12 games. The parameter sets of these 4 POMDPs were drawn from parameter sets fit to experimental data. In other words, this dataset captured subjects playing with other human subjects. We compared the predicted success by the (simulated) subject to actual success in the game, similar to what we did with the experimental data. The average accuracy of this prediction was 66% (SD = .07). This accuracy was very robust across multiple runs of generated datasets. Figures S2g and S2h compare the actual success and the predicted success for the subject, similar to Figures 5e and 5d . Figure S2i shows that this match between the generated data and the model exists round by round.
(a) A subject's contribution probability in each round (on average) when the actions are generated based on the hidden state of the POMDP model (synthesized data, white circles) compared to experimental data (black circles, same data as in figure 2c ). (b) Same data as (a) but comparing synthesized versus experimental contribution probability for each k. (c) Same data as (a) and (b) but with the data points binned based on round of the game. (d) Comparison of probability of group success in each round (on average) for the synthesized POMDP data compared to experimental data (black circles, same data as in figure 2d ). (e) Same data as (d) but comparing synthesized versus experimental for each k. (f) Same data as (d) and (e) but with the data points binned based on round of the game. (g) Average probability of success for each subject in a generated data set where the actions come from 4 random POMDPs whose parameters were fit to experimental data from 4 random subjects (black circles) compared to the subject-fitted POMDP model's prediction of the success (blue circles) (h) Same data as (g) but comparing the generated data with the subject-fitted POMDP model's prediction for each k. (i) Same data as (g) and (h) but with the data points binned based on round of the game. 
