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Positive definite (p.d.) matrices arise naturally in many areas within
mathematics and also feature extensively in scientific applications.
In modern high-dimensional applications, a common approach to
finding sparse positive definite matrices is to threshold their small
off-diagonal elements. This thresholding, sometimes referred to as
hard-thresholding, sets small elements to zero. Thresholding has the
attractive property that the resulting matrices are sparse, and are
thus easier to interpret andworkwith. Inmany applications, it is of-
ten required, and thus implicitly assumed, that thresholded
matrices retain positive definiteness. In this paper we formally in-
vestigate the algebraic properties of p.d. matrices which are thresh-
olded.Wedemonstrate that forpositivedefiniteness tobepreserved,
the pattern of elements to be set to zero has to necessarily corre-
spond to a graph which is a union of complete components. This
result rigorously demonstrates that, except in special cases, positive
definiteness can be easily lost.We then proceed to demonstrate that
the class of diagonally dominantmatrices is notmaximal in terms of
retaining positive definiteness when thresholded. Consequently, we
derive characterizations of matrices which retain positive definite-
ness when thresholded with respect to important classes of graphs.
In particular, we demonstrate that retaining positive definiteness
upon thresholding is governed by complex algebraic conditions.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
Positive definite matrices arise naturally in various settings. Concrete examples are found in the
fields of probability, statistics and machine learning. Here they are often used to represent covariance
(or correlation)matrices. Thesecovariancematricesencodemultivariate relationships ina randomvec-
tor and feature prominently in procedures like principal component analysis (PCA), linear discriminant
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analysis (LDA), etc. Unlike Euclidean space, the open cone of real positive definitematrices, henceforth
denoted byP+, ismore difficult to analyze because of the complex relationships between the elements
of thematrices. Inmodern high-dimensional applications, a common approach to finding sparse posi-
tivedefinite or sparse covariancematrices is tohard-threshold (set to zero) small off-diagonal elements
of given positive definitematrices. For example, a common approach to finding statistically significant
relationships between genes in a gene–gene interaction analysis is to threshold the corresponding
correlation matrix of gene–gene associations (see [8,10]). Thresholding has the property of setting
correlations which are small in absolute value to zero. This procedure therefore eliminates spurious
correlationswhich could have risen purely due to randomnoise. In the process, only statistically signif-
icant correlations are retained. This thresholding approach has the attractive property that it is easily
computed, i.e., it is a highly scalable procedure, and yields a smaller number of large correlation coef-
ficients. The resulting thresholdedmatrices are sparse and are thus easier to interpret andmanipulate.
Furthermore, finding a regularized or sparse estimate of the correlation matrix is often undertaken
with an ulterior goal in mind. Indeed, these thresholded matrices are used as regularized estimates
of covariance matrices in various applications (see [1,8–10,6,4]). For these procedures to be widely
applicable, it is often assumed implicitly that the thresholded matrices retain positive definiteness.
The theoretical investigation of whether this is true is critical for the validity of such applications.
Statistical properties of thresholded correlation matrices have been studied in the literature (see [1]),
however, algebraic properties of such matrices have not been previously investigated.
In this paper, we provide a rigorous answer to the aforementioned questions. In particular, we
prove that, if positive definiteness is to be retained after thresholding, the pattern of elements to
be thresholded has to necessarily correspond to a graph which is a union of complete components.
We also consider the problem of thresholding positive definite matrices at a given level , i.e., only
to zero out elements which are less than  in magnitude. In this case, we prove that only matrices
which already have zeros according to a tree, will retain positive definiteness for all values of the
thresholding parameter . These results imply that positive definiteness can be easily lost due to hard-
thresholding. Furthermore, it iswell known that the class of diagonally dominantmatriceswith strictly
positive diagonal entries is positive definite. Procedures such as hard-thresholding maintain diagonal
dominance. Hence,we also investigate if positive definiteness is only retained by the class of diagonally
dominantmatrices, andproceed to demonstrate that this class is notmaximal.We therefore proceed to
identify algebraic relationshipswhich characterize retainingpositivedefiniteness for important classes
of graphs. Our results formally demonstrate that thresholding approaches used in the literature can
lead to sparse matrices which are no longer positive definite.
As a concrete example, let us threshold the (2, 3) and (3, 2) elements of the following symmetric
matrix
A =
⎛
⎜⎜⎜⎝
4 3 −3
3 4 −1
−3 −1 4
⎞
⎟⎟⎟⎠ , A′ =
⎛
⎜⎜⎜⎝
4 3 −3
3 4 0
−3 0 4
⎞
⎟⎟⎟⎠ . (1.1)
One can easily check that A is positive definite, but A′ is not. So a fundamental question that arises is,
when do we know for certain that A′ > 0. If A comes from certain special subclasses of the cone of
p.d. matrices, the answer is immediate. For instance, if A ∈ B where B ⊂ P+ is the class of diagonally
dominantmatriceswith strictly positive diagonal entries, thenA′ is always positive definite. As pointed
out in the example above, this property is not true in general for an arbitrary positive definitematrix A.
More formally, the elements to threshold in a p × p matrix A = (Aij) are naturally encoded in a
graph G = (V, E) with V = {1, . . . , p} and with the convention that Aij is set to zero if and only if
(i, j) ∈ E. We denote the thresholded matrix by AG . So when will AG > 0 for certain, i.e., what classes
of graphs will ensure positive definiteness of AG? It is not immediately clear what G should be. In this
paper we give results of potentially great consequence, that only for a narrow class of graphs can we
ensure positive definiteness. The statement of the main theorem in this paper is given below.
Theorem 1.1. Let A be an arbitrary symmetric matrix such that A > 0, i.e., A ∈ P+. Threshold A according
to a graph G = (V, E) with the resulting thresholded matrix denoted by AG. Then
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AG > 0 for any A ∈ P+ ⇔ G =
m⋃
i=1
Gi for some m ∈ N = {1, 2, . . . },
where Gi, i = 1, . . . ,m, denote complete components 1 of G (or, equivalently, every component of G is
complete).
The (⇐) part of the theorem is intuitive and straightforward but the (⇒) part does come as
somewhat of a surprise. It is also a stark reminder that indiscriminate or arbitrary thresholding of a
positive definite matrix can quickly lead to loss of positive definiteness.
The remainder of thepaper is structuredas follows. Section2 introducesbasic terminology, notation
and preliminaries. Section 3 provides a proof of themain theoremand further extensions. In particular,
we consider the effect of thresholding when a positive definite matrix already has zeros according to
a graph G. We also investigate the impact of thresholding when only elements smaller in magnitude
than a prescribed value are thresholded, as is often done in practice. We also study the maximal class
of matrices retaining positive definiteness and show that the set of diagonally dominant matrices is
never maximal. In Section 4, we characterize the class of matrices that retain positive definiteness
when thresholded with respect to important classes of graphs. We discover that, even in simple cases,
characterizing the maximal class leads to complicated algebraic relations. There is thus little hope of
obtaining a characterization in terms of a simple property like diagonal dominance.
2. Preliminaries
2.1. Graph theory
Let G = (V, E) be an undirected graph with vertex set V = {1, . . . , p} and edge set E. Two vertices
a, b ∈ V , a = b, are said to be adjacent in G if (a, b) ∈ E. We say that the graph G′ = (V ′, E′) is
a subgraph of G = (V, E), denoted by G′ ⊂ G, if V ′ ⊆ V and E′ ⊂ E. In addition, if G′ ⊂ G and
E′ = V ′ ×V ′ ∩E, we say that G′ is an induced subgraph of G. We shall consider only induced subgraphs
in what follows. For a subset A ⊂ V , the induced subgraph GA = (A, A × A ∩ E) is said to be the
graph induced by A. A graph G is called complete if every pair of vertices are adjacent. A clique of G is an
induced complete subgraph ofG that is not a proper subset of any other induced complete subgraphs of
G. A path of length k  1 from vertex i to j is a finite sequence of distinct vertices v0 = i, . . . , vk = j in
V and edges (v0, v1), . . . , (vk−1, vk) ∈ E. An n-cycle in G is a path of length nwith an additional edge
connecting the two end points. A graph G is called connected if for any pair of distinct vertices i, j ∈ V
there exists a path between them. A (connected) component ofG is amaximal connected subgraph ofG.
Every graphG canbewritten as aunionG = G1∪· · ·∪Gmwhere eachGi is a connected component ofG.
Notice that the connected components are disjoint (disconnected). When each connected component
of G is complete, we say that the graph G is union of complete components.
Now let A, B, C ⊂ V be three nonempty subsets of V . We say that C separates A from B if every
path from a vertex a ∈ A to a vertex b ∈ B contains a vertex in C. The graph G is said to be chordal or
decomposable [2,3] if it does not contain a cycle of length 4 as an induced subgraph. Alternatively, a
graphG is said to be chordal or decomposable if eitherG is complete or if there exist subsets A, B, C ⊂ V
such that
(1) V = A ∪ B ∪ C;
(2) C separates A from B;
(3) C is complete;
(4) GA∪C and GB∪C are decomposable.
A triple (A, B, C) satisfying the first three properties above is said to be a decomposition of G.
1 A (connected) component is a maximal connected subgraph.
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Furthermore, let C1, C2, . . . , Ck be an ordering of the cliques of a graph G. Define the history up to
clique q as Hq = C1 ∪ · · · ∪ Cq and the separator Sq = Cq ∩ Hq−1. The ordering {C1, . . . , Ck} is said
to be a perfect ordering if for every q = 2, . . . , k, there exists p  q − 1 such that Sq ⊂ Cp. A well
known result in graph theory is that every decomposable graph admits a perfect ordering of its cliques.
Conversely, this property characterizes decomposable graphs. A special class of decomposable graphs
are trees. These are connected graphs on n vertices with exactly n− 1 edges. A tree can also be defined
as a connected graph with no cycle of length n  3, or a connected graph with a unique path between
any two vertices. Alternatively, a tree is a connected decomposable graph with maximal clique size 2.
In the remainder of the paper, we will assume that the vertices V of the graph G are labeled by
the set {1, 2, . . . , p}. As mentioned earlier, the graph induces a hard-thresholding operation, mapping
every symmetric matrix A = (aij) ∈ Mp to a matrix AG inMp defined by
(AG)ij =
⎧⎨
⎩ aij if (i, j) ∈ E or i = j0 otherwise .
We say that the matrix AG is obtained from A by hard-thresholding A with respect to the graph G.
2.2. Linear algebra
We denote by P+n (or simply by P+) the cone of n× n positive definite matrices. Let G = (V, E) be
a graph and let
PG = {A ∈ P+ : aij = 0 if (i, j) ∈ E, i = j}
be the set of positive definite matrices with fixed zeros according to G.
A class ofmatriceswhich are guaranteed to retainpositivedefiniteness upon thresholdingby any ar-
bitrary graph is the class of diagonally dominantmatrices with positive diagonal entries.We formalize
this concept in the following well known results from linear algebra [5].
Definition 2.1 (Strictly diagonally dominant matrices). Amatrix A is said to be strictly diagonally dom-
inant if for every i = 1, . . . , n,
|aii| >
∑
j =i
|aij|.
Theorem2.2 (Gershgorin circle theorem, [5, Theorem6.1.1]). Let A = (aij) ∈ Mp(R). For i = 1, . . . , p,
let Ri = ∑j =i |aij| and let Di = D(aii, Ri) be the closed disc with center aii and radius Ri. Then every
eigenvalue of A belongs to at least one of the discs Di.
Corollary 2.3 (Positive definiteness of diagonally dominant matrices). A strictly diagonally dominant
matrix with positive diagonal entries is necessarily positive definite.
Corollary 2.4 (Positive definiteness of thresholded strictly diagonally dominant matrices). Let G be an
arbitrary graph and consider a strictly diagonally dominant matrix A with positive diagonal entries. Then
AG is positive definite.
The proof follows immediately from the Gershgorin circle theorem.
A natural question iswhether positive definiteness is in general retainedwhenmatrices are thresh-
olded. Moreover, are diagonally dominant matrices the maximal class which retains positive definite-
ness when thresholded? We investigate these and related questions in this paper.
Finally, recall that a (p1 + p2) × (p1 + p2) symmetric block matrix
M =
⎛
⎝ A B
Bt D
⎞
⎠
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where A ∈ Mp1×p1 , B ∈ Mp1×p2 , andD ∈ Mp2×p2 , is positive definite if and only ifD is positive definite
and S1 = A − BD−1Bt is positive definite. The matrix S1 is called the Schur complement of D in M.
Alternatively,M is positive definite if and only if A is positive definite and S2 = D− BtA−1B is positive
definite. The matrix S2 is called the Schur complement of A inM.
3. Thresholding of arbitrary positive definite matrices
We now proceed to prove the main result of this paper.
Theorem 3.1. Let A be an arbitrary symmetric matrix such that A > 0, i.e., A ∈ P+. Threshold A with
respect to the graph G = (V, E) with the resulting thresholded matrix denoted by AG. Then
AG > 0 for any A ∈ P+ ⇔ G =
m⋃
i=1
Gi for some m ∈ N,
where Gi, i = 1, . . . ,m, are complete components of G (i.e., each connected component of G is complete).
Proof. (⇐) This direction is straightforward. Note that every principal submatrix of a positive definite
matrix is also positive definite. SoAG can be rearranged in a block diagonal formwith each blockAi > 0
corresponding to each subgraph Gi. It follows easily that AG > 0.
(⇒) We shall prove the contrapositive form, i.e., for a graph G which is not a union of complete
components, there exists a matrix A ∈ P+ such that AG > 0. We shall use mathematical induction on|V | = k. Suppose first that k = 3. We only need to check that the following graph G, often termed as
the A3 graph, can lead to a loss of positive definiteness:
Example (1.1) given in the introduction provides an example of a matrix A > 0 such that AG is not
positive definite. The theorem is hence true for k = 3.
Let us now assume the inductive hypothesis when k = p − 1, i.e., let G = (V, E) be such that
|V | = p − 1. Then
AG > 0 for any A(p−1)×(p−1) ∈ P+p−1 ⇒ G =
m⋃
i=1
Gi
where Gi are complete components of G. Let us now show that the result holds true when k = p. Let
G′ = (V ′, E′) be an arbitrary graph such that |V ′| = p. Let G = (V, E) be the subgraph of G′ induced
by the vertices {1, . . . , p− 1}. If a p× p positive definite matrix A′ retains positive definiteness when
thresholded with respect to G′, then the (p − 1) × (p − 1) principal submatrix of A′ will also be
positive definite when thresholdedwith respect to G. Therefore, if everymatrix A′ ∈ P+ stays positive
definite when thresholded with respect to G′ then, by the inductive hypothesis, the graph G can be
decomposed as a union of complete components. So from now on, let us assume that G is a union
of complete components and assume to the contrary that G′ is not a union of complete components.
Since G′ is not a union of complete components, vertex p can either (a) be connected to exactly one
complete connected component C1 of G, where C1 ∪ {p} is not a complete subgraph of G′ or (b) to two
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or more connected components of G. In the first case, there exists vertices x, y ∈ C1 such that {p, x, y}
induces the following subgraph from G′:
In the second case, there exists vertices x ∈ C1 and y ∈ C2, where C1 and C2 are different connected
components of G, such that {p, x, y} induces the following subgraph from G′
Let us construct A′ > 0 as follows
⎛
⎜⎜⎜⎜⎝
p x y
p app apx apy . . .
x axp axx axy . . .
y ayp ayx ayy . . .
...
...
...
. . .
⎞
⎟⎟⎟⎟⎠,
where the 3 by 3 upper left block corresponds to the example above for the k = 3 case. It is possible to
choose the other entries of A′ such that A′ > 0 (a concrete example can be constructed by augmenting
the 3 by 3 submatrix with a block diagonal identity matrix of dimension p − 3). By the k = 3 case,
whenA′ is thresholdedwith respect toG′, the 3 by 3 block loses positive definiteness, and consequently
A′
G′ > 0. This yields a contradiction to the initial hypothesis that A′G′ > 0. Therefore, the graph G′
decomposes as a union of complete components. 
Remarks
(1) An alternative proof,which circumvents the inductive argument,would follow fromfirst proving
that the A3 graph is necessarily an induced subgraph of G
′ when G′ is not a union of complete
components. The remainder of the proof would follow the same line of argument as above.
(2) Note that the proof for any arbitrary fixed dimension hinges on losing positive definiteness in
the p = 3 case.
(3) The result above holds true if we replace the class of positive definite matrices by the class
of positive semidefinite matrices since the former set is a subset of the latter. Also, the result
remains valid if we restrict the set of positive semidefinite matrices to the subclass which are
singular (i.e., matrices which are positive semidefinite but are not positive definite).
We formalize the extension of our results to the class of singular positive semidefinite matrices in
the following corollary.
D. Guillot, B. Rajaratnam / Linear Algebra and its Applications 436 (2012) 4143–4160 4149
Corollary 3.2. Let A be an arbitrary symmetric matrix such that A  0 and det A = 0. Threshold A
according to a graph G = (V, E). Then
AG  0 for any A  0 with det A = 0 ⇔ G =
m⋃
i=1
Gi for some m ∈ N,
where Gi, i = 1, . . . ,m, are complete components of G (or equivalently every component of G is complete).
Proof. (⇐) This direction is clear since a principal submatrix of a positive semidefinite matrix is pos-
itive semidefinite.
(⇒) We shall prove the contrapositive form. Suppose G is not a union of complete components.
According to Theorem 3.1, there is a matrix A > 0 such that AG is not positive definite. Let λ1 and
η1 be the smallest eigenvalues of A and AG respectively. Note that λ1>0 but η1 0. Consider the ma-
trix B= A−λ1I. Thismatrix satisfies B 0 and det B= 0. In addition, BG = AG−λ1I and so the smallest
eigenvalue of BG is η1−λ1<0. Hence there exist a matrix B 0 with det B= 0 such that BG  0. 
Theorem3.1 demonstrates that ensuring positive definiteness after thresholding for thewhole cone
P
+ is rather difficult in the sense that only when G is a union of complete components can we ensure
positive definiteness of the resulting thresholded matrix. It is therefore natural to try to threshold a
smaller classofmatrices than thewhole spaceofpositivedefinitematrices to see if positivedefiniteness
is retained. Consider for example the casewhereapositivedefinitematrixAalreadyhas zeros according
to a graphG. Thiswould be the case, for example,whenA is a sparse positive definitematrix. IfAwere to
be thresholded, will it remain positive definite? Specifically, for which subgraphs H of Gwill AH retain
positive definiteness? The next theorem significantly generalizes Theorem 3.1 and demonstrates that
the answer is essentially the same.
Theorem 3.3. Let G = (V, E) be an undirected graph and let H = (V, E′) be a subgraph of G, i.e., E′ ⊂ E.
Then AH > 0 for every A ∈ PG if and only if H = G1 ∪ · · · ∪ Gk where G1, . . . , Gk are disconnected
induced subgraphs of G.
Proof. The (⇐) part of the theorem is clear since a principal submatrix of a positive definite matrix
is positive definite.
(⇒)We shall prove the contrapositive form. Suppose H cannot be written as a union of disconnected
induced subgraphs of G. Let H1, . . . ,Hm be the connected components of H. Since H = H1 ∪ · · · ∪Hm
and the components are disconnected, one of the Hi, say H1, is not an induced subgraph of G. Then
there are two vertices u, v ∈ H1 such that (u, v) ∈ E′, but (u, v) ∈ E. Since H1 is connected, there is
a path u = v1, . . . , vk = v connecting u and v in H1. Let C be the cycle obtained by adding the edge
(u, v) to the end of this path. This cycle belongs to G since (u, v) ∈ E. Therefore, when the matrix A
is thresholded with respect to H, a cycle belonging to G is broken. In the remainder of the proof, we
will prove that, for any cycle Cn of length n  3, there is a positive definite matrix A = ACn such that
A loses positive definiteness when thresholded by removing an edge of Cn. This together with the fact
that any principal submatrix of a positive definitematrix is also necessarily positive definite will prove
the theorem.
Let Cn be a cycle of length n  3. Consider the matrix
An =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
α 1 0 0 . . . 0 0 a
1 2 1 0 . . . 0 0 0
0 1 2 1 . . . 0 0 0
...
...
...
...
. . . 2 1 0
0 0 0 0 0 1 2 b
a 0 0 0 . . . 0 b β
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
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where the upper left block is the matrix of a path of length n − 1 with off-diagonal elements equal to
1 and diagonal elements equal to 2 except the (1, 1) element which is equal to α. Clearly, An = (An)Cn .
We first claim that
det An = −(n− 2)β + (n− 1)αβ + (−1)n+12ab− (n− 1)a2 + (n− 3)b2 − (n− 2)αb2. (3.1)
We will prove this formula by induction on n. If n = 3, the matrix reduces to
A3 =
⎛
⎜⎜⎜⎝
α 1 a
1 2 b
a b β
⎞
⎟⎟⎟⎠
and
det A3 = α(2β − b2) − (β − ab) + a(b − 2a) = −β + 2αβ + 2ab − 2a2 − αb2.
So formula (3.1) is valid for n = 3. Suppose, by the inductive hypothesis, that formula (3.1) is valid for
k = n − 1, and now consider the matrix An. If β = 0, the determinant of An is given by β times the
determinant of the Schur complement S of the lower right block. Notice that the matrix S is equal to
An−1 with α replaced by α − a2/β , β replaced by 2− b2/β , b by 1, and a by−ab/β . Therefore, by the
induction hypothesis,
det S = −(n − 3)
(
2 − b
2
β
)
+ (n − 2)
(
α − a
2
β
)(
2 − b
2
β
)
+ (−1)n+12ab
β
−(n − 2)a
2b2
β2
+ (n − 4) − (n − 3)
(
α − a
2
β
)
= 2 − n + α(n − 1) + b
2
β
(n − 3 − α(n − 2)) − a
2
β
(n − 1) + 2(−1)n+1 ab
β
.
Hence,
det An = β det S = −(n−2)β+(n−1)αβ+(−1)n+12ab−(n−1)a2+(n−3)b2−(n−2)αb2,
and so, formula (3.1) is valid for k = n. The expression in (3.1) is therefore valid for every n  3.
Now, letMn = Mn(a, b) be thematrix An with α = β = 2.Wewill prove that we can choose a and
b such thatMn is positive definite, butMn is not positive definite if a is set to 0.
By using the formula for det An, it is easily shown that the determinant of the k-th principal sub-
matrix, corresponding to the upper left corner ofMn, is equal to
−2(k − 2) + 4(k − 1) + (k − 3) − 2(k − 2) = 1 + k > 0 for k = 1, . . . , n − 1.
Therefore, the upper left (n − 1) × (n − 1) block of Mn is always positive definite. The determinant
ofMn is given by
p(a, b) = 2n − (n − 1)a2 − (n − 1)b2 + (−1)n+12ab
Note that p(a, b) is a concave quadratic equation in a for fixed b. If the (1, n) and (n, 1) elements are
thresholded, i.e., if a is set to 0, the new determinant is given by
p(0, b) := q(b) = 2n − (n − 1)b2.
So in order for the thresholdedmatrix to lose positive definiteness, wemust choose b such that q(b) <
0, i.e., b2 > 2n/(n − 1). Hence let
b2 = 2n
n − 1 + 
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where  > 0. We claim that, if  is small enough, we can choose a such that p(a, b) > 0. Indeed, the
discriminant of p (seen as a function of a), when the above value of b2 is substituted, is given by
 = 4b2 + 4(n − 1)
[
2n − (n − 1)b2
]
= 4
(
2n
n − 1 + 
)
− 4(n − 1)2.
Hence we can choose  > 0 small enough such that  > 0. With this choice of , the polynomial
p(a, b) has two real roots and so we can choose a such that p(a, b) > 0. Therefore, for these choices of
a and b, thematrixMn is positive definite, but loses positive definiteness if a is thresholded to zero. The
above arguments provide the needed example for the cycle Cn and therefore proves the theorem. 
Theorem 3.3 in fact also yields the result of Theorem 3.1 as a special case. Corollary 3.4 below gives
a formal proof of this claim and thus provides a better understanding of Theorem 3.1. In addition,
Corollary 3.5 below aims to characterize the class of sparse positive definite matrices which retain
positive definiteness regardless of the thresholding subgraph.
Corollary 3.4. Let G = (V, E) be an undirected graph. Assume AG > 0 for every A > 0. Then G is a union
of complete components.
Proof. Apply Theorem 3.3with G equal to the complete graph on |V | vertices andH equal to the graph
G specified in the statement of the corollary. 
Corollary 3.5. Let G be an undirected graph. Then AH > 0 for every matrix A ∈ PG and every subgraph
H of G if and only if G is a union of trees.
Proof. (⇐) This follows from the fact that every subgraph of a tree is a union of disconnected subtrees.
(⇒) From Theorem 3.3, every subgraph of G must be a union of disconnected induced subgraphs.
Therefore G does not contain any cycle of length 3 and thus G is a union of trees. 
Corollary 3.5 states that if we startwith a positive definitematrix A that already has zeros according
to a tree, then any further thresholding of Awill retain positive definiteness.
The results above consider thresholding of elements regardless of their magnitude. In practical
applications however, hard-thresholding is often performed on the smaller elements of the positive
definite matrix in order to induce sparsity. A more natural question therefore would be to ask: if we
threshold rather the “small” elements of a positive definitematrix, would the new thresholdedmatrix
be positive definite? We show below that this is possible in general only if the original matrix has
zeros according to a tree.
First, we introduce some notation. We will say that the matrix B is the hard-thresholded version of
A at level η if bij = aij when |aij| > η or i = j, and bij = 0 otherwise.
Theorem 3.6. Let G be an undirected graph with n  3 vertices and consider PG, the class of positive
definite matrices with zeros according to G. The following are equivalent:
(1) There exists η > 0 such that the hard-thresholded version of A at level η is positive definite for every
A ∈ PG;
(2) G is a tree.
Moreover, if G is a tree, the hard-thresholded version of A at level η is positive definite for every η > 0.
Proof. (2)⇒ (1) IfG is a tree,we already know fromCorollary 3.5 that everyA ∈ PG will retain positive
definiteness when thresholded with respect to any subgraph. Therefore, the thresholded matrix will
always be positive definite regardless of the value of η.
(1) ⇒ (2) We will prove the contrapositive form. Suppose G is not a tree. Then G contains a cycle of
length n  3. To prove the result, we need to show that for any level η > 0, there exists amatrix A > 0
with zeros according to G such that the thresholded version of A at level η is not positive definite. It
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is therefore sufficient to provide a matrix A ∈ PCn , where Cn is the cycle graph with n vertices, which
loses positive definiteness when hard-thresholded at any level η > 0.
LetMn be the matrix considered in Theorem 3.3
Mn =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
2 1 0 0 . . . 0 0 a
1 2 1 0 . . . 0 0 0
0 1 2 1 . . . 0 0 0
...
...
...
...
. . . 2 1 0
0 0 0 0 0 1 2 b
a 0 0 0 . . . 0 b 2
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
We know from the proof of Theorem 3.3 that we can choose a and b such that Mn > 0, and Mn loses
positive definiteness when a is set to zero. We will now prove that in addition, we can always choose
b > 1 and |a| < 1 such thatMn > 0 and loses positive definiteness when a is set to 0. This will allow
us to obtain the thresholded matrix by thresholding at level 0 for some |a|  0 < 1. The general
result will follow by rescaling the matrix.
Following Theorem 3.3, we know that if we want Mn to lose positive definiteness when a is set to
zero, we must choose
b2 = 2n
n − 1 +  (3.2)
for some  > 0 small enough. Therefore, we can choose b > 1 since n  3. Also, in order forMn to be
positive definite, we must choose a between the two roots of the polynomial pb(a) := p(a, b) when
b2 takes the value prescribed in (3.2) (see the proof of Theorem 3.3). But notice that the maximum of
pb is obtained when a = a∗ where
a∗ = (−1)n+1 b
n − 1 .
Therefore, if  is small enough, we have |a∗| < 1 and pb(a∗) > 0. With those choices of a = a∗ and b,
the matrix Mn is positive definite and loses positive definiteness if hard-thresholded at level |a|. The
general case, for a given level η > 0, is obtained by considering the matrix (η/|a|)Mn. 
Remarks. Theorem 3.6 proves that if the initial matrix A > 0 has zeros according to a tree, and as the
thresholding parameter η is continuously increased from 0 to 1, the (piecewise continuous) path of
thresholded matrices remain within the cone P+.
Following Theorem 3.1, it is natural to seek a characterization of themaximal set of matrices which
will retain positive definiteness after thresholdingwith respect to a graph G. LetM(G) denote this set:
M(G) =
{
M ∈ P+n : MG ∈ P+n
}
.
According to Theorem3.1,M(G) = P+n , i.e., every positive definitematrix retains positive definiteness
when thresholded, if and only if G can bewritten as a union of complete components. But as discussed
in Section 2.2,M(G) always contains the set of diagonally dominantmatrices, irrespective of the graph
G. The following result shows that the set of diagonally dominant matrices is never maximal in the
sense that, given any graph G, we can always find nondiagonally dominant positive definite matrices
which retain positive definiteness when thresholded with respect to G. We first prove a simple lemma
required in the subsequent result.
Lemma 3.7. Let G = (V, E) be a connected graph. Then there exists a vertex v ∈ V such that the subgraph
of G induced by V\{v} is connected.
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Proof. Let u ∈ V be any vertex of G and let v ∈ V be a vertex at the maximum distance possible from
u, i.e., every path from u to a vertex w ∈ V\{u, v} contains less than or the same number of edges as
the shortest path connecting u to v. We claim that the subgraph G∗ induced by V\{v} is connected.
Suppose to the contrary that this is not the case. Letw ∈ V be a vertex that is not connected to u in G∗.
This means that every path from u tow in G passes through v. As a consequence, the distance between
u and w in G is strictly greater that the distance between u and v. This contradicts the maximality of
the distance between u and v. The graph G∗ must therefore be connected. 
Proposition 3.8. Let G = (V, E) be any undirected, connected graph with at least 3 vertices. Then there
exists a matrix A = (aij) with the following properties:
(1) A is positive definite;
(2) A has no zeros;
(3) For every i,
|aii| <
∑
j =i
|aij|,
i.e., A is not diagonally dominant within any row;
(4) AG is positive definite;
(5) AG is not diagonally-dominant.
Proof. Wewill prove the result by induction on |V |. Assume first that |V | = 3. It is easily verified that
for any graph G, the following matrix satisfies the theorem:
A =
⎛
⎜⎜⎜⎝
3 −2 −2
−2 3 2
−2 2 3
⎞
⎟⎟⎟⎠ .
Nowassume by the induction hypothesis that the theorem is true for |V | = n−1. LetG be a connected
graphwith n vertices. By Lemma 3.7, there is a vertex v ∈ V such that the subgraph G∗ of G induced by
V\{v} is connected. By the induction hypothesis applied to G∗, there exists a matrix An−1 ∈ Mn−1(R)
satisfying properties (1)–(5) with respect to G∗. Now consider the matrix
B =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
x1
λAn−1 x2
...
x1 x2 . . . xn
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
.
We shall demonstrate that for appropriate values of x1, . . . , xn and λ, B will satisfy all the conditions
of the theorem.
One can first easily choose x1, . . . , xn such that B satisfies (2), (3) and (5). Indeed, let x1, . . . , xn be
chosen such that
(1) xi > 0 for every i = 1, . . . , n;
(2) x1 > xn;
Condition (2) is verified since xi > 0 for every i. Now, by the induction hypothesis, the matrix B is not
diagonally dominant within the first n − 1 rows. Also, since |x1| > |xn|, the matrix is not diagonally
within the last row and so condition (3) holds. Finally, BG is not diagonally dominant since, by the
induction hypothesis, (An−1)G is not diagonally dominant. Therefore conditions (2), (3) and (5) hold
for any such choice of x1, . . . , xn and for any λ > 0.
We now proceed to show that we can adjust λ so that (1) and (4) hold also. Notice that, for B and BG
to be positive definite, we only need to ensure that det B > 0 and det BG > 0. Let x = (x1, . . . xn−1)t
be the vector containing the first n − 1 elements of the last column of B. Then
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det B = det(λAn−1)
(
xn − 1
λ
xtA
−1
n−1x
)
,
which can be made to be positive for λ  λ1, for some λ1 > 0. The same is true for BG , but with An−1
and x thresholded. Therefore, for some λ2 > 0, det BG > 0 for λ  λ2. The result follows by taking
λ = max(λ1, λ2) in the construction of B. 
4. Thresholding by a chordal/decomposable graph
In this section, wewill characterize the setM(G) for certain classes of graphs. Recall that the proofs
in the last sections hinge on constructing cycles of length n  3. Hence a natural step in characterizing
matrices which retain positive definiteness when thresholded with respect to a graph G is to consider
graphs without induced cycles of length n  3 or, more generally, graphs without induced cycles
of length n  4. Those graphs correspond to trees and chordal/decomposable graphs respectively.
CharacterizingM(G)when G is chordal/decomposable is the topic of study in this section.Wewill see
that, even in simple cases, a complete characterization may involve complex algebraic relations thus
giving little hope of obtaining a general simple characterization ofM(G).
For subsets A, B ⊂ {1, . . . , p} and a p×pmatrixM, we denote byMAB, the submatrix ofM obtained
by removing the rows and columns ofM for indices not belonging to A and B respectively.
Proposition 4.1. Let (A, B, C) be a decomposition of a graph G = (V, E), i.e.,
(1) V = A ∪ B ∪ C;
(2) C separates A from B;
(3) C is complete.
Let N be a positive definite matrix. Then M = NG is positive definite iff
(1) MA∪C,A∪C =
⎛
⎝MAA MAC
MCA MCC
⎞
⎠ > 0;
(2) MB∪C,B∪C =
⎛
⎝MCC MCB
MBC MBB
⎞
⎠ > 0;
(3) S1 + S2 − MCC > 0, where S1 = MCC − MCAM−1AA MAC and S2 = MCC − MCBM−1BB MBC are Schur
complements of MAA in MA∪C,A∪C and MBB in MB∪C,B∪C respectively.
Moreover, conditions (1) and (2) can be replaced by (1′) and (2′) where
1′. MAA > 0.
2′. MBB > 0.
Proof. Let us factorM according to the decomposition:
M =
⎛
⎜⎜⎜⎝
MAA MAC 0
MCA MCC MCB
0 MBC MBB
⎞
⎟⎟⎟⎠
We know thatM is positive definite iff
MBB > 0
and
MA∪C,A∪C −
⎛
⎝ 0
MCB
⎞
⎠M−1BB ( 0 MBC ) > 0.
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Let us develop the last term.
MA∪C,A∪C −
⎛
⎝ 0
MCB
⎞
⎠M−1BB ( 0 MBC )=
⎛
⎝MAA MAC
MCA MCC
⎞
⎠−
⎛
⎝ 0 0
0 MCBM
−1
BB MBC
⎞
⎠
=
⎛
⎝MAA MAC
MCA MCC − MCBM−1BB MBC
⎞
⎠
But the last matrix is positive definite iff MAA > 0 and the Schur complement of MAA in this matrix
given by
MCC − MCBM−1BB MBC − MCAM−1AA MAC = S1 + S2 − MCC > 0
where S1 = MCC − MCAM−1AA MAC and S2 = MCC − MCBM−1BB MBC are Schur complements of MAA in
MA∪C,A∪C andMBB inMB∪C,B∪C respectively. In summary,M is positive definite iffMAA > 0,MBB > 0
and S1 + S2 −MCC > 0. To conclude the proof, we only need to prove thatMAA > 0 andMBB > 0 can
be replaced byMA∪C,A∪C > 0 andMB∪C,B∪C > 0 respectively.
Note that ifM > 0, thenMA∪C,A∪C > 0 andMB∪C,B∪C > 0 since they are principal submatrices of
M. Therefore,M > 0 implies the three conditions of the theorem. Conversely, if the three conditions of
the theorem are satisfied, then in particular,MAA > 0 andMBB > 0 as they are principal submatrices
ofMA∪C,A∪C andMB∪C,B∪C . From the argument above, this together with the condition of the theorem
S1 + S2 − MCC > 0 implies thatM > 0. 
Remarks. We note that another way to prove Proposition 4.1 is to factor M using a Cholesky type
decomposition:
M =
⎛
⎜⎜⎜⎝
MAA 0 M
t
CA
0 MBB M
t
CB
MCA MCB MCC
⎞
⎟⎟⎟⎠ =
⎛
⎜⎜⎜⎝
MAA 0 0
0 MBB 0
MCA MCB I
⎞
⎟⎟⎟⎠
⎛
⎜⎜⎜⎝
M
−1
AA 0 0
0 M
−1
BB 0
0 0 S
⎞
⎟⎟⎟⎠
⎛
⎜⎜⎜⎝
MAA 0 0
0 MBB 0
MCA MCB I
⎞
⎟⎟⎟⎠
t
.
When the graph G is chordal/decomposable, we can apply Proposition 4.1 recursively to characterize
the class of the positive definite matrices that retain positive definiteness when thresholded.
Theorem 4.2. Let G be a connected chordal/decomposable graph and let (C1, . . . , Ck) be a perfect order
of its cliques. Let Hq = C1 ∪ · · · ∪ Cq and Sq = Cq ∩ Hq−1 (q = 2, . . . , k). Moreover let Aq = Hq−1\Sq
and Bq = Cq\Sq. Assume N is a positive definite matrix. Then M = NG is positive definite if and only if for
every 2  q  k,
S
(q)
1 + S(q)2 − MSqSq > 0
where S
(q)
1 = MSqSq −MSqAqM−1AqAqMAqSq and S(q)2 = MSqSq −MSqBqM−1BqBqMBqSq are the Schur complements
of MAqAq in MAq∪Sq,Aq∪Sq and of MBqBq in MSq∪Bq,Sq∪Bq respectively.
Proof. Wewill prove the theorem by applying Proposition 4.1 recursively to different decompositions
of G that correspond to the perfect ordering (C1, . . . , Ck). More specifically, we shall work backwards
starting from Ck then to Ck−1, etc., eventually leading up to C1.
Consider first the decomposition (Bk, Ak, Sk) of G (see for example [7, Lemma 2.11]). By an appli-
cation of Proposition 4.1,M > 0 if and only if
(1) MCkCk > 0;
(2) MHk−1Hk−1 > 0;
(3) S
(k)
1 + S(k)2 − MSkSk > 0.
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Fig. 1. Edge enumeration of a tree.
Notice that condition (1) is trivially verified sinceN > 0 andCk is complete. Consider now the subgraph
Gk−1 induced by Hk−1. A decomposition of this subgraph is given by (Bk−1, Ak−1, Sk−1). By the same
argument as above, the conditionMHk−1,Hk−1 > 0 is equivalent to
(1) MCk−1Ck−1 > 0;
(2) MHk−2Hk−2 > 0;
(3) S
(k−1)
1 + S(k−1)2 − MSk−1Sk−1 > 0.
As a consequence,M > 0 if and only ifMHk−2Hk−2 > 0 and
S
(q)
1 + S(q)2 − MSqSq > 0 (q = k − 1, k).
By applying the same reasoning to the graphs Gq induced by Hq (2  q  k − 2) and working
backwards, we obtain thatM > 0 if and only ifMH1H1 > 0 and
S
(q)
1 + S(q)2 − MSqSq > 0 (2  q  k).
Since H1 = C1, the conditionMH1H1 > 0 is trivially satisfied and soM > 0 if and only if
S
(q)
1 + S(q)2 − MSqSq > 0 (2  q  k). 
The next corollary shows that the conditions of the preceding theorem reduce to scalar conditions
when the graph is a tree.
Corollary 4.3. Let T be a tree with root v0. Let ei = (pi, qi), i = 1, . . . , k, be the edges of T labeled
according to Fig. 1, i.e., starting from left and proceeding to the right at every depth of the tree. Note that pi
is the parent of qi. Let N > 0 and define M = NT . For each j = 2, . . . , k, define a scalar σj as follows:
σj = Mpj,pj − Mpj,AjM−1Aj,AjMAj,pj
where Aj = ∪j−1i=1{pi, qi}\{pj}. Also, let
ηj = Mpj,pj − M2pj,qjM−1qj,qj .
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Then M > 0 if and only if
σj + ηj − Mpj,pj > 0
for every j = 2, . . . , k.
Proof. This follows from Theorem 4.2 by noting that the enumeration of the edges given above is in
fact a perfect ordering of the cliques of T . 
Theorem 4.2 and Corollary 4.3 demonstrate that for decomposable graphs, or even simpler graphs
like trees, characterizing the class of matrices retaining positive definiteness can lead to complex
algebraic conditions. For a narrowclass of graphs however,we can give amore explicit characterization
of the matrices retaining positive definiteness. This is the case when the graph is “auto-similar” like a
path for example. We first prove a lemma that is a key ingredient for our next result.
Lemma 4.4. Let An be a general matrix over a path of length n  3, given as follows
An =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
α1 a1
a1 α2 a2
a2 α3 a3
a3 α4 a4
. . .
an−1 αn−1 an−1
an−1 αn
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
where the blank entries are zeros, and the lower right block is nonsingular. Then the Schur complement of
the lower right block in An, denoted σn(1), is given by the following continued fraction:
σn(1) := α1 − a
2
1
α2 − a
2
2
α3 − a
2
3
α4 − . . .
αn−1 − a
2
n−1
αn
.
Proof. We shall prove the result by induction. Assume first that n = 3. Then
A3 =
⎛
⎜⎜⎜⎝
α1 a1 0
a1 α2 a2
0 a2 α3
⎞
⎟⎟⎟⎠
and the Schur complement of the lower right block in A3 is given by
σ3(1) = α1 − ( a1 0 )
⎛
⎝ α2 a2
a2 α3
⎞
⎠
−1 ⎛
⎝ a1
0
⎞
⎠ = α1 − ( a1 0 ) 1
α2α3 − a22
⎛
⎝ α3 −a2
−a2 α2
⎞
⎠
⎛
⎝ a1
0
⎞
⎠
= α1 − a
2
1α3
α2α3 − a22
= α1 − a
2
1
α2 − a
2
2
α3
.
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Now assume the expression is true for the (n − 1) × (n − 1) case and consider the n × n matrix as
given in the statement of the lemma. The Schur complement of the lower right block in An is given by
σn(1) = α1 − ( a1 0 . . . 0 )
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
α2 a2
a2 α3 a3
a3 α4 a4
. . .
an−1 αn−1 an
an−1 αn
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
−1
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
a1
0
...
0
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
= α1 − ( a1 0 . . . 0 )A˜−1
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
a1
0
...
0
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
where we have labeled A˜ the lower right block of An. Now, notice that the righthand term of the last
expression above is equal to a21 times the (1, 1) element of A˜
−1. Recall that the upper left block of the
inverse of a block matrixM denoted by
M =
⎛
⎝ A B
C D
⎞
⎠
is given by the inverse of the Schur complement of D inM. Therefore, if S is the Schur complement of
A˜ in An, then
σn(1) = α1 − a21S−1.
But by the induction hypothesis,
S = α2 − a
2
2
α3 − a
2
3
α4 − . . .
αn−1 − a
2
n
αn
and so the result follows. 
We now give algebraic conditions that characterize the class of p.d. matrices which retain positive
definiteness when thresholded with respect to a path. We first note that the result below can be
derived from first principles by using Lemma 4.4 and properties of positive definite matrices. Since
a path is also a decomposable graph, we show that Proposition 4.1 can be useful in discovering such
characterizations. We illustrate this idea in the next corollary.
Corollary 4.5. Let G be a path of length n  3 and let N be a n × n positive definite matrix. Let M = NG
given as in Lemma 4.4. Then the thresholded matrix M is positive definite iff:
σn(k + 1) > a2kα−1k ∀k = 1, . . . , n − 2, (4.1)
or equivalently, iff
σn(k) > 0 ∀k = 1, . . . , n − 2 (4.2)
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where
σn(k) := αk − a
2
k
αk+1 − a
2
k+1
αk+2 − . . .
αn−1 − a
2
n−1
αn
.
Proof. We prove the result by induction on n. Suppose first that n = 3. Note that in this case, we
only need to check (4.1) for k = 1. Since N > 0, the matrix M = NG is positive definite if and only if
detM > 0. Now
detM = α1(α2α3 − a22) − a21α3. (4.3)
On the other hand, Eq. (4.1) can be expressed as
σ3(2) − a21α−11 = α2 −
a22
α3
− a21α−11 =
1
α1α3
detM. (4.4)
Since N > 0, the diagonal elements ofM are positive and therefore the two conditions (4.3) and (4.4)
are equivalent. This proves the result for n = 3. Now assume the result is true for every pathwith n−1
vertices and let G be a path with n vertices. Let A = {1}, C = {2} and B = {3, . . . , n}. Then (A, C, B)
is a decomposition of the path G and by Proposition 4.1, M > 0 iff MA∪C,A∪C > 0, MB∪C,B∪C > 0
and S1 + S2 − MCC > 0 where S1 and S2 are the Schur complements of MAA and MBB in MA∪C,A∪C
and MB∪C,B∪C respectively. We have S1 = α2 − a21α−11 and by Lemma 4.4, S2 = σn(2). Notice that
MA∪C,A∪C > 0 sinceM > 0 and A ∪ C is complete as it is not affected by the thresholding. Therefore,
M > 0 iffMB∪C,B∪C > 0 and S1 + S2 −MCC = α2 − a21α−11 + σn(2)−α2 = σn(2)− a21α−11 > 0. The
latter condition is equivalent to Eq. (4.1) for k = 1. Now, MB∪C,B∪C is the same matrix as M but for a
path of n − 1 points. Therefore, by the induction hypothesis, the matrixMB∪C,B∪C is positive definite
iff
σn(k + 1) − a2kα−1k > 0 ∀k = 2, . . . , n − 2.
As a consequence, the matrixM = NG is positive definite if and only if
σn(k + 1) > a2kα−1k ∀k = 1, . . . , n − 2
and the result follows. The preceding condition can be simplified to σn(k) > 0 for k = 1, . . . , n − 2
since
σn(k) = αk − a
2
k
σn(k + 1) .
This proves the equivalence between conditions (4.1) and (4.2) and concludes the proof. 
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