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Abstract. The effect of microphysical and environmental
factors on the development of precipitation in warm idealised
cloud is explored using a kinematic modelling framework.
A simple one-dimensional column model is used to drive
a suite of microphysics schemes including a ﬂexible multi-
moment bulk scheme (including both single and dual mo-
ment cloud liquid water) and a state-of-the-art bin-resolved
scheme with explicit treatments of liquid and aerosol. The
Factorial Method is employed to quantify and compare the
sensitivities of each scheme under a set of controlled condi-
tions, inordertoisolatetheeffectofadditionalmicrophysical
complexity in terms of the impact on surface precipitation.
At relatively low updraught speeds, the sensitivity of the bulk
schemes was found to depend on the assumptions made with
regards the treatment of droplet activation. It was possible to
achieve a much closer agreement between the single and dual
momentbulkschemesbytuningthespeciﬁeddropletnumber
concentration in the single moment scheme, suggesting that
a diagnostic representation of droplet number may be an ac-
ceptable alternative to the more expensive prognostic option.
However the effect of changes in CCN concentration were
found to produce a relatively stronger effect on precipitation
in the bulk schemes compared to the bin scheme; this is be-
lieved to be a consequence of differences in the treatment of
drop growth by collision and coalescence. Collectively, these
results demonstrate the usefulness of the Factorial Method as
a model development tool for quantitatively comparing and
contrasting the behaviour of microphysics schemes of differ-
ing levels of complexity within a speciﬁed parameter space.
Correspondence to: C. Dearden
(christopher.dearden@postgrad.manchester.ac.uk)
1 Introduction
Shallow convective clouds play an important role in the
global circulation and the hydrological cycle of the Earth
system. Sub-tropical marine shallow cumuli, capped by the
trade wind inversion, transport moisture vertically within the
cloud layer, where it is subsequently detrained and trans-
ported to the tropics by the trade winds to fuel deep convec-
tion within the Inter Tropical Convergence Zone (ITCZ). The
development of precipitation in trade wind cumuli is believed
to be sensitive to cloud condensation nuclei (CCN) concen-
trations by virtue of aerosol-cloud interactions, and such in-
teractions could potentially have important climatological
consequences (Wang and McFarquhar, 2008). Yet the overall
magnitude of this sensitivity is poorly understood. Twomey
(1977) showed that an increase in CCN concentration under
a ﬁxed liquid water content can lead to higher cloud droplet
number concentrations but a reduction in overall droplet size.
Albrecht (1989) later suggested that the reduction in size of
cloud droplets as a result of the Twomey effect could po-
tentially act to reduce the precipitation efﬁciency of marine
boundary layer clouds. However the extent to which aerosols
areabletomodifycloudmacroscopicpropertiesinabuffered
system such as the Earth’s atmosphere is likely to be more
subtle than a consideration of microphysical processes alone
would suggest (Stevens and Feingold, 2009).
In principle, numerical models are useful tools to help es-
tablish and understand the complex nature of the interaction
between aerosols, clouds and precipitation in the context of
the trade wind regime. However, the macrostructure of shal-
low maritime convective cloud is poorly represented in the
current generation of General Circulation Models (GCMs),
and consequently such large-scale models are not a suitable
basis upon which to explore such links. This has been shown
most recently in a study by Medeiros and Stevens (2010),
who used a conditional sampling technique to demonstrate
that GCMs struggle to produce a satisfactory macrophysical
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representation of the shallow cumulus cloud regime when
validated against reanalysis data. The poor representation of
shallow convection in GCMs stems from their reliance upon
convective parameterizations, which is also believed to be
responsible for the uncertainty surrounding global estimates
of the climate sensitivity (Bony and Dufresne, 2005). In-
stead it is more appropriate to use Large Eddy Simulations
(LES) at convection-permitting resolutions of 100m or less
to investigate the extent to which cloud microphysical pro-
cesses inﬂuence the cloud macrostructure. Field campaigns
such as the Rain In shallow Cumulus over the Ocean project
(RICO, Rauber et al., 2007) and the INDian Ocean EXper-
iment (INDOEX, Heymsﬁeld and McFarquhar, 2001) play
an important role in constraining and validating LES mod-
els, (e.g., Abel and Shipway, 2007; Wang and McFarquhar,
2008). In particular, the LES intercomparison study of van
Zanten et al. (2011) based on the RICO ﬁeld study suggests
that differences in the representation of microphysical pro-
cesses is the main reason for the large variation in the timing
and amount of precipitation produced between models.
LES models based on bulk microphysical parameteriza-
tions typically operate by assuming a functional form of
the hydrometeor size distribution and solve prognostic equa-
tions representing the moments of the distribution, namely
the mass mixing ratio for single-moment (1-m) schemes and
additionally number concentration for dual-moment (2-m).
Bulk schemes are cheaper to run than explicit bin schemes,
but must make simplifying assumptions in order to ensure
computational efﬁciency. As the reliance on bulk micro-
physics schemes is likely to continue in the future, it is be-
coming increasingly necessary to develop objective meth-
ods of validating their performance. This has typically been
achieved via comparison against explicit bin-resolved micro-
physics within simple kinematic driver models. For exam-
ple the study of Morrison and Grabowski (2007) used a 2-D
kinematic framework to assess the performance of 2-m bulk
microphysics in terms of simulating warm clouds using an
explicit bin scheme as a benchmark, where both schemes
assume a ﬁxed background aerosol size distribution. They
considered idealised representations of a shallow cumulus
regime and a stratocumulus regime. However such regimes
can themselves cover a broad range of environmental con-
ditions, and it is important to assess the sensitivity of the
microphysics to variations in the meteorological conditions
as well. The observational study of Nuijens et al. (2009)
assessed the sensitivity of precipitation from shallow cumu-
lus during RICO to variations in the meteorological environ-
ment, and concluded that subtle variations in the meteoro-
logical conditions can have a strong inﬂuence on precipi-
tation, even speculating that this may be a stronger control
on precipitation than aerosol effects alone. It is fair to say
that in general, the need to account for changes in mete-
orology when using LES models to evaluate microphysical
sensitivities has been somewhat overlooked. Recent excep-
tions include the work of Wang and McFarquhar (2008) and
Teller and Levin (2008). In the case of the latter, the Fac-
torial Method (FM) was used to quantify the sensitivity of
precipitation in simulations of mixed-phase convective cloud
when both meteorological and microphysical factors occur
synergistically. The technique of isolating the effects of in-
dividual factors in the context of atmospheric modelling was
pioneered by Stein and Alpert (1993). Dearden (2009) pro-
posed to expand the use of the FM across a hierarchical suite
ofmicrophysicsschemeswithinaonedimensionalkinematic
framework, consisting of a bulk scheme with the choice of
both 1-m and 2-m liquid water, and an explicit bin scheme
with prognostic treatment of aerosol, capable of accounting
for the effects of aerosol composition. Such a method al-
lows the macroscopic forcing conditions to be easily con-
strained, and is adopted here in relation to quantifying the
impact of microphysical complexity on precipitation devel-
opment in the context of idealised shallow cumulus cloud.
The sensitivity of the bulk schemes can be quantiﬁed and
compared to that of the bin scheme such that it may be pos-
sible to isolate those meteorological regimes where the addi-
tional microphysical complexity is warranted. It is important
to note that the nature of the 1-D kinematic framework is
such that it does not permit feedbacks between microphysics
and dynamics and thus does not provide a complete repre-
sentation of cloud dynamics. Whilst the importance of feed-
back effects are recognised, they also make it difﬁcult to iso-
late differences that arise purely from the treatment of micro-
physics and potentially other factors (such as the numerical
treatment of advection), and so an idealised study in the ab-
sence of feedbacks is beneﬁcial in terms of identifying and
understanding the potential limitations of simpler bulk pa-
rameterizations. The simplicity of the driver model also al-
lows for a greater number of sensitivity tests to be performed
compared to 3-D simulations due to the reduced computa-
tional burden. Finally simple 1-D frameworks have very re-
cently been used to develop our understanding of rain forma-
tion in shallow cumulus clouds (Seifert and Stevens, 2010),
and also to develop improved parameterizations of rain evap-
oration for use in dual-moment bulk schemes (Seifert, 2008),
which demonstrates their usefulness as a tool for advancing
our understanding in this area.
This paper is organised as follows. A description of the
microphysics and the idealised driver model are presented in
Sect. 2. Section 3 considers the details of the experimen-
tal design based on the FM. The results from each micro-
physics scheme are analysed and compared in Sect. 4, and
the potential implications of these ﬁndings are addressed in
Sect. 5, including a discussion of how feedbacks between
microphysics and dynamics may potentially modify the sen-
sitivities shown.
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2 Model conﬁguration
The suite of microphysical schemes considered for testing
are embedded within a 1-D column framework, within which
the initial temperature and humidity proﬁles are prescribed,
along with the vertical velocity ﬁeld responsible for produc-
ing the supersaturation necessary for cloud formation. The
hierarchy of microphysical complexity ranges from a fully
explicit treatment of liquid water and aerosol to a bulk pa-
rameterizationofwarmrainprocesseswiththeoptionofboth
2-m and 1-m cloud liquid water. A detailed description of
each of the schemes considered is now given, starting with
the bin microphysics.
2.1 Bin microphysics
The bin scheme used in this study is the Aerosol-Cloud-
Precipitation-Interaction-Model (ACPIM), developed at the
University of Manchester. ACPIM is a state-of-the-art pro-
cess model that has been created primarily to study the ef-
fects of aerosol on mixed-phase cloud as part of the core
modelling suite for the Aerosol Properties Processes And In-
ﬂuenceS on the Earth’s climate (APPRAISE) project. For
the purpose of this study its use is restricted to liquid-only
processes. The ACPIM model supports a prognostic treat-
ment of aerosol, allowing the effects of the aerosol size dis-
tribution and also composition to be explored; this feature
was used in the simulations performed for this study. Acti-
vation of droplets in ACPIM is based on K¨ ohler theory. 147
mass bins are used to resolve the liquid drop size distribu-
tion, and 154 are used for aerosol. The ambient supersatura-
tion is resolved using a variable sub-step to ensure it is cap-
tured to a sufﬁcient level of accuracy, regardless of the choice
of the main model timestep. Each aerosol bin solves prog-
nostic equations for the mass and number of aerosols. Con-
densation occurs continuously via the droplet growth equa-
tion (Pruppacher and Klett, 1997), where the equilibrium
vapour pressure is supplied by K¨ ohler theory using data from
a thermodynamic model (ADDEM, Topping et al., 2005).
The growth equation is solved explicitly using the Variable-
coefﬁcient Ordinary Differential Equation solver (VODE)
available from the netlib repository (www.netlib.org). Initial
growth of the cloud droplets is dominated by the diffusional
growth equation, and subsequent growth to rain drop size
through the collision-coalescence process is handled by ex-
plicitly solving the 2-D stochastic collection equation (Bott,
2000), with the collision efﬁciency based on the look up table
by Hall (1980). In the version of ACPIM used for this study,
the efﬁciency of coalescence is taken to be unity, such that
the overall collection efﬁciency is equal to the Hall collision
efﬁciency. In terms of gas kinetic effects, the condensation
coefﬁcient in all cases is taken to be unity, based on Laakso-
nen et al. (2005).
For this study, a single log-normal aerosol size distribu-
tion is used with a geometric standard deviation of 1.28, and
a geometric mean diameter of 0.06microns. These values
are based on the bimodal distribution deﬁned in the RICO
model intercomparison study (van Zanten et al., 2011); the
giant mode was found to have minimal impact on precipi-
tation for the range of CCN concentrations considered. In
terms of the aerosol composition, pure sea-salt was assumed
in all cases. Tests with ammonium sulphate were also per-
formed, although the effect on precipitation was found to be
small, with only a slight increase in rain at lower updraught
speeds.
2.2 Bulk microphysics
The bulk scheme is based on a liquid-only version of the
scheme described in Morrison et al. (2005), such that the two
classes of hydrometeor considered are cloud liquid water and
rain. The scheme is a ﬂexible multi-moment scheme, allow-
ing the choice of either a 1-m or 2-m treatment for liquid
droplets. The scheme also contains different options for the
treatment of droplet activation in the 2-m liquid case.
Saturation adjustment is used in the bulk schemes, such
that any water vapour present above 100% relative humid-
ity is assumed to instantaneously condense onto existing
cloud droplets. Such an assumption is appropriate because
the mass of water vapour above saturation is typically much
smaller than the mass of cloud water. The autoconversion
andaccretionschemesusedinallcasesarethoseofKhairout-
dinov and Kogan (2000), henceforth referred to as the KK
scheme. A radius of 25microns is used to separate the cloud
liquid water and rain categories. The microphysical process
rates in the KK scheme are formulated via multiple nonlinear
regression of simulated spectra from LES studies of marine
boundary layer clouds, and so are considered to be an ap-
propriate choice for this study. Self-collection of rain drops
is also accounted for, and is based on the parameterization
speciﬁed in Seifert and Beheng (2001). Self-collection of
rain drops is potentially an important process; indeed the
LES study of shallow convection by Stevens and Seifert
(2008) suggests that bulk schemes which do not include a
parameterization of self-collection are more likely to exhibit
higher evaporation rates due to having rain drop spectra that
contain higher concentrations of smaller rain drops.
In all cases, a 2-m scheme is used for rain. Dearden (2009)
had originally proposed to include a 1-m treatment for rain as
well, but this was not included in the ﬁnal experimental de-
sign because it was not possible to identify a single value of
the rain intercept parameter that was appropriate for different
values of droplet number concentration. The beneﬁts of 2-m
rain over 1-m rain have been well documented recently, e.g.
in the studies by Morrison et al. (2009), although Shipway
and Hill (2011) and references therein suggest that 2-m rain
schemes with an invariant shape parameter can suffer from
the problem of excessive size-sorting.
The particle size distribution for both rain and cloud liquid
water is deﬁned by a gamma distribution (Straka, 2009) of
the form
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n(D)=N0Dµe−λD (1)
where n(D) is the number concentration for a given particle
diameter size D; the integral of Eq. (1) with respect to D
gives the total number concentration, NT. N0 is the intercept
parameter, λ is the slope parameter and µ is the shape pa-
rameter. N0 is determined as a function of the total number
concentration
N0 =
NTλµ+1
0(µ+1)
(2)
For rain, µ is set to zero, which reduces Eq. (2) to an expo-
nential distribution (Marshall and Palmer, 1948), such that
N0 =NTλ.
Terminal fall speeds for rain are given by the following
Vr(D)=(ρ0/ρ)grarDbrefrD, (3)
where ρ0 is the density of air at sea level, and the constants
ar, br, fr and gr are set to 841, 0.8, 0.0 and 0.54 respectively,
following Liu and Orville (1969).
The different combinations of the bulk scheme are now
presented, starting with the simplest level of complexity.
2.2.1 1-m liquid, 2-m rain
In the simplest treatment considered here, only one prognos-
tic variable is used to represent cloud liquid water (the mass
mixing ratio), and the droplet number concentration is taken
as a constant in the calculation of the intercept parameter in
Eq. (2). The experimental set up of the 1-m scheme is such
that the assumed droplet number concentration is taken to be
equaltotheCCNconcentration, withtheimplicitassumption
that all available CCN activate to form cloud droplets.
2.2.2 2-m liquid (Twomey activation), 2-m rain
Moving from 1-m to 2-m liquid grants the ability to predict
droplet number, thus requiring an explicit term representing
activation of cloud droplets. The consequence of this is that
in the 2-m scheme, not all available CCN are necessarily ac-
tivated for a given updraught speed, which may lead to lower
droplet number concentrations when compared to the 1-m
scheme. The ﬁrst treatment of droplet activation considered
is based on the parameterization of Twomey (1959), which
in Rogers and Yau (1989) is approximated as:
NCCN ≈0.88c2/(k+2)[7.10−2w3/2]k/(k+2) (4)
where w is the grid-scale vertical velocity in cms−1 and the
number concentration of active CCN is NCCN, in cm−3. The
variablesc andk areactivationparameterswherec represents
the number concentration of CCN active at 1% supersatura-
tion and k represents the ease with which droplets form. In
this study, a value of 0.4 is used for k based on measurements
of tropical maritime airmasses (Pruppacher and Klett, 1997).
2.2.3 2-m liquid (Abdul-Razzak activation), 2-m rain
The second option for droplet activation is based on the
parameterization of Abdul-Razzak et al. (1998), henceforth
identiﬁed as A-R, which assumes a single log-normal aerosol
size distribution for a given chemical composition, requiring
knowledge of the geometric mean radius of aerosol particles
and the standard deviation. This information is then used to
parameterise the maximum supersaturation in the rising air
parcel given the vertical velocity, which in turn determines
the fraction of aerosols activated to form cloud droplets. The
aerosol log-normal parameters used are the same as those
employed to initialise the bin model, as is the assumed chem-
icalcomposition. Byrepeatingthe2-mliquidsimulationsus-
ing the A-R scheme for droplet activation, it will be possible
to quantify the beneﬁts of explicitly specifying the aerosol
log-normal parameters, albeit assuming a ﬁxed form. Dear-
den(2009) had originallyproposed the option of aprognostic
treatment of aerosol for the bulk scheme; however this was
not considered due to time constraints. The possibility of a
2-m aerosol scheme coupled to the 2-m bulk microphysics
will be revisited in future work on the subject.
The only difference between the 2-m schemes is in terms
of the droplet activation scheme used. For cloud base ac-
tivation, droplet number in the A-R scheme is determined
as a function of both the updraught speed and the aerosol
properties. This is different from the Twomey approach,
which determines cloud base droplet number based on the
updraught speed and the value of the chosen c and k parame-
ters. In both the Twomey and A-R cases, in-cloud activation
is also permitted, and is based on a diagnostic calculation of
the in-cloud equilibrium supersaturation within the current
timestep. This diagnostic relation is a feature of the Morri-
son scheme, and should a supersaturation be diagnosed, in-
cloud activation is allowed to occur via the speciﬁed activa-
tion scheme.
2.3 Driver model conﬁguration
The bulk microphysics are driven using the 1-D Kinematic
Driver Model, KiD (Shipway and Hill, 2011) whilst the
ACPIM microphysics is currently embedded within its own
1-D column model. To obtain consistency with ACPIM,
some changes have been made to the standard KiD model
to ensure consistency between driver models, thus ensuring
that both bin and bulk microphysics schemes can be com-
pared rigorously. The details of the necessary changes in the
KiD model are now presented.
2.3.1 Advection
The advection scheme common to both driver models is a
4th order, positive deﬁnite, monotonic scheme (Bott, 1989,
1992). The Bott scheme is used to advect vapour and liquid
water. The default advection scheme in the KiD model is the
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Total Variance Diminishing (TVD) scheme of Leonard et al.
(1993) known as ULTIMATE, but for the purpose of this
study the Bott scheme is used for consistency with ACPIM.
There is no advection of potential temperature in the column;
indeed the potential temperature and pressure ﬁelds are held
ﬁxed such that the microphysics is not permitted to inﬂuence
the evolution of the dynamics. This was deemed necessary
such that the pure microphysical behaviour of each scheme
could be compared fairly, in the absence of thermodynamic
feedbacks. A slight caveat is in the handling of sedimen-
tation. The ACPIM driver model is conﬁgured to combine
sedimentation with vertical advection due to air motion in a
single calculation, which is handled using the 4th order Bott
scheme. In KiD, sedimentation of cloud liquid water and
rain is handled within the Morrison microphysics scheme it-
self using a timesplit 1st order upwind method, where a size
threshold of 50 microns diameter is used to separate cloud
liquid water from rain. The potential implications of these
differences are addressed in Sect. 4.3.
2.3.2 Initialisation of thermodynamics
Both models accept inputs for potential temperature and
vapour mixing ratio at speciﬁed height levels; this deﬁnes the
initial thermodynamic proﬁles. These points are then linearly
interpolated onto the model vertical grid at every level. The
model then converts from potential temperature to absolute
temperature to pass to the microphysics, for which it needs
the pressure ﬁeld. Pressure is obtained by solving the follow-
ing ﬁrst-order differential based on the hydrostatic equation
and the ideal gas law:
dp
dz
=
−pg
RT
(5)
Equation (5) is solved based on Press et al. (2007) in both
KiD and ACPIM.
3 Experimental design
3.1 Initial conditions and idealised forcing
The forcing for the idealised warm shallow cumulus case
is based on the “warm1” conﬁguration as deﬁned in the
KiD documentation which can be downloaded from http:
//appconv.metofﬁce.com/microphysics/doc.html. It consists
of a single updraught, constant in height and sinusoidal in
time:
w(z,t)=

w1sin(πt/t2) if t <t2,
0.0 if t >t2
(6)
The timescale t2 is dependent upon the peak updraught
speed, w1, such that t2 = 1200/w1. For a peak updraught
speed of 0.5ms−1, this would result in the vertical velocity
ﬁeld reducing to zero after 2400s. Thus values of w1 greater
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Fig. 1. Vertical velocity ﬁelds as a function of time, as applied to
the 1-D column equally at every vertical level.
than 0.5ms−1 would reduce the timescale over which the up-
draught is applied. The evolution of the updraught velocity
with time for different values of w1 is plotted in Fig. 1, as
applied equally at every vertical level.
The warm1 case is based on the composite proﬁle used to
initialise models for the GCSS RICO intercomparison. How-
ever, as noted in Shipway and Hill (2011), there is a slight
issue with simulations based on the warm1 proﬁle in that
the resulting proﬁle of liquid water content decreases with
height after reaching a maximum above cloud base, which
is not necessarily realistic for a warm shallow convective
cloud. This is a consequence of the fact that the whole col-
umn is lifted in response to the vertical velocity ﬁeld, where
at a given timestep the applied vertical velocity is the same
at every gridpoint. The relative humidity reaches a peak at
around 750m; at grid points above this height, the relative
humidity begins to decrease such that the amount of water
vapour available for condensation is reduced, leading to a
slight reduction in liquid water content with height. Despite
this, and given the highly idealised nature of the 1-D frame-
work to begin with, the warm1 proﬁle still acts as a suitable
basisuponwhichtoconductacomparisonofdifferentmicro-
physics schemes. The reader is made aware that in the 1-D
intercomparison of Shipway and Hill (2011), the lowest lev-
els of the warm1 proﬁle were made slightly drier, to produce
a liquid water content proﬁle that increased with height and
an overall reduction in liquid water path. This produced a re-
duction in surface precipiation totals relative to the original
warm1 proﬁle, given the same peak updraught velocity.
Changes in temperature are considered such that the
warm1 proﬁle is shifted to cooler temperatures resulting
in a constant cooling with height whilst keeping the rel-
ative humidity ﬁxed. The result is such that changes in
www.atmos-chem-phys.net/11/2729/2011/ Atmos. Chem. Phys., 11, 2729–2746, 20112734 C. Dearden et al.: Evaluating the effects of microphysical complexity using the Factorial Method
−5 0 5 10 15 20 25 30
0
500
1000
1500
2000
2500
3000
Temperature (Degrees C)
H
e
i
g
h
t
 
(
m
e
t
r
e
s
)
RICO
 
 
T
T
d
Fig. 2. Temperature (solid) and dew-point temperature (dashed) proﬁles in ◦C taken from the RICO
model intercomparison, and used to initialise the models. The additional proﬁles, “RICO-2” and “RICO-
5”, are obtained by cooling the RICO proﬁle uniformly in height by 2 ◦C and 5 ◦C respectively under a
ﬁxed relative humidity.
37
Fig. 2. Temperature (solid) and dew-point temperature (dashed)
proﬁles in ◦C taken from the RICO model intercomparison, and
used to initialise the models. The additional proﬁles, “RICO-2” and
“RICO-5”, are obtained by cooling the RICO proﬁle uniformly in
height by 2◦C and 5◦C respectively under a ﬁxed relative humidity.
thermodynamics do not affect the cloud height or depth. The
temperature proﬁle used in this study is plotted in Fig. 2. In
all cases, the simulations are left to run for long enough until
they have ﬁnished precipitating (typically two hours) and di-
agnostic output is available at the end of each timestep (every
5s). The vertical grid spacing in both models is set to 30m,
with 100 levels giving a domain height of 3km.
3.2 Experimental design for the Factorial Method
The experimental design based around the FM is now pre-
sented. It should be noted that changes in meteorological fac-
tors, namely the temperature proﬁle and updraught velocity,
are treated consistently in each scheme; however the choice
of microphysical factors to explore depends on the level of
complexity of the microphysics scheme in question. The fac-
torial design is based around the 2n design, meaning two val-
ues, arbitrarilly labelled “low” and “high”, are assigned to n
number of factors, and the effect of changing from the “low”
to the “high” value is calculated for each factor. Values for
each factor are chosen such that the effect of moving from
the “low” value to the “high” value acts to reduce the amount
of precipitation reaching the surface. Thus each factor can be
evaluated in terms of its percentage contribution to precipita-
tion suppression. In some cases, repetitions of the 2n design
are considered to allow the effect of more than one “high”
value to be explored.
Table 1. Design matrix for the general 23 factorial design.
Run A B C Labels
1 − − − (one)
2 + − − a
3 − + − b
4 + + − ab
5 − − + c
6 + − + ac
7 − + + bc
8 + + + abc
3.2.1 General example: 23 design
Consider the following general example based on 3 factors,
labelled A, B and C respectively, each at two levels, yield-
ing a 23 design. Thus eight treatment combinations (experi-
ments) would be necessary to fulﬁll the requirements of the
study. To denote low and high values, the geometric notation
system is used such that “−” indicates low and “+” indicates
high, and the eight runs required in the 23 design are given
in Table 1. Table 1 also writes the treatment combinations
based on the labelling system of lowercase letters, which in
standard order is written as (one), a, b, ab, c, ac, bc and abc.
In this system, the presence of a lowercase letter represents
the high value of that factor, and the absence of a letter de-
notes the low value. The label (one) is reserved for the case
when all factors are at their low value. Using the lowercase
letter labels, it is possible to write down expressions for the
main effects; that is, the average effect of each factor due to
the change in value from low to high. Similar expressions
for the interactions between main effects can also be derived.
For full details on the calculation of the main effects and in-
teraction terms based on a general 23 design, the reader is
referred to Dearden (2009) and references therein. Once the
main effects and interaction terms have been calculated, the
relative contribution of each effect or interaction to the to-
tal variance can also be quantiﬁed in terms of a percentage
of the total sum of squares. The calculation of the sum of
squares for a given effect or interaction term is also speciﬁed
in Dearden (2009).
3.2.2 Factorial design for bin microphysics
Table 2 summarises the factorial design for the ACPIM
model. A 23 design is used, giving three factors in total, two
of which, namely w1 and T, are meteorological in nature
and represent vertical velocity and the ambient temperature
respectively. The remaining factor, CCN, is a microphysi-
cal factor which represents the number concentration of the
aerosol present within the column at each vertical level. 36
numerical simulations are required to fulﬁll the design pre-
sented in Table 2. The CCN factor is designed to explore the
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Table 2. Summary of the factorial design for the bin microphysics.
Factor Description Values
w1 Peak vertical velocity (ms−1) 0.5, 1, 2, 4
T Temperature Proﬁle RICO, RICO-2, RICO-5
CCN Aerosol no. concentration (/cc) 50, 100, 200
effect of increasing the aerosol number concentration from a
starting value of 50/cc, whilst the geometric mean radius and
standard deviation as deﬁned in Sect. 2.1 are held constant.
3.2.3 Factorial design for bulk microphysics
Table 3 summarises the factorial design for the bulk mi-
crophysics, also based around a 23 design and requiring
135 simulations in each case. The reduced computational
burden of the bulk parameterizations compared to the bin
scheme is exploited to perform a more thorough exploration
of the parameter space. The meteorological factors w1 and T
are deﬁned to be the same as in the bin scheme, although the
w1 factor covers a greater range of values. In the 2-m bulk
scheme, theCCNfactorrelatestothemaximumdropletnum-
ber concentration permitted. For 2-m Twomey, this is equal
to the value of c in Eq. (4). For 2-m A-R, the CCN factor
relates to the aerosol number concentration based on the uni-
modal log-normal distribution, as in the bin scheme. In the
1-m scheme, the CCN factor is simply the prescribed value
of droplet number, which implicitly assumes that all avail-
able aerosol have activated to form cloud droplets. It should
be noted that no attempt was made to tune the bulk schemes
to the bin scheme prior to running the experiments. It should
alsoberecognisedthatthechoiceofc andk parametersinthe
Twomey case implies a different aerosol spectrum compared
to that used in the other schemes, which could contribute to
differences in droplet number concentration, most notably at
low updraught speeds.
4 Results
4.1 Initial analysis of cloud ﬁelds
To illustrate the equality of the driver models, tests were per-
formed based on both the bulk and bin microphysics with
precipitation and sedimentation processes switched off, such
that the only microphysical processes permitted are conden-
sation and evaporation. The resulting liquid water paths from
each scheme are plotted in Fig. 3. It can be seen that the
curves agree so closely that they appear to be coincident,
which conﬁrms the consistency of the forcing conditions be-
tween driver models (and also conﬁrms the validity of the
saturation adjustment approach used in the bulk schemes). It
can also be concluded from this result that, once precipitation
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Fig. 3. Timeseries of liquid water path from the 1-m, 2-m A-R and bin schemes in the absence of
precipitation and sedimentation, such that all condensed water stays in the cloud. The results shown
were obtained with the following settings: w1=2ms−1, T=RICO and CCN=100/cc.
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Fig. 3. Timeseries of liquid water path from the 1-m, 2-m A-R and
bin schemes in the absence of precipitation and sedimentation, such
that all condensed water stays in the cloud. The results shown were
obtained with the following settings: w1 =2ms−1, T =RICO and
CCN=100/cc.
andsedimentationarepermittedtooccur, anysubsequentdif-
ferences in cloud liquid water path can be attributable to the
treatment of these processes.
Figure 4 shows time-height plots from the bin and 2-m A-
R schemes with precipitation and sedimentation enabled, for
w1 = 2ms−1, T =RICO and CCN=100/cc. In both cases,
the dynamical forcing conditions produce a cloud whose
base is around 500m and a top at 2km. As the prescribed
updraught reduces to zero, and in the absence of any pa-
rameterised entrainment effects or negative vertical veloci-
ties, a thin residual layer of cloud is allowed to persist in a
steady state. Admittedly this is not realistic; indeed Seifert
and Stevens (2010) showed that the ﬁnite lifetime of shal-
low cumulus cloud is an important timescale in determin-
ing precipitation efﬁciency. However this shortcoming does
not impinge upon the ability of the model to reveal interest-
ing differences in the behaviour of the chosen microphysics
schemes. Furthermore, the inﬂuence of the residual cloud
layer on the precipitation rate is minimal because the droplets
that remain are too small for effective collision and coales-
cence to occur, and so there is no real concern of any possible
contamination issues arising from this deﬁciency.
To allow comparison of rain mixing ratios, the bin scheme
diagnoses rain based on those liquid drops greater than
50microns in diameter, in accordance with the KK scheme.
The results share some similarities with those of Seifert and
Stevens (2010), who used a similar 1-D model to compare
an alternate pair of bin and 2-m bulk microphysics schemes
with each other, but some differences as well. For instance,
both studies show that the bulk scheme is able to capture the
height and time of rain formation reasonably well. However
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Table 3. Summary of the factorial design for the bulk microphysics.
Factor Description Values
w1 Peak vertical velocity (ms−1) 0.5 to 4 in intervals of 0.25
T Temperature Proﬁle RICO, RICO-2, RICO-5
CCN Aerosol number concentration /cc (2-m A-R) 50, 100, 200
No. of droplets active at 1% supersaturation /cc (2-m Twomey)
Droplet number concentration /cc (1-m)
Fig. 4. Comparison of cloud droplet number concentration (m−3), cloud mass mixing ratio (kg kg−1)
and rain mixing ratio (kg kg−1) from the 2-m A-R scheme (left) and the bin scheme (right). The results
shown are taken from simulations with w1=2ms−1, T=RICO and CCN=100/cc.
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Fig. 4. Comparison of cloud droplet number concentration (m−3), cloud mass mixing ratio (kgkg−1) and rain mixing ratio (kgkg−1) from
the 2-m A-R scheme (left) and the bin scheme (right). The results shown are taken from simulations with w1 =2ms−1, T =RICO and
CCN=100/cc.
in this particular study, Figs. 4 and 5 show that the bin sim-
ulation converts more of the cloud to rain than the bulk
scheme. Given that the liquid water paths are essentially
the same in the absence of precipitation processes as shown
in Fig. 3, this suggests that the collision-coalescence pro-
cess in the ACPIM bin scheme is more efﬁcient at produc-
ing rain compared to the KK autoconversion and accretion
schemes. The implications of the larger rain water path in
the bin scheme are addressed later in Sect. 4.3.
It should also be remembered that the bulk scheme uses
an exponential size distribution for rain, which implicitly as-
sumes a shape parameter of zero. It is possible to test the va-
lidity of this assumption using the bin scheme; this is accom-
plished by ﬁtting a gamma function to the resolved size dis-
tribution and diagnosing µ for rain through consideration of
those drops greater than or equal to 50microns in diameter.
This is achieved through the method of moment-conserving
ﬁts, the mathematics of which are derived in Appendix A.
Figure 6 plots the evolution of the diagnosed shape param-
eter with height and time from the bin scheme. The mag-
nitude of µ varies considerably through the evolution of the
cloud; around the onset of in-cloud rain formation, µ is close
to zero, but values of µ are consistently higher below cloud
base. This result is important since a varying shape parame-
terhasimplicationsforratesofsedimentation(Milbrandtand
McTaggart-Cowan, 2010) and evaporation, which could be
signiﬁcant in full 3-D simulations when feedbacks between
microphysics and dynamics can inﬂuence the temperature of
the sub-cloud layer. The deﬁciencies of assuming a ﬁxed µ
valueofzeroarealsodiscussedinStevensandSeifert(2008).
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Fig. 5. Comparison of cloud liquid water path (left) and rain water path (right) in kgm−2 from the 2-m
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Fig. 5. Comparison of cloud liquid water path (left) and rain water path (right) in kgm−2 from the 2-m A-R scheme (dashed) and bin scheme
(solid), for those simulations shown in Fig. 4.
Fig. 6. Time-height plot of the diagnosed shape parameter from the bin scheme, obtained through the
method of moment-conserving ﬁts (see appendix A). The plot shown is from the CCN=50/cc case, with
w1=0.5ms−1 and T=RICO proﬁle.
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Fig. 6. Time-height plot of the diagnosed shape parameter for rain
from the bin scheme, obtained through the method of moment-
conserving ﬁts (see Appendix A). The plot shown is from the
CCN=50/cc case, with w1 =0.5ms−1 and T =RICO proﬁle.
4.2 Comparison of total precipitation
Table 4 shows the total precipitation amounts (in mm) for
a subset of the total number of experiments from all four
schemes. The nature of the table allows for comparison of
each scheme as a function of changing CCN concentrations,
cloud base updraught speeds and temperature proﬁles. Be-
fore a more rigorous analysis of this data is performed using
the FM, some broad observations can ﬁrst be made. With
regard the 1-m scheme, the assumption of a ﬁxed droplet
number means that the total precipitation is essentially in-
sensitive to vertical velocity; however in the other schemes,
an increase in the magnitude of vertical velocity generally
produces a reduction in the total amount of precipitation pro-
duced, with some minor exceptions to this pattern at low up-
draught speeds. This is a consequence of the ability of the
other three schemes to predict droplet number; not all CCN
are necessarily activated as cloud droplets for a given up-
draught. The reduction of precipitation towards larger up-
draughts can be attributed to aerosol indirect effects, since
stronger vertical velocities activate more CCN which in turn
reduces the precipitation efﬁciency (the reader is reminded
that by design, the maximum extent the column is lifted is
the same regardless of the updraught speed; this explains
why precipitation amounts do not increase with higher verti-
cal velocities). It can also be seen that as vertical velocity is
increased in the 2-m schemes, the total precipitation amounts
begin to converge on those from the 1-m scheme. It is wor-
thy of note that in some instances, an increase in w1 from
0.5ms−1 to 1ms−1 actually results in a slight increase in pre-
cipitation. This is because some of the 0.5ms−1 simulations
are still producing small amounts of drizzle at the end of the
integrations, and so have not quite ﬁnished precipitating by
the time the simulations are stopped. Thus precipitation to-
tals appear slightly underestimated in these cases. All four
schemes agree, at least in a qualitative sense, on a reduction
in precipitation amount as a function of cooling temperature.
This is because under a ﬁxed relative humidity, the available
source of water vapour that is converted to liquid water dur-
ing condensation is reduced as the temperature proﬁle cools.
Figures 7 and 8 plot the precipitation rate and accumu-
lated precipitation totals respectively as a function of time,
for those experiments highlighted in bold in Table 4. Fig-
ure 7 reveals that all four schemes show a delay in the onset
of precipitation as a function of reducing vertical velocity.
The timing of surface precipitation is quite similar between
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Fig. 7. Timeseries of surface precipitation rates (mm/hr) from each scheme. Clockwise from top left:
1-m, 2-m Twomey, bin, 2-m A-R. Results are shown with CCN=100/cc and T=RICO, for four different
values of w1.
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Fig. 7. Timeseries of surface precipitation rates (mm/hr) from each scheme. Clockwise from top left: 1-m, 2-m Twomey, bin, 2-m A-R.
Results are shown with CCN=100/cc and T =RICO, for four different values of w1.
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Fig. 8. Timeseries of accumulated surface precipitation (mm) from each scheme. Clockwise from top
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Fig. 8. Timeseries of accumulated surface precipitation (mm) from each scheme. Clockwise from top left: 1-m, 2-m Twomey, bin, 2-m A-R.
Results are shown with CCN=100/cc and T =RICO, for four different values of w1.
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Table 4. Surface precipitation totals (mm) for each scheme as a function of CCN and w1 for three different temperature proﬁles, namely
RICO (top); RICO-2 (middle); and RICO-5 (bottom). Those results highlighted in bold type are plotted in Figs. 7 and 8 as timeseries of
surface precipitation rate and accumulated surface precipitation respectively.
CCN
RICO 1-m 2-m (Twomey) 2-m (A-R) Bin
50/cc 100/cc 200/cc 50/cc 100/cc 200/cc 50/cc 100/cc 200/cc 50/cc 100/cc 200/cc
w1 =0.5ms−1 1.38 1.22 1.00 1.48 1.35 1.18 1.39 1.30 1.24 1.63 1.57 1.47
w1 =1.0ms−1 1.40 1.24 1.02 1.44 1.30 1.13 1.41 1.26 1.09 1.67 1.54 1.34
w1 =2.0ms−1 1.40 1.24 1.02 1.41 1.25 1.08 1.41 1.25 1.04 1.67 1.52 1.27
w1 =4.0ms−1 1.40 1.23 1.02 1.41 1.24 1.03 1.40 1.24 1.03 1.65 1.49 1.25
RICO-2 1-m 2-m (Twomey) 2-m (A-R) Bin
50/cc 100/cc 200/cc 50/cc 100/cc 200/cc 50/cc 100/cc 200/cc 50/cc 100/cc 200/cc
w1 =0.5ms−1 1.21 1.04 0.82 1.32 1.18 1.00 1.24 1.14 1.07 1.47 1.38 1.27
w1 =1.0ms−1 1.23 1.06 0.84 1.27 1.13 0.96 1.25 1.08 0.91 1.48 1.34 1.13
w1 =2.0ms−1 1.23 1.06 0.84 1.25 1.08 0.90 1.24 1.07 0.86 1.47 1.31 1.06
w1 =4.0ms−1 1.22 1.06 0.84 1.24 1.07 0.86 1.24 1.07 0.86 1.46 1.29 1.05
RICO-5 1-m 2-m (Twomey) 2-m (A-R) Bin
50/cc 100/cc 200/cc 50/cc 100/cc 200/cc 50/cc 100/cc 200/cc 50/cc 100/cc 200/cc
w1 =0.5ms−1 0.97 0.80 0.58 1.08 0.93 0.76 1.02 0.90 0.82 1.22 1.12 0.99
w1 =1.0ms−1 0.99 0.81 0.60 1.04 0.89 0.72 1.01 0.84 0.66 1.21 1.06 0.84
w1 =2.0ms−1 0.98 0.81 0.60 1.01 0.84 0.66 1.01 0.83 0.62 1.20 1.03 0.78
w1 =4.0ms−1 0.98 0.81 0.60 1.01 0.83 0.62 1.00 0.83 0.61 1.18 1.01 0.76
the bulk and bin schemes, with a slight tendency for the
bulk scheme to produce fractionally earlier surface precipi-
tation at lower updraught speeds. There is a relatively large
jump in the peak precipitation rates between the 2-m bulk
schemes and the bin scheme; consequently the bin scheme
produces larger precipitation totals than the bulk schemes
as conﬁrmed by Fig. 8. It is interesting to note that in the
KiD intercomparison study by Shipway and Hill (2011), the
1-m Morrison scheme was found to overestimate precipita-
tion as validated against the explicit TAU bin model (Tziv-
ion et al., 1987) in the same idealised framework. This is in
contrast to the results shown here when comparing the Mor-
rison bulk scheme with ACPIM, suggesting that differences
between bin schemes can be as large as those between bulk
schemes. A similar conclusion was also reached in the 3-D
LES intercomparison of van Zanten et al. (2011), where the
spread in precipitation amongst the three bin models consid-
ered was found to be as large as the variation between the
bulk schemes. A possible explanation for the difference in
this particular case is that the TAU-bin model accounts for
the coalescence efﬁciencies of droplets based on the work of
Ochs et al. (1986), which acts to reduce the number of suc-
cessful collisions involving collector drops in the size range
0.1 to 0.6mm, whereas the version of ACPIM used in this
study assumes a coalescence efﬁciency of unity for all drop
sizes. A detailed investigation into the impact of collection
efﬁciencies on surface precipitation in bin schemes is beyond
the scope of this study; however this should be considered
in future work to determine the extent to which the choice
of collection kernel can account for differences in behaviour
between bin schemes.
4.3 Factorial analysis: quantifying the effects of CCN,
w1 and T (23 design)
TheFMisnowusedtoquantifythesensitivityoftheschemes
to the choice of microphysical and meteorological factors
based on the data provided in Table 4. This section ex-
plores the relative importance of each factor as a function
of time throughout the evolution of the cloud, and compares
the sensitivities of each scheme to illustrate differences in
behaviour. Calculation of the relative contributions for each
factor and their interactions follows the methodology ex-
plained in Dearden (2009).
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Fig. 9. Relative contribution (%) timeseries plots for each scheme, considering the effects of changes in
CCN, w1 and T, plus their combined interaction effects. The relative contribution is calculated as a per-
centage of the total variance associated with the change in precipitation at the surface. The contributions
shown are based on the following changes: w1 from 0.5ms−1 to 2ms−1; CCN from 50/cc to 100/cc,
and T from RICO to RICO-2. Clockwise from top left: 1-m, 2-m Twomey, bin, 2-m A-R.
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Fig. 9. Relative contribution (%) timeseries plots for each scheme, considering the effects of changes in CCN, w1 and T, plus their combined
interaction effects. The relative contribution is calculated as a percentage of the total variance associated with the change in precipitation at
the surface. The contributions shown are based on the following changes: w1 from 0.5ms−1 to 2ms−1; CCN from 50/cc to 100/cc, and T
from RICO to RICO-2. Clockwise from top left: 1-m, 2-m Twomey, bin, 2-m A-R.
Figure 9 considers the effect of changes in each factor on
the metric of accumulated surface precipitation, and the rela-
tive importance of each factor in terms of the enhancement or
suppressionofsurfaceprecipitationisexpressedasapercent-
ageofthetotalvarianceasafunctionoftime. Speciﬁcally, an
increase in w1 is considered from 0.5ms−1 to 2ms−1, along
with a cooling of the temperature proﬁle, T, from RICO
to RICO-2, and an increase in CCN from 50/cc to 100/cc.
Figure 9 shows that, in all four schemes, the change in pre-
cipitation is dominated by the change in vertical velocity in
the early stages of cloud development. Beyond 40 minutes,
the relative importance of the vertical velocity effect reduces
and by the end of the simulations, the change in temperature
produces the largest effect on the suppression of precipita-
tion. However the schemes disagree on the extent of the rel-
ative importance of the CCN and temperature effects. It can
be seen in Fig. 9 that the contribution of the CCN effect is
largest in the 1-m scheme; this is a consequence of the ex-
perimental setup for the 1-m scheme where an assumption
is made that the change in droplet number is equal to the
change in CCN concentration, independent of the change in
vertical velocity. For the 2-m bulk schemes, the contribu-
tion of the CCN effect is slightly reduced; this can be ex-
plained as follows. For slowly increasing updraught speeds
such as the 0.5ms−1 case, the ability to predict droplet num-
ber results in competition for water vapour between growth
of existing droplets and activation of new droplets; this is
demonstrated by Dearden (2009) using a simple lagrangian
parcel model. The presence of CCN that activate at relatively
low updraught speeds act as a sink of water vapour through
growth by condensation, resulting in fewer droplets being ac-
tivated overall compared to the 1-m scheme where by design
the droplet number concentrations are slightly higher. This
explains why the 1-m scheme has the largest relative contri-
bution from the effect of CCN according to Fig. 9. However
the 2-m A-R scheme, which includes a parameterization for
the maximum supersaturation based on the vertical velocity
and the properties of the aerosol size distribution, shows less
of a change in droplet number at low updraught speeds and
therefore less of an impact on precipitation. Consequently
Atmos. Chem. Phys., 11, 2729–2746, 2011 www.atmos-chem-phys.net/11/2729/2011/C. Dearden et al.: Evaluating the effects of microphysical complexity using the Factorial Method 2741
0 20 40 60 80 100 120
0
10
20
30
40
50
60
70
80
90
100
Time (minutes)
R
e
l
a
t
i
v
e
 
C
o
n
t
r
i
b
u
t
i
o
n
 
(
%
)
1−m
 
 
CCN
Temperature
Vertical velocity
Interactions
0 20 40 60 80 100 120
0
10
20
30
40
50
60
70
80
90
100
Time (minutes)
R
e
l
a
t
i
v
e
 
C
o
n
t
r
i
b
u
t
i
o
n
 
(
%
)
2−m (Twomey)
 
 
CCN
Temperature
Vertical velocity
Interactions
0 20 40 60 80 100 120
0
10
20
30
40
50
60
70
80
90
100
Time (minutes)
R
e
l
a
t
i
v
e
 
C
o
n
t
r
i
b
u
t
i
o
n
 
(
%
)
2−m (A−R)
 
 
CCN
Temperature
Vertical velocity
Interactions
0 20 40 60 80 100 120
0
10
20
30
40
50
60
70
80
90
100
Time (minutes)
R
e
l
a
t
i
v
e
 
C
o
n
t
r
i
b
u
t
i
o
n
 
(
%
)
Bin
 
 
CCN
Temperature
Vertical velocity
Interactions
Fig. 10. As for Fig. 9 but for an increase in w1 from 2ms−1 to 4ms−1.
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Fig. 10. As for Fig. 9 but for an increase in w1 from 2ms−1 to 4ms−1.
Fig. 9 shows that the 2-m A-R scheme improves the com-
parison with the bin scheme. However in more rapidly in-
creasing updraughts, Fig. 10 shows that the beneﬁt of pre-
dicting droplet number concentration is lost and the 2-m A-
R scheme produces largely the same sensitivity as the 1-m
scheme. This is a consequence of the fact that, towards larger
vertical velocities, the droplet number concentrations con-
verge in the bulk schemes, thus producing very similar sen-
sitivities. Some additional simulations with the 1-m scheme
were also performed where the assumed droplet concentra-
tion at low updraught speeds was set to a value more repre-
sentative of the predicted values from the 2-m A-R scheme.
The results from these tests (not shown) reveal that tuning the
droplet number concentration in the 1-m scheme allows the
total precipitation values to match those produced by the 2-m
A-Rscheme, whilstalsoimprovingtheagreementintermsof
the relative contributions. This result suggests that a diagnos-
tic representation of droplet number based on CCN number
and updraught velocity would be sufﬁcient to capture aerosol
indirect effects for the chosen scenario. This has important
implications when considering the balance between model
complexity and computational efﬁciency, as it shows that in
the absence of feedbacks at least, a prognostic variable for
droplet number may not be necessary, and that a diagnostic
treatment of droplet number could help to minimise the cost
of the scheme without compromising the ability of the model
to capture the effects of aerosol.
The remaining difference in sensitivities between the bin
and 2-m A-R bulk scheme as shown in Figs. 9 and 10 can
be explained by considering the effects of evaporation be-
low cloud base. It has already been shown that the rain mass
fallingoutofthecloudinthebinschemeisgreaterthaninthe
bulk schemes (Fig. 4), but also that the bin scheme produces
consistently larger amounts of surface precipitation. It is hy-
pothesised that differences in collection efﬁciencies between
thebulkandbinschemesarecontributingtothedifferentsen-
sitivities to temperature and CCN, and speciﬁcally that larger
rain drop sizes in the bin scheme are leading to an overall
reduction in rain evaporation. To explore this hypothesis,
a sensitivity test was performed with the 2-m A-R scheme
where the rain fall speed parameter br is increased from the
default value of 0.8 to 0.825 to facilitate larger rain drops,
in order to test the impact on evaporation and the amount of
rain that reaches the surface. Table 5 shows that the modiﬁ-
cation to the fallspeeds for rain in the bulk scheme leads to an
increase in accretion, a reduction in rain evaporation, and in
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Table 5. Rain evaporation (kgm−2; top), accretion (kgm−2; middle) and surface precipitation (mm; bottom) accumulated over 2h from the
2-m A-R scheme, as a function of CCN, w1 and T, and also from the 2-m A-R scheme with increased fallspeed parameter for rain, such
that br =0.825. The evaporation and accretion terms are calculated by integrating the process rates with height at each timestep, and then
integrating these values in time over a 2h period.
RICO RICO-2
w1 2-m A-R 2-m A-R (br =0.825) 2-m A-R 2-m A-R (br =0.825)
50/cc 100/cc 50/cc 100/cc 50/cc 100/cc 50/cc 100/cc
0.5ms−1 0.48 0.45 0.41 0.39 0.44 0.41 0.38 0.35
1.0ms−1 0.43 0.41 0.37 0.35 0.41 0.39 0.35 0.33
2.0ms−1 0.44 0.42 0.37 0.36 0.42 0.40 0.35 0.34
4.0ms−1 0.45 0.43 0.38 0.36 0.43 0.41 0.36 0.35
RICO RICO-2
w1 2-m A-R 2-m A-R (br =0.825) 2-m A-R 2-m A-R (br =0.825)
50/cc 100/cc 50/cc 100/cc 50/cc 100/cc 50/cc 100/cc
0.5ms−1 1.58 1.57 1.64 1.63 1.41 1.40 1.47 1.46
1.0ms−1 1.60 1.55 1.65 1.62 1.43 1.37 1.48 1.44
2.0ms−1 1.60 1.55 1.65 1.62 1.43 1.36 1.48 1.43
4.0ms−1 1.58 1.54 1.63 1.61 1.42 1.36 1.47 1.43
RICO RICO-2
w1 2-m A-R 2-m A-R (br =0.825) 2-m A-R 2-m A-R (br =0.825)
50/cc 100/cc 50/cc 100/cc 50/cc 100/cc 50/cc 100/cc
0.5ms−1 1.39 1.30 1.49 1.41 1.24 1.14 1.33 1.25
1.0ms−1 1.41 1.26 1.51 1.38 1.25 1.08 1.34 1.21
2.0ms−1 1.41 1.25 1.51 1.38 1.24 1.07 1.34 1.20
4.0ms−1 1.40 1.24 1.51 1.37 1.24 1.07 1.34 1.20
turn an increase in the total surface precipitation. Figure 11
shows the effect of this change on the relative contributions
in the bulk scheme, and illustrates how the effect of CCN is
reduced at the expense of the effect of temperature in accor-
dancewiththebinscheme. Howeveritisalsorecognisedthat
differences in the numerical treatment of sedimentation be-
tween the bin and bulk schemes (as discussed in Sect. 2.3.1)
may be contributing to the difference in sensitivities as well.
To explore this further, extra tests were performed with the
bulk scheme where the existing ﬁrst-order treatment of sedi-
mentation was circumvented and replaced with increasingly
higher order forward-difference approximations as speciﬁed
in Jacobson (2005, p. 180), up to and including a fourth-
order scheme for consistency with the bin model. Results
from these tests (not shown) reveal that increasing the order
of approximation from ﬁrst to second order leads to a small
increase in total surface precipitation (around 5%) over the
range of bulk simulations considered. Subsequent increases
to third and fourth order accuracy were found to have negli-
gible impact on precipitation. These results suggest that the
use of a lower order treatment of sedimentation in the bulk
scheme does not contribute signiﬁcantly to the differences
shown when comparing against the bin scheme.
4.4 Factorial analysis: the effect of increasing vertical
velocity for a ﬁxed temperature (22 design)
It is now prudent to explore the sensitivity of surface pre-
cipitation to different levels of change in the vertical veloc-
ity ﬁeld. The sensitivities of each scheme can be compared
through consideration of the total effect on precipitation sup-
pression, as described in Sect. 3.2; the sign and magnitude of
the result indicates the direction and signiﬁcance of the in-
duced change. In this case the factors considered are CCN
and w1, with a ﬁxed background temperature and humidity
based on the RICO proﬁle, yielding a 22 design. The results
from the following FM analysis are based on values of sur-
face precipitation accumulated at the end of the model simu-
lation. Following the logic from Sect. 3.2, the 22 design has
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Fig. 11. As Fig. 9 but for the 2-m A-R scheme with modiﬁed fallspeed parameter for rain, such that br
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Fig. 11. As Fig. 9 but for the 2-m A-R scheme with modiﬁed fall-
speed parameter for rain, such that br is increased from the default
value of 0.8 to 0.825. All other fallspeed parameters are unchanged.
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Fig. 12. Total effect on suppression of precipitation (in mm) from
each scheme as a function of changes in w1 and CCN, under a
ﬁxed temperature (T =RICO). Changes in w1 are considered from
0.5ms−1 up to 4ms−1, and the change in CCN is from 50/cc to
100/cc.
three degrees of freedom, such that the total effect is equal
to the sum of the effects of the two main factors plus their
interaction.
Figure 12 considers the total effect on precipitation re-
sulting from repeated increases in w1 from a low value of
0.5ms−1, plus the additional effect of an increase in CCN
from 50/cc to 100/cc. For the 1-m scheme, Fig. 12 illustrates
that the reduction in precipitation is due solely to the change
in droplet number and is essentially insensitive to changes
in updraught speed, which is clearly a limitation when com-
paring against the bin scheme (solid black line) under the
same conditions. In theory the sensitivity of the 1-m scheme
to vertical velocity could be increased by using a diagnostic
relationship for droplet number concentration instead of the
assumption of a ﬁxed value as used in this study. Both 2-
m schemes show an increase in suppression of rainfall as a
function of increasing vertical velocity, which in a qualitative
sense agrees with the bin scheme. However the 2-m Twomey
schemeconsiderablyoverestimatestheamountbywhichpre-
cipitation is suppressed. This can be understood by consid-
ering the total precipitation for the 50/cc case from Table 4.
The 2-m Twomey scheme produces relatively more precipi-
tation than the other schemes at low updraught speeds, sug-
gesting that it activates fewer droplets at 50/cc. Thus when
the value of CCN is increased to 100/cc, the suppression of
precipitation appears to be exaggerated. The implications of
this are that for this idealised case, a single value of k for
different CCN concentrations is not appropriate, and that the
value of k should change as a function of the assumed CCN
concentration. This problem is alleviated in the 2-m A-R
scheme, where knowledge of the aerosol composition and
log-normal size distribution is advantageous in obtaining a
better agreement with the bin scheme.
For values of w1 starting from 2ms−1 (as shown in
Fig. 13), all four schemes are in much better agreement in
terms of the overall amount by which precipitation is sup-
pressed. Thus it is difﬁcult to justify the increased computa-
tional expense of a 2-m liquid scheme in this regime when a
1-m scheme performs in such a similar manner.
5 Summary and discussion
The Factorial Method has been used to compare the sensi-
tivities of warm shallow cumulus cloud as simulated by four
different microphysics schemes of increasing levels of com-
plexity using an idealised 1-D column framework. The use
of a simple driver model is intended to aid the comparison by
removing the sensitivity to dynamical feedbacks, thus isolat-
ing the pure microphysical behaviour. The chosen factors
include the magnitude of the cloud base vertical velocity,
the ambient temperature proﬁle, and the assumed number
of aerosol available to act as CCN. The sensitivity of each
scheme was assessed and quantiﬁed in terms of the suppres-
sion of precipitation at the surface, with the bin scheme used
as a benchmark in order to validate the performance of the
bulk schemes.
The reader is reminded that all of the results found in this
study are speciﬁc to the particular test case in question, and
futureworkwillbenecessaryusingthetoolspresentedinthis
paper to determine the generality of our results. For the ide-
alised case considered in this study where feedback effects
are neglected, the performance of the bulk schemes for cloud
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Fig. 13. As Fig. 12 but for changes in w1 starting from 2ms−1.
base updraught speeds up to 2ms−1 was found to depend
on the assumptions made with regards the method of droplet
activation. At updraughts larger than 2ms−1, all schemes ac-
tivate most if not all of the available CCN and so essentially
reduce to the same droplet number concentrations. In this
regime the 2-m bulk schemes were found to behave much
like the 1-m bulk scheme. This suggests that for models with
sufﬁcient resolution, it is theoretically possible to optimise
the balance between complexity and cost by allowing the
model to choose the appropriate level of microphysical detail
based on the magnitude of the cloud base updraught speed
and knowledge of microphysical parameters such as aerosol
number concentration and size. This stresses the importance
of coupling the microphysics to a prognostic aerosol scheme
to provide the necessary information. It should also be noted
that it was possible to tune the 1-m scheme at low updraught
speeds to produce essentially the same precipitation amounts
and sensitivities as the 2-m scheme, by ﬁxing the assumed
droplet number concentration to match those of the predicted
concentrations. This suggests that in the absence of feed-
backs, a diagnostic relationship for droplet number may per-
form just as well as a prognostic treatment. This has obvious
advantages in terms of computational efﬁciency given that
one less prognostic variable would need to be advected.
Further comparison of the schemes also highlighted
some fundamental differences in behaviour worthy of com-
ment. For instance the bin scheme consistently produced
larger amounts of precipitation when compared to the bulk
schemes, even in scenarios where all schemes produced very
similar droplet number concentrations. A cooling of the tem-
perature proﬁle by 2 ◦C under a ﬁxed relative humidity was
also found to produce a relatively higher contribution to pre-
cipitation suppression in the bin scheme compared to the
bulk schemes. It was possible to enhance the dominance
of the temperature effect in the bulk scheme and thus im-
prove the agreement with the bin scheme by modiﬁying the
fallspeed parameters for rain, which served to increase accre-
tion, reduce evaporation and thus increase the surface precip-
itation. Differences in evaporation of rain between schemes
may have important consequences in terms of dynamical
feedbacks in full 3-D simulations, by modifying the extent
of evaporative cooling of the sub-cloud layer. A considera-
tion of such feedbacks is beyond the scope of this paper, but
warrants further invesigation in future work.
It is important to note that separate intercomparison stud-
ies comparing bin and bulk schemes using the KiD frame-
work do not necessarily support the conclusion that bin
schemes produce more precipiation than bulk schemes. Thus
the enhanced sensitivity to temperature as seen in the ACPIM
bin model may not be a general feature of bin schemes. Al-
though it was shown that the bulk scheme could be effec-
tively tuned to produce better agreement with this particular
bin scheme, the same tuning may not necessarily improve the
agreement relative to other bin schemes. Future work should
therefore focus on investigating and understanding the origin
of differences between bin schemes to increase conﬁdence
in their use as benchmarks against which simpler bulk pa-
rameterizations are validated. Suggested variables for inves-
tigation include the number of size bins used to resolve the
liquid size distribution, the treatment of aerosol (whether a
ﬁxed log-normal mode or prognostic), the choice of collec-
tion kernel and the numerical treatment of advection. In light
ofthesepotentialsourcesofdifferences, theneedtoconstrain
bin schemes with ﬁeld observations and laboratory experi-
ments is also recognised.
A big caveat in producing these conclusions is the absence
of entrainment and feedback effects in the 1-D framework.
The 1-D framework does not account for entrainment mix-
ing within the cloud, and in reality, the effect of entrainment
mixingcouldtosomeextentcounteractthechangeintemper-
atureduetoverticaladvection. Thereisagrowingsuggestion
within the available literature that the inclusion of feedback
effects is likely to dampen the sensitivity of warm clouds
to increases in aerosol loadings. For instance, the study by
Jiang et al. (2006) used a 3-D LES modelling approach to
compare the lifetime of polluted cumulus clouds to those of
clean cumulus clouds when entrainment is allowed to oc-
cur. The results suggest the overall lifetime of both the pol-
luted and clean clouds are statistically similar, and propose
an evaporation-entrainment feedback mechanism which acts
to dilute polluted clouds (i.e. reduce liquid water content)
and therefore reduce the overall sensitivity of warm shal-
low cumuli to changes in aerosol concentration. Stevens and
Feingold (2009) also argue that in reality, the sensitivity of
clouds and precipitation to changes in aerosol concentration
is on average weaker than a purely microphysical considera-
tion alone would suggest, due to the capacity of the system to
respond differentially to changes in aerosol, thereby acting to
buffer the global system against such changes and reducing
the overall effect. Stevens and Seifert (2008) even suggest
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that the effect of increased aerosol loadings on shallow con-
vection could in some instances lead to an enhancement of
precipitation, since the delay in the onset of rain formation
may allow the cloud to achieve a greater depth and there-
fore a higher liquid water path. Therefore the results of this
study should be considered only as a starting point, with the
recommendation that the techniques of factor separation be
utilised in future work to help quantify the extent to which
the sensitivities shown in this paper are modiﬁed within a
more realistic dynamical framework.
Appendix A
Method of moment-conserving ﬁts
Diagnosis of the shape parameter for in the ACPIM model is
based on the following methodology, which ﬁts the resolved
liquid size distribution for drop diameters greater than 50 mi-
crons to a gamma function.
In general, the k-th moment of a size distribution n(D) is
speciﬁed as:
Mk =
Z ∞
0
Dkn(D)dD (A1)
where in this case n(D) is based on a gamma distribution
as in Eq. (1). The k-th moment of a gamma distribution can
be expressed analytically, and is given by:
Mk =N0
0(µ+k+1)
λµ+k+1 (A2)
Consequently the zeroth, ﬁrst and second moments of a
gamma distribution are written as follows:
M0 =N0
0(µ+1)
λµ+1 ,
M1 =N0
0(µ+2)
λµ+2 ,
M2 =N0
0(µ+3)
λµ+3 (A3)
The quantity F is now introduced and deﬁned as the
square of the ﬁrst moment divided by the product of the sec-
ond and zeroth moments:
F =
M2
1
M2M0
=
0(µ+2)2
0(µ+1)0(µ+3)
(A4)
Using the following property of gamma functions,
0(µ)=(µ−1)0(µ−1) (A5)
it is possible to re-write the expression for F as follows:
F =
(µ+1)20(µ+1)2
0(µ+1)(µ+2)(µ+1)0(µ+1)
=
µ+1
µ+2
(A6)
Rearranging Eq. (A6) in terms of µ gives:
µ=
1−2F
F −1
(A7)
Equation (A7) is used to calculate the shape parameter
µ, where the quantity F is obtained from the model micro-
physics based on explicit calculation of the moments of the
resolved size distribution given by Mk =
Pm
i=1NiDk
i , where
Ni and Di are the number concentration and diameter re-
spectively for size category i, and m is the total number of
size bins. Rain was diagnosed in the bin scheme using a di-
ameter thresold of 50microns for consistency with the bulk
autoconversion scheme.
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