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Abstract
In this paper, we propose a new nonmonotone line search technique for unconstrained optimization problems. By using this
new technique, we establish the global convergence under conditions weaker than those of the existed nonmonotone line search
techniques.
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1. Introduction
In this paper, we consider the following unconstrained optimization problem:
min f (x) s.t x ∈ Rn, (1)
where f (x) is a continuously differentiable function from Rn to R.
At current iteration xk , if gk = ∇f (xk) = 0, a line search method deﬁnes a search direction dk in some way, ﬁnds a
step-length by carrying some line search along dk . Among the most popular line search rules are the Arimijo rule, the
Goldstein rule and the Wolfe rule (see [4,5,15]).
The traditional line searches require the function value descent monotonically at every iteration, namely:
f (xk+1)f (xk), (2)
where xk+1 = xk + kdk , dk is a descent direction, k0 is obtained by the line search.
Recent research [6–8,10,17,18] indicates that the monotone line search technique may considerably reduce the rate
of convergence when the iteration is trapped near a narrow curved valley, which can result in very short steps or
zigzagging. The nonmonotone line search technique does not impose the condition (2), as a result, it is helpful to
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overcome this drawback. Several numerical tests show that the nonmonotone line search technique for unconstrained
optimization and constrained optimization is effective and competitive.
The ﬁrst nonmonotone line search technique was proposed by Grippo et al. [6] for unconstrained optimization,
the subsequent nonmonotone line search techniques were all based on their method. Recently, by combining forcing
function with the nonmonotone line search techniques, Sun et al. [16] proposed a general nonmonotone line search
rule, called nonmonotone F-rule, for unconstrained optimization. They showed that the common nonmonotone line
search rules, such as the nonmonotone Arimijo rule, the nonmonotone Goldstein rule and the nonmonotone Wolfe rule,
are special classes of nonmonotone F-rule.
To obtain the global convergence, Sun et al. required the search direction satisfy the following conditions:∣∣∣∣∣−gTk dk‖dk‖
∣∣∣∣∣ (‖gk‖), k = 1, 2, . . . (3)
and
‖dk‖c1‖gk‖, (4)
where (·) is a forcing function and c1 > 0.
The conditions (3) and (4) play important role in the nonmonotone line search methods. However, as pointed out
in by Toint [18], condition (4) prevents large step where the gradient is small, as in the neighborhood of saddle point
and at the bottom of the valley. Although this can be circumvented by choosing a larger c1, this strategy indicates that
condition (4) will not be essential.
In Ref. [3], Dai provided some basic analysis of the nonmonotone Arimijo line search. He showed that when ∇f (x)
is Lipschitz continuous, condition (4) can be relaxed to
‖dk‖ + k, k = 1, 2, . . . (5)
for some positive constant , .
Under condition (5) and the sufﬁcient descent condition
gTk dk − c2‖gk‖2, (6)
where c2 > 0 is a positive constant, Dai proved the weak convergence property
lim
k→∞ inf ‖gk‖ = 0. (7)
In this paper, we propose a new nonmonotone F-rule for unconstrained optimization. The method is motivated by the
nonmonotone trust region method proposed in [19]. Using this new nonmonotone technique, we can remove condition
(4) and establish the strong convergence property
lim
k→∞ ‖gk‖ = 0. (8)
Moreover, the compactness of the level set used in [16] and the Lipschitz continuity of ∇f (x) used in [3] are not
needed, either.
The rest of this paper is organized as follows: In Section 2, we present our new nonmonotone F-rule. In Section 3,
we analyze the convergence property of the algorithm. The numerical tests are given in Section 4 and we conclude the
paper with some ﬁnal remarks in Section 5.
2. New nonmonotone F-rule
Denote the level set byL= {x ∈ Rn|f (x)f (x0)}. The following assumption is imposed throughout this paper.
Assumption 1. f (x) is bounded below on the level set L and ∇f (x) is continuous uniformly on an open set that
contains the level setL.
In what follows, we give some basic deﬁnitions as in Ref. [16].
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Deﬁnition 1. The function  : [0, +∞] → [0, +∞] is a forcing function (F-function) if for any sequence {ti} ⊂
[0, +∞]
lim
i→∞ (ti) = 0 implies limi→∞ ti = 0. (9)
Deﬁnition 2. Let  = sup{‖g(x) − g(y)‖x, y ∈L}> 0. Then the mapping  : [0, +∞] → [0, +∞] deﬁned by
(t) =
{
inf{‖x − y‖ |‖g(x) − g(y)‖ t }, t ∈ [0, )
lim
s→−
(s), t ∈ [,+∞]
is the reverse modulus of continuity of gradient g(x).
The nonmonotone F-rule deﬁned by Sun et al. is as follows:
2.1. The nonmonotone F-rule for line searches
Let M be a nonnegative integer. For each k, let m(k) satisfy
m(0) = 0, 0m(k) min[m(k − 1),M] for k1. (10)
Let k0 be bounded above and satisfy
f (xk + kdk) max
0 jm(k)
[f (xk−j )] − (tk), (11)
where  is a forcing function and tk = −gTk dk/‖dk‖. Set
xk+1 = xk + kdk .
Based on Deﬁnitions 1 and 2, Sun et al. proved that the nonmonotone Arimijo rule, the nonmonotone Goldstein rule
and the nonmonotone Wolfe rule are special classes of nonmonotone F-rule (see [16, Proposition 2.4]).
In what follows, we give our new nonmonotone F-rule for line searches. Let  ∈ (0, 1], M1 is a positive integer,
deﬁne m(k) = min[k + 1,M], choose
kr, r = 1, 2, . . . , m(k) − 1 and
m(k)−1∑
r=0
kr = 1.
Let k0 be bounded above and satisfy
f (xk + kdk) max
⎡⎣f (xk), m(k)−1∑
r=0
krf (xk−r )
⎤⎦− (tk), (12)
set
xk+1 = xk + kdk . (13)
Similar to Proposition 2.4 in [16], it is easy to see that the nonmonotone Arimijo rule, the nonmonotone Goldstein rule
and the nonmonotone Wolfe rule are special classes of our new nonmonotone F-rule.
It can be seen that our nonmonotone F-rule is slightly stronger than (11). However, with this new F-rule, we can
obtain the global convergence under weaker conditions.
3. Global convergence
In this section, we discuss the global convergence property of unconstrained optimization with the new nonmonotone
F-rule.
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Lemma 1. If xk is generated by (12, 13). Then we have
f (xk)f (x0) − 
k−2∑
r=0
(tr ) − (tk−1)f (x0) − 
k−1∑
r=0
(tr ). (14)
Proof. We prove (14) by induction.
If k = 1, from (12, 13), we have from 1 that
f (x1)f (x0) − (t0)f (x0) − (t0).
Assume (14) holds for 1, 2, . . . , k, we consider two cases:
Case 1: max[f (xk),∑m(k)−1r=0 krf (xk−r )] = f (xk), from (12, 13), we have:
f (xk+1) = f (xk + kdk)f (xk) − (tk)
f (x0) − 
k−1∑
r=0
(tr ) − (tk)
f (x0) − 
k∑
r=0
(tr ).
Case 2: max[f (xk),∑m(k)−1r=0 krf (xk−r )] =∑m(k)−1r=0 krf (xk−r ), let q = min[k,M − 1], again from (12, 13), we
have
f (xk+1) = f (xk + kdk)
q∑
p=0
kpf (xk−p) − (tk)

q∑
p=0
kp(f (x0) − 
k−p−2∑
r=0
(tr ) − (tk−p−1)) − (tk).
Using (0, 1, 2, . . . , q) × (0, 1, 2, . . . , k − q − 2) ⊂ {(p, r); 0pq, 0rk − q − 2}.∑qp=0kp = 1, kp, we
have
f (xk+1)f (x0) − 
k−q−2∑
r=0
⎛⎝ q∑
p=0
kp
⎞⎠ (tr ) − q∑
p=0
kp(tk−p−1) − (tk)
f (x0) − 
k−q−2∑
r=0
(tr ) − 
k−1∑
r=k−q−1
(tr ) − (tk)
= f (x0) − 
k−1∑
r=0
(tr ) − (tk)
f (x0) − 
k∑
r=0
(tr ).
This completes the proof. 
Now we establish the global convergence properties of optimization with our new nonmonotonte F-rule.
Theorem 1. Assume Assumption 1 hold, if the search direction dk satisﬁes condition (3). Then {xk} ⊆L and
lim
k→∞ ‖gk‖ = 0. (15)
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Proof. From Lemma 1 we know that xk ∈L for all k. Since f (x) is bounded below onL, hence Lemma 1 means

k∑
r=0
(tr )f (x0) − f (xk+1),
let k → ∞, we have

∞∑
r=0
(tr )<∞.
Hence, we have
lim
k→∞ (tk) = 0,
which means from Deﬁnition 1 that
lim
k→∞ tk = limk→∞
−gTk dk
‖dk‖ = 0.
Using condition (3) we deduce
lim
k→∞ (‖gk‖) = 0,
which implies (15) holds. The proof is completed. 
As a conclusion of this section, we consider the new nonmonotone memoryless quasi-Newton type methods:
xk+1 = xk + kdk ,
where k is generated by nonmonotone F-rule (12) and
dk = −B−1k gk, d0 = g0, (16)
where Bk is updated by the following Perry and Shanno formula:
Bk+1 = ‖yk‖
2
yTk sk
I + yky
T
k
yTk sk
− ‖yk‖
2
sTk yk‖sk‖2
sks
T
k (17)
with
sk = xk+1 − xk, yk = gk+1 − gk .
If we use reverse form Hk of Bk , then we can obtain the formula of Hk .
Hk+1 = y
T
k sk
‖yk‖2 I + 2
sks
T
k
yTk sk
− 1‖yk‖2 (yks
T
k + skyTk ) (18)
and then the next iteration can be written as
dk+1 = − B−1k+1gk+1 = −Hk+1gk+1
= y
T
k sk
‖yk‖2 gk+1 +
(
yTk gk+1
‖yk‖2 − 2
sTk gk+1
yTk sk
)
sk + s
T
k gk+1
‖yk‖2 yk .
The methods were originated with the work of Perry [11] and Shanno [13,14], and have been developed by many
researches, see [1,2] for example. Recently, Liu and Jing [9] analyzed the convergence of themethodwith nonmonotone
Z. Yu, D. Pu / Journal of Computational and Applied Mathematics 219 (2008) 134–144 139
Wolfe line search. In what follows, we will analyze the global convergence of the method with our new nonmonotone
method. Compared with [9], we obtain the strong convergence property (8) instead of the weak property (7).
Assumption 2. (1) f (x) is twice continuously differentiable,
(2) There exist positive constants c3, c4 such that
c3‖z‖2zTG(x)zc4‖z‖2,
where G(x) = ∇2f (x).
Lemma 2 (Powell [12]). Consider the iteration of form (13), if Assumption 2 holds. Then there exists a positive
constant c5 such that
‖yk‖2
yTk sk
c5, k = 1, 2, . . . .
Theorem 2. Let f (x) satisfy Assumptions 1 and 2, for any x0 ∈ Rn, B0 ∈ Rn×n symmetric positive deﬁned. Let {xk}
be an inﬁnitely sequence generated by memoryless quasi-Newton method with the rule (12), (13). Then (8) holds.
Proof. From Lemma 1, we have
f (xk)f (x0) − 
k−1∑
r=0
(tr ),
let k → ∞, from Assumption 1, we have
lim
k→∞ (tk) = 0.
Hence, according to Deﬁnition 1, we have
lim
k→∞
gTk Hkgk
‖dk‖ = limk→∞ tk = 0. (19)
By the update formula of Bk and Hk , we have
tr(Bk+1) = n‖yk‖
2
yTk sk
(20)
and
tr(Hk+1) = (n − 2) y
T
k sk
‖yk‖2 + 2
‖sk‖2
yTk sk
(21)
From Assumption 2, we have
yTk sk =
∫ 1
0
sTk G(xk + tsk)sk dtc3‖sk‖2,
from which and the Cauchy–Schwartz inequality, we have
yTk sk
‖yk‖2 
‖sk‖2
yTk sk
 1
c3
.
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Hence from Lemma 2, (20, 21) we have
tr(Bk+1)nc5, tr(Hk+1)n
1
c3
.
Since
‖dk‖2
gTk Hkgk
= ‖Hkgk‖
2
gTk Hkgk
 tr(Hk),
we have
(gTk Hkgk)
2
‖dk‖2 
gTk Hkgk
tr(Hk)
.
Since
gTk Hkgk
‖gk‖2
tr(Bk)
,
we have
(gTk Hkgk)
2
‖dk‖2 
‖gk‖2
tr(Bk)tr(Hk)
 c3‖gk‖
2
n2c5
.
Hence from (19), we get the desired result. This completes the proof. 
4. Numerical tests
In this section, we report the numerical results obtained for a set of standard tests problems. The following algorithm
model is a modiﬁed version Newton’s method in [6], here we replace the nonmonotone line search in Step 6 by our
new nonmonotone line search technique.
Algorithm model 1
Data: x0, Positive constant M , constant ε > 0, c6 > 0, 1 ∈ (0, 1),  ∈ (0, 1), m(0) = 1, k = 0.
Step 1: Compute gk , if ‖gk‖ε, stop, else computation the Hessian matrix Hk of fk , if Hk is singular, set dk =−gk ,
m(k) = 1 and go to Step 4.
Step 2: Compute dk = −H−1k gk, if |gTk dk|<c6‖gk‖2, set dk = −gk , m(k) = 1 and go to Step 4.
Step 3: If gTk dk > 0, set dk = −dk .
Step 4: Set  = 1.
Step 5: Compute f = f (xk + dk), let  ∈ (0, 1], choose
kr, r = 1, 2, . . . , m(k) − 1 and
m(k)−1∑
r=0
kr = 1.
If
f max
⎡⎣f (xk), m(k)−1∑
r=0
krf (xk−r )
⎤⎦+ 1gTk dk ,
set fk+1 = f, xk+1 = xk + dk , k = k + 1, m(k) = min[k + 1,M] and go to Step 1.
Step 6: Set  =  and go to Step 5.
Next we give the Perry and Shanno algorithm model (see [9]) with our new nonmonotone line search technique.
Algorithm model 2
Step 1: Given x0 ∈ Rn, positive constant M , constant ε > 0, c6 > 0, 1 ∈ (0, 1),  ∈ (0, 1), d0 = −g0, m(0) = 1,
k = 0.
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Step 2: Let  ∈ (0, 1], choose
kr, r = 1, 2, . . . , m(k) − 1 and
m(k)−1∑
r=0
kr = 1.
Set  = 1, m(k) = min[k + 1,M] if
f (xk + dk) max[f (xk),
m(k)−1∑
r=0
krf (xk−r )] + gTk dk
does not hold, set  := .
Step 3: Set xk+1 = xk + kdk and compute sk = xk+1 − xk , yk = gk+1 − gk .
Step 4: If ‖gk‖ε, stop.
Step 5: Update the matrix Hk by the Perry and Shanno formula
Hk+1 = y
T
k sk
‖yk‖2 I + 2
sks
T
k
yTk sk
− 1‖yk‖2 (sky
T
k + yksTk ),
set k := k + 1, compute dk = −Hkgk , if |gTk dk|<c6‖gk‖2, set dk = −gk , go to Step 2.
The algorithms has been tested on the following set of problems.
Problem 1. Scaled Rosenbrock function
f (x) = 100(x2 − x21 )2 + (1 − x1)2,
x0 = [−1.2, 1]T.
Problem 2. Wood function
f (x) = 100(x21 − x2)2 + (x1 − 1)2 + (x3 − 1)2 + 90(x23 − x4)2 + 10.1[(x2 − 1)2 + (x4 − 1)2]
+ 19.8(x2 − 1)(x4 − 1),
x0 = [−3,−1,−3,−1]T.
Problem 3. Powell singular function
f (x) = (x1 + 10x2)2 + 5(x3 − x4)2 + (x2 − 2x3)4 + 10(x1 − x4)4,
x0 = [3,−1, 0, 1]T.
The numerical experiments have been performed for M = 1.10. Typical parameters are c6 = 10−5, 1 = 10−3, = 0.5,
ε = 10−5, kr = 1/m(k), (r = 0, 1, . . . , m(k)− 1). In particular we report, for each problem the number ng of gradient
evaluations, the number nf of the function evaluations and the value f (̂x) of the objective function at the solution
found x̂.
For problem 1, Table 1 shows that the nonmonotone line search techniques with M = 2, 3, . . . , 10 are all better than
the monotone technique under algorithm model 1. Under algorithm model 2, although not all results of nonmonotone
technique are better than those of monotone technique, there exists a best M = 3, which means that the behaviors of
the nonmonotone technique depend on the choice of the parameter M .
Figures 1–3 shows the behaviors of {fk} for the casesM=1, 4, 10. From the ﬁgures, we can see that the nonmonotone
technique for problem 1 permits large step than that of monotone case.
For problem 2, Table 2 shows that the nonmonotone line search techniques with M = 2, 3, . . . , 10 are all better
than the monotone technique under algorithm model 1. Under algorithm model 2, some of the results of nonmonotone
technique are better than those of monotone technique, and there also exists a best one (M = 7) among them.
For problem 3, Table 3 shows for all M , the function sequence {fk} is descent monotonically under algorithm model
1, hence the results are independent on M . Under algorithm model 2, the nonmonotone line search techniques with
M = 2, 3, . . . , 10 are all better than the monotone technique.
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Table 1
Results for problem 1
M (A1) ng/nf f (̂x) (A2) ng/nf f (̂x)
1 21/28 3.7440e − 21 60/124 7.0378e − 16
2 19/27 8.3425e − 20 62/127 1.7700e − 13
3 19/27 8.3425e − 20 46/78 5.6257e − 13
4 15/22 1.8674e − 12 65/99 1.1584e − 13
5 15/22 1.8674e − 12 67/100 2.2657e − 11
6 15/22 1.8674e − 12 73/99 2.8215e − 12
7 15/22 1.8674e − 12 73/99 2.8215e − 12
8 15/22 1.8674e − 12 73/99 2.8215e − 12
9 15/22 1.8674e − 12 76/104 8.1686e − 12
10 13/19 8.1081e − 14 76/100 8.1803e − 12
0 5 10 15 20 25
0
5
10
15
20
25
Fig. 1. M = 1 for Algorithm 1.
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Fig. 2. M = 4 for Algorithm 1.
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Table 2
Results for problem 2
M (A1) ng/nf f (̂x) (A2) ng/nf f (̂x)
1 38/67 6.1558e − 16 140/183 3.0637e − 11
2 38/67 6.1558e − 16 127/166 4.7937e − 11
3 36/51 9.7771e − 15 127/156 3.4821e − 12
4 35/62 1.2084e − 14 140/177 2.6272e − 12
5 36/66 1.1041e − 15 153/190 4.8199e − 13
6 34/53 4.6715e − 16 161/201 3.4610e − 13
7 31/45 1.7486e − 15 118/140 1.3734e − 12
8 31/45 1.7486e − 15 220/262 2.1010e − 13
9 29/37 3.1698e − 16 213/260 3.6950e − 12
10 28/32 2.2741e − 19 213/260 3.6950e − 12
Table 3
Results for problem 3
M (A1) ng/nf f (̂x) (A2) ng/nf f (̂x)
1 35/36 2.0135e − 08 357/415 1.8171e − 10
2 35/36 2.0135e − 08 201/235 1.3280e − 09
3 35/36 2.0135e − 08 197/229 1.5518e − 10
4 35/36 2.0135e − 08 122/136 2.2829e − 09
5 35/36 2.0135e − 08 122/229 2.2829e − 09
6 35/36 2.0135e − 08 227/250 5.2056e − 09
7 35/36 2.0135e − 08 157/168 2.6327e − 09
8 35/36 2.0135e − 08 157/168 2.6327e − 13
9 35/36 2.0135e − 08 216/234 1.6598e − 08
10 35/36 2.0135e − 08 319/344 7.1843e − 09
0 2 4 6 8 10 12 14
0
5
10
15
20
25
Fig. 3. M = 10 for Algorithm 1.
5. Conclusions
In this paper, we propose a new nonmonotone line search technique for unconstrained optimization, and the global
convergence can be established underweaker assumptions than those of the existed nonmonotone line search techniques.
From the numerical results, we can see that the new nonmonotone technique is very effective.
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