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Abstract
This thesis describes and evaluates the Integrated Shape and Pose Model (ISPM), a novel tech­
nique for modelling the geometry of a 3D non-rigid object, such as a face, via images captured 
from various viewpoints. The ISPM can be trained on almost any set of images since it does not 
require images captured simultaneously from more than one view. This is advantageous over 
conventional techniques that impose such constraints on the training data.
The ISPM is built by transferring the object’s intrinsic shape from the view of each train­
ing image, to two basis views. This is achieved by first computing the Centred Affine Trifocal 
Tensor (CATT) between the view of each given image and the basis views, which implicitly 
encodes the 3D pose of the object. The object’s intrinsic shape is then transferred to the ba­
sis views by enforcing the epipolar constraints provided by the CATT followed by an affine 
alignment. This process (the Implicit Pose Alignment (IPA) algorithm) requires the mean basis 
view images, which are not initially known. Therefore, the generalized Procrustes alignment 
algorithm is extended, by employing the IPA algorithm to perform the alignment steps. The 
extended Procrustes alignment algorithm simultaneously generates the mean basis view images 
and achieves the required intrinsic shape transfer.
The key benefit of our approach is illustrated by the significant improvement in view- 
invariance and consistency in the ISPM’s modelling errors as well as its specificity, in compar­
ison to those of conventional image-based models. The ISPM is evaluated on four databases of 
real and synthetic face images containing variations in identity, expression and pose. Its various 
algorithms are also individually evaluated and their performance critically assessed.
Future work on incorporating grey-level values may also be possible and, is briefly ex­
plored. Our approach may also be of relevance to theories of human vision.
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Chapter 1
Introduction
  -   .......
This is the introductory chapter o f this dissertation. Here, we first discuss the problem we 
tackled and the aims o f our work. We then state the hypotheses on which we based our work 
and briefly describe the approach we followed. The contributions made by this thesis and the 
publications resulting from it are also highlighted. We also provide some helpful definitions, 
a description o f our notation and a list o f the most frequently used abbreviations. We end this 
chapter with a brief overview o f the remaining chapters and o f how they interrelate.
Over the past decade or so statistical shape modelling, via Principal Component Anal­
ysis (PCA), has been an active area of research in computer vision. Cootes and Taylor et 
al. [CTCG92, CTO la] have shown how Flexible Shape Models (FSMs) can be built to model 
a variety of objects and in particular the human face. The main limitation of this approach is 
that it assumes a near ffonto-parallel view and breaks down when the imaged object is allowed 
to rotate through a large angular range, in 3D, about axes parallel to the image plane. This 
limitation is a result of the fact that FSMs model changes in pose as shape variations.
Machine vision systems that utilize a two-dimensional (2D), view-centered representa­
tion of three-dimensional (3D) objects have recently become quite popular because they are 
sufficient for many purposes, while being computationally relatively easy to build. There is 
also evidence to suggest that view-based representations are used by the human visual sys­
tem [TWHG98]. In this approach, three-dimensional objects are represented by a linear com­
bination of two-dimensional images or line drawings. Ullman and Basri [UB91] developed 
this approach, for object recognition. They used line-drawings, whilst others have taken this 
concept further to the combination of images [PPHL98, HBOO, KB98b]. Ullman [U1196] and
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Hansard & Buxton [HBOO] have also shown how the linear combination coefficients can be 
related to the object’s pose or camera viewing angle. Although this technique produces very 
good, realistic-looking results for rigid objects, it breaks down when confronted with objects 
that can change shape.
1.1 The Problem
Apart from explicit 3D models, most previous models that represent images of 3D non-rigid 
objects either make use of a relationship between the 3D pose angle and the model parameters 
or model the changes in the object’s pose as variations in its shape. Fundamentally, however, 
variations of the viewpoint of an object’s pose are extrinsic degrees of freedom, whilst variations 
of its shape are intrinsic degrees of freedom. Therefore, the two should not be confounded 
since they are independent and though they may sometimes seem to be, they are in general, not 
correlated.
The main problem tackled by this Thesis is, thus, to build an image-based model, capable 
of geometrically representing images of a three-dimensional non-rigid object without confound­
ing the intrinsic shape variations with the extrinsic pose variations and in which 3D effects are 
implicit. Building an explicit 3D model would, of course, be an alternative. But we can avoid 
poorly conditioned 3D reconstruction steps by not doing so and therefore generate virtual im­
ages with less noise [AESP97].
1.2 The Aims
The main aim of this Thesis was to develop an image or view-based model of a non-rigid, 
three-dimensional object, such as the human face, that is capable of:
•  Dealing with relatively large viewpoint changes (for the face, up to around half-profile 
views);
• Providing a numerical representation of the imaged object in terms of its pose and shape 
(e.g. for the purpose of expression classification);
• Re-synthesizing the geometry of a new image of the modelled object, given a set of pose 
and shape parameters.
This Thesis, however, is part of a larger scale development project that aims to develop 
a far superior model, which can deal with larger changes in viewpoint and can also model 
the grey-level or colour values of the images. However, these aims are beyond the scope and
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timescale of this Thesis. Therefore, during our work, we concentrated mostly on modelling the 
geometry of images.
1.3 Main Hypothesis Statement
The main hypothesis statement of this thesis can be given as follows:
“It is possible to develop an image or view-based computer vision system capable of 
modelling the geometry of a non-rigid three-dimensional object, while allowing large pose 
variations but without confounding the intrinsic shape variations with the extrinsic pose vari­
ations”
There are a number of words and phrases in this hypothesis that require further clarifica­
tion. These are listed below:
• “it is possible”: means that it is possible to formulate the theory that would underlie such 
a system, and also that it is possible practically to implement such a system.
•  “image or view-based”: is used here, as an adjective to the ‘computer vision system’ to 
mean that it is a system that uses only 2D image data and, in particular, that it does not 
perform any form of 3D reconstruction.
•  “capable of modelling”: implies the capability of representing the data, via a param­
eterization that can be used to recover the original data to a high accuracy. How high 
the accuracy is will become clear as the work is developed and described, but the results 
obtained should not be less accurate than those obtained by use of existing methods.
•  “geometry”: is taken to mean the locations of the landmark points that are used to mark 
key points on the object being imaged.
• “non-rigid three-dimensional object”: is a 3D object (i.e. one that is not flat) that can 
change its shape. An example of such an object is a face.
• “large”: used, in this case, as an adjective to the noun ‘pose variations’, refers to a change 
in the imaged object’s pose, equivalent to views of a face from around the left-half-profile 
to around the right-half-profile.
• “pose variations”: are movements of the entire imaged object, relative to the observer 
(or camera). For example, for face images, these could be movements of the entire head.
•  “confounding”: refers to the mixing-up of two different effects (e.g. shape and pose 
variations) and not attempting to differentiate between the two.
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•  “intrinsic”: is used, as an adjective to the word ‘variations’, to refer to variations in 
the observed data that are caused by processes originating from the nature of the imaged 
object, such as for example changes in expression on a face, which are not affected in any 
way by external influences.
•  “shape variations”: are movements of parts of the imaged object, relative to other parts, 
and which are intrinsic (see above) to the object.
•  “extrinsic”: is used, as an adjective to the word ‘variations’, to refer to variations in the 
observed data that are or could be caused and/or influenced by, processes external to the 
imaged object, such as for example, the movement of the camera (or observer).
The problem tackled in this Thesis was approached in several stages. At each of these 
stages we first developed a viable sub-hypothesis and worked to evaluate it. These hypotheses 
provide the tools necessary to build the integrated hierarchical model capable of satisfying our 
main hypothesis statement given above. These sub-hypotheses are listed below.
1.3.1 Hypothesis #1
“It is possible to utilize the linear combination o f views technique to model the pose variations 
of a non-rigid 3D object by the use o f two flexible basis view images, whose shape variations 
are controlled by a multi-view flexible shape model”
In this hypothesis, too, there are a few words and phrases that, again, require further clar­
ification. Some of these, i.e. “it is possible”, “non-rigid 3D object”, “shape variations” and 
“pose variations”, have the same meaning as given in Section 1.3 above. The remaining words 
and phrases that require clarification are listed below:
•  “linear combination of views technique”: is the technique described later in Sec­
tion 2.5, which is capable of implicitly representing the pose variations of a rigid 3D 
object.
• “to model”: implies representing the data, via a parameterization that can be used to 
recover the original data to a high accuracy.
• “basis views”: are characteristic views of a 3D object that may be used, for example, 
in a manner roughly analogous to basis vectors, to span the view space of images of the 
object. As such, any other view of the object may be represented as a combination of the 
basis views.
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•  “flexible basis view images”: refers to images of the object of interest in different shape 
states, captured from the basis views. For example, for a face these would be images of 
different expressions captured from the (fixed) basis viewpoints.
•  “multi-view flexible shape model”: is the model described later in Sections 3.3 and 
5.1.1, which is capable of implicitly representing the shape variations of a non-rigid 3D 
object simultaneously from more than one view.
1.3.2 Hypothesis #2
“It is possible to extend the generalized Procrustes alignment algorithm in such a way that, 
given a set o f suitable training images, it can be employed simultaneously to compute the 
best two mean basis view images and implicitly to transfer the intrinsic shape o f the imaged 
object, from each of the training images to the two basis views”
Once again, there are a few words and phrases that require further clarification. In order to 
prevent duplication, we refer the reader to the sections above, for definitions of “basis views” 
and “intrinsic”. The rest of the words and phrases that require clarification are listed below:
• “it is possible”: also has the same meaning as given in Section 1.3 above, but also 
includes an expectation that the extended algorithm will converge.
• “generalized Procrustes alignment algorithm”: is an iterative algorithm employed to 
align a set of shapes into a common frame of reference. This process is described in 
Section 2.2 and in Algorithm 2.1 .
•  “suitable”: is used here, as an adjective to the ‘training images’, to imply that they (the 
training images) effectively sample the ensemble of all possible images; i.e. the training 
images have been selected in such a way that they are a representative sample of the entire 
ensemble of all possible images.
•  “the best”: is used, here, as an adjective to the ‘mean basis view images’ (see below), 
to mean that the linear combination of views technique (see Section 1.3.1) that utilizes 
these computed images as its basis views, provides the most accurate representation of 
the ensemble of images sampled by the training data that is possible within this approach.
• “mean basis view images”: are images of the mean shape, as seen from the basis views 
(see Section 1.3.1).
•  “implicitly”: means via processes that use only 2D image data and, in particular, that do 
not perform any form of 3D reconstruction.
1.4. O u r  A ppr o a c h 31
•  “transfer”: of the shape of the object from one view to another is assumed, here, to be 
done via transferring landmark points from one image to another, in a manner similar to 
that used in, for example, [HTM03, RM93, RM96].
1.3.3 Hypothesis #3
“It is possible by integrating a multi-view flexible shape model with the linear combination of 
views technique, to develop an image or view-based system capable o f modelling the geometry 
o f a non-rigid three-dimensional object, while allowing large pose variations but without 
confounding the intrinsic shape variations with the extrinsic pose variations.”
The implied meaning of “it is possible”, “image or view-based”, “capable of modelling”, 
“geometry”, “non-rigid three-dimensional object”, “large”, “pose variations”, “confounding”, 
“intrinsic”, “shape variations” and “extrinsic” are the same as given in the sections above, while 
the “multi-view flexible shape model” and “linear combination of views technique” are intro­
duced in Section 1.3.1.
The only remaining word that requires clarification here is “integrate”, which refers to 
some kind of linking of two independent models, so that they can be used together effectively 
to provide the required functionality.
1.4 Our Approach
Cootes and Taylor et al. developed a technique for combining two or more Flexible Appearance 
Models (FAMs) built on images taken from different view points [CWWTOO, CTO la]. Although 
they remove the extrinsic appearance (image geometry and image texture) variations resulting 
from changes in pose before coupling the two FAMs, the FAMs themselves confound (i.e. mix- 
up and do not attempt to differentiate between) the intrinsic and extrinsic appearance (image 
geometry and image texture) variations.
This approach (i.e that taken by Cootes and Taylor et al. [CWWTOO, CTO la]) of using two 
or more views of an object to represent images of the object captured from (almost) any view 
is reminiscent of the Linear Combination of Views (LCV) technique. The main difference is 
that the LCV technique is designed for modelling rigid objects. Koufakis and Buxton [KB98b] 
used a hybrid approach in modelling the human face, utilizing the LCV technique to model 
the rigid head movements and a separate Principal Component Analysis (PCA) technique to 
model the eyes and mouth. This enabled them to model some of the intrinsic (shape) and 
extrinsic (pose) parameters of the face separately by appropriately blending the two techniques. 
Such an approach, however, can only be applied to objects whose shape changes are localized.
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Movements of the jaw, for example, mean that this is not really the case for the human head.
We, therefore, looked to develop an integrated approach that uses an adaptation of a 
coupled-view Flexible Shape Model (FSM) [CWWTOO] to represent the shape of the entire 
face, from two (or more) different view-points, and uses a reformulated version of the Linear 
Combination of Views (LCV) technique to deal with pose variations. The resulting Integrated 
Shape and Pose Model (ISPM) will thus be an image or view-based model of a non-rigid three- 
dimensional object in which 3D effects are implicit. This means that, as in the LCV technique, 
the ISPM will be able to model 3D effects via 2D images, without recourse to a (typically less 
robust) 3D reconstruction of the imaged object. Building an explicit 3D model, of course, can 
be an alternative, but not doing so means that poorly conditioned 3D reconstruction steps may 
be avoided and therefore the virtual images generated will be less noisy [AESP97].
A survey into the nature of human perception of three-dimensional objects by Pe­
ters [PetOO] concludes that, though there are several arguments in favour of 3D object-centered 
representations [MN78, U1189], most of the strongest arguments favour a 2D view-centered 
approach [BE92, LPBP94] to the perception of 3D form. Peters [PetOO] also concludes that 
objects seem to possess characteristic views which facilitate recognition, at least in comparison 
to other views that do not, and that it is likely that novel views can be recognized by some kind 
of interpolation between previously experienced views. Attractive as this evidence is from the 
point of view of the main hypothesis of this Thesis, it must be noted that there is also strong ev­
idence that cortical processing of 3D objects operates in a hierarchical way from view-centred 
to object-centered representations [PetOO].
1.5 The Contributions Made by this Thesis
The main contribution made by this Thesis is the Integrated Shape and Pose Model (ISPM), 
which is the result of integrating an adapted version of a coupled-view Flexible Shape Model 
(FSM) with a reformulated version of the Linear Combination of Views (LCV) model. The
» i  ”
ISPM is a view-based model of a non-rigid, three-dimensional object in which 3D effects are 
implicit. It also does not, at any stage, confound the intrinsic shape variations with extrinsic 
variations. The intrinsic shape variations are modelled by the adapted coupled-view FSM inde­
pendently of the reformulated LCV model that represents the extrinsic shape variations (caused 
by changes in pose). The two individual sub-models are then linked, via two flexible basis view 
images, to form the hierarchical ISPM.
The LCV technique, as used in some of the literature (e.g. [KB98b, HBOO]), although 
being symmetric in the two basis view images utilized, is over-complete and missing some
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necessary constraints. However, owing to the fact that the LCV model is only a forward model 
and in particular a 2-to-l mapping (from the two basis view images to the third given view), the 
missing constraints are not of great significance, except that they possibly prevent the system 
from generating novel views without reference to an existing image [HBOO]. Since, in our 
case, wre required a two-way LCV model, and in particular require the inverse l-to-2 mapping, 
the missing constraints became vital. Therefore, we reformulated the LCV model in terms of 
multi-view geometry, and in particular in terms of die Centred Affine Trifocal Tensor (CATT). 
By doing so, we were able to identify all the constraints pertaining to the LCV technique.
As such, the resulting ISPM is one of the first implicit, view-invariant flexible shape 
models of a 3D non-rigid object which employs multi-view geometry techniques to represent 
changes in the object’s pose and utilizes statistical shape modelling techniques to model the 
object’s intrinsic shape. We also believe that the ISPM is the first image-based model to do so 
without confounding the intrinsic and extrinsic variations at any stage.
The work carried out for this Thesis has also produced four novel algorithms that have 
been tested and shown to work on four different databases of real and synthetic face images. 
These algorithms are briefly introduced next.
1.5.1 An Algorithm for Selecting the Basis Views
Given a set of images of a 3D non-rigid object in its various shape-states and captured from 
various viewpoints, this algorithm is designed to select two reference images from the entire 
set, in such a way that a Linear Combination of Views (LCV) model that employs the views of 
the two selected images as the basis views, best represents the given set of images.
1.5.2 An Algorithm for Enforcing a Shape Correspondence Between Two Images
This algorithm applies to the case where we have two images of a non-rigid object in different 
shape-states captured from different viewpoints. The algorithm is designed to enforce a shape 
correspondence between the two images by generating the average of the two shapes-states, in 
each of the views. For example, given two images of a face captured from different viewpoints 
and displaying different expressions, this algorithm generates the mean of the two expressions 
in each of the two views.
1.5.3 The Implicit Pose Alignment (IPA) Algorithm
The Implicit Pose Alignment (IPA) algorithm is designed to transfer the intrinsic shape from 
the arbitrary view of any given image to two other views (e.g. the basis views) defined by two 
reference images, without recourse to any form of explicit 3D reconstruction.
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1.5.4 The Extended Procrustes Alignment (EPA) Algorithm
The Extended Procrustes Alignment (EPA) algorithm is an extension of the Generalized Pro­
crustes Alignment (GPA) algorithm, and simultaneously computes the most suitable mean basis 
view images corresponding to any given set of images and implicitly transfers the intrinsic shape 
from each of the given images to the views defined by these mean basis view images.
1.6 The Significance Of This Work
The ISPM developed in this Thesis provides one of the first image or view-based techniques 
which allows view-invariant shape modelling of non-rigid 3D objects, such as the human face, 
without confounding the object's intrinsic and extrinsic degrees o f freedom.
We anticipate that the Integrated Shape and Pose Model (ISPM) resulting from this work 
will be useful in a variety of applications including, but not limited to:
• calculation of head pose,
•  view-invariant face recognition, and head tracking (e.g. to drive an animated avatar),
•  view-invariant expression recognition,
•  video compression over the internet or very low band width wireless links.
The approach may also be of relevance to theories of human vision and provide new pos­
sibilities for vision systems in Artificial Intelligence (Al).
1.7 Publications Resulting from this Thesis
In the course of the work described in this Thesis, six papers have been produced for publication 
at conferences and in journals. These papers reflect various stages in the development of the ap­
proach and of the algorithms described in detail in subsequent chapters. Thus, for example, the 
BMVC 2002 paper introduces the concept of the Integrated Shape and Pose Model (ISPM) and 
the CLARP (LNCS) 2003 paper describes the algorithm for enforcing a shape correspondence 
between two images.
• M. B. Dias and B. F. Buxton, Implicit, View Invariant, Linear Flexible Shape Modelling, 
To appear in Pattern Recognition Letters (Special issue of Advances in Pattern Recogni­
tion), Elsevier 2004.
• M. B. Dias and B. F. Buxton, Separating Shape and Pose Variations, To appear in Image 
and Vision Computing (Special Issue on BMVC 2002), Elsevier, 2004.
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• B. F. Buxton and M. B. Dias, The Principles of View Invariant, Image-Based Linear Flex­
ible Shape Modelling, invited paper, In Proceedings of the 5th International Conference 
on Advances in Pattern Recognition (ICAPR 2003), pp 19 - 24, December 2003.
•  M. B. Dias and B. F. Buxton, Estimating Bas-Relief angles, Illumination Direction and 
Surface Texture, In Proceedings of the 5th International Conference on Advances in Pat­
tern Recognition (ICAPR 2003), pp 383 - 386, December 2003.
• M. B. Dias and B. F. Buxton, Enforcing a Shape Correspondence Between Two Views 
of a 3D Non-Rigid Object, In Proceedings of 8th Iberoamerican Congress on Pattern 
Recognition, (CLARP 2003), A. Sanfeliu and J. Ruiz-Shulcloper (EDs.), LNCS Volume 
2905, Springer Verlag, Berlin, pp 163 - 170, November 2003.
•  M. B. Dias and B. F. Buxton, Integrated Shape and Pose Modelling, in Proceedings of 
the British Machine Vision Conference (BMVC 2002), pp 827 - 836, September 2002.
1.8 Definitions
Some of the terms we employ throughout this dissertation could, in general, have more than 
one meaning. Therefore, in this section we present our particular interpretation of the following 
words:
•  Appearance: The appearance of an object in an image refers to the combination of the 
geometry and texture (grey-level or colour values - see below) of the imaged object.
•  Corresponding images: Corresponding images refers to two or more images that are 
projections of the same 3D imaged object. Corresponding images would also be projec­
tions of the object in an identical shape state (i.e. they are images of the exact same object 
in a given, fixed shape-state, simultaneously captured from different viewpoints).
• Corresponding landmark points: Corresponding landmark points in two or more im­
ages, refers to the landmark points in each image, which are projections of the same 3D 
world points marked on the imaged object or scene (i.e. a correspondence in a stereo 
vision sense).
•  Pseudo-Inverse: The pseudo-inverse, X, of a rectangular m x  n matrix A, is the unique 
minimal Frobenius norm solution [GVL96] to the problem
min  | |A X - Im[|F V X e R mxn , 
where Im is the m x m identity matrix.
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•  Texture: The texture of an image refers to the pixel values, which could be grey-level or 
colour values depending on the type of image being used.
•  View/Pose: We will not make a distinction between a view of an object and its pose, 
since variations in either cause the same effects in a captured image.
1.9 Notation
We make use of the following notation throughout this Thesis:
•  Scalars: are represented as non-bold lower-case letters, such as 6, A.
•  Column-Vectors: are represented as bold lower-case letters, such as x.
•  Matrices: are represented as bold upper-case letters, such as X.
• Matrix Inverse: is represented as X-1 .
•  Matrix Transpose: is represented as Xr .
•  Matrix Pseudo-Inverse: is represented as X+.
•  Subset of Stable Points: is represented as X. Note that the ‘subset o f stable points' 
represents a rigid sub-object and is defined in detail in Section 4.3.
1.10 Abbreviations
The abbreviations used most frequently in this Thesis are given here. It is intended to serve as 
a quick reference in order to make the Thesis more easily read.
•  CATT: Centred Affine Trifocal Tensor
• EPA: Extended Procrustes Alignment
•  FAM: Flexible Appearance Model
•  FSM: Flexible Shape Model
• FTM: Flexible Texture Model
•  GPA: Generalized Procrustes Alignment
•  IAPM: Integrated Appearance and Pose Model
•  IPA: Implicit Pose Alignment
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•  ISPM: Integrated Shape and Pose Model
•  LCV: Linear Combination of Views
• PCA: Principal Component Analysis
1.11 The Structure of this Dissertation
The aim of this section is to provide an overview of the components of this dissertation and to 
explain how they interrelate. This dissertation begins in detail in chapter 2, which is a review 
of the current state-of-the-art in modelling the shape variations of an image caused by intrinsic 
and extrinsic effects. It is intended to locate the principal contributions of this Thesis within 
the context of previous research. The following chapters (Chapters 4 and 3) describe, in detail, 
the novel algorithms resulting from this Thesis. Chapter 5 introduces the Integrated Shape and 
Pose Model (ISPM), which is the main contribution of this Thesis. The ISPM is evaluated 
in Chapter 6. This dissertation concludes with a summary of our integrated shape and pose 
modelling techniques in Chapter 7. We also make use of the final chapter (Chapter 7) to provide 
our Thesis conclusions and refer to some possible avenues for future research work in this area. 
Several appendices, which provide information supplementary to the main Thesis Chapters, and 
the Bibliography follow at the end.
Chapter 2
Literature Review: Implicitly Modelling the 
Shape of a 3D Non-Rigid Object
*       - -■ ■■— —  ■     —
The shape o f a 3D non-rigid object as seen in a given image varies as a result o f intrinsic 
and extrinsic processes. The intrinsic shape variations are caused by physical changes in the 
object itself The extrinsic shape variations, on the other hand, are caused by the change in 
view-point o f the camera that captures the image relative to the object (i.e. o f the observer 
relative to the object). Apart jrom explicit 3D models, the current state-of-the-art systems that 
implicity model the shape o f a 3D object, in image-space, only deal with one o f these aspects 
(i.e. extrinsic or intrinsic variations only.) This chapter provides a critical review o f these 
systems and is used to locate this Thesis within the context o f previous research.
A number of ways of modelling the variations in the shape of objects in computer vision 
have been developed in the past decade or so. Some early attempts [YCH92] used templates 
defined by a small number of parameters to model the geometrical variation of the size and 
shape of images of simple objects such as the human eye. Very recently, Faugeras and co­
workers [CFK03] have introduced infinite-dimensional models based on the development of 
a differentiable distance metric. One of the most important steps forward, however, in the 
modelling of the size and shape of imaged objects was made in 1992 when Cootes and Tay­
lor [CTCG92] used point distribution models. These models are based on the characteristic 
variation of the relative location of a number of landmark points on an object. They have 
been used very successfully to describe a wide variety of shapes from mechanical parts such 
as resistors, human body parts such as bones, hands and faces, to the silhouettes of walking
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people [BH94]. At the same time, these models have been used in higher dimensions to charac­
terise organs in medical imagery [DTCT02, CHT95, CBET99, CTO lb], the human face in 3D 
stereophotogrammetric scans [HBH01], the human torso [TBRB03], and even the whole human 
body [ACP03]. In order to comprehend these models it is essential to understand the fundamen­
tals of Principal Component Analysis (PCA) and the Generalized Procrustes Alignment (GPA) 
algorithm. These are explained in some detail next.
2.1 Principal Component Analysis (PCA)
Principal Component Analysis (PCA) [Jac91, J0I86] is a statistical analysis method that enables 
us to represent most of the variation (e.g. ~  95%) observed in a set of data, which is charac­
terized by a huge number of parameters, using a relatively small set of different parameters. 
The percentage of the observed variation to be retained can be selected manually [CTOla] or 
automatically [MinOl]. PCA can also be described, very crudely, as a dimensionality reduction 
tool that uses the best linear model, in a least-squares sense, to perform the mapping between 
the two spaces; one of a very high dimension and the other of a much lower dimension.
In PCA, we first construct a data-vector, x , which consists of all the parameters that 
characterize the properties of the training data that are of interest. For example, here we will 
assume that the training data is a set of images of an object, whose shape can be characterized 
by a set of n control points. The data-vector representing the ith example, x*, then consists of 
the 2 n  coordinates, (xi(j),yi(j)), (j =  1, . . . ,  n), of the control points as follows:
The data-vector, x, could also contain the pixel grey-level/colour values of the images, if the 
objective were to model the texture variations, or any other appropriate variables that could be 
used to describe the property of the data that we wish to model.
Given the vector representation in equation (2.1) and m  examples, i =  1 , . . . ,  m, in the 
training data set, we compute the mean vector x as follows:
We then compute the deviations, (x^  — x), from the mean and construct the scatter matrix (also 
sometimes known as the sample covariance matrix), S, which in this case is a 2n x 2n matrix 
and is given by,
Xi =  (x j( l) ,- --  ,Xi(n),yi(I),--  - ,yi(n))T . (2 .1)
(2.2)
(2.3)
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Next we compute the eigensolutions of S. This can be done directly by computing the 
eigen-decomposition of S. In some cases, as described in Appendix A, this can be accomplished 
via an equivalent eigen-decomposition of a corresponding smaller matrix. At this point it is 
important to note that the scatter matrix, S, is positive semi-definite and hence that all its eigen­
values, Ai > 0. Therefore, we may order the eigenvalues and number them as Ai, A2, . . . ,  A^ 
such that Ai > A2 > . . .  > Aiv > 0, where TV is the number of elements (here TV = 2n) in the 
data-vector, x*. The corresponding unit eigenvectors are then given the same subscripts and we 
will represent them here by the symbols pi? p2, . . . ,  pN. Thus we have,
Spa =  AaPa, Aa > Aa+i >  0, p£pa =  1 Va & p^p6 =  0 Va ±  6 . (2.4)
As usual [Jac91], the eigenvectors form an orthonormal set of vectors (i.e. they are, or may 
be chosen so as to be, mutually orthogonal and have norm 1 - see Equation (2.4)) which spans 
the TV-dimensional space of the components of the data-vectors \ t. Therefore, by taking the 
mean, x, of the data-vectors, X ;, over all the training examples, i = 1 , . . . ,  m, and adding a linear 
combination of the eigenvectors, pa, to the mean, we can reach any point in this TV-dimensional 
space; i.e. if x is any point in this TV-dimensional space, there exist scalars b\ , . . . ,  bjy, such that
N
x =  x +  ^ & iP i  • (2.5)
i=1
The trace, tr(S), of the covariance matrix, S, is equal to the mean sum of the squared differ­
ences, which represents the mean total variation of all the elements of the data-vector, x*, over
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Figure 2.1: A plot of Aj Vs j  for an FSM built on face images labelled with 19 landmark points 
=>■ 38 coordinates (taken from [DiaOO]).
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all the examples in the training data set, and is equal to the sum of all the eigenvalues, i.e.:
N
tr( S) =  £ A * .  (2.6)
k=1
It follows from the orthonormality of the eigenvectors pfc that the eigenvalues Ak describe the 
variances of the components b/- of the data and that the b* are mutually uncorrelated. This 
means that the eigenvector corresponding to the largest eigenvalue describes the most significant 
way in which the variables used to derive the covariance matrix (i.e. the x*) vary. Figure 2.1 
shows a table and plot of the eigenvalues of a scatter matrix, which was constructed from data- 
vectors containing the 38 coordinates of 19 landmark points that were used to describe the shape 
of a face.
As seen in Figure 2.1 we now have a set of decreasing eigenvalues whose total is bounded 
above by the trace of S (Equation (2.6)). In the specific case shown in Figure 2.1 the small­
est two eigenvalues were identically zero owing to the fact that two degrees of freedom were 
removed from the allowed variations during a pre-processing step (which performed a shape 
alignment). However, most of the variation observed in the training data can usually be ex­
plained by even fewer dimensions. Thus, a linear combination of a relatively small number, t, 
of the eigenvectors (or principal components or modes of variation as they are often known) 
may be used to represent the training data to high accuracy. One method for calculating t is 
to choose the smallest number of eigenvectors such that the sum of their variances (i.e. the 
sum of their corresponding eigenvalues) explains a sufficiently large proportion of At, the total 
variance of all the variables, where
N
AT =  X >  =  tHS) • (2.7)
k=1
Thus, t  is chosen as the minimum value of g such that the equation,
is satisfied. Here /  is a predetermined precision in the range [0,1] that determines the accuracy 
of this PCA representation of the data (Equation (2.1)) and is usually chosen manually. The 
number of eigenvectors used can also be selected automatically, for example, by interpreting 
PCA as density estimation and using Bayesian model selection to estimate the true dimension­
ality of the data [MinOl],
Any data-vector in the training data set can thus be approximated using the mean and a
(2 .8)
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linear combination of the selected t eigenvectors using the following equation1:
t
x ^ x  +  ^& ip*  . (2.9)
i=1
This is a Least Mean Square (LMS) approximation of x which can be written in matrix-vector 
form as follows:
x =  x +  Pb , (2.10)
where,
p  =  (Pi,P2»---»Pt) > (2-ii)
is the matrix of the first t eigenvectors, and
b =  (6i,52, . . . , 6 t)7’ , (2.12)
is a vector of the linear combination coefficients. It is also necessary to note that, by definition 
(Equation (2.11)), P is an N  x t matrix and hence is, in general, not square. Thus, in general, 
P -1 is not defined. However, since the eigenvectors are orthonormal (Equation (2.4)), it is 
possible to use the t x N  matrix, PT, which is given by
Pr  =  ( p r . P a . - - - . P f ) T . (2-13)
to project out the coefficients required to parameterize a new data-vector, x, as given below:
b =  PT(x — x) . (2.14)
This is the LMS solution for b.; i.e. the solution of equation (2.9) that gives the least mean 
square error residual.
Equation (2.10), allows us to generate new examples of the data by varying the linear 
combination coefficients, bk, within suitable limits, so that the new examples will be similar to 
those in the training set.
The principle components constructed in this way are uncorrelated and define the best 
linear model (2.10) in a least mean squares sense [J0I86]. However, the components are not 
statistically independent unless the data is Gaussian. If the data is Gaussian, the linear combi­
nation coefficients, bk, are linearly independent, though there may be some statistical non-linear 
dependencies still present. We can plot these coefficients against each other to show that, over 
the training set, there are no linear statistical correlations between them. As illustrated in Fig­
ure 2.2 and explained by Cootes and Taylor [CWWTOO], a lack of structure in the resulting 
scatter plots suggests that the coefficients are independent.
1 If the pi were specified by a user, equation (2.9) would be akin to factor analysis.
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Figure 2.2: A plot of b\ Vs. 62 for a training set of (a) resistor shapes (taken from [CTCG92]) 
and (b) slices of the brain stem (taken from [CT97]).
In order to ensure that equation (2.10) generates plausible examples of the data, we need 
to constrain the linear combination coefficients, bk via their distribution p(b) over the training 
set. If we may assume that the bk are independent and Gaussian, we have [CTO la]
log [p(b)] =  T~ +  6 ’ (2-15)
2 *=i Ai
where e is a constant. In this case, we can either apply suitable limits to each bk via, for 
example,:
- 3 y /r k <bk <3 0 ^  , (2.16)
or we may constrain b to be in a hyper-ellipsoid via [CTOla]
( g g ) ^ .  (2.17,
The value of Mt is usually selected via the x 2 distribution. Hutton et al. [HBH03] have also 
shown how we can use whitening to ensure that the examples generated by (2 .10) are sampled 
with the correct probability.
Although a Gaussian approximation may work well for a vide variety of examples, it isn’t 
appropriate for non-linear shape variations. If the data is non-Gaussian, modes of variation with 
a greater degree of statistical independence (ICA [HKOOl]) may be defined by use of a variety 
of information theoretic measures [BS95]. Non-linear generalizations of (2.10) may also be 
defined, for example, by means of kernel methods [SSM98] and have been used in computer 
vision, mainly for face image analysis [RGP99a, RGP99b, GPR02].
2.2 Generalized Procrustes Alignment (GPA)
Whatever modes of variation are used (PCA, ICA, non-linear, etc.), the training examples are 
generally aligned prior to computation of the scatter matrix in order to ensure that they only
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describe the desired shape variations. If object size and shape variations are to be modelled, the 
alignment usually consists of rigid rotations and translations (i.e. Euclidean transformations). 
If a shape space is to be constructed [DM98] scale changes are removed during the alignment 
step to eliminate the size variations. In either case, provided there are no missing landmark 
points the best mutual alignment of the training data may be determined via the Generalized 
Procrustes Alignment (GPA) algorithm [Gow75, Goo91].
Suppose we have a set of images of an object, such as a face, in different positions, ori­
entations and/or scales (caused by movements of the object relative to the camera) and also in 
different shape states (e.g. a face displaying different expressions). For a hypothetical example, 
see Figure 2.3. The main aim of the GPA algorithm is then to eliminate what we call the ex­
trinsic shape variations. These are the perceived changes in the shape of the object, caused by 
variations in its position and/or orientation relative to the camera or observer. For example, if 
we wish to analyze the shape variations of the object via these images, we would not want two 
faces displaying identical expressions to be considered as having a different shape, purely on 
the grounds that one was rotated 90° compared to the other. Thus, it is desirable to be able to 
align (e.g. translate, rotate and/or scale) all the images in such a way that the only difference in 
feature or landmark point positions are due to physical changes in the shape of the object (e.g. 
for a face, the mouth/eyes opening and closing). These actual physical changes in the shape of 
the object are known as the intrinsic shape variations.
Assume that we begin with a set of images, X* (i =  l , . . . , m )  with landmarks 
( x { j  =  1 , . . . , n, written in matrix-form as
Xi = (2.18)
a?i(l) Xi( 2) ••• Xi(n) 
y i (  1) 2/i (2) ••• yt(n)




Figure 2.3: A few example shapes from a hypothetical training set of faces.
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that we can use transformation matrices (see equation (2.19)) in the usual way. 
The GPA algorithm generally finds the similarity transformations T*:
T ip y  =
ri cos 9i —ri sin 6  i tXi
Xi +
ri sin $i Vi cos 6 i
.  t y i  .
(2.19)
(i.e. a scaling of r*, a rotation of 0* and translations txi and tyi in the x and y directions, 
respectively, for each image) that minimize the total squared Procrustes error [Gow75, Goo91]:
A2 = i £ ™ - T^ ])2 • (2.20)
As it stands, in Equation (2.20), A2 is not a metric, as it is invariant to a global transformation, 
T, of all the images:
A2 =  ^ 3  £ (T i[X i] -  Tj[Xj])2 =  ~  ^(T ilT lX i]] -  I ^ T p y )2 . (2.21)
i^j i^j
Hence, the frame of reference in which A2 is to be computed is not defined. However, as shown 
in Appendix B [Gow75]:
1 m




X = - V ' ( T i [Xi]) .
t=i
(2.23)
This definition of A2 would be well-defined, if we knew the mean image, X, at the start. How­
ever, since this is not the case, even this version of A2 is not well-defined. In this case, however, 
we can proceed by selecting a reference image (e.g. one of the original images) as an estimate 
of the mean. Making such a selection defines the frame of reference of the mean in terms of its 
position, scale and orientation and, by doing so, defines a frame of reference in which we may 
compute A2. Since, A2 is invariant to a global transformation applied to all the images, the 
choice of reference frame is irrelevant in principle (but in practice this is not the case as can be 
seen in Figure 2.8). Therefore, alternatively, we could select a random position, orientation and, 
to a certain extent, scale for the mean, which would also provide us with a frame of reference 
in which we may compute A2.
In general, A2 may be minimized via a simple iterative four-step algorithm [CTOla] as 
given in Algorithm 2.1 .
Figure 2.4 shows the results of applying the GPA algorithm to a set of irregular hexagons. 
It can be seen that the corresponding vertices of the hexagons have been drawn closer together 
and towards their mean. However, since the intrinsic shapes of the original hexagons were
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The GPA Algorithm
1. Pick one of the examples (say i =  1) as the reference (Xref) and align all 
the remaining examples to it
2. Compute the ‘mean ’, X, of the aligned set of images (Equation (2.23)).
3. Align the current mean (X) to the reference (Xref) to get a ‘new’ mean.
4. Align all the remaining examples to the ‘new mean ’generated from step 3.
We repeat steps 2, 3 and 4 until the difference between consecutive estimates 
of the mean is smaller than some given tolerance. Here, aligning X{ to Y, refers 
to the process of computing the transformation T* such that \\Y — Ti[Xj]||2 is 
minimized.
Algorithm 2.1 : The Generalized Procrustes Alignment (GPA)Algorithm.
different, the corresponding vertices do not converge to a single point. This shows that the 
GPA algorithm aligns the shapes, without destroying their intrinsic shape information, i.e. the 
hexagons are aligned in such a way that they look as much alike as possible, while preserving 
their relative shape differences.
The idea underlying the GPA algorithm is thus to remove as much extrinsic variation as 
possible so that we may proceed to build a model that represents the intrinsic shape of the im­
aged object. What constitutes extrinsic variation is usually obvious; for example, rigid transfor­
mations that are equivalent to choice of a co-ordinate frame of reference. In image processing, 
especially where the magnification of an image may be altered or where the distance of an ob­
ject from the camera is unimportant, scale is also often regarded as an extrinsic variation. All 
such variations can be removed via similarity transformations. It is less immediately obvious, 
however, what to do when the data consists of a set of images of an object, such as a face, 
captured from various viewpoints. In this case, the pose variations owing to rotations of the 
3D object about axes parallel to the image plane generate perceived (i.e. extrinsic) shape vari­
ations, which cannot be removed by the GPA algorithm. The main limiting factor that inhibits 
the GPA algorithm in this way is the group of transformations used to perform the necessary 
alignments. The similarity group of transformations (Equation (2.19)), which only deals with
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(a) (b) (c) (d)
Figure 2.4: An example of a set of irregular hexagons being aligned via GPA. (a) and (b) show 
the original and aligned hexagons, respectively, overlaid with the mean shown as a thick white 
hexagon, (c) and (d) show the vertices of the original and aligned hexagons, respectively, where 
the larger white points are the vertices of the mean hexagon.
translation, orientation and scale, is frequently used to align centred images, in implementations 
of the GPA algorithm. With such a transformation, a full pose alignment cannot be expected. As 
described in Appendix C, even utilizing the affine group of transformations does not empower 
the GPA algorithm to overcome this limitation.
Thus, in such cases the extrinsic shape variations caused by view transformations remain 
‘mixed up ’ (or confounded) with the intrinsic (physical) shape variations. This, for example, 
frequently causes the first few modes of a Flexible Shape Model (FSM) built for faces, using 
images aligned via the GPA algorithm, to model head movements mixed with changes in ex­
pression such as the opening and closing of the mouth. This can be seen in the example given in 
Figure 2.5. Ideally this effect should be avoided, since pose variations should not, in principle, 
be modelled as shape variations.
Figure 2.5: An example of the shape variations represented by the first mode of an FSM built 
on face images aligned via the GPA algorithm.
However, in the absence of view/pose variations (i.e. for images taken from a fixed view) 
the GPA algorithm works remarkably well and converges very quickly. Thus, it is widely used 
as a pre-processing step when building models, such as the FSM, which model the intrinsic 
shape variations of an imaged object.
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2.3 Flexible Shape Modelling
The Flexible Shape Model (FSM), which was the brainchild of Cootes and Taylor [CTO la] in 
1992 [CTCG92] opened up a whole new approach to modelling the variations in the shape of 
objects in computer vision. This model has been used very successfully to describe a wide 
variety of imaged objects ranging from industrial parts to human body organs. The underlying 
concept of the FSM is the application of Principal Component Analysis (PCA) to determine the 
characteristic variation of the relative location of a number of landmark points on an object.
Figure 2.6: Examples of landmarks placed on images of a face.
Initially, a set of sample images that sufficiently represent the possible shape variations 
is collected. These images are known as the ‘training images’ or the ‘training set’. Next, 
landmark points that mark the position of key features of the imaged object are located on 
each of the training images. Generally, the landmark points are manually placed on the im­
ages [CTOla, RPGOO, DB02]. Some examples from [DB02] of images of a face with manu­
ally placed corresponding landmark points (as defined in Section 1.8) are given in Figure 2.6. 
Davies et al. [DCTT01] have also developed an efficient alternative method that automatically 
defines corresponding landmark points across a set of shapes, by posing the problem as one 
of minimizing the description length of the FSM. In either case, the landmark points are then 
used to align the training images to their mean shape, via the Generalized Procrustes Alignment 
(GPA) algorithm, as explained in the previous section (Section 2.2). As described in Section 2.1, 
PCA is then employed to analyze the shape variations of the object.
Each image is, for this purpose, represented as a data-vector, x*, containing the coordinates 
of the landmark points, as given in Equation (2.1). PCA provides a mean vector, x, and a matrix 
of principal components, P, which we can use to represent any image (which is a member of the 
ensemble of images sampled by the training set) via a column-vector, b, of linear combination 
coefficients as given in Equation (2.10). In the context of the FSM, the elements of b are known 
as the shape parameters. These shape parameters can be recovered/extracted from a given image 
via Equation (2.14).
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The first eigenvector, pl5 (i.e. the one corresponding to the largest eigenvalue, Ai) codes 
the direction of maximum variation in shape of the imaged object. The second codes the direc­
tion of the maximum variance in shape, after the variations accounted for by the first eigenvector 
have been removed, and so on. These directions of shape change are known as modes of varia­
tion, the first mode being the direction encoded by the first eigenvector, etc. The modes of shape 
variation encoded by a given eigenvector can be visualized by forming images of the form
xajb =  x +  a(V%)P6 > (2.24)
for a G [—3,3] and for a given eigenvector/eigenvalue pair, p /^A*,. Examples of these mode im­
ages, xa {), corresponding to the first, second and third eigenvector/eigenvalue pairs (i.e. show­
ing the first, second and third shape modes) for a =  —3,0,3, for images of both hands and 







Figure 2.7: First, second and third modes of (left) an FSM built on images of a hand and (right) 
one built on images of a face (taken from [CTOla]).
Although all such variations in the shape of non-rigid 3D objects, such as a face, have 
been very successfully modelled, in image space, as described above by Cootes and Taylor et 
al. [CTCG92, CT94, CTO la], there are several objections to such an approach:
(/) the range of variation of viewpoint that can be encompassed in a linear model is limited, 
for example for a face to less than ±45° from the frontal view [CWWTOO],
(ii) the variation due to change of viewpoint may be much greater than that due to intrinsic 
degrees of freedom, such as, for a face, expression changes,
(iii) it confounds intrinsic and extrinsic variations that should be separated and modelled 
independently [DB02],
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(iv) the correct view transformations between corresponding points in such a set of images are 
known, may be represented by the fundamental matrix and multi-focal tensors [HZOO], 
and should be used.
The first, (i) , is a practical limitation and can be alleviated, for example for a face, by using 
a non-linear model [RGP99a, GPR02] or by building a model that couples training data from 
frontal and side views [CWWTOO]. The second, (ii) , means that the effects of greatest interest, 
such as identity or expression for a face, may be swamped or less well represented in the model 
than they might otherwise have been, e.g. by having to use unnecessarily high order components 
that will be more sensitive to noise than lower modes of variation.
The third, (iii) , may mean that some modes may mix-up different types of variation, 
leading to modes that represent different effects. This can be seen, for example, in the modes of 
the face model given in Figure 2.7. Here, in the first mode, for example, vertical movement of 
the head (which is extrinsic) is mixed up with the opening and closing of the mouth (which is 
intrinsic to the face). Thus, in this example (Figure 2.7), representing a face with an open mouth 
would be pose-dependent, with faces looking upwards represented better than faces looking 
downward. As illustrated by the graphs in Figure 2.8, in the FSM there remains (for whatever 
choice of basis view) a systematic variation of the reconstruction error with pose angle.
This suggests that there is an effect which depends on the pose (angle) that hasn’t been 
modelled. This conclusion is reinforced by the fact that the dependence on pose angle is greater 
for (what appears to be) “poor” choices of the reference view.
The final objection, (iv) , is theoretical, but perhaps understandable. Although the elu­
cidation of multi-view geometry and its application [HZOO, FPZ03, WZ02, FZ02, Sha97] has 
been one of the successes of computer vision research, the mathematical formulations used can 
present a considerable barrier to wider use of this work [FLP01, Fau94, TM99], In addition, 
techniques based on perspective projective geometry can be difficult to implement in a manner 
that is numerically stable and insensitive to noise or errors. In particular, mapping images of a 
3D object (such as a face) onto one another requires use of the trifocal tensor, which introduces 
non-linear transformations that can pose formidable mathematical and computational problems. 
However, under a wide range of weak or para-perspective (affine) imaging conditions, the trans­
formations induced by the trifocal tensor reduce, with high accuracy, to linear mappings. Thus, 
in such situations, it should be possible to model view transformations correctly via the affine 
trifocal tensor.
In order to overcome the view-range limitation of the FSM, Cootes and Taylor et 
al. [CWWTOO, CTO la] developed a technique for coupling two (or more) FSMs. This tech-
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Figure 2.8: Results from an FSM used to reconstruct a set of (left) synthetic and (right) real 
images of a face. In each case the RMS reconstruction error is plotted against the pose angle 
of the images. The different results were generated by selecting, as the reference image in the 
GPA algorithm, an image of the face with the largest (bottom row), the smallest (top row) and 
the mean (middle row) pose angle.
nique is described next.
2.4 Coupled-View Flexible Shape Modelling
The shape of an object in a 2D image can change dramatically as the viewing angle (or object 
pose) changes. As discussed in the previous section (Section 2.3) the FSM is unable to deal with 
such pose variations if they are greater than ~  45° either side of the frontal view [CWWTOO]. 
In the past, researchers have followed three general approaches to overcoming a view-range 
limitation such as this [CTOla]:
(0 Building explicit 3D models [VB98, FM98, PSS99],
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(ii) Introducing non-linearities into the implicit 2D models [MN95, RGP99b, RPGOO,
(iii) Employing a set of 2D models that represent the object of interest from several view­
points [MP94, Kru97, WFKdM97].
Opting for the third approach, Cootes and Taylor et al. developed a technique for combining 
two or more of their very successful Flexible Appearance Models (FAMs) built on images 
taken from different view points [CWWTOO, CTO la]. There is, however, no literature relating 
explicitly to coupled-view flexible shape modelling. Thus, in this section we discuss how the 
concepts of the published work on coupled-view flexible appearance modelling [CWWTOO, 
CTO la] can, in principle, be employed to build an equivalent shape model.
In order to build one of these coupled-view models, we require images of the object of 
interest, simultaneously captured from two or more different view-points. This is necessary 
in order to establish an image correspondence and can, for example, be achieved by use of 
a mirror [CWWTOO] or a synchronized multi-camera (or in this case stereo) imaging sys­
tem [SBB02]. Once the two sets (say) of corresponding images are captured, two separate 
FSMs are built, one for each set of images. These two FSMs are then coupled together, via their 
shape parameters, to form the coupled-view FSM.
In analogy to the coupled-view appearance modelling technique employed by Cootes and 
Taylor et al. [CWWTOO], we would remove the portion of the shape model parameters that 
represent the variations caused by changes in pose, prior to combining the two individual FSMs. 
For this purpose, the variation in pose is estimated as
were 6 is the pose angle, and bo, bx and by are constant vectors estimated from the training 
data via regression. This is done separately for each individual FSM (i.e. each FSM will have 
its own bo, bx and by). Equation (2.25) is derived from the fact that, under an affine projection, 
the landmarks trace circles in 3D which are projected to ellipses in 2D [CWWTOO, CTO la] and 
the fact that the shape parameters are linearly related to the 2D landmark points. Unfortunately, 
this step inherently requires prior knowledge of the pose of the object (0) in each training image 
and, in the form presented, is limited to changes in the relative orientation of the object about a 
single axis parallel to the image plane.
The estimated pose contribution, bpoSe, is then removed from the shape parameters, b, of 
each FSM, to form what Cootes et al. [CWWTOO] call the residual vector:
GPR02],
bposeiQ) =  bo +  bx cos 6  +  by sin 0 , (2.25)
r — b b p o s e  . (2.26)
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Within the context of this thesis, bpose effectively represents the extrinsic shape variations, while 
the residual vector, r, represents the intrinsic shape variations. Significantly, in this modelling 
technique the extrinsic shape variations are separated from the intrinsic ones after the models 
(i.e. the individual FSMs) are built and hence is carried out in terms of the model parameters, 
rather than by using the landmark points themselves.
Now we use to represent the residual vector for the ith image of the object in view k. 
In this case k =  1,2 for the two views from which the images were simultaneously captured. 
The next step would then be to couple the two FSMs by concatenating r*i and to form a 
combined parameter vector
j i = ( rS i rS ) T ■ (2.27)
Finally, PCA is applied to the Any vector, can then (as described in Section 2.1) be 
represented via the model mean, j, the corresponding principal component matrix, P', and a 
vector of coupled-view model parameters, b':
j ^ j  +  P'b' . (2.28)
This is the coupled-view FSM equivalent to equation (2.10) used in the case of the individual 
FSM. A schematic diagram is provided in Figure 2.9 as a useful summary of how the coupled- 
view FSM is built.
Implementing the coupled-view FSM is slightly more complicated than in the case of the 
FSM. Suppose we built a coupled-view FSM via images captured from two views. In order to 
generate a new example image via such a coupled-view FSM we would require the pose angle, 
6  and b', the vector of coupled-view model parameters, b' would provide us with j via equation
(2.28), which can be separated into the two residual vectors ri and r2 corresponding to the two 










Figure 2.9: A schematic diagram of the training process employed to build a coupled-view 
FSM.
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FSMs, one built on each coupled view), we can compute, bpose(0), corresponding to the given 
pose angle 9 via equation (2.25). The corresponding shape parameters, one for each individual 
FSM, can then be computed by adding bpose($) to each of the residual vectors ri and T2 (see 
equation (2.26)). The required image is then synthesized in the usual way (i.e. via equation 
(2.10)). This process necessarily produces two versions of the desired output image, one from 
each of the coupled FSMs. These two output images would, in general, not be identical. Thus, 
we would have to select one of them as being the output of the coupled-view FSM. Here, we 
select the output of the FSM who’s pose (defined as the pose of the mean) is closer to the 
given 9. We may also combine the two output images, for example via appropriate weights, to 
produce the final output of the coupled-view FSM.
Alternatively, suppose that we are given a new example image and that we would like to 
parameterize it via the coupled-view FSM. Here, we would begin by first computing the shape 
parameters of each FSM that best describe the given image (via equation (2.14)). The pose 
angle is then estimated via
Once again, this process inherently generates two estimates of the pose angle (one from each 
FSM), which in general, will not be identical. Thus, we would accept, as the pose parameter, 
the angle computed from the FSM that best represents the given image; i.e. the model with the 
smaller modelling error defined as
Given the pose angle 0, we can then compute bpose(9) via equation (2.25) and hence recover 
the residual vector r via equation (2.26), again one for each FSM. We then concatenate the 
residual vectors to form the combined parameter vector j as in equation (2.27) and, in analogy 
to equation (2.14), extract the coupled-view shape parameters via:
Provided the two (or more) views of the individual FSMs are selected appropriately (e.g. 
for a face the frontal and profile views [CWWTOO, CTO la]), all such variations in the shape




is the left pseudo-inverse of the matrix [b^|by] that satisfies the equation
(2.31)
0 1
x -  {x +  Pb} || . (2.32)
b# =  P ^ (j -  J) • (2.33)
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and pose of a non-rigid 3D object, such as a face, may be modelled quite successfully, in image 
space, as described above. However, there are several objections even to this approach:
(0 corresponding images, simultaneously captured from two (or more) views are required in 
order to build the model,
(ii) the model building process inherently requires prior knowledge of the pose of the object 
in each training image,
(iii) all of the information (from the different views), that is available courtesy of the different 
sets of corresponding training images, is not exploited when estimating the pose, or when 
synthesizing a new image. These tasks are carried out individually by each FSM.
Objection (i), is a practical limitation that is undesirable and in some cases impractical. 
Within a restricted environment, however, this may be overcome by use of a mirror [CWWTOO] 
or a synchronized multi-camera imaging system [SBB02]. A looser model may also be built 
from images taken at different times, by assuming that a similar expression (typically neutral) is 
adopted in each image [CWWTOO, CTO la]. It may be possible to get around objection (ii) by 
estimating the pose of the object in each image, for example manually as in [CWWTOO, CTO la]. 
However, this would affect the accuracy of the model, which would inevitably be related to the 
quality of the pose estimates.
The final objection, (iii), is unfortunate but, as mentioned in the previous section, un­
derstandable owing to the esoteric nature of multi-view geometry and its application, and the 
instability problems that seem to plague its implementation. However, we reiterate here the fact 
that under affine imaging conditions, the correct view transformations between corresponding 
points induced by the trifocal tensor reduce, with high accuracy, to linear mappings [HZOO] 
and should be used. Recently there has been a growing interest in a technique known as Linear 
Combination of Views (LCV) that attempts to exploit these linearities in order accurately to 
model the pose variations of a 3D object. Our attention turns to the intricacies of this technique 
next.
2.5 Linear Combination of Views (LCV)
Linear Combination of Views (LCV) is a well-established technique employed essentially for 
modelling pose variations, in which three-dimensional objects are represented by a linear com­
bination of two-dimensional images. It is, however, exclusively derived under the assumption 
of a rigid object. Ullman and Basri [UB91] were the first to show how images of novel views of 
a 3D rigid object could be generated via a linear combination of sample (2D) images. Several
2 .5 . L i n e a r  C o m b in a t io n  o f  V ie w s  (L C V ) 56
others have taken this concept further, from the artificial images and edge maps of Ullman and 
Basri to real images [PPHL98, PvdMOl, HBOO, KB98b]. When Ullman and Basri [UB91] first 
proposed the idea of linearly combining views in this manner, they derived it under the assump­
tion of orthographic projection, with object recognition in mind. Shashua [Sha92] was one of 
the first later to realize that the model may easily be derived under the assumption of affine or 
weak perspective projection. In the latter case, as described by Buxton et al. [BSG98] we have 
the following relationship between the coordinates, (x, y), of an image, X, of an object and the 
corresponding world coordinates, (X , Y, Z), of the same object:
x =  p n X  +  p i2Y + P13Z  +  P14 , (2.34)
y =  P21X  +  P22Y  +  P23Z +  p2A , (2.35)
where the Pij are constants that may be determined from elements of the affine projection matrix 
from 3D (X, Y, Z) to 2D (x, y). Given two more images, X1 and X", of different views of the 
same object, with corresponding image coordinates (see definition in Section 1.8) (x', y') and 
(#", y"), we have four more equations of the form (2.34) and (2.35). By use of any three of 
these four equations we can derive expressions for X, Y  and Z, which can then be substituted 
back into Equations (2.34) and (2.35). In the absence of errors in the image coordinates, a 
number of equivalent relationships may thus be obtained. For example, if we choose to retain 
xf, y' and x" this gives the equations first obtained by Ullman and Basri [UB91]:
x =  aix' +  <22y' +  a^x" +  <24 , (2.36)
y =  bix' +  b2y' +  hx"  +  64 . (2.37)
Thus, it follows that the geometry of an affine view can be represented as a linear com­
bination o f ‘1±’ other affine views (via Equations (2.36) and(2.37)). In practice, however, the 
coordinates of the corresponding image points are likely to contain measurement errors, and 
hence the above equations ((2.36) and (2.37)) are likely to lead to unnecessarily large errors. 
Therefore, often [HBOO, KB98b, KBG99, BSG98] an over-complete representation, such as,
x =  aix' +  a2y' +  a^x" +  a^y" +  a5 , (2.38)
y =  b\x' +  622/  +  bzx" +  64y" +  65 , (2.39)
is employed since it allows for a symmetric treatment of the two other images, X7 and X".
In such a system, the images X7 and X77, which are linearly combined to form any given new
view, X, of the object, are known as “Basis Views**. In this Thesis we will deal exclusively 
with two basis views, though the LCV system easily extends to more if necessary, both in 
principle [KBG99] and in practice [KB98b].
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(a) (c) ^ (e) — (g)
^
^
(b) (d) — (f) (h)
Figure 2.10: Some examples of the shape of synthetically generated images of a 3D (rigid) 
head model synthesized via the LCV technique, (d), (f) and (h) are the synthesized images 
corresponding to the original images (c), (e) and (g) respectively, while (a) and (b) are the two 
basis views. The poses of (c) and (g) are within the poses of the two basis views, whereas the 
pose of (e) is outside this range.
Thus, novel view reconstruction can be achieved via Equations (2.38) and (2.39), given a 
set of valid LCV coefficients. Provided there are at least five corresponding landmark points 
visible in all three images (i.e. in X, X' and X"), we can also estimate the LCV coefficients, ajt 
and bk ( k  = 1 , . . . ,  5) using standard least squares techniques [GVL96, KBG99]. Figure 2.10 
gives some examples of utilizing the LCV technique described by equations (2.38) and (2.39) 
to reconstruct the shape of a face in a set of synthetic images. These synthetic images were 
generated via an affine projection of a 3D head model with no added noise. Hence, this is an 
ideal scenario, purely employed for illustrative purposes. For examples of applying the LCV 
technique to real image data, see [KBG99, HBOO, KB98b].
Equations (2.38) and (2.39), however, have only eight degrees of freedom, and not ten, 
since they are equivalent to Equations (2.36) and (2.37). Thus, we should be able to compute 
the coefficients, dk and bk ( k = 1, . . . ,5) ,  given just four point correspondences. This 
implies that implementing the LCV technique via the set of over-complete Equations (2.38) 
and (2.39) should, in principle, require two essential constraints between the LCV coefficients. 
The constraints would then remove the extra two degrees of freedom that result from adding the 
two extra y" terms.
Furthermore, solving Equations (2.38) and (2.39) via standard least squares techniques
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assumes [GVL96, KBG99, LH95] that all the measurement errors are contained within the 
target view coordinates (x, y) and that the basis view coordinates (x', y') and (x", y") are error 
free. This, of course, is not necessarily a valid assumption and in practice would almost always 
be a false one. In practice, the target views, along with the basis views are real images and hence 
the errors on {x',y') and (x", y") will be similar to the measurement errors on (x,y). Under 
these conditions, a total least squares error criterion is more appropriate [GVL96, KBG99]. In 
this approach we seek two linear relationship of the following form that are symmetric between 
all six coordinates:
l \X  +  I2IJ “b l^x' +  IaV' ~b +  6^y ,f ~b I7 — 0 ,
m \ x  +  77122/ +  m 3x ' +  m 4y '  +  m s x "  +  m&y"  +  7717 =  0 .
(2.40)
(2.41)
However, as Kennedy e t  a l  [KBG99] pointed out, the terms I7  and 7717 are multiplied by the 
constant 1, which does not have any measurement error associated with it and hence in princi­
ple Equations (2.40) and (2.41) should be solved as a generalized total least squares problem, 
which effectively uses matrix transformations to eliminate such terms. In this particular case, 
though, [KBG99] we may proceed in a much simpler way, eliminating the constant term by 
working in centre-of-mass coordinates:
l1A x +  l2 A y +  l3 A x, +  UAy' +  l5 Ax" +  kAy" =  0 , (2.42)
7711 Ax +  7772 Ay +  7773 A x '+  7774 A y '+  7775 Ax" +  7776 Ay" =  0 . (2.43)
Here, Ax, Ay, etc. are the coordinates with respect to the centroid of the object. Given 
77 corresponding control points (j =  1, . . .  ,77) in the three images we can combine all 277 
equations of the form (2.42) and (2.43) in matrix-vector from as
D I m =  0 , (2.44)
where D is the 77 x 6  design matrix:
A x(l) A y(l) A x '(l) A y'(l) A x"(1) Ay"(l)
D = : : : : :  :
Ax  (77) A y  (77) Ax' (77) Ay' (77) Ax"  (77) Ay"  (77)
and / and m  are the column vectors of the coefficients:
/ =  & m  =  (7771,... , 7776)r  .
(2.45)
(2.46)
The total least squares solution is then obtained by a singular value decomposition of 
D [GVL96, LH95] and the singular vectors, corresponding to the two smallest singular val­
ues of D provide the best two linear relationships of the form (2.42) and (2.43).
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The LCV technique described by these equations (i.e. (2.42) and (2.43)) has been success­
fully implemented by Kennedy et a l [KBG99]. They show that employing equations (2.42) 
and (2.43), in place of (2.38) and (2.39) leads to significant improvements in the geometry of 
the synthesized images.
Even this improved version of LCV, however, remains over-complete, missing the vital 
constraints. This seriously limits the LCV approach, since the LCV coefficients cannot be 
estimated without reference to the target image coordinates [HBOO] and hence only existing 
images can be reconstructed. Thus, it is apparent that the only way in which we can ensure that 
a given set of LCV coefficients are valid (i.e. they can be utilized to synthesize a physically 
viable view of the object of interest) is by generating them via an existing image. In this case, 
the required constraints are enforced via the landmark points located in the existing image. 
However, Hansard and Buxton [HBOO] have shown how we can use some labelled training data 
to, for example, derive a relationship between the LCV coefficients and the camera viewing 
angle, by fitting polynomial functions to them. Ullman [U1196] also gives analytic formulae for 
how some of the LCV coefficients vary with pose, in particular, under orthographic projection. 
Such formulae and polynomial functions provide a means by which we can compute the LCV 
coefficients given only a pose angle and, in particular, without recourse to an existing image.
As mentioned before, however, under these (i.e. affine) imaging conditions, the correct 
view transformation between corresponding points in three images may be reduced, with high 
accuracy, to linear mappings induced by the trifocal tensor [HZOO]. Thus, we now review the 
Centered Affine Trifocal Tensor (CATT), the linear mappings it induces between the points in 
corresponding images analogous to (2.42) and (2.43), and in particular, the constraints on its 
elements which are analogous to the LCV coefficients. Our objective is to use the CATT to 
develop a formulation of the LCV technique that takes the appropriate constraints into account 
and is guaranteed to lead to physically allowed images.
2.6 The Centered Affine Trifocal Tensor (CATT)
The geometric relationship between any three images of a rigid object, taken from different 
viewpoints can be defined by the trifocal tensor [HZOO]. This tensor encapsulates the required 
3D geometry (structure) of the imaged object and provides a means of implicitly modelling 
three-dimensional objects in a (itwo-dimensional) image context. We can, therefore, approach 
the same problem tackled by the LCV technique described previously in Section 2.5 (i.e. rep­
resenting a target image in terms of a linear combination of two basis images) via the trifocal 
tensor.
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Under the assumption of affine or weak-perspective projection (as in the LCV technique), 
the relationships between the images are linear and are defined by the affine trifocal ten­
sor [MC98, TM99]. If the images are all centred (i.e. if we work in centre-of-mass coordi­
nates, as in the previous section), this tensor is known as the Centred Affine Trifocal Tensor 
(CATT) [Bre99, BL98] and has twelve non-zero entries that may be written in matrix notation 
as follows:
0 0  - t g
0 0 — tio • (2-47)
— * n  —t\2  0
We adopt this notation of the CATT to represent the {linear) relationship between three images 
with corresponding landmark points (see definition in Section 1.8) (x(j), y{j)), (x '(j),yr(j)) 
and (x"(j),y"(j)) as [Bre99, BL98]:
* 1 * 2
1
O
* 5 * 6
1
o
M  — * 3 * 4 0
r p * *
l 2 ~ * 7 * 8 0
r p * *
l 3 ~
0 0 0 0 0 0
*1* 0') +  t5y{j) +  t9x"(j)  +  t n x '(j)  =  0 , 
*2* 0 ) +  Uy(j) +  t9y"(j) +  t i2x '(j) = 0 , 
*3*0) +  t7y(J) +  t i0x"(j) +  t n y '(j) = 0 , 





Here, we see that, as in Equations (2.42) and (2.43), we have twelve coefficients defining the 
relationship between the three images. However, in this case we also have the following two 
constraints [TM99] that the elements of the CATT satisfy:
* 1 * 2 * 9 * 5 * 6 * 9
* 3 * 4 * 1 0 =  0 a n d * 7 * 8 * 1 0
— * 1 1 — * 1 2 0 - * 1 1 — * 1 2 0
=  0 (2.52)
giving us a system with ten degrees of freedom (including the over-all scale).
Note that, although we have four equations (2.48) to (2.51) which may be used to compute, 
for example, the coordinates of x and y, given x', y', x" and y”, the constraints (2.52) ensure 
that any two of these equations, selected at random, provide the same answer. Furthermore, we 
see that the two constraints in (2.52) also mean that we can only solve for two variables (which 
could for example be x and y or x' and y' or x" and y") via the system of four equations (i.e. 
equations (2.48) to (2.51)). Therefore, we are able to transfer (see Section 1.3.2) the shape from 
any two given images to a third, but vitally not vice-versa. This is why we had to develop a new 
algorithm (the IPA algorithm, Algorithm 4.4 ) in order to achieve the reverse mapping from 
one image to two.
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We have to look back to the original Ullman and Basri equations [UB91] (i.e. equations 
(2.36) and (2.37)), in order to see that the ten degrees of freedom above is correct. The solution 
to equations (2.36) and (2.37), however, is a standard least squares solution and, as mentioned 
before, is not necessarily valid (as the coordinates (x, y) are assumed to be error-free). Equa­
tions (2.36) and (2.37) are also not written in terms of centre-of-mass coordinates. Therefore, 
if we were to re-write equations (2.36) and (2.37) in terms of centre-of-mass coordinates and as 
a total least squares solution (in analogy to re-writing equations (2.38) and (2.39) as (2.42) and 
(2.43)), we would get
aix(j) +  a2y(j) +  a3 x,(j) +  a4y'(j) +  a5x"(j) =  0 , (2.53)
b\x{j) +  b2v(j) +  &3x'{j) +  b±y'(j) +  b5x"{j) =  0 . (2.54)
Note here, that equations (2.53) and (2.54) are not over-determined and have the correct number 
of degrees of freedom, which happens to be ten. The system of equations (2.48) to (2.51) 
along with the constraints (2.42) and (2.43) represent a (linear) relationship between the same 
coordinates (x (j),y(j)), (x'(j)^y'(j)) and (x"(j),y"{j)) and, as mentioned before, also has 
ten degrees of freedom. Thus, we see that our re-formulated version of LCV (via the CATT) 
has the correct number of degrees of freedom, while unlike equations (2.53) and (2.54), also 
treating both basis views symmetrically.
The homogeneous Equations (2.48) - (2.51) only have a non-trivial solution if we apply 
a further constraint on the over-all scale, such as the following, which also makes the solution 
unique:
12
£ t ?  =  l -  (2.55)
i= 1
From the above, we see that we can utilize the linear Equations (2.48) - (2.51) of the Cen­
tred Affine Trifocal Tensor (CATT) to define the Linear Combination of Views (LCV) system 
in a theoretically complete way. In order to simplify the representation of the linear mappings 
induced by the CATT, we may re-write equations (2.48) - (2.51) in matrix form as:
TY =  0 . (2.56)
Here, T is a 4 x 6 matrix representation of the CATT, written as [DB02, DB03b]:
tl h h 0 h i 0
h h 0 h f 12 0
h h ho 0 0 £ll
U t8 0 ho 0 f 12
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and Y is a 6 x n matrix formed by stacking the X, X' and X" in a joint image [Sha97]:
X
Y =  X" (2.58)
Equation (2.56) (or equivalently equations (2.48) - (2.51)) defines a linear system that 
combines two views to represent a third (target) view, which is different to the LCV system 
given by equations (2.42) and (2.43). In this new version of LCV (i.e. equation (2.56)) the 
coefficients are the elements of the CATT, t \ , . . . ,  tu . This is advantageous since we also have 
constraints (2.52) and (2.55), which these coefficients must satisfy. Hence, we may verify the 
validity of a given set of these reformulated LCV coefficients (i.e. t i , . . . ,  tu )  without reference 
to an existing target image and therefore are able to synthesize virtual views.
Furthermore, given a target image and the two basis view images, we see that each cor­
responding set of landmark points generates four equations and we also have three constraints 
that apply. Hence for n corresponding points we have 4n +  3 equations from which to compute 
the 12 unknown elements of the CATT (which in this case are the LCV coefficients). In order 
for this to be a well-defined problem, we need
Hence, it is evident that we may compute the reformulated LCV coefficients (i.e. t i , . . . ,  £12) 
provided we have a minimum of three corresponding points visible in the three views. However, 
in the case of the equivalent original Ullman and Basri [UB91] LCV equations (see (2.53) 
and (2.54)), we would have 2 equations from each landmark point correspondence and two 
normalization constraints (on the a* and b{ in order to prevent a trivial solution). Hence, in 
order to solve for the 10 LCV coefficients (i.e. a\ to a$ and b\ to 65) we would require a 
minimum of four such point correspondences.
Thus, not only is our reformulated LCV technique symmetric in terms of the basis views 
but it is also well-defined and not over-complete, which were deficiencies of the previous sym­
metric versions (e.g. equations (2.38) and (2.39) or (2.40) and (2.41)). However, even this 
reformulated version of the LCV technique is incapable of representing non-rigid 3D objects. 
Therefore, in our approach we aim to integrate this reformulated LCV technique with that of 
coupled-view Flexible Shape Modelling, in order to represent 3D non-rigid objects. However, it 
may seem like our approach is pointless as the most obvious way to model non-rigid 3D objects 
is via an explicit 3D flexible model of the object. Thus, in the next section we provide a critical
4n +  3 > 12 ,
(2.59)
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review of the current state-of-the-art in explicit 3D flexible shape modelling. The next section 
is, therefore, expected to make our case for modelling such objects implicitly.
2.7 A Brief Review of Explicit 3D Shape Models
There is a well established literature on methods of extracting 3D structures from two or 
more 2D images. Most resent work has focused on 3D reconstruction from uncalibrated im­
ages [Fau92, PK97, CDMTL95, BraOl], since camera calibration is often inconvenient and/or 
not robust. Developments in projective geometry [Fau93, Kan93] have led to various re­
construction techniques that are invariant to camera parameters and pose, both under projec­
tive [Har94, MBB93, Fau92] and affine [TK92, PK97] imaging conditions. Most techniques for 
3D reconstruction are derived under the assumption of a rigid object (e.g. [TK92]). Recently, 
however, there has been a growing interest in acquiring 3D morphable models of non-rigid ob­
jects via a set of 2D images. For example, the factorization (SVD) technique of Tomasi and 
Kanade [TK92] was extended to the non-rigid case by Bregler et al. [BHBOO]. Cootes and 
Taylor et a l [CDMTL95] also developed a technique of building 3D Flexible Shape Models 
(FSMs), via a set of simultaneous images both under projective and affine imaging conditions.
All of these techniques have their own assumptions and limitations. For example, Bregler 
et al. [BHBOO] assume that SVD leaves the singular vectors consistently signed and ordered by 
morph and dimension, whereas SVD not only reorders but actually mixes these channels with an 
unknown affine transformation [BraOl]. Brand [BraOl] shows how, in principle these unknown 
affine transformations may be computed but notes that, directly solving for them is a very 
difficult problem and that research in this area has centered on developing numerically well- 
behaved heuristics instead. Brand provides a family of solutions to this problem in an appendix 
in [BraOl]. However, in this type of approach the number of unknowns grows quadratically, 
while the rank of the constraints grows only linearly. Hence all such solutions suffer from rank- 
deficiency problems [BraOl]. Furthermore, in casual video, most frames contribute few new 
constraints, since the motions in consecutive frames are highly redundant. This is a sample- 
complexity problem that is a consequence of the properties of image formation, and as a result, 
any solution based purely on the expected structure of the motion matrix is destined to fail as 
we increase the number of morph modes [BraOl]. Therefore, in [BraOl], Brand opts instead to 
recast the algorithm entirely in terms of image gradients.
As with their coupled-view models ([CWWTOO]), the approach of Cootes and Taylor et 
al. in [CDMTL95] requires a training set of images simultaneously captured from two views. 
Furthermore, since they perform a non-metric 3D reconstruction, the statistics of the model may
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be biased, depending on the choice of reference in the 3D alignment step. This would be the 3D 
analogy to the same effect (i.e. the model performance depending on the choice of reference in 
the alignment process) in the 2D case, which is illustrated by Figure 2.8. Although, the explicit 
3D models described in [CDMTL95, BraOl, BHBOO] have been shown to work on particular 
data sets, all 3D reconstructions generated from 2D images suffer from a common problem. 
This is the fact that the way by which the errors from the image space propagate to 3D-space 
is complicated and almost certainly contains an anisotropic amplification. See Appendix D, 
which was taken from [Bux02, Fel02], for an illustration of the problem of error propagation in 
stereo reconstruction.
This problem has been one of the strongest motivations behind our desire to build implicit 
models and, hence, we remain entirely in 2D image space. Building an explicit 3D model, 
as in for example [BraOl, CDMTL95], would of course be an alternative. But as shown in 
Appendix D, by not doing so we can avoid poorly conditioned 3D reconstruction steps and 
hence generate virtual images with less noise [AESP97]. It is also notable that some recent 
psychophysical and neuropsychical findings support a two-dimensional, view-centred repre­
sentation of three-dimensional objects in human vision (for a survey see [PetOO]).
2.8 Where Do We Go From Here?
Our aim, as set out in Section 1.2, is to model a non-rigid 3D object, such as the human face. 
Furthermore, we wish to refrain from building an explicit 3D model, in order to avoid the com­
plications mentioned in the previous section (Section 2.7) and described in Appendix D. Thus, 
we aim to develop an image or view-based model that implicitly represents the 3D structure of 
the object of interest.
As we have seen in this Chapter, there are techniques, such as flexible shape modelling, 
for modelling the shape of a deformable 3D object from a fixed view-point. The FSM, in 
particular, has been very successful in this regard. We have also seen successful techniques, 
such as the Linear Combination of Views (LCV), for modelling the pose or view-variations of 
a rigid 3D object. As described in Section 2.5, the LCV technique achieves view encoding and 
synthesis via two (or more) basis views of the imaged object. Thus, it is conceivable that, if 
we were to use two flexible basis views, we could model the view-variations of a deformable 
three-dimensional object.
However, it would then be necessary to make sure that the flexible basis views are corre­
lated, such that the two basis view images are images of the same 3D object. This, as described 
in Section 2.4, can be achieved by coupling two FSMs built on two sets of corresponding im­
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ages of the object in the two basis views. However, instead of restricting ourselves to a training 
set of corresponding image pairs, it would be more general and more convenient if we could 
generate such image pairs from any given set of images. It is reasonable to expect that such a 
correspondence could be achieved via an alignment process which performs a shape alignment 
from a single image of the object as seen from a given view to the two basis view's, via an exten­
sion of the GPA algorithm. Developing a technique capable of performing such an alignment 
will meet our first sub-hypothesis (Section 1.3.1). Thus, we proceed by developing an implicit 
pose alignment and extending the GPA algorithm to incorporate this pose alignment and two 
“mean” images. The aim of this extension is to empower the GPA algorithm to remove the 
extrinsic shape variations, including especially those caused by view transformations, prior to 
building an intrinsic shape model.
Chapter 3
Extending the Generalized Procrustes 
Alignment Algorithm
Our approach to modelling a flexible 3D object (such as a face), imaged from a variety 
of viewpoints, centres around separating the intrinsic shape variations from the extrinsic pose 
variations. In the next chapter, we described our implicit pose alignment algorithm that is 
capable of achieving this separation. However, this algorithm requires the mean basis view 
images, which are not initially available. When building a flexible shape model, the generalized 
Procrustes alignment algorithm overcomes a similar problem regarding a single mean image. 
As we have to compute two mean (basis view) images, we required an extension to the Pro­
crustes algorithm. The main focus of this chapter is the development of the extended Procrustes 
alignment algorithm which generates the two required mean basis view images. This algorithm 
also results in two sets of corresponding, aligned images that contain only the remaining intrin­
sic shape variations. In order to model these shape variations simultaneously via two flexible 
shape models, the coupled-view flexible shape modelling technique required some adaptation. 
The changes we applied to this technique are also described in this chapter. This chapter, thus, 
provides the motivation for solving the implicit alignment problem tackled by the next chapter.
In our approach to building a model of a flexible 3D object (such as a face) imaged from a 
variety of viewpoints, we first choose to remove as much of the extrinsic (viewpoint) variation as 
possible and find the remaining intrinsic variation. Thus, we proceed by analogy with the GPA 
algorithm and, in particular, note that (in the case of GPA) the intrinsic variations remaining in 
each image after mutual alignment of the training data are described by the deviations AX* =
67
Xi — X. In the multi-view case, the mean basis view images x ' and x ” are analogous to the 
mean X in the GPA so we introduced (in equation (4.21)) corresponding deviations on each so 
that:
Xi Xi
Ti x" =  Ti X77 +  A X?
X7 x" +  a x ;
Our objective is then to devise an Extended Procrustes Alignment (EPA) process that min­
imizes the extended Procrustes error,
Xi
2^ _ _L
m  ^ Ti x7% x7
and simultaneously finds:
(i) the trifocal tensor T* needed to align each image;
(ii) the mean basis view images X7 and x", most suitable for the ensemble of images.
Since these quantities are inter-related we would expect the process has to be iterative, like the 
GPA algorithm, and would take a similar form. Furthermore, once we have X7, X77 and the Ti, 
as described in the next chapter (Chapter 4), we can compute, via the Implicit Pose Alignment 
(IPA) algorithm (Algorithm 4.4 ), the deviations, AX^ and AX", that describe the intrinsic 
variations, corresponding to each image. In particular, we would use the IPA algorithm to align 
each image X* to X' & X". This would result in the two aligned images X^  & X" and we can 
use them to compute the deviations, AX^ and AX" via equation (4.21).
We envisage building our model from a set of single images of the object of interest in 
different shape-states and captured from different views. Therefore, in order to compute the 
mean shape, we need implicitly to align all the images to the two basis views (which may be 
selected as described later in Section 4.2). However, in order to perform this implicit alignment, 
we would require the mean basis view images. This chicken and egg1 scenario is analogous to 
the initial conditions of the GPA algorithm (see Section 2.2) where, although we wish to align 
all the images to the mean, the mean shape is not defined at the beginning. The GPA algorithm 
is, thus, designed simultaneously to generate the mean image and aligns all the images to it. 
Therefore, in this case we hypothesized (see Section 1.3.2) that we could extend the GPA al­
gorithm in such a way that it can be employed simultaneously to compute the two mean basis
1 where you can’t get an egg without having a chicken to lay it and you can’t get a chicken without having an 
egg, out o f which it can hatch.
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view images and implicitly pose align all the images to them. The Extended Procrustes Align­
ment (EPA) that we developed, proceeds in total analogy to the GPA algorithm as illustrated in 
Figure 3.1.
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Figure 3.1: A side-by-side comparison of the steps of the GPA and EPA algorithms.
In order to make the description of the EPA algorithm simpler, throughout this chapter we 
will assume that we have we have an algorithm that can implicitly align a given image to two 
reference views defined by two reference images. Such an algorithm would be analagous to, 
say, a similarity transformation used in GPA, except that it will align each image to two other 
reference images. Illustrating its vitality in this chapter, we expect, will provide the motivation 
for solving for the Implicit Pose Alignment (IPA) algorithm in the next Chapter (Section 4.4.6).
3.1 The Extended Procrustes Alignment (EPA) Algorithm
The aim of the Extended Procrustes Alignment (EPA) algorithm is, thus, simultaneously to 
generate the mean shape in each of the basis views (i.e. X' & x") and implicitly pose align a 
given set of images (X* for i = 1 , . . . ,  m) to them. Since the two mean shapes and even the 
basis views are initially unknown, as in GPA, we commence by selecting two reference images, 
Xri & Xr2, from the given set (as described later in Section 4.2. X r \ & Xr2 then define the 
basis views in the same way that the reference image in GPA defines the view (i.e. the position,
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orientation and scale) of the mean image. What remains is then to compute the mean shape in 
the basis views and implicitly to pose-align all the images to the mean basis view images.
Once we have the two reference images, we proceed by aligning all the training images 
to them, via the Implicit Pose Alignment (IPA) algorithm (described in Section 4.4.6). This 
alignment results in two images of each training shape, one as seen from each of the basis 
views. Thus, we have two sets of aligned images with little or no pose variations, and we can 
simply compute the mean of each set of aligned images, to generate the mean shape in each 
basis view. We then use these mean shapes as our current estimates of the mean shapes, X; & 
x", which can be updated by iteratively aligning all the original images to the current estimates 
ofX ' & x" and re-computing the two mean shapes. Each time we compute the mean shapes of 
the two aligned sets of images, we align them, via an affine transformation to the relevant initial 
reference image Xri or Xr2. This is done in order to ensure that the algorithm is well-defined 
and hence converges.
The reason we use a 1 -to-1 alignment here, instead of the 2-to-l implicit pose alignment is 
because there is little or no view variation between the aligned images in each set. The analysis 
of the extended Procrustes error given in Appendix G shows that the use of two independent 
affine transformations for this purpose (i.e. to align each mean image to their respective ref­
erence images) provides the required number of constraints necessary both, to ensure that the 
EPA algorithm converges, and to ensure that undesirable scale variations are removed. Further­
more, the use of two affine transformations for this alignment is also consistent with the fact 
that under affine imaging conditions, the instantaneous shape of the object may, in principle, 
only be recovered up to an affine transformation in 3D [HZOO, CDMTL95]. As in Section 4.4.5, 
these affine transformations are also2 computed by means of the subset of stable points only.
Thus, given a set of images of a deformable object in different poses and in different 
shape-states, the EPA process may be summarized as given in Algorithm 3.1 .
The EPA algorithm computes the two mean basis view images, X* and X^, that minimize, 
what we call the extended Procrustes error which was defined in equation (3.2). This is an 
extension of the Procrustes error utilized by the GPA algorithm, and is introduced next.
2Note that we only use the subset o f stable points when computing the CATTs by minimizing equation (4.10), 
when computing the fundamental matrices required for enforcing a shape correspondence between the two basis 
view images, as described in Section 4.4.4 and when computing the required affine transformations in Section 4.4.5
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The EPA Algorithm
1. Select the two reference images Xri k  Xr 2 (as described in Section 4.2) 
and align all the remaining examples to them, via the IPA algorithm de­
scribed in Section 4.4.6.
2. Compute the two mean shapes, X7 & x", of the two sets of aligned images.
3. Align the current mean basis view images (X7 & x") to their correspond­
ing reference images (Xri k  Xr2), via the relevant affine transformations, 
to get a couple of ‘new’ mean basis view images.
4. Employ the IPA algorithm described in Section 4.4.6 to align all the orig­
inal images to the new mean basis view images computed in step 3.
We repeat steps 2 to 4 until the difference between consecutive estimates of 
the two means are smaller than some given tolerance.
Algorithm 3.1 : The Extended Procrustes Alignment (EPA) Algorithm.
3.2 The Extended Procrustes Error
If the object of interest were imaged from a single view (or were planar), the landmark co­
ordinates X{ could be expressed as a linear mapping of just one other (non-degenerate) view, X' 
say, of it. The CATT obviously degenerates in such cases, and for example, could be represented 
as:
*i(i) ts(i) 0 0 tn (i) 0
0 0 0 0 0 0
h{i) t7 (i) 0 0 0 tn (i)
0 0 0 0 0 0
Note that this (degenerate) CATT satisfies the constraints (2.52) for any ti(i) ,tz(i) ,ts(i) , t 7 (i) 
& t n ( 0 -
When multiplied out in terms of the matrices Xj and X7, it can be seen that the mapping 
produced by the CATT matrix given in (3.3) is of the same form as the transformation Xj =  
R{Xi (in the GPA) provided £n(i) =  —1. This indicates that in order to introduce appropriate 
transformations to allow for the extrinsic variation in the apparent shape of images of a 3D
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object, we should in general, replace the Procrustes error in equation (2.22) with the extended 
Procrustes error in equation (3.2) with the normalization of the trifocal tensors chosen so that:
Therefore, whenever we compute the CATT, we utilize the constraint (3.4) in place of (2.55).
Thus, we see that if our original set of images, X* for i =  1 , . . . ,  m, were captured from 
a single viewpoint, then the EPA algorithm would degenerate to the original GPA algorithm 
that employs the affine transformation group (as opposed to the GPA that utilizes the similarity 
group of transformations). In detail, in such a case, if all the images were captured from the 
same viewpoint,
(/) the two basis views selected via the process described in Section 4.2 would be the same
(ii) the pose alignment would be equivalent to an alignment via an affine transformation;
(iii) the steps of the EPA algorithm would be equivalent to those of the GPA algorithm.
3.3 Adapting the Coupled-View Flexible Shape Model
The Extended Procrustes Alignment (EPA) algorithm results in two sets of images, & X" 
(i =  1 , . . . ,  m), each aligned to the image of the mean shape as seen from each of the basis 
views, X7 & x", respectively. Therefore, we would now like to build a coupled view Flexible 
Shape Model (FSM) to represent our flexible basis view images. However, for this purpose we 
have to adapt the coupled-view FSM technique described in [CWWTOO], since we have at this 
point, removed all the extrinsic view-variations via the EPA algorithm. Essentially, we have 
made two changes to the technique designed by Cootes and Taylor et a l in [CWWTOO]:
(i) We remove the extrinsic shape variations (caused for example by pose variations) before 
building the individual FSMs, whereas Cootes and Taylor et a l do so after building the 
individual FSMs.
(ii) We directly concatenate the shape parameters of the two FSMs, to form the coupled-view 
model vectors, whereas Cootes and Taylor et al concatenate residual vectors instead.
12
td(i) 2 +  tio(i) 2 +  t n (i) 2 +  t 1 2(i) 2 =  ^2 u(i) 2 =  1 . (3.4)
view;
Thus, after the EPA algorithm, we proceed by building two separate Flexible Shape Models 
(FSMs), one on each set of (implicitly pose aligned) images, as described in Section 2.3, and
3.4 . S u m m a r y 72
then use the models to represent the images as:
(3.5)
(3.6)
Note here that Equations (3.5) & (3.6) provide a column-vector representation x' & x", of
equivalence of the two representations is given by Equations (C.l) & (2.1).
Then, since we have a correspondence between the two sets of images we could couple the 
two separate FSMs in a similar manner to Cootes and Taylor et al. [CWWTOO] (as described in 
Section 2.4), to form a single coupled-view flexible shape model. However, here we form the 
coupled-view vectors, by concatenating the shape parameter vectors, b' & b", from the two 
FSMs themselves, and not residual vectors as in equation (2.26). Thus, in this case we have:
i.e. here we do not have to remove a pose contribution, as Cootes and Taylor et a l [CWWTOO] 
did (see Equations (2.25) & (2.26)), since all pose variations have been removed via the EPA 
algorithm, prior to building the model.
We can then model the relationship between the two FSMs, using PCA via the coupled- 
view FSM as:
Thus, we can represent the shape of the imaged object via a single shape parameter, c* and 
extract the individual FSM shape parameters bj & b'( corresponding to that particular shape via 
Equations (3.8) & (3.7). These parameters, in turn provide us with images of the object with 
that shape, as seen from the two basis viewpoints, x' & x", via Equations (3.5) & (3.6).
3.4 Summary
Most of this chapter was dedicated to a detailed description of our Extended Procrustes Align­
ment (EPA) algorithm. In order to make the details clearer, several comparisons were made to 
the well-established Generalized Procrustes Alignment (GPA) algorithm, since the two algo­
rithms (i.e. EPA and GPA) are closely analogous. The differences between the EPA and the 
GPA algorithms, as illustrated in Figure 3.1, are two fold. Firstly, the EPA algorithm is designed 
to compute two mean (basis view) images, and hence results in two sets of aligned images. The 
GPA algorithm, in contrast, is designed to compute a single mean image and hence a single set
the images, which in this section have been represented thus far as matrices & X". The
(3.7)
j i = j + P & C i (3.8)
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of aligned images. Secondly, the EPA process utilizes our l-to-2 implicit pose alignment, in 
place of the 1 -to-1 similarity alignment (or similar alignments, such as, an affine alignment) em­
ployed by the GPA algorithm. We also indicated how, if all the training images were captured 
from a single viewpoint, the EPA algorithm degenerates to the GPA algorithm.
The EPA algorithm simultaneously generates the two mean basis view images and aligns 
all the training images to the mean basis view images via the IPA algorithm. This effectively 
removes all the extrinsic variations in shape (resulting from view variations) and provides two 
sets of aligned images, one for each of the basis views, that contain the remaining intrinsic shape 
variations. We are then able to model the remaining intrinsic shape variations via an adapted 
version of the coupled-view FSM. The changes we applied to the coupled-view flexible shape 
modelling technique were described in Section 3.3. As a result, we are able implicitly to model 
the structure of a variable 3D object, such as a face, without confounding the intrinsic and 
extrinsic variations. The details of our approach presented in this chapter and the previous 
chapter (Chapter 4), in essence, encapsulates the core contributions of this Thesis.
In this chapter, we have seen that the ability to extend the GPA algorithm, so that it may be 
utilized to separate view variations from the intrinsic shape variations, hinges on our ability to 
implicitly align a single image to two reference images. The Implicit Pose Alignment (IPA) al­
gorithm is thus vital to the formulation of the Extended Procrustes Alignment (EPA) algorithm. 
Furthermore, the IPA algorithm is also what makes the EPA novel in comparison to the GPA 
algorithm. As such, the development of the IPA algorithm is the focus of the next chapter.
Chapter 4
Implicitly Separating Shape and Pose
Variations
Our main aim is to model the structure of a variable 3D object, such as a face, implicitly, 
without confounding the intrinsic and extrinsic variations. This may be achieved by separating 
the different types of variations, building independent models that represent each of them and 
integrating the individual models in a suitable hierarchical manner. This, essentially, is the 
approach we employed in tackling this problem. We begin this chapter with an introduction of 
the concepts underlying our modelling technique, set in the context of previous research. In 
our approach, we first need implicitly to separate the shape variations from the pose variations. 
We achieve this via the reverse of the linear combination of views mapping, which is the most 
significant contribution of this Thesis. However, before we could develop its reverse mapping, 
it was necessary to reformulate the linear combination of views technique in terms of multi­
view geometry. The details of this reformulation and of the reverse mapping, which we call the 
implicit pose alignment algorithm, are also presented in this chapter.
The concept of the implicit, view-invariant flexible shape modelling technique presented 
in this chapter originates from a simple idea, which is illustrated in Figure 4.1. According to 
this fundamental idea, we use a hierarchical model comprising two independent, yet linked, 
sub-parts in order to represent images of a three-dimensional, deformable object. One of the 
sub-models represents the intrinsic shape of the imaged object, while the other implicitly models 
the object’s pose variations. In our approach, we choose to base our implicit pose model on the 
Linear Combination of Views (LCV) technique and to utilize an intrinsic shape model based on
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Figure 4.1: A schematic diagram illustrating the fundamental idea from which the concept of 
our model originates.
As described in Section 2.5, the LCV technique utilizes the structure of two (or more) 
basis view images to model pose variations of a rigid object. We, thus, hypothesized (see 
Section 1.3.1) that if we were to use flexible basis view images, then we could similarly model 
the pose variations of a non-rigid object. It was also encouraging that the idea of coupling 
two Flexible Shape Models (FSMs) built on images taken from different views, which is the 
underlying concept of the coupled-view FSM (see Section 2.4), readily provided us with the 
means to generate such flexible basis view images. Thus, our basic idea evolved to the more 
















Figure 4.2: A schematic diagram illustrating the basic structure of our model.
Once we had established the link between the two sub-models (i.e. the flexible basis
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views), our focus turned to exploring the possible avenues by which we could link an (in­
put/output) image of the 3D object to our hierarchical model. The link to an output image (i.e. 
an image to be synthesized via our model) was quite straightforward. Given a set of shape 
parameters, the coupled-view FSM would generate two basis view images displaying the de­
sired shape as seen from the basis views. The view (or object pose) to be synthesized would 
be defined by the pose parameters, which would either be, or generate, the LCV coefficients. 
The LCV model would then employ the generated basis view images and LCV coefficients to 
synthesize the output image. The object in the synthesized image would then have the shape 
and the pose described by the input (shape and pose) parameters.
It was the link between an input image and our hierarchical model that proved to be the 
largest obstacle we had to overcome in order to realize our conceptual model. In contrast 
to its solution, understanding the problem we faced was quite simple. We required a l-to-2 
mapping of the intrinsic shape of the object from the arbitrary view of a single input image to 
the two basis views. Such a mapping is always ill-posed to begin with, unless of course we 
have sufficient constraints to remove the degeneracies. Our solution to this problem, which is 
our Implicit Pose Alignment (IPA) procedure, is one of the most significant contributions made 
by this Thesis.
Mapping the intrinsic shape of the object from any given view (i.e. from any given image) 
to two fixed views (i.e. the basis views) essentially removes all extrinsic variations, including 
view transformations (i.e. it removes orientations, translations, scaling/zoom and view transfor­
mations). Thus, armed with our IPA technique, the separation of the extrinsic shape variations 
(e.g. those generated by changes in the imaged object’s pose) from the intrinsic ones becomes 
trivial.
As seen in the previous chapter (Chapter 3), the IPA can also be employed in the Gen­
eralized Procrustes Alignment (GPA) algorithm (see Section 2.2) in place of the alignment 
performed via a similarity transformation. Doing so, empowers the GPA algorithm to remove 
view transformations as well.
The ultimate aim of the modelling technique presented in this chapter is equivalent to that 
of the coupled-view FSM of Cootes and Taylor et al [CWWTOO, CTO la]. However, these two 
modelling techniques differ in the way they achieve this aim, which is implicitly to represent 
images of a 3D non-rigid object. A diagram depicting the layouts of our model, which we call 
the Integrated Shape and Pose Model (ISPM), and that of the coupled-view FSM of Cootes and 
Taylor et al. [CWWTOO] is given in Figure 4.3.
As illustrated in Figure 4.3, the main difference between our ISPM and the coupled-view
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Figure 4.3: Schematic diagram of the components of (a) the ISPM presented in this chapter and 
(b) the coupled-view FSM of Cootes and Taylor et al. [CWWTOO].
FSM of Cootes and Taylor et al. [CWWTOO] is that we remove the (extrinsic) pose variations 
before building the shape models, whereas they do so half-way through their model building 
process. Figure 4.3 also indicates that the ISPM links an adapted coupled-view FSM with 
a reformulated LCV model via the two flexible basis views. This is because the LCV and 
coupled-view FSM techniques required certain alterations, before we could integrate them. For 
example, as mentioned in Section 2.5, the LCV technique as described in the literature remains 
over-complete, missing vital constraints. Therefore, we reformulated the LCV technique via 
multi-view geometry, and in particular by use of the Centered Affine Trifocal Tensor (CATT). 
Furthermore, we expect to separate out all pose variations during the alignment step, prior to 
building the two coupled FSMs. Thus, unlike in [CWWTOO, CTOla], we would not need to 
compute residual vectors that represent the intrinsic shape (see Section 2.4). We may, therefore, 
directly combine the parameters from our two FSMs into a hierarchical model bypassing their 
pose model. This necessitates an adaptation of the original coupled-view FSM as built by 
Cootes and Taylor et al. [CWWTOO, CTOla].
As such, the development of the ISPM was achieved in several important stages, the most 
fundamental of which may be listed as follows:
1. Reformulating the LCV technique,
2. Formulating an implicit pose-alignment procedure,
3. Extending the GPA algorithm,
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4. Adapting the coupled-view FSM technique,
5. Integrating the adapted coupled-view FSM with the reformulated LCV technique.
In order to comprehend the intricacies of the ISPM, it is helpful to understand these intermediate 
developments. Thus, we now examine these steps in greater detail, beginning with the details 
of how we reformulated the LCV technique.
4.1 Reformulating the LCV Technique
The LCV technique has in general been implemented via a set of over-complete equa­
tions [KB98b, HBOO], such as (2.38) & (2.39), since doing so allows for a symmetric treat­
ment of the two (or more) basis images. Such a treatment, however, does not enable us to 
impose the correct multi-view constraints on the LCV coefficients, except via an existing target 
image. We, therefore, reformulated the LCV technique by exploiting well established multi­
view geometry techniques. In particular, we make use of the Centered Affine Trifocal Tensor 
(CATT) [Bre99, BL98], which we introduced in Section 2.6. In our reformulated version of 
LCV, we use Equations (2.48) - (2.51), along with the constraints given in Equations (2.52) & 
(2.55), in place of Equations (2.38) & (2.39) to define the linear relationship between three 
images. The elements of the CATT then fulfill the role of the LCV coefficients.
Thus, as explained in Section 2.6, given a new image and the two basis views, we can esti­
mate the corresponding CATT, provided we have at least three corresponding landmark points 
in each of the three images (see equation (2.59)). For this purpose, in equation (2.57), we intro­
duced the CATT matrix, T. Since we are now going to consider several images, we introduce 
a subscript i, where i =  1 , . . . ,  m  refer to the m  available images. Tf, then corresponds to an 
image X* and the two basis images X' & X" where
*i(0 *5(0 *9(0 0 *n(0 0
t2 (i) *6(0 0 *9(0 *12(0 0Ti = (4.1)
*s(0 *7(0 *io(0 0 0 *11 (0
_ *4(0 *8(0 0 *10 (0 0 *12(0
Once again, as in Sections 2.2 & 2.6, we use the 2 x n matrix representation of an image
(see equation (C.l)). We proceed as in Section 2.6, by forming the joint image [Sha97], Y* = 
(Xj, X", X')T, and computing the CATT matrix T; that minimizes the squared error,
e? =  ||TsYi||2 , (4.2)
subject to the constraints given in Equations (2.52) & (2.55). We include the constraint in 
Equation (2.55) in the computation in order to make the answer non-trivial and unique.
4 .2 . Se l e c t in g  T h e  B a s is  V ie w s  79
Except for the constraints (Equations (2.52) & (2.55)) and the elements of T* that have to 
remain equal to zero, this minimization (Equation (4.2)) is very reminiscent of the total least 
squares approach to LCV, taken by Kennedy et a l [KBG99] and described in Section 2.5. How­
ever, owing to the non-linear constraints (in Equations (2.52) & (2.55)) and the zero-elements of 
Tj, Equation (4.2) has to be solved as a non-linear constrained optimization problem, via for ex­
ample, the Levenberg-Marquardt algorithm [Mor77]. For this we utilize a subspace trust region 
method that is based on the interior-reflective Newton method described in [CL96, CL94].
As mentioned in Section 2.5, enforcing the constraints (2.52) and (2.55) is equivalent to 
considering the LCV coefficients to be valid if they can be utilized to synthesize a physically 
conceivable view of the object of interest. Since we have identified the necessary constraints, 
our reformulated LCV technique is capable of validating a set of given coefficients without 
reference to an existing image. However, this does not provide us with a relationship between 
the coefficients and the object’s 3D pose. Such a relationship could, for example as mentioned 
in Section 2.5, be derived by fitting appropriately selected polynomials (or other functions) to 
our (reformulated) LCV coefficients (i.e. the elements of the CATT), as in [HBOO], via some 
labelled training data.
The LCV technique, reformulated or otherwise, requires two (or more) basis view images 
to be defined. Therefore, we now discuss how we may derive, first the basis views (in Sec­
tion 4.2) and then the basis view images (via the extended Procrustes Alignment algorithm in 
Chapter 3), from a given set of images.
4.2 Selecting The Basis Views
As discussed in previous sections (e.g. Sections 2.5 & 4.1) any form of the LCV technique 
is only capable of modelling rigid objects. Therefore, in order to facilitate its application, 
we either require images of a rigid object or a technique by which we may, for example by 
moving the landmark points around, make identical the intrinsic shape of the object seen in 
two images. Since the former severely restricts our training set and would in any case be 
hard to obtain when dealing with a non-rigid object, we developed a technique that achieves the 
latter. This procedure that enforces a shape correspondence between two images is an important 
contribution of this Thesis and is explained in more detail in Section 4.4.4. For the moment, 
we will assume that we are able to enforce a shape correspondence between two images and 
proceed with our description of the technique we employ to derive, from almost any given set 
of images, the basis views, required by the LCV technique. This is achieved by selecting two of 
the images in the given set as reference images, whose views define the basis views. Here once
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again, we emphasize the fact that, as mentioned in Section 1.8, defining a view of an image (i.e.
relative to the camera. Therefore, we make no distinction between the two (i.e. between the 
view of an image and the object’s pose).
The error criterion that we utilize for selecting the basis views, is what we call the “Batch 
RMS Error”. It essentially measures how well a given batch of images can be represented via 
the LCV technique if the basis views are selected to be the views of a given pair of images. This 
error measure is, therefore, a function of the given pair of images, or more specifically of their 
views.
As described in Section 4.1, we form the joint images YU)U(i), for each pair of images 
Xu k  Xv selected as the basis views as
and compute the Centered Affine Trifocal Tensor (CATT) matrix TU)V(i) that minimizes
where m  is the number of images in the training set.
Let’s represent the given set of images as X* (z =  1,..., m). The images are assumed to be 
of a non-rigid object in various shape-states and various poses. The algorithm for selecting the 
two reference images that define the basis views then proceeds as given in Algorithm 4.1.
4.2.1 Approximating The Batch RMS Error
Computing the batch RMS error as described above is quite time consuming, specially if the 
training set is large. Thus, we could estimate b(i) via the standard symmetric and uncon­
strained version of the LCV technique [KBG99, KB98b]. In the unconstrained version of the 
LCV technique, we would represent Xj as a linear combination of the two basis views Xu k  Xv 
as:
Here DU)U is a 2 x 4 matrix of the LCV coefficients and Z+v is the pseudo-inverse [GVL96] of 
ZUyV. We can then estimate e j v(i) as:
the view-point from which it was captured) is equivalent to defining the imaged object’s pose
(4.3)
e u ,v (®) — ||Tu,|;(*)YUjt,(«)|| (4.4)
The batch RMS error, for considering Xu k  Xv as the basis views is then simply
(4.5)
Xj — Bu,v(^)^u>v with Du,u(0 — XiZj^y where ZU)U — [Xlt,Xuj . (4*6)
(4.7)
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The Algorithm for Selecting the Basis Views
1. Set i =  1 and j  =  2.
2. Set X'rl =  Xi and X!r2 =  Xj.
3. Enforce a shape correspondence between k  X!t 2  (as described later in 
Section 4.4.4) to generate the images Xri k  Xr2 , which are images of the 
average shape of X ^ k  X!r2  in the views of Xri k  Xr2.
4. Compute the batch Root Mean Square (RMS) errors q j , as explained in 
Section 4.2.1.
We repeat steps 2 to 4 V i ^  j  and select the pair of images (Xa, X&) as the 
two reference images, where ea  ^ is the minimum batch RMS error (i.e. ea,b < 
ei,j Vi t^ j, i /  a, j  7^  b). The views of the two reference images Xa, X& are 
then the basis views.
Algorithm 4.1 : The Algorithm for Selecting the Basis Views, from a given set 
of images.
We could use Singular Value Decomposition (SVD) in order to compute [GVL96] 
and, hence, compute DU)V (i) via a simple matrix multiplication (see equation (4.6)). This would 
be easier to compute than the CATT matrix Tu>v(i), since there are no constraints to be applied 
to the elements of DU)U(i). Furthermore, since Z+v is only a function of u k v ,  we only have to 
compute it once for each selected pair of basis views and each DU)U(z) can be computed via a 
simple matrix multiplication. In contrast, as TU)l,(z) depends on u, v k  i, it has to be computed 
m  times for each selected pair of basis views, via a non-linear constrained optimization proce­
dure. Inevitably, generating an estimate of each e\ v{i) via equation (4.7) is computationally 
less expensive and very much faster than computing its exact value via equation (4.4).
The process of selecting the basis views, however, is only carried out once and is done 
during the model building phase. Therefore, and also since the computing power of available 
machines is constantly improving, in general, the time taken will not be an issue and we would, 
hence, recommend using the accurate value of e2a b{i) as given in Equation (4.4). However, 
tests that we carried out on all our databases indicate that the estimate given by Equation (4.7)
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is good enough for the purpose of selecting the basis views, since it seems to conserve the 
relative ordering of the lowest few errors.
4.2.2 Improving the FSM by Selecting the Most Suitable Reference Image
In Section 2.3, we saw (in Figure 2.8) how the performance of the Flexible Shape Model 
(FSM) [CTCG92] is dependent on the choice of reference image during the pre-processing 
stage (i.e. during the Generalized Procrustes Alignment (GPA) algorithm (Algorithm 2.1 )). 
As far as we know, this is the first time anyone has shown this to be the case. We believe that 
this effect is most likely a direct result of the large pose variations in our databases. We haven’t 
performed any experiments in order to test this hypothesis, though, as the analysis of the FSM 
is outside the scope of this PhD. However, having realized this fact, we have developed a simple 
algorithm, in analogy to our Algorithm 4.1 , that can be employed to select the best reference 
image for the purpose of building an FSM from any given set of data.
In Section 4.2.1, the batch RMS error (equation (4.5)) was derived from the extended 
Procrustes error (equation (3.2)), in order to facilitate the selection of reference images for the 
Extended Procrustes Alignment (EPA) algorithm (Algorithm 3.1). Here, as we wish to select 
a reference image for the GPA algorithm (Algorithm 2.1), we derive a similar RMS error from 
the version of the Procrustes error given in equation (2.22). Thus, given a set of images X* 
(i =  1,..., m), we select one of them Xu (say) as the reference and compute the similarity (or 
affine) transformations Tu(i) that minimize the
Thus, we can compute the batch RMS errors Si, via equation (4.9), V i and select the image Xffl 
as the reference image, where Sa is the minimum batch RMS error (i.e. Sa < Si Vi).
As previously discussed (e.g. Sections 2.5 & 4.1), the Linear Combination of Views (LCV) 
technique is based on the assumption of a rigid-object, as is multi-view geometry. Therefore, 
for example, the accuracy of the CATT estimated from a given image triplet, as explained in 
Section 4.1, depends on the extent to which this assumption is satisfied. Since we are modelling 
images of a non-rigid object, the rigid object assumption is almost always broken. Thus, in
■52(i) =  ( X „ - T u(i)[Xj])2 . (4.8)
The batch RMS error, for considering Xu as the reference image is then simply
(4.9)
4.3 The Subset of Stable Points
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order to improve our LCV model, and in particular, to improve our estimates of the CATTs, we 
select a subset of at least 4 non-co-planar landmark points that can be considered as forming a 
rigid 3D sub-object. For this we could, for example, employ a RANSAC algorithm [FB81] to
sisting only of the subset of p landmark points being considered. Note here that, as mentioned
considered as a rigid sub-object. In our experiments we used a subset of 6 stable points (i.e. 
p =  6) and manually checked that the selected points were not co-planar. If the minimal subset 
were co-planar, then we continued to check the subset that provides the next smallest value for
An alternative approach is manually to select the subset of stable points. This option would 
be suitable, for example, if we had some prior knowledge of the structure of the imaged object. 
An example of such a case would be when all the images are of a single person. In such a case 
we could, for example, select the points on the person’s nose as the stable subset. This would 
not, however, be suitable if face images of different people are used, as each person’s nose may 
have a different shape.
Thus far, we have described how we reformulated the LCV technique via the CATT and 
adapted it to our case (i.e. the case of dealing with images of a non-rigid object) by means 
of a subset of stable points. Thus, given two basis view images of the object in a particular 
shape state, we can generate that shape in any given pose. However, as mentioned at the very 
beginning of this chapter this 2-to-l mapping is quite straightforward compared to its reverse. 
Therefore, in order to realize our conceptual ISPM we had to derive a procedure via which 
we could perform the reverse l-to-2 mapping of the object’s intrinsic shape from any given 
view (i.e. from any given image) to the two basis views. The technique we developed for this 
purpose, which we refer to as the Implicit Pose Alignment (IPA) algorithm is explained next.
select a subset of p (> 4) landmark points that best conforms to the constraints of multi-view 
geometry for a rigid object by minimizing
Xi
m  ii 2
e2 =  ^  T(z)Y(z) , where Y(z) = (4.10)
Here, in each case, each image is represented by Xi,X  Sz x ' , which are 2 x p matrices con-
in Section 1.9, we use the notation X to represent the subset of the points in X that can be
e2 until we found a non-co-planar one.
4.4 An Implicit Pose Alignment in 2D via the CATT
From this point, we will assume that we have a 3D object, whose shape is changing over time 
(as, for example, the expression on a face would) and that we sequentially capture image sam-
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pies of this object from various viewpoints, over a period of time. We emphasize that this is 
not a vital, or even a necessary assumption for our model. However, it is a useful assumption 
as it facilitates an easy and unambiguous interpretation of exactly what we mean every time we 
refer to two or more images of the object, in the same instantaneous shape-state, simultaneously 
captured from different views.
We recall, at this stage, that one of our main aims is to remain in image-space (see Sec­
tion 1.2) and, hence, we wish to avoid any form of explicit 3D reconstruction. Therefore, we 
require a procedure that enables us implicitly to align the object from the view of a given image 
to the two basis views. This is equivalent to transferring the intrinsic shape of the object in a 
given image to the two basis views. In simple terms, we wish to generate two basis view images 
that look as though they were images of the object captured:
(0 from the two basis views, and
(ii) at exactly the same instant that the given image was captured.
We refer to this process as an Implicit Pose Alignment (IPA).
4.4.1 The Initial Conditions and the Aim of our IPA Algorithm
Suppose we have two basis view images displaying some (intrinsic) shape. The particular 
shape displayed is not important at this stage. Therefore, without loss of generality, we will 
assume that it is the mean shape X. What is important, though, is that both basis view images 
have exactly the same intrinsic shape and can be considered as being simultaneous images 
of the object, captured from the basis views. For now we shall assume that this is a given fact, 
although later in Section 4.4.4, we describe how we could enforce such a shape correspondence, 
if necessary. Thus, we now assume that we have:
(0 two mean basis view images x' & x",
(ii) the given image Xj,
(iii) corresponding landmark points in all three images, and
(iv) a subset of corresponding stable points represented by X*, x' & x".
Our aim, then, is to recover X- & X", which are the basis view images that have the same 
intrinsic shape as X*. This is the l-to-2 mapping that our IPA algorithm aims to achieve and is 
illustrated in Figure 4.4.

















Figure 4.4: (b) illustrates the outcome we aim to generate by applying our IPA algorithm to the 
three initial images shown in (a).
4.4.2 Generating the Initial Estimates
The aim of the IPA, as explained in Section 4.4.1 above, is achieved in a series of intermediate 
steps. We begin by computing the CATT matrix, T*, corresponding to X*, x '  & x"  (i.e. using 
only the stable landmark points). We then use the computed CATT to map the mean shape from 
the two basis views to the view of the given image, via the usual 2-to-l LCV mapping. If the 
mean shape in the view of the given image is Xt the reformulated LCV model gives us:
r
x'
=  0 .
In order to represent Xz in terms of X; and X", we can re-write equation (4.11) as




*i(0 *s(0 *9(0 0 *11 (0 0
t2{i) *e(0 & t 2(0 =  -
0 *9 (0 *12(0 0
*3(0 t7(i) *10 (0 0 0 *11 (0
_ U (i) *s(0 . 0 *10 (0 0 *12(0 _
Ti(i) =
We can then re-construct X* via (z), the pseudo-inverse [GVL96] of Ti(z):
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(a) (b)
Figure 4.5: (b) illustrates the outcome of applying the usual 2-to-l LCV mapping from the 
mean basis view images to the given image. The mean basis view images and the given image 
are shown in (a) for comparison.
Figure 4.5 illustrates the outcome of this initial step.
Next, we compute the in-view shape difference,
AXi = X i - X i  . (4.15)
This in-view shape difference is then applied to the two basis view images to generate, X- & x":
X- =  X' +  AX* & x" =  x" +  AX i . (4.16)
These are our first estimates of Xj & X which as mentioned before, are the basis view images 
that have the same intrinsic shape as X{. The resulting two new basis view images of this step 




Figure 4.6: (b), illustrates the results of applying the in-view shape difference to the mean basis 
view images, which are shown in (a) for comparison.
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4.4.3 Applying the Epipolar Constraints
Since AXZ is a shape difference computed in the view of Xt, applying it directly to the basis 
view images will not, in general, result in valid images. This is because, & X'[ computed 
as in Equation (4.16) will not, in general, conform to the constraints of multi-view geometry. 
Furthermore, the intrinsic shape in X- h  x "  will not, in general, be the same as that in X*. 
However, in each case (i.e. for each basis view image) it provides an estimate of the pose aligned 
image, which we expect to be (and in practice, is as we shall see) better than the respective mean 
basis view image; i.e. X^  & x "  are better estimates of X' or X" than X/ &; x "  are.
We now proceed by applying the constraints of multi-view geometry to these initial es­
timates. We begin by extracting, from the CATT via Algorithm 14.1 on page 366 of [HZOO], 
the two fundamental matrices that link X* to each of the basis view images. This algorithm is 
reproduced in Appendix E (Section E.3) for completeness. We then use the computed funda­
mental matrices to enforce the epipolar constraints on X- & X.". This process generates a new 
set of basis view images, X* & x ' ,  which are estimates of X- & X!( that satisfy the constraints 
of multi-view geometry. This process (i.e. enforcing the epipolar constraint) is carried out by 
adjusting each landmark point in each of X^  k  X.”. Here, in each case we consider the points 
one at a time and over the entire set of landmark points (both the stable points and the rest).
Thus, for each j ,  we consider a set of corresponding points ( x i ( j ) , y i ( j ) )  <-+
{ x ' ( j ) , y ' ( j ) )  <-> ( x " { j ) ,  y " { j ) )  in Xj, X.' & X.". We first compute the equations of the epipolar 
lines, l'(ji) & I"(j), in x '  & x ”, corresponding to the point ( x i ( j ) ,  y i ( j ) )  in Xj. These epipolar 
lines are illustrated in Figure 4.7. The equations of the epipolar lines follow directly from the 
fundamental matrices and the given point ( x i ( j ) , y i ( j ) ) .
~  n
Figure 4.7: An illustration of how a point (Xi,yi) in the X* relates to the two epipolar lines, 1' 
& 1" in x ' & x "  respectively, via the fundamental matrices Fi & F2.
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In order to illustrate how the equation of each epipolar line is generated, let’s assume we 
have an image pair X and X' with corresponding points (x, y) *-*■ ( x \  y') and the corresponding 
3 x 3  fundamental matrix F. Then from multi-view geometry [HZOO] we have that
( * V 1 )
(  / \x
y '
\  1 /
=  0 .  (4.17)
Therefore, for example, if we know F and (x',y') then equation (4.17) provides us with the 
equation of a line in the form ax + by + c = 0. This is the equation of the epipolar line in X 
(i.e. the image containing the point (x , y)), corresponding to the point (x y ' )  in X'.
As mentioned before, the IPA procedure is a l-to-2 mapping and, hence, is inherently 
undefined in the absence of the required constraints. This is the stage at which we encounter 
this degeneracy. As we have just seen, from multi-view geometry we know that the points for 
which we are looking (i.e. the (x'(j),y-(j)) & {x"(j ),y"( j) ))  lie on the epipolar lines 1-(j) 
& 1 "(j) respectively. However, we do not know exactly where along the line they should be 
placed. This is because the number of degrees of freedom exceeds the number of available 
equations, i.e. in each case we have one equation (the equation o f  the epipolar line) for every 
two unknowns (the x and y  coordinates o f the corresponding point).
Therefore, we require a further constraint (i.e. in addition to the epipolar constraint) in 
order to locate the specific point on the line. Since, at this stage, we have the estimates X-
~ / /
& X j, we use them to constrain the search for the points along the epipolar lines. Thus, in 
this step, we generate X- & x ”, which are a set of basis view images that, preserve as much 
of the intrinsic shape of X- & X.” as possible, while at the same time satisfying the epipolar 
constraints. As such, we select (x' fj) ,  y[(j)) as the point on 1 ■ ( j ) that is closest to (x'f j),  y[ (j)) 
and similarly select (&l(j),y"(j)) as the point on 1"(j) that is closest to (x"( j) ,y"(j )) ,  as 
depicted in Figure 4.8.
p " u ".y"
Figure 4.8: An illustration of locating the closest points on the corresponding epipolar lines.
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Inevitably, this means that our result depends on the accuracy of our initial estimate. Ex­
perimentally, we have found that using X- & x ”, as generated in Section 4.4.2, are better initial 
estimates than X7 & X", in the sense that the resulting aligned images look visibly more like 
what we would expect them to be.
The n  points (x '(j), $ ( j) )  & for j  =  1 , . . . ,  n  located in this manner then
define the intermediate (epipolar constrained) images X^  x [ . The result of applying this step 





Figure 4.9: (b) shows the results of applying the epipolar constraint to the basis view images 
shown in Figure 4.6 (b) and have been reproduced here in (a) for comparison.
4.4.4 Enforcing a Shape Correspondence Between the Two Basis View Images
In our endeavor to reconstruct X' & X" (the basis view images that have the same intrinsic 
shape as the given image, X*) we began with the mean basis view images X7 & x "  and have, 
thus far, discussed how we may generate the initial estimates x[ & X.'' and enforce the epipolar 
constraints between the given image and each of our estimates to generate X^  & x ''. However, 
since we are dealing with an image triplet, there remains a further epipolar constraint that has to 
be enforced, i.e. the one between the two basis view images. Such a constraint would ensure that 
the two basis view images can be considered as images of the object captured simultaneously 
from the two basis views. This epipolar constraint is applied in much the same way as described 
in Section 4.4.3 above, by moving points onto the corresponding epipolar lines. However, there 
are two distinct differences:
(i) we make use of a different algorithm to compute the corresponding fundamental matrices,
(ii) the process is iterative.
(0 results from the fact that we do not have a simple method by which we may extract this 
third fundamental matrix (i.e. the one that links the two basis views) via the CATT, possibly 
due to the degeneracy in the implicit affine representation. Therefore, we compute a Maximum
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Likelihood Estimate (MLE) via corresponding landmark points, instead. Here again, since 
the fundamental matrix is defined for a rigid object, we make use of just the subset of stable 
points (see Section 4.3) for this computation. Furthermore, we employ Algorithm 13.1, on 
page 340 of [HZOO] for this purpose. Again, for completeness, this algorithm is reproduced in 
Appendix E (Section E.2).
(ii) is a result of the uncertainty in both images involved, since we do not have X- or X" at 
this point. In contrast, in the process described in Section 4.4.3, in each case, one of the images 
(i.e. the given image X*) was known, and therefore, we did not need to iterate, and the resulting 
images, X7 & x ',  were the best we could hope to generate via the epipolar constraints. In this 
case, however, both images X7 &; x'' are only estimates of the required basis view images X\ or 
X", and we cannot assume that one is a better estimate than the other. Therefore, we consider 
them both equally likely to be correct. We map the shape of X7 to the view o fx '  and vice-versa, 
compute the mean of the two images in each view and iterate using the computed means as our 
new basis view images. Furthermore, as we have done throughout the IPA process, we use X7 
and x" to define the basis views. This not only ensures consistency, but also in practice, ensures 
that the iterative process converges.
Thus, for example, we may start by computing the fundamental matrix, F i2 say, that maps 
Xi to X (i.e. via the stable points only). We then use F i2 to compute the equations of the 
epipolar lines in x" that correspond to all of the points (i.e. the stable points and the rest) in 
X7. Next, as described in Section 4.4.3, we move the points in x" to the nearest points on the 
corresponding epipolar lines, to generate X-. Similarly, we can map the shape from x [  to x',
u /
via the corresponding fundamental matrix to generate Xf. We then compute the following mean 
images:
%  =  &  
v // 1 A // 1J //
X" =  i ( X i + X i ) .  (4.18)
At this point, we acknowledge the fact that there remain further degrees of freedom, as 
explained later in Section 4.4.5, that need to be constrained. Therefore, we align the newly 
computed means, X7 & X77 to X7 and x", as these are the reference images that define the basis 
views. The necessity and validity of this alignment, as well as the way in which it is computed 
are all explained in detail in Section 4.4.5, which follows next.
The algorithm that we employ to enforce a shape correspondence between the two basis 
view images, X7 &; X77, generated by enforcing the epipolar constraints, as described in Sec­
tion 4.4.3 can, thus, be given as shown in Algorithm 4.2 .
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Enforcing a Shape Correspondence Between two Basis 
View images
1. Set X' =  X7 and X" =  X- (i.e. set them to their current estimates).
2. Map the shape from X- to the view of X'- and vice-versa to generate
x ;& x "
3. Compute the means X^  & x'' via equation (4.18).
4. Align X^  to x' and xl' to x", as described in Section 4.4.5, via the appro­
priate transformations A^  & A".
5. Update Xj & X" as
X '^ A 'X ' U X ? - A ? X " .  (4.19)
We repeat steps 2 to 5 until the difference between consecutive estimates of 
X!i & X", as computed via equation (4.19), is smaller than some tolerance.
Algorithm 4.2 : The Algorithm for Enforcing a Shape Correspondence Between 
two Basis View images.
Except for specification of the alignments A' and A", this essentially completes develop­
ment of the IPA algorithm. Before turning to discussion of these remaining alignment transfor­
mations in Section 4.4.5, we first deal with a slight adaptation of die IPA that is required during 
the process of selecting the two reference images (see Section 4.2). During this process, we 
only have two images that correspond to X^  & X-. In particular, we do not have X7 and x" at 
that stage. Therefore, we have adapted the above mentioned algorithm in a way that enables us 
to enforce a shape correspondence between any two images. In essence, the only change we 
make is to use, in each iteration, the current estimates of X^  & X" in place of the mean basis 
view images x' k  x". Thus, given any two images, Xj & X'j (i.e. two images of the object in 
any two shape-states and captured from any two views), the adapted version of this algorithm 
can be summarized as given in Algorithm 4.3 .
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Enforcing a Shape Correspondence Between any Two 
Images
1. Set X'ref  =  and X "ef  =  X'-.
2. Map the shape from X'rej  to the view of X"ey and vice-versa to generate 
Kef^ Kef
3. Compute the means X e^f & via equation (4.18).
4. Align X ^ef  to (the current estimate of) X!rej  and X ^  to (the current esti­
mate of) X"eyr, as described in Section 4.4.5, via the appropriate transfor­
mations A'rej  & A"ey.
5. Update x;e/&X"e/as
K e f  K e f K e f  & K e f  -  K e f K e f  • (4-20)
We repeat steps 2 to 5 until the difference between consecutive estimates of 
X'ref  & X"ey, as computed via equation (4.20), is smaller than some tolerance.
Algorithm 4.3 : The Algorithm for Enforcing a Shape Correspondence Between 
any Two Images.
4.4.5 Constraining the Remaining Degrees of Freedom
Simply selecting the closest point on the corresponding epipolar lines, as described in Sec­
tions 4.4.3 and 4.4.4, does not always generate the images that we are aiming to recover (i.e. 
basis view images that have the same intrinsic shape as Xj). Most often one of the images turns 
out to be quite skewed, scaled or rotated. Some examples of these are shown in Figure 4.10. 
In these cases, it is clear that the closest point on the epipolar line is not the correct one. This 
indicates that the constraints described thus far are insufficient and there remain further degrees 
of freedom that we need to constrain.
Intuitively, we can see one such degree of freedom remaining for each landmark point 
(x "(j),2/"(j)) in the basis view images, X^  & X^, that we aim to recover. 
This corresponds to the fact that the shape of the object in 3D is unknown. Consider a 3D
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Figure 4.10: Some example images generated by applying the epipolar constraints via selecting 
the closest point on the epipolar lines.
point Pj corresponding to an image point =  (X{,yi) in X2. If Pj moves in 3D space along 
a direction perpendicular to the image plane (of X;), the location of its projection in X* will 
remain the same (i.e. it will be (x{,yi)). However, the locations of the projections of Pj in 
the basis view images will move along the corresponding epipolar lines, in a corresponding 
manner. Therefore, there remains an uncertainty in the locations of (x[, y[) and (x", y") along 
their respective epipolar lines, which is a direct consequence of the uncertainty in the location 
of the corresponding 3D point. This phenomenon is illustrated in Figure 4.11.
Basis Mew Image 2Basis Mew Image 1
Figure 4.11: An illustration of the remaining degree of freedom in the IPA process.
Thus, to resolve this ambiguity we seek to make the deviations,
AX' =  X' -  X' and AX" =  X" -  X" , (4.21)
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as small as possible. To do so, we use the fact that, under affine imaging conditions, the instan­
taneous shape of the object may, in principle, only be recovered up to an affine transformation 
in 3D [HZOO, CDMTL95]. Hence, as previously described in equations (4.19) & (4.20), we 
recover and Xf as
X,i =  A>x' and X" =  A"x" , (4.22)
where each of X^  and x f  are adjusted via independent global (i.e. one for each image and not 
one for each landmark point) affine transformations A- and A". The required affine transforma­




A 'X J-X and min 
A?
A "X"-x" (4.23)
If we consider two images taken from the same viewpoint of the object in different shape- 
states, such as Xr and X ,^ the locations of points representing a rigid portion of the object (e.g. 
the stable points) would be expected to coincide. Therefore, as indicated in equation (4.23), by 
the X notation (see Section 1.9), we use only the subset of stable points when computing the 
required affine transformations. Experimentally, too, we have found this leads to more accurate 
results (i.e. the resulting aligned images look visibly more like what we would expect them to 
be) than using all of the landmark points.
Furthermore, this adjustment (4.23) is consistent with ensuring that as much variation as 
possible is explained as an extrinsic view variation. It is also consistent with experimental 
results in that the images generated prior to applying this final affine transformation seem, as 
mentioned before, to be skewed, rotated and/or scaled from what would be expected (i.e. the 
images also visually seem to have been recovered up to an affine transformation). The results 
of applying this adjustment, via affine transformations, to the images given in Figure 4.10 are 
given in Figure 4.12.
Some examples of the effect of applying the appropriate affine alignment to the epipolar 
constrained images, X^  & X.'', are shown in Figure 4.13.
Note that in some cases there is little change (e.g. Figure 4.13 (a)), whilst in others, one 
of the shapes changes dramatically (e.g. Figure 4.13 (e)). Whenever there is a large change, it 
is always the last image in the image stack from which the CATT is calculated which changes 
dramatically. This results from the fact that it is the last to be computed and the remaining 
degeneracies all filter through to it. However, as Figure 4.13 shows, in all cases no information 
is lost and the original expression is preserved, and can be recovered, for example as described 
in this section, by means of a global affine transformation.
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0 / 0  o  AO
Figure 4.12: The results generated by applying appropriate affine transformation to each of the 










(a) (b) (c) (d) (e)
Figure 4.13: The given image, X*, is shown in the middle row for comparison with the corre­
sponding intermediate images X7 & x"  (top row) and the corresponding adjusted images A'X7 
& A"X" (bottom row).
4.4.6 The Implicit Pose Alignment Algorithm
We have now completed development of our Implicit Pose Alignment (IPA) algorithm. The aim 
of this algorithm, as mentioned in Section 4.4.1, is to transfer the intrinsic shape of the object 
from a given image X* to the two basis views. We assume that we begin with the two mean 
basis view images X7 k  X" and expect to recover the basis view images X' & X''. Here X' & 
X” are images that can be considered to have been captured from the basis views, at exactly the 
same instant that the given image, Xt, was captured.
We begin by computing the best initial estimates that can be generated and update these 
estimates first by applying the epipolar constraints between the given image and each of the 
basis views as explained in Sections 4.4.3. We then enforce a shape correspondence between the
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two computed basis view images, as described in Section 4.4.4, by iteratively enforcing the third 
epipolar constraint and adjusting the resulting images via the appropriate affine transformations, 
computed as described in Section 4.4.5. The complete Implicit Pose Alignment (IPA) algorithm 
can, thus, be presented as given in Algorithm 4.4 .
The IPA Algorithm
1. Generate the first estimates X* & X^, as described in Section 4.4.2.
2. Apply the first two epipolar constraints to X^  & x ”, as described in Section 
4.4.3, and generate the intermediate images X* Sz x''.
3. s e tx ; =  x ^ & x ;/ =  x^.
4. Apply the third epipolar constraint to the current estimates of X^  & X" as 
detailed in section 4.4.4.
5. As described in Section 4.4.5, compute the appropriate affine transforma­
tions, A' &; A", via equation (4.23).
6. Update X' &; X” according to
Xj -  A'X' h  X'' -> A"X" . (4.24)
We repeat steps 4 to 6 until the difference between consecutive estimates of 
Xj & X!(, as computed via equation (4.24), is smaller than some tolerance.
Algorithm 4.4 : The Implicit Pose Alignment (IPA) Algorithm.
4.5 Summary
The aims of this chapter were two fold. Firstly, it was meant to introduce the concepts underlin­
ing our integrated shape and pose modelling technique, in the context of the previous research 
set out in Chapter 2. Secondly, it aims to provide a detailed description of our our Implicit 
Pose Alignment (IPA) algorithm which, in effect, is the reverse of the mapping achieved via the 
Linear Combination of Views (LCV) technique.
We thus began with a basic step-by-step introduction to the concept of our integrated shape 
and pose modelling technique. In this introduction, we identified the processes that were already
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developed by others (i.e. the coupled-view FSM and LCV techniques), as well as some others 
that would be required in order to realize our conceptual model. We also made reference to the 
fact that the LCV and coupled-view FSM techniques that we wish to use, would require some 
adaptation.
Most of this chapter, however, was dedicated to a detailed description of our Implicit Pose 
Alignment (IPA) algorithm and its various component algorithms. The IPA algorithm is de­
signed to transfer the intrinsic shape from any given image to the basis view images. This, 
as the algorithm’s name implies, is achieved implicitly; i.e. without recourse to any form of 
explicit 3D reconstruction. In particular, the IPA makes use of a combination of epipolar con­
straints and affine transformations to achieve its goal. The IPA algorithm described, in detail, 
in this chapter is the most significant contribution of this Thesis.
Now that we have all the necessary tools, we turn our focus to the next sub-hypothesis (Sec­
tion 1.3.2) and we seek to integrate the adapted version of the coupled-view flexible shape model 
with the reformulated linear combination of views technique, via two flexible basis views. This 
leads to the Integrated Shape and Pose Model (ISPM), which is an image or view-based sys­
tem capable of modelling the pose and shape of a non-rigid three-dimensional object and is 
explained in detail in the next chapter (Chapter 5).
Chapter 5
The Integrated Shape and Pose Model
This chapter describes the details of the Integrated Shape and Pose Model (ISPM). Details 
of the component models and how they inter-relate are given. The processes of model building 
and model implementation are also described.
The aim of this Thesis, as introduced in Section 1.2, was to develop an image or view-based 
model of a non-rigid three-dimensional object, such as the human face. Our objective was that 
the model should be capable of dealing with relatively large viewpoint changes, of providing 
a numerical representation of the shape and pose of the imaged object, and of synthesizing 
the geometry of new images. Accordingly, we developed, what we call, the Integrated Shape 
and Pose Model (ISPM). The ISPM is made up of two main sub-models; one that models the 
intrinsic shape of the object and another that represents the extrinsic pose variations. These sub­
models work independently but are linked via two flexible basis view images to form the ISPM. 
The design of the ISPM with regard to its components and their inter-relations is described next.
5.1 The Components of the ISPM
The Integrated Shape and Pose Model (ISPM) is a three-tier, hierarchical model. This hierar­
chical structure is illustrated in Figure 5.1. The components in the lowest level of the hierarchy 
of the ISPM were all introduced in the previous two chapters. The Flexible Shape Model (FSM) 
was introduced in Section 2.3 and the Implicit Pose Alignment (IPA) algorithm was described 
in Section 4.4.6. The Linear Combination of Views (LCV) system was first introduced in Sec­
tion 2.5 and then reformulated in Section 4.1. Here, of course, we employ the reformulated 
version, not only because it is well-defined, but also since it has to work with the IPA algorithm,
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Figure 5.1: A diagram illustrating the hierarchical levels of the ISPM.
which makes use of the CATT. The component models in the middle tier of the ISPM hierarchy 
are the multi-view Flexible Shape Model (multi-view FSM) and the multi-view Flexible Pose 
Model (multi-view FPM). These two models are linked via two flexible basis view images to 
form the ISPM. The multi-view FSM represents the intrinsic shape of the imaged object and 
the multi-view FPM models the extrinsic pose or view variations. This high-level structure 
of the ISPM is illustrated in Figure 5.2. These sub-models (i.e. the multi-view FSM and the
ISPM
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Figure 5.2: A diagram illustrating the hierarchical levels of the ISPM.
multi-view FPM) are themselves hierarchical. Therefore, their components are introduced next, 
starting with the multi-view FSM.
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5.1.1 The Multi-View Flexible Shape Model
From here on, we will refer to our adaptation of the coupled-view FSM described in Section 2.4 
as the multi-view FSM. This is mainly to highlight the differences between the coupled-view 
flexible appearance (i.e. shape and texture) modelling technique developed by Cootes and 
Taylor et al. [CWWTOO] and the version we use here. The principal difference between the 
coupled-view FSM and the multi-view FSM is that the latter models purely intrinsic shape vari­
ations, where as the former models both intrinsic and extrinsic shape variations. A schematic 












Figure 5.3: An illustration of the multi-view Flexible Shape Model.
5.1.2 The Multi-View Flexible Pose Model
In simple terms, the multi-view Flexible Pose Model (multi-view FPM) is an image-based 
model capable of representing the extrinsic shape variations resulting from changes in the pose 
of a 3D object, such as a face, that can change shape. Furthermore, it models the pose varia­
tions of the imaged object, regardless of its intrinsic shape and, in particular, does not model 
the intrinsic shape of the object. The multi-view FPM makes use of different routes for model 
parameterization and image synthesis. The IPA algorithm (Algorithm 4.4 ), introduced in Sec­
tion 4.4.6, is employed to parameterize single images of a non-rigid object, in terms of the 
imaged object’s pose and, in particular, irrespective of the intrinsic shape of the object. This 
parameterization is achieved in terms of the CATT that relates the view of the given image to 
the two basis views. For image synthesis, the multi-view FPM employs the (reformulated) LCV 
technique. However, we have made a slight change to the LCV technique to make it capable 
of synthesizing images of a non-rigid object. In particular, the LCV technique employed here 
makes use of two basis view images that are: flexible, and external.
We use the term flexible here to imply that the basis view images are images of a non-
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rigid object and, as such, may display a variety of intrinsic shapes. Furthermore, the emphasis 
on the term external is deliberate in order to accentuate the fact that the (intrinsic) shape of 
the basis view images is not modelled via the LCV technique, but rather by an external model 
(i.e. the multi-view FSM). Thus, the multi-view FPM is made up of the LCV technique and 















Figure 5.4: An illustration of the multi-view Flexible Pose Model.
pose parameters of the multi-view FPM may simply be the elements of the CATT or some 
parameterization of them. In our work, we use the former representation.
5.1.3 The ISPM
We have now introduced all the constituent elements at each level of the ISPM. Therefore, we 
can extend the illustration of the ISPM given in Figure 5.2, to the more comprehensive version 
given in Figure 5.5. Having introduced all of the individual components of the ISPM, we now 
turn our attention to the model building process.
5.2 Model Building
In this section, we describe the steps taken to build an ISPM. We begin with a training set of 
images of a non-rigid object that satisfies the following assumptions:
(/) the images are in correspondence via a set of appropriate landmark points, and
(ii) the object’s movements are such that all the landmark points are visible in all the images.






















Figure 5.5: A detailed illustration of the Integrated Shape and Pose Model (ISPM).
We suggest a way by which the scenario of occluded (or missing) landmark points may be dealt 
with later in Section 7.2.1. For now, however, we assume the simple case that satisfies the above 
assumptions.
The training process begins with the selection of a suitable subset of four or more of the 
landmark points to form the set of stable points. This, as mentioned before in Section 4.3, can 
be done manually by selecting the points that move the least with respect to each other when 
the object’s shape changes (e.g. for face images of one individual, these could be points on 
the nose), or automatically, via for example a RANSAC [FB81] algorithm. The EPA algorithm 
(Algorithm 3.1 in Section 3.1) is then used simultaneously to generate the best two mean basis 
view images and align the training images to them. This effectively removes the extrinsic pose 
variations from the training images and results in two corresponding sets of aligned images. 
We can then build two FSMs on the two sets of aligned images and couple them to form a 
multi-view FSM, as described in Section 3.3.
The construction of the ISPM is then complete. Since the multi-view FSM couples FSMs 
built on images captured from the two basis views of the multi-view FPM, the two sub-models
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are linked via these characteristic views. The multi-view FPM and multi-view FSM, which 
together constitute the ISPM, geometrically fully represent the shape and pose variations of the 
imaged object.
5.3 Implementation
Suppose now that we have built an ISPM for an object of interest and that we are given a new 
image of it in a particular pose and with a particular shape, together with the locations of the 
landmark points in the image.
We first use the multi-view FPM to compute the pose parameters corresponding to the 
given image. This is achieved by employing the IPA algorithm and the mean basis view images 
to align the given image to the two basis views. This process (i.e. Algorithm 4.4 ) generates 
the two basis view images that have the same intrinsic shape as the given image and, hence, 
provides the corresponding CATT. The elements of the CATT are the pose parameters. The 
basis view images generated by the IPA algorithm are then input to the multi-view FSM to 
extract the parameters that represent the intrinsic shape of the object in the given image.
Alternatively, we would be given a CATT (i.e. the extrinsic pose parameters) along with 
the intrinsic shape parameters and would expect to synthesize the geometry of an image of the 
object. Here, by synthesizing the geometry of an image, we refer to the process of locating 
the corresponding landmark points in the image to be synthesized. The multi-view FSM would 
utilize the given shape parameters to generate the desired intrinsic shape in the basis views 
(i.e. to generate the basis view images that have the same intrinsic shape as the image to be 
synthesized). The multi-view FPM then employs the (reformulated) LCV technique to transfer 
the intrinsic shape from the generated basis view images to the view defined by the given CATT. 
The ISPM can thus describe the locations of the landmark points in the image to be synthesized, 
via the input (shape and pose) parameters. We may then, if desired, proceed further to generate 
the texture of the output image, for example, as in [KB98b] via a linear combination of the 
image textures of two or more of the training images.
5.4 An Overview of the ISPM
The Integrated Shape and Pose Model (ISPM) is an image-based model, capable of representing 
images of a three-dimensional non-rigid object without confounding the intrinsic shape varia­
tions with the extrinsic pose variations. It is a model in which 3D effects are implicit. It can be 
built from a set of single images (i.e. we do not require stereo images) of the object captured 
from various viewpoints at different times. During the training process, the Extended Procrustes
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Alignment (EPA) algorithm is used to generate a stereo image pair equivalent to each original 
image. This facilitates the building of the multi-view Flexible Shape Model (multi-view FSM), 
which requires such stereo image pairs for its construction. The multi-view Flexible Pose Model 
(multi-view FPM) is made up of two techniques: the (reformulated) Linear Combination of 
Views (LCV) and Implicit Pose Alignment (IPA) techniques. It does not require training, since 
the basis view images it utilizes are external and modelled by the multi-view FSM.
Therefore, building an ISPM basically involves:
(/) selecting the basis views,
(ii) employing the EPA algorithm to generate the two aligned sets of images and the two 
mean basis view images,
(iii) building two individual FSMs on the two sets of aligned images, and
(iv) coupling the two individual FSMs to form the multi-view FSM.
In essence, the multi-view FPM is an interface between the multi-view FSM and the images of 
the object. It transfers the intrinsic shape of the object, both ways, between the view of an image 
and the basis views (i.e. the two views of the individual FSMs of the multi-view FSM). In each 
case, this intrinsic shape transfer is achieved via a corresponding Centred Affine Trifocal Tensor 
(CATT) computed by the multi-view FPM. The CATT represents the pose of the imaged object 
in a given/synthesized image independently of the intrinsic shape of the object. Furthermore, 
each individual FSM of the multi-view FSM models images as seen from a fixed view (i.e. from 
each of the basis views). Therefore, there are no view-variations modelled by the two individual 
FSMs or the multi-view FSM. Thus, the intrinsic shape and the extrinsic pose of the imaged 
object are modelled independently by the component models of the ISPM, as they should be.
In this dissertation we have, thus far, only discussed the methodology of the ISPM. In order 
to validate this methodology, we built a prototype of the ISPM and tested its functionality via 
some real and synthetic images. The outcome of this evaluation is presented next in Chapter 6.
Chapter 6
Evaluating the ISPM
 -   - -  ----------------  
We use this chapter to detail our evaluation of the Integrated Shape and Pose Model 
(ISPM). We begin the chapter with a description of the databases we employed in the evaluation 
process. We then proceed by describing the various experiments carried out, their purpose and
After the introduction in Chapter 1 we provided a review of the relevant literature in Chap­
ter 2, in order to set the context to the work we carried out on modelling the shape and pose of a 
3D non-rigid object. Chapters 4 & 3 then detailed all the concepts and algorithms developed in 
this area, during the course of this Thesis, all of which were integrated into the single framework 
of the Integrated Shape and Pose Model (ISPM) in Chapter 5. We now, in this chapter, validate 
the concepts and algorithms described in Chapters 4 & 3 and also evaluate the ISPM introduced 
in Chapter 5. We begin with a description of the various databases employed in the experiments 
presented in this chapter. The details of the experiments themselves follow, together with the 
reasoning behind them and the results obtained. We also present a critical assessment of, and a 
discussion on, these results. We end the chapter with the conclusions we drew from the results 
generated during our evaluation process.
6.1 Image Databases
The results presented in this chapter have been generated via four different sets of face images. 
We made use of one database of synthetic images and three databases of real images. All 
four databases were generated via different methods and, hence, were quite different in size,
the results they produced. We also independently evaluate the various algorithms employed by
the ISPM.
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composition/structure and the number of landmark points. The use of more than one set of 
images demonstrates the general validity of the results given in this chapter. In particular, 
if similar results are generated on all the databases, it will show that our results reflect the 
performance of the models and algorithms of interest and are not dependent on the peculiarities 
of a particular data set. Furthermore, we developed our approach using only two (i.e. the 
synthetic and UCL databases) of the four databases and later tested, without emendation of 
the model, on the other two (i.e. the Manchester and CMU databases). Thus, the results and 
conclusions have a stronger scientific validity than if the work had been developed on all four 
databases.
Since a knowledge of the data is required in order to fully comprehend the experiments 
carried out and the results obtained, we present a description of the databases in this section. 
We will refer to these four databases, throughout the remainder of this Thesis, as the “synthetic”, 
“UCL”, “Manchester” and “CMU” databases. The details of these databases follow next.
6.1.1 Database 1: The Synthetic Database
Our synthetic face image database was generated using the 3D head model used by Loizides 
et al. in [LSL01], which was derived from the ‘geoface’ model implemented by Parke and 
Waters [PW96]. We generated the synthetic face images via projections of this 3D head model 
and within a view range that maintained the visibility of all of the landmark points in all of 
the images. The 73 landmark points were automatically generated by projecting a manually 
selected subset of the 3D model vertices via the same projection matrices used to generate the 
corresponding images. Thus, the locations of the landmark points were error-free. As such, 
in this case, we had access to the ground truth against which to evaluate our model. Of the 
73 landmark points, six were manually chosen to form the subset of stable points. This was 
done by keeping the pose of the head fixed and generating all of the expression used, while 
manually monitoring the movements of the points. In this case, the six selected points did not 
move at all over the entire collection of expressions. All of the landmark points used are shown 
in Figure 6.1, where the stable points are shown as white crosses, while the remaining points 
are shown as white dots.
We were able to generate four distinctive expressions (Fear, Happiness, Sadness & Neutral) 
via the head model, in various strengths by varying amounts of muscle movement as described 
in [LSL01, PW96]. Therefore, each time we generated an image of a particular expression, 
we changed the strength of the expression, so that none of the images could be considered as 
simultaneous images of the face captured from different views. We were also able to rotate the
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Figure 6.1: The 73 Landmark points that were automatically located on each of the images of 
the synthetic face. The landmark points that form the subset of stable points are shown as white 
crosses, while the remaining points are shown as white dots.
head by any desired angle in any direction. However, we generated an image of each expression 
at 5° intervals from —25° to +25° where 0° corresponds to the frontal view and all rotations 
were performed only about the vertical axis. Some example images are given in Figure 6.2. Four
Figure 6.2: Some examples from the synthetic image data. From left to right are the expressions 
sadness, happiness, fear, neutral, sadness & happiness at —25°, —15°, —5°, +5°, +15° & +25°, 
respectively, from the frontal view.
expressions generated in each of the eleven poses provided us with a database of 44 synthetic 
images.
6.1.2 Database 2: The UCL Database
We also generated a simple set of real face images of a single individual. These images were 
captured via a webcam. Here, the webcam was kept stationary while the subject rotated his 
head about the vertical axis with a maximum pose variation of ~  30° either side of the frontal
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view. Five different expressions (Neutral, Angry, Happy, Sad & Surprised) were captured at 
~  5° intervals from ~  —30° to ~  +30°, where 0° corresponds to the frontal view. Thus, we 
generated a set of 65 images of a real face, which comprised five expressions in each of the 13 
different poses. Some examples of the training images are given in Figure 6.3.
Figure 6.3: Some example images from the real image set. From left to right we see an angry, 
happy, neutral, sad and surprised face having a pose angle of approximately +30°, -I-15°, 0°, 
—15° and —30° respectively.
We manually placed 32 landmark points to mark key locations of the face (such as the 
comers of the eyes) on each image via a click of the mouse. Of these 32 landmark points, six 
were manually chosen to form the subset of stable points. All of the landmark points used are 
shown marked as black crosses on a white background in Figure 6.4, where the stable points 
have been encircled.
Figure 6.4: The 32 Landmark points that were manually located on each of the images of a real 
face. The landmark points that form the subset of stable points are encircled.
6.1.3 Database 3: The M anchester Database
This database is a subset of the real image data used by Cootes and Taylor et al. in [CWWT00]. 
In order to evaluate their coupled-view Flexible Appearance Models (FAMs) introduced
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in [CWWTOO], Cootes and Taylor et al. gathered a set of images comprising sequences of 15 
individuals rotating their heads through 180°, from full profile to full profile, while randomly 
changing their facial expression. The images were divided into five groups that represented 
the left profile, left half-profile, frontal, right half-profile and right profile views of the faces. 
Ambiguous examples were assigned to both groups. Reflections of the images were then used 
to reduce the number of groups to three (profile, half-profile and frontal) and also to increase 
the number of images in each group. Furthermore, they defined a different set of landmark 
points for each group of images, depending on which features of the face were visible in all 
of the images in the group. This meant that there were no landmark point correspondences 
(see definition of point correspondences in Section 1.8) between images from different groups. 
Therefore, and since we only had access to the landmark point data (except for one example set 
of images), we were able only to make use of one group of images. As such, we chose only to 
use the images in the frontal group of images.
Along with the landmark point data, 138 of the 147 images belonging to the frontal group 
also came with an associated estimate of the pose angle of the face, accurate to about ±10°. 
Since we wished also to compare our model with a coupled-view FSM, which requires an 
estimate of the pose angle for training purposes, we made use of the suitable 138 images only. 
Furthermore, since the human face is not strictly symmetric, we did not make use of reflections 
of the images as was done in [CWWTOO, CTO la].
Figure 6.5: A typical example of the images of an individual, taken from the database intro­
duced in Section 6.1.3. From left to right we see face images with an associated pose angle of 
approximately -30°, -20°, -10°, 0°, 6.92°, 13.85° and 20.77° respectively, accurate to about 
± 10°.
Thus, the database we made use of comprised 138 images of 14 individuals captured from 
view points ranging from ~  —45° to ~  40°, where 0° is the frontal view and ±90° are the full 
profile views. A typical example of the images of one of the individuals is given in Figure 6.5.
The images of the frontal group as used by Cootes and Taylor et al. in [CWWTOO] were
6.1. Im a g e  D a ta b a s e s 110
Figure 6.6: The set of 68 landmark points used by Cootes and Taylor et al. in [CWWTOO].
marked up with a total of 68 landmark points. However, as shown in Figure 6.6, we could 
not make use of all of these landmark points, since they cannot all be considered as being 
corresponding landmark points across the set of images, i.e. they are not fixed points on the 
(3D) face, but are rather, for example, used to mark the boundary of the face and nose as seen in 
each image. Since we did not have access to the images themselves, we selected a subset of 44 
out of the 68 landmark points to be used in our model evaluation process. Of our 44 landmark 
points, we manually selected a subset of 8 stable points. These are all shown in Figure 6.7.
Figure 6.7: The 44 Landmark points we used for the images from the Cootes database. The 
landmark points that form the subset of stable points are shown as white crosses, while the 
remaining points are shown as white dots.
6.1.4 Database 4: The CMU Database
Between October and December 2000, Sim et al. [SBB02] collected a database of over 40,000 
facial images of 68 people by use of the Carnegie Mellon University (CMU) 3D Room. They 
imaged each person across 13 different poses, under 43 different illumination conditions, and 
with 4 different expressions. This database is known as the CMU Pose, Illumination, and 
Expression (PIE) database. We made use of a subset of these images in our evaluation of the
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ISPM.
Firstly, we only used images captured with the room lights on and with no flashes. This is 
because illumination variations do not affect a shape change (intrinsic or otherwise). Secondly, 
the images captured by 6 of the 13 cameras, which made up the synchronized multi-camera 
imaging system used to generate the CMU PIE database, were unsuitable. In particular, the 
viewing angles of these 6 cameras were such that the images they captured were plagued with 
self-occlusions leading to missing landmark points. Therefore, we only made use of images 
captured by the other 7 cameras. The 7 cameras that were useful for our purposes were c05, 
c07, c09, cl 1, c27, c29 and c37. The views of all 13 cameras are shown in Figure 6.8, which 
was taken from [SBB02]. The 7 cameras whose images we used have been encircled.
Figure 6.8: An illustration of the views of the synchronized 13-camera imaging system used 
to generate the CMU PIE database. The figure is taken from [SBB02]. The 7 cameras whose 
images we used have been encircled.
The expressions sampled by the CMU PIE database are neutral, smiling, blinking and 
talking. For neutral, smiling and blinking they retained the 13 images, one from each camera. 
We, therefore, have 7 useful images of each of the 68 individuals smiling, blinking and with the 
neutral expression providing 1,428 images. For talking they captured 60 frames of video and 
retained these for only 3 cameras: the frontal camera c27, the 3/4 profile camera c05, and the 
full profile camera c22. We received these images only for 53 of the 68 individuals. From the 
60 frames, we selected 6 of them (frames 00,11,23, 35,47 & 59) from the two suitable cameras 
(i.e. c27 & c05) for each of the 53 individuals. This provided a further 636 images, giving us 
a total of 2,064 images. Thus, we made use of this subset of 2,064 images of the CMU PIE 
database [SBB02], The composition of this database is somewhat complicated. For example, 
note that the number of images for each individual are unequal. Furthermore, this is the only 
database that contains pose variations about both the horizontal and vertical axes. However, it 
will become clear later, precisely how these images were used.
We manually placed 42 landmark points on these images, via the click of a mouse. Of
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these 42 points, four were manually chosen to form the subset of stable points (note that our 
reformulated LCV technique requires a minimum of three stable points - see equation (2.59)). 
All of the landmark points used are shown in Figure 6.9.
JriHHU
Figure 6.9: The 42 Landmark points used for the images taken from the CMU PIE database. 
The landmark points that form the subset of stable points are shown as white crosses, while the 
remaining points are shown as white dots.
6.2 The Choice of Basis View Images
Having introduced the databases used in our evaluation process, we now present the experiments 
carried out on the data. The first of these experiments, given in this section, is one that evaluates 
the technique we used to select two reference images whose views define the two basis views, 
which was presented in Section 4.2. In this section we present an evaluation of this technique. 
In particular, we compare the modelling error (via reconstruction experiments as described in 
Section 6.6) of five different versions of the ISPM, each built using a different pair of basis 
views. The five different sets of basis views were selected as follows:
Exp. 1: as described in Section 4.2 (this is expected to be the best pair and hence lead to the 
lowest and most consistent modelling error),
Exp. 2: as two coincident views (i.e. they were defined by two different images captured from 
the same view),
Exp. 3: as the frontal view and another, different view selected at random,
Exp. 4: as two views with a view separation smaller than that of the pair in experiment 1 (i.e. 
the difference in pose angle of these two views is smaller than the difference in pose angle 
of the two views selected in experiment 1),
Exp. 5: as two views with a view separation larger than that of the pair in experiment 1.
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Figure 6.10: A comparison of different choices of basis views, as described in the text and Table 6.1. The thick solid black line in the graph is the result of the 
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Here, we made use of the real images in Database 2 (UCL) and, in each case, used the 
entire database for training and testing. The reasons for this are two fold. Firstly, this way we 
only have to select the basis views once, as opposed to a fc-fold cross-validation experiment, 
where we would have to select the basis views for each fold. Secondly, this is a test of the basis 
view selection process and not a test of how well the model (i.e. the ISPM) generalizes (i.e. 
is capable of modelling unseen images). The results are given, plotted against pose angle, in 
Figure 6.10.
The specific pose angles of basis views used in each case are given in Table 6.1.
Pose Angle
Experiment # Basis View 1 Basis View 2
1 -20° 30°
2 -15° -15°





Table 6.1: The pose angles of basis views used to generate the results given in Figure 6.10.
As seen in Figure 6.10, the algorithm we use to select the basis view images (Algo­
rithm 4.1 ) leads to a better ISPM. In particular, the RMS reconstruction error averaged over 
all pose angles show that Algorithm 4.1 ensures that the modelling error of the ISPM is min­
imized. Furthermore, the variance of the RMS reconstruction error shows that Algorithm 4.1 
also ensures that the ISPM is more consistent across pose variations; i.e. a choice of basis 
views, which is different to that provided by Algorithm 4.1, does not decrease the dependence 
of the ISPM on pose angle. Note that, when the two basis views coincide, as in experiment 
2, the ISPM produces results reminiscent of the results of the FSM seen in Figure 2.8. This is 
not surprising, though, as the FSM employs just one reference image and, in our case selecting 
two reference images captured from the same view, is equivalent to having just one basis view. 
However, more interestingly, this result provides some evidence to support our claim in Sec­
tion 3.2, that our EPA algorithm would degenerate to the original GPA algorithm, if all of the 
training images were captured from a fixed view (since in this case the two basis view would 
obviously coincide).
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6.3 Enforcing Shape Correspondence Between Two Images
In this section we evaluate our algorithms that enforce a shape correspondence between two 
images (i.e. Algorithms 4.2 & 4.3 ). We first evaluate these algorithms qualitatively by 
comparing the input and output images. Here, we begin with two face images, captured from 
different views and with different expressions. We then run the algorithm and look at the re­
sulting shapes. The resulting shapes should look as though they were images of a face with 
the same expression captured simultaneously from the two views. We give one example, from 
each database, of the results obtained via this qualitative experiment in Figures 6.11 & 6.12.
T
T
Figure 6.11: The bottom row shows the shapes that result from applying Algorithm 4.3 to the 
original shapes shown in the top row. Here we have one example each, from (left) Database 1 
(synthetic) and (right) Database 2 (UCL).
We see in Figures 6.11 & 6.12, that although the original face images (in the top rows) may 
have quite different expressions, the resulting shapes (in the bottom rows) have essentially the 
same expression. We also see that the output images retain the views of the original images, as 
desired. The results from Algorithm 4.2 are virtually identical and, therefore, we do not give 
them here. These algorithms also both converge in a maximum of two iterations, on images 
from any of the databases. After the two iterations, the changes made to the output images are 
always virtually zero to machine precision.
In order to perform a quantitative evaluation of the results of these algorithms (i.e. Algo­
rithms 4.2 & 4.3 ), each time we built an ISPM (which, as described later in this chapter, 
was done ~  4,500 times), we computed the Pearson Correlation Coefficient (PCC) between the
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Figure 6.12: The bottom row shows the shapes that result from applying Algorithm 4.3 to the 
original shapes shown in the top row. Here we have one example each, from (left) Database 3 
(Manchester) and (right) Database 4 (CMU).
eigenvectors, eigenvalues and the scatter matrices of the two individual FSMs that were built 
on the pose-aligned images. Since the sign of an eigenvector is allways arbitrary, we used the 
absolute value of the PCC which, by definition, is between 0 (no apparent correlation) and 1 
(highly correlated).
Over all of the models built on all of the images in all of the databases, for various ex­
periments (e.g. leave-one-out, cross-validation, etc.), the PCCs between the eigenvalues and 
the scatter matrices were always > 0.998, while the PCCs between the first few corresponding 
eigenvectors of each FSM (i.e. the eigenvectors representing > 99% of the total variation) were 
always >  0.900. For comparison, we built the same models on the same data, but this time, 
without enforcing a shape correspondence during the EPA algorithm. In these models the PCCs 
between the eigenvalues and the scatter matrices were sometimes as low as 0.400 and were 
on average only ~  0.670, while the PCCs between the first few corresponding eigenvectors of 
each FSM were as low as 0.200 and were on average ~  0.445. Correlation of the higher order 
eigenvectors was, of course, even lower.
Thus we see, both qualitatively and quantitatively, that the algorithms for enforcing a shape 
correspondence achieve their objective.
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6.4 The Implicit Pose Alignment Algorithm
In this section we present some results from the evaluation of our Implicit Pose Alignment 
(IPA) algorithm (i.e. Algorithm 4.4 ). We recall that, as described in Section 4.4, the IPA 
algorithm is designed to transfer the intrinsic shape from the view of a given image to the two 
basis views. With respect to our databases of face images, this amounts to transferring the 
particular expression on the face in a given image to the two basis views. The basis views are 
defined by the mean basis view images, which in this case are images of faces with the mean 
expression.
(a) (b) (c) (d)
Figure 6.13: Results generated for the evaluation of the IPA algorithm. The two mean basis 
view images are shown in the top row, the given image is shown in the middle and the aligned 
images resulting from the IPA algorithm are shown in the bottom row. From left to right we 
see one example each from Databases 1 (synthetic), 2 (UCL) , 3 (Manchester) and 4 (CMU) 
respectively.
We first present a qualitative assessment of the IPA algorithm in Figure 6.13. Here we 
see an example from each database. Figure 6.13 (a), (b), (c) & (d) all show an expression 
transfer from a different view, illustrating that the IPA algorithm is not dependent on the view 
of the given image. In order to show that the IPA algorithm is not dependent on expression, 
we have also made use of given images with different expressions in each example shown in 
Figure 6.13. Here we see that although the face in the given image has a different expression 
from the expression of the mean basis view images, the faces in the aligned images have the 
same expression as the given image. Furthermore, as desired, the aligned images also retain the 
views of the mean basis view images.
In order to perform a quantitative evaluation of the IPA algorithm, we require a triplet
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of images of an expression (say expression 1) simultaneously captured from three views (say 
views 1, 2 & 3) and another pair of images of a different expression (say expression 2) simulta­
neously captured from two of these views (say views 1 & 2). We may then use the two images 
of expression 2 as the basis view images and employ the IPA algorithm to transfer expression 
1 from view 3, to views 1 & 2. A comparison can then be made between the resulting im­
ages of expression 1 as seen from views 1 & 2 and the actual images of expression 1 as seen 
from views 1 & 2. Only Databases 1 (synthetic) and 4 (CMU) allow for such a quantitative 
evaluation. Database 4 (CMU) comprises images captured simultaneously from different views 
and we can, of course, use our 3D head model to generate simultaneous images as we please. 
We, therefore, performed this quantitative evaluation of the IPA algorithm only on these two 
databases. We give two examples of the results generated via each of these databases in Fig­
ure 6.14. Figure 6.14 again is intended for a qualitative evaluation. It shows that the aligned
(a) (b) (c) (d)
Figure 6.14: Results generated for the evaluation of the IPA algorithm. The two actual images 
with the given expression are shown in the bottom row for comparison with the aligned images 
resulting from the IPA algorithm, which are shown in the middle row. The given image is 
shown in the top row. (a) and (b) are examples from Database 1 (synthetic), while (c) and (d) 
are examples from Database 4 (CMU).
images (in the middle row) are very similar to the actual images (in the bottom row).
In order to quantify the results, we computed the Root Mean Square (RMS) error between 
the landmark points of the aligned images and those of the actual images (all corresponding to 
the given expression). The RMS errors so computed were ~  1 pixel for the images in Database 
1 (synthetic) and ~  2 pixels for images in Database 4 (CMU). In both databases the portion 
of each image containing the face was ~  300 x 400 pixels in size. The synthetic images in
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Database 1 satisfy all the conditions of the modelling technique and there are no errors in the 
locations of the landmark points. The real images in Database 4 (CMU), however contain per­
spective effects and possible errors in the (manually located) landmark points. These are the 
root causes for the increased RMS error, though even the higher errors of ~  2 pixels are neg­
ligible compared to the size of the images. Thus, we see, both qualitatively and quantitatively, 
that the IPA algorithm successfully achieves its goal.
6.5 The Extended Procrustes Alignment Algorithm
As mentioned in Section 6.3, we may compute the Pearson Correlation Coefficient (PCC) be­
tween the eigenvectors, eigenvalues and the scatter matrices of the two individual FSMs that 
were built on the pose-aligned images resulting from the Extended Procrustes Alignment (EPA) 
algorithm. Furthermore, when we make use of the algorithms that enforce a shape correspon­
dence during the EPA algorithm, the PCCs are always very close to 1. This implies an almost 
perfect correspondence between the two sets of aligned images resulting from the EPA algo­
rithm and is one measure that may be used in its evaluation.
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Figure 6.15: Graphs of the convergence measure recorded over 10 iterations of the EPA algo­
rithm, applied to the synthetic images taken from Database 1 (synthetic), with added noise. The 
noise level is indicated as the title of each graph and as a horizontal dotted line.
Since the EPA algorithm is iterative, it may also be evaluated in terms of its convergence.
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Every time we made use of the EPA algorithm (which was around 4,500 times) to align a set 
of images, regardless of the database utilized or the particular subset of images that formed 
the training set, the EPA algorithm always converged. Furthermore, regardless of the data uti­
lized for training, the EPA algorithm typically ( > 99% of the time) converges in a couple of 
iterations and occasionally takes up to four iterations. Convergence was always achieved for a 
tolerance set just above the noise level1, with the convergence measure falling off very sharply 
as the number of iterations increases. In order to illustrate this phenomenon, we used the syn­
thetic images in Database 1. We systematically added varying levels of uniformly distributed 
random noise to the landmark point coordinates and ran the EPA algorithm for a fixed number 
(ten) of iterations and recorded the values of both the convergence measure and of the extended 
Procrustes error defined by equation (3.2) at the end of each iteration. Figure 6.15 shows the 
results for noise levels ranging from ±1 to ±4 pixels. Here we see how the convergence mea­
sure, recorded over 10 iterations of the EPA algorithm, quickly drops below the noise level and 
afterwards oscillates, remaining below the noise level. We also show, in Figure 6.16, the values 
of the extended Procrustes error corresponding to each iteration of each graph in Figure 6.15. 
Here, Figure 6.16 shows that the extended Procrustes error converges to a fixed value, though 
not monotonically. Furthermore, as anticipated, the value to which the extended Procrustes 
error converges to is the minimum.
As seen in Figures 6.16 & 6.16, both the extended Procrustes error and the convergence 
measure do not converge monotonically. It would appear that this results from the fact that the 
EPA algorithm simultaneously computes both the trifocal tensors (one for each training image) 
and the mean shapes, which are inter-related and, since this is achieved iteratively, by estimating 
one and computing the other.
6.6 Reconstruction Experiments
In the following sections we compare the ISPM with the FSM [CTCG92] and with the coupled- 
view FSM [CWWTOO], both as built by Cootes and Taylor et al. and as described previously 
in Sections 2.3 & 2.4, respectively. These comparisons were carried out on all of our image 
databases. We evaluated the performance of each model by its ability to reconstruct the point 
configuration in a given image. For this we used each model to extract its own representation 
of a given image and use this representation to reconstruct the points representing the original 
image. The reconstruction error was then computed to be the Root Mean Square (RMS) error
'When working with real image data, we conservatively approximated the noise level to be around ± 1  pixel and 
we were able to specify the exact noise level when working with the synthetic data.
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Figure 6.16: Graphs of the extended Procrustes errors, E 2, corresponding to each iteration of 
each graph in Figure 6.15.
between the positions of the landmark points in the original image and the points reconstructed 
by the model. We represent this error as a percentage of the scale of the original image in order 
to make it scale invariant. As described in Sections 6.1.1 to 6.1.4, the structure and size of each 
of our databases is different. Therefore, as described in the following sections, we designed our 
experiments to suit the structure and size of each database. In each description of an experiment, 
by ’’the model”, we will be referring to any one of the ISPM, the FSM or the coupled-view FSM. 
Most of our experiments were fc-fold cross-validation [Koh95] experiments. Therefore, we first 
provide a brief description of fc-fold cross-validation and some relevant variations in the way it 
can be implemented.
6.6.1 A>fold Cross-Validation
In fc-fold cross-validation [Koh95], the available database of m  examples is divided into k 
mutually exclusive subsets (the folds) of approximately equal size. The model is then tested 
k times, once on each of the k folds after being trained on the remaining k -  1 folds. In 
each case, the cross-validation estimate depends on the particular composition of the folds. 
Complete cross-validation is the average over all possible choices of the examples in each of 
the folds, which is usually too expensive to compute. Leave-one-out or m-fold cross-validation
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is the only case that is always complete. In all other cases, fc-fold cross-validation is only an 
estimate of the complete fc-fold cross-validation. However, repeating the experiment multiple 
times using different splits into folds provides a better Monte-Carlo estimate to the complete 
cross-validation, albeit at an added cost. In stratified cross-validation, the folds are chosen so 
that they contain approximately the same proportions of variation in each split of the data, as 
in the entire database. Stratification is most suitable for databases with many categories and 
seems to be uniformly better than if the cross-validation is not stratified, both for bias and 
variance [Koh95].Kohavi [Koh95] also recommends the use of moderate values for k (i.e. 10 - 
20).
Since, all of our databases have many categories (i.e. various expressions, identities and 
poses), in most cases, we performed stratified fc-fold cross-validation. Furthermore, whenever 
possible:
(/) we selected the number of folds, k, such that 10 < k < 20,
(ii) we repeated each experiment 100 times, using different random splits into folds, in order 
to generate a better Mote-Carlo estimate of the complete fc-fold cross-validation result.
Since each of our databases differ in composition and structure, the stratification of each 
database was performed differently, in an appropriate manner as explained in the next few 
sections.
6.6.2 Experiments Carried Out on Database 1 (Synthetic)
Database 1 (synthetic) contains images with 4 expressions sampled at each of 11 poses. There­
fore, we may split the database into:
1. 4 folds: each containing the same expression at each of the 11 poses,
2. 11 folds: each containing all 4 expressions in one of the poses,
3. 4 (random) folds: each containing one randomly selected expression at each of the 11 
poses,
4. 11 (random) folds: each containing 4 randomly selected images from the entire database.
The first option is a stratified 4-fold cross-validation experiment that can only be performed 
once. The second option is a stratified 11-fold cross-validation experiment, which can also only 
be performed once. The third option is a 4-fold cross-validation, which is stratified but yet may 
be repeated with different random splits into the folds. We, thus, performed 100 repetitions of
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this experiment. The fourth option is an 11-fold cross-validation, which is not stratified but may 
be repeated with different random splits into the folds. Therefore, we repeated this experiment 
100 times.
As this database is quite small in size (i.e. only 44 images), we also performed the more 
pessimistic [Koh95] leave-one-out experiment for comparison.
In each case (i.e. cross-validation and leave-one-out) the results (i.e. the reconstruction 
errors) for the 44 images were then averaged over expression in order to generate a measure of 
the pose-dependence of the model. Equivalently, the reconstruction errors were also averaged 
over pose to generate a measure of the model’s dependence on expression. We also computed 
the mean and standard deviation of the results over all 44 images.
6.6.3 Experiments Carried Out on Database 2 (UCL)
Database 2 (UCL) contains images with 5 expressions sampled at each of 13 poses. Therefore, 
we may split the database into:
1. 5 folds: each containing the same expression at each of the 13 poses,
2. 13 folds: each containing all 5 expressions in one of the poses,
3. 5 (random) folds: each containing one randomly selected expression at each of the 13 
poses,
4. 13 (random) folds: each containing 5 randomly selected images from the entire database.
The first option is a stratified 5-fold cross-validation experiment that can only be performed 
once. The second option is a stratified 13-fold cross-validation experiment, which can also only 
be performed once. The third option is a 5-fold stratified cross-validation experiment that may 
be repeated with different random splits into the folds. Therefore, we performed this experiment 
100 times. The fourth option is a 13-fold cross-validation, which is not stratified but may be 
repeated with different random splits into the folds, and as such, we performed 100 repetitions 
of this experiment.
As this database is also quite small in size (i.e. only 65 images), as in the previous section 
we also performed the more pessimistic [Koh95] leave-one-out experiment on this database.
As for Database 1 (synthetic), here too, in each case the results for the 65 images were then 
averaged over expression and pose in order to generate a measure of the model’s dependence 
on pose and expression, respectively. We also computed the mean and standard deviation of the 
results over all 65 images.
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6.6.4 Experiments Carried Out on Database 3 (Manchester)
Database 3 (Manchester) contains 138 images with an unknown number of expressions sampled 
at various poses. As such, we cannot divide the data using the same criteria (i.e. expression and 
pose) as we did for Databases 1 (synthetic) and 2 (UCL). However, we do know that Database 
3 (Manchester) contains images from 14 different individuals. Therefore, we may split the 
database into identity and random folds as follows:
1. 14 folds: each containing the images of one individual,
2. 10 (random) folds: 8 containing 14 images and the remaining 2 containing 13 images, 
all randomly selected from the database.
The first option is a stratified 14-fold cross-validation experiment, which can only be performed 
once as a consequence of the structure of the database. Hence, we performed this experiment 
just once. The second option is a 10-fold cross-validation, which is not stratified but may be 
repeated with different random splits into the folds. As such, we performed 100 repetitions 
of this experiment. The experiments carried out on this database are slightly different from 
the other experiments described thus far, as the number of images in each fold are not equal. 
However, the folds were as equal as possible, given the structure of the data, which is not 
unusual [Koh95].
As this database is quite large in size (i.e. 138 images), we did not perform the leave-one- 
out experiment on this data. The results for the 138 images were then averaged over pose and 
expression in order to generate a measure of the identity-dependence of the model. We also 
computed the mean and standard deviation of the results over all 138 images.
6.6.5 Experiments Carried Out on Database 4 (CMU)
Database 4 (CMU) is special in the sense that it is the only database that contains both horizontal
and vertical movements of the head. Therefore, although this does not affect the building of an
ISPM or an FSM in any way, we cannot build a coupled-view FSM on this entire database, as
we need a single angle to represent the pose of the head 2. Therefore, we use this database in
two different ways. Firstly, we use images from only the five cameras (c05, cl 1, c27, c29 &
c39) that span the head/camera rotations about the vertical axis, in order to compare the ISPM
against both the coupled-view FSM and the conventional FSM. Secondly, we use all our images
2T o  out knowledge Cootes and Taylor et al. [CWWTOO] haven’t yet built a coupled-view Flexible Appearance 
Model (FAM) to model the full-range o f head movements. We, too, did not attempt an equivalent coupled-view 
FSM here, although it may be possible.
6.7 . E x p e r im e n t a l  R e s u l t s  P r e s e n t e d  in  t h is  C h a p t e r  125
(i.e. from all the cameras: c05, c07, c09, cl 1, c27, c29 & c39) in order to compare the ISPM 
against the FSM, alone.
The first set of experiments, were thus carried out on a set of 1,656 images: one image each 
of 68 individuals, displaying 3 expressions, captured from 5 views and 6 images each of 53 of 
these individuals displaying a further expression captured from two of the views. Therefore, we 
may split the database into:
1. 5 folds: each containing the images captured from a particular view.
2. 68 folds: each containing the images of one individual.
The first option is a stratified 5-fold cross-validation experiment, while the second option is 
a stratified 68-fold cross-validation experiment, both which can also only be performed once. 
These experiments were carried out on all three models (i.e. the ISPM, FSM and coupled-view 
FSM).
The second set of experiments, were then carried out on the entire set o f2,064 images: one 
image each of 68 individuals, displaying 3 expressions, captured from 7 views and 6 images 
each of 53 of these individuals displaying a further expression captured from two of the views. 
Therefore, we may split the database into:
1. 7 folds: each containing the images captured from a particular view.
2. 68 folds: each containing the images of one individual.
The first option is a stratified 7-fold cross-validation experiment, while the second option is 
a stratified 68-fold cross-validation experiment, both which can also only be performed once. 
These experiments were carried out only on the ISPM and FSM.
Owing to the size of this database and time limitations, we did not perform any further 
experiments on this database. In each case the results (i.e. the reconstruction errors) were 
averaged over the possible combinations of two of the three variations (i.e. identity, pose and 
expression) in order to generate a measure of the dependencies of the model. As for all the 
databases, we also computed the mean and standard deviation of the results.
6.7 Experimental Results Presented in this Chapter
As described in the previous section (Section 6.6), we carried out over 14 different cross- 
validation experiments and two leave-one-out experiments on our evaluation of the ISPM. How­
ever, the general conclusions reached from all of these experiments were very similar. There­
fore, in order to avoid repetition, we present only some representative results in this chapter. In 
particular we give results from the following experiments:
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Database 1 (synthetic): the stratified 11-fold cross-validation experiment 
Database 2 (UCL): the stratified 13-fold cross-validation experiment 
Database 3 (Manchester): the stratified 14-fold cross-validation experiment
Database 4 (CMU): the stratified 68-fold cross-validation experiment carried out on the ap­
propriate number of images (see Section 6.1.4).
The results of the remaining experiments are given in Appendix H for completeness.
6.8 ISPM vs. FSM
In this section we evaluate the ISPM in comparison to a conventional Flexible Shape Model 
(FSM) as built by Cootes and Taylor et al [CTCG92], We performed the experiments described 
in Section 6.6, to generate the equivalent set of results from each model (i.e. the ISPM and the 
FSM). Here we present only the results of the experiments listed in Section 6.7. The results of 
the remaining experiments can be found in Appendix H. Before we present the results, however, 
we describe how we ensured that the comparison between the ISPM and the FSM was a fair 
one.
6.8.1 Model Capacity
Ensuring a fair comparison between the FSM and the ISPM was not straightforward. This is 
because the ISPM removes pose variations during the alignment process and hence, the modes 
of its multi-view FSM represent only the pose-free shape variation. The shape modes of the 
FSM, however, represent the total (pose and shape) variation. Therefore, in order to make the 
comparison fair, it was necessary to ensure that both systems (the FSM and the ISPM) modelled 
the same percentage of the total variation.
Let us consider an example, in order to see how this was done. Here, we consider one 
of the experiments carried out on Database 2 (UCL), in which the trace of the scatter matrix 
of the FSM, for the training data, was 438.91 while that of the multi-view FSM of the ISPM 
was 284.00. From these figures, we estimate the variance due to pose variations (in the training 
data) to be the difference, viz.: 154.91.
Given this information, if we are to model 99% of the total variation we need a system 
whose total variance must be > 434.52. In the case of the FSM, the minimum number of 
eigenvalues that added up to this value was 25 and we thus needed to use the first 25 modes 
of the FSM (see Section 2.3 for a more detailed explanation of how to select the number of 
modes). However, since we know, from above, that the variance due to pose variations is
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154.91, it follows that the variance of the pose-free shape modelled by the FSM via these 25 
modes is 279.61 (= 434.52 - 154.91). Therefore, in order to make a fair comparison with such 
an FSM (i.e. one that models 99% of the total pose and shape variation) we needed an ISPM 
whose pose-free shape variance is also > 279.61. To do so, we needed to use the first 22 modes 
of the multi-view FSM of the ISPM.
Table 6.2 lists the equivalent number of modes required by the FSM and the ISPM to 
model 99%, 95% & 90% of the total (pose and shape) variations for this example experiment.






Required Number of Modes
FSM ISPM
99% 434.52 279.61 25 22
95% 416.96 262.06 12 13
90% 395.01 240.11 06 08
Table 6.2: The number of modes required to model a given percentage of the total variation of 
438.91, in the training data, of an example experiment which included 284.00 of shape variation.
Thus, in order to ensure the validity of the comparison between the FSM and the ISPM, 
for this example experiment we used the first 25 modes of the FSM and the first 22 modes of the 
ISPM. In addition to the modes, for centred images, the FSM required a further two parameters 
to represent the orientation and scale of a given image, whereas the ISPM required a further 9 
parameters to represent the pose of a given image via the CATT (since there are 12 elements 
of the CATT - see Equation (2.47) - subject to 3 constraints - see Equations (2.52) & (2.55)). 
Therefore, in total, the FSM required 27 parameters (25 + 2) to represent 99% of the total 
variation, while the ISPM required slightly more, namely 31 parameters (22 + 9). In general, 
over all the experiments carried out the ISPM always required slightly more parameters than 
the FSM. We believe that this follows from the fact that the FSM confounds the shape and pose 
variations. The FSM can (and will) therefore model accidental pose and shape correlations 
in the data, whilst the ISPM cannot. The FSM, therefore, achieves a slightly more compact 
representation, albeit at the cost of being pose-dependent.
6.8.2 The Results
We first look at the pose-dependence of each model. The graphs in Figure 6.17 show that the 
FSM is clearly dependent on pose unlike the ISPM.
We also considered how each model performs across expression. Here, we could not 
use Database 3 (Manchester) as we do not know the expression on the face in each image. The
6 .8 .  ISPM VS. FSM 128











I 0.04*o- ' * /
1
35 -25 15 -5 5 15 25 35
F W  Anglo
(a) (b)
| — -IS P M  - -  - FSM |
0.40*o •
?  0.35*o V
£ 0.30*o 
u
! |  0.25*o-
|  0.20*o- 
$
1 0.15*o-
*  0.10*o -
£  0.05*o
50 10 10 30 50
F W  Anglo
3 0.05*.
( C )  ( d )
Figure 6.17: The reconstruction errors from the experiments listed in Section 6.7, as a function 
of pose, for the FSM (dotted line) and the ISPM (solid line). Graphs (a), (b), (c) and (d) show 
the results from Databases 1 (synthetic), 2 (UCL), 3 (Manchester) and 4 (CMU), respectively.
graphs in Figure 6.18 show that, although on the largest database (CMU) both models show very 
little dependence on expression, on the smaller databases the FSM displays less dependence on 
expression than the ISPM.
The results from Databases 3 (Manchester) and 4 (CMU) were also averaged over pose and 
expression in order to provide a measure of dependence on identity. The graphs in Figure 6.19 
shows that the ISPM clearly performs more consistently across identity than the FSM.
In order to evaluate their performance on average, we also computed sample means and 
standard deviations a of the results. These are given in Table 6.3. The conclusions that we can 
draw from the values in Table 6.3 are three fold. Firstly, the FSM seems to perform quite a bit 
better than the ISPM on the error-free synthetic data. Secondly, as the number of images and the 
amount of variation (in identity, expression and noise) increase, the performance of the ISPM 
becomes significantly better than the performance of the FSM. Finally, as the number of images 
and the amount of variation increase, the standard deviation (or equivalently the variance) of 
the ISPM becomes significantly smaller than that of the FSM.
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Figure 6.18: The reconstruction errors from the experiments listed in Section 6.7, as a function 
of expression, for the FSM (dotted line) and the ISPM (solid line). Graphs (a), (b) and (c) show 
the results from Databases 1 (synthetic), 2 (UCL) and 4 (CMU), respectively.
In addition to directly comparing the sample means and standard deviations of the two 
models, we also performed a hypothesis test in order to compute the statistical significance of 
our observations. Here, we employed the two-sample t-test [DHJ+99, Spi80] in order to test 
the null hypothesis, which states that on average the performance of the ISPM is worse than or 
equal to that of the FSM. The performance of each model was tested via two measures:
1. the mean reconstruction errors hi s  p m , I^ f s m  (over the entire database),
2. the mean deviation of the reconstruction errors from m s p m  &  Hf s m , respectively.
The first provides an average performance measure of each model, while the second provides a 
measure of the consistency of each model.
6.8.3 The Average Performance of Each Model
In order to compare the average performance of each model, we used the following null hy­
pothesis:
Ho  : h i s p m  >  Vf s m





Figure 6.19: The reconstruction errors from the experiments listed in Section 6.7, as a function 
of identity, for the FSM (dotted line) and the ISPM (solid line). Graphs (a) and (b) show the 
results from Databases 3 (Manchester) and 4 (CMU), respectively.
Database synthetic UCL
Model Mean a Mean a
FSM 0.014% 5.67 x 10"5 0.078% 2.88 x 10"4
ISPM 0.021% 9.50 x 10~5 0.090% 2.25 x 10“ 4
Database Manchester CMU
Model Mean a Mean <j
FSM 0.113% 6.71 x 10~4 0.262% 1.05 x 10~3
ISPM 0.047% 1.79 x 10"4 0.091% 3.08 x 10"4
Table 6.3: A table of the mean and standard deviation (a) of the FSM and the ISPM from the 
cross-validation experiments carried out on all the databases.
The alternative hypothesis, in this case, is thus:
Hi : filSPM < VFSM
The statistical significance values for this hypothesis test, for Databases 1 (synthetic) and 2 
(UCL) were 0.99996 and 0.99341, respectively, and 0 (zero to machine precision) for Databases 
3 (Manchester) and 4 (CMU). Thus, in the case of the error-free synthetic data and the small 
UCL database, there is insufficient evidence to reject the null hypothesis and the extremely high 
significance values suggest that it’s almost certain that, on average, the FSM performs better 
than the ISPM on these databases. However, in the case of the larger databases (Manchester 
and CMU) with more variation in the data, we can quite confidently reject the null hypothesis 
in favour of the alternative hypothesis. Thus, we can quite confidently (at a 99% confidence
6 .8 .  ISPM VS. FSM 131
level) say that, in these cases, on average, the ISPM significantly out-performs the FSM.
6.8.4 The Consistency of Each Model
In order to compare the consistency of each model, we used the following null hypothesis:
H 0 : f r i s P M  >  V f s m  
The alternative hypothesis, in this case, is thus:
H i  : fa lSPM <  P-FSM
Here, fLmodei is used to represent the mean deviation of the reconstruction error from its mean 
(/^ modez)*
The statistical significance values for this hypothesis test, for Databases 1 (synthetic) and 2 
(UCL) were 0.99798 and 0.02118, respectively, and 0 (zero to machine precision) for Databases 
3 (Manchester) and 4 (CMU). Once again, we see that in the case of the error-free synthetic data 
there is insufficient evidence to reject the null hypothesis and the extremely high significance 
value suggest that it’s almost certain that, on average, the FSM is more consistent than the ISPM 
on this database. However, in the case of the (noisy) real image databases (UCL, Manchester 
and CMU), we can quite confidently reject the null hypothesis in favour of the alternative hy­
pothesis. Thus, we can quite confidently (at a 97% confidence level for the UCL database and 
at a 99% confidence level for the Manchester and CMU databases) say that, in these cases, 
on average, the ISPM is significantly more consistent than the FSM. Note that, on the UCL 
database, although the average reconstruction error of the FSM is lower than that of the ISPM 
(see Section 6.8.3), the performance of the ISPM is more consistent. Thus, we would expect 
the ISPM to be significantly less dependent on, for example pose (as seen in Figures 6.17 (b)), 
than the FSM.
6.8.5 Other Hypothesis Tests
One of the main assumptions of the two-sample t-test is that the variances of the results of 
the two models (i.e. the ISPM and the FSM) are equal (up to a factor of ~  3 [DHJ+99]). 
Furthermore, Spiegel [Spi80] also says that the two-sample t-test is more suitable for databases 
with less than 30 samples, and that for large databases a standard Z-test for the difference 
between the two models is more appropriate. Therefore, we also performed a standard Z-test 
on the differences between the two models. However, these test produced similar results to the 
two-sample t-tests, leading to the same conclusions presented above in Sections 6.8.3 and 6.8.4. 
Therefore, we do not give them here but provide these results in Appendix H.
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Figure 6.20: The reconstruction errors from the 11-fold stratified cross-validation experiments 
carried out on the images from Database 1 (synthetic) for the FSM (dotted line) and the ISPM 
(solid line). Graphs (a), (b), (c) and (d) show the results corresponding to noise levels of ±0, 
±1, ±3 and ±5 pixels respectively. All four graphs have been scaled equally for comparison.
6.8.6 The Effect of Noise
As Database 1 (synthetic) is composed of error-free, synthetic data, we were able also system­
atically to add varying amounts of uniformly distributed (discrete) random noise to the data and 
repeat all of our experiments in order to assess the extent to which each model is affected by 
noise. Here, we randomly generated integer values between ±1, ±2, ±3, ±4 and ±5, respec­
tively, and added them to the positions of the landmark points to generate five increasing levels 
of discrete, uniformly distributed, random noise.
Figure 6.20 shows the results generated via the 11-fold stratified cross-validation experi­
ments carried out on the noisy synthetic data. In all the experiments, the added noise does not 
seem to have changed the relative performance of the two models (i.e. the ISPM and the FSM). 
This can also be seen from the mean and standard deviation values given in table 6.4.
The hypothesis tests described in Sections 6.8.3 and 6.8.4 for the synthetic data did not 
change with added noise, with the significance values all turning out to be greater than 0.9999.
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Noise Level no noise ±1 pixel
Model Mean cr Mean cr
FSM 0.014% 5.67 x 10“5 0.019% 4.60 x 10“ 5
ISPM 0.021% 9.50 x 10"5 0.028% 7.83 x 10"5
Noise Level ±3 pixels ±5 pixels
Model Mean a Mean a
FSM 0.039% 2.90 x 10"5 0.061% 5.20 x 10~5
ISPM 0.056% 1.09 x 10"4 0.087% 1.28 x 10"4
Table 6.4: A table of the the overall mean and standard deviation (cr) of the FSM and the ISPM 
from the 11-fold stratified cross-validation experiments carried out on the noisy synthetic data.
Thus, we can conclude that it was not the added noise level that reversed the performance of 
the two models on real images.
6.8.7 The Effect of Including Vertical Head Movements
T~7T
Figure 6.21: The reconstruction errors from the 68-fold stratified cross-validation experiment 
on the CMU database, as a function of pose for the FSM (dotted line) and the ISPM (solid 
line). The graph on the left was generated using images with pose variations about the vertical 
axis only (i.e. with pose variations from left to right only), while the graph on the right was 
generated via all the images (i.e. with pose variations from left to right and up and down.)
As we mentioned before, in Section 6.1.4, the CMU database contains pose variations 
about both the horizontal and vertical axes. The results presented thus far, were generated via 
the images with pose variations about the vertical axis only. In this section, we will compare the 
difference in performance, if any, of the ISPM and the FSM, when we include the images with 
pose variations about the horizontal axis (i.e. the images of the people looking up and down,
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captured via cameras c07 and c09). Figures 6.21 & 6.22 shows a side-by-side comparison of the 
results from the 68-fold stratified cross-validation experiment, as a function of pose, expression 
and identity.
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Figure 6.22: The reconstruction errors from the 68-fold stratified cross-validation experiment 
on the CMU database, as a function of expression (top) and identity (bottom), for the FSM 
(dotted line) and the ISPM (solid line). The graphs on the left were generated using images 
with pose variations about the vertical axis only (i.e. with pose variations from left to right 
only), while the graphs on the right were generated via all the images (i.e. with pose variations 
from left to right and up and down.)
From Figures 6.21 & 6.22 we see that including the two extra views doesn’t seem to affect 
the performance of either the FSM or the ISPM.
6.8.8 Conclusions Drawn from the Evaluation of the ISPM vs. the FSM
After analyzing the results presented in this section (i.e. in Section 6.8) we were able to draw 
certain conclusions regarding the performance of the ISPM relative to the FSM. The results 
presented in Sections 6.8.3 to 6.8.6 show that when there is little variation in the data, for 
example in terms of expression, identity and pose (as in Database 1 (synthetic)), confounding 
the intrinsic and extrinsic variations (as in the FSM) does not degrade the model representation. 
In fact, in such a case, modelling all changes as variations in shape provides the better repre­
sentation. This would explain the success of FSM on data that does not contain, for example,
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large pose variations. However, when modelling an increased amount of variation, and in par­
ticular when a higher proportion of that variation is extrinsic, confounding the different types 
of variation significantly degrades the representation. Therefore, under these circumstances, we 
would expect the ISPM to always perform significantly better than the FSM. Finally, the results 
presented in Section 6.8.7 show that both the FSM and the ISPM are capable of modelling pose 
variations about both the vertical and horizontal axes, without a drop in performance compared 
to when modelling pose variations about only the vertical axis.
6.8.9 Choice of Reference Image
In Section 4.2.2 we presented a simple process that can be used to select a suitable reference 
image (as opposed to a random selection) to be used in the pre-processing stage, when building 
an FSM (i.e. during the GPA algorithm (Algorithm 2.1 )). Here, we evaluate this process 
in comparison to the version of the FSM given in the literature [CTO la, CTCG92], where the 
first image is usually selected as the reference image. We built two different versions of the 
FSM, one that employs the first image as the reference and another than selects a reference 
image via the process described in Section 4.2.2. As our time was limited, this comparison was 
carried out only via the first three databases (i.e. the synthetic, UCL and Manchester databases). 
Figure 6.23 shows the results of this comparison, via graphs of the reconstruction error as a 
function of pose angle.
It is clear from the graphs in Figure 6.23 that making a suitable choice for the reference 
image significantly increases the accuracy of the FSM. This can also be seen from the mean and 
standard deviation values given in table 6.5.
Database Synthetic UCL Manchester
Model Mean a Mean a Mean a
FSM (new) 0.014% 5.67 x 10~5 0.078% 2.88 x 10“4 0.113% 6.71 x 10“4
FSM (old) 0.017% 7.79 x 10"5 0.107% 4.88 x 10"4 0.215% 1.02 x 10"3
Table 6.5: A table of the the overall mean and standard deviation (cr) of the two versions of the 
FSM.
The significance of this claim was tested via two-sample t-tests similar to those given in 
Sections 6.8.3 & 6.8.4. In order to compare the average performance of each version of the 
FSM, we used the following null hypothesis:
# 0  : HFSM{ne w)  >  V FS M( ol d )
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Figure 6.23: The reconstruction errors from the experiments listed in Section 6.7, as a function 
of pose, for two FSMs; one built using the first image as the reference (dotted line) and the 
other built using a reference image selected via the process described in Section 4.2.2 (solid 
line). Graphs (a), (b) and (c) show the results from Databases 1 (synthetic), 2 (UCL) and 3 
(Manchester), respectively.
The alternative hypothesis, in this case, is thus:
H\ : VFSM(new) < VFSM{old)
The statistical significance values for this hypothesis test, for Databases 1 (synthetic), 2 (UCL) 
and 3 (Manchester) were 0.027,4.78 x 10-5 and 0 respectively. Thus, we can quite confidently 
reject the null hypothesis in favour of the alternative hypothesis and can quite confidently (at a 
97% confidence level for the synthetic database and at a 99% confidence level for the UCL and 
Manchester databases) say that, our process for selecting a suitable reference when building an 
FSM significantly improves it’s performance, compared to selecting a reference at random.
In order to compare the consistency of each model, we used the following null hypothesis:
Hq : VFSM{new) >  P ' F S M io ld )
The alternative hypothesis, in this case, is thus:
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Hi : P‘FSM( new) < P'FSMiold)
The statistical significance values for this hypothesis test, for Databases 1 (synthetic), 2 (UCL) 
and 3 (Manchester) were 0.0168,4.58 x 10-7 and 0 respectively. Once again, we can quite con­
fidently reject the null hypothesis in favour of the alternative hypothesis and quite confidently 
(at a 98% confidence level for the synthetic database and at a 99% confidence level for the UCL 
and Manchester databases) say that our process for selecting a suitable reference when building 
an FSM also significantly improves it’s consistency.
Once again, we verified our results via the standard Z-test for the difference between the 
two models as well.
6.9 ISPM vs. coupled-view FSM
In this section, we make a more straightforward comparison between the ISPM and the coupled- 
view FSM of Cootes and Taylor et al. [CWWT00, CTO la]. Again, we performed the exper­
iments described in Section 6.6 to generate the equivalent set of results from each model (in 
this case the ISPM and the coupled-view FSM). Although we did not use mirrors or (except 
in Database 4 (CMU)) use any other means to ensure that multiple images of the same in­
stantaneous shape state of the object were captured, a comparison with the coupled-view FSM 
is possible because our EPA process results in image pairs that are in shape correspondence. 
Therefore, we use our EPA algorithm to pose align all the images first. Then, for the ISPM we 
proceed as described in Section 5.2.
For the coupled-view FSM we first build the individual FSMs on the same two sets of pose 
aligned images (i.e. the ones resulting from the EPA algorithm) and then use linear regression, 
as in [CWWT00, CTO la], to relate the pose angle to the parameters of each individual model. 
This relationship is then utilized in removing the shape variations caused by changes in pose 
and a hierarchical PCA model is built on the remaining (residual) intrinsic shape variations, via 
equation (2.26). This hierarchical PCA model and the linear model for the pose angle, together 
constitute the coupled-view FSM of Cootes and Taylor et a l [CWWT00, CTOla]. Since both 
the coupled-view FSM and the ISPM contain hierarchical PCA models and we used the EPA to 
pre-process the data for both models, a comparison between them is more straightforward than 
the comparison between the FSM and the ISPM, where we had to ensure a fair comparison (see 
Section 6.8.1).
Again, we first look at the pose-dependence of each model. The graphs in Fig. 6.24 show 
that, except on the error-free synthetic data, both the coupled-view FSM and the ISPM do not 
display any systematic dependence on pose. However, the ISPM is significantly more consistent
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Figure 6.24: The reconstruction errors from the cross-validation experiments on the images 
from all of our databases for the coupled-view FSM (dotted line) and the ISPM (solid line). 
Graphs (a), (b), (c) and (d) show the results from Databases 1 (synthetic), 2 (UCL), 3 (Manch­
ester) and 4 (CMU), respectively.
We also considered how each model performs across expression. Here, again we could not 
use Database 3 (Manchester) as we do not know the expression on the face in each image. The 
graphs in Figure 6.25 show that, although on the largest database (CMU) both models show 
very little dependence on expression, on the smaller databases the coupled-view FSM displays 
less dependence on expression than the ISPM.
The results from Databases 3 (Manchester) and 4 (CMU) were again also averaged over 
pose and expression in order to provide a measure of dependence on identity. The graphs in Fig­
ure 6.26 shows that, on the Manchester database, the ISPM clearly performs more consistently 
across identity than the coupled-view FSM, whereas it is the opposite on the CMU database.
The mean and standard deviation values were again computed and are given in table 6.6. 
We were unable to draw any conclusions from these results, except that the ISPM and the 
coupled-view FSM seem to be comparable in average performance and consistency, each clearly





Figure 6.25: The reconstruction errors from the experiments listed in Section 6.7, as a function 
of expression, for the coupled-view FSM (dotted line) and the ISPM (solid line). Graphs (a), 
(b) and (c) show the results from Databases 1 (synthetic), 2 (UCL) and 4 (CMU), respectively.
out-performing the other on two out of the four databases.
6.9.1 The Effect of Noise
As in Section 6.8.6, we repeated all our experiments on the synthetic data with systematically 
increasing amounts of noise in order to assess the extent to which each model is affected by 
noise. Again, the noise levels were ±1, ±2, ±3, ±4 and ±5 pixels. Figure 6.27 shows the 
results generated via the experiments listed in Section 6.7 carried out on the noisy data.
Here we see that, as the noise level increases, the performance of the coupled-view FSM 
becomes more consistent across pose. The performance of the ISPM, however, remains consis­
tent regardless of the noise level. This can be seen from the mean and standard deviation values 
given in table 6.7.
6.9.2 Computing the Pose Angle via the Coupled-View FSM
In Section 2.4 we described how the pose angle of the imaged object may, in principle, be 
computed via equation (2.29). This equation has been reported [CTOla, CWWT00] to gener­
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Figure 6.26: The reconstruction errors from the experiments listed in Section 6.7, as a function 
of identity, for the coupled-view FSM (dotted line) and the ISPM (solid line). Graphs (a) and 
(b) show the results from Databases 3 (Manchester) and 4 (CMU), respectively.
ate a good approximation of the pose angle for the coupled-view Flexible Appearance Model 
(coupled-view FAM). However, in all our experiments we found that the equivalent coupled- 
view FSM is unable to estimate the pose angle via equation (2.29). In fact, the angle computed 
via this equation seems, at best, to be random. Some examples from Databases 1 (synthetic) 
and 2 (UCL) are given in Tables 6.8 & 6.9.
Given the good results published in [CTOla, CWWTOO] for the coupled view FAM, we 
attribute this discrepancy to the bas-relief ambiguity. In particular, the linear regression model 
that Cootes and Taylor et al. [CWWTOO] use to model the pose angle, is not well-defined when 
we consider only the geometry of the image. This, we believe, is a direct result of the bas-relief 
ambiguity, which inhibits the recovery of 3D rotation angles via image geometry alone [Har90]. 
As such, the pose angles computed/utilized by the coupled-view FSM are completely arbitrary. 
We presume this may be the reason why Cootes and Taylor et al. never actually built a coupled- 
view FSM, opting instead to build a coupled-view Flexible Appearance Model. We believe that 
the image grey-level values may provide sufficient information (for example as in shape-from- 
shading [BH85]) to counter the bas-relief ambiguity, and the coupled-view FAM may thus be 
well-defined. We have also done some preliminary work on recovering 3D rotation angles via a 
combination of image geometry and image texture (grey-level values) in [DB03a]. This work, 
carried out on synthetic data produced promising results. We have not taken this work further, 
as yet, and it is not presented here because it is out of the scope of this Thesis.
However, owing to this deficiency, all the coupled-view FSM results presented here were 
generated using the real pose angle, as opposed to the (random) angle computed by the coupled- 
view FSM. Therefore, we see that although the idea of the coupled-view FSM is on par with,
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Database synthetic UCL
Model Mean cr Mean a
coupled-view FSM 0.036% 1.71 x 10"4 0.055% 1.28 x 10"4
ISPM 0.021% 9.50 x 10"5 0.090% 2.25 x 10"4
Database Manchester CMU
Model Mean a Mean a
coupled-view FSM 0.106% 3.87 x 10"4 0.040% 1.09 x 10"4
ISPM 0.047% 1.79 x 10“4 0.091% 3.08 x 10-4
Table 6.6: A table of the the overall mean and standard deviation (a) of the coupled-view FSM 
and the ISPM from the cross-validation experiments carried out on all the databases. The ISPM 
values are the same as those given in Table 6.3.
and even sometimes better than the ISPM, the coupled-view FSM cannot be implemented in its 
entirety, owing to the problem of computing the pose angle. Thus, when working with image 
geometry alone, the multi-view Flexible Pose Model (FPM) (see Section 5.1.2) of the ISPM is 
a more viable implicit pose model than the linear regression pose model (equation (2.25)) of 
the coupled-view FSM.
6.10 Computational Requirements of the ISPM
In this final section on the evaluation of the ISPM, we provide an analysis of the computa­
tional requirements of the ISPM and its components. As the computational requirements of the 
FSM (i.e. GPA [Goo91, Gow75] and PCA [Jac91]) have been well documented (for a review 
see [CTOla]), we do not go into the details here. We begin with an analysis of the process of 
computing the CATT for a given image triplet.
6.10.1 Computing the CATT
As described in Section 2.6, given an image triplet, we stack them in a joint image (equation 
(2.58)) and compute the CATT matrix (equation (4.1)) that minimizes the squared error in equa­
tion (4.2), subject to the constraints given in Equations (2.52) & (2.55). Owing to the non-linear 
constraints (in Equations (2.52) & (2.55)) and the zero-elements of the CATT matrix, we solve 
Equation (4.2) via a subspace trust region method that is based on the interior-reflective New­
ton method described in [CL96, CL94]. This is achieved via the MatLab3 function f  m incon. 
Furthermore, we also use only the subset of stable points (see Section 4.3) for this computation.
3 We used MatLab Version 6.0.0.88, Release 12, September 22,2000, © 1984 - 2000, The Math Works, Inc.
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Figure 6.27: The reconstruction errors from the 11-fold stratified experiments carried out on 
the images from Database 1 (synthetic) for the coupled-view FSM (dotted line) and the ISPM 
(solid line). Graphs (a), (b), (c) and (d) show the results corresponding to noise levels of ±0, 
±1, ±2 and ±5 pixels respectively. All four graphs have been scaled equally for comparison.
Therefore the speed of computing a CATT for a given image triplet depends on the number of 
stable points being used. The average time taken to compute a CATT for a given image triplet 
in each database 4, along with the number of stable points used, is given in Table 6.10. These 
times, and all other times presented in this Thesis, were generated using an MS Windows® 
machine with an AMD Athlon™  XP 1800+ (1.53GHz) processor and with 1GB RAM.
Detailed investigation for each database showed that the computation time rises non- 
linearly as a function of the number of stable landmark points used. Therefore, and also since 
using fewer stable points is bound to ensure a better approximation of a rigid sub-object, we 
have found that it is best to employ no more than 10 stable points for this purpose (i.e. for 
computing the CATT).
4Note that this computation is currently slow and must be optimized.
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Noise Level no noise ±1 pixel
Model Mean a Mean a
coupled-view FSM 0.036% 1.71 x 10"4 0.041% 1.31 x 10"4
ISPM 0.021% 9.50 x 10"5 0.028% 7.83 x 10"5
Noise Level ±3 pixels ±5 pixels
Model Mean a Mean a
coupled-view FSM 0.062% 1.38 x 10~4 0.088% 1.30 x 10“4
ISPM 0.056% 1.09 x 10"4 0.087% 1.28 x 10”4
Table 6.7: A table of the the overall mean and standard deviation (<j ) of the coupled-view FSM 
and the ISPM from the 11-fold stratified cross-validation experiments carried out on the noisy 
synthetic data.
Real Angle 25 20 15 10 05 00 -05 -10 -15 -20 -25
Best Angle -5 -128 58 -139 -154 115 125 -104 54 49 -121
Other Angle 35 51 -110 80 70 -127 -118 -150 -176 150 -159
Table 6.8: A table of the real pose angles and the two estimates of them, via the two FSMs of the 
coupled-view FSM. The estimate of the angle that provides the better fit to the image is given in 
the middle row, while the other angle is given in the bottom row. These results were generated 
via the 11-fold stratified cross-validation experiment carried out on Database 1 (synthetic).
6.10.2 Enforcing a Shape Correspondence Between Any Two Views
Algorithm 4.3 , employed to enforce a shape correspondence between any two images of the 
same object, depends on the number of landmark points used to represent each image, as the 
shape adjustments are carried out separately on each landmark point. The average times for 
one iteration of this algorithm, along with the total number of landmark points used, is given 
in Table 6.11. This algorithm almost always converges in less than two iterations, rarely ever 
taking up to two more iterations. Again, detailed investigations for each database showed that 
the time taken increases non-linearly with the number of landmark points used.
6.10.3 Enforcing a Shape Correspondence Between Two Basis View Images
Algorithm 4.2 takes slightly longer than Algorithm 4.3 , as it involves the computation of 
two fundamental matrices, as opposed to the computation of a single fundamental matrix in 
Algorithm 4.3 . Again, the time taken depends on the number of landmark points used to
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Real Angle 30 25 20 15 10 05 00 -05 -10 -15 -20 -25
Best Angle 82 166 177 -163 160 -138 -145 116 -36 49 161 -82
Other Angle -79 -71 -37 -29 19 29 -64 4 -84 -7 95 -17
Table 6.9: A table of the real pose angles and the two estimates of them, via the two FSMs of the 
coupled-view FSM. The estimate of the angle that provides the better fit to the image is given in 
the middle row, while the other angle is given in the bottom row. These results were generated 
via the 13-fold stratified cross-validation experiment carried out on Database 2 (UCL).
Database Stable points Average time taken
Synthetic 6 0.33 seconds
UCL 6 0.26 seconds
Manchester 8 0.25 seconds
CMU 4 0.25 seconds
Table 6.10: A table of the average time taken to compute a CATT for each database, along with 
the number of stable points used.
represent each image. The average times for one iteration of Algorithm 4.2 , along with the 
total number of landmark points used, is given in Table 6.12. This algorithm, too, almost always 
converges in less than two iterations. Once again, detailed investigations for each database 
showed that the time taken increases non-linearly with the number of landmark points used.
6.10.4 Selecting the Basis Views
The time taken for Algorithm 4.1 to select the two reference images that define the basis 
views depends both on the number of landmark points used and on the number of images in 
the database. This is because every possible pair is considered and the pair with the least Batch 
RMS error (equation (4.5)) is selected. The average times for computing the Batch RMS error 
for Databases 1 (synthetic), 2 (UCL) and 3 (Manchester) were 62 milliseconds, 20 milliseconds 
and 60 milliseconds respectively.
Owing to the size (2,064 images) of Database 4 (CMU), we did not attempt to select 
the basis views, by considering all possible pairs. We could have used a RANSAC [FB81] 
algorithm instead. However, as the structure of the database was such that all the images were 
captured from 7 fixed views, given any subset of images from this database, we could generate 
the mean image in each view sampled. Therefore, when using this database, we first computed 
the mean image in each view, and then simply ran Algorithm 4.1 on just these 7 (or less)
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Database Landmark points Average time taken
Synthetic 73 44 millisecond
UCL 32 11 millisecond
Manchester 44 14 millisecond
CMU 42 16 millisecond
Table 6.11: A table of the average time for one iteration of Algorithm 4.3 for each database, 
along with the total number of landmark points used.
Database Landmark points Average time taken
Synthetic 73 85 millisecond
UCL 32 37 millisecond
Manchester 44 43 millisecond
CMU 42 48 millisecond
Table 6.12: A table of the average time for one iteration of Algorithm 4.2 for each database, 
along with the total number of landmark points used.
mean images to select the basis views. The average time taken to compute the Batch RMS 
error via this process was just 16 milliseconds. If there were no structure in a database of this 
size, it would take considerably longer to compute the Batch RMS error, even via a RANSAC 
algorithm. This would be an obvious drawback of the ISPM, with regard to large databases.
6.10.S The Implicit Pose Alignment Algorithm
The time taken for Algorithm 4.4 to perform an alignment depends both on the number of 
stable points and on the total number of landmark points used. This is because some steps (e.g. 
computing the CATT) involve only the stable points whereas others (e.g. enforcing a shape cor­
respondence) involves all of the landmark points. The average time taken for a single iteration 
of the IPA algorithm (Algorithm 4.4) for Databases 1 (synthetic), 2 (UCL), 3 (Manchester) and 
4 (CMU) were 100 milliseconds, 40 milliseconds, 50 milliseconds and 53 milliseconds respec­
tively. This algorithm, too, almost always converges in less than three iterations, and detailed 
investigations for each database show that the time taken increases non-linearly with both the 
number of stable points and the total number of landmark points used.
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6.10.6 The Extended Procrustes Alignment Algorithm
The time taken for each of the steps of the Extended Procrustes Alignment (EPA) algorithm 
(Algorithm 3.1 ) have been given in the previous sections. The EPA algorithm begins by 
selecting the basis views (see Section 6.10.4) and then iteratively employs the IPA algorithm 
and two separate GPA algorithms (to compute the mean images). Thus each iteration of the EPA 
algorithm takes slightly longer than the time required for the IPA algorithm. The average time 
taken for a single iteration of the EPA algorithm (Algorithm 3.1) for Databases 1 (synthetic), 2 
(UCL), 3 (Manchester) and 4 (CMU) were 245 milliseconds, 90 milliseconds, 120 milliseconds 
and 125 milliseconds respectively. As with the GPA algorithm, this algorithm also almost 
always converges in less than three iterations.
6.11 Specificity Test
Finally we compare the ISPM to both the FSM and the coupled-view FSM in terms of its 
specificity. Here we build a model using a set of training shapes T and then use the model to 
generate a set of synthetic shapes S. For each shape s* in S, we then measure the distance di 
to the nearest shape in the training set (i.e. in T)and compute D, the RMS value of the d 
If the model used is specific, D  will be small and the synthetic shapes will follow a similar 
distribution to the training shapes. However, D  will be large if a given model is capable of 
generating examples that are dissimilar to those in the training set, which would be indicative 
of a non-specific model.
Generating synthetic images via the FSM requires randomly generating the shape param­
eters within the variance learnt from the training data. The coupled-view FSM also requires a 
pose angle in order to generate a synthetic shape. Thus, we use a random angle within the range 
of the training data. When using the ISPM, however, apart from specifying the (multi-view) 
shape parameters, we also have to specify a valid CATT. For this experiment, we generated 
CATT’s from existing images and randomly selected one for each synthetic image generated. 
For Databases 1 (synthetic) and 2 (UCL), we segmented each database into two mutually ex­
clusive segments in terms of the pose angle. We then used one segment as the training set and 
used the second segment to generate new (i.e. not used in the training phase) yet valid CATT’s 
for the specificity test. For databases 3 (Manchester) and 4 (CMU), owing to their structure, we 
used the entire database for training and generating the CATT’s used. We used each model (i.e. 
the FSM, coupled-view FSM and the ISPM) to generated a thousand synthetic images. The 
specificity measurements are given in Table 6.13.
As expected we see, from Table 6.13, that the ISPM is significantly and consistently more
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Database ISPM FSM coupled-view FSM
Synthetic 28.14 64.66 69.62
UCL 11.55 26.61 35.98
Manchester 11.78 151.78 254.41
CMU 14.94 123.67 237.66
Table 6.13: A table of the specificity measurement D of each model (i.e. of the FSM, the 
coupled-view FSM and the ISPM).
specific than either the FSM or the coupled-view FSM. This is a significant advantage of our 
new approach to modelling 3D non-rigid objects. The specificity of the ISPM possibly results 
from the fact that it provides a more compact representation of the multi-view data and correctly 
models shape and pose independently. It also appears that, as the FSM and the coupled-view 
FSM mix-up the shape and pose (at least at some point in the model), they turn out to be non­
specific models. The coupled-view FSM, in particular, seems to be significantly non-specific, 
possibly owing to its linear model of the pose angle, as apposed to the non-linear and highly 
constrained pose model utilized by the ISPM.
6.12 Summary
This chapter presents our evaluation of the Integrated Shape and Pose Model (ISPM), developed 
as part of this Thesis. We not only independently evaluated the performance of its component 
algorithms, but also evaluated the performance of the ISPM itself in comparison with a con­
ventional FSM [CTCG92] and a coupled-view FSM [CWWTOO], both as built by Cootes and 
Taylor et a l [CTOla]. We made use of four different databases of face images, which were 
completely different in size, composition and number of landmark points in each image. One 
of the databases contained synthetic images, while the remaining three comprised real images. 
The databases sampled various expressions across various poses and identities.
The results show that the Implicit Pose Alignment (IPA) algorithm (Algorithm 4.4 ), the 
algorithms for enforcing a shape correspondence ((Algorithm 4.2 ) and (Algorithm 4.3 )) and 
the Extended Procrustes Alignment (EPA) algorithm (Algorithm 3.1 ), all achieve their design 
objectives. We also showed that, unlike the FSM, the ISPM is not dependent on pose. The 
ISPM was also shown not to be dependent on expression or identity and always, on average, 
performed significantly better than the FSM on the larger real image databases, that contained 
more variation. Our process for selecting the reference image (see Section 4.2.2), when build­
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ing an FSM, was shown to improve its performance, significantly, compared to selecting the 
reference image at random. Although the ISPM and the coupled-view FSM showed similar 
performance, we noted that the coupled-view FSM is not viable, as it is incapable of comput­
ing the pose angle from a given image. Finally, we also showed that the ISPM copes well 
with noise, remaining consistently pose-invariant with increasing levels of noise, and with pose 
variations about both the vertical and horizontal axes. Furthermore, the ISPM is also a highly 
specific model, which mostly generates synthetic shapes that follow a similar distribution to the 
training shapes.
Chapter 7
Conclusions and Future Work
This chapter concludes our work on implicit, multi-view flexible shape modelling. We 
provide a brief summary of our work and present the conclusions we drew from it. This is 
followed by a briefdescription ofsome of our on-going (current) work on improving the current 
model and extending it to incorporate image texture (grey-level values). We also provide some 
directions we have identified for future work in this area.
The literature review, presented in Chapter 2, provided the background to the work we 
carried out on modelling the shape and pose of a 3D non-rigid object, such as a face. Once the 
context was set, in Chapters 4 and 3 we introduced the novel concepts and algorithms which 
were developed as part of this Thesis. We first reformulated the Linear Combination of Views 
(LCV) technique (in Section 4.1) via multi-view geometry and in particular in terms of the 
Centred Affine Trifocal Tensor (CATT). The main aim of this reformulation was to identify the 
constraints that must be included in an LCV system that treats the two basis views symmetri­
cally. Throughout this Thesis, we worked with an LCV system that employed two basis views. 
We were then able (in Section 4.2) to define an error measure, in terms of the CATT, that en­
abled us to select two reference images from almost any set of images, which define the best 
pair of basis views. In this process (Algorithm 4.1), we employed a subset of stable landmark 
points in order to improve our computation of the CATT.
One of the most important contributions of this Thesis, namely the Implicit Pose Align­
ment (IPA) algorithm (Algorithm 4.4 ), was then introduced and described in detail (in Sec­
tion 4.4). The IPA algorithm essentially transfers the intrinsic shape from the view of a given 
image, to the two basis views. As such, it generates two basis view images that, together with
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the given image, may be considered as three images that had been captured simultaneously. 
This, as described in Section 4.4.3, is achieved via the epipolar constraints provided by the 
relevant fundamental matrices that are consistent with the corresponding CATT. The remaining 
degrees of freedom are constrained via two independent affine transformations, which is equiv­
alent to considering all variations that can be treated as extrinsic to be so (see Section 4.4.5). 
The IPA algorithm also makes use of the algorithm that enforces a shape correspondence be­
tween two images (Algorithm 4.2 or 4.3 depending on Whether the basis views are defined or 
not), in order to ensure that the aligned images may be considered as simultaneous images of 
the same object.
In Chapter 3, we then extended the capabilities of the Generalized Procrustes Alignment 
(GPA) algorithm (Algorithm 2.1) by substituting the IPA algorithm in place of the usual align­
ment by means of similarity transformations. The resulting Extended Procrustes Alignment 
(EPA) algorithm (Algorithm 3.1 ) effectively removes all view-variations from virtually any 
given set of images. The output of the EPA algorithm is in the form of two sets of aligned 
images, together with a mean image for each set. Each set of images is aligned with the view 
of a reference image and there is almost no view variation in each set of images; i.e. the images 
in each set may be considered as images captured from a fixed view-point. Furthermore, there 
is an image in each set that corresponds to each of the images in the original set of images, in 
the sense that they are three images of the object captured simultaneously from three (possibly 
different) views.
Once the view-variations in the data are removed, we described (in Section 3.3) how two 
Flexible Shape Models (FSMs) may be built and combined in a hierarchical manner to form 
a multi-view FSM (see Section 5.1.1). In Section 5.1.2, we also combine the LCV technique 
with the IPA algorithm to form a hierarchical multi-view Flexible Pose Model (multi-view 
FPM). The multi-view FSM was then linked to the multi-view FPM, via two flexible basis view 
images, to form our Integrated Shape and Pose Model (ISPM).
We have performed an extensive evaluation of the ISPM, in Chapter 6, via four different 
databases of face images. One of the databases was synthetic, composed of images generated 
from a computational model of the human head. The other three were databases of real images. 
The synthetic and UCL databases, were used during the development of the ideas, algorithms 
and systems presented in this Thesis. The two external databases, i.e. the Manchester and CMU 
databases, were used for final evaluation purposes only. We independently evaluated the novel 
algorithms employed by the ISPM. In particular we evaluated the following Algorithms:
• Algorithm 4.1 for selecting the basis views in Section 6.2,
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•  Algorithms 4.2 & 4.3 that enforce a shape correspondence between two views in 
Section 6.3,
• Algorithm 4.4 , the Implicit Pose Alignment (IPA) algorithm in Section 6.4,
•  Algorithm 3.1, the Extended Procrustes Alignment (EPA) algorithm in Section 6.5.
We also compared the performance of the ISPM with that of a conventional FSM (in Sec­
tion 6.8) and a coupled-view FSM (in Section 6.9), both as built by Cootes and Taylor et 
al. [CTOla]. These comparisons were carried out via many cross-validation experiments. We 
also showed how the FSM can be improved via a simple process for selecting a suitable refer­
ence image for the GPA algorithm. The coupled-view FSM was also shown to be unviable, as it 
is incapable of computing the pose angles. Finally, at the end of Chapter 6, we provided a brief 
analysis of the computational complexity and feasibility of our algorithms and models, where 
we also provided average computation times for all our algorithms.
7.1 Conclusions
We have demonstrated that the shape and pose of a flexible object, such as a human face, can 
be modelled independently by integrating a multi-view FSM with a multi-view FPM, via two 
flexible basis views. Our EPA algorithm can be used to align the training images in order to 
remove all extrinsic degrees of freedom. The resulting two sets of aligned images can then 
be used to build a multi-view FSM, which models the pose-free, intrinsic shape variations of 
the imaged object. We have shown how the multi-view FSM and the multi-view FPM may 
be linked via two flexible basis view images to form an Integrated Shape and Pose Model 
(ISPM). The ISPM does not confound the (intrinsic) shape and (extrinsic) pose variations, as 
the different types of variation are modelled independently via the two component models (i.e. 
via the multi-view FSM and the multi-view FPM).
We have shown that the selection made by our algorithm for obtaining the basis views is 
better than other available choices. We have presented quantitative and qualitative evaluations of 
the algorithm that enforces a shape correspondence between two views, the IPA algorithm and 
the EPA algorithm. Each of these algorithms were shown to achieve their design aims. As the 
results generated via four completely different databases were similar, we are confident that the 
results reflect the performance of each algorithm and not a peculiarity of the data. Furthermore, 
over the many thousands of experiments (~  4,500) carried out, we found that none of our 
iterative algorithms, i.e. Algorithms 4.2 and 4.3 for enforcing a shape correspondence, and 
the EPA algorithm (Algorithm 3.1 ), were observed to fail to converge. We emphasize the
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importance of this observation, as it provides a strong endorsement of, and is our only evidence 
of, the validity of these algorithms in the absence of a formal proof of convergence.
We demonstrated how the use of a simple process for choosing a suitable reference for the 
GPA algorithm, which follows the analogy of our algorithm for selecting the two basis views, 
can significantly improve the performance of the FSM. We presented experimental results that 
show that the performance of an FSM [CTCG92] built on images containing view-variations, is 
significantly dependent on pose, although the effect can significantly be reduced by means of a 
suitable reference image. An ISPM built on the same image data was shown on average to match 
the performance of the FSM and in some cases to out-perform it. More importantly, unlike the 
FSM, the ISPM proved to be insensitive to pose variations and was also more consistent across 
expression and identity. As the amount of data and variation present in that data increased, 
the performance of the FSM declined significantly in comparison to that of the ISPM which 
remained consistent over all the databases. This observation was considered to be a result of the 
fact that the FSM confounds the (intrinsic) shape and (extrinsic) pose variations, whereas the 
ISPM does not. The ISPM was also compared to the coupled-view FSM of Cootes and Taylor et 
al. [CWWTOO], which itself is expected to be insensitive to changes in pose. This comparison 
indicated that the difference in the performance of the two models was indistinguishable. How­
ever, this comparison was not entirely valid, as we used the actual pose angles when evaluating 
the coupled-view FSM, as the ones estimated by it seemed at best arbitrary. Use of the pose 
angles computed from it significantly degrades the performance of the coupled-view FSM and 
hence the coupled-view FSM was deemed to be unviable.
The ISPM was, thus, shown to out-perform two of the best existing similar models, in 
terms of its invariance to pose and its consistency both in terms of modelling error and speci­
ficity. We identified that the algorithm for selecting the basis views is the only step that could, in 
terms of processing time, inhibit the implementation of the ISPM. However, it was pointed out 
that, for example, the use of a RANSAC algorithm and random sub-sampling of the database 
may be used significantly to reduce the processing time. We also demonstrated, via the CMU 
database, how the structure of the database may, in some cases, be utilized in order dramatically 
to reduce the required processing time for this algorithm.
7.1.1 Hypothesis #1
“It is possible to utilize the linear combination of views technique to model the 
pose variations o f a non-rigid 3D object by use of two flexible basis view images, 
whose shape variations are controlled by a multi-view flexible shape model”
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Our implementation of the multi-view FPM (which utilizes the LCV technique) supported1 the 
claim of our first hypothesis (see Section 1.3.1), as we were able to use it to model the pose 
variations of a non-rigid 3D object (a face) by use of two flexible basis view images. We were 
also able to control the shape variations in these flexible basis view images via a multi-view 
flexible shape model. We used these two models, via the ISPM, to generate any given shape 
in any given pose and yet the ISPM remained insensitive to changes in pose, identity and (to a 
lesser degree) expression. The ISPM was also shown to out-perform the FSM and was shown 
to be viable, unlike the coupled-view FSM. Therefore, we have not been able to refute our first 
hypothesis, but have instead provided a lot of evidence in support of it.
7.1.2 Hypothesis #2
“It is possible to extend the generalized Procrustes alignment algorithm in such 
a way that, given a set o f suitable training images, it can be employed simultane­
ously to compute the best two mean basis view images and implicitly to transfer 
the intrinsic shape of the imaged object, from each of the training images to the 
two basis views ”
In Section 6.4, we provided qualitative and quantitative results showing the accuracy of our 
Implicit Pose Alignment (IPA) algorithm (Algorithm 4.4 ). The processing times given in 
Section 6.10.5 also provided evidence that the IPA algorithm is viable. In practice it was also 
observed to converge quickly (on average in less than three iterations). We also evaluated 
the performance of the Extended Procrustes Alignment (EPA) algorithm (Algorithm 3.1 ) in 
Sections 6.5 & 6.10.6, showing that it is viable. Thus, we have provided evidence in support 
of our second hypothesis (see Section 1.3.2) regarding the extension of the GPA algorithm in 
order simultaneously to compute the best two mean basis view images and implicitly transfer 
the intrinsic shape of the imaged object, from each of the training images to the two basis views.
The EPA algorithm also did not fail to converge in any of the many (> 4,500) exper­
iments we carried out during our evaluations. This also implies that its constituent iterative 
algorithms (the IPA algorithm and the algorithms for enforcing a shape correspondence) also 
always converged. Furthermore, all of our iterative algorithms typically converged in less than 
three iterations. These results mean that instead of refuting our second hypothesis, we have 
provided strong evidence supporting its claim.
The performance of the EPA algorithm and its convergence, however, depend on the pres­
ence of a subset of stable points that form a sub-rigid-object. Thus, we can only model part-
1 Strictly, o f course, in scientific terms, we have failed to falsify our hypothesis.
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rigid, part-flexible objects via the ISPM. Although the minimal number of stable points required 
is small (i.e. four), this is one of the main limitations of our approach.
7.1.3 Hypothesis #3
“It is possible by integrating a multi-view flexible shape model with the linear 
combination of views technique, to develop an image or view-based system ca­
pable o f modelling the geometry o f a non-rigid three-dimensional object, while 
allowing large pose variations but without confounding the intrinsic shape vari­
ations with the extrinsic pose variations ”
The strong performance of the ISPM presented in Chapter 6 and the fact that we were able to 
implement it all support the claims of our third hypothesis (see Section 1.3.3). This hypoth­
esis claimed that it is possible to integrate a multi-view flexible shape model with the linear 
combination of views technique, in order to develop an image or view-based system capable of 
modelling the geometry of a non-rigid three-dimensional object, which is exactly what we have 
achieved in the ISPM. The theoretical background of the ISPM and the experimental results (i.e. 
its insensitivity to pose, identity and expression) also support the claim of this hypothesis that 
such a model can be built without confounding the intrinsic shape variations with the extrinsic 
pose variations. However, we have only implemented the ISPM on data with pose variations be­
tween —45° and 45° about the vertical axis and small variations (~  22.5°) about the horizontal 
axis. In particular, we haven’t dealt with pose variations large enough to cause self-occlusions 
(and hence leading to missing landmark points). Thus, we have only provided limited support 
for the final claim of this hypothesis, that a model such as the ISPM can be implemented while 
allowing large pose variations.
7.1.4 The Main Hypothesis Statement
“It is possible to develop an image or view-based computer vision system capable 
o f modelling the geometry o f a non-rigid three-dimensional object, while allow­
ing large pose variations but without confounding the intrinsic shape variations 
with the extrinsic pose variations
The ISPM is a realization of our main hypothesis statement (see Section 1.3), which claims that 
it is possible to develop an image or view-based computer vision system capable of modelling 
the geometry of a non-rigid, three-dimensional object, while allowing large pose variations, 
but without confounding the intrinsic shape variations with the extrinsic pose variations. The 
evidence we have provided in support of the three sub-hypotheses of this thesis work (Sec­
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tions 1.3.1 to 1.3.3) together support our main hypothesis statement, as these hypotheses, to­
gether, provide the tools necessary to build an integrated hierarchical model (such as the ISPM) 
capable of satisfying our main hypothesis statement given above. Therefore, we have not been 
able to refute the main hypothesis statement of this thesis and have in fact generated strong 
evidence in favour of it. Furthermore, by failing to refute our main hypothesis statement and 
developing and implementing the ISPM, we have also achieved the main aims of this thesis, as 
set out in Section 1.2 and have thereby addressed our main problem statement (Section 1.1).
However, we have adhered to a view limitation in the scope of this thesis, which means 
that we have only limited support for one of the claims of the main hypothesis statement, with 
regard to allowing large pose variations. In order to rival explicit 3D modelling techniques the 
ISPM should be capable of dealing with a larger view range and, in particular, with missing 
landmark points resulting from self-occlusions. Although this task is outside the scope of this 
thesis, we have identified some possible avenues by which it can be achieved. These avenues 
are presented in Section 7.2.1 in the future work section (Section 7.2).
7.1.5 Our Main Contributions
The Implicit Pose Alignment (IPA) algorithm (Algorithm 4.4 ), which is designed to transfer 
the intrinsic shape from the arbitrary view of any given image to the two basis views (without 
recourse to any form of explicit 3D reconstruction) is, by far, the most significant development 
resulting from this thesis. This algorithm is novel in every sense, from its conception to its 
implementation. In particular, unlike all the other developments resulting from this thesis, the 
IPA algorithm is the only one that is not an extension or reformulation of an existing system or 
algorithm. Thus, its successful implementation within the scope and time frame of this thesis, 
makes it an even greater achievement.
The other components of the ISPM, as well as the ISPM itself, are also important contri­
butions made by this thesis. The ISPM is a view-based model of a non-rigid, three-dimensional 
object in which 3D effects are implicit. It is composed of two individual sub-models (the multi­
view FSM and the multi-view FPM), which are linked via two flexible basis view images. The 
multi-view FPM, is composed of our IPA algorithm and a version of the LCV technique, which 
we reformulated via multi-view geometry and in terms of the CATT. This reformulation pro­
vided us with all the constraints pertaining to the LCV technique. Thus, the ISPM is one of 
the first implicit, view-invariant flexible shape models of a 3D non-rigid object that employs 
multi-view geometry to represent changes in viewpoint (i.e. pose) and utilizes statistical shape 
modelling techniques to model the intrinsic shape variations. We also believe that the ISPM is
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the first model to do so without confounding intrinsic and extrinsic variations at any stage, as 
its constituent sub-models, though linked, remain independent.
The work carried out for this Thesis has also produced the following three novel algo­
rithms, some of which may also be used separately in other applications:
•  An Algorithm for Selecting the Basis Views
• An Algorithm for Enforcing a Shape Correspondence Between Two Images
• The Extended Procrustes Alignment (EPA) Algorithm
These algorithms, along with the IPA algorithm, have all been tested and, using four different 
databases of real and synthetic face images, have been shown to achieve their design objectives. 
We have also shown that these algorithms and the ISPM generalize well, as they were developed 
using only the two smaller (in house) databases (the synthetic and UCL databases), but yet 
they performed remarkably well on the external larger databases (the Manchester and CMU 
databases) that also contain more variations.
We would like to extend the capabilities of the ISPM, so that it can be used for image 
searching in a manner similar to the Active Appearance Models (AAMs) built by Cootes et. 
al. [CET01, CTO la]. This is discussed in the next section on future work. As indicated in Sec­
tion 1.6, we anticipate that the ISPM will then be useful in a variety of applications including 
view-invariant face recognition and head tracking; for example, for model-based video com­
pression. The approach may also be of relevance to theories of human vision since it separates 
extrinsic changes in pose from intrinsic shape variations and models everything in 2D, essen­
tially by transfer from the mean basis view images and deviations therefrom. We conclude that 
our approach to view invariant, image-based linear flexible shape modelling is well-founded, 
practical, and accurate.
7.2 Future Work
As shown in Chapter 6, our integrated shape and pose modelling technique produced some 
good and interesting results. From this work we have also identified some directions for future 
research. We are currently working on some of these problems, which along with some others 
are briefly described here.
7.2.1 Missing Landmark Points
In our approach, thus far, we have assumed that the variation in the object’s shape and the 
changes in viewpoint do not cause self-occlusions. The databases we used to evaluate our
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Integrated Shape and Pose Model (ISPM) were, as described in the Section 6.1, selected to 
satisfy this assumption to a high degree. However, we believe that in principle the ISPM can 
easily be extended to cope with self-occlusions, in particular when only a (small) fraction of the 
landmark points are occluded in any given view.
The multi-view Flexible Pose Model (FPM) requires a minimum of three stable landmark 
point correspondences between the basis views and a given image in order to compute the Cen­
tered Affine Trifocal Tensor (CATT) (Section 2.6). Therefore, provided such a set of landmarks 
is available, omission of other landmark points will not, in principle, affect the multi-view FPM, 
although its accuracy may be reduced. Since the Implicit Pose Alignment (IPA) algorithm, de­
scribed in Section 4.4, is carried out on one landmark point at a time, given the CATT this 
algorithm will be unaffected by missing/occluded landmark points. However, if any landmark 
points are missing, the shape of the given image in the basis views will be incompletely defined, 
and hence PCA cannot be applied in the usual way. As a result, building the multi-view Flexi­
ble Shape Model (FSM) will not be straightforward. Fortunately, Rogers and Graham [RG01] 
have developed structured point distribution models, which allow them to build PCA models 
using training data in which features are intermittently present. Thus, when faced with missing 
landmark points, this technique may be useful in building the multi-view FSM. This would be 
one avenue to pursue in future research.
7.2.2 Extension to More Than Two Basis Views
Throughout this Thesis, we made use of a Linear Combination of Views (LCV) system that 
employs two basis views. However, the literature shows that the LCV system easily extends to 
more than two basis views if necessary, both in principle [KBG99] and in practice [KB98b]. 
However, reformulating an LCV system with more than two basis views via multi-view ge­
ometry would involve higher order multi-focal tensors. For example, for three basis views we 
would have to use the quadrifocal tensor [SWOO]. Thus, in order to extend the reformulated 
LCV technique to (say) three basis views, we would require insight into the structure of the 
centred affine quadrifocal tensor as well as the relevant constraints that apply to its elements. 
To the best of our knowledge there is no work on precisely this point in the literature. Though it 
should be pointed out that it is known that the quadrifocal and higher order multi-focal tensors 
can always be constructed from the trifocal tensors between the four or more constituent views. 
This is in distinction to the trifocal tensor which, in some circumstances, cannot be constructed 
from the fundamental matrices between pairs of views [HZOO].
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7.2.3 An Active Version of the ISPM
In order to exploit the full-potential of our Integrated Shape and Pose Model (ISPM), we need 
an active, or image-search, version capable of automatically locating the model points in a 
given image. We envisage this following in analogy to the Active Shape Models (ASMs) built 
by Cootes and Taylor et al. [CTCG95, CTOla]. In such a model, we would expect, for example, 
to learn the allowed variation of the grey-level profile around the model points (or landmark 
points) from a set of labelled training images and to use this knowledge automatically to locate 
the landmark points in unseen test images.
In principle, given an estimate of the location of each landmark point in the unseen image, 
it is straightforward to solve the unconstrained LCV equations (equations (2.38) & (2.39) or 
equations (2.40) & (2.41)) in order to obtain improved estimates of the landmark point loca­
tions and only slightly more difficult to imagine doing an equivalent calculation when the LCV 
equations are reformulated in terms of the CATT. It would seem, therefore, that an iterative, ac­
tive shape model could be developed in order to search for an instance of the object of interest 
in the unseen image. The key questions are whether such processes will converge and, if so, 
how large the basin of attraction to the correct solution is. This requires some considerable re­
search and, in addition, the problem has some specific peculiarities. For example, one problem 
that probably would require attention is that of locating the boundary of the object as the object 
rotates in 3D about axes parallel to the image plane. This isn’t straightforward, as points on the 
visible boundary in each of the images will not, in general, correspond to the same 3D points on 
the surface of the object. However, in [UB91], Ullman and Basri show how, in order to repre­
sent the 2D contour outlining objects with smooth boundaries, the curvature method they used 
in [BU88] can be replaced by the linear combination of a small number of images. In particular, 
three images are required to represent rotations around a fixed axis in 3D and five images for 
general rotations in 3D space [BU88]. It is possible, therefore, to envisage the possibility of 
modelling the boundary of an object via the LCV technique. However, this would require the 
extension of the technique indicated in Section 7.2.2.
7.2.4 Building an Equivalent Appearance Model
Ultimately, we would also like to incorporate image texture (grey-level values) into the frame­
work of the ISPM, so that we could build the equivalent appearance model. In some aspects, this 
would be straightforward. In particular, provided we can perform a texture alignment equivalent 
to the IPA algorithm, building two Flexible Appearance Models (FAMs) on the two aligned im­
age sets and combining them to form a multi-view FAM would be straightforward. This would
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follow the analogy of extending the FSM of Cootes and Taylor et al. [CTCG92, CTOla] to their 
FAM. Furthermore, the forward modelling process would also be straightforward, since it has 
already been shown how the LCV technique may be used to map image texture [HBOO, KB98b], 
at least to a good approximation.
Once again, the most significant hurdle to overcome would be achieving an algorithm 
analogous to the IPA, which is capable of implicitly transferring the intrinsic texture from the 
arbitrary view of any given image to the two basis view images. We would envisage this to 
follow the analogy of the IPA algorithm developed in this Thesis. Future research in this area 
would, thus, have to develop/identify the multi-view texture mapping functions that can be used 
in place of the well-established multi-view geometry techniques that we utilized in our IPA 
algorithm. An Integrated Appearance and Pose Model (IAPM) built in analogy to the ISPM 
would model the appearance (i.e. shape and texture) of the object independently of its pose. In 
principle, such a model should, therefore, provide a novel way of developing a description of 
the texture of images of (in general, deformable) 3D objects.
7.2.5 The Ultimate Image-Search Appearance Model
The ultimate aim of our research is to develop an image or view-based model of a non-rigid 
three-dimensional object, such as the human face, that is capable of:
• Dealing with large viewpoint changes (including, for the face, profile views);
• Providing a numerical representation of the imaged object in terms of its pose, shape and 
appearance (e.g. for the purpose of expression or identity classification);
• Re-synthesizing a new image of the modelled object, given a set of pose, shape and 
appearance parameters;
• Automatically locating and parameterizing the object in a new image via an active/image- 
search model.
This ultimate aim, however, can only follow successful completion of all the tasks briefly de­
scribed above in Sections 7.2.1 to 7.2.4. Once these tasks are achieved, we believe that the 
ultimate Active Appearance and Pose Model (AAPM) would follow from the analogy of ex­
tending the ASM to the AAM. The AAPM would be able automatically to locate the object of 
interest in any given image and, by doing so, automatically provide a parameterization of the 
object’s shape, pose and texture. The final step, then, would be to make the AAPM work in 
real-time.
Appendix A
Applying PGA to a Few Samples of 
High-Dimensional Data
Suppose we wish to apply Principal Component Analysis (PCA) to a set of vectors x*, where 
i =  1 , . . . ,  m  and suppose also that the x* are iV-dimensional vectors. Then the scatter matrix
1 m
S =  — VVxi -x )(x i - x ) T , (A.l)
m i=i
would be an AT x N  matrix and if AT is a large number, computing the eigen-decomposition of 
S could become impractical.
However, in the case where m < JV ,w e  can calculate the eigensolutions of S that we need 
via the Singular Value Decomposition (SVD) of a smaller m x m  matrix T. This is quite useful 
since the time taken for an eigen-decomposition is usually proportional to the cube of the size 
of the input matrix.
In this technique, we re-write Equation (A.l) as follows:
S =  —DDt , (A.2)
m
where D, which is also known as the design matrix, is the matrix whose ith column is given by 
(x* -  x):
D =  [(xi -  x ) | . . .  |(xm -  x)] . (A.3)
Now, instead of computing the eigen-decomposition of S, we construct an m x m  matrix T:
T =  —Dt D , (A.4)
m
and we compute the m eigenvectors, e* and corresponding eigenvalues Aj of T, so that we have
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(A.5) & (A.6) =► SDe* =  DTe* =  A^ De* . (A.7)
Therefore, if we set
Pi =  Dei , (A. 8)
(A.7) =*> =  Ai^ . (A.9)
Thus, we see that pi (i =  1 , . . . ,  m) are the m eigenvectors of S corresponding to the 
eigenvalues Ai. Also since there are only m example images, S is of rank at most m and all the 
remaining eigenvalues of S are zero and the corresponding eigenvectors do not contribute to die 
total variation of the data. Therefore, we see that by computing the eigen-decomposition of the 
much smaller matrix T, we can generate the required eigen-decomposition of the much larger 
matrix S. However, it should be noted that the pf calculated in this way (equation (A.8)) are not 
always of unit length and therefore it may be necessary to normalize them.
This technique is also known as the Eckart-Young theorem [Joh63] and is widely used 
to generate eigen-decompositions when the dimension of the data vectors is larger than the 
number of available examples. For example, this technique is used by Cootes and Taylor et 
al. [CTOla] and by Hutton and Buxton et al [HBHP03], when building their statistical shape 
and appearance models.
Appendix B
From The Procrustes Error To A Four-Step 
Algorithm
As described in Section 2.2, although the Procrustes error takes the form of Equation (2.20), i.e.
A2= 2 ^  -  T^ i ) 2 - <Bi>
i± j
we apply GPA by minimizing Equation (2.22), i.e.
1 m
A2 =  ~ y ' ( X - T i[X4])2 , (B.2)
m i=i
instead. Therefore, as part of die preliminary background work of this Thesis, we investigated 
the equivalence of these two equations. As it turns out, the answer is in a simple bit of alge­
bra [Gow75, BuxOl], which can be summarized as follows:
Since (T^ [X»] — Tj[Xj]) is zero when i =  j ,  we can re-write Equation (B.l), for m  exam­
ples as:
d TTh TTh
A2 =  S E £ ( TilXd - T>[x ;])2 • (B'3)
i=1 j =1
Now let C be any 2 x n matrix (i.e. a matrix with the same dimensions as the Xj). Then we can 
write equation (B.3) as
-. m m
=  E C P W  -  « ) -  (Tjp,-] -  C))2 , (B.4)
i=1 j =1
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and expanding the squared term gives 
A2
=*• A2
Now, in order to lose the second term in Equation (B.5) we need
m
^ T j p y - m C  =  0 ,
7= 1
1 m
=*• c = • (B.6)
m *r~ii=i
Thus we see that, in this case C is equal to the mean, X, as defined in the conventional sense,
i.e.
.  m
X =  - ^ ( T » [ X i]) . (B.7)
t = l
and Equation (B.5) becomes
1 771
A2 =  - E ( T> W - X)2 ' (B-8)
7 = 1
. m m
= w  E E ^m  - c)2+(T^xii - c)22ra2 . . . .7 = 1  3 = 1
—2(Tj[Xj] — C)(Tj[Xj] — C)}
. 771 . 771
= ^ E W W - ^  + ^ E C r i M - O 22m ' 2m . ,
7 = 1  3 = 1
{ D T-W -  C) J |£ (T iM  -  c)
m ( m \  2
=  - E ( T*[x * ] - c )2 - ^ | E ( T'ix * ] - c ) j>
7 = 1  I  7= 1  J
=  ^ E ( T<[x « ] - c )2 - i 2 | ( E T‘[x *]) - roC|  • (®-5)
Appendix C
The Group of Transformations used in GPA
As part of the preliminary background work of this Thesis, we investigated the effect different 
transformation groups have on the results of the Generalized Procrustes Alignment (GPA) pro­
cess. As mentioned in Section 2.2, the transformations most commonly used in the alignment 
step in the GPA algorithm belong to the similarity group. Thus, in our preliminary work we 
compared this group with two similar groups, namely the Euclidean and Affine groups.
In this investigation, the comparisons were made via the main modes of variation of a Flex­
ible Shape Model (FSM) built, as described in Section 2.3, from a set of labelled face images. 
In each case, prior to building the FSM, the set of images was aligned via the GPA algorithm, 
each time using transformations belonging to a different group to perform the alignment steps.
If we represent the set of images, X* ( i =  1 , . . . ,  m), as in Section 2.2, with landmarks 
(xi(j)iyi(J))> 3 ~  1> • • • j n> written in matrix-form as
Z i ( l )  X i { 2 )  ■ • • Xi ( r i )
Vi{ 1) Vi{ 2) Vi{n)
then the three groups of transformation we compared can be defined as follows:
• Euclidean Transformations:
(C.l)
T ip y  =
cos 9i — sin 9i tXi
Xi +
sin#* cos 9i
.  tyi .
(C.2)
These transformations effect a rotation of 0i, about the axis perpendicular to the image 
plane, and translations tx{ and tyi in the x and y directions, respectively.
TjX,;l = (C.3)
•  Similarity Transformations:
ri cos 9{ —ri sin 
r\ sin 6i ri cos 0{
These transformations effect a scaling of ri, a rotation of 9{, about the axis perpendicular 
to the image plane, and translations txi and tyi in the a: and y directions, respectively.
tXi
Xi +
.  tyi .
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•  Affine T ransform ations:
tX i
T*[Xi] = \ i  +
Ci t y i
These transformations effect a scaling and shearing, which is possibly different in the x 
and y directions, a rotation about the axis perpendicular to the image plane, and transla­









Figure C.l: The 1st &2nd modes of the FSMs generated using images aligned via the affine 
(top), similarity (middle) and Euclidean (bottom) groups of transformation.
The first four modes of the three resulting FSMs are given in Figures C.l & C.2. The 
modes displayed in Figures C.l & C.2 have been exaggerated (i.e. they show variations outside 
the usual ±3<r range allowed by the individual models) in order to observe the shape changes 










Figure C.2: The 3rd &4th modes of the FSMs generated using images aligned via the affine 
(top), similarity (middle) and Euclidean (bottom) groups of transformation.
the significance of the modes falling off as illustrated in the graph in Figure C.3.
Figures C.l & C.2 clearly shows that, as expected, one of the modes (namely the first 
mode) of the Euclidean case displays variations in scale (or size). None of the modes in the 
Similarity and Affine cases display variations in scale as these are taken out prior to building the 
model. We also see that all of the models have similar modes, although the order of significance 
of particular modes is different, depending on which group of transformation is used.
We can also see, in Figure C.3, that the eigenvalues of the Euclidean model are larger than 
those of the other two which are quite similar in size. At first sight we might expect that the 
variance of the modes obtained when affine transformations are used would be considerably less 
than when similarity transformations are used. However, this is not the case because a face is
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not a flat object and, it turns out that affine transformations can model little more of its change in 
apparent shape with view-point than similarity transformations can. Also, although the eigen­
values of the affine and similarity models are of similar size they don’t always correspond to 
the same modes, as is evident in Figures C.l & C.2.





E igenvalu e Number
Figure C.3: A plot of the eigenvalues of the FSMs generated using images aligned via the affine, 
similarity and Euclidean groups of transformation
The following general conclusions were drawn from from the results of this preliminary 
investigation:
• Using a different group of transformation in the alignment process has a noticeable effect 
on the resulting modes of an FSM built on the aligned images.
• Any effects not handled by the group of transformation used in the alignment step will be 
modelled by the FSM built on the aligned images, (e.g. the Euclidean group doesn’t deal 
with scale and hence scale variations are modelled by the resulting FSM).
• One way to remove effects caused by pose variations from the resulting FSM, would be 
to use a group of transformation that deals with pose variations, thereby removing these 
variations prior to building the FSM.
Appendix D
Error Propagation from 2D to 3D in Stereo 
Reconstruction [Bux02, Fel02]
This work has largely been taken directly from [Bux02, Fel02] and reproduced, as an 
appendix, for completeness.
In order to illustrate the problem of error propagation in stereo reconstruction, consider a 
very basic analysis of a very simple scenario. Consider a stereo vision system imaging a surface 
as in Figure D.l.
IjptiM N M kA  i. x
C*. Imaged Ob|ect
>  X
Figure D.l: The assumed stereo vision system with the two cameras a distance D  apart and 
placed at a distance H  from the surface of the imaged object.
For simplicity, let’s assume that the reconstructed 3D surface points X g M3 are normally
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distributed. The surface covariance matrix, S, will in general be approximately of the form:
If the cameras have focal length /  pixels and points in the images can be detected to an 
accuracy of a  (which is usually < 1 pixel) then
From equation (D.3) we see that errors in depth, z, will thus be greater than lateral errors in 
x and y. Furthermore, the errors will be greater, by a factor of approximately j ^ ,  at the sides 
of the object surface where it slopes away from the direction of view. Here, N =  (Nx, Ny,N z)T 
is the unit surface normal as shown in Figure D.l. Thus, the standard deviations, ax, uy and az, 
given by equations (D.2) & (D.3) should each be scaled by this factor in S. The error level will 
increase significantly whenever the object surface is at a large slant to the mean view direction, 
for example, near the sides of the object.
Finally, there will be additional stereo errors owing to the fact that, on the rim of the 
surface, the lines of sight from the two camera locations will not be tangential to the surface at 
the same point (see Figure D.l). Such errors will be proportional to p, the radius of curvature in 
the x — z  plane of the body surface at the rim point in question. Consideration of the geometry 
in the simple case where, for example, the body rim lies directly below one of the cameras 
indicates that errors in depth in the 2 direction will be of magnitude ( | )  ( ^ ) ,  whilst lateral 
errors, in the 2; direction will be of magnitude ( | )  ( ^ ) 2. These errors should be added to those 
from other sources discussed above:
Thus, even a very basic analysis of a very simple scenario as presented here shows that 
the errors in 2D image space propagate anisotropically to 3D space. Furthermore, under affine 
imaging conditions, ^  C  1. Therefore, the errors in the image, a, are amplified, often by a 
large factor in equation (D.3). In reality, however, the error propagation is much more compli­
cated and has thus been studied in greater detail and in more realistic scenarios in, for exam­
ple, [BH87, DA95, FM96, KB98a, CC03].
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Algorithms from [HZOO], which are Utilized in 
this Thesis
We make use of a couple of algorithms given in [HZOO] in the work presented in this Thesis. 
For completeness we produce them here.
E.l Notation
In the book [HZOO], Hartley and Zisserman use the notation [a] x to denote a skew-symmetric 
matrix. If a =  (ai, 02, az)T, then
0 —03 a2
la|v =  <23 0 — a\ • (E.l)
—&2 cli 0
E.2 Algorithm 13.1, on page 340 of [HZOO]
Given a set of n corresponding points located in two images, X' and X, Hartley and Zisser­
man [HZOO] provide an algorithm that determines the Maximum Likelihood Estimate (MLE) 
of, F^, the affine fundamental matrix that defines the relationship between the two images. 
Here, they represent a point correspondence as





Provided that there are at least four corresponding points (i.e. provided n >  4), the algorithm 
is as given in Algorithm E. 1 .
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Algorithm 13.1, on page 340 of [HZOO]
1. Compute the centroid of the
(E.3)
3=1
2. Centre all the vectors: A \ j  =  Xj — x.
3. Construct the n x 4 matrix A, whose rows are AxJ.
4. Compute N =  (a, 6, c, d)T, which is the singular vector corresponding to 
the smallest singular value of A.
5. Compute e =  —NTx.
6. Construct as:
In [HZOO], Hartley and Zisserman provide an algorithm that enables the recovery of the two 
fundamental matrices corresponding to a particular trifocal tensor. Here they assume that they 
have a trifocal tensor corresponding to an image triplet < X i,X 2,X3 >. In our scenario, Xi 
would be the given image and X2  & X3  would be the basis view images. They also utilize the 
matrix notation [Ti, T2 , T3 ] of the trifocal tensor, which is similar to that presented in equation 
(2.47). The algorithm then uniquely determines F21 and F31. Here, F21 is the fundamental 
matrix that defines the relationships between X2 & Xi and F31 is the fundamental matrix that 
defines the relationships between X3  & Xi. Thus, in our case this algorithm provides us with the 
two fundamental matrices that link each of the basis views to the given image. The algorithm 
is then presented as given in Algorithm E.2 .
0 0 a  
FA =  0 0 b (E.4)
c d e
Algorithm E.l : Algorithm 13.1, on page 340 of [HZ00].
E.3 Algorithm 14.1, on page 366 of [HZOO]
E.3. A l g o r i t h m  14.1, o n  p a g e  366 o f  [HZOO]
Algorithm 14.1, on page 366 of [HZOO]
1. Compute Ui and v* as the left and right null-vectors respectively of T{, i.e. 
ufT i =  0T and TjVj =  0.
2. Retrieve the epipoles e' Sz e", which can be obtained as the null-vectors to 
the following 3 x 3  matrices:
e'7’ [ui,u2,u 3] =  0 and e//T [vi, v2, v3] =  0 . (E.5)
3. Retrieve the fundamental matrices, F21 and F31 as follows:
F21 =  [e']x [Tl l T21T3]e" and F31 =  [e"]x [ T ^ . T a j e '  . (E.6)
Algorithm E.2 : Algorithm 14.1, on page 366 of [HZOO].
Appendix F
Direct Computation of the Mean Basis View 
Images
We have seen in Chapter 3, that the EPA algorithm is analogous to the GPA algorithm de­
scribed in Section 2.2. However, this analogy suggests a far simpler, more direct procedure for 
computing the mean basis view images that is, at least, almost as effective as that presented in 
Section 3.2. First, we note from equation (2.22) that if we minimize the generalized Procrustes 
error A2 with respect to the mean X7 we recover, by elementary differentiation the definition of 
the mean as given in (2.23).
A similar approach may be used in the same way to solve for x' and x", directly, by 
differentiating (3.2) with respect to the elements of X7 and x". If we expand (3.2), we see that
1 m n
e2(j) , where (F.l)
i=1 j =1
e?(j) =  {ti(i)xi(j)  +  t5(i)yi(j) +  t9(i)x”(j ) +  tu {i)x'{j)}2 
+ { t 2 (i)xi{j) +  te(i)yi(j) +  t9(i)y"(j) +  t i 2(i)x'(j)}2 
+ { t 3 (i)xi{j) +  t7(i)yi(j) +  t10(i)x"(j) +
+{U{i)xi(j)  -1- t8(i)yi(j) +  t10(i)y"(j) +  t ^ i j y ' ( j ) } 2 . (F.2)




=  H . (F.3)
In this equation, the 4 x 4 matrix G on the left hand side may be written as:
a 0 c d
0 a e f
c e b 0
d f  0 b
G  = (F.4)
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with elements defined from second order combinations of the last four components: 
*9(0>*io(0»*n(0>*i2(0> of the Centered Affine Trifocal Tensors (CATTs), averaged over 
the training shapes i =  1 , . . . ,  m  as follows:
The 4 x n (where n is the total number of landmark points) rectangular matrix H on the 
right of (F.3) may be written as H =  [hi | • • • |hn] , where hj =  (otj, /3j, Xj, [ij)T with
As long as G is non-singular, we can solve directly for the two mean basis view images:
Since t\ to ts do not appear in G, there is no reason, for example, owing to the constraints 
(2.52) why G should be singular and, in fact, as long as the training data contains images from 
a representative range of views of an object that is not planar, we may be confident that G will 
not be singular.
With this procedure, given the CATT matrices Tj, it is thus straightforward to construct 
the basis views or mean basis view images Xf and x". However, we still require two reference 
shapes, X'r and X", in order to make everything well defined and, in particular, initially to
a
c
i =  1 i=1
e (F.5)
E h *  1 ( 0 * 1 1 ( 0  +  *2 ( 0 * 1 2 ( 0 1**'* U )
i = 1
+  {*5(0*ll(0 +  *6(0*12(Oh/iCO] , 
+  *4 (0*12 (0 )^ 0 ')
+  {*7(0*ll(0 +  *8(0*12(Oh/iCO] , 
+  *3(0*lo(0}SiCO
+  {*5 (0*9(0 +  *7(0*lo(0}j/iC01 5 
+  *4(0*10(0 l^iCO
+  {*6(0*9(0 +  *8(0*10(0h/iCO] •
(F.6)
=  G-1H . (F.7)r
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compute all the trifocal tensors since we do not have the mean basis view images x ' and x" at 
the beginning.
It is important to note here that the aim of the Extended Procrustes Alignment (EPA) 
algorithm is to compute the following quantities that minimize the extended Procrustes error 
(3.2):
(i) the two mean basis views x'&x",
(ii) the CATT matrix T*, for each training image corresponding to the two mean basis views,
(iif) the deviations AX^&AX", from the mean basis view images, corresponding to the shape 
in each training image.
It is evident that these quantities are inter-related and hence the EPA algorithm is destined to 
be iterative. However, in order to iterate using the directly computed mean basis view images, 
we require a way by which we can constrain them via some sort of alignment to a reference (or 
perhaps to two references).
Preliminary experiments have provided us with two important observations regarding the 
direct computation of the basis view images by this means. Firstly, the EPA algorithm does not 
converge if we do not constrain the computed mean basis view images in some way. This is to 
be expected, because the extended Procrustes error (3.2) is invariant to a global transformation 
(see Appendix G), as in the case of the GPA algorithm. Therefore, we would require some 
constrains to be applied to the computed basis view images, in order to make the EPA algorithm 
well-defined and to ensure that it converges.
Secondly, our preliminary experiments show that we cannot use a similarity or affine trans­
formation to independently align each basis view image to its corresponding reference image. 
In particular, when such an alignment is carried out, the EPA algorithm does not converge. We 
think one possible explanation of this is that the direct method not only generates the desired 
shape of the mean basis views, but also provides the desired view separation between them. 
Hence, if that is the case, aligning each basis view image independently to the corresponding 
reference image would, in general, alter the view separation between them. Therefore, we could 
expect the EPA algorithm would not converge, since the view separation between the basis view 
images would, in this case, oscillate between the view separation of the two reference images 
and the desired view separation. Therefore, we are currently working on identifying an appro­
priate alignment strategy for the direct method of computing the mean basis view images. This 
is part of our on-going work.
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F.l The Effect of Directly Computing the Mean Basis View Images
In this section we compare the direct method for computing the mean basis view images, pre­
sented in this appendix, with the technique presented in Chapter 3. Note here that, when we 
use the direct method for computing the mean basis view images, we do not iterate, as we cur­
rently do not have the means to do so, However, as we will show here, a single iteration of 
the EPA algorithm using the direct method provides results that are essentially the same as the 
results generated via the iterative EPA algorithm presented in the main chapters of this Thesis 
(in particular in Chapter 3). For comparison, we made use of the two versions of the EPA algo­
rithm to built two equivalent ISPMs and evaluated them via the set of experiments described in 
Section 6.6.
Figure F.l shows the results from the cross-validation experiments, averaged over expres­
sion, and where appropriate, also over identity to provide a pose-dependence measure. In the
I— -K P M  - » • direct BPM | IS PM
(a) (b)
Figure F.l: The reconstruction errors from the cross-validation experiments on the images from 
two of our databases for the the two ISPMs. Graphs (a) and (b) show the results from Databases 
1 (synthetic) and 2 (UCL) respectively.
graphs in Figure F. 1 the results for the ISPM built via the direct method of computing the mean 
basis view images are shown via a dotted line, while the results of the iterative version are 
shown via a solid line. As seen in Figure F.l, there is little, if any, difference between the two 
versions of the ISPM, as was the case in all experiments and on the all of our databases. This 
observation could point to two possible hypotheses, regarding the EPA algorithm:
(0 If we are able to iterate using the direct method, we will be able to further increase the 
accuracy of the model (i.e. the ISPM).
(if) Even if we iterate using the direct method, there will be no substantial difference in the 
accuracy of the ISPM.
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We intend to test these hypotheses, once we have identified the appropriate constraints required 
for the directly computed mean basis view images.
Appendix G
An Analysis of the Extended Procrustes Error
In this appendix we analyze the Extended Procrustes (EP) error defined by equation (3.2) in 
order to determine the number of degrees of freedom it has. As described in Section 3.1, the 
EP error is not well-defined and, hence, two reference images are employed in constraining its 
degrees of freedom. This is necessary in order to ensure that the Extended Procrustes Alignment 
(EPA) algorithm (Algorithm 3.1 ) itself is well-defined and hence converges. We begin our 
analysis with the simpler generalized Procrustes error.
G.l The Generalized Procrustes Error
As described in Section 2.2, the Procrustes error A2, as given in equation (2.20), is not a metric, 
as it is invariant to a global transformation, R (say), of all the images. This is why we employ a 
reference image in order to make the Generalized Procrustes Alignment (GPA) algorithm well- 
defined and, in practice, to ensure it converges. When we align the mean to the reference during 
each iteration of the GPA algorithm, we are effectively constraining the degrees of freedom 
of the Procrustes error A2. Therefore, the transformation we use to align the mean to the 
reference should have at least as many degrees of freedom as A2. If this were not the case, the 
GPA algorithm would not be well-defined and, in practice, would not converge. We thus need 
to know how many degrees of freedom A2 has before we can select the type of transformation 
to use for this alignment.
Now suppose we are working in centre-of-mass coordinates. Then, from equation (2.22) 
we have: 1 m 1 m
A2 =  ^ E P - Rix ‘ll2 =  ^ E i i AX‘ii2 . (G 1>
i = l  i —1
where X and the X; are 2 x n matrices and the R* are 2 x 2 matrices. Then, by the num­
ber of degrees of freedom of A2, we refer to the maximum number of degrees of freedom a
G. 1. T h e  G e n e r a l iz e d  P r o c r u st e s  E r r o r 179
transformation R can have, in order to satisfy the following equation:
1 m m
A 2 - - £ | | A * f  = - E U R A X . i l 2 .
i —1 i = l
Since R does not depend on i, it follows that we must have, for all values of i:








Then expanding (G.3) gives:
n  to
5Z (a? +  6i)  =  S  { (riaJ +  r2bi f  +  (r3<2> +  r4&j)2} >
j =1 j =1
to to
5 ^  (a? +  bfj  =  ^ 2  { r i aj  +  r 2 bj  +  r l a)  +  r V>) +  2 r i r 2ajbj  +  2r3r 4aj bj }  ,
j =i j=i
n
^ 2  (aj  +  6j) =  H  {aj (ri +  r!) +  (ri  +  d )  +  2djbj  (nr2 +  r3r4)} , 
j=i j=i
n
^  (ri +  r 3 -  !) +  ( r 2 +  r 4 -  1) +  2djbj  (n r2 +  r3r4)} =  0 .
j = i
Equation (G.9) can then be re-written as:
(r? +  r§ -  1) f ^  af j  +  ( 4  +  r \  -  l)  ^  b) j  +  2 (n r2 + r3r4) ajbj
It then follows that
r? +  r § - l  =  0 , 
rj +  r j - l  =  0 ,














Equations (G .ll) to (G.13) are linearly independent and, thus, we have the result that R has
four parameters that have to satisfy three constraints (i.e. (G .ll) to (G.13)). Thus, R has only
one degree of freedom.
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This implies that, in order for the GPA algorithm to converge, we must use a transformation 
with at least one degree of freedom to align the mean to the reference. This is consistent with 
the experimental results given in Appendix C, where we used Euclidean (1 degree of freedom), 
similarity (2 degrees of freedom) and affine (4 degrees of freedom) transformations to perform 
this alignment and, the GPA algorithm converged (note that, since we are assuming that we are 
working in centre-of-mass coordinates, we did not count translations in the number of degrees 
of freedom).
G.1.1 Dealing with Variations in Scale
The minimum of the generalized Procrustes error, A2, as defined in equation (G.l) is not in­
variant to a global scale change. However, the mean shape, X, at which the minimum of A2 is 
achieved, is invariant to a global scale change; i.e. arg min^ A2 is invariant to a global scale 
change. Therefore, and since scale variations are not intrinsic shape variations, we should also 
fix the global scale during the GPA algorithm. The transformation used to align the mean to the 
reference should, in this case, constrain a minimum of two degrees of freedom, one of which 
must be the scale of the images.
An Euclidean transformation would, thus, not be suitable for this alignment, as it does 
not constrain the scale of the images and since it only has one degree of freedom. Note, how­
ever, that allowing scale variations does not necessarily mean that the GPA algorithm will not 
converge. Convergence is assured by the single degree of freedom of the Euclidean transfor­
mation. This is confirmed by the experimental results in Appendix C. However, the results in 
Appendix C also show that, when we use an Euclidean transformation, scale variations remain 
in the aligned images, which is undesirable. Therefore, it is more desirable to use a similarity 
or an affine transformation instead.
Note that an affine transformation has two extra degrees of freedom; i.e. it has 4 degrees 
of freedom, when we only require a minimum of 2 including scale. However, the graph in 
Figure C.3 and the mode images in Figures C.l & C.2 show that using affine transformations 
(as opposed to similarity transformations) does not lead to a loss of intrinsic shape variation (as 
the graphs corresponding to the similarity and affine transformations are quite similar). This 
can be explained by the fact that these alignments are carried out via global transformations (in 
the sense that the same transformation is applied to every landmark point) and, as such, cannot 
alter the intrinsic shape of the imaged object.
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G.2 The Extended Procrustes Error
In this section, we perform a similar analysis of the Extended Procrustes (EP) error (3.2):
2
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In order to follow the analogy of the analysis given in Section G.l, we first need to re-write 
(G.14) in the same form as (G.l):
2
e 2 =  - Y
r
=  - y ' i i A z i |
m ' (G.15)
Here, Ti(i) & T2(*) are the same as in equation (4.13).
Next, we assume that we could apply a global transformation D to all the AZ; in such a 
way that
£2 = ^ E iiAZiii2 = ^ E iiDAZ>n2 • (&16>
i i
Note that here, the AZ; are 4 x n matrices and hence D has to be a 4 x 4 matrix. Furthermore, 
since D does not depend on i, it follows that we must have, for all values of i:




d i ti d  1,2 d  1,3 dl,4
d>2,i ^2,2 d2,3 d2,4
dz , i <^3,2 ^3,3 d3,4
^4,1 ^4,2 d4,3 d4,4






and expand (G.17) to get
n 4
H  2Z zh  = i t ,  S  { 1 2  di* Zkj
j = i k = i  j = i  i= i  U = i
(G.20)
Equation (G.20) provides us with ten constraints on the elements of D, in analogy to (G.l 1) to 
(G.13), via the coefficients of the following ten variables:
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(E"=l 4*). (55-! 4*)- (S?=x4i). (EJ=1 2l,j22j),
(53,7=1 zl,jziS j > (Ej=l (Ej=l 22 j23j)* (Ej=l z2Jz4J  ^ & (53j=l 23 j24j(j ■
These ten equations would provide us with 10 constraints that the 16 elements of D must 
satisfy. Thus, it follows that D has only six degrees of freedom. This implies that, in order for 
the EPA algorithm to converge, we must use a set of transformations with a total of at least six 
degrees of freedom to align the two mean basis view images to the two reference images.
As we are working with centred images (i.e. with no translations), an affine transformation 
has four degrees of freedom. In our implementation of the EPA algorithm, we used two such 
independent affine transformations to align the two mean basis view images to the two reference 
images. Thus, the set of transformations we used in our alignment step had eight degrees of 
freedom. As this is higher than the required minimum of six, our version of the EPA algorithm 
is well-defined, and it’s not surprising that, in practice, it always converged.
G.2.1 Dealing with Variations in Scale
Once again, we note that arg min^/ E2 is invariant to global scale changes. In this case, 
however, we have two mean (basis view) images to compute and hence two scales to constrain. 
Therefore, in order to remove the undesired scale variations in the aligned images, we would 
require our set of transformations to have eight degrees of freedom, of which two should be the 
scales of the two mean (basis view) images. Therefore, we see that our set of two independent 
affine transformations is exactly what is required. Furthermore, the use of affine transformations 
is also consistent with ensuring that as much variation as possible is explained as an extrinsic 
view variation (cf. the affine transformations used in Section 4.4.5).
Appendix H
More Results
As described in Chapter 6, we performed sixteen different reconstruction experiments dur­
ing our evaluation process. Typically, there was no difference between the results of the differ­
ent types o f experiments carried out on any one of the databases. Therefore, we only presented 
results from one of the experiments carried out on each of the databases. However, for com­
pleteness, we provide the remaining results in this appendix.
In Section 6.6, we listed the sixteen different reconstruction experiments that we carried 
out during our evaluation process. These experiments were performed in order to compare the 
Integrated Shape and Pose Model (ISPM), developed as a result of this thesis work, to both a 
conventional Flexible Shape Model (FSM) [CTCG92] and a coupled-view FSM [CWWTOO], 
both as built by Cootes and Taylor et al. [CTOla]. Typically, there was no difference between 
the results of the different types of experiments (e.g. leave-one-out, stratified and non-stratified 
cross-validation experiments) carried out on any one of the databases. Therefore, in order to 
avoid repetition, and since it was sufficient to do so, we provided only a handful of our results 
in Chapter 6. However for completeness, we provide the remaining results here.
H.l The Format of the Results Presented in this Appendix
In this appendix, we will provide the results for each experiment in a separate section. Note that 
each experiment was carried out on just one database. The experiments themselves have been 
described in Section 6.6. Therefore, we will not repeat this information here. Furthermore, all 
of the results that have already been presented in Chapter 6 are also not repeated here. Instead,
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in these cases, we refer the reader to the appropriate section in which the specific result is 
presented.
In each section (i.e for each experiment), we first provide the available graphs displaying 
the reconstruction errors as a function of pose, and where applicable, as a function of expression 
and ID (note that all databases do not have variations in ID and the Manchester database has 
unknown expressions). Next we provide a table of the means and standard deviations of the 
reconstruction errors (for the test of the modelling error) and of the deviation from their average 
value (for the test of the model consistency). Finally, the results of both the two-sample t-tests 
and of the standard Z-test of the differences are tabulated for both the reconstruction errors and 
for the deviation from their average value. In each case, our hypothesis testing was carried out 
in terms of the null and alternative hypotheses described in Sections 6.8.3 and 6.8.4.
In order to compare the average performance of each model, we used the following null 
hypothesis:
H o  : f J > i s P M  >  V f s m  (or V c vF S m )
The alternative hypothesis, in this case, is thus:
H i  : h i s p m  <  V f s m  ( o r  V cuF S m )
In order to compare the consistency of each model, we used the following null hypothesis:
Ho : frlSPM > i F^SM (or ficuFSM)
The alternative hypothesis, in this case, is thus:
Hi : p>ISPM < &FSM (or flcvFSM)
Here, fimodei is used to represent the mean deviation of the reconstruction error from its mean
(/^ model)*
Each time, the results are presented for the ISPM and the FSM and, where available, for 
the coupled-view FSM as well (as described in Section 6.6.5, we did not attempt to build a 
coupled-view FSM when using the entire CMU database, as it contained pose variations about 
both die horizontal and vertical axes).
H.2 4-Fold Stratified Cross-Validation on Database 1 (Synthetic)
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Figure H .l: The reconstruction errors for this experiment as a function of pose. On the left we 
have a comparison between the FSM (dotted line) and the ISPM (solid line), while on the right 
we have a comparison between the coupled-view FSM (dotted line) and the ISPM (solid line).
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Figure H.2: The reconstruction errors for this experiment as a function of expression. On the 
left we have a comparison between the FSM (dotted line) and the ISPM (solid line), while on 
the right we have a comparison between the coupled-view FSM (dotted line) and the ISPM 
(solid line).
For the test of the 
modelling error
For the test of the 
model consistency
Model Mean cr Mean cr
ISPM 0.031% 7.25 x 10"5 0.006% 4.17 x 10"5
coupled-view FSM 0.039% 1.36 x 10-4 0.011% 8.39 x 10"5
FSM 0.023% 6.52 x 10“ 5 0.005% 4.34 x 10“ 5
Table H .l: A table of the mean and standard deviation (cr) of the FSM, coupled-view FSM and 
the ISPM for this experiment.
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Significance 1 1 0.875 1
Can we reject Ho? No No Yes No
Confidence level N/A N/A 12% N/A
Table H.2: A table of the results of the hypothesis tests for this experiment, for the comparison 
between the ISPM and the FSM.









Significance 3.16 x 10"4 9.68 x lO"123 6.56 x 10~4 2.23 x lO"110
Can we reject Ho? Yes Yes Yes Yes
Confidence level 99% 99% 99% 99%
Table H.3: A table of the results of die hypothesis tests for this experiment, for the comparison 
between the ISPM and the coupled-view FSM.
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H.3 11-Fold Stratified Cross-Validation on Database 1 (Synthetic)
The reconstruction errors for this experiment as a function of pose for a comparison between 
the FSM and the ISPM are given in Figure 6.17 (a), and for a comparison between the coupled- 
view FSM and the ISPM are given in Figure 6.24 (a). The same evaluation given as a function 
of expression are given in Figures 6.18 (a) and 6.25 (a), respectively.
The mean and standard deviation (cr) of the modelling error of the FSM and the ISPM for 
this experiment are given in Table 6.3. A similar comparison of the coupled-view FSM and the 
ISPM for this experiment is given in Table 6.6.
Model Mean a
ISPM 0.008% 5.62 x 10“ 5
coupled-view FSM 0.015% 9.06 x 10"5
FSM 0.005% 3.05 x 10“5
Table H.4: A table of the mean and standard deviation (<r) for the test of the model consistency 
of the FSM, coupled-view FSM and the ISPM for this experiment.
The results of the two-sample t-tests for the comparison of the modelling error of the 
ISPM and the FSM were given in Section 6.8.3. A similar comparison of the respective model 
consistencies is given in Section 6.8.4.
For the modelling error For the model consistency
Significance 1 1
Can we reject HqI No No
Confidence level N/A N/A
Table H.5: A table of the results of the z-tests of the differences between the performance of 
the ISPM and the FSM, for this experiment.
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Significance 1.00 x 10"6 7.31 x 10"257 3.05 x 10"5 1.85 x lO '176
Can we reject Hq? Yes Yes Yes Yes
Confidence level 99% 99% 99% 99%
Table H.6: A table of the results of the hypothesis tests for this experiment, for the comparison 
between the ISPM and the coupled-view FSM.
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H.4 Randomized 4-Fold Stratified Cross-Validation on Database 1 
(Synthetic)
Figure H.3: The reconstruction errors for this experiment as a function of pose. On the left we 
have a comparison between the FSM (dotted line) and the ISPM (solid line), while on the right 
we have a comparison between the coupled-view FSM (dotted line) and the ISPM (solid line).
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Figure H.4: The reconstruction errors for this experiment as a function of expression. On the 
left we have a comparison between the FSM (dotted line) and the ISPM (solid line), while on 
the right we have a comparison between the coupled-view FSM (dotted line) and the ISPM 
(solid line).
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For the test of the 
modelling error
For the test of the 
model consistency
Model Mean cr Mean a
ISPM 0.024% 7.62 x lO"5 0.006% 4.36 x 10"5
coupled-view FSM 0.034% 1.28 x 10~4 0.010% 7.37 x 10"5
FSM 0.012% 4.85 x 10~5 0.004% 2.78 x 10"5
Table H.7: A table of the mean and standard deviation (<r) of the FSM, coupled-view FSM and 
the ISPM for this experiment.









Significance 1 1 1 1
Can we reject Ho? No No No No
Confidence level N/A N/A N/A N/A
Table H.8: A table of the results of the hypothesis tests for this experiment, for the comparison 
between the ISPM and the FSM.









Significance 6.20 x 10“6 4.61 x 10"213 9.75 x 10"4 2.53 x 1(T102
Can we reject Ho? Yes Yes Yes Yes
Confidence level 99% 99% 99% 99%
Table H.9: A table of the results of the hypothesis tests for this experiment, for the comparison
between the ISPM and the coupled-view FSM.
H . 5 .  R a n d o m i z e d  1 1 - F o l d  C r o s s - V a l i d a t i o n  o n  D a t a b a s e  1 ( S y n t h e t i c )  191 





2  o .o i• •
30
Figure H.5: The reconstruction errors for this experiment as a function of pose. On the left we 
have a comparison between the FSM (dotted line) and the ISPM (solid line), while on the right 
we have a comparison between the coupled-view FSM (dotted line) and the ISPM (solid line).
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Figure H.6: The reconstruction errors for this experiment as a function of expression. On the 
left we have a comparison between the FSM (dotted line) and the ISPM (solid line), while on 
the right we have a comparison between the coupled-view FSM (dotted line) and the ISPM 
(solid line).
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For the test of the 
modelling error
For the test of the 
model consistency
Model Mean a Mean a
ISPM 0.024% 6.30 x 10"5 0.005% 3.63 x 10"5
coupled-view FSM 0.035% 1.48 x 10"4 0.012% 8.56 x 10"5
FSM 0.012% 5.05 x 10“5 0.004% 2.94 x 10"5
Table H.10: A table of the mean and standard deviation (cr) of the FSM, coupled-view FSM and 
the ISPM for this experiment.









Significance 1 1 0.928 1
Can we reject Ho? No No Yes No
Confidence level N/A N/A 7% N/A
Table H. 11: A table of the results of the hypothesis tests for this experiment, for the comparison 
between the ISPM and the FSM.









Significance 1.97 x 10“5 2.42 x lO"186 2.75 x 10"6 2.40 x lO"232
Can we reject Ho? Yes Yes Yes Yes
Confidence level 99% 99% 99% 99%
Table H. 12: A table of the results of the hypothesis tests for this experiment, for the comparison
between the ISPM and the coupled-view FSM.
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H.6 Leave-One-Out on Database 1 (Synthetic)
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Figure H.7: The reconstruction errors for this experiment as a function of pose. On the left we 
have a comparison between the FSM (dotted line) and the ISPM (solid line), while on the right 
we have a comparison between the coupled-view FSM (dotted line) and the ISPM (solid line).
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Figure H.8: The reconstruction errors for this experiment as a function of expression. On the 
left we have a comparison between the FSM (dotted line) and the ISPM (solid line), while on 
the right we have a comparison between the coupled-view FSM (dotted line) and the ISPM 
(solid line).
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For the test of the 
modelling error
For the test of the 
model consistency
Model Mean cr Mean cr
ISPM 0.021% 6.47 x 10"5 0.005% 3.87 x 10"5
coupled-view FSM 0.032% 1.75 x 10~4 0.014% 1.05 x 10"4
FSM 0.012% 5.16 x 10“5 0.004% 2.97 x 10"5
Table H. 13: A table of the mean and standard deviation (cr) of the FSM, coupled-view FSM and 
the ISPM for this experiment.









Significance 1 1 0.902 1
Can we reject Ho? No No Yes No
Confidence level N/A N/A 9% N/A
Table H. 14: A table of the results of the hypothesis tests for this experiment, for the comparison 
between the ISPM and the FSM.









Significance 6.11 x 10"5 6.15 x 10"161 6.32 x 10"7 2.58 x 10"268
Can we reject Ho? Yes Yes Yes Yes
Confidence level 99% 99% 99% 99%
Table H. 15: A table of the results of the hypothesis tests for this experiment, for the comparison
between the ISPM and the coupled-view FSM.
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H.7 5-Fold Stratified Cross-Validation on Database 2 (UCL)
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Figure H.9: The reconstruction errors for this experiment as a function of pose. On the left we 
have a comparison between the FSM (dotted line) and the ISPM (solid line), while on the right 
we have a comparison between the coupled-view FSM (dotted line) and the ISPM (solid line).
5 a.kj*,
Figure H.10: The reconstruction errors for this experiment as a function of expression. On the 
left we have a comparison between the FSM (dotted line) and the ISPM (solid line), while on 
the right we have a comparison between the coupled-view FSM (dotted line) and the ISPM 
(solid line). Note that the ISPM doesn’t model the surprised expression very well.
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For the test of the 
modelling error
For the test of the 
model consistency
Model Mean a Mean cr
ISPM 0.261% 2.75 x 10"3 0.219% 1.67 x 10”3
coupled-view FSM 0.086% 2.28 x 10“4 0.018% 1.36 x 10"4
FSM 0.080% 2.88 x 10"4 0.024% 1.67 x 10"4
Table H. 16: A table of the mean and standard deviation (a) of the FSM, coupled-view FSM and 
the ISPM for this experiment. Note that it looks as though the poor ISPM result is entirely due 
to the ISPM’s inability to model the surprised expression very well. Thus, it is not significant 
that, in this case, the ISPM looks quite a bit worse than the other models.









Significance 1 1 1 1
Can we reject Ho? No No No No
Confidence level N/A N/A N/A N/A
Table H. 17: A table of the results of the hypothesis tests for this experiment, for the comparison 
between the ISPM and the FSM. The results were the same for the comparison between the 
ISPM and the coupled-view FSM.
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H.8 13-Fold Stratified Cross-Validation on Database 2 (UCL)
The reconstruction errors for this experiment as a function of pose for a comparison between 
the FSM and the ISPM are given in Figure 6.17 (b), and for a comparison between the coupled- 
view FSM and the ISPM are given in Figure 6.24 (b). A similar evaluation given as a function 
of expression is given in Figures 6.18 (b) and 6.25 (b), respectively.
The mean and standard deviation (<r) of the modelling error of the FSM and the ISPM for 
this experiment are given in Table 6.3. A similar comparison of the coupled-view FSM and the 
ISPM for this experiment is given in Table 6.6.
Model Mean <7
ISPM 0.018% 1.36 x 10"4
coupled-view FSM 0.010% 7.71 x 10~5
FSM 0.023% 1.67 x 10"4
Table H.l 8: A table of the mean and standard deviation (cr) for the test of the model consistency 
of the FSM, coupled-view FSM and the ISPM for this experiment.
The results of the two-sample t-tests for the comparison of the modelling error of the 
ISPM and the FSM were given in Section 6.8.3. A similar comparison of the respective model 
consistencies was given in Section 6.8.4.
For the modelling error For the model consistency
Significance 1 1.29 x 10~62
Can we reject HqI No Yes
Confidence level N/A 99%
Table H.l 9: A table of the results of the z-tests of the differences between the performance of 
the ISPM and the FSM, for this experiment.
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Significance 1 1 1 1
Can we reject Ho? No No No No
Confidence level N/A N/A N/A N/A
Table H.20: A table of the results of the hypothesis tests for this experiment, for the comparison 
between the ISPM and the coupled-view FSM.
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H.9 Randomized 5-Fold Stratified Cross-Validation on Database 2 
(UCL)
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Figure H. 11: The reconstruction errors for this experiment as a function of pose. On the left we 
have a comparison between the FSM (dotted line) and the ISPM (solid line), while on the right 
we have a comparison between the coupled-view FSM (dotted line) and the ISPM (solid line).
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Figure H.12: The reconstruction errors for this experiment as a function of expression. On the 
left we have a comparison between the FSM (dotted line) and the ISPM (solid line), while on 
the right we have a comparison between the coupled-view FSM (dotted line) and the ISPM 
(solid line).
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For the test of the 
modelling error
For the test of the 
model consistency
Model Mean a Mean a
ISPM 0.090% 1.96 x 10-4 0.015% 1.22 x 10"4
coupled-view FSM 0.069% 1.81 x 10-4 0.013% 1.23 x 10"4
FSM 0.071% 2.31 x 10"4 0.018% 1.49 x 10“4
Table H.21: A table of the mean and standard deviation (a) of the FSM, coupled-view FSM and 
the ISPM for this experiment.









Significance 1 1 0.0164 6.73 x 10"16
Can we reject HqI No No Yes Yes
Confidence level N/A N/A 83% 99%
Table H.22: A table of the results of the hypothesis tests for this experiment, for the comparison 
between the ISPM and the FSM.









Significance 1 1 0.828 1
Can we reject HqI No No Yes No
Confidence level N/A N/A 17% N/A
Table H.23: A table of the results of the hypothesis tests for this experiment, for the comparison
between the ISPM and the coupled-view FSM.
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H.10 Randomized 13-Fold Cross-Validation on Database 2 (UCL)
Figure H. 13: The reconstruction errors for this experiment as a function of pose. On the left we 
have a comparison between the FSM (dotted line) and the ISPM (solid line), while on the right 
we have a comparison between the coupled-view FSM (dotted line) and the ISPM (solid line).
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Figure H.14: The reconstruction errors for this experiment as a function of expression. On the 
left we have a comparison between the FSM (dotted line) and the ISPM (solid line), while on 
the right we have a comparison between the coupled-view FSM (dotted line) and the ISPM 
(solid line).
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For the test of the 
modelling error
For the test of the 
model consistency
Model Mean a Mean a
ISPM 0.089% 2.12 x 10"4 0.017% 1.27 x HT4
coupled-view FSM 0.055% 1.22 x 10"4 0.010% 7.72 x 10"5
FSM 0.068% 1.50 x 10"4 0.020% 1.44 x 10"4
Table H.24: A table of the mean and standard deviation (<j ) of the FSM, coupled-view FSM and 
the ISPM for this experiment.









Significance 1 1 0.0806 1.18 x 10"30
Can we reject Hq? No No Yes Yes
Confidence level N/A N/A 91% 99%
Table H.25: A table of the results of the hypothesis tests for this experiment, for the comparison 
between the ISPM and the FSM.









Significance 1 1 1 1
Can we reject Ho? No No No No
Confidence level N/A N/A N/A N/A
Table H.26: A table of the results of the hypothesis tests for this experiment, for the comparison
between the ISPM and the coupled-view FSM.
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Figure H.15: The reconstruction errors for this experiment as a function of pose. On the left we 
have a comparison between the FSM (dotted line) and the ISPM (solid line), while on the right 
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Figure H.16: The reconstruction errors for this experiment as a function of expression. On the 
left we have a comparison between the FSM (dotted line) and the ISPM (solid line), while on 
the right we have a comparison between the coupled-view FSM (dotted line) and the ISPM 
(solid line).
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For the test of the 
modelling error
For the test of the 
model consistency
Model Mean a Mean a
ISPM 0.090% 2.30 x 10"4 0.019% 1.36 x 10"4
coupled-view FSM 0.041% 5.44 x 10~5 0.005% 3.01 x 10"5
FSM 0.068% 2.44 x 10"4 0.021% 1.26 x 10“4
Table H.27: A table of the mean and standard deviation (cr) of the FSM, coupled-view FSM and 
the ISPM for this experiment.









Significance 1 1 0.1537 4.19 x 10-17
Can we reject Ho? No No Yes Yes
Confidence level N/A N/A 84% 99%
Table H.28: A table of the results of the hypothesis tests for this experiment, for the comparison 
between the ISPM and the FSM.









Significance 1 1 1 1
Can we reject Ho? No No No No
Confidence level N/A N/A N/A N/A
Table H.29: A table of the results of the hypothesis tests for this experiment, for the comparison
between the ISPM and the coupled-view FSM.
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H.12 14-Fold Stratified Cross-Validation on Database 3 (Manch­
ester)
The reconstruction errors for this experiment as a function of pose for a comparison between 
the FSM and the ISPM are given in Figure 6.17 (c), and for a comparison between the coupled- 
view FSM and the ISPM are given in Figure 6.24 (c). A similar evaluation given as a function 
of identity is given in Figures 6.19 (a) and 6.26 (a), respectively.
The mean and standard deviation (<r) of the modelling error of the FSM and die ISPM for 
this experiment are given in Table 6.3. A similar comparison of the coupled-view FSM and the 
ISPM for this experiment is given in Table 6.6.
Model Mean a
ISPM 0.013% 1.23 x 10"4
coupled-view FSM 0.034% 1.86 x 10"4
FSM 0.055% 3.87 x 10“4
Table H.30: A table of the mean and standard deviation (cr) for the test of the model consistency 
of the FSM, coupled-view FSM and the ISPM for this experiment.
The results of the two-sample t-tests for the comparison of the modelling error of the 
ISPM and the FSM were given in Section 6.8.3. A similar comparison of the respective model 
consistencies was given in Section 6.8.4.
For the modelling error For the model consistency
Significance 0 0
Can we reject Ho? Yes Yes
Confidence level 99% 99%
Table H.31: A table of the results of the z-tests of the differences between the performance of 
the ISPM and die FSM, for this experiment.
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Significance 0 0 0 0
Can we reject Ho? Yes Yes Yes Yes
Confidence level 99% 99% 99% 99%
Table H.32: A table of the results of the hypothesis tests for this experiment, for the comparison
between the ISPM and the coupled-view FSM.
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Figure H.17: The reconstruction errors for this experiment as a function of pose. On the left we 
have a comparison between the FSM (dotted line) and the ISPM (solid line), while on the right 
we have a comparison between the coupled-view FSM (dotted line) and the ISPM (solid line).
- ISPM - -  • cvFSM
T  0.08'
s  0.04'
Figure H.18: The reconstruction errors for this experiment as a function of identity. On the left 
we have a comparison between the FSM (dotted line) and the ISPM (solid line), while on the 
right we have a comparison between the coupled-view FSM (dotted line) and the ISPM (solid 
line).
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For the test of the 
modelling error
For the test of the 
model consistency
Model Mean a Mean a
ISPM 0.048% 1.75 x 10-4 0.013% 1.18 x 10"4
coupled-view FSM 0.027% 9.02 x 10"5 0.007% 5.63 x 10"5
FSM 0.210% 1.05 x 10"3 0.087% 5.87 x 10"4
Table H.33: A table of the mean and standard deviation (cr) of the FSM, coupled-view FSM and 
the ISPM for this experiment.









Significance 0 0 0 0
Can we reject Ho? Yes Yes Yes Yes
Confidence level 99% 99% 99% 99%
Table H.34: A table of the results of the hypothesis tests for this experiment, for the comparison 
between the ISPM and the FSM.









Significance 1 1 1 1
Can we reject Ho? No No No No
Confidence level N/A N/A N/A N/A
Table H.35: A table of the results of the hypothesis tests for this experiment, for the comparison
between the ISPM and the coupled-view FSM.
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H.14 5-Fold Stratified Cross-Validation on Database 4 (CMU)
This experiment was carried out using images from only 5 views as described in Section 6.6.5.
50
Figure H. 19: The reconstruction errors for this experiment as a function of pose. On the left we 
have a comparison between the FSM (dotted line) and the ISPM (solid line), while on the right 




Figure H.20: The reconstruction errors for this experiment as a function of expression. On the 
left we have a comparison between the FSM (dotted line) and the ISPM (solid line), while on 
the right we have a comparison between the coupled-view FSM (dotted line) and the ISPM 
(solid line).
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Figure H.21: The reconstruction errors for this experiment as a function of identity. On the left 
we have a comparison between the FSM (dotted line) and the ISPM (solid line), while on the 
right we have a comparison between the coupled-view FSM (dotted line) and the ISPM (solid 
line).
For the test of the 
modelling error
For the test of the 
model consistency
Model Mean cr Mean cr
ISPM 0.091% 2.96 x 10~4 0.020% 2.22 x 10"4
coupled-view FSM 0.045% 1.18 x 10“4 0.009% 7.17 x 10“ 5
FSM 0.182% 1.12 x 10~3 0.097% 5.58 x 10~4
Table H.36: A table of the mean and standard deviation (cr) of the FSM, coupled-view FSM and 
the ISPM for this experiment.









Significance 0 0 0 0
Can we reject Ho? Yes Yes Yes Yes
Confidence level 99% 99% 99% 99%
Table H.37: A table of the results of the hypothesis tests for this experiment, for the comparison
between the ISPM and the FSM.
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Significance 1 1 1 1
Can we reject Ho? No No No No
Confidence level N/A N/A N/A N/A
Table H.38: A table of the results of the hypothesis tests for this experiment, for the comparison
between the ISPM and the coupled-view FSM.
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H.15 68-Fold Stratified Cross-Validation on Database 4 (CMU)
As described in Section 6.6.5, this experiment was carried out twice. The first time, we used 
images from only 5 views and the second time we used the images from all 7 views. The results 
from the latter experiment are given in Section H.15.2, while the results from the former are 
given next.
H.15.1 Using Images from Only 5 Views
The reconstruction errors for this experiment as a function of pose for a comparison between 
the FSM and the ISPM are given in Figure 6.17 (d), and for a comparison between the coupled- 
view FSM and the ISPM are given in Figure 6.24 (d). A similar evaluation given as a function 
of identity is given in Figures 6.19 (b) and 6.26 (b), respectively.
The mean and standard deviation (cr) of the modelling error of the FSM and the ISPM for 
this experiment are given in Table 6.3. A similar comparison of the coupled-view FSM and the 
ISPM for this experiment is given in Table 6.6.
Model Mean cr
ISPM 0.020% 2.33 x 10"4
coupled-view FSM 0.009% 6,78 X  10"5
FSM 0.086% 5.96 x 10"4
Table H.39: A table of the mean and standard deviation (cr) for the test of the model consistency 
of the FSM, coupled-view FSM and the ISPM for this experiment.
The results of the two-sample t-tests for the comparison of the modelling error of the 
ISPM and the FSM were given in Section 6.8.3. A similar comparison of the respective model 
consistencies was given in Section 6.8.4.
For the modelling error For the model consistency
Significance 0 0
Can we reject H qI Yes Yes
Confidence level 99% 99%
Table H.40: A table of the results of the z-tests of the differences between the performance of
the ISPM and the FSM, for this experiment.
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Significance 1 1 1 1
Can we reject Ho? No No No No
Confidence level N/A N/A N/A N/A
Table H.41: A table of the results of the hypothesis tests for this experiment, for the comparison
between the ISPM and the coupled-view FSM.
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H.15.2 Using Images from All 7 Views
'i (I 20*.
Figure H.22: A comparison between the FSM (dotted line) and the ISPM (solid line), via the 
reconstruction errors for this experiment as a function of pose.
-  - FSM 1
Figure H.23: A comparison between the FSM (dotted line) and the ISPM (solid line), via the
reconstruction errors for this experiment as a function of expression.
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Figure H.24: A comparison between the FSM (dotted line) and the ISPM (solid line), via the 
reconstruction errors for this experiment as a function of identity.
For the test of the 
modelling error
For the test of the 
model consistency
Model Mean a Mean a
ISPM 0.093% 3.73 x 10-4 0.021% 3.11 x 10“4
FSM 0.244% 1.06 x 10~3 0.087% 6.06 x 10"4
Table H.42: A table of the mean and standard deviation (a) of the FSM and the ISPM for this 
experiment.









Significance 0 0 0 0
Can we reject Ho? Yes Yes Yes Yes
Confidence level 99% 99% 99% 99%
Table H.43: A table of the results of the hypothesis tests for this experiment, for the comparison
between the ISPM and the FSM.
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H.16 7-Fold Stratified Cross-Validation on Database 4 (CMU)
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Figure H.25: A comparison between the FSM (dotted line) and the ISPM (solid line), via the 
reconstruction errors for this experiment as a function of pose.
Figure H.26: A comparison between the FSM (dotted line) and the ISPM (solid line), via the
reconstruction errors for this experiment as a function of expression.
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Figure H.27: A comparison between the FSM (dotted line) and the ISPM (solid line), via the 
reconstruction errors for this experiment as a function of identity.
For the test of the 
modelling error
For the test of the 
model consistency
Model Mean cr Mean a
ISPM 0.093% 3.68 x 10-4 0.021% 3.06 x 10"4
FSM 0.193% 1.18 x 10~3 0.101% 6.15 x 10~4
Table H.44: A table of the mean and standard deviation (cr) of the FSM and the ISPM for this 
experiment.









Significance 0 0 0 0
Can we reject Hq? Yes Yes Yes Yes
Confidence level 99% 99% 99% 99%
Table H.45: A table of the results of the hypothesis tests for this experiment, for the comparison
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