We consider the asymptotic behavior of the global solutions to the initial value problem for the generalized KdV-Burgers equation. It is known that the solution to this problem converges to a self-similar solution to the Burgers equation called a nonlinear diffusion wave. In this paper, we derive the optimal asymptotic rate to the nonlinear diffusion wave when the initial data decays slowly at spatial infinity. In particular, we investigate that how the change of the decay rate of the initial value affects the asymptotic rate to the nonlinear diffusion wave.
Introduction
We study the asymptotic behavior of global solutions to the following generalized KdV-Burgers equation: u t + (f (u)) x + ku xxx = u xx , t > 0, x ∈ R, u(x, 0) = u 0 (x), x ∈ R, (1.1)
where f (u) = (b/2)u 2 + (c/3)u 3 and b = 0, c, k ∈ R. The subscripts t and x denote the partial derivatives with respect to t and x, respectively. In the present paper, we consider the initial value problem (1.1) under the following condition:
The purpose of our study is to obtain an asymptotic profile of the solution u(x, t) and to examine the optimality of its asymptotic rate. Especially, we investigate that how the change of the decay rate of the initial value affects its asymptotic rate. Concerning this problem, there are many results about the asymptotic behavior of the solutions to (1.1) when the initial data decays fast. When k = 0, (1.1) becomes the generalized Burgers equation: u t + (f (u)) x = u xx , t > 0, x ∈ R, u(x, 0) = u 0 (x), x ∈ R.
(1.
3)
It is known that the solution of (1.3) converges to a nonlinear diffusion wave defined by (cf. [10, 12, 13] ). Note that χ(x, t) is a solution of the standard Burgers equation:
Concerning the convergence rate to the nonlinear diffusion wave χ(x, t), it was shown in Matsumura and Nishihara [13] that if we set
and we assume that w 0 ∈ H 2 (R)∩L 1 (R) and w 0 H 2 + w 0 L 1 + u 0 L 1 is sufficiently small, then the following estimate holds:
−1 log(2 + t), t ≥ 0. + u 0 H 1 is sufficiently small, then the optimality of the asymptotic rate to the nonlinear diffusion wave obtained in (1.8) is examined by Kato [8] . Here L 1 β (R) is a subset of L 1 (R) whose elements satisfy u 0 L 1 β ≡ R (1 + |x|) β |u 0 (x)|dx < ∞. Indeed, by constructing the second asymptotic profile which is the leading term of u−χ, Kato [8] showed that if δ = 0 and c = 0, then the asymptotic rate to the nonlinear diffusion wave χ(x, t) given by (1.8) is optimal with respect to the time decaying order. Here we note that w 0 ∈ H 2 (R) ∩ L 1 (R) and u 0 ∈ L 1 1 (R) ∩ H 1 (R) are realized when u 0 ∈ H 1 (R) and α > 2 in (1.2) (we can check these facts by a direct calculation. For details, see (3.8) 
below).
The case of b = k = 1 and c = 0 (the KdV-Burgers equation) is also studied by [3, 5, 6, 7] : u t + uu x + u xxx = u xx , t > 0, x ∈ R, u(x, 0) = u 0 (x), x ∈ R.
(1.9)
In particular, it was shown in Kaikina and Ruiz-Paredes [5] that if u 0 ∈ L 1 1 (R)∩H s (R) with s > −1/2, then the solution of (1.9) tends to the nonlinear diffusion wave χ(x, t) at the rate of t −1 log t and this rate is optimal. For the general case, in [2] the author considered (1.1) for all b, c, k ∈ R with b = 0 and obtained a result about the asymptotic behavior of the solution of (1.1), which unifies the results due to Kato [8] and Kaikina and Ruiz-Paredes [5] . More precisely, we have the following estimate: If u 0 ∈ L 1 1 (R) ∩ H 3 (R) and u 0 L 1 1 + u 0 H 3 is sufficiently small, then the solution to (1.1) satisfies u(·, t) − χ(·, t) − V (·, t) L ∞ ≤ C(1 + t) −1 , t ≥ 1, (1.10) where
From (1.10), the triangle inequality and (1.11), if δ = 0 and (b 2 k)/8 + c/3 = 0, we see that the solution u(x, t) to (1.1) tends to the nonlinear diffusion wave χ(x, t) at the rate of t −1 log t. Actually, the estimate
holds for sufficiently large t. Therefore, this asymptotic rate t −1 log t is optimal with respect to the time decaying order. On the other hand, if (b 2 k)/8 + c/3 = 0, then we find the asymptotic rate to the nonlinear diffusion wave is t −1 , because V (x, t) vanishes identically.
All of the above previous results are corresponding to the case where the decay rate of the initial data u 0 is rapid, i.e., α > 2 in (1.2). In the present paper, we are interested in the asymptotic behavior of the solution to (1.1) in the case that the initial data decays more slowly. Narazaki and Nishihara [14] studied the asymptotic behavior of the solution to the heat equation (for the case where b = c = k = 0 in (1.1)) with slowly decaying data. Actually, for the solution to the initial value problem
if the initial data u 0 ∈ C 0 (R) satisfies |u 0 (x)| ≤ C(1 + |x|) −γ for 0 < γ ≤ 1, the asymptotic profile is given by
provided that the data satisfies lim |x|→∞ (1 + |x|) γ u 0 (x) = c γ . Furthermore, in [14] , the damped wave equation
with slowly decaying data is also treated. However, there are no results about the asymptotic behavior for the generalized KdV-Burgers equation with slowly decaying data up to the author's knowledge. Because of this, we would like to study the asymptotic profile for the solution to (1.1) when 1 < α ≤ 2 in (1.2), which corresponds to the case of 0 < γ ≤ 1. Indeed, it is natural to assume that u 0 ∈ L 1 (R) which is indicated by (1.2), because the equation (1.1) leads to the conservation law:
. Moreover, the solution satisfies the following estimate:
where χ(x, t) is defined by (1.4).
Furthermore, we examine the optimality of the asymptotic rate given in (1.16). Actually, we have constructed the second asymptotic profile corresponding to the decay rate of the initial data: Theorem 1.2. Assume the same conditions on u 0 in Theorem 1.1 are valid. We set
(1.17)
If there exists
where χ(x, t) and V (x, t) are defined by (1.4) and (1.11), respectively, while Z(x, t) is defined by
with η * (x) being defined by (1.13). Moreover, if δ = 0, there are positive constants ν 0 and ν 1 such that
holds for sufficiently large t, where 
holds for sufficiently large t.
Remark 1.4. From (1.16) and (1.25), if δ = 0 and β 0 = 0, we see that the solution u(x, t) converges to the nonlinear diffusion wave χ(x, t) at the rate of t −α/2 when 1 < α < 2. In the case of α = 2, the optimal asymptotic rate to χ(x, t) is t −1 log t if δ = 0 and β 1 = 0. Remark 1.5. In the case of k = 0, the similar estimate to (1.16) and (1.25) were obtained by evaluating u − χ directly (cf. Kitagawa [11] ). However, the proof of the lower bound estimate of u − χ in [11] is only valid for the concrete perturbations such as w 0 (x) = (1 + x 2 ) −(α−1)/2 (1 < α ≤ 2) or w 0 (x) = 0 (α = 2). For this reason, we can say that our results are generalization of [11] . Remark 1.6. In Narazaki and Nishihara [14] , they assumed that there exists lim |x|→∞ (1 + |x|) γ u 0 (x) = c γ . However, it seems a bit restrictive to assume the limit of (1 + |x|) γ u 0 (x) coinside each other. In fact, by introducing the function c α (y) the definition of asymptotic profile Z(x, t) (1.20), we are able to handle the case where the limits are different. Besides, such a modification can be applied in the case of the heat equation and the damped wave equation treated in [14] . This paper is organized as follows. In Section 2, we mention the global existence and the L p -decay estimates of the solutions to (1.1). And also, we prepare a couple of lemmas for an auxiliary problems. Next in Section 3, we give the proof of Theorem 1.1. Finally, we prove Theorem 1.2 in last two sections (Section 4 is for 1 < α < 2, Section 5 is for α = 2). The main novelty of this paper is to obtain the lower bound estimate of u − χ by constructing the second asymptotic profile for the solution to (1.1). The main idea of constructing the second asymptotic profile is based on the asymptotic formula for the heat equation with slowly decaying data obtained in Narazaki and Nishihara [14] .
Notations. In this paper, for 1 ≤ p ≤ ∞, L p (R) denotes the usual Lebesgue spaces. In the following, for f, g ∈ L 2 (R) ∩ L 1 (R), we denote the Fourier transform of f and the inverse Fourier transform of g as follows:
Then, for s ≥ 0, the Sobolev spaces are defined by
Throughout this paper, C denotes various positive constants which may depends on the initial data or other parameters. However, we note that C does not depend on the time variable t.
Preliminaries
In order to prove the main theorems, we prepare a couple of lemmas. First, we mention the global existence and the decay estimates for solutions to (1.1) as follows. For the proof, see Lemma 2.3 in [2] .
Moreover the solution satisfies the following estimates:
hold for any integer 0 ≤ l ≤ s. In particular, we get
for any integer 0 ≤ l ≤ s − 1.
Next, we consider the nonlinear diffusion wave χ(x, t) defined by (1.4), and the heat kernel G(x, t) defined by (1.21). A direct calculation yields
Moreover, χ(x, t) and G(x, t) satisfy the following estimates (for the proof, see e.g. Lemma 4.3 in [9] ).
Lemma 2.2. Let l and m be non-negative integers. Then, for p ∈ [1, ∞], we have
Next, we treat the function η(x, t) defined by (1.21). For this function, it follows that 
In the rest of this section, we introduce an auxiliary problem. We set ψ = u − χ, where u(x, t) is the solution to (1.1) and χ(x, t) is the nonlinear diffusion wave defined by (1.4). Then, the perturbation ψ(x, t) satisfies the following equation:
To consider the above equation, we prepare the following auxiliary problem:
where λ(x, t) is a given regular function decaying fast enough at spatial infinity. If we set
then we have the following formula (for the proof, see Lemma 3.3 in [2] or Lemma 3.
Lemma 2.4. The solution of (2.10) is given by
This explicit representation formula (2.12) plays an important roles in the proof of Theorem 1.2. Especially, for the second term of (2.12), we have the following estimate:
Lemma 2.5. Assume that |δ| ≤ 1. Then the following estimate
holds for t > 0.
Proof. From (2.11), we obtain
By using Young's inequality, Lemma 2.2, Lemma 2.3 and (2.8) , we obtain
3 Proof of Theorem 1.1
In this section, we shall prove Theorem 1.1. First, in order to obtain the upper bound estimates of u − χ, we transform the equation (1.1) and (1.6) based on the Hopf-Cole transformation used in [1, 4, 13] . We set
then we have the following equation:
Also, for η(x, t) defined by (1.21), we have
Therefore, if we set
then we have the following initial value problem for w(x, t) from (3.2) and (3.3):
where w 0 (x) is defined by (1.7). Our first step to prove Theorem 1.1 is to show the following proposition:
Proposition 3.1. Assume the same conditions on u 0 in Theorem 1.1 are valid. Then we have
for l = 0, 1, where w(x, t) is the solution to (3.5).
Proof. Applying the Duhamel principle to (3.5), we have the following integral equation:
Before evaluating I 1 , I 2 and I 3 , we prove the following estimate for the initial data w 0 (x):
By the mean value theorem, we obtain
If x < 0, from (1.2) and (1.5), we have
On the other hand, since R u 0 (x)dx = R χ * (x)dx = δ, if x > 0, similarly we have
Thus we get (3.8).
Next, we prove the uniform boundedness of ρ(x, t):
To prove (3.9), it suffices to show 
Therefore, by using Gronwall's Lemma, we obtain
Now, we start with evaluation of I 1 , I 2 and I 3 . From Lemma 2.1, we have
Therefore, we obtain from (3.8) and (3.11)
for l = 0, 1. By Young's inequality, (3.9), Lemma 2.2 and Proposition 2.1, we have
for l = 0, 1. Finally, we evaluate I 3 . Since ρ x = −(b/2)ρu from (3.1), making the integration by parts for the first part of the integral, it follows that
(3.14)
Therefore, in the same way to get (3.13), we have from (3.14)
for l = 0, 1. Summing up (3.7), (3.12), (3.13) and (3.15), we obtain (3.6).
End of the proof of Theorem 1.1. From (3.1) and (1.21), it follows that
Therefore, we have
since η x = (b/2)ηχ and ρ = w + η −1 . By using (2.2), we have
Thus, from (3.1), we get the lower bound estimate of ρ(x, t):
Therefore, using (3.16), Lemma 2.2, Proposition 3.1 and (3.17), if 1 < α < 2, we have
On the other hand, if α = 2, it follows that
For 0 ≤ t ≤ 1, from Proposition 2.1 and Lemma 2.2, we obtain In the rest of this section, we will show the L p -decay estimate of u−χ for p ∈ [2, ∞]. Especially, the following L 2 -decay estimate will be used in the proof of Theorem 1.2.
Proposition 3.2. Assume the same conditions on u 0 in Theorem 1.1 are valid. Then, the following estimate holds:
Proof. It suffices to derive the following L 2 -decay estimate of ∂ x w(x, t): 
for 1 < α < 2. While, the following estimate holds in the case of α = 2:
(3.24)
For 0 ≤ t ≤ 1, from Proposition 2.1, and Lemma 2.2, we obtain
(3.25)
Combining (3.23) through (3.25), we get (3.21) for all t ≥ 0. To prove (3.22), we consider the following integral equation again:
For the initial data, using (1.7), (1.2) and (1.5), we have
Now we shall evaluate I 1 , I 2 and I 3 . Splitting the y-integral and making the integration by parts, we have
Using Lemma 2.2 and (3.8), we have
(3.28)
Similarly, we obtain
From Lemma 2.2 and (3.26), we obtain
On the other hand, we have from Lemma 2.2 and (3.8)
(3.31) Therefore, combining (3.27) through (3.31), we obtain
By Young's inequality, (3.9), Lemma 2.2 and Proposition 2.1, we have
(3.33)
Finally, we evaluate I 3 . Using (3.14), in the same way to get (3.15), it follows that
(3.34)
Summing up (3.7) and (3.32) through (3.34), we obtain (3.22). This completes the proof.
Finally, by the interpolation inequality, it follows that 
4 Proof of Theorem 1.2 for 1 < α < 2
In this section, we shall we prove Theorem 1.2 in the case of 1 < α < 2. Namely, we prove (1.18) and (1.22). First, we set
Then we have the following equation:
From Lemma 2.4, we obtain
For the first term of the above equation (4.3), we have the following asymptotic formula. This formula plays an essential role in the proof of (1.18) and (1.19). The idea of the proof is based on the method used in Narazaki and Nishihara [14] . 
where Z(x, t) is defined by (1.20).
Proof. From the definition of U given by (2.11) we have
where z 0 (y) is defined by (1.17). Now, from (2.8), (1.2) and (1.5), we can check the following estimate in the same way to get (3.8):
Thus, we obtain the boundedness of (1+|y|) α−1 z 0 (y). Moreover, from the assumption on z 0 (y), for any ε > 0 there is a constant R = R(ε) > 0 such that
From (1.20) and (4.6), we have the following estimate
Therefore, by using (4.7), Lemma 2.3, Lemma 2.2 and (3.11), we get
Thus, we obtain lim sup
Therefore, we get (4.4) and (4.5), because ε > 0 can be chosen arbitrarily small.
End of the proof of Theorem 1.2 for 1 < α < 2. First, we shall prove (1.18). By using (1.20) and (4.3), we have
(4.8)
We shall evaluate J 1 , J 2 and J 3 . Using Lemma 2.5, Proposition 3.2 and Theorem 1.1, we obtain
(4.9)
Next we evaluate J 2 . In the same way to get (4.9), from Lemma 2.5 and Proposition 2.1, we get
(4.10)
Finally, we evaluate I 3 . We define J 3.1 and J 3.2 are as follows.
Then, by making the integration by parts for J 3.1 , we obtain
Using Young's inequality, Lemma 2.3, Lemma 2.2, Proposition 2.1 and (2.8), we have
(4.12)
On the other hand, for J 3.2 , the following estimate is obtained:
Therefore, from (4.11) through (4.13), we get
By using (4.8), (4.9), (4.10) and (4.14), we have
Therefore, from (4.4), we obtain lim sup
This completes the proof of (1.18).
Next, we shall prove (1.22). First, we take x = 0 in (1.20), then we have from (1.4) and (1.21)
since ∂ y G(y, t) and G(y, t) are the odd and even functions for y-variable, respectively. From the mean value theorem, there exists θ j ∈ (0, 1) such that
Therefore, we obtain from (1.21) 
Therefore, from (4.15), (4.17) and (4.19), we obtain
where β 0 is defined by (1.24). Obviously, we have
On the other hand, for M 3 (t), we have from (4.18)
It is easy to see that
(4.24)
Finally, for M 5 (t), we obtain from (4.18)
Proposition 5.1. Assume that |δ| ≤ 1. Then the estimate
holds. Here v(x, t) is the solution to (5.1) and V (x, t) is defined by (1.11) .
End of the proof of Theorem 1.2 for α = 2. First, we shall prove (1.19). We set
Then, from (1.1), (1.6), (4.1) and (5.1), φ(x, t) satisfies the following equation:
Thus, we have
where Z(x, t) and V (x, t) are defined by (1.20) and (1.11), respectively. We evaluate K 1 , K 2 , K 3 and K 4 . In the same way to get (4.9), from Lemma 2.5, Theorem 1.1 and Proposition 3.2 for α = 2, we obtain
We omit the evaluation of K 2 , since we can easily evaluate it in the same way as the above calculation. Actually, it follows that
Next, we evaluate K 3 . Using Lemma 2.5, the Schwarz inequality, Proposition 2.1, Lemma 2.2 and Theorem 1.1 for α = 2, we obtain
Finally, we evaluate K 4 . From the definition of K 4 , it follows that
where we put
Then, we have from Lemma 2.3
(1 + t) −1/2+n/2 g n (·, t) L ∞ .
(5.9)
By making the integration by parts for the first part of the τ -integral of g n (x, t), we have g n (x, t) = Therefore, from Young's inequality, the Schwarz inequality, Proposition 2.1, Lemma 2.2, Lemma 2.3 and Proposition 3.1, we have Therefore, from (4.5), we obtain lim sup t→∞ (1 + t) log(1 + t) u(·, t) − χ(·, t) − Z(·, t) − V (·, t) L ∞ = 0.
Thus, we completes the proof of (1.19).
Finally, we shall derive the lower bound estimate of Z(x, t)+V (x, t), that is (1.23). First, we take x = 0 in (1.11). Then, from (1.12), it follows that 
