Tse and Verdú proved that the global maximum likelihood (GML) detector achieves unit asymptotic multiuser efficiency (AME) in the limit of large random spreading CDMA. In this paper, we show that the wide-sense sequential likelihood ascent search (WSLAS) detectors achieve unit AME with channel load < 1 2 − 1/(4 ln 2) bits/s/Hz. In simulations for random multicode equal-power systems, the WSLAS with a linear per-bit complexity approaches the GML BER in all SNR with channel load as high as 1.05 bits/s/Hz.
I. INTRODUCTION
T SE and Verdú proved [1] that the NP-hard global maximum likelihood (GML) detector achieves unit asymptotic multiuser efficiency (AME) in the limit of large random spreading (LRS) CDMA, and thus achieves the single-user bit error rate (BER) in the high SNR regime. The belief propagation (BP) algorithm has been recently applied to approach the GML detection in LRS-CDMA [2] , [3] . However, in order to reduce the BP complexity, which grows exponentially with the user number, to a practical complexity, Gaussian approximation is necessarily applied.
In this paper, it is first proved that the wide-sense sequential likelihood ascent search (WSLAS) detectors 1 [4] achieve the unit AME in the LRS-CDMA limit with channel load less than 1/2−1/(4 ln 2) ≈ 0.139 bits/s/Hz. Alike the result of Tse and Verdú [1] , the unit AME is obtained by taking zero noise limit first and then large system limit. In a looser limit condition that the noise power tends to zero and the system size tends to infinity at the same rate, it is further proved that a local maximum likelihood (LML) point is identical to the GML point. The results are also applicable to all LML detectors with any neighborhood size [5] . Second, in simulation for random multicode systems, it is shown that the WSLAS detectors approach the GML BER [8] in all SNR with the channel load up to 1.05 bits/s/Hz. Since the single-user bound is approached with the channel load as high as 1.05 bits/s/Hz, the system approaches the bound that a perfect TDMA or FDMA can approach. The per-bit complexity of the WSLAS detectors in all simulations is linear, less than 0.5 times the number of bits per transmission.
II. ACHIEVABILITY OF OPTIMUM PERFORMANCE

A. The WSLAS Detector
Consider a K-user bit-synchronous Gaussian CDMA channel. The bit period is T b and the chip period is T c . Then the transmission rate for uncoded bits per user is 1/T b bits per second, the channel bandwidth approximately equals W = 1/T c and the spectral spreading factor equals N = T b /T c . The chip matched filter (MF) at the receiver outputs
(1)
T is the vector of K users' transmitted bits that independently equiprobably take on ±1's. m ∼ N (0, σ 2 I) is a white Gaussian noise vector. The MF bank S outputs a sufficient statistic y = S T r = RAb + n where R = S T S and n = S T m ∼ N (0, σ 2 R). Let H = ARA.
In each search step, a LAS detector updates a number of bits in a prespecified set. The new bit vector is accepted if its likelihood is higher, which is computationally efficiently evaluated by comparison of the current likelihood gradient with an optimally established threshold. In the family of LAS detectors, all WSLAS detectors that can be expressed in the following form eventually update one bit in each step [4] .
WSLAS detector: Specify L(n) ⊆ {1, ..., K}, ∀n ≥ 0 such that for all n ≥ n with some n > 0, L(n) = {(n mod K) + 1}. Given an initial vector b(0) ∈ {−1, 1} K and let g (0) = −Hb(0) + Ay. At step n the bits for k ∈ L(n) are updated by (2) , see top of next page, where the kth threshold is t k (n) = j∈L(n) |H kj |; and the bits for k / ∈ L(n) remain unchanged b k (n + 1) = b k (n), and then update g(n + 1) = g(n)
is the index set of bits flipped in (2) . b is the demodulated vector if b(n) = b, ∀n ≥ n * ≥ n + K.
In the LRS-CDMA, the user number and the sequence dimension tend to infinity with their ratio kept a constant α = K/N ∈ (0, ∞), which is the channel load in bits/s/Hz. The spreading sequences s k = (s 1k , . . . , s NK ) T / √ N are randomly selected where s jk independently equiprobably takes on ±1's. The amplitudes A k are fixed regardless of sequence selection and bounded by A ≤ A k ≤ A as K tends to infinity. While the GML AME converges almost surely to one in the LRS-CDMA for all α, the AME converges to zero for 0090-6778/09$25.00 c 2009 IEEE b k (n + 1) =
the MF and 1 − α for the decorrelator and the MMSE detector [1] .
B. LML Characteristic
In the analysis, the short sequences shall be considered and the results are in the almost sure convergence, which are applicable to long sequences in the deterministic convergence. All proofs are presented in the Appendix.
The notions of error vector, error weight, and indecomposable error vectors developed by Verdú [9] are employed. Let l GML (ε) be the hyperplane separating the transmitted signal SAb and the error signal SA(b−2ε) optimally in terms of GML. Then the distance from SAb to the hyperplane l GML (ε) equals [9] 
For the indecomposable error vector ε, d GML (ε) is also the distance from SAb to the GML decision region of
where e k is the kth coordinate vector, then by the GML detector the kth user achieves unit AME.
The following lemma indicates that the LRS-CDMA possesses the LML characteristic in terms of d GML (ε). Let E denote the set of error vectors and I(ε) and w(ε) the index set of nonzero elements and the weight of ε, respectively. Lemma 1: In the LRS-CDMA with any α > 0, (i) given any positive integers
The LML characteristic means that in the LRS-CDMA limit the mapping of SA from {−1,
Standing at the transmitted signal in the r space, one would typically see that the error signals with larger error weights are farther away and all the error signals with the error weights tending to infinity are infinitely far away. Since the GML decision is based on the nearest distance from r to a signal, the GML BER in the high SNR regime is dominated by the signals that have one bit error. This suggests that to achieve the GML detection one would, without the exhaustive search over the entire set {−1, 1} K , perform only an LML detection.
C. Achievability of Optimum Performance by WSLAS
It is obtained in [4] that the distance from SAb to the LML point region of SA(b−2ε) is lower bounded by
Thus, regarding discrimination of signals with one bit error, the WSLAS detector performs equally well as the GML detector does. The following lemma reveals a relationship between the WSLAS and the GML. Lemma 2: In the LRS-CDMA, (i) for any α > 0, given any
Different from the GML decision region, the LML point regions of different bit vectors may be overlapped with each other. Consequently, the local optimality of the WSLAS detectors cannot guarantee the global optimality since an observation r may be located in the region where a number of LML points coexist, most of which have lower likelihoods than the GML. However, the following two theorems indicate that in the regime of α < α * and vanishing noise power, the suboptimal WSLAS detector can achieve the GML.
Theorem 1: In the LRS-CDMA with α < α * , the AME's of all the LML detectors converge a.s. to one.
Alike the GML result obtained by Tse and Verdú [1] , the WSLAS detector achieving unit AME in Theorem 1 is obtained by taking the zero noise limit first and then large system limit. However, the following theorem further indicates that in a looser condition where the noise power tends to zero and the system size tends to infinity at the same rate, an LML point is almost surely the GML point.
Theorem 2: In the LRS-CDMA where α < α * and √ N σ = c ∈ (0, ∞) fixed, an LML point is a.s. the GML point.
In the condition of Theorem 2, there is typically no LML but the GML point. The likelihood function is sufficiently smooth. Thus, the linear-complex WSLAS detector with local search can reach the GML point that is usually NP-hard to obtain. All the results are also applicable to the LML detectors with neighborhood size greater than one [5] .
III. SIMULATION RESULTS
Note that for a practical system with fixed K and N , a quasi LRS-CDMA can be obtained by multicode CDMA. User k simultaneously transmits B k bits b kj , j = 1, . . . , B k , which are extended to occupy B bit periods of BT b seconds and spread by the BN -chip unit-length random sequences
The channel load is α = (1/N ) K k=1 β k bits/s/Hz. As B k and B tend to infinity and β k = B k /B are fixed, the system converges to an LRS-CDMA, which holds even when spectrum is not spread with N = 1. Then the preceding analytical results are applicable.
Simulations are carried out in the random multicode CDMA where all users have identical B k = B and equal power. For the number of bits BK ≤ 128, long spreading sequences are used. For BK > 128, the BER's for five short sequences are shown together with their average. Four group-parallel likelihood ascent search (GPLAS) detectors [4] with group sizes J = 8, 4, 2, and 1 are cascaded and form a WSLAS detector. Bits are updated cyclically group by group. The sequential likelihood ascent search (SLAS) is also a WSLAS detector. The bit flip rate (BFR) times BK is the per-bit complexity in the average number of additions per bit [4] . The BER's of the MMSE-DF with a per-bit complexity 1.5BK and the SIC detector [9] are also estimated in simulation. The BER's of the MF, decorrelator, MMSE, and GML in the LRS-CDMA limit are obtained by formulas in [6] - [8] . All results are presented with given multiplication BK and then are applicable to different pairs of integers B and K.
In Fig. 1 , as BK increases, the system eventually possesses the LML characteristic and therefore the LAS detectors monotonically decrease BER. In particular, the WSLAS detectors approach the GML BER for BK ≥ 500, confirming the analytical results. In contrast, all the interference-limited detectors cannot reduce BER since α does not change. Fig. 2 verifies the analytical results in a much broader SNR region where the WSLAS detectors approach the GML BER in all SNR, and the single-user bound in high SNR. In contrast, all other suboptimal detectors present a vast gap. Apparently, all other suboptimal detectors are suffered from the increasing α. The LAS BER's sharply increase around α = 1.1, suggesting that they may also take multiple BER's for large α like the GML. In all the simulations, the per-bit complexity of the LAS detectors is about cBK with c ≤ 0.5.
APPENDIX
Proof of Lemma 1:
The proof of (i) follows the similar lines in [1] .
Pr(ϕ K ) shall be shown to converge to zero exponentially as K → ∞. Then result (i) follows from the Borel-Cantelli lemma. By the union bound, (1/N )
Thus each event in (5) is a large deviation. It can be obtained that |Z 1 | ≤ w(ε 2 − ε 1 ) (w(ε 2 − ε 1 ) + 2w (ε 1 )) A 2 < ∞ and therefore E[exp(α|Z 1 |)] < ∞ for ∀α > 0. By the lemma of large deviations [10] (pp. 281), there exists c ∈ [0, α] such that ∀δ > 0, [1] replaced by v T ARAv < δ and according changes of some lines.
Proof of Lemma 2:
(i) Consider ϕ K the event that for a fixed δ > 0, d LML (ε) − d GML (ε) > δ for some ε ∈E with w(ε) ≤ M . Pr (ϕ K ) shall be shown to converge to zero exponentially. Then result (i) follows from the Borel-Cantelli lemma. By the union bound,
The number of error vectors here is polynomial in K. It suffices that each probability in (7) converges to zero exponentially as K → ∞. For each 0 < μ < A ,
The second probability converges to zero exponentially and uniformly ∀A i and ε with w(ε) ≤ M [1] . In what follows, we obtain that the first probability so does. To this end, define
which are i.i.d. with zero mean and unit variance and then
By simple algebra, the first term equals
where β = δ + δ 2 + 4 Aε 1 ∀δ > 0. Note that Y 1 has unit variance and thus the event in (11) is a large deviation. Since
< ∞ for any fixed α > 0. It follows from [10] (pp. 281) that there exists c ≥ 0 such that for each δ > 0,
where g (c, β) ≡ exp (−cβ) E exp cY 2 1 < 1. For each δ > 0, β > 1 holds uniformly ∀A i and ε with w(ε) ≤ M . Hence, (12) converges to zero exponentially and uniformly. Similarly, the second term in (10) equals
(13) Note that ∀δ > 0, β −1 is less than one while Y 1 has unit variance. Since E exp αY 2 1 < ∞ for any fixed α < 0, in terms of [10] (pp. 281) there exists c ≤ 0 such that for each δ > 0,
and g c, β −1 < 1. For each δ > 0, β −1 < 1 holds uniformly. Hence, (13) converges to zero exponentially and uniformly.
(ii) Let F be the set of indecomposable error vectors. Since there is ε ∈ F such that d LML (ε ) < d LML (ε) ∀ε ∈E [4] , it is sufficient that the result holds ∀ε ∈F . Let G K be the event that given δ > 0, d LML (ε) < δ for some ε ∈F with w(ε) ≥ M . Pr(G K ) shall be shown to converge to zero exponentially fast as N → ∞. The probability of G K satisfies
Since by Lemma 1 of [4] there are at most two indecomposable error vectors in ψ(J) regardless of S and A,
where ε is any error vector in ψ(J) with given J. Note that d LML (ε) = Aε 2 Y/N − N/Y . To get rid of event Y = 0, consider the probability conditioned with fixed μ ∈ (0, 1/2) and then
where λ = δ + δ 2 + 8 Aε [4] . By (4) ,
a.s. by Lemma 2 and then d LML (ε)/A k > 1 a.s. by Lemma 1. By Lemma 2, there exists an M such that d LML (ε)/A k > 1 a.s. ∀w(ε) > M. This completes the proof since AME cannot be greater than one.
Proof of Theorem 2: Given r ∈R N , let b LML be an LML vector with neighborhood size one. We shall show that no other bit vector has higher likelihood than b LML . Denote ε =(1/2) b − b LML for error vector b and consider a fixed positive integer M . First, consider all b with w(ε) = 1. Let b i differ from b LML by the ith bit. Since b i is in the neighborhood of b LML , it satisfies
Second, consider all b such that 2 ≤ w(ε) ≤ M . Let G K be the event that there are some b such that r − SAb 2 − r − SAb LML 2 < −δ for δ > 0. Then
(22) For each b, we have
Due to (21), see top of next page. Since
Hence, for each δ > 0, 
exists. Then r is not located in the LML region of b and so b is not an LML point a.s. for all b with w(ε) ≥ M . This completes the proof.
