Abstract-Distributed graph platforms like Pregel have used vertex-centric programming models to process the growing corpus of graph datasets using commodity clusters. However, the irregular structure of graphs causes load imbalances across machines, and this is exacerbated for non-stationary graph algorithms where not all parts of the graph are active at the same time. As a result, such graph platforms do not make efficient use of distributed resources. In this paper, we decouple graph partitioning from placement on hosts, and introduce strategies for elastic placement of graph partitions on Cloud VMs to reduce the cost of execution compared to a static placement, even as we minimize the increase in makespan. These strategies are innovative in modeling the graph algorithm's non-stationary behavior a priori using a metagraph sketch. We validate our strategies for several real-world graphs, using runtime traces for approximate Betweenness Centrality (BC) algorithm on our subgraph-centric GoFFish graph platform. Our strategies are able to reduce the cost of execution by up to 54%, compared to a static placement, while achieving a makespan that is within 25% of the optimal.
I. INTRODUCTION
Emerging data-driven domains such as Smart Grids and Transportation, Deep Learning, and Connectomics and are generating ever-larger graph datasets. Graph algorithms are challenging to design, program and execute in parallel over such large graphs due to their irregular nature. Distributed graph programming models such as Pregel [1] and GraphLab [2] leverage a vertex-centric approach to building graph algorithms, where users specify the logic for a single vertex and this is executed in parallel across all vertices, with message passing or state transfer between them. These have been extended to other component-centric variants [3] , [4] that execute iteratively using a Bulk Synchronous Parallel (BSP) model. However, there has been no work on leveraging elastic Cloud resources for such irregular graph platforms.
Many of the newer graph platforms are able to weakly-scale with the size of the graph, but they do not necessarily achieve a high efficiency of execution. For e.g., Pregel's vertex-centric model is nominally able to achieve a balanced computation across different partitions (machines) due to similar number of vertices on each partition [1] , and edge-balanced partitioning has been attempted too [5] . But such a balancing of the topology across machines only translates to a balanced CPU usage for stationary graph algorithms [6] , where all vertices or edges are actively computing during the entire algorithm. Such algorithms, like PageRank or Bi-partite connectivity, achieve good machine utilization.
However, when the algorithm itself moves to different parts of the graph over different supersteps (iterations), the load across different machines is unbalanced. Such non-stationary algorithms [6] include Breadth First Search (BFS) and betweenness centrality (BC). For e.g., in BFS, the partition with the source vertex is active in the first superstep and as the traversal progresses, its neighboring partitions get active in subsequent supersteps, and so on. As a result, only a subset of the partitions are actively using their host's CPU, even as the other machines holding inactive vertices are under-/un-used.
One of the key benefits of cloud computing is the elastic access to resources, that allows virtual machines (VMs) to be acquired and released on-demand with a pay-as-you-go pricing. Infrastructure as a Cloud (IaaS) rent out VMs by the hour (Amazon AWS) or even by the minute (Google Compute and Microsoft Azure). Irregular distributed graph algorithms, operating on large graphs, can take 100's of core-minutes to run on commodity hardware. Hence, this offers the opportunity to control the VM elasticity such that only active partitions take up VM resources, thereby reducing the monetary cost of execution. To our knowledge, there is negligible prior research on using Cloud elasticity for graph platforms. Here, we address this gap by proposing partition activation and placement strategies on Clouds for non-stationary graph algorithms.
Two key intuitions drive our approach: (1) We decouple partitioning of the graph from their placement on VMs for executing a particular algorithm; and (2) We utilize a metagraph [7] sketch of the whole graph to a priori model the progress of the algorithm onto various partitions, which guides our placement strategy at each superstep. As a result, for each superstep, we are able to activate VMs and place relevant partitions on them, and conversely, deactivate VMs without active partitions. In the process, we reduce the monetary cost of execution on the Cloud with minimal impact on the runtime.
II. PROBLEM
We define our problem in the context of a subgraphcentric programming model, that offers a coarser granularity of computation than vertex-centric ones while retaining the BSP execution model [4] . Such distributed graph platforms divide a large graph into many partitions, and workers in each host operate upon one or more partitions. These three stepspartitioning a graph, placement of partitions onto a host, and assigning workers (threads/processes) on a machine to operate on partitions present on it -are loosely coupled decisions.
For non-stationary algorithms such as BC, the compute load on a machine varies with each superstep as a result of which all, some or none of the partitions on them are active. So it can be efficient to consolidate the computational load of active partitions at each superstep onto fewer (virtual) machines in order to increase their utilization. This is the thesis of this paper, to explore how we can reduce the overall monetary cost for running the graph algorithm with minimal impact on the makespan of the algorithm, using partition placement strategies on elastic VMs based on their activation schedule across supersteps, as compared to a traditional hashing of partitions onto a static set of VMs.
There are several reasonable assumptions that we make here.
• VM costing should be at a fine time granularity to offer benefits even for graph applications that run for minutes rather than hours. We use 1 core-min as the billing increment.
• The framework should support elasticity, allowing for persistence of state for a partition and its migration to different VMs at runtime, at superstep boundaries.
• The non-stationary graph algorithm should exhibit variable activation of partitions across supersteps that can be modeled in advance. To this end, we reuse results from our previous work [7] that given a metagraph sketch of the subgraphs and their connectivity, and the subgraph holding the source vertex, can determine the superstep at which a subgraph will be (re)visited by a BFS and estimate the cost for a local BFS to be performed on it. Problem Definition. Given a graph G = V, E partitioned into n partitions, P 1 , . . . , P n and a time function A that gives the computing time τ s i taken to execute a partition P i in a superstep s by a single exclusive virtual machine (VM):
The minimum application makespan over m supersteps is,
The problem is to find a partition placement function M, that maps the active partitions to VMs in each superstep, such that the actual monetary cost Γ to execute the application on the graph is minimized while also minimizing the increase in the actual makespan T above the minimum makespan T Min , i.e., find M that minimizes Γ and (T − T Min ).
III. PARTITION PLACEMENT STRATEGIES
Default Strategy. The default "flat" partition placement strategy used in GoFFish is to allocate as many cores (VMs) as the number of partitions, with each 1-core VM exclusively operating on a single partition for all supersteps of the application [8] . The advantage of this is that a partition is processed in as fast as manner as possible on its own exclusive VM, and its makespan matches T Min . It is also trivial to solve and implement this strategy in practice.
All n VMs are kept active for the entire duration of the application. So the billing cost for this strategy, given the cost for using a VM for a minimum time quanta δ is γ, is: Retention Strategy. In our strategy, for each VM we do a test to see if the time remaining in a VM before the next δ increment is less than the time taken by the next superstep. If so, we retain that VM and reuse it for that superstep rather than create a new VM. Otherwise, if keeping that VM will cause it to go past the δ boundary, we terminate it.
Data Movement Cost. As a variation of FFD, we also include a communication cost for moving a partition from one VM to another. Called FFD-DM, this is more generalizable than FFD on existing Clouds. Here, the placement algorithm itself is the same, but when calculating the VM billing cost, we include the data movement time to it.
IV. EVALUATION
We evaluate the different placement strategies for performing Approximate Betweenness Centrality (BC) [9] nonstationary algorithms over undirected, unit-weighted graphs on elastic VMs on Microsoft Azure Cloud. The approximation comes from running this for a subset of source vertices that helps locate the Top-N BC vertices while the actual BC value itself is an approximation [10] .
Algorithm 1 First Fit Decreasing algorithm
1: procedure FIRSTFITDECREASING(P, A, n, m) P is the set of n partitions. A is the time function that gives τ values. m is the number of supersteps.
2:
for s ≤ m do iterate over supersteps 3: v[ ] ← ∅ ; l = 0 init list of VM capacities 4: p[ ] ← SORTDESCENDING(P ) Sort by τ s i
5:
for i ≤ n do iterate over each partition 6: assigned ← false 7: for each j ≤ l and assigned = false do does VM j have capacity for partition i? For the default strategy, we run BC using GoFFish v2.7 over JDK v7 on Microsoft Azure VMs running Ubuntu v14 in the SE Asia Region. For LIVJ/8P, two D11 VMs (2 Intel Xeon cores@2.20GHz/14GB RAM/500GB SSD) were used with each machine having 2 partitions (1 exclusive core per partition). For ORKT/40P, we used 20 D12 VMs (4 Intel Xeon cores@2.20GHz/28GB RAM/500GB SSD).
We use GoFFish's logging framework to get the runtime for each active subgraph in a superstep using the above runs, and calculate the runtime for a partition as the sum of all its subgraph compute times in that superstep. This is passed as the partition execution time (A) to the strategies that are scripted using Python v2.7. The output generated is the partition placement function M : P i × s → υ j , i.e, the VM on which each partition should be placed for each superstep.
We use the mappings from each strategy to simulate the execution of BC on each graph, and plot the following metrics:
• Makespan is the total time taken by the graph application for a placement strategy, calculated as the sum over all supersteps of the time taken by the slowest VM in that superstep (Fig. 1a) .
• Cost in Core-Minutes gives actual billing cost depending on how long each 1-core VM was active, as decided both by the mapping and our VM retention strategy (Fig. 1b) .
• Under-Utilization% captures the wasted time due to the slowest VM, given as the difference between the coreminutes for which VMs were provisioned and the coreminutes for which they actually processed partitions (Fig. 1c) .
• Core-Seconds calculates the core-seconds for which VMs were provisioned, without rounding up the VM billing to a minute (Fig. 1d) . Results. The time, cost and utilization values for OPT and FFD are very close in all cases for BC. So FFD is a good enough approximation for OPT while being very fast -taking only 1 sec to run the FFD placement strategy script for BFS for the largest graph ORKT/40P, compared to 13 secs taken by the OPT script. Hence, FFD can be chosen over OPT when performing online partition placement.
Further, the makespan for OPT and FFD are identical to the default strategy in all cases and equals T Min , the smallest possible makespan. Both these algorithms are able to provide adequate VMs for the required computation on the active partitions to allow them to complete without delay. Since they do not consider data movement costs in a superstep, the only time spent is on the computation of the active partitions by an exclusive VM. Hence, the secondary objective of not increasing the makespan above T Min is also achieved.
However, in practice, it may not be possible to move partitions with zero cost, and FFD-DM is more plausible. For LIVJ/8P, FFD-DM takes only 2% longer than the default even with the additional data movement cost. On ORKT/40P, FFD-DM is modestly slower than OPT and FFD (Fig. 1a) , and almost matches OPT and FFD on the cost (Fig. 1b) . This offers a practical alternative to OPT and FFD.
We see a significant savings in the billing cost of execution, proportional to the core-mins in Fig. 1b , for all our strategies compared to the default. OPT, FFD and FFD-DM are ∼ 55% cheaper than the default. FFD-DM is able to give substantial savings for BC on LIVJ with a minimal impact on the makespan. We also see a significant drop of over 300 coremins in the under-utilization (Fig. 1c) . Also, the core-secs used (Fig. 1d) by these strategies shows more fine-grained benefits than the VM billing cost that is based on a 1 core-min interval.
In summary, OPT and FFD strategies provide a minimum makespan that matches the default for BC. FFD-DM has metrics comparable to OPT and FFD and does considers data movement cost. FFD-DM strategy has an advantage when the algorithm has large number of supersteps and larger overall core-mins. Higher network bandwidth and smaller partition size also make it more favorable. FFD, if practically implementable is preferred. In fact, FFD is a special case of FFD-DM with zero bandwidth cost. We address the lack of compute balancing for non-stationary algorithms here, and the associated suboptimal Cloud costs.
Platforms like Mizan [6] partially address this imbalance by migrating vertices based on the number of messages and the execution time of a vertex in a superstep. However, this runtime decision causes additional overhead of coordination and synchronization which lead to increased makespan.
GPS [5] adopts dynamic re-partitioning to reduce communication by co-locating vertices that communicate often onto the same machine, which is in-sufficient for load balancing in non-stationary algorithms. Similarly, [11] tries to balance the workload across the machines by an experimental study of the graph algorithm and a prediction of the number of active vertices in the next superstep to perform vertex migrations. Such analytical and experimental predictions are difficult and costly for new graphs or algorithms.
Two key distinctions between these works on vertex migration and ours are, (1) rather than balance the workload across a static set of machines, we scale-out or -in the number of elastic VMs to match the workload on a superstep, and (2) we use an a priori analysis of the graph algorithm on a coarse metagraph to model the execution time of partitions, and use this to decide both the number of VMs required and the placement of partitions on VMs. To our knowledge, there is no detailed, existing work on the effective use of elastic VMs to execute component-centric graph frameworks. Our prior work [12] briefly examines dynamic scaling of BSP workers on elastic VMs for a vertex-centric model to reduce the cost of BC. Here, we generalize this model using metagraph sketches and also propose various placement strategies.
VI. CONCLUSIONS
In this paper, we have proposed to decouple the partitioning and placement strategies for component-centric graph frameworks to allow flexibility in scheduling them onto elastic VMs that can prevent over-allocation of resources. We have designed several partition placement strategies for nonstationary graph applications whose runtime behavior can be modeled a priori. The results show that the billing costs are reduced, with a marginal increase in makespan for some of the proposed strategies, when simulated using runtime traces for BC from two real-world graphs. We also see a more significant improvement in under-utilization and core-secs used, which are orthogonal to the billing granularity.
In future, we propose to investigate more reliable and generalizable modeling of non-stationary algorithms using the meta-graph sketches, additional non-stationary algorithms such as vertex coloring, and evaluation on larger graphs. 
