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Entropy, Lyapunov exponents and the volume
growth of boundary distortion under the
action of dynamical systems
B.M. Gurevich ∗ and S.A. Komech†‡.
1 Introduction.
Apart from the well-known studies linking the entropy of a measure preserv-
ing smooth dynamical system with Lyapunov exponents (see [10], [4], [5], [8],
[9]), there is a few works dealing with geometric meaning of the measure-
theoretic entropy. One of them is [1], where the so-called local entropy was
introduced, which turned out to coincide with the entropy.
Another approach was used in [2] for a class of symbolic dynamical sys-
tems, but it is applicable to a much more general situation and is as follows.
Let f be a homeomorphism of a metric space (X, ρ) and µ an f -invariant
Borel probability measure on X . For a point x ∈ X we consider the ε-ball
B(x, ε) around x and treat the quantity
1
k
ln
µ(Oε(f
kB(x, ε)))
µ(B(x, ε))
, (1)
where Oε(A) is the ε-neighborhood of a set A ⊂ X , as a logarithmic defor-
mation degree of the boundary of B(x, ε) under the action of fk.
It is natural to pass to the limit as ε→ 0 and k →∞, but one easily sees
that a nontrivial asymptotics is possible only if there is a relation between k
and ε. All the results were obtained when k = k(ε) and
lim
ε→0
k(ε)/ ln ε = 0, lim
ε→0
k(ε) =∞. (2)
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For a subshift of finite type (X, f) and for an arbitrary invariant er-
godic probability measure µ it was established in [2] that the expression (1)
converges in L1µ to hµ(f), the measure theoretic entropy of the shift transfor-
mation f with respect to µ. This was generalized to synchronized systems
and hence to all sofic systems in [7].
For the smooth dynamical systems, precisely n-dimensional torus auto-
morphism, preserving the Lebesgue measure, the convergence of (1) to hµ(f)
at each point of the torus was proved in [3].
Note that there is a special feature in the smooth case: the existence of
a natural measure on X , namely, the Lebesgue measure, and it is reasonable
to study the asymptotic behavior of (1) for this measure albeit it could be
not invariant. We do this for Anosov diffeomorphisms, but the result can be
extended to a wider class of smooth dynamical systems. Our main goal here
is to prove the following
Theorem. Let f be a ∈ C1+α(M) Anosov diffeomorphisms of a compact
Riemannian manifold M without a boundary and ν be an f -invariant er-
godic Borel probability measure on M . Then for any function k : R+ → Z+
satisfying (2) and for ν-a.e. x,
lim
ε→0
1
k(ε)
ln
µ
(
Oε(fk(ε)B(x, ε))
)
µ(B(x, ε))
=
∑
i:λi>0
λidi =: λ
+
ν , (3)
where µ is the Riemannian volume, λi are the Lyapunov exponents of ν and
di are their multiplicities.
2 Proof of the Theorem.
For some δ > 0 introduce local stable and unstable manifolds W sδ (x) and
W uδ (x), respectively, and assume that δ and ε are so small that for all x ∈M
the intersection W sδ (y) ∩W
u
δ (x) is exactly one point when ρ(x, y) ≤ ε (here
ρ is the Riemannian metric). Consider the set
Pu(x, ε) :=
⋃
y∈B(x,ε)
(W sδ (y) ∩W
u
δ (x)).
We see that Pu(x, ε) is the ”projection” of B(x, ε) on W
u
δ (x) along the stable
leaves W sδ .
For every x ∈M and r ≥ 0 denote the ball of radius r on W uδ (x) around
x (in the induced metric ρu) by Bu(x, r).
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Lemma 1. There exist C1, C2 > 0 such that for all sufficiently small ε > 0,
Bu(x, C1ε) ⊂ Pu(x, ε) ⊂ B
u(x, C2ε).
The proof relies on the following two facts: 1) the angle between W sδ (x)
and W uδ (x) as a function of x is bounded away from zero; 2) there are c > 0
and ε > 0 such that if y ∈ W uδ (x) and ρ(x, y) ≤ ε, then ρ
u(x, y) ≤ cε.
The following lemma will allow us to obtain upper and lower estimates
for the volume growth in an unstable manifold.
Lemma 2. Let {Bε, ε > 0} be a family of subsets of W
u
δ (x) such that
diam(Bε) ≤ γε, γ > 0 and x ∈ Bε for each ε. If f , k(ε) and ν are as
in the above Theorem, then for ν-a.e. x ∈M
lim
ε→0
1
k(ε)
ln
µu(fk(ε)Bε)
µu(Bε)
= λ+ν , (4)
where µu is the Riemannian volume in the corresponding unstable manifold.
Proof. For brevity we will write k instead of k(ε). Since the unstable Jacobian
Ju is a continuous function on M (see [6], Section 19.1), we can apply the
Mean Value Theorem to obtain a sequence of points xi ∈ f
iBε, 0 ≤ i ≤ k−1,
such that
µu(fkBε) =
∫
fk−1Bε
Ju(y)µu(dy)
=Ju(xk−1)µ
u(fk−1Bε) = · · · = µ
u(Bε)Π
k−1
i=0 J
u(xi). (5)
By the compactness of M there exists a β > 0 such that ρ(f(y), f(z)) ≤
βρ(y, z). Therefore ρ(xi, f
ix) ≤ γεβi. Using the fact that Ju is Ho¨lder
continuous with some exponent α > 0 and a factor C > 0 (see [6], Section
19.1), we obtain
1
k
ln
µu(fkBε)
µu(Bε)
=
1
k
ln
k−1∏
i=0
Ju(xi) ≤
1
k
k−1∑
i=0
ln(Ju(f ix) + C(εγβi)α)
≤
1
k
k−1∑
i=0
lnJu(f ix) +
1
k
k−1∑
i=0
ln
(
1 +
C(εγβi)α
Ju(f ix)
)
≤
1
k
k−1∑
i=0
ln Ju(f ix)
+
1
k
k−1∑
i=0
C(εγβi)α
Ju(f ix)
≤
1
k
k−1∑
i=0
ln Ju(f ix) +
C(εγ)α(βkα − 1)
kminy∈M Ju(y)(β − 1)
. (6)
Conditions (2) imply that the second term in (6) tends to zero as ε→ 0. But
the first term tends to λ+ν (x) (for more details on the unstable Jacobian see
[4], [6]).
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Thus we have come to an upper estimates. A lower one can be obtained
similarly.
The next lemma reflects a uniformity of the Anosov systems.
Lemma 3. For every a > 0 there exist b(a) > 0 and εa > 0 such that for all
x, y ∈M and ε < εa,
1
b(a)
≤
µ(B(x, aε))
µ(B(y, ε))
≤ b(a),
1
b(a)
≤
µu(Bu(x, aε))
µu(Bu(y, ε))
≤ b(a).
We now turn immediately to the proof of the Theorem. First we construct
by induction a finite sequence of points yi ∈ f
k(ε)Pu(x, ε), 1 ≤ i ≤ N(ε), such
that the balls B(yi, ε) cover the set f
k(ε)Pu(x, ε) and
B(yi, ε/3) ∩ B(yj, ε/3) = ∅, 1 ≤ i < j ≤ N(ε). (7)
We start with an arbitrary y1. If y1, . . . , ym are already chosen and the balls
B(yi, ε), 1 ≤ i ≤ m, do not cover f
k(ε)Pu(x, ε), take an arbitrary non-covered
point as ym+1. Clearly,
ρ(yi, yj) ≥ ε when 1 ≤ i, j ≤ m+ 1, i 6= j. (8)
Hence this process will stop after a finite number of steps sinceM is compact.
Using (8), we also obtain (7).
An upper bound estimate. Lemma 1 and the fact that f is expanding
along unstable manifolds imply that
Ouε (f
k(ε)Pu(x, ε)) ⊂ O
u
ε (f
k(ε)Bu(x, C2ε)) ⊂ f
k(ε)Bu(x, (C2 + 1)ε). (9)
From (7), (9) we obtain
N(ε) ≤
µu(fk(ε)Bu(x, (C2 + 1)ε))
min
1≤j≤N(ε)
µu(Bu(yj, ε/3))
. (10)
Since f is contracting along stable manifolds, the sets fk(ε)B(x, ε) and
fk(ε)Pu(x, ε) approach each other as ε→ 0. Therefore for ε small enough
Oε(fk(ε)B(x, ε)) ⊂
⋃
1≤i≤N(ε)
B(yi, 2ε). (11)
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By (10) – (11)
1
k(ε)
ln
µ
(
Oε(fk(ε)B(x, ε))
)
µ(B(x, ε))
≤
1
k(ε)
ln
N(ε)max1≤i≤N(ε) µ(B(yi, 2ε))
µ(B(x, ε))
≤
1
k(ε)
ln
µu(fkBu(x, (C2 + 1)ε))
µu(Bu(x, (C2 + 1)ε))
+
1
k(ε)
ln
µu(Bu(x, (C2 + 1)ε))
min1≤i≤N(ε) µu(Bu(yi, ε/3))
+
1
k(ε)
ln
max1≤i≤N(ε) µ(B(yi, 2ε))
µ(B(x, ε))
.
By Lemma 2 the first term gives us the sum of the positive Lyapunov expo-
nents, while by Lemma 3 the last two terms tend to zero.
A lower bound estimate. As is easy to verify, there exists a constant C
such that for δ, ε small enough
Bu(y, ε) ⊂ B(y, ε) ∩W uδ (y) ⊂ B
u(y, Cε), y ∈M.
From this we obtain
N(ε) ≥
µu(fkPu(x, ε))
max1≤i≤N(ε) µu(Bu(yj, Cε))
. (12)
Now (7) and (12) yield
1
k(ε)
ln
µ
(
Oε(f
k(ε)B(x, ε))
)
µ(B(x, ε))
≥
1
k(ε)
ln
N(ε)min1≤i≤N(ε) µ(B(y,ε/3))
µ(B(x, ε))
≥
1
k(ε)
ln
µu(fkBu(x, C1ε))
µu(Bu(x, C1ε))
+
1
k(ε)
ln
µu(Bu(x, C1ε))
max1≤i≤N(ε) µu(Bu(yj, Cε))
+
1
k(ε)
ln
min1≤i≤N(ε) µ(B(y,ε/3))
µ(B(x, ε))
.
As above, the first term tends to the sum of the positive Lyapunov exponents,
and the last two ones vanish as ε→ 0.
This completes the proof of the Theorem.
Corollary 1. If the assumptions of the above theorem are satisfied and if ν
is an SBR measure for f (see [8]), then the left-hand side of (3) is hν(f).
The authors are deeply indebted to D. Burago for useful comments.
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