Many binary classification problems minimize misclassification above (or below) a threshold. We show that instances of ranking problems, accuracy at the top or hypothesis testing may be written in this form. We propose a general framework to handle these classes of problems and show which known methods (both known and newly proposed) fall into this framework. We provide a theoretical analysis of this framework and mention selected possible pitfalls the methods may encounter. We suggest several numerical improvements including the implicit derivative and stochastic gradient descent. We provide an extensive numerical study. Based both on the theoretical properties and numerical experiments, we conclude the paper by suggesting which method should be used in which situation.
Introduction
Many binary classification problems focus on separating the dataset by a linear hyperplane w x − t.
A sample x is deemed to be positive or relevant (depending on the application) if its score w x is above a threshold t. Multiple problem categories belong to this framework:
• Ranking problems select the most relevant samples and rank them. To each sample, a numerical score is assigned and the ranking is performed based on this score. Often, only scores above a threshold are considered.
• Accuracy at the Top is similar to ranking problems. However, instead of ranking the most relevant samples, it only maximizes the accuracy (equivalently minimizes the misclassification) in these top samples. The prime examples of both categories include search engines or problems where identified samples undergo expensive post-processing such as human evaluation.
• Hypothesis testing states a null and an alternative hypothesis. The Neyman-Pearson problem minimizes the Type II error (the null hypothesis is false but it fails to be rejected) while keeping the Type I error (the null hypothesis is true but is rejected) small. If the null hypothesis states that a sample has the positive label, then Type II error happens when a positive sample is below the threshold and thus minimizing the Type II error amounts to minimizing the positives below the threshold.
All these three applications may be written (possibly after a reformulation) in a similar form as a minimization of the false-negatives (misclassified positives) above a threshold. They only differ in the way they define the threshold. Despite this striking similarity, they are usually considered separately in the literature. The main goal of this paper is to provide a unified framework for these three applications and perform its theoretical and numerical analysis. The goal of the ranking problems is to rank the relevant samples higher than the non-relevant ones. A prototypical example is the RankBoost [10] maximizing the area under the ROC curve, the Infinite Push [1] or the p-norm push [23] which concentrate on the high-ranked negatives and push them down. Since all these papers include pairwise comparisons of all samples, they can be used only for small datasets. This was alleviated in [19] , where the authors performed the limit p → ∞ in p-norm push and obtained the linear complexity in the number of samples. Moreover, since the l ∞ -norm is equal to the maximum, this method falls into our framework with the threshold equal to the largest score computed from negative samples.
Accuracy at the Top (τ -quantile) was formally defined in [5] and maximizes the number of relevant samples in the top τ -fraction of ranked samples. When the threshold equals the top τ -quantile of all scores, this problem falls into our framework. The early approaches aim at solving approximations, for example, [14] optimizes a convex upper bound on the number of errors among the top samples. Due to the presence of exponentially many constraints, the method is computationally expensive. [5] presented an SVM-like formulation which fixes the index of the quantile and solves n problems. While this removes the necessity to handle the (difficult) quantile constraint, the algorithm is computationally infeasible for a large number of samples. [15] derived upper approximations, their error bounds and solved these approximations. [12] proposed the projected gradient descent method where after each gradient step, the quantile is recomputed. [9] suggested new methods for various criteria and argued that they keep desired properties such as convexity. [20] generalized this paper by considering a more general setting. [25] showed that accuracy at the top is maximized by thresholding the posterior probability of the relevant class.
Closest approach to our framework is [17, 18] , where the authors considered multi-class classification problems and their goal was to optimize the performance on the top few classes. Thus, the top was considered for classes and not for samples as in our case.
The paper is organized as follows. In Section 2 we introduce the unified framework and then show how the three applications above fall into it. To each application, we state several numerical methods, some of them are known, some are modifications of known methods and some are new. Section 3 presents a simple example which shows the differences between these methods and highlights the major problem that some of the methods may have the global minimum at w = 0. Since the weights form the normal of the separating hyperplane, this solution does not provide any information.
In Section 4 we perform a theoretical analysis of the unified framework. First, we focus on convexity which ensures that no local minima are present. Second, we build on the example from the previous section and analyze the case when zero weights are the global minimum. We show that the higher the threshold, the more vulnerable a convex method is to have the global minimum at zero. Based on this result, we derive how the methods are chained with respect to increasing thresholds.
Section 5 presents numerical considerations. We briefly mention the use of the stochastic gradient descent for our problems, describe the performance criteria and hyperparameter choice. Moreover, since the threshold t depends on the weights w, we follow the implicit programming technique and remove the threshold constraint. At the same time, we show how to compute derivatives for the reduced problem. Finally, we present the datasets on which we perform the numerical experiments in Section 6. Here, we present standard precision-recall curves and then concentrate on a comparison on the presented methods.
The paper is concluded by a recommendation stating which methods should be used in which situations. This recommendation is based both on the theoretical and numerical analysis. To keep the brevity of the paper, we postpone multiple results to the Appendix. The reader is welcome to refer to our codes online. 1 
Framework for Minimizing Missclassification Above a Threshold
Many important binary classification problems minimize the number of misclassified samples below (or above) certain threshold. Since these problems are usually considered separately, in this section, we provide a unified framework for their handling and present several classification problems falling into this framework.
For samples x, we consider the linear classifier f (w) = w x − t, where w is the normal vector to the separating hyperplane and t is a threshold. The most well-known example is the support vector machines where t is a free variable. In many cases the threshold t is computed from the scores z = w x. For example, the TopPush method from [19] sets the threshold t to the largest score z − corresponding to negative samples and in the method from [12] the threshold equals the quantile of all scores.
To be able to determine the missclassification above and below the threshold t, we define the true-positive, false-negative, true-negative and false-positive counts by
Here [·] is the 0-1 loss (Iverson bracket, characteristic function) which is equal to 1 if the argument is true and to 0 otherwise. Moreover, X /X + /X − denotes the sets of all/positive/negative samples and by n/n + /n − their respective sizes.
Since the misclassified samples below the threshold are the false-negatives, we arrive at the following problem minimize 1 n + fn(w, t) subject to threshold t is a function of {w x}.
(2)
As the 0-1 loss in (1) is discontinuous, problem (2) is difficult to handle. The usual approach is to employ a surrogate function such as the hinge loss function defined by l hinge (z) = max{0, 1 + z}.
(
In the text below, the symbol l denotes any convex non-negative non-decreasing function with l(0) = 1. Using the surrogate function, the counts (1) may be approximated by their surrogate counterparts tp(w, t) =
Since l(·) ≥ [·], the surrogate counts (4) provide upper approximations of the true counts (1) . Replacing the counts in (2) by their surrogate counterparts and adding a regularization results in In the rest of this section, we list methods which fall into the framework of (2) and (5) . We divide the methods into three categories based on the criterion the methods optimize. To all categories, we provide several methods which include known methods, new methods and modifications of known methods.
Methods based on pushing positives to the top
The first category of methods falling into our framework (2) and (5) are ranking methods which attempt to put as many positives (relevant samples) to the top as possible. Specifically, for each sample x, they compute the score z = w x and then sort the vector z into z [·] with decreasing components z [1] ≥ z [2] ≥ · · · ≥ z [n] . Since the number of positives on top amounts to the number of positives above the highest negative, this may be written as
Note that since tp(w, t) + fn(w, t) = n + , maximizing the true-positives is equivalent to minimizing the false-negatives. Thus, we observe that (6) is equivalent to
As t is a function of the scores z = w x, problem (6) is a special case of (2).
TopPush
The TopPush method [19] replaces the false-negatives in (7) by their surrogate and adds regularization to arrive at
Note that this falls into the framework of (5).
TopPushK
As we will show in Section 3, the TopPush method is sensitive to outliers and mislabelled data. To robustify it, we follow the idea from [17] and propose to replace the largest negative score by the mean of k largest negative scores. This results in
We used the mean of highest k negative scores instead of the value of the k-th negative score to preserve convexity as indicated in Section 4.1.
Accuracy at the Top
The previous category considers methods which minimize the false-negatives below the highestranked negative. Accuracy at the Top [5] takes a different approach and minimizes false-positives above the top τ -quantile defined by
Then the Accuracy at the Top problem is defined by minimize 1 n − fp(w, t) subject to t is the top τ -quantile: it solves (10).
Due to Lemma A.1 in the Appendix, we may equivalently (up to a small theoretical issue) replace the (11) either by minimize 1 n + fn(w, t) + 1 n − fp(w, t) subject to t is the top τ -quantile: it solves (10). (12) or equivalently by minimize 1 n + fn(w, t) subject to t is the top τ -quantile: it solves (10).
(13)
While the former one falls fits into our framework (2), the latter one corresponds to the original definition from [5] and makes a base for the Grill method described in the next paragraph.
Grill
The method from [12] builds on the Accuracy at the Top problem (12) where it replaces fn(w, t) and fp(w, t) in the objective by their surrogate counterparts fn(w, t) and fp(w, t). This leads to
subject to t is the top τ -quantile: it solves (10).
Based on the first author, we name this method Grill .
Pat&Mat
It is known that the quantile (10) is a non-convex function, which makes the optimization hard. Since (10) finds the threshold t such that the fraction of samples above this threshold amounts τ . This amounts to
where β is any positive scalar. This gives the idea to replace the counting function [·] by the surrogate function l(·) to arrive at the surrogate top τ -quantilē
As we will see later, the surrogate quantile (16) is a convex approximation of the non-convex quantile (10) . Then, we provide an alternative to Grill by replacing the true quantile by its surrogate counterpart and define propose problem
subject to t is the surrogate top τ -quantile: it solves (16) .
Note that Grill minimizes the convex combination of false-positives and false-negatives while (17) minimizes the false-negatives. The reason for this will be evident in Section 4.1 and amounts to preservation of convexity. Moreover, as will see later, problem (17) provides a good approximation to the Accuracy at the Top problem, it is easily solvable due to convexity and requires almost no tuning, we named it Pat&Mat (Precision At the Top & Mostly Automated Tuning).
TopMean
The main purpose of the surrogate quantile (16) is to provide a convex approximation of the non-convex quantile (10) . We propose another convex approximation based again on [17] . If we take the nτ largest scores z and compute their mean, we arrive at
There is a close connection between TopPushK and TopMean. The former provides stability to TopPush and thus, the threshold is computed from negative scores and k is small. On the other hand, the latter uses the threshold as an approximation of the quantile (10) and thus, the threshold is computed from all scores and k = nτ is large.
Methods optimizing the Neyman-Pearson criterion
Another category falling into the framework of (2) and (5) is the Neyman-Pearson problem which is closely related to hypothesis testing, where null H 0 and alternative H 1 hypotheses are given. Type I error occurs when H 0 is true but is rejected and type II error happens when H 0 is false but it fails to be rejected. The standard technique is to minimize Type II error while a bound for Type I error is given.
In the Neyman-Pearson problem, the null hypothesis H 0 states that a sample x has the negative label. Then Type I error corresponds to false-positives while Type II error to false-negatives. If the bound on Type I error equals τ , we may write this as
Then, we may write the Neyman-Pearson problem as minimize 1 n + fn(w, t) subject to t is Type I error at level τ : it solves (19) . (20) Since (20) differs from (13) only by counting only the false-positives in (19) instead of counting all positives in (10), we can derive its three approximations in exactly the same way as in Section 2.2. For this reason, we provide only their brief description.
Grill-NP
Replacing the true counts by their surrogates results in the Neyman-Pearson variant of the Grill method
subject to t is the Neyman-Pearson threshold: it solves (19) .
Pat&Mat-NP
Similarly as the surrogate quantile (16) is a convex approximation of the non-convex quantile (10), the surrogate Neyman-Pearson threshold
is a convex approximation of the non-convex Neyman-Pearson threshold (19) . Then, similarly to Pat&Mat, we write its Neyman-Pearson variant
subject to t is the surrogate Neyman-Pearson threshold: it solves (22) .
TopMean-NP
Finally, the Neyman-Pearson alternative to TopMean reads
We may see this problem in two different viewpoints. First, TopMean-NP provides a convex approximation of Grill-NP . Second, TopMean-NP has the same form as TopPushK . The only difference is that for TopMean-NP we have k = n − τ while for TopPushK the value of k is small. Thus, even though we started from two different problems, we arrived at two approximations which differ only in the value of one parameter. This shows a close relation of the ranking problem and the Neyman-Pearson problem and the need for a unified theory to handle these problems.
Example of a Degenerate Behavior
In the previous section, we presented multiple criteria and methods. In this section, we provide a simple example and show that the state of the art method TopPush degenerates for it. This example also provides a motivation for the extensive theoretical analysis in Section 4 which is summarized in Table 2 on page 10, To define this example, consider the case of n negative samples uniformly distributed in
and one negative sample at (2, 0), see Figure 1 (left). If n is large, the point at (2, 0) is an outlier and the dataset is perfectly separable. The separating hyperplane has the normal vector w = (1, 0). Since the methods for the Neyman-Pearson problem are similar to those for the Accuracy at the Top problem, we consider only the five methods described in Sections 2.1 and 2.2 with the hinge loss and no regularization. We provide only the results while postponing the precise computation into Appendix B.
Consider first solution w 1 = (0, 0). It is obvious that w 1 x = 0 for all x and thus for the threshold we have t = 0 for all methods with the exception of Pat&Mat where t = 1 β (1 − τ ). The objective then equals to f (w 1 ) = 1 + t for all method with the exception of Grill where we need to add the false-positives to obtain f (w 1 ) = 2.
Consider now solution w 2 = (1, 0). Since the TopPush method chooses the largest negative, it sets t = 2. TopPushK chooses the k th largest negative and sets t = 2 k . Grill selects the τ -top quantile, which for the uniform distribution on the interval [−1, 1] equals to t = 1 − 2τ . For the Pat&Mat method, it can be computed that for β ≤ τ we have t = 1 β (1 − τ ) and finally TopMean computes the average between the true quantile 1 − 2τ and the upper bound 1 and thus t = 1 − τ . The objective then equals to f (w 2 ) = 0.5 + t for all method with the exception of Grill where we have to add the false-positives to get f (w 2 ) = 0.
These results are summarized in Table 1 . We chose these two points because both are important: w 1 does not generate any separating hyperplane while w 2 is the normal vector to the optimal separating hyperplane. Since the dataset is perfectly separable by w 2 , we expect that w 2 provides a lower objective than w 1 . By shading the better objective in Table 1 by grey, we see that this did not happen for TopPush and TopMean. Table 1 : Comparison of methods on the very simple problem from Section 3. Two methods have the global minimum at w 1 = (0, 0) which does not determine any separating hyperplane. The perfect separating hyperplane is generated by w 2 = (1, 0).
It can be shown that w 1 = (0, 0) is even the global minimum for TopPush and TopMean. This raises the question of whether some tricks, such as early stopping or excluding a small ball around zero, cannot overcome this difficulty. The answer is negative as shown in Figure 1 (right). Here, we run the TopPush method from several starting points and it always converges to zero from one of the three possible directions; all of them far from the normal vector to the separating hyperplane. This shows the need for a formal analysis of the framework proposed in Section 2.
Theoretical Analysis of the Framework
In this section, we provide a theoretical analysis of the unified framework from Section 2. We focus mainly on the desirable property of convexity and the undesirable feature of having the global minimum at w = 0. Note that convexity makes solving the problem much easier while w = 0 does not generate a sensible solution. The results are summarized in Table 2 below. The proofs are postponed to Appendix A.
Convexity
Convexity is one of the most important properties in numerical optimization. It ensures that the optimization problem has neither stationary points nor local minima. All points of interest are global minima. Moreover, many optimization algorithms have guaranteed convergence or faster convergence rates in the convex setting [6] . This theorem allows us to reduce the analysis of the convexity of the methods described above just to the w → t function. Due to [17] , we know that the mean of the k highest values of a vector is a convex function. This immediately implies that TopPush, TopPushK , TopMean and TopMean-NP are convex problems. The convexity of Pat&Mat and Pat&Mat-NP follows from the theory of convex function summarized in Lemma A.2 in the Appendix. At the same time, Grill and Grill-NP are not convex problems. However, they are at least continuous which we prove in Lemma A.3.
Robustness and Global minimum at zero
The convexity derived in the previous section guarantees that there are no local minima. However, as we have shown in Section 3, it may happen that the global minimum is at w = 0. This is a highly undesirable situation since w is the normal vector to the separating hyperplane and the zero vector provides no information. In this section, we analyze when this situation happens. Recall that the threshold t depends on the weights w; sometimes we stress this by writing t(w).
The first result states that if the threshold t(w) is above a certain value, then zero has a better objective that w. If this happens for all w, then zero is the global minimum. Fix any w and denote the corresponding threshold t(w). If we have
We can use this result immediately to deduce that some methods may have the global minimum at w = 0. More specifically, TopPush fails if there are outliers (and TopPushK fails if there are many outliers) and TopMean fails whenever there are many positive samples. The proof of Theorem 4.2 employs the fact that all methods in the theorem statement have only false-negatives in the objective. If w 1 = 0, then w 1 x = 0 for all samples x, the threshold equals to t = 0 and the objective equals to one. If the threshold is large for some w, many positives are below the threshold and the false-negatives have the average surrogate value larger than one. In such a case, w = 0 becomes the global minimum.
There are two fixes to this situation. The first one is to include false-positives in the objective. The second one is to move the threshold from zero even when all scores w x equal to zero. The first approach was taken by Grill and Grill-NP and necessarily results in the loss of convexity. The other approach was taken by our methods Pat&Mat and Pat&Mat-NP . It keeps the convexity and, as we derive in the next result, the global minimum is away from zero. Theorem 4.5. Consider the Pat&Mat or Pat&Mat-NP method with the hinge surrogate and no regularization. Assume that for some w we have
Then there exists scaling parameter β 0 from (15) such that for all β ∈ (0, β 0 ) we have f (w) < f (0).
We would like to compare the results of Theorems 4.2 and 4.5. The former states that if the average score w x − for a small number of largest negative samples is larger than the average score w x + for all positive samples, then the corresponding method fails. We show in Lemma A.4 in the Appendix that this number equals to 1 for TopPush, to k for TopPushK and to n − τ for TopMean-NP . On the other hand, Theorem 4.5 states that if the average score w x + for all positive samples is larger than the average score w x − for all negative samples, then Pat&Mat and Pat&Mat-NP do not have problems with zero. Note that since we push positives to the top, for a good classifier w x + should be higher than w x − .
Threshold comparison
Theorem 4.2 and the last paragraph of Section 4.2 show that the larger the threshold t for a method, the more inclined it is to have the global minimum at w = 0. This gives rise to the necessity to compare the threshold values.
The threshold is computed from scores z = w x. Since the threshold for TopPush, TopPushK and TopMean-NP is the average of 1, k and n − τ , respectively, of largest scores corresponding to negative samples, and since k n − τ the threshold for TopPush is greater than the one for TopPushK which is in turn greater than the one for TopMean-NP . Moreover, the threshold for Pat&Mat is greater than the threshold for TopMean due to Lemma A.5 which in turn is greater than the threshold for Grill due to its definition. This holds true for their Neyman-Pearson counterparts as well. For good classifiers, the thresholds for the Neyman-Pearson methods from Section 2.3 are smaller than their Accuracy at the Top counterparts from Section 2.2; for a precise formulation see Lemma A.6.
Method comparison
We provide a visualization of the obtained results in Table 2 and Figure 2 . Table 2 gives the basic characterization of the methods such as their definition label, their source, the criterion they approximate, the hyperparameters, whether the method is convex and whether it has problems with w = 0 based on Theorem 4.2. Table 2 : Summary of the methods from Section 2. The table shows their definition label, the source or the source they are based on, the criterion they approximate, the hyperparameters, whether the method is convex and whether the method is robust (in the sense of having problems with w = 0).
Name Source Definition Criterion Hyperpars Convex Robust
TopPush [19] A similar comparison is performed in Figure 2 . Methods in white and light grey are convex while methods in dark grey are non-convex. 2 Based on Theorem 4.2, four methods in light grey are vulnerable to have the global minimum at w = 0. This theorem states that the higher the threshold, the more vulnerable the method is. This dependence is depicted by the full arrows. If it points from one method to another, the latter one has a smaller threshold and thus is less vulnerable to this undesired global minima. The dotted arrows indicate that this holds true usually but not always. This complies with Corollaries 4.3 and 4.4 which state that TopPush and TopMean are most vulnerable.
Numerical Considerations
So far, we have performed a theoretical analysis of the presented methods. In this section, we present some numerical considerations as well.
Gradient computation and Variable reduction
The decision variables in (5) are the normal vector of the separating hyperplane w and the threshold t. To apply an efficient optimization method, we need to compute gradients. The simplest idea is to perform the gradient only with respect to w and then recompute t. This was followed in [12] .
However, there is a more sophisticated way based on the implicit function theorem. For each w, the threshold t can be computed uniquely. We stress this dependence by writing t(w) instead of t. By doing so, we effectively remove the threshold t from the decision variables and w remains the only decision variable. Note that the convexity is preserved. Then we can compute the derivative via the chain rule
The only remaining part is the computation of ∇t(w). We show an efficient computation in Appendix C.
Stochastic gradient descent
From the objective and gradient evaluation in (27), it is evident that we need to evaluate w x + for all x + ∈ X + . At the same time, to compute the threshold, all methods require to evaluate w x − for all x − ∈ X − . Thus, at every iteration, we need to evaluate w x for all samples x. Even though some heuristics are possible, we decided to employ the standard technique of stochastic gradient descent where the dataset is randomly divided into several minibatches and the threshold t, objective f (w) and its gradient ∇f (w) are updated only on the current minibatch.
Performance criteria
In Section 2, we described three classes of methods, each optimizing a different criterion. Utilizing the "Criterion" column in Table 2 , we summarize these three criteria in Table 3 . We recall that the precision and recall are for a threshold t defined by
We will show the Precision-Recall (PR) and the Precision-τ (Pτ ) curves. The former is a wellaccepted visualization for highly unbalanced data [8] while the latter better reflects that the methods concentrate only on the top of the scores. 
Implementational details and Hyperparameter choice
We recall that all methods fall into the framework of either (2) or (5) . Since the threshold t depends on the weights w, we can consider the decision variable to be only w. Then to apply a method, we implemented the following iterative procedure. At iteration j, we have the weights w j to which we compute the threshold t j = t(w j ). Then according to (27) we compute the gradient of the objective and apply the ADAM descent scheme [16] . All methods were run for 1000 iterations. Moreover, for large datasets, we replaced the standard gradient descent by its stochastic counterpart [4] where the threshold t j and the gradient are computed only on a part of the dataset called a minibatch. All methods used the hinge surrogate (3). We run the methods for the following hyperparameters (29)
For TopPushK , Pat&Mat and Pat&Mat-NP we fixed λ = 0.001 to have six hyperparameters for all methods. For all datasets, we choose the hyperparameter which minimized the corresponding criterion from Table 2 on the validation set. The results are computed on the testing set which was not used during training the methods. Note that TopPush was originally implemented in the dual. However, to allow for the same framework and for the stochastic gradient descent, we implemented it in the primal. These two approaches are, at least theoretically, equivalent. For Grill and Grill-NP we stick to the original paper and apply the projection of weights w onto the l 2 -unit ball after each gradient step. This is not advised for other methods as convexity would be lost.
Dataset description
For the numerical results, we considered nine datasets summarized in Table 4 . Five of them are standard and can be downloaded from the UCI repository. Datasets Ionosphere [24] and Spambase are small, Hepmass [3] contains a large number of samples while Gisette [13] contains a large number of features. To make the dataset more difficult, we created Hepmass 10% dataset which is a random subset of the Hepmass dataset and reduces the fraction of positive samples from 50% to 10%.
Besides these datasets, we also considered two real-world datasets CTA and NetFlow obtained from existing network intrusion detection systems. Following [12] , we considered both their vanilla variant and artificially introduced noise MLT by removing positive samples from the training sets but keeping them in the testing set. This simulates the situation that analysts failed to identify some malware. This makes the dataset difficult since the basic assumption of training and testing set having the same distribution is violated. More description about these datasets can be found in Appendix D. 
Numerical experiments
In this section, we present the numerical results. Note that all results are computed on the testing set which was not available during training. We run the algorithms from w 0 = 0 and from a randomly generated point in the interval [−1, 1]. Since the former showed a better performance in 58.7% cases, we show only the results starting from zero. In Figure 3 we present the Pτ curves which show the precision at the top τ -quantile. They are equivalent to the well-known PR curves. Each row corresponds to one dataset (NetFlow top, Gisette middle and Hepmass bottom row), the left column shows the whole τ ∈ [0, 1] while the right one is its zoomed version to τ ∈ [0, 0.01]. We show the TopPushK , Pat&Mat, Pat&Mat-NP and TopMean-NP methods which, as we will see later, perform the best. Note that the right column is more important as all these method focus on maximizing the accuracy only on the top of the dataset, which precisely corresponds to small values of τ . The Pat&Mat and Pat&Mat-NP methods perform the best on larger quantiles. TopPushK performs reasonably well for large quantiles while its performance increases with decreasing τ . In most cases, the precision is 1 when τ is sufficiently small.
Having shown a good performance of the methods, we focus on their comparison. Since all methods optimize one of the criteria from Table 3 , we base the comparison on these criteria. First, we consider 14 methods (we count different values of τ as a different method) as depicted in Table 5 . Note that TopPushK for k = 1 reduces to the classical TopPush. For each dataset and each method, we evaluated criteria from Table 3 . For each dataset and criterion, we computed the rank of all methods and averaged them with respect to all datasets. Rank 1 refers to the best performance for given criteria while rank 14 is the worst. Since criteria are in columns, the comparison among methods is column-wise. The best method is depicted in dark grey and comparable methods (at most one rank away) are depicted in light grey. From these tables, we make several observations:
• TopPushK performs better than TopPush. We relate this to the greater stability given by considering k largest negatives in TopPushK instead of 1 in TopPush. This may have alleviated the problems with w = 0 as suggested in Theorem 4.2.
• Neither Grill nor Grill-NP perform well. We believe that this is due to the lack of convexity as indicated in Theorem 4.1 and the discussion thereafter.
• TopMean does not perform well either. Since the thresholds τ are small, then w = 0 is the global minimum as proved in Corollary 4.4.
• TopPush and TopPushK methods work better on the Positives@Top criterion. This complies with the theory as these methods were designed for this criterion.
• Pat&Mat, Pat&Mat-NP and TopMean-NP methods work better on the Positives@Quantile and Positives@NP criterion. This complies with the theory as these methods were designed for one of these criteria.
In Table 6 we investigate the impact of w = 0 as a potential global minimum. Each method was optimized for six different values of hyperparameters. The table depicts the condition under which the final value has a lower objective that w = 0. Thus, means that it is always better while means that the algorithm made no progress from the starting point w = 0. The latter case implies that w = 0 seems to be the global minimum. We make the following observations:
• TopPushK has a lower number of successes than Pat&Mat-NP which corresponds to Figure  2 showing that the latter method has a lower threshold.
• Similarly, Figure 2 states that the methods from Section 2.2 has a higher threshold than their Neyman-Pearson variants from Section 2.3. This is documented in the table as the latter have a higher number of successes.
• Pat&Mat and Pat&Mat-NP are the only methods which succeeded at every dataset for some hyperparameter. Moreover, for each dataset, there was some β 0 such that these methods were successful if and only if β ∈ (0, β 0 ). This is in agreement with Theorem 4.5. The only exception was Spambase which we attribute to numerical errors.
• TopMean fails everywhere which agrees with Corollary 4.4. The only exception is the case of τ = 3% and CTA which has only 2.1% positive samples. This again agrees with Corollary 4.4. Table 6 : Necessary hyperparameter choice for the solution to have a better objective than zero. means that the solution was better than zero for all hyperparameters while means that it was worse for all hyperparameters. Ionosphere Spambase Gisette Hepmass CTA NetFlow
The final Table 7 depicts the time needed for one iteration in milliseconds. We show four selected representative methods. Note that the time is relatively stable and even for most of the datasets it is below one millisecond. Thus, the whole optimization for one hyperparameter (without loading and evaluation) can be usually performed within one second. 
Conclusion
In this paper we achieved the following results:
• We presented a unified framework for the three criteria from Section 2.
• We showed which known methods (TopPush, Grill) fall into our framework and derived both completely new methods (Pat&Mat, Pat&Mat-NP, TopMean) and modifications of known methods (TopPushK, Grill-NP, TopMean-NP).
• We performed a theoretical analysis of the methods. We showed that both known methods suffer from certain disadvantages. While TopPush is sensitive to outliers, Grill is non-convex.
• We performed a numerical comparison where we showed a good and fast performance. The methods converge within seconds on datasets with 5 million training samples.
• The extensive theoretical analysis is supported by the numerical analysis.
Based on the results, we recommend using TopPushK or TopMean-NP for extremely small τ . For larger τ , we recommend using Pat&Mat or Pat&Mat-NP as they are convex and do not suffer from problems at w = 0.
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A Additional results and proofs
Here, we provide additional results and proofs of results mentioned in the main body. For convenience, we repeat the result statements.
A.1 Equivalence of (11), (12) and (13) To show this equivalence, we will start with an auxiliary lemma.
Lemma A.1. Denote by t the exact quantile from (10) . Then for all α ∈ [0, 1] we have
where q := #{x ∈ X | w x = t}.
Proof. By the definition of the quantile we have tp(w, t) + fp(w, t) = nτ + q − 1.
This implies fp(w, t) = nτ + q − 1 − tp(w, t) = nτ + q − 1 − n + + fn(w, t).
From this relation we deduce
which is precisely the lemma statement.
The right-hand side of (30) consists of three parts. The first one is a convex combination of false-positives and false-negatives and the second one is a constant term which has no impact on optimization. Finally, the third term (1 − α)(q − 1) equals the number of samples for which their classifier equals the quantile. However, this term is small in comparison with the true-positives and the false-negatives and can be neglected. Moreover, when the data are "truly" random such as when measurement errors are present, then q = 1 and this term vanishes completely. This gives the (almost) equivalence of (11), (12) and (13) . Proof. Due to the definition of the surrogate counts (4), the objective of (5) equals to
A.2 Results related to convexity and continuity
Here we write t(w) to stress the dependence of t on w. Since w → t(w) is a convex function, we also have that w → t(w) − w x is a convex function. From its definition, the surrogate function l is convex and non-decreasing. Since a composition of a convex function with a non-decreasing convex function is a convex function, this finishes the proof. Proof. We will show this result only for the function w →t Q (w). For the second function, it can be shown in a identical way. This former function is defined via the implicit equation
Since l is convex, we immediately obtain that g is jointly convex in both variables.
To show the convexity, consider w 1 , w 2 and the corresponding t 1 =t Q (w 1 ), t 2 =t Q (w 2 ). Note that this implies g(w 1 , t 1 ) = g(w 2 , t 2 ) = 0. Then for any λ ∈ [0, 1] we have
where the inequality follows from the convexity of g and the equality from g(w 1 , t 1 ) = g(w 2 , t 2 ) = 0. From the definition of the surrogate quantile we have
Since g is non-increasing in the second variable, from (31) and (32) we deducē
which implies that function w →t Q (w) is convex.
Lemma A.3. Functions w → t Q (w) defined in (10) and w → t NP (w) defined in (19) are Lipschitz continuous.
Proof. The quantile t Q (w) equals to one or more scores z = w x. This implies that function w → t Q (w) is piecewise linear which implies that it is Lipschitz continuous.
A.3 Results related to the global minima at zero
Theorem 4.2 (page 9) Consider any of these methods: TopPush, TopPushK, TopMean or TopMean-NP. Fix any w and denote the corresponding threshold t. If we have
Proof. First note that due to l(0) = 1 and the convexity of l we have l(z) ≥ 1 + cz, where c equals to the derivative of l at 0. Then we have
where the last inequality follows from (33). Now we realize that for any method from the statement, the corresponding threshold for w = 0 equals to t = 0, and thus f (0) = 1. But then f (0) ≤ f (w), which finishes the proof.
Theorem 4.5 (page 10) Consider the Pat&Mat or Pat&Mat-NP method with the hinge surrogate and no regularization. Assume that for some w we have
where the last inequality follows from the definition of β. Then for the objective we have
where we used (37) and (35) and the results for w = 0 from Section 3. Thus, we finished the proof for Pat&Mat. The proof for Pat&Mat-NP can be performed in a identical way by replacing in the definition ofz the mean with respect to all samples by the mean with respect to all negative samples.
Proof. Since z + and z − are computed on disjunctive indices, we have
Since z [nτ ] is the threshold for the Grill method and z − [n − τ ] is the threshold for the Grill-NP method, the first statement follows. The second part can be shown in a similar way.
Since the goal of the presented methods is to push z + above z − , we may expect that the conditions in Lemma A.6 hold true.
B Computation for Section 3
Here, we derive the results presented in Section 3 more properly. We recall that we have n negative samples randomly distributed in [−1, 0] × [−1, 1], n positive samples randomly distributed in [0, 1] × [−1, 1] and one negative sample at (2, 0). We assume that n is large and the outlier may be ignored for the computation of thresholds which require a large number of points.
For w 1 = (0, 0), the computation is rather clear. The threshold is obviously zero for all methods with the exception of Pat&Mat, where we compute
This finishes the computation for w 1 . 
and thus again t = 1 β (1 − τ ). Note that
and if β ≤ τ , then we may indeed ignore the max operator in (38). For the objective, for t ≥ 0 we have 1 n + fn(w 2 , t) ≈ (1 + t − z)dz = 0.5 + t.
C Computation of Derivatives
To apply the gradient descent method, we need to compute the derivatives. The general scheme was provided in (27). It remains to compute only ∇t(w), which we show here for TopPushK and Pat&Mat. For other methods, it can be performed in a similar manner. For TopPushK , we recall that the threshold t equals to the mean of k largest scores w x for all negative samples x ∈ X − . The locally, this is a linear function for which it is simple to compute derivatives. To prevent unnecessary computations for (27), we summarize the computations in For the Pat&Mat method, the computation is slightly more difficult. The threshold t is defined through equation 1 n x∈X l(β(w x − t(w))) = τ.
Differentiating this equation with respect to w results in x∈X l (β(w x − t(w)))(x − ∇t(w)) = 0, and thus ∇t(w) = x∈X l (β(w x − t(w)))x x∈X l (β(w x − t(w)))
.
Similarly to the previous case, we present the efficient computation of (27) in Algorithm C.2.
Algorithm C.2 Efficient computation of (27) for Pat&Mat.
1: Compute the scores z i = w x i for all indices i ∈ I + ∪ I − 2: Solve the equation i∈I + ∪I − l(β(z i − t)) = nτ for the threshold t 3: Compute the threshold derivative ∇t = i∈I + ∪I − l (β(zi−t))xi i∈I + ∪I − l (β(zi−t)) 4: Compute the derivative as 1 n+ i∈I+ l (t − z i )(∇t − x i ) + λw.
D Description of CTA and NetFlow datasets
Suspicious network traffic is identified by a set of anomaly detection algorithms (detectors). Since these detectors differ from each, a common idea of ensemble learning is to (linearly) combine their results to obtain a better classifier. However, this is a non-trivial task as reported by [12] . The presented methods are suitable for this task as only a small fraction of the traffic is passed to a human for manual evaluation. We considered two real-world sources. The first one, further called CTA, was created by the Cisco's Cognitive Threat Analytics engine [7] which analyzes HTTP proxy logs (typically produced by proxy servers located on a network perimeter). The second one, further called NetFlow, was collected by the NetFlow anomaly detection engine [21, 11] which processes NetFlow [2] records exported by routers and other network traffic shaping devices. For both sources, the overall goal is to detect infected computers on the internal network and attacks on them. A more precise description of the used datasets and the data generating and labelling process is in [12] .
All samples were manually labelled by experienced Cisco analysts. Therefore it is safe to assume that samples labelled as malicious are indeed malicious. However, it may happen that some samples labelled as legitimate can be actually malicious, which typically happens due to the new type of attack (malware) with a different behaviour from what has been seen in the past. To study classifier robustness to this type of errors, we follow the experimental protocol of [12] and besides the original dataset, we inject artificial noise MLT which corresponds to the situation where security analysts have failed to identify 50% of attack types and partially mislabelled the other 50% attack types. Thus, some positive samples are either missing or have a wrong (negative) label in the training and validation set. However, they are present in the testing set.
