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As more and more electronic clinical information is becoming easier to access for secondary uses such as
clinical research, approaches that enable faster and more collaborative research while protecting patient
privacy and conﬁdentiality are becoming more important. Clinical text de-identiﬁcation offers such
advantages but is typically a tedious manual process. Automated Natural Language Processing (NLP)
methods can alleviate this process, but their impact on subsequent uses of the automatically de-
identiﬁed clinical narratives has only barely been investigated.
In the context of a larger project to develop and investigate automated text de-identiﬁcation for
Veterans Health Administration (VHA) clinical notes, we studied the impact of automated text
de-identiﬁcation on clinical information in a stepwise manner. Our approach started with a high-level
assessment of clinical notes informativeness and formatting, and ended with a detailed study of the over-
lap of select clinical information types and Protected Health Information (PHI). To investigate the infor-
mativeness (i.e., document type information, select clinical data types, and interpretation or conclusion)
of VHA clinical notes, we used ﬁve different existing text de-identiﬁcation systems. The informativeness
was only minimally altered by these systems while formatting was only modiﬁed by one system. To
examine the impact of de-identiﬁcation on clinical information extraction, we compared counts of
SNOMED-CT concepts found by an open source information extraction application in the original (i.e.,
not de-identiﬁed) version of a corpus of VHA clinical notes, and in the same corpus after de-identiﬁcation.
Only about 1.2–3% less SNOMED-CT concepts were found in de-identiﬁed versions of our corpus, and
many of these concepts were PHI that was erroneously identiﬁed as clinical information. To study this
impact in more details and assess how generalizable our ﬁndings were, we examined the overlap
between select clinical information annotated in the 2010 i2b2 NLP challenge corpus and automatic
PHI annotations from our best-of-breed VHA clinical text de-identiﬁcation system (nicknamed ‘BoB’).
Overall, only 0.81% of the clinical information exactly overlapped with PHI, and 1.78% partly overlapped.
We conclude that automated text de-identiﬁcation’s impact on clinical information is small, but not
negligible, and that improved clinical acronyms and eponyms disambiguation could signiﬁcantly reduce
this impact.
 2014 Elsevier Inc. All rights reserved.1. Introduction
As Electronic Health Records (EHR) are being deployed through-
out the U.S. healthcare system, more and more electronic clinicalinformation is becoming easier to access for secondary uses such
as clinical research. This evolution offers tremendous potentials,
but also equally growing concern for patient conﬁdentiality and
privacy breaches. Secondary uses of clinical information for
research purposes require patient informed consent, a requirement
often difﬁcult to fulﬁll, especially with research involving larger
patient populations. This patient informed consent requirement
can be waived if the patient EHR content is de-identiﬁed, as
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ﬁcation are proposed: the ‘‘Safe Harbor’’ method, requiring
removal of Protected Health Information (PHI), or the statistical
method. Both methods typically involve signiﬁcant human
resources to manually examine EHR content and de-identify it.
The former (i.e., ‘‘Safe Harbor’’ method) can also be applied auto-
matically on clinical narrative text, using Natural Language Pro-
cessing (NLP) methods, and therefore allowing for faster and
cheaper de-identiﬁcation of clinical text [2]. NLP methods have
been shown to allow for high accuracy, [3–5] but they could also
erroneously categorize clinical information as PHI, or introduce
new misleading information when replacing the detected PHI with
other information. These issues are also shared with manual
de-identiﬁcation approaches, and could imply reducing the infor-
mation content of clinical notes, and the accuracy of subsequent
automated processes such as information extraction.
The Veterans Healthcare Administration Consortium for Health-
care Informatics Research (CHIR) is a multi-disciplinary group of
collaborating investigators afﬁliated with VHA sites across the
U.S. The objectives of the CHIR are to improve the health of veter-
ans through foundational and applied informatics research,
advancing the effective use of unstructured text and other types
of clinical data in the EHR. Building methods and tools that can
be used to automatically de-identify VHA clinical documents is of
paramount importance in the development of this initiative. In
the context of the CHIR, the de-identiﬁcation project focused on
investigating the current state of the art of automatic clinical text
de-identiﬁcation [2], on developing a best-of-breed de-identiﬁca-
tion application for VHA clinical documents [3], and on evaluating
its impact on subsequent text analysis tasks and the risk for re-
identiﬁcation of this text.
This paper presents our effort to study the impact approaches
for preserving patient privacy, speciﬁcally automated clinical text
de-identiﬁcation, can have on clinical text informativeness, and
on subsequent uses of clinical text such as information extraction.2. Background
In the United States, current regulations require patient in-
formed consent when using clinical information for research pur-
poses, but this requirement can be waived if the information is
de-identiﬁed, or if patient consent is not possible (e.g., data mining
of retrospective records). For clinical data to be considered de-
identiﬁed, the ‘‘Safe Harbor’’ method deﬁned in the Health Insur-
ance Portability and Accountability Act (HIPAA; codiﬁed as 45
CFR §160 and 164) requires 18 categories of Protected Health Infor-
mation to be removed [6]. These categories include names, dates
(except the year), addresses, telephone and fax numbers, e-mail
addresses, social security numbers, other personal identiﬁers, etc.
Several text de-identiﬁcation applications have been developed
previously, starting with Sweeny’s Scrub system [7]. These applica-
tions target a variable selection of PHI, ranging from patient names
only [8], to all PHI categories deﬁned in the Safe Harbor method, or
even everything that was not recognized as clinical information
[9]. Most applications focused on only one or two speciﬁc clinical
document types, such as pathology reports and discharge summa-
ries, and only few systems were evaluated with a more heteroge-
neous document corpus [7,8,10]. Existing text de-identiﬁcation
applications are mostly based on two different groups of method-
ologies: pattern matching and machine learning. Many applica-
tions combine both approaches for different types of PHI, but the
majority uses no machine learning and relies only on pattern
matching, rules, and dictionaries. These resources are typically
manually crafted, at the cost of months of work by experienced do-
main experts, and with limited generalizability. An advantage ofthese methods is that they require little or no annotated training
data, and can be easily and quickly modiﬁed to improve perfor-
mance by adding rules, dictionary terms, or regular expressions.
Most recent applications tend to be based more on machine learn-
ing methods. A large corpus of annotated text is required to train
these machine learning algorithms, a resource that also requires
signiﬁcant work by domain experts, even if text annotation is often
considered to be easier than knowledge engineering. Annotated
corpora can also be shared, such as during the i2b2 de-identiﬁca-
tion challenge [11]. This challenge allowed for several text de-iden-
tiﬁcation systems development and methods evaluation. A
detailed review of earlier research in this domain was published
in 2010 [2]. A noteworthy more recent system is the MITRE Iden-
tiﬁcation Scrubber Toolkit (MIST [4]), based on machine learning
algorithms and offering a user interface easing the system local
adaptation.
We evaluated a selection of these existing systems in the con-
text of our CHIR de-identiﬁcation project [12], and this study dem-
onstrated an important need for customization to PHI formats
speciﬁc to VHA documents. It also provided us with detailed in-
sight about the best performing methods and resources for each
category of PHI. This knowledge guided our development of a
‘‘best-of-breed’’ (hence the nickname ‘BoB’) text de-identiﬁcation
system for VHA clinical documents, a system we evaluated with
different corpora, and a system that reached excellent performance
for VHA clinical documents de-identiﬁcation [3].
As already mentioned, there is a risk that text de-identiﬁcation
has an adverse effect on subsequent uses of the text like informa-
tion extraction, but this risk has barely been investigated. To our
knowledge, only one published study investigated this risk, and
only for medication names [5]. In that study, two different systems
were used to automatically de-identify 3503 clinical notes from
the Cincinnati Children’s Hospital Medical Center: MIST [4], and
a locally developed system based on similar methods. An auto-
mated information extraction system [13] was used to extract
medication names from these notes, before and after de-identiﬁca-
tion. No signiﬁcant differences in medication names extraction
performance were observed.
The impact of text de-identiﬁcation on the information content
of clinical documents, and on the degree to which the document’s
key clinical data and the overall meaning and understanding of the
document were retained, has not been reported in scientiﬁc
publications.
3. Methods
Our study of the impact of automatic text de-identiﬁcation on
clinical notes information content was based on a stepwise ap-
proach, starting with a high-level analysis of the impact on clinical
note interpretability and formatting, and ending with a detailed
analysis of the impact on speciﬁc clinical information types
(Fig. 1). Each step was driven by a research question, and consisted
in one of the studies described below.
The experiments presented here were based on two different
corpora of clinical notes: the 2010 i2b2 NLP challenge corpus
([14] brieﬂy presented below in Section 3.3.1), and a corpus of
VHA clinical notes. The latter was a subset of a reference standard
that consisted of 800 manually de-identiﬁed clinical documents.
These documents were selected using a stratiﬁed random sampling
approach of the 100 most frequent clinical note types available in a
large VHA research database. More details are available in [3].
Each document was annotated by two reviewers, with disagree-
ments adjudicated by a third reviewer. A fourth and ﬁnal reviewer
examined any ambiguous or adjudicated cases the third reviewer
marked as needing further clariﬁcation. These tasks used annota-
tion guidelines and schemata based on the 18 PHI classes deﬁned
Fig. 1. Stepwise approach research questions and related studies.
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ﬁned in this regulation, we adopted a more conservative approach
and included annotation classes for organizations (Other Organiza-
tion Names), mentions of health care facilities (Healthcare Unit
Name), information speciﬁc to armed forces (Deployment), all
states, counties and countries, and all date annotations including
the year. It was our interpretation that these types of information
could be considered under the 18th PHI category described by HI-
PAA as ‘‘any other unique identifying number, characteristic, or
code’’. Our reference standard was further enriched with annota-
tions of clinical eponyms, (i.e., clinical information bearing person
or location names). All annotation tasks were accomplished with
Knowtator [15], an open source annotation tool.3.1. De-identiﬁcation impact on clinical note interpretability and
formatting
After the evaluation of the methods and resources used by a
selection of existing text de-identiﬁcation systems with our
VHA corpus [12], we examined a subset of these documents, as
automatically de-identiﬁed by ﬁve selected systems (listed be-
low). We selected a random subset of 50 documents that were
manually annotated to identify PHI and clinical eponyms, as ex-
plained above. This 50-document set contained 1205 PHI annota-
tions and was also manually annotated for report types, and
conclusions or interpretations. Clinical eponyms consist of men-
tions of diseases, procedures, devices, or anatomy that contain
proper names of persons or locations. Examples include Alzhei-
mer’s disease, Nissen’s fundoplication, Swan-Ganz catheter, or
Achilles tendon. Report type is deﬁned as an explicit statement
in the report such as ‘‘Discharge Summary’’. We deﬁne conclusion
or interpretation as a summary or ﬁnal interpretation of either
the ﬁndings or the overall impression of the report. These are typ-
ically in the form of a single sentence or paragraph. Five freely
available text de-identiﬁcation systems were used in our evalua-
tion: (1) Medical De-identiﬁcation System (MeDS [16]), (2) HMS
Scrubber (HMS [17]), (3) Health Information DE-identiﬁcation
(HIDE [18]{Gardner:2010vj}), (4) MITRE Identiﬁcation Scrubber
Toolkit (MIST [4]), and (5) the MIT System (MIT [19]). Systems
1, 2 and 5 are rule-based systems while the others are mostly
machine learning based.
We performed the following evaluations to assess the readabil-
ity and the degree to which pertinent clinical data was retained in
the automatically de-identiﬁed reports.3.1.1. Report interpretability assessment
To indirectly assess informativeness of de-identiﬁed docu-
ments, we deﬁned the ‘‘interpretability score’’ (IS) for each text
de-identiﬁcation system. The IS consists in a three point scoring
system:
IS1: signiﬁcant clinical data retained (1 = yes, 0.5 = partial,
0 = no).
IS2: type of report retained (1 = yes, 0.5 = partial, 0 = no).
IS3: conclusion or interpretation retained (1 = yes, 0.5 = partial,
0 = no).
To calculate the IS for each system, we manually reviewed all
50 de-identiﬁed reports in our sub-corpus, and compared them to
their original version (i.e., not de-identiﬁed). An IS score was cal-
culated for every system and for every report. For IS1, we gave
the system a 1 when all signiﬁcant clinical data was retained, a
0.5 when only a portion of the signiﬁcant clinical data was re-
tained, and a 0 when no signiﬁcant clinical data was retained.
We used the same method for IS2 and IS3, and added each doc-
ument score to obtain the system score. For each component of
the IS, a score of 50 was the maximum score, and the maximum
total IS score that could be obtained for each system was 150. For
this evaluation, all three criteria (IS1, IS2, IS3) are weighted
equally and we consider them to be generally equivalent in
importance. We acknowledge that, depending on what clinical
data related to each criteria was deleted, the three criteria may
not always be equal (in terms of clinical relevance) in every in-
stance. However in an effort to keep the scoring scheme consis-
tent, easily interpretable, and as free from human judgment as
possible, we chose this scoring system and accept some slight
degree of over-generalization.3.1.2. Report formatting alterations assessment
We performed another evaluation where we assessed the de-
gree to which the original report formatting was retained in the
de-identiﬁed reports. Report formatting consists of syntactic fea-
tures such as word capitalization, line spacing and indentation,
punctuation, paragraph breaks and line numbering. For this assess-
ment, we manually reviewed and compared the original report to
the de-identiﬁed report for each system and determined whether
there were differences in the syntactic features detailed above. This
evaluation was qualitative and descriptive only and detailed statis-
tics on formatting alterations were not recorded.
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To extend our evaluation of the impact of text de-identiﬁcation
on subsequent information extraction from VHA clinical docu-
ments, we used an indirect approach to assess how much clinical
information was affected. We compared the output of an open
source clinical information extraction application (cTAKES [20])
extracting all SNOMED-CT concepts. We used cTAKES to extract
these clinical concepts from our VHA corpus de-identiﬁed with
various methods and approaches to hide PHI.
We started by creating seven different versions of a random
subset of 300 documents from our VHA corpus. One version
was not de-identiﬁed, and the other six versions were de-identi-
ﬁed with two different methods for PHI false positives ﬁltering in
BoB, our ‘‘best-of-breed’’ text de-identiﬁcation system (see
details in [3]), and with three different approaches to hide PHI:
resynthesized PHI (i.e., replaced with realistic surrogates, like
replacing ‘‘J. Smith’’ with ‘‘P. Herbert’’), a general ‘PHI’ tag for
all PHI found in the notes (e.g., replacing ‘‘J. Smith’’ with
<PHI>), and tags that also indicate the category of PHI (e.g.,
replacing ‘‘J. Smith’’ with <PHI-Name>). These corpus versions
were as follows:
(1) Original corpus (not de-identiﬁed).
(2) De-identiﬁed using four binary SVM ﬁlters and resynthe-
sized PHI.
(3) De-identiﬁed using four binary SVM ﬁlters and a general
‘PHI’ tag.
(4) De-identiﬁed using four binary SVM ﬁlters and PHI tags that
included categories.
(5) De-identiﬁed using one multiclass SVM ﬁlter and resynthe-
sized PHI.
(6) De-identiﬁed using one multiclass SVM ﬁlter and a general
‘PHI’ tag.
(7) De-identiﬁed using one multiclass SVM ﬁlter and PHI tags
that included categories.
We used cTAKES (version 3.0.0, AggregatePlaintextUMLS-
Processor analysis engine) with its default conﬁguration, limited
to the SNOMED-CT dictionary, and ran it with the seven different
versions of our corpus. We then performed a pair-wise comparison
of our original corpus and each de-identiﬁed version of our corpus,
counting all SNOMED-CT concepts extracted from each document
in the corpus.
We started with a calculation of the proportion of count dif-
ference for each concept between the original and each de-iden-
tiﬁed version of our corpus (count difference divided by count in
original version), and averaged it across all concepts. For statisti-
cal analysis, we used a null hypothesis that stated there was no
concept count proportion difference between the original and a
de-identiﬁed version of our corpus, a level of signiﬁcance of
0.05, and two different methods: a paired Student’s t-test (2-
tailed) to compare corpus versions overall, and a log-likelihood
ratio comparison method [21] to compare concepts in each cor-
pus version. We used the Bonferroni correction for multiple
comparisons.
The log-likelihood ratio method was originally developed to
compare word frequencies between different corpora, and we
adapted it for concept frequencies. We started by calculating the
expected count Ei of each concept in each corpus under a model
of homogeneity for frequencies. Comparing each de-identiﬁed ver-
sion of the corpus with the original corpus, we have two expected
counts E1 and E2 (Eq. (1); a = count of concept in de-identiﬁed cor-
pus, b = count of concept in original corpus, c = count of all con-
cepts in de-identiﬁed corpus, d = count of all concepts in original
corpus).Expected count E1 ¼ cðaþ bÞ=ðc þ dÞ
E2 ¼ dðaþ bÞ=ðc þ dÞ ð1Þ
The log-likelihood value LL is then calculated for each concept
in each de-identiﬁed version of our corpus, as speciﬁed in Eq. (2)
(and ignoring null values).
Log-likelihood value LL ¼ 2½ða  lnða=E1ÞÞ þ ðb  lnðb=E2ÞÞ ð2Þ3.3. Impact of de-identiﬁcation on speciﬁc clinical information types
To assess how generalizable our ﬁndings with our VHA corpus
were, and examine the impact of de-identiﬁcation in more details,
we used the 2010 i2b2 NLP challenge corpus as well as our VHA
corpus.
3.3.1. Impact on problems, tests, and treatments
The 2010 i2b2 challenge corpus is available upon a Data Use
Agreement for research purposes, which makes our methodology
reproducible for other researchers. The i2b2 2010 NLP challenge
was focused on extracting medical problems, tests, and treatments,
as well as assessing their local context (e.g., ‘‘. . .denied chest pain’’),
and extracting speciﬁc relations between these concepts [14]. This
makes the i2b2 2010 NLP challenge corpus an ideal reference stan-
dard for our study
In this study, the ﬁrst step consisted in the de-identiﬁcation of
the documents. We used ‘BoB,’ [3] our VHA clinical text de-identi-
ﬁcation application, to automatically annotate all PHI that could
appear in the i2b2 corpus documents. BoB also annotates clinical
eponyms, which are not PHI but could easily be confused with sen-
sitive PHI classiﬁers such as person names.
Once we had the documents de-identiﬁed, we analyzed the
overlap of our automatic PHI annotations with the 2010 i2b2
NLP challenge reference standard problem, test, and treatment
annotations. High overlap rates would jeopardize subsequent uses
of the documents in other tasks such as clinical information
extraction.
Evaluating the performance of BoB in the de-identiﬁcation task
is out of the scope of this paper. Moreover, the 2010 i2b2 NLP chal-
lenge corpus does not contain PHI annotations, which would make
this evaluation difﬁcult. For details about BoB’s performance on the
de-identiﬁcation task, please see [3].
3.3.2. Impact on clinical eponyms
We used our VHA corpus to perform a second evaluation where
we assessed the number of instances when the de-identiﬁcation
systems we evaluated (mentioned in Section 3.1) recognized clin-
ical eponyms as PHI. To perform this evaluation, we ﬁrst identiﬁed
all human annotations of clinical eponyms in four categories:
(1) anatomy, (2) devices, (3) diseases, and (4) procedures. We then
identiﬁed the number of times each system identiﬁed an annota-
tion of one of these categories as PHI.
4. Results
4.1. De-identiﬁcation impact on clinical note interpretability and
formatting
4.1.1. Report interpretability assessment
As reﬂected in Table 1, not all 50 training documents had
explicitly stated report types. Approximately 30% of the training
documents did not explicitly state a report type before de-identiﬁ-
cation. Where no report type was explicitly stated, each system
was given an IS2 score of one. Of all reports processed by the 5 sys-
tems, only 3 de-identiﬁed reports (2 generated by HMS Scrubber
and 1 by MeDS) had the report type removed. Also, not all reports
Table 1
Interpretability calculations for each system.
System Interpretability score (maximum score = 50 for each category)
IS1 (clinical data) IS2 (report type) IS3 (conclusion) Total score (percent of total)
MIT 48 50 50 148 (99%)
MIST 48 50 50 148 (99%)
HIDE 46 50 50 146 (97%)
HMS 43 48 50 141 (94%)
MeDS 39 49 50 138 (92%)
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example, reports such as a ‘‘Treatment Plan Weekly Update’’ or
an ‘‘Informed Consent Form’’ did not have interpretations or con-
clusions as deﬁned in Section 3.1. Approximately 40% of the reports
were missing interpretations or conclusions before de-identiﬁca-
tion. None of the de-identiﬁcation systems removed any portion
of a report’s conclusion or interpretation.
4.1.2. Report formatting alterations assessment
When comparing the syntactic features of the original report to
the de-identiﬁed reports, we found that most systems retained
nearly all original report formatting in the de-identiﬁed reports.
The MeDS system removed some report formatting (some line
breaks) in approximately 5% of de-identiﬁed reports. In all reports
processed by the HMS Scrubber system, all line spacing, paragraph
breaks and indentation was removed.
Fig. 2 shows a side-by-side comparison of an original report
with formatting (on the left) and a de-identiﬁed report (on the
right) by the HMS Scrubber system with most syntactic features
removed.
4.2. Impact of de-identiﬁcation on clinical information overall
When used with the seven versions of our corpus, cTAKES found
an average of 136976.6 (0.95 CI: 136892.4–137060.7) SNOMED-CT
concepts in the different versions of our corpus, reaching an aver-
age of 456.6 (0.95 CI: 456.31–456.87) concepts per document.
These concepts correspond to 8794 distinct SNOMED-CT concepts.
The most frequent concept was found 1117 times in the not de-
identiﬁed corpus, and 926 different concepts were found only in
the various de-identiﬁed versions of our corpus. On average,
distinct concepts were found 15.71 times in the corpus. The distri-
bution of concept counts is depicted in Fig. 3.Fig. 2. Side-by-side comparison of an original report (left) and a de-identiﬁed report (rigThe probability associated with the t-test allowed us to reject
our null hypothesis when comparing most de-identiﬁed versions
of the corpus with the original corpus (Table 2). Only versions
de-identiﬁed using one multiclass SVM ﬁlter and resynthesized
PHI or tags indicating the PHI category (C5 and C7 in Table 2) were
not signiﬁcantly different from the original corpus.
To determine the statistical signiﬁcance of the log-likelihood
value, we referred it to the chi-squared distribution (with one
degree of freedom). All log-likelihood values above 6.96 (would
have been 3.84 without Bonferroni correction) could then allow
rejecting our null hypothesis. As seen in Table 2, none of the
de-identiﬁed version of our corpus had a signiﬁcant average
log-likelihood value.
Even if no corpus version was different overall, a few concepts
had an average log-likelihood value above 6.96, with counts that
were therefore signiﬁcantly different between the original and a
de-identiﬁed version of our corpus (Table 3). The de-identiﬁcation
process caused a few false negatives (i.e., concepts found in the ori-
ginal version of the corpus, but not in a de-identiﬁed version), and
sometimes false positives (i.e., concepts found in a de-identiﬁed
version of the corpus, but not in the original version).
4.3. Impact of de-identiﬁcation on speciﬁc clinical information types
4.3.1. Impact on problems, tests, and treatments
The 2010 i2b2 NLP challenge corpus includes a total of 47,685
annotations: 19,667 medical problems, 13,833 tests, and 14,185
treatment terms. As shown in Table 4, 386 PHI annotations exactly
overlapped with problem, test, or treatment annotations, which
means that overall, 0.81% of the relevant clinical data was
mistakenly de-identiﬁed. When considering partial overlaps, this
percentage slightly increased to 1.78%. In both cases, exact and
partial overlaps, treatment was the category most affected byht) with most syntactic features removed (all PHI in the original report is ﬁctitious).
Fig. 3. SNOMED-CT concepts distribution in the original corpus.
Table 2
SNOMED-CT concept count differences between corpora.
C1 C2 C3 C4 C5 C6 C7
All concepts count 138,137 136,990 136,473 136,574 137,482 135,883 137,297
All concepts count difference with original corpus
(C1)
0.83% 1.20% 1.13% 0.47% 1.63% 0.61%
Average concept count difference with original
corpus (C1)
2.28% 2.75% 3.04% 1.18% 1.87% 1.59%
Concept count difference 95% conﬁdence int. 1.20% –
3.36%
1.70% –
3.81%
1.98% –
4.11%
0% –
2.28%
0.94% –
2.79%
0.51% –
2.66%
Probability associated with t-test 0.0014* <0.001* 0.002* 0.068 <0.001* 0.022
Average log-likelihood value 0.275 0.277 0.322 0.275 0.211 0.261
C1 = Original corpus (not de-identiﬁed); C2 = De-identiﬁed using four binary SVM ﬁlters and resynthesized PHI; C3 = De-identiﬁed using four binary SVM ﬁlters and a general
‘PHI’ tag; C4 = De-identiﬁed using four binary SVM ﬁlters and tags that included PHI categories; C5 = De-identiﬁed using one multiclass SVM ﬁlter and resynthesized PHI;
C6 = De-identiﬁed using one multiclass SVM ﬁlter and a general ‘PHI’ tag; C7 = De-identiﬁed using one multiclass SVM ﬁlter and tags that included PHI categories.
* Statistically signiﬁcant pair-wise comparison with the original corpus (C1).
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pletely de-identiﬁed, while 3.4% were partially de-identiﬁed.
Note that in order to reach the aforementioned counts, our
de-identiﬁcation system automatically correctly reclassiﬁed 112
clinical eponyms, which helped exclude common ambiguous clin-
ical terms from the PHI category such as ‘Parkinson’, ‘Pfannenstiel’,
‘Holter’, ‘Foley’, ‘Whipple’, or ‘Roux’.
Table 5 illustrates the overlap rates of problems, tests, and
treatments, with regard to each PHI category detected by our
de-identiﬁcation system. As expected, the majority of overlaps cor-
respond to ambiguities with the Person Name PHI category. Specif-
ically, 88% of the total count of exact overlaps relate to this
category, and 76% when considering partial overlaps. Other PHI
categories such as Healthcare Unit and State/Country also included
some overlap with clinical data, although less frequently.
4.3.2. Impact on clinical eponyms
Human annotators found a total of 65 clinical eponym annota-
tions in the 50 documents VHA sub-corpus. Table 6 shows the
number of eponyms each system identiﬁed as PHI. We found that
most systems misclassiﬁed approximately 10% of the eponyms
(such as devices, procedures and diseases) as PHI while two sys-
tems (MeDS and HMS Scrubber) misclassiﬁed eponyms to a much
larger degree.
5. Discussion
Our stepwise study of the impact of de-identiﬁcation on clinical
information showed that the overall impact on the information
content of clinical documents was minimal, but not negligible.
When looking at the interpretability and formatting of clinical
notes, most key clinical data and the overall meaning and under-
standing of the document were retained. MeDS generated the
highest number of reports (11 of 50) where a portion of the clinical
data was removed from the report, but in all of these cases only a
very small proportion of the entire clinical data was removed and
the overall interpretation or meaning of the report was retained.Clinical narrative reports often contain syntactic features such as
line spacing, paragraph breaks and section headers in order to
make the documents more human readable. Very few systems re-
moved or modiﬁed the syntax or formatting of reports. One system
(HMS Scrubber) however, did remove all line spacing, paragraph
breaks and indentation from the report, essentially formatting
the report as one long, unending paragraph as shown in Fig. 2. Sub-
jectively, the de-identiﬁed report with most syntactic features re-
moved in Fig. 2 is much more difﬁcult for the human reader to
interpret and understand. Clearly, line spacing, indentations and
location of empty lines appeared to play a very important role in
human readability of a medical report. We found that when these
formatting features were removed and the report was displayed as
one long, unending paragraph, it became much more difﬁcult for
the human to quickly scan the report and identify the type of re-
port and the conclusion for example. Since many NLP systems fre-
quently make use of syntactic features when processing a report,
there is the potential that the accuracy of automated concept
extraction would suffer when features such as line spacing and
indentations are removed during de-identiﬁcation. Interestingly,
it was the opinion of the reviewer performing this evaluation that
removal of report formatting played a greater role in decreasing
understanding and comprehension of a report than did the occa-
sional removal of isolated medical data, which as stated below,
could often be inferred correctly.
Our assessment of the impact of de-identiﬁcation on clinical
information overall in VHA clinical notes also demonstrated only
a small impact (loss of about 1.2–3% of SNOMED-CT concepts),
although we found signiﬁcant differences in counts of concepts be-
tween the original version of our corpus (i.e., not de-identiﬁed) and
most de-identiﬁed versions of the corpus.
When examining each concept separately, we realized that 34
of them had a log-likelihood value above 6.96. This signiﬁcant
count difference between the original and the de-identiﬁed version
of our corpus was often due to PHI in the original version being
erroneously recognized as a SNOMED-CT concept, and sometimes
parts of the PHI tag or resynthesized PHI in the de-identiﬁed
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the former case, examples were ‘VA’ (i.e., ‘‘Veterans Administra-
tion’’) recognized as ‘‘vertebral artery,’’ ‘PCP’ (i.e., ‘‘Primary Care
Provider’’) recognized as ‘‘pneumocystis carinii pneumonia,’’ ‘DR’
(i.e., ‘Doctor’) recognized as ‘‘diabetic retinopathy,’’ or ‘ER’ (i.e.,
‘‘Emergency Room’’) recognized as ‘‘endoplasmic reticulum.’’
The versions of our corpus de-identiﬁed with BoB using one
multiclass SVM to ﬁlter PHI candidates had the lowest impact on
clinical information, especially when replacing PHI with resynthe-
sized realistic surrogates. In this case, about 1.18% less SNOMED-CT
concepts were found after de-identiﬁcation. Since an average of
456.6 concepts were found in each document, this means that an
average of about 5 concepts were ‘‘lost’’ in each document because
of the de-identiﬁcation process. Knowing that almost all concepts
that were signiﬁcantly less (or more) frequent after de-identiﬁca-
tion were generated because of cTAKES errors (erroneously disam-
biguated acronyms), this impact would eventually be even more
limited.
When studying the details and generalizability of our assess-
ment of the impact of de-identiﬁcation on clinical information,
the overlap between PHI and select clinical information was also
very limited. Our analysis revealed that many de-identiﬁcation
errors were found in the ‘‘medications’’ section of the i2b2 corpus
documents, where a list of medications taken by the patient is
mentioned. The lack of context in these sections made our de-
identiﬁcation system mark some of the medications as PHI.
Examples of treatment wrongly annotated as PHI were ‘Colace’,
‘Lopressor’, and ‘Senna.’ Regarding problem and test annotations,
the overlap was much less frequent although the system still
misinterpreted some annotations as PHI, such as ‘E. Coli’, ‘Four-
nier’, ‘Addison’ as problems, and ‘Apgars’, and ‘Papanicolaou’ as
tests. The format of these annotations, such as Initial. LastName
for ‘E. Coli’, as well as common person names and last names that
are genuine clinical data, were the main causes of errors. These
eponyms were also problematic in our VHA corpus. All systems
identiﬁed some clinical eponyms such as anatomic locations,
devices, diseases and procedures, as PHI. Two systems (MeDS
and HMS Scrubber) identiﬁed a signiﬁcantly larger number of
eponyms as PHI. However, in reports where medical data was
identiﬁed as PHI and removed, it was never to the degree where
the overall meaning, interpretation and readability of the report
were compromised. In fact, we found that it was frequently pos-
sible for medical experts to correctly infer what medical data was
removed based on the context of the report and the words sur-
rounding it. For example a trained medical expert would likely
be able to infer that in the phrase ‘‘the patient was having trouble
urinating, so we inserted a <PHI> catheter’’ the PHI removed was
in fact ‘‘Foley,’’ a type of medical catheter.
To sum up, our results point out that more accurate de-identi-
ﬁcation techniques for ambiguous medical terms such as the ones
mentioned above are needed. This is still an unsolved challenge
affecting the entire NLP research community, and it involves inves-
tigating and solving semantic variability and ambiguity. Neverthe-
less, the low overall rate of relevant clinical data that was damaged
by the de-identiﬁcation process leads us to think that, although not
negligible, the impact of de-identiﬁcation would not be very
signiﬁcant.
This study demonstrates that even an efﬁcient text de-identiﬁ-
cation system like BoB can cause clinical information to be mistak-
enly considered as PHI and hidden or removed. This overlap is
small, but not negligible. Another recent detailed study focused
on the impact of text de-identiﬁcation on the subsequent auto-
matic extraction of medication names, and found no signiﬁcant im-
pact [5], but medications represent only a small part of the clinical
information found in clinical notes, and a minority of the overlap-
ping information we analyzed. This outcome is probably due to the
Table 4
Problem, test, and treatment annotations overlap with PHI detected by our de-identiﬁcation system.
i2b2 concepts Total Detected as PHI (exact match) % Detected as PHI (partial match) %
Problem 19,667 65 0.33 187 0.95
Test 13,833 40 0.29 180 1.30
Treatment 14,185 281 1.98 482 3.40
Overall 47,685 386 0.81 849 1.78
Table 5
Problem, test, and treatment annotations overlap rates for each PHI type.
Exact match Partial match
PHI type Problem Test Treat. Overall Problem Test Treat. Overall
Person name 0.31% 0.25% 1.73% 0.72% 0.82% 0.74% 2.70% 1.36%
Street/City 0 0 0.01% 0 0.01% 0.01% 0.02% 0.01%
State/Country 0.01% 0.01% 0.01% 0.01% 0.06% 0.09% 0.13% 0.09%
Deployment 0 0 0 0 0 0 0 0
ZIP code 0 0 0 0 0 0 0 0
Healthcare Unit 0 0 0.19% 0.06% 0 0.12% 0.37% 0.15%
Other Org Name 0 0 0.01% 0 0 0.07% 0.11% 0.05%
Date 0 0 0 0 0.02% 0.14% 0.01% 0.05%
Age > 89 0 0 0 0 0 0 0 0
Phone Number 0 0 0 0 0 0 0 0
Electronic Address 0 0 0 0 0 0 0 0
SSN 0 0 0 0 0 0 0 0
Other ID Number 0.01% 0.03% 0.03% 0.02% 0.04% 0.13% 0.06% 0.07%
Table 6
Number of PHI annotations identiﬁed by each system as clinical eponyms.
System Eponyms classiﬁed as PHI
Count % Of all eponyms
MIT 8 12.31
MIST 7 10.77
HIDE 9 13.85
HMS 26 40.00
MeDS 32 49.23
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hand, several clinical information categories resemble PHI, and
clinical eponyms are a good example of such resemblance. In a pre-
vious study of clinical narratives at the VHA, we found that across
all annotated documents, eponyms represented 3.5% of all annota-
tions, while proper names of persons represented only 13% of all
annotations [22]. Eponyms for procedures were most prevalent
(45%), devices and diseases were less common (18% and 30%), ana-
tomical structures were least common. Average Inter-Annotator
Agreement (between human annotators) was only moderate for
annotation of eponyms (74%), but high for proper names of persons
(93%). Therefore, the risk to wrongly annotate eponyms as some
other PHI type is high. Automated de-identiﬁcation systems should
not only ensure that patient names are reliably detected, but also
that eponyms are retained in de-identiﬁed clinical documents to
the extent that is possible. Based on the various observations dis-
cussed above, we plan to focus our future research efforts on the
automatic disambiguation of clinical eponyms and abbreviations,
and on PHI detection accuracy improvements in general.Acknowledgments
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