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Kurzfassung
Die interaktive Programmierumgebung MATLAB erfreut sich steigender Beliebtheit bei
der Lo¨sung komplizierter mathematischer Problemstellungen. Eine implizite dynamische
Typisierung und eine große Menge von vordefinierten Funktionen erlauben eine schnelle
Erstellung von – nicht notwendigerweise nur Prototypen von – Programmen. Im Verlauf
dieser Programme werden ha¨ufig pra¨zise Ableitungen von Funktionen, zum Beispiel zur
Lo¨sung von nicht-linearen Gleichungssystemen beno¨tigt. Automatisches Differenzieren
(AD) stellt eine umfangreiche Sammlung von Techniken zur Berechnung von Ableitun-
gen zur Verfu¨gung. Bisher standen fu¨r MATLAB nur AD-Werkzeuge zur Verfu¨gung,
welche die Ableitungen mittels u¨berladener Operatoren berechneten. Diese objektorien-
tierten Techniken fu¨hren meist zu la¨ngeren Ausfu¨hrungszeiten, da ein Operator keinen
Zugriff auf die Gesamtstruktur der abzuleitenden Funktionen hat und somit unno¨ti-
ge Berechnungen durchgefu¨hrt werden. Eine Alternative zu u¨berladenen Operatoren
stellen Quelltext-Transformationen dar, welche mit Techniken des U¨bersetzerbaus ein
Programm analysieren und ein um Anweisungen zur Berechnung von Ableitungen er-
weitertes Programm emittieren.
Diese Arbeit stellt ADiMat, das erste auf Quelltext-Transformationen basierende AD-
Werkzeug fu¨r MATLAB, vor. Durch Analysen der Variablenbeziehungen innerhalb des
Programms wird die zu erzeugende Menge Quelltext reduziert. Desweiteren wird durch
typunspezifische Ableitungsanweisungen ein abgeleitetes Programm erstellt, welches oh-
ne weitere Hilfsmittel die Ableitung in eine Richtung sowie mit Hilfe eines Laufzeitsys-
tems multiple Richtungsableitungen berechnen kann. Im AD-Werkzeug ist eine ma¨chtige
Spezifikationssprache implementiert, um fu¨r die große Menge von vordefinierten Funk-
tionen Ableitungsausdru¨cke effizient angeben zu ko¨nnen.
Abschließend werden Resultate pra¨sentiert, die die Notwendigkeit von Quelltext-Op-
timierungen bei der Generierung von Programmen fu¨r implizit dynamisch getypte Pro-
grammiersprachen zeigen. Außerdem wird der reduzierte Ressourcenbedarf von ADiMat
generierten Ableitungen im Vergleich mit AD-Werkzeugen, die mittels u¨berladener Ope-
ratoren implementiert sind, aufgezeigt.
Abstract
The interactive programming environment MATLAB is increasingly gaining popularity
by enabling the user to tackle complicated mathematical problems easily. Implicit dy-
namic typing and a huge set of predefined functions allow rapid development of—not
necessarily prototypical—programs. Under a variety of circumstances, many MATLAB
programs need a way to efficiently compute accurate derivatives. The term automatic
differentiation (AD) comprises a huge set of techniques to compute derivatives. Up to
now AD-tools for MATLAB were only implemented using operator overloading. The lo-
cal scopes of the operators constrain the analysis of the program, which therefore suffers
from lesser performance and unnecessary computations. Alternatively, source transfor-
mation utilises compiler construction techniques to augment a program with statements
to compute derivatives, potentially improcing the performance of the AD-generated pro-
grams.
This thesis introduces the first source transformation AD-tool for MATLAB, entitled
ADiMat. Intensive analysis of interprocedural variable dependencies reduces the number
of emitted derivative statements. The derivative statements emitted are type unspecific
allowing for two approaches to compute derivatives. During the execution of the differen-
tiated code a single derivative in one direction may be computed as well as, employing
a runtime system, multiple directional derivatives may be calculated at once. The AD-
tool implements a powerful specification language to efficiently specify the derivative
expressions of predefined functions.
Results are presented confirming the need of source code optimisation techniques
while automatically generating programs for implicitly dynamically typed programming
languages. Furthermore, evidence is given that programs differentiated by ADiMat need
substantially fewer resources than derivatives computed by object-oriented AD-tools.
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1 Einfu¨hrung, Grundbegriffe und Problemstellung
Automatisches Differenzieren [47] (kurz: AD) ist eine Methodik zur Erweiterung eines
vorhandenen Programm-Quelltextes um Anweisungen, welche zusa¨tzlich zum normalen
Ergebnis des Programms eine wa¨hlbare Menge von Ableitungen berechnen. Diese Me-
thodik hat sich seit mehreren Jahren in Werkzeugen fu¨r explizit getypte Programmier-
sprachen bewa¨hrt. Beispiele fu¨r solche Werkzeuge sind ADIC [21] fu¨r C, ADOL-C [49]
ebenfalls fu¨r C und TAPENADE [54] fu¨r Fortran-77/95. Alle diese Programmierspra-
chen haben die Gemeinsamkeit, dass alle Bezeichner innerhalb des Programms explizit
statisch getypt werden mu¨ssen. Eine Variable, zum Beispiel x, muss vor der ersten Be-
nutzung deklariert werden, zum Beispiel durch double x;, um ihr danach einen Wert
zuweisen zu ko¨nnen. Desweiteren gibt es nur eine kleine Anzahl von intrinsischen Funk-
tionen, wie zum Beispiel sin () oder malloc().
MATLAB1 [79] (von MATrix LABoratory) ist eine der linearen Algebra nahe, objekt-
orientierte Programmiersprache mit einem dynamischen impliziten schwachen Typsys-
tem. Obiges Beispiel zur Verwendung einer Variable wird in MATLAB durch einfache
Zuweisung eines Wertes realisiert, zum Beispiel x=2. Insbesondere ist keine explizite De-
klaration des Datentyps der Variable notwendig. Weitere Sta¨rken von MATLAB sind
umfangreiche Sammlungen von vordefinierten Funktionen und eine flexible Syntax. Alle
Fa¨higkeiten zusammen machen MATLAB sehr beliebt als Software Prototyping Envi-
ronment [5] fu¨r numerische Software.
Fu¨r MATLAB stehen die AD-Werkzeuge ADMIT-1/ADMAT [31, 101], TOMLAB/-
MAD [43], myAD [40] und MSAD [68] zur Verfu¨gung. ADMIT-1/ADMAT, TOMLAB/-
MAD und myAD setzen objektorientierte Fa¨higkeiten von MATLAB ein, um mittels
U¨berladen von Operatoren Ableitungen zu berechnen. MSAD ist zur Zeit noch ein Pro-
totyp, welcher nur eine Untermenge von MATLAB versteht und Benutzereingriffe zur
korrekten Analyse des Quelltextes beno¨tigt. Die drei zuerst genannten Werkzeuge ha-
ben zudem den entscheidenden Nachteil, dass durch ihre Implementierungstechnik nur
ein una¨rer oder bina¨rer Ausdruck, also zum Beispiel eine Addition oder Multiplikation,
betrachtet werden kann und weitergehende Analysen sowie Optimierungen unmo¨glich
sind. Ziel dieser Arbeit ist es, Wege aufzuzeigen, wie die Besonderheiten von MATLAB,
also insbesondere das dynamische implizite schwache Typsystem und die große Anzahl
von vordefinierten Funktionen, behandelt werden ko¨nnen, so dass robuste und effiziente
1 c© The Mathworks, Inc.
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Ableitungen fu¨r beliebige MATLAB-Programme erstellt werden ko¨nnen.
1.1 MATLAB – Konzepte, Begriffe und Besonderheiten
MATLAB wurde entwickelt, um einfach mit Matrizen arbeiten zu ko¨nnen. Dazu werden
Datentypen und ma¨chtige Operatoren zur Verfu¨gung gestellt. Die Formulierung, zum
Beispiel eines Matrix-Vektor-Produkts M · v, mit M ∈ Rm×n und v ∈ Rn, wird in MAT-
LAB einfach als M∗v dargestellt. Polymorphie durch u¨berladene Operatoren erleichtert
die Arbeit mit Skalaren, Vektoren, Matrizen und Feldern ho¨herer Dimension. MATLAB
wurde vor dem Hintergrund entwickelt, eine einheitliche Schnittstelle fu¨r unterschiedliche
mathematische Bibliotheken, anfa¨nglich nur BLAS [23] und LINPACK [36], spa¨ter dann
auch LAPACK [3], ARPACK [71] und weitere, zur Verfu¨gung zu stellen.
Abbildung 1 zeigt auf der rechten Seite ein Beispiel fu¨r die Implementierung ei-
ner MATLAB-Funktion zur Lo¨sung des Gleichungssystems V · x = b, wobei V die
Vandermonde-Matrix ist, deren Konstruktion aus dem Spaltenvektor a im linken Teil
der Abbildung gezeigt wird. Zeile 1 definiert eine Funktion mit den drei Argumenten
a,m,b und den Resultaten x und V. In Zeile 3 wird u¨ber die von MATLAB zur Verfu¨gung
gestellte Funktion length () die La¨nge des Vektors a ermittelt. Die Zeilen 5 bis 9 setzen
Standard-Vorgaben, falls beim Funktionsaufruf fu¨r die Argumente b und m keine Werte
u¨bergeben wurden. Dazu wird mittels der MATLAB-Funktion nargin die Anzahl der ak-
tuellen Argumente abgefragt. Die Konstruktor-Funktion ones() in Zeile 10 erzeugt einen
Spaltenvektor der La¨nge n und weist diesen der Variable V zu. Die Schleife in den Zeilen
11 bis 13 iteriert m−1 ha¨ufig und ha¨ngt mit der Zuweisung in Zeile 12 die count-te Po-
tenz des Vektors a an das Objekt V an. Der elementweise Potenz-Operator .ˆ berechnet
dazu von jedem Eintrag des Vektors a dessen count-te Potenz und gibt diese Ergebnisse
als Vektor zuru¨ck, welcher dann mittels einer horizontalen Konkatenation ( ,-Operator
innerhalb der eckigen Klammern) an V angeha¨ngt wird. Bemerkenswert ist, dass V am
Anfang der Schleife ein Spaltenvektor war und ohne Redeklaration seines Datentyps
in den Iterationen zu einer Matrix erweitert wird. In Zeile 14 wird zum Abschluss der
Funktion mit dem \-Operator das Gleichungssystem V · x = b gelo¨st.
Die Funktion vms() kann mit einem oder mit zwei aktuellen Ergebnisparametern, wel-
che in MATLAB als Resultate bezeichnet werden, aufgerufen werden. Wenn [ x act ,...
V act]=vms(a) mit zwei Resultaten aufgerufen wird, dann erha¨lt der Aufrufer neben der
Lo¨sung des Gleichungssystems in x act auch die Vandermonde-Matrix im zweiten Resul-
2
V =


1 a1 a
2
1 · · · am−11
1 a2 a
2
2 · · · am−12
...
...
...
. . .
...
1 an a
2
n · · · am−1n


1f u n c t i o n [ x , V]= vms (a ,m, b )
2% So l v e : V∗x=b , V∈ Rn×m
3n= l e n g t h ( a ) ;
4% m=n , i f m unse t
5i f na rg i n <2, m= n ; end
6% b= 1 . . . n , i f b un s e t
7i f na rg i n <3
8b=(1: n ) ’ ;
9end
10V= ones (n , 1 ) ;
11f o r count= 1 : (m−1)
12V= [V, a . ˆ count ] ;
13end
14x= V\ b ;
Abbildung 1: MATLAB -Funktion (rechts) zum Lo¨sen des Gleichungssystems V x = b,
wobei die Vandermonde-Matrix V , wie im linken Teil gezeigt, aus dem
Spaltenvektor a konstruiert wird.
tat V act zuru¨ck, ansonsten nur das Ergebnis in x act. Im Funktionskopf ist bemerkens-
wert, dass auch hier keine Typen fu¨r die Bezeichner spezifiziert werden. Im Gegensatz
zu gela¨ufigen Programmiersprachen wie C [53], welche ein explizites statisches starkes
Typsystem einsetzt, oder C++ [62, 97] und Java [4, 22, 69], welche zwar definitiv explizit,
aber durch Polymorphie nicht mehr eindeutig zu den statisch typisierten Sprachen zu
za¨hlen sind, ist MATLAB [38, 79] ebenso wie Python [8] und Ruby [67] zu den implizit
dynamisch getypten Programmiersprachen zu za¨hlen.
Routinen, die in anderen Programmiersprachen als MATLAB implementiert sind, ko¨n-
nen mit Hilfe von Schnittstellen in MATLAB genutzt werden. Unter anderem stellt MAT-
LAB das Mex-Interface [75] zur Verfu¨gung, welches eine Schnittstelle zu Routinen, die
nur linkkompatibel zu C sein mu¨ssen, bildet. Auch die Anbindung von Java-Klassen
ist mo¨glich, was in MATLAB inzwischen fu¨r die vielen Visualisierungs-Funktionen [76]
intensiv benutzt wird.
MATLAB stellt ebenso wie andere moderne Programmiersprachen umfangreiche Bi-
bliotheken von Funktionen zur Verfu¨gung. Java wird mit sogenannten Packages fu¨r
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zum Beispiel GUIs, Datenbanken und Videomanipulation ausgeliefert. In C++ soll die
STL [61] im zuku¨nftigen Standard C++-0x durch Module der Boost-Bibliothek [64] er-
ga¨nzt werden. Mit MATLAB wird in der Basisversion eine Sammlung – eine sogenannte
Toolbox – von u¨ber 4600 vordefinierten Funktionen mitgeliefert. Die Anzahl der Funktio-
nen vera¨ndert sich mit jeder neuen Ausgabe von MATLAB. Jede dieser Funktionen, von
nun an Toolbox-Funktion genannt, implementiert meistens mehrere Fa¨higkeiten oder
ist umfangreich parametrierbar. So kann die Sinus-Funktion nicht nur den Sinus eines
skalaren Wertes berechnen, sondern auch fu¨r jeden Eintrag eines wie auch immer gear-
teten Feldes. Zusa¨tzlich zur Standard-Toolbox bietet der Hersteller noch u¨ber 40 weitere
Toolboxen, die der Simulink-Reihe [12] nicht mitgeza¨hlt, an. Auch von Drittanbietern
gibt es ungeza¨hlte Toolboxen, die zum Beispiel Funktionen fu¨r Intervall-Arithmetik [94],
numerische Optimierung [56] oder Augenverfolgung im Kontext psychologischer Experi-
mente [34] implementieren.
Obwohl es einen U¨bersetzer [74] fu¨r MATLAB gibt, werden MATLAB-Programme klas-
sischerweise interpretiert. Dies hat den Vorteil, dass der Benutzer A¨nderungen einfach
vornehmen und seine Routinen in einer interaktiven Umgebung testen kann. Ein ha¨ufiges
Problem von interpretierten Sprachen ist eine geringe Ausfu¨hrungsgeschwindigkeit. Um
in MATLAB eine hohe Ausfu¨hrungsgeschwindigkeit zu erreichen, ist die Verwendung von
Vektor- oder Matrix-Operationen, wie zum Beispiel Matrix-Vektor- oder Matrix-Matrix-
Produkten, unabdingbar. Da die Anweisungen in Schleifenru¨mpfen in jeder Iteration ei-
ner Typpru¨fung unterzogen werden, sollten Schleifen sparsam eingesetzt werden.
MATLAB erlaubt die Modellierung von einfachen Unterfunktionen und von geschach-
telten Unterfunktionen (engl. nested functions). Innerhalb einer MATLAB-Datei, die
mit dem Schlu¨sselwort function beginnt, ko¨nnen beliebig viele Funktionen definiert wer-
den. Alle Funktionen außer der ersten, sind als Unterfunktionen dieser definiert und
ko¨nnen nur innerhalb, aber nicht von außerhalb der Datei aufgerufen werden. Einfache
Unterfunktionen haben im Gegensatz zu geschachtelten Unterfunktionen ihren eigenen
Variablensichtbarkeitsbereich. Geschachtelte Unterfunktionen ko¨nnen auf alle Variablen
der Funktion, innerhalb der sie definiert wurden, zugreifen. Im Beispiel
f u n c t i o n y=f n e s t e d ( x )
c=100;
wh i l e c>0
c=c−g ;
end
4
y=h( c )+g ;
f u n c t i o n s=g ( ) % nes t ed f u n c t i o n
t= x−1;
s=abs ( t ) ;
end
end
f u n c t i o n r=h (p ) % sub f u n c t i o n
r= pˆ2−1;
ist g() eine geschachtelte Unterfunktion von f nested () und kann die Variable x von
f nested () lesen und auch modifizieren, wa¨hrend h() eine einfache Unterfunktion ist,
welche nicht auf die Variablen von f nested () und auch nicht auf g() zugreifen kann.
Zum Abschluss der Einfu¨hrung von MATLAB werden am Beispiel von Listing 1 noch
einige Sprachspezifika erkla¨rt. Die Funktion numsum() summiert die Eintra¨ge aller an sie
u¨bergebenen numerischen Objekte auf und gibt nicht numerische Objekte begleitet von
einer Meldung aus. In der Funktionssignatur wird der reservierte Bezeichner varargin ...
verwendet, welcher kenntlich macht, dass diese Funktion eine beliebige Anzahl von
Argumenten akzeptiert. Die Schleife in Zeile 5 iteriert u¨ber die Anzahl der u¨bergebenen
Argumente. A¨quivalent zu nargin ist die La¨nge des varargin s mittels length( varargin )
zu bestimmen.
1 f u n c t i o n r= numsum( v a r a r g i n )
2 % Sum up a l l n ume r i c a l v a l u e s i n the argument l i s t .
3 % Emit non−nume r i c a l s to s t d ou t .
4 r= 0 ;
5 f o r c=1: n a r g i n
6 c u r r e n t= v a r a r g i n {c } ;
7 i f i s a ( cu r r en t , ’ doub l e ’ )
8 r= r+sum ( c u r r e n t ( : ) ) ;
9 e l s e
10 d i s p ( ’ Not a nume r i c a l o b j e c t : ’ ) ;
11 d i s p ( c u r r e n t ) ;
12 end
5
13 end
Listing 1: Summe der Eintra¨ge aller numerischen Objekte der Argumentliste
In Zeile 6 wird das c-te Argument der Funktion der Variablen current zugewiesen. Das
Konditional in Zeile 7 u¨berpru¨ft, ob in der Variable current ein numerisches Objekt abge-
legt ist. Wenn dies der Fall ist, werden die Eintra¨ge ( currrent (:) gibt einen Spaltenvektor
aller Eintra¨ge von Matrizen zuru¨ck) mittels der Toolbox-Funktion sum() aufsummiert
und zu r hinzuaddiert. Falls in current kein numerisches Objekt vorliegt, werden im
else -Teil des Konditionals eine Meldung und das Objekt ausgegeben (Zeilen 10 und 11).
Wenn die Funktion in Listing 1 wie folgt aufgerufen wird:
numsum ( [ 1 , 1 0 ; 1 0 0 , 1 0 0 0 ] , ’ f oo ’ , 10000 , @s in )
so erha¨lt man folgende Ausgabe:
Not a nume r i c a l o b j e c t :
f oo
Not a nume r i c a l o b j e c t :
@s in
ans =
11111
Die Funktion wird in diesem Beispiel mit einer Matrix, einer Zeichenkette, einem Skalar
und der Referenz auf eine Funktion aufgerufen. Das varargin ist als sogenanntes Cellarray
implementiert, wodurch diese Variable Objekte mit beliebigen Datentypen aufnehmen
kann. Im Gegensatz zum Cellarray kann eine herko¨mmliche Matrix (allgemeiner: ein
MATLAB-Feld) nur Objekte des gleichen Datentypen aufnehmen, also zum Beispiel nur
Fließkommazahlen. Innerhalb der Schleife wird der Variablen current in Zeile 6 in jeder
Iteration ein Objekt mit einem anderen Datentypen zugewiesen. Auf Grund des implizi-
ten dynamischen schwachen Typsystems von MATLAB sind dafu¨r keine Redeklarationen
der Variablen current no¨tig.
1.2 Automatisches Differenzieren
Unter dem Begriff automatisches Differenzieren (AD) [47, 91], alternativ auch algo-
rithmisches Differenzieren genannt, werden Methoden subsumiert, die zur semantischen
Erweiterung eines Programms zur Berechnung von Ableitungen verwendet werden. Ein
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U¨bersetzer wandelt einen menschenlesbaren Quelltext in ein maschinenlesbares A¨quiva-
lent um und sollte dabei die Semantik nicht vera¨ndern. Eine semantische Erweiterung
eines Programms vera¨ndert bewusst die Bedeutung des Programms. Ein AD-erweiter-
tes Programm berechnet zusa¨tzlich zum oder anstatt des erwarteten Ergebnisses die
Ableitung.
Die Techniken des automatischen Differenzierens nutzen die Kettenregel der Diffe-
rentialrechnung, um Ableitungsberechnungen in ein gegebenes numerisches Programm
einzufu¨gen. Das Programm wird dazu als Aneinanderreihung von elementaren Operatio-
nen, wie zum Beispiel Addition oder Multiplikation, betrachtet. Fu¨r diese elementaren
Operationen sind die Ableitungen bekannt. Mit Hilfe der Kettenregel werden die Ablei-
tungen der elementaren Operationen verknu¨pft. Ohne dass die La¨nge des Programms
eine besondere Rolle spielt, kann auf diese mechanische Weise die Ableitung von nahe-
zu beliebigen Programmen, die auch Flusskontrollstrukturen enthalten du¨rfen, erstellt
werden. Aus circa 1,6 Millionen Zeilen Quelltext bestehende Programme (inkl. Kom-
mentaren) wurden bereits erfolgreich mit dieser Technik abgeleitet [17].
Bei umfangreichen Programmen sind lange Arguments- und Resultatslisten keine Sel-
tenheit. Da in den wenigsten Fa¨llen die Berechnung aller Ableitungen in Bezug auf alle
Eingaben beno¨tigt wird, bieten ga¨ngige AD-Werkzeuge eine Selektion der Ein- und Aus-
gaben an fu¨r die Ableitungen gewu¨nscht werden. Dazu wird eine Teilmenge der Eingabe-
variablen selektiert. Diese Variablen werden unabha¨ngige Variablen (engl.: independent
variables) genannt. Die Teilmenge der Resultate, fu¨r die Ableitungen in Abha¨ngigkeit
von den unabha¨ngigen Variablen berechnet werden sollen, werden abha¨ngige Variablen
(engl.: dependent variables) genannt.
Alle Variablen, die von den unabha¨ngigen Variablen abha¨ngen und von denen seiner-
seits die abha¨ngigen Variablen abha¨ngen, werden aktive Variablen genannt. Durch eine
Variablenabha¨ngigkeitsanalyse kann, um Speicherplatz und Rechenaufwand fu¨r Ablei-
tungen, die identisch zu Null sind, zu sparen, ermittelt werden, welche Variablen zur
Menge der aktive Variablen geho¨ren mu¨ssen.
Die Assoziativita¨t der Kettenregel ermo¨glicht verschiedene Auswertungsreihenfolgen.
So ist zum Beispiel die Berechnung der Ableitungen mit dem Programmfluss des Origi-
nalprogramms oder ihm entgegengesetzt mo¨glich. Die Berechnung der Ableitungen mit
dem Programmfluss wird Vorwa¨rtsmodus genannt. Findet die Berechnung entgegen-
gesetzt zum normalen Programmfluss statt, so wird dies Ru¨ckwa¨rtsmodus genannt. In
(sehr grober) Na¨herung sind im Vorwa¨rtsmodus die Laufzeit und der beno¨tigte Speicher-
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platz proportional zur Anzahl der unabha¨ngigen Variablen, wa¨hrend diese Ressourcen
im Ru¨ckwa¨rtsmodus proportional zur Anzahl der abha¨ngigen Variablen sind.
Eine Implementierung des Ru¨ckwa¨rtsmodus ist aufwendiger zu erstellen, da der Pro-
grammfluss zur Berechnung der Ableitungen umgekehrt werden muss. Eine Mo¨glichkeit
zur Implementierung des Ru¨ckwa¨rtsmodus ist die Instrumentalisierung des Originalpro-
gramms. Die Instrumentalisierung bewirkt, dass wa¨hrend der Vorwa¨rts-Auswertung des
Originalprogramms die Ziele und Ha¨ufigkeit von Spru¨ngen sowie die Werte von Varia-
blen, die u¨berschrieben werden, gespeichert werden. Im Anschluss werden die gespei-
cherten Informationen verwendet, um die Auswertung der Anweisungen zu ermo¨glichen,
die den ru¨ckwa¨rts gerichteten Programmfluss angeben. Hier soll nicht weiter auf die Im-
plementierung des Ru¨ckwa¨rtsmodus eingegangen werden. Der interessierte Leser sei auf
die einschla¨gige Literatur verwiesen [47]. Die beiden Modi sind Enden eines algorithmi-
schen Spektrums. Generell ist das Problem der optimalen Ableitungsberechnung aber
NP-hart [82].
Eine Funktion, die von n Variablen abha¨ngt, kann mit dem Vorwa¨rtsmodus nach jeder
beliebigen Kombination der Eingabevariablen abgeleitet werden. Eine solche Kombina-
tion nennt sich Richtungsableitung . Zur Berechnung der Jacobi-Matrix einer Funktion
werden n Richtungsableitungen in Richtung der Einheitsvektoren gewa¨hlt. Soll mehr als
eine Richtungsableitung innerhalb einer Auswertung der abgeleiteten Funktion berechnet
werden, so ist eine Datenstruktur notwendig, welche eine ho¨here Anzahl von Richtungs-
ableitungen speichern kann. Diese Datenstruktur wird im Folgenden Ableitungsstruktur
genannt, eine Instanz dieser Struktur Ableitungsobjekt . Der Prozess, die Richtungsablei-
tungen in allen Ableitungsobjekten der Eingabe initial zu belegen, wird Sa¨hen (engl.:
seeding) genannt. Durch geschicktes Sa¨hen kann der Aufwand zur Auswertung des ab-
geleiteten Programms signifikant reduziert werden, falls die Jacobi-Matrix du¨nn besetzt
ist, wie zum Beispiel in [47, 90] beschrieben.
1.3 Implementierungstechniken fu¨r AD-Werkzeuge
Zur Implementierung der semantischen Erweiterung einer Funktion oder eines Pro-
gramms werden zwei Ansa¨tze im Bereich des automatischen Differenzierens verwendet:
der Einsatz von u¨berladenen Operatoren und die direkte Quelltext-Transformation.
8
AD mittels u¨berladener Operatoren
Ermo¨glicht eine Programmiersprache dem Benutzer das U¨berladen von Operatoren, so
kann dies fu¨r die Erstellung eines AD-Werkzeugs benutzt werden. Jeder u¨berladene
Operator fu¨hrt nicht nur die Verknu¨pfung der Original-Operation, also zum Beispiel
das Produkt der beiden Operanden, durch, sondern auch die Ableitungsberechnung, in
diesem Fall die Berechnung der Ableitung nach der Produktregel. In Abbildung 2 ist
die Struktur eines Ableitungsprozesses mit Hilfe u¨berladener Operatoren skizziert. Das
Hauptprogramm der Original-Routine muss leicht angepasst werden, um sowohl das
Seeding durchzufu¨hren als auch die Routinen des AD-Werkzeugs zu nutzen. Dazu ko¨n-
nen die Hilfsfunktionen (helper functions) des AD-Werkzeugs verwendet werden. In der
Abbildung 2: Ableitungsprozess mittels u¨berladener Operatoren. Zur Darstellung wur-
den einige Elemente der UML [66] benutzt.
Abbildung ist die Verwendung einer Klasse (AD class) fu¨r die Speicherung der Rich-
tungsableitungen gezeigt, das am ha¨ufigsten verwendete Design eines AD-Werkzeugs,
welches mit u¨berladenen Operatoren implementiert wurde. Die Original-Funktionen des
Programms werden mit Ableitungsobjekten statt Fließkommawerten aufgerufen. Dazu
ist in explizit getypten Programmiersprachen in den Funktionen des Programms die
A¨nderung aller relevanten Datentypen auf die Ableitungsstruktur notwendig. Dies kann
in den meisten Fa¨llen durch Suchen von Fließkomma-Typen und Ersetzen durch den
Namen der Ableitungsstruktur realisiert werden. Dieses Vorgehen fu¨hrt in nicht trivia-
len Programmen dazu, dass zu viele Variablen aktiv werden und damit der Rechen-
aufwand unno¨tig steigt. AD-Werkzeuge fu¨r statisch getypte Programmiersprachen sind
zum Beispiel ADOL-C [49] und FADBAD [9] fu¨r C++ und COSY INFINITY [11] fu¨r
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Fortran-77/95 und C/C++.
In dynamisch getypten Sprachen ist nur selten eine A¨nderung an den Funktionen des
Original-Programms notwendig. Die Typen der an der Ableitungsberechnung beteilig-
ten Variablen werden dynamisch auf die Ableitungsstruktur gea¨ndert. Beispiele fu¨r AD-
Werkzeuge fu¨r dynamisch getypte Sprachen sind: ADMIT-1/ADMAT [31, 101], TOM-
LAB/MAD [43] und myAD [40], alle fu¨r MATLAB. Desweiteren findet automatisches
Differenzieren, ebenfalls implementiert mittels u¨berladener Operatoren, beispielsweise
in der Toolbox INTLAB [94] Anwendung. Diese widmet sich dem Verifizieren von Algo-
rithmen durch Intervall Arithmetik.
Die Implementierung eines AD-Werkzeugs nach dem Paradigma der u¨berladenen Ope-
ratoren ist relativ einfach, da fu¨r die begrenzte Menge von Operatoren einer Program-
miersprache eine Implementierung der Ableitungsvorschrift erstellt werden muss. Des-
weiteren muss fu¨r intrinsische Funktionen eine Ableitung zur Verfu¨gung gestellt werden.
Wa¨hrend Programmiersprachen wie C/C++ oder Fortran nur fu¨r eine kleine feste
Anzahl von intrinsischen Funktionen Ableitungen beno¨tigen, trifft dies fu¨r MATLAB,
Python oder Java nicht zu.
AD mittels Quelltext-Transformation
Wa¨hrend bei einem AD-Werkzeug nach dem Paradigma der u¨berladenen Operatoren
die Implementierung der Ableitungsberechnung vollsta¨ndig in den Operatoren gekapselt
ist, ist diese bei AD-Werkzeugen, die eine Quelltext-Transformation implementieren, im
Quelltext mehr oder weniger sichtbar. Ein AD-Werkzeug, welches Quelltext-Transforma-
tionen anwendet, liest den Quelltext des Original-Programms ein und erweitert diesen
um die no¨tigen Anweisungen, um die durch die unabha¨ngigen und abha¨ngigen Varia-
blen implizierten Ableitungen zu berechnen. Danach wird ein modifizierter Quelltext
ausgegeben. In Abbildung 3 ist die Vorgehensweise skizziert. Der Quelltext-Transfor-
mations-Komponente (source transformation) des AD-Werkzeugs werden vom Benutzer
die unabha¨ngigen Variablen, die abha¨ngigen Variablen und der Quelltext des abzuleiten-
den Programms u¨bergeben. Daraus erzeugt die Quelltext-Transformations-Komponente
einen erweiterten Quelltext (differentiated functions), der, zusammen mit einem modi-
fizierten Hauptprogramm und Laufzeitroutinen des AD-Werkzeugs (in der Abbildung
als helper functions bezeichnet) zu einem ausfu¨hrbaren Programm kombiniert wird. Ein
Quelltext-Transformations AD-Werkzeug ist durch die Notwendigkeit, eine Komponente
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Abbildung 3: Block-Diagramm eines Ableitungsprozesses mit Hilfe eines Quelltext-
Transformations AD-Werkzeugs
zur Programm-Analyse und -Erweiterung zu erstellen, sehr viel aufwendiger zu konstru-
ieren. Der entscheidende Vorteil eines Quelltext-Transformations Werkzeugs ist, dass
inter- und intraprozedurale Kontroll- und Datenflussanalysen mo¨glich sind, welche die
Generierung effizienterer Ableitungsanweisungen ermo¨glichen. Ein AD-Werkzeug, wel-
ches u¨berladene Operatoren einsetzt, kann selten mehr als den aktuellen Operator be-
trachten und hat somit insbesondere keinen Zugriff u¨ber den Kontext des aktuellen
Operators hinaus. Inzwischen existieren einige Quelltext-Transformations AD-Werkzeu-
ge, zum Beispiel ADIC [21] fu¨r C, ADIFOR [19] fu¨r Fortran-77, TAF [45, 46] fu¨r Fort-
ran-77/95 und TAPENADE [54] ebenfalls fu¨r Fortran-77/95. In zwei Projekten wird
derzeit erforscht, wie weit die bestehende Infrastruktur eines U¨bersetzers zur Erstellung
eines AD-Werkzeugs genutzt werden kann. Dies sind der NAGWare Fortran-95 Com-
piler [83, 84, 92] und OpenAD [99]. Fu¨r MATLAB wurde bisher nur eine prototypische
Implementierung namens MSAD [68] begonnen. Weitere Informationen u¨ber automati-
sches Differenzieren befinden sich in den Konferenzvero¨ffentlichungen [48, 10, 33, 26, 14]
sowie auf der Website http://www.autodiff.org, welche umfangreiche Informationen
zum automatischen Differenzieren, zu Theorie, Werkzeugen, Vero¨ffentlichungen sowie
Konferenzanku¨ndigungen zur Verfu¨gung stellt.
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1.4 Analyse bestehender Werkzeug zum automatischen
Differenzieren vom MATLAB-Programmen
Techniken des automatischen Differenzierens wurden fu¨r MATLAB bisher nur mittels
u¨berladener Operatoren hergestellt. So stellt Hill in [55] die erste Mo¨glichkeit vor, um au-
tomatisches Differenzieren auf einfache Ausdru¨cke anzuwenden. Mit ADMIT-1/ADMAT
[31, 101] und TOMLAB/MAD [43] wurden Werkzeuge entwickelt, welche eine umfas-
sende AD-Erweiterung von MATLAB zum Ziel hatten. Relativ neu und daher noch
experimentell ist myAD [40]. ADMIT-1/ADMAT unterstu¨tzt die Berechnung von ersten
Ableitungen im Vorwa¨rts- und Ru¨ckwa¨rtsmodus fu¨r Skalare, Vektoren und Matrizen.
Die Berechnung von Ableitungen zweiter Ordnung im Vorwa¨rts- und Ru¨ckwa¨rtsmodus
ist auf skalare Funktionen beschra¨nkt. Zusa¨tzlich kann das Muster der Du¨nnbesetztheit
von Jacobi- und Hesse-Matrizen berechnet und zur Erstellung einer optimalen Saat ver-
wendet werden. Die Version 1 des Werkzeugs verwendet eine interne Darstellung der
Richtungsableitungen, die es unmo¨glich macht, Matrix- und Vektor-Operationen zu ver-
wenden, was teilweise zu signifikanten Geschwindigkeitseinbußen fu¨hrt. Die neue Version
2 la¨sst keine Analyse der Interna mehr zu, brachte aber in Messungen eine deutliche Be-
schleunigung. TOMLAB/MAD implementiert nur den Vorwa¨rtsmodus zur Berechnung
von Ableitungen erster Ordnung. Ableitungen ho¨herer Ordnung ko¨nnen durch Schach-
telung von TOMLAB/MAD-Objekten berechnet werden [88]. Desweiteren besteht die
Mo¨glichkeit das Du¨nnbesetztheitsmuster zu berechnen und zu nutzen. Das kommerzielle
Werkzeug kann im Gegensatz zu ADMIT-1/ADMAT und myAD auch mit multidimen-
sionalen Feldern umgehen. myAD bietet zwei Klassen zur Berechnung von Ableitungen
erster und zweiter Ordnung im Vorwa¨rtsmodus fu¨r vektorielle Funktionen. Eine Klasse,
die Matrizen unterstu¨tzt, ist in der Entwicklungsphase.
Alle diese AD-Werkzeuge haben auf Grund der gewa¨hlten Implementierungstechnik
nur die Mo¨glichkeit, eine Operation gleichzeitig zu betrachten und ko¨nnen somit keine
globalen Optimierungen und keine Aktivita¨tsanalyse durchfu¨hren. Eine Aktivita¨tsanaly-
se ermo¨glicht in explizit getypten Sprachen, wie zum Beispiel C/C++ oder Fortran, eine
Reduktion der Menge der Variablen, die ein Ableitungsobjekt beno¨tigen. AD-Werkzeu-
ge, die fu¨r diese Sprachen nach dem Prinzip der u¨berladenen Operatoren implementiert
worden sind, wie zum Beispiel ADOL-C, besitzen keine automatische Aktivita¨tsana-
lyse und daher muss der Benutzer alle Variablen, die potentiell aktiv werden ko¨nnen,
auf den Datentypen des AD-Werkzeugs umstellen. Konservativ werden daher meist alle
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Variablen mit Fließkommatypen umgestellt.
AD-Werkzeuge fu¨r MATLAB, welche auf u¨berladenen Operatoren basieren, hilft die
dynamische implizite Typisierung der Sprache, indem zur Laufzeit nur die Variablen, die
von einer unabha¨ngigen Variablen abha¨ngen, den Typen des AD-Werkzeugs erhalten.
Diese Propagation von Ableitungsobjekten hat aber auch Nachteile, da fu¨r Anweisun-
gen der Art v=[1,2,3]; v(1)=akt;, wobei akt eine aktive Variable ist, zu spa¨t festgestellt
wird, dass v aktiv sein muss. Die Lo¨sung dieser Herausforderung differiert fu¨r ADMIT-
1/ADMAT, TOMLAB/MAD und myAD. Ersteres rechnet mit falschen Ableitungen
weiter, wa¨hrend die beiden anderen mit einem Fehler abbrechen.
Der Prototyp des Quelltext-Transformations-AD-Werkzeugs MSAD stand fu¨r eine ge-
nau Untersuchung nicht zur Verfu¨gung. Die Vero¨ffentlichung [68] beschreibt die Ver-
fu¨gbarkeit einer Aktivita¨tsanalyse, eines rudimenta¨ren Typsystems und den Ru¨ckgriff
auf Speichertechniken des TOMLAB/MAD AD-Werkzeugs. Berichtet wurde u¨ber die
Berechnung von Ableitungen erster Ordnung mittels des Vorwa¨rtsmodus. Die pra¨sen-
tierten Ergebnisse bedurften manueller Eingriffe in den generierten Quelltext. U¨ber die
Behandlung von Toolbox-Funktionen wurden keine Informationen zur Verfu¨gung ge-
stellt. Ein AD-Werkzeug fu¨r MATLAB muss aber Ableitungen fu¨r eine kleine Menge von
Toolbox-Funktionen zur Verfu¨gung stellen, da nicht alle Toolbox-Funktionen im Quell-
text zur Verfu¨gung stellen. Außerdem kann ha¨ufig durch einen geschlossenen Ausdruck
eine effizientere Ableitung einer Toolbox-Funktion angegeben werden als dies durch me-
chanisches Differenzieren ihres Quelltextes mo¨glich ist.
Die Werkzeuge ADMIT-1/ADMAT und TOMLAB/MAD versuchen durch U¨berladen
von circa 50 Basis-Funktionen, wie zum Beispiel sin (), zeros () oder reshape(), die große
Menge der Toolbox-Funktionen abzudecken. ADMIT-1/ADMAT setzt hierfu¨r teilweise
eine Approximation mittels Differenzenquotienten ein. Die Autoren dieser beiden AD-
Werkzeuge haben angenommen, dass alle anderen Toolbox-Funktionen mit Hilfe dieser
Basis-Funktionen implementiert sind. Unter dieser Annahme ko¨nnen zwar nahezu belie-
bige MATLAB-Programme abgeleitet werden, die Effizienz ist aber schlecht, zumindest
dann, wenn die Ableitung einer Funktion als geschlossener Ausdruck bekannt ist. Deswei-
teren liegen diese AD-Werkzeuge als geschu¨tzte MATLAB-Dateien vor. Dadurch haben
nur die Entwickler Zugriff auf die internen Strukturen und nur sie ko¨nnen die Ableitun-
gen fu¨r weitere Toolbox-Funktionen als neue Methoden innerhalb der Ableitungsklasse
implementieren. myAD u¨berla¨dt nur circa 20 Toolbox-Funktionen, darunter die trigo-
nometrischen Funktionen und zeros (), aber nicht reshape(). Mit dieser sehr geringen
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Menge ist nicht zu erwarten, dass beliebige MATLAB-Quelltexte abgeleitet werden ko¨n-
nen. Allerdings kann der Benutzer selber weitere Ableitungen fu¨r Toolbox-Funktionen
zur Ableitungsklasse hinzufu¨gen, da myAD im Quelltext vorliegt.
Die Berechnung von Ableitungen mittels u¨berladener Operatoren wird in MATLAB
als langsam empfunden. In anderen Programmiersprachen la¨sst sich beobachten, dass
Ableitungen, die mittels u¨berladener Operatoren berechnet werden, mehr Zeit beno¨tigen
als solche, die mittels Quelltext-Transformation erstellt wurden. Als Problemstellung
ergibt sich damit:
Welchen Einfluss hat eine implizite dynamische Typisierung wie in MATLAB
auf die Erstellung eines Quelltext-Transformations Werkzeugs? Wie ko¨nnen
fu¨r die große Menge von Funktionen effizient Ableitungen spezifiziert wer-
den? Welche Konzepte sind notwendig, um beliebige MATLAB-Programme
so um Anweisungen erweitern ko¨nnen, dass die Ableitungen effizient berech-
net werden?
1.5 Anforderungen an ein AD-Werkzeug fu¨r MATLAB
Die Anforderungen an ein Werkzeug zur algorithmischen Erstellung von Ableitungen
erster und zweiter Ordnung mit Hilfe des Vorwa¨rtsmodus des automatischen Differenzie-
rens fu¨r ein gegebenes MATLAB-Programm lassen sich in generelle und in AD-spezifische
Anforderungen unterteilen. Neben den generellen Anforderungen nach einfacher Bedien-
barkeit, Robustheit, Effektivita¨t und Effizienz stellen die folgenden Anforderungen die
AD-spezifischen dar:
• Die Programmiersprache MATLAB soll zuverla¨ssig und vollsta¨ndig verarbeitet wer-
den. Außerdem sollen Kommentare und Formatierungen mo¨glichst erhalten blei-
ben. Der Anwender soll sein Programm nicht a¨ndern oder erga¨nzen mu¨ssen, um es
ableiten zu ko¨nnen.
• Die dynamisch implizite Typisierung von MATLAB soll durch das Werkzeug unter-
stu¨tzt werden. Nur im Ausnahmefall sollen Typinformationen durch den Benutzer
eingefu¨gt werden mu¨ssen.
• Die umfangreichen Sammlungen vordefinierter Funktionen sollen effizient mit Ab-
leitungen versehen werden ko¨nnen. Das heißt, die Ableitung einer Toolbox-Funk-
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tion soll durch einen Ausdruck gegeben werden ko¨nnen und nicht allein durch
mechanisches Ableiten des Quelltextes der Funktion.
• Ein Laufzeitsystem soll erstellt werden, welches Vektor- und Matrix-Operation
verwendet, um mit den gela¨ufigen in MATLAB zur Verfu¨gung stehenden Daten-
strukturen und -typen, wie zum Beispiel Skalaren, Vektoren und Matrizen von
einfachen und komplexen Fließkommazahlen, umgehen zu ko¨nnen. Von den selte-
ner genutzten Datentypen, wie zum Beispiel Cellarrays, Strukturen, Klassen und
multidimensionalen Feldern (Anzahl Dimensionen gro¨ßer als 2), sollen mo¨glichst
viele unterstu¨tzt werden.
• Idealerweise soll das Laufzeitsystem durch eine lose Kopplung ohne A¨nderung der
Quelltext-Transformations-Komponente austauschbar sein.
• Der erzeugte Quelltext soll menschenlesbar bleiben.
• Es soll ein mo¨glichst effizientes abgeleitetes Programm erstellt werden:
– Algorithmen zur Optimierung des Quelltextes sollen implementiert werden.
– Die Quelltext-Transformations-Komponente soll identische Operationen mit
mehr als zwei Argumenten so klammern, dass die Operationen mit minimalem
Speicherbedarf ausgefu¨hrt werden. Das heißt, es soll zum Beispiel ein Produkt
von drei Matrizen so geklammert werden, dass die Anzahl der Operationen
minimiert wird.
1.6 Lo¨sungsansa¨tze
Bei der Lo¨sung des Problems wurde mit der Quelltext-Transformations-Komponente
begonnen, da diese den Umfang des Laufzeitsystems bestimmt. Zuerst wurde untersucht,
ob ein Scanner und Parser fu¨r MATLAB frei verfu¨gbar war, da dieser das Design der
Quelltext-Transformations-Komponente maßgeblich beeinflussen wu¨rde. Es wurde der
Scanner und Parser im Open-Source-Projekt
”
Octave“ [39] untersucht, welches eine MAT-
LAB-nahe Programmiersprache implementiert. Scanner und Parser wurden aber als fu¨r
zu stark mit dem Projekt verwoben befunden, da kein Syntax-Baum aufgestellt, sondern
sofort die Operation unter Ru¨ckgriff auf Daten der Umgebung durchgefu¨hrt wurde.
Desweiteren wurde das
”
FALCON“-Projekt [93] betrachtet, welches sich mit der Re-
strukturierung von MATLAB-Programmen zur Erho¨hung der Ausfu¨hrungsgeschwindig-
15
keit bescha¨ftigt. Das Projekt verfu¨gt laut der Vero¨ffentlichung zwar u¨ber einen Parser,
dieser war aber weder frei verfu¨gbar, noch wurde eine Anfrage beantwortet. Die Ver-
o¨ffentlichung der Grammatik des
”
MATCH“-Compilers [6] erfolgte 1999 als technischer
Bericht auf den Webseiten der Northwestern University of Illinois. Die Rechte an dem
Compiler wurden aber exklusiv an ein Startup-Unternehmen u¨bertragen.
Compiler-Frameworks, exemplarisch seien hier Eli [65] und TXL [32] genannt, ko¨n-
nen die Implementierung eines AD-Werkzeugs beschleunigen. Ein Compiler-Framework
bietet vorgefertigte Routinen und Hilfsmittel. Durch die gro¨ßere Nutzergemeinde sollten
Fehler schnell entdeckt werden und Fragen beantwortet werden ko¨nnen. Nichtsdestotrotz
ist die Lernkurve bis zur Beherrschung eines solchen Frameworks sehr steil. Am Anfang
des ADiMat-Projekts (von Automatisches Differenzieren fu¨r Matlab) wurde das Com-
piler-Framework Eli evaluiert und gepru¨ft, ob die no¨tigen Informationen fu¨r eine Quell-
text-Transformation gesammelt und die ASTs entsprechend modifiziert werden ko¨nnen.
Trotz Unterstu¨tzung durch die Framework-Entwickler konnte keine funktionstu¨chtige
Aktivita¨tsanalyse erstellt werden und die Nutzung des Werkzeugs wurde verworfen.
Nachdem festgestellt wurde, dass keine Wiederverwendung von Komponenten mo¨g-
lich war, wurde mit dem Design des Werkzeugs von Grund auf begonnen. Das Design
der Quelltext-Transformations-Komponente wird durch das Design eines U¨bersetzers mit
den Schritten Scannen/Parsen, AST-Aufbau, Bezeichneridentifikation, weitere Analysen,
AST-Transformation und Ausgabe bestimmt. Der initiale Lo¨sungsansatz sah eine Quell-
text-Transformations-Komponente vor, die durch eine umfassende Analyse der Eingabe
ein nahezu autarkes abgeleitetes Programm erstellen sollte. Das heißt, dass insbeson-
dere das Laufzeit-System minimal, besser noch unno¨tig, sein sollte. Die Ableitung einer
Vektor- oder Matrix-Operation sollte wieder zu einer solchen fu¨hren und nicht auf skalare
Operationen heruntergebrochen werden.
Im Verlauf der Entwicklung dieses Ansatzes wurde erkannt, dass der Datentyp einiger
Variablen mittels einer statischen Analysen innerhalb der Quelltext-Transformations-
Komponente nur schwer berechnet werden kann [60]. Das Design der Quelltext-Trans-
formations-Komponente wurde daher so gewa¨hlt, dass jene ohne Informationen u¨ber die
Gro¨ße der beteiligten Objekte Quelltext erzeugen kann, welcher ohne weitere Hilfsmittel
genau eine Richtungsableitung, fortan skalare Richtungsableitung genannt, berechnen
kann. Mit Hilfe eines Laufzeit-Systems, im konkreten Fall einer MATLAB-Klasse, kann
wa¨hrend der Ausfu¨hrung des abgeleiteten Programms auf die dynamischen Typinforma-
tionen zugegriffen werden, so dass ohne A¨nderungen am erzeugten Quelltext multiple
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Richtungsableitungen berechnet werden ko¨nnen.
1.7 Gliederung
Die Gliederung dieser Arbeit folgt der Evolution des AD-Werkzeugs ADiMat [100]. In
Kapitel 2 werden die generischen Bestandteile, wie Scanner, Parser und AST, eines AD-
Werkzeugs beschrieben sowie einige Implementierungstechniken diskutiert. Kapitel 3 ist
der Behandlung von Besonderheiten von MATLAB gewidmet. So wird hier der vorla¨ufige
Verzicht auf ein Typsystem motiviert, da Quelltext zur Berechnung skalarer Richtungs-
ableitungen ohne die Betrachtung von Datentypen generiert werden kann. Desweiteren
wird in Kapitel 3 auf die Behandlung von Sprachkonstrukten zur Argumentu¨bergabe und
auf Optimierungen, die im AD-Werkzeug einfach zu realisieren sind, eingegangen. Eine
weitere Spezialita¨t von MATLAB sind die Toolboxen. Ein Konzept zur effizienten Spezi-
fikation von Ableitungen fu¨r diese große Menge von (polymorphen) Funktionen wird in
Kapitel 4 vorgestellt. Wenn gleichzeitig mehrere Richtungsableitungen berechnet werden
sollen, muss auf eine Laufzeit-Komponente zuru¨ckgegriffen werden. In Kapitel 5 werden
drei ausgereifte Klassen und ein Konzept fu¨r eine solche Laufzeit-Klasse vorgestellt. In
den Klassen werden Operatoren verwendet, um Operationen auf Richtungsableitungen,
wie zum Beispiel Summe, Differenz oder Produkt, auf elegante Art zu kapseln. Die
Betrachtung von experimentellen Resultaten und eine Validierung der erreichten An-
forderungen wird in Kapitel 6 vorgenommen. Zum Abschluss werden in Kapitel 7 eine
Zusammenfassung und ein Ausblick pra¨sentiert.
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2 U¨bersetzer-Infrastruktur fu¨r ein AD-Werkzeug fu¨r
MATLAB
Ein Werkzeug zum automatischen Differenzieren, welches mittels Quelltext-Transforma-
tion ein (MATLAB-)Programm um Anweisungen, die Ableitungen berechnen, erweitert,
teilt sich mit einem U¨bersetzer [1, 50, 81] fu¨r die selbe Programmiersprache einige Teile,
die sich nur minimal unterscheiden. Der Anwendungsfall zur Berechnung von Ableitun-
gen eines beliebigen MATLAB-Programms wird in Abbildung 4 dargestellt. Der Benut-
Abbildung 4: Anwendungsfalldiagramm fu¨r ADiMat
zer gibt die unabha¨ngigen und abha¨ngigen Variablen an. Daraufhin wird die Quelltext-
Transformations-Komponente benutzt, um die abgeleiteten Quelltexte zu erzeugen. Zur
Ableitung der Funktionen werden Ausdru¨cke beno¨tigt, die die Ableitungen fu¨r die Tool-
box-Funktionen angeben. Solche Ausdru¨cke sollen von Entwicklern oder erfahrenen Be-
nutzern (Powerusern) erstellt werden ko¨nnen (siehe Kapitel 4). Wenn die Funktionen des
Benutzers erfolgreich abgeleitet wurden, findet deren Auswertung in MATLAB statt. Fu¨r
die Auswertung sind gegebenenfalls zusa¨tzliche Routinen no¨tig, wenn mehr als eine Rich-
tungsableitung gleichzeitig gewu¨nscht ist. Diese Routinen werden hier grob unter dem
Begriff Laufzeit-System zusammengefasst (siehe Kapitel 5). Sofern allerdings nur skalare
Richtungsableitungen berechnet werden sollen (wie in [85]) kommt ADiMat nahezu ohne
ein Laufzeit-System aus. Einzig eine Funktion (g zeros ()), die ein Ableitungsobjekt, wel-
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ches nur Nullen entha¨lt, erstellen kann, und die Funktionen, welche zur Differenzierung
von Toolbox-Funktionen beno¨tigt werden (circa fu¨nf Funktionen), mu¨ssen zur Verfu¨gung
gestellt werden.
2.1 Struktur der Quelltext-Transformations-Komponente
Die Quelltext-Transformations-Komponente analysiert das abzuleitende Programm und
fu¨gt neue Anweisungen in den Quelltext ein, um die durch die unabha¨ngigen und abha¨n-
gigen Variablen selektierten Ableitungen zu berechnen. In Abbildung 5 sind der Kon-
trollfluss und der Datenfluss einer Quelltext-Transformations-Komponente als Aktivi-
ta¨tsdiagramm [66] skizziert. Die Eingabe ist die Datei, welche die Hauptfunktion des
abzuleitenden Programms entha¨lt, und die Spezifikation der unabha¨ngigen und abha¨n-
gigen Variablen. Die Datei wird an den Scanner und Parser weitergereicht, welche daraus
einen Strom von Token beziehungsweise einen abstrakten Syntaxbaum erzeugen, wie in
den Kommentaren – Rechtecke mit einem Eselsohr – angegeben. In dem abstrakten Syn-
taxbaum werden die Bezeichner auf ihren Verwendungszweck hin analysiert (Resolution
of identifiers). Wenn Bezeichner vorhanden sind, deren Zweck unbekannt ist, wird mit
Hilfe des Suchpfads versucht, eine Datei mit diesem Namen zu finden, die dann an den
Scanner und Parser zur Analyse u¨bergeben wird (Verzweigung Unknown identifiers pre-
sent). Dieser Prozess wird solange wiederholt, bis alle Bezeichner bekannt sind, oder
das Ende des Suchpfades erreicht wurde, ohne dass eine passende Datei gefunden wur-
de. In letzterem Fall bricht das Werkzeug ab. Dies ist aus Gru¨nden der Vereinfachung
nicht dargestellt. Aus der Iteration u¨ber Scannen, Parsen und Auflo¨sen von bekannten
und unbekannten Bezeichnern erwa¨chst ein Wald von abstrakten Syntaxba¨umen, der an
den Kanonikalisierungsalgorithmus und danach an die Aktivita¨tsanalyse weitergegeben
wird. AST-Knoten, die eine aktive Variable enthalten, sind im AST durch ausgefu¨llte
Rechtecke des abstrakten Syntaxbaums symbolisiert. Die mit aktiven Variablen versehe-
nen abstrakten Syntaxba¨ume werden im Schritt Semantic augmentation mit Ausdru¨cken
zur Berechnung der Ableitung erweitert und im letzten Schritt ausgegeben.
In Verbindung mit dem Hauptprogramm stellt die Klasse adproj die Ablaufsteue-
rung von ADiMat dar. Desweiteren ist in dieser nach dem Entwurfsmuster Single-
ton [44] erstellten Klasse die gesamte Datenhaltung angelegt. Das Klassen-Attribut
theOnlyInstance speichert die Singleton-Instanz der Klasse. Abbildung 6 zeigt das Klas-
sendiagramm fu¨r die Klasse adproj. Die Operationen und Attribute der meisten Klassen
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Abbildung 5: Vereinfachte interne Struktur von ADiMat mit Darstellung der bewegten
Daten
wurden ausgeblendet, um die U¨bersichtlichkeit zu wahren.
Die Klasse adproj entha¨lt die Attribute mastertree und subtrees , in denen die ASTs
des analysierten MATLAB-Programms abgelegt werden. Der mastertree speichert die
MATLAB-Routine, die an ADiMat zur Differentiation u¨bergeben wurde. Dies kann eine
Funktion oder ein Script sein. Die subtrees speichern alle vom mastertree beno¨tigten Hilfs-
funktionen. Desweiteren wird in adproj ein Attribut mit Namen masterscope gespeichert,
welches ein Objekt der Klasse scope aufnimmt und die Sichtbarkeiten der Bezeichner
modelliert; mehr dazu im Abschnitt
”
Sichtbarkeit und Identifikation von Bezeichnern“.
Die Attribute indeps, deps und topfunction enthalten die Bezeichner der unabha¨ngigen
Variablen, der abha¨ngigen Variablen und der Funktion, die abgeleitet werden soll. Fu¨r
die meisten der Attribute sind Setter und Getter implementiert. Desweiteren gibt es
fu¨r den Aufrufgraphen, der durch eine Referenz in cgroot erreichbar ist, drei Export-
Methoden, welche den Graph in den Formaten VCG [96], menschenlesbar (txt) und als
Komma-separierte Liste ausgeben. In Tabelle 1 werden die u¨brigen Methoden den drei
Schritten
”
syntaktische Analyse“,
”
semantische Analyse“ und
”
semantische Erweiterung“
einer Compiler-Pipeline zugeordnet.
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Abbildung 6: Die Klasse adproj und ein Teil ihrer Abha¨ngigkeiten
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Methodenname Kollaboration Beschreibung
parsemasterfile () syntaktische
Analyse
Ruft den Scanner, Parser und die Treenode-Fac-
tory zur Erstellung des ASTs auf.
resolveMissing
Identifiers ()
semantische
Analyse
Analysiert einen AST auf Bezeichner, deren
Zweck noch nicht erkannt wurde und ver-
sucht den Zweck mit Hilfe der Methoden
resolveMI file () und resolveMI builtin () zu erken-
nen.
resolveMI file () semantische
Analyse
Sucht im Dateisystem nach einer Datei fu¨r einen
unbekannten Bezeichner. Wenn eine Datei gefun-
den wird, dann wird fu¨r diese Datei die syntak-
tische Analyse gestartet.
resolveMI builtin () semantische
Analyse
Sucht einen unbekannten Bezeichner in der Da-
tenbank der Toolbox-Funktionen.
createDependency
Graph()
semantische
Analyse
Erzeugt den Variablen-Abha¨ngigkeitsgraphen
und berechnet auch die Aktivita¨tszusta¨nde der
Variablen.
buildCallGraph() semantische
Analyse
Berechnet den Aufrufgraph.
canonicalize () semantische
Analyse
Startet die Kanonikalisierung.
ADrun() semantische
Erweiterung
Erweitert die ASTs zur Berechnung der Ablei-
tungen.
output() - Gibt alle ASTs als MATLAB-Quelltexte aus.
globalOpt()
postOpt()
- Wendet Quelltext-Optimierungs-Algorithmen
auf die ASTs an. Die Methode globalOpt() wird
vor der Anwendung von AD aufgerufen und
postOpt() danach.
Tabelle 1: U¨bersicht der Methoden in der Klasse adproj; sortiert nach ihrem Aufruf in
der Quelltext-Transformations-Komponente
Daru¨ber hinaus ist in Abbildung 6 die Klasse StringTable dargestellt, welche die effi-
ziente Speicherung von Bezeichnern und allen anderen Zeichenketten, die wa¨hrend der
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Analyse eines MATLAB-Programms auftreten, implementiert. Zusa¨tzlich stellt die Klas-
se eine Methode zur Verfu¨gung, um einen neuen eindeutigen Bezeichner zu generieren.
Eindeutige Bezeichner werden erst beno¨tigt, nachdem das Parsen aller Eingabedateien
abgeschlossen wurde, zum Beispiel fu¨r tempora¨re Variablen, die wa¨hrend der Kanoni-
kalisierungsphase eingefu¨gt werden. Da fu¨r die Entscheidung, ob ein Bezeichner schon
verwendet wird, der Zugriff auf alle anderen Bezeichner notwendig ist, wurde diese Funk-
tionalita¨t in der Klasse StringTable mit Hilfe der Methode uniqueName() und einiger Hilfs-
attribute implementiert.
Im Folgenden werden die Besonderheiten der Schritte
”
syntaktische Analyse“ und
”
se-
mantische Analyse“ auf die einzelnen Teile von ADiMat heruntergebrochen. Jene Teile,
die exklusiv fu¨r die Nutzung im AD-Werkzeug entwickelt wurden, werden in Kapitel 3
im Detail behandelt. Die syntaktische Analyse umfasst die Abschnitte
”
Scanner und
Parser“ und
”
Der abstrakte Syntax-Baum“, die semantische Analyse den Abschnitt
”
Sichtbarkeit und Identifikation von Bezeichnern“.
2.2 Scanner und Parser
Die Aufgabe des Scanners, welcher fu¨r ADiMat mit Hilfe des Scannergenerators Flex [86]
erstellt wurde, besteht in der Zerlegung der Eingabe in sogenannte Token. Ein Token
kann unter anderem ein Schlu¨sselwort, ein Operator, aber auch eine Zahl, ein Bezeichner
oder ein Leerzeichen sein. Die Token des Scanners werden von einem Parser, der fu¨r ADi-
Mat mit Hilfe von Bison [37] erstellt wurde, weiterverarbeitet. Dieser erzeugt mit Hilfe
einer Grammatik einen abstrakten Syntaxbaum.
Wa¨hrend die Eingabe fu¨r den Parser-Generator Bison keine Besonderheiten aufweist,
wurde die Definition des Scanners so gewa¨hlt, dass die Regeln kontextsensitiv sind, um
einige sprachliche Besonderheiten von MATLAB handhaben zu ko¨nnen. In MATLAB
ko¨nnen komplexe Zahlen genutzt werden. Zum Beispiel wird im Ausdruck 2+4i + 1+3∗i
zu einer komplexen Zahl mit dem Real-Teil 2 und dem Imagina¨r-Teil 4 (2 + 4i) eine
reelle Zahl 1 und das Produkt der reellen Zahl 3 und der imagina¨ren Zahl i (
√−1)
hinzuaddiert. Der MATLAB-Scanner muss also sowohl eine Konstante, auf die ein i ...
folgt, als auch den alleinstehenden Bezeichner i akzeptieren. Dabei darf i aber nicht als
reserviertes Schlu¨sselwort angesehen werden, da der Nutzer den Bezeichner i durchaus als
Variable verwenden darf. Da dadurch die imagina¨re Zahl u¨berdeckt werden kann, stehen
die Bezeichner j, I und J ebenfalls als imagina¨re Zahlen zur Verfu¨gung. Der Scanner
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in ADiMat behandelt eine Konstante, die von einer imagina¨ren Zahl gefolgt wird, als
Imagina¨r-Teil einer komplexen Zahl, wa¨hrend die alleinstehenden Bezeichner i , j, I ...
und J erst durch die Toolbox-Datenbank aufgelo¨st werden, sofern diese nicht vorher als
Variable identifiziert wurden (siehe
”
Sichtbarkeit und Identifikation von Bezeichnern“).
Normalerweise sind Leerzeichen, Tabulatoren und Zeilenumbru¨che in MATLAB ohne
Bedeutung. Erst wenn eine Matrix definiert werden soll, ko¨nnen diese Leerzeichen eine
Bedeutung haben. Die einfach zu parsende Definition einer Matrix bedient sich Kommata
und Semikola, um die Matrixeintra¨ge in einer Zeile beziehungsweise die Zeilen zu trennen.
Der Ausdruck
N = [ 2 , 1 5 , 4 ; 5 , 6 , 7 ] ;
definiert die 2× 3 Eintra¨ge große Matrix N. Der Ausdruck
M = [ 2 3 ∗5 , 4
5 6 7 ] ;
gibt die gleiche Matrix an. Die Kommata wurden durch Leerzeichen, das Semikolon
innerhalb der eckigen Klammern durch einen Zeilenumbruch ersetzt. Zusa¨tzlich wird
der zweite Eintrag in der ersten Zeile durch einen Ausdruck beschrieben. Zur Verein-
fachung sollen im Folgenden die Tabulatoren und Zeilenumbru¨che zu den Leerzeichen
geza¨hlt werden. Zur Erkennung, wann ein Leerzeichen ein Komma ersetzt und wann
es ignoriert werden kann, wurden im Scanner drei Zusta¨nde definiert, was den Scanner
kontextsensitiv macht. Abbildung 7 illustriert die Zusta¨nde und die an den Parser ge-
sendeten Zeichen, wa¨hrend der Anfang des Ausdruck fu¨r M=[2 3 ∗5, ... gescannt wird.
Das Symbol
”
“ kennzeichnet ein Leerzeichen. Der Scanner ist im initialen Zustand, in
der Abbildung durch <INITIAL> bezeichnet, wenn keine o¨ffnende eckige Klammer ge-
lesen wurde. Sobald eine o¨ffnende eckige Klammer gelesen wird, wird der Scanner in
den Zustand <operand> versetzt. Damit erwartet der Scanner als na¨chste Eingabe einen
Operanden, also einen Ausdruck, der eine Zahl, ein Variablenname, eine Zeichenkette
oder eine o¨ffnende Klammer sein kann. Wenn der Scanner einen Operanden lesen konn-
te, versetzt er sich in den Zustand <operator>. Falls der Scanner jetzt mindestens ein
Leerzeichen und darauf folgend erneut einen Operanden liest, werden die Leerzeichen
verworfen, der Operand in die Eingabe zuru¨ckgeschrieben und dem Parser ein Meta-
Zeichen, in der Abbildung mit SEP bezeichnet, u¨bergeben. Dieses Meta-Zeichen gibt an,
dass der Scanner erneut einen Operanden gefunden hat und der aktuelle Eintrag der
Matrix vollsta¨ndig gelesen wurde. Der Scanner versetzt sich dann zuru¨ck in den Zustand
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Abbildung 7: Zusta¨nde des Scanners wa¨hrend des Scannens einer Matrix-Definition
<operand>, um den zuru¨ckgestellten Operanden zu lesen.
Findet der Scanner im Zustand <operator> aber Leerzeichen, die von einem Rechen-
zeichen gefolgt werden, das nicht als Vorzeichen zula¨ssig ist, so werden die Leerzeichen
zwar auch verworfen, aber ohne ein Meta-Zeichen an den Parser zu senden. Der gelesene
Operator (im Beispiel: ∗) wird an den Parser u¨bergeben und der Scanner versetzt sich
in den Zustand <operand>. Im Idealfall alternieren die Zusta¨nde <operand> und <ope-
rator>. Da aber in der Eingabe sowohl Leerzeichen wie auch Kommata zur Trennung
von Matrixeintra¨gen innerhalb der gleichen Matrix-Definition verwendet werden du¨rfen,
muss der Scanner auch damit umgehen ko¨nnen. Desweiteren du¨rfen durchaus zwei Ope-
randen aufeinander folgen, ohne zwei Eintra¨ge in der Matrix darzustellen. Der Ausdruck
4∗(7+2) ist ein Beispiel fu¨r diesen Fall. Die o¨ffnende runde Klammer wird als zweiter
Faktor des Multiplikationssymbols ebenso wie die Ziffer 7 als Operand betrachtet. Die
Regeln nun so zu definieren, dass nach einer o¨ffnenden runden Klammer immer ein wei-
terer Operand erwartet wird, fu¨hrt im Fall von 4∗(−7+2) zu Misserfolg. Der Scanner
muss also so angepasst sein, dass er einige Zeichen in beiden Zusta¨nden akzeptiert.
In MATLAB ist weiterhin das Zeichen, das den Transpositions-Operator angibt, mit
dem Zeichen, welches eine Zeichenkette begrenzt, identisch. Beide werden durch das
Apostroph kenntlich gemacht. Diese Zweideutigkeit wird durch die Position des Apo-
strophs im Eingabestrom aufgelo¨st. Ein Transpositions-Operator muss immer direkt auf
eine Zahl, eine Variable oder eine schließende Klammer folgen, wa¨hrend eine Zeichen-
kette immer an einem Ort stehen muss, an dem ein Operand erwartet wird, wie zum
Beispiel in str=’Zeichenkette’ ; variable ’.
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Bemerkenswert ist die Mo¨glichkeit, in MATLAB das reservierte Schlu¨sselwort end so-
wohl als Schlu¨sselwort zur Kennzeichnung des Endes einer Flusskontrollstruktur zu ver-
wenden als auch zum Referenzieren des letzten Eintrags eines Feldes. Im Beispiel
i f Bedingung
d i s p v ( end−1) ;
end
wird der vorletzte Eintrag des Vektors v nur ausgegeben, wenn die Bedingung im Kon-
ditional wahr wird. Um die unterschiedlichen Verwendungen zu unterscheiden, pru¨ft der
Scanner, ob der Bezeichner end innerhalb einer Feldindizierung steht. Ist dies der Fall, so
wird der Bezeichner an den Parser u¨bergeben, ansonsten als Schlu¨sselwort interpretiert.
Um zu u¨berpru¨fen, ob sich der Bezeichner end innerhalb einer Feldindizierung befindet,
wird ein Stack verwendet, auf dem alle offenen Klammern gespeichert werden. Dieser
Stack ist leer, wenn der Bezeichner ein Schlu¨sselwort angibt.
2.3 Der abstrakte Syntax-Baum
Der abstrakte Syntax-Baum (AST ) ist eine interne sogenannte high-level representation
des geparsten Programms, welche jedem Sprachkonstrukt, also zum Beispiel einem Be-
zeichner, einem Operator oder einem Konditional, einen eigenen Objekttyp, zum Beispiel
in Form einer Klasse, zuordnet. Im Gegensatz zum AD-Werkzeug bricht ein Compiler
diese high-level representation sehr schnell auf die medium-level representation [1, 81]
herunter. Diese ist mit einem Programm, das nur noch if- und goto-Anweisungen entha¨lt,
vergleichbar. Ha¨ufig wird sogar auf eine low-level representation zuru¨ckgegriffen, welche
einem Assembler-Dialekt nahe kommt, da auf den beiden letztgenannten Repra¨sentatio-
nen einige Compiler-Algorithmen sehr viel einfacher anzuwenden sind.
In ADiMat erstellt der Parser mit Hilfe einer TreenodeFactory den abstrakten Syn-
tax-Baum. Zuna¨chst werden zwei Ansa¨tze zur Implementierung von Algorithmen auf
einer Klassenhierarchie beschrieben und danach der in ADiMat benutzte AST. Switch...
case-Anweisungen zur Implementierung von Algorithmen auf ASTs werden aufgrund
ihrer vielen Nachteile nicht weiter betrachtet. So ist es zum Beispiel schwierig fu¨r den
U¨bersetzer zu pru¨fen, ob alle relevanten case-Marken erstellt wurden und nicht ein Fall
unbeabsichtigt ausgelassen wurde.
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Methoden im Knoten
Ein AST sei durch eine Klassenhierarchie beschrieben. Eine Basisklasse soll grundle-
gende Attribute und Operationen definieren, die von spezialisierten Knoten(-Klassen)
erweitert werden. Abbildung 8 zeigt eine solche Klassenhierarchie fu¨r bina¨re Operato-
ren, Bezeichner und Zahlen angegeben in UML. In der Basisklasse wird mittels abstrakter
Methoden definiert, welche Operationen von jeder abgeleiteten Klasse implementiert wer-
den mu¨ssen (zum Beispiel die ausgabe()-Operation). Die Implementierung der Routinen,
Abbildung 8: Mo¨gliche Hierarchie der Knotenklassen
im Beispiel der Ausgabe-Routine, ist u¨ber die gesamte Klassenhierarchie verteilt, was
die Implementierung von Algorithmen mit Zusta¨nden verkompliziert. Die Dateihandle
FILE ∗ fu¨r die Ausgabe wird in der aktuellen Implementierung durch Parameteru¨bergabe
propagiert. Fu¨r eine geringe Anzahl von Parametern ist diese Technik akzeptabel. Bei
la¨ngeren Parameterlisten leidet die U¨bersichtlichkeit und die Wahrscheinlichkeit, dass
Parameter mit verwandten Datentypen vertauscht werden, steigt.
Ein Vorteil dieser Implementierung ist, dass eine Methode direkt auf private Attribute
ihres Objekts zugreifen kann. Von Nachteil ist aber, dass beim Erstellen von neuen
Algorithmen oder bei A¨nderungen an bestehenden nahezu jede Klasse der Hierarchie
angepasst werden muss. Dies fu¨hrt nicht nur zu la¨ngeren U¨bersetzerla¨ufen, sondern ist
auch fehleranfa¨llig, da die Gefahr besteht, eine Klasse zu vergessen. Außerdem springt der
Programmzeiger bei der Abarbeitung des Algorithmus sta¨ndig durch das Programm, was
zu ha¨ufigen Instruction Cache Misses [98] fu¨hren kann und damit zu einer langsameren
Programmausfu¨hrung. Partielle Abhilfe fu¨r A¨nderungen und Erstellung von Algorithmen
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ko¨nnen Techniken der aspektorientierten Programmierung [30] schaffen.
Algorithmus als Visitor
Eine alternative Implementierung eines Algorithmus wird durch das Entwurfsmuster Vi-
sitor [44] beschrieben, welches ein Objekt, den Visitor, an alle Objekte einer Klassenhier-
archie reicht. Dazu muss entweder die Programmiersprache Visitoren durch Sprachele-
mente unterstu¨tzen, was selten der Fall ist, oder die Klassenhierarchie eine Schnittstelle
bieten, um den Visitor zu verarbeiten. Am C++-Beispiel eines Ausgabe-Visitors wird der
zweite Ansatz in Abbildung 9 gezeigt. Mittels der Methode accept( Visitor ∗ visit ), welche
eine klassenspezifische Methode im Visitor aufruft, werden Knoten-spezifische Aktionen
ausgefu¨hrt. Im Beispiel besteht in der Klasse Bezeichner der Rumpf der accept()-Methode
aus der Zeile visit −>visitBezeichner( this ). Ein spezialisierter Visitor erweitert die Klasse
Visitor und implementiert seine Aufgabe in den visitCLASS(CLASS this)-Methoden. Dies
ist fu¨r einen Ausgabe-Visitor durch einige Methoden beispielhaft in Abbildung 9 b) dar-
gestellt. Daru¨berhinaus findet in der Abbildung eine Separation der Quelltext-Fragmente
c l a s s AusgabeVis i tor : pub l i c
Vi s i t o r {
v i r t u a l void visitAddOp (
Addit ionsOperator ∗node ) {
node−>getKind (0 )−>accept ( t h i s )
;
s td : : cout<< ’+ ’ ;
node−>getKind (1 )−>accept ( t h i s )
;
} ;
v i r t u a l void v i s i tB e z e i c hn e r (
Beze ichner ∗node ) {
s td : : cout<< node−>getBez ( ) ;
} ;
// usw .
} ;
a) b)
Abbildung 9: Ausgabe mittels eines Visitors; in Teil a) wurde aus Platzgru¨nden u¨berwie-
gend auf die Deklaration der Argumente der accept()-Methoden verzichtet.
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nach Klassenzugeho¨rigkeit statt. So sind zum Beispiel alle Anweisungen fu¨r die Ausga-
be einer Addition in der Methode visitAddOp() gekapselt. Attribute des Visitors ko¨nnen
einen Zustand speichern, der nicht exponiert werden muss. Dadurch ist es weiterhin
mo¨glich mehrere Instanzen eines Visitors ohne unerwu¨nschte gegenseitige Beeinflussung
(Seiteneffekte) zu erstellen. In objektorientierten Programmen mit Zugriffsschutz sind
allerdings Selektoren no¨tig. Gravierender wirkt sich die mangelnde Unterstu¨tzung durch
die Implementierungssprachen aus. In vielen ga¨ngigen Programmiersprachen, wie zum
Beispiel in C++ oder Java, wird ein Visitor mittels Double-Dispatch [59] angewendet.
Das heißt, im ersten Schritt wird der Visitor an das Objekt u¨bergeben, welches danach
im zweiten Schritt die entsprechende Methode des Visitors aufruft. Eine Alternative
zum Double-Dispatch mit Hilfe von Reflections [42], wie in [41] beschrieben, macht die
Implementierung der accept()-Methoden obsolet.
Der abstrakte Syntax-Baum in ADiMat
ADiMat verwendet eine a¨hnliche Klassenhierarchie wie die in Abschnitt
”
Methoden im
Knoten“ vorgestellte. Zusa¨tzlich wurde aber auch die Infrastruktur fu¨r Visitoren (Ab-
schnitt
”
Algorithmus als Visitor“) geschaffen. Die Kombination dieser beiden Ansa¨tze
hat den Vorteil, dass Algorithmen, die viele Daten eines AST-Knotens beno¨tigen, direkt
in der Knotenklasse implementiert werden ko¨nnen, und Algorithmen, die viele Zusta¨n-
de beno¨tigen, in einem Visitor angelegt werden ko¨nnen. Die Implementierungen werden
partiell durch C++ unterstu¨tzt (Vorteil: virtuelle Funktionen, Nachteil: Double-Dispatch
nicht direkt unterstu¨tzt).
In der Abbildung 10 wird ein Auszug der in ADiMat implementierten Klassenhierar-
chie gezeigt. Die Klasse adn dient als Basisklasse fu¨r alle Sprachelemente von MATLAB.
Die u¨bergeordnete Klasse parent ermo¨glicht durch eine doppelte Verkettung eine konsis-
tente Eltern-Kind-Beziehung zur Vereinfachung der Fehlersuche und stellt ein Zeilen-ori-
entiertes Ordnungsmerkmal (hierarchische Anweisungsnummer) zur Verfu¨gung. Indem
nach einer Transformation des ASTs die Konsistenz der doppelten Verkettung gepru¨ft
wird, ko¨nnen Fehler in der Knoten-Verkettung als Indikatoren fu¨r fehlerhafte Transfor-
mationen, zum Beispiel durch Programmierfehler in ADiMat, aufgezeigt werden.
Eine hierarchische Anweisungsnummer gibt die Schachtelungstiefe der Anweisung und
die Anzahl der Anweisungen, die im aktuellen Block vor der Anweisung stehen, wieder.
Das folgende MATLAB-Fragment zeigt ein Beispiel fu¨r die hierarchische Nummerierung
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Abbildung 10: Auszug aus der Klassenhierarchie des abstrakten Syntax Baums
der Anweisungen einer Funktion:
0 : f u n c t i o n y=f ( x )
0 : 0 : c=100;
0 : 1 : wh i l e c>0
0 : 1 : 0 : c=c−g ( x ) ;
end
0 : 2 : y=c+g ( x ) ;
1 : f u n c t i o n r=h ( z )
1 : 0 : r= abs ( z ) ;
2 : f u n c t i o n s=g ( p )
2 : 0 : t= p−1;
2 : 1 : s=h ( t ) ;
Dem Schlu¨sselwort end ist kein AST-Knoten zugeordnet und daher hat es auch keine
hierarchische Anweisungsnummer. Es geho¨rt zur while-Schleife und wird nach dem Ende
des Rumpfes der Schleife ausgegeben. Der ersten Funktion wird die Anweisungsnummer
0 zugeordnet. Im Beispiel bekommt die erste Unterfunktion h() die hierarchische An-
weisungsnummer 1 zugeordnet und g() die Anweisungsnummer 2, da MATLAB keine
Unterunterfunktionen erlaubt. Geschachtelte Unterfunktionen werden als Anweisungen
innerhalb der u¨bergeordneten Funktion betrachtet und erho¨hen somit die zweite Ebene
der hierarchischen Anweisungsnummern. Hierarchische Anweisungsnummern definieren
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eine totale Ordnung, welche spa¨ter benutzt wird um zu bewerten, ob eine Anweisung
ohne unerwu¨nschte semantische Effekte, zum Beispiel wa¨hrend der Vorwa¨rtssubstitution
von Variablen (siehe Abschnitt 3.4), verschoben werden kann. Seltener genutzt werden
private Funktionen, welche in ADiMat darum nicht weiter beru¨cksichtigt werden.
Die Beziehung zwischen adn-Knoten, der Klasse adproj und der Meta-Klasse Interpreter
ist in Abbildung 11 dargestellt. Durch die Methoden adproj :: parsemasterfile () oder adproj
:: resolveMI file (), welche wa¨hrend der semantischen Analyse benutzt werden (siehe
na¨chsten Abschnitt
”
Sichtbarkeit und Identifikation von Bezeichnern“), wird der Interpreter
mit dem Parsen einer Datei beauftragt. Das Resultat ist ein AST, der aus adn-Knoten
Abbildung 11: Beziehung der adn-Klassen zu adproj und dem Interpreter
besteht und dessen Wurzel in einem adct gespeichert wird. Der Klassenname adct steht
fu¨r Automatic Differentiation Common Tree. In Abbildung 11 ist der U¨bersichtlichkeit
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wegen nur ein kleiner Ausschnitt der verfu¨gbaren adn-Klassen gezeigt.
2.4 Sichtbarkeit und Identifikation von Bezeichnern
In den meisten ga¨ngigen Programmiersprachen haben Bezeichner fu¨r Variablen und
Funktionen nur eine begrenzte Sichtbarkeit. Das heißt zum Beispiel, dass eine Varia-
ble nur innerhalb eines Funktionsrumpfes referenzierbar ist und von außerhalb nicht les-
oder beschreibbar ist. Fu¨r die meisten Programmiersprachen bietet sich hier ein Scha-
lenmodell an, wobei die a¨ußere Schale die globalen Variablen und Funktionen entha¨lt.
Abbildung 12 a) zeigt ein Schalenmodell, welches die Sichtbarkeiten der in den Quelltex-
ten im Abbildungsteil b) verwendeten Bezeichner wiedergibt. Die Quelltexte bestehen
aus einem Skript main.m, einer einfachen Funktion in der Datei h.m und einer Funktion
mit Unterfunktionen in der Datei f .m. Die Funktion f () hat eine geschachtelte Unter-
funktion n() und eine nicht geschachtelte Unterfunktion g(). Im Schalenmodell werden
Quelltexte, die den Kontext ihrer Umgebung beeinflussen, durch gestrichelte Linien ge-
kennzeichnet. Dies ist fu¨r main.m der Fall, da ein Skript immer die Umgebung beeinflusst
aus der es aufgerufen wurde, und fu¨r die Funktion n(), da diese in f () geschachtelt ist.
Im Schalenmodell wird die Beeinflussung einer Variablen von anderer Stelle durch einen
Pfeil, wie zum Beispiel von i in der geschachtelten Funktion n() auf das i in der um-
gebenden Funktion f (), dargestellt. Bemerkenswert ist, dass zum Beispiel die Funktion
h() die lokalen Funktionen von f () nicht aufrufen kann, da diese in der globalen Schale
nicht sichtbar sind.
In ADiMat wird eine Schale von der Klasse scope modelliert. Die Scopehierarchie
besteht aus dem globalen Scope (entspricht der globalen Schale), dem Scope der Funk-
tionen, im Beispiel in Abbildung 12 sind das f () und h(), und dem Scope der Unterfunk-
tionen, im Beispiel ist dies nur die Unterfunktion g(), da die geschachtelte Unterfunktion
n() den gleichen Scope wie f () manipuliert. Abbildung 13 zeigt die Klassenhierarchie zur
Modellierung der Sichtbarkeiten der Bezeichner. Jeder scope entha¨lt die drei Umgebun-
gen (engl.: environment) var, welche die Bezeichner aller Variablen speichert, func fu¨r
die Bezeichner aller Funktionen und notbnd, welche nur wa¨hrend der Zuordnungsphase
von Bezeichnern vorhanden ist, da sie die Bezeichner speichert, die noch nicht zuge-
ordnet werden konnten. Ein Bezeichner wird mittels eines bindings an eine Umgebung
gebunden. Die einzelnen Vorkommen eines Bezeichners werden mittels occurrences einem
AST-Knoten adn ident und einem binding zugeordnet. Wenn eine Funktion aus der Tool-
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file
”
main.m“
i =0;
j =0;
f ( ) ;
file
”
h.m“
f unc t i on h
i =4;
file
”
f.m“
f unc t i on f
i =1; j =2;
g ( ) ;
n ( ) ;
d i sp i ;
f unc t i on n
d i sp i ;
i= 5 ;
end
end
func t i on g
i= 3 ;
h ( ) ;
a) b)
Abbildung 12: a) Schalenmodell der Sichtbarkeitshierarchie von Bezeichnern; b) Die zu
den Schalen geho¨rigen Quelltexte
box-Datenbank vorliegt, so wird die occurrence auf eine DBToolboxOccurrence erweitert,
welche weitere Informationen zum Auffinden der korrekten Ableitung in der Datenbank
speichert.
Bei der Implementierung der Sichtbarkeiten musste darauf geachtet werden, dass das
Verhalten von Skript-Dateien in Bezug auf die Sichtbarkeit der Bezeichner korrekt mo-
delliert wird. Eine Skript-Datei, die von verschiedenen Funktionen des MATLAB-Pro-
gramms aufgerufen wird, kann jeweils einen anderen Kontext vorfinden. Abbildung 14
zeigt einen stark vereinfachten Fall. Beide Funktionen f () und g() rufen prepareXV auf.
Durch die unterschiedlichen Schnittstellen von f () und g() kann entweder x oder v...
aktiv werden. Bei einer herko¨mmlichen Aktivita¨tsanalyse wu¨rde die transitive Hu¨lle
gebildet (vergleiche Abschnitt
”
Aktivita¨tsanalyse“ in Kapitel 3), was dazu fu¨hren kann,
dass beide Variablen x und v als aktiv betrachtet werden. Zur Vermeidung dieser
”
U¨ber-
aktivierung“ dupliziert ADiMat den AST einer Skript-Datei und fu¨gt jeweils eine Kopie
in den Kontext der aufrufenden Funktion ein. Diese Technik ko¨nnte auch auf Funk-
tionen ausgedehnt werden, die von mehreren Stellen aufgerufen werden. Die Technik
wurde dafu¨r aber verworfen, da es sich gezeigt hat, dass selbst wenn Funktionen von
mehreren Stellen aufgerufen werden, die Mengen der aktiven Argumente und Resultate
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Abbildung 13: Abha¨ngigkeiten der Klassen, die die Sichtbarkeiten von Bezeichnern mo-
dellieren
typischerweise gleich sind.
Im Gegensatz zu den AD-Werkzeugen ADIFOR [19] und ADIC [21], denen eine Liste
mit allen Dateien die abzuleitende Funktionen enthalten, u¨bergeben werden muss, sucht
ADiMat die Funktionen in einem Suchpfad. Ermo¨glicht wird dies durch die MATLAB-
Regel, dass der Name einer aufzurufenden Funktion identisch mit dem Namen der Datei
sein muss, in der die Funktion implementiert ist.
2.5 Datentypen in MATLAB und ADiMat
Die implizite dynamische Typisierung von MATLAB macht die Analyse eines MATLAB-
Programms anspruchsvoll. Unter Beru¨cksichtigung der speziellen Anforderungen eines
AD-Werkzeugs werden nun kurz die Anforderungen an ein Typsystem beschrieben:
34
Abbildung 14: Skript-Datei prepareXV wird aus zwei unterschiedlichen Kontexten auf-
gerufen.
Datentyp eines Bezeichners Beschreibt den Basistyp eines Bezeichners, also ob mit
einem Bezeichner zum Beispiel ein ganzzahliger Wert, ein Fließkommawert, ein
Zeichen oder eine Funktion assoziiert wird. Felder und Strukturen sowie Klassen
sollen nicht als Basistyp betrachtet werden.
Bezeichner, die keinen Fließkomma-Datentypen haben, ko¨nnen zur Reduzierung
der Anzahl der potentiell aktiven Bezeichner benutzt werden. Aber auch ohne
diese Typinformation kann eine Variable, die zum Beispiel die Gro¨ße eines Feldes
speichert, korrekt behandelt werden, da die Variable u¨blicherweise nur fu¨r a¨hnliche
Zwecke eingesetzt wird, also zum Beispiel um u¨ber das Feld zu iterieren oder um
weitere Felder gleicher Gro¨ße anzulegen.
Fu¨r ADiMat wa¨re in einigen Fa¨llen die Information, ob eine Variable eine Funkti-
on referenziert, von Interesse. Funktionen als Argumente werden zum Beispiel fu¨r
Optimierer oder Gleichungssystemlo¨ser, wie gmres() [7, 95], verwendet. Zur Berech-
nung der Ableitung eines Gleichungssystemlo¨sers muss bekannt sein, ob eines der
Argumente eine Funktion referenziert. Da diese Typinformation in ADiMat nicht
vorliegt, ist die Behandlung einer Funktion als Argument nicht mo¨glich.
Dimension eines Bezeichners (engl.: shape) Die Dimension, genauer die Gro¨ße der
Felder in den einzelnen Dimensionen, ist von entscheidendem Interesse. Da Skalare,
Matrizen sowie Spalten- und Zeilen-Vektoren bei der Verknu¨pfung mit Ableitungs-
objekten angepasst werden mu¨ssen, ko¨nnten diese Dimension-Informationen wa¨h-
rend der Transformation die Generierung von effizienten abgeleiteten Ausdru¨cken
erleichtern.
Klassentyp eines Bezeichners MATLAB unterstu¨tzt die Verwendung von Klassen. Zur
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Zeit werden Klassen in ADiMat nur indirekt unterstu¨tzt. Sollte eine Klasse nur
die mathematischen Operatoren u¨berladen, so ist eine Ableitung des Programms,
das solche Klassen verwendet, zumeist unproblematisch. Bei der Ausfu¨hrung des
abgeleiteten Programms muss dann allerdings die Ableitungsklasse von ADiMat
so angepasst werden, dass die Priorisierung eindeutig ist (siehe Abschnitt 5.3).
Verwendet eine Klasse aber Methoden, so kann das MATLAB-Programm, welches
diese Klasse benutzt, nicht vollautomatisch von ADiMat abgeleitet werden, da
die Identifikation u¨berschriebener Methoden ein Typsystem voraussetzt. Klassen
werden jedoch derzeit nur selten in abzuleitenden MATLAB-Programmen einge-
setzt und werden daher auch von den anderen AD-Werkzeugen, zumindest laut
deren Dokumentationen, nicht unterstu¨tzt. Es ist allerdings naheliegend, dass die-
ses Konzept tatsa¨chlich nicht unterstu¨tzt wird, da es in auf u¨berladenen Operato-
ren basierenden Werkzeugen auf eine Schachtelung von Klassen hinausla¨uft, wozu
allerdings a priori die Klassennamen der zu schachtelnden Klassen bekannt sein
mu¨ssen (siehe auch 5.3). Seit dem Beginn der Arbeiten an ADiMat wurden aber
keine Programme, die Klassen verwenden, zum Ableiten vorgelegt.
Die Berechnung des Shapes eines in einer Variablen gespeicherten Objekts wa¨hrend
der Quelltext-Analyse ist aus folgenden Gru¨nden anspruchsvoll:
• Toolbox-Funktionen ko¨nnen Objekte mit beliebigem Shape zuru¨ckliefern.
• Variablen ko¨nnen von Speichermedien geladen werden.
• Der Shape einer Variablen kann von Benutzereingaben abha¨ngen.
• Der Basistyp einer Variablen ist dynamisch.
• Felder ko¨nnen wa¨hrend der Ausfu¨hrung eines MATLAB-Programms beliebig wach-
sen und schrumpfen.
Wa¨hrend die drei ersten Punkte durch Annotationen, also zum Beispiel durch spezielle
Kommentare im Programm oder in den Toolbox-Funktionen, behoben werden ko¨nnten,
stellt der letzte Punkt eine gro¨ßere Herausforderung dar. Die Information u¨ber den Shape
einer Variablen ha¨ngt somit nicht nur von der Variablen ab, sondern auch von der Stelle
im Programm. Im folgenden Listing ist fu¨r die Variable u jeweils als Kommentar der
Shape angegeben:
36
% Anweisung % Shape
% ===============================================
u= 4 ; % Ska l a r
u= z e r o s ( u , 1 ) ; % Spa l ten−Vektor La¨nge 4
u= u ’ ; % Ze i l e n−Vektor La¨nge 4
f o r c=1:5
u=[u ; u ] ; % Matr i x 2 c × 4
end
u % Matr i x 32 × 4
Das angegebene MATLAB-Fragment ist in diesem Fall wohlgeformt, dass heißt, es gibt
keine Variablen, deren Wert nicht bekannt ist. Problematisch ist aber schon die Zeile
u=zeros(u,1);. Hier ha¨ngt die resultierende Gro¨ße des Vektors vom aktuellen Wert einer
Variablen ab. Die Quelltext-Transformations-Komponente muss also den Wert kennen,
um die genaue Gro¨ße der Variablen u ermitteln zu ko¨nnen. Im Beispiel ist dies durch
die Konstante einfach, aber dort kann auch ein beliebig komplizierter Ausdruck stehen.
Ein a¨hnliches Problem tritt in der Schleife auf, wenn die Schleifengrenzen nicht konstant
sind.
Obiges Beispiel zeigt, dass zur Analyse-Zeit die Berechnung des genauen Shapes einer
Variablen sehr anspruchsvoll und partiell nicht entscheidbar ist. In [13] und [60] werden
Verfahren vorgestellt, die ungenauen Shape-Informationen beziehungsweise Typ-Infor-
mationen mittels algebraischer Ausdru¨cke berechnen. Ungenaue Shape-Informationen
unterteilen Bezeichner in die Kategorien Skalare, Vektoren, Matrizen und ho¨herdimen-
sionale Felder. Diese Kategorisierung wu¨rde zur Generierung von hoch effizientem MAT-
LAB-Quelltext ausreichend. Das zweite Verfahren modelliert Shape-Informationen mit
Hilfe von Ausdru¨cken, die zum Beispiel die size ()-Funktion aufrufen. Beide Verfahren
werden in ADiMat nicht verwendet, da sich im Verlauf der Arbeiten gezeigt hat, dass
auch ohne zur Analyse-Zeit vorliegende Shape-Informationen korrekter Quelltext zur
Ableitungsberechnung erstellt werden kann.
2.6 Sonstige Compiler-nahe Komponenten
Die bisher beschriebenen Komponenten sind so oder a¨hnlich in den meisten ga¨ngigen
U¨bersetzern implementiert. Zusa¨tzlich werden noch kleinere Komponenten benutzt, die
sich um Speichermanagement, die Ausgabe des generierten Quelltexts oder um die Aus-
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gabe von Fehlermeldungen ku¨mmern. Da diese Komponenten zwar wichtig fu¨r ein AD-
Werkzeug sind, aber keine Besonderheiten aufweisen, sollen sie hier nur sehr kurz be-
schrieben werden, um das Werkzeug zu komplettieren.
Speichermanagement In Compilern und auch in AD-Werkzeugen treten sehr viele In-
formationen auf, die nur wenige (< 10) Byte Platz beno¨tigen. Einige Compiler
setzen daher sogenannte Memory-Pools [24] ein, in denen kleine Mengen Speicher
effizient verwaltet werden ko¨nnen, ohne den Hauptspeicher zu fragmentieren. In
ADiMat wurde auf den Einsatz eines solchen Systems verzichtet, da die verwende-
ten Scanner- und Parser-Generatoren keine expliziten Mo¨glichkeiten zum Einsatz
von Memory-Pools boten und durch die Verwendung von Objekten als AST-Kno-
ten nicht so viele kleine Speicherbereiche beno¨tigt werden. Desweiteren werden
wa¨hrend der Transformation Speicherblo¨cke freigegeben und andere neu belegt, so
dass auch der Memory-Pool nach kurzer Zeit fragmentiert wa¨re und sein Nutzen
damit fragwu¨rdig wa¨re.
Fehlermeldungen und sonstige Status-Ausgaben werden u¨ber einen gefilterten Ausga-
bestrom realisiert. Der Benutzer kann beim Programmstart spezifizieren welche
Arten von Informationen (Fehlermeldungen, Warnungen, Beginn und Ende einer
Transformation) ausgegeben werden sollen.
Ausgabe der ASTs Der transformierte Syntax-Baum wird mittels einem als
”
Metho-
den im Knoten“ realisierten Algorithmus ausgegeben. Da die Ausgabe eines AST-
Knotens nahezu alle Informationen des Objekts beno¨tigt, wurde diese Form zur
Realisation des Algorithmus gewa¨hlt.
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3 Besonderheiten der Quelltext-Transformation von
MATLAB
Zum automatischen Differenzieren eines MATLAB-Quelltextes sind, neben den im vori-
gen Kapitel beschriebenen Darstellungen des Quelltextes, noch Analysen zur Abha¨ngig-
keit von Bezeichnern sowie vorbereitende Maßnahmen, wie eine Kanonikalisierung oder
gegebenenfalls Optimierungen, no¨tig, bevor es zur eigentlichen Erweiterung des Quell-
textes um Anweisungen zur Berechnung von Ableitungen kommt. Allerdings ist dieses
Kapitel nicht auf diese Konzepte und Methoden beschra¨nkt, sondern beschreibt noch
einige außergewo¨hnliche MATLAB-Sprach-Konstruktionen und ihre Behandlung durch
ADiMat.
3.1 Aktivita¨tsanalyse
Die Aktivita¨tsanalyse basiert auf dem Variablen-Abha¨ngigkeitsgraphen. Im Variablen-
Abha¨ngigkeitsgraphen wird eine gerichtete Kante von einer Variablen i1 zu einer Varia-
blen t1 eingetragen, wenn t1 von i1 abha¨ngt, also zum Beispiel eine Zuweisung t1 = g(i1)
in dem abzuleitenden Programm vorkommt. Das Symbol g() kann hier sowohl eine Funk-
tion als auch ein Operator sein. In Abbildung 15 ist die Abha¨ngigkeit der Variablen i1
und t1 zum Beispiel in Teilabbildung 1) dargestellt.
Abbildung 15: Konzeptionelle Darstellung der Propagation von Aktivita¨tszusta¨nden; die
Raute und das Quadrat bezeichnen Variablen, die von den unabha¨ngigen
beziehungsweise abha¨ngigen Variablen beeinflusst werden.
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Die Aktivita¨tsanalyse bestimmt die Variablen, die auf einem Pfad von den unabha¨ngi-
gen (in der Abbildung durch eine Raute gekennzeichnet) zu den als abha¨ngig definierten
Variablen (durch das Quadrat dargestellt) liegen. Die Berechnung erfolgt durch Iteration
zweier Schritte. Im ersten Schritt, hier U¨bergang von Teilabbildung 1) auf 2), wird der
Zustand
”
unabha¨ngig“, zu verstehen als
”
Es gibt einen Pfad von den unabha¨ngigen Va-
riablen zur aktuellen Variable“, in Richtung der Abha¨ngigkeiten propagiert. Die Rauten
”
fallen“ dabei im Graphen nach unten. Im zweiten Schritt, hier U¨bergang von 2) auf 3),
wird der Zustand
”
abha¨ngig“ entgegen der Pfeilrichtung propagiert und die Quadrate
steigen beginnend bei o2 im Graphen auf. Diese beiden Schritte zur Berechnung der
transitiven Hu¨lle werden so oft iteriert, bis sich der Aktivita¨tszustand keiner Variablen
mehr vera¨ndert.
Das Klassendiagramm in Abbildung 16 zeigt unter anderem die Klassen von ADiMat,
welche den Variablen-Abha¨ngigkeitsgraphen speichern. Die Klasse adj node (engl.: adja-
cency node) speichert gerichtete Abha¨ngigkeiten von Variablen und die Klasse adj graph
dient dem schnellen Zugriff auf den Graphen. Desweiteren ist in letzterer der interproze-
durale Propagationsalgorithmus zur Berechnung des Aktivita¨tszustands einer Variablen
implementiert. Der Propagationsalgorithmus ist zwei-geteilt. Der erste Teil, der in Pseu-
do-C in Listing 2 angegeben ist, u¨bernimmt die Propagation des Attributs
”
von den
unabha¨ngigen Variablen abha¨ngig“ (d indep) und der zweite Teil die Propagation des
Attributs
”
von den abha¨ngigen Variablen abha¨ngig“ (d dep). Auf einem Stack werden
alle Variablen abgelegt, deren Attribut d indep gesetzt ist.
Die do while-Schleife arbeitet den Stack ab, in dem eine forall -Schleife alle Variablen
v, die von der Variable cur abha¨ngen, auf ein gesetztes Attribut d indep u¨berpru¨ft. Sollte
es noch nicht gesetzt sein, so wird es gesetzt und die Variable v damit als
”
von den
unabha¨ngigen Variablen abha¨ngig“ gekennzeichnet und auf den Stack geschoben. Mit
Hilfe der Flagge changed wird angezeigt, dass sich der Aktivita¨tszustand mindestens
einer Variablen gea¨ndert hat und ein weiterer Durchlauf der umgebenden while-Schleife
no¨tig ist.
Der zweite Teil des Algorithmus ist a¨quivalent zu dem in Listing 2 gezeigten, nur dass
d indep durch d dep ersetzt wird. Desweiteren muss im Kopf der forall -Schleife die Menge
der zu iterierenden Variablen durch die Menge der Variablen v∈V|cur depends on v ersetzt
werden. In den meisten Fa¨llen brauchen beide Algorithmen nur je 2− 3 Iterationen, um
die aktiven Variablen zu berechnen. Wenn allerdings Konstruktionen dieser Art:
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Abbildung 16: Abha¨ngigkeiten der Aufrufgraph-Klasse und des Variablenabha¨ngigkeits-
graphen
f u n c t i o n r=fi ( a )
z= 1 ;
t= fi+1 ( z ) ;
z= t ∗a ; r=z ; ,
dass heißt, eine Variable z wird erst nach ihrer Verwendung fu¨r einen Funktionsaufruf
aktiv, ineinander geschachtelt auftreten (fi(fi+1(. . .))), so kann es zu ho¨heren Iterations-
zahlen in den einzelnen Richtungen kommen. In solchen Ausnahmen wurden bis zu 8
Iterationen beobachtet.
In statisch explizit getypten Programmiersprachen wird die Menge der betrachteten
Variablen von vornherein auf die Variablen beschra¨nkt, die einen Fließkommawert ent-
halten. In dynamisch implizit getypten Sprachen macht diese Beschra¨nkung zwar auch
Sinn, aber wenn keine Typinformationen vorliegen, sollte die Betrachtung von Variablen,
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void propagateForward(V) {
// Input : v a r i a b l e dependency nodes
s tack= [ ] ;
changed= true ;
whi le ( changed ) {
s tack . push (v∈V| v . d indep ) ;
changed= f a l s e ;
do {
cur= stack . pop ( ) ;
f o r a l l ( v∈V | v depends on cur )
i f (˜ v . d indep ) {
// The va r i a b l e v depends d i r e c t l y or
// t r a n s i t i v e l y on the independent v a r i a b l e s
v . d indep= true ;
changed= true ;
s tack . push (v ) ;
}
} whi le (˜ s tack . isempty ( ) )
}
}
Listing 2: Propagation der Aktivita¨tszusta¨nde von Variablen (hier vorwa¨rts; Pseudo-C)
die mo¨glicherweise einen ganzzahligen Datentypen haben, nicht ausgeschlossen werden.
Neben den Klassen fu¨r die Modellierung der Aktivita¨tsanalyse sind in Abbildung 16
noch Klassen zur Speicherung des Aufrufsgraphs (callgraphnode) und von Funktionssig-
naturen ( signature ) dargestellt. Der Aufrufgraph modelliert, welche Funktionen einander
aufrufen. Er wird in Verbindung mit der Klasse signature benutzt, um die Signaturen
polymorpher Funktionen zu synchronisieren. Die Klasse signature speichert sowohl Infor-
mationen u¨ber die Arguments- und Resultatsliste einer Funktiondefinition als auch eines
Funktionsaufrufs. Zur Synchronisation werden die Argumentslisten der unterschiedlichen
Aufrufe einer Funktion mit den Listen der entsprechenden Funktionsdefinition verglichen
und dadurch unter anderem die Behandlung von Argumentslisten mit variabler La¨nge
ermo¨glicht (vergleiche Abschnitt 3.3.1 und 3.3.2).
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3.2 Kanonikalisierung
Die Zerlegung eines komplizierten Ausdrucks in Fragmente mit definierten Eigenschaften
wird Kanonikalisierung genannt. Zur Entwicklung von AD-Algorithmen, vor allem dem
Ru¨ckwa¨rtsmodus, und in der Theorie kommt ha¨ufig eine strikte Variante der Kanonika-
lisierung das sogenannte SSA-Format (engl.: static single assignment) zum Einsatz [47].
Das SSA-Format weist, wie in Abbildung 17 gezeigt, einer Variablen nur genau einmal
einen Wert zu, der danach beliebig ha¨ufig gelesen werden darf. AD-Werkzeuge verwenden
t1 = sin(x);
y = 2*sin(x)+4; wird zerlegt in: t2 = 2*t1;
y = t2+4;
Abbildung 17: Zerlegung eines Ausdrucks ins SSA-Format
allerdings ha¨ufig eine Kanonikalisierung, die es erlaubt, mehrfach Resultate einer bina¨ren
Operation an eine Variable zuzuweisen (zum Beispiel: t= x*y; t= t+z;). Einige AD-
Werkzeuge, darunter auch ADiMat, erlauben es weiterhin, dass bei einigen Operatio-
nen mehr als zwei Operanden auf der rechten Seite einer Zuweisung vorkommen. So
sind zum Beispiel Ausdru¨cke der Form t= x*y*z; t= t+t+42; mo¨gliche Resultate der
Kanonikalisierung.
Die Reihenfolge der Schritte Kanonikalisierung und Aktivita¨tsanalyse ist austausch-
bar. Wenn die Aktivita¨tsanalyse schon durchgefu¨hrt wurde, empfiehlt es sich, nur Aus-
dru¨cke mit aktiven Variablen zu kanonikalisieren. Wurde zuerst kanonikalisiert, wird
die Aktivita¨tsanalyse einfacher, um den Preis, dass unter Umsta¨nden viele tempora¨re
Bezeichner angelegt wurden.
ADiMat berechnet zuerst die Aktivita¨tszusta¨nde aller im Programm vorkommenden
Variablen und kanonikalisiert dann nur die Anweisungen, die aktive Variablen enthalten
(kurz aktive Anweisungen). Inaktive Anweisungen werden ignoriert, wa¨hrend die aktiven
Anweisungen vollsta¨ndig kanonikalisiert werden. Das heißt, es wird nicht zwischen inak-
tiven und aktiven Teilausdru¨cken unterschieden. So wird zum Beispiel eine Anweisung
r=(v(i−2)+x−2)∗(v(i−2)+x−2) zu
t1= i −2;
t2= v ( t1 )+x−2;
t3= i −2;
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t4= v ( t3 )+x−2;
r= t2 ∗ t4 ;
kanonikalisiert. Dabei sei v eine aktive Variable, welche einen Vektor entha¨lt, x eine ska-
larwertige aktive Variable und i ein gu¨ltiger Index gro¨ßer als zwei. Die Zuweisungen an
t2 und t4 zeigen, dass ADiMat mehrere lineare Operationen auf der rechten Seite einer
Zuweisung zula¨sst. Die Berechnungskomplexita¨t der Ableitung eines kanonikalisierten
und eines nicht kanonikalisierten linearen Ausdrucks ist identisch, da zum Beispiel die
Summenregel fu¨r drei Operanden diff (u+v+w) 7→g u+g v+g w nur die Ableitungen der
Operanden benutzt. Wenn dagegen ein nicht-linearer Ausdruck unvera¨ndert bleibt, dann
kann sich die Berechnungskomplexita¨t in Abha¨ngigkeit von den Eingaben signifikant er-
ho¨hen. So werden fu¨r die naive Ableitung des Produkts dreier skalarwertiger Variablen
u∗v∗w zu g u∗v∗w+u∗g v∗w+u∗v∗g w sechs Multiplikation- und drei Additionsoperationen
beno¨tigt. Die kanonikalisierte Anweisungsfolge t1=u∗v; t2=t1∗w abgeleitet zu g t1=g u...
∗v+u∗g v; g t2=g t1∗w+t1∗g w beno¨tigt hingegen nur vier skalare Multiplikationen und
zwei skalare Additionen. Bei vektoriellen Operanden kann es andererseits im kanoni-
kalisierten Fall zu ho¨herem Aufwand kommen. Durch geschickte Klammerung ko¨nnten
Operationen eingespart werden, was aber aufgrund des nicht vorhandenen Typsystems
durch ADiMat nicht unterstu¨tzt wird. Der wichtigste Grund fu¨r die Kanonikalisierung
nicht-linearer Ausdru¨cke auf bina¨re Ausdru¨cke ist, dass einige Ableitungsregeln, wie
zum Beispiel die Ableitung des Gleichungssystemlo¨sers, u¨berma¨ßig kompliziert zu ko-
dieren und aufwendig in der Berechnung wu¨rden (siehe auch
”
Transformation von MAT-
LAB-Quelltext“).
Fu¨r jeden aktiven Ausdruck wird eine neue tempora¨re Variable (im Beispiel t1 bis
t4) angelegt. An jene wird der Ausdruck zugewiesen und dafu¨r die tempora¨re Variable
anstatt des Ausdrucks in der Anweisung eingefu¨gt. Im Beispiel sind die Ausdru¨cke, die an
t1 und t3 zugewiesen werden, identisch und die Ausdru¨cke, die an t2 und t4 zugewiesen
werden, nur im Index unterschiedlich. Die Technik zur Elimination solcher identischer
Ausdru¨cke wird lokale Common Subexpression Elimination (lCSE) [2, 81] genannt. ADi-
Mat pru¨ft noch bevor die Zuweisung an die tempora¨re Variable erstellt wird, ob nicht
schon ein identischer Ausdruck kanonikalisiert wurde. Sollte das der Fall sein, dann wird
keine neue tempora¨re Variable erzeugt, sondern die schon vorhandene wiederverwendet.
Um lCSE auch fu¨r inaktive Teilausdru¨cke nutzen zu ko¨nnen, werden auch jene Ausdru¨cke
kanonikalisiert. Das Beispiel wird mit lCSE zu
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t1= i −2;
t2= v ( t1 )+x−2;
r= t2 ∗ t2 ;
Durch die Kanonikalisierung vera¨ndert sich der Variablenabha¨ngigkeitsgraph. Dieser
wird mit Einfu¨hrung einer neuen tempora¨ren Variablen erweitert und die Abha¨ngigkeiten
sowie der Aktivita¨tszustand werden angepasst, so dass auch die tempora¨ren Variablen
einen korrekten Aktivita¨tszustand haben.
Da ADiMat wa¨hrend der Kanonikalisierung eines Ausdrucks tempora¨re Variablen an-
legt, kann es bei der Ausfu¨hrung des MATLAB-Programms zu Speicherengpa¨ssen kom-
men, wenn diese Variablen nicht nach der Anweisung, die kanonikalisiert wurde, gelo¨scht
werden. Das AD-Werkzeug fu¨gt daher nach jener Anweisung ein clear -Kommando ein,
welches die tempora¨ren Variablen lo¨scht. Im Beispiel folgt auf die Zuweisung r= t2∗ t2;
das Kommando clear t1 t2; um die Variablen t1 und t2 zu lo¨schen.
3.3 Transformation von MATLAB-Quelltext
Die Kernaufgabe von ADiMat ist die Erweiterung eines gegebenen MATLAB-Programms
um Anweisungen zur Berechnung von Ableitungen. Dazu werden weitere Knoten in
den AST eingefu¨gt und die sich dadurch vera¨ndernden Kontext-Informationen, wie zum
Beispiel der Variablen-Abha¨ngigkeitsgraph, werden entsprechend aktualisiert. Zur Be-
rechnung von Ableitungen zweiter Ordnung ist die Korrektheit dieser Kontext-Infor-
mationen sogar essentiell, da jene beispielsweise die Variablen-Abha¨ngigkeiten zwischen
Ableitungsobjekten erster Ordnung und anderen Variablen sowie die Aktivita¨tszusta¨n-
de enthalten, welche fu¨r die Quelltext-Generierung von Ableitungen zweiter Ordnung
beno¨tigt werden.
Vor der Implementierung der Ableitungsregeln ist die Art der Assoziation von Ab-
leitungen mit Variablen festzulegen. Ga¨ngige Methoden sind Assoziation u¨ber Name
(association by name) und Assoziation u¨ber Referenz (association by reference). Asso-
ziation u¨ber Name beschreibt das Anlegen einer neuen Variable, deren Bezeichner sich
nur durch einen Pre- oder Postfix unterscheidet, wie auf der linken Seite in Abbildung 18
gezeigt. Zu einer Variable x wird also zum Beispiel eine Variable g x oder x ad angelegt.
Vorteilhaft ist, dass der Originaltyp der Variable x nicht gea¨ndert werden muss. Aller-
dings verdoppelt sich die Anzahl der Bezeichner in einem Programm nahezu. Bei der
Alternative, Assoziation u¨ber Referenz (rechte Seite in Abbildung 18), wird eine Struk-
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Abbildung 18: Assoziations-Methoden fu¨r Ableitungen; zur besseren Verdeutlichung der
Datentypen hier fu¨r die statisch explizit getypte Sprache C
tur erstellt, zum Beispiel ADSTRUCT, die einen Eintrag zur Speicherung des Fließkom-
mawerts und eine Referenz auf einen Speicherbereich fu¨r die Ableitungswerte entha¨lt.
Die Quelltext-Transformations-Komponente muss also bei der Erzeugung des abgeleite-
ten Quelltextes alle aktiven Bezeichner, die eine Fließkommazahl beinhalten, durch die
Struktur ersetzen. Bei der Verwendung der (Ableitungs-)Werte ist dann eine Referenz
auf den entsprechenden Eintrag der Struktur notwendig, was unter Umsta¨nden zu un-
u¨bersichtlichem Quelltext fu¨hrt. Assoziation u¨ber Referenz wird in AD-Werkzeugen, die
mittels u¨berladener Operatoren implementiert wurden, aus der Notwendigkeit heraus
verwendet, sowohl den Wert einer Variablen als auch ihre Ableitungen in kompakter
Form zur Verfu¨gung zu haben. Ein solches Werkzeug ko¨nnte allerdings in Programmier-
sprachen, die Reflections [42] implementieren, auch eine Assoziation u¨ber Name reali-
sieren, wenn die Reflection-Schnittstelle alle dafu¨r no¨tigen Operationen (Anlegen neuer
Variablen, mathematische Operationen) zur Verfu¨gung stellt. ADiMat verwendet, wie
zum Beispiel auch ADIFOR [19] und TAPENADE [54], Assoziation u¨ber Name, da in
MATLAB die weitere Indirektion einer Struktur bei einer Assoziation u¨ber Referenz zu
Geschwindigkeitseinbußen fu¨hren wu¨rde.
Tabelle 2 gibt die gela¨ufigen Ableitungsregeln an. Die Regeln werden sowohl zur Erstel-
lung von Ableitungsausdru¨cken fu¨r skalarwertige Ausdru¨cke als auch fu¨r vektor- und ma-
trixwertige Ausdru¨cke benutzt. Dabei muss beachtet werden, dass nicht-lineare Vektor-
und Matrix-Operationen nicht kommutativ sind. In der Tabelle geben die Bezeichner
a1 und a2 (nicht notwendigerweise aktive) Ausdru¨cke, g a1 und g a2 die Ableitung des
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jeweiligen Ausdrucks und i1 und i2 inaktive Ausdru¨cke, zumeist Variablen aber auch
Konstanten, an. Durch die repetitive Anwendung der Kettenregel auf Ausdru¨cke, die
aktive Variablen enthalten, wird der AST modifiziert. Ein Ableitungsausdruck wird vor
dem Original-Ausdruck eingefu¨gt, außer wenn der abgeleitete Ausdruck das Resultat
des Original-Ausdrucks beno¨tigt. Im letzteren Fall wird die Reihenfolge vertauscht. Bei
Operation Ableitung Kommentar
i1 0 inaktiver Ausdruck
a1±a2 g a1±g a2 Summenregel
a1∗a2 g a1∗a2+a1∗g a2 Produktregel
a1.∗a2 g a1.∗a2+a1.∗g a2 Produktregel (.◦)
i1 ./a1; ( i1 .∗g a1)./a1.ˆ2 Quotientenregel (.◦)
a1./a2; (g a1.∗a2−a1.∗g a2)./a2.ˆ2 Quotientenregel (.◦)
r= a1ˆi1; t= i1∗ a1ˆ ( i1− 1); Potenzregel
t(a1== 0& i1== 0)= 0;
g r= t∗ g a1;
r=i1ˆa1; g r=r∗g a1∗log(i1);
r=a1ˆa2; g r=(g a2∗log(a1)+a2∗(g a1./a1))∗r;
Tabelle 2: U¨bersicht der Ableitungsregeln einfacher Operatoren (.◦ bezeichnet element-
weise Operatoren)
der Erstellung abgeleiteter Anweisungen werden die Teilausdru¨cke, welche zu Null eva-
luieren, nicht erzeugt. Dadurch ist die Produktregel diff (a1∗a2)=g a1∗a2+a1∗g a2 auch
dann anwendbar, wenn die Ableitung von a1 oder a2 zu Null evaluiert (zum Beispiel
diff (42∗x)=42∗g x, weil eine Konstante zu Null abgeleitet wird). Exemplarisch ist fu¨r die
Produktregel in Tabelle 2 auch die elementweise Form, bezeichnet durch .◦, angegeben.
Die Quotientenregel ist nur fu¨r den elementweisen Operator angegeben, da fu¨r die Ab-
leitung des matrixwertigen Divisionsoperators der Gleichungssystemlo¨ser zum Einsatz
kommt, was in Tabelle 3 dargestellt wird. Bei der Anwendung der Potenzregel auf einen
Ausdruck der Form a1ˆi1 ist eine Sonderfall-Behandlung notwendig, wenn die Variablen
a1 und i1 an den gleichen Stellen Nullen enthalten. Die Ableitung von a1ˆi1 fu¨hrt zu i1...
∗a1ˆ(i1−1)∗g a1. An den Stellen wo a1==0 und i1==0 sind, fu¨hrt dies zu einer Division
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durch Null. Das Ergebnis dieser Division ist in MATLAB zu inf (unendlich) gesetzt. Dies
macht die Ableitungen unbrauchbar, da inf nur durch U¨berschreiben mit einem anderen
Wert eliminiert werden kann. Da in MATLAB aber 00 (die Quelle des Problems) zu Eins
gesetzt ist, setzt ADiMat u¨ber die Hilfsvariable t an den Stellen, an denen beide Varia-
blen a1 und i1 Null sind, Nullen ein. Die Ableitung des elementweisen Potenzoperators
(.ˆ) folgt den gleichen Regeln wie die matrixwertige Version und ist hier daher nicht
angegeben.
Tabelle 3 gibt die Ableitungen der MATLAB-Operatoren an, die in sonstigen Program-
miersprachen fehlen. Desweiteren wurde noch die Ableitung der Division fu¨r Matrizen in
die Tabelle aufgenommen, da die Ableitung u¨ber den Gleichungssystemlo¨ser spezifiziert
wird. In MATLAB ko¨nnen Matrizen durch eckige Klammern erzeugt und auch zusam-
mengefu¨gt werden. Die vier ersten Zeilen der Tabelle geben Beispiele fu¨r die Ableitung
des Matrix-Operators an. Da die Matrix-Konstruktion wie auch die Matrix-Konkatenati-
on durch den gleichen Operator realisiert wird, sind die Beispiele hier nur fu¨r die Matrix-
Konkatenation angegeben. Die Matrix-Konstruktion kann als Matrix-Konkatenation von
Konstanten betrachtet und auch so abgeleitet werden. Fu¨r eine inaktive Variable wird,
wie in der Tabelle gezeigt, ein Ausdruck erstellt, der ein Ableitungsobjekt erzeugt, wel-
ches nur Nullen entha¨lt und die gleiche Gro¨ße wie das inaktive Objekt hat.
Operation Ableitung Kommentar
r=[a1,a2]; g r=[g a1,g a2]; horizontale Matrix-
r=[a1,i1 ]; g r=[g a1,g zeros( size ( i1)) ]; komposition
r=[a1;a2]; g r=[g a1;g a2]; vertikale Matrix-
r=[a1;i1 ]; g r=[g a1;g zeros( size ( i1)) ]; komposition
r=i1\a1; g r=i1\g a1; Gleichungssystem-
r=a1\i1; g r=a1\ (−g a1∗r); lo¨ser
r=a1\a2; g r=a1\ (g a2−g a1∗r);
r=i1/a1; ≡ r=(a1’\ i1 ’) ’; g r=(a1’\ (−g a1’∗r’)) ’; Quotientenregel
r=a1/a2; ≡ r=(a2’\ a1’) ’; g r=(a2’\ (g a1’−g a2’∗r’)) ’; Quotientenregel
Tabelle 3: Abgeleitete Ausdru¨cke fu¨r Matrix-Konstruktion bzw. Matrix-Konkatenation,
den Gleichungssystemlo¨ser und die Division
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Die Ableitung des Operators zum Lo¨sen eines linearen Gleichungssystems A∗x = b (in
MATLAB: x=A\ b) wird zu g r= i1\ g a1, wenn das erste Argument A inaktiv ist. Wenn
das erste Argument aber aktiv wird, wie im zweiten und dritten Fall (hier r=a1\ i1
und r=a1\ a2), dann wird fu¨r die effiziente Berechnung der Ableitung die Lo¨sung r des
Gleichungssystems beno¨tigt. Da normalerweise zuerst die Ableitung einer Zuweisung
und danach die Original-Zuweisung berechnet wird, muss die Reihenfolge im Fall des
Gleichungssystemlo¨sers vertauscht werden. ADiMat legt dazu eine tempora¨re Variable
t an, die die Lo¨sung des Gleichungssystems aufnimmt (t= A\ b), berechnet dann die
Ableitung und weist danach das Ergebnis der eigentlichen Variable zu (r=t). Dies ist
notwendig, da Ausdru¨cke der Form r=r\ b auftreten ko¨nnen.
Um einen Quotienten a/b ableiten zu ko¨nnen, wird dieser zu (b’\ a’) ’ umgeschrieben
aufgefasst, da die Variable b eine Matrix enthalten kann und die Division durch eine
Matrix in MATLAB u¨ber den Gleichungssystemlo¨ser definiert ist. Dadurch wird die Ab-
leitung zu g r=(a2’\ (g a1’−g a2’∗r’)) ’. Der Gleichungssystemlo¨ser kann ohne signifikante
Leistungseinbuße ebenfalls fu¨r Skalare und Vektoren in b verwendet werden.
Zur Anwendung dieser Regeln auf das im Kapitel
”
Einfu¨hrung, Grundbegriffe und
Problemstellung“ in Abbildung 1 pra¨sentierten und in Abbildung 19 c) wiederholten Bei-
spiels muss zuerst der Variablenabha¨ngigkeitsgraph erstellt werden. Um die Ableitung ∂x
∂a
zu bestimmen, werden diese Variablen als unabha¨ngige und abha¨ngige Variablen gesetzt.
In Abbildung 19 a) wird der Graph gezeigt, wobei die unabha¨ngige Variable durch eine
Raute und die abha¨ngige Variable durch ein Quadrat gekennzeichnet ist. Zwischen den
Variablen a und n ist keine Datenflussbeziehung im Graph eingetragen, obwohl die An-
weisung n=length(a) eine solche vermuten la¨sst, weil fu¨r die Toolbox-Funktion length ()
bekannt ist, dass sie keinen Fließkommawert zuru¨ckgibt (siehe auch Abschnitt 4.1). Die
Aktivita¨tsanalyse und Kanonikalisierung ergeben den in Abbildung 19 b) dargestellten
Graphen. Mit Hilfe dieser Informationen wird der in Abbildung 20 a) gezeigte abgeleitete
Quelltext erzeugt. Die Funktionssignatur in Zeile 1, in der die Argumente g a und g x
hinzugefu¨gt wurden, spiegelt die Wahl der unabha¨ngigen Variable a und der abha¨ngigen
x wieder. Der Quelltext wurde manuell so angepasst, dass nur die besprochenen Trans-
formationen sichtbar sind. Insbesondere wurde die Behandlung der nargin-Funktionen in
den Zeilen 5 und 7 modifiziert. In Zeile 9 wird das Objekt g V mit einem Null-Vektor mit
der gleichen Gro¨ße wie V initialisiert, da die Zuweisung an V in Zeile 8 eine Setzung ist,
die Variable V aber aktiv ist. In der Schleife wird in Zeile 12 sichergestellt, dass das 00-
Problem bei Exponentiation nicht auftritt. Das AD-Werkzeug kann in seiner aktuellen
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a)
b)
f u n c t i o n [ x , V]= vms( a ,m, b )
% So l v e : V∗x=b , V∈ Rn×m
n= l e n g t h ( a ) ;
% m=n , i f m unse t
i f na rg i n <2, m= n ; end
% b= 1 . . . n , i f b un s e t
i f na rg i n <3
b=(1: n ) ’ ;
end
V= ones (n , 1 ) ;
f o r count= 1 : (m−1)
V= [V, a . ˆ count ] ;
end
x= V\ b ;
c)
Abbildung 19: a) Original Variablenabha¨ngigkeitsgraph des Listings in c), b) Varia-
blenabha¨ngigkeitsgraph nach Aktivita¨tsanalyse und Kanonikalisierung,
c) Wiederholung von Abbildung 1
Version nicht erkennen, dass dieser Test hier nicht notwendig ist, da count immer gro¨ßer
als Null ist. Die tempora¨ren Variablen t01 und g t01 in den Zeilen 13 und 14 werden
eingefu¨gt, damit auf der rechten Seite einer Zuweisung nur genau ein Operator steht.
Am Ende der Funktion in Zeile 20 wird der Gleichungssystemlo¨ser abgeleitet, der nur
die aktive Variable V entha¨lt.
In Abbildung 21 ist das Objekt-Kommunikationsdiagramm zur Ableitung eines bi-
na¨ren Ausdrucks, der Einfachheit halber einer Summe, dargestellt. Der Visitor Visitor -
ForwardModeAD stellt die zentrale Einheit zur Ableitung von MATLAB-Anweisungen dar.
Da das Diagramm fu¨r die Ableitung eines einfachen Ausdrucks schon sehr viele Objekte
und Nachrichten entha¨lt, wurde auf die Darstellung der Ableitung eines Funktionskopfes
verzichtet. Der Funktionsrumpf wird durch die adn statementlist dargestellt und soll nur
eine Zuweisung der Art x=y+z enthalten. Die adn statementlist identifiziert sich gegenu¨ber
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1 f u n c t i o n [ g x , x ,V]= g vms ( g a , a ,m, b )
2 % So l v e : V∗x=b , V∈ Rn×m
3 n= l e n g t h ( a ) ;
4 % m=n , i f m unse t
5 i f na rg i n <3, m= n ; end
6 % b= 1 . . . n , i f b un s e t
7 i f na rg i n <4, b= (1 : n ) ’ ; end
8 V= ones (n , 1 ) ;
9 g V= g z e r o s ( s i z e (V) ) ;
10 f o r count= 1 :m−1
11 t03= count .∗ a . ˆ ( count−1) ;
12 t03 ( a==0 & count==0)= 0 ;
13 g t01= t03 .∗ g a ;
14 t01= a . ˆ count ;
15 g V= [ g V , g t01 ] ;
16 V= [V, t01 ] ;
17 end
18 c l e a r t01 t03 ;
19 t02= V\b ;
20 g x= V\(−g V∗ t02 ) ;
21 x= t02 ;
22 c l e a r t02 ;
a) b)
Abbildung 20: Ableitung ∂x
∂a
der in Abbildung 19 c) gezeigten Funktion: a) differenzierter
Quelltext, b) Variablenabha¨ngigkeitsgraph nach der Differentiation
dem Visitor, indem sie in Schritt 1 dessen visit statementlist ()-Methode aufruft. Diese
Methode iteriert u¨ber die Eintra¨ge der Liste, hier item statement Objekte, denen sukzes-
sive eine accept() Nachricht geschickt wird, die diese mit einem visit item statement () in
Schritt 1.2 beantworten. Es sei nun davon ausgegangen, dass alle Variablen der Zuwei-
sung an x aktiv sind. Die Zuweisung (adn assign op), die im Beispiel im item statement
gespeichert sein soll, benutzt in ihrer visit assign op () Methode in Schritt 1.4 ebenfalls
den Visitor, um fu¨r die AST-Knoten auf der linken und rechten Seite des Zuweisungs-
operators die Ableitungen zu bestimmen. Dieser Vorgang startet mit der Erstellung der
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Abbildung 21: Kommunikationsdiagramm des Ableitungsprozesses einer einfachen Zu-
weisung der Art x=y+z
Ableitung des Ausdrucks, an den zugewiesen wird, durch Senden des Visitors an den
AST-Knoten. Hier ist dies in Schritt 1.4.1 durch das accept() an den assLHS:adn ident
dargestellt. Die Ableitung eines Bezeichners wird durch Erzeugung eines neuen Bezeich-
ner-Objekts mit vera¨ndertem Namen erreicht. Sofern der Nutzer keine andere Einstellung
vorgenommen hat, wird der neue Namen des Bezeichners aus dem Pra¨fix ”g ” und dem
Namen des abzuleitenden Bezeichners zusammengesetzt. Das neue Bezeichner-Objekt
wird im Visitor zwischengespeichert und der Kontrollfluss geht an die visit assign op ()
Methode zuru¨ck. Diese holt mit der Methode getDerivExpr() des Visitors in Schritt 1.4.3
das erzeugte AST-Fragment aus dem Visitor und speichert es in einer Variablen auf dem
Stack. Die Ableitung nachfolgender Ausdru¨cke hat na¨mlich zur Folge, dass das Attribut
im Visitor, welches das zuletzt berechnete AST-Fragment speichert, u¨berschrieben wird.
Im na¨chsten Schritt 1.4.4 wird der Summen-Operator aufgefordert, seine Ableitung
zu berechnen. Dies geschieht in Schritt 1.4.5, welcher in den Unterschritten 1.4.5.1 bis
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1.4.5.6 die Ableitungen fu¨r die in den AST-Knoten sumLHS und sumRHS gespeicherten
Bezeichner erstellt und zwischenspeichert. In Schritt 1.4.5.7 wird dem Visitor ein neu-
es AST-Fragment (g y+g z) u¨bergeben, welches der Ableitung der Summe entspricht.
Dieses Fragment wird in Schritt 1.4.6 von der Methode visit assign op () gelesen, um
daraus und aus dem in Schritt 1.4.3 auf dem Stack zwischengespeicherten AST-Frag-
ment die Ableitung der Zuweisung zusammenzusetzen. Diese Zuweisung, die im Beispiel
die Form g x= g y+g z hat, wird im Schritt 1.4.7 vor der abzuleitenden Zuweisung in
die Liste der Anweisungen eingefu¨gt. Das Kommunikationsdiagramm ist dahingehend
vereinfacht worden, dass die verschiedenen get- und set-Operationen, die der Visitor auf
den einzelnen AST-Knoten ausfu¨hrt, nicht gezeigt werden.
Die Ableitungsberechnung fu¨r Ableitungen zweiter Ordnung wird durch einen Aufruf
der Routinen fu¨r die Berechnung von Ableitungen erster Ordnung auf die Anweisungen,
die schon zur Berechnung der Ableitungen erster Ordnung generiert wurden, realisiert.
Dies ist nicht identisch mit einem zweimaligen Differenzieren des gesamten Programms,
da bei einem zweimaligen Differenzieren nicht nur die ersten Ableitungen erneut differen-
ziert wu¨rden, sondern auch die Original-Anweisungen. Dadurch wu¨rden die Ableitungen
erster Ordnung zweimal berechnet. AD-Werkzeuge fu¨r MATLAB, die u¨berladene Opera-
toren nutzen, implementieren zur Berechnung von Ableitung zweiter Ordnung zumeist
eine weitere Klasse, die Ableitungen erster und zweiter Ordnung auf einmal berechnet.
In MATLAB ist bei u¨berladenen Operatoren die Ausfu¨hrungsreihenfolge nicht eindeu-
tig, wenn Objekte der gleichen Klassen ineinander geschachtelt werden (siehe dazu auch
Kapitel 5). Alternativ ko¨nnen zwei unterschiedliche Klassen, die dann alternierend ge-
schachtelt werden, verwendet werden [88].
Wenn die in Abbildung 20 gegebene Funktion mit den Argumenten g a =[1;0;0;0;0]; ...
a=(1:5)’; m=4 und b=sin(a) ausgewertet wird, so wird die durch g a selektierte Rich-
tungsableitung nach dem ersten Eintrag von a zu den in Tabelle 4 gezeigten Resultaten
berechnet. Da ohne Laufzeit-Klasse mit dieser Funktion nur skalare Richtungsableitun-
gen berechnet werden ko¨nnen, muss selbige zur Berechnung der Jacobi-Matrix mehrfach
aufgerufen werden. Dabei ist g a entsprechend zu sa¨hen.
3.3.1 Behandlung von Funktionen mit Default-Werten
In MATLAB mu¨ssen nicht alle Argumente und Resultate bei einem Aufruf einer Funktion
belegt werden. Dieses schon in Abbildung 1 gezeigte Konzept ist zwar auch aus anderen
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g x x V
−2.4398
2.3054
−0.6807
0.0635
−0.8640
2.7728
−1.1967
0.1277
1 1 1 1
1 2 4 8
1 3 9 27
1 4 16 64
1 5 25 125
Tabelle 4: Ergebnisse der Auswertung von g vms() (Abbildung 20) fu¨r g v =[1;0;0;0;0]; ...
v=(1:5) ’; m=4 und b=sin(v).
Programmiersprachen bekannt, in MATLAB wird dies aber nicht durch eine Sprach-
Konstruktion, wie zum Beispiel in C++ durch float f( float p, float x, float c=42.0),
unterstu¨tzt, sondern durch das Erstellen von Fallunterscheidungen implementiert. Obiges
Beispiel sieht in MATLAB so aus:
f u n c t i o n r=f (p , x , c )
i f na rg i n <3, c=42; end
r= norm ( x∗c , p ) ; % zum B e i s p i e l
Die Funktion nargin gibt an, wieviele Argumente beim Aufruf der Funktion benutzt wur-
den. Das Pendant dazu ist nargout, welches die Anzahl der zuru¨ckzuliefernden Resultate
nennt.2
Schon an diesem einfachen Beispiel ist erkennbar, dass die Ableitung der Funktion
nach x ein Problem in dem Konditional aufwirft, da durch das Ableiten fu¨r die Variable
x ein Ableitungsobjekt eingefu¨gt wird und damit die Funktion ein zusa¨tzliches Argument
erwartet. Ein Aufruf der abgeleiteten Funktion mit [ g r , r]=g f(p,g x,x) fu¨hrt dazu, dass
die Funktion nargin im Rumpf der Funktion den Wert 3 liefert. Die Bedingung des
Konditionals wird damit nicht erfu¨llt und der Variablen c wird kein Wert zugewiesen.
Wenn die Variable c nun, wie im Beispiel, genutzt wird, dann meldet MATLAB einen
Fehler, da die Variable nicht initialisiert wurde.
ADiMat lo¨st dieses Problem sowohl fu¨r variable Arguments- als auch Resultatslisten,
indem es einen Vektor erstellt, der eine entsprechende Abbildung vornimmt (siehe auch
[29]). Der Vektor bildet die Anzahl der aktuellen Argumente oder Resultate der abgelei-
teten Funktion auf die jeweilige Anzahl der nicht-abgeleiteten Funktion ab. Fu¨r das Bei-
2Auch die narg-Funktionen sind polymorph und liefern, wenn ihr Argument der Name einer Funktion
ist, die Anzahl der maximalen Argumente beziehungsweise Resultate zuru¨ck.
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spiel [ g r , r]=g f(p,g x,x,c) wird fu¨r die Argumente der Vektor nargin mapper=[1,0,2,3]
erstellt. Eine Null in der Abbildung gibt an, dass an dieser Stelle in der Argumentslis-
te der abgeleiteten Funktion ein Ableitungsobjekt steht. Da das Ableitungsobjekt im
Original-Programm nicht existent war, wird sein Vorkommen in der Arguments- oder
Resultatsliste auf Null abgebildet. Im Rumpf der Funktion g f () werden alle Aufrufe
der Funktion nargin um die Abbildung nargin mapper erweitert, so dass der Quelltext
folgende Form hat:
f u n c t i o n [ g r , r ]= g f ( p , g x , x , c )
na rg in mapper = [1 , 0 , 2 , 3 ] ;
i f narg in mapper ( n a r g i n )<3, c=42; end
g r= g norm ( g x ∗c , p ) ;
r= norm ( x∗c , p ) ;
Das Umschreiben des nargin-Aufrufs bewirkt eine Abbildung der Anzahl der Argu-
mente der abgeleiteten Funktion auf die Anzahl der Argumente der Originalfunktion. Zur
Erstellung der Abbildung (hier Mapper genannt) wird ein Algorithmus, a¨hnlich dem in
Listing 3 durch Pseudo-Code beschriebenen, verwendet. Der Routine createMapper()...
wird die um Ableitungsobjekte erweiterte formale Arguments- oder Resultatsliste einer
Funktion u¨bergeben. Nach der Initialisierung des Mappers mit einem leeren Vektor wird
sukzessive u¨ber alle Elemente der Arguments- oder Resultatsliste iteriert. Fu¨r jedes Ab-
f u n c t i o n r e s= crea teMapper ( p r l i s t )
mapper= [ ] ; nex t= 0 ;
// For each v a r i a b l e o f the l i s t o f arguments or r e s u l t s
f o r a l l ( p∈ p r l i s t )
// I f p i s a d e r i v . ob j . then append 0 e l s e next+1 to the ...
mapper .
mapper= [ mapper , i s a (p , ’ a d d e r i v ’ ) ? 0 : ++next ] ;
end
end
Listing 3: Erzeuge einen Mapper fu¨r eine beliebige Arguments- oder Resultatsliste
leitungsobjekt, gleichgu¨ltig ob ein Ableitungsobjekt fu¨r Ableitungen erster oder zweiter
Ordnung vorliegt, wird eine Null an den mapper-Vektor angeha¨ngt. In den anderen Fa¨llen
wird die Variable next erho¨ht und ihr neuer Wert an der Vektor angeha¨ngt.
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Die Sonderbehandlung der narg-Funktionen ist nur in Quelltext-Transformations-AD-
Werkzeugen, die eine Assoziation u¨ber Namen realisieren, notwendig, da sich bei einer
Ableitungs-Assoziation u¨ber Referenzen oder AD-Werkzeugen, die u¨berladene Operato-
ren nutzen, die Anzahl der Argumente und Resultate einer Funktion nicht a¨ndert. Der
in Listing 3 beschriebene Algorithmus ist auch zumeist auf die im na¨chsten Abschnitt
beschriebenen Arguments- und Resultatslisten mit unbestimmter Anzahl anwendbar.
3.3.2 Behandlung von Funktionen mit Arguments- oder Resultatsliste
unbestimmter La¨nge
A¨hnlich dem va arg-Konzept von C bietet auch MATLAB die Mo¨glichkeit, Funktionen
zu definieren, die eine unbestimmte Anzahl von Argumenten akzeptieren, oder eine a
priori nicht bekannte Anzahl von Resultaten liefern ko¨nnen. Diese Technik wird mittels
der Bezeichner varargin fu¨r Argumente und varargout fu¨r Resultate implementiert und
wird daher im weiteren Verlauf vararg-Konzept genannt. Listing 1 in Kapitel 1 zeigt ein
Beispiel fu¨r eine solche Funktion.
Die Nutzung des vararg-Konzepts in der Resultatsliste funktioniert entsprechend, nur
dass hier beachtet werden muss, dass die Resultate auch von der aufrufenden Funktion
erwartet werden mu¨ssen, denn sonst meldet MATLAB einen Fehler. Ein Beispiel fu¨r eine
Funktion mit varargs in beiden Listen wa¨re zum Beispiel die Funktion
f u n c t i o n [ va r a r gou t ]= c e l l s i z e ( v a r a r g i n )
i f n a r g i n˜=nargout , e r r o r ( ’Number o f expec t ed r e s u l t s does ...
not match number o f s u p p l i e d arguments . ’ ) ; end
f o r c=1: n a r g i n
va r a r gou t {c}= s i z e ( v a r a r g i n {c }) ;
end ,
welche die Gro¨ße eines jeden in ihrer Argumentsliste gegebenen Objekts zuru¨ckliefert.
Ein Beispielaufruf wa¨re [s1,s2,s3]= cellsize (zeros (3,4,5) , 42, eye(4)), wobei dann s1...
=[3,4,5] , da das erste Argument eine dreidimensionale Matrix ist, s2=[1,1], da jedes
Skalar eine 1×1-Matrix ist, und s3=[4,4] wa¨re, da eye(4) die 4×4-Einheitsmatrix liefert.
Wenn eine Funktion, die ein vararg verwendet, abgeleitet wird, ergibt sich ein Unter-
scheidungsproblem in dem vararg. Ohne Beschra¨nkung der Allgemeinheit wird hier nur
auf das varargin eingegangen. Die naive Variablenabha¨ngigkeitsanalyse eines Funktions-
aufrufs, zum Beispiel res=mysum(a1,i1,i2,a2,a3), assoziiert alle Variablen aN und iM mit
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dem varargin . Wenn der Funktionsaufruf von mysum() aktiv wird, sprich die abha¨ngigen
Variablen ha¨ngen von res ab und die Variablen aN ha¨ngen von den unabha¨ngigen Va-
riablen ab, dann wird das varargin inklusive aller mit ihm assoziierten Variablen aktiv.
Die Variablen im varargin sind also a¨hnlich den COMMON-Blo¨cken in Fortran nicht
unterscheidbar, obwohl sie untereinander nicht in einer Beziehung stehen. Dies kann zu
einer zu großen Menge aktiver Variablen fu¨hren. ADiMat fu¨hrt deshalb innerhalb von
Funktionen, die ein vararg nutzen, virtuelle Bezeichner fu¨r die Argumente ein, die mit
einem vararg assoziiert wu¨rden. Dies hat den Vorteil, dass die Argumente innerhalb der
Funktion unterscheidbar bleiben. Wenn ein Algorithmus zur array section analysis in
ADiMat implementiert wa¨re, ko¨nnte die Variablenabha¨ngigkeitsanalyse die Variablen-
abha¨ngigkeiten auch bei der Nutzung von varargs korrekt bestimmen. Zur Zeit wird
immer die gesamte Menge der virtuellen Bezeichner zuru¨ckgeliefert, wenn ein vararg
referenziert wird.
Wichtiger als eine Variablenabha¨ngigkeitsanalyse, die die kleinste Anzahl aktiver Va-
riablen berechnet, ist die Mo¨glichkeit, auf die Ableitungsobjekte und die Original-Ob-
jekte im vararg-Cellarray zugreifen zu ko¨nnen. ADiMat bedient sich hierzu einer dem
narg-Mapper a¨hnlichen Technik. Jedesmal wenn im MATLAB-Programm auf ein vararg
mit Hilfe eines Indizes (zum Beispiel varargin { i}) zugegriffen wird, wird der Index-Aus-
druck durch den Mapper auf den entsprechenden Wert im Cellarray abgebildet [29]. Der
Mapper ist nicht mehr ein reiner Vektor, sondern eine zwei- oder dreizeilige Matrix. Die
erste Zeile entha¨lt die Indizes der Original-Objekte im vararg (zum Beispiel varargin {...
varargin mapper(1, i )}). Die zweite Zeile entha¨lt entweder eine Null, dann gibt es zu dem
i–ten Argument kein Ableitungsobjekt, oder den Index des Ableitungsobjekts im vararg
( varargin {varargin mapper(2, i )}). Die Matrix entha¨lt drei Zeilen, wenn Ableitungsobjekte
zweiter Ordnung genutzt werden.
In Abbildung 22 ist ein varargin gezeigt. Die Aktivita¨tsanalyse soll die Eintra¨ge x1, x3
und x4 des varargin als aktiv identifiziert haben, was in der Abbildung durch einen Unter-
strich kenntlich gemacht wird. Der Inhalt der Argumentsliste der abgeleiteten Funktion
ist in g varargin angegeben. Zu beachten ist, dass es zu x2 kein Ableitungsobjekt gibt.
Darunter ist der varargin mapper abgebildet. Die erste Zeile gibt die Stellen im g varargin
an, an denen Original-Objekte stehen, die zweite Zeile die Positionen der passenden Ab-
leitungsobjekte. Das zu x2 ”
passende“ Ableitungsobjekt ist nicht existent und deshalb
ist der Eintrag mit einer Null besetzt.
Die Variablenabha¨ngigkeitsanalyse mittels virtueller Bezeichner und Konstruktion des
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varargin = {x1, x2, x3, x4}⇓
g_varargin = {g x1, x1, x2, g x3, x3, g x4, x4}
varargin_mapper = [ 2, 3, 5, 7;
1, 0, 4, 6];
Abbildung 22: VarargMapper
Mappers sto¨ßt leider an Grenzen, wenn zwei verschachtelte Funktionen vararg-Konstruk-
te verwenden. Ruft zum Beispiel eine Funktion function r=f(varargin ) eine weitere Funk-
tion function c=g(varargin) mittels r=g(varargin (2:5) ) ; auf, so kann auf Grund der noch
nicht implementierten Evaluation des Index-Ausdrucks 2:5 die Menge der innerhalb von
g() zu erzeugenden virtuellen Bezeichner fu¨r das varargin nicht bestimmt werden. Da
diese Konstruktion bisher allerdings nur in synthetischen Quelltexten aufgetreten ist,
wurde fu¨r dieses Problem noch keine Lo¨sung implementiert. Ein mo¨glicher Ansatz wa¨re
die Propagation aller virtuellen Bezeichner.
3.4 Quelltext-Optimierungen von MATLAB
Neben der eigentlichen Transformation des Quelltextes ko¨nnen AD-Werkzeuge Optimie-
rungen zur Reduzierung der Programm-Laufzeit, zur Reduzierung des beno¨tigten Spei-
chers, zur besseren Nutzung der Speicherhierarchie oder andere Techniken anwenden.
Da die meisten Quelltext-Transformations-AD-Werkzeuge eine interprozedurale Analyse
durchfu¨hren, um zum Beispiel die aktiven Variablen zu bestimmen, ko¨nnen die so ge-
sammelten Abha¨ngigkeits- und Datenflussinformationen leicht fu¨r Optimierungen [2, 81]
wiederverwendet werden. Die Auswahl der zu implementierenden Quelltextoptimierungs-
algorithmen ha¨ngt von der Programmiersprache ab, fu¨r die das AD-Werkzeug erstellt
wird. Sprachen, die kompiliert werden und fu¨r die ein hochoptimierender Compiler zur
Verfu¨gung steht, beno¨tigen keine Optimierungsalgorithmen im AD-Werkzeug. Diese ko¨n-
nen sogar scha¨dlich sein, da sie gegebenenfalls aggressive Optimierungen durch den Com-
piler behindern. Da MATLAB-Programme aber fast ausschließlich interpretiert werden,
fehlt der U¨bersetzungsschritt und das AD-Werkzeug sollte einfache Optimierungen, die
einen hohen Nutzen versprechen, wie zum Beispiel Vorwa¨rtssubstitution von Variablen,
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Konstanten-Faltung und a¨hnliche, implementieren [27].
ADiMat integriert drei Algorithmen zur Optimierung eines MATLAB-Programms, die
in Tabelle 5 mit ihrem Einsatzzeitpunkt und der Implementierungstechnik angegeben
sind. Die einzelnen Algorithmen werden hier nur kurz skizziert, da sie in einschla¨giger
Literatur [1, 2, 50, 81] detailliert beschrieben sind.
Name vor der nach der Implementierungs-
Transformation technik
Konstantenfaltung
√ √
Visitor
Lokale Common Subexpression Elimination
√ − Methode
Vorwa¨rtssubstitution − √ Methode
Tabelle 5: Optimierungs-Algorithmen, ihr Einsatzzeitpunkt und wie sie implementiert
wurden
Konstante Ausdru¨cke, zum Beispiel 3+2∗5, werden mittels eines Visitors gefaltet (im
Beispiel zu 13). Durch Einsatz des gro¨ßten auf dem Rechner verfu¨gbaren Fließkommada-
tentypen und Exponentenvergleich werden Rundungsfehler beziehungsweise Auslo¨schun-
gen vermieden. Der Einsatzzweck dieser Optimierung ist das Entfernen von Ausdru¨cken
der Art x2−1, welche bei der Erstellung von Ableitungen mit Hilfe der Potenzregel ha¨ufig
auftreten. Im Gegensatz zur Faltung des Exponenten direkt in der Potenzregel ist der
Einsatz des Faltungs-Visitors universeller.
Die lokale Common Subexpression Elimination (lCSE) dient der Elimination identi-
scher Ausdru¨cke wa¨hrend der Kanonikalisierung. Die als statische Methode in der Ba-
sisklasse adn implementierte Technik wurde schon in Abschnitt 3.2 beschrieben und soll
hier nicht wiederholt werden. Durch die Integration der Technik in den Algorithmus
zur Kanonikalisierung ist die lCSE nur vor der Erstellung von Ableitungsanweisungen
anwendbar.
Wenn ein Ausdruck expr an eine Variable v zugewiesen wird und diese Variable nur
selten gelesen wird, so kann es von Vorteil sein, den Ausdruck direkt an die Stelle in den
Quelltext zu schreiben, an der v gelesen wird. Diese Technik wird
”
Vorwa¨rtssubstitution“
genannt. ADiMat beschra¨nkt die Anzahl der Stellen, an denen v gelesen werden darf,
auf eine Stelle, da ADiMat keine Metrik fu¨r den Berechnungsaufwand des Ausdrucks
expr aufstellt. Die Vorwa¨rtssubstitution reduziert den Speicherbedarf eines Programms,
da nur einmal beno¨tigte Variablen nicht angelegt werden und somit keinen Speicher
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belegen. Die Vorwa¨rtssubstitution wird erst nach der Erstellung des abgeleiteten Quell-
textes angewendet, da sie invers zur Kanonikalisierung ist und diese vollsta¨ndig aufheben
wu¨rde.
Im Beispiel in Listing 4 wird die Anwendung der Vorwa¨rtssubstitution gezeigt. In
Zeile 2 kann die Variable c durch den in Zeile 1 an sie zugewiesenen Term ersetzt werden.
Fu¨r die Variable t in Zeile 5 ist das Ersetzen durch den an sie in Zeile 3 zugewiesenen
Term nicht zula¨ssig, da dies die Variable v u¨ber eine Redefinition hinweg substituieren
wu¨rde und u dann inkorrekterweise zu u=exp(1)ˆ2+3 evaluieren wu¨rde und nicht zu dem
intendierten u=(6∗(3+4))ˆ2+3.
1 c= 3+4;
2 v= 6∗ c ; % c kann h i e r s u b s t i t u i e r t werden . R e s u l t a t : v= 6∗(3+4);
3 t= v ˆ2 ; % t i s t Kandidat f u¨ r S u b s t i t u t i o n ;
4 v= exp ( 1 ) ; % aber v wi rd h i e r u¨ b e r s ch r i e b en ,
5 u= t+3; % desha l b d a r f h i e r v ˆ2 n i c h t f u¨ r t s u b s t i t u i e r t werden .
6 M= magic ( 3 ) ;
7 r= M( : ) ; % M kann n i c h t s u b s t i t u i e r t werden , wegen Shape−Aenderung
Listing 4: MATLAB-Fragment fu¨r Vorwa¨rtssubstitution
Das letzte Beispiel in den Zeilen 6 und 7 zeigt, dass Variablen, die in Feldzugriffe invol-
viert sind, nicht substituiert werden du¨rfen, da der Ausdruck magic(3)(:) nicht zula¨ssig
ist. Desweiteren ist das Ergebnis von M(:) ein Spaltenvektor, der aus der 3 × 3 Matrix
M durch sukzessives Aneinanderha¨ngen aller Spalten erzeugt wird.
60
4 Toolbox-Funktionen und ihre Ableitung
Ein AD-Werkzeug muss bei der Analyse eines Programms die eingebauten Funktionen
kennen, um Datenabha¨ngigkeiten zwischen den Ein- und Ausgaben und somit den Va-
riablenabha¨ngigkeitsgraphen korrekt aufstellen zu ko¨nnen. So ha¨ngt zum Beispiel die
Variable y in y = sin(x) direkt von x ab, wa¨hrend die Variable n in n = norm(x, p) nur
zu x in einer Datenflussbeziehung steht. Des Weiteren muss fu¨r eine eingebaute Funk-
tion eine Vorschrift fu¨r deren Ableitung vorhanden sein. Der naive Ansatz, dass alle
eingebauten Funktionen im Quelltext vorliegen und dann dieser Quelltext differenziert
werden kann, ist zumindest in MATLAB nicht nutzbar, da der Quelltext eben meist nicht
vorliegt. Daru¨ber hinaus sind fu¨r viele eingebaute Funktionen effiziente Ausdru¨cke zur
Berechnung der Ableitung bekannt.
4.1 Konzepte zur Ableitung von Toolbox-Funktionen
Quelltext-Transformations-AD-Werkzeuge fu¨r ga¨ngige Programmiersprachen implemen-
tieren die Ableitungen von intrinsischen Funktionen direkt in der Quelltext-Transfor-
mations-Komponente, da in diesen Sprachen im Vergleich zu MATLAB nur wenige
(zwischen 20 und 200) intrinsische Funktionen zu behandeln sind. In der Grundaus-
stattung bringt MATLAB aber mehr als 4000 Funktionen mit. Da von diesen Funk-
tionen einige polymorph sind, ist mit gescha¨tzten 5000 Funktionen zu rechnen. Selbst
wenn nur fu¨r die Ha¨lfte dieser 5000 Funktionen Ableitungsvorschriften angegeben wer-
den mu¨ssen, ist eine Kodierung der Ableitungsvorschriften in der Quelltext-Transfor-
mations-Komponente nicht erstrebenswert. Die Wartbarkeit der Ableitungsvorschriften
wu¨rde leiden, wenn diese durch die Erstellung von C++-Objekten kodiert werden. So ist
zum Beispiel der C++-Ausdruck new adn call(new adn ident(”cos”) , new adn paramlist(new
item adn(new adn ident(”x”)))) no¨tig, um den ersten Faktor von cos(x).∗g x der Ableitung
von sin (x) zu erstellen. Die Spezifikation von Ableitungsvorschriften muss also einfach
sein. Auch sollte die Zeit zum Auffinden der gesuchten Ableitungsvorschrift fu¨r eine der
5000 Funktionen von MATLAB kurz sein.
Tabelle 6 zeigt exemplarisch 6 Toolbox-Funktionen und ihre Ableitungen, um die An-
forderungen an die jeweiligen Ableitungsvorschriften zu klassifizieren. In Zeile 1 ist die
Display-Funktion angegeben, die ihr Argument formatiert auf dem Bildschirm ausgibt.
Da diese Funktion zwar einen Seiteneffekt (die Ausgabe), aber keinen relevanten Ru¨ck-
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gabewert hat, wird ihr keine Ableitung zugeordnet. Die na¨chste Zeile beschreibt die
Funktion size (), die die Gro¨ße ihres ersten Objektes in der Dimension d zuru¨ckliefert.
Das Argument d muss nicht angegeben werden. Es wird dann ein Vektor zuru¨ckgege-
ben, der im i–ten Eintrag die Gro¨ße der i–ten Dimension von o hat. Diese Funktion
liefert zwar eine Ru¨ckgabe, die von der Eingabe direkt abha¨ngt, da die Ru¨ckgabe aber
ganzzahlig ist und nur Verwaltungsinformation entha¨lt, kann auch diese Funktion bei
der Erstellung von Ableitungen ignoriert werden. In Zeile 3 ist eine Eingabe-Funktion
Zeile Toolbox-Funktion Ableitungsausdruck
1 disp (x) -
2 [ varargout]=size(o, d) -
3 in=input(f) -
4 y=sin(x) g y=cos(x).∗g x
5 R= cat(dim, M1, M2, M3) g R=cat(dim, g M1, g M2, g M3)
6 r=max(m) ersetze durch:
[ r , t ]= max (m) ;
g r= g m( t ) ;
7 [ r , i ]=max(m) g r=g m(i)
8 r=max(m1, m2)
t= r==m1 ;
g r= g m2 ;
g r ( t )= g m1( t ) ;
9 r=max(m, [], d) ersetze durch:
[ r , t ]= max (m, [ ] , d ) ;
g r= g m( t ) ;
Tabelle 6: Einige Funktionen aus der Toolbox und die zugeho¨rigen Ableitungsausdru¨cke
angegeben, welche Daten vom Benutzer einliest. Diese Funktion ist nicht differenzierbar.
Zeile 4 gibt die Ableitung der Sinus-Funktion an, wa¨hrend in Zeile 5 eine Funktion zur
Konkatenation beliebig vieler Matrizen (hier exemplarisch fu¨r drei) in der durch dim
spezifizierten Dimension und ihre Ableitung dargestellt ist. Die Zeilen 6 bis 9 geben die
Ableitungen fu¨r die unterschiedlichen Auspra¨gungen der Maximums-Funktion an. Ihre
einfachste Auspra¨gung in Zeile 6 liefert den gro¨ßten Wert einer jeden Spalte als Ergebnis
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zuru¨ck. Um die Ableitung korrekt und effizient erstellen zu ko¨nnen, ist der Index des
gro¨ßten Wertes notwendig. Deshalb wird fu¨r Zeile 6 der Original-Ausdruck vera¨ndert
und eine tempora¨re Variable eingefu¨hrt. In Zeile 7 ist dies nicht no¨tig, da hier schon
der Index verwendet wurde und somit zur Verfu¨gung steht. Der Aufruf von max() in
Zeile 8 mit zwei Argumenten fu¨hrt einen elementweisen Vergleich aus und speichert das
jeweilige gro¨ßte Element im Ziel-Objekt. Fu¨r die Ableitung muss festgestellt werden, aus
welchem Objekt das Element des Ziel-Objektes stammt. Danach finden nur noch Selek-
tions-Operationen statt. Zeile 9 zeigt die Ableitung der max()-Funktion, wenn diese die
gro¨ßten Eintra¨ge in der d-Dimension berechnen soll. Diese Funktionalita¨t wird durch
eine leere Matrix im zweiten Argument selektiert.
Die Funktionen in Tabelle 6 lassen sich in vier verschiedene Kategorien unterteilen:
Ignorieren Eine Funktion dieser Kategorie gibt nur Verwaltungsinformationen zu einem
Objekt zuru¨ck, also zum Beispiel die Gro¨ße des Objekts ( size ()). Desweiteren fal-
len in diese Kategorie Funktionen, die keinen relevanten Ru¨ckgabewert haben, wie
zum Beispiel disp (). Die Abha¨ngigkeiten der Variablen, die in der Arguments- und
Resultatsliste einer ignorierten Funktion auftreten, sollen nicht in den Variablen-
abha¨ngigkeitsgraphen eingetragen werden, da keine ableitungsrelevanten Daten-
flussbeziehungen vorliegen.
Nicht differenzierbar Einige Funktionen sind nicht differenzierbar oder ihre Ableitungs-
vorschrift ist noch nicht erstellt worden. Trotzdem werden die Abha¨ngigkeiten der
an dem Funktionsaufruf beteiligten Variablen in den Variablenabha¨ngigkeitsgra-
phen eingetragen. Dadurch ko¨nnen Funktionen erkannt werden, die, obwohl sie als
nicht differenzierbar bezeichnet wurden, aktive Variablen beeinflussen und damit
zu einer unvollsta¨ndigen Ableitung des Programms fu¨hren ko¨nnen. In Tabelle 6
Zeile 3 ist in=input(f) ein Beispiel fu¨r eine solche Funktion. Da die Funktion Da-
ten aus einer Datei liest, kann das AD-Werkzeug fu¨r ein aktives Resultat in nicht
feststellen, wie die Ableitung zu erstellen ist.
”
Einfach“ differenzierbar Eine Funktion ist differenzierbar und die Ableitungsvorschrift
kann als zuweisbarer Ausdruck angegeben werden. Beispiele fu¨r diese Kategorie
sind die Funktionen sin () in Zeile 4 von Tabelle 6, cat() in Zeile 5 und max(),
wenn wie in Zeile 7 die Funktion mit zwei Resultaten oder wie in Zeile 8 mit zwei
Argumenten aufgerufen wird.
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”
Ersetzend“ differenzierbar Die Funktion ist differenzierbar, aber zur effizienten Be-
rechnung der Ableitung muss der Original-Ausdruck ersetzt werden. Als Beispiel
ist in Zeile 6 von Tabelle 6 die Funktion max() mit nur einem Resultat angege-
ben. Um die Ableitung der Funktion effizient zu berechnen, werden die Indizes der
gro¨ßten Eintra¨ge beno¨tigt, welche max() als zweites Resultat zuru¨ckliefern kann.
Die
”
ersetzend“ differenzierbaren Funktionen sind eine Obermenge der
”
einfach“
differenzierbaren Funktionen. Da letztere den u¨berwiegenden Teil der differenzier-
baren Funktionen ausmachen und die Spezifikation eines zuweisbaren Ausdrucks
einfacher und damit pra¨gnanter ist, wird diese Unterscheidung getroffen.
4.2 Speicherung von Funktionsdeklarationen und deren
Ableitungsvorschrift
Bei den u¨ber 5000 zu speichernden Funktionsignaturen und Ableitungsvorschriften, die
MATLAB in der Basis-Version mitbringt, stieß die Verwaltung mittels Dateien, wie sie
in einer der ersten Versionen [100] von ADiMat implementiert war, an ihre Grenzen. Bei
jedem Start der Quelltext-Transformations-Komponente wurden alle Definitions-Datei-
en gelesen, was unno¨tig Speicher und Rechenzeit verbrauchte. Die aktuelle Version von
ADiMat verwendet eine Datenbank, um die Signaturen der Toolbox-Funktionen und ih-
re Ableitungsvorschrift zu speichern und schnell aufzufinden. Die Datenbank bietet den
Vorteil, dass Ableitungsdefinitionen nicht beim Programmstart eingelesen werden mu¨s-
sen und nur bei Bedarf in den Speicher geholt werden. Desweiteren ko¨nnen bei Erstellung
der Datenbank die Ableitungsdefinitionen auf formale Korrektheit u¨berpru¨ft werden und
die Suche einer Ableitung kann der Datenbank-Engine u¨berlassen werden. Die eingesetz-
te Datenbank-Engine muss auf allen Plattformen, fu¨r die ADiMat zur Verfu¨gung stehen
soll, ebenfalls zur Verfu¨gung stehen und es muss eine Mo¨glichkeit geben, die Datenbank
komfortabel zu fu¨llen.
Die in ADiMat verwendete sqlite-Datenbank [87] ist freie Software und im Quelltext
verfu¨gbar und somit fu¨r jede Plattform erstellbar. Abbildung 23 gibt das in ADiMat
verwendete Datenbank-Schema mit den vier Tabellen und zwei Views an. Die Haupt-
tabelle ist Derivative, welche aus den Spalten identkey, returnkey, paramkey und
derivkey besteht. Die Datenbank-Engine sqlite legt in jeder Tabelle eine weitere Spal-
te namens ROWID an, welche eine eindeutige Datensatznummer beziehungsweise einen
Schlu¨ssel darstellt. In der Tabelle Derivative werden die Kombinationen der Schlu¨ssel
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der Bezeichner, Resultatsliste, Argumentsliste und Ableitung gespeichert. In dieser Ta-
belle du¨rfen keine redundanten Eintra¨ge vorhanden sein, was durch die Datenbank und
das Werkzeug zum Erstellen der Datenbank sichergestellt wird. In der Tabelle Identi-
Abbildung 23: Schema der Toolbox-Datenbank (in der Notation an UML angelehnt)
fiers werden die Bezeichner (name) und ihre Art (kind), also zum Beispiel Konstante
oder Funktion, gespeichert. Die Spalte addinfo steht fu¨r zuku¨nftige Versionen, zum
Beispiel zur Speicherung des Klassennamens einer Methode, zur Verfu¨gung.
Die Tabelle Signatures speichert Auspra¨gungen von Arguments- und Resultatslis-
ten. Zum Beispiel wird fu¨r den Ausdruck [ r , i ]=max(M,[],d) eine Resultatsliste mit zwei
variablen Eintra¨gen und eine Argumentsliste mit je einem variablen Eintrag im ersten
und dritten Argument sowie einem konstanten Eintrag [] in der zweiten Stelle gespei-
chert. Durch die beiden Views wird die zweifache Nutzung der Tabelle Signatures – als
Resultatsliste und als Parameterliste – in Abfragen der Tabelle Derivative mo¨glich.
In der Tabelle DestStrings stehen die Ableitungsziele. Ein Ableitungsziel ist ent-
weder ein Ableitungsausdruck, eine Meta-Information, wie zum Beispiel
”
nicht diffe-
renzierbar“, oder eine Ausgabe. Die Spalte kind spezifiziert durch die Werte NODIFF
(nicht differenzierbar), IGNORE (wa¨hrend Variablenabha¨ngigkeitsberechnung ignorieren),
DIFFTO (
”
einfach“ differenzierbare Funktion; string gibt den Ableitungsausdruck an),
REPLACE (
”
ersetzend“ differenzierbare Funktionen; string entha¨lt den Ableitungsaus-
druck), ERROR (string wird wa¨hrend der Transformation als Fehlermeldung ausgege-
ben), und WARNING (string gibt eine Warnmeldung an).
Ein Datensatz in der Tabelle Derivative ist ein Quadrupel von Schlu¨sseln der Be-
zeichner-, Resultats-, Arguments- und Ableitungsziel-Tabelle. Das Werkzeug zum Er-
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stellen der Datenbank stellt sicher, dass zu jedem Tripel, bestehend aus Schlu¨sseln der
ersten drei Tabellen, nur genau eines der Ziele NODIFF, IGNORE, DIFFTO, REPLACE oder
ERROR hinterlegt ist, damit jede Toolbox-Funktion eine eindeutige Ableitung hat. Zu-
sa¨tzlich du¨rfen mit jedem Tripel beliebig vieleWARNING-Ziele assoziiert werden. Dadurch
kann eine Ableitung erstellt werden und der Benutzer zum Beispiel gewarnt werden, dass
jene Ableitung noch nicht alle Tests durchlaufen hat und unpra¨zise Ableitungen liefern
kann.
4.3 Spezifikationssprache fu¨r Ableitungsvorschriften
Die Spezifikation einer Ableitungsvorschrift fu¨r eine Funktion wird mit Hilfe einer ein-
fachen Sprache realisiert. Die Entwicklung dieser Spezifikationsprache wurde auf Grund
der vielen Funktionen, die MATLAB mitliefert, und der Anforderung, die jeweilige Ab-
leitung pra¨zise, einfach und komfortabel angeben zu ko¨nnen, no¨tig. In Listing 5 ist ein
vereinfachter Auszug der Grammatik der Spezifikationssprache angegeben [18]. Die Syn-
tax der Grammatikdefinition ist an ANTLR [89] angelehnt. Hier bedeuten ?, + oder
∗ ho¨chstens einmaliges, mindestens einmaliges oder beliebig ha¨ufiges Vorkommen des
vorangegangenen geklammerten Ausdrucks. Zeichenketten in einfachen oder doppelten
Anfu¨hrungszeichen mu¨ssen auf diese Weise in der Eingabe vorkommen.
1 f i l e : ( l i n e ) ∗ ;
2 l i n e : ( ”BMFUNC” func s i g d e s t i n a t i o n | ’%’ EOL) ;
3 f unc s i g : ( r e s l i s t ’= ’ )? ID ( pa raml i s t ) ? ;
4 r e s l i s t : ( r e s u l t ( ”” ) | ’ [ ’ { i n t i =0} ( r e s u l t ( i ) ’ , ’ {++i })+ ( ”$$#”)? ’ ] ’ ) ;
5 r e s u l t ( j ) : ”$$ ” j ( ’ ( ’ { i n t k=0} ( ’ $ ’ k ’ , ’ {++k})+ ( ”$#”)? ’ ) ’ ) ? ;
6 pa raml i s t : ’ ( ’ { i n t l =0} (numarg ( l ) ’ , ’ {++l })∗ ( ”$#”)? ’ ) ’ ;
7 numarg (m) : ( ’ $ ’m ( ’=’ d e f a u l t v a l u e )? | STRING | NUMBER ) ;
8 d e s t i n a t i o n : ( ”NODIFF” | ”IGNORE” | ”ERROR” STRING | ”WARNING” STRING | \
9 ”DIFFTO” EOL | ”REPLACE” EOL) ;
Listing 5: Verku¨rzte Grammatik der Makrosprache zur Definition der Ableitung von
Toolbox-Funktionen.
Regeln ko¨nnen durch Variablen parametrisiert werden. Zum Beispiel dru¨ckt die Regel
fu¨r result ( j ) aus, dass ein Dollarzeichen gefolgt von der in eine Zeichenkette gewandelten
Zahl j erwartet wird. Durch die Verwendung in den Regeln reslist und paramlist wird ei-
ne fortlaufende Nummerierung der Argumente einer Funktion erzwungen. Ausdru¨cke in
geschweiften Klammern stellen C -Quelltext dar. Symbole, die vollsta¨ndig aus Großbuch-
staben bestehen, geben Token des Lexers, also Terminale, wieder, die zum Beispiel einer
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in Anfu¨hrungszeichen eingeschlossene Zeichenkette (STRING) entsprechen, oder aber bis
zum Zeilenende laufen (EOL). Nichtterminale werden durch kleingeschriebene Symbo-
le bezeichnet. Die Grammatik ist zur Vereinfachung stark verku¨rzt. So wurden sowohl
sa¨mtliche Aktionen, die bei einem Zutreffen der Regel ausgefu¨hrt werden, als auch die
Deklarationen fu¨r die Datenu¨bergabe von einer Regel an die na¨chste entfernt. Zur Ver-
einfachung wurde weiterhin darauf verzichtet, die Kommasetzung in den Arguments-
und Resultatslisten im Listing korrekt zu modellieren.
Eine Datei (Regel 1), die Ableitungen fu¨r Toolbox-Funktionen definiert, besteht aus be-
liebig vielen Zeilen, die jeweils aus einem Ausdruck, der mit dem Schlu¨sselwort BMFUNC
beginnt, oder einen Kommentar, der mit einem Prozentzeichen beginnt und bis zum
Zeilenende la¨uft, bestehen (Regel 2). Auf das Schlu¨sselwort BMFUNC folgt die Funkti-
onssignatur ( funcsig ; Regel 3), bestehend aus optionaler Resultatsliste ( reslist ), Funk-
tionsnamen (ID) und optionaler Argumentsliste (paramlist). Die Funktionssignatur wird
von einem Ziel-Schlu¨sselwort ( destination ; Regel 8+9) gefolgt. Wenn fu¨r eine bestimm-
te Funktionssignatur zusa¨tzlich ein WARNING-Ziel spezifiziert werden soll, dann mu¨ssen
das Schlu¨sselwort BMFUNC und die gleiche Funktionsignatur wiederholt werden, zum
Beispiel:
BMFUNC $$=foo ( $1 , $2 ) DIFFTO $@1∗ bar ( $1 )∗$2
BMFUNC $$=foo ( $1 , $2 ) WARNING ’The d e r i v a t i v e o f foo ( x , y ) i s not ...
t e s t e d t ho r ough l y y e t . ’
Eine Resultatsliste kann aus einem Resultat oder einer beliebig langen Liste von auf-
steigend nummerierten Resultaten [$$1 ,..., $$n] bestehen (Regel 4+5). Das eine Funktion
nur ein einziges Resultat zuru¨ckgibt, tritt sehr ha¨ufig auf und wird deshalb abgeku¨rzt
durch result (””) was zu $$ evaluiert. Sowohl fu¨r einzelne wie auch fu¨r nummerierte Re-
sultate ko¨nnen Abha¨ngigkeiten von den Parametern der Funktion angegeben werden.
Dazu werden die Platzhalter der Parameter von denen ein Resultat abha¨ngen soll in
runden Klammern hinter dem Resultat eingefu¨gt. Zum Beispiel gibt der Ausdruck $$...
($1)=foo($1,$2) an, dass das einzige Resultat nur vom ersten Parameter der Funktion
abha¨ngt. Als letzter Eintrag einer Resultatsliste kann das Symbol $$# stehen, welches
dem vargargout in Benutzer-definierten Funktionen entspricht. Da dieses Symbol fu¨r eine
Menge von Resultaten steht, kann hierfu¨r keine Abha¨ngigkeit angegeben werden. Hier
wird, ebenso wie wenn keine Abha¨ngigkeiten modelliert wurden, angenommen, dass alle
Ausgaben von allen Eingaben abha¨ngen.
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Fu¨r die Argumentsliste (Regel 6) gelten a¨hnliche Regeln, nur dass hier ein Argument
(numarg(l)) durch ein einziges Dollarzeichen kenntlich gemacht wird. Die Platzhalter der
Argumente (Regel 7) mu¨ssen ebenfalls aufsteigend durchnummeriert werden ($1 ,..., $n),
und das varargin Symbol wird durch $# kenntlich gemacht. Im Gegensatz zur Re-
sultatsliste darf eine Argumentsliste einfache konstante Ausdru¨cke enthalten, also zum
Beispiel Zahlen (NUMBER) oder Zeichenketten (STRING). Ein konstanter Ausdruck in
einer Funktionssignatur bedeutet, dass der Ableitungsausdruck nur fu¨r einen Funktions-
aufruf mit den angegebenen Konstanten an den angegebenen Stellen definiert ist (zum
Beispiel max(m,[],d) in Tabelle 6 mit [] als spezielle Konstante fu¨r die leere Matrix).
Fu¨r die letzten Argumente einer Funktion kann eine Konstante als Standardvorgabe
( defaultvalue ) angegeben werden. Die Standardvorgabe wird benutzt, wenn das Argu-
ment im Funktionsaufruf nicht mit einem Ausdruck assoziiert wurde. Eine Standardvor-
gabe wird zum Beispiel fu¨r die linspace (a,e, s)-Funktion benutzt, welche ein Intervall
von a bis e mit s vielen a¨quidistanten Eintra¨gen erstellt (zum Beispiel linspace (1,10,4) ...
==[1,4,7,10]). Die Standardvorgabe fu¨r s ist 100. Die Spezifikation des Ableitungsaus-
druck ist durch:
BMFUNC $$= l i n s p a c e ( $1 , $2 , $3=100) DIFFTO g z e r o s (1 , $3 )
gegeben. Im Ableitungsausdruck muss somit nicht u¨berpru¨ft werden, ob der dritte Platz-
halter mit einem Argument assoziiert wurde, noch mu¨ssen die zwei Regeln
BMFUNC $$= l i n s p a c e ( $1 , $2 ) DIFFTO g z e r o s (1 , 100)
BMFUNC $$= l i n s p a c e ( $1 , $2 , $3 ) DIFFTO g z e r o s (1 , $3 )
spezifiziert werden.
Die Ziele werden durch die schon aus Abschnitt 4.2 bekannten Schlu¨sselwo¨rter in der
Regel destination spezifiziert. Die Ableitungsausdru¨cke bestehen hierbei aus MATLAB-
Ausdru¨cken, die mit Hilfe der in der Signaturdefinition verwendeten Dollarausdru¨cke
die Argumente und Resultate der Funktion referenzieren ko¨nnen. Das Ableitungsobjekt
des k–ten Arguments ist durch den Ausdruck $@k referenzierbar. Dabei mu¨ssen DIFFTO-
Ziele einen zuweisbaren Ausdruck liefern. Desweiteren kann nur auf die Resultate der
Originalfunktion zugegriffen werden. Sobald ADiMat bemerkt, dass ein Resultat zur Be-
rechnung der Ableitung beno¨tigt wird, wird die u¨bliche Reihenfolge – zuerst Ableitung
dann Originalausdruck berechnen – umgekehrt. So wird zuerst der Originalausdruck be-
rechnet und die Resultate stehen fu¨r die Berechnung der Ableitung zur Verfu¨gung. In
REPLACE-Zielen muss der Autor des Ableitungsausdrucks sicherstellen, dass sowohl das
68
Originalresultat als auch die Ableitung berechnet werden. In einem REPLACE-Ziel kann
eine beliebige Liste von Anweisungen inklusive Flusskontrollstrukturen (aber keine Funk-
tions-Definition) stehen. Mittels $$@k kann das Ableitungsobjekt des k–ten Resultats
referenziert werden. Wenn eine Funktion nur ein Resultat hat, so ist das entsprechende
Ableitungsobjekt mittels $$@ referenzierbar. Mit dem Symbol $TMPz erha¨lt der Autor
eine eindeutige tempora¨re Variable, in die ein Zwischenergebnis gespeichert werden kann
und die nach der Berechnung der Ableitung gelo¨scht wird.
Listing 6 zeigt die Signaturdefinitionen und Ableitungen der ersten fu¨nf in Tabel-
le 6 spezifizierten Routinen. Die Ableitungsdefinitionen der max()-Funktion werden auf
Grund ihrer Komplexita¨t erst in Listing 7 gezeigt.
1 BMFUNC di sp ( $1 ) IGNORE
2 BMFUNC [ $$#]= s i z e ( $1 , $#) IGNORE
3 BMFUNC $$=input ( $1 ) NODIFF
4 BMFUNC $$=s i n ( $1 ) DIFFTO cos ( $1 ) .∗$@1
5 BMFUNC $$ ( $#)=ca t ( $1 , $#) DIFFTO ca l l n (@( vararg in ) ca t ( $1 , vararg in { :} ) , $@#)
Listing 6: Umsetzung der Ableitungsdefinitionen aus Tabelle 6 mit Hilfe der Spezifika-
tionssprache von ADiMat
Die Zeilen 1 bis 3 geben zwei Funktionen an, deren Ableitungen ignoriert werden sol-
len, und die Funktion input (), welche nicht differenzierbar ist. Zeile 4 zeigt die Winkel-
Funktion sin () und ihre Ableitung, welche durch einen zuweisbaren Ausdruck hinter
dem Schlu¨sselwort DIFFTO angegeben ist. In der letzten Zeile von Listing 6 wird die
Ableitung der Funktion cat() unter Verwendung der Hilfsfunktion calln (fktn , ablobjs ),
welche die Funktion fktn mit den in ablobjs angegebenen Ableitungsobjekten aufruft,
spezifiziert. Die calln ()-Funktion ist erforderlich, wenn mehr als eine Richtungsableitung
zeitgleich berechnet werden soll (siehe Kapitel 5). Um skalare Richtungsableitungen zu
berechnen, ist die calln ()-Funktion gleichbedeutend mit dem Aufruf fktn( ablobjs ). In
Zeile 5 wird nun eine namenlose Funktion (@(varargin ) cat($1, varargin {:})) verwendet,
um der Funktion cat() die Dimension, gegeben durch $1, zu u¨bermitteln, in der die Ma-
trizen der Ableitungen zusammengefu¨gt werden sollen. Die Signatur der cat()-Funktion
beschreibt weiterhin, dass zwischen dem ersten Argument und dem einzigen Resultat
der Funktion kein Datenfluss besteht. Das einzige Resultat ha¨ngt nur direkt von den
Parametern ab, die an das $#-Symbol gebunden werden.
Listing 7 zeigt die Ableitungen der Aufrufmo¨glichkeiten dermax()-Funktion. Ein Back-
slash (\) am Ende einer Zeile bedeutet, dass der Ableitungsausdruck in der na¨chsten
Zeile fortgesetzt wird. Die Ableitungsausdru¨cke der ersten beiden Auspra¨gungen in den
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Zeilen 1-7 und 8-14 beno¨tigen eine Fallunterscheidung im MATLAB-Quelltext, da in-
nerhalb der Quelltext-Transformations-Komponente keine Shape-Information u¨ber das
Argument von max() vorliegt. Wenn das Argument ein Vektor (oder ein Skalar) ist, dann
kann die Ableitung sehr einfach durch den Ausdruck im then-Teil angegeben werden. Fu¨r
den Fall, dass eine Matrix vorliegt, werden die absoluten Indizes der maximalen Eintra¨ge
berechnet. Als zweites Resultat gibt max() na¨mlich nur die Zeilennummer des gro¨ßten
Eintrags einer jeden Spalte zuru¨ck.
1 BMFUNC $$=max( $1 ) REPLACE [ $$ , $TMP1]= max( $1 ) ;\
2 i f i s v e c t o r ( $1 ) ;\
3 $$@= $@1 ($TMP1) ; \
4 e l s e \
5 $TMP2= s i z e ( $1 ) ;\
6 $$@= $@1 ( ( 0 : ( $TMP2(2)−1) ) ∗$TMP2(1)+$TMP1) ;\
7 end
8 BMFUNC [ $$1 , $$2 ]=max ( $1 ) REPLACE [ $$1 , $$2 ]= max( $1 ) ;\
9 i f i s v e c t o r ( $1 ) ;\
10 $$@1= $@1( $$2 ) ; \
11 e l s e \
12 $TMP1= s i z e ( $1 ) ;\
13 $$@1= $@1 ( ( 0 : ( $TMP1(2)−1) )∗$TMP1(1)+$$2 ) ;\
14 end
15
16 BMFUNC $$= max ( $1 , $2 ) REPLACE $$= max( $1 , $2 ) ; \
17 i f i s s c a l a r ( $1 ) , \
18 $TMP1= $$==($1 ) ;\
19 $$@= $@2 ;\
20 i f any ($TMP1 ( : ) ) , \
21 $$@ ($TMP1)= $@1 ; \
22 end \
23 e l s e \
24 $TMP1= $$==($2 ) ;\
25 $$@= $@1 ;\
26 i f any ($TMP1 ( : ) ) , \
27 i f i s s c a l a r ( $2 ) , \
28 $$@ ($TMP1)= $@2 ; \
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29 e l s e \
30 $$@ ($TMP1)= $@2($TMP1) ; \
31 end \
32 end \
33 end
34
35 BMFUNC [ $$#]= max( $1 , [ ] , $3 ) ERROR ”max ( ) w i th t h r e e arguments i s ...
not d i f f e r e n t i a b l e y e t . ”
Listing 7: Ableitungsvorschriften der max()-Funktion
Die dritte Auspra¨gung der max()-Funktion in den Zeilen 16-33 gibt im Gegensatz zu
der in Tabelle 6 gezeigten Ableitung eine ersetzende Ableitung an, da in ADiMat ein
DIFFTO-Ziel nur einen zuweisbaren Ausdruck umfassen darf, fu¨r die Ableitung aber meh-
rere Anweisungen beno¨tigt werden. Diese Auspra¨gung der max()-Funktion selektiert von
zwei Matrizen im elementweisen Vergleich das jeweils gro¨ßere. Die Fallunterscheidungen
sind no¨tig, da statt zweier Matrizen auch eine Matrix elementweise mit einem Skalar
verglichen werden kann. Die Abfragen in den Zeilen 20 und 26 fangen die Fa¨lle ab, dass
keine Werte aus dem jeweils anderen Feld in das Resultat einfließen. Bei der Erstellung
der Ableitungen muss beru¨cksichtigt werden, dass eine skalare Ableitung nicht mit ei-
nem logischen Feld ($TMP1) gro¨ßer als 1× 1 indiziert werden kann, da dieses Feld mehr
Eintra¨ge als der Skalar entha¨lt. Deshalb wird in den Zeilen 21 und 28 nur die skalare
Ableitung zugewiesen und nicht die indizierte wie in Zeile 30. Die letzte Auspra¨gung in
Zeile 35, dass ein Aufruf der max()-Funktion mit drei Argumenten differenziert werden
musste, ist noch nicht aufgetreten. Daher wird als Ziel ERROR spezifiziert.
Wa¨hrend des Auflo¨sens von Bezeichnern (siehe Abschnitt 2.4) wird nur u¨berpru¨ft, ob
ein Bezeichner in der Datenbank vorhanden ist. Das heißt, es wird nur in der Tabel-
le Identifiers nach dem Bezeichner gesucht und der mit dem Bezeichner assoziierte
Schlu¨ssel (identkey) wird in einer DBToolboxOccurrence abgespeichert. Im weiteren Ver-
lauf der Analyse des zu differenzierenden Programms werden, wa¨hrend der Aufrufgraph
erstellt wird, die Resultats- und Argumentslisten des konkreten Funktionsaufrufs mit
den in der Datenbank hinterlegten Mustern verglichen. Die Tabelle Derivatives asso-
ziiert dazu den Schlu¨ssel eines Bezeichners (identkey) mit Mustern fu¨r die Resultats-
(returnkey) und die Argumentsliste (paramkey) sowie Schlu¨sseln der Ableitungsziele
(derivkey). Falls die Muster bezogen auf ihre La¨nge und auf konstante Eintra¨ge passen,
werden fu¨r den konkreten Aufruf der Toolbox-Funktion die durch die derivkeys be-
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zeichneten Ableitungsziele genutzt. Zu einer Kombination bestehend aus identkey, re-
sultkey und paramkey wird genau ein Ableitungsziel der Art IGNORE, NODIFF, ERROR,
DIFFTO und REPLACE gespeichert. Zusa¨tzlich ko¨nnen beliebig viele WARNING-Ziele mit
einer Kombination assoziiert werden, wodurch das Resultat einer Abfrage aus mehreren
derivkeys bestehen kann. Zur Speicherung der Schlu¨ssel der Ableitungsziele wird ein
Feld der DBToolboxOccurrence benutzt.
4.4 Erzeugung der AST-Knoten fu¨r Ableitungen von Toolbox-
Funktionen
Nachdem die Schlu¨ssel der Ableitungsziele, wie im vorangegangenen Abschnitt 4.3 be-
schrieben, ermittelt wurden, mu¨ssen die durch die Schlu¨ssel spezifizierten und mit Platz-
haltern angereicherten Ausdru¨cke aus der Datenbank geholt und in einen AST gewandelt
werden. Dieser Vorgang ist fu¨r die sechs definierten Ableitungsziele unterschiedlich und
wird im Folgenden beschrieben.
REPLACE Bei einem REPLACE-Ziel entha¨lt der Ableitungsausdruck zumeist eine ganze
Folge von Anweisungen inklusive Flusskontrollstrukturen. Diese Folge von Anwei-
sungen wird anstatt der Originalanweisung in das abgeleitete Programm eingefu¨gt.
An Hand des MATLAB-Fragments
d i s p ( x ) ; % igno r ed
r= max( x ) ; % r e p l a c e t a r g e t
d i s p ( r ) ; % igno r ed ,
wobei die Variablen r und x aktiv sein sollen, soll fu¨r den Funktionsaufruf vonmax()
der Algorithmus zur Erstellung der Anweisungen zur Berechnung der Ableitung
erkla¨rt werden.
In Abbildung 24 ist die Zusammenarbeit von ADiMats Objekten zur Erstellung
eines Quelltext-Fragments einer
”
ersetzenden“ Ableitungsdefinition angegeben. Die
Abbildung zeigt in ihrer linken Ha¨lfte einen vereinfachten AST, wobei die Bezie-
hungen der Objekte, die die AST-Knoten ausmachen, durch graue Aggregationen
angedeutet werden. Da fu¨r die Anweisung disp (x) ; kein Quelltext erzeugt werden
muss, beginnt der Prozess in Abbildung 24 mit dem Aufruf der visit adn assign ()-
Methode des Visitors VisitorForwardModeAD in Schritt 1. Die Methode u¨berpru¨ft, ob
auf der linken Seite der Zuweisung ein Funktionsaufruf steht, was im Beispiel fu¨r
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das AST-Objekt max call der Fall ist. Der Visitor delegiert die Bearbeitung eines
Funktionsaufrufs an seine analyseCall ()-Methode, welche den Funktionsaufruf ge-
nauer analysiert und zwischen Aufrufen Benutzer-definierter Funktionen,
”
einfach“
differenzierbaren und
”
ersetzend“ differenzierbaren Funktionen unterscheidet.
Im konkreten Fall wird eine
”
ersetzend“ zu differenzierende Toolbox-Funktion er-
kannt und in Schritt 2.1 die Methode differentiateREPLACE() der DBToolboxOccurrence
aufgerufen. Fu¨r die Funktion max() speichert die DBToolboxOccurrence den Daten-
bankschlu¨ssel der Zeichenkette, welche die Ableitung definiert. In Schritt 2.1.1
wird diese Zeichenkette (hier verku¨rzt wiedergegeben)
[ $$ , $TMP1]= max ( $1 ) ; \
i f i s v e c t o r ( $1 ) \
$$@= $$@1 ($TMP1) ;\
e l s e \
. . .
end
aus der Datenbank geholt. Bevor diese Zeichenkette an den Interpreter gegeben
werden kann, mu¨ssen die Argumente und Resultate des Funktionsaufrufs vonmax()
geholt und differenziert werden. In Schritt 2.1.2 wird die Methode getParameters()
benutzt, um einen Vektor der Argumente des Funktionsaufrufs zu erhalten. Der
Vektor entha¨lt im Beispiel nur den Eintrag adn ident (”x”) . Wa¨hrend der Vektor der
Argumente vom Objekt max call recht einfach durch Delegation der Anfrage an die
Argumentsliste zu erstellen ist, ist fu¨r den Vektor der Resultate ein Zugriff auf
die Zuweisung current no¨tig. Die Kanonikalisierung stellt sicher, dass der Eltern-
AST-Knoten des Funktionsaufrufs immer ein Objekt des Typs adn assign op ist.
Der Zuweisungsknoten delegiert den Methodenaufruf getReturnVars() an die Kind-
Knoten auf der linken Seite seiner Zuweisung, im Beispiel nur an den Bezeichner-
Knoten res , welcher sich selber als einziges Element in einem Vektor zuru¨ckliefert.
In den Schritten 2.1.4 und 2.1.5 werden die Ableitungen der Argumente und
Resultate erzeugt. Dazu wird jeder Eintrag des Argumentsvektors nacheinander
an den Visitor fwdVisit u¨bergeben, welcher einen MATLAB-Ausdruck erstellt, der
die Ableitung entha¨lt. In Schritt 2.1.4 erstellt der Visitor fu¨r das Argument x die
Ableitung g x und in Schritt 2.1.5 fu¨r das Resultat r die Ableitung g r. Diese
abgeleiteten Ausdru¨cke und die Argumente und Resultate werden dem Interpreter
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Abbildung 24:
”
Ersetzende“ Differentiation einer Toolbox-Funktion und das Zusammen-
spiel der beteiligten Komponenten von ADiMat
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zur Verfu¨gung gestellt, damit er die Dollar-Ausdru¨cke in der Zeichenkette ersetzen
kann. In Tabelle 7 sind die Platzhalter-Zuordnungen zu den Ausdru¨cken angegeben.
Bezeichnung Platzhalter Inhalt
Argument 1 $1 x
Ableitung des Arguments $@1 g x
Resultat 1 $$ r
Ableitung des Resultats $$@ g r
Tabelle 7: Zuordnung der Platzhalter zu den Argumenten und Resultaten fu¨r die Origi-
nalausdru¨cke und die Ableitungen
Der Interpreter erstellt im Schritt 2.1.6 aus der Zeichenkette, die die Ableitung
des max()-Ausdrucks definiert, eine tempora¨re Liste von Anweisungen und spei-
chert diese in dem Objekt temp ab (Schritt 2.1.6.1). Bei der Erstellung des ASTs
aus der Zeichenkette wird eine tempora¨re Variable beno¨tigt, was durch das Symbol
$TMP1 kenntlich gemacht wird. ADiMat erstellt fu¨r jedes Symbol $TMPn ein ein-
deutiges Symbol und verwaltet diese Symbole in einer Liste. In dem Objekt temp
wurden vom Interpreter die folgenden Anweisungen gespeichert:
[ r , tmp1]= max ( x ) ;
i f i s v e c t o r ( x )
g r= g x ( tmp1 ) ;
e l s e
. . .
end
Der Interpreter erstellt, wie in Abschnitt 2.2
”
Scanner und Parser“ beschrieben,
einen nicht annotierten AST. Das heißt, es wurde noch nicht analysiert, ob ein
Bezeichner im AST als Variablenname oder als Funktionsname verwendet wird.
Diese Information, welche im Schritt 2.1.7 (vergleiche Abschnitt 2.4
”
Sichtbarkeit
und Identifikation von Bezeichnern“) ermittelt wird, wird beno¨tigt, wenn Ablei-
tungen zweiter Ordnung erstellt werden sollen. Zur Erstellung von Ableitungen
zweiter Ordnung wird im Visitor die Stufe der zu erzeugenden Ableitungen erho¨ht
( fwdVisit . orderOfDerivatives=2) und der Visitor auf die tempora¨re Liste der An-
weisungen angewendet. Dies ist in Abbildung 24 nicht mehr gezeigt. Zum Schluss
wird die tempora¨re Liste in Schritt 2.2 nach der aktuellen Anweisung current in
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die Liste der Anweisungen currentstlist eingefu¨gt und die gerade differenzierte An-
weisung aus der Liste gelo¨scht (Schritt 2.3). Der resultierende MATLAB-Quelltext
ist durch
d i s p ( x ) ;
[ r , tmp1]= max ( x ) ;
i f i s v e c t o r ( x )
g r= g x ( tmp1 ) ;
e l s e
. . .
end
d i s p ( r ) ;
gegeben.
DIFFTO Die Ableitung einer Toolbox-Funktion, die
”
einfach“ differenziert werden kann,
ist durch einen zuweisbaren Ausdruck gegeben. In Listing 6 wird fu¨r die Ableitung
der Funktion sin ($1) der Ausdruck cos($1).∗$@1 angegeben. Zur Erstellung der
Ableitungsanweisung wird ein Algorithmus verwendet, der dem in Abbildung 24
dargestellten sehr a¨hnlich ist. Im Prinzip werden die Schritte 2.1.6.1 (Einfu¨gen
von Anweisungen in eine tempora¨re Anweisungsliste), 2.1.7 (Binden der Bezeich-
ner in der tempora¨ren Anweisungsliste), 2.2 (Einfu¨gen der tempora¨ren Anwei-
sungsliste in die Liste der Anweisungen) und 2.3 (Entfernen der aktuellen Anwei-
sung) nicht ausgefu¨hrt. Der Vektor der Resultate (Schritt 2.1.3) wird allerdings
trotzdem erstellt, da die Resultate der Originalfunktion zur Berechnung ihrer Ab-
leitung verwendet werden ko¨nnen. Ebenfalls wird Schritt 2.1.5 ausgefu¨hrt, da die
Bezeichner, die mit den Ableitungen der Resultate assoziiert sind, beno¨tigt werden.
ERROR Das Ziel ERROR wird durch Einfu¨gen der Fehlermeldung in eine error ()-An-
weisung im generierten Quelltext und durch Ausgabe der Fehlermeldung auf die
Standardausgabe behandelt.
WARNING A¨hnlich dem ERROR-Ziel wird einWARNING-Ziel in eine warning()-Anweisung
eingefu¨gt und auch wa¨hrend der Ableitungsgenerierung auf der Standardausgabe
ausgegeben.
NODIFF Bei einem NODIFF-Ziel wird eine Fehlermeldung auf der Standardausgabe ge-
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neriert. Die Transformation des MATLAB-Programms wird aber trotzdem fortge-
setzt, um weitere Problemstellen identifizieren zu ko¨nnen.
IGNORE Ein IGNORE-Ziel muss u¨blicherweise nicht abgeleitet werden. In einigen MAT-
LAB-Programmen werden allerdings Variablen wiederverwendet. So kann es vor-
kommen, dass einer Variable zum Beispiel die Gro¨ße einer Matrix zugewiesen wird,
und diese Variable spa¨ter fu¨r die Speicherung eines Wertes, welcher einen Einfluss
auf die Ableitungen hat, wiederverwendet wird. Das folgende Beispiel illustriert
dies:
s= s i z e (M) ;
. . .
s= f ( a k t i v e V a r i a b l e ) ;
Die Variable s wird aktiv und es muss, da ADiMat keine Lebenszeitanalyse der in
einer Variablen gespeicherten Information vornimmt, fu¨r den Aufruf der ignorierten
Toolbox-Funktion, hier size (), ein sinnvoller Ableitungsausdruck generiert werden.
ADiMat erstellt hierzu ein Ableitungsobjekt, welches nur Nullen entha¨lt, und fu¨gt
einen Kommentar in das abgeleitete Programm ein:
% I d e n t i f i e r ’ s i z e ’ i s i g n o r ed du r i n g d i f f e r e n t i a t i o n .
s= s i z e (M) ;
g s= g z e r o s ( s i z e ( s ) ) ;
. . .
[ g s , s ]= g f ( g a k t i v e V a r i a b l e , a k t i v e V a r i a b l e ) ;
Bei den REPLACE-Zielen wurde schon kurz die Generierung von Ableitungen zweiter
Ordnung erwa¨hnt und dass dazu der Visitor nur erneut angewendet werden muss. Die
zweite Ableitung von Operatoren ist auf diese Weise problemlos mo¨glich. Dass dies auch
fu¨r Toolbox-Funktion gilt, hat zwei Gru¨nde:
1. Wenn der Ableitungsausdruck einer Toolbox-Funktion (zum Beispiel sin (x)) wei-
tere Toolbox-Funktion benutzt (also cos(x).∗g x), so sind die Argumente der wei-
teren Toolbox-Funktionen immer Original-Objekte, im Fall von sin (x) also das x.
Die Begru¨ndung liefert die Kettenregel, welche nur die a¨ußere Funktion bei glei-
chem Argument ableitet und mit der Ableitung der inneren Funktion multipliziert
((h(g(x)))′ = h′(g(x)) ∗ g′(x)).
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2. Toolbox-Funktionen, die auf eine Ableitung angewendet werden sollen, um zum
Beispiel eine Shape-A¨nderung vorzunehmen, werden mit Hilfe der call () Funktio-
nen spezifiziert. Die call ()-Funktionen wenden die Funktion auf jede Richtungs-
ableitung an. Dazu unterstu¨tzen diese Funktionen sowohl Ableitungen erster wie
auch zweiter Ordnung.
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5 Berechnung multipler Richtungsableitungen
Bisher wurden nur skalare Richtungsableitungen berechnet. U¨blicherweise wird aber
mehr als eine Richtungsableitung gleichzeitig gewu¨nscht. Diese Anforderung kann durch
1) mehrfachen Aufruf der abgeleiteten Routine und Evaluation unterschiedlicher skalarer
Richtungsableitungen oder 2) durch Berechnung multipler Richtungsableitungen inner-
halb einer Ausfu¨hrung des abgeleiteten Programms unter Zuhilfenahme eines Laufzeit-
Systems erreicht werden.
Im Folgenden wird ein Laufzeit-System zur Berechnung multipler Richtungsableitun-
gen vorgestellt. Das Laufzeit-System besteht aus der Datenstruktur, hier auch Ablei-
tungsstruktur genannt, und den Operationen auf dieser Datenstruktur. Diese Teile im-
plementieren mittels einer MATLAB-Klasse einen abstrakten Datentypen, der multiple
Richtungsableitungen speichert. Alle circa 20 MATLAB-Operatoren sind fu¨r Objekte
dieser Klasse u¨berladen, um Verknu¨pfungen von Ableitungsobjekten mit anderen Ablei-
tungsobjekten und anderen MATLAB-Objekten zu ermo¨glichen. Einige Hilfsfunktionen
unterstu¨tzen die Erstellung von Ableitungsobjekten und den Prozess des Sa¨hens.
In Abbildung 25 ist die Struktur eines Objekts der Ableitungsklasse konzeptionell
dargestellt. Auf der linken Seite ist ein Original-Objekt dargestellt, welches hier ohne
Beschra¨nkung der Allgemeinheit als Matrix dargestellt ist. Das Ableitungsobjekt ent-
ha¨lt ein Attribut dims, welches die Ordnung (Dimension) des Ableitungsobjektes angibt.
Es sind Ableitungen erster und zweiter Ordnung definiert, die gleichzeitig wa¨hrend der
Auswertung eines abgeleiteten Programms auftreten ko¨nnen. In Abha¨ngigkeit von der
Dimension des Ableitungsobjekts gibt das Attribut ndd an, wieviele Richtungsableitun-
gen in den einzelnen Dimensionen vorliegen. Ein Gradienten-Objekt entha¨lt nur eine
Dimension und ndd ist ein skalarer Wert. Ein Hesse-Objekt entha¨lt zwei Dimensionen
und ndd entha¨lt zwei Werte, welche meistens identisch sind. In einigen Fa¨llen kann durch
Ausnutzung der Struktur des abgeleiteten Programms die Anzahl der Richtungsablei-
tungen durch den Benutzer vera¨ndert (zum Beispiel durch Ausnutzung von interface
contraction [57, 25]) und somit der Rechenaufwand reduziert werden.
Das Attribut deriv speichert die Richtungsableitungen. In Abbildung 25 wird dazu ein
Cellarray, dargestellt durch die geschweiften Klammern, verwendet. In dem Cellarray
werden ndd viele Objekte, welche alle dieselbe Gro¨ße wie das assoziierte Original-Objekt
haben, abgelegt.
Ein bina¨rer Operator a ◦ b hat die in Listing 8 gezeigte interne Struktur. Mit der
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Abbildung 25: Struktur der MATLAB-Klasse zur Speicherung von Richtungsableitungen
Funktion isa (o, c) wird u¨berpru¨ft, ob das Objekt o ein Objekt der Klasse c ist.
f u n c t i o n r= b inop ( o1 , o2 )
% MYCLASS/BINOP
i f i s a ( o1 , ’ myc l a s s ’ ) && i s a ( o2 , ’ myc l a s s ’ )
% Beide Argumente s i n d aus der K l a s s e ’ myclass ’
e l s e i f i s a ( o1 , ’ myc l a s s ’ )
% Nur das e r s t e Argument i s t aus der K l a s s e ’ myclass ’
e l s e % i f i s a ( o2 , ’ myclass ’ )
% B l e i b t nur noch , da s s das zwe i t e Argument aus der
% K l a s s e ’ myclass ’ i s t , denn s on s t wu¨rde der Opera tor
% im V e r z e i c h n i s ’ @myclass ’ n i c h t a u s g e f u¨ h r t .
end
Listing 8: Struktur eines bina¨ren Operators in einer MATLAB-Klasse
Es mu¨ssen die Fa¨lle, in denen entweder beide Argumente oder nur das erste oder nur
das zweite Argument des Operators aus der Klasse sind, unterschieden werden. Da der
Operator innerhalb der Klasse definiert ist, kann der Fall, dass keines seiner Argumente
aus der Klasse ist, nicht auftreten. Wie in Listing 8 gezeigt, muss diese Unterscheidung
im MATLAB-Quelltext kodiert werden, da MATLAB keine Unterstu¨tzung fu¨r die Typ-
definition von Argumenten bietet. Die Operatoren einer Ableitungsklasse mu¨ssen sowohl
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Ableitungsobjekte erster Ordnung als auch solche zweiter Ordnung verarbeiten ko¨nnen.
Dies wird u¨ber weitere Fallunterscheidungen in den Operatoren realisiert.
Im Verlauf der Entwicklung von ADiMat wurden mehrere Laufzeitklassen entwickelt,
welche kontinuierlich den Forderungen nach geringerem Speicherverbrauch und ku¨rze-
rer Laufzeit folgend angepasst wurden. Die entstandenen vier Versionen ermo¨glichen die
zeitgleiche Auswertung von multiplen Richtungsableitungen, stellen aber unterschiedli-
che Anspru¨che an die zu berechnenden Ableitungen, welche im Folgenden mit der Klas-
senbeschreibung einhergehend erkla¨rt werden.
Cellarray Klasse Die Cellarray Klasse benutzt ein Cellarray, um die Richtungsableitun-
gen in deriv , wie in Abbildung 25 gezeigt, zu speichern. Ein Operator der Cellarray
Klasse iteriert u¨ber die Eintra¨ge in den Cellarrays der Operanden und fu¨hrt die
entsprechende Verknu¨pfung aus. In Listing 9 wird der Matrix-Matrix-Multiplikati-
ons-Operator gezeigt. Der Name, der in MATLAB fu¨r die Cellarray Klasse benutzt
wird, ist
”
adderiv“. Der Operator erwartet zwei Operanden x1 und x2.
1 f unc t i on r e s= mtimes ( x1 , x2 )
2 %ADDERIV/MTIMES Mu l t i p l i c a t i o n opera tor
3
4 i f i s a ( x1 , ’ adder iv ’ ) && i s a ( x2 , ’ adder iv ’ )
5 % case 1 : Two d e r i v a t i v e o b j e c t s .
6 i f x1 . dims==1 && x2 . dims==1
7 % crea t e second order d e r i v a t i v e o b j e c t
8 r e s= adder iv ( [ x1 . ndd , x2 . ndd ] , [ ] , ’ empty ’ ) ;
9 f o r i= 1 : x1 . ndd
10 f o r j= 1 : x2 . ndd
11 % symmetric mu l t i p l i c a t i o n
12 r e s . de r i v { i , j}= 0 . 5∗ ( x1 . de r iv { i }∗ x2 . de r iv { j}+ . . .
13 x1 . de r iv { j }∗ x2 . de r iv { i }) ;
14 end
15 end
16 e l s e
17 e r ro r ( ’ Mu l t i p l i c a t i o n o f two d e r i v a t i v e ob j e c t s i s de f ined ...
f o r one−dimens iona l o b j e c t s only . ’ ) ;
18 end
19 e l s e i f i s a ( x1 , ’ adder iv ’ )
20 % case 2 : F i r s t argument i s d e r i v a t i v e o b j e c t
21 % Use copy con s t r u c t o r
22 r e s= adder iv ( x1 ) ;
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23
24 % I t e r a t e over t he e n t r i e s o f t he d e r i v a t i v e o b j e c t and ...
mu l t i p l y
25 % each wi t h t he second argument .
26 i f r e s . dims==1
27 f o r c= 1 : r e s . ndd
28 r e s . de r i v {c}= x1 . de r iv {c}∗ x2 ;
29 end
30 e l s e
31 f o r i= 1 : r e s . ndd (1 )
32 f o r j= 1 : r e s . ndd (2 )
33 r e s . de r i v { i , j}= x1 . de r iv { i , j }∗ x2 ;
34 end
35 end
36 end
37 e l s e
38 % case 3 : Second argument i s d e r i v a t i v e o b j e c t
39 % j u s t l i k e case 2
40 r e s= adder iv ( x2 ) ;
41
42 i f r e s . dims==1
43 f o r c= 1 : r e s . ndd
44 r e s . de r i v {c}= x1∗ x2 . de r iv {c } ;
45 end
46 e l s e
47 f o r i= 1 : r e s . ndd (1 )
48 f o r j= 1 : r e s . ndd (2 )
49 r e s . de r i v { i , j}= x1∗ x2 . de r iv { i , j } ;
50 end
51 end
52 end
53 end
Listing 9: Matrix-Matrix-Multiplikations-Operator fu¨r Cellarray Klasse
Operatoren werden in MATLAB wie regula¨re Funktionen implementiert, nur die
Namen sind festgelegt. So muss ein Operator, der die Matrix-Matrix-Multiplika-
tion implementiert, in der Datei mtimes.m im Verzeichnis der Klasse gespeichert
werden, damit MATLAB ihn auch benutzt. Die Cellarray Klasse ist in der La-
ge, nicht nur Ableitungen erster, sondern auch Ableitungen zweiter Ordnung zu
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behandeln. In der ersten Fallunterscheidung in Zeile 4 wird gepru¨ft, ob beide Argu-
mente Ableitungsobjekte sind und daraufhin in Zeile 6, ob beide Ableitungsobjekte
die Ordnung 1 haben. Fu¨r zwei Ableitungsobjekte ho¨herer Ordnung ist die Matrix-
Matrix-Multiplikation in dem Operator nicht implementiert und liefert eine Fehler-
meldung. In Zeile 8 wird dann ein Ableitungsobjekt zweiter Ordnung mit Hilfe des
Konstruktors(siehe Anhang B.1) erstellt, welches das Ergebnis der symmetrischen
Multiplikation der Eintra¨ge aus den Ableitungsobjekten erster Ordnung in x1 und
x2 in den Zeilen 12 und 13 zugewiesen bekommt. Die symmetrische Multiplikation
stellt sicher, dass die Hesse-Matrix als Ergebnis des Produkts symmetrisch ist.
Im zweiten Fall in Zeile 19 ist nur das erste Argument des Operators ein Ableitungs-
objekt. Mit Hilfe des Kopier-Konstruktors (Zeile 22; abgedruckt in Anhang B.1)
wird das Resultat initialisiert, indem die Attribute dim und ndd mit den identischen
Werten aus x1 gefu¨llt werden. Das Attribut deriv wird mit einem leeren Cellarray
der Gro¨ße ndd alloziert, damit dies in den Schleifen voralloziert ist. Die Behand-
lung von Ableitungsobjekten erster und zweiter Ordnung unterscheidet sich nur in
der Anzahl der geschachtelten Schleifen. Fu¨r Ableitungen erster Ordnung wird die
Iteration in den Zeilen 27 bis 29 und fu¨r Ableitungen zweiter Ordnung die in den
Zeilen 31 bis 35 durchgefu¨hrt. Der letzte Fall in den Zeilen 37 bis 53 ist identisch
zum vorherigen Fall in den Zeilen 19 bis 36, nur dass jetzt x2 ein Ableitungsobjekt
ist. Jede Zelle der Cellarrays in deriv kann einen Skalar, einen Vektor oder eine
Matrix enthalten, so dass alle Produkte, wie zum Beispiel in den Zeilen 13, 28 oder
33, potentiell eine Matrix-Matrix-Multiplikation ausfu¨hren.
In Abbildung 26 werden die Unterschiede in der Speicherung von Richtungsablei-
tungen der vier implementierten Klassen gezeigt. Ganz links ist die Cellarray Klasse
dargestellt. Innerhalb des durch die geschweiften Klammern gekennzeichneten Fel-
des werden die Richtungsableitungen als einzelne Objekte, hier als Matrizen durch
die Rechtecke dargestellt, gespeichert.
Sparse Cellarray Klasse Die du¨nnbesetzte (engl.: sparse) Cellarray Klasse verwendet
die MATLAB-eigene du¨nnbesetzte Datenstruktur fu¨r die Speicherung von Rich-
tungsableitungen, die weniger als ein Drittel Nichtnull-Eintra¨ge haben. Einige Ope-
rationen von MATLAB erstellen, selbst wenn beide Operanden in der sparsen Da-
tenstruktur vorliegen, eine dichtbesetzte Ausgabe. Dies sind die Multiplikations-,
Divisions-, Potenz- und Gleichungslo¨sungs-Operatoren. Die Klasse modifiziert die-
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Abbildung 26: Darstellung der Speicherung von Richtungsableitungen in den vier imple-
mentierten Laufzeitklassen ({} gibt ein Cellarray an, [] gibt eine Matrix
an)
se nicht-linearen Operatoren der Cellarray Klasse dahingehend, dass u¨berpru¨ft
wird, ob das Ergebnis ihrer Operation effizient in die du¨nnbesetzte Datenstruk-
tur konvertiert werden kann und fu¨hrt gegebenenfalls diese Konvertierung durch.
Die sparse Datenstruktur fu¨r Matrizen bietet die Vorteile, dass weniger Speicher
beno¨tigt wird und sich die Laufzeit von Operationen verringern kann.
Zur Realisierung des Tests, ob das Ergebnis einer Operation besser in einer sparsen
Datenstruktur gespeichert wird, wurde die (private) Funktion cond sparse() erstellt.
In dem in Listing 9 gezeigten Quelltext wird die Schleife u¨ber die Richtungsablei-
tungen durch die folgende ersetzt:
f o r c= 1 : r e s . ndd
r e s . d e r i v {c}= cond spa r s e ( x1 . d e r i v {c}∗ x2 ) ;
end
Da fu¨r jede Richtungsableitung separat getestet wird, ob der sparse Datentyp geeig-
neter ist, kann es zu Kombinationen von sparsen und vollen Matrizen im Cellarray
kommen, wie dies in Abbildung 26 in der Mitte gezeigt ist. MATLAB implementiert
den sparsen Datentypen leider nur fu¨r Objekte, deren Dimension zwei nicht u¨ber-
steigt. Die sparse Cellarray Klasse ist also auf Matrizen beschra¨nkt, unterstu¨tzt
aber weiterhin die Berechnung von Ableitungen zweiter Ordnung, welche von dem
sparsen Datentypen sta¨rker profitieren, da die Hesse-Matrizen ha¨ufig viele Nullein-
tra¨ge beinhalten.
Matrix Die Matrix Klasse verzichtet ganz auf das Cellarray und konkateniert die Rich-
tungsableitungen in einer Matrix. In Ableitungsobjekten erster Ordnung werden
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die Richtungsableitungen horizontal konkateniert. In Ableitungsobjekten zweiter
Ordnung werden diese zusa¨tzlich auch noch vertikal konkateniert, so dass das die
Ableitung ∂
2x
∂xi∂xj
im i, j–ten Eintrag des Attributs deriv steht.
Die Ableitungsstruktur muss um ein Attribut sz erweitert werden, welches die Gro¨-
ße der Richtungsableitung speichert, um auf eine einzelne Richtungsableitung in
der Gesamtmatrix zugreifen zu ko¨nnen. Durch die Speicherung der Richtungsablei-
tungen in einer Matrix und nicht in separierten Zellen eines Cellarrays ko¨nnen die
intrinsischen Operatoren von MATLAB direkt angewandt werden. Dadurch kann
auf die
”
teuren“ Schleifen verzichtet werden, welche in jeder Iteration die Daten-
typen der beteiligten Objekte auf Vertra¨glichkeit pru¨fen. In Abbildung 26 ist die
Matrix Klasse ganz rechts gezeigt. Innerhalb des Ableitungsobjekts wird ein Vektor
der Richtungsableitungen gespeichert. Die einzelnen Richtungsableitungen sind in
der Abbildung durch die senkrechten Trennlinien angedeutet.
Auch diese Klasse unterstu¨tzt die Speicherung der Richtungsableitungen in ei-
ner sparsen Datenstruktur. Allerdings werden entweder alle Richtungsableitungen
mittels der sparsen Datenstruktur gespeichert oder keine. Eine Mischung von voll-
besetzten und du¨nnbesetzten Richtungsableitungen, wie dies die Sparse Cellarray
Klasse implementiert, ist in der Matrix Klasse nicht mo¨glich. Die Arbeiten an der
Unterstu¨tzung von Ableitungen zweiter Ordnung wurden begonnen.
In Listing 10 ist ein Ausschnitt des Matrix-Matrix-Multiplikations-Operators fu¨r
Ableitungen erster Ordnung mit einem Nicht-Ableitungsobjekt gezeigt. Es mu¨ssen
sechs Fa¨lle unterschieden werden:
Fall erstes zweites
Nr. Argument Argument
1 Ableitungsobjekt; Shape beliebig Skalar
2 Ableitungsobjekt; skalarwertig beliebiger Shape
3 Ableitungsobjekt; Shape beliebig beliebiger Shape
4 Shape beliebig Ableitungsobjekt; skalarwertig
5 Shape beliebig Ableitungsobjekt; Shape beliebig
6 Skalar Ableitungsobjekt; Shape beliebig
Die sechs Fa¨lle sind ebenfalls fu¨r die Verknu¨pfung eines Ableitungsobjekts zweiter
Ordnung mit einem Nicht-Ableitungsobjekt anwendbar. Der Matrix Klasse wurden
allerdings auf Grund der geringen Nachfrage noch nicht die notwendigen schleifen-
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losen Anweisungen zur Verknu¨pfung von zwei Ableitungsobjekten erster Ordnung
zu einem Ableitungsobjekt zweiter Ordnung hinzugefu¨gt. Zur Zeit nutzt die Klasse
den gleichen Ansatz wie die Cellarray Klassen, der daher in Listing 10 im ersten
Konditional nicht wiederholt wird.
f unc t i on r e s= mtimes ( x1 , x2 )
%MADDERIV/MTIMES Matrix−matrix−mu l t i p l i c a t i o n ope ra t o r
i f i s a ( x1 , ’ madderiv ’ )&& i s a ( x2 , ’ madderiv ’ )
% S im i l i a r to c e l l a r r a y c l a s s ( omi t t ed f o r b r e v i t y ) .
e l s e i f i s a (x1 , ’ madderiv ’ )
r e s= madderiv ( x1 ) ; % copy a l l , bu t der i v−a t t r i b u t e
sx2= s i z e ( x2 ) ;
i f i s s c a l a r ( x2 )
% case 1 : x2 i s s c a l a r
r e s . der i v= x1 . der i v ∗ x2 ;
e l s e i f a l l ( x1 . sz==1)
% case 2 : x1 con t a in s t he d e r i v a t i v e o f a s c a l a r
r e s . sz= sx2 ;
r e s . der i v=cond spar s e ( reshape ( repmat ( x1 . der iv , . . .
numel ( x2 ) , 1 ) , sx2 .∗ x1 . ndd ) .∗ repmat ( x2 , x1 . ndd ) ) ;
e l s e
% case 3 : x1 and x2 are not s c a l a r
r e s . sz= [ x1 . sz (1) , sx2 (2) ] ;
r e s . der i v=cond spar s e ( x1 . der i v ∗kron (x2 , eye ( x1 . ndd (2) ) ) ) ;
end
e l s e
r e s= madderiv ( x2 ) ; % copy a l l , bu t der i v−a t t r i b u t e
sx1= s i z e ( x1 ) ;
i f a l l ( x2 . sz==1)
% case 4 : x2 con t a in s t he d e r i v a t i v e o f a s c a l a r
r e s . sz= sx1 ;
r e s . der i v=cond spar s e ( repmat ( x1 , x2 . ndd ) .∗ reshape ( . . .
repmat ( x2 . der iv , numel ( x1 ) , 1 ) , sx1 . ∗ x2 . ndd ) ) ;
e l s e
% Change r e s . sz , on ly i f x1 i s not s c a l a r .
% I f x1 i s s c a l a r ( case 6) , then t he c o r r e c t s i z e has
% a l r e ady been i n s e r t e d by t he copy cons t ruc t o r .
i f ˜ i s s c a l a r ( x1 )
% case 5 : x1 and x2 are both not s c a l a r
r e s . sz= [ sx1 (1) , x2 . sz (2) ] ;
end
r e s . der i v=cond spar s e ( x1∗x2 . der i v ) ;
end
end
Listing 10: Auszug des Matrix-Matrix-Multiplikations-Operators der Matrix Klasse
Fu¨r den ersten Fall kann das Ergebnis sofort angegeben werden. Im zweiten Fall
entspricht die Multiplikation eines skalarwertigen Ableitungsobjekts, welches ndd
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skalare Richtungsableitungen entha¨lt, mit einem beliebigen MATLAB-Objekt x2
einer ndd–fachen Skalar-Matrix-Multiplikation. Die Skalar-Matrix-Multiplikation
wird in eine elementweise Matrix-Matrix-Multiplikation transformiert, bei der eine
der beiden Matrizen in allen Eintra¨gen den skalaren Wert entha¨lt.
Die Schritte zur Berechnung des zweiten Falles sind in Abbildung 27 dargestellt. Im
Abbildung 27: Replikation der Objekte, wenn ein skalarwertiges Ableitungsobjekt mit
einem nicht skalarwertigen MATLAB-Objekt multipliziert werden soll.
ersten Schritt werden die skalarwertigen Richtungsableitungen so oft repliziert wie
x2 Elemente entha¨lt (repmat(x1.deriv ,numel(x2),1)). Das Resultat dieser Operation
sind ndd viele Spaltenvektoren der La¨nge numel(x2). Diese Vektoren mu¨ssen in
einem zweiten Schritt auf den Shape von x2 umgeformt werden (reshape(repmat()...
,sx2.∗x1.ndd)). Auch x2 muss ndd-fach repliziert werden. Danach werden die beiden
resultierenden Matrizen mittels elementweiser Multiplikation verknu¨pft.
Der dritte Fall bedient sich des Kronecker-Produkts, um eine Blockdiagonal-Matrix
mit den Eintra¨gen von x2 aufzubauen. In Abbildung 28 ist schematisch dargestellt,
wie das Kronecker-Produkt aus der Einheitsmatrix der Gro¨ße
”
Anzahl Richtungs-
ableitungen“ und dem Vektor in x2 eine Block-Diagonal-Matrix erstellt hat und
die Matrix-Matrix-Multiplikation der beiden Matrizen zum gewu¨nschten Ergebnis
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fu¨hrt.
Abbildung 28: Multiplikation eines Ableitungsobjekt, welches Matrizen als Richtungs-
ableitungen entha¨lt, mit einem Vektor unter Zuhilfenahme des Kronecker-
Produkts.
Der vierte Fall ist identisch zum zweiten Fall, nur dass hier x1 und x2 vertauscht
sind. Im fu¨nften Fall ist nur die Berechnung der Gro¨ße des resultierenden Ablei-
tungsobjekts vom sechsten Fall verschieden und muss separat berechnet werden.
Die Berechnung der Richtungsableitungen erfolgt fu¨r den fu¨nften und sechsten
Fall gemeinsam durch x1∗x2.deriv und ist in Abbildung 29 fu¨r ein Vektor-Matrix-
Produkt dargestellt.
Abbildung 29: Produkt eines Vektors mit einem Ableitungsobjekt
In allen Fa¨llen kommt der Matrix-Matrix-Multiplikations-Operator von MATLAB
zum Einsatz. Trotz der teilweise no¨tigen vorbereitenden Operationen erzielt die-
ser Operator eine ho¨here Effizienz als eine Schleife u¨ber die Richtungsableitungen,
wie in den Cellarray-Klassen. Desweiteren werden die Richtungsableitungen mit
ihrem gegebenen Shape abgespeichert und nicht wie in TOMLAB/MAD [43] als
Spaltenvektor je Richtungsableitung oder als weitere Dimension der Matrix wie
in ADMIT-1/ADMAT [31] Version 1 und myAD. TOMLAB/MAD beno¨tigt wei-
terhin vor nahezu jeder Operation auf den Richtungsableitungen eine reshape()-
Operation, wa¨hrend ADiMat die Operation wie in Listing 10 gezeigt anwenden
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kann. ADMIT-1/ADMAT in Version 1 fu¨hrt immer eine Schleife u¨ber die zusa¨tz-
liche Dimension aus und verwendet nicht die hochoptimierten Operationen von
MATLAB, sondern nur skalare Verknu¨pfungen. U¨ber ADMIT-1/ADMAT Version
2 liegen keine Vero¨ffentlichungen vor und der Quelltext ist nicht verfu¨gbar, daher
kann keine Aussage u¨ber das Datenformat gemacht werden. AD-Werkzeuge fu¨r
andere Programmiersprachen, wie zum Beispiel ADIFOR [19] oder ADOL-C [49],
assoziieren Richtungsableitungen nur zu skalaren Werten. Dies hat zur Folge, dass
fu¨r Matrix-Matrix-Operationen hochoptimierte Operatoren nicht standardma¨ßig
genutzt werden.
Mex Klasse Die Idee bei der Entwicklung der Mex Klasse war, den Overhead, der in
MATLAB-Programmen durch Typtests auftritt, zu umgehen. Desweiteren steht
in einem Mex-Programm die BLAS-Bibliothek [23] zur Verfu¨gung, so dass hoch-
effiziente Routinen zur Berechnung der Richtungsableitungen verwendet werden
ko¨nnen.
Im Rahmen einer Diplomarbeit [102] wurden fu¨r die Operatoren +,−,.∗,∗,./,.ˆ
die notwendigen Implementierungen vorgenommen. Beispielhaft ist in Listing 11
die Implementierung fu¨r den mtimes-Operator in Pseudo-C angegeben. Im Listing
sind die schon aus dem mtimes-Operator der Matrix Klasse bekannten Fa¨lle den
Fallunterscheidungen zugeordnet.
void mexFunction ( i n t nlhs , mxArray ∗ plhs [ ] , i n t nrhs ,
const mxArray ∗prhs [ ] ) {
/∗ De r i v a t i v e o b j e c t :
order : order o f d e r i v a t i v e ,
nume la l l : a l l o c a t e d doub l e s f o r der i v ,
ndd : number o f d i r e c t i o n a l d e r i v a t i v e s (1 xn f o r order==1, mxn
unsuppor t ed ) ,
s z : s i z e o f one d i r e c t i o n a l d e r i v a t i v e s (2D−o b j e c t s max . ) ,
d e r i v : h o r i z o n t a l c onca t ena t i on o f d i r e c t i o n a l d e r i v a t i v e s ( column−
major , c ompa t i b l e to Matrix c l a s s ) . ∗/
s t ru c t { i n t order , numelal l , ndd [ 2 ] , sz [ 2 ] ; double ∗ der iv ;} adobject , r e s ;
s t ru c t { i n t sz [ 2 ] , numel ; double ∗data ;} theother ; /∗ The o r i g i n a l o b j e c t .
∗/
/∗ Fetch inpu t s from MATLAB. ’ a do b j e c t ’ i s t h e d e r i v a t i v e ob j e c t , wh i l e ’
t h e o t h e r ’ s t o r e s t he data o f t he o r i g i n a l o b j e c t . Se t ’ adTimesOrig ’ , i f
a d o b j e c t ∗ o r i g o b j e c t i s c a l l e d , e l s e c l e a r i t . ∗/
i n t adTimesOrig ;
mexadder ivIni t (&adobject , &theother , &adTimesOrig , prhs ) ;
/∗ number o f d i r e c t i o n a l d e r i v a t i v e s (−1 f o r c o r r e c t loop bounds ) ∗/
i n t ndds= adobj ect . ndd [ 0 ] ∗ adobj ect . ndd [1 ] −1 ;
/∗ I n i t i a l i z e t he d e r i v a t i v e o b j e c t . ∗/
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initMexAdderiv(&res , adobj ect . order , adobj ect . ndd ) ;
i f ( theother . numel==1) {
/∗ The non−ado b j e c t i s a s c a l a r . A l l o c a t e memory , copy t he source i n t o
t he r e s u l t o b j e c t and s c a l e i t . (CASE 1 and 6) ∗/
r e s . sz [ 0 : 1 ]= adobj ect . sz [ 0 : 1 ] ; r e s . numelal l= adobj ect . numelal l ;
r e s . der i v= ( double ∗) mxMalloc ( s i z e o f ( double )∗ r e s . numelal l ) ;
memcpy( r e s . der iv , adobj ect . der iv , s i z e o f ( double ) ∗ r e s . numelal l ) ;
d s ca l ( r e s . numelal l , theother . data , r e s . der iv , 1) ;
} e l s e {
bool adsca l= ( adobj ect . sz [0]==1) && ( adobj ect . sz [1]==1) ;
/∗ Matrix−Matrix−Product ∗/
i f ( adTimesOrig ) {
/∗ F i r s t argument o f mtimes i s an o r i g i n a l o b j e c t . ∗/
r e s . sz [0 ]= theother . sz [ 0 ] ; r e s . sz [1 ]= ( adsca l ) ? theothe r . sz [ 1 ] : adob j ect .
sz [ 1 ] ;
} e l s e {
/∗ F i r s t argument o f mtimes i s a mexadderiv o b j e c t . ∗/
r e s . sz [0 ]= ( adsca l ) ? theother . sz [ 0 ] : adob j ect . sz [ 0 ] ; r e s . sz [1 ]= theother .
sz [ 1 ] ;
}
/∗ The remaining f i e l d s o f t he ado b j e c t can be i n i t i a l i z e d in a gene ra l
way . ∗/
r e s . numelal l= r e s . ndd [ 0 ] ∗ r e s . sz [ 0 ] ∗ r e s . ndd [ 1 ] ∗ r e s . sz [ 1 ] ;
r e s . der i v= ( double ∗) mxMalloc ( r e s . numelal l ∗ s i z e o f ( double ) ) ;
/∗ Compute t he number o f e l ement s in one d i r e c t i o n a l d e r i v a t i v e o f t he
r e s u l t . ∗/
i n t resnumel= r e s . sz [ 0 ] ∗ r e s . sz [ 1 ] ;
i f ( adsca l ) { /∗ Spe c i a l t rea tment when t he ado b j e c t i s s c a l a r (CASE 2
and 4) ∗/
f o r ( i n t c=ndds ; c>=0; −−c ) {
/∗ I . e . s c a l e t he o t he r i npu t by t he c−t h s c a l a r d i r e c t i o n a l
d e r i v a t i v e . ∗/
memcpy(&r e s . der i v [ c∗ resnumel ] , theother . data , s i z e o f ( double ) ∗
resnumel ) ;
d s ca l ( numel , &adobj ect . der i v [ c ] , &r e s . der i v [ c∗ resnumel ] , 1) ;
}
} e l s e { /∗ Both o b j e c t s are non−s c a l a r . ∗/
/∗ Compute t he l e a d i n g dimensions o f t he adob j e c t , t h e r e s u l t i n g
ado b j e c t and t he s t r i d e f o r t he d i r e c t i o n a l d e r i v a t i v e s in the
source and t he r e s u l t i n g ado b j e c t . ∗/
i n t ldad= adobj ect . sz [ 0 ] ∗ adobj ect . ndd [ 0 ] , l d r e s= r e s . sz [ 0 ] ∗ r e s . ndd [ 0 ] ,
s t r i d e i npdd= adobj ect . sz [ 0 ] ∗ adobj ect . ndd [ 0 ] ∗ adobj ect . sz [ 1 ] ,
s t r i d e r e s dd= resnumel ∗ r e s . ndd [ 0 ] , c ;
i f ( adTimesOrig )
f o r ( c= ndds ; c>=0; −−c ) /∗ CASE 3 ∗/
dgemm( ”N” , ”N” , adobj ect . sz [ 0 ] , theother . sz [ 1 ] , theothe r . sz [ 0 ] ,
1 . 0 , &adobj ect . der i v [ s t r i d e i npdd ∗c ] , ldad , theother . data ,
theother . sz [ 0 ] , 0 . 0 , &r e s . der i v [ c∗ s t r i d e r e s dd ] , l d r e s ) ;
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e l s e
f o r ( c= ndds ; c>=0; −−c ) /∗ CASE 5 ∗/
dgemm( ”N” , ”N” , theother . sz [ 0 ] , adob j ect . sz [ 1 ] , theothe r . sz [ 1 ] ,
1 . 0 , theother . data , theother . sz [ 0 ] , &adobj ect . der i v [ s t r i d e i npdd
∗ c ] , ldad , 0 . 0 , &r e s . der i v [ c∗ s t r i d e r e s dd ] , l d r e s ) ;
}
}
/∗ Ca l l b ac k to MATLAB, to make t he r e s u l t i n g o b j e c t a member o f c l a s s
mexadderiv . ∗/
plhs [0 ]= mexadderivCreateIO (& r e s ) ;
}
Listing 11: Implementierung des mtimes-Operators der Mex Klasse (in Pseudo-C; die Fa¨lle
sind identisch zu denen der Matrix Klasse)
Der Operator speichert in der Variable adobject das Ableitungsobjekt und in theother
das Originalobjekt. Die Flagge adTimesOrig gibt an, ob das Produkt AD ∗M oder
M ∗ AD berechnet werden soll. Fu¨r skalare Eingabeobjekte konnten die Aufrufe
der BLAS-Funktion so fu¨r die Fa¨lle eins und sechs sowie fu¨r zwei und vier zusam-
mengefasst werden. Im dritten Fall wurde im Unterschied zur Matrix Klasse auf
die Verwendung des Kronecker-Operators verzichtet und das Produkt der einzel-
nen Richtungsableitungen mit dem Originalobjekt mittels einer Schleife realisiert.
Aus Gru¨nden der Symmetrie wird dies auch fu¨r den Fall fu¨nf gemacht.
Die wenigen implementierten Operatoren fu¨hrten zu einer Steigerung der Leistung
um 25% im Vergleich zur Matrix Klasse. Die Mex Klasse basiert auf der Matrix
Klasse und ersetzt die angegebenen Operatoren durch Implementierungen in C,
welche von Hand erstellt wurden. Obwohl dieser Ansatz vielversprechende Ergeb-
nisse geliefert hat, wurde er nicht weiterverfolgt, da die Weitergabe von ADiMat
erschwert wird (vorkompilierte Klasse oder C-Compiler auf jedem Zielsystem not-
wendig) und die Implementierung der u¨brigen Operatoren sehr aufwendig ist. Zur
Implementierung des Gleichungssystemlo¨sers mu¨ssen beispielsweise die gleichen Al-
gorithmen, die auch MATLAB verwendet, benutzt werden, um die gleichen Ergeb-
nisse zu erhalten. Welche Algorithmen in MATLAB allerdings verwendet werden,
ist nicht genau dokumentiert.
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5.1 Null-Konstruktor und Funktionsapplikation auf
Richtungsableitungen
Jede Klasse muss außer den Grundoperationen noch vier Hilfsfunktionen zur Verfu¨gung
stellen. Die erste ist der Null-Konstruktor (g zeros ()), welcher ein Ableitungsobjekt,
das mit Nullen gefu¨llt ist, erzeugt. Die anderen drei Funktionen mu¨ssen die Anwendung
einer Toolbox-Funktion auf jede Richtungsableitung eines Ableitungsobjekts ermo¨glichen
( call (), calln () und callm()). Die call -Funktionen werden zum Beispiel bei der Ableitung
von Toolbox-Funktionen, die nur eine Array-Selektion durchfu¨hren (siehe Abbildung 30),
angewendet. Pra¨zise formuliert haben diese Hilfsfunktionen die folgenden Aufgaben:
g_zeros(s) Erzeugt ein Ableitungsobjekt mit ndd (
”
Anzahl Richtungsableitung“) vie-
len Null-Matrizen der Gro¨ße s als Eintra¨ge. Der Null-Konstruktor wird verwendet,
wenn in einem Programm mittels Vorallozierung Speicher fu¨r ein aktives Objekt
angelegt wird, um die Berechnung zu beschleunigen. Desweiteren ist die Ablei-
tung von Matrix-Konstruktoren wie zum Beispiel ones(), zeros () oder eye() durch
g zeros () definiert, da die Verwendung von Konstruktoren einer konstanten Zuwei-
sung entspricht, deren Ableitung Null ist.
call Eine Teilmenge der Toolbox-Funktionen dient der Manipulation des Shapes von
MATLAB-Objekten (zum Beispiel reshape(), repmat() oder diag()). Mit Hilfe der
call -Methoden werden diese Methoden auf die assoziierten Ableitungsobjekte ange-
wendet, indem die aufzurufende Funktion fu¨r jede Richtungsableitung getrennt auf-
gerufen wird und die einzelnen Resultate zu einem neuen Ableitungsobjekt zusam-
mengesetzt werden. Die allgemeinste call()-Methode ist [g_varargout]=callm(f,
g_varargin), welche eine Funktion mit einer beliebigen Anzahl von Ableitungsob-
jekten in der Arguments- und Resultatsliste verarbeitet. Diese Art der Berechnung
ist sehr aufwendig, da die i–ten Richtungsableitungen aller Argumente in ein tem-
pora¨res Cellarray kopiert werden mu¨ssen, die Funktion f () mit diesem Cellarray
als Argument aufgerufen werden muss und die Resultate von f () in die i–ten Rich-
tungsableitungen von g varargout kopiert werden mu¨ssen. In Anhang B.2 ist die
Methode im Detail beschrieben.
Zwei weitere Methoden, g r=calln( f , g varargin ) und g r=call(f , g x, varargin )...
, sind effiziente Spezialisierungen der callm()-Methode. Mit Hilfe von Lambda-
Funktionen ko¨nnen die calln () und call ()-Methoden auf callm() abgebildet wer-
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den (g r=calln( f , g varargin ) ≡ g r= callm(f , g varargin {:}) und g r=call( f , g x...
, varargin ) ≡ g r=callm(@(x) f(x, varargin {:}) , g x)). Die call ()-Methode erlaubt
zum Beispiel die einfache Ableitung der diag()-Funktion, welche unter anderem die
Mittendiagonale einer Matrix bestimmt (siehe linke Seite von Abbildung 30). Die
Abbildung 30: Anwendung von call() um die Ableitung der diag()-Funktion zu be-
rechnen.
Ableitung wird mit Hilfe der call ()-Funktion durch g r= call (@diag, g x) beschrie-
ben. Der Aufruf von call () lo¨st nun aus jeder Richtungsableitung des Objekts g x
die Mittendiagonale und speichert diese in dem Objekt g r, wie in Abbildung 30
auf der rechten Seite illustriert.
Mit Hilfe von anonymen Funktionen ko¨nnen die meisten der Shape-bearbeitenden
Toolbox-Funktionen abgeleitet werden. So ist es zum Beispiel mit dem Ausdruck calln (...
@(varargin ) concat(d, varargin {:}) , g x1, g x2, ..., g xn)mo¨glich die Ableitung der concat...
(d, x1, x2, ..., xn)-Funktion anzugeben, welche eine beliebige Anzahl von Objekten x1
bis xn in der Dimension d konkateniert.
Die call -Methoden werden aber auch fu¨r die Spezifikation von Ableitungen fu¨r Tool-
box-Funktionen eingesetzt, deren Ableitung durch Anwendung von nicht notwendiger-
weise anderen Toolbox-Funktionen auf jede Richtungsableitung spezifiziert werden kann.
Zum Beispiel la¨sst sich die Ableitung der Determinanten einer Matrix d=det(M) durch
den Ausdruck d∗ call (@trace, inv(M)∗ g M) angeben.
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Die Generierung von Ableitungsquelltext zur Berechnung skalarer und multipler Rich-
tungsableitungen unterscheidet sich nicht, weil fu¨r beide Ansa¨tze die vier oben genannten
Funktionen implementiert sind. Zur Berechnung skalarer Richtungsableitungen imple-
mentiert die Funktion g zeros () einen Aufruf von zeros (), die callm()-Funktion entha¨lt
nur den Ausdruck [ g varargout{:}]=f( g varargin {:}).
5.2 Vermeidung von Schleifen
Innerhalb von Schleifen wird vom MATLAB Interpreter fu¨r jede Anweisung, selbst in sta-
tisch entscheidbaren Fa¨llen, in jeder Iteration der Schleife eine Typpru¨fung durchgefu¨hrt,
was in der Regel zu einer signifikanten Geschwindigkeitseinbuße fu¨hrt. Die Nutzung von
Schleifen sollte also vermieden werden, weshalb die Matrix Klasse entwickelt wurde. Wer-
den zum Beispiel Produkte, Quotienten, Exponentiation oder der Gleichungssystemlo¨ser
mit zwei aktiven Operanden abgeleitet, ko¨nnen zusa¨tzlich Schleifen eingespart werden,
indem spezielle Operatoren eingesetzt werden. Beispielsweise fu¨hrt die Ableitung des
Produkts zweier aktiver Variablen u und v zu dem Ausdruck g u∗v+u∗g v. Abbildung 31
zeigt die Anwendung der drei Operatoren, jeweils zwei Produkten und einer Addition.
Die einzelnen Operationen werden fu¨r ndd Richtungsableitungen in drei unabha¨ngigen
Instanzen der beteiligten Operatoren ausgefu¨hrt. Die triviale Reduzierung der Anzahl
Abbildung 31: Zur Berechnung der Produktregel werden mit konventionellen Operatoren
drei Schleifen beno¨tigt.
der Methodenaufrufe und auch der Schleifen wird durch die Erstellung von speziellen
Methoden realisiert, die im Beispiel der Produktregel fu¨r die Cellarray Klasse die Schlei-
fenru¨mpfe der Produkte in die Schleife der Addition integrieren. Dies fu¨hrt konzeptionell
zu:
f o r c=1:ndd
g r {c}= g u{c }∗v+u∗ g v {c } ;
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end
Diese Anweisungen der Produktregel sind im Operator ls mprod() zusammengefasst. A¨hn-
liche Operatoren wurden jeweils in einer elementweisen und einer matrixwertigen Version
fu¨r die Quotientenregel (ls mquot), Exponentiation (ls mexp) und den Gleichungssystem-
lo¨ser ( ls msolv) erstellt (siehe auch Anhang B).
5.3 Schachtelung von Klassen
MATLAB unterstu¨tzt zwar die Schachtelung unterschiedlicher Objekte, jedoch muss der
Entwickler einer der beteiligten Klassen MATLAB eine Ordnung der Anwendung arith-
metischer Operatoren oder Methoden mitteilen. Abbildung 32 zeigt Objekte einer In-
tervall-Arithmetik-Klasse [94], die in einem Ableitungsobjekt gespeichert sind. Bei einer
Abbildung 32: Intervall-Objekte in einem Ableitungsobjekt
arithmetischen Operation auf solchen Objekten, zum Beispiel der Addition, muss be-
kannt sein, welcher Additions-Operator zuerst angewendet wird. MATLAB ermo¨glicht
dazu die Priorisierung von Klassen, indem innerhalb des Konstruktors beispielsweise der
Ableitungs-Klasse diese mit einer ho¨heren Priorita¨t als die Intervall-Klasse ausgestattet
wird. So fu¨hrt die Addition zweier Ableitungsobjekte g u und g v dazu, dass zuerst der
@adderiv/plus.m-Operator aufgerufen wird, welcher dann den Additionsoperator @intval...
/plus .m der Intervall-Klasse aufruft (Abbildung 33). Die Priorisierung der Klassen wird
Abbildung 33: Addiere zwei Ableitungen, die Intervalle enthalten.
zum Beispiel durch die Anweisung superiorto (otherclassname) innerhalb des Konstruktors
einer Klasse, wie etwa adderiv .m, vorgenommen. Der Klassenname der anderen Klasse
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muss dazu aber bekannt sein. Klassen ko¨nnen in MATLAB nicht zu sich selbst in einer
Ordnung stehen, weshalb Ableitungsobjekte von ADiMat nicht in anderen Ableitungs-
objekten gespeichert werden ko¨nnen. TOMLAB/MAD umgeht dieses Problem durch
die Nutzung von zwei Klassen, die dann in einer eindeutigen Ordnung stehen und somit
die Schachtelung von Ableitungsobjekten zur Berechnung von Ableitungen zweiter und
ho¨herer Ordnung zulassen [88].
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6 Experimentelle Resultate und Bewertung
Ableitungen sollen nicht nur korrekt, sondern auch mo¨glichst schnell berechnet werden.
Im Folgenden geben Laufzeit- und Speicherverbrauchsmessungen einen Eindruck u¨ber
die Effizienz von ADiMat. Desweiteren wird das AD-Werkzeug in Bezug auf die Erfu¨llung
der Anforderungen aus Abschnitt 1.5 bewertet und es werden einige Quelltext-Metriken
pra¨sentiert.
6.1 Ergebnisse der Quelltext-Optimierungen
Abbildung 34 zeigt eine Zeit- und Speicherverbrauchsmessung fu¨r die Evaluation des
”
burger“ Problems. Der Quelltext des
”
burger“ Problems wird mit den ODE-Beispielen
von MATLAB geliefert und implementiert die Gleichungen einer gewo¨hnlichen Diffe-
rentialgleichung, die auf einem sich bewegenden 2D-Gitter gelo¨st wird. Das Original-
Programm wurde dahingehend modifiziert, dass in beiden Ausdehnungen die gleiche
Anzahl Zellen (n) verwendet wird und einige Schleifen durch Vektoranweisungen ersetzt
wurden (siehe auch Anhang A.1).
In Tabelle 8 ist fu¨r die Gittergro¨ße von 50 Zellen die Anzahl der effektiven Zeilen (das
heißt, Leerzeilen und Kommentare wurden entfernt), die Anzahl der Zeilen, welche Ab-
leitungen berechnen (in Klammern), ein Zeitquotient und der Speicherverbrauch fu¨r die
Auswertung des abgeleiteten Programms mittels skalare Richtungsableitungen und mit
Hilfe der Matrix Klasse fu¨r ndd = 100 Richtungsableitungen angegeben. Der Zeitquoti-
ent ist definiert als TAD/(TOriginal ∗ ndd) und gibt den Mehraufwand eines differenzier-
ten Programms pro Richtungsableitung an. Zur Bestimmung des maximalen beno¨tigten
Speichers wurden sa¨mtliche clear -Kommandos entfernt und ein kleines Programmfrag-
ment am Ende der Routine eingefu¨gt, welches den Speicherbedarf aller in der Funktion
benutzten Variablen aufsummiert. In der ersten Zeile der Tabelle sind unter dem Titel
”
Original“ die Kennwerte des Original-Programms (Laufzeit: circa 0, 67ms) aufgetragen.
Die Betrachtung der weiteren Zeilen liefert einen signifikanten Anstieg der Zeilenzahl im
abgeleiteten Programm und damit einhergehend eine la¨ngere Laufzeit und einen ho¨heren
Speicherverbrauch. Zeile 2 gibt die Kennwerte des abgeleiteten Programms ohne jegli-
che Optimierung wieder (Laufzeit skalare Richtungsableitungen: 1, 171 s, Matrix Klasse:
0, 219 s). Die Laufzeit zur Berechnung der Jacobi-Matrix mittels skalarer Richtungs-
ableitungen ist beinahe 6 mal la¨nger als jene der Matrix Klasse, da auch die Original-
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Technik Anzahl Zeilen skalare Richtungsabl. Matrix Klasse
(davon Zeit- Speicher Zeit- Speicher
Ableitungen) quotient (kBytes) quotient (kBytes)
Original 53 (0) 1,000 5,117 1,000 5,117
abgeleiteter Quelltext
ohne Optimierungen 623 (278) 17,511 69,797 3,350 2405,512
Konstantenfaltung 623 (278) 16,431 69,797 2,238 2405,512
lokale CSE 579 (262) 15,423 65,109 2,045 2039,246
Vorwa¨rtssubstitution 200 (31) 4,753 20,781 1,857 186,891
alle Optimierungen 216 (47) 5,021 24,641 1,698 552,328
Tabelle 8: Kennzahlen der Optimierungen fu¨r das
”
burger“ Problem mit n=50
Anweisungen des Programms jedes mal ausgefu¨hrt werden mu¨ssen. Dafu¨r beno¨tigt die
Matrix-Klasse circa 34 mal so viel Speicher wie die skalaren Richtungsableitungen. In
Zeile 3 sind die Kennwerte des Programms nach Faltung aller konstanten Ausdru¨cke
angegeben. Die Laufzeiten reduzieren sich nur minimal, da nur wenige Ausdru¨cke der
Form x2−1 zu x eliminiert wurden.
Die lokale Common Subexpression Elimination (CSE) bringt eine weitere leichte Re-
duzierung der Laufzeit und zusa¨tzlich des Speicherverbrauchs. Der Wirkungsbereich des
Optimierungs-Algorithmus ist auf die wa¨hrend der Kanonikalisierung erzeugten Zuwei-
sungen beschra¨nkt, wodurch nur eine kleine Anzahl von Anweisungen fu¨r Verbesserun-
gen zur Verfu¨gung steht. Die Vorwa¨rtssubstitution von Variablen reduziert die Anzahl
der Zeilen auf grob ein Drittel des nicht-optimierten Quelltextes. Dies fu¨hrt zu einer
Reduzierung der Laufzeit auf circa ein Viertel der unoptimierten Laufzeit fu¨r skalare
Richtungsableitungen beziehungsweise auf die Ha¨lfte fu¨r die Matrix Klasse. Der Spei-
cherverbrauch fa¨llt fu¨r skalare Richtungsableitungen auf circa 29% des Speicherbedarfs
ohne Optimierungen und auf nur noch circa 7%, wenn die Matrix Klasse eingesetzt
wird. In der letzten Zeile der Tabelle 8 sind Kennwerte der Funktion aufgetragen, wenn
alle Optimierungen gemeinsam eingesetzt werden. Zeilenanzahl und Speicherverbrauch
sowie die Laufzeit fu¨r skalare Richtungsableitungen sind etwas ho¨her als bei der Vor-
wa¨rtssubstitution. Die lokale Common Subexpression Elimination sorgt na¨mlich dafu¨r,
dass wa¨hrend der Kanonikalisierung einige tempora¨re Variablen an mehr als einer Stelle
verwendet werden. Dadurch ko¨nnen diese Variablen nicht mehr durch die Vorwa¨rtssubs-
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titution eliminiert werden, was zu mehr Programmzeilen und etwas erho¨hter Laufzeit
fu¨r einfache Operationen fu¨hrt. Wenn die Operationen wie im Fall der Matrix Klasse
aber etwas aufwendiger sind, dann kommt es mit allen Optimierungen zu einer etwas
schnelleren Programmausfu¨hrung als mit reiner Vorwa¨rtssubstitution (absolut: 0, 11 s).
Im Beispiel des
”
burger“ Problems steigt der Speicherverbrauch im schlechtesten Fall auf
knapp das dreifache der Vorwa¨rtssubstitution. In den meisten Fa¨llen wird aber fu¨r ei-
ne schnellere Programmausfu¨hrung ein erho¨hter Speicherverbrauch in Kauf genommen.
Diese Faktoren ha¨ngen inha¨rent vom betrachteten Beispielproblem ab. Diese Messungen
und die aus den Abbildungen 34 und 35 wurden auf einem Intel Pentium M mit 1, 7 GHz
CPU, 512 MByte, Linux Fedora 9 und Matlab R2008a durchgefu¨hrt.
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Abbildung 34: Auswirkung verschiedener Quelltextoptimierungsalgorithmen auf die
Laufzeit (links) und den Speicherverbrauch (rechts) des
”
burger“ Pro-
blems fu¨r die Problemgro¨ßen n = 50 und 100; Auswertung fu¨r jeweils
2 ∗ n Richtungsableitungen mittels skalarer Richtungsableitung und der
Matrix Klasse
Wa¨hrend in Tabelle 8 die Problemgro¨ße fest war, wird diese in Abbildung 34 fu¨r
n ∈ {50, 100} variiert. Die Anzahl der Richtungsableitungen ist immer doppelt so groß
wie die Problemgro¨ße, da die Anzahl der Eintra¨ge im initialen Vektor immer 2∗n ist. Fu¨r
gro¨ßere Gitter und damit mehr Richtungsableitungen steigen sowohl Laufzeit als auch
Speicherverbrauch ohne Einsatz von Optimierungsalgorithmen stark an. Wenn hingegen
alle Algorithmen angewendet werden, steigen die Anforderungen an den verfu¨gbaren
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Speicherplatz nur moderat, wa¨hrend die Laufzeit nur marginal ku¨rzer wird. Die Matrix
Klasse beno¨tigt mit allen Optimierungen zwar mehr Speicher als die skalaren Rich-
tungsableitungen, dafu¨r steht das Ergebnis inklusive aller Ableitungen aber fru¨her zur
Verfu¨gung. Die Abbildung zeigt weiterhin, dass die Menge an Speicher, die durch lokale
Common Subexpression Elimination weniger beno¨tigt wird, relativ genau mit der Menge
an Speicher u¨bereinstimmt, die mehr beno¨tigt wird, wenn alle Optimierungsalgorithmen
angewendet werden und nicht nur die Vorwa¨rtssubstitution von Variablen.
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Abbildung 35: Vergleich der Anwendung unterschiedlicher Optimierungsalgorithmen auf
das
”
brusselator“ Problem; feste Problemgro¨ße von 84; ebensoviele Rich-
tungsableitungen
Andere Beispielprobleme, wie zum Beispiel der
”
brusselator“, zeigen a¨hnliche Reak-
tionen auf die unterschiedlichen Optimierungsalgorithmen. Abbildung 35 zeigt, dass die
Laufzeit bei Anwendung aller Optimierungen fu¨r die Matrix Klasse am geringsten ist.
Der Speicherverbrauch aller Optimierung entspricht hier nur dem 1, 5-fachem der Vor-
wa¨rtssubstitution. Dieses Beispielproblem ist allerdings mit 84 Richtungsableitung recht
klein und sollte daher mit skalaren Richtungsableitungen ausgewertet werden, da diese
weniger Ressourcen beno¨tigen.
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6.2 Laufzeitenvergleich der Ableitungsklassen
Abbildung 36 zeigt fu¨r sechs Beispielprobleme (Anzahl Richtungsableitungen:
”
brussela-
tor“ 84,
”
geometric modes“ 8,
”
swirling flow“ 56,
”
vandermonde solve“ 420) den Mehrauf-
wand fu¨r die Berechnung einer Richtungsableitung als Vielfaches der Laufzeit des Origi-
nalprogramms im oberen Teil. Die beiden unteren Grafiken geben den Mehraufwand an
Speicher pro Richtungsableitung normiert auf den Speicherverbrauch des nicht kanonika-
lisierten Originalprogramms an. Die Messungen wurden jeweils mit den Laufzeitklassen
Cellarray, Sparse Cellarray, Matrix, Mex sowie mit skalaren Richtungsableitungen aus-
gefu¨hrt. Der linke Teil zeigt vier Beispielprobleme, die mittels Schleifen implementiert
sind, der rechte Teil vektorisierte Versionen von zwei der vier Beispielprobleme aus dem
linken Teil. Der Vergleich des Mehraufwands der Cellarray und der sparsen Cellarray
Klasse in der schleifenbasierten Version ergibt einen zusa¨tzlichen Mehraufwand fu¨r die
Pru¨fung, ob eine zu speichernde Richtungsableitung du¨nnbesetzt ist, von circa 100 beim
”
brusselator“ und bis zu 50 fu¨r den
”
swirling flow“. Die
”
geometric modes“ brauchen nur
sehr wenig Mehraufwand fu¨r diese Pru¨fung, da nur ein nicht-linearer Operator genutzt
wird. Da dieser aber innerhalb einer doppelt geschachtelten Schleife verwendet wird,
kommt es zu dem hohen Mehraufwand von 178 bei der Cellarray Klasse beziehungsweise
183 fu¨r die sparse Cellarray Klasse. Das Beispielproblem
”
vandermonde solve“ beno¨tigt
fu¨r beide Cellarray Klassen nur einen Mehraufwand von circa 0, 6 pro Richtungsablei-
tung, was auf Grund der geringen Komplexita¨t des Beispielproblems nicht verwundert.
Die Verwendung der sparsen Cellarray Klasse ist also nur angeraten, wenn bekannt ist,
dass die Ableitungen eines Problems du¨nnbesetzt sind und so groß werden, dass der
verfu¨gbare Hauptspeicher knapp wird. Bei allen Problemen ist der Mehraufwand fu¨r die
Cellarray Klassen signifikant gro¨ßer als der der Matrix und Mex Klassen. So beno¨tigt
die Mex Klasse fu¨r die Beispielprobleme
”
brusselator“ einen Faktor von 23 und
”
swirling
flow“ nur noch 33 mal so viel Zeit. Wegen der doppelt verschachtelten Schleife im Bei-
spielproblem
”
geometric modes“ ist der Unterschied zu den Cellarray Klassen nicht so
groß. Zum Vergleich ist in der Abbildung noch der Mehraufwand zur Berechnung mittels
skalarer Richtungsableitungen angegeben, welcher bei kleinen Problemen wie dem
”
brus-
selator“ und den
”
geometric modes“ den geringsten Mehraufwand verspricht. Aber schon
bei aufwendigeren Funktionen wie dem
”
swirling flow“ beno¨tigt die Berechnung der ge-
samten Jacobi-Matrix mit skalaren Richtungsableitungen einen a¨hnlichen Aufwand wie
die Matrix und die Mex Klasse.
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Abbildung 36: Mehraufwand der Auswertung einer Richtungsableitung normiert auf die
Laufzeit (oben) beziehungsweise des Speichers (unten) des unabgeleiteten
Quelltextes fu¨r schleifenbasierte (links) und vektorisierte (rechts) Beispiel-
probleme; eine Beschreibung der verwendeten Beispielprobleme befindet
sich im Anhang A
Auf der rechten Seite der Abbildung ist die gleiche Metrik fu¨r vollsta¨ndig vektori-
sierte Programme aufgetragen. Die Klassen Cellarray, sparses Cellarray und Mex zeigen
das gleiche Verhalten wie im schleifenbasierten Fall, nur dass jetzt der Mehraufwand
zwischen 0, 4 und 1, 2 liegt. Nur die Matrix Klasse beno¨tigt entgegen der Erwartung
einen Mehraufwand, der u¨ber dem der anderen Klassen liegt. Dies liegt an den Du¨nn-
besetztheitsmustern der einzelnen Richtungsableitungen. So sind in beiden Problemen
einige Richtungsableitungen nahezu vollbesetzt und andere haben nur wenige Eintra¨ge.
Ableitungen, die mittels der sparsen Cellarray Klasse gespeichert werden, bestehen also
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aus du¨nn- und dichtbesetzten Richtungsableitungen. Die gleiche Ableitung mit Hilfe der
Matrix Klasse gespeichert fu¨hrt aber zu einer dichten Matrix, da alle Richtungsablei-
tungen in einer Matrix gespeichert werden, die dann in der Summe mehr als ein Drittel
Nicht-Null Eintra¨ge entha¨lt (siehe dazu auch Abbildung 26). Desweiteren passt die Ma-
trix aller Richtungsableitungen im Fall der Matrix Klasse nicht mehr in den Cache des
Prozessors, was einen zusa¨tzlichen Anteil am Mehraufwand hat.
Bei der Betrachtung des beno¨tigten Speichers ist festzustellen, dass Ableitungsklassen
mit vollen Matrizen, also die Cellarray und die Mex Klasse, signifikant mehr Speicher
beno¨tigen als die Klassen, die du¨nnbesetzte Datenstrukturen verwenden, wie die spar-
se Cellarray und die Matrix Klasse. Bei den Cellarray Klassen wird im Vergleich mit
der Matrix Klasse weiterhin beobachtet, dass die Verwaltungsstrukturen des Cellarrays
einen Speichermehraufwand zur Folge haben. Der Gesamtverbrauch der vektorisierten
Funktionen ist geringer, da weniger tempora¨re Objekte erzeugt werden. Qualitativ ist
aber auch im vektorisierten Fall die Aussage, dass die Matrix Klasse nach den skalaren
Richtungsableitungen die geringste Menge Speicher beno¨tigt, richtig. Die skalaren Rich-
tungsableitungen brauchen in beiden Fa¨llen den wenigsten Speicher und geben somit
direkt den von den tempora¨ren Variablen beno¨tigten Speicher wieder. Der Faktor des
Speichermehrverbrauchs liegt in den meisten Fa¨llen unter eins, da in den Programmen
nicht alle Variablen aktiv werden.
Laufzeitenvergleich der Ableitungsklassen mit Schleifeneinsparung
Abbildung 37 zeigt eine Gegenu¨berstellung der Rechenzeit, die die Evaluation der Ab-
leitungen von vier Beispielproblemen ohne und mit
”
Zusammenfassung von Methoden-
aufrufen“ (abgeku¨rzt durch jmc fu¨r joint method calls) gebraucht hat. Die Abbildung
zeigt fu¨r die vier Ableitungsklassen Cellarray, Sparse Cellarray, Matrix und Mex, dass
die Zusammenfassung von Methodenaufrufen fu¨r die Schleifen-basierten Klassen in den
meisten Fa¨llen die beno¨tigte Laufzeit teilweise erheblich reduziert. Die Zusammenfas-
sung von Methodenaufrufen bringt bei den Beispielen
”
brusselator“ und
”
swirling flow“
fu¨r alle Klassen keine signifikanten Geschwindigkeitsgewinne, da selten zwei aktive nicht
skalare Variablen in einem der nicht linearen Operatoren vorkommen. Bei den Beispiel-
problemen
”
burger“ und
”
geometric modes“ sind Geschwindigkeitssteigerungen von bis
zu 27% fu¨r die Klassen Cellarray und Sparse Cellarray erreichbar. Erwartungsgema¨ß
ist bei der Matrix und der Mex Klasse fu¨r alle Beispielprobleme nur eine minimale
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Abbildung 37: Gegenu¨berstellung der Laufzeiten ohne und mit
”
Zusammenfassung von
Methodenaufrufen“ (jmc) fu¨r die Laufzeitklassen Cellarray, Sparse Cel-
larray, Matrix und Mex (Anhang A charakterisiert die verwendeten Bei-
spielprobleme.)
Geschwindigkeitssteigerung (< 1%) zu erkennen. Da durch die Einsparung von Schlei-
fen keine Variablen eingefu¨gt oder entfernt werden, a¨ndert sich der Speicherbedarf der
Programme im Vergleich zu Abbildung 36 nicht. Bei der Berechnung skalarer Richtungs-
ableitungen ko¨nnen keine Schleifen u¨ber Richtungsableitungen zusammengefasst werden,
da nur eine Richtungsableitung berechnet wird.
Laufzeitenvergleich der Cellarray-Ableitungsklassen fu¨r Ableitungen zweiter
Ordnung
Die beiden Cellarray Klassen erlauben zusa¨tzlich zur Berechnung von Ableitungen erster
Ordnung auch die Berechnung von Ableitungen zweiter Ordnung. Diese Funktionalita¨t
ist in der Matrix Klasse noch nicht vollsta¨ndig implementiert und in der Mex Klasse ist
die Implementierung gar nicht vorgesehen. Daher zeigt Abbildung 38 nur das Laufzeitver-
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Abbildung 38: Gegenu¨berstellung von Laufzeit und Speicherverbrauch der Cellarray
Klassen und skalarer Richtungsableitungen fu¨r Ableitungen erster und
zweiter Ordnung fu¨r ausgewa¨hlte Beispielprobleme (logarithmische Y-
Skala!)
halten und den Speicherverbrauch zweier ausgewa¨hlter Beispielprobleme zur Berechnung
von Ableitungen erster und zweiter Ordnung mit Hilfe der Cellarray Klassen und skalarer
Richtungsableitungen. Da die Berechnung von Ableitungen zweiter Ordnung aufwa¨ndig
ist, wurde die Y-Achse in beiden Graphen logarithmisch skaliert. Der Vergleich der Lauf-
zeit der Ableitungsberechnung mit Hilfe der Cellarray und der sparsen Cellarray Klasse
zeigt, dass sowohl fu¨r Ableitungen erster als auch zweiter Ordnung die beno¨tigte Re-
chenzeit beim Wechsel von der Cellarray (Mehraufwand
”
burger“: 92, 5,
”
swirling flow“:
104, 5) auf die sparse Cellarray Klasse (Mehraufwand
”
burger“: 163, 1,
”
swirling flow“:
158, 2) in Einklang mit Abbildung 36 ansteigt. Fu¨r die skalaren Richtungsableitungen
steigt der zeitliche Mehraufwand hingegen nur auf einen Faktor von 65, 1 beim
”
burger“
Beispielproblem und auf 38, 2 beim
”
swirling flow“. Absolut betrachtet sind die skalaren
Richtungsableitungen noch schneller, da nur das untere oder obere Dreieck der Hesse-
Matrix berechnet werden muss und dann die Symmetrie ausgenutzt werden kann, was
in den Cellarray Klassen nicht implementiert ist.
Die sparse Cellarray Klasse braucht allerdings zur Berechnung von Ableitungen zweiter
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Ordnung (rechte Seite von Abbildung 38) signifikant weniger Speicher als die Cellarray
Klasse. So kommt die sparse Cellarray Klasse mit circa 17, 6 Megabyte fu¨r das
”
burger“
Beispielproblem aus, wa¨hrend die Cellarray Klasse hierfu¨r 27, 4 Megabyte braucht. Das
Beispielproblem
”
swirling flow“ beno¨tigt mit Hilfe der sparsen Cellarray Klasse nur 1, 9
Megabyte, wa¨hrend die Cellarray Klasse 3, 1 Megabytes beno¨tigt. Beide Klassen mu¨ssen
sich aber den skalaren Richtungsableitungen geschlagen geben, die nur 10 Kilobyte fu¨r
das
”
burger“ Problem und circa 14 Kilobyte fu¨r das
”
swirling flow“ Problem beno¨tigen.
Obwohl einige der verfu¨gbaren AD-Werkzeuge, die mittels u¨berladener Operatoren
implementiert sind, auch Ableitungen zweiter Ordnung berechnen ko¨nnen, wurden diese
aus verschiedenen Gru¨nden hier nicht verwendet. So kann ADMIT-1/ADMAT nur Ablei-
tungen zweiter Ordnung fu¨r skalare Funktionen berechnen und myAD nur fu¨r vektorielle.
In allen Beispielproblemen werden aber im Laufe der Berechnung Matrizen oder sogar
Objekte mit noch ho¨herer Dimension (bis zu vier) aufgestellt. TOMLAB/MAD kann
durch Schachtelung von Ableitungsobjekten theoretisch Ableitungen beliebiger Ordnung
berechnen, scheiterte aber im Beispielproblem
”
swirling flow“ an der Initialisierung eines
vierdimensionalen Feldes mit einer nicht nachvollziehbaren Fehlermeldung.
6.3 Effizienzbetrachtung: Vergleich mit anderen AD-Werkzeugen
Die bisher fu¨r MATLAB zur Verfu¨gung stehenden AD-Werkzeuge implementieren auto-
matisches Differenzieren zumeist mittels u¨berladener Operatoren. ADiMat wird mit den
zur Verfu¨gung stehenden Werkzeugen TOMLAB/MAD [43] und ADMIT-1/ADMAT [31]
in den Versionen 1 und 2 verglichen. Das Quelltext-Transformations-Werkzeug MSAD [68]
stand nicht zur Verfu¨gung. Das AD-Werkzeug myAD [40] ist nur fu¨r skalar- und vek-
torwertige Funktionen implementiert und ist nicht einsetzbar, da die Beispielprobleme
Matrizen verwenden und jenes AD-Werkzeug dann abbricht. Seine Matrix-Implemen-
tierung hat einen prototypischen Status und funktionierte in ersten Versuchen nicht
zuverla¨ssig. Daher wird es nicht weiter betrachtet.
Die AD-Werkzeuge mussten die Jacobi-Matrix der in Anhang A beschriebenen Bei-
spielprobleme berechnen. Wie schon in Abbildung 36 wird der Mehraufwand pro Rich-
tungsableitung normiert auf die Laufzeit des Original-Programms in Abbildung 39 dar-
gestellt. Das Werkzeug TOMLAB/MAD meldete fu¨r die Beispielprobleme
”
geometric
modes“ und
”
swirling flow“ Probleme, die eine Anpassung des Quelltextes notwendig
machten. Da diese A¨nderungen einen gravierenden Eingriff in die Quelltexte darstellen
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und die Ergebnisse massiv vera¨ndern, wird in Abbildung 39 ein Fehler anstatt des Bal-
kens fu¨r TOMLAB/MAD eingetragen. In Abbildung 40 werden dann alle AD-Werkzeuge
mit dem vera¨nderten Quelltexten der betroffenen Beispielprobleme gemessen, um einen
fairen Vergleich zu ermo¨glichen.
In Abbildung 39 geben die Balken den Mehraufwand der einzelnen AD-Werkzeuge
fu¨r die jeweiligen Beispielprobleme an. Das AD-Werkzeug ADMIT-1/ADMAT liegt in
zwei Versionen vor. Die a¨ltere Version wird mit ADMIT/ADMAT v1 und die neuere mit
ADMIT/ADMAT v2 bezeichnet. Die Ableitungen der Beispielprobleme wurden auf zwei
verschiedene Weisen mit ADiMat berechnet. Zuerst wurde die Matrix Klasse (ADiMat
matrix class) eingesetzt. Bei der anderen Messung wurden skalare Richtungsableitun-
gen eingesetzt (ADiMat scalar dir. derivatives). U¨ber beziehungsweise anstatt der
Balken werden Probleme bei der Berechnung der Ableitungen oder im Fall des Beispiel-
problems
”
vandermonde solve“ sehr kleine Werte angegeben. So gab ADMIT-1/ADMAT
in beiden Versionen zwar an, dass es die Ableitung der Beispielprobleme
”
geometric mo-
des“ und
”
swirling flow“ berechnet hatte, aber alle Werte in den Ableitungen waren Null.
Beim Beispielproblem
”
vandermonde solve“ brach die Version 2 von ADMIT-1/ADMAT
mit einem internen Fehler ab. Da ADMIT-1/ADMAT in der Version 2 nicht als MAT-
LAB-Quelltext vorliegt, konnte der Fehler nicht genauer analysiert werden.
brusselator geometric modes swirling flow vandermonde solve
0
50
100
150
example problems
c
o
s
t
 
o
f 
co
mp
ut
in
g 
a
 
di
re
ct
io
na
l 
de
ri
va
ti
ve
 
 
de
ri
v.
 =
= 
0
de
ri
v.
 =
= 
0
de
ri
v.
 =
= 
0
de
ri
v.
 =
= 
0
e
r
r
o
r
e
r
r
o
r
e
r
r
o
r
10
.7
1.
0
1.
9
0.
54
ADMIT/ADMAT v1
ADMIT/ADMAT v2
ADiMat class
ADiMat scalar dir. derivates
TOMLAB/MAD
Abbildung 39: Vergleich des Mehraufwands pro Richtungsableitung normiert auf die
Laufzeit des Original-Programm unterschiedlicher MATLAB-AD-Imple-
mentierungen fu¨r einige Beispielprobleme
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Fu¨r die Berechnung der Jacobi-Matrix beno¨tigt ADiMat selten mehr Zeit als die
Mitbewerber. ADiMat beno¨tigt zum Beispiel fu¨r die Berechnung der Ableitungen des
”
brusselators“ circa 0, 285 Sekunden (entspricht einem Mehraufwand von 31, 2) unter
Verwendung der Matrix Klasse und circa 0, 22 Sekunden (Mehraufwand: 23, 8) fu¨r die
”
geometric modes“ unter Verwendung von skalaren Richtungsableitungen. Zur Auswer-
tung des Beispielproblems
”
swirling flow“ beno¨tigen beide Auswertungsmethoden von
ADiMat ungefa¨hr 0, 65 Sekunden (Mehraufwand: ∼ 37) und fu¨r
”
vandermonde solve“
bei Auswertung mit der Matrix Klasse nur 0, 15 Sekunden, was bei 420 zu berechnen-
den Richtungsableitungen einem Mehraufwand von ungefa¨hr 1 pro Richtungsableitung
entspricht. Nur ADMIT-1/ADMAT Version 2 im Beispielproblem
”
brusselator“ mit un-
gefa¨hr 0, 16 Sekunden (Mehraufwand: 17, 5) und TOMLAB/MAD fu¨r
”
vandermonde
solve“ mit 0, 08 Sekunden (Mehraufwand: 0, 54) sind unter der Voraussetzung, dass nur
korrekt berechnete Ableitungen gewertet werden, schneller als ADiMat.
In den Beispielprobleme
”
geometric modes“ und
”
swirling flow“ trat der folgende Quell-
text auf:
% adob j i s t e i n Ab l e i t u ng s ob j e k t , c i s t e i n e L a u f v a r i a b l e ,
% o .B . d .A . i s t V( i ) f u¨ r i<c i n a k t i v , und V i s t f u¨ r c n i c h t ...
v o r a l l o z i e r t .
V( c )= 2ˆ c ; % V we i t e r h i n i n a k t i v
V( c )= adob j ; % V wi rd a k t i v , FEHLER
Da in der letzten Zeile ein Ableitungsobjekt in einen Eintrag von V geschrieben werden
soll, MATLAB aber fordert, dass alle Eintra¨ge eines Vektors den gleichen Datentypen
haben, haben die AD-Werkzeuge, welche mittels u¨berladener Operatoren implementiert
sind, das Problem, dass keine Ableitungs-Informationen u¨ber die bereits vorhandenen
Eintra¨ge des Vektors vorliegen. TOMLAB/MAD liefert dann eine Fehlermeldung und
fordert vom Benutzer eine Modifikation des Quelltextes. Ein alternativer Lo¨sungsansatz
wa¨re, fu¨r alle vorhandenen Eintra¨ge des Vektors eine Null-Ableitung anzunehmen. Da
TOMLAB/MAD aber auf der Modifikation des Quelltextes bestand, wurde diese durch-
gefu¨hrt. Dazu wurden alle Objekte, fu¨r die TOMLAB/MAD eine Fehlermeldung lieferte,
entweder voralloziert oder, sofern diese Objekte schon alloziert wurden aber noch nicht
von einer aktiven Variable abhingen, diese Abha¨ngigkeit, zum Beispiel durch Addition
des Ausdrucks 0∗ aktiveVariable , hinzugefu¨gt.
In Abbildung 40 ist fu¨r die Beispielprobleme
”
geometric modes“ und
”
swirling flow“
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der Mehraufwand zur Berechnung einer Richtungsableitung mit den modifizierten Quell-
texten angegeben. Da der nicht abgeleitete Quelltext fu¨r die
”
geometric modes“ sehr viel
schneller la¨uft (nicht voralloziert: 0, 00114 Sekunden; voralloziert: 0, 00025 Sekunden)
kommt es generell zu einem ho¨heren Mehraufwand pro Richtungsableitung. Alle AD-
Werkzeuge berechnen die korrekten Ableitungen mit Ausnahme von ADMIT-1/ADMAT
Version 1, welches weiterhin eine Null-Ableitung liefert. ADiMat liegt im guten Mittelfeld
und kann mit Hilfe der Matrix Klasse die korrekten Ableitungen fu¨r den
”
swirling flow“
am schnellsten und fu¨r die
”
geometric modes“ noch vor TOMLAB/MAD berechnen.
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Abbildung 40: Vergleich des Mehraufwands pro Richtungsableitung normiert auf die Ori-
ginal-Laufzeit der AD-Werkzeuge fu¨r die modifizierten Beispielprobleme
6.4 Bewertung der Anforderungserfu¨llung
ADiMat erfu¨llt die meisten der Anforderungen an ein AD-Werkzeug fu¨r MATLAB aus
Abschnitt 1.5. Anforderungen, die nicht vollsta¨ndig erfu¨llt werden oder deren Erfu¨llung
einen Innovationsanspruch hat, werden im Folgenden besonders herausgestellt.
• Die umfangreichen Sammlungen vordefinierter Funktionen sollen effizient mit Ab-
leitungen versehen werden ko¨nnen. Das heißt, die Ableitung einer Toolbox-Funktion
soll durch einen Ausdruck gegeben werden ko¨nnen und nicht durch mechanisches
Ableiten des Quelltextes der Funktion. Desweiteren ist die Mo¨glichkeit zur Ablei-
tungsspezifikation zwingend notwendig, da nicht jede Toolbox-Funktion im Quell-
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text vorliegt. Außerdem kann so mathematisches Wissen zur effizienten Ableitungs-
Berechnung eingesetzt werden.
Die Ableitung einer Toolbox-Funktion wird mit Hilfe einer Makrosprache an-
gegeben. Die Ableitung kann aus einem einzigen Ausdruck, aber auch aus einer
umfangreichen Liste von Anweisungen bestehen. Spezielle Symbole unterstu¨tzen
die Generierung von, zum Beispiel, Bezeichnern fu¨r Ableitungsobjekte oder von
tempora¨ren Variablen.
ADiMat stellt eine Datenbank zur Verfu¨gung, in der fu¨r gela¨ufige Funktionen
bereits Ableitungen gespeichert sind. Durch die Datenbank ist eine effiziente Spei-
cherung der Ausdru¨cke und Anweisungsfolgen, die zur Berechnung der Ableitung
einer Toolbox-Funktion no¨tig sind, mo¨glich.
• Die dynamisch implizite Typisierung von MATLAB soll durch das Werkzeug unter-
stu¨tzt werden. Nur im Ausnahmefall sollen Typinformationen durch den Benutzer
eingefu¨gt werden mu¨ssen.
Die Inferenz des genauen Datentypen eines Bezeichners (Funktion oder Va-
riable, Wertebereich, Dimension) ist in MATLAB sehr aufwendig und partiell sta-
tisch nicht mo¨glich. Die Quelltext-Transformations-Komponente von ADiMat un-
terscheidet daher nur Funktionen und Variablen, da letztere durch den Ort ih-
rer Verwendung (Argumentsliste, linke Seite einer Zuweisung) eindeutig erkennbar
sind. Typspezifikationen durch den Benutzer wurden nicht implementiert. Einzigar-
tig in der Quelltext-Transformations-Komponente ist die Erzeugung von Datentyp-
unspezifischen Anweisungen zur Berechnung von Ableitungen.
Auch zur Laufzeit betrachten die Cellarray Klassen die Datentypen von Ob-
jekten nicht weiter, sondern delegieren deren Behandlung an die MATLAB-Ope-
ratoren. Erst die Matrix und die Mex Klasse (vergleiche Abschnitt 5) betrachten
die Typinformationen, die zur Laufzeit zur Verfu¨gung stehen, um die effektive und
effiziente Berechnung der Ableitungen zu implementieren.
• Es soll ein mo¨glichst effizientes abgeleitetes Programm erstellt werden.
Der abgeleitete Quelltext greift so weit wie mo¨glich auf effiziente MATLAB-
Operatoren zuru¨ck, um ein hohes semantische Abstraktionsniveau zu erreichen.
Weitergehende Optimierungen, welche beispielsweise die Ausfu¨hrungsreihenfolge
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von Operationen permutieren, setzen Typinformationen vorraus, welche wegen des
rudimenta¨ren Typsystem der Quelltext-Transformations-Komponente nicht zur
Verfu¨gung stehen.
Die Fehlersuche und das Auffinden von Regressionen [72] wird durch einen Unit-
Test [52] unterstu¨tzt. Der Unit-Test pru¨ft nicht die Module der Quelltext-Transforma-
tions-Komponente, sondern den von dieser erzeugten Quelltext und ist in MATLAB
implementiert. Die Tests umfassen circa 400 Testfa¨lle und pru¨fen gro¨ßtenteils die kor-
rekte Implementierung von Operatoren zur Verknu¨pfung von Objekten. Das heißt, es
wird getestet, ob zum Beispiel die Multiplikation von Skalaren, Vektoren und Matri-
zen mit Ableitungsobjekten, die Skalare, Vektoren oder Matrizen enthalten, numerisch
korrekte Ergebnisse liefert. Der Unit-Test pru¨ft, neben allen Operatoren von MATLAB,
Ableitungen fu¨r eine kleine Menge von Toolbox-Funktionen (circa 95 Testfa¨lle). Die Da-
tenbank speichert circa 4600 Namen von Toolbox-Funktionen. Es wird erwartet, dass fu¨r
20− 30% der Toolbox-Funktionen ein Ableitungsausdruck angegeben werden kann. Die
anderen Funktionen sind nicht differenzierbar. Zur Zeit sind in der Datenbank circa 100
Ableitungsausdru¨cke (inklusive der Varianten, wie zum Beispiel m=max(x) und [m,i]=...
max(x)) hinterlegt. Durch die 95 Testfa¨lle werden aber nur 7 Funktionen, diese dafu¨r in
vielen verschiedenen Auspra¨gungen, getestet.
Daru¨ber hinaus gibt es noch eine Sammlung von Systemtests [73], welche teilweise aus
Beispielprogrammen, die im Verlauf der Entwicklung von ADiMat abgeleitet wurden,
bestehen. Diese Tests werden durch Makefiles gesteuert und beno¨tigen zur Ausfu¨hrung
mehr Zeit als der Unit-Test. Es existieren circa 70 Tests (inklusive der in Anhang A
aufgeza¨hlten Beispielprobleme).
Tabelle 9 pra¨sentiert einige Kennzahlen der funktionalen Einheiten von ADiMat. Als
funktionale Einheit wird eine Methode oder eine Funktion bezeichnet. In den 264 Quell-
text-Dateien (davon 134 Header-Dateien) wurden 2181 Funktionen oder Methoden in
124 Klassen definiert. Das Projekt entha¨lt zwei Parser und zwei Scanner, wobei der
Haupt-Parser und -Scanner (Bison/Flex; zusammen 898 Zeilen) in ADiMat integriert ist
und der zweite Parser/Scanner (ANTLR; 911 Zeilen) in dem Werkzeug zum Erstellen der
Toolbox-Datenbank verwendet wird. Das gesamte Projekt umfasst circa 25000 Zeilen,
wovon 18554 Zeilen den Programm-Quelltext angeben. Weitere 5370 Zeilen beschrei-
ben als Kommentare die funktionalen Einheiten. Die verbleibenden circa 1050 Zeilen
beschreiben die allgemeine Architektur von ADiMat, die verwendeten Datentypen und
111
geben ein Glossar an. Mit Hilfe des Werkzeugs doxygen (erla¨utert in [70]) ko¨nnen die
Kommentare extrahiert werden und eine detaillierte Dokumentation inklusive einer Me-
thodendokumentation erstellt werden.
Quelltext- Kommentar- Kommentar-/ zyklomatische Volumen
zeilen zeilen Quelltextzeilen Komplexita¨t
Mittelwert 8,48 2,45 0,54 2,48 283,9
Maximum 263 49 23 83 8961
Gesamt 18554 5370 0,29
Tabelle 9: Quelltext-Metriken der funktionalen Einheiten von ADiMat.
Die Spalten zwei bis vier in Tabelle 9 geben die Anzahl der Zeilen an, welche Pro-
grammanweisungen enthalten (ohne Kommentare), die Anzahl der Kommentarzeilen so-
wie den Quotienten zwischen den beiden. In der vorletzten Spalte ist die zyklomatische
Komplexita¨t der funktionalen Einheiten von ADiMat nach McCabe [77] aufgetragen.
Die zyklomatische Komplexita¨t gibt die Schachtelungstiefe der Flusskontrollstrukturen
innerhalb einer funktionalen Einheit reduziert um Eins an. Die letzte Spalte in der Ta-
belle beinhaltet das Volumen einer funktionalen Einheit nach Halstead [51], welches die
bearbeiteten Daten in Relation zu den verwendeten Operatoren setzt. Das Volumen ist
nicht von der Formatierung einer Datei abha¨ngig, sondern stellt eine der zyklomatischen
Komplexita¨t a¨hnliche Metrik dar. Fu¨r das Volumen von funktionalen Einheiten, die eine
hohe zyklomatische Komplexita¨t haben, ist ebenfalls ein hoher Wert zu erwarten. Die
Zeilen der Tabelle geben den Mittelwert der Kenngro¨ßen u¨ber alle 2188 funktionalen
Einheiten, das Maximum und, sofern diese Gro¨ße anwendbar ist, die Gesamtsumme an.
Im Mittel sind in jeder funktionalen Einheit circa 2, 48 Flusskontrollstrukturen in ein-
ander geschachtelt. Die ho¨chste Anzahl geschachtelter Flusskontrollstrukturen liegt mit
einer Tiefe von 83 in der Funktion parseCommandlineArguments() vor, in der mit einer
verschachtelten if−else-Konstruktion die unterschiedlichen Kommandozeilen-Argumen-
te von ADiMat behandelt werden. Eine funktionale Einheit hat im Mittel 8, 48 Zeilen,
wobei die la¨ngste Funktion mit 263 Zeilen parseCommandlineArguments() ist. Im Mittel be-
schreiben 2, 45 Kommentarzeilen eine funktionale Einheit, wobei sowohl die Kommentare
innerhalb als auch jene vor der funktionalen Einheit geza¨hlt wurden. Die meisten Kom-
mentarzeilen (49) entha¨lt die Methode dbbuiltins :: getCompSignature(), welche zu einem
konkreten Aufruf einer Toolbox-Funktion die passende Ableitung aus der Datenbank er-
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mittelt. Die vierte Spalte gibt den Quotienten aus der Anzahl der Kommentar-Zeilen und
den Quelltext-Zeilen an. Der Mittelwert der Quotienten liegt bei 0, 54, der Durchschnitt
bei 0, 29. Das durchschnittliche Volumen der funktionalen Einheiten von ADiMat liegt
bei 283, 9, mit einem Ausreißer in der Methode dbbuiltins :: getCompSignature(), welche
ein Volumen von 8961 hat.
Zur Ermittlung der Kenngro¨ßen wurde Testwell CMT++ [35] von
”
Verifysoft Techno-
logies“ verwendet, da dieses Werkzeug nur minimale Probleme mit der Verwendung von
STL-Containern im Quelltext hatte. Andere Werkzeuge konnten mit STL-Containern
u¨berhaupt nicht umgehen und verfa¨lschten die Ergebnisse deutlich. Auch Testwell
CMT++ brauchte bei der Erkennung von Templates Hilfe. So wurden die Kommentare
zur Definition von templatebasierten Methoden nicht erkannt und die Methoden als un-
dokumentiert betrachtet. In diesen circa 80 Fa¨llen wurde die Anzahl der Kommentare
auf Eins gesetzt.
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7 Zusammenfassung und Ausblick
MATLAB ist eine mathematisch orientierte Programmiersprache mit einem impliziten
dynamischen schwachen Typsystem. Wa¨hrend diese Art des Typsystems die Programm-
erstellung vereinfacht, stellt ebenjenes fu¨r die statische Analyse, zum Beispiel innerhalb
eines U¨bersetzers oder eines AD-Werkzeugs, welches eine Quelltext-Transformation im-
plementiert, eine Herausforderung dar. Fu¨r eine Quelltext-Transformations-Komponen-
te wurde im Rahmen dieser Arbeit gezeigt, dass fu¨r eine Quelltext-Transformation zur
Berechnung von Ableitungen ein rudimenta¨res Typsystem, welches nur zwischen Varia-
blen und Funktionen unterscheidet, ausreicht. Damit ist ADiMat das erste Quelltext-
Transformations-Werkzeug fu¨r eine Programmiersprache mit einem impliziten dynami-
schen schwachen Typsystem, das den Vorwa¨rtsmodus des automatischen Differenzierens
implementiert. Hiermit wurden zum Beispiel Ableitungen von elektromagnetischen Fel-
dern [28] und von Satellitenorbits [63] erfolgreich berechnet.
ADiMat erzeugt typgenerische Anweisungen zur Ableitungsberechnung, so dass auf
genaue Typinformationen, also zum Beispiel Dimensionen eines Matrixobjekts, verzich-
tet werden kann. Trotzdem ko¨nnen die ma¨chtigen, polymorphen Operatoren, wie zum
Beispiel das Matrix-Matrix-Produkt oder der Gleichungssystemlo¨ser, von MATLAB an-
gewendet werden. So wird zum Beispiel das Produkt r=a∗b ohne Betrachtung der Da-
tentypen der beteiligten Variablen a, b und r und unter der Voraussetzung, dass beide
Variablen a und b aktiv sind, abgeleitet zu g r=g a∗b+a∗g b. Die Auswertung dieses Aus-
drucks ist unter der Annahme, dass die mit a und b assoziierten Ableitungsobjekte g a
beziehungsweise g b die gleichen Datentypen wie a und b haben, mo¨glich. Als Konse-
quenz wird das resultierende Objekt g r genauso groß wie r dimensioniert. Durch dieses
induktive Vorgehen ist die Berechnung von skalaren Richtungsableitungen, also Ablei-
tungen in nur genau eine Richtung, fu¨r nahezu beliebige MATLAB-Programme mo¨glich.
Mit Hilfe von ebenfalls im Rahmen dieser Arbeit entwickelten MATLAB-Klassen ko¨nnen
beliebig viele Richtungsableitungen mit einer Auswertung des abgeleiteten Programms
berechnet werden. Diese Ableitungsklassen liegen in unterschiedlichen Auspra¨gungen
vor, so dass Programme, die keine ho¨herdimensionalen (Anzahl Dimensionen gro¨ßer als
Zwei) Objekte verwenden, eine speziell auf Matrizen optimierte Klasse verwenden ko¨n-
nen, wa¨hrend alle anderen Programme mit Hilfe der Cellarray Klasse ausgewertet werden
ko¨nnen. Die Cellarray Klassen ermo¨glichen des Weiteren die Berechnung von Ableitun-
gen zweiter Ordnung fu¨r Funktionen mit beliebig dimensionierten Argumenten. Die bis
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jetzt verfu¨gbaren AD-Werkzeuge, welche mittels u¨berladener Operatoren implementiert
sind, erlaubten zumeist nur die Berechnung von Ableitungen zweiter Ordnung fu¨r ska-
larwertige Funktionen. Eine Ausnahme stellt TOMLAB/MAD dar, welches Ableitungen
beliebiger Ordnung von beliebigen Funktionen berechnen kann. Allerdings erschwert eine
Designentscheidung in TOMLAB/MAD die Initialisierung von Feldern mit Konstanten,
wenn diese Felder Ableitungen enthalten (siehe Abschnitt 6.2).
MATLAB ist wegen seiner umfangreichen Sammlung von Funktionen, die in sogenann-
ten Toolboxen organisiert sind, sehr popula¨r. Ein AD-Werkzeug kann diese Funktionen,
auch Toolbox-Funktionen genannt, differenzieren, indem es den Quelltext jeder einzelnen
Funktion differenziert, oder aber stattdessen einen Ausdruck verwendet, der pra¨gnant
die Ableitung spezifiziert. Durch alle Funktionen hindurch zu differenzieren ist aber nicht
immer mo¨glich, da in MATLAB nicht alle Toolbox-Funktionen im Quelltext vorliegen.
ADiMat implementiert eine ma¨chtige Sprache, um Ableitungsausdru¨cke anzugeben. So
kann zum Beispiel die Ableitung von r=sin(x) mit Hilfe des Ausdrucks $$=cos($1).∗$@1
angegeben werden, wobei $1 durch das Argument des Sinus ersetzt wird und $@1 durch
die Ableitung des selbigen. Diese Spezifikationen werden in einer sqlite-Datenbank [87]
gespeichert, welche einen schnellen Zugriff auf die Ableitungsspezifikationen ermo¨glicht.
Die Datenbank wird durch ein eigensta¨ndiges Werkzeug erstellt, welches die Ableitungs-
spezifikationen vor dem Einfu¨gen auf Konsistenz pru¨ft und so fehlerhafte Spezifikationen
zu vermeiden hilft.
In ADiMat wurden einige Quelltextoptimierungsalgorithmen implementiert, um den
Ressourcenbedarf zu reduzieren und die Lesbarkeit des erzeugten Quelltextes zu ver-
bessern. Die Implementierung bedurfte nur geringen Aufwands, da im AD-Werkzeug
die meisten zur Quelltextoptimierung notwendigen Informationen schon zur Verfu¨gung
standen. Da Quelltextoptimierungsalgorithmen schon hinreichend erforscht und doku-
mentiert sind [2, 81], sollten in Zukunft nur noch Optimierungsalgorithmen zu ADiMat
hinzugefu¨gt werden, die große Verbesserungen fu¨r eine matrixwertige interpretierte Spra-
che erwarten lassen. So kann zum Beispiel mittels einer Entfernung von nicht erreichba-
ren Anweisungen die Interpretationszeit verringert werden. Eine weitere Verbesserung
ist zu erwarten, wenn der Quelltextoptimierungsalgorithmus durch Typinformationen
unterstu¨tzt wird und so weitere unerreichbare Anweisungen identifiziert werden ko¨nnen.
Sehr sinnvoll erscheint auch eine automatische Vektorisierung von MATLAB-Quelltext,
da vektorisierte Programme, wie in Abschnitt 6.2 eindrucksvoll gezeigt, den Ressourcen-
bedarf signifikant reduzieren.
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Seit MATLAB R2008a existiert eine neue Java-a¨hnliche Klassenstruktur, die alle Me-
thoden sowie Attribute in einer Datei kapselt [78]. Da nur eine Datei fu¨r die ganze Klasse
gelesen werden muss, ist zu erwarten, dass dies zur Verku¨rzung der Ausfu¨hrungszeit abge-
leiteter Programme fu¨hrt, wenn eine Ableitungsklasse mittels der neuen Klassenstruktur
implementiert wird. Desweiteren ist zu erwarten, dass der JIT-Accelerator [103] in naher
Zukunft diese Klassenstruktur besser verarbeiten kann. Ziel zuku¨nftiger Arbeiten sollte
es aber sein, die Ableitungsklasse und damit die zusa¨tzliche Indirektion zu entfernen,
indem die Anweisungen zur Berechnung multipler Richtungsableitungen direkt in den
generierten Quelltext eingefu¨gt werden. Die Spezifikationssprache fu¨r Ableitungen von
Toolbox-Funktionen muss dafu¨r nur minimal erweitert werden. Mit dieser Technik soll-
ten Ausfu¨hrungsgeschwindigkeiten fu¨r die Auswertung multipler Richtungsableitungen
nahe der Laufzeit zur Auswertung skalarer Richtungsableitungen mo¨glich sein (siehe
Abschnitt 6.2 und [68]).
Die Arbeiten an der Erweiterung der Spezifikationssprache sollten so ausgefu¨hrt wer-
den, dass sie die Implementierung des Ru¨ckwa¨rtsmodus vorbereiten. Bis jetzt steht der
Ru¨ckwa¨rtsmodus des automatischen Differenzierens fu¨r MATLAB nur im AD-Werkzeug
ADMIT-1/ADMAT, welches mittels u¨berladener Operatoren implementiert ist, zur Ver-
fu¨gung. ADMIT-1/ADMAT verwendet ein Band im Hauptspeicher um die notwendigen
Informationen fu¨r die Umkehrung des Kontrollflusses zu speichern. Desweiteren ko¨nnen
nur fu¨r skalare Funktionen Ableitungen zweiter Ordnung berechnet werden. ADiMat
sollte so erweitert werden, dass es Ableitungen im Ru¨ckwa¨rtsmodus fu¨r beliebige MAT-
LAB-Programme erstellen kann. Als ein erster Schritt ko¨nnten zum Beispiel Ableitungen
im Ru¨ckwa¨rtsmodus fu¨r einzelne Anweisungen berechnet werden (engl.: statement-level
reverse), bevor dann aufwendigere Verfahren wie Checkpointing und Recompute [47]
implementiert werden.
An verschiedenen Stellen dieser Arbeit wurde darauf hingewiesen, dass ADiMat nur
sehr rudimenta¨re Typinformationen zur Unterscheidung von Variablen und Funktionen
berechnet. Einige Ableitungen ko¨nnen aber ohne genauere Typinformationen nicht er-
stellt werden, da der Ableitungsquelltext vom Typen eines Arguments abha¨ngt. Zum
Beispiel kann die Funktion x=gmres(A,b) mit einer Matrix oder einer Funktion, die die
Multiplikation eines Vektors mit einer Matrix modelliert, im Argument A aufgerufen
werden. Soll nun ∂x
∂A
berechnet werden, so muss in Abha¨ngigkeit des Typen von A spe-
zifischer Ableitungsquelltext generiert werden. In einem zweiten Schritt sollte entweder
die Integration von ungenauen Typinformationen [13] oder algebraischen Typinforma-
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tionen [60] angegangen werden. Die ungenauen Typinformationen wa¨ren ausreichend,
um die Dimensionen von Objekten zu unterscheiden und so nur den Quelltext zu erzeu-
gen, der fu¨r die Verknu¨pfung mit einem Ableitungsobjekt notwendig ist. Wenn multiple
Richtungsableitungen berechnet werden sollen ohne auf eine Ableitungsklasse zuru¨ck-
zugreifen, dann mu¨ssten ohne diese Typinformationen Fallunterscheidungen, a¨hnlich zu
den in den Operatoren der Ableitungsklassen gezeigten, in das abgeleitete Programm
eingefu¨gt werden. Mit verfu¨gbaren Typinformationen wu¨rde nur der Rumpf der entspre-
chenden Fallunterscheidung eingefu¨gt und so das Programm erheblich ku¨rzer und damit
schneller.
Zusammenfassend sei bemerkt, dass ADiMat ein stabiles System zur Berechnung von
Ableitungen erster und zweiter Ordnung fu¨r beliebige MATLAB-Programme bietet. Der
Nutzer muss seinen Quelltext nicht anpassen und hat trotzdem verschiedene Optionen,
um Ableitungen effizient zu berechnen. Weiterhin bietet das System eine Ausgangsba-
sis fu¨r Erweiterung und Implementierung bestehender Algorithmen des automatischen
Differenzierens sowie eine Plattform zur Erforschung neuer Ansa¨tze.
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A Anhang Beispielprobleme
Zur Berechnung der Benchmark-Kennzahlen wurden MATLAB-Quelltexte aus unter-
schiedlichen Quellen verwendet. Die Anzahl der effektiven Quelltextzeilen (engl.: effec-
tive lines of code, eloc.) des Original-Programms und die eloc des abgeleiteten Beispiel-
problems werden angegeben. Zur Erstellung des abgeleiteten Beispielproblems wurden
alle verfu¨gbaren Quelltext-Optimierungen aktiviert. Die Beispielprobleme wurden auf 8-
Kern INTEL c© Xeon
TM
Prozessoren mit 3 Gigahertz, 16 Gigabyte Hauptspeicher, MAT-
LAB R2007b und ADiMat 0.5.2 abgeleitet, berechnet und gemessen.
A.1 Burger
Dieses Beispielproblem implementiert die Lo¨sung einer einfachen nicht linearen Differen-
tialgleichung, die unter dem Namen Burgers-Gleichung bekannt ist. Der folgende Auszug
aus dem Hilfetext der MATLAB-Datei beschreibt die implementierte Funktion:
BURGERSODE(N) lo¨st die Gleichung:
∂u
∂t
= 1−4
∂2u
∂x2
− ∂u
2
2∂x
, fu¨r 0 ≤ x ≤ 1
mit u(x, 0) = sin(2πx) + 0.5 sin(πx) und u(0, t) = 0, u(1, t) = 0
auf einem (sich bewegenden) Gitter von N Punkten. Dies ist Problem Nr. 2
im Artikel [58].
Der in Listing 12 angegebene Quelltext stammt aus den Beispielen fu¨r die Lo¨sung einfa-
cher Differentialgleichungen und wird mit der Standard-Toolbox von MATLAB geliefert.
%BURGERSODE Burgers ’ e qua t i on s o l v e d us ing a moving mesh t e chn i que .
% BURGERSODE(N) s o l v e s Burgers ’ equat ion , Du/Dt = 1e−4 ∗ Dˆ2 u/Dxˆ2 −
% D(0 . 5 uˆ2)/Dx , on 0 <= x <= 1 wi th u ( x , 0 ) = s in (2∗ p i ∗x ) + 0.5∗ s i n ( p i ∗x )
% and u (0 , t ) = 0 ,u (1 , t ) = 0 on a (moving ) mesh o f N po i n t s . This i s Problem 2
% of W. Huang , Y. Ren , and R.D. Rus s e l l , Moving mesh methods based on moving
% mesh p a r t i a l d i f f e r e n t i a l equat ions , J . Comput . Phys . 113(1994) 279−290.
% In t h a t paper , Burgers ’ e qua t i on i s d i s c r e t i z e d wi th c e n t r a l d i f f e r e n c e s
% as s k e t c hed in (19) and t he moving mesh PDE used i s MMPDE6 wi th tau = 1e−3.
% Figure 6 shows t he s o l u t i o n when N = 20 and s p a t i a l smoothing i s done
% wi th gamma = 2 and p = 2 . The prob lem was s o l v e d wi th a r e l a t i v e e r ro r
% t o l e r an c e o f 1e−5 and an a b s o l u t e e r ro r t o l e r an c e o f 1e−4.
%
% In t h i s example , t h e p l o t o f t h e s o l u t i o n i s much l i k e Figure 6 o f t he paper ,
% but t he i n i t i a l data i s p l o t t e d and to reduce t he run time , t he prob lem i s
% i n t e g r a t e d on ly to t = 1 . The s o l u t i o n v e c t o r y = (a1 , . . . , aN, x1 , . . . , xN ) .
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% At t ime t , a j approx imates t he s o l u t i o n u( t , x j ) o f t h e PDE. The mesh po in t
% x j i s a f un c t i on o f t ime ( moving mesh ) , l e a d i n g to t he s t r ong dependence
% o f t he mass matrix on y in t he ODEs t h a t are s o l v e d . For t h i s example ,
% r e c o g n i z i n g t he s t r ong s t a t e −dependence o f t he mass matrix and t a k i n g account
% o f s p a r s i t y s i g n i f i c a n t l y reduces t he run t ime .
%
% NOTE This orde r i ng o f t he v a r i a b l e s i s conven ien t f o r coding t he equat ions ,
% but i t p r e v en t s t a k i n g any advantage o f a banded matrix . This d i s t i n g u i s h e s
% ODE15S from LSODI or DASSL, which do not p rov i de f o r g ene ra l s par s e matr i ce s
% and a l s o do not p rov i de f o r d i f f e r e n t s p a r s i t y p a t t e r n s in dF/dy and dMv/dy .
% In t h i s example dMv/dy i s much spar s e r than dF/dy .
%
% See a l s o ODE15S , ODE23T, ODE23TB, ODESET, FUNCTION HANDLE.
% Jacek Kierzenka and Lawrence F . Shampine
% Copyr i gh t 1984−2004 The MathWorks , Inc .
% $Rev i s ion : 1 . 6 . 4 . 5 $ $Date : 2005/06/21 19 : 24 : 14 $
f unc t i on [ out , mem] = burger ( t , y ,N)
% De r i v a t i v e f un c t i on . N i s p rov i ded by t he ou t e r f un c t i on .
a = y ( 1 :N) ;
x = y(N+1: l ength ( y ) ) ;
x0 = 0 ;
a0 = 0 ;
xNP1 = 1 ;
aNP1 = 0 ;
g = ze ro s (2∗N, 1 ) ;
f o r i = 2 :N−1
delx = x( i +1) − x ( i −1);
g ( i ) = 1e−4∗(( a ( i +1) − a ( i ) ) / ( x ( i +1) − x ( i ) ) − . . .
( a ( i ) − a ( i −1))/(x ( i ) − x ( i −1)) )/(0 . 5∗ delx ) . . .
− 0 . 5∗ ( a ( i +1)ˆ2 − a ( i −1)ˆ2)/ delx ;
end
delx = x (2) − x0 ;
g (1) = 1e−4∗(( a (2) − a ( 1 ) ) / ( x (2) − x (1 ) ) − ( a (1) − a0 )/( x (1) − x0 ) ) / ( 0 . 5 ∗ delx ) . . .
− 0 . 5∗ ( a (2)ˆ2 − a0 ˆ2)/ delx ;
delx = xNP1 − x (N−1);
g (N) = 1e−4∗((aNP1 − a (N) )/ ( xNP1 − x (N) ) − . . .
( a (N) − a (N−1))/(x (N) − x (N−1)))/ delx − . . .
0 . 5∗ (aNP1ˆ2 − a (N−1)ˆ2)/ delx ;
% Evaluate monitor f un c t i on .
M = ze ro s (N, 1 ) ;
f o r i = 2 :N−1
M( i ) = sq r t (1 + ( ( a ( i +1) − a ( i −1))/(x ( i +1) − x ( i −1)) )ˆ2) ;
end
M0 = sq r t (1 + ( ( a (1) − a0 )/( x (1) − x0 ) ) ˆ 2 ) ;
M(1) = sq r t (1 + ( ( a (2) − a0 )/( x (2) − x0 ) ) ˆ 2 ) ;
M(N) = sq r t (1 + ( (aNP1 − a (N−1))/(xNP1 − x (N−1)) )ˆ2) ;
MNP1 = sq r t (1 + ( (aNP1 − a (N) )/ ( xNP1 − x (N) ) ) ˆ 2 ) ;
% Sp a t i a l smoothing wi th gamma = 2 , p = 2 .
SM = ze ro s (N, 1 ) ;
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f o r i = 3 :N−2
SM( i ) = sq r t ( (4∗M( i −2)ˆ2 + 6∗M( i −1)ˆ2 + 9∗M( i )ˆ2 + . . .
6∗M( i +1)ˆ2 + 4∗M( i +2)ˆ2)/29);
end
SM0 = sq r t ( (9∗M0ˆ2 + 6∗M(1)ˆ2 + 4∗M(2)ˆ2 )/19 ) ;
SM(1) = sq r t ( (6∗M0ˆ2 + 9∗M(1)ˆ2 + 6∗M(2)ˆ2 + 4∗M(3)ˆ2 )/25 ) ;
SM(2) = sq r t ( (4∗M0ˆ2 + 6∗M(1)ˆ2 + 9∗M(2)ˆ2 + 6∗M(3)ˆ2 + 4∗M(4)ˆ2 )/29 ) ;
SM(N−1) = sq r t ( (4∗M(N−3)ˆ2 + 6∗M(N−2)ˆ2 + 9∗M(N−1)ˆ2 + 6∗M(N)ˆ2 + 4∗MNP1ˆ2)/29 ) ;
SM(N) = sq r t ( (4∗M(N−2)ˆ2 + 6∗M(N−1)ˆ2 + 9∗M(N)ˆ2 + 6∗MNP1ˆ2)/25 ) ;
SMNP1 = sq r t ( (4∗M(N−1)ˆ2 + 6∗M(N)ˆ2 + 9∗MNP1ˆ2)/19 ) ;
f o r i = 2 :N−1
g ( i+N) = (SM( i +1) + SM( i ) )∗ ( x ( i +1) − x ( i ) ) − . . .
(SM( i ) + SM( i −1))∗(x ( i ) − x ( i −1)) ;
end
g(1+N) = (SM(2) + SM(1 ) ) ∗ ( x (2) − x (1 ) ) − (SM(1) + SM0)∗ ( x (1) − x0 ) ;
g (N+N) = (SMNP1 + SM(N))∗ ( xNP1 − x (N) ) − (SM(N) + SM(N−1))∗(x (N) − x (N−1)) ;
tau = 1e−3;
g(1+N: l ength ( g ) ) = − g(1+N: l ength ( g ) )/(2∗ tau ) ;
out = g ;
i f nargout >1
s= whos ( ) ;
mem= sum ( [ s ( : ) . bytes ] ) ;
end
Listing 12: Quelltext der Burgers-Gleichung; Die abgebildete Funktion ist eine Unter-
funktion innerhalb der Datei burgersode.m, welche mit MATLAB mitgelie-
fert wird. Mittels des am Ende der Funktion hinzugefu¨gten Konditionals wird
die allokierte Menge Speicher ermittelt.
Das Beispielproblem besteht aus einer Datei und hat 53 eloc. Sofern nicht anders ange-
geben wird N = 40 gesetzt und es werden ebenso viele Richtungsableitungen berechnet.
Die (bekannte) Struktur der Du¨nnbesetztheit wird bei der Berechnung der Ableitungen
nicht ausgenutzt. Die Ableitung ∂out
∂y
wird bei allen Geschwindigskeitmessungen berech-
net und wird in Listing 13 gezeigt.
%
% DISCLAIMER
%
%
% This f i l e was g ene ra t e d by :
% ADiMat v e r s i on 0 . 5 . 2 ( beta , l c s e , g c s e (ß ) , fwdmd , 2fwdmd , op t l s , c on s t f o l d , narg ...
, vararg (ß ) , Jun 27 2008) arch : x86 64−pc−l i nux−gnu
% compi l ed Jun 27 2008 wi th gcc I n t e l (R) C++ g++ 4.1 mode .
% Copyr i gh t 2001− 2007 Andre Vehresch i ld , I n s t i t u t e f o r
% S c i e n t i f i c Computing , Aachen Un i v e r s i t y , D−52056 Aachen , Germany .
% h t t p ://www. sc . rwth−aachen . de/ v e h r e s c h i l d / adimat /
% This f i l e was augmented on Thu Ju l 24 11 : 16 : 52 2008
%
% ADiMat was prepared as par t o f an employment at t he I n s t i t u t e
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% fo r S c i e n t i f i c Computing , RWTH Aachen Un i v e r s i t y , Germany and i s
% prov i ded AS IS . NEITHER THE AUTHOR(S) , THE GOVERNMENT OF THE FEDERAL
% REPUBLIC OF GERMANY NOR ANY AGENCY THEREOF, NOR THE RWTH AACHEN UNIVERSITY,
% INCLUDING ANY OF THEIR EMPLOYEES OR OFFICERS , MAKES ANY WARRANTY,
% EXPRESS OR IMPLIED, OR ASSUMES ANY LEGAL LIABILITY OR RESPONSIBILITY
% FOR THE ACCURACY, COMPLETENESS, OR USEFULNESS OF ANY INFORMATION OR
% PROCESS DISCLOSED, OR REPRESENTS THAT ITS USE WOULD NOT INFRINGE
% PRIVATELY OWNED RIGHTS.
%
% Globa l f l a g s were :
% FORWARDMODE −− Apply t he forward mode to t he f i l e s .
% NOGLOBALCSE −− Prevent s t he a p p l i c a t i o n o f g l o b a l common su b e x p r e s s i on
% e l im i n a t i on a f t e r c a n on i c a l i z i n g t he code .
% FUNCMODE −− I n p u t f i l e i s a f un c t i on ( This f l a g can not be s e t e x p l i c i t l y ) .
% VISITFWDMD −− Use t he v i s i t o r to g ene ra t e t he d i f f e r e n t i a t e d code .
% AD IVARS= y
% AD DVARS= out
f unc t i on [ g out , out , mem]= g burger ( t , g y , y , N)
% De r i v a t i v e f un c t i on . N i s p rov i ded by t he ou t e r f un c t i on .
nargoutmapper 00000= [ 0 , 1 , 2 ] ;
tmp burger 00000= 1 : N;
g a= g y ( tmp burger 00000 ) ;
a= y( tmp burger 00000 ) ;
c l e a r tmp burger 00000 ;
% I d e n t i f i e r ’ l e ng t h ’ i s i gnored dur ing d i f f e r e n t i a t i o n .
tmp length 00000= l ength ( y ) ;
g tmp length 00000= g ze r o s ( s i z e ( tmp length 00000 ) ) ;
tmp burger 00002= N+ 1 : tmp length 00000 ;
g tmp burger 00002= g ze r o s ( s i z e ( tmp burger 00002 ) ) ;
g x= g y ( tmp burger 00002 ) ;
x= y( tmp burger 00002 ) ;
c l e a r g tmp burger 00002 tmp length 00000 tmp burger 00002 g tmp length 00000 ;
x0= 0 ;
a0= 0 ;
xNP1= 1 ;
aNP1= 0 ;
g= ze ro s (2∗ N, 1) ;
g g= g ze r o s ( s i z e ( g ) ) ;
tmp burger 00004= N− 1 ;
f o r i= 2 : tmp burger 00004
tmp burger 00005= i+ 1 ;
tmp burger 00006= i− 1 ;
g de lx= g x ( tmp burger 00005 )− g x ( tmp burger 00006 ) ;
delx= x( tmp burger 00005 )− x ( tmp burger 00006 ) ;
c l e a r tmp burger 00005 tmp burger 00006 ;
tmp burger 00007= i+ 1 ;
g tmp a 00000= g a ( tmp burger 00007 ) ;
tmp a 00000= a ( tmp burger 00007 ) ;
g tmp a 00001= g a ( i ) ;
tmp a 00001= a ( i ) ;
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tmp burger 00008= tmp a 00000− tmp a 00001 ;
g tmp x 00003= g x ( i ) ;
tmp x 00003= x( i ) ;
tmp burger 00009= x ( tmp burger 00007 )− tmp x 00003 ;
tmp burger 00011= i− 1 ;
g tmp a 00002= g a ( tmp burger 00011 ) ;
tmp a 00002= a ( tmp burger 00011 ) ;
tmp burger 00012= tmp a 00001− tmp a 00002 ;
tmp burger 00013= tmp x 00003− x ( tmp burger 00011 ) ;
tmp burger 00016= 1e−4∗ ( tmp burger 00008 / tmp burger 00009− tmp burger 00012 / ...
tmp burger 00013 ) ;
tmp burger 00017= 0.5∗ delx ;
tmp burger 00022= 0.5∗ ( tmp a 00000 ˆ 2− tmp a 00002 ˆ 2) ;
g g ( i )= ls mquot (1 e−4∗ ( ls mquot ( ( ( g tmp a 00000− g tmp a 00001 ) ) , ( ...
tmp burger 00008 ) , ( ( g x ( tmp burger 00007 )− g tmp x 00003 ) ) , ( ...
tmp burger 00009 ) )− l s mquot ( ( ( g tmp a 00001− g tmp a 00002 ) ) , ( ...
tmp burger 00012 ) , ( ( g tmp x 00003− g x ( tmp burger 00011 ) ) ) , ( ...
tmp burger 00013 ) ) ) , tmp burger 00016 , ( ( 0 . 5 ∗ g de lx ) ) , ( tmp burger 00017 ) )−...
l s mquot (0 . 5∗ (2∗ tmp a 00000 ∗ g tmp a 00000− 2∗ tmp a 00002 ∗ g tmp a 00002...
) , tmp burger 00022 , g delx , delx ) ;
g ( i )= tmp burger 00016 / tmp burger 00017− tmp burger 00022 / delx ;
c l e a r tmp burger 00007 tmp a 00000 tmp a 00001 tmp burger 00008 g tmp a 00002 ...
tmp x 00003 tmp burger 00009 g tmp x 00003 tmp burger 00011 tmp a 00002 ...
tmp burger 00012 g tmp a 00001 tmp burger 00013 g tmp a 00000 ...
tmp burger 00022 tmp burger 00016 tmp burger 00017 ;
tmp burger 00004= N− 1 ;
end
c l e a r tmp burger 00004 ;
g de lx= g x (2) ;
delx= x (2)− x0 ;
g tmp a 00003= g a (2) ;
tmp a 00003= a (2) ;
g tmp a 00004= g a (1) ;
tmp a 00004= a (1) ;
tmp burger 00024= tmp a 00003− tmp a 00004 ;
g tmp x 00007= g x (1) ;
tmp x 00007= x (1) ;
tmp burger 00025= x (2)− tmp x 00007 ;
tmp burger 00027= tmp a 00004− a0 ;
tmp burger 00028= tmp x 00007− x0 ;
tmp burger 00031= 1e−4∗ ( tmp burger 00024 / tmp burger 00025− tmp burger 00027 / ...
tmp burger 00028 ) ;
tmp burger 00032= 0.5∗ delx ;
tmp burger 00037= 0.5∗ ( tmp a 00003 ˆ 2− a0ˆ 2) ;
g g (1)= ls mquot (1 e−4∗ ( ls mquot ( ( ( g tmp a 00003− g tmp a 00004 ) ) , ( ...
tmp burger 00024 ) , ( ( g x (2)− g tmp x 00007 ) ) , ( tmp burger 00025 ) )− l s mquot ( ( ( ...
g tmp a 00004 ) ) , ( tmp burger 00027 ) , ( ( g tmp x 00007 ) ) , ( tmp burger 00028 ) ) ) , ...
tmp burger 00031 , ( ( 0 . 5 ∗ g de lx ) ) , ( tmp burger 00032 ) )− l s mquot (0 . 5∗ (2∗ ...
tmp a 00003 ∗ g tmp a 00003 ) , tmp burger 00037 , g delx , delx ) ;
g (1)= tmp burger 00031 / tmp burger 00032− tmp burger 00037 / delx ;
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c l e a r tmp a 00003 tmp a 00004 tmp burger 00024 g tmp x 00007 tmp x 00007 ...
tmp burger 00025 g tmp a 00004 tmp burger 00027 tmp burger 00028 g tmp a 00003 ...
tmp burger 00037 tmp burger 00031 tmp burger 00032 ;
tmp burger 00039= N− 1 ;
g de lx= −g x ( tmp burger 00039 ) ;
delx= xNP1− x ( tmp burger 00039 ) ;
c l e a r tmp burger 00039 ;
g tmp a 00005= g a (N) ;
tmp a 00005= a (N) ;
tmp burger 00040= aNP1− tmp a 00005 ;
g tmp x 00009= g x (N) ;
tmp x 00009= x(N) ;
tmp burger 00041= xNP1− tmp x 00009 ;
tmp burger 00043= N− 1 ;
g tmp a 00006= g a ( tmp burger 00043 ) ;
tmp a 00006= a ( tmp burger 00043 ) ;
tmp burger 00044= tmp a 00005− tmp a 00006 ;
tmp burger 00045= tmp x 00009− x ( tmp burger 00043 ) ;
tmp burger 00048= 1e−4∗ ( tmp burger 00040 / tmp burger 00041− tmp burger 00044 / ...
tmp burger 00045 ) ;
tmp burger 00053= 0.5∗ (aNP1ˆ 2− tmp a 00006 ˆ 2) ;
g g (N)= ls mquot (1 e−4∗ ( ls mquot (((− g tmp a 00005 ) ) , ( tmp burger 00040 ) , ((−...
g tmp x 00009 ) ) , ( tmp burger 00041 ) )− l s mquot ( ( ( g tmp a 00005− g tmp a 00006 ) )...
, ( tmp burger 00044 ) , ( ( g tmp x 00009− g x ( tmp burger 00043 ) ) ) , ( ...
tmp burger 00045 ) ) ) , tmp burger 00048 , g delx , delx )− l s mquot (0 . 5∗ (−2∗ ...
tmp a 00006 ∗ g tmp a 00006 ) , tmp burger 00053 , g delx , delx ) ;
g (N)= tmp burger 00048 / delx− tmp burger 00053 / delx ;
% Evaluate monitor f un c t i on .
c l e a r tmp a 00005 tmp burger 00040 tmp x 00009 tmp burger 00041 g tmp a 00006 ...
tmp burger 00043 tmp a 00006 tmp burger 00044 g tmp x 00009 tmp burger 00045 ...
g tmp a 00005 tmp burger 00053 tmp burger 00048 ;
M= ze ro s (N, 1) ;
g M= g ze r o s ( s i z e (M) ) ;
tmp burger 00055= N− 1 ;
f o r i= 2 : tmp burger 00055
tmp burger 00056= i+ 1 ;
tmp burger 00057= i− 1 ;
tmp burger 00058= a ( tmp burger 00056 )− a ( tmp burger 00057 ) ;
tmp burger 00059= x ( tmp burger 00056 )− x ( tmp burger 00057 ) ;
tmp burger 00060= tmp burger 00058 / tmp burger 00059 ;
M( i )= sq r t (1+ tmp burger 00060 ˆ 2) ;
g M( i )= (2∗ tmp burger 00060 ∗ ( ls mquot ( ( ( g a ( tmp burger 00056 )− g a (...
tmp burger 00057 ) ) ) , ( tmp burger 00058 ) , ( ( g x ( tmp burger 00056 )− g x (...
tmp burger 00057 ) ) ) , ( tmp burger 00059 ) ) ) ) . / (2 . ∗ M( i ) ) ;
c l e a r tmp burger 00056 tmp burger 00060 tmp burger 00057 tmp burger 00059 ...
tmp burger 00058 ;
tmp burger 00055= N− 1 ;
end
c l e a r tmp burger 00055 ;
tmp burger 00063= a (1)− a0 ;
tmp burger 00064= x (1)− x0 ;
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tmp burger 00065= tmp burger 00063 / tmp burger 00064 ;
M0= sq r t (1+ tmp burger 00065 ˆ 2) ;
g M0= (2∗ tmp burger 00065 ∗ ( ls mquot ( ( ( g a (1) ) ) , ( tmp burger 00063 ) , ( ( g x (1) ) ) , ( ...
tmp burger 00064 ) ) ) ) . / (2 . ∗ M0) ;
c l e a r tmp burger 00065 tmp burger 00063 tmp burger 00064 ;
tmp burger 00068= a (2)− a0 ;
tmp burger 00069= x (2)− x0 ;
tmp burger 00070= tmp burger 00068 / tmp burger 00069 ;
M(1)= sq r t (1+ tmp burger 00070 ˆ 2) ;
g M(1)= (2∗ tmp burger 00070 ∗ ( ls mquot ( ( ( g a (2) ) ) , ( tmp burger 00068 ) , ( ( g x (2) ) ) , ...
( tmp burger 00069 ) ) ) ) . / (2 . ∗ M(1) ) ;
c l e a r tmp burger 00070 tmp burger 00068 tmp burger 00069 ;
tmp burger 00073= N− 1 ;
tmp burger 00074= aNP1− a ( tmp burger 00073 ) ;
tmp burger 00075= xNP1− x ( tmp burger 00073 ) ;
tmp burger 00076= tmp burger 00074 / tmp burger 00075 ;
M(N)= sq r t (1+ tmp burger 00076 ˆ 2) ;
g M(N)= (2∗ tmp burger 00076 ∗ ( ls mquot (((− g a ( tmp burger 00073 ) ) ) , ( ...
tmp burger 00074 ) , ((− g x ( tmp burger 00073 ) ) ) , ( tmp burger 00075 ) ) ) ) . / (2 . ∗ M(N...
) ) ;
c l e a r tmp burger 00073 tmp burger 00076 tmp burger 00074 tmp burger 00075 ;
tmp burger 00079= aNP1− a (N) ;
tmp burger 00080= xNP1− x (N) ;
tmp burger 00081= tmp burger 00079 / tmp burger 00080 ;
MNP1= sq r t (1+ tmp burger 00081 ˆ 2) ;
% Spa t i a l smoothing wi th gamma = 2 , p = 2 .
g MNP1= (2∗ tmp burger 00081 ∗ ( ls mquot (((− g a (N) ) ) , ( tmp burger 00079 ) , ((− g x (N) )...
) , ( tmp burger 00080 ) ) ) ) . / (2 . ∗ MNP1) ;
c l e a r tmp burger 00081 tmp burger 00079 tmp burger 00080 ;
SM= ze ro s (N, 1) ;
g SM= g ze r o s ( s i z e (SM) ) ;
tmp burger 00084= N− 2 ;
f o r i= 3 : tmp burger 00084
tmp burger 00085= i− 2 ;
tmp M 00000= M( tmp burger 00085 ) ;
tmp burger 00088= i− 1 ;
tmp M 00001= M( tmp burger 00088 ) ;
tmp M 00002= M( i ) ;
tmp burger 00093= i+ 1 ;
tmp M 00003= M( tmp burger 00093 ) ;
tmp burger 00096= i+ 2 ;
tmp M 00004= M( tmp burger 00096 ) ;
SM( i )= sq r t ( (4∗ tmp M 00000ˆ 2+ 6∗ tmp M 00001ˆ 2+ 9∗ tmp M 00002ˆ 2+ 6∗ ...
tmp M 00003ˆ 2+ 4∗ tmp M 00004ˆ 2) / 29) ;
g SM( i )= ((4∗ 2∗ tmp M 00000∗ g M( tmp burger 00085 )+ 6∗ 2∗ tmp M 00001∗ g M(...
tmp burger 00088 )+ 9∗ 2∗ tmp M 00002∗ g M( i )+ 6∗ 2∗ tmp M 00003∗ g M(...
tmp burger 00093 )+ 4∗ 2∗ tmp M 00004∗ g M( tmp burger 00096 ) ) / 29) . / (2 . ∗ SM(...
i ) ) ;
c l e a r tmp burger 00085 tmp M 00000 tmp M 00004 tmp burger 00096 ...
tmp burger 00088 tmp M 00001 tmp M 00003 tmp burger 00093 tmp M 00002 ;
tmp burger 00084= N− 2 ;
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end
c l e a r tmp burger 00084 ;
tmp M 00005= M(1) ;
tmp M 00006= M(2) ;
SM0= sq r t ( (9∗ M0ˆ 2+ 6∗ tmp M 00005ˆ 2+ 4∗ tmp M 00006ˆ 2) / 19) ;
tmp M 00007= M(1) ;
tmp M 00008= M(2) ;
tmp M 00009= M(3) ;
SM(1)= sq r t ( (6∗ M0ˆ 2+ 9∗ tmp M 00007ˆ 2+ 6∗ tmp M 00008ˆ 2+ 4∗ tmp M 00009ˆ 2) / ...
25) ;
g SM(1)= ((6∗ 2∗ M0∗ g M0+ 9∗ 2∗ tmp M 00007∗ g M(1)+ 6∗ 2∗ tmp M 00008∗ g M(2)+ 4∗...
2∗ tmp M 00009∗ g M(3) ) / 25) . / (2 .∗ SM(1) ) ;
c l e a r tmp M 00009 tmp M 00008 tmp M 00007 ;
tmp M 00010= M(1) ;
tmp M 00011= M(2) ;
tmp M 00012= M(3) ;
tmp M 00013= M(4) ;
SM(2)= sq r t ( (4∗ M0ˆ 2+ 6∗ tmp M 00010ˆ 2+ 9∗ tmp M 00011ˆ 2+ 6∗ tmp M 00012ˆ 2+ 4∗...
tmp M 00013ˆ 2) / 29) ;
g SM(2)= ((4∗ 2∗ M0∗ g M0+ 6∗ 2∗ tmp M 00010∗ g M(1)+ 9∗ 2∗ tmp M 00011∗ g M(2)+ 6∗...
2∗ tmp M 00012∗ g M(3)+ 4∗ 2∗ tmp M 00013∗ g M(4) ) / 29) . / (2 .∗ SM(2) ) ;
c l e a r tmp M 00013 tmp M 00012 tmp M 00010 tmp M 00011 ;
tmp burger 00131= N− 3 ;
tmp M 00014= M( tmp burger 00131 ) ;
tmp burger 00134= N− 2 ;
tmp M 00015= M( tmp burger 00134 ) ;
tmp burger 00137= N− 1 ;
tmp M 00016= M( tmp burger 00137 ) ;
tmp M 00017= M(N) ;
SM(N− 1)= sq r t ( (4∗ tmp M 00014ˆ 2+ 6∗ tmp M 00015ˆ 2+ 9∗ tmp M 00016ˆ 2+ 6∗ ...
tmp M 00017ˆ 2+ 4∗ MNP1ˆ 2) / 29) ;
g SM(N− 1)= ((4∗ 2∗ tmp M 00014∗ g M( tmp burger 00131 )+ 6∗ 2∗ tmp M 00015∗ g M(...
tmp burger 00134 )+ 9∗ 2∗ tmp M 00016∗ g M( tmp burger 00137 )+ 6∗ 2∗ tmp M 00017∗...
g M(N)+ 4∗ 2∗ MNP1∗ g MNP1) / 29) . / (2 .∗ SM(N− 1) ) ;
c l e a r tmp burger 00131 tmp M 00014 tmp M 00017 tmp M 00016 tmp burger 00134 ...
tmp M 00015 tmp burger 00137 ;
tmp burger 00146= N− 2 ;
tmp M 00018= M( tmp burger 00146 ) ;
tmp burger 00149= N− 1 ;
tmp M 00019= M( tmp burger 00149 ) ;
tmp M 00020= M(N) ;
SM(N)= sq r t ( (4∗ tmp M 00018ˆ 2+ 6∗ tmp M 00019ˆ 2+ 9∗ tmp M 00020ˆ 2+ 6∗ MNP1ˆ 2) /...
25) ;
g SM(N)= ((4∗ 2∗ tmp M 00018∗ g M( tmp burger 00146 )+ 6∗ 2∗ tmp M 00019∗ g M(...
tmp burger 00149 )+ 9∗ 2∗ tmp M 00020∗ g M(N)+ 6∗ 2∗ MNP1∗ g MNP1) / 25) . / (2 .∗ ...
SM(N) ) ;
c l e a r tmp burger 00146 tmp M 00018 tmp M 00020 tmp M 00019 tmp burger 00149 ;
tmp burger 00158= N− 1 ;
tmp M 00021= M( tmp burger 00158 ) ;
tmp M 00022= M(N) ;
SMNP1= sq r t ( (4∗ tmp M 00021ˆ 2+ 6∗ tmp M 00022ˆ 2+ 9∗ MNP1ˆ 2) / 19) ;
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tmp burger 00167= N− 1 ;
f o r i= 2 : tmp burger 00167
tmp burger 00168= i+ 1 ;
g tmp SM 00001= g SM( i ) ;
tmp SM 00001= SM( i ) ;
tmp burger 00169= SM( tmp burger 00168 )+ tmp SM 00001 ;
g tmp x 00018= g x ( i ) ;
tmp x 00018= x( i ) ;
tmp burger 00170= x ( tmp burger 00168 )− tmp x 00018 ;
tmp burger 00172= i− 1 ;
tmp burger 00173= tmp SM 00001+ SM( tmp burger 00172 ) ;
tmp burger 00174= tmp x 00018− x ( tmp burger 00172 ) ;
g g ( i+ N)= ls mprod ( ( ( g SM( tmp burger 00168 )+ g tmp SM 00001 ) ) , ( ...
tmp burger 00169 ) , ( ( g x ( tmp burger 00168 )− g tmp x 00018 ) ) , ( ...
tmp burger 00170 ) )− l s mprod ( ( ( g tmp SM 00001+ g SM( tmp burger 00172 ) ) ) , ( ...
tmp burger 00173 ) , ( ( g tmp x 00018− g x ( tmp burger 00172 ) ) ) , ( ...
tmp burger 00174 ) ) ;
g ( i+ N)= tmp burger 00169 ∗ tmp burger 00170− tmp burger 00173 ∗ tmp burger 00174 ;
c l e a r tmp burger 00168 g tmp x 00018 tmp SM 00001 tmp burger 00169 ...
g tmp SM 00001 tmp x 00018 tmp burger 00170 tmp burger 00174 ...
tmp burger 00172 tmp burger 00173 ;
tmp burger 00167= N− 1 ;
end
c l e a r tmp burger 00167 ;
g tmp SM 00004= g SM(1) ;
tmp SM 00004= SM(1) ;
tmp burger 00176= SM(2)+ tmp SM 00004 ;
g tmp x 00021= g x (1) ;
tmp x 00021= x (1) ;
tmp burger 00177= x (2)− tmp x 00021 ;
tmp burger 00179= tmp SM 00004+ SM0;
tmp burger 00180= tmp x 00021− x0 ;
g g (1+ N)= ls mprod ( ( ( g SM(2)+ g tmp SM 00004 ) ) , ( tmp burger 00176 ) , ( ( g x (2)− ...
g tmp x 00021 ) ) , ( tmp burger 00177 ) )− l s mprod ( ( ( g tmp SM 00004+ ((9∗ 2∗ M0∗ ...
g M0+ 6∗ 2∗ tmp M 00005∗ g M(1)+ 4∗ 2∗ tmp M 00006∗ g M(2) ) / 19) . / (2 .∗ SM0) ) ) , ...
( tmp burger 00179 ) , ( ( g tmp x 00021 ) ) , ( tmp burger 00180 ) ) ;
g(1+ N)= tmp burger 00176 ∗ tmp burger 00177− tmp burger 00179 ∗ tmp burger 00180 ;
c l e a r g tmp x 00021 tmp SM 00004 tmp burger 00176 g tmp SM 00004 tmp x 00021 ...
tmp burger 00177 tmp burger 00180 tmp burger 00179 ;
g tmp SM 00005= g SM(N) ;
tmp SM 00005= SM(N) ;
tmp burger 00182= SMNP1+ tmp SM 00005 ;
g tmp x 00022= g x (N) ;
tmp x 00022= x(N) ;
tmp burger 00183= xNP1− tmp x 00022 ;
tmp burger 00185= N− 1 ;
tmp burger 00186= tmp SM 00005+ SM( tmp burger 00185 ) ;
tmp burger 00187= tmp x 00022− x ( tmp burger 00185 ) ;
g g (N+ N)= ls mprod ( ( ( ( ( 4 ∗ 2∗ tmp M 00021∗ g M( tmp burger 00158 )+ 6∗ 2∗ tmp M 00022...
∗ g M(N)+ 9∗ 2∗ MNP1∗ g MNP1) / 19) . / (2 .∗ SMNP1)+ g tmp SM 00005 ) ) , ( ...
tmp burger 00182 ) , ((− g tmp x 00022 ) ) , ( tmp burger 00183 ) )− l s mprod ( ( ( ...
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g tmp SM 00005+ g SM( tmp burger 00185 ) ) ) , ( tmp burger 00186 ) , ( ( g tmp x 00022− ...
g x ( tmp burger 00185 ) ) ) , ( tmp burger 00187 ) ) ;
g (N+ N)= tmp burger 00182 ∗ tmp burger 00183− tmp burger 00186 ∗ tmp burger 00187 ;
c l e a r tmp SM 00005 tmp burger 00182 tmp x 00022 tmp burger 00183 g tmp x 00022 ...
tmp burger 00185 g tmp SM 00005 tmp burger 00186 tmp burger 00187 ;
% I d e n t i f i e r ’ l e ng t h ’ i s i gnored dur ing d i f f e r e n t i a t i o n .
tmp length 00001= l ength ( g ) ;
g tmp length 00001= g ze r o s ( s i z e ( tmp length 00001 ) ) ;
tmp burger 00190= 1+ N: tmp length 00001 ;
g tmp burger 00190= g ze r o s ( s i z e ( tmp burger 00190 ) ) ;
tmp burger 00192= 2∗ (1 e−3) ;
g g (1+ N: l ength ( g ) )= (−g g ( tmp burger 00190 ) ) / tmp burger 00192 ;
g(1+ N: l ength ( g ) )= (−g ( tmp burger 00190 ) ) / tmp burger 00192 ;
c l e a r g tmp burger 00190 tmp length 00001 tmp burger 00190 g tmp length 00001 ...
tmp burger 00192 ;
g out= g g ;
out= g ;
i f nargoutmapper 00000( nargout )> 1
s= whos ( ) ;
mem= sum ( [ s ( : ) . bytes ] ) ;
end
Listing 13: Quelltext der Ableitung ∂out
∂y
des in Listing 12 gezeigten Beispielproblems
(241 eloc.; Kommentare am Anfang wurden entfernt).
Um den in Listing 12 gezeigten Quelltext zu vektorisieren, wurden die for -Schleifen
manuell entfernt und durch einen Indexvektor mit den Schleifengrenzen ersetzt. So wurde
zum Beispiel die erste Schleife durch
i = 2 :N−1;
de lx = x ( i +1) − x( i −1);
g ( i ) = 1e−4∗((a ( i +1) − a ( i ) ) . / ( x ( i +1) − x ( i ) ) − . . .
( a ( i ) − a ( i −1)) ./ ( x ( i ) − x ( i − 1 ) ) ) . / ( 0 . 5 . ∗ de lx ) . . .
− 0 . 5 ∗ ( a ( i +1).ˆ2 − a ( i −1 ) . ˆ2 ) . / de lx ;
ersetzt. Die Anzahl effektiver Programmzeilen hat sich im vektorisierten Originalpro-
gramm nicht gea¨ndert. Das abgeleitete vektorisierte Programm besteht jedoch nur noch
aus 224 eloc.
A.2 Brusselator
Implementiert ein Modell einer chemischen Reaktion, den sogenannten Brusselator. Die
Problemgro¨ße la¨sst sich durch den Parameter N ≥ 2 bestimmen und gibt die Anzahl
der Gitterpunkte an. Das resultierende System besteht aus 2N Gleichung und wird fu¨r
gro¨ßeres N du¨nner besetzt und steifer.
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Dieses Beispielproblem stammt aus der Sammlung von Beispielen, die mit ADMIT-
1/ADMAT [101] mitgeliefert werden. Es besteht aus einer Datei, welche 41 eloc entha¨lt
und in Listing 14 abgebildet ist.
f unc t i on [ F , mem] = b r u s s e l a t o r (x , prm , h , dim)
% BRUSSELATOR
F=x ;
p = prm(1)/ sq r t (prm ( 3 ) ) ;
f 2 = −prm(1)ˆ2/ prm (5 )∗ ( x (1)ˆ2∗ x(2)−prm(6)∗ x ( 1 ) ) ;
f 1 = −prm(1)ˆ2/ prm (4 ) ∗ ( ( prm(6)+1)∗x(1)−x (1)ˆ2∗ x ( 2 ) ) ;
f 1 = f1+prm(1)ˆ2/ prm(4 )∗ ( prm(2)/(1+ exp (p ) )∗ ( exp (p∗h)+exp (p−p∗h ) ) ) ;
F(1) = prm(2)−2∗x (1)+5.0/6∗ h∗h∗ f 1 ;
F(2) = prm(6)/prm(2)−2∗x (2)+5.0/6∗ h∗h∗ f 2 ;
F(3) = x(1)+h∗h/12.0∗ f 1 ;
F(4) = x(2)+h∗h/12.0∗ f 2 ;
f o r i =1:dim/2−2
f2 = −prm(1)ˆ2/ prm(5 )∗ ( x (2∗ i +1)ˆ2∗x (2∗ i +2)−prm(6)∗ x (2∗ i +1)) ;
f 1 = −prm(1)ˆ2/ prm(4 )∗ ( prm(6)+1)∗x (2∗ i +1);
f 1 = f1+prm(1)ˆ2/ prm(4)∗ x (2∗ i +1)ˆ2∗x (2∗ i +2);
f 1 = f1+prm(1)ˆ2/ prm(4 )∗ ( prm(2)/(1+ exp (p ) ) ) ∗ ( exp (p∗( i +1)∗h)+exp (p−p∗( i +1)∗h ) ) ;
F(2∗ i −1) = F(2∗ i−1)+x(2∗ i+1)+h∗h/12.0∗ f 1 ;
F(2∗ i ) = F(2∗ i )+x(2∗ i+2)+h∗h/12.0∗ f 2 ;
F(2∗ i +1) = F(2∗ i +1)−2∗x (2∗ i +1)+5.0/6∗h∗h∗ f 1 ;
F(2∗ i +2) = F(2∗ i +2)−2∗x (2∗ i +2)+5.0/6∗h∗h∗ f 2 ;
F(2∗ i +3) = F(2∗ i+3)+x(2∗ i+1)+h∗h/12.0∗ f 1 ;
F(2∗ i +4) = F(2∗ i+4)+x(2∗ i+2)+h∗h/12.0∗ f 2 ;
end
f 2 = −prm(1)ˆ2/ prm (5 )∗ ( x (dim−1)ˆ2∗x (dim)−prm(6)∗ x (dim−1)) ;
f 1 = −prm(1)ˆ2/ prm (4 ) ∗ ( ( prm(6)+1)∗x (dim−1)−x (dim−1)ˆ2∗x (dim ) ) ;
f 1 = f1+prm(1)ˆ2/ prm(4 )∗ ( prm(2)/(1+ exp (p ) )∗ ( exp (p∗h)+exp (p−p∗h ) ) ) ;
F(dim−3) = F(dim−3)+x(dim−1)+h∗h/12.0∗ f 1 ;
F(dim−2) = F(dim−2)+x(dim)+h∗h/12.0∗ f 2 ;
F(dim−1) = F(dim−1)−2∗x (dim−1)+prm(2)+5.0/6∗ h∗h∗ f 1 ;
F(dim) = F(dim)−2∗x (dim)+prm(6)/prm(2)+5.0/6∗ h∗h∗ f 2 ;
i f ( nargout >1)
s= whos ( ) ;
mem= sum ( [ s ( : ) . bytes ] ) ;
end
Listing 14: Quelltext eines Brusselators
Der Quelltext zur Berechnung der Ableitung ∂F
∂x
beno¨tigt 181 eloc und ist in Listing 15
abgebildet. Als Standardvorgabe fu¨r die Problemgro¨ße wird N = 20 gesetzt, sofern dies
nicht anders angegeben ist. Es werden N Richtungsableitungen berechnet, wobei die
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Du¨nnbesetztheit bei der Saat nicht beru¨cksichtigt wird.
%
% DISCLAIMER
%
%
% This f i l e was g ene ra t e d by :
% ADiMat v e r s i on 0 . 5 . 2 ( beta , l c s e , g c s e (ß ) , fwdmd , 2fwdmd , op t l s , c on s t f o l d , narg ...
, vararg (ß ) , Jun 27 2008) arch : x86 64−pc−l i nux−gnu
% compi l ed Jun 27 2008 wi th gcc I n t e l (R) C++ g++ 4.1 mode .
% Copyr i gh t 2001− 2007 Andre Vehresch i ld , I n s t i t u t e f o r
% S c i e n t i f i c Computing , Aachen Un i v e r s i t y , D−52056 Aachen , Germany .
% h t t p ://www. sc . rwth−aachen . de/ v e h r e s c h i l d / adimat /
% This f i l e was augmented on Thu Ju l 24 11 : 16 : 52 2008
%
% ADiMat was prepared as par t o f an employment at t he I n s t i t u t e
% f o r S c i e n t i f i c Computing , RWTH Aachen Un i v e r s i t y , Germany and i s
% prov i ded AS IS . NEITHER THE AUTHOR(S) , THE GOVERNMENT OF THE FEDERAL
% REPUBLIC OF GERMANY NOR ANY AGENCY THEREOF, NOR THE RWTH AACHEN UNIVERSITY,
% INCLUDING ANY OF THEIR EMPLOYEES OR OFFICERS , MAKES ANY WARRANTY,
% EXPRESS OR IMPLIED, OR ASSUMES ANY LEGAL LIABILITY OR RESPONSIBILITY
% FOR THE ACCURACY, COMPLETENESS, OR USEFULNESS OF ANY INFORMATION OR
% PROCESS DISCLOSED, OR REPRESENTS THAT ITS USE WOULD NOT INFRINGE
% PRIVATELY OWNED RIGHTS.
%
% Globa l f l a g s were :
% FORWARDMODE −− Apply t he forward mode to t he f i l e s .
% NOGLOBALCSE −− Prevent s t he a p p l i c a t i o n o f g l o b a l common su b e x p r e s s i on
% e l im i n a t i on a f t e r c a n on i c a l i z i n g t he code .
% FUNCMODE −− I n p u t f i l e i s a f un c t i on ( This f l a g can not be s e t e x p l i c i t l y ) .
% VISITFWDMD −− Use t he v i s i t o r to g ene ra t e t he d i f f e r e n t i a t e d code .
% AD IVARS= x
% AD DVARS= F
f unc t i on [ g F , F , mem]= g b r u s s e l a t o r ( g x , x , prm , h , dim)
% BRUSSELATOR
nargoutmapper 00000= [ 0 , 1 , 2 ] ;
g F= g x ;
F= x ;
p= prm(1) / sq r t (prm(3) ) ;
tmp brus se l a tor 00002= (−prm(1) ˆ 2) / prm(5) ;
g tmp x 00000= g x (1) ;
tmp x 00000= x (1) ;
tmp brus se l a tor 00003= tmp x 00000 ˆ 2 ;
tmp x 00001= x (2) ;
g f 2= tmp brus se l a tor 00002 ∗ ( ls mprod (2∗ tmp x 00000 ∗ g tmp x 00000 , ...
tmp brus se l a tor 00003 , g x (2) , tmp x 00001 )− prm(6) ∗ g tmp x 00000 ) ;
f 2= tmp brus se l a tor 00002 ∗ ( tmp brus se l a tor 00003 ∗ tmp x 00001− prm(6) ∗ tmp x 00000 ...
) ;
c l e a r g tmp x 00000 tmp x 00001 tmp brus se l a tor 00002 tmp x 00000 ...
tmp brus se l a tor 00003 ;
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tmp brus se l a tor 00009= (−prm(1) ˆ 2) / prm(4) ;
tmp brus se l a tor 00010= prm(6)+ 1 ;
g tmp x 00002= g x (1) ;
tmp x 00002= x (1) ;
tmp brus se l a tor 00012= tmp x 00002 ˆ 2 ;
tmp x 00003= x (2) ;
g f 1= tmp brus se l a tor 00009 ∗ ( tmp brus se l a tor 00010 ∗ g tmp x 00002− l s mprod (2∗ ...
tmp x 00002 ∗ g tmp x 00002 , tmp brus se l a tor 00012 , g x (2) , tmp x 00003 ) ) ;
f 1= tmp brus se l a tor 00009 ∗ ( tmp brus se l a tor 00010 ∗ tmp x 00002− ...
tmp brus se l a tor 00012 ∗ tmp x 00003 ) ;
c l e a r g tmp x 00002 tmp x 00003 tmp brus se l a tor 00009 tmp brus se l a tor 00010 ...
tmp x 00002 tmp brus se l a tor 00012 ;
tmp brus se l a tor 00019= p∗ h ;
g tmp brus se l a tor 00148= g f 1 ;
tmp brus se l a tor 00148= f1+ prm(1) ˆ 2/ prm(4) ∗ (prm(2) / (1+ exp (p ) ) ∗ ( exp (...
tmp brus se l a tor 00019 )+ exp (p− tmp brus se l a tor 00019 ) ) ) ;
% Update d e t e c t e d : f 1= some express ion ( f1 , . . . )
g f 1= g tmp brus se l a tor 00148 ;
f 1= tmp brus se l a tor 00148 ;
c l e a r tmp brus se l a tor 00019 ;
tmp brus se l a tor 00025= 5.0/ 6 ;
g F (1)= (−2∗ g x (1) )+ tmp brus se l a tor 00025 ∗ h∗ h∗ g f 1 ;
F(1)= prm(2)− 2∗ x (1)+ tmp brus se l a tor 00025 ∗ h∗ h∗ f 1 ;
c l e a r tmp brus se l a tor 00025 ;
tmp brus se l a tor 00029= 5.0/ 6 ;
g F (2)= (−2∗ g x (2) )+ tmp brus se l a tor 00029 ∗ h∗ h∗ g f 2 ;
F(2)= prm(6) / prm(2)− 2∗ x (2)+ tmp brus se l a tor 00029 ∗ h∗ h∗ f 2 ;
c l e a r tmp brus se l a tor 00029 ;
tmp brus se l a tor 00032= (h∗ h) / 1 2 . 0 ;
g F (3)= g x (1)+ tmp brus se l a tor 00032 ∗ g f 1 ;
F(3)= x (1)+ tmp brus se l a tor 00032 ∗ f 1 ;
c l e a r tmp brus se l a tor 00032 ;
tmp brus se l a tor 00035= (h∗ h) / 1 2 . 0 ;
g F (4)= g x (2)+ tmp brus se l a tor 00035 ∗ g f 2 ;
F(4)= x (2)+ tmp brus se l a tor 00035 ∗ f 2 ;
c l e a r tmp brus se l a tor 00035 ;
tmp brus se l a tor 00037= dim/ 2 ;
tmp brus se l a tor 00038= tmp brus se l a tor 00037− 2 ;
f o r i= 1 : tmp brus se l a tor 00038
tmp brus se l a tor 00041= (−prm(1) ˆ 2) / prm(5) ;
tmp brus se l a tor 00042= 2∗ i ;
tmp brus se l a tor 00043= tmp brus se l a tor 00042+ 1 ;
g tmp x 00008= g x ( tmp brus se l a tor 00043 ) ;
tmp x 00008= x( tmp brus se l a tor 00043 ) ;
tmp brus se l a tor 00044= tmp x 00008 ˆ 2 ;
tmp brus se l a tor 00045= tmp brus se l a tor 00042+ 2 ;
tmp x 00009= x( tmp brus se l a tor 00045 ) ;
g f 2= tmp brus se l a tor 00041 ∗ ( ls mprod (2∗ tmp x 00008 ∗ g tmp x 00008 , ...
tmp brus se l a tor 00044 , g x ( tmp brus se l a tor 00045 ) , tmp x 00009 )− prm(6) ∗ ...
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g tmp x 00008 ) ;
f 2= tmp brus se l a tor 00041 ∗ ( tmp brus se l a tor 00044 ∗ tmp x 00009− prm(6) ∗ ...
tmp x 00008 ) ;
c l e a r g tmp x 00008 tmp x 00009 tmp brus se l a tor 00041 tmp brus se l a tor 00042 ...
tmp brus se l a tor 00043 tmp x 00008 tmp brus se l a tor 00044 ...
tmp brus se l a tor 00045 ;
tmp brus se l a tor 00051= (−prm(1) ˆ 2) / prm(4) ;
tmp brus se l a tor 00052= prm(6)+ 1 ;
tmp brus se l a tor 00054= 2∗ i+ 1 ;
g f 1= tmp brus se l a tor 00051 ∗ tmp brus se l a tor 00052 ∗ g x ( tmp brus se l a tor 00054 ) ;
f 1= tmp brus se l a tor 00051 ∗ tmp brus se l a tor 00052 ∗ x ( tmp brus se l a tor 00054 ) ;
c l e a r tmp brus se l a tor 00054 tmp brus se l a tor 00052 tmp brus se l a tor 00051 ;
tmp brus se l a tor 00056= prm(1) ˆ 2/ prm(4) ;
tmp brus se l a tor 00057= 2∗ i ;
tmp brus se l a tor 00058= tmp brus se l a tor 00057+ 1 ;
tmp x 00011= x( tmp brus se l a tor 00058 ) ;
tmp brus se l a tor 00059= tmp x 00011 ˆ 2 ;
tmp brus se l a tor 00060= tmp brus se l a tor 00057+ 2 ;
tmp x 00012= x( tmp brus se l a tor 00060 ) ;
g tmp brus se l a tor 00149= g f 1+ ( tmp brus se l a tor 00056 ∗ 2∗ tmp x 00011 ∗ g x (...
tmp brus se l a tor 00058 ) ∗ tmp x 00012+ tmp brus se l a tor 00056 ∗ ...
tmp brus se l a tor 00059 ∗ g x ( tmp brus se l a tor 00060 ) ) ;
tmp brus se l a tor 00149= f1+ tmp brus se l a tor 00056 ∗ tmp brus se l a tor 00059 ∗ ...
tmp x 00012 ;
% Update d e t e c t e d : f 1= some express ion ( f1 , . . . )
g f 1= g tmp brus se l a tor 00149 ;
f 1= tmp brus se l a tor 00149 ;
c l e a r tmp x 00012 tmp brus se l a tor 00056 tmp brus se l a tor 00057 ...
tmp brus se l a tor 00058 tmp x 00011 tmp brus se l a tor 00059 ...
tmp brus se l a tor 00060 ;
tmp brus se l a tor 00067= p∗ ( i+ 1) ∗ h ;
g tmp brus se l a tor 00150= g f 1 ;
tmp brus se l a tor 00150= f1+ prm(1) ˆ 2/ prm(4) ∗ (prm(2) / (1+ exp (p ) ) ) ∗ ( exp ( ...
tmp brus se l a tor 00067 )+ exp (p− tmp brus se l a tor 00067 ) ) ;
% Update d e t e c t e d : f 1= some express ion ( f1 , . . . )
g f 1= g tmp brus se l a tor 00150 ;
f 1= tmp brus se l a tor 00150 ;
c l e a r tmp brus se l a tor 00067 ;
tmp brus se l a tor 00071= 2∗ i ;
tmp brus se l a tor 00072= tmp brus se l a tor 00071− 1 ;
tmp brus se l a tor 00073= tmp brus se l a tor 00071+ 1 ;
tmp brus se l a tor 00075= (h∗ h) / 1 2 . 0 ;
g F (2∗ i− 1)= g F ( tmp brus se l a tor 00072 )+ g x ( tmp brus se l a tor 00073 )+ ...
tmp brus se l a tor 00075 ∗ g f 1 ;
F(2∗ i− 1)= F( tmp brus se l a tor 00072 )+ x( tmp brus se l a tor 00073 )+ ...
tmp brus se l a tor 00075 ∗ f 1 ;
c l e a r tmp brus se l a tor 00071 tmp brus se l a tor 00072 tmp brus se l a tor 00075 ...
tmp brus se l a tor 00073 ;
tmp brus se l a tor 00077= 2∗ i ;
tmp brus se l a tor 00078= tmp brus se l a tor 00077+ 2 ;
tmp brus se l a tor 00080= (h∗ h) / 1 2 . 0 ;
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g F (2∗ i )= g F ( tmp brus se l a tor 00077 )+ g x ( tmp brus se l a tor 00078 )+ ...
tmp brus se l a tor 00080 ∗ g f 2 ;
F(2∗ i )= F( tmp brus se l a tor 00077 )+ x( tmp brus se l a tor 00078 )+ ...
tmp brus se l a tor 00080 ∗ f 2 ;
c l e a r tmp brus se l a tor 00077 tmp brus se l a tor 00080 tmp brus se l a tor 00078 ;
tmp brus se l a tor 00083= 2∗ i+ 1 ;
tmp brus se l a tor 00085= 5.0/ 6 ;
g F (2∗ i+ 1)= g F ( tmp brus se l a tor 00083 )− 2∗ g x ( tmp brus se l a tor 00083 )+ ...
tmp brus se l a tor 00085 ∗ h∗ h∗ g f 1 ;
F(2∗ i+ 1)= F( tmp brus se l a tor 00083 )− 2∗ x ( tmp brus se l a tor 00083 )+ ...
tmp brus se l a tor 00085 ∗ h∗ h∗ f 1 ;
c l e a r tmp brus se l a tor 00085 tmp brus se l a tor 00083 ;
tmp brus se l a tor 00088= 2∗ i+ 2 ;
tmp brus se l a tor 00090= 5.0/ 6 ;
g F (2∗ i+ 2)= g F ( tmp brus se l a tor 00088 )− 2∗ g x ( tmp brus se l a tor 00088 )+ ...
tmp brus se l a tor 00090 ∗ h∗ h∗ g f 2 ;
F(2∗ i+ 2)= F( tmp brus se l a tor 00088 )− 2∗ x ( tmp brus se l a tor 00088 )+ ...
tmp brus se l a tor 00090 ∗ h∗ h∗ f 2 ;
c l e a r tmp brus se l a tor 00090 tmp brus se l a tor 00088 ;
tmp brus se l a tor 00092= 2∗ i ;
tmp brus se l a tor 00093= tmp brus se l a tor 00092+ 3 ;
tmp brus se l a tor 00094= tmp brus se l a tor 00092+ 1 ;
tmp brus se l a tor 00096= (h∗ h) / 1 2 . 0 ;
g F (2∗ i+ 3)= g F ( tmp brus se l a tor 00093 )+ g x ( tmp brus se l a tor 00094 )+ ...
tmp brus se l a tor 00096 ∗ g f 1 ;
F(2∗ i+ 3)= F( tmp brus se l a tor 00093 )+ x( tmp brus se l a tor 00094 )+ ...
tmp brus se l a tor 00096 ∗ f 1 ;
c l e a r tmp brus se l a tor 00092 tmp brus se l a tor 00093 tmp brus se l a tor 00096 ...
tmp brus se l a tor 00094 ;
tmp brus se l a tor 00098= 2∗ i ;
tmp brus se l a tor 00099= tmp brus se l a tor 00098+ 4 ;
tmp brus se l a tor 00100= tmp brus se l a tor 00098+ 2 ;
tmp brus se l a tor 00102= (h∗ h) / 1 2 . 0 ;
g F (2∗ i+ 4)= g F ( tmp brus se l a tor 00099 )+ g x ( tmp brus se l a tor 00100 )+ ...
tmp brus se l a tor 00102 ∗ g f 2 ;
F(2∗ i+ 4)= F( tmp brus se l a tor 00099 )+ x( tmp brus se l a tor 00100 )+ ...
tmp brus se l a tor 00102 ∗ f 2 ;
c l e a r tmp brus se l a tor 00098 tmp brus se l a tor 00099 tmp brus se l a tor 00102 ...
tmp brus se l a tor 00100 ;
tmp brus se l a tor 00037= dim/ 2 ;
tmp brus se l a tor 00038= tmp brus se l a tor 00037− 2 ;
end
c l e a r tmp brus se l a tor 00037 tmp brus se l a tor 00038 ;
tmp brus se l a tor 00106= (−prm(1) ˆ 2) / prm(5) ;
tmp brus se l a tor 00107= dim− 1 ;
g tmp x 00019= g x ( tmp brus se l a tor 00107 ) ;
tmp x 00019= x( tmp brus se l a tor 00107 ) ;
tmp brus se l a tor 00108= tmp x 00019 ˆ 2 ;
tmp x 00020= x(dim) ;
g f 2= tmp brus se l a tor 00106 ∗ ( ls mprod (2∗ tmp x 00019 ∗ g tmp x 00019 , ...
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tmp brus se l a tor 00108 , g x (dim) , tmp x 00020 )− prm(6) ∗ g tmp x 00019 ) ;
f 2= tmp brus se l a tor 00106 ∗ ( tmp brus se l a tor 00108 ∗ tmp x 00020− prm(6) ∗ tmp x 00019 ...
) ;
c l e a r g tmp x 00019 tmp x 00020 tmp brus se l a tor 00106 tmp brus se l a tor 00107 ...
tmp x 00019 tmp brus se l a tor 00108 ;
tmp brus se l a tor 00114= (−prm(1) ˆ 2) / prm(4) ;
tmp brus se l a tor 00115= prm(6)+ 1 ;
tmp brus se l a tor 00116= dim− 1 ;
g tmp x 00021= g x ( tmp brus se l a tor 00116 ) ;
tmp x 00021= x( tmp brus se l a tor 00116 ) ;
tmp brus se l a tor 00118= tmp x 00021 ˆ 2 ;
tmp x 00022= x(dim) ;
g f 1= tmp brus se l a tor 00114 ∗ ( tmp brus se l a tor 00115 ∗ g tmp x 00021− l s mprod (2∗ ...
tmp x 00021 ∗ g tmp x 00021 , tmp brus se l a tor 00118 , g x (dim) , tmp x 00022 ) ) ;
f 1= tmp brus se l a tor 00114 ∗ ( tmp brus se l a tor 00115 ∗ tmp x 00021− ...
tmp brus se l a tor 00118 ∗ tmp x 00022 ) ;
c l e a r g tmp x 00021 tmp x 00022 tmp brus se l a tor 00114 tmp brus se l a tor 00115 ...
tmp brus se l a tor 00116 tmp x 00021 tmp brus se l a tor 00118 ;
tmp brus se l a tor 00125= p∗ h ;
g tmp brus se l a tor 00151= g f 1 ;
tmp brus se l a tor 00151= f1+ prm(1) ˆ 2/ prm(4) ∗ (prm(2) / (1+ exp (p ) ) ∗ ( exp (...
tmp brus se l a tor 00125 )+ exp (p− tmp brus se l a tor 00125 ) ) ) ;
% Update d e t e c t e d : f 1= some express ion ( f1 , . . . )
g f 1= g tmp brus se l a tor 00151 ;
f 1= tmp brus se l a tor 00151 ;
c l e a r tmp brus se l a tor 00125 ;
tmp brus se l a tor 00130= dim− 3 ;
tmp brus se l a tor 00131= dim− 1 ;
tmp brus se l a tor 00133= (h∗ h) / 1 2 . 0 ;
g F (dim− 3)= g F ( tmp brus se l a tor 00130 )+ g x ( tmp brus se l a tor 00131 )+ ...
tmp brus se l a tor 00133 ∗ g f 1 ;
F(dim− 3)= F( tmp brus se l a tor 00130 )+ x( tmp brus se l a tor 00131 )+ ...
tmp brus se l a tor 00133 ∗ f 1 ;
c l e a r tmp brus se l a tor 00130 tmp brus se l a tor 00133 tmp brus se l a tor 00131 ;
tmp brus se l a tor 00135= dim− 2 ;
tmp brus se l a tor 00137= (h∗ h) / 1 2 . 0 ;
g F (dim− 2)= g F ( tmp brus se l a tor 00135 )+ g x (dim)+ tmp brus se l a tor 00137 ∗ g f 2 ;
F(dim− 2)= F( tmp brus se l a tor 00135 )+ x(dim)+ tmp brus se l a tor 00137 ∗ f 2 ;
c l e a r tmp brus se l a tor 00135 tmp brus se l a tor 00137 ;
tmp brus se l a tor 00139= dim− 1 ;
tmp brus se l a tor 00141= 5.0/ 6 ;
g F (dim− 1)= g F ( tmp brus se l a tor 00139 )− 2∗ g x ( tmp brus se l a tor 00139 )+ ...
tmp brus se l a tor 00141 ∗ h∗ h∗ g f 1 ;
F(dim− 1)= F( tmp brus se l a tor 00139 )− 2∗ x ( tmp brus se l a tor 00139 )+ prm(2)+ ...
tmp brus se l a tor 00141 ∗ h∗ h∗ f 1 ;
c l e a r tmp brus se l a tor 00139 tmp brus se l a tor 00141 ;
tmp brus se l a tor 00145= 5.0/ 6 ;
g F (dim)= g F (dim)− 2∗ g x (dim)+ tmp brus se l a tor 00145 ∗ h∗ h∗ g f 2 ;
F(dim)= F(dim)− 2∗ x (dim)+ prm(6) / prm(2)+ tmp brus se l a tor 00145 ∗ h∗ h∗ f 2 ;
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c l e a r tmp brus se l a tor 00145 ;
i f ( nargoutmapper 00000( nargout )> 1)
s= whos ( ) ;
mem= sum ( [ s ( : ) . bytes ] ) ;
end
Listing 15: Abgeleiteter Quelltext zur Berechnung des Brusselators
A.3 Geometric modes
Die Funktion berechnet den ersten Teil einer dreiteiligen Kette von Programmen, die
in unterschiedlichen Programmiersprachen implementiert wurden. Die Kette dient der
Berechnung eines Tragfla¨chenprofils fu¨r Verkehrsflugzeuge [15]. Der erste Teil berechnet
die U¨berlagerung von sogenannten
”
Moden“ auf einem Profil eines Flugzeugtragflu¨ges.
Der Tragflu¨gel wird in der unten angegebenen Gleichung durch A0 bezeichnet und die
Moden Aj u¨berlagern, durch die Gewichte ξj gesteuert, das Basisprofil unterschiedlich
stark:
A(ξ) = A0 +
n∑
j=1
ξjAj
Der Quelltext stammt vom Aerodynamischen Institut der RWTH Aachen und wurde
im Rahmen des SFB 401
”
Stro¨mungsbeeinflussung und Stro¨mungs-Struktur-Wechsel-
wirkung an Tragflu¨geln“ erstellt. Das Beispielproblem besteht aus einer Datei, welche
26 eloc entha¨lt. Die Problemgro¨ße fu¨r das Beispielproblem kann nicht vera¨ndert werden,
sondern ist zu n = 8 gesetzt. Es werden 8 Richtungsableitungen in einer Datei mit 53
eloc berechnet. Der Quelltext geho¨rt dem Aerodynamischen Institut der RWTH Aachen
University und wird hier deswegen nicht abgedruckt.
A.4 Swirling flow
Aus der MINPACK-2 Sammlung [80] von Optimierungsproblemen stammt dieses Bei-
spielproblem. Es beschreibt den Fluss einer viskosen Flu¨ssigkeit zwischen zwei unend-
lichen Scheiben. Der Quelltext liegt im Original in Fortran -77 vor und wurde nach
MATLAB portiert (siehe Listing 16). Der Quelltext besteht aus 139 eloc.
f unc t i on [ fvec , mem] = sw i r l ( x , e p s i l o n )
% SWIRL Def ines a system o f non l i n ear e qua t i on s f ( x ) = 0
% where f : Rˆn −> Rˆn r e p r e s e n t s t he r e s i d u a l s . The
% non l i n ear system d e s c r i b e s t he s w i r l i n g f l ow between
% two d i s k s . More p r e c i s e l y , t h e s t e ady f l ow o f v i s c ous ,
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% incompre s s i b l e , ax i symmetr i c f l u i d between two r o t a t i n g
% i n f i n i t e c o a x i a l d i s k s l e a d s to a system o f two boundary
% va lue prob lems t h a t are s o l v e d by a c o l l o c a t i o n method .
%
% FVEC = SWIRL(X,EPSILON) e v a l u a t e s t he f un c t i on at a
% v e c t o r X and re t u rn s t he f un c t i on va l ue in FVEC. The
% l e n g t h o f both v e c t o r s i s a mu l t i p l e o f 14 . The parameter
% EPSILON d e s c r i b e s t he v i s c o s i t y o f t he f l u i d .
%
% See Problem 2.2 o f t he f o l l o w i n g r epor t f o r more d e t a i l s :
% B.M. Averick , R.G. Carter , J . J . More and G.−L . Xue .
% The MINPACK−2 Test Problem Co l l e c t i on , Prepr i n t MCS−P−153−0692,
% Mathematics and Computer Sc i ence Div i s ion , Argonne Nat iona l
% Laboratory , 1992.
%
% Ported 2007 at RWTH Aachen Un i v e r s i t y
% 04/20/07 by B. Kuhlmann and H. Martin Buecker based on
% the implementat ion o f t he MINPACK−2 rou t i n e DSFDFJ by
% Bre t t M. Averick , 1993.
n = l ength (x ) ;
bc = 3 ;
cpts = 4 ;
fdeg = 4 ;
gdeg = 2 ;
mdeg = 4 ;
dim = mdeg + cpts − 1 ;
npi = 2∗ cpts+gdeg+fdeg ;
omega1 = −1;
omega2 = 1 ;
rhnfhk = ze ro s ( cpts , dim+1, dim+1, mdeg+1);
rho = ze ro s ( cpts , 1 ) ;
wg = ze ro s ( gdeg +1 ,1) ;
wf= ze ro s ( fdeg +1 ,1) ;
f v e c = ze ro s (n , 1 ) ;
rho (1)=0.694318413734436035 d−1;
rho (2)=0.330009490251541138 d0 ;
rho (3)=0.669990539550781250 d0 ;
rho (4)=0.930568158626556396 d0 ;
% I n i t i a l i z a t i o n
nint = n / 14 ;
h = 1 / n int ;
%Store a l l p o s s i b l e comb inat ions o f rho , h , and n f a c t o r i a l .
hm = 1 ;
f o r m = 0: mdeg
f o r i = 1 : cpts
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r ho i j h = hm;
f o r j = 0 : dim ;
nf = 1 ;
f o r k = 0 : dim ;
rhnfhk ( i , j +1,k+1,m+1) = rho i j h / nf ;
nf = nf ∗( k+1);
end ;
r ho i j h = rho i j h ∗ rho ( i ) ;
end ;
end ;
hm = hm∗h ;
end ;
%Set up t he boundary e qua t i on s at t = 0
% f (0) = 0 , f ’ ( 0 ) = 0 , g (0) = omega1
f v e c (1) = x ( 1 ) ;
f v e c (2) = x ( 2 ) ;
f v e c (3) = x( cpts + fdeg + 1) − omega1 ;
%Set up t he c o l l o c a t i o n e qua t i on s
f o r i = 1 : n int ;
var1 = ( i −1)∗npi ;
eqn1 = var1 + bc ;
var2 = var1 + cpts +fdeg ;
eqn2 = eqn1 + cpts ;
f o r k = 1 : cpts ;
f o r m = 1 : fdeg +1;
wf (m) = 0 ;
f o r j = m : fdeg ;
wf (m) = wf (m) + rhnfhk (k , j−m+1, j−m+1, j−m+1)∗x ( var1+j ) ;
end ;
f o r j = 1 : cpts ;
wf (m) = wf (m) + x( var1+fdeg+j )∗ rhnfhk (k , fdeg+j−m+1, fdeg+j−m+1, fdeg−m+2);
end ;
end ;
f o r m = 1 : gdeg + 1 ;
wg(m) = 0 ;
f o r j = m : gdeg ;
wg(m) = wg(m) + rhnfhk (k , j−m+1, j−m+1, j−m+1)∗x ( var2+j ) ;
end ;
f o r j = 1 : cpts ;
wg(m) = wg(m) + x( var2+gdeg+j )∗ rhnfhk (k , gdeg+j−m+1,gdeg+j−m+1,gdeg−m+2);
end ;
end ;
f v e c ( eqn1+k ) = ep s i l o n ∗wf (5) + wf (4)∗wf (1) + wg(2)∗wg ( 1 ) ;
f v e c ( eqn2+k ) = ep s i l o n ∗wg(3) + wf (1)∗wg(2) − wf (2)∗wg ( 1 ) ;
end ;
end ;
%Set up t he c o n t i n u i t y e qua t i on s
f o r i = 1 : n int − 1 ;
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var1 = ( i −1)∗npi ;
eqn1 = var1 + bc + 2∗ cpts ;
var2 = var1 + fdeg + cpts ;
eqn2 = eqn1 + fdeg ;
f o r m = 1: fdeg ;
wf (m) = 0 ;
f o r j = m: fdeg ;
wf (m) = wf (m) + rhnfhk (1 , 1 , j−m+1, j−m+1)∗x ( var1+j ) ;
end ;
f o r j = 1 : cpts ;
wf (m) = wf (m) + rhnfhk (1 , 1 , fdeg+j−m+1, fdeg−m+2)∗x ( var1+fdeg+j ) ;
end ;
end ;
f o r m = 1: gdeg ;
wg(m) = 0 ;
f o r j = m: gdeg ;
wg(m) = wg(m) + rhnfhk (1 , 1 , j−m+1, j−m+1)∗x ( var2+j ) ;
end ;
f o r j = 1 : cpts ;
wg(m) = wg(m) + rhnfhk (1 , 1 , gdeg+j−m+1,gdeg−m+2)∗x ( var2+gdeg+j ) ;
end ;
end ;
f o r m = 1: fdeg ;
f v e c ( eqn1+m) = x( var1+npi+m) − wf (m) ;
end ;
f o r m = 1: gdeg ;
f v e c ( eqn2+m) = x( var2+npi+m) − wg(m) ;
end ;
end ;
% Prepare f o r s e t t i n g up t he boundary c ond i t i o n s at t = 1 .
var1 = n − npi ;
f o r m = 1: fdeg + 1 ;
wf (m) = 0 ;
f o r j = m: fdeg ;
wf (m) = wf (m) + rhnfhk (1 , 1 , j−m+1, j−m+1)∗x ( var1+j ) ;
end ;
f o r j = 1 : cpts ;
wf (m) = wf (m) + rhnfhk (1 , 1 , fdeg+j−m+1, fdeg−m+2)∗x ( var1+fdeg+j ) ;
end ;
end ;
var2 = var1 + fdeg + cpts ;
f o r m = 1: gdeg + 1 ;
wg(m) = 0 ;
f o r j = m: gdeg ;
wg(m) = wg(m) + rhnfhk (1 , 1 , j−m+1, j−m+1)∗x ( var2+j ) ;
end ;
f o r j = 1 : cpts ;
wg(m) = wg(m) + rhnfhk (1 , 1 , gdeg+j−m+1,gdeg−m+2)∗x ( var2+gdeg+j ) ;
end ;
end ;
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% Set up t he boundary e qua t i on s at t = 1 .
% f (1) = 0 , f ’ ( 1 ) = 0 , g (1) = omega2 .
f v e c (n−2) = wf ( 1 ) ;
f v e c (n−1) = wf ( 2 ) ;
f v e c (n) = wg(1) − omega2 ;
i f ( nargout >1)
s= whos ( ) ;
mem= sum ( [ s ( : ) . bytes ] ) ;
end
Listing 16: Portierung des MINPACK-2 Testproblems
”
swirling flow“
Der abgeleitete Quelltext zur Berechnung von ∂fvec
∂x
beno¨tigt 246 eloc und ist in Listing 17
abgebildet. Sofern nicht anders angegeben wurde als Problemgro¨ße length(x)==56 ge-
wa¨hlt und auch 56 Richtungsableitungen berechnet.
%
% DISCLAIMER
%
%
% This f i l e was g ene ra t e d by :
% ADiMat v e r s i on 0 . 5 . 2 ( beta , l c s e , g c s e (ß ) , fwdmd , 2fwdmd , op t l s , c on s t f o l d , narg ...
, vararg (ß ) , Jun 27 2008) arch : x86 64−pc−l i nux−gnu
% compi l ed Jun 27 2008 wi th gcc I n t e l (R) C++ g++ 4.1 mode .
% Copyr i gh t 2001− 2007 Andre Vehresch i ld , I n s t i t u t e f o r
% S c i e n t i f i c Computing , Aachen Un i v e r s i t y , D−52056 Aachen , Germany .
% h t t p ://www. sc . rwth−aachen . de/ v e h r e s c h i l d / adimat /
% This f i l e was augmented on Thu Ju l 24 11 : 21 : 47 2008
%
% ADiMat was prepared as par t o f an employment at t he I n s t i t u t e
% f o r S c i e n t i f i c Computing , RWTH Aachen Un i v e r s i t y , Germany and i s
% prov i ded AS IS . NEITHER THE AUTHOR(S) , THE GOVERNMENT OF THE FEDERAL
% REPUBLIC OF GERMANY NOR ANY AGENCY THEREOF, NOR THE RWTH AACHEN UNIVERSITY,
% INCLUDING ANY OF THEIR EMPLOYEES OR OFFICERS , MAKES ANY WARRANTY,
% EXPRESS OR IMPLIED, OR ASSUMES ANY LEGAL LIABILITY OR RESPONSIBILITY
% FOR THE ACCURACY, COMPLETENESS, OR USEFULNESS OF ANY INFORMATION OR
% PROCESS DISCLOSED, OR REPRESENTS THAT ITS USE WOULD NOT INFRINGE
% PRIVATELY OWNED RIGHTS.
%
% Globa l f l a g s were :
% FORWARDMODE −− Apply t he forward mode to t he f i l e s .
% NOGLOBALCSE −− Prevent s t he a p p l i c a t i o n o f g l o b a l common su b e x p r e s s i on
% e l im i n a t i on a f t e r c a n on i c a l i z i n g t he code .
% FUNCMODE −− I n p u t f i l e i s a f un c t i on ( This f l a g can not be s e t e x p l i c i t l y ) .
% VISITFWDMD −− Use t he v i s i t o r to g ene ra t e t he d i f f e r e n t i a t e d code .
% AD IVARS= x
% AD DVARS= f v e c
f unc t i on [ g f vec , fvec , mem]= g sw i r l ( g x , x , e p s i l o n )
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% SWIRL Def ines a system o f non l i n ear e qua t i on s f ( x ) = 0
% where f : Rˆn −> Rˆn r e p r e s e n t s t he r e s i d u a l s . The
% non l i n ear system d e s c r i b e s t he s w i r l i n g f l ow between
% two d i s k s . More p r e c i s e l y , t h e s t e ady f l ow o f v i s c ous ,
% incompre s s i b l e , ax i symmetr i c f l u i d between two r o t a t i n g
% i n f i n i t e c o a x i a l d i s k s l e a d s to a system o f two boundary
% va lue prob lems t h a t are s o l v e d by a c o l l o c a t i o n method .
%
% FVEC = SWIRL(X,EPSILON) e v a l u a t e s t he f un c t i on at a
% v e c t o r X and re t u rn s t he f un c t i on va l ue in FVEC. The
% l e n g t h o f both v e c t o r s i s a mu l t i p l e o f 14 . The parameter
% EPSILON d e s c r i b e s t he v i s c o s i t y o f t he f l u i d .
%
% See Problem 2.2 o f t he f o l l o w i n g r epor t f o r more d e t a i l s :
% B.M. Averick , R.G. Carter , J . J . More and G.−L . Xue .
% The MINPACK−2 Test Problem Co l l e c t i on , Prepr i n t MCS−P−153−0692,
% Mathematics and Computer Sc i ence Div i s ion , Argonne Nat iona l
% Laboratory , 1992.
%
% Ported 2007 at RWTH Aachen Un i v e r s i t y
% 04/20/07 by B. Kuhlmann and H. Martin Buecker based on
% the implementat ion o f t he MINPACK−2 rou t i n e DSFDFJ by
% Bre t t M. Averick , 1993.
nargoutmapper 00000= [ 0 , 1 , 2 ] ;
n= l ength ( x ) ;
bc= 3 ;
cpts= 4 ;
fdeg= 4 ;
gdeg= 2 ;
mdeg= 4 ;
dim= mdeg+ cpts− 1 ;
npi= 2∗ cpts+ gdeg+ fdeg ;
tmp swir l 00001= dim+ 1 ;
rhnfhk= ze ro s ( cpts , tmp swir l 00001 , tmp swir l 00001 , mdeg+ 1) ;
c l e a r tmp swir l 00001 ;
rho= ze ro s ( cpts , 1) ;
wg= ze ro s ( gdeg+ 1 , 1) ;
g wg= g ze r o s ( s i z e (wg) ) ;
wf= ze ro s ( fdeg+ 1 , 1) ;
g wf= g ze r o s ( s i z e (wf ) ) ;
f v e c= ze ro s (n , 1) ;
g f v e c= g ze r o s ( s i z e ( f v e c ) ) ;
rho (1)= 0.694318413734436035 d−1;
rho (2)= 0.330009490251541138 d0 ;
rho (3)= 0.669990539550781250 d0 ;
rho (4)= 0.930568158626556396 d0 ;
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% I n i t i a l i z a t i o n
nint= n/ 14 ;
hm= 1 ;
f o r m= 0: mdeg
f o r i= 1 : cpts
r ho i j h= hm;
f o r j= 0 : dim ;
nf= 1 ;
f o r k= 0 : dim ;
rhnfhk ( i , j+ 1 , k+ 1 , m+ 1)= rho i j h / nf ;
tmp swir l 00066= nf ∗ ( k+ 1) ;
% Update d e t e c t e d : n f= some express ion ( nf , . . . )
nf= tmp swir l 00066 ;
end ;
tmp swir l 00067= rho i j h ∗ rho ( i ) ;
% Update d e t e c t e d : r h o i j h= some express ion ( rho i j h , . . . )
r ho i j h= tmp swir l 00067 ;
end ;
end ;
tmp swir l 00068= hm∗ 1/ n int ;
% Update d e t e c t e d : hm= some express ion (hm , . . . )
hm= tmp swir l 00068 ;
end ;
%Set up t he boundary e qua t i on s at t = 0
% f (0) = 0 , f ’ ( 0 ) = 0 , g (0) = omega1
g f v e c (1)= g x (1) ;
f v e c (1)= x (1) ;
g f v e c (2)= g x (2) ;
f v e c (2)= x (2) ;
tmp swir l 00006= cpts+ fdeg+ 1 ;
g f v e c (3)= g x ( tmp swir l 00006 ) ;
f v e c (3)= x( tmp swir l 00006 )− (−1) ;
%Set up t he c o l l o c a t i o n e qua t i on s
c l e a r tmp swir l 00006 ;
f o r i= 1 : n int ;
var1= ( i− 1) ∗ npi ;
eqn1= var1+ bc ;
var2= var1+ cpts+ fdeg ;
eqn2= eqn1+ cpts ;
f o r k= 1 : cpts ;
tmp swir l 00008= fdeg+ 1 ;
f o r m= 1: tmp swir l 00008 ;
wf (m)= 0 ;
g wf (m)= g ze r o s ( s i z e (wf (m) ) ) ;
f o r j= m: fdeg ;
tmp swir l 00009= j− m+ 1;
tmp swir l 00010= var1+ j ;
g wf (m)= g wf (m)+ rhnfhk (k , tmp swir l 00009 , tmp swir l 00009 , ...
tmp swir l 00009 ) ∗ g x ( tmp swir l 00010 ) ;
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wf (m)= wf (m)+ rhnfhk (k , tmp swir l 00009 , tmp swir l 00009 , ...
tmp swir l 00009 ) ∗ x ( tmp swir l 00010 ) ;
c l e a r tmp swir l 00010 tmp swir l 00009 ;
end ;
f o r j= 1 : cpts ;
tmp swir l 00012= var1+ fdeg+ j ;
tmp swir l 00013= fdeg+ j− m+ 1;
tmp swir l 00014= fdeg− m+ 2;
g wf (m)= g wf (m)+ g x ( tmp swir l 00012 ) ∗ rhnfhk (k , tmp swir l 00013 , ...
tmp swir l 00013 , tmp swir l 00014 ) ;
wf (m)= wf (m)+ x( tmp swir l 00012 ) ∗ rhnfhk (k , tmp swir l 00013 , ...
tmp swir l 00013 , tmp swir l 00014 ) ;
c l e a r tmp swir l 00014 tmp swir l 00012 tmp swir l 00013 ;
end ;
tmp swir l 00008= fdeg+ 1 ;
end ;
c l e a r tmp swir l 00008 ;
tmp swir l 00016= gdeg+ 1 ;
f o r m= 1: tmp swir l 00016 ;
wg(m)= 0 ;
g wg (m)= g ze r o s ( s i z e (wg(m) ) ) ;
f o r j= m: gdeg ;
tmp swir l 00017= j− m+ 1;
tmp swir l 00018= var2+ j ;
g wg (m)= g wg (m)+ rhnfhk (k , tmp swir l 00017 , tmp swir l 00017 , ...
tmp swir l 00017 ) ∗ g x ( tmp swir l 00018 ) ;
wg(m)= wg(m)+ rhnfhk (k , tmp swir l 00017 , tmp swir l 00017 , ...
tmp swir l 00017 ) ∗ x ( tmp swir l 00018 ) ;
c l e a r tmp swir l 00018 tmp swir l 00017 ;
end ;
f o r j= 1 : cpts ;
tmp swir l 00020= var2+ gdeg+ j ;
tmp swir l 00021= gdeg+ j− m+ 1;
tmp swir l 00022= gdeg− m+ 2;
g wg (m)= g wg (m)+ g x ( tmp swir l 00020 ) ∗ rhnfhk (k , tmp swir l 00021 , ...
tmp swir l 00021 , tmp swir l 00022 ) ;
wg(m)= wg(m)+ x( tmp swir l 00020 ) ∗ rhnfhk (k , tmp swir l 00021 , ...
tmp swir l 00021 , tmp swir l 00022 ) ;
c l e a r tmp swir l 00022 tmp swir l 00020 tmp swir l 00021 ;
end ;
tmp swir l 00016= gdeg+ 1 ;
end ;
c l e a r tmp swir l 00016 ;
tmp wf 00003= wf (4) ;
tmp wf 00004= wf (1) ;
tmp wg 00002= wg(2) ;
tmp wg 00003= wg(1) ;
g f v e c ( eqn1+ k)= ep s i l o n ∗ g wf (5)+ ls mprod ( g wf (4) , tmp wf 00003 , g wf (1) , ...
tmp wf 00004 )+ ls mprod ( g wg (2) , tmp wg 00002 , g wg (1) , tmp wg 00003 ) ;
f v e c ( eqn1+ k)= ep s i l o n ∗ wf (5)+ tmp wf 00003 ∗ tmp wf 00004+ tmp wg 00002 ∗ ...
tmp wg 00003 ;
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c l e a r tmp wg 00003 tmp wg 00002 tmp wf 00003 tmp wf 00004 ;
tmp wf 00005= wf (1) ;
tmp wg 00005= wg(2) ;
tmp wf 00006= wf (2) ;
tmp wg 00006= wg(1) ;
g f v e c ( eqn2+ k)= ep s i l o n ∗ g wg (3)+ ls mprod ( g wf (1) , tmp wf 00005 , g wg (2) , ...
tmp wg 00005 )− l s mprod ( g wf (2) , tmp wf 00006 , g wg (1) , tmp wg 00006 ) ;
f v e c ( eqn2+ k)= ep s i l o n ∗ wg(3)+ tmp wf 00005 ∗ tmp wg 00005− tmp wf 00006 ∗ ...
tmp wg 00006 ;
c l e a r tmp wg 00006 tmp wf 00006 tmp wf 00005 tmp wg 00005 ;
end ;
end ;
%Set up t he c o n t i n u i t y e qua t i on s
tmp swir l 00030= nint− 1 ;
f o r i= 1 : tmp swir l 00030 ;
var1= ( i− 1) ∗ npi ;
eqn1= var1+ bc+ 2∗ cpts ;
var2= var1+ fdeg+ cpts ;
eqn2= eqn1+ fdeg ;
f o r m= 1: fdeg ;
wf (m)= 0 ;
g wf (m)= g ze r o s ( s i z e (wf (m) ) ) ;
f o r j= m: fdeg ;
tmp swir l 00033= j− m+ 1;
tmp swir l 00034= var1+ j ;
g wf (m)= g wf (m)+ rhnfhk (1 , 1 , tmp swir l 00033 , tmp swir l 00033 ) ∗ g x (...
tmp swir l 00034 ) ;
wf (m)= wf (m)+ rhnfhk (1 , 1 , tmp swir l 00033 , tmp swir l 00033 ) ∗ x (...
tmp swir l 00034 ) ;
c l e a r tmp swir l 00034 tmp swir l 00033 ;
end ;
f o r j= 1 : cpts ;
tmp swir l 00036= fdeg+ j− m+ 1;
tmp swir l 00037= fdeg− m+ 2;
tmp swir l 00038= var1+ fdeg+ j ;
g wf (m)= g wf (m)+ rhnfhk (1 , 1 , tmp swir l 00036 , tmp swir l 00037 ) ∗ g x (...
tmp swir l 00038 ) ;
wf (m)= wf (m)+ rhnfhk (1 , 1 , tmp swir l 00036 , tmp swir l 00037 ) ∗ x (...
tmp swir l 00038 ) ;
c l e a r tmp swir l 00038 tmp swir l 00036 tmp swir l 00037 ;
end ;
end ;
f o r m= 1: gdeg ;
wg(m)= 0 ;
g wg (m)= g ze r o s ( s i z e (wg(m) ) ) ;
f o r j= m: gdeg ;
tmp swir l 00040= j− m+ 1;
tmp swir l 00041= var2+ j ;
g wg (m)= g wg (m)+ rhnfhk (1 , 1 , tmp swir l 00040 , tmp swir l 00040 ) ∗ g x (...
tmp swir l 00041 ) ;
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wg(m)= wg(m)+ rhnfhk (1 , 1 , tmp swir l 00040 , tmp swir l 00040 ) ∗ x (...
tmp swir l 00041 ) ;
c l e a r tmp swir l 00041 tmp swir l 00040 ;
end ;
f o r j= 1 : cpts ;
tmp swir l 00043= gdeg+ j− m+ 1;
tmp swir l 00044= gdeg− m+ 2;
tmp swir l 00045= var2+ gdeg+ j ;
g wg (m)= g wg (m)+ rhnfhk (1 , 1 , tmp swir l 00043 , tmp swir l 00044 ) ∗ g x (...
tmp swir l 00045 ) ;
wg(m)= wg(m)+ rhnfhk (1 , 1 , tmp swir l 00043 , tmp swir l 00044 ) ∗ x (...
tmp swir l 00045 ) ;
c l e a r tmp swir l 00045 tmp swir l 00043 tmp swir l 00044 ;
end ;
end ;
f o r m= 1: fdeg ;
tmp swir l 00047= var1+ npi+ m;
g f v e c ( eqn1+ m)= g x ( tmp swir l 00047 )− g wf (m) ;
f v e c ( eqn1+ m)= x ( tmp swir l 00047 )− wf (m) ;
c l e a r tmp swir l 00047 ;
end ;
f o r m= 1: gdeg ;
tmp swir l 00048= var2+ npi+ m;
g f v e c ( eqn2+ m)= g x ( tmp swir l 00048 )− g wg (m) ;
f v e c ( eqn2+ m)= x ( tmp swir l 00048 )− wg(m) ;
c l e a r tmp swir l 00048 ;
end ;
tmp swir l 00030= nint− 1 ;
end ;
% Prepare f o r s e t t i n g up t he boundary c ond i t i o n s at t = 1 .
c l e a r tmp swir l 00030 ;
var1= n− npi ;
tmp swir l 00049= fdeg+ 1 ;
f o r m= 1: tmp swir l 00049 ;
wf (m)= 0 ;
g wf (m)= g ze r o s ( s i z e (wf (m) ) ) ;
f o r j= m: fdeg ;
tmp swir l 00050= j− m+ 1;
tmp swir l 00051= var1+ j ;
g wf (m)= g wf (m)+ rhnfhk (1 , 1 , tmp swir l 00050 , tmp swir l 00050 ) ∗ g x (...
tmp swir l 00051 ) ;
wf (m)= wf (m)+ rhnfhk (1 , 1 , tmp swir l 00050 , tmp swir l 00050 ) ∗ x (...
tmp swir l 00051 ) ;
c l e a r tmp swir l 00051 tmp swir l 00050 ;
end ;
f o r j= 1 : cpts ;
tmp swir l 00053= fdeg+ j− m+ 1;
tmp swir l 00054= fdeg− m+ 2;
tmp swir l 00055= var1+ fdeg+ j ;
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g wf (m)= g wf (m)+ rhnfhk (1 , 1 , tmp swir l 00053 , tmp swir l 00054 ) ∗ g x (...
tmp swir l 00055 ) ;
wf (m)= wf (m)+ rhnfhk (1 , 1 , tmp swir l 00053 , tmp swir l 00054 ) ∗ x (...
tmp swir l 00055 ) ;
c l e a r tmp swir l 00055 tmp swir l 00053 tmp swir l 00054 ;
end ;
tmp swir l 00049= fdeg+ 1 ;
end ;
c l e a r tmp swir l 00049 ;
var2= var1+ fdeg+ cpts ;
tmp swir l 00057= gdeg+ 1 ;
f o r m= 1: tmp swir l 00057 ;
wg(m)= 0 ;
g wg (m)= g ze r o s ( s i z e (wg(m) ) ) ;
f o r j= m: gdeg ;
tmp swir l 00058= j− m+ 1;
tmp swir l 00059= var2+ j ;
g wg (m)= g wg (m)+ rhnfhk (1 , 1 , tmp swir l 00058 , tmp swir l 00058 ) ∗ g x (...
tmp swir l 00059 ) ;
wg(m)= wg(m)+ rhnfhk (1 , 1 , tmp swir l 00058 , tmp swir l 00058 ) ∗ x (...
tmp swir l 00059 ) ;
c l e a r tmp swir l 00059 tmp swir l 00058 ;
end ;
f o r j= 1 : cpts ;
tmp swir l 00061= gdeg+ j− m+ 1;
tmp swir l 00062= gdeg− m+ 2;
tmp swir l 00063= var2+ gdeg+ j ;
g wg (m)= g wg (m)+ rhnfhk (1 , 1 , tmp swir l 00061 , tmp swir l 00062 ) ∗ g x (...
tmp swir l 00063 ) ;
wg(m)= wg(m)+ rhnfhk (1 , 1 , tmp swir l 00061 , tmp swir l 00062 ) ∗ x (...
tmp swir l 00063 ) ;
c l e a r tmp swir l 00063 tmp swir l 00061 tmp swir l 00062 ;
end ;
tmp swir l 00057= gdeg+ 1 ;
end ;
% Set up t he boundary e qua t i on s at t = 1 .
% f (1) = 0 , f ’ ( 1 ) = 0 , g (1) = omega2 .
c l e a r tmp swir l 00057 ;
g f v e c (n− 2)= g wf (1) ;
f v e c (n− 2)= wf (1) ;
g f v e c (n− 1)= g wf (2) ;
f v e c (n− 1)= wf (2) ;
g f v e c (n)= g wg (1) ;
f v e c (n)= wg(1)− (1) ;
i f ( nargoutmapper 00000( nargout )> 1)
s= whos ( ) ;
mem= sum ( [ s ( : ) . bytes ] ) ;
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end
Listing 17: Abgeleiteter Quelltext des MINPACK-2 Testproblems aus Listing 16
A.5 Vandermonde solve
Diese Funktion dient innerhalb dieser Arbeit als kurzes aber hinreichend kompliziertes
Beispiel. Es wird die Vandermonde-Matrix erstellt und diese Matrix dann als Koef-
fizienten-Matrix im Gleichungssystemlo¨ser verwendet. Der Original-Quelltext wird in
Kapitel 1
”
Einfu¨hrung, Grundbegriffe und Problemstellung“ in Abbildung 1 gezeigt. Er
besteht aus 15 eloc und die abgeleitete Datei, welche in Abbildung 20 in Kapitel 3
”
Besonderheiten der Quelltext-Transformation von MATLAB “ gezeigt wird, aus 30 eloc.
Die vektorisierte Version dieses Beispielproblems ist in Listing 18 gezeigt und hat 11
eloc.
f unc t i on [ x , mem]= vms(a ,m, b)
% So l v e : V∗x=b , V∈ Rn×m
n= l ength ( a ) ;
% m=n , i f m unse t
i f nargin <2, m= n ; end
% b= 1 . . . n , i f b unse t
i f nargin <3
b=(1:n ) ’ ;
end
x= [ ones (n , 1 ) , repmat ( a , 1 , m−1).ˆ repmat ( 1 : (m−1) , n , 1 ) ]\ b ;
i f ( nargout >1)
s= whos ( ) ;
mem= sum ( [ s ( : ) . bytes ] ) ;
end
Listing 18: Vektorisierte Version der Vandermonde-Matrix Konstruktion mit nachge-
schaltetem Lo¨sen des Gleichungssystems
Abgeleitet hat die Datei dann 24 eloc und ist in Listing 19 abgebildet.
%
% DISCLAIMER
%
%
% This f i l e was g ene ra t e d by :
% ADiMat v e r s i on 0 . 5 . 2 ( beta , l c s e , g c s e (ß ) , fwdmd , 2fwdmd , op t l s , c on s t f o l d , narg ...
, vararg (ß ) , Jun 27 2008) arch : x86 64−pc−l i nux−gnu
% compi l ed Jun 27 2008 wi th gcc I n t e l (R) C++ g++ 4.1 mode .
% Copyr i gh t 2001− 2007 Andre Vehresch i ld , I n s t i t u t e f o r
% S c i e n t i f i c Computing , Aachen Un i v e r s i t y , D−52056 Aachen , Germany .
% h t t p ://www. sc . rwth−aachen . de/ v e h r e s c h i l d / adimat /
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% This f i l e was augmented on Wed Ju l 16 15 : 55 : 17 2008
%
% ADiMat was prepared as par t o f an employment at t he I n s t i t u t e
% f o r S c i e n t i f i c Computing , RWTH Aachen Un i v e r s i t y , Germany and i s
% prov i ded AS IS . NEITHER THE AUTHOR(S) , THE GOVERNMENT OF THE FEDERAL
% REPUBLIC OF GERMANY NOR ANY AGENCY THEREOF, NOR THE RWTH AACHEN UNIVERSITY,
% INCLUDING ANY OF THEIR EMPLOYEES OR OFFICERS , MAKES ANY WARRANTY,
% EXPRESS OR IMPLIED, OR ASSUMES ANY LEGAL LIABILITY OR RESPONSIBILITY
% FOR THE ACCURACY, COMPLETENESS, OR USEFULNESS OF ANY INFORMATION OR
% PROCESS DISCLOSED, OR REPRESENTS THAT ITS USE WOULD NOT INFRINGE
% PRIVATELY OWNED RIGHTS.
%
% Globa l f l a g s were :
% FORWARDMODE −− Apply t he forward mode to t he f i l e s .
% NOGLOBALCSE −− Prevent s t he a p p l i c a t i o n o f g l o b a l common su b e x p r e s s i on
% e l im i n a t i on a f t e r c a n on i c a l i z i n g t he code .
% FUNCMODE −− I n p u t f i l e i s a f un c t i on ( This f l a g can not be s e t e x p l i c i t l y ) .
% VISITFWDMD −− Use t he v i s i t o r to g ene ra t e t he d i f f e r e n t i a t e d code .
% AD IVARS= a
% AD DVARS= x
f unc t i on [ g x , x , mem]= g vms ( g a , a , m, b)
% So l v e : V∗x=b , V∈ Rn×m
nargoutmapper 00000= [ 0 , 1 , 2 ] ;
narginmapper 00000= [ 0 , 1 , 2 , 3 ] ;
n= l ength ( a ) ;
% m=n , i f m unse t
i f narginmapper 00000 ( narg in )< 2 , m= n ; end
% b= 1 . . . n , i f b unse t
i f narginmapper 00000 ( narg in )< 3
b= ( ( 1 : n) ) ’ ;
end
tmp vms 00001= m− 1 ;
tmp repmat 00000= repmat ( a , 1 , tmp vms 00001 ) ;
tmp vms 00002= 1 : tmp vms 00001 ;
tmp vms 00006= repmat ( tmp vms 00002 , n , 1) .∗ tmp repmat 00000 . ˆ ( repmat ( ...
tmp vms 00002 , n , 1)− 1) ;
tmp vms 00006 ( tmp repmat 00000== 0& repmat ( tmp vms 00002 , n , 1)== 0)= 0 ; % Ensure , ...
t h a t d e r i v a t i v e o f 0 .ˆ0 i s 0 and not NaN.
tmp vms 00004= [ ones (n , 1) , tmp repmat 00000 . ˆ repmat ( tmp vms 00002 , n , 1) ] ;
x= tmp vms 00004 \ b ;
g x= tmp vms 00004\ (−([ g z e r o s ( s i z e ( ones (n , 1) ) ) , tmp vms 00006 .∗ c a l l (@repmat , ...
g a , 1 , tmp vms 00001 ) ] ) ∗ x ) ;
c l e a r tmp vms 00001 tmp repmat 00000 tmp vms 00002 tmp vms 00004 ;
i f ( nargoutmapper 00000( nargout )> 1)
s= whos ( ) ;
mem= sum ( [ s ( : ) . bytes ] ) ;
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end
Listing 19: Abgeleiteter Quelltext zur Berechnung von Ableitungen erster Ordnung der
Funktion aus Listing 18
Die Problemgro¨ße wurde zu length(a)==420 gesetzt und es wurden ebenso viele Rich-
tungsableitungen mit Hilfe die schleifenbasierte Version wie auch mit der vektorisierten
Version berechnet.
Der Quelltext zur Berechnung von Ableitungen zweiter Ordnung ist in Listing 20 abge-
druckt. Die Vorwa¨rtssubstitution von Variablen hat dafu¨r gesorgt, dass alle Anweisungen
zur Berechnung der Ableitungen zweiter Ordnung in einer Zeile stehen und somit nur
26 elocs beno¨tigt werden.
%
% DISCLAIMER
%
%
% This f i l e was g ene ra t e d by :
% ADiMat v e r s i on 0 . 5 . 2 ( beta , l c s e , g c s e (ß ) , fwdmd , 2fwdmd , op t l s , c on s t f o l d , narg ...
, vararg (ß ) , Jun 27 2008) arch : x86 64−pc−l i nux−gnu
% compi l ed Jun 27 2008 wi th gcc I n t e l (R) C++ g++ 4.1 mode .
% Copyr i gh t 2001− 2007 Andre Vehresch i ld , I n s t i t u t e f o r
% S c i e n t i f i c Computing , Aachen Un i v e r s i t y , D−52056 Aachen , Germany .
% h t t p ://www. sc . rwth−aachen . de/ v e h r e s c h i l d / adimat /
% This f i l e was augmented on Wed Oct 15 13 : 38 : 25 2008
%
% ADiMat was prepared as par t o f an employment at t he I n s t i t u t e
% f o r S c i e n t i f i c Computing , RWTH Aachen Un i v e r s i t y , Germany and i s
% prov i ded AS IS . NEITHER THE AUTHOR(S) , THE GOVERNMENT OF THE FEDERAL
% REPUBLIC OF GERMANY NOR ANY AGENCY THEREOF, NOR THE RWTH AACHEN UNIVERSITY,
% INCLUDING ANY OF THEIR EMPLOYEES OR OFFICERS , MAKES ANY WARRANTY,
% EXPRESS OR IMPLIED, OR ASSUMES ANY LEGAL LIABILITY OR RESPONSIBILITY
% FOR THE ACCURACY, COMPLETENESS, OR USEFULNESS OF ANY INFORMATION OR
% PROCESS DISCLOSED, OR REPRESENTS THAT ITS USE WOULD NOT INFRINGE
% PRIVATELY OWNED RIGHTS.
%
% Globa l f l a g s were :
% FORWARDMODE −− Apply t he forward mode to t he f i l e s .
% NOGLOBALCSE −− Prevent s t he a p p l i c a t i o n o f g l o b a l common su b e x p r e s s i on
% e l im i n a t i on a f t e r c a n on i c a l i z i n g t he code .
% SECONDORDERFWD −− Swi t ch on second order forward d i f f e r e n t i a t i o n .
% FUNCMODE −− I n p u t f i l e i s a f un c t i on ( This f l a g can not be s e t e x p l i c i t l y ) .
% VISITFWDMD −− Use t he v i s i t o r to g ene ra t e t he d i f f e r e n t i a t e d code .
% AD IVARS= a
% AD DVARS= x
f unc t i on [ h x , g x , x , mem]= g vms ( h a , g a , a , m, b)
% So l v e : V∗x=b , V∈ Rn×m
nargoutmapper 00000= [ 0 , 0 , 1 , 2 ] ;
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narginmapper 00000= [ 0 , 0 , 1 , 2 , 3 ] ;
n= l ength ( a ) ;
% m=n , i f m unse t
i f narginmapper 00000 ( narg in )< 2 , m= n ; end
% b= 1 . . . n , i f b unse t
i f narginmapper 00000 ( narg in )< 3
b= ( ( 1 : n) ) ’ ;
end
tmp vms 00001= m− 1 ;
tmp repmat 00000= repmat ( a , 1 , tmp vms 00001 ) ;
tmp vms 00002= 1 : tmp vms 00001 ;
tmp vms 00006= repmat ( tmp vms 00002 , n , 1) .∗ tmp repmat 00000 . ˆ ( repmat ( ...
tmp vms 00002 , n , 1)− 1) ;
tmp vms 00006 ( tmp repmat 00000== 0& repmat ( tmp vms 00002 , n , 1)== 0)= 0 ; % Ensure , ...
t h a t d e r i v a t i v e o f 0 .ˆ0 i s 0 and not NaN.
g tmp vms 00004= [ g z e r o s ( s i z e ( ones (n , 1) ) ) , tmp vms 00006 .∗ c a l l (@repmat , g a , 1 , ...
tmp vms 00001 ) ] ;
tmp vms 00004= [ ones (n , 1) , tmp repmat 00000 . ˆ repmat ( tmp vms 00002 , n , 1) ] ;
x= tmp vms 00004 \ b ;
g x= tmp vms 00004\ (−g tmp vms 00004∗ x ) ;
h x= tmp vms 00004\ (( −( [ h z e r o s ( s i z e ( ones (n , 1) ) ) , tmp vms 00006 .∗ c a l l (@repmat , ...
h a , 1 , tmp vms 00001 ) ] ) ∗ x+ g tmp vms 00004∗ g x )− g tmp vms 00004∗ g x ) ;
c l e a r tmp vms 00001 tmp repmat 00000 tmp vms 00002 g tmp vms 00004 tmp vms 00004 ;
i f ( nargoutmapper 00000( nargout )> 1)
s= whos ( ) ;
mem= sum ( [ s ( : ) . bytes ] ) ;
end
Listing 20: Abgeleiteter Quelltext zur Berechnung von Ableitungen zweiter Ordnung der
Funktion aus Listing 18
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B Anhang Ableitungsklasse
Eine Ableitungsklasse besteht aus den in Abschnitt 5 genannten Operatoren. Abbil-
dung 41 gibt einen U¨berblick u¨ber die fu¨r eine Ableitungsklasse notwendigen Operato-
ren und Methoden, hier am Beispiel der Cellarray Klasse gezeigt. Das Symbol ♮ gibt ein
Verzeichnis an. Der Inhalt des private-Verzeichnises ist hier nicht dargestellt, da das
Verzeichnis nur eine vor dem Benutzer verborgene Hilfsfunktion entha¨lt, um die Anzahl
der Richtungsableitungen zuru¨ckzuliefern.
♮ @adderiv
adderiv.m ls_exp.m ls_prod.m saveobj.m
call.m ls_hexp.m ls_quot.m set.m
callm.m ls_hmexp.m minus.m subsasgn.m
calln.m ls_hmprod.m mldivide.m subsref.m
ctranspose.m ls_hmquot.m mpower.m times.m
display.m ls_hmsolv.m mrdivide.m transpose.m
end.m ls_hprod.m mtimes.m uminus.m
getDims.m ls_hquot.m numel.m uplus.m
get.m ls_mexp.m plus.m vertcat.m
horzcat.m ls_mprod.m power.m
ldivide.m ls_mquot.m ♮ private
loadobj.m ls_msolv.m rdivide.m
addiff.m createHessians.m g_dummy.m h_dummy.m
createEyeGradients.m createZeroGradients.m g_norm.m g_zeros.m
createFullGradients.m g_abs.m g_prod.m h_zeros.m
Abbildung 41: Tabelle der fu¨r eine Ableitungsklasse notwendigen Operatoren am Bei-
spiel der Cellarray Klasse
Die in Abbildung 41 dargestellten Dateien lassen sich in Operatoren und Hilfsfunktio-
nen unterteilen. Dateien, die mit create , g oder h beginnnen sowie die Dateien adderiv...
.m, addiff .m, get .m, getDims.m und set .m sind Hilfsfunktionen, alle anderen Operatoren.
Mit den create-Hilfsfunktionen und den Funktionen g dummy.m, h dummy.m, g zeros .m
und h zeros .m werden Ableitungsobjekte erster und zweiter Ordnung erstellt. Mittels
addiff .m kann eine MATLAB-Funktion aus MATLAB heraus abgeleitet werden. So wird
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zum Beispiel durch addiff (@foo, ’x,y’ , ’ res ’) die Funktion [ res , opt]=foo(t,x,y) abgelei-
tet, wobei x und y als unabha¨ngige und res als abha¨nge Variablen selektiert werden (siehe
auch [16, 20]). Die u¨brigen g -Funktionen berechnen die Ableitungen fu¨r die Funktionen
abs(), norm() und prod(), wenn die Argumente der Funktionen nicht zur Analysezeit
erkannt werden ko¨nnen, also zum Beispiel fu¨r norm(M,var), wenn var eine Variable ist.
Wa¨hrend die ls -Operatoren schon in Abschnitt 5.2 konzeptionell erkla¨rt wurden, sind
viele der u¨brigen Operatoren noch offen. Da es den Rahmen dieser Arbeit sprengen wu¨r-
de alle Operatoren zu erkla¨ren, werden hier nur einige Operatoren beispielhaft erkla¨rt.
Als erstes wird der Konstruktor der Ableitungsklasse in Abschnitt B.1 erkla¨rt, dann
folgt in Abschnitt B.2 die Erkla¨rung des allgemeinsten callm()-Operators. Die Gruppe
der normalen mathematischen Operatoren wird durch den in Abschnitt 5 besproche-
nen Multiplikations-Operator vertreten. Die Konkatenations-Operatoren horzcat .m und
vertcat .m sind trivial. Die Index-Operatoren subsref .m und subsasgn.m sind sehr kom-
pliziert und daher wird der subsref .m als der komplizierteste Vertreter in Abschnitt B.3
erkla¨rt.
B.1 Konstruktor der Cellarray Klasse
Der Konstruktor einer Ableitungsklasse erfu¨llt mehrere Aufgaben. Um eine lose Kopp-
lung zwischen Quelltext-Transformations-Komponente und Ableitungsklasse zu realisie-
ren, wurde die Funktion g zeros( siz ) eingefu¨hrt, welche von jeder Ableitungsklasse als
”
statische“ Methode implementiert wird und die ein leeres Ableitungsobjekt (adderiv...
([], siz , ’ zeros ’ )) erstellt. Dadurch ist sichergestellt, dass die Ableitungsklasse aus-
tauschbar ist.
Der Konstruktor in Listing 21 u¨bernimmt folgende Aufgaben:
1. adderiv(obj):
”
Leichtes“ Kopieren eines Ableitungsobjekts. Das heißt, dass nur die
Verwaltungsinformation vom Quell-Ableitungsobjekt zum Ziel-Ableitungsobjekt
kopiert wird. Die Richtungsableitungen werden nicht kopiert (Zeilen 48-55).
2. adderiv(ndd, sz , ’ zeros ’ ): Erzeugen eines mit Nullen gefu¨llten Ableitungsobjekts.
Es werden ndd viele Richtungsableitungen der Gro¨ße sz mit Hilfe der Funktion
zeros () angelegt (Zeilen 81-82). Diese Fa¨higkeit wird von der g zeros () Funkti-
on verwendet. Die Dimension der Richtungsableitungen (length(sz)) ist nicht be-
schra¨nkt.
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3. adderiv(ndd, sz , ’ sparse ’): Erzeugen eines mit Nullen gefu¨llten sparsen Ableitungs-
objekts in den Zeilen 83 bis 91. Zur Speicherung der Richtungsableitungen wird
der sparse Datentyp von MATLAB eingesetzt. Sparse Datentypen sind in MAT-
LAB auf zwei Dimensionen (also length(sz)<=2) beschra¨nkt. Die sparse Cellarray
Klasse verwendet auch in dem Fall, das der Konstruktor mit adderivsp(ndd, sz , ...
’ zeros ’ ) aufgerufen wird, die sparse Datenstruktur.
4. adderiv(ndd, [], ’empty’): Erzeugt ein Ableitungsobjekt in dem nur die Attribute
dims und ndd gesetzt sind (Zeile 94). Das Attribut deriv wird zwar allokiert, aber es
werden keine MATLAB-Objekte in die Eintra¨ge des Cellarray geschrieben. Dieser
Konstruktor wird von Operatoren genutzt, die die Ordnung des Ableitungsobjekts
a¨ndern mu¨ssen (siehe Abschnitt 5
”
Berechnung multipler Richtungsableitungen“
Listing 9).
Am Anfang des Konstruktors in den Zeilen 36 bis 40 wird u¨berpru¨ft, ob die Intervall-
Klasse [94] im Suchpfad von MATLAB vorhanden ist. Wenn dies der Fall ist, wird die
Ableitungsklasse als u¨bergeordnet deklariert ( superiorto ( ’ intval ’ ); Zeilen 42-44). Danach
wird u¨berpru¨ft, ob der Kopierkonstruktor verwendet werden soll. Diese Pru¨fung findet
am Anfang des Konstruktors statt, da dieser Fall am ha¨ufigsten auftritt.
1 f u n c t i o n g= add e r i v ( n , sz , mode )
2 %ADDERIV Cons t ru c t a d e r i v a t e−o b j e c t f o r automat i c d i f f e r e n t i a t i o n .
3 %
4 % g= add e r r i v ( adob j ) Cop ie s i n f o rma t i o n from the adob j to the new
5 % d e r i v a t i v e o b j e c t g . A l i g h t w e i g h t copy i s used , i . e . , no ...
d i r e c t i o n a l
6 % d e r i v a t i v e s a r e cop i ed . The meta i n f o rma t i o n i s cop i ed , on l y .
7 %
8 % g= adde r i v ( ndd , sz , ’ z e ro s ’ ) C r e a t e s a new d e r i v a t i v e o b j e c t w i th ...
s t o r a g e
9 % f o r ndd many d i r e c t i o n a l d e r i v a t i v e s . Each d i r e c t i o n a l d e r i v a t i v e ...
has
10 % s i z e s z s t o r a g e a l l o c a t e d and i s f i l l e d w i th z e r o s . The keyword ’ ...
z e ro s ’
11 % may be omited .
12 %
13 % g= adde r i v ( ndd , sz , ’ s pa r s e ’ ) The same as u s i n g ’ z e ro s ’ but t h i s t ime
14 % a spa r s e d a t a s t r u c t u r e i s used .
15 %
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16 % g= adde r i v ( ndd , sz , ’ o b j e c t ’ ) Uses c o p i e s o f the o b j e c t s z to s t o r e d i n
17 % eve r y d i r e c t i o n a l d e r i v a t i v e .
18 %
19 % g= adde r i v ( ndd , sz , ’ empty ’ ) Does not ca r e about the data i n s z . I . e . ,
20 % sz can be [ ] . Th i s command i n i t i a l i z e s the meta i n fo rmat i on on l y .
21 %
22 % This c o n s t r u c t o r can be used to i n i t i a l i z e He s s a i n s , too . ndd has to be
23 % twod imens i ona l then .
24 %
25 % I f ndd i s [ ] , then the number o f d i r e c t i o n a l d e r i v a t i v e s i s read u s i n g ...
the
26 % opt ion−method .
27 %
28 % I t i s c u r r e n t l y not implemented to use d e r i v a t i v e o b j e c t o f h i g h e r ...
o r d e r
29 % than two .
30 %
31 % Copy r i gh t 2001−2008 Andre Veh r e s c h i l d , I n s t i t u t e f o r S c i e n t i f i c
32 % Computing , RWTH Aachen U n i v e r s i t y
33 % This code i s under deve lopment ! Use at your own r i s k ! Dup l i c a t i o n ,
34 % mod i f i c a t i o n and d i s t r i b u t i o n FORBIDDEN!
35
36 p e r s i s t e n t i n t v a l e x i s t s
37
38 i f i s empty ( i n t v a l e x i s t s )
39 i n t v a l e x i s t s= ( e x i s t ( ’ i n t v a l ’ )==2) ;
40 end
41
42 i f i n t v a l e x i s t s
43 s u p e r i o r t o ( ’ i n t v a l ’ ) ;
44 end
45
46 i f n a r g i n== 0
47 e r r o r ( ’An add e r i v o b j e c t needs to know i t s number o f d i r e c t i o n a l ...
d e r i v a t i v e s . ’ ) ;
48 e l s e i f n a r g i n==1 && i s a ( n , ’ a dd e r i v ’ )
49 i f n . dims==1
50 g= s t r u c t ( ’ d e r i v ’ , { c e l l ( n . ndd , 1) } , ’ d ims ’ , 1 , ’ ndd ’ , n . ndd ) ;
51 e l s e
52 g= s t r u c t ( ’ d e r i v ’ , { c e l l ( n . ndd ) } , ’ d ims ’ , n . dims , ’ ndd ’ , n . ndd ) ;
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53 end
54 g=c l a s s ( g , ’ a dd e r i v ’ ) ;
55 r e t u r n
56 e l s e
57 i f i s empty ( n )
58 n= opt i on ( ’ Numbe rO fD i r e c t i o n a lDe r i v a t i v e s ’ ) ;
59 end
60 i f n a r g i n==2
61 mode= ’ z e r o s ’ ;
62 end
63 sw i t c h l e n g t h ( n )
64 ca s e 1
65 g . d e r i v= c e l l ( n , 1) ;
66 g . dims=1;
67 ca s e 2
68 g . d e r i v= c e l l ( n ) ;
69 g . dims=2;
70 ca s e 0
71 e r r o r ( ’ Zero−d imen s i o n a l d e r i v a t i v e s a r e not suppo r t ed . ’ ) ;
72 o t h e rw i s e
73 e r r o r ( ’ H ighe r d imen s i o n a l ( dim>2) d e r i v a t i v e s a r e not suppo r t ed . ’ ) ...
;
74 end
75
76 % Sto re the number o f d i r e c t i o n a l d e r i v a t i v e s i n the d e r i v a t i v e .
77 g . ndd= n ;
78
79 i f g . dims==1
80 sw i t c h mode
81 ca s e ’ z e r o s ’
82 [ g . d e r i v { :} ]= d e a l ( z e r o s ( s z ) ) ;
83 ca s e ’ s p a r s e ’
84 sw i t c h s i z e ( sz , 2)
85 ca s e 1
86 [ g . d e r i v { :} ]= d e a l ( s p a r s e ( sz , s z ) ) ;
87 ca s e 2
88 [ g . d e r i v { :} ]= d e a l ( s p a r s e ( s z (1 ) , s z (2 ) ) ) ;
89 o t h e rw i s e
90 e r r o r ( [ ’ Sparse ma t r i z e s have a maximum o f two d imens i on s . ...
Cu r r en t number o f d imens i on s : ’ , num2str ( l e n g t h ( s z ) ) ] ) ;
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91 end
92 ca s e ’ o b j e c t ’
93 [ g . d e r i v { :} ]= d e a l ( s z ) ;
94 ca s e ’ empty ’
95 % Crea t e the s k e l e t o n on l y .
96 o t h e rw i s e
97 e r r o r ( [ ’Unknown mode mod i f i e r : ” ’ ,mode , ’ ” ’ ] ) ;
98 end ;
99 e l s e
100 sw i t c h mode
101 ca s e ’ z e r o s ’
102 [ g . d e r i v { : , :} ]= d e a l ( z e r o s ( s z ) ) ;
103 ca s e ’ s p a r s e ’
104 sw i t c h s i z e ( sz , 2)
105 ca s e 1
106 t= s p a r s e ( sz , s z ) ;
107 ca s e 2
108 t=s p a r s e ( s z (1 ) , s z (2 ) ) ;
109 o t h e rw i s e
110 e r r o r ( [ ’ Sparse ma t r i z e s have a maximum o f two d imens i on s . ...
Cu r r en t number o f d imens i on s : ’ , num2str ( l e n g t h ( s z ) ) ] ) ;
111 end
112 [ g . d e r i v { : , :} ]= d e a l ( t ) ;
113 ca s e ’ o b j e c t ’
114 [ g . d e r i v { : , :} ]= d e a l ( s z ) ;
115 ca s e ’ empty ’
116 % Crea t e the s k e l e t o n on l y
117 o t h e rw i s e
118 e r r o r ( [ ’Unknown mode mod i f i e r : ” ’ ,mode , ’ ” ’ ] ) ;
119 end ;
120 end % i f g . dims==1
121 g= c l a s s ( g , ’ a dd e r i v ’ ) ;
122 end
Listing 21: Konstruktor der Cellarray-Klasse
Danach werden die Argumente untersucht und der konkrete Aufruf des Konstruktors
ermittelt. Wenn fu¨r die Anzahl der Richtungsableitungen kein Zahlenwert angegeben
wurde, also zum Beispiel nur die leere Matrix, dann wird aus einer in einer privaten
Funktion versteckten Variable die Anzahl der Richtungsableitungen ermittelt, mit denen
das Programm aktuell ausgewertet wird (Zeile 58). Die versteckte Variable wird von den
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Hilfsfunktionen zur Erzeugung von Ableitungsobjekten gesetzt.
Im Anschluss folgt in den Zeilen 60 bis 74 ein Plausibilita¨tstest der Argumente. Es
wird zum Beispiel gepru¨ft, ob die Ordnung der Ableitung eins oder zwei ist. Danach
werden in Abha¨ngigkeit des Modus die Richtungsableitungen erstellt und den Eintra¨-
gen in deriv zugewiesen. Wenn als Modus ’empty’ gewa¨hlt wird, mu¨ssen natu¨rlich keine
Ableitungsobjekte erstellt und zugewiesen werden.
B.2 Callm()-Methode der Cellarray Klasse
Die Methode [ varargout]=callm(f , varargin ) dient zur Anwendung einer Toolbox-Funktion
f () auf alle Richtungsableitungen eines oder mehrere Ableitungsobjekte in varargin . Es
wird vorausgesetzt, dass alle Elemente des Cellarrays varargin Ableitungsobjekte sind.
Die Funktion f () wird mit den i–ten Richtungsableitungen aller Ableitungsobjekte, die
im varargin u¨bergeben wurden, aufgerufen. Die beliebig vielen Resultate der Funktion
f () werden den i–ten Richtungsableitungen der im varargout gespeicherten Ableitungs-
objekte zugewiesen.
In Listing 22 ist die gesamte Methode callm() angegeben. Im ersten Schritt werden mit
Hilfe der deal ()-Funktion die Resultate der Funktion initialisiert (Zeile 11). deal () erha¨lt
dazu eine leichte Kopie (siehe Anhang B.1) des ersten Ableitungsobjekts und repliziert
dieses in alle Zellen des Cellarrays varargout.
1 f u n c t i o n [ v a r a r g ou t ]= ca l lm ( f , v a r a r g i n )
2 %ADDERIV/CALLM Ca l l f w i th a l l a rguments and r e s u l t s b e i ng
3 % d e r i v a t i v e o b j e c t s .
4 %
5 % Copy r i gh t 2001−2008 Andre Veh r e s c h i l d , I n s t i t u t e f o r S c i e n t i f i c
6 % Computing , RWTH Aachen U n i v e r s i t y
7 % This code i s under deve lopment ! Use at your own r i s k ! Dup l i c a t i o n ,
8 % mod i f i c a t i o n and d i s t r i b u t i o n FORBIDDEN!
9
10 % dea l ( ) : Copy argument to each r e s u l t v a r i a b l e .
11 [ v a r a r g ou t {1 : na rgout }]= d e a l ( a dd e r i v ( v a r a r g i n {1}) ) ;
12
13 % Prepare c e l l a r r a y to s t o r e argument and r e s u l t s f o r i−th
14 % d i r e c t i o n a l d e r i v a t i v e .
15 n i n= na rg i n −1;
16 i np= c e l l ( n in , 1) ;
17 oup= c e l l ( nargout , 1) ;
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18
19 % Loop ove r a l l d i r e c t i o n a l d e r i v a t i v e s .
20 f o r i= 1 : numel ( v a r a r g i n {1} . d e r i v )
21 % Can not use d e a l ( ) here , because v a r a r g i n { : } . d e r i v { i }
22 % i s not suppo r t ed by MATLAB.
23 f o r c= 1 : n i n
24 i np {c}= v a r a r g i n {c } . d e r i v { i } ;
25 end
26 % Ca l l f u n c t i o n f ( ) f o r i−th d i r e c t i o n a l d e r i v a t i v e .
27 [ oup { :} ]= f ( i np { :} ) ;
28 % Same as above
29 f o r c= 1 : na rgout
30 v a r a r g ou t {c } . d e r i v { i }= oup{c } ;
31 end
32 end
Listing 22: Vollsta¨ndige callm()-Methode zur Anwendung einer Toolbox-Funktion auf alle
Richtungsableitungen.
Danach werden die Hilfscellarrays inp und oup initialisiert (Zeilen 16 und 17), welche
jeweils die i–ten Richtungsableitungen der Eingaben (inp) und der Resultate (oup) der
Funktion f () aufnehmen. In der Schleife u¨ber i (Zeile 20) werden zuerst alle i–ten Rich-
tungsableitungen aus den Ableitungsobjekten im varargin nach inp kopiert (Zeilen 23-25).
Dies muss mit einer Schleife gemacht werden, da der elegante Ansatz mittels deal ()...
in Verbindung mit varargin {1:ninp}. deriv{ i} nicht mo¨glich ist. MATLAB verbietet die
Referenzierung eines Attributs ( . deriv{ i}) einer Menge von Objekten ( varargin {1:ninp}
sind potentiell mehr als Eines). Die Referenzierung eines Attributs ist nur mit einem
konkreten Objekt mo¨glich. Danach wird die Funktion f () mit dem Cellarray inp auf-
gerufen (Zeile 27) und ihre Resultate werden in das Cellarray oup geschrieben. In der
darauf folgenden Schleife in den Zeilen 29 bis 31 werden diese Resultate aus oup an die
i–ten Richtungsableitungen der Ableitungsobjekte in varargout zugewiesen.
B.3 Index-Operator der Cellarray Klasse
Eine MATLAB-Klasse kann zwei Index-Operatoren implementieren, jeweils einen zum
lesenden Zugriff ( subsref .m) oder zum schreibenden Zugriff (subsasgn.m). Da die beiden
Zugriffe aufwandsma¨ssig recht identisch sind, wird in Listing 23 nur der lesende Zugriff
gezeigt. Die Methode bekommt ein Ableitungsobjekt g und einen Vektor von Strukturen
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i , welcher multiple Indizes enthalten kann. Die Struktur stellt die Art der Indizierung
und die Indizes zur Verfu¨gung.
1 f u n c t i o n v a r a r g ou t=s u b s r e f (g , i )
2 %ADDERIV/SUBSREF Index i n t o to d e r i v a t i v e o b j e c t
3 %
4 % Copy r i gh t 2001−2008 Andre Veh r e s c h i l d , I n s t i t u t e f o r S c i e n t i f i c
5 % Computing , RWTH Aachen U n i v e r s i t y
6 % This code i s under deve lopment ! Use at your own r i s k ! Dup l i c a t i o n ,
7 % mod i f i c a t i o n and d i s t r i b u t i o n FORBIDDEN!
8
9 sw i t c h i (1 ) . t ype
10 ca s e ’ {} ’
11 i f g . dims==1
12 i nd= i (1 ) . subs {1} ;
13 i f s i z e ( i ( 1 ) . subs , 2 )>1
14 i ( 1 ) . subs= i (1 ) . subs {2 : end } ;
15 e l s e
16 i ( 1 ) = [ ] ;
17 end
18 i f i s a ( ind , ’ cha r ’ ) && ( ind==’ : ’ )
19 i f s i z e ( i , 2)> 0
20 v a r a r g ou t= { s u b s r e f ( [ g . d e r i v {1 : g . ndd } ] , i ) } ;
21 e l s e
22 v a r a r g ou t= {g . d e r i v {1 : g . ndd }} ;
23 end
24 e l s e i f ind<= g . ndd
25 i f s i z e ( i , 2)> 0
26 v a r a r g ou t= { s u b s r e f ( [ g . d e r i v { i nd } ] , i ) } ;
27 e l s e
28 v a r a r g ou t= {g . d e r i v { i nd }} ;
29 end
30 e l s e
31 e r r o r ( s p r i n t f ( ’ I ndex %d out o f range 1 : %d ’ , ind , g . ndd ) ) ;
32 end
33 e l s e
34 i f l e n g t h ( i ( 1 ) . subs )<2
35 e r r o r ( ’ Need two i n d i c e s to add r e s s two−d imen s i o n a l d e r i v a t i v e . ’ ...
) ;
36 end
37 i nd= { i ( 1 ) . subs { 1 : 2 } } ;
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38 i f s i z e ( i ( 1 ) . subs , 2 )>2
39 i ( 1 ) . subs= i (1 ) . subs {3 : end } ;
40 e l s e
41 i ( 1 ) = [ ] ;
42 end
43 i f i s a ( i nd {1} , ’ cha r ’ ) && ( ind{1}== ’ : ’ )
44 i nd {1}= 1 : g . ndd (1 ) ;
45 e l s e i f ˜(max( i nd {1})<= g . ndd (1 ) )
46 e r r o r ( s p r i n t f ( ’ F i r s t i ndex %d out o f range 1 : %d ’ , max( i nd {1})...
, g . ndd (1 ) ) ) ;
47 end
48 i f i s a ( i nd {2} , ’ cha r ’ ) && ( ind{2}== ’ : ’ )
49 i nd {2}= 1 : g . ndd (2 ) ;
50 e l s e i f ˜(max( i nd {2})<=g . ndd (2 ) )
51 e r r o r ( s p r i n t f ( ’ Second i ndex %d out o f range 1 : %d ’ , max ( i nd ...
{2}) , g . ndd (2 ) ) ) ;
52 end
53 i f s i z e ( i , 2)> 0
54 v a r a r g ou t= { s u b s r e f ( [ g . d e r i v { i nd { : } } ] , i ) } ;
55 e l s e
56 v a r a r g ou t= {g . d e r i v { i nd { :} } } ;
57 end
58 end
59 ca s e ’ ( ) ’
60 r e s= add e r i v ( g ) ;
61
62 i f g . dims==1
63 f o r j= 1 : g . ndd
64 r e s . d e r i v { j}= s u b s r e f ( g . d e r i v { j } , i ) ;
65 end
66 e l s e
67 f o r c= 1 : g . ndd (1 )
68 f o r j= 1 : g . ndd (2 )
69 r e s . d e r i v {c , j}= s u b s r e f ( g . d e r i v {c , j } , i ) ;
70 end
71 end
72 end
73 v a r a r g ou t {1}= r e s ;
74 ca s e ’ . ’
75 r e s= add e r i v ( g ) ;
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77 i f g . dims==1
78 f o r j= 1 : g . ndd
79 r e s . d e r i v { j}= s u b s r e f ( g . d e r i v { j } , i ) ;
80 end
81 e l s e
82 f o r c= 1 : g . ndd (1 )
83 f o r j= 1 : g . ndd (2 )
84 r e s . d e r i v {c , j}= s u b s r e f ( g . d e r i v {c , j } , i ) ;
85 end
86 end
87 end
88 v a r a r g ou t {1}= r e s ;
89 o t h e rw i s e
90 e r r o r ( ’ I n t e r n a l e r r o r . ’ ) ;
91 end
Listing 23: Methode zur Selektion von Richtungsableitungen (i(1).type=’{}’),
zur Indizierung eines Ableitungsobjekts (i(1).type==’()’) oder zur
Adressierung eines Strukturelements (i(1).type==’.’).
Der Index-Operator in ADiMat ermo¨glicht den Zugriff auf einzelne Richtungsableitungen
( i (1) .type==’{}’) oder auf Eintra¨ge in allen Richtungsableitungen ( i (1) .type==’()’...
). Auf die Adressierung von Elementen einer Struktur wird nicht weiter eingegangen, da
diese a¨hnlich zur einfachen Indizierung mittels runder Klammern gehandhabt wird. Fu¨r
den Fall, dass einzelne Richtungsableitungen gelesen werden sollen ( i (1) .type==’{}’),
wird zuerst gepru¨ft ob ein Ableitungsobjekt erster oder zweiter Ordnung vorliegt. Im
weiteren wird von einem Ableitungsobjekt erster Ordnung ausgegangen, da fu¨r zweite
Ordnung nur nahezu jede Operation verdoppelt wird. Fu¨r den Fall, dass mehr als ein
Index vorliegt, wird der erste aus dem Index-Vektor entnommen (Zeilen 12-17). Es wird
nun festgestellt, ob der entnommene Index ein Doppelpunkt ist (Zeile 18), da jenes Index-
Symbol als ausgezeichneter Fall alle Richtungsableitungen selektiert, was in den Zeilen
19-23 realisiert wird, je nachdem ob noch weitere Indizes vorliegen (Zeile 20) oder dies
der einzige Index ist (Zeile 22). Wenn kein Doppelpunkt vorliegt, wird u¨berpru¨ft, ob
die referenzierten Richtungsableitungen existieren (Zeile 24) und diese zuru¨ckgeliefert
(Zeilen 25-29) oder falls nicht eine Fehlermeldung generiert (Zeilen 31).
In den Zeilen 59 bis 73 wird der
”
normale“ Index-Operator behandelt. Wa¨hrend das
Ergebnis der geschweiften Klammern ({}) eine Matrix ist, ist das Ergebnis der runden
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Klammern wiederum ein Ableitungsobjekt mit mehr oder weniger Eintra¨gen als das
Quellobjekt in g. Der Index-Operator benutzt die funktionale Notation subsref () des
u¨berladenen Index-Operators, um innerhalb der Schleife in Zeile 79 fu¨r jede Richtungs-
ableitung die Selektion der no¨tigen Eintra¨ge zu realisieren und diese in einem neuen
Ableitungsobjekt zu kombinieren.
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Glossar
u¨berladener Operator
Ein Operator, der aufgrund seiner Argumente und Resultate eine bestimmte Be-
rechnung ausfu¨hrt. Der Additions-Operator ist in nahezu allen Programmierspra-
chen u¨berladen, da er sowohl Ganzzahlen als auch Fließkommazahlen addieren
kann. Im Kontext des automatischen Differenzierens wird mit u¨berladenen Opera-
toren ein Ansatz zur Implementierung der Ableitungsregeln bezeichnet. Die Standard-
Operatoren der Programmiersprache werden fu¨r einen speziellen Typen so erwei-
tert, dass sie zusa¨tzlich zur erwarteten mathematischen Operation auch noch die
zugeho¨rige Ableitungsregel anwenden.
abgeleitetes Programm
Ein mit Anweisungen zur Berechnung von Ableitungen angereichertes Programm.
abha¨ngige Variable
Eine Variable der Resultatsliste einer abzuleitenden Routine. Das Gegenstu¨ck ist
die unabha¨ngige Variable. Die Ableitungen einer Routine werden fu¨r die abha¨n-
gigen Variablen berechnet. Die abha¨ngige Variable ha¨ngt (hoffentlich) von einer
oder mehreren unabha¨ngigen Variablen ab. Ansonsten ist der Wert der Ableitung
Null.
Ableitungsobjekt
Ein Objekt und damit eine Instanz der Ableitungsstruktur. Ein Ableitungsobjekt
speichert eine konkrete Anzahl von Richtungsableitungen.
Ableitungsstruktur
Eine Ableitungsstruktur definiert eine Datenstruktur, die zur Speicherung mul-
tipler Richtungsableitungen dient.
abstrakter Syntaxbaum
Eine Datenstruktur, die die Elemente eines Programms, wie zum Beispiel Bezeich-
ner, Operatoren und Flusskontrolstrukturen, gema¨ß der Grammatik der Program-
miersprache in Beziehung setzt [1, 50]. Ha¨ufig abgeku¨rzt mit AST fu¨r den engli-
schen Begriff: abstract syntax tree.
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abzuleitendes Programm
Die Sammlung von Funktionen und Prozeduren fu¨r die Ableitungen erstellt werden
sollen. Synonym: Originalprogramm
AD-Werkzeug
Je nach Implementierungstechnik umfasst das AD-Werkzeug die Sammlung der
u¨berladenen Operatoren oder die Quelltext-Transformations-Komponente und die
Laufzeit-Routinen. Letztendlich ist das AD-Werkzeug fu¨r die semantische Erwei-
terung des Programms oder der Funktion verantwortlich.
aktive Variable
Eine aktive Variable ha¨ngt von mindestens einer unabha¨ngigen Variablen ab und
mindestens eine abha¨ngigen Variable ha¨ngt von der aktiven Variable ab. Eine ak-
tive Variable liegt also auf einem Datenabha¨ngigkeitspfad von den unabha¨ngigen
zu den abha¨ngigen Variablen.
Aktivita¨tsanalyse
Wa¨hrend der Aktivita¨tsanalyse werden die Variablen ermittelt, welche im Varia-
blenabha¨ngigskeitsgraphen auf dem Weg von den unabha¨ngigen zu den abha¨ngigen
Variablen liegen (siehe auch Abschnitt 3.1).
Aktivita¨tszustand
Der Aktivita¨tszustand beschreibt, ob eine Variable aktiv oder inaktiv ist. Wa¨h-
rend der Aktivita¨tsanalyse ist auch noch ‘von den unabha¨ngigen abha¨ngend’ und
‘von den abha¨ngigen Variablen abha¨ngend’ erlaubt. Die beiden zuletzt genannt Zu-
sta¨nde geben, wenn sie beide fu¨r eine Variable gesetzt sind, den Aktivita¨tszustand
aktiv. Ansonsten wird die Variable im weiteren Verlauf der Programmtransforma-
tion als inaktiv betrachtet.
Compiler-Framework
Ein Compiler-Framework ist eine Sammlung von Routinen und Werkzeugen zur
Erstellung eines U¨bersetzers. Die Komponenten eines solchen Frameworks ko¨nnen
durch ihre Verwendung in mehreren Projekten und eine große Entwicklergemeinde
mit entsprechendem Fachwissen eine stabile und zuverla¨ssige Grundlage fu¨r ein
Werkzeug bilden.
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Dateihandle
Eine Dateihandle ist eine Datenstruktur, die den Zugriff auf den Inhalt einer Datei
erlaubt. Die Datenstruktur speichert, zum Beispiel, Informationen u¨ber den Ort
der Datei im Dateisystem oder die aktuelle Position des Schreib-/Lesekopfes.
Datenabha¨ngigkeit
Die Abha¨ngigkeit zwischen zwei Daten, speziell zwischen Bereichen innerhalb von
Feldern, stellt die Beeinflussung eines Wertes durch einen anderen dar. In Werk-
zeugen zum automatischen Differenzieren wird meistens auf die einfacher zu reali-
sierende Variablenabha¨ngigkeit zuru¨ckgegriffen.
dependent variable
siehe abha¨ngige Variable
dynamische Typisierung
Berechnung des Datentypen eines Bezeichners zur Laufzeit der Programms. Der
Datentyp eines Bezeichners kann unter Umsta¨nden wa¨hrend der Laufzeit des Pro-
gramms vera¨ndert werden.
elementweiser Operator
Ein elementweiser Operator fu¨hrt eine Operation auf den Elementen der Matri-
zen aus. Fu¨r Skalare unterscheiden sich die elementweisen Operatoren nicht von
den normalen Operatoren. Aber wa¨hrend der Multiplikations-Operator mit zwei
Matrizen eine Matrix-Matrix-Multiplikation ausfu¨hrt, multipliziert sein element-
weises Pendant das i , j–te Element der einen Matrix mit dem i , j–ten Element
der anderen Matrix. Die Matrizen mu¨ssen dazu die gleiche Gro¨ße haben und das
Resultat hat die gleiche Gro¨ße wie die Argumente. Es gibt folgende elementwei-
sen Operatoren: .∗ elementweise Multiplikation, ./ elementweise Division und .ˆ
elementweise Exponentiation. Der Operator .’ stellt die nicht komplex-konjugierte
Matrixtransposition zur Verfu¨gung. Der Operator .\ ist nicht definiert.
explizite Typisierung
Der Datentyp eines Bezeichners muss durch den Programmierer vor Benutzung des
Bezeichners angegeben werden. Nur in wenigen Typsystemen ist danach noch eine
A¨nderung des Datentypen mo¨glich.
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implizite Typisierung
Der Datentyp eines Bezeichners wird aus dem Ort seiner Anwendung und der
beteiligten Objekte berechnet. Eine A¨nderung des Datentypen im weiteren Verlauf
des Programms ist meistens mo¨glich.
independent variable
siehe unabha¨ngige Variable
Instruction Cache Miss
siehe hierzu auch [98]; Ein Instruction Cache Miss beschreibt einen Ausnahmezu-
stand im Prozessor, der vorausschauend Befehle geladen hatte und diese jetzt nicht
verwenden kann, da der Programmpointer an eine andere Stelle gefu¨hrt wird. Der
Instruction Cache muss geleert und neu gefu¨llt werden, was Zeit kostet.
interprozedurale Analyse
Eine Quelltextanalyse, die nicht nur Abha¨ngigkeiten innerhalb einer Funktion oder
Prozedur betrachtet, sondern zum Beispiel auch die Zusammenha¨nge zwischen den
Funktionen und die Abha¨ngigkeit von Variablen betrachtet.
Jacobi-Matrix
Die Jacobi-Matrix einer Funktion bestimmt die Ableitungen jedes Resultats in
Bezug auf jede Unbekannte. Fu¨r eine Funktion f : Rn 7→ Rm ist die Jacobi-Matrix
eine m× n-Matrix.
Kanonikalisierung
Zerlegung eines Ausdrucks in Teilausdru¨cke, die nur noch aus einer Operation
bestehen. Dabei kann eine Operation die Anwendung eines Operators oder eines
Funktionsaufrufs sein.
Konstanten-Faltung
Ersetzung von Termen, die nur konstante Terme enthalten, durch den Wert des
Terms.
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kontextsensitive Regel
Eine kontextsensitive Regel bezieht Informationen, die u¨ber die Regel hinausge-
hen gehen, in die Bewertung, ob die Regel zutrifft, mit ein. Als Kontext betrach-
tet man Zusta¨nde des Programms oder bereits gelesen Eingaben, welche durch
einen Zustand modelliert werden ko¨nnen. Bsp.: G=({S,A}, {a}, S, {S− >aA,
aA− >aa}) Der Buchstabe ’a’ auf der linken Seite der letzten Regel gibt den Kon-
text an. Das heißt, die Regel kann nur angewendet werden, wenn vor einem ’A’ ein
kleines ’a’ steht.
Laufzeit-System
Eine Sammlung von Routinen, die wa¨hrend der Auswertung eines abgeleiteten
Programms die Berechnung der Ableitungen unterstu¨tzen. Diese Routinen ko¨n-
nen Operationen fu¨r Ableitungen und Nicht-Ableitungen, Fehlerbehandlung und
a¨hnliches implementieren.
Mex
Steht fu¨r MATLAB external interface und ermo¨glicht die Nutzung von Routi-
nen aus MATLAB, die nicht als MATLAB-Quelltext vorliegen. Ein Adapter [44]
u¨berfu¨hrt dazu die Datenstrukturen aus MATLAB in das Format der zu rufenden
Routine und wandelt die Ergebnisse wieder zuru¨ck. Es ko¨nnen beliebige Routinen,
die nur C-linkkompatibel sein mu¨ssen, mit Mex genutzt werden.
multiple Richtungsableitungen
Multiple Richtungsableitungen beschreiben eine unabha¨ngige Speicherung von ska-
laren Richtungsableitungen. Umfassen die multiplen Richtungsableitungen eine be-
stimmte Kombination aller linear unabha¨ngigen skalaren Richtungsableitungen so
wird dies Jacobi-Matrix genannt.
Null-Konstruktor
Erzeugt ein Ableitungsobjekt, welches mit Nullen gefu¨llt ist. Diese Funktion kommt
zum Einsatz, wenn zum Beispiel ein Matrix-Konstruktor (zum Beispiel ones() oder
zeros ()) abgeleitet werden sollen.
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Originalprogramm
siehe abzuleitendes Programm
Polymorphie
(griechisch: ‘Vielgestaltigkeit’) Polymorphie beschreibt die Eigenschaft eines Spra-
chelements einer Programmiersprache (Objekt, Funktion, Operator,. . . ) auf Grund
seiner Umgebung (zum Beispiel Argumenten) ein anderes Verhalten zu haben.
private Funktion
Eine private MATLAB-Funktion ist eine Funktion, die im Unterverzeichnis private
abgelegt ist. Die Funktion ist nur von Funktionen aufrufbar, die in dem Verzeichnis
liegen, welches das private-Verzeichnis entha¨lt. Im Gegensatz zu Unterfunktionen
ko¨nnen sich mehrere Funktionen eine private Funktion teilen.
Programmzeiger
Ein Register im Prozessor, welches die aktuelle Position der gerade ausgefu¨hrten
Anweisung im Speicher angibt. Idealerweise sollte der Programmzeiger u¨ber lange
Zeit linear wachsen, also eine Anweisung nach der anderen Ausfu¨hren ko¨nnen ohne
auf einen Sprung zu treffen [98].
Quelltext-Transformation
Ein Quelltext wird durch einWerkzeug eingelesen, analysiert und modifiziert. Dann
wird der modifizierte Quelltext wieder ausgegeben. Im Kontext des automatischen
Differenzieren, bedeutet der Begriff Quelltext-Transformation die Anreicherung ei-
nes Quelltextes mit weiteren Anweisungen.
Quelltext-Transformations-Komponente
Ein eigensta¨ndiges Programm welches den Quelltext eines Programms analysiert
und um Anweisungen zur Berechnung von Ableitungen erweitert. Die Quelltext-
Transformations-Komponente wird zumeist nur einmal angewendet, sofern sich die
Mengen der unabha¨ngigen und abha¨ngigen Variablen nicht a¨ndern.
Quelltextoptimierungsalgorithmus
Ein Algorithmus, der die Ausfu¨hrungszeit und den Speicherverbrauch eines Pro-
gramm vera¨ndert, so dass das Programm weniger Ressourcen verbraucht.
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Reflection
Beschreibt die Mo¨glichkeit von Programmiersprachen Informationen u¨ber das Pro-
gramm zur Laufzeit zu erhalten. So kann zum Beispiel die Liste aller verfu¨gbaren
Methoden einer Klasse inspiziert werden.
Regression
Regression ist das lateinische Wort fu¨r Ru¨ckschritt. In der Softwareentwicklung
bezeichnet man mit einer Regression eine Modifikation an einem Programm, die
nicht erwu¨nschte Auswirkungen auf die Funktionalita¨t des Programms hat. Zum
Beispiel, sollte eine Modifikation des Programms, die das Einstellen der Textfarbe
in einer Textverarbeitung ermo¨glicht, nicht gleichzeitig die Umschaltung auf einen
anderen Zeichensatz zur Folge haben.
Resultat
Ein Ergebnisparameter wird in MATLAB als Resultat bezeichnet. Ein formales
Resultat steht in der Definition einer Funktion auf der linken Seite des Gleich-
heitszeichens, zum Beispiel function [ rf1 , rf2]=foo(p). Ein aktuelles Resultat steht
auf der linken Seite der Zuweisung eines Funktionsaufrufs, wie zum Beispiel ra1
und ra2 in [ ra1,ra2]=foo(42).
Richtungsableitung
Ableitung einer Funktion multipler Unbekannter nach einer Teilmenge der Unbe-
kannten. Wenn die Funktion f(x, y, z) nur nach y abgeleitet werden soll, so stellt
dies eine Richtungsableitung dar. Ein Richtungableitung kann auch aus Kombina-
tionen der Unbekannten bestehen.
Ru¨ckwa¨rtsmodus
Die Auswertung der Ableitungen erfolgt nach Auswertung des instrumentalisierten
Programms in umgekehrter Reihenfolge, also beginnend mit der letzten Anweisung.
seeding
siehe Sa¨hen
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semantische Erweiterung
Die Bedeutung eines Programms wird u¨blicherweise durch Modifikation des Quell-
textes vera¨ndert. Im konkreten Fall werden Anweisungen hinzugefu¨gt, die zusa¨tz-
lich zum normalen Ergebnis des Programms selektierte Ableitungen berechnen
ko¨nnen.
skalare Richtungsableitung
Eine skalare Richtungsableitung beschreibt im Gegensatz zu multiplen Richtungs-
ableitungen nur eine einzige Richtung in die abgeleitet wird. Eine skalare Rich-
tungsableitung kann aber durchaus ein Vektor, eine Matrix oder ein ho¨her dimen-
sionales Objekt sein. Fu¨r eine Funktion f : Rn 7→ Rm, [y1, . . . , ym] = f(x1, . . . , xn)
kann eine skalare Richtungsableitung jede Linearkombination von partiellen Ab-
leitungen ∂yi
∂xj
fu¨r i ∈ {1, . . . , m}, j ∈ {1, . . . , n} umfassen.
Skript-Dateien
Diese Dateien enthalten MATLAB-Anweisungen. Sie beginnen aber nicht mit dem
Schlu¨sselwort function . Ein MATLAB-Skript kann Variablen bearbeiten, die im
Kontext der aufrufenden Stelle vorhanden sind. Desweiteren fu¨gen sie dem Kontext
der aufrufenden Stelle weitere Variablen hinzu.
statische Typisierung
Der Datentyp eines Bezeichners wird einmalig berechnet oder deklariert und kann
danach nicht mehr gea¨ndert werden. Die Berechnung oder Deklaration findet meist
zur Compilezeit statt.
Sa¨hen
Initiale Belegung der Ableitungsobjekte eines Programms, mit denen die Berech-
nung gestartet wird.
Toolbox
Eine Toolbox entha¨lt eine Sammlung von thematisch verwandten Funktionen. So
gibt es Toolboxen fu¨r Bildbearbeitung, Signalverarbeitung, aber Matrizenmani-
pulation. Toolboxen ko¨nnen eine große Anzahl an Funktionen enthalten. In der
Basisversion von MATLAB R2007a werden mehr als 4600 Funktion in circa 30
Toolboxen mitgeliefert.
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Toolbox-Funktion
Eine Toolbox-Funktion ist eine Funktion, die durch eine Toolbox zur Verfu¨gung
gestellt wird. Eine solche Funktion kann durch MATLAB-Quelltext in einer .m-
Datei vorliegen. Sie kann aber auch als bina¨r codierte Routine in einer separaten
Datei oder im Hauptprogramm von MATLAB vorliegen.
UML
Steht fu¨r engl. Unified Modelling Language; Die Sprache dient zur grafischen Dar-
stellung von Zusammenha¨ngen zum Beispiel zwischen Klassen untereinander, Be-
nutzern und Softwaresystemen und a¨hnlichen. Eine Beschreibung ist in [66] zu
finden.
unabha¨ngige Variable
Eine Variable der Parameterliste einer abzuleitenden Routine. Das Gegenstu¨ck ist
die abha¨ngige Variable, welche sich in der Resultatsliste befindet. Eine Routine
wird in Abha¨ngigkeit von den unabha¨ngigen Variablen abgeleitet. Eine unabha¨n-
gige Variable ha¨ngt von keiner anderen Variable ab.
Unit-Test
Unit-Tests bezeichnen automatisierte Software-Tests, welche in den meisten Fa¨llen
nur eine Einheit (engl.: Unit) eines Programms u¨berpru¨fen. Dazu wird die zu
testende Einheit ausgefu¨hrt und ihr Resultat mit einem vorher bekannten Sollwert
verglichen.
Variablen-Abha¨ngigkeitsgraphen
Darstellung der Beziehung zwischen Variablen. U¨blicherweise wird gespeichert, wel-
che Variablen von einander abha¨ngen. Der Graph ist meistens gerichtet, so dass
erkennbar ist, welche Variable von welcher anderen gelesen wird.
Variablenabha¨ngigkeitsanalyse
Analysiert die Beziehung zwischen Variablen. Eine Variable x beeinflusst eine Va-
riable y, wenn x in einer Zuweisung an y vorkommt. Die Abha¨ngigkeitsbeziehungen
sind transitiv. Eine Variablenabha¨ngigkeit zeigt im Vergleich zur Datenabha¨ngig-
keit ein gro¨beres Bild. Sobald der Inhalt einer Variable in eine Variable, die ein
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Feld speichert, geschrieben wird, wird eine Abha¨ngigkeit zwischen den beiden Va-
riablen modelliert. Tatsa¨chlich ha¨ngt aber nur ein kleiner Teil des Feldes von der
anderen Variable ab.
Vorwa¨rtsmodus
Auswertung der Ableitungen erfolgt in gleicher Richtung wie der Programmfluss.
Das Gegenteil ist der Ru¨ckwa¨rtsmodus, welcher den Programmfluss zur Auswer-
tung der Ableitungen umkehrt.
Vorwa¨rtssubstitution
Ersetzung einer Variablen durch den an diese zugewiesenen Ausdruck. Die Propa-
gation findet nur in Richtung der aufsteigenden Zeilennummern statt.
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