In sensor networks, it is not always practical to set up a fusion center. Therefore, there is need for fully decentralized clustering algorithms. Decentralized clustering algorithms should minimize the amount of data exchanged between sensors in order to reduce sensor energy consumption. In this respect, we propose one centralized and one decentralized clustering algorithm that work on compressed data without prior knowledge of the number of clusters. In the standard K-means clustering algorithm, the number of clusters is estimated by repeating the algorithm several times, which dramatically increases the amount of exchanged data, while our algorithm can estimate this number in one run.
vectors of the dataset. As a result, the K-means++ procedure is not affordable in a decentralized setup.
It is worth mentioning that the variants of K-means such as Fuzzy K-means [15] suffer from the same two issues.
Other clustering algorithms such as DB-SCAN [16] and OPTICS [17] may appear as suitable candidates for decentralized clustering since they do not need the number of clusters. However, they require setting two parameters that are the maximum distance between two points in a cluster and the minimum number of points per cluster. These parameters have a strong influence on the clustering performance, but they can hardly be estimated and they must be chosen empirically [18] . Therefore, our purpose is to derive a solution that bypasses the aforementioned issues for clustering compressed data in a decentralized setup. In this respect, we proceed in two main steps. We begin by introducing a centralized clustering algorithm that circumvents the drawbacks of the standard algorithms.
This algorithm is hereafter named CENTREx as it performs the clustering without prior knowledge of the number of clusters. In a second step, we devise a decentralized version DeCENTREx of this algorithm.
Crucially, CENTREx derives from a model-based theoretical approach. We hereafter consider the same Gaussian model as in [19] , [20] . In this model recalled in Section II, the measurement vectors belonging to a given cluster are supposed to be the cluster centroid corrupted by additive Gaussian noise. In our model, the Gaussian noise is not necessarily independent and identically distributed (i.i.d.) as it is described by a non-diagonal covariance matrix. Here, in contrast to [19] , [20] , we will not assume a known number of clusters, but suppose that the covariance matrix is known. This assumption was already made for clustering in [15] , [21] in order to choose the parameters for the functions that compute the cluster centroids. Further, in a sensor network context, this assumption is more acceptable than a prior known number of clusters. Indeed, in many signal processing applications, the noise covariance matrix can be estimated, either on-the-fly or from preliminary measurements, via many parametric, non-parametric, and robust methods (see [22] [23] [24] , among others).
On the basis of this model, a new cost function for clustering over compressed data is introduced in Section III. This cost function generalizes the function introduced in [15] for clustering over non-compressed data. In [15] , the choice of the cost function was justified by an analogy with M-estimation [25] , but it was not supported by any theoretical arguments related to clustering. On the opposite, the novel theoretical analysis we conduct in Section III shows that, under asymptotic conditions, the compressed cluster centroids are the only minimizers of the introduced cost function. The cost function depends on a weight function that must verify some properties deriving from the theoretical analysis. As exposed in Section IV, the weight function is chosen as the p-value of a Wald hypothesis test [26] . This p-value measures the plausibility that a measurement vector belongs to a given cluster. In addition, its expression July 13, 2018 DRAFT does not depend on any empirical parameter that could influence the final clustering performance.
In Sections VI and VII, we describe the clustering algorithms CENTREx and DeCENTREx that derive from our mathematical analysis. Given the compressed measurements, both algorithms estimate the compressed cluster centroids one after each other by computing the minimizers of our cost function, even when the number of minimizers is a priori unknown. The clustering is then performed by assigning each measurement to the cluster with the closest estimated centroid. The decentralized version DeCENTREx takes advantage of the fact that our approach does not require prior knowledge of the number of clusters, and that it does not suffer from initialization issues. We show that, due to these advantages, the amount of data to be exchanged between sensors for DeCENTREx is much lower than for decentralized K-means [27] . Simulation results presented in Section VIII show that our algorithms give much better performance than DB-Scan and that they only suffer a small loss in performance compared to K-means with known K. We also observe that our algorithms give the same level of clustering performance as K-means with K a priori unknown, while requiring less data exchange.
II. SIGNAL MODEL AND NOTATION
In this section, we introduce our notation and assumptions for the signal model and the data collected by sensors in the network. We also recall the definition of the Mahalanobis norm which will be useful in the theoretical analysis proposed in the paper.
A. Signal Model
In this paper, the notation 1, N denotes the set of integers between 1 and N . Consider a set of N independent and identically distributed (i.i.d.) d-dimensional random Gaussian vectors Y 1 , . . . , Y N with same covariance matrix Σ. We consider that the N measurement vectors are split into K clusters defined by K deterministic centroids ϕ 1 , . . . , ϕ K , with ϕ k ∈ R d for each k ∈ 1, K . Accordingly, we assume that for each n ∈ 1, N , there exists k ∈ 1, K such that Y n ∼ N (ϕ k , Σ) and we say that Y n belongs to cluster k. In the following, we assume that the covariance matrix Σ is known prior to clustering.
The measurement vectors are all multiplied by a sensing matrix A ∈ R m×d , which produces compressed
, where φ k = Aϕ k represents the compressed centroids. Here, the matrix A is known and it is the same for all the sensors. It is assumed to have full rank so that A T is injective. This matrix performs compression whenever m < d. The theoretical analysis presented in the paper applies whatever the considered full rank matrix, and in our simulations, we will consider several different choices for A.
In the paper, the data repartition in the network will depend on the considered setup. In the centralized setup, we will assume that all the compressed vectors Z 1 , · · · , Z N are available at a fusion center. In
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In the following, we start by describing the centralized version of the algorithm. We assume that the centroids ϕ 1 , . . . , ϕ K , and their compressed versions φ 1 , . . . , φ K , are unknown. We want to propose an algorithm that groups the N compressed measurement vectors Z 1 , · · · , Z N into clusters, without prior knowledge of the number of clusters. The first step of our algorithm consists of estimating the compressed centroids φ 1 , . . . , φ K . Our centroid estimation method relies on the Mahalanobis norm whose properties are recalled now.
B. Mahalanobis norm
Consider an m × m positive-definite matrix C. The Mahalanobis norm ν C is defined for any x ∈ R m by setting ν C (x) = √ x T C −1 x. If C is the identity matrix I m , the Mahalanobis norm ν C is the standard Euclidean norm · in R m . More generally, since C is positive definite, it can be decomposed as C = RδR T , where δ is a diagonal matrix whose diagonal values are the eigenvalues of C and R contains the corresponding eigenvectors. By setting Ψ = δ −1/2 R T it is easy to verify that:
According to (1) , Ψ is called the whitening matrix of C.
III. CENTROID ESTIMATION
In this section, we introduce a new cost function for the estimation of the compressed centroids
We then present our theoretical analysis that shows that the compressed centroids φ k are the only minimizers of the cost function.
A. Cost Function for centroid estimation
Consider an increasing, convex and differentiable function ρ :
First assume that the number K of clusters is known, and consider the following cost function for the estimation of the compressed centroids:
with Θ = (θ 1 , . . . , θ K ). This cost function generalizes the one introduced in [15] for centroid estimation when K is known. In [15] , the clustering was performed over i.i.d. Gaussian vectors, and the particular case C = I d was considered. In contrast, our analysis assumes a general positive-definite matrix C, which will permit to take into account both a non-diagonal covariance matrix Σ and the correlation introduced by the compression matrix A. In addition, [15] only considers the particular case ρ(
where β is a parameter that has to be chosen empirically. On the opposite, here, we consider a class of possible functions ρ, and the properties that these functions should verify will be exposed in the subsequent theoretical analysis. Note that the approach in [15] was inspired by the M-estimation theory [25] .
In order to estimate the centroids, we want to minimize the cost function (2) with respect to Θ. Since J is convex by the properties of ν C and ρ, ρ is differentiable, and C is invertible, standard matrix differentiation [28, Sec. 2.4] allow to show that the minimizer Θ of (2) should verify
where w C = w • ν 2 C is hereafter called the m-dimensional weight function and w = ρ is called the scalar weight function. Unless necessary, we generally drop the adjective 'scalar' in the sequel.
Solving (3) amounts to looking for the fixed-points h C (φ) = φ of the function h C defined as
In [15] , no theoretical argument was given to demonstrate that the introduced cost function was appropriate for the estimation of the cluster centroids. On the opposite, in the following, we show the following strong result: the centroids φ k are the only fixed points of h C under asymptotic conditions, provided that the weight function w verifies certain properties.
Perhaps surprisingly, the expression of h C depends neither on the considered cluster k, nor on the number of clusters K. The foregoing suggests that, even when K is unknown, estimating the centroids can be performed by seeking the fixed points of h C . This claim is theoretically and experimentally verified below for a certain class of matrices C.
B. Fixed-point analysis
The following proposition shows that the compressed centroids φ k are the only fixed points of the function h C defined in (4).
Proposition 1.
With the same notation as above, let N k be the number of data belonging to cluster k ∈
Assume also that the function w is non-null, non-negative, continuous, bounded and verifies:
For any positive definite matrix C proportional to AΣA T , for any i ∈ 1, K , and any ε > 0:
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The random function (6) can then be rewritten as
Therefore,
and:
By the strong law of large numbers, it follows from (8) and (9) that for any i ∈ 1, K ,
It follows from (5) and Lemma 1 of Appendix A that: 
Let Ψ be the whitening matrix of C. From (1), we get that:
July 13, 2018 DRAFT For µ 2 = 0 such that AΣA T = µ 2 C, (1) also induces that Proposition 1 shows that the centroids are the unique fixed points of the function h C , when the sample size N and the distances between centroids tend to infinity. This result means that, at least asymptotically, no vector other than a centroid can be a fixed point of h C . This result, as well as the fact that the expression of h C depends on neither k nor K, will allow us to derive a clustering algorithm that does not require prior knowledge of K.
We however wonder about the statistical behavior of the fixed points of h C in non-asymptotic situations.
In particular, the non-asymptotic fixed-points statistical model derived in the next section will help us refine our clustering algorithm. Although derived from some approximations, this model will allow us to choose weight functions w that verify the conditions of Proposition 1 and that are also suitable when the sample size and the distances between centroids are finite.
C. Fixed point statistical model
Under the assumptions of Proposition 1, a fixed point of h C provides us with an estimated centroid φ k for some unknown centroid φ k . The following claim gives the statistical model we consider for the estimated centroids φ k . This result is given by a claim rather than a proposition, since its derivation is based on several approximations. Claim 1. For any positive definite matrix C = (1/µ 2 )AΣA T with µ 2 = 0 and all k ∈ 1, k , we approximate the statistical model of φ k as
where N k is the number of compressed vectors in cluster k and
Derivation: In order to model the estimation error, we can start by writing
Of course, W k,1 will be all the more small than φ k approximates accurately φ k . We can then write that
, where
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The term W k,2 is likely to be small if 
Finally, we have
We now derive a model for W k,3 , and we keep the same notation as in the proof of Proposition 1. In
The random variables w C (X k,n )X k,n are iid and we proceed by computing their mean and covariance matrix.
Ψ be the whitening matrix of C. According to (1) 
and Υ = Ψ −1 . It then follows from (10) that Ξ ∼ N (0, µ 2 I m ). We derive from the foregoing and Lemma 2 of Appendix B that E w Ξ 2 Ξ = 0 and thus, that E[w C (X)X] = 0.
With the same notation as above, the covariance matrix of any w C (X k,n )X k,n is that of w C (X)X.
Since this random vector is centered, its covariance matrix equals
By the weak law of large numbers and (1) again, T Nk /N k converges in probability to E w Ξ 2 . Slutsky's theorem [29,
do not know how to model W k,1 and W k,2 yet. We merely know that the contributions of these two types of noise are small under the asymptotic conditions of Proposition 1. As a result, we do not take the influence of W k,1 and W k,2 into account and model the statistical behavior of φ k by (11).
In the above model, r 2 can be calculated by Monte-Carlo simulations, and we will explain in the algorithm description how we estimate N k . Although (11) may be a coarse approximation, since W k,1
and W k,2 are not necessarily negligible compared to W k,3 , the experimental results reported in Section VIII support the practical relevance of the approach.
At the end, all the results of this section were derived from a generic scalar weight function w, and the theoretical analysis provided the properties that w should satisfy. In the following, we choose a weight function w that satisfies these properties and that is suitable for clustering.
IV. WEIGHT FUNCTION
The scalar weight function w(x) = β exp(−βx) proposed in [15] verifies the properties required in Proposition 1. However, in this weight function, the parameter β must be chosen empirically and its optimal value varies with m and the noise parameters. A poor choice of β can dramatically impact the performance of the clustering algorithm proposed in [15] .
In contrast, we propose new weight functions whose expressions are known whatever the dimension and noise parameters. These new weight functions are devised as the p-values of Wald's hypothesis tests for testing the mean of a Gaussian [26] . In this section, we thus begin by recalling the basics about
Wald's test for testing the mean of a Gaussian and we introduce the p-value for this test. We then derive the weight functions that will be used in our clustering algorithm.
A. p-value of Wald's test for testing the mean of a Gaussian
Let X ∼ N (ξ, C), where the m×m covariance matrix C is positive definite and ξ ∈ R m is unknown.
Consider the problem of testing whether X is centered or not. This problem can be summarized as:
Recall that a non-randomized test T is any measurable map from R m to {0, 1}. Given a realization
x ∈ R m of X, the value T(x) returned by T is the index of the hypothesis considered to be true. We say that T accepts H 0 (resp. H 1 ) at x if T(x) = 0 (resp. T(x) = 1). Given α ∈ (0, 1), let µ α be the unique real value such that:
where Q m/2 is the Generalized Marcum Function [30] . According to [26, Definition III & Proposition III, p. 450], the non-randomized test defined for any x ∈ R m as
guarantees a false alarm probability α for the problem described by (14 In Appendix C, we show that test T C has a p-value function pval C defined for each x ∈ R m by:
The p-value pval C (x) can be seen as a measure of the plausibility of the null hypothesis H 0 given a
B. Weight function for clustering
We now define the weight function that will be used in our clustering algorithm. The expression of this weight function depends on the pvalue function pval C defined in (17) .
Because this function is continuous, bounded by 1 and satisfies lim t→∞ w(t) = 0 [30] , it satisfies the properties required in Proposition 1. We therefore choose it as our scalar weight function w. Its corresponding m-dimensional weight function is therefore defined for any x ∈ R m by:
Proposition 1 and Claim 1 hold for any matrix C proportional to AΣA T . From (18), we further observe that the m-dimensional weight function w C (x) depends on the choice of the matrix C, which itself depends on the considered Wald test (14) . This is why we now introduce specific Wald tests that will be considered for clustering. These tests will allow us to specify the matrices C that will be used in our algorithms.
V. HYPOTHESIS TESTS FOR CLUSTERING
In this section, we introduce all the hypothesis tests that will be used in our clustering algorithm.
The first three tests directly derive from the Wald test introduced in Section IV-A and they will be used mainly for the derivation of the weight functions that are used in our algorithm. The fourth considered test will serve to decide whether two estimated centroids φ and φ actually correspond to the same centroid φ k . Since it is not a Wald test, we completely define it in this section.
A. Wald's tests for clustering
where φ (i) and φ (j) designate the centroids of the clusters to which Z i and Z j belong, respectively. In order to decide whether these two vectors belong to the same cluster, we can test the mean of the vector
. This problem can be solved by the Wald hypothesis test described in Section IV-A, with C = 2AΣA T .
Test n • 2: Now assume that we want to decide whether the compressed vector Z i belongs to cluster k described by centroid φ k . This problem can be addressed by testing the mean of the vector
, which can be solved by the Wald's test of Section IV-A with C = AΣA T .
Test n • 3: Our clustering algorithm will have to test whether Z i belongs to cluster k, only knowing an estimate φ k of φ k . According to Claim 1, given a positive definite matrix C = (1/µ 2 )AΣA T with
We must thus choose a value of µ 2 to specify the matrix C used in the m-dimensional weight function w C (x). In our clustering algorithm described in Section VI, we will actually consider two m-dimensional weight functions w C (x) specified by two different values of µ 2 . The first weight function will be given by (18) with µ 2 = 2 (Test n • 1), and the second one will be given by (18) with µ 2 = 1 (Test n • 2). As a result, we hereafter consider
Further, in order to decide whether Z i belongs to cluster k, we will assume that φ k and Z i are independent. In practice, φ k will be calculated by using a large number of data so that the influence of one Z i can be neglected. Consequently, in order to make the decision, we will test the mean of the
. This problem can be solved by the Wald hypothesis test described in Section IV-A, with
we can approximate C ≈ AΣA T , and Test n • 3 degenerates into Test n • 2.
B. Test n • 4: hypothesis test for centroid fusion
Consider two fixed points φ and φ of h C , where C is chosen according to Test n • 1 or Test n • 2.
These fixed points are estimates of two centroids φ and φ . The centroid estimation method used in our algorithm will sometimes result in estimating several times the same centroid. This is why our algorithm will also contain a fusion step that will have to decide whether φ and φ are estimates of the same centroid. The fusion step will thus have to decide whether φ and φ are different or not, in which latter case φ and φ should be merged. Merging estimates of two different centroids may result in an artifact significantly far from the two true centroids. On the other hand, failing to merge estimates of the same centroid will only result in overestimating the number of centroids. This is why we would like to devise an hypothesis test from which the null hypothesis is H 0 : φ = φ rather than φ = φ as in the Wald test. With this choice for the null hypothesis, the alternative hypothesis is
In order to test H 0 against H 1 , we proceed similarly as above by considering φ − φ . In contrast to the three tests discussed in the previous subsections, the random vector φ − φ is not necessarily 
We can then proceed as usual in statistical hypothesis testing by exhibiting a test maintaining the false alarm probability of incorrectly rejecting H 0 below a given significance level α ∈ (0, 1). Specifically, the test defined for every x ∈ R m by:
where µ 1−α is determined according to (15) , guarantees a false alarm probability less than or equal to α ∈ (0, 1) for testing H 0 against H 1 . Indeed, this false alarm probability is:
where Ψ , is the whitening matrix of C , . Since the generalized Marcum function increases with its first argument [30] ,
VI. CENTRALIZED CLUSTERING ALGORITHM
This section describes our centralized clustering algorithm CENTREx that applies to compressed data.
This algorithm derives from the theoretical analysis introduced in the paper. In this section, we first present the three main steps of this algorithm (centroid estimation, fusion, and classification). We then describe each of these steps into details. We also explain how to choose two empirical parameters that are the false alarm probability α and the stopping condition , and we discuss their influence on the clustering performance.
A. Algorithm description
The objective of our clustering algorithm is to divide the set of received compressed vectors Z =
where K is unknown a priori. The algorithm can be decomposed into three main steps. The first step consists of estimating compressed centroids
The centroids φ k are estimated one after each other by seeking the fixed points of h C defined in (4) (see Section VI-B). Unfortunately, due to initialization issues, this process may estimate several times the same centroids. This is why the algorithm then applies a fusion step. At this step, the algorithm looks for the estimated φ k that correspond to the same centroid by applying Test n • 4 to every pair
centroids. To finish, the algorithm performs a classification step associating each compressed vector Z i to the cluster with the closest centroid (see Section VI-D). We now describe into details each of these steps.
B. Centroid estimation
In this section, we introduce the method we use in order to estimate the centroids one after each other.
Initialize by Φ = {∅} the set of centroids estimated by the algorithm. Also, initialize by M = {∅} the set of vectors Z i that are considered as marked, where a marked vector cannot be used anymore to initialize the estimation of a new centroid.
The centroids are estimated one after the other, until M = Z. When the algorithm has already estimated k centroids, we have Φ = { φ 1 , · · · , φ k }. In order to estimate the k + 1-th centroid, the algorithm picks a measurement vector Z at random in the set Z \ M and initializes the estimation process with
In order to estimate φ k+1 as a fixed point of h C (4), the algorithm should recursively compute φ [25] . Here, we consider the following strategy for the matrix C that is used in the recursion. In our algorithm, the first iteration is computed as φ
). This corresponds to C = 2AΣA T as given by Test n • 1 in Section V-A, which comes from the fact that the centroid estimation is initialized with Z . From iteration 2, the recursion is computed as φ
, which corresponds to C = AΣA T as given by Test n • 2 in Section V-A. This choice comes from the fact that
k+1 is already a rough estimate of φ k+1 . Here, it would be better to consider the value of C given by Test n • 3 rather than Test n • 2, but N k+1 cannot be estimated at this stage of the algorithm. It is worth mentioning that this strategy (changing the matrix C from iteration 1 to iteration 2) led to good clustering performance on all the simulations we considered, with various dimensions d and m, number of clusters k, matrices A, etc.
The recursion stops when
≤ , where C = AΣA T (Test n • 2) and is the stopping condition. The newly estimated centroid is given by φ k+1 = φ
k+1 , where L represents the final iteration. To finish, the set of estimated centroids is updated as Φ = Φ ∪ { φ k+1 }.
Once the centroid φ k+1 is estimated, the algorithm marks all the vectors that belong to cluster k + 1.
For this, the algorithm applies Test n • 2 of Section V-A to each Z i − φ k+1 , i ∈ {1, · · · , N }. Here again, we apply Test n • 2 instead of Test n • 3, because the value N k+1 cannot be estimated at this stage of the algorithm. As a result, we assume that Z i − φ k+1 ∼ N (φ (i) − φ k+1 , AΣA T ). All the observations Z i that accept the null hypothesis under this test are grouped into the set M k+1 . The set of marked vectors is then updated as M ← M ∪ {Z } ∪ M k+1 . Note that the measurement vector Z , which serves for initialization, is also marked in order to avoid initializing again with the same vector. If M = Z, the algorithm estimates the next centroid φ k+2 . Otherwise, the algorithm moves to the fusion step.
C. Fusion
Once M = Z and, say, K centroids have been estimated, the algorithm applies a so-called fusion step to identify the centroids that may have been estimated several times during the centroid estimation phase. Indeed, in non-asymptotic situations, the estimated centroids issued from the centroid estimation phase are not guaranteed to be remote from each other and experiments show that the estimation phase tends to over-estimate the true number of centroids.
At this step, the algorithm first sets Φ = Φ. It then applies Test n • 4 defined in Section V-B to every pair of estimated centroids ( φ i , φ j ) ∈ Φ 2 , i = j. Since the cluster sizes N i and N j required by Test n • 4 are unknown, we replace them by estimates N i and N j . These estimates are obtained by counting the number of vectors respectively assigned to clusters i and j during the marking operation. When Test n • 4 accepts hypothesis H 1 , the algorithm sets φ min(i,j) = φi+ φj 2 and removes φ j from Φ. At the end, the number of estimated centroids K is set as the cardinal of the final Φ and the elements of Φ are re-indexed in order to get Φ = { φ 1 , · · · φ K }.
D. Classification
Once K centroids { φ 1 , · · · φ K } have been estimated, the algorithm moves to the classification step.
Denote by C k the set of measurement vectors assigned to cluster k. Each vector Z i ∈ Z is assigned to the cluster C k whose centroid φ k ∈ Φ is the closest to Z i , i.e., φ k = arg min φ∈ Φ ν C Z i − φ , where C = AΣA T (Test n • 2, assuming that φ k is very close to φ k ). Here, using this condition instead of an hypothesis test forces each measurement vector to be assigned to a cluster.
E. Empirical parameters
The described algorithm depends on some parameters α and . In this section, we describe how to choose these parameters.
1) Parameter α:
The false alarm probability α participates to the definition of the weight function w in Section IV. However, we observed in all our simulations that this parameter does not influence much the clustering performance. More precisely, we observed that any value of α equal or lower than 10 −2 leads to the same clustering performance. The parameter α would be more useful in the case of outliers in the dataset, which is out of the scope of the paper.
2) Parameter :
The parameter defines the stopping criterion in the estimation of the centroids. As for the false alarm probability, does not influence much the decoding performance, although it can increase the number of iterations for the estimation when it is too small. In our simulations, we observed that can be set to any value between 10 −2 and 10 −5 without affecting the clustering performance.
At the end, our algorithm CENTREx shows three interesting characteristics compared to other existing clustering algorithms. First, it does not require prior knowledge of K, since the centroids are estimated one after the other by looking for all the fixed points of the function h C . Second, it is not very sensitive to initialization, since the fusion step mitigates the effects of a bad initialization. Third, the empirical parameters α and do not influence much the clustering performance. For these three reasons, the algorithm works in one run and does not need to be repeated several times in order to estimate K and lower the initialization issues (like K-means), or to set up some empirical parameters (like DB-Scan). As a result, it appears as a suitable candidate for use in a fully decentralized setup.
VII. DECENTRALIZED CLUSTERING ALGORITHM
In this section, we consider a network of S sensors where sensor s observes N s measurement vectors, and N = S s=1 N s . We denote by Z s = {Z s,1 , · · · Z s,Ns } the set of measurement vectors observed by sensor s. We assume that ∪ S s=1 Z s = Z and that Z s ∩ Z s = {φ} for all s = s . We assume that the transmission link between two sensors is perfect, in the sense that no error is introduced during information transmission. Here, for simplicity, we also assume that one sensor can communicate with any other sensor, although the algorithm would apply whatever the communication links between sensors.
More realistic transmission models will be considered in future works.
In the decentralized algorithm, the operations required by the algorithm are performed by the sensors themselves over the data transmitted by the other sensors. The decentralized algorithm is based on the same three steps as the centralized algorithm: centroid estimation, fusion, and classification. However, it now alternates between exchange phases at which the sensors exchange some data with each other, and local phases during which each sensor processes its local observations combined with the received data.
We now describe the decentralized version of the algorithm. We then evaluate the amount of data exchange needed by our algorithm and compare it with the amount of data exchange required for decentralized K-means.
A. Description of the decentralized algorithm DeCENTREx 1) Local initializations of the algorithm: Each sensor s ∈ {1, · · · , S} first performs a rough clustering on its own data. This rough clustering consists of applying one step of the centralized clustering algorithm as follows. The centroids are still estimated one after the other. In order to estimate the k + 1-th centroid, the algorithm picks a measurement vector Z at random in the set of unmarked vectors for sensor s and produces a new estimated centroid as φ
constitutes a rough estimate of φ s,k+1 . The algorithm then marks all the vectors that belong to cluster k + 1 as well as the vector Z (see centralized algorithm description). When all the vectors in Z s are marked, the sensor applies a fusion step (see centralized algorithm description), which produces a first set of estimated centroids Φ (1)
s,Ks }. Note that the number of estimated centroids K s can be different from sensor to sensor.
The local algorithm also performs a classification as follows. For each Z s,n , the algorithm first identifies the estimated centroid φ (1) s,k that is the closest to Z s,n , and k = arg min k∈{1,··· ,Ks} ν C Z s,n − φ (1) s,k , with C = AΣA T . It then applies Test n • 2 of Section V-A to (Z s,n − φ (1) s,k ). If the test accepts the null hypothesis, the set C s,k is updated as C s,k = C s,k ∪ {Z s,n }, where C s,k denotes the set of vectors Z s,n that belong to cluster k in sensor s. Due to the hypothesis test, it may occur that some of the measurement vectors are not assigned to any cluster because they are too far from all the estimated centroids. It is very likely that they will be assigned to a cluster after a few exchanges between sensors, since these exchanges will refine the centroids estimates. From this classification, the algorithm constructs a set
s,k denotes the number of measurement vectors Z s,n that belong to cluster k in sensor s.
To finish, the local algorithm produces two sets P 
s,Ks }. They contain the following partial sums exchanged between the sensors:
2) Exchange phase between sensors: The exchange phase of the algorithm is realized in T − 1 time slots. At time slot t ∈ {2, · · · , T }, sensor s receives some data from J other sensors. The data transmitted from sensor s to sensor s is composed by P
. Before updating the local parameters of sensor s, the algorithm must identify the common centroids between sensors s and s .
For this, for all pair
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If for a given k ∈ {1, · · · , K s }, there does not exist any k ∈ {1, · · · , K s } for which the pair (k, k )
accepts hypothesis H 1 , sensor s adds a new centroid φ
to its own set of centroids. In this case, sensor s updates its own sets as P
s ,k }. This permits to create additional centroids that were not detected in the initial dataset of sensor s.
Once the J received sets of data have been processed by sensor s, this sensor perfoms 1) an estimation step by estimating new centroids as φ
, 2) a fusion step (see centralized algorithm description), in order to produce a new set of estimated centroids Φ 
B. Empirical parameters
In this decentralized version, the empirical parameters α and are chosen as in the centralized algorithm, see Section VI-E.
C. Number of exchanged messages
In this section, we evaluate the number of messages exchanged between sensors by DeCENTREx and compare it to the number of messages required by decentralized K-means [27] . By number of messages, we mean the number of scalar values exchanged between all the sensors during the whole running of the algorithm. We use this criterion instead of the number of operations performed by each sensor, since in most cases, sensor energy consumption is mainly due to information transmission rather than information processing.
The algorithm DeCENTREx consists of T time slots, and at each time slot, each of the N sensors receives J sets P
. In the following, we denote byK 1 the common cardinality of each of the sets P
In the algorithm, the cardinality of these sets is not constant among sensors and time slots, as they are given by the number of clusters estimated by each sensor at each time slot. Therefore,K 1 is a generic parameter that can be chosen as the average or as the maximum number of clusters. The sets P are composed by scalar values. As a result, the total number of exchanged messages is linear with all the involved parameters and can be evaluated as
We also note that the compression permits to lower the number of exchanged messages by approximately a factor m/d < 1 since, without compression, we would have
The decentralized K-means algorithm of [27] is also composed by T time slots. At each time slot, each sensor receives J sets of data that are equivalent to Φ . In order to deal with the initialization issue, the decentralized K-means can be repeated R times. Also, since K-means assumes that K is known, we must try different values of K and consider a penalized criterion in order to both estimate K and perform the clustering. Assume that the algorithm tests values of K from 1 toK 2 .
Therefore, the number of messages exchanged by each sensor can be evaluated as
This time, we observe that the number of exchanged messages is quadratic with the maximum number of clustersK 2 , although this maximum number is usually small compared to parameters N and m.
For comparison between DeCENTREx and decentralized K-means, assume thatK 1 =K 2 , and that T and J are the same for both algorithms, which is usually verified in practice. With this assumption, we see that Λ 2 is approximately
RK2
4 times bigger than Λ 1 , which can make a big difference. For instance, assume, as in our simulations, thatK 2 = 10, and consider two extreme cases R = 1 and R = 10. With these two extremes, K-means requires 2.5 to 25 more message exchanges than our algorithm, which is significant. In our simulation results, the value R = 10 leads to a good level of performance for K-means, while R = 1 induces a clustering performance degradation.
VIII. EXPERIMENTAL RESULTS
In this section, we benchmark CENTREx and DeCENTREx against standard K-means and DB-Scan.
A. Centralized algorithm
This section evaluates the performance of CENTRE-X from Monte Carlo simulations. We want to verify that our algorithm can retrieve the correct number of clusters, and we want to assess its performance compared to standard clustering solutions K-means and DB-Scan. In all our simulations, we consider d = 100 and the observation vectors Y n that belong to cluster k are generated according to the model a non-sparse model and a sparse model. Each model will correspond to a different matrix A. For the two models, the parameters of CENTREx are always set to α = 10 −3 for the false alarm probability and = 10 −3 for the stopping criterion. As discussed in Section VI-E, these parameters do not influence much the clustering performance. In our simulations, we consider different pairs of values (m, σ) and for every considered pair, we run 1000 trials with new centroids and new measurement vectors at each trial. In order to evaluate the capability of our algorithm to retrieve the correct number of clusters, for each trial, the value of K is selected uniformly at random in the set 1, 10 .
The clustering performance is evaluated with respect to two criteria. The first criterion is the percentage over the 1000 trials of cases in which the algorithm retrieved the correct number of clusters K. The second criterion is the Silhouette [33] , which measures the quality of the clustering itself. The performance of our algorithm with respect to these two criteria is compared with three other clustering algorithms. It is first compared with the standard K-means for which K is known and with 10 replicates in order to lower the initialization issues. Second, we consider the K-means algorithm with 10 replicates and K is unknown. In this case, we run the K-means algorithm for every K ∈ 1, 10 and we apply an AIC criterion [13] in order to both retrieve K and perform the clustering. Third, we consider the standard DB-Scan, which does not require the value of K.
1) Sparse centroids:
We first assume a sparse model for the centroids. At each trial, each individual component of each centroid is generated as θ k,j ∼ N (0, b 2 ) (b = 2), with probability 0.2, and is equal to 0 otherwise. In this case, the matrix A performs random projections with A i,j ∼ N (0, md), i = 1, · · · , m and j = 1 · · · , d [34] .
In Figure 1 , we fix σ = 2 and we represent both the percentage of correctly retrieved clusters and the Silhouette with respect to m. We first remark that DB-Scan shows an important performance degradation compared to CENTREx and to the two considered versions of K-means. For m larger than 30, DB-Scan retrieves the correct number of clusters, but the Silhouette value is far from the three other ones. This is probably due to the fact that our data have initial dimensions d = 100 and DB-Scan is known to perform poorly for medium to high dimensions [35] . As a second observation, we see that CENTREx is competitive with respect to the two considered versions of K-means. In particular, it shows the largest Silhouette, even though the three curves are close to each other. It also shows a better ability than K-means AIC to retrieve the correct number of clusters. The K-means AIC algorithm indeed showed difficulties to handle the relatively large set 1, 10 of possible values for K. 2) Non-sparse centroids: In the non-sparse model, we assume that new centroids are generated at each trial as ϕ k ∼ N (0, b 2 I d ) with b = 2. In this case, the sensing matrix A is constructed so as to randomly select components of Y n , that is each row of A contains exactly one value 1, and 0 elsewhere [34] .
With this model, Figure 4 considers σ = 2 and shows the two considered criteria with respect to m. In this case, we see that our algorithm shows a degradation compared to K-means AIC for small values of m, but that it performs better for larger values of m. This is mitigated by the fact that the three Silhouette curves are still very close to each other. Figure 5 considers m = 50 and shows the performance with respect to σ. In this case, our algorithm shows a performance degradation compared to K-means with K known for the largest values of σ, but it outperforms K-means AIC for almost all the considered values of σ. The Silhouette curves are also very close to each other. As for the non-sparse model, the There results show that CENTREx is competitive with K-means when K is unknown and incurs only a small performance loss compared to K-means with K known. In contrast to K-means, CENTRE-X requires no prior knowledge of the number of clusters and suffers from no initialization issues (no need 
B. Decentralized algorithm
We now evaluate the performance of DeCENTREx and compare it with the performance of the fully decentralized K-means algorithm [27] . We consider a network with S = 20 sensors and a dataset of size N = 1000. We assume that the compressed measurement vectors Z n are equally distributed between sensors, which means that each sensor observes 50 vectors Z n . The compressed vectors Z n are generated according to the non-sparse model described in Section VIII-A, with the same parameter b = 2 and the same construction of sensing matrices A. As for the centralized algorithm, we also set α = 10 −3 and = 10 −3 . Regarding the parameters that are specific to the decentralized algorithms, we set T = 10 time slots and J = 2 received sets of data per sensor per time slot. The parameters T and J are the sames for both DeCENTREx and decentralized K-means. The new approach we have introduced for clustering relies on a statistical model of the measurements and can be adapted to other signal models. This may allow for addressing clustering problems that standard algorithms such as K-means can hardly handle. For instance, we could consider heterogeneous sensors that collect measurement vectors with different covariance matrices from one sensor to another, as in [36] for spectral clustering. We could also model the measurement vectors of a given cluster as random vectors with unknown distributions and known bounded variations corrupted by centered Gaussian noise.
For such models, extensions of the Wald tests are given in [32] , [37] . When ξ tends to ∞, ν C (ξ) tends to ∞ as well, because all the norms are equivalent on R m . Since ν C (Z(ξ)) ν C (ξ) − ν C (Z * ) and w C (Z(ξ)) = g(ν C (Z(ξ)) with g(t) = w(t 2 ) for any t ∈ R, it follows that ν C (Z(ξ)) tends to 0 when ξ tends to ∞.
Proof of statement (ii):
With the same notation as above,
Let us consider the first term in the rhs of (25) . Let Φ be the whitening matrix of AΣA T . It follows from (1) that W (ξ) = ΦZ(ξ) has distribution W (ξ) ∼ N (Φξ, I m ). Now, note that:
By setting ζ = Φξ = (ζ 1 , ζ 2 , . . . , ζ m ) T , we have:
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− ξ e whose left and right bounds tend to 0 when ξ -and thus ζ thanks to the properties of Φ -tends to ∞. By applying the Lebesgue dominated convergence theorem to (27) and since i is arbitrary in 1, m , it follows from (26) that:
As far as the second term to the rhs of (25) is concerned, we set Z * = (Z * 1 , . . . , Z * m ) T . We have w C (Z(ξ))Z * For the first coordinate Z 1 of Z, it follows from Fubini's theorem that:
with f : R → [0, ∞) defined for any real number z 1 by: This function is continuous, non-negative and even. The conclusion then follows from the one-dimensional case.
APPENDIX C P-VALUE OF WALD'S TEST FOR GAUSSIAN MEAN TESTING Fort any x ∈ [0, ∞), we hereafter set Q(x) = Q m/2 (0, x). Given α ∈ (0, 1), the value µ(α) defined
by (15) is the unique real value such that Q(µ(α)) = α.
Lemma 3. Given τ ∈ [ 0 , ∞ ), the map α ∈ ( 0 , 1 ] → µ(α) ∈ [ 0 , ∞ ) is strictly decreasing.
Proof. Let ρ ∈ [0, ∞) and consider two elements α and α of (0, 1]. We have Q(µ(α)) = α and Q(µ(α )) = α . If α < α , Q(µ(α)) < Q(µ(α )), which implies that µ(α) > µ(α ) since Q is strictly decreasing [30] .
Suppose that Y ∼ N (ξ, C) with ξ ∈ R m and C is an m × m positive definite covariance matrix. The critical region of the test T C defined by (19) is:
S α = y ∈ R m : T C (y) = 1 = y ∈ R m : ν C (y) > µ(α)
According to Lemma 3, for two levels 0 < α < α < 1, we have S α ⊂ S α . Given y ∈ R d , we can thus define the p-value of T C at y as [31, p. 63, Sec. 3.3,] α(y) = inf α ∈ (0, 1) : y ∈ S α . If α 0 = Q(ν C (y)), we have α 0 ∈ (0, 1) and Q(µ(α 0 )) = α 0 by definition of µ(α 0 ). It then follows from the bijectivity of Q that µ(α 0 ) = ν C (y). According to Lemma 3 again, we obtain α ∈ (0, 1) : µ(α) < ν C (y) = (α 0 , 1). Therefore α(y) = Q(ν C (y)).
