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POWER MEANS OF PROBABILITY MEASURES AND
ANDO-HIAI INEQUALITY
MOHSEN KIAN
Abstract. It has been shown that if µ is a probability measure of compact
support on M+n and t ∈ (0, 1], then
P t
p
(ν) ≤ Pt(µ)
for every p ≥ 1, where ν(Z) = µ(Z1/p). This provides an extension of the Ando-
Hiai inequality for matrix power means.
1. Introduction and Preliminaries
Let Mn is the algebra of all n× n complex matrices and I is the identity matrix.
We denote by M+n the real subspace of positive definite matrices equipped with the
Lowner partial order. Some of the most famous matrix means are A∇tB = tA +
(1 − t)B (weighted arithmetic mean), A♯tB = B
1/2
(
B−1/2AB−1/2
)t
B1/2 (weighted
geometric mean) and A!tB = (tA
−1 + (1− t)B−1)
−1
(weighted harmonic mean),
where t ∈ [0, 1] and A,B are positive matrices. The matrix arithmetic mean and
Harmonic mean can be extended to more than two matrices in a natural way as∑k
i=1 tiAi and
(∑k
i=1 tiA
−1
i
)−1
, respectively, in which ti ∈ [0, 1] and
∑k
i=1 ti = 1.
Recently, there has been some works devoted to introducing the matrix geometric
mean of several variables, see [1, 2, 4]. Another multivariate matrix mean is the
matrix power mean. The notion of matrix power means has been introduced [7] for
any k-tuple of positive matrices A = (A1, · · · , Ak) as the unique positive invertible
solution of the matrix equation
X =
k∑
i=1
ωi(X ♯t Ai) (t ∈ (0, 1]) (1.1)
and denoted by Pt(ω;A). If t ∈ [−1, 0), Pt(ω;A) := P−t(ω;A
−1)−1, where A−1 =
(A−11 , . . . , A
−1
k ).
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A continuous form for matrix power mean is studied in [6]: If µ is a probability
measure of compact support on M+n and t ∈ (0, 1], then the equation
X =
∫
M
+
n
X♯tZdµ(Z)
has a unique solution in M+n . This unique solution is called the power mean of µ. It
defined a map Pt from the set of all probability measure of compact support on M
+
n
into M+n . In the case of t ∈ [−1, 0), the power mean is defined by Pt(µ) = P−t(ν)
−1,
where ν(E) = µ(E−1) for every measurable set E . The integral above is in the sense
of vector valued. If f is a continuous function from a topological space X into
a Banach space and µ is a probability measure of compact support on the Borel
σ-algebra of X , then ∫
X
fdµ = lim
m→∞
Nm∑
i=1
f(ai)µ(Bm,i)
in which {Bm,i; i = 1, · · · , Nm} is a partition of supp(µ) and ai is an arbitrary point
in Bm,i.
Another approach to multivariate matrix means has been given in [5].
The well-known Ando-Hiai inequality asserts that if A♯tB ≤ I for two positive
matrices A,B, then Ap♯tB
p ≤ I holds for every p ≥ 1, see [5, 8, 9] for more infor-
mation.
In this paper, we present an Ando-Hiai inequality for power mean of probability
measures. In particular, we show that if ‖Pt(µ)‖ ≤ 1, then ‖P t
p
(ν)‖ ≤ 1 for every
p ≥ 1, where ν(Z) = µ(Z1/p). This gives some previous results as special cases.
2. Main results
We need some lemmas to prove the main result.
Lemma 2.1. Let µ be a probability measure of compact support on M+n . Assume that
Pt(µ) = X. If X ∈ supp(µ), then Pt(ν) = X, where ν is defined on supp(µ)− {X}
by ν(E) = µ(E)
1−µ({X})
for every E ∈ supp(µ).
Proof. Assume that Pt(µ) = X and X ∈ supp(µ). Then X =
∫
M
+
n
X♯tZdµ(Z).
Assume in addition that Y = Pt(ν). We show that Y = X . It follows from definition
of the power mean that Y satisfies the equation Y =
∫
M
+
n
Y ♯tZdν(Z). Then
Y = lim
n→∞
Nn∑
i=1
Y ♯tZiν(Bn,i),
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where {Bn,i, i = 1, · · · , Nn} is a partition of supp(ν). We have
Y =
∫
M
+
n
Y ♯tZdν(Z) =
∫
supp(ν)
Y ♯tZ
dµ(Z)
1− µ({X})
.
It follows that
Y − µ({X})Y =
∫
supp(ν)
Y ♯tZdµ(Z)
and so
Y =
∫
supp(ν)
Y ♯tZdµ(Z) + µ({X})Y =
∫
supp(ν)
Y ♯tZdµ(Z) + µ({X})Y ♯tY
= lim
n→∞
Nn∑
i=1
Y ♯tZiµ(Bn,i) + Y ♯tY µ({X}).
Since X = Pt(µ), we conclude thatX satisfies the above equation and so X = Y . 
Lemma 2.2. Let µ be a probability measure of compact support on M+n . If B ∈
supp(µ), then Pt(µ) ≤ B, then Pt(ν) ≤ B, where ν is defined on supp(µ)− {B} by
ν(E) = µ(E)
1−µ({B})
for every E ∈ supp(µ).
Proof. The proof is based on that of Lemma 2.1. 
Lemma 2.3. Let µ be a probability measure of compact support on M+n . If t ∈ (0, 1]
and
(∫
M
+
n
Ztdµ(Z)
)1
t
≤ I, then Pt(µ) ≤ I. If t ∈ [−1, 0) and
(∫
M
+
n
Ztdµ(Z)
)1
t
≥ I,
then Pt(µ) ≥ I.
Proof. Assume that
(∫
M
+
n
Ztdµ(Z)
) 1
t
≤ I, which is equivalent to
∫
M
+
n
Ztdµ(Z) ≤ I.
Then
lim
n→∞
Nn∑
i=1
Ztiµ(Bn,i) ≤ I,
where {Bn,i, i = 1, · · · , Nn} is a partition of supp(µ). It follows that there exists
an expansive operator X such that
lim
n→∞
Nn∑
i=1
Zti
µ(Bn,i)
2
+
1
2
X t = I.
Assume that ν is a measure on supp(µ)∪{X} defined by ν(E) = 1/2µ(E) for every
E ∈ supp(µ) and ν({X}) = 1/2. Then {Cn,i} = {Bn,i, i = 1, · · · , Nn} ∪ {X} is a
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partition for supp(ν) and we have
∫
M
+
n
I♯tZdν(Z) = lim
n→∞
Nn∑
i=1
I♯tZiν(Cn,i)
= lim
n→∞
Nn∑
i=1
I♯tZiν(Bn,i) + I♯tXν({X})
= lim
n→∞
Nn∑
i=1
Ztiν(Bn,i) +X
tν({X}) = I.
This implies that Pt(ν) = I. Now assume that λ is defined on supp(µ) ∪ {I} by
λ(E) = ν(E) for every E ∈ supp(µ) and λ({I}) = 1
2
. Then {Dn,i} = {Bn,i, i =
1, · · · , Nn} ∪ {I} is a partition for supp(λ). Since X is expansive X
t ≥ I and we
have
∫
M
+
n
I♯tZdλ(Z) = lim
n→∞
Nn∑
i=1
I♯tZiλ(Dn,i)
= lim
n→∞
Nn∑
i=1
I♯tZiν(Bn,i) + I♯tIλ({I})
≤ lim
n→∞
Nn∑
i=1
Ztiν(Bn,i) +
1
2
X t = I,
i.e., Pt(λ) ≤ I. Now, it follows from Lemma 2.2 that Pt(µ) ≤ I.
Now assume that t ∈ [−1, 0) and
(∫
M
+
n
Ztdµ(Z)
) 1
t
≥ I. Therefore,
∫
M
+
n
Ztdµ(Z) ≤
I. If the measure ν is defined by dν(Z) = dµ(Z−1), then
∫
M
+
n
Z−tdν(Z) =
∫
M
+
n
Z−tdµ(Z−1) =
∫
M
+
n
W tdµ(W ) ≤ I.
We conclude from the first part of theorem that P−t(ν) ≤ I. Hence
Pt(µ) = P−t(ν)
−1 ≥ I.

Theorem 2.4. Let µ be a probability measure of compact support on M+n and t ∈
(0, 1]. If ‖Pt(µ)‖ ≤ 1, then ‖P t
p
(ν)‖ ≤ 1 for every p ≥ 1, where ν(Z) = µ(Z1/p). In
particular
P t
p
(ν) ≤ Pt(µ) and P−t
p
(ν) ≥ P−t(µ).
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Proof. Assume that ‖Pt(µ)‖ ≤ 1 or equivalently Pt(µ) ≤ I. If Xt = Pt(µ), then
Xt =
∫
M
+
n
Xt♯tZdµ(Z) =
∫
M
+
n
X
1
2
t
(
X
−1
2
t ZX
−1
2
t
)t
X
1
2
t dµ(Z)
and so ∫
M
+
n
(
X
−1
2
t ZX
−1
2
t
)t
dµ(Z) = I.
Let p ∈ [1, 2]. Then x 7→ xp is an operator convex function and x 7→ x
t
p is an
operator monotone function. Since X
−1
2
t is an expansive operator, it follows from
the Jensen operator inequality that
(
X
−1
2
t ZX
−1
2
t
)t
=
(
X
−1
2
t ZX
−1
2
t
)p t
p
≥
(
X
−1
2
t Z
pX
−1
2
t
) t
p
and so
I =
∫
M
+
n
(
X
−1
2
t ZX
−1
2
t
)t
dµ(Z) ≥
∫
M
+
n
(
X
−1
2
t Z
pX
−1
2
t
) t
p
dµ(Z) =
∫
M
+
n
Z
t
pdλ(Z),
in which λ(Z) = µ
((
X
1
2
t ZX
1
2
t
) 1
p
)
. Theorem 2.3 then implies that P t
p
(λ) ≤ I.
Assume that P t
p
(λ) = Y so that
Y =
∫
M
+
n
Y ♯ t
p
Zdλ(Z)
=
∫
M
+
n
Y ♯ t
p
Zdµ
((
X
1
2
t ZX
1
2
t
) 1
p
)
=
∫
M
+
n
Y ♯ t
p
(
X
−1
2
t Z
pX
−1
2
t
)
dµ (Z)
=
∫
M
+
n
Y ♯ t
p
(
X
−1
2
t ZX
−1
2
t
)
dν (Z) ,
where ν(Z) = µ(Z1/p). Hence
X
1
2
t Y X
1
2
t =
∫
M
+
n
(
X
1
2
t Y X
1
2
t
)
♯ t
p
Zdν (Z) .
Therefore P t
p
(ν) = X
1
2
t Y X
1
2
t ≤ Xt = Pt(µ) for every p ∈ [1, 2]. Using this inequality
with t
p
instead of t we obtain P t
p
t
(ν2) ≤ P t
p
(ν), where ν2(Z) = ν(Z
1/p) = µ(Z1/p
2
).
It yields that P t
p2
(ν2) ≤ Pt(µ). Continue this process implies that the inequality
P t
p
(ν) ≤ Pt(µ) holds for every p ≥ 1. Moreover, Assume that λ¯(E) = λ(E
−1) for
every measure λ and every measurable set E. It follows from the first part of the
proof that
P−t
p
(ν) = P t
p
(ν¯)−1 ≥ Pt(µ¯)
−1 = P−t(µ).
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
Corollary 2.5. [6, Theorem 4.5] Assume that µ is a probability measure of compact
support on M+n . If 0 < t ≤ s ≤ 1, then(∫
M
+
n
Z−1dµ(Z)
)−1
≤ P−s(µ) ≤ P−t(µ) ≤ Pt(µ) ≤ Ps(µ) ≤
∫
M
+
n
Zdµ(Z).
Proof. Assume that t, s ∈ (0, 1] and t ≤ s. Assume that Xs = Ps(µ) so that it
satisfies the equation Xs =
∫
M
+
n
Xs♯sZdµ(Z). First suppose that s ≤ 2t. It follows
from the Jensen operator inequality applied to the operator convex function x 7→ xs/t
that
I =
∫
M
+
n
(
X−1/2s ZX
−1/2
s
)s
dµ(Z) =
∫
M
+
n
[(
X−1/2s ZX
−1/2
s
)t]s/t
dµ(Z)
≥
(∫
M
+
n
(
X−1/2s ZX
−1/2
s
)t
dµ(Z)
)s/t
,
which is equivalent to
∫
M
+
n
(
X
−1/2
s ZX
−1/2
s
)t
dµ(Z) ≤ I. Assume that ν is a measure
on M+n defined by dν(Z) = dµ(X
1/2
s ZX
1/2
s ). Then we have
∫
M
+
n
Ztdν(Z) ≤ I.
Theorem 2.3 now implies that Pt(ν) ≤ I. If Yt = Pt(ν), then
Yt =
∫
M
+
n
Yt♯tZdν(Z) =
∫
M
+
n
Yt♯tZdµ(X
1/2
s ZX
1/2
s ) =
∫
M
+
n
Yt♯t(X
−1/2
s ZX
−1/2
s )dµ(Z).
Therefore
X1/2s YtX
1/2
s =
∫
M
+
n
(X1/2s YtX
1/2
s )♯tZdµ(Z),
i.e. Pt(µ) = X
1/2
s YtX
1/2
s ≤ Xs = Ps(µ) for every s ∈ [t, 2t].
Now assume that 2t < s ≤ 4t. Then t ≤ t′ = 2t ≤ s ≤ 2t′. The first part implies
that Pt(µ) ≤ Pt′(µ) ≤ Ps(µ). Continue this process we conclude that Pt(µ) ≤ Ps(µ)
for every t ≤ s. Finally, we have P−t(µ) = Pt(µ¯)
−1 ≥ Ps(µ¯)
−1 = P−s(µ). 
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