Searching for people with expertise on a particular topic also known as expert search is a common task in digital libraries. Most models for this task use only documents as evidence for expertise while ranking people. In digital libraries, other sources of evidence are available such as a document's association with venues and citation links with other documents. We propose graph-based models that accommodate multiple sources of evidence in a PageRank-like algorithm for ranking experts. Our studies on two publiclyavailable datasets indicate that our model despite being general enough to be directly useful for ranking other types of objects performs on par with probabilistic models commonly used for expert ranking.
INTRODUCTION
The expertise modeling and expert ranking tasks have been addressed in different flavors in previous research. For example, the enterprise task at TREC requires searching for people in a given enterprise having the required expertise to answer a specified query 1 . On the other hand, the expertise modeling or topical profiling task involves queryindependent modeling of a person's expertise [4, 17] . Expert finding and expertise modeling are related in that expert finding techniques can make use of the profiles obtained from expertise modeling. However, several expert finding algorithms avoid explicit modeling of experts (known as 1 http://trec.nist.gov/ Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires no prior specific permission and/or a fee. JCDL '11, June 13-17, 2011 , Ottawa, Ontario, Canada. Copyright 2011 ACM 978-1-4503-0744-4/11/06 ...$10.00.
candidate-centric approaches) and instead adopt a documentcentric approach where ranking is based on a subset of documents obtained using the query. For both expert ranking and expertise modeling, the "evidence" of expertise depends on the context. For instance, in the TREC task, this evidence is obtained from various kinds of documents available in the enterprise such as e-mail communications, people's homepages, technical reports, resumes etc. In digital libraries, evidence of expertise is calculated based on the publications of an author on a given topic, citations accumulated by these publications etc [6, 24] .
We focus on the query-dependent expert ranking task in digital library collections such as CiteSeerX. In this setup if the focus is only on obtaining the top-k experts (as opposed to all experts) for a given topic, Balog, et al. showed that document-centric approaches perform on par with the candidate-centric approaches [2] . We study the use of graphbased document-centric models for ranking experts in digital library collections. Collections such as CiteSeerX are centered around objects such as documents, authors, venues and affiliations with various relations among the objects. Such relational data is naturally represented in terms of a heterogeneous graph. For instance, a sample, partial graph generated by the document collection in CiteSeerX is shown in Figure 1 , with author, venue and document nodes (which could indicate research papers, homepages etc.) and edges
Figure 1: Sample typed graph
between pairs of documents, documents and authors and documents and venues. Researchers have suggested applying random walk models on graphs for deriving a measure of importance of a node based on structure of the graph [20, 13] . More recently, Minkov, et al. [18] suggested methods for learning query-dependent ranking functions on graphs using spreading activation models.
Almost all work in expert ranking so far primarily deals with only document and author nodes and the proposed models do not seem easily extendible when additional sources of information are available. On the other hand, folding in other sources such as affiliation or the venue information are likely to yield more accurate rankings. For instance, a paper published in JCDL might be treated as more indicative of expertise if the query topic is digital libraries than some other conference venues. In this paper, we provide a preliminary investigation into extending PageRank-like models for ranking different types of objects in digital libraries. While our experiments deal with ranking authors in digital libraries in response to topic queries, our ranking model is general enough to be applicable to any type of objects. PageRank-like models that use relevance propagation have been previously employed in various applications (including expert search). Our formulation particularly focuses on obtaining simple equations (extending PageRank equations for heterogeneous graphs) that enable efficient methods for computing scores and fewer parameters to tune (or learn) for individual ranking applications.
Section 2 summarizes related work on expert finding whereas Section 3 provides more details on our model. Our datasets, experimental setup, results and observations are presented in Section 4 while Section 5 concludes the paper.
RELATED WORK
The expert search task was studied in various contexts such as enterprise collections (of TREC), sparse data university environments [3] and for bibliographic data and digital libraries [6, 27] . Previously, experts were ranked using probabilistic models [2, 3] , topic models [6, 8, 23, 25] , graphbased approaches [7, 27, 22] , vector-space [5] and voting models [15] .
Variants of the HITS [13] and PageRank [20] algorithms were employed for scoring objects in different applications [11, 19, 12, 26] . In particular, relevance propagation models for expert search were studied in e-mail collections by Dom, et al. [7] and enterprise collections by Serdyukov, et al [22] . Zhou, et al. [27] proposed a coupled random walk model between authorship networks and citation networks for ranking authors and documents together. Liu, et al. [14] evaluate the impact of an individual author by computing AuthorRank, a query-independent measure similar to PageRank based on the co-authorship network in digital libraries.
RANKING NODES IN TYPED-GRAPHS
Consider an input graph G = (V, E) where V is the set of nodes and the edges in E are directed and have types assigned to them (t ∈ T ). Similarly, nodes also have types associated with them. Transitions between nodes possible via edges of type t can be represented by a matrix Pt. Let
where
If we ensure that the matrix defined in Equation 1 is irreducible and aperiodic by Ergodic theorem, the Markov chain defined by P has a unique stationary (or limiting) distribution [21] . This distribution over nodes of V , can be obtained by computing the principal eigen vector of the transpose of P (for example, using the power method [9] ). Given a random surfer who behaves as described by the transition matrix P , the limiting probability of a particular node in G, denotes the probability with which the surfer visits that node in the limit (i.e. as time tends to infinity). These probability values are deemed as the "importance" scores of nodes using which the nodes can be relatively ranked w.r.t. each other in the graph. PageRank works on the Web graph where the nodes represent 'webpages' and edges are either of the type 'hyperlinks' or dummy edges (added to ensure irreducibility). PageRank and the related HITS algorithms were adapted for ranking nodes in several systems [11, 12, 26] . In Equation 1, the value Pt(i, j) denotes the probability of jumping to node j from i via an edge of type t. The wt values can be viewed as the importance of a particular edge-type during the authority flow in the graph. For instance, in PageRank the dummy edges are typically assigned "edge-type importance" between 0.1 to 0.2 (damping coefficient).
We adopt the original PageRank formulation in assigning transition probabilities in the query-dependent graphs for expert ranking. During the random walk, a surfer at node u at time step k, chooses a type of transition t from available types of transitions with probabilities given by the edge-type weight parameters (wts). Once a transition type t is chosen, the probability of being at v where {v|u→tv} at time step k + 1 is set to
. That is, once an edgetype is chosen, an outgoing edge among the edges of that type is chosen with uniform probability. The existence of steady-state distribution in this graph is ensured by making the underlying aggregate transition matrix aperiodic and irreducible as suggested by Haveliwala, et al [9] . That is, to handle nodes with no outgoing edges, uniform jumps from these dangling nodes are added to all other nodes, whereas irreducibility is ensured by making one of the transition matrices in Equation 1 to be
T where n is the number of nodes in G and v = [ ]n×1. The jumps enabled by E are as referred to as teleportation whereas v is called the teleport or personalization vector or reset distribution. Topic-sensitive and personalized variants of PageRank manipulate the entries in v to bias jumps to distributions of interest [10] . Minkov [18] experimented with random walk models for several entity-similarity tasks and suggested setting the teleport vector based on the nodes initially activated by the input query for capturing the query-dependent aspects.
For expert search, for a query q, we obtain the graph, Gq on which the PageRank equations are computed by first using q to retrieve an initial set of document nodes. Various available relations are then used to expand the original set of document nodes. For instance author nodes of the documents can be added via the written-by edges whereas other documents can be added via the cited-by edges. We experimented with two settings for the teleport vector. The retrieval scores of the initial set of document nodes are normalized and used as the reset distribution. For the second setting, we use a uniform reset distribution for v.
Nie, et al. proposed the PopRank model for ranking objects on the Web [19] . Serdyukov, et al. used PopRank-like equations for ranking experts in the enterprise setting [22] . Both these models suggest PageRank-like equations where the damping coefficient (that handles irreducibility) is treated differently from other edge-types. For example, PopRank uses RX = REX + (1 − ) P ∀Y γY X MY X T RY where X and Y refer to types of objects, RX and RY , the popularity scores for objects of type X and Y , MY X , the adjacency matrices, γY X , the popularity propagation factor from objects of type Y to objects of type X, REX, the web popularity scores for objects of type X and the damping factor.
Compared to these approaches, our model treats all edgetypes (including those added for irreducibility) and nodetypes uniformly leading to simpler equations. Minkov [18] uses edge-type weights to describe transition matrix entries
where ch(x) refers to children of x, θ l is the weight assigned to edge-type l and Lxy is the set of edge types of the outgoing edges from x to y. Instead of the transition matrices obtained in this way, our formulation results in an aggregate matrix that is a linear combination of individual transition matrices. The equations obtained from our modeling make it straightforward to extend the efficient techniques proposed by Haveliwala, et al. [9] (for computing PageRank) for our case. We next describe the details of these extensions.
Let Pt refer to an individual transition matrix (describing edges of the edge-type t) and let
Here dt is an n-dimensional vector for edge-type t identifying nodes having no edges of type t. That is dt(i) = 1 if node i has no outgoing edges of type t and is 0 otherwise. The final scores are obtained by computing the eigen vector of the transpose of the transition matrix, A = P T . Starting with a initial vector x, this involves repeated computation of Ax until convergence. For a single transition matrix, Haveliwala, et al. propose an efficient algorithm for this computation that makes use of the sparsity of the underlying transition matrix and avoids having to explicitly maintain rows for dangling nodes in the transition matrix and instantiating E. We extend these techniques for our model by defining P = P t wtPt and temp = P t wtdt + (1 − P t wt) 1. Algorithm 1 enumerates the steps that need to be repeated until convergence for obtaining the scores for all nodes in the graph for a given query. In particular, nodes of the desired type (author nodes for expert search) can be relatively ranked w.r.t. each other based on their scores. Using a sparse matrix library, the product P T x can be computed efficiently and the remaining computations only require operations on vectors.
Algorithm 1 Computing Ax where
A = P T α = temp T x y = P T x + αv x = y
EXPERIMENTS
We evaluate the performance of Algorithm 1 on the following freely available datasets for expert search. 2 This dataset contains a small set of 7 queries along with expert lists collected by pooling results from Libra, Rexa and ArnetMiner digital library search engines that were judged for relevance by three volunteers. This dataset was previously used for evaluating expert finding in bibliographic data [6] . We use the CiteSeerX document collection as our corpus for evaluating expert search with this dataset.
The ArnetMiner Dataset

The UvT Expert Collection
The UvT expert collection was harvested from the Webwijs system developed at Tilburg University in the Netherlands in October 2006 3 . This collection has information for about 1168 experts who are represented using their homepages, course pages, research descriptions and publications lists. This collection was used by Balog, et al. for evaluating expertise retrieval in sparse data environments [3] .
A summary of these datasets is provided in Table 2 . 
Baseline Method
We compare the performance of our model with that of the probabilistic model commonly used for expert search. Balog, et al. [2, 3] use the estimates of p(ca|q) where q is the query and ca is a candidate for ranking experts.
and p(ca, q) is defined as
D is the set of documents related to the query that a candidate ca is associated with. Assuming ca is conditionally independent of q given a document one can write p(ca|d, q) = p(ca|d) and treating p(d) and
where 
Results and Observations
For the ArnetMiner dataset, we use Deng, et al.'s variant of the probabilistic model as the baseline since citation information is available for the CiteSeerX corpus. A set of 100 documents is first retrieved with the query and these nodes are expanded to form the graph by adding author and document nodes (via the written-by and cited-by edges). For the UvT collection, the type information of the document is available. The document could be a homepage(h), a research description (r), a publication(p) or a course page(c). We use the query to retrieve 100 pages of each type and then use the author associations provided in the dataset to obtain the authors(a) to build the graph. The mean average precision (MAP) and mean reciprocal rank (MRR) measures typically used for ranked retrieval [16] are reported in Table 1 . In this table, we report the baseline performance and the performance with our model for a specific edge-type weights configuration. For instance, on the ArnetMiner dataset, the author to document and document to author edges were given the weights, 0.1 each whereas document to document edge weights were set to 0.7. Table 3 illustrates the dependence of our model's performance on these weights for the UvT collection. Given sufficient training data with correct ranked lists, graph-walk parameters can be automatically learnt. Machine learning techniques for learning walk parameters for PageRank on the Web and random walks that capture similarity between nodes in an entity graph were previously studied [19, 1, 18] . From the tables it might seem that there is no apparent benefit to using our model when compared to the probabilistic model. However, note that our model is not specific to experts (author nodes) per se but indeed other nodes (such as venues) could be similarly ranked without any changes to the model. Venue and affiliation information was not available in our experimental datasets (we are assembling a dataset using data from CiteSeerX). Instead all nodes are document nodes, which can be modeled via the probabilistic method which also might explain the lack of large performance benefits. However, when other nodes and connections are available, only the graph building process undergoes a change rendering our model more flexible. In theory, we could also extend probabilistic models, but estimating, joint probabilities in case of several variables is usually more difficult and independence between variables is assumed to handle this problem. On the other hand, since all nodes are treated uniformly in our model, adding another source simply corresponds to adding another set of nodes with the corresponding edges. 
SUMMARY AND FUTURE WORK
We proposed graph-based algorithms for ranking experts in response to topic queries in the context of a digital library. Our model has the natural ability to accommodate available evidence from different objects and relations and provides handles to tune the effect of evidence from each source based on domain knowledge or relevance feedback. Our experiments with two publicly available datasets highlight the effectiveness of our model in ranking experts in digital libraries. We are currently focusing on improving the expert ranking performance using evidence from researcher homepages and venue information. Moreover our model needs to be experimentally validated for ranking other types of nodes such as venues and affiliations. An orthogonal line of interest is related to applying machine learning techniques for learning the egde-type weights based on known rankings in the training set for tuning the random walk instead of setting them with the help of domain experts.
