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RESUMO
A equivalência entre resultados para análise de estabilid de
baseados no método de Lyapunov de sistemas com atraso
precisamente conhecidos e resultados de estabilidade robusta
de sistemas de comparação sem atraso, empregando
condições do teorema do ganho pequeno escalonado, foi
apresentada recentemente na literatura. A extensão desses
resultados para tratar sistemas com atraso e incerteza em
domı́nios politópicos é a principal contribuição deste artigo.
A partir da definição de uma realização genérica para um
sistema, são apresentadas desigualdades matriciais lineares
com variáveis extras, equivalentes a condições de ganho
pequeno escalonadas. Devido à inserção dessas variáveis
extras, condições independentes e dependentes do atrasopa
análise de estabilidade de sistemas com atraso em domı́nios
politópicos podem ser elaboradas empregando matrizes
de Lyapunov dependentes de parâmetro, resultando em
condições menos conservadoras que outras já apresentadas
na literatura, como ilustrado por exemplos numéricos.
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Artigo submetido em 02/06/2005
1a. Revisão em 07/08/2006
2a. Revisão em 04/07/2007




Recently, it has been shown that some Lyapunov-based
stability conditions for precisely known time-delay systems
are equivalent to the robust stability of a delay-free
comparison system through the small gain theorem with
constant scales. The extension of those previous results to
cope with uncertain time-delay systems in polytopic domains
is the main contribution of this paper. From the definition ofa
generic system realization, linear matrix inequalities that are
equivalent to the scaled small gain conditions but have extra
matrix variables are given. Thanks to these extra matrices,
delay-independent and delay-dependent stability conditions
can be obtained for the analysis of time-delay systems in
polytopic domains through parameter-dependent Lyapunov
matrices, yielding conditions that are less conservative than
others in the literature, as illustrated by means of numerical
examples.
KEYWORDS: Robust stability, small gain theorem, time-
delay systems, linear matrix inequalities.
Revista Controle & Automaç ão/Vol.18 no.4/Outubro, Novembro e Dezembro 2007 447
1 INTRODUÇÃO
A análise de estabilidade de sistemas com atraso de
transporte é um tema que vem sendo bastante explorado,
o que pode ser visto a partir do grande número de
trabalhos publicados recentemente (ver Gu et al. (2003),
Niculescu (2001), Mahmoud (2000) e suas referências).
Duas abordagens possı́veis na análise de estabilidade de
sistemas com atraso são: estabilidade independente do atras
e estabilidade dependente do atraso (Richard, 2003). Na
primeira, o interesse consiste em determinar se o sistema
é estável independentemente da magnitude do atraso. A
segunda abordagem se preocupa em definir a máxima
magnitude do atraso tal que o sistema permaneça estável. As
condições para análise de estabilidade podem ser formuladas
no domı́nio do tempo ou no domı́nio da freqüência, mas
sobretudo devem ser eficientes e numericamente tratáveis.
Para atender a esses requisitos, técnicas no domı́nio do
tempo utilizando funcionais de Lyapunov-Krasovskii são
amplamente empregadas na análise de estabilidade de
sistemas com atraso, gerando condições suficientes para
a estabilidade do sistema formuladas como desigualdades
matriciais lineares (linear matrix inequalitiesem inglês -
LMIs) que podem ser resolvidas com algoritmos de tempo
polinomial (Gahinet et al., 1995).
Uma conexão entre condições baseadas em funções de
Lyapunov para análise de estabilidade de sistemas contı́nu s
com atraso precisamente conhecidos e condições no domı́nio
da freqüência do teorema do ganho pequeno escalonado
aplicadas a um sistema de comparação sem atrasos foi
apresentada em Zhang et al. (2001) (ver também Huang e
Zhou (1999) e Niculescu e Chen (1999)). Partindo de uma
representação genérica para um sistema, essas condiç˜oes
reproduzem alguns resultados já conhecidos para análise
de sistemas contı́nuos com atraso (Li e de Souza, 1995),
(Niculescu et al., 1995) e (Verriest et al., 1993), obtidos a
partir de funcionais de Lyapunov-Krasovskii e formulados
como LMIs por meio de uma escolha adequada das matrizes
do sistema.
A presença de incerteza nos parâmetros do sistema torna
a análise de estabilidade uma tarefa mais complexa. Uma
maneira de tratar as incertezas paramétricas na análise
de sistemas com atraso é utilizar matrizes constantes
nos funcionais de Lyapunov-Krasovskii. Entretanto, essa
técnica, conhecida como estabilidade quadrática, pode levar
a resultados muito conservadores.
Resultados menos conservadores para estabilidade robusta
foram obtidos recentemente por meio do uso de funções
de Lyapunov dependentes de parâmetro e alguns desses
resultados foram estendidos para tratar sistemas com atraso.
É importante destacar que as condições LMI obtidas em
de Oliveira et al. (1999), Leite e Peres (2003), Peaucelle etal.
(2000) para estabilidade robusta reduzem o conservadorismo
na análise de estabilidade graças à presença de variáveis
extras e funcionais de Lyapunov dependentes de parâmetro.
Este artigo trata da análise de estabilidade independentee
dependente do atraso de sistemas contı́nuos com atraso e
parâmetros incertos representados em politopos utilizando
as condições LMI de ganho pequeno escalonado. O atraso
e os parâmetros do sistema são considerados invariantes
no tempo. Condições suficientes na forma de LMIs,
independentes e dependentes do atraso, são formuladas
em termos dos vértices do politopo, estendendo assim os
resultados da literatura para o caso incerto, introduzindo
também novas condições LMI com variáveis extras.
Uma solução factı́vel para as LMIs garante a existência de
matrizes dependentes de parâmetro usadas no funcional de
Lyapunov-Krasovskii que assegura a estabilidade robusta.
Mostra-se, por meio de exemplos numéricos, que as novas
condições com matrizes extras reduzem o conservadorismo
na análise de estabilidade robusta independente e dependent
do atraso de sistemas incertos contı́nuos com atraso.
Notaç ão
O sı́mbolo(′) indica a transposta da matriz;P > 0 significa
queP é simétrica definida positiva.N representa o número de
vértices de um politopo.R+ é o conjunto dos números reais
não negativos eC é o conjunto dos números complexos.I
e 0 representam, respectivamente, as matrizes identidade e
nula de dimensões adequadas.Cτ = C ([−τ,0], Rn) denota o
espaço de Banach de funções vetoriais contı́nuas mapeando
o intervalo[−τ,0] em Rn com a topologia de convergência
uniforme.‖ · ‖ se refere à norma vetorial euclidiana.‖ φ ‖c=
sup
−τ≤t≤0
‖ φ(t) ‖ representa a norma de uma funçãoφ ∈ Cτ .
Quando o atraso for finito “sup” pode ser substituı́do por
“max”. C vτ é o conjunto definido porC
v
τ = {φ ∈ Cτ ; ||
φ ||c< v, v > 0}. O sı́mbolo⋆ representa blocos simétricos
nas LMIs.
2 PRELIMINARES
Considere o sistema contı́nuo dado por:
ẋ(t) = Ax(t)+Aτx(t − τ) (1)
cujas condições iniciais são
x(t0 + θ ) = φ(θ ),∀θ ∈ [−τ,0], t0,φ ∈ R+×C vτ (2)
sendo quex∈Rn é o estado eτ > 0 é um atraso de transporte
constante.
O sistema com atraso (1)-(2) foi analisado em (Zhang et al.,
2001) pela definição de um sistema de comparação com uma




Figura 1: SistemaG(s) afetado pela incerteza∆.
variável matricial livre, reescrito como a interconexãode
um sistema linear invariante no tempoG(s) com um bloco
∆ representando a incerteza estruturada, como mostrado na
Figura 1. Desse modo, a estabilidade robusta do sistema
afetado pela incerteza estruturada∆, ‖∆‖∞ ≤ 1, garante a
estabilidade do sistema (1)-(2), como descrito no lema a
seguir. Maiores detalhes sobre essa equivalência podem
também ser obtidos em Valmórbida (2006).
Lema 1 Considere o sistema interconectado mostrado na
Figura 1 com∆ = diag{∆1, . . . ,∆r}, ∆i = λi Ini , λi ∈ C, i =














é estável se existirem matrizesP = P′ > 0, P∈ Rn×n, eQ =




A ′P+PA PB C ′Q
⋆ −Q D ′Q
⋆ ⋆ −Q

 < 0 (4)
No lema que segue são propostas condições LMI
equivalentes às obtidas no Lema 1, porém com variáveis
matriciais extras.
Lema 2 Existem matrizesP = P′ > 0, P ∈ Rn×n, e Q =
diag{Q1, . . . ,Qr} > 0, Qi ∈ Rni×ni , i = 1, . . . , r tais que (4)
no Lema 1 é satisfeita se e somente se existiremP = P′ > 0,
Q = diag{Q1, . . . ,Qr} > 0, Qi ∈ Rni×ni , i = 1, . . . , r e X de
dimensões apropriadas tais que







0 P 0 0
⋆ 0 0 0
⋆ ⋆ Q 0








I −A 0 −B
0 −C I −D
]
(7)
Prova: Usando o complemento de Schur (Boyd et al., 1994),
pode ser mostrado que (4) é equivalente a
Ω =
[













= (x′A ′ +w′B′)Px+x′P(A x+Bw)
+ (x′C ′ +w′D ′)Q(C x+Dw)−w′Qw< 0
Agora, usando (3) e definindoζ =
[
ẋ′ x′ z′ w′
]′,
obtém-seB̃ζ = 0 comB̃ dado por (7) e ˙x′Px+x′Pẋ+z′Qz−
w′Qw = ζ ′Q̃ζ com Q̃ dada por (6). Finalmente, usando
resultados do Lema de Finsler de Oliveira e Skelton (2001),
existe Q̃ tal queζ ′Q̃ζ < 0, ∀ζ : B̃ζ = 0 se e somente se
existiremQ̃ eX tais que a equação (5) é satisfeita.
As condições apresentadas no Lema 2 são equivalentes às
condições dadas no Lema 1 quandoA , B, C , andD são
matrizes precisamente conhecidas. Entretanto, as variáveis
matriciais introduzidas proporcionam graus de liberdade
úteis que podem ser usados na análise de sistemas incertos
em domı́nios politópicos, como apresentado em Ramos e
Peres (2001), Ramos e Peres (2002), Leite e Peres (2003).
Nas próximas seções será mostrado como as escolhas
particulares para(A ,B,C ,D) usadas em Zhang et al.
(2001) também podem ser aplicadas às condições do Lema 2.
Além disso, são apresentadas condições LMI dependentes de
parâmetro assegurando a estabilidade robusta do sistema (1)-
(2) com matrizes incertas(A,Aτ) pertencendo a um domı́nio
politópico. Como em Zhang et al. (2001), as condições são
apresentadas para sistemas com apenas um atraso, mas são
facilmente extensı́veis para analisar estabilidade de sist mas
com múltiplos atrasos. Embora todas as escolhas para
(A ,B,C ,D) apresentadas Zhang et al. (2001) pudessem
ser aplicadas equivalentemente às condições do Lema 2,
apenas a condição independente do atraso e duas condições
de estabilidade dependentes do atraso são consideradas neste
artigo.
3 RESULTADOS PRINCIPAIS
Em (Zhang et al., 2001), escolhas particulares de
(A ,B,C ,D) reproduzem algumas condições da literatura
para estabilidade do sistema (1)-(2). Três dessas escolha
(levando às condições apresentadas em Verriest et al. (1993),
Li e de Souza (1995) e Park (1999)) são exploradas
neste artigo empregando o Lema 2, levando a condições
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equivalentes com variáveis extras. De posse dessas
condições, o objetivo é estendê-las para o caso de matrizes
incertas(A,Aτ) pertencentes a um domı́nio politópico.
3.1 Sistemas Precisamente Conhecidos
Três condições suficientes para análise de estabilidade o
sistema (1)-(2) são obtidas com escolhas especiais de
(A ,B,C ,D) aplicadas ao Lema 2, apresentadas nos lemas
a seguir.
Lema 3 O sistema (1)-(2) é assintóticamente estável
independentemente do valor do atraso se existiremP = P′ >
0, Q = Q′ > 0, Fi, Gi , i = 1, . . . ,4, matrizes doRn×n, tais que
(8) é satisfeita.
Prova: Em Zhang et al. (2001), mostra-se que a escolha
A = A,B = Aτ ,C = I ,D = 0 (9)
substituı́da no Lema 1 resulta em condições suficientes para
a estabilidade do sistema (1)-(2) independentemente do valor
do atraso. A mesma escolha aplicada ao Lema 2 leva às LMIs



















Lema 4 O sistema (1)-(2) é assintóticamente estável para
0 ≤ τ ≤ τ̄ se existiremP = P′ > 0, V = V ′ > 0, U = U ′ >
0, Fi , Gi , Hi , i = 1, . . . ,6, matrizes doRn×n, tais que (11) é
satisfeita, com
Ψ1 = −F1(A+Aτ)−G1A−H1Aτ +F ′2 +P






Ψ3 = G2− (A′ +A′τ)F ′3−A′G′3−A′τH ′3
























Prova: Em Zhang et al. (2001), mostra-se que a escolha











substituı́da no Lema 1 resulta em condições suficientes para
a estabilidade do sistema (1)-(2) para 0≤ τ ≤ τ̄. A mesma
escolha aplicada ao Lema 2 leva às LMIs do Lema 4, comQ̃










































Lema 5 O sistema (1)-(2) é assintóticamente estável para
0 ≤ τ ≤ τ̄ se existiremP = P′ > 0, V = V ′ > 0, U = U ′ >
0, Ni , Fi , Gi , Hi , i = 1, . . . ,6, matrizes doRn×n, tais que a
equação (14) é satisfeita, com
Φ1 = −F1A− (F1+N1)Aτ −G1AτA−H1+F ′2 +P



































































Prova: Semelhantemente, a escolha
















substituı́da no Lema 1 resulta em (Zhang et al., 2001) em
condições suficientes para a estabilidade do sistema (1)-(2)
para 0≤ τ ≤ τ̄ com M sendo considerada uma variável
matricial livre. A mesma escolha aplicada às condições
do Lema 2, com as mudanças de variáveisNi = Fi(M − I),
i = 1, . . . ,6 produz as LMIs do Lema 5. Assim como em
Zhang et al. (2001), é possı́vel fazer essa mudança poisM e
Ni , i = 1, . . . ,6 são variáveis livres.
3.1.1 Funcionais de Lyapunov-Krasovskii
É importante destacar que as condições obtidas a partir do
teorema do ganho pequeno escalonado, com as escolhas
(9), (12) e (15), apresentadas em Zhang et al. (2001),
quando aplicadas ao Lema 1, correspondem às condições
de estabilidade de sistemas com atrasos obtidas a partir
de funcionais de Lyapunov-Krasovskii, como publicado na
literatura (Verriest et al., 1993), (Li e de Souza, 1996),
(Park, 1999).
A condição independente do atraso associada à escolha (9)






x(t + θ )′Qx(t + θ )dθ





F1+F ′1 −F1A−G1 +F
′














⋆ ⋆ Q+G3 +G′3 −F3Aτ +G
′
4

























⋆ Ψ2 Ψ3 Ψ4 Ψ5 Ψ6







































4 −τ̄F1− τ̄N1 +F
′
5 N1Aτ −G1AτAτ +F
′
6
⋆ Φ2 Φ3 Φ4 Φ5 Φ6
⋆ ⋆ G3 +G′3 +V H3 +G
′
4 −τ̄F3− τ̄N3 +G
′
5 N3Aτ −G3AτAτ +G
′
6
⋆ ⋆ ⋆ H4 +H ′4 +U −τ̄F4− τ̄N4 +H
′
5 N4Aτ −G4AτAτ +H
′
6
⋆ ⋆ ⋆ ⋆ −τ̄F5− τ̄N5− τ̄F ′5− τ̄N
′















sendo quext denotax(t) para t ∈ [t − τ, t]. A condição
dependente do atraso correspondente à escolha (12) foi
















e, finalmente, a condição dependente do atraso
correspondente à escolha (15), proposta em Park (1999), é












3.2 Análise de Sistemas Incertos
Considere que as matrizesA e Aτ não são precisamente












ξ j = 1 ; ξ j ≥ 0
}
(16)
Qualquer par de matrizes no conjuntoP pode ser escrito
como uma combinação convexa dos vértices(A,Aτ) j do
politopo. Nas LMIs seguintes, as matrizesA j e Aτ j ,
mesmo aparecendo separadamente, correspondem ao vértice
(A,Aτ ) j deP, j = 1, . . . ,N.
Na literatura, as condições de estabilidade robusta para
sistemas com atraso descritos por (1)-(2) com(A,Aτ) ∈
P geralmente empregam estabilidade quadrática (ou seja,
P e Q são consideradas matrizes constantes nos Lemas 1
e 2). A estabilidade quadrática pode ser verificada para
todo (A,Aτ) ∈ P testando as condições (por exemplo a
condição do Lema 1) nos vértices(A,Aτ) j , j = 1, . . . ,N do
politopo P. Resultados menos conservadores que contêm
a estabilidade quadrática como um caso particular podem
ser obtidos considerando matrizes dependentes de parâmetro













ξ j = 1; ξ j ≥ 0 (17)
no Lema 1.
Empregando a escolha dada por (9) para(A ,B,C ,D), nos
vértices deP, a estabilidade robusta do sistema (1)-(2) com
(A,Aτ ) ∈ P é garantida pelos seguintes lemas.
Lema 6 O sistema (1)-(2) com(A,Aτ) ∈ P dado por (16)
é robustamente estável independentemente da magnitude do
atraso se existiremPj = P′j > 0 e Q j = Q
′
j , j = 1, . . . ,N,




A ′j Pj +PjA j PjB j C
′
j Q j
⋆ −Q j D ′jQ j
⋆ ⋆ −Q j

 < 0;
j = 1, . . . ,N (18)




Ξ PkB j +PjBk C ′j Qk +C ′kQ j
⋆ −Q j −Qk D ′jQk +D
′
kQ j
⋆ ⋆ −Q j −Qk

 < 0;
Ξ = A ′j Pk +PkA j +A ′kPj +PjAk
j = 1, . . . ,N−1; k = j +1, . . . ,N (19)
A j = A j , B j = Aτ j ,
C j = I , D j = 0 ; j = 1, . . . ,N (20)
Prova: Com a escolhaA j , B j , C j , D j dada por (20),P(ξ ) =
P(ξ )′ > 0 eQ(ξ ) = Q(ξ )′ > 0 dadas por (17), substituindo-




A (ξ )′P(ξ )+P(ξ )A (ξ ) P(ξ )B(ξ )
⋆ −Q(ξ )
⋆ ⋆
















ξ jξkWjk < 0 (21)
o que assegura que o sistema incerto (1)-(2) com(A,Aτ)∈P
dado por (16) é robustamente estável independentemente do
atraso.
Usando os graus de liberdade extras proporcionados pelas
matrizesX no Lema 2, o seguinte resultado é proposto.
Lema 7 O sistema (1)-(2) com(A,Aτ) ∈ P dado por
(16) é robustamente estável independentemente do atrasose
existirem Pj = P′j > 0, Q j = Q
′
j > 0 e X j , j = 1, . . . ,N,
matrizes doRn×n, tais que




j < 0; j = 1, . . . ,N (22)









j = 1, . . . ,N−1; k = j +1, . . . ,N (23)






0 Pj 0 0
⋆ 0 0 0
⋆ ⋆ Q j 0





; j = 1, . . . ,N (24)
Prova: A prova é bastante semelhante à prova do Lema 6. As
LMIs do Lema 7 asseguram que existemP(ξ ) = P(ξ )′ > 0 e
Q(ξ ) = Q(ξ )′ > 0 como em (17) eX (ξ ) dada por








ξ j = 1, ξ j ≥ 0 (25)
tais que
Q̃(ξ )+X (ξ )B̃(ξ )+ B̃(ξ )′X (ξ )′ < 0 (26)
que, de acordo com o Lema 2, é equivalente a (21).
A escolha dada por (12) para(A ,B,C ,D), nos vértices de
P, a estabilidade robusta do sistema (1)-(2) com(A,Aτ) ∈
P é garantida pelos lemas abaixo.
Lema 8 O sistema (1)-(2) com(A,Aτ)∈P dado por (16) é
robustamente estável para 0≤ τ ≤ τ̄ se existiremPj = P′j > 0,
Vj = V ′j > 0 eU j = U
′
j > 0, j = 1, . . . ,N, matrizes doR
n×n
com
Q j = Q
′
j = diag{Vj ,U j} > 0 , (27)
tais que (18)-(19) são satisfeitas e
A j = A j +Aτ j , B j =
[








, D j = 0 ; j = 1, . . . ,N (28)
Prova: Com a escolhaA j , B j , C j , D j dada por (28),P(ξ ) =
P(ξ )′ > 0 eQ(ξ ) = Q(ξ )′ > 0 dadas por (17), substituindo-
se nas condições do Lema 8 tem-se (21), o que assegura que
o sistema incerto (1)-(2) com(A,Aτ) ∈ P dado por (16) é
robustamente estável para 0≤ τ ≤ τ̄.
Resultados menos conservadores são obtidos usando as
v riáveis matriciais extras introduzidas pelo Lema 2.
Lema 9 O sistema (1)-(2) com(A,Aτ)∈P dado por (16) é
robustamente estável para 0≤ τ ≤ τ̄ se existiremPj = P′j > 0,
Vj = V ′j > 0, U j = U
′
j > 0 e X j , j = 1, . . . ,N, matrizes do
Rn×n, tais que (22)-(23) são satisfeitas comA j , B j , C j , D j
dadas em (28),Q j = Q′j > 0 dada por (27) ẽQ j como em
(24).
Prova: A prova é bastante semelhante à prova do Lema 8. As
LMIs do Lema 9 asseguram que existemP(ξ ) = P(ξ )′ > 0 e
Q(ξ ) = Q(ξ )′ > 0 como em (17) eX (ξ ) dada por (25) tais
que (26) é válida, o que, de acordo com o Lema 2, garante
que (21) também é verificada.
Como feito para sistemas precisamente conhecidos, a
escolha de(A ,B,C ,D) dada por (15) nos vértices do
politopo P resulta em condições de estabilidade robusta
dependentes do atraso para o sistema (1)-(2). Como existem
produtos de matrizes tais comoAτA e AτAτ , as LMIs devem
considerar três ı́ndices:j, k e ℓ.
Lema 10 O sistema (1)-(2) com(A,Aτ) ∈ P dado por (16)
é robustamente estável 0≤ τ ≤ τ̄ se existiremPj = P′j > 0,
Vj = V ′j > 0, U j = U
′
j > 0 e Nj , j = 1, . . . ,N, matrizes do
Rn×n, tais que as LMIs (29), (30) e (31) sejam satisfeitas.













τ jVj U j
⋆ −Vj 0 0 0
⋆ ⋆ −U j A′τ jA
′
τ jVj 0
⋆ ⋆ ⋆ −Vj 0
























τ jVk 2U j +Uk
⋆ −2Vj −Vk 0 0 0











⋆ ⋆ ⋆ −2Vj −Vk 0








j = 1, . . . ,N; k = 1, . . . ,N;k 6= j (30)
Γ1 = A′jPj +A
′
τ j(Nj +Pj )+PjA j +(N
′











dk(Nj +Pj)+PkA j +(N
′
j +Pj)Aτ j







Ξ1 2(τ̄(Nj +Pj)+ τ̄(Nk +Pk)+ τ̄(Nℓ +Pℓ)) Ξ2 Ξ3 2(U j +Uk +Uℓ)
⋆ −2(Vj +Vk +Vℓ) 0 0 0
⋆ ⋆ −2(U j +Uk +Uℓ) Ξ4 0
⋆ ⋆ ⋆ −2(Vj +Vk +Vℓ) 0








j = 1, . . . ,N−2; k = j +1, . . . ,N−1; ℓ = k+1, . . . ,N (31)





















dℓ(Nk +Pk)+PjAk +PkA j +PjAℓ +PℓA j +PkAℓ +PℓAk
+(N′j +Pj)Adk+(N
′
























































Prova: A prova é semelhante às provas dos Lemas 8 e 9.
As LMIs (29), (30) e (31) são suficientes para garantir que
P(ξ ) = P(ξ )′ > 0, Q(ξ ) = Q(ξ )′ > 0 dadas por (17) comQ j
definida em (27) verifiquem as condições do Lema 1 para
todo (A,Aτ) ∈ P. Note que foi utilizada a mudança de
variáveisNj = Pj(M− I), j = 1, . . . ,N.
Usando as variáveis extras do Lema 2, resultados menos
conservadores são obtidos.
Lema 11 O sistema (1)-(2) com(A,Aτ ) ∈ P dado por (16)
é robustamente estável para 0≤ τ ≤ τ̄ se existiremPj = P′j >
0,Vj =V ′j > 0,U j =U
′
j > 0 eN1 j , F1 j , G1 j , H1 j , . . . ,N6 j , F6 j ,
G6 j , H6 j , j = 1, . . . ,N, matrizes doRn×n, tais que as LMIs
(32), (33) e (34) sejam satisfeitas.
Prova: Semelhante à prova do Lema 10. As LMIs (32), (33)
e (34) são suficientes para garantir queP(ξ ) = P(ξ )′ > 0,
Q(ξ ) = Q(ξ )′ > 0 dadas por (17) comQ j definida em (27)
X (ξ ) dada por (25) comX j particionada como em (13)
verificam as condições do Lema 5 para todo(A,Aτ) ∈ P.
Foi realizada a mudança de variáveisNℓ j = Fℓ j(M − I), ℓ =
1, . . . ,6, j = 1, . . . ,N, similar à do Lema 10.
Um primeiro comentário sobre os resultados desta seção
é que, embora as LMIs dependentes de parâmetro (21) e
(26) sejam equivalentes, as variáveis matriciais extrasX j
fazem com que as condições suficientes dos Lemas 7, 9 e 11
(obtidos pelo Lema de Finsler) sejam menos conservadoras
que as condições suficientes dos correspondentes Lemas 6,
8 e 10 (obtidas diretamente pela exploração da positividade
do conjunto de parâmetros incertos) para a avaliação das
condições de estabilidade robusta dos sistemas investigados.
Outro ponto a ressaltar é que as condições dos Lemas 7, 9
e 11 poderiam ser usadas com as matrizes extras (partições









F1 j +F ′1 j Λ12j G1 j +F
′
3 j H1 j +F
′
4 j −τ̄F1 j − τ̄N1 j +F
′
5 j N1 jAτ j −G1 jAτ jAτ j +F
′
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< 0; j = 1, . . . ,N (32)
com
Λ12j = −F1 jA j − (F1 j +N1 j )Aτ j −G1 jAτ jA j −H1 j +F ′2 j
Λ22j = −F2 jA j −A′jF
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Λ44j = H4 j +H ′4 j +U j ; Λ55j = −τ̄F5 j − τ̄N5 j − τ̄F
′
5 j − τ̄N
′













6 j −U j
da matrizX ) fixas, resultando em condições mais simples e
de menor complexidade, porém mais conservadoras.
3.3 Complexidade das Condiç ões LMIs
As condições fornecidas nos lemas 3 a 11 são convexas,
definidas como testes de factibilidade de LMIs. Podem ser
resolvidas em tempo polinomial por algoritmos de pontos
interiores, com esforço computational proporcional aK3L,
sendoK o número de variáveis escalares eL o número
de linhas de LMIs (Boyd et al., 1994), (Gahinet et al.,
1995). Outros programas resolvedores de LMIs, como por
exemplo o SeDuMi (Sturm, 1999), podem exigir esforços
computacionais diferentes. A Tabela 1 dá os valores deK
e L para cada um lemas propostos.
4 EXEMPLOS NUMÉRICOS
Considere o sistema incerto apresentado em Peres et al.























O atraso máximoτ̄ para o qual a estabilidade robusta é
assegurada foi calculado testando as condições dos Lemas
8 (L8), 9 (L9), 10 (L10) e 11 (L11), resultando nos seguintes
valores: τ̄L8 = 0.249, τ̄L9 = 0.712, τ̄L10 = 1.699 e τ̄L11 =
2.191. Em Peres et al. (2003) o melhor resultado obtido
foi τ̄ = 1.480, aqui superado pela avaliação obtida com o
Lema 11.
Considere o seguinte modelo para a dinâmica de um processo
de fresagem, no qual algumas incertezas foram inseridas
Zhang et al. (2002)
ẋ = A(k,ρ)x(t)+Aτ(k)x(t − τ) (35)
com





0 0 1 0
0 0 0 1











0 0 k 0
]′ [ 1 0 0 0
]
(37)
O elementoa31 na matriz dinâmicaA é dado pora31 =
−(9.5+ ρ + k), sendo quek representa a rigidez de corte,
e 0≤ ρ ≤ 1. O sistema precisamente conhecido apresentado
em Zhang et al. (2001) é obtido com o valorρ = 0.5.
Primeiramente, considerek = 0.1, definindo assim um
politopo com dois vértices (V1 paraρ = 0 eV2 paraρ = 1).
Para este caso o Lema 10 assegura a estabilidade robusta
dependente do atraso para o sistema incerto até o valor
τ̄L10 = 1× 1016, o que pode ser um indicativo de que o
sistema é estável independentemente do atraso. Os Lemas 8e
9 garantem a estabilidade robusta dependente do atraso para
τ̄L8 = 0.624 eτ̄L9 = 0.231, respectivamente.
Considerando o caso em quek = 0.5, tem-se outro politopo
com dois vértices. As condições dos Lemas 8 a 11 (L8 a
L11) asseguram a estabilidade robusta dependente do atraso
para os seguintes valores máximos de atraso:τ̄L8 = 0.124,
τ̄L9 = 0.231,τ̄L10 = 0.244,τ̄L11 = 0.320.
As condições propostas para análise de sistemas incertos nos
Lemas 6 e 7 foram testadas para o seguinte sistema incerto
de ordem três e com dois vértices randomicamente gerados
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 < 0 ; j = 1, . . . ,N, k = 1, . . . ,N, j 6= k (33)
com
Λ11jk = 2(F1 j +F ′1 j)+F1k +F
′
1k
Λ12jk = −F1 jA j −F1 jAk−F1kA j − (F1 j +N1 j )Aτ j − (F1 j +N1 j )Aτk− (F1k +N1k)Aτ j
−G1 jAτ jAk−G1 jAτkA j −G1kAτ jA j −2H1 j −H1k +2F2 j +F
′
2k +2Pj +Pk
Λ13jk = 2(G1 j +F ′3 j)+G1k +F
′





Λ15jk = 2(−τ̄F1 j − τ̄N1 j +F ′5 j)− τ̄F1k− τ̄N1k +F
′
5k
Λ16jk = N1 jAτ j +N1 jAτk +N1kAτ j −G1 jAτ jAτk−G1 jAτkAτ j −G1kAτ jAτ j +2F ′6 j +F
′
6k
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Λ33jk = 2G3 j +G3k +2G′3 j +G
′









Λ36jk = N3 jAτ j +N3 jAτk +N3kAτ j −G3 jAτ jAτk−G3 jAτkAτ j −G3kAτ jAτ j +2G′6 j +G
′
6k
Λ44jk = 2H4 j +H4k +2H ′4 j +H
′





Λ46jk = N3 jAτ j +N3 jAτk +N3kAτ j −G3 jAτ jAτk−G3 jAτkAτ j −G3kAτ jAτ j +2G′6 j +G
′
6k




5 j − τ̄N
′
5k−2Vk−Vj
Λ56j = N5 jAτ j +N5 jAτk +N5kAτ j −G5 jAτ jAτk−G5 jAτkAτ j −G5kAτ jAτ j −2τ̄(F ′6 j +N
′
































6 j −2U j −Uk









10 N(3n(n+1)/2+n2) 5n(N+N(N−1)+ (N3−3N2+2N)/6)+3nN
11 N(3n(n+1)/2+24n2) 6n(N+N(N−1)+ (N3−3N2+2N)/6)+3nN
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 < 0 ; j = 1, . . . ,N−2, k = j +1, . . . ,N−1, ℓ = k+1, . . . ,N (34)
com





Λ12jkℓ = −F1 jAk−F1 jAℓ −F1kA j −F1kAℓ−F1ℓA j −F1ℓAk− (F1 j +N1 j )Aτk− (F1 j +N1 j )Aτℓ− (F1k +N1k)Aτ j
−(F1k +N1k)Aτℓ− (F1ℓ +N1ℓ)Aτ j − (F1ℓ +N1ℓ)Aτk−G1 jAτkAℓ−G1 jAτℓAk−G1kAτ jAℓ −G1kAτℓA j −G1ℓAτ jAk−G1ℓAτkA j






2ℓ +2Pj +2Pk +2Pℓ




3ℓ ; Λ14jkℓ = 2H1 j +2F
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Λ16jkℓ = N1 jAτk +N1 jAτℓ +N1kAτ j +N1kAτℓ +N1ℓAτ j +N1ℓAτk

































































2k)−G2 jAτkAℓ−G2 jAτℓAk−G2kAτ jAℓ














































































































































































































































































































Λ26jkℓ = −N2 jAτk−N2kAτ j −N2 jAτℓ−N2ℓAτ j −N2kAτℓ−N2ℓAτk−G2 jAτkAτℓ−G2 jAτℓAτk−G2kAτ jAτℓ−G2kAτℓAτ j





















































































































Λ36jkℓ = N3 jAτk +N3kAτ j +N3 jAτℓ +N3ℓAτ j +N3kAτℓ +N3ℓAτk−G3 jAτkAτℓ−G3 jAτℓAτk−G3kAτ jAτℓ











4ℓ +2U j +2Uk +2Uℓ





Λ46jkℓ = N4 jAτk +N4kAτ j +N4 jAτℓ +N4ℓAτ j +N4kAτℓ +N4ℓAτk−G4 jAτkAτℓ−G4 jAτℓAτk


















Λ56jkℓ = N5 jAτk +N5kAτ j +N5 jAτℓ +N5ℓAτ j +N5kAτℓ +N5ℓAτk−G5 jAτkAτℓ−G5 jAτℓAτk−G5kAτ jAτℓ











Λ66jkℓ = −N6 jAτk−N6kAτ j −N6 jAτℓ−N6ℓAτ j −N6kAτℓ−N6ℓAτk−G6 jAτkAτℓ−G6 jAτℓAτk−G6kAτ jAτℓ
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Novamente, a condição com matrizes extras do
Lema 7 identificou o sistema incerto como estável
independentemente da magnitude do atraso, enquanto
que as LMIs da condição sem variáveis extras são infact´ıveis
para este sistema.
5 CONCLUSÕES
Foram apresentadas extensões de condições LMI do teorema
do ganho pequeno escalonado para o caso de sistemas
lineares contı́nuos com incerteza politópica. Para sistemas
precisamente conhecidos (sem incerteza), as LMIs do
teorema do ganho pequeno escalonado foram associadas
na literatura a condições para a análise de estabilidadee
sistemas com atraso, dependentes e independentes do atraso,
obtidas por meio de funcionais de Lyapunov-Krasovskii.
Neste trabalho, mostrou-se que condições equivalentes `as
condições do teorema do ganho pequeno escalonado podem
ser expressas em um espaço paramétrico aumentado, com
variáveis extras (multiplicadores) obtidas pela utilização do
Lema de Finsler.
A partir de propriedades que exploram a positividade dos
parâmetros incertos, foram obtidas condições suficientes
que asseguram as condições do teorema do ganho
pequeno escalonado para sistemas lineares com incertezas
politópicas. As condições suficientes obtidas no espaço
paramétrico aumentado são menos conservadoras que as
condições suficientes no espaço original, pois as matrizes
extras proporcionam graus de liberdade que melhoram
as avaliações obtidas na análise de sistemas incertos.
Assim como no caso precisamente conhecido, por meio da
escolha particular das matrizes envolvidas nas LMIs das
condições suficientes obtêm-se condições para a estabilidade
robusta, dependente e independente do atraso, de sistemas
lineares incertos com atrasos, tanto no espaço paramétrico
original quanto no aumentado. Por meio de exemplos, foi
mostrado que as avaliações com as LMIs com matrizes
extras fornecem melhores resultados que as condições
suficientes no espaço paramétrico original. No contexto
de análise robusta de sistemas com atrasos, as condições
de estabilidade robusta garantem a existência de funcionais
com matrizes dependentes de parâmetros, proporcionando
resultados menos conservadores do que os obtidos com
matrizes constantes.
No espaço aumentado de parâmetros, ocorre a separação
das matrizes que descrevem a dinâmica do sistema das
matrizes que compõem os funcionais usados na avaliação da
estabilidade robusta. Uma possı́vel extensão deste trabalho
seria a sı́ntese de controladores robustos para sistemas
com atrasos baseados nas variáveis matriciais introduzidas
pelo Lema de Finsler, mantendo os funcionais dependentes
de parâmetros, ou mesmo a sı́ntese de controladores
dependentes de parâmetros.
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