Physical design for object-oriented databases is still in its infancy. Implementation decisions often intrude into the conceptual design (such as inverse links and object decomposition). Furthermore, query optimizers do not always take full advantage of physical design information. This paper proposes a formal framework for physical database design that automates the query translation process. In this framework, the physical database design is speci ed in a declarative manner. This speci cation is used for generating an e cient query transformer that translates logical queries into programs that manipulate the physical database. Alternative access paths to physical data are captured as simple rewrite rules that are used for generating alternative plans for a query.
Introduction
One important advantage that commercial database systems o er is data independence, whereby abstract objects and the operations upon them can be signi cantly decoupled from their implementations. In a relational database system, for example, a database designer may choose the implementation of a database table from a number of possible structures (such as a B-tree or a hash table) as well as attach secondary indices to the table. These implementation decisions will not a ect how queries are expressed in the database language but only how they are compiled and optimized. Furthermore, some systems provide a restructuring mechanism to change the implementation of parts of the database or to modify the database schema itself without losing any stored data.
Physical design for object-oriented databases is more di cult than for relational systems because the complexity of object-oriented database (OODB) data models results in a larger number of implementation choices. The database designer may consider clustering versus normalization for various nested collections in the database, create inverse links, attach secondary indices, materialize functions and views, partition large objects, etc. 14, 13, 21, 3] . It is highly desirable to have these choices isolated from the conceptual model itself, leaving the application programmer to worry only about what data to retrieve, not how to retrieve the data. Achieving the same degree of data independence in an OODB system as in a relational database system is a major challenge for object-oriented databases.
This paper presents a framework for specifying the physical design in a declarative language, called the physical design language. It consists of a small, but extensible, repertoire of commands (called physical design directives) for specifying the implementation techniques for various parts of a database. For example, one command may indicate that a speci c nested collection be normalized ( attened out) into two collections. The query translator uses these commands to translate queries against the conceptual database into queries against the physical database. If normalization was chosen for a nested collection, then a logical query that manipulates this nested collection may be translated into a query that joins the two normalized collections. The physical design language described in this paper captures most of the recent proposals for OODB physical designs, including clustering, horizontal and vertical partitioning, normalization, join indices, and The query translation process in our framework consists of several stages. First, the database administrator speci es the conceptual database schema. The main concern of this person is to write functionally correct speci cation satisfying all the design requirements. Then, the database implementor speci es the physical design in such a way that the performance of the resulting system is acceptable for the needs of this application. This person is also responsible for tuning the database to cope with new performance requirements. Finally, The application programmer submits a logical query against the database without any knowledge of the physical design. The query translator translates the query into a physical plan that re ects the physical design and ideally runs faster that any other equivalent plan. The query evaluator executes this plan and returns the result to the application programmer.
Query translation in our framework is purely algebraic and can be easily validated for correctness. It consists of the following components: a physical schema that speci es the structure of the physical database state, an abstraction function 10] that maps the physical schema into the conceptual schema, and a set of plan transformers that capture the alternative access paths (such as secondary indices, materialized functions and views). The abstraction function is a logical view of the physical database. This function always exists, since otherwise there would be some semantic information lost when the conceptual database is mapped into the physical storage. Given the conceptual schema of an OODB and a set of physical design directives, we have an automated method for generating the physical schema, the abstraction function, and the plan transformers (this is the optimizer generation component in Figure 1 ). This method is the focus of the paper. It is expressed in rule form, requiring only one rule per physical design directive, and allows extensions to more complex physical design methods.
Our physical design framework requires that both conceptual and physical data structures, as well as the operations upon them, be de ned in the same language. The language used in this paper is called the monoid comprehension calculus 8, 9] because it is based on monoids and monoid comprehensions. Logical collection types, such as sets, lists, and bags, as well as physical data types, such as B-trees and hash tables, can be captured as monoids.
Since the abstraction function is the logical view of the physical database, any logical query against the conceptual database can be transformed to a program that manipulates the physical database if we replace all references to the conceptual database state in the query with the logical view of the physical database state. That is, we substitute R(DB) for all occurrences of db in the query, where db is the conceptual database state, DB is the physical database state, and R is the abstraction function (this is the composition component in Figure 1 ). We give a normalization algorithm that removes all the unnecessary intermediate logical structures, in such a way that the resulting normalized program does not actually materialize any part of the conceptual database. The resulting program (the physical plan in Figure 1 ) is thus a query that directly manipulates the physical database. That is, if the abstraction function is expressed in the monoid calculus, then any query in the monoid calculus that manipulates the conceptual database can be e ciently translated into a query that manipulates only the physical database. Even though the abstraction function builds the entire conceptual database from the physical database, no part of this construction will actually take place if we normalize the resulting query. The normalization algorithm is purely algebraic, simple, and e cient.
Access path selection is achieved by substituting C i (DB) for DB in the derived physical plan, where C i is a plan transformer, and then normalizing the resulting program (this step is the plan generation component in Figure 1 ). This phase can be combined with the application of commutativity and associativity rules for monoid comprehensions. There is no need of using a rewrite system for these transformations, since we only use three types of rules: an application of a plan transformer, associativity, and commutativity. In fact an optimizer based on dynamic programming, such as the one for System R 18], would be su cient for our purpose. In that case, the costing component in Figure 1 could be combined with the plan generation component.
In addition to query translation, in this paper we report an automated method for translating database updates against the conceptual database state into updates against the physical database. We also present a method for restructuring the physical database whenever the set of physical design directives changes (such as reclustering and adding or dropping a secondary index).
The contributions of this paper are twofold. First, we present a declarative language for specifying physical design directives for an OODB management system that captures many recent proposals for OODB physical design. Second, we present a method for translating these directives into a form that facilitates an automated translation of logical queries and updates. The program translation as well as the elimination of the intermediate logical structures in the resulting program is based on a formal model.
Background
Queries in our framework are transformed into physical plans by a number of re nement steps. Thus, they need to be compiled into an algebraic form that captures both logical and physical operators. More importantly, the algebraic forms derived after query translation need to be normalized in a way that no intermediate logical structures are constructed during the evaluation of these forms. In this section we give a brief overview of the monoid comprehension calculus, which ful lls these two requirements. For a complete formal description of the calculus, which includes advanced data structures such as vectors, matrices and object identity, the reader is referred to our previous work 8, 9] .
A data type T in our calculus is expressed as a monoid M with a unit function: M = (T; zero; unit; merge) where the function merge, of type T T !T, is associative with left and right identity zero. If in addition merge is commutative (idempotent, i.e., 8x : merge(x; x) = x), then the monoid is commutative (idempotent). For example, (set( ); fg; f; ), where f(x) = fxg, is a commutative and idempotent monoid while (int; 0; g; +), where g(x) = x, is a commutative monoid. When necessary to distinguish the components of a particular monoid M we qualify them as zero M , unit M , and merge M .
We have two types of monoids: collection and primitive monoids. Collection monoids capture bulk data types, while primitive monoids capture primitive types, such as integers and booleans. For example, the join of two sets x and y, join(f; p)(x; y), is setf f(a; b) | a x; b y; p(a; b) g.
A monoid comprehension is de ned by the following reduction rules: (A formal de nition based on monoid homomorphisms is presented elsewhere 9].) Mfe | g ! unit M (e) (1) Mf e | false; r g ! zero M (2) Mf e | true; r g ! Mf e | r g (3) Mf e | v zero N ; r g ! zero M (4) Mf e | v unit N (e 0 ); r g ! letv = e 0 in Mf e | r g (5) Mf e | v merge N (e 1 ; e 2 ); r g ! merge M (Mfe | v e 1 ; r g; Mf e | v e 2 ; r g) (6) Rules 2 and 3 reduce a comprehension in which the leftmost quali er is a lter, while rules 4-6 reduce a comprehension in which the leftmost quali er is a generator.
If both the monoids M and N in the previous de nition are sets, then monoid comprehensions can capture the nested relational algebra (since these monoid comprehensions are equivalent to the set monad comprehensions, which have been proved to capture the nested relational algebra 5]). For example, the nesting operator for nested relations is nest(k) x = setf h KEY = k(e); P = setf a | a x; k(e) = k(a) g i | e x g, where angle brackets h : : : i construct records. Similarly, unnest(x) = setf e | s x; e s:P g. The last comprehension is an example of a dependent join in which the value of the second collection s:P depends on the value of s, an element of the rst relation x. Dependent joins are a convenient way of traversing nested collections.
But monoid comprehensions can capture operations over multiple collection types as well, such as the join of a list with a bag that returns a set, plus predicates and aggregates. lter(p) x = setf e | e x; p(e) g atten(x) = setf e | s x; e s g x \ y = setf e | e x; e 2 y g length(x) = sumf 1 | e x g sum(x) = sumf e | e x g a 2 x = somef a = e | e x g 9a 2 x : e = somef e | a x g 8a 2 x : e = allf e | a x g However, not all comprehensions are well-formed. More speci cally, if one of the generators in a monoid comprehension is over a commutative or idempotent monoid, then the comprehension must be over a commutative or idempotent monoid. For example, listf x | x f1; 2g g is not a valid monoid comprehension, since it maps a set (which is both commutative and idempotent) to a list (which is neither commutative nor idempotent), while sumf x | x ff1; 2gg g is valid (since both bag and sum are commutative).
We will use the following convention to represent variable bindings in a comprehension:
Mfe | r; x u; s g ?! Mfe u=x] | r; s u=x] g (7) where e u=x] is the expression e with u substituted for all the free occurrences of x (i.e., e u=x] is equivalent to letx = u ine). A term of the form x u is called a binding since it binds the variable x to the expression u. For example, setf b.D | a x, b y, a.B=b.C g is equivalent to setf y.D | a x, a.B=y.C g.
Nested comprehensions (i.e., comprehensions that contain a generator whose domain is another comprehension) can be unnested by the following rule:
Mfe | r; v Nfe 0 | t g; s g ?! Mfe | r; t; v e 0 ; s g (8) Rules 7 A path pth is either name (the name of a bound variable) or an expression pth 0 :name (where name is an attribute name of a record and pth 0 is a path). If the generator domains in a comprehension (i.e., e in v e) do not contain any non-commutative merges (such as the list append ++), then these domains can be normalized by the normalization algorithm into paths 9]. In the next section we will use the following shorthand: A path expression (as it is de ned in 11]) is an expression of the form db:pth 1 :pth 2 : : ::pth n+1 , where each pth i is a path and db is the conceptual database state, and whose interpretation in our calculus is setf v n :pth n+1 | v 1 db:pth 1 ; v 2 v 1 :pth 2 ; : : :; v n v n?1 :pth n g
Physical Design
In this section we show how to translate queries against the conceptual database into queries against the physical database in a way that re ects a user-speci ed physical design. The translation process is described through examples that illustrate the basic idea. The physical design language is presented in Section 4 while the rules for generating the query translator from a physical design are presented in Section 5. In the rst example we normalize a nested relation. We intentionally kept this example simple so that one can easily express the abstraction function and the plan transformers by simply observing the conceptual and the physical schema. These observations will help us understand how these programs are generated automatically by the optimizer-generation component of our translator. We use these programs to translate a logical query into a physical plan and to derive alternative plans. The second example is more complex. It is based on a conceptual OODB schema with a complex physical design. The purpose of this example is to support our claim that the same theory can be easily scaled up to capture more complex designs.
Example 1: Mapping Nested Relations into Flat Relations
Consider the following NF 2 conceptual database schema: db: set(h A: int, B: set(h C: int, D: int i), E: int i)
Suppose that we want to implement this schema using at table structures. The standard approach is to normalize the nested collection into two tables T1 and T2: table T1 holds the outer set while table T2 holds the union of all the inner sets. Then, whenever a query manipulates the initial nested collection, this nested collection is reconstructed via an implicit join. Furthermore, suppose that we want to implement the set as a B-tree indexed by A and we want to add a secondary index (also implemented as a B-tree) indexed by E. Using our physical design language (that will be described in detail in Section 4), this speci cation is expressed by the following physical design directives:
secondary( db, E ) g (3) Directive (1) indicates that the outer set be implemented as a B-tree indexed by A. Directive (2) indicates that the nested set (reached by the path expression db.B) be normalized. Directive (3) indicates that there will be a secondary index attached to the outer set. One possible physical schema that captures this design is the following: We see that the initial dependent join, which was over a nested collection, is attened into an 1NF join. Notice that DB.T1 is sorted by both @ and A attributes while DB.T2 is sorted by @ and #. That is, the derived program has the functionality of a sort-merge join since the join predicate is b.#=@a. This functionality can be deduced directly from the types of the comprehension generators. In contrast to most query optimization approaches, the programs derived in our framework are guaranteed to be correct since our framework uses transformations that are purely algebraic and meaning preserving.
The alternative access path of using the secondary index T3 can be derived from the equation F 0 (DB) = F(C(DB)): The resulting program is an alternative plan to evaluate the initial logical query. It is a 3-way sort-merge join. This program corresponds to the alternative access path associated with the secondary index T3. Both programs F 0 (DB) and F(DB) should be considered by the query optimizer for costing. If there were many plan transformers because of multiple access paths, then an optimization step would consist of selecting one of the functions C that captures a plan transformer, substituting C(DB) for DB in the current program, and normalizing the resulting program. The optimization process consists of the exploration of all the alternative programs generated by applying this optimization step multiple times as well as of using the commutativity and associativity properties of monoids.
Example 2: OODB Physical Design
The example presented here translates an OODB query into a physical plan that re ects an OODB physical design. The conceptual database schema is the following:
class hotel = h name: string, address: string, facilities: set(string), rooms: set(h beds: int, price: int i) i extent: hotels; class city = h name: string, hotels: bag(hotel), places to visit: list(h name: string, address: string i) i extent: cities; where the extent name is a collection of all instances of a class. The database schema db associated with this speci cation is the aggregation of all class extents along with a number of persistent variables. To make our examples short, though, we will assume that there are no persistent variables. In that case, db has type: h hotels: set(hotel), cities: set(city) i
As we mentioned earlier, physical design in our framework consists of a set of physical design directives speci ed by the database implementor. In order to reduce the number of required physical directives, we assume a default implementation for the database. Then the physical design directives are commands to change these defaults.
In the default implementation, objects from two di erent classes are not clustered together. That is, the hotels extent will be stored in a di erent storage collection than the cities extent, while each cities.hotels bag will be a bag of OIDs that reference hotels. But the database implementor can cluster cities and hotels together by stating the right physical directive. The default implementation for a nested collection, such as the hotels.rooms, is the direct storage model 21]: all hierarchical object structures are stored in preorder form. For example, hotels and hotels.rooms are clustered together, with the rooms of a hotel stored adjacent to the hotel.
The following is an example of physical design directives speci ed by the database implementor during the physical design of the previous OODB example: 
secondary( hotels, address ), (3) normalize( cities.hotels ),
join index( hotels.rooms ) g (5) Directives (1) and (2) indicate that both cities and hotels will be implemented as B-trees indexed by name. Directive (3) indicates that a secondary index on attribute address will be attached to hotels. Directive (4) indicates that cities.hotels will be normalized. The conceptual nested collection is reconstructed by a join. Directive (5) requests a binary join index for hotels.rooms. This directive implies that hotels.rooms be normalized and that there will be an additional index for accelerating the join between the normalized tables. According to these physical design directives, the physical schema DB for our OODB example is the following: (it is automatically generated by a program described in Section 5) We decided to capture OIDs as tuple identi ers only to make the algorithms and examples easier to understand. A better alternative for OIDs might be to use surrogates, i.e., system generated unique numbers.
The abstraction function R(DB), which is also generated automatically, is the following: R(DB) = h hotels = setf h name = b. secondary(path; attrb): attaches a secondary index on attribute attrb to the collection reached by path (in addition to the possible primary index speci ed by the implement directive). The secondary index may be attached to a deeply nested collection. normalize(path): normalizes the nested collections reached by path into one collection. Each element of this collection contains a reference (a TID) to its owner object. The original nested collection can be reconstructed by joining the path with this collection. join index(path): is like normalize (path) but it also creates a binary join index to speed up the join between the path and the normalized collection. cluster(path): path should be either a reference to a class or a collection of class references (such as set (person) The following algorithms generate the physical schema, the abstraction function, and the semantic constraints from the conceptual schema and from the physical design directives. To make the algorithms simple, we assumed that the physical design directives have been checked for semantic correctness and for possible con icts before they fed to these algorithms (e.g., all expression paths in the directives are valid within the conceptual database schema).
Algorithm 1 (Generation of the Physical Schema) The rules for schema transformation are presented in Figure 2 . The expression T ( type] ]; path) takes the conceptual schema (the type of path) and returns the physical schema. The algorithm is expressed by rules of the form:
T ( type] ]; path) : condition ! type
The condition checks whether a speci c directive exists in the set of physical design directives. Only the rst rule whose head matches the current type and whose condition matches one of the directives is executed. The matched directive is not used again. For example, the rule that checks for a partition directive can only be used once for each directive, hence allowing multiple horizontal partitions for the same collection. Algorithm 2 (Generation of the Abstraction Function) The abstraction function R is generated by the rules in Figure 3 . The expression E( type] ]; path; e 1 ; e 2 ) takes an abstract schema, a path expression,
an expression e 1 (the current constructed expression), and expression e 2 (@e 2 references the last collection that contains e 1 ), and generates the piece of the abstraction function that corresponds to this type. All free variable names that appear in a rule action need to be made unique to avoid the variable capture problem.
The entire abstraction function is generated by E( dbtype] ]; db; DB; DB).
The primitive monoid pick in the third rule is over tuple identi ers. Its zero value is null, its unit function is the identity function, and its merge function satis es merge pick (null; x) = x, otherwise merge pick (x; y) = x.
For example, pickf @x | x DB.hotels, @x=h g dereferences a hotel from the class extent DB.hotels using the TID h. If there is no such hotel, then it returns null. If there are more than one hotels (this never happens, since TIDs are unique), then it returns the rst one. The f(y) = x:KEY predicate in the next-to-last rule in Figure 3 , which checks for a partition, is redundant because of the way this partition was constructed. But, if there were a generator v e in a comprehension, where e is partitioned by f, and a predicate f(v) = constant, then it is translated into x e; y x:PARTITION; f(y) = x:KEY; f(y) = constant, which implies x:KEY = constant. That way, only the partition with the speci ed KEY is retrieved. This is a secondary index attached to a nested collection, i.e., we can access any place to visit by providing its name only, without having to go through the cities extent. Our schema transformation technique is in uenced by the Genesis extensible database management system 2]. Genesis introduced a technology that enables customized database management systems to be developed rapidly, using user-de ned modules as building blocks. A transformation model is used to map abstract models to concrete implementations. This map is done with possibly more than one level of conceptual to internal mappings, transferring abstract models to more implementation-oriented ones, until a primitive layer is reached. For each type transformer, the database implementor is responsible for writing the program transformers that translate abstract schemas into concrete schemas, and the operation expanders that translate any operation on an abstract type to a sequence of operations on the concrete type.
A similar technique for mapping conceptual schemas into internal schemas was used by Scholl 16, 17] . More speci cally, he considered the problems of clustering and denormalization in a relational database system, that is, mapping at tables into nested structures in which related objects are clustered together. He also used abstraction functions, called conceptual-to-internal mappings, to capture the schema transformation, but he required these functions to be invertible. He used normalization techniques for obtaining e cient nested queries from the conceptual at queries, which were based on the algebraic equivalences between the NF 2 expressions. He recognized that these algebraic transformations can only be e ective if they are combined with a redundancy elimination phase where all redundant joins are removed.
Another approach for physical OODB independence was proposed for the PIOS system 1, 15]. PIOS includes a language, called SDL (a storage de nition language), that allows one to specify the mapping from the logical to the physical schema in a form similar to our physical design directives. The mappings supported are vertical and horizontal partitioning of classes and object clustering. The physical schema is computed automatically from these speci cations and logical operations are mapped to physical operations. Other approaches for physical OODB design include work by Lanzelotte et al. on OODB query optimization 12], which is based on a graph physical design language, and the GMAP system 20] that uses a search-based algorithm to match for applicable access paths in a query.
Conclusion
Object-oriented database systems have long been criticized for not supporting su cient levels of data independence. The main reason for this criticism is that early OODB systems used simple pointer chasing to perform object traversals, which did not allow many opportunities for optimization. There are many recent system proposals though, such as GemStone, O2, and ODMG, that use more sophisticated methods for object traversals. These systems support a declarative language to express queries, and advanced physical structures and alternative access paths to speed up the bulk manipulation of objects. Since object models are more complex than the relational model, most OODB systems are lacking a formal theory for query translation and optimization that could capture the new advanced physical design proposals that are necessary to speed up object queries.
In this paper we presented a formal framework for achieving a complete data independence in an OODB system. The physical design process in this framework consists of the speci cation of a set of physical design directives that describe in declarative form the physical design of parts of the logical database schema. We use these directives to generate a program (the abstraction function) that automatically transforms any logical query or update into a physical program. These transformations are purely algebraic and can be easily validated for correctness, since they are based on a formal framework. The generation of the abstraction function itself is achieved by a rule-based system, which can be easily extended to incorporate more advanced physical design directives.
