in which a number of sources Si each holding independent information Xi wish to communicate the sum L Xi to a set of terminals tj. In this work we consider directed acyclic graphs with unit capacity edges and independent sources of unit-entropy. The case in which there are only two sources or only two terminals was considered by the work of Ramamoorthy [ISIT 2008] where it was shown that communication is possible if and only if each source terminal pair Siltj is connected by at least a single path.
I. INTRODUCTION
Network coding is a new paradigm in networking where nodes in a network have the ability to process information before forwarding it. This is unlike routing where nodes in a network primarily operate in a replicate and forward manner. The problem of multicast has been studied intensively under the paradigm of network coding. The seminal work of Ahlswede et al. [1] showed that under network coding the multicast capacity is the minimum of the maximum flows from the source to each individual terminal node. The work of Li et al. [6] showed that linear network codes were sufficient to achieve the multicast capacity. The algebraic approach to network coding proposed by Koetter and Medard [3] provided simpler proofs of these results.
In recent years there has also been a lot of interest in the development and usage of distributed source coding schemes due to their applications in emerging areas such as sensor networks. Classical distributed source coding results such as the famous Slepian-Wolf theorem [10] usually assume a direct link between the sources and the terminals. However in applications such as sensor networks, typically the sources would Authors are in alphabetical order. The work of M. Langberg was supported in part by ISF grant 480/08. The work of A. Ramamoorthy was supported in part by NSF grant CNS-0721453. communicate with the terminal over a network. Thus, considering the distributed compression jointly with the network information transfer is important. Network coding for correlated sources was first examined by Ho et al. [2] . The work of Ramamoorthy et al. [9] showed that in general separating distributed source coding and network coding is suboptimal.A practical approach to transmitting correlated sources over a network was considered by Wu et al. [11] . Reference [11] also introduced the problem of Network Arithmetic that comes up in the design of practical systems that combine distributed source coding and network coding.
In the network arithmetic problem, there are source nodes each of which is observing independent sources. In addition there is a set of terminal nodes that are only interested in the sum of these sources over a finite field, i.e., unlike the multicast scenario where the terminals are actually interested in recovering all the sources, in this case the terminals are only interested in the sum of the sources.
The rate region of the network arithmetic problem was characterized recently by Ramamoorthy in [8] for the case of directed acyclic networks (DAGs) with unit capacity edges and independent, unit entropy sources in which the network has at most two sources or two terminals. Basically, it was shown that as long as there exists at least one path from each source to each terminal, there exists an assignment of coding vectors to each edge in the network such that the terminals can recover the sum of the sources.
In this work we continue the study of the network arithmetic problem for networks with more than two sources and two terminals. Primarily, we show that the characterization of [8] no longer holds when the number of sources and terminals is greater than two. We note that a similar result was obtained recently in an independent manner by [7] . We then tum to obtain encoding schemes for the three sources -three terminals case (38/3t). We show that as long as each source is connected by two edge disjoint paths to each terminal, the network arithmetic problem is solvable. Namely, we present efficient linear encoding schemes that allow communication in this case. Our main result can be summarized as follows.
Theorem 1: Let G == (V, E) be a directed acyclic network with unit capacity edges and three sources 81, 82, 83 containing independent unit-entropy sources Xl, X 2 , X 3 and three termi-nal s h , iz , t3. If th ere exist two edg e disjoint paths between each source/tenninaI pair, then there exists a linear network coding scheme in which the sum Xl + X z + X 3 is obtained at each terminal t j ' Moreover, such a network code can be found efficiently. This paper is organized as follows. Section II presents the network coding model that we shall be assuming. In Section III we present our counter example to the characterization of [8] containing 3 sources and 3 terminals. In Sections IV and V we present our main result: the proof of Theorem 1. In Section VI we outline our conclusions. Due to space limitations, many of our claims and all of Section V (our main technical section) appear without proof. The interested reader may find a full version of the paper in [4] .
II. N ETWORK CO DING MOD E L
In our model, we represent the network as a directed graph
The network contains a set of source nodes S c V that are observing independent, discrete unit-entropy sources and a set of terminals T c V. Our network coding model is basically the one presented in [3] . We assume that each edge in the network has unit capacity and can transmit one symbol from a finite field of size q per unit time (we are free to choose q large enough). If a given edge has a higher capacity, it can be treated as multiple unit capacity edges. A directed edge C between nodes Vi and Vj is represented as (Vi ----t Vj ). Thus hcad(c) = Vj and ta il(c) = Vi. A path between two nodes Vi and Vj is a sequence of edges {Cl, cZ, . . . ,cd such that tail (Cl) = Vi, hcad(Ck ) = Vj and hcad(ci) = ta il(ci+l), i = 1, ... , k -1.
Our counter-example in Section III considers arbitrary network codes. However, our constructive algorithm for the proof of Theorem I shall use linear network codes. In linear network coding, the signal on an edge (Vi ----t Vj ), is a linear combination of the signals on the incoming edges on Vi and the source signal at Vi (if Vi E S). In this paper we assume that the source (terminal) nodes do not have any incoming (outgoing) edges from (to) other nodes. If this is not the case one can always introduce an artificial source (terminal) connected to the original source (terminal) node by an edge of sufficiently large capacity that has no incoming (outgoing) edges. We shall only be concerned with networks that are directed acyclic and can therefore be treated as delay-free networks [3] . Let 
III. EXAMPLE OF THREE SO UR CES AND THREE TE RM INA LS WI TH IND EP END ENT UN IT-EN T RO PY SO URC ES
We now present our counter example to the characterization of [8] containing 3 sources and 3 terminals, Namely, we present a 3s /3t network with at least one path connecting each source tenninal pair, in which the sum of sources cannot (under any network code) be transmitted to all three terminals, Consider the network in Figure I , with three source nodes and three terminal nodes such that the source nodes observe independent unit entropy sources Xl , X z and X 3 . All edges are unit capacity. As shown in Figure I , the incoming edges into terminal b contain the values h (Xl , X z ) and ii (X z , X 3 ) where h and Ii are some functions of the sources.
Suppose that X 3 = O. This implies that tl should be able to recover Xl + X z (that has entropy 1) from just h (Xl, X z ).
Moreover note that each edge is unit capacity. Therefore the entropy of h(Xl ,X Z ) also has to be 1. i.e. there exists a oneto-one mapping between the set of values that h (X1 , X z) takes and the values of X l + X z . In a similar manner we can conclude that there exists a one-to-one mapping between the set of values that Ii(X z , 
IV. PROOF OF THEOREM 1
We start by giving an overview of our proof. Roughly speaking, our proof for determining the desired network code has three steps. In the first step, we tum our graph G into a graph G == CV, E) in which each internal node v E Vis of total degree at most three. We refer to such graphs as structured graphs. Our efficient reduction follows that appearing in [5] , and has the following properties: (a) G It is not hard to verify that proving Theorem 1 on structured graphs implies a proof for general graphs G as well. Indeed, given a network G satisfying the requirements of Theorem 1, construc! the corresponding network G. By the properties above, G also satisfies the requirements of Theorem 1. Assuming that Theorem 1 is proven for structured graphs G, we conclude the existence of a feasible network code in G.
Finally, this network code can be converted (by property (d) above) into a feasible network code for G as desired.
Due to space limitations, we omit the details of the mapping between G and G and the proof of properties (a)-( d) (details can be found in [4] ). We note that our reduction and proof are strongly based on that appearing in [5] . For notational reasons, from this point on in the discussion we will assume that our input graph G is structured -which is now clear to be w.l.o.g.
In the second step of our proof, we give edges and vertices in the graph G certain labels depending on the combinatorial structure of G. This step can be viewed as a decomposition of the graph G (both the vertex set and the edge set) into certain class sets which may be of interest beyond the context of this work. These classes will later playa major role in our analysis.
The decomposition of G is given in detail in Section IV-A.
In the third and final step of our proof, using the labeling above we evoke on a lengthy case analysis for the proof of Theorem 1. Namely, based on the terminology set in Section IV-A, we identify several scenarios, and prove Theorem 1 assuming that they hold. As the different scenarios we consider will cover all possible ones, we conclude our proof. A detailed case analysis is given in Sections IV-Band V.
All in all, as will be evident from the sections yet to come, our proof is constructive, and each of its steps can be done efficiently. This will result in the efficient construction of the desired network code for G. We now proceed to formalize the steps of our proof.
A. The decomposition
In this section we present our structural decomposition of G == (V, E). We assume throughout that G is directed and acyclic, that it has three sources 81, 82, 83, three terminals tl, t2, t3 and that any internal vertex in V (namely, any vertex which is neither a source or a sink) has total degree at most ISIT For example, any source is labeled by the pair (1,3) , and any terminal by the pair (3, 1) . An internal vertex v labeled (., 1) is connected to a single terminal only. This implies that any information leaving v will reach at most a single terminal. Such vertices v play an important role in the definitions to come. This concludes the labeling of V.
An edge e == (u, v) for which v is labeled (., 1) will be referred to as a terminal edge. Namely, any information flowing on e is constrained to reach at most a single terminal. If this terminal is t j then we will say that e is a t j -edge. Clearly, the set of tl-edges is disjoint from the set of t2-edges (and similarly for any pair of terminals). An edge which is not a terminal edge will be referred to as a remaining edge or an r-edge for short.
We now prove some structural properties of the edge sets we have defined. First of all, there exists an ordering of edges in E in which any r-edge comes before any terminal edge, and in addition there is no path from a terminal edge to an r-edge. This is obtained by an appropriate topological order in G. Moreover, for any terminal t j , the set oftj-edges form a connected subgraph of G rooted at t j . To see this note that by definition each t j -edge e is connected to t j and all the edges on a path between e and t j are t j -edges. Finally, the head of an r-edge is either of type (., 2) or (., 3) (as otherwise it would be a terminal edge).
For each terminal t j we now define a set of vertices referred to as the leaf set L j of t j . This definition shall play an important role in our discussions. We refer to Vp as the leaf of t j corresponding to path P, and the set of all leaves of t j as the leaf set L j .
We remark that (a) the leaf set of t j is the set of nodes of in-degree 0 in the subgraph consisting of tj-edges and (b) a source node can be a leaf node for a given terminal. Furthermore, we have the following claim about leaf nodes.
Claim 1: A leaf node which is not a source node has indegree = 1 and out-degree = 2.
Proof: Assume otherwise, i.e. that the leaf .e has outdegree = 1 and suppose that the outgoing edge is denoted (.e,v) . Note that this implies that Ct(v) == Ct(.e) 2:: 2, since .e has only one outgoing edge. This is a contradiction since .e is a leaf node and has to be connected to at least one node of type (., 1). Therefore out -degreeu') = 2 and since it is an internal node, it has in-degree = 1.
•
B. Case analysis
We now present a classification of networks based on the node labeling procedure presented above. For each class of networks we shall argue that each terminal can compute the sum of the sources (Xl + X 2 + X 3 ) . Our proof shall be constructive, i.e. it can be interpreted as an algorithm for finding the network code that allows each terminal to recover (Xl + X 2 + X 3 ) .
1) Case 0:
There exists a node of type (3, 3) in G. Suppose node v is of type (3, 3) . This implies that there exist path(siv), for i == 1, ... ,3 and path(v -tj), for j == 1, ... ,3 . Here, and in what follows, we denote by path(u -v) a path from u to v. Consider the subgraph induced by these paths and color each edge on UY=lpath(si -v) red and each edge on U;=lpath(v -t j) blue. We claim that as G is acyclic, at the end of this procedure each edge gets only one color. To see this suppose that a red edge is also colored blue. This implies that it lies on a path from a source to v and a path from v to a terminal, i.e. its existence implies a directed cycle in the graph. Now, we can find an inverted tree that is a subset of the red edges directed into v and similarly a tree rooted at v with tl, t2 and t3 as leaves using the blue edges. Finally, we can compute (Xl +X 2 +X 3) at v over the red tree and multicast it to tl, t2 and t3 over the blue subgraph. More specifically, one may use an encoding scheme in which internal nodes of the red tree receiving Y l and Y 2 send on their outgoing edge
2) Case 1: There exists a node of type (2, 3) in G. Note that it is sufficient to consider the case when there does not exist a node of type (3, 3) in G. We shall show that this case is equivalent to a two sources, three terminals problem.
Without loss of generality we suppose that there exists a (2,3) node v that is connected to S2 and S3. We color the edges on path(s2 -v) and path(s3 -v) blue. Next, consider the set of paths UY=lpath(sl -t i). We claim that these paths do not have any intersection with the blue subgraph. This is because the existence of such an intersection would imply that there exists a path between Sl and v which in tum implies that v would be a (3,3) node. We can now compute (X 2+X3) at v by finding a tree consisting of blue edges that are directed into v. Suppose that the blue edges are removed from G to obtain a graph G'. Since G is directed acyclic, we have that there still exists a path from v to each terminal after the removal. Now, note that (a) G' is a graph such that there exists at least one path from Sl to each terminal and at least one path from v to each terminal, and (b) v can be considered as a source that contains (X 2 + X 3 ) . Now, G' satisfies the condition given in [8] (which addresses the two sources version of the problem at hand), therefore we are done.
3) Case 2: There exists a node of type (3, 2) in G. As before it suffices to consider the case when there do not exist any (3, 3) or (2, 3) nodes in the graph. Suppose that there exists a (3, 2) node v and without loss of generality assume that it is connected to tl and t2. We consider the subgraph G' induced by the union of the following sets of paths
1) UY=lpath(si -v),
2) UT=lpath(v -t i), and 3) UY=lpath(si -t3). Note that as argued previously, a subset of edges of UY=lpath(s; -v) can be found so that they form a tree directed into v. For the purposes of this proof, we will assume that this has already been done i.e. the graph UY=lpath(s; -v) is a tree directed into v.
The basic idea of the proof is to show that the paths from the sources to terminal t3 i.e. UY=lpath(s; -t3) are such that their overlap with the other paths is very limited. Thus, the entire graph can be decomposed into two parts, one over which the sum is transmitted to tl and t2 and another over which the sum is transmitted to t3. Towards this end, we have the following two claims.
Claim 2: The path, path(sl -t3) cannot have an intersection with either path (s2 -v) or path(s3 -v) .
Proof: Suppose that such an intersection occurred at a node v'. Then, it is easy to see that v' is connected to at least two sources and to all three terminals and therefore is a node of type (2, 3) , which is a contradiction.
• In an analogous manner we can see that Proof: To see this we note that if such an intersection happened, then v would also be connected to t3 which would imply that v is a (3, 3) node. This is a contradiction.
• Let Vi be the node closest to v that belongs to both path(Siv) and path(s; -t3) (notice that Vi may equal s; but it cannot equal v). Consider the following coding solution on G'. On the paths path(si -Vi) send Xi. On the paths path (vi -v) send information that will allow v to obtain Xl + X 2 + X 3 . This can be easily done, as these (latter) paths form a tree into v. Namely, one may use an encoding scheme in which internal nodes receiving Y l and Y 2 send on their outgoing edge the sum Y l + Y 2 . By the claims above (and the fact that G' is acyclic) it holds that the information flowing on edges e in the paths path(Vi -t3) has not been specified by the encoding defined above. Thus, one may send information on the paths path(Vi -t3) that will allow t3 to obtain Xl +X 2 + X 3. Here we assume the paths path(Vi -t3) form a tree into t3, if this is not the case we may find a subset of edges in these paths with this property. Once more, by the claims above (and the fact that G' is acyclic) it holds that the information flowing on edges e in the paths path(v -tl) and path(v -t2) has not been specified (by the encodings above). On these edges we may transmit the sum Xl + X 2 + X 3 present at v.
4) Case 3:
There do not exist (3, 3) , (2, 3) and (3, 2) nodes in G. Note that thus far we have not utilized the fact that there exist two edge-disjoint paths from each source to each terminal in G. In previous cases, the problem structure that has emerged due to the node labeling, allowed us to communicate (Xl + X 2 + X 3 ) by using just one path between each s; -t j pair. However, for the case at hand we will indeed need to use the fact that there exist two paths between each s; -t j pair. As we will see, this significantly complicates the analysis. This case is the main technical contribution of our work. However, due to space limitations we are only able to give an outline of our proof. The detailed proof can be found in the full version of the paper [4] .
V. ANALYSIS OF CASE 3: OUTLINE
The basic idea of the proof is as follows. We first label each edge in the graph as a tj-edge or an r-edge. Next we perform a greedy encoding vector assignment at every r-edge, i.e. the outgoing edge contain the sum of "largest support" that one can possibly obtain from the input edges. For example, in our greedy encoding, if the input edges contain Xl and X 2 , then the outgoing edge will carry Xl + X 2 , and if they carry Xl and Xl + X 2 , the outgoing edge will still carry Xl + X 2 . We then examine the state of the leaves of each terminal to see whether each terminal can recover 2::;=1 Xi using the information available on its leaves. If this is the case then we are done, otherwise, we perform a procedure that consists of a sequence of careful modifications to the current encoding vector assignments on the edges so each terminal becomes satisfied, i.e., it can recover 2::;=1 Xi from its leaves.
We first characterize the information available at the leaves of satisfied terminals at the end of our greedy encoding.
Claim 4: A terminal can recover 2::;=1 Xi under the following conditions. i) At least one of the leaves of the terminal is of type (1, 2) or (1, 3) . ii) There exist three leaves of type (2, 2) such that one is connected to Sl and S2, one to S2 and S3 and one to Sl and S3. We are left to consider the case in which the conditions of Claim 4 do not hold. Namely, the case in which a given terminal has only leaves of type (2, 2), and does not have leaves containing all three combinations Xl +X 2 , X 2+X3 and X 3+Xl . This may only hold if a given terminal has four (2, 2) leaves such that (w.l.o.g.) two of them contain Xl + X 2 and two contain X 2 +X 3. In this case it is clear (see discussion in Section III) that there is no way that 2::;=1 Xi can be computed using the information available at the leaves. We shall now outline a sequence of modifications that will eventually result in the terminal being able to compute 2::;=1 Xi.
We say that a terminal is unsatisfied if it does not satisfy the conditions of Claim 4. It may be the case that a single terminal, two terminals or all three terminal are unsatisfied after the initial greedy encoding. We suggest two modification procedures that modify the initial greedy encoding in order to satisfy the unsatisfied terminals. The two modification procedures are designed to fit an involved case analysis.Due to space limitations, we will not be able to present the modification procedures. As before details can be found in [4] .
In a nutshell, Modification 1 is designed to be used when we want to satisfy an unsatisfied terminal, say tl, together with an additional unsatisfied terminal, say t2, without changing information reaching t3. For Modification 1 to succeed we ISIT 2009, Seoul, Korea, June 28 - July 3, 2009 need certain connectivity requirements between tl and t2. Modification 2 is designed to be used in the case when we want to satisfy an unsatisfied terminal, say tl, while preserving the satisfiability of both t2 and t3. Hence, if after our initial greedy encoding all three terminals are unsatisfied we may apply Modification 1 to satisfy tl and t2 and then Modification 2 to satisfy t3. If only two terminals are unsatisfied we may use either Modification 1 alone or use Modification 2 twice depending upon the connectivity of the unsatisfied terminals. Finally, if only a single terminal is unsatisfied we may use Modification 2 alone.
Roughly speaking, Modification 1 and 2 follow a subtle and elaborate case analysis in which, based on the case at hand, certain local changes in the initial greedy encoding are performed. These changes and their effect on the remaining network are then analysed.
VI. CONCLUSION
In this work we have addressed the network arithmetic problem in the scenario in which the network has three sources and three terminals. We have shown that the characterization obtained in [8] no longer holds for the case in which there are more than two sources and two terminals. For the 3s/3t case we show that the network arithmetic problem is efficiently solvable if each source terminal pair is connected by at least two edge disjoint paths.
Several questions remain open. Primarily, is the 2-connectivity condition (between Si/tj pairs) necessary or can other combinatorial connectivity requirements characterize the capacity of the network arithmetic problem for the 3s/3t case. Secondly, as our proof involves a tedious case analysis it would be very interesting to see a simpler more accessible proof for the 2-connectivity case. Finally, the case of more sources and terminals is completely left open in this work.
