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Las BMIs (interfaces cerebro ma´quina) ofrecen innumerables posibilidades en el cam-
po de la rehabilitacio´n y la compensacio´n funcional en pacientes con problemas de mo-
vilidad, como pueden ser las v´ıctimas de un accidente cerebrovascular o de una lesio´n
medular. En este contexto, las BMIs pueden utilizarse para decodificar la intencio´n de
movimiento, incluso cuando el paciente no puede moverse, y utilizar esa informacio´n para
controlar un dispositivo externo como un exoesqueleto o una pro´tesis.
Mediante te´cnicas no invasivas, como el electroencefalograma, se pueden adquirir las
sen˜ales cerebrales para su posterior procesamiento. Una de estas sen˜ales cerebrales, que
perminte decodificar la intencio´n de movimiento, son los MRCP o potenciales cerebrales
relacionados con el movimiento. Sin embargo, en la bibliograf´ıa actual encontramos que
se esta´n utilizando una gran variedad de esquemas de decodificacio´n, dentro de los cuales
encontramos distintos filtros frecuenciales, espaciales y clasificadores.
El principal objetivo de este trabajo consiste en realizar un estudio de las distintas
partes de un esquema de decodificacio´n de intencio´n de movimiento basado en MRCP,
con el fin de evaluar el impacto en los resultados de decodificacio´n de las diversas te´cnicas
utilizadas en cada una de sus partes.
En primer lugar, utilizando unos datos de sujetos sanos, se ha realizado un ana´lisis
detallado de las distintas te´cnicas de filtrado frecuencial, filtrado espacial y algunos de los
clasificadores ma´s usados en este campo con el fin de obtener el esquema de decodificacio´n
que mejores resultados nos ofrece. En segundo lugar, dado que los usuarios finales de gran
parte de las aplicaciones de BMI son pacientes, se ha evaluado el comportamiento del
esquema de decodificacio´n de intencio´n motora elegido en la primera parte de este trabajo
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1. Introduccio´n
1.1. Contexto y estado del arte
Las interfaces cerebro-computador (BMI, del ingle´s, brain-machine interface) son
tecnolog´ıas que permiten la comunicacio´n entre el cerebro y un dispositivo tecnolo´gico.
E´stas se dividen en dos grupos en funcio´n de la forma en la que obtienen la actividad
cerebral: me´todos invasivos, en los que se colocan electrodos sobre la corteza cerebral y
me´todos no invasivos, en los que se colocan sobre la superficie de la cabeza. Los primeros
obtienen una sen˜al ma´s limpia al tomar los datos directamente del cerebro pero, debido
al riesgo que supone la intervencio´n quiru´rgica necesaria y a las consideraciones e´ticas
que conllevan, no son muy pra´cticos para muchas aplicaciones. As´ı pues, el hecho de
que los me´todos no invasivos no requieran de ningu´n tipo de cirug´ıa hace posible validar
sus innumerables aplicaciones de manera segura para el sujeto/paciente. Dentro de estos
u´ltimos la te´cnica ma´s utilizada es la electroencefalograf´ıa, EEG, en la que los electrodos
se colocan en la superficie del cuero cabelludo. Una vez obtenida, la actividad cerebral
es procesada y transformada en comandos para el control de un dispositivo como un
ordenador, un robot o una pro´tesis [1] [2] (Figura 1.1).
Figura 1.1: Esquema general de aplicaciones BMI.
Puesto que las BMIs constituyen una forma alternativa de comunicacio´n entre el
cerebro y el entorno, estas tecnolog´ıas ofrecen grandes posibilidades en el mundo de la
rehabilitacio´n y la compensacio´n funcional en pacientes con problemas de movilidad,
como pueden ser las v´ıctimas de un accidente cerebrovascular (ictus) o de una lesio´n
medular [1] [3] [4]. Estas aplicaciones basan su funcionamiento en obtener informacio´n
de las sen˜ales cerebrales para que la BMI pueda conocer cuando el sujeto quiere ejecutar
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un movimiento y dar la orden al perife´rico que controla (un exoesqueleto, por ejemplo)
de realizar o completar dicho movimiento.
En la Figura 1.2a vemos un exoesqueleto controlado por una BMI y en la Figura 1.2b
observamos a una BMI que ayuda al paciente a completar los movimientos de agarre en
su mano izquierda mediante FES, estimulacion ele´ctrica funcional [3]. En ambas figuras
podemos apreciar como la sen˜al es extra´ıda mediante el gorro de EEG para ser procesada
y transformada en comandos motores que finalmente son enviados tanto al exoesqueleto
como a los electrodos que realizan la FES.
(a) Exoesqueleto controlado por
BMI.
(b) Compensacio´n funcional mediante
FES, controlada por BMI.
Figura 1.2: Ejemplos de aplicaciones de una BMI
Esta tarea de conocer cuando el sujeto quiere realizar un movimiento se puede rea-
lizar de diversas formas, como por ejemplo utilizando potenciales evocados (P300) o
imaginacio´n motora.Sin embargo, una de las principales formas de realizarlo es proce-
sar las sen˜ales producidas por el cerebro de manera natural cuando se quiere realizar el
movimiento, ya que permiten un control ma´s sencillo e intuitivo para el sujeto [1]. Den-
tro de e´stas se encuentran las sincronizaciones o desincronizaciones relacionadas con un
evento, ERS/ERD (event-related synchronization/desynchronization) y los potenciales
cerebrales relacionados con el movimiento, MRCP (motor-related cortical potentials).
Los ERS/ERD hacen referencia al incremento/decremento de la potencia en una de-
terminada banda de frecuencia cuando se produce un evento, como puede ser un intento,
una ejecucio´n o una imaginacio´n de movimiento. E´stos se miden en la banda de frecuen-
cias de 8 entre a 30 Hz y son unas sen˜ales ampliamente estudiadas y utilizadas en este
campo [5] [6]. Por su parte los MRCP consisten en cambios en la amplitud del EEG que
se producen desde 1.5 segundos antes de la ejecucio´n del movimiento y que se miden
entre 0.1-1 Hz [7] [8]. Adema´s existen estudios que sugieren que estas sen˜ales permiten
una decodificacio´n ma´s precisa de la intencio´n de movimiento [9].
Para extraer la actividad cerebral de intere´s, como podr´ıa ser el MRCP o el ER-
D/ERS, de la sen˜al medida se aplica un filtro frecuencial. Adema´s, con el fin de maximi-
zar el ratio sen˜al ruido se aplica un filtro espacial, que consiste en una combinacio´n lineal
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de varios canales (medida de cada electrodo). Posteriormente, se analiza esta informacio´n
y se decide cuales son las mejores caracter´ısticas para entrenar un clasificador que pueda
decidir si la sen˜al obtenida en que cada instante temporal corresponde a una comando
motor u otro. Por u´ltimo, dicho comando es enviado al per´ıferico controlado por la BMI
como puede ser un exoesqueleto o una silla de ruedas.
Aunque el esquema general de la BMI es el mismo en toda la bibliograf´ıa, en el caso
concreto de los MRCP, encotramos gran diversidad tanto de filtros frecuenciales como
de filtros espaciales y clasificadores. Con respecto a los filtros frecuenciales podemos
encontrar filtros Butterworth paso banda entre (0.1-1 Hz) [10] [11], (0.1-2.5 Hz) [12],
(0.05-3 Hz) [13], (0.05-10) [14] [15], o filtros paso bajo de 6 Hz [16]. Por su parte, los
filtros espaciales ma´s usados en la actualidad son el filtro de referencia de media comu´n,
CAR (common average reference) [10], el filtro espacial laplaciano, LLSF (large Laplacian
spacial filter) [12] [14] [15] [17] o el filtro espacial o´ptimo, OSF (optimal spatial filter)
[14] [10]. Y, por u´ltimo, algunos de los clasificadores que se esta´n usando actualmente
en este campo son los clasificadores lineales (como el LDA, linear discriminant analysis)
[10] [11] [15], clasificadores no lineales (SVM, support vector machine) u otras te´cnicas
(matched filter) [14] [17].
1.2. Objetivos
El objetivo principal de este trabajo es estudiar, mediante una comparacio´n sistema´ti-
ca, los distintos me´todos utilizados para la implementacio´n de un interfaz BMI que sea
capaz de detectar la intencio´n de movimiento utilizando MRPCs. Para la realizacio´n de
este objetivo se han llevado a cabo los siguientes subobjetivos:
• Realizacio´n de un estudio del estado del arte.
• Seleccio´n de los distintos me´todos a estudiar tanto a nivel de filtros frecuenciales
como filtros espaciales y clasificadores.
• Seleccio´n de librer´ıas y software disponible e implementacio´n de me´todos que re-
quieran desarrollo.
• Evaluacio´n de los distintos me´todos tanto en sujetos sanos como en pacientes de
ictus y pacientes de lesio´n medular.
1.3. Organizacio´n de la memoria
Este trabajo esta´ dividido en cuatro cap´ıtulos, siendo el primero de ellos esta intro-
duccio´n. En el segundo se explicara´n los datos empleados y los me´todos utilizados para
alcanzar los objetivos establecidos. En el tercero se detallara´n los resultados obtenidos. Y
en el cuarto se hablara´ sobre las conclusiones extra´ıdas de estos resultados y del trabajo
futuro que puede derivarse de este estudio.
2. Me´todos
2.1. Introduccio´n
En este cap´ıtulo se explicara´n el conjunto de datos que se han utilizado y el esquema
de decodificiacio´n de intencio´n motora empleado en este estudio, as´ı como las pruebas que
se realizara´n en sus distintas partes (filtrado frecuencial, filtrado espacial y clasificacio´n).
Este estudio se va a realizar en dos fases: en primer lugar se va a realizar un ana´lisis
exhaustivo el proceso de decodificacio´n sobre unos datos de sujetos sanos y en segundo
lugar se probara´n los me´todos seleccionados en dos poblaciones de pacientes con deficits
motores (pacientes de ictus y pacientes de lesio´n medular).
Debido a que el nu´mero de comprobaciones a realizar es muy alto, el ana´lisis del pro-
ceso de decodificacio´n se ha dividido en dos partes: en primer lugar se evaluara´n distintos
filtros frecuenciales con un filtro espacial y clasificador determinados y posteriormente,
partiendo del filtro frecuencial elegido, se evaluara´n los distintos filtros espaciales y cla-
sificadores.
De esta forma, esta seccio´n esta´ dividida en cinco partes: una primera en la que se
explicara´ la estructura del conjunto de datos a analizar, otra en la que se explicara´ de-
talladamente el esquema de decodificiacio´n de intencio´n motora utilizado y otras tres en
las que se explicara´n los los filtros frecuenciales, espaciales y el clasificadores estudiados.
Para terminar esta seccio´n se detallara´n las herramientas utilizadas y aquellas que ha
sido necesario implementar durante la realizacio´n de este trabajo.
2.2. Conjunto de datos a analizar
Los datos que se van a analizar corresponden a ejecucio´n de movimiento, de miembro
inferior en sujetos sanos y pacientes de ictus y miembro superior en pacientes de lesio´n
medular). As´ı pues este estudio se va a realizar en datos de disntintas poblaciones. Sin
embargo el protocolo que siguieron es el mismo (ver Figura 2.1 ) en todos los casos, que
consiste en un periodo de reposo tras el cual se le da al sujeto la orden de ejecutar el
movimiento.
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Figura 2.1: Protocolo de un ensayo. No´tese que en el utilizado en pacientes de lesio´n
medular, el tiempo de reposo es 4 segundos.
Dado que el proceso de adquisicio´n de datos no ha tenido lugar dentro de este trabajo,
en este apartado se hara´ un breve resumen de la estructura de los datos a analizar y la
forma en la que se obtuvieron. Para ma´s informacio´n, ver Anexo A.
2.2.1. Datos de sujetos sanos
Este experimento lo llevaron a cabo diez sujetos. En e´l realizaron diez bloques de
diez ensayos, durante los cuales se encontraban de pie, frente a una pantalla. Cada uno
de estos ensayos se compon´ıa de dos partes: reposo y movimiento voluntario. La parte
de reposo duraba 10 segundos en los cuales se ped´ıa al sujeto que no realizase ningu´n
movimiento, relajase sus mu´sculos y fijase su mirada en un punto en la pantalla con el
fin de evitar contaminar la sen˜al medida con artefactos musculares y oculares (ver Anexo
B). Tras estos 10 segundos aparec´ıa en la pantalla una cruz, que indicaba que el sujeto
pod´ıa comenzar a mover su pierna cuando quisiera, pero no antes de 1.5 segundos. Tras
diez ensayos se realizaba un descanso de la duracio´n deseada por el sujeto.
Dado que en este experimento el movimiento se ejecutaba cuando el sujeto lo decid´ıa,
para poder alinear los datos obtenidos al momento en el que se inicia el movimiento se
coloco´ un interruptor en el pie del sujeto.
2.2.2. Datos de pacientes de ictus
El experimento fue el mismo que el realizado en sujetos sanos. Adema´s, dado que
estos pacientes no pueden ejecutar el movimiento de forma correcta, se grabo´ su sen˜al
electromiogra´fica, EMG, para detectar el momento en el que activan sus mu´sculos. Este
experimento fue realizado por diez sujetos, sin embargo, dado que estos datos esta´n
todav´ıa siendo fruto de ana´lisis, se han utilizado u´nicamente los datos correspondientes
a los cuatro sujetos que presentaban una sen˜al menos contaminada.
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2.2.3. Datos de pacientes con lesio´n medular
Este experimento lo llevaron a cabo cuatro sujetos. En e´l realizaron cuatro bloques de
20 ensayos durante los cuales los pacientes se encontraban sentados frente a una pantalla.
En cada uno de ellos en la pantalla se mostraba una orden de ”Reposo” durante intervalos
aleatorios de entre 4 y 7 segundos, seguido por la palabra ”Movimiento” que permanec´ıa
durante 3 segundos. De esta forma los pacientes deb´ıan descansar o realizar intentos de
mover su mano siguiendo las o´rdenes que se mostraban en la pantalla.
A diferencia de en los otros dos experimentos, en este el sujeto deb´ıa realizar el
movimiento cuando recib´ıa la orden y no cuando quisiera. Es por ello que estos datos
han sido alineados a ese instante en el que se daba la orden, considerando que era en ese
momento cuando comenzaba el movimiento.
Figura 2.2: Estructura del MRCP de un ensayo de un sujeto sano
2.2.4. Estructura del ensayo a estudiar
Los datos que vamos a utilizar estara´n compuestos por un nu´mero de ensayos (100
en sujetos sanos y pacientes de ictus y 80 en pacientes de lesio´n medular). En cada
uno de estos ensayos el momento del movimiento vendra´ precedido por, como mı´nimo,
4 segundos en los que el sujeto estuvo en reposo (ver Figura 2.2). As´ı pues, el instan-
te 0 representara´ el momento en el que se ejecuta el movimiento (extra´ıdo mediante
interruptor, EMG o momento de la presentacio´n del est´ımulo visual).
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2.3. Esquema de decodificacio´n de intencio´n motora
En una BMI, la sen˜al pasa por una serie de etapas desde que es medida hasta que
es traducida en comandos que son enviados a la aplicacio´n que controla. Este trabajo
no se centra en una aplicacio´n concreta; el objetivo es mejorar este procesamiento de
sen˜al que utilizan este tipo de BMIs. As´ı pues, la sen˜al, una vez adquirida es filtrada
frecuencialmente para separar la actividad cerebral de intere´s del resto de sen˜al medida.
Posteriormente se le aplica un filtrado espacial para maximizar el ratio sen˜al ruido. Por
u´ltimo se extraen las cara´cter´ısticas para entrenar un clasificador que posteriormente
pueda determinar los comandos que sera´n enviados a la aplicacio´n (ver Figura 2.3).
Figura 2.3: Diagrama de bloques de una BMI
En el esquema utilizado en este estudio, la actividad cerebral es obtenida mediante el
EEG. Una vez obtenida, es filtrada mediante un filtro frecuencial para separar el MRCP
del resto de actividad cerebral medida y, posteriormente, mediante el filtro espacial.
Adema´s, la sen˜al, que fue tomada a 256 Hz, es subsampleada hasta los 32 Hz para reducir
el volumen de datos con el que se trabajara´ en adelante. Una vez filtrada y subsampleada,
esta sen˜al es separada en ensayos, dentro de los cuales sabemos con certeza cuando el
sujeto esta´ en reposo y cuando ejecutando el movimiento. Estos ensayos van desde 6
segundos antes de la ejecucio´n del movimiento (4 segundos en el caso de pacientes de
lesion medular) hasta 1 segundo despue´s. Para realizar esta decodificacio´n, seleccionamos
la sen˜al de los canales pertenecientes al cortex motor que sera´n los que utilizaremos en
adelante (FC1, FC2, C3, Cz, C4, CP1, CP2 en el caso de sujetos sanos y pacientes de
ictus y FC3, FCz, FC4 C3, C1, Cz, C2, C4, CP3, CP1, CPz, CP2 y CP4 en el caso de
pacientes de lesio´n medular, que fueron grabados con un montaje distinto, ver Anexo
A).
Dado que queremos realizar una decodificacio´n continua se utilizan ventanas desli-
zantes de 1 segundo de duracio´n cada 0.125 segundos que sera´n las que el clasificador
deba separar entre reposo o movimiento (ver Figura 2.4). De todas estas ventanas sera´n
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consideradas de reposo aquellas que terminen antes de los 1.5 segundos previos a la
ejecucio´n del movimiento. Las ventanas que comienzen a partir de ese instante sera´n
consideradas de movimiento evintando as´ı el solapamiento entre ambas clases. Antes de
ser clasificados, los valores de estos vectores son normalizados, con media cero y desvia-
cio´n t´ıpica uno, para evitar que las caracter´ısticas con valores ma´s elevados tengan un
mayor peso en la clasificacio´n. Adema´s, como vamos a utilizar la sen˜al de varios canales
del EEG concatenamos las ventanas de cada canal de forma que obtenemos un vector de
caracter´ısticas con los valores de cada canal durante ese segundo. As´ı pues, el clasificador
recibira´ una matriz X con los valores del MRCP para cada instante, canal y ventana y
un vector Y que indica a que clase (Movimiento o Reposo) pertenece cada ventana.
XR(C·T ·V ) (2.1)
Y RV (2.2)
donde C es el numero de canales, T los instantes de tiempo (muestras) por ventana
y V el nu´mero de ventanas.
Puesto que todos los clasificadores que vamos a estudiar son clasificadores de apren-
dizaje supervisado, necesitan un conjuto de datos de los que conozcan a que clase per-
tenecen para entrenar antes de poder clasificar nuevos datos (ver Figura 2.4). Como el
nu´mero de ensayos de cada sujeto no es muy elevado para optimizar este volumen de
datos de que disponemos se ha realizado una validacio´n cruzada de los datos (cross-
validation). Es decir, primero se ha entrenado el clasificador con los noventa primeros
ensayos y se ha clasificado los otros diez, evaluando la actuacio´n de el clasificador en estos
u´ltimos. Este proceso se ha realizado diez veces (ten-fold cross-validation) de forma que
todos los ensayos han sido clasificados.
Como explicaremos ma´s adelante (2.6.1), algunos clasificadores (como LDA o SVM)
asignan a cada ventana una probabilidad de pertenecer a una clase u otra estableciendo el
valor que separa las clases, threshold, en 0.5 . E´stos minimizan el error en la clasificacio´n
de todas las ventanas pero, dado que en nuestro caso las clases no esta´n balanceadas (hay
ma´s ventanas de la clase reposo que movimiento), el clasificador podr´ıa dar ma´s peso
a clasificar correctamente la clase reposo. Para evitar este funcionamiento no deseado
del clasficador se ha realizado de nuevo una validacio´n cruzada dentro de los datos de
entrenamiento para ajustar el valor del threshold. En este caso se ha realizado un leave
one out cross-validation (se entrena con n-1 ensayos y se clasifica el restante, este proceso
se realiza n veces). Para evitar este comportamiento no deseado en la clasificacio´n, dentro
de esta validacio´n cruzada se ha utilizado la misma me´trica escogida para evaluar la
actuacio´n final del clasificador, el porcentaje de ensayos clasificados correctamente (ver
2.7.2).






















Figura 2.4: Proceso de extraccio´n de caracter´ısticas y clasificacio´n.
2.4. Filtrado frecuencial
Un filtro frecuencial es un elemento que separa una determinada frecuencia o banda
de frecuencias de una sen˜al, pudiendo modificar tanto su amplitud como su fase. En este
apartado se explicara´n los distintos tipos de filtro y te´cnicas de filtrado que sera´n objeto
de estudio en este trabajo.
Para estudiar la influencia del filtrado frecuencial en los resultados finales de clasifi-
cacio´n se ha elegido un esquema de programa muy utilizado en la bibliograf´ıa actual [8]
que aplica un filtrado espacial CAR (ver 2.5.1) y que, posteriormente, clasifica mediante
el clasificador lineal LDA (ver 2.6.1).
2.4.1. Tipos de filtros frecuenciales
• Filtro Butterworth
El filtro Butterworth es uno de los filtros electro´nicos ma´s comunes. Su princi-
pal caracter´ıstica es que ofrece una respuesta lo ma´s plana posible en su banda de
paso, es decir no altera su amplitud. Adema´s, se caracteriza porque en la frecuencia
de corte su atenuacio´n es siempre 3 dB, sin importar el orden del filtro. Fuera de
la banda de paso la ganancia disminuye en 20n dB por de´cada, donde n es el orden
del filtro (ver Figura 2.5).
Para realizar este estudio hemos partido de uno de los filtros ma´s usados, But-
terworth (0.1-1) Hz de orden 2, y a partir de el hemos modificado tanto su banda
de paso ([0.05-1], [0.1-1], [0.2-1], [0.3-1] y [0.1-1], [0.1-3], [0.1-5], [0.1-10]) como su
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orden (1, 2, 4) con el fin de conseguir los mejores resultados de clasificacio´n.
































Figura 2.5: Diferencias entre los filtros estudiados.
• Filtro el´ıptico
El filtro el´ıptico es el que presenta una banda de transicio´n ma´s estrecha, pero
por contra presenta un pequen˜o rizado tanto en la banda de paso como en la de
rechazo. Adema´s presentan una fase poco lineal en su banda de paso (ver Figura
2.5). Para optimizar el filtro el´ıptico hemos utilizado las mismas bandas de fren-
cuencias y o´rdenes que en el caso del filtro Butterworth a excepcio´n de la banda de
paso (0.05-1) Hz que no ha sido estudiada por los motivos explicados en el Anexo
E.
• Filtro Chebyshev II
El filtro Chebyshev II presenta una banda de rechazo ma´s estrecha que el But-
terworth, pero ma´s ancha que el el´ıptico. Adema´s, a diferencia del el´ıptico, presenta
u´nicamente rizado dentro de la banda de rechazo. (ver Figura 2.5).
Este filtro, a diferencia de los anteriores, atenu´a considerablemente los valores
l´ımite de la banda de paso (10 dB, para los para´metros elegidos en este estudio
ver 3.2.1.3). Es por ello que, en el caso del filtro Chebyshev II, las bandas de paso
y o´rdenes evaluados son distintas a las de los otros filtros. As´ı pues se probara´n
bandas de paso de [0.05-2], [0.1-2], [0.2-2], [0.2-2] y [0.1-1], [0.1-5], [0.1-10] y los
o´rdenes 4, 6, 8 y 10.
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2.4.2. Te´cnicas del filtrado frecuencial
Existen distintas te´cnicas de filtrado que se pueden dividir entre causales y no
causales. Dado que las posibles aplicaciones del esquema de decodificacio´n elegi-
do dependen de la causalidad del mismo, en este trabajo se realizara´ un estudio
independiente de cada una de estas dos te´cnicas.
Si nuestro objetivo es estudiar la morfolog´ıa de la sen˜al o realizar un ana´lisis
offline de distintos me´todos de decodificacio´n [8] [10], podremos utilizar un filtrado
no causal ya que obtendremos una sen˜al ma´s limpia [7]. Sin embargo, si el objetivo
de nuestro esquema de decodificacio´n de intencio´n motora es ir integrado en una
aplicacio´n que opere en tiempo real (como puede ser un sistema que controle un
exoesqueleto) deberemos realizar el estudio aplicando una te´cnica de filtrado causal
[13] ya que es la u´nica realizable.
• Filtrado causal
Se considera que una te´cnica de filtrado es causal cuando utiliza so´lo los valores
pasados y presentes de entrada para calcular el valor actual de salida del filtro.
Este tipo de filtrado es aplicable en tiempo real. Para ello la sen˜al es filtrada en
una u´nica direccio´n, como lo har´ıa en una aplicacio´n en tiempo real.
• Filtrado no causal
Un filtrado no causal es aquel que utiliza valores futuros de entrada del filtro
para calcular la salida actual. Un ejemplo de este tipo de filtrado, y el que se va a
utilizar en este trabajo, es el filtrado fase cero (zero phase) que consiste en filtrar la
sen˜al en una direccio´n y posteriormente, filtrarla de nuevo en la direccio´n opuesta
consiguiendo as´ı una respuesta de fase cero.
2.5. Filtros espaciales
Los filtros espaciales tienen como objetivo maximizar el ratio sen˜al ruido de
cada canal modificando su valor mediante una combinacio´n lineal de un conjunto
de canales. Son, en otras palabras, un re-referenciado de la sen˜al.
Para realizar este estudio sobre distintos filtros espaciales se ha utilizado un
esquema como el explicado en el apartado 2.3 en el que se aplicara´n distintos
filtros espaciales (CAR, LLSF y OSF). Para este apartado se ha utilizado el filtro
Butterworth orden 2 (0.05-1) Hz en el estudio causal y filtro Butterworth orden 2
(0.1-1) Hz en el no causal (ver 3.2).
Para terminar, se estudiara´ la forma en la que estos filtros afectan a morfolog´ıa
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de la sen˜al obtenida mediante el Grand Average, media de todos los ensayos de un
sujeto (ver 2.7.1) y se evaluara´n los resultados de clasificacio´n mediante la me´trica
de porcentaje de ensayos clasificados correctamente (ver 2.7.2).
2.5.1. CAR
El filtro CAR, refencia de media comu´n (Common Average Reference), es un
filtro espacial que consiste en restar al valor de un canal el valor del promedio de
todos los canales en ese instante de tiempo de la siguiente forma:
XCCAR = X
C·t − X¯ t, ∀cC, ∀tT (2.3)






X i·t tT (2.4)
X = datos sin re-referenciar, C = nu´mero de canales y T = Intantes de tiempo
(muestras)
XRC·T (2.5)
En este ana´lisis, el filtro CAR aplicado utiliza los canales (F3, Fz, F4, FC5, FC1,
FC2, FC6, T7, C3, Cz, C4, T8, CP5, CP1, CP2, CP6, P3, Pz y P4) (ver Figura
2.6a) evitando utilizar los ma´s exteriores ya que su sen˜al puede estar contaminada
por artefactos, lo que acabar´ıa afectando a los canales de intere´s [?].
2.5.2. LLSF
Los filtros Laplacianos buscan re-referenciar el valor de un canal a la media
de sus canales vecinos. En en caso concreto del LLSF, filtro espacial laplaciano
grande (large Laplacian spatial filter), debemos restar a cada canal la media de
cuatro canales vecinos que no sean contiguos. Por ejemplo, para filtrar el canal
Cz los canales vecinos ser´ıan Fz, C3, C4 y Pz (ver Figura 2.6b) en cada instante
temporal.
As´ı pues, para cada canal, la sen˜al filtrada mediante un filtro espacial LLSF
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sera´:
XCLLSF = X
C·t − X¯ tCv ∀tεT (2.6)







(a) Canales utilizados para el
filtro espacial CAR.
(b) Canales utilizados para el
filtro espacial LLSF de Cz.
(c) Canales utilizados para el
filtro espacial OSF.
Figura 2.6: Canales utilizados en los filtros distintos espaciales. No´tese que en (a) y (c)
los canales son los mismos, pero en el caso (a) tienen todos el mismo peso mientras que
en (c) los pesos vienen determinados por el algoritmo de optimizacio´n.
2.5.3. OSF
En el filtro espacial OSF, filtro espacial o´ptimo (optimized spatial filter), es un
filtro espacial en el que el valor de los coeficientes se obtiene mediante un algoritmo
de optimizacio´n para mejorar el ratio sen˜al ruido.
De esta forma el filtro busca obtener un canal mediante la combinacio´n lineal
de otros (en este estudio utilizaremos F3, Fz, F4, FC5, FC1, FC2, FC6, T7, C3,
Cz, C4, T8, CP5, CP1, CP2, CP6, P3, Pz y P4, ver Figura 2.6c). Estos coeficientes
son optimizados mediante el siguiente procedimiento: en primer lugar se extraen
de la cada ensayo una parte de la sen˜al correspondiente a lo que consideramos
ruido (entre 4 y 2.5 segundos antes del la realiacio´n del movimiento) y otra co-
rrespondiente a la sen˜al que queremos detectar como intencio´n motora (desde 1.5
segundos antes hasta el instante del movimiento) ver Figura 2.7. Una vez seleccio-
nados estas zonas de ruido y sen˜al, el objetivo es encontrar la combinacio´n lineal
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de canales que maximice la varianza en el tiempo de la sen˜al (pico de negatividad
ma´s pronunciado) y minimice la del ruido. Esto se ha conseguido minimizando el
SNR, ratio sen˜al ruido, que es:
Figura 2.7: MRCP con las zonas consideradas de ruido y sen˜al utilizadas en el OSF.
SNR = 10 ∗ log10(PS
PN
) (2.8)
donde PS y PN son la varianza de la sen˜al y del ruido respectivamente.
2.6. Clasificadores
El estudio de la influencia de los distintos clasificadores en los resultados finales
de clasificacio´n se ha realizado junto con el de los filtrado espaciales (ver 2.5). En
e´l se ha evaluado el impacto de los distintos filtrados espaciales en cada uno de
los clasificadores a estudiar. Los clasificadores que van a ser objeto de estudio van
a ser: un clasificador lineal (Linear discriminant analysis, LDA), el clasificador no
lineal (support vector machine, SVM) y otras te´cnicas de clasificacio´n (matched
filter). De esta forma obtendremos, en lugar de un resultado para cada clasificador,
una matriz con los resultados de cada clasificador para cada filtro espacial.
2.6.1. LDA
El LDA o ana´lisis de discriminacio´n lineal es un clasificador que busca el hi-
perplano que mejor separa los datos de las distintas clases. Para ello el clasificador
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supone que los datos tienen distribucio´n gaussiana y una matriz de covarianza
igual para ambas clases. Para ma´s informacio´n sobre el funcionamiento interno del
clasificador LDA, ver Anexo C.
2.6.2. SVM
Las SVM, maquinas de soporte vectorial (Support Vector Machines) son un
me´todo de aprendaje supervisado que busca un hiperplano que separe ambas cla-
ses. Para ello busca el hiperplano que maximice la distancia entre puntos de entre-
namiento ma´s cercanos. Adema´s, a diferencia del LDA, este clasificador permite
crear fronteras de decisio´n no lineales utiliciando funciones kernel. De esta forma el
clasificador mapea los datos en un espacio de muchas dimensiones en el que las cla-
ses sean ma´s separables. Ma´s informacio´n sobre el funcionamiento del clasificador
en Anexo D.
2.6.3. Matched filter
Este me´todo de clasificacio´n consiste extraer un patro´n de la sen˜al que queremos
detectar de alguna sen˜al conocida, en nuestro caso de los ensayos utilizados para
entrenar el clasificador. Posteriormente, cada ventana de sen˜al es correlada con
este patro´n de sen˜al que queremos detectar.
En este estudio el patro´n, de un segundo de longitud, sera´ extra´ıdo desde un se-
gundo antes del mı´nimo del MRCP en la zona de movimiento (ver Figura 2.8). Para
este me´todo consideramos la zona de movimiento, donde buscaremos el mı´nimo,
entre (-1.5,+1) siendo 0 el instante en el que se ejecuta el movimiento. Ampliamos
esta zona hasta un segundo despue´s ya que el mı´nimo del MRCP se suele encontrar
ligeramente retrasado con respecto al comienzo de la ejecucio´n del movimiento [12].
Una vez extra´ıdo el patro´n y correladas todas las ventanas deslizantes del con-
junto de datos de entrenamiento, ajustamos el valor del threshold con el fin de
obtener los mejores resultados posibles en la me´trica de clasificacio´n del ensayo
completo. Para ello, de la misma forma que hemos explicado en 2.3, hacemos un
leave one out cross-validation con los ensayos de entrenamiento. Una vez extra´ıdo
el patro´n y ajustado el threshold el clasificador esta´ listo para clasificar nuevas
ventanas.
En resumen, se extrae el patro´n de los datos de entrenamiento y se correla
con todas las ventanas que debemos clasificar. Como podemos ver en la Figu-
ra 2.8,cuando el coeficiente de correlacio´n supera el threshold (figura inferior) la
ventana es clasificada como movimiento. E´sta va desde el momento en el que el
threshold es superado hasta un segundo antes).
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Figura 2.8: Ejemplo de funcionamiento del matched filter en un ensayo.
2.7. Me´tricas
2.7.1. Grand average
El Grand average es la media de todos los ensayos de un sujeto (ver 2.9). Es
una me´trica ampliamente usada en neurociencia para visualizar el patro´n medio de
activacio´n [7]. Debido al bajo ratio sen˜al ruido que tienen estas sen˜ales cerebrales,
la forma de los MRCP es estudiada habitualmente utilizando su Grand average [8].
De esta forma, al mediar muchos ensayos, conseguimos eliminar el ruido y observar
la forma de esta sen˜al cerebral de una manera clara.
2.7.2. Porcentaje de ensayos clasificados correctamente
Esta me´trica consiste en considerar un ensayo bien clasificado cuando la decodi-
ficacio´n realizada permitir´ıa a la BMI lanzar el movimiento del dispositivo correc-
tamente. Es decir, que no generemos ninguna falsa activacio´n durante el per´ıodo
de reposo y que generemos, al menos, una durante el periodo de movimiento.
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Figura 2.9: Grand average y esayos del MRCP. Canal Cz, sujeto 1.
2.8. Herramientas utilizadas y trabajo implementado
Para la realizacio´n de este estudio, se ha utilizado la herramienta de software
matema´tico Matlab (The MathWorks, Inc.) en la que se ha llevado a cabo el
siguiente trabajo:
• Implementacio´n de los scripts necesarios para realizar un filtrado frecuen-
cial de las sen˜ales de acuerdo a los filtros ya disponibles de Matlab Butterworth,
El´ıptico y Chebyshev II.
• Implementacio´n de los me´todos de filtrado espacial CAR, LLSF y OSF.
• Implementacio´n de los scripts utilizados para la extraccio´n de caracter´ısticas
y entrenamiento de los clasificadores utilizados.
• Implementacio´n los scripts necesarios para llevar a cabo los distintos me´todos
de cross-validation utilizados.
• Utilizacio´n del clasificador LDA implementado por Matlab y seleccio´n de la
librer´ıa del clasificador SVM a utilizar.
• Implementacio´n del clasificador Matched filter.




En este apartado se mostrara´n los resultados obtenidos durante el estudio de
las distintas partes del esquema de decodificacio´n de intencio´n motora basado en
MRCP. Los resultados se mostrara´n divididos en tres partes: filtrado frecuencial,
filtrado espacial, clasificacio´n y estudio de resultados en pacientes. Todas ellas
mostrara´n, por separado, los resultados para filtrados causales y no causales.
3.2. Estudio del filtrado frecuencial
3.2.1. Filtrado causal
3.2.1.1. Filtro Butterworth
Para realizar este estudio hemos partido de uno de los filtros ma´s usados, But-
terworth (0.1-1) Hz de orden 2, y a partir de el hemos modificado tanto su banda de
paso como su orden con el fin de conseguir los mejores resultados de clasificacio´n.
En la Figura 3.1 podemos observar como afectan los distintos valores de banda
de frecuencia y orden estudiados a la forma del Grand average. En ella podemos ver
que para las bandas de paso (0.2-1) Hz y (0.3-1) Hz el MRCP tiene una negatividad
mucho menos pronunciada (Figura 3.1a), lo que hara´ que sea mas dificilmente
clasificable. Por su parte, el aumentar el valor limite superior de frecuencia no
cambia sustancialmente la forma del MRCP, u´nicamente an˜aden ruido. Adema´s
podemos observar (Figura 3.1c) que o´rdenes superiores a 2 tambie´n atenu´an la
forma el MRCP.
En la Figura 3.2a en la que se muestran los resultados de clasificacio´n obte-
nidos para las distintas configuraciones del filtro Butterworth, podemos ver que
para el filtro Butterworth (0.05-1) Hz de orden 2 obtenemos el mejor resultado de
clasificacio´n, un 0.55 ± 0.12 %. En lo referente al l´ımite superior de la banda de
paso vemos que no existe diferencia apreciable (apenas un 2 %) para los valores
probados.
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(a) Variacio´n del l´ımite inferior de frecuencia de la banda de paso.

























(b) Variacio´n del l´ımite superior de frecuencia de la banda de paso.




















(c) Variacio´n del orden del filtro.
Figura 3.1: Grandes averages de las distintas configuraciones del filtro Butterworth cau-
sal.




Figura 3.2: Resultados de clasificacio´n de los distintos filtros causales. Seleccio´n de
para´metros.
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3.2.1.2. Filtro El´ıptico
El filtro el´ıptico presenta un rizado tanto en la banda de paso como en la
de rechazo por lo que, para elegir el filtro el´ıptico deseado, debemos ajustar estos
valores de rizado. Los valores de rizado obtenidos son 0.1 dB para la banda de paso
y 90 para la banda de rechazo (Detalles en Anexo G.1). Los resultados mostrados
en adelante para el filtro el´ıptico han sido obtenidos utilizando estos valores de
rizado. As´ı pues, el filtro el´ıptico que mejores resultados de clasificacio´n consigue
es el filtro el´ıptico (0.1-1) Hz de orden 2 que obtiene un 0.54 ± 0.10 % (Figura 3.2b
). Se ha estudiado la forma en que afectan las distintas configuraciones del filtro a
la morfolog´ıa del Grand average pero, dado que las conclusiones son similares a las
extra´ıdas del estudio del filtro Butterworth se ha decidido incluir en esta memoria
u´nicamente los pertenecientes a este u´ltimo.
3.2.1.3. Filtro Chebyshev II
De la misma forma que en el estudio del filtro el´ıptico, los valores de rizado han
sido optimizados por separado. El valor de rizado de la banda de rechazo obtenido
en dicho estudio y el que se utilizara´ en adelante es 10 dB (detalles en Anexo H.1).
As´ı pues, como podemos apreciar en la Figura 3.2c, los para´metros del filtro que
mejores resultados otorgan son un filtro Chebyshev (0.05-3) de orden 6 que obtiene
unos resultados de clasificacio´n de 0.54 ± 0.09 %.
3.2.2. Filtrado no causal
3.2.2.1. Filtro Butterworth
De igual forma que en el filtrado causal, hemos tomado como punto de partida
el filtro ma´s usado, Butterworth (0.1-1) Hz y orden 2. En la Figura 3.3 podemos
ver como afecta cada una de las configuracio´nes del filtro Butterworth no causal a
la forma final del MRCP. En ella podemos observar que, al tratarse de un filtrado
fase cero, las diferencias entre las distintas configuraciones son mucho menores que
en el caso del filtrado causal. Adema´s podemos observar que los MRCPs tienen
todos su mı´nimo en el mismo instante temporal, cosa que no ocurr´ıa cuando el
filtrado si afectaba a la fase.
En la Figura 3.4a se muestran los resultados de clasificacio´n obtenidos para
cada configuracio´n estudiada del filtro Butterworth no causal. En ella observamos
que el mejor resultado lo encontramos con el filtro Butterworth (0.1-1) Hz de orden
2 que presenta un resultado de clasificacio´n de 0.73 ± 0.14 %.
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(a) Variacio´n del l´ımite inferior de frecuencia de la banda de paso.





















Filtro No Causal Butterworth
Tiempo (s)
(b) Variacio´n del l´ımite superior de frecuencia de la banda de paso.




















Filtro No Causal Butterworth
Tiempo (s)
(c) Variacio´n del orden del filtro.
Figura 3.3: Grandes averages de las distintas configuraciones del filtro Butterworth cau-
sal.




Figura 3.4: Resultados de clasificacio´n de los distintos filtros no causales. Seleccio´n de
para´metros.
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3.2.2.2. Filtro El´ıptico
Para optimizar el filtro el´ıptico hemos partido de la misma banda de frencuen-
cias y orden que en el caso anterior. Los valores obtenidos han sido un rizado paso
banda de 0.2 y de 90 en la banda de rechazo (Detalles G.2). As´ı pues, el filtro
el´ıptico que mejores prestaciones nos ofrece, Figura 3.4b, es el filtro el´ıptico (0.1-1)
Hz de orden 4 que obtiene un resultado de 0.69 ± 0.13 % .
3.2.2.3. Filtro Chebyshev II
Para la evaluacio´n del filtro Chebyshev II no causal, se han estudiado los mismos
valores que los obtenidos en el estudio causal de dicho filtro. El valor de rizado de
la banda de rechazo obtenida ha sido 10 dB (detalles Anexo H.2). En vista de los
resultados mostrados en la Figura 3.4c, el filtro Chebyshev II que mejor resultados
obtiene es el (0.1-3) Hz de orden 4 que presenta unos resultados de clasificacio´n de
0.70 ± 0.16 %.
3.2.3. Comparacio´n de los filtros




















Chebyshev II (0.05−1) Orden 6
(a) Filtrado causal


















Elíptico (0.1−1) Orden 4
Chebyshev (0.1−3) Orden 4
(b) Filtrado no causal
Figura 3.5: Grandes averages de los filtros elegidos.
Si observamos la Figura 3.6 en la que se muestran los resultados de clasificacio´n
de cada uno de los filtros estudiados podemos ver que no existen grandes diferencias
entre ellos. De hecho, si observamos tanto los Grandes averages de estos filtros,
Figura 3.5, como el diagrama de bode de los filtros elegidos, Figura 3.7, podemos
apreciar que estos filtros, aunque con configuraciones algo distintas, tienen un
comportamiento muy similar.
Por lo tanto seleccionamos para nuestro clasificador el filtro Butterworth (0.05-
1) Hz de orden 2 para el estudio causal que presenta unos resultados de 0.55 ± 0.12
% y el Butterworth (0.1-1) Hz de orden 2 para el no causal que obtiene un resultado
de 0.73 ± 0.14 %. Si analizamos la probabilidad de un esquema de decodificacio´n
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(a) Filtrado causal. (b) Filtrado no causal.
Figura 3.6: Resultados de clasificacio´n de los distintos filtros no causales. Seleccio´n de
para´metros.
aleatorio de realizar una decodificacio´n correcta observamos que tiene una probabi-
lidad del 4 % de clasificar correctamente un ensayo (con la me´trica utilizada en este
estudio). As´ı pues, podemos concluir que el esquema de decodificacio´n propuesto
an˜ade una importante mejora a los resultados finales de clasificacio´n.


























Butterworth (0.05−1) Orden 2
Elíptico (0.1−1) Orden 2
Chebyshev (0.05−3) Orden 6
Figura 3.7: Respuesta en fase y frecuencia de los filtros elegidos.
3.3. Ana´lisis del filtrado espacial y clasificacio´n
En la Figura 3.8, que muestra los grandes averages de la sen˜al despues de ser
filtrada por el filtro frecuencial elegido y por cada uno de los filtros espaciales,
podemos observar que no existen grandes diferencias entre las formas del MRCP
obtenido tanto en el estudio causal como en el no causal.
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(b) Filtrado no causal
Figura 3.8: Comparacio´n entre los Grandes averages de los distintos filtros espaciales.
(a) Filtrado causal
(b) Filtrado no causal
Figura 3.9: Comparacio´n entre los distintos filtros espaciales y clasificadores.
La Figura 3.9 muestra los resultados de clasificacio´n para cada filtro espacial y
clasificador estudiados. En ella podemos observar que, tanto utilizando un filtrado
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causal como no causal, obtenemos los mejores resultados de clasificacio´n para un
esquema de decodificacio´n de movimiento que utiliza un filtro CAR y que clasifica
mediante el clasificador lineal LDA siendo estos resultados de 0.55 ± 0.12 % en
el caso del filtrado causal y de 0.73 ± 0.14 % en el no causal. As´ı pues, esta
sera´ la configuracio´n utilizada durante el resto de este estudio, junto con el filtro
Butterworth elegido anteriormente (ver 3.2.3)
3.4. Evaluacio´n en pacientes
En esta seccio´n se van a mostrar los resultados de la confiugracio´n elegida
tanto en los datos de sujetos sanos como en pacientes de ictus y pacientes de lesio´n
medular.
Si observamos adema´s los grandes averages de los tres conjuntos de datos es-
tudiados, figura 3.10, podemos apreciar como en el momento del movimiento, los
datos del MRCP de pacientes con lesio´n medular tienen una negatividad menos
pronunciada que en el caso de los sujetos sanos lo que puede repercutir en un peor
resultado de clasificacio´n.
Figura 3.10: Grandes averages de sujetos sanos y pacientes. Filtrado no causal
La Figuras 3.11 muestra los resultados de clasificacio´n obtenidos por el esquema
de decodificacio´n elegido en los tres conjutos de datos (sujetos sanos, pacientes de
ictus y pacientes de lesio´n medular) para los filtrados causal y no causal respecti-
vamente. En ella podemos ver que los resultados obtenidos por los sujetos sanos
son 0.55 ± 0,12 % en el caso del filtrado causal y de 0.73 ± 0.14 % en el no causal.
Adema´s, vemos que los pacientes de ictus son clasificados con un resultado de 0.60
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± 0.08 % en el caso del filtrado causal y de 0.81 ± 0.14 % en en caso del filtrado
no causal. Y por u´ltimo, los pacientes de lesio´n medular obtienen unos resultados
de clasificacio´n de 0.34 ± 0.21 % en el caso causal y 0.44 ± 0.24 % en el no causal.
As´ı pues, si observamos los resultados de los pacientes de ictus vemos que
obtienen unos resultados superiores a los de los sujetos sanos. Esto podr´ıa deberse
a que los datos estudiados de estos pacientes se corresponden a los cuatro sujetos
presentaban una sen˜al ma´s limpia, ver 2.2.1. Al evaluar el esquema elegido en
datos de pacientes de lesio´n medular observamos que existe una caida de alrededor
20 % en los resultados de pacientes con lesio´n medular en relacio´n a los obtenidos
para sujetos sanos. Esto podr´ıa deberse tipo de protocolo utilizado y al distinto
miembro involucrado en el movimiento (miembro superior).
(a) Filtrado causal (b) Filtrado no causal
Figura 3.11: Evaluacio´n del esquema en sujetos sanos y pacientes.
4. Conclusiones y trabajo futuro
4.1. Conclusiones
En el presente proyecto se ha realizado un estudio con el fin de optimizar las
distintas fases un esquema de decodificacio´n de intencio´n de movimiento de una
interfaz cerebro ma´quina (BMI) basado en potenciales cerebrales relacionados con
el movimiento (MRCP). Este estudio ha sido realizado en dos fases, en primer
lugar se ha realizado una comparativa detallada de filtros frecuenciales, espaciales
y clasificadores en unos datos de sujetos sanos. En segundo lugar, se ha llevado
a cabo una prueba en pacientes para observar el comportamiento de los distintos
para´metros obtenidos dentro de un esquema de decodificacio´n.
En lo referente al filtrado frecuencial, se ha observado que no existen diferen-
cias sustanciales en los resultados de clasificacio´n de los distintos tipos de filtros
estudiados (Butterworth, El´ıptico, Chebyshev). No obstante, estas diferencias se
hacen notables al variar los valores de los distintos para´metros (rizado, banda de
paso, orden) de cada filtro. As´ı pues, una de las conclusiones de este estudio es que
utilizar una configuracio´n adecuada del filtro tiene un importante impacto en los
resultados finales de clasificacio´n.
Con respecto al filtrado espacial, observamos que el filtro CAR (refencia de
media comu´n) es el que mejores resultados de clasificacio´n consigue para los cla-
sificadores LDA (ana´lisis de discriminacio´n lineal) y SVM (maquinas de soporte
vectorial). No obstante, si utilizamos el clasificador Matched filter el filtro espacial
que mejores resultados obtiene es el OSF (filtro espacial o´ptimo). Por otra parte,
en el estudio de los distintos clasificadores hemos obtenido que el clasificador que
mejores resultados obtiene es el clasificador lineal LDA.
As´ı pues, este estudio concluye que la mejor forma de realizar una decodifi-
cacio´n de comandos motores a partir del MRCP, de entre las estudiadas, es un
esquema que utilice un filtro espacial CAR y clasifique mediante el clasificador
lineal LDA. Los resultados obtenidos utilizando este esquema han superado a un
reciente estudio [11] cuando solo utilizo´ MRCP para realizar decodificacio´n de
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intencio´n motora.
Al evaluar los resultados obtenidos en los pacientes de ictus, observamos que
e´stos han sido ligeramente superiores a los obtenidos en sujetos sanos. Esto se de-
be a que, dado que estos datos de pacientes grabados se encontraban altamente
contaminados por ruido, se hizo una preseleccio´n de los cuatro sujetos que pren-
sentaban mejores MRPCs. Sin embargo, si estudiamos los resultados de los cuatro
mejores sujetos sanos observamos que estos u´ltimos tienen unos resultados un 6 %
superiores.
Al evaluar este esquema en datos de pacientes con lesio´n incompleta de me´du-
la observamos una pe´rdida de en torno a un 20 % con respecto a los resultados
obtenidos en los en los sujenos sanos. Esto puede ser debido a varios motivos: en
primer lugar, el MRCP en pacientes de lesio´n medular es menos pronunciado que
en sujetos sanos [18] lo que la hace ma´s dificilmente clasificable. No obstante dado
que los resultados obtenidos en pacientes de ictus se encuentran al nivel de los de
sujetos sanos, puede que este factor no sea determinante. El segundo factor es que
los datos no se corresponden al mismo movimiento, de hecho el tipo de movimien-
to podr´ıa afectar de forma significativa a la forma del MRCP [7]. Por u´ltimo, el
protocolo seguido por los pacientes de lesio´n medular es un protocolo cue-based (el
movimiento se produce cuando se da la orden) mientras que en el caso de sujetos
sanos este es un protocolo self-paced (el movimiento se realiza cuando el sujeto de-
cide) lo que produce una negatividad ma´s pronunciada en el MRCP[16]. Adema´s,
los datos de pacientes con lesio´n medular fueron adquiridos utilizando un sistema
distinto lo que podr´ıa tener influencia en la forma de la sen˜al.
4.2. Trabajo futuro
La tendecia actual en BMI basadas en decodificacio´n de intencio´n motora
es combinar distintos tipos de caracter´ısticas (como por ejemplo, ERD/ERS y
MRCP). Puesto que en este trabajo hemos optimizado u´nicamente una de ellas,
la comparacio´n de nuestros resultados con otros clasificadores que combinan ca-
racter´ısticas no es directa. Es por ello que ser´ıa positivo evuluar como influye esta
combinacio´n de cara´cter´ısticas en los resultados finales de clasificacio´n.
En este trabajo se ha centrado en la me´tricas de porcentaje de ensayos bien cla-
sificados, sin embargo a la hora de aplicar estas te´cnicas en una aplicacio´n a tiempo
real existe un compromiso entre la precisio´n en la clasificacio´n y la anticipacio´n
con la que se detecta el movimiento. Por ello, resultar´ıa interesante extender este
estudio para ver la influencia que tienen las distintas partes de este esquema de
decodificacio´n estudiadas en el tiempo de deteccio´n.
Dado que hemos encontrado grandes diferencias en los resultados obtenidos en
pacientes de lesio´n medular y pacientes de ictus, un posible trabajo futuro ser´ıa
estudiar los factores que producen estas diferencias, utilizando distintos protocolos
de experimentacio´n en los dos tipos de pacientes.
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