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Abstract
Study of radiation feedback during formation of Population III stars in primordial
minihalos
In this thesis, we utilize novel radiation transfer technique called simplex to study complex
ionization and dissociation processes in Population III star formation around 400 million
years after the Big Bang. The first part describes the simplexmethod and its implementation
as a radiation transfer code sprai in the hydrodynamic code arepo. We test it on several
standard test cases and demonstrate its usability for physically accurate calculations in the
astrophysical context. The second part presents our model of first-star formation and discuss
our results. We follow the collapse of the primordial gas cloud in the central regions of a
minihalo. The collapse of the gas is evolved until the first stars form in the densest regions.
Subsequently, we cut out the central four parsecs region of the simulation around the star-
forming area, continue the simulation for the next 20 kyrs, and simulate radiation feedback
from individual stars. The results show that the effect of the ionizing radiation strongly
depends on the starting position of the escaping photons and resolution. Simulations in
the previous literature neglect accretion disks within the inner 10 AU around the stars.
Our simulations show that the lack of resolution leads to an overestimation of the escaping
ionizing photons from the accreting Population III stars. We report the trapping of the
ionizing radiation on the scale length of the height of the accretion disk.
"Physics isn’t the most important thing. Love is."
Richard P. Feynman
Zusammenfassung
Untersuchung der Strahlungsrückkopplung der Population III Sternentstehung in pri-
mordialen Minihalos
In dieser Arbeit verwenden wir eine neuartige Technik für den Strahlungstransport na-
mens simplex, um komplexe Ionisations- und Dissoziationsprozesse in einer Population III
Sternentstehung etwa 400 Millionen Jahre nach dem Urknall zu untersuchen. Der erste Teil
beschreibt die Methode simplex und ihre Implementierung als Strahlungsübertragungscode
sprai im hydrodynamischen Code arepo. Wir testen sie an mehreren Standardtestfällen
und demonstrieren ihre Verwendbarkeit für physikalisch genaue Berechnungen im astro-
physikalischen Kontext. Im zweiten Teil stellen wir unser Modell der Erststernbildung vor
und diskutieren unsere Ergebnisse. Wir folgen einem Kollaps einer Urgaswolke in den
zentralen Regionen eines Minihalos. Wir entwickeln den Gaskollaps weiter, bis sich in
den dichtesten Regionen die ersten Sterne bilden. Anschließend führen wir die Simulation
für die nächsten 20 ka auf einem Bereich von vier Parsec um den Sternentstehungsbereich
herum fort und simulieren die Strahlungsrückkopplung einzelner Sterne. Wir stellen fest,
dass die Wirkung der ionisierenden Strahlung stark von der Ausgangsposition der austre-
tenden Photonen und der Auflösung abhängt. Simulationen in der vorherigen Literatur
vernachlässigen die Akkretionsscheibe innerhalb der inneren 10 AU um die Sterne. Unsere
Simulationen zeigen, dass die mangelnde Auflösung zu einer Überschätzung der austre-
tenden ionisierenden Photonen aus den akkretierenden Population III Sternen führt. Wir
beobachten das Einfangen der ionisierenden Strahlung auf der Langenskala der Höhe der
Akkretionsscheibe.
I dedicate this work to my parents,
who always supported my study of physics,
but never forgot to teach me the most important thing.
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Part I
Radiation in early Universe

1 Introduction
1.1 Motivation
Observations of the light emitted or scattered from other objects are one of the primary
means of how we experience and study the world around us. Without such fundamental
particles like photons, our Universe would be a dark and hostile environment. The first stars
emerged hundreds of million years after the Big Bang (BB) and separated the light from
the darkness. These events gradually changed the structure of the matter and eventually
resulted in the Universe’s complexity and various life forms as we know them today. One
can investigate very early stage of star formation only indirectly. The gas composition of
the interstellar medium (ISM) is nowadays enriched by heavier elements and there are only
a few known examples of the extremely metal-poor objects (Beers and Christlieb, 2005;
Caffau et al., 2011; Simcoe et al., 2012; Hsyu et al., 2017). The advance of technology and
numerical methods allows us to study these highly non-linear processes using computational
models.
We divide the motivation of this work into the methodological and scientific part: Firstly,
we want to learn more about the role of radiation feedback in the early universe and the
formation of the first stars. For this purpose, we set up a set of simulations that follow the
initial phase of this process in great detail and with high resolution. Secondly, as a means
of our research, we chose to extend and explore the possibilities of an alternative numerical
technique that has the potential to solve the complicated radiation transfer problem in a more
efficient way. In the text below, we address both of these parts.
The appearance of the first stars ended the so-called “Dark Ages” of our Universe (Loeb,
2010). They played a key role in cosmic metal enrichment and reionization, thereby shaping
the galaxies and their internal properties as we see them today. In order to study the
impact of the first generations of stars, also known as Population III stars (Pop-III), on
subsequent cosmic evolution, we need to know when and where they form, and how many
to expect. We also need to understand better the physical processes that control their initial
mass function (IMF) and multiplicity. These are the primary parameters that determine
the spectral energy distribution of the stellar radiation field, the amount and composition
of heavy elements produced, and the energy and momentum carried away by winds and
eventually by supernova explosions.
Pop-III stars form by gravitational collapse of truly metal-free primordial gas that is
accummulated in the potential wells of dark matter halos. First star formation is thought
to set in at redshifts z & 30 and reach a peak rate at z ∼ 20 − 15. Although the overall
cosmic star formation rate continues to increase (Madau et al., 2014), the rate at which
metal-free stars form declines at later times as gas that is not enriched by supernova ejecta
becomes increasingly rare (Bromm and Larson, 2004; Yoshida et al., 2012; Bromm, 2013;
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Glover, 2013; Klessen, 2018). Early studies of Pop-III star formation predicted that only one
extremely massive star should form in each dark matter halo with about 100 solar masses or
more (Omukai, 2001; Abel et al., 2002; Bromm et al., 2002; O’Shea and Norman, 2007).
With the ever-increasing capabilities of modern supercomputers, however, this situation has
changed, and more recent investigations and numerical simulations lead to the conclusion
that fragmentation is a widespread phenomenon in first star formation (Clark et al., 2011a;
Greif et al., 2012). We now believe that most Pop-III stars form as members of multiple
stellar systems with a wide range of separations and mass ratios (Turk et al., 2009; Clark
et al., 2011b; Greif et al., 2011b; Smith et al., 2011; Stacy and Bromm, 2013). This raises the
question of whether these fragments survive ormerge together. As yet, there is no convincing
answer to this question because all existing analytic or numerical models either deal with
restricted geometry, only include a subset of the relevant physical processes, or only cover
the initial phase of the overall evolution. Studies that do include radiative feedback (Hirano
et al., 2014, 2015; Hosokawa et al., 2016), magnetic fields (Machida et al., 2006, 2008;
Schleicher et al., 2009; Sur et al., 2010, 2012; Turk et al., 2012; Schober et al., 2012a,b;
Bovino et al., 2013b), dark matter annihilation (Smith et al., 2012; Stacy et al., 2014), as
well as the primordial streaming velocities (Tseliakhovich and Hirata, 2010; Greif et al.,
2011b; Maio et al., 2011; Stacy et al., 2011; Schauer et al., 2019) add to this complexity.
In this thesis, we build on the previous studies and follow with high (∼1 AU) resolution
collapse of a gas cloud in a primordial minihalo and subsequent fragmentation of the
accretion disks. We study the effects of the radiation feedback from each of the newly
formed Pop-III stars and analyze their environment. We also derive the IMF for each of our
radiation model.
Before we pursue our scientific goal, we need to address and improve the numerical
techniques used in our simulations. Multiple methods solve hydrodynamics of the matter,
either using Lagrangian or Eulerian description of the fluids (Fryxell et al., 2000; Teyssier,
2002; Springel, 2005, 2010; Hopkins, 2015). Chemistry solvers follow abundances of the
elements in the simulated gas, via primordial (Glover, 2015a,b) or the present-day (Glover
and Clark, 2012) networks. The main difference between the two networks is in the presence
of metals that are responsible for various processes in the ISM and nucleosynthesis within
the stars. In the following chapter, we will focus mainly on the primordial case, which
assumes metal-poor environments. Other implementations extend the hydrodynamics with
magnetic fields (Pakmor et al., 2011; Pakmor and Springel, 2013). Radiation transfer codes
solve interactions of light with matter (Dullemond et al., 2012; Reissl et al., 2016, 2018;
Rosdahl et al., 2013; Baczynski et al., 2015; Kannan et al., 2019).
We choose to do our simulations using the arepo code (arepo) (Springel, 2010). It per-
forms excellently in simulations with multi-scale systems, conserve the angular momentum,
and does not produce square-shaped artifacts found in codes that use Cartesian girds. We
present a new implementation of the sprai module (sprai) (Jaura et al., 2018). It is based
on the simplex radiation transfer (simplex) (Ritzerveld and Icke, 2006; Kruip et al., 2010;
Paardekooper et al., 2010) method that is for the first time used in combination with the
parallel hydrodynamical solver. The advantage of this method is that it can directly use
the Voronoi mesh constructed by the hydrodynamical solver of the arepo. Additionally, its
computational costs do not scale with the number of sources, as in the case of the standard
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ray-tracing. This property is especially useful when studying accretion disk fragmentation
and multiple stellar systems.
Radiation interaction with the ISM is often non-local and influences many physical prop-
erties of the gas (e.g., ionization state, temperature, and dynamics). Therefore, we dedicate a
substantial part of this thesis to the explanation of this method and discussion of its physical
accuracy in various test problems.
1.2 Outline
This thesis is divided into eight chapters that together form four main parts: In Chapter 1, we
provide the readerwith a concise overviewof thewholework. The next twoChapters, 2 and 3,
give a broader theoretical introduction to the physical processes in the early universe and
computational methods. Chapters 4, 5, and 6 are three self-contained works that correspond
to our three recent or prepared publications. The last two Chapters, 7 and 8, conclude the
thesis and state acknowledgments. At the very end, we also include lists of abbreviations
and bibliography. The list below provides brief descriptions for each chapter.
Chapter 2 The first stars appear in the very early stages of the Universe, and their formation
and composition differ from the stars in the present Universe. In this chapter, we summarize
the necessary theoretical background and physical context of this period.
Chapter 3 In this chapter, we discuss numerical methods used to calculate hydrodynamics
and radiation transfer. We give a brief overview of the frequently used methods and codes
and compare those that we used in our simulations.
Chapter 4 The text in this chapter is an excerpt from the already published method paper
of the sprai code. We introduce here the basics of the method, provide several test cases,
and show its strengths and shortcomings.
Chapter 5 This part builds on the previous chapter. It is an excerpt from the second
paper from the series on the sprai method. We discuss difficulties of simulations within
high-density regions, discuss new features like multi-frequency, dust heating, and radiation
pressure.
Chapter 6 We apply the method described in the previous two chapters in this chapter on
the problem case from the early universe. This text is also an excerpt from the prepared
paper. We set up a set of simulations where we trace the collapse of the gas cloud in the
primordial mini-halo. We observe the first 20 kyr of star formation in the cloud and the
onset of the radiation feedback. We give a detail description of our setup and discuss our
results.
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Chapter 7 In the end, we provide a summary of this thesis, state our conclusions, and give
an outlook for our next scientific steps.
Chapter 8 The work in this thesis would not be possible without support from various
people, grants, and institutions. Here we acknowledge their contributions and support.
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In this chapter, we will give a broader introduction to the astronomical context used in our
study. The first section describes the cosmological setting of our simulations. In the second
section, we summarize the collapse of the primordial halos. In the third section, we will
focus on the cooling and heating processes that take place in such minihalos.
2.1 Cosmological context
The physical cosmology studies the evolution of the Universe from its beginning to the
present time. The current standard BB theory assumes the Lambda Cold Dark Matter
(ΛCDM) model of the Universe. However, mock observation of the strong gravitational
lensing (Li et al., 2016) also suggests that models with Warm Dark Matter (WDM) particles
are possible. In this section, we will introduce the related theory and basic terms. Sim-
ulations and results described in the following chapters assume this cosmological context.
Nevertheless, the effect of the expansion of the Universe on time intervals studied in our
simulations is negligible, and we do not calculate it explicitly. In the Section 2.1.1 we briefly
summarize the basic cosmological parameters that are implicitly assumed in our simulations.
Figure 2.1 shows a schematic timeline of the Universe for this model. In the Figure, we
show various milestones in the history of the Universe. We will address the most important
of them in the following subsections.
2.1.1 Cosmological parameters
The basic cosmological theory follows Einstein’s general relativity theory and field equation
Gµν + Λgµν =
8piG
c4
Tµν, (2.1)
where Λ is the cosmological constant, Gµν = Rµν − 12gµνR is the Einstein tensor, Rµν,R are
respectively Ricci tensor and scalar, gµν is a metric tensor, Tµν is the stress-energy tensor, c is
the speed of sound and G is the gravitational constant. Indices µ and ν denote components
of the tensors.
The cosmological principle says that the Universe is on large (>100 Mpc) scales isotropic
(same in all directions) and homogeneous (same in all points of the space). Using the
Friedmann-Lemaítre-Robertson-Walker metric
ds2 = c2dt2 − a2(t)
[
dr2
1 − kr2 + r
2(dθ2 + sin2θdφ2)
]
, (2.2)
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Figure 2.1: This figure shows a schematic timeline of the Universe in the ΛCDM model. The
bottom x-axis shows the cosmological redshift z, and on the top, we add corresponding physical
lookback times. Different shades of the grey show three main epochs of the Universe expansion:
γ-radiation, M-matter, and Λ-dark energy (DE) dominated. Colorful rectangles mark the selection
of several time ranges. Ranges of different star populations partially overlap.
where c is the speed of light, a(t) is the time-dependent scale factor, k is the curvature
parameter of the (open k=1, flat k=0, or closed k=-1) space and (r, θ, φ) are comoving
polar coordinates, one can derive for the 00 component of the Einstein’s field equation the
following Friedmann equation
H2 =
( Ûa
a
)2
=
8piG
3
ρ − kc
2
a2
(2.3)
where H ≡ Ûaa is a Hubble parameter and ρ(t) is a time-dependent density.
A common choice of the scale factor at present time is a(0) = 1. The scale factor is also
important for observational astronomy because one can use it indirectly as a measure of time
in the early universe. From the redshift z of the light emitted from a distant object, one can
calculate the scale factor at the time the object originally emitted that light using a = 11+z .
The Equation 2.3 can be further rewritten in terms of density parameter components
H2
H20
= Ω0,Ra−4 +Ω0,Ma−3 +Ω0,ka−2 +Ω0,Λ, (2.4)
where Ω ≡ ρρc is defined as the ratio of the observed density ρ to the critical density
ρc =
3H2
8piG of the Friedmann universe. Density components at present in the above equation
correspond to the relativistic particles (e.g. photons or neutrinos) Ω0,R, matter (dark and
baryonic) Ω0,M , spatial curvature density Ω0,k = 1 − Ω0, and density of the vacuum
(cosmological constant) Ω0,Λ. The sum of the above components is
1 = Ω0,R +Ω0,M +Ω0,k +Ω0,Λ. (2.5)
Most recent values of the cosmological parameters from the Planck Collaboration (2019)
are summarized in the Table 2.1. The values show that the Universe is almost perfectly
flat (k=0 and Ω0 ≈ 1). The 68.9% of the total energy in Universe is distributed in dark
energy (DE), 26.2% in dark matter (DM) and only 4.9% in visible baryonic matter.
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Parameter Value Units
Total matter density Ωm 0.3111 ± 0.0056
Dark matter density Ωch2 0.120 ± 0.001
Baryon matter density Ωbh2 0.0224 ± 0.0001
Dark energy density ΩΛ 0.6889 ± 0.0056
Spatial curvature ΩK 0.0007 ± 0.0019
Hubble constant H0 67.66 ± 0.42 km s−1 Mpc−1
Age of the Universe 13.787 ± 0.020 Gyr
Table 2.1: Best fit of cosmological parameters measured by the Planck Collaboration (Planck
Collaboration, 2019). The small h (Hubble parameter) is defined as h = H0/(100 km s−1 Mpc−1).
2.1.2 Expansion of the universe
Equation 2.4 from the previous section, together with the measurements of the Planck
telescope (Planck Collaboration, 2019), give one the most comprehensive model of the
Universe evolution. One can estimate from the solutions of the scale factor the time when all
distances in the space were near to zero a(tage) = 0. The results of the Planck data estimate
this time (age of the Universe, or time of the BB) as tAge = 13.787 Gyr.
After the BB and cosmic inflation, all matter in the early universe was in the form of
a very dense primordial quark-gluon plasma. Detailed physics of this early stage requires
further, comprehensive knowledge of particle physics and is beyond the scope of this thesis.
The important characteristic of this period is that the light was coupled with the matter and
could not propagate freely in the space. Approximately 47 kyr after the BB, the energy
density of matter exceeded both the energy density of radiation and the vacuum energy
density. This event marked the transition between the Radiation-dominated (γ) and the
Matter-dominated era (M), also shown in Figure 2.1. Solution of the expansion factor in the
Friedmann equation for the former is a(t) ∝ t1/2 and for the latter a(t) ∝ t2/3.
As the Universe expanded, also the distances between all particles in the primordial
plasma were growing. Eventually, 378 kyr after the BB light could decouple from the matter
and started to propagate freely through space. Today, we can observe these free photons
in the form of the Cosmic Microwave Background (CMB). One refers to this epoch as
“recombination” because charged electrons and protons first became bound and formed the
electrically neutral Hydrogen. After this event, the only light in the Universe was that of
the CMB. This period is also called “Dark Ages”. Space was at this time filled only by DM
and the simplest baryonic matter. In terms of the mass fraction, there was XH ≈ 76% of
Hydrogen and XHe ≈ 24% of Helium.
Initial density fluctuations of the primordial plasma caused that some regions in the space
started to collapse under their gravity. First, the dominant component of the mass, DM,
formed so-called Cosmic Web. This large scale structure consists of many filaments and
knots (halos) that form in the over-density regions. Less abundant baryonic matter followed
the gravitational potential of the DM and accumulated in the forming halos. This gas
accretion continued until densities in the central parts were high enough and led to the
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ignition of the first thermonuclear fission in stars. Different stellar populations are discussed
in the next 2.1.3. Star-forming regions in these halos later formed star clusters and galaxies.
Newly formed stars produced radiation, which in turn started to ionize surrounding neutral
ISM and intergalactic medium (IGM). This process between redshifts z = 12 − 6, called
Epoch of Reionization (EoR), brought our Universe into the fully ionized state. The same
as we observe up to the present day.
The lastmilestone in the history of theUniverse is the transition betweenmatter-dominated
and DE-dominated era. This transition happened when the Universe was about 9.8 Gyr old.
Increasing energy of the vacuum Λ (DE) started to accelerate the expansion of the Universe.
The solution of the Friedmann equation at this epoch a(t) ∝ exp(Ht) = exp(t√Λ/3) also
reflects this exponential growth.
2.1.3 Stellar populations
The standard division of star population in the historical context of the Universe is according
to their abundance of the heavy metals (Z, metal enrichment, or metallicity). In our termi-
nology, we call metals all elements with atomic masses higher than Hydrogen and Helium.
Fusion processes within the stars and accretion of the enriched ISM increases the metallicity.
Metal lines are visible in the spectral emission. In this section, we give a brief overview of
each group ordered from the present time to the past.
Population I stars (Pop-I) (or present-day stars) are stars found in the spiral arms and
star-forming regions of the Milky Way, or similar galaxies. They form from the metal-rich
ISM and are highly luminous and most frequent at z=0. We classify these stars according
to their color and luminosity, and the famous Hertzsprung–Russell diagram summarizes
their life cycles. During their lifetime, stars produce energy by fusing lighter elements
into heavier elements through a process known as nucleosynthesis (e.g., the proton-proton
(PP) chain, CNO cycle, triple-α process of helium burning and the carbon and oxygen
burning. Since explanation of these processes is beyond the scope of this thesis, we refer
our reader to the standard literature.) The metallicity of present-day stars is comparable to
the Sun Z ≈ Z = 0.0134 or as high as Z = 0.03.
Population II stars (Pop-II) have extremely low metallicities Z ≈ 10−4 Z. They formed
as a second generation of stars from gas enriched by exploded Pop-III supernovae. Within
our Galaxy, they are located mainly in the outer parts of the galactic halo and in globular
clusters.
Population III stars (Pop-III) (or first stars) are the oldest stars that are thought to have
formed around 400-1000 million years after the BB, between redshifts z = 30 − 5. They
differ from present-day stars because they formed from the most pristine primordial gas, and
their metallicities are zero Z = 0. Their composition is the same as the composition of the
primordial gas: Hydrogen and Helium. Higher elements andmetals were introduced into the
IGM medium after the first supernovae exploded and enriched their environment. Because
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of the zero metallicity of the accreting gas, the primary source of energy was Deuterium
and Hydrogen burning. We will discuss more details about the Pop-III formation in the
following section.
2.2 Formation of Population III stars
In this Section, we will discuss in more detail the formation of Pop-III stars, their interaction
with the environment through radiation, and their importance for the later stages of the
universe and structure formation.
2.2.1 Initial cloud collapse
Molecular clouds with an efficient cooling give birth to the new stars. The self-gravity in
this region needs to be stronger than the internal pressure of the gas. In the present-day star
formation, the essential coolants are metals. However, in the primordial scenario, metals
were not yet present in the interstellar medium.
Heating and cooling processes lower the thermal energy of the gas cloud until it collapses
under its gravity. First, the infalling gas heats up to the virial temperature1 of its minihalo.
The most efficient coolant at temperatures T ' 104 K is collisional excitation cooling,
also called Lyman-α cooling. Below this temperature is cooling time shorter. Reaction of
the atomic hydrogen with the free-electron (H+e−→ H−+γ) and subsequent detachment of
these atomswith neutral hydrogen atoms (H−+H→H2+e−) results in formation ofmolecular
Hydrogen. In temperature range between 200 K ≤ T ≤ 5000 K, the rotational and vibrational
states of H2 in the electronic ground state are excited by collisions with other particles. The
decay of these states allows the gas to cool down to T ' 200 K. In Section 6.3, we use this
stage of gas collapse in our initial conditions and follow the subsequent gas evolution in 3D
simulation.
Nearly isothermal collapse of the cloud continues to densities nH ' 108 cm−3 until
three-body reactions (Palla et al., 1983) start to produce even more molecular Hydrogen
(H+H+H→ H2+H) and increase the cooling rate. At gas number densities nH ≥ 1010 cm−3
gas becomes optically thick to H2 line emission. Further on, when gas reaches densities
nH ≥ 1014 cm−3, collision-induced emission (CIE) becomes important (Omukai and Nishi,
1998; Ripamonti and Abel, 2004). This is characterized by formation of ’super-molecule’
from two hydrogen molecules that approach each other. Such super-molecules have higher
cooling rates than H2 due to their dipole moments. At densities nH ≥ 1015 cm−3 a collisional
dissociation of H2 becomes important (Turk et al., 2012; Hartwig et al., 2014; Greif, 2014).
An additional cooling agent is hydrogen deuteride (HD) because, unlike H2, it possesses a
permanent electric dipole moment that has higher radiative transition probabilities. It forms
at densities nH ∼ 106 cm−3 through reactions of the molecular hydrogen with deuterium
ions. It can cool the gas to temperatures below 200 K and possibly down to the temperature
of the CMB.
1For typical halos with virial masses Mvir ' 106M at redshift z = 19 the virial temperature is Tvir ' 2×103K
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Jeans stability criterion (Jeans, 1902) of the gas cloud describes a balance between self-
gravity and thermal pressure in a gas. If the former is stronger than the later, the cloud
collapses. For a molecular cloud with a mass Mcloud and radius Rcloud one can derive it from
the Virial theorem
2K +U = 0, (2.6)
where K = 32NkT is the kinetic andU ≈ −35
GM2cloud
Rcloud
potential energy of the gas in a cloud.
From the above assumptions, one can derive a criterion
Mcloud > MJ (2.7)
for the collapse. The corresponding Jeans mass is
MJ ≈
(
5kT
GµmH
)3/2 ( 3
4piρ0
)1/2
, (2.8)
where the ρ0 is the gas density of the cloud. Similarly, one can derive a Jeans length as
RJ ≈
(
15kT
4piGµmH ρ0
)1/2
(2.9)
Toomre’s stability criterion (Toomre, 1964) is a relationship between parameters of dif-
ferentially rotating gaseous disks, such as accretion disks around forming stars. In addition
to the Jeans criterion (for a spherical symmetry), the shear force of a rotating disk provides
an additional stabilizing force against the collapse. Toomre parameter in the gas is defined
as
Qgas ≡ csκ
piGΣ
, (2.10)
where cs is the speed of sound, κ is the epicyclic frequency, G is the gravitational constant,
and Σ is the surface density of the disk. A gaseous disk is stable against collapse under the
following condition: Qgas > 1.
Subtypes of Population III stars can be categorized according to the influence of external
radiation feedback that is present during their formation and life (Bromm et al., 2009). The
very first population, Pop-III.1, formed without the influence of an external radiation field.
It can be classified (Hirano et al., 2014) into two subclasses depending on whether HD
molecular cooling affects the thermal evolution of the star-forming cloud or not (Pop-III.1HD
or Pop-III.1H2 , respectively).
The second type of stars, Pop-III.2, is formed in environments with an external radiation
field. This can be further divided into cases (Hirano et al., 2015) where the external radiation
is photodissociation-dominated (Pop-III.2D) or photoionization-dominated (Pop-III.1I). The
former dissociates the H2 and HD molecules and makes the temperature of the collapsing
cloud and final stellar mass higher. In the latter case, the gas environment is pre-ionized
and leads to creation of more H2 and HD molecules. In turn, such clouds evolve at low
temperatures due to enhanced cooling.
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2.2.2 Radiation
In the previous sections, we focused on the formation process of the first stars. In this section,
we will discuss the fundamental principles of how stars interact with their environment. In
the case of Pop-III stars, this interaction is more straightforward than in the case of present-
day stars because it includes only reactions with molecular and atomic Hydrogen or Helium.
In the cosmological context, it is often necessary to simulate radiation on large scales and
from a large number of sources. Therefore, having an efficient radiation transfer code is
essential for research in this field.
Lyman-Werner (LW) radiation is an ultra-violet radiation band with energy between
11.2 − 13.6 eV. This range corresponds to the band of absorption lines of molecular Hydro-
gen. The absorbed radiation put H2 into higher electronic states that rapidly decay. Roughly
15% of the states decay into the vibrational continuum of the molecule and result in its dis-
sociation. Therefore, photodissociation of H2 needs much more energy than the H2 binding
energy. Strong LW radiation, however, can act against the formation of H2, decrease the
cooling, and prevents the star formation. This feedback is especially effective in molecular
clouds around the accreting stars.
Ionizing radiation strips electrons of the atoms or molecules and puts them into a higher
energetic state. Volumes of Hydrogen gas irradiated by photons more energetic than 13.6 eV
are commonly known as HII regions. Ionization front (I-front) is a transition between the
neutral ISM and the ionized gas around a star. Helium, with its two ionization states, HeII
and HeIII, can also form ionized regions in a similar way. In this case, the ionization requires
photons with energies above 24.6 eV and 54.4 eV, respectively. Radii of their I-front can
differ from that of the ionized Hydrogen. Formation of the HeII is comparable to the HII
regions, but HeIII regions are present only around sources with hard spectra, such as active
galactic nuclei (AGN).
We distinguish two phases of the I-front. The first, rarified-type (R-type), phase propagates
fast and ends when the number of ionizations in the gas reaches equilibrium with the number
of recombinations. The analytical solution of this physical problem is known as Strömgren
radius. We will discuss this in detail in the following Chapters 4 and 5.
Second, density-type (D-type), comes in the uniform medium at later times as a thermo-
dynamic response of the gas. Each ionizing photon carries some excess energy, which goes
during the ionization process into gas heating. Ionized gas can reach temperatures up to
several 104 K and expand. A shock wave at the surface of the expanding ionized bubble
propagates through the medium and forms a D-type I-front. The expansion stops when the
pressure on both sides of the I-front becomes equal.
21 cm line in the radio spectrum corresponds to the radiation emitted during the change of
the spin between two hyperfine levels of the hydrogen 1s ground state. The name comes from
the actual wavelength of such radiation (1420 MHz = 21 cm). Due to its long lifetime ∆t,
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the line has a small2 natural width ∆E , and most of its broadening is due to Doppler shifts.
This fact is used in radio astronomy to measure relative velocities of gas in galaxies. In
cosmology, one uses the 21 cm line to study the “Dark Ages”, to estimate the matter power
spectrum in the period after recombination and to understand the epoch of reionization.
Lyman-α is an ultraviolet spectral emission line of hydrogen. It corresponds to the tran-
sition of electrons from the n=2 (1216 Å) to the n=1 orbital. Observation of Lyman-α
radiation is essential for cosmology because it contains information about the end of the
reionization. Light from distant galaxies or quasars travels through multiple gas clouds with
different redshifts. Its interaction with neutral hydrogen in such clouds results in multiple
absorption lines in its spectrum.
Blackbody radiation is often a good approximation of stellar spectra, particularly for
Pop-III stars, which have a lower opacity than Pop-I stars. This concept is useful when
simulating photon emission from the star because it depends only on the surface temperature.
A simple formula of such spectrum, derived by Planck, has a form
Bλ(T) = 2hc
2
λ5
1
ehc/λkT
, (2.11)
where T is surface temperature, h is the Planck constant, λ is awavelength, k is the Boltzmann
constant, and c is the speed of light.
The stellar spectrum, in reality, does not have a smooth profile. It has different features,
absorption, or emission lines depending on the different frequencies from chemical processes
and elements contained in the star. One can get more precise stellar spectra for low or zero
metallicity from Starburst99 (Leitherer et al., 1999) or BPASS (Eldridge and Stanway, 2016)
that also involves binary evolution.
2.2.3 Growth and final fate
During their lives, stars accrete material from the surrounding ISM, and their masses in-
crease. The mass and accretion rate has an impact on their radii and the amount of radiation
they produce (Schaerer, 2002; Haemmerlé et al., 2018). The lifetimes of the most massive
Pop-III stars (50-1000 M) range around 1-3 Myr. Stars with lower masses (.50 M) live
several tens of Myr. The smallest stars, with masses below 0.8 M, could survive long
enough (Kippenhahn et al., 2012) that we could observe their light in the present.
Initial mass function of the first stars is still not fully understood because many factors
influence gas collapse, its fragmentation into stars, and their possible merging. The first
simulations of Pop-III (Omukai, 2001; Omukai and Palla, 2003; Bromm et al., 2002; Abel
et al., 2002) proposed that the masses range from 10 to 1000 M. However, recent models
(Susa et al., 2014; Stacy et al., 2016;Hirano andBromm, 2017) that include various feedbacks
predict ranges from below 1 to only several 100 M.
2This follows from the quantum mechanical uncertainty principle ∆E∆t ≥ ~2 .
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Figure 2.2: This Figure summarizes various feedbacks that influence the mass spectrum of the
Pop-III stars. For more description, see the main text in Section 2.2.3. The dotted line
approximately marks the ranges for the initial cloud masses below (left) or above (right) 1000 M.
In Figure 2.2 we summarize how different feedbacks influence mass spectrum of Pop-III
stars. Initial mass of a collapsing gas cloud is the first factor that defines final mass spectrum.
Gas fragmentation leads to higher number of stars and smaller masses. However, merging of
fragments can decrease their number (Susa, 2019). On the other hand, magnetic fields delay
the onset of fragmentation (Schober et al., 2012a,b; Bovino et al., 2013a) and lead to higher
masses of the final stars. Similarily, LW radiation (Stacy et al., 2016; Hosokawa et al., 2016)
dissociates H2 and streaming velocities3 (Stacy et al., 2011; Schauer et al., 2019) reduce
baryon overdensity in ninihalos. This, in both cases, delays the onset of cooling and reflects
on small number of stars and higher masses. Finally, the annihilation of DM or alternative
cosmology WDM may both increase the number of stars and their masses. However, we
will not discuss these in more detail in this work.
Final fate of the Pop-III stars can be divided into several scenarios (Heger and Woosley,
2002, 2010; Heger et al., 2003): Low-mass stars with masses below 10 M end their life as
CO or NeO white dwarfs. Stars with intermediate masses ignite carbon and oxygen burning
and end up as neutron stars (<25 M) and fallback (<40 M) or direct (40-100 M) black
holes. The resulting supernova explosion expels the hydrogen-rich envelope and parts of the
helium core of stars below 40 M. Stars in the mass range between 140-260 M are thought
to end as strong pair-instability supernovae, which can lead to the total disruption of the star.
Self gravitation of the stars above this mass limit results in a direct collapse to a black hole.
First supernovae in the primordial universe gradually changed the composition of the
ISM.Nuclear processes during the first stars’ lifetimes and the resulting supernova explosions
3Streaming velocities are relative velocities between the DM and baryonic matter.
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produced higher elements and enriched their surrounding environment. Later generations
of stars formed from such metal-enriched gas. This transition from Pop-III to Pop-II needs
to be studied on large spatial and time scales and still require more research (Johnson et al.,
2013; Jaacks et al., 2018). Our simulations in Chapter 6 do not evolve stars long enough
to consider their explosions as supernovae and subsequent mixing of metals in the ISM.
Nevertheless, we already use simplex on projects that address also these issues (see also
Section 7.2).
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In this chapter, we give an introduction to the computational simulation methods used to
study nonlinear processes in the Universe.
3.1 Hydrodynamics
Behavior of the DM and baryonic matter in the universe can be on large scales approximated
by hydrodynamics. The main set of equations that describe the movement of fluids is the
Euler equations. In their compact form, they describe conservation laws ofmass, momentum,
and energy
∂
∂t
©­«
ρ
ρv
ρe
ª®¬ + ∇ ©­«
ρv
ρvvT + P
(ρe + P)v
ª®¬ = 0, (3.1)
where v is the velocity field, e = u + v2/2 is the total energy per unit mass with a thermal
energy per unit mass u. From the equation of state, one can derive the gas pressure as
P = (γ − 1)ρu, (3.2)
where γ is the polytropic index of the gas.
There are two approaches to solve the equations describing hydrodynamics numerically.
Lagrangian codes trace the particles representing gas particles that move in the field. An
example of such code is the gadget-2 code (gadget) (Springel, 2005). Eulerian codes
calculate fluid fluxes as they pass through the cell faces of a grid. A typical code using a fixed
Eulerian grid is the ramses code (ramses) (Teyssier, 2002). A compromise between the
above two concepts is a moving mesh hydrodynamics of the arepo code (arepo) (Springel,
2010). We use this code for our simulations, because it performs excellently in simulations
with multi-scale systems, conserve the angular momentum, and does not produce square-
shaped artifacts found in codes that use Cartesian girds.
arepo uses grid cells with irregular shapes. Each cell is defined by a point, that carries all
the information about the gas that it contains. From these points, one can construct unique
Voronoi tessellation or so-called Voronoi mesh. However, we will not discuss details of the
construction algorithms here. One of the properties of the Voronoi cells is that their faces
are lying directly between the points of neighboring cells. During the simulation, arepo
calculates various properties, fluxes, and gradients of the gas on these interfaces.
The coordinates and subsequent shapes of the Voronoi mesh are not static but adjust to
the gas properties. Cells drift with the flowing gas and use a regularization algorithm that
coincides their locations with the center-of-mass of the cells. One can also ensure that
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the cells preserve some fixed masses, or they can be additionally refined and de-refined
according to the density or other criteria. In this way, the cells can adapt to the shape of the
simulated gas structure.
arepo calculates gravitation using tree-based approach for collisionless dynamics in a
similar way as gadget. Near field gravitation interactions are calculated directly. For a
distant field, it uses hierarchical multipole expansion with an opening angle. Because of
the large dynamic ranges in densities, arepo uses hierarchical time steps. This approach
ensures that the computational power is used mainly for those cell regions that need frequent
updates. We discuss this approach and its implications for the sprai more in Section 4.2.1.
3.2 Radiation transfer
Radiation in the universe is present near the radiation sources that include stars, AGN,
and other objects that generate electromagnetic radiation. However, physically accurate
and computationally efficient modeling of radiative transfer remains still a challenge for
conventional supercomputers. Due to the almost instantaneous and non-local nature of the
photon reactions, such calculations require considerably more computing time and memory
than simulations without radiation. In this section, we will introduce the basic equation
for the radiation transfer and describe several radiation transfer methods that solve them
numerically.
One can derive the equation of radiation transfer from a simple example. Consider a ray
of light with intensity Iν passing through a medium in a small cylindrical element of cross-
section dσ and height ds. The difference in the radiant energy of the ray in the frequency
interval dν, time interval dt and solid angle element dω is given by
1
c
dIν
dt
+
dIν
ds
= jν − (κν,s + kν,a)Iν + 14pi kν,s
∫
Ω
IνdΩ, (3.3)
where jν is the emission coefficient, kν,s is the scattering opacity, kν,a is the absorption
opacity and Ω is the solid angle. The last term on the right side represents radiation
scattered from other directions in the same direction as the ray. Since the radiation usually
dominates regions around the stars, one can use an on-spot-approximation and neglect the
far-field effects of scattering. In our study, we use a time-independent version of this equation
without scattering
dIν
ds
= jν − κν Iν . (3.4)
The equation above is a first-order linear differential equation with a constant coefficient
with the following solution on the path length s
Iν(s) = Iν(s0)e−τν (s0,s) +
∫ s
s0
jν(s′)e−τν (s′,s)ds′, (3.5)
where the optical depth is defined as
τν(s1, s2) =
∫ s1
s2
κνds. (3.6)
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The first term on the right hand side (RHS) of the Equation 3.5 is an intensity of the ray
starting from s = 0 that is reduced exponentially by the absorption. The second term on the
RHS is an integral of all photons emitted by sources along the path s. If the medium does
not contain many sources and is not diffusive, this second part is usually equal to zero.
We can divide the solution of Equation 3.4 into partial solutions and follow individual rays
on their discrete paths. At the proximity of the source, we need a relatively small number
of rays to cover the whole solid angle and achieve converging results. The solid angles of
the rays have to be smaller than the volume elements around the source. Far-field solutions
of radiation transfer needs additional ray splitting techniques. The surface of the solid angle
increases quadratically with the radius, and one needs more rays to cover the full solid angle.
Currently, there are several approaches used to solve radiation transfer in hydrodynamical
simulations, each of which has its advantages and limitations. In the following text, we give
a summary of each of them.
Ray tracing is the first of the three main methods. This comes in two varieties, one
using long characteristics, in which the radiative transfer equation is solved along a set of
rays that are traced from each source to each computational cell (e.g. Feautrier, 1964; Abel
et al., 1999; Greif et al., 2010; Greif, 2014; Baczynski et al., 2015; Frostholm et al., 2018),
with ray splitting or merging sometimes used to reduce the computational cost (e.g. Abel
and Wandelt, 2002; Wise and Abel, 2011), and one using short characteristics, in which the
radiative transfer equation is solved along a set of ray segments (one per angular direction per
cell) passing through the cell centres, with initial intensities interpolated from neighbouring
grid cells (e.g. Mihalas et al., 1978; Kunasz and Auer, 1988; Mellema et al., 2006; Davis
et al., 2012;Mackey, 2012). Ray tracing methods based on long characteristics can be highly
accurate and are particularly good at capturing the shadows cast by high density regions.
However, their computational cost typically scales with the number of individual sources of
radiation and hence they can become prohibitively expensive when the number of sources
is large. Methods based on short characteristics can in principle avoid this expense, but are
typically more diffusive (Kunasz and Auer, 1988) and can also create artificial structure in
the radiation energy distribution if run with low angular resolution (Finlator et al., 2009).
Moment based radiation transport in large hydrodynamical simulations involves the so-
lution of the radiation moment equations using some suitable closure. The most common
variants of this approach are flux-limited diffusion (FLD) (see e.g. Levermore and Pomran-
ing 1981; Turner and Stone 2001) and methods based on the M1 closure (e.g. Aubert and
Teyssier, 2008; Rosdahl et al., 2013; Kannan et al., 2019), although more accurate variants
also exist (e.g. Hayes and Norman, 2003). Moment-based methods that use an approximate
closure (FLD or the M1 method) can be computationally efficient, particularly for problems
involving many sources of radiation, but do not guarantee that radiation is always propa-
gated in the correct direction, resulting in problems in capturing effects such as shadowing.
Methods using more accurate closures generally do not have the same weaknesses, but are
computationally expensive.
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Monte-Carlo method is the third approach in common usage, in which probabilisitic
methods are used to model the transport of individual photon packets through the gas
(see e.g. Roth and Kasen 2015, Vandenbroucke and Wood 2018 and Harries et al. 2019 for
examples of this approach being used for time-dependent radiation hydrodynamics problems,
or Maselli et al. 2003, Ercolano et al. 2008, Dullemond et al. 2012 and Reissl et al. 2016,
2018 for examples of how it can be used as a post-processing technique). The Monte Carlo
approach has a number of advantages: it generally avoids introducing grid-related artefacts
into the solution, it is conceptually easy to understand, and it is also relatively easy to combine
with complicated treatments of the radiation/matter microphysics, since it deals directly with
the number of photons, rather than more abstract quantities such as the angular moments of
the specific intensity. However, it has the disadvantage that numerical errors in the solution
decrease only as the square-root of the number of photon packets, making it computationally
expensive to obtain highly accurate solutions. It is also difficult to combine with highly-
parallel hydrodynamical simulations. The natural way to parallelise Monte Carlo radiation
transport is by partitioning the photon packets amongst the different processors, but this is
efficient only if each processor has information on the full spatial distribution of the relevant
gas quantities (e.g. density, chemical composition), and the memory requirements for doing
this can quickly become prohibitive for large hydrodynamical simulations.
Simplex is an alternative to the three methods mentioned above. It is a variant of the short-
characteristic ray-tracing since it calculates photon attenuation on the ray paths with lengths
corresponding to the sizes of the simulated grid cells. Photon rays can merge within the
cells, while they still preserve their original directions and resolve shadows. This behavior
is advantageous in simulations with many sources, and it is also a reason why we chose this
technique in our simulations. We will discuss this method in more detail in the following
Chapters 4 and 5.
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This chapter is based on the article (Jaura et al., 2018) published in 2018 by Monthly
Notices of the Royal Astronomical Society. The first author is me, and I wrote all the
main parts of the paper and performed the simulations. S.C.O.Glover partially wrote parts
regarding the chemistry module. Contributors to the final editing were also R.S.Klessen
and J.-P.Paardekooper. The original stand-alone version of the simplex radiation transfer
code (C++) was written by J.-P.Paardekooper. The sprai implementation of the simplex
algorithm is a new code (C, MPI), adapted and extended by me to work with the hydro-
dynamical code arepo.
In this part, we introduce our implementation of the simplex radiation transfer, describe
its fundamental principles, and explain its integration into the arepo. We include here four
standard tests of the HII region expansion and discuss the usability of the code in our further
work.
4.1 Introduction
Radiation feedback plays an important role in cosmic structure formation on small scales
(e.g. protostellar disk fragmentation during Population III star formation; see for example
Stacy et al. 2016 or Hosokawa et al. 2016) as well as on large scales (e.g. re-ionization
of the universe; see e.g. Paardekooper et al. 2015, Pawlik et al. 2017, or Xu et al. 2016).
Most modern hydrodynamical codes use either ray tracing, moment-based or Monte Carlo
methods to calculate the ionizing radiation field in a simulated medium. However, since the
computational cost of most methods scales linearly with the number of sources, simulations
with many sources are computationally very expensive. Therefore, in many cases radiation
is treated either in a post-processing step (Paardekooper et al., 2015), or it is coupled to
hydrodynamics, but with just a small number of sources (Hosokawa et al., 2016; Stacy et al.,
2016). Use of such approximations in simulations neglects local dynamical and ionization
variations in the gas that can be properly resolved only for multi-frequency and multi-source
ray tracing.
There are many codes and implementations available that are able to follow the ioniz-
ing radiation from different astrophysical sources. Properties and performance of the most
widely used codes are summarised in code comparison projects by Iliev et al. (2006, 2009)
and Bisbas et al. (2015). One of the codes that is commonly used in computational astro-
physics is the moving mesh hydrodynamical code arepo (Springel, 2010). Because of its
versatility, it has been used in several large scale cosmological simulation projects like il-
lustris (Vogelsberger et al., 2014), auriga (Grand et al., 2017) or illustris-tng (Pillepich
et al., 2017), as well as numerous small-scale simulations, ranging from the formation of the
first stars (Greif et al., 2011a) to the formation of structures in present-day molecular clouds
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(Smith et al., 2016). Although various efforts have been made to add radiation transfer to
arepo (e.g. Petkova and Springel, 2011; Greif, 2014; Bauer et al., 2015), none of the current
implementations is suitable for computationally challenging multi-source simulations where
radiation feedback plays an important part in structure formation. Since our future work in
the field of first star formation will involve such environments, it is our priority to develop a
radiative transfer method that will address this challenge.
In this chapter we introduce an alternative method for ray tracing, simplex, that we
implement in arepo. The simplex method was originally developed for use with static
Voronoi grids and is described and analyzed in Ritzerveld and Icke (2006), Paardekooper
et al. (2010) and Kruip et al. (2010). Our implementation is the first time that the method
has been used on-the-fly within a hydrodynamical simulation, and takes advantage of the
moving mesh already present during the hydrodynamical calculations of the arepo code.
This makes the combination of the two concepts easier and more efficient.
A characteristic feature of the simplex method is that the computational cost does not
scale with the number of sources, as is the case for conventional ray-tracing algorithms.
Sources in simplex only inject new photons into corresponding grid cells. All photons on
the grid are subsequently transferred from cell to cell in a sequence of radiation transfer
steps. From the movement of photons one can than calculate the corresponding fluxes and
ionisation rates in each cell. The collective transfer of photons during the radiation transfer
makes this method especially useful in simulations with a high number of sources.
This chapter is structured as follows. In Section 4.2, we describe details of the simplex
method and its coupling to a primordial chemistry network. Section 4.3 shows how the code
performs for some standard test problems (e.g. the growth of the ionization front in uniform
density gas in the R-type or the D-type regime). In the final Section 4.4, we summarise our
results and give an overview of our future plans.
4.2 Description of the method
sprai is based on the simplex radiative transfer method developed by Ritzerveld and Icke
(2006), Paardekooper et al. (2010) and Kruip et al. (2010) and used in Paardekooper et al.
(2015). This method was previously used only for post-processing results from hydrody-
namical simulations of cosmic structure formation. The original simplex code uses its own
integrated chemistry model that includes ionization, recombination and cooling of hydrogen
and helium in several frequency bins.
Our implementation of the radiative transport (RT) of ionizing photons inarepo (Springel,
2010) is based on the updated version of the original simplex algorithm discussed in
Paardekooper et al. (2010). In our implementation, the photon transfer is now calculated
directly on the Voronoi mesh created in arepo, rather than on a mesh created during a
post-processing step. From the photon transfer, we obtain photon fluxes in each cell, and
from these we can derive the corresponding ionization and heating rates. These rates are
subsequently used by a separate chemistry module to update the chemical and thermal state
of the gas. In the following sections we will introduce physical and numerical aspects of the
radiation transfer as well as the chemistry module.
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Figure 4.1: Schematic structure of the sprai implementation. RT is computed at the end of each
full hydrodynamical step tHD, when all cells are synchronised and the complete Voronoi mesh is
available. The calculated rates and fluxes are stored and used by the chemistry module (CH) during
subsequent hydrodynamical steps.
4.2.1 Photon transfer
The original simplex algorithm was discussed in Paardekooper et al. (2010) and mathemat-
ical analysis of the method1 was studied by Kruip et al. (2010). In this section we will focus
on our implementation which is adapted to work with the arepo code.
arepo is a multipurpose and multi-physics hydrodynamical code developed by Springel
(2010) and it is well established in the astrophysical community. In comparison with
conventional Eulerian codes with static or adaptive meshes, arepo uses a Voronoi mesh
that is constructed at each step from a set of mesh generating points that move with the gas
flow. Once the Voronoi mesh is constructed, arepo calculates fluxes and gradients between
cells and updates the cell values accordingly. An advantage of this method is that such a
Voronoi mesh follows the underlying gas structure and effectively reduces grid artefacts that
can arise from conventional mesh codes. Besides that, arepo uses adaptive time stepping
that reduces computational time of the simulation.
In Figure 4.1 we show a schematic description of our implementation. Since construction
and maintenance of the Voronoi mesh is already an integral part of the arepo code, it can be
easily used for simplex photon transport calculations. A complete mesh is constructed only
on time steps when all gas cells are synchronised. This means that the radiation transport in
1The transfer method that we use is a modified version of the direction-conserving transport (DCT) method
discussed in the paper of Kruip et al. (2010)
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all cells can occur only at full hydrodynamical (HD) steps tHD. During HD sub-steps when
only some cells are active we keep the ionization rates and radiation fluxes fixed2. When
modelling D-type ionization front (I-front), this limitation is usually unimportant, as in this
case the time taken for the front to propagate from one cell to the next is typically of the
order of tHD. However, when modelling R-type fronts, which can propagate through many
cells during a single hydrodynamical timestep, this limitation is potentially more significant.
In practice, because we ensure that the number of photons absorbed in a cell during a single
RT step cannot exceed the number of H atoms and H2 molecules available for ionization (see
Equation 4.8 below), we find that we recover the correct I-front propagation velocity provided
that the recombination time trec  tHD, as our tests in Section 4.3.1 demonstrate. In cases
where this condition is not satisfied, it is necessary to limit the size of the hydrodynamical
timestep, as in Baczynski et al. (2015).
At the beginning of each RT calculation we find all sources (ideal sources, stars, sink
particles, ...) and calculate their immediate photon emission rates3. For each source we find
the nearest gas cell and assign to it the number of photons emitted by the source during tHD.
Then we move photons on the Voronoi grid from cell to cell and calculate the ionization
rates and radiation fluxes due to these photons as described in Section 4.2.2. One RT step is
a movement of photons from one cell to a neighbouring cell. The number of RT steps NRT
depends on the ionization state of the gas through which the photons are passing. In general,
the photons are propagated until they are completely attenuated in the gas.
It is important to note that in the present version of the method, we do not constrain the
distance that the photons can propagate during tHD, i.e. we treat the speed of light as if it were
infinite. For many applications, this is a reasonable approximation, but it may potentially
cause problems in large cosmological simulations with the box sizes L  c tHD, where c is
the speed of light.
The number of photons associated with each mesh cell, as well as the ionization rates
and radiation fluxes are stored directly on the mesh. Each cell of the mesh has information
about the number of photons that are passing through its volume, as well as their direction.
For numerical convenience we define a set of Ndir solid angles (directional bins) equally
distributed over the sphere using simulated annealing. During the transfer, photons aremoved
from a directional bin of an initial cell to the corresponding directional bin of a destination
cell. The photons are spatially moved, but their direction stays the same. We distinguish two
types of photon transport, directional and isotropic. Both types are schematically described
for a 2D Voronoi mesh in Figure 4.2; the behaviour in 3D is similar, but harder to visualize.
Directional transport is used to transfer photons in a particular direction. Since the
Voronoi mesh is not regular, it is not possible to move photons on straight lines defined
by the directional vectors. Instead, we look for the most straightforward path along the
particular directional bin (bottom panel). First we randomly choose a directional vector
(red arrow) from the given solid angle Ωdir (red cone). This is done in order to prevent
2In principle one could also use a partially constructed mesh during HD sub-steps to update radiation fields in
regions that require higher precision. However, this introduces several non-trivial challenges to the current
algorithm that we will try to address in the future.
3In Section 4.3, we use only ideal monochromatic sources with fixed ionization rates. However, the method
can easily be extended to handle more realistic source spectra.
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directional isotropic
Figure 4.2: The two types of the photon transport used in sprai, directional and isotropic. For ease
of visualization, the methods are shown here using a 2D Voronoi mesh, but they work in a similar
fashion in 3D. Red arrows denote directional bin vectors and blue arrows show photon paths during
the transport. The red cone depicts the solid angle Ωdir of the directional bin from which a random
directional vector is chosen. The blue cone is the solid angle Ωθ from which we choose most
straightforward photon paths along the directional vector. The bottom panel shows a possible
sequence of photon paths along the original direction. Please see the text for a further explanation
of the panels in this figure.
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preferred paths on the grid and add some scatter to the photon beam. Then we look for
three4 neighbour cells for which the angles between their path vectors (blue arrows) and
the directional vector are the smallest, and redistribute initial photons between them. By
varying the solid angle Ωθ (blue cone) we can exclude those paths which diverge too much
from the original direction5.
Isotropic transport is similar to directional transport, but it is performed only for cells
with sources. At the beginning of a RT step we calculate the number of new photons from
the source emission rate and distribute them equally into each directional bin of a cell. In
this case we compute random directional vectors (red arrows) for each directional bin (cones
are not shown). Then we find all neighbourhood cells and compute their path vectors (blue
arrows). In the last step we find for each directional vector the closest path vector and assign
its photons to the corresponding directional bins of a neighbour cell.
4.2.2 Radiation field
In contrast with the original simplex code that updates chemistry after each photon step,
our implementation of the sprai code first calculates a static ionization rate field and then
passes it to an independent chemistry module. The module is similar to the one used in the
radiative transfer module for the magnetohydrodynamical adaptive mesh refinement code
flash-4 (fervent) (Baczynski et al., 2015). We divide ionizing photons into two energy
bins:
13.6 eV < γ13.6+ < 15.2 eV,
15.2 eV < γ15.2+
Photons in the 13.6+ bin can ionize atomic hydrogen but not molecular hydrogen. Photons
in the 15.2+ bin can ionize both H and H2. We therefore have three possible reactions:
H + γ13.6+ → H+ + e−
H + γ15.2+ → H+ + e−
H2 + γ15.2+ → H+2 + e−.
We further assume (as in Baczynski et al., 2015) that all of the H+2 ions formed by the third
reaction are immediately destroyed by dissociative recombination:
H+2 + e
− → H + H.
We note that it is easy to extend the number of energy bins to treat e.g. heliumphotoionization,
or the ionization of metal atoms in the present-day ISM. The method can also be extended to
model the photodissociation ofH2 by Lyman-Werner photons. However, the test problems in
this chapter are restricted to the simple ionization of hydrogen gas by photons with energies
above 13.6 eV. Multifrequency tests will be included in subsequent Chapter 5.
4For clarity, in Figure 4.2 we show only two neighbour paths.
5This can happen if the number of directional bins Ndir is small, as in that case Ωdir is large. In general, it is
enough to exclude only backwards directions and set Ωθ = 2pi sr.
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As already discussed in the previous section, the chemistry of the gas is computed for any
active mesh cells on each hydrodynamical sub-step, whereas the radiation field is updated
only on full hydrodynamical steps tHD. To account for this, we could in principle introduce
an additional restriction on the arepo timestep to prevent the ionization state of the gas
from changing too quickly. In practice, we have not found this to be necessary for the tests
presented in this chapter.
Photons in the system do not keep information about their previous path and therefore their
attenuation in the gas has to be calculated locally for each cell. The number of photons Nγα
from the frequency bin γ that are attenuated by the species α is calculated as
Nγα = N
γ
in
(
1 − e−dτγ
) 〈σγα〉xα
Σγ
, (4.1)
where Nγin is the number of photons coming in to the cell, 〈σγα〉 is the mean absorption
cross-section, xα is the mass fraction of the species in the cell and the optical depth,
dτγ = dnΣγ, (4.2)
is summed over all species Σγ ≡ ∑α〈σγα〉xα. We calculate values for the mean cross-
sections 〈σγα〉 andmean deposited energies 〈Eγ〉 (see below) in the sameway as in Baczynski
et al. (2015). However, in the tests in this chapter, we use fixed values for these quantities,
for simplicity. The column density of nucleons in the cell,
dn = ncell〈dr〉, (4.3)
is calculated from the mean distance6 〈dr〉 to the neighbouring cell and the nucleon number
density,
ncell =
ρcell
mp(1 + 4YHe), (4.4)
where ρcell is the mass density of the cell, mp is the proton mass, and YHe is the fractional
abundance of He in the gas.
From the number of attenuated photons Nγα and the number of species α available for the
reaction in the cell volume Vcell at the beginning of the RT,
Nα = ncell xα Vcell, (4.5)
we can calculate the corresponding reaction rate
kα =
∑
γ
kγα =
∑
γ
Nγα
Nα
1
tHD
, (4.6)
6We can assume spherical shapes of cells since the particle mesh in arepo code is regularised. All mesh-
generating points are automatically moved to the center-of-mass of their cells, so that the shape of cells is
more regular and volumes of the neighbours are very similar.
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where tHD is the time of the previous full hydrodynamical step. Given the average deposited
energy 〈Eγ〉 for the reaction, we can also calculate for each species a total heating rate
Γα =
∑
γ
kγα〈Eγ〉. (4.7)
Values of kα and Γα are stored for each cell and used by the chemistry module.
When dealing with photons in multiple direction bins entering a mesh cell, the fact that
the equations above are linear in Nγin means that we can proceed in one of two ways. We can
compute individual values of kα and Γα for each direction bin, and then simply sum them
to get the final values for the mesh cell. Alternatively, we can sum the incident photons to
get a single value of Nγin for the mesh cell and then use this to calculate kα and Γα for the
mesh cell, as above. The only complication in this case is the need to account for the fact
that the photons lost in the cell, Nγα, are spread over multiple directional bins. The linearity
of the equations means that both approaches yield identical results for the final values of kα
and Γα. In our current implementation, we have chosen to use the latter approach.
In our calculations we constrain the number of photons entering the reaction by the total
number of species available for reactions7,
Nγα =
{
Nγα if N
γ
α < Nα
Nα if Nγα > Nα,
(4.8)
where Nα is the number of available species α in the cell at the current RT step. If the
number of photons entering the cell Nγin is larger than the number of atoms or molecules
available to ionize, the excess photons are transferred together with the unattenuated photons
to the next cell.
The calculations described in this section are photon conserving. However, in order to
enhance the computational performance of the code we stop calculations when the number of
photons is too small. If the number of photons leaving the cell Nγout = N
γ
in−
∑
α N
γ
α is smaller
than some threshold value Nth, then we do not transfer them further to the neighbouring
cells, but instead remove them from the system. In our simulations we set the threshold
value four orders of magnitude lower than the number of available species in the particular
cell, so that Nth  ∑αNα and the photon loss is minimized.
4.2.3 Chemistry
The chemical evolution of the gas is calculated separately for each cell after the end of
the RT step, using as an input the photoionization rates calculated during the RT step (see
Section 4.2.2 above). To model the chemical evolution, we use the primordial chemistry
network that is available as part of the sgchem chemistry module (sgchem) in arepo. This
networkwas originally implemented in arepo byHartwig et al. (2015) and is based on earlier
work by Glover and Jappsen (2007), Glover and Abel (2008), Clark et al. (2011b) and Glover
7It is necessary to mention that the total number of available species for reaction should also include species
created during the recombination in the cell. Since the recombination is treated later in the chemistry module
we neglect it at this point. Nevertheless, for large tHD this contribution might become important.
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Figure 4.3:Mass-weighted projection of ionised hydrogen gas in the box produced by a single
photon ray. Positions of sources are marked with stars and a single directional bin is orientated
along the y-axis. Plotted rays are in an early stage of their growth. At later times all rays reach the
upper border of the box, although their widths remain different.
(2015a). We also include several improvements to the treatment of He+ recombination and
H− photodetachment described in Schauer et al. (2017b). As previously noted, when we
include H2 photoionization in this network, we follow Baczynski et al. (2015) and assume
that in the conditions in which this process is important, all of the resulting H+2 ions will be
almost immediately destroyed by dissociative recombination, yielding atomic hydrogen, so
that the net effect is:
H2 + γ → H2 + e− → H + H. (4.9)
We solve for the thermal evolution of the gas due to radiative heating and cooling at the
same time as the chemical evolution. We use the cooling function presented by Glover and
Abel (2008) and updated by Glover (2015a). We also account for the heating due to the
photoionization of H and H2, which is computed as described in Section 4.2.2.
We note that in principle, sprai is not restricted tomodelling photoionization inmetal-free
gas and that it would be a relatively simple matter to couple the scheme to a present-day
chemical model of the kind used e.g. in Baczynski et al. (2015). However, this lies outside
the scope of the present chapter.
4.2.4 Behaviour of photon rays on a Voronoi grid
Properties of the photon rays generated by simplex vary for different resolutions. In Fig-
ure 4.3, we show results of a single ray ionization. In this setup we placed an ideal source
similar to that in Test 1 at the bottom of a box filled with hydrogen gas, at coordinates
(x,y,z) = (0, -14, 0). We enabled only one directional bin pointing in the direction of the y
axis and switched on the ionizing source. From the plot, we can see that the thickness and
length of the ray depends significantly on the resolution. This is due to the fact that photons
emitted from the sources are not moving on straight lines. Instead, they experience random
side-shifts which depend on the size of the individual grid cells. Since the mean diameter of
the cells for resolution 32 is eight times bigger than for resolution 256, photons rays are able
to ionise gas further from the original directional axis. The length of the ray varies because
low resolution cells contain more gas that can be ionised and therefore the same number of
photons is used up closer to the source.
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Figure 4.4: Effect of variable ray widths on the shape of a Strömgren sphere. The top panels show
the mass fraction of ionised gas and the bottom panels the corresponding instantaneous ionization
rate at time t=2.4 kyr for resolutions 256 and 64. In simulation a) a set of directional bins is fixed
for all RT runs, whereas in simulations b) and c) the directional base is rotated five times per
radiational transfer. The plots show slices through the box in the plane z = 0.
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Test Tgas [K] nH [cm−3] Lbox [pc] γ ÛN [ph/s] trec [yr] RSt [pc]
1 R-front 100 0.001 1.28 × 104 1.0001 1049 1.22 × 108 6.79 × 103
2 D-front 100 0.001 3.2 × 104 5/3 5 × 1048 1.22 × 108 5.39 × 103
3 r−2 100 100 13 1.0001 1049 1.22 × 103 3.15
4 Blob test 1000 1 32 5/3 1.62 × 1048 1.22 × 105 36.95
Table 4.1: Summary of the parameters used in different tests
Behaviour of rays at high resolutions results in an inhomogeneous distribution of photons
far from the source and subsequent deformation of the I-front. In Figure 4.4a, we plot a z = 0
slice through the box of an R-type I-front simulation similar to Test 1 (but with a higher gas
density and much smaller box) at time t=2.4 kyr and resolution 256. The top panel shows
the ionised hydrogen fraction and the bottom panel the corresponding ionization rate. As
we can see, although the I-front should be circular, given the symmetry of the problem,
in practice it develops pointed features orientated parallel to the directional bins within the
plane. At lower resolution, these feature are not present, because photon rays are able to
overlap with each other (see Figure 4.4c). However, with increasing resolution, the radius
of the overlap gets closer to the source and these features become visible.
There are several ways to deal with this problem. One solution is to increase number of
directional bins. The higher the number, the smaller the angle between two neighbouring
photon rays, meaning that rays continue to overlap out to greater distances from the source.
Nevertheless, it is important to note that using larger numbers of directional bins implies the
use of more memory and the need for more calculations per cell.
Another solution is to construct the total ionsisation field from a set of randomly rotated
partial fields. In practice, this means that we divide the total number of photons at the
beginning of the RT by Nrot, and for each part perform separate radiation transfer. Summing
the resulting Nrot fields gives the final field that is provided to the chemistry module. Results
of a simulation using this method are plotted in Figure 4.4b. Note that the instantaneous
ionization rate on the figure is still not completely homogeneous, but since the whole
field is rotated Nrot times during each RT run, the time average of the resulting ionization
rate is homogeneous and I-front features are effectively suppressed. In general for higher
resolutions one needs to do more rotations for the same number of Ndir. Also this method
requires more RT steps and therefore increases the required computational time.
4.3 Tests and results
In this section, we present results from a set of standard tests to verify the accuracy of our
implementation. The first test is a simple expansion of an HII region in a homogeneous
environment. For this test, we disable photoionization heating and keep the gas temperature
constant, allowing us to examine the behaviour of the I-front in the R-type regime. In the
second test, we re-enable photoionization heating and allow the gas temperature to vary,
enabling us to study the behaviour of the I-front in the D-type regime, where the propagation
of the front is sensitive to the dynamical response of the gas. The setup of the third test
is similar to Test 1, but instead of a homogeneous environment we select a radial density
29
4 SPRAI-I: Basics of the method
gradient proportional to 1/r2 for the gas (a setting similar to the Bonnor-Ebert sphere (BES)).
In the last test we study the formation of a shadow behind a dense clump irradiated by two
sources. Initial parameters and values for all of our test simulations are summarised in
Table 4.1. At the end of this section we discuss comparison of simulation times for different
numbers of sources and resolutions.
In all of the tests, we use a directional base with Ndir = 128 bins, solid angle ΩΘ= 2pi sr
and the ionization rate is integrated from Nrot = 5 rotations of the directional base. The mesh
cells in our initial conditions are created using uniform Poisson sampling, and the mesh is
relaxed prior to the run, so that all cells have approximately similar masses and shapes. For
the tests below, we do not use any mesh refinement criteria, but in principle these could
easily be combined with the basic algorithm.
4.3.1 Test 1: R-rtype expansion of an HII region
In the first test we look at the rarified-type (R-type) expansion of a single HII region in
a homogeneous gas environment with four different resolutions: 323, 643, 1283 an 2563
cells. (For brevity, we refer to these hereafter simply as resolutions of 32, 64, 128 and 256,
respectively).
Expansion of an HII region is a well known problem. Strömgren (1939) showed that in
ionization equilibrium, a point source of ionizing photons in an uniform density gas of pure
hydrogen creates a spherical HII region with radius:
RSt =
[
3 ÛNγ
4piαB(T)n2e
]1/3
, (4.10)
where αB(T) is the case-B recombination coefficient of hydrogen, and ne is the electron
number density. If the gas inside the HII region is almost entirely ionized, then ne ' nH, the
H atom number density of the undisturbed gas. Provided that the density of the ionized gas
remains approximately constant, the time evolution of the ionization front (I-front) radius
can be parametrised as
RI(t) = RSt
(
1 − e−t/trec
)
, (4.11)
where the recombination time is calculated as
trec = [αB(T)nH]−1. (4.12)
In order to directly compare our implementation with the fervent code we use the same
initial conditions as in the R-type test of Baczynski et al. (2015). Our simulation runs in
a 3D box of size Lbox = 12.8 kpc with periodic boundary conditions. A single idealised
source with photon emission rate ÛNγ = 1 × 1049 photons per second is located at the centre
of the box. The box is filled with a homogeneous gas with number density nH = 10−3 cm−3.
We assume that the initial gas in the box consists only of neutral hydrogen (xH+ = 0) and has
initial temperature Ti = 100 K. Since in this test we are not interested in the density response
of the gas, we assume a quasi-isothermal equation of state where γ = 1.0001, to keep the
30
4.3 Tests and results
0.0
0.2
0.4
0.6
0.8
1.0
ra
d
iu
s 
[R
I/
R
S
t]
32
64
128
256
RI(t)
0.0 0.2 0.4 0.6 0.8 1.0 1.2
time [t/trec]
0
3
6
9
12
e
rr
o
r 
[%
]
Figure 4.5: Results of Test 1: time evolution of the radius of the HII region, RI (top) and its
deviation from the analytical solution (bottom). Coloured lines represent results of our simulations
with different resolutions: 32, 64, 128 and 256. The black dashed line shows the values given by
Equation 4.11. In this test we use the maximal time step of tHD = 0.3 Myr.
pressure constant across the ionization front. Besides that, we also fix the recombination
rate coefficient to αB = 2.59 × 10−13 cm3 s−1 and the photoionization cross-section of the
hydrogen to σH = 6.3 × 10−18 cm2. These values lead to a Strömgren sphere with radius
Rst ≈ 6.79 kpc and the recombination time trec ≈ 122.34 Myr.
The time dependent evolution of the I-front for all four resolutions (solid lines) as well
the analytic solution (dashed line) for the I-front radius RI are shown in Figure 4.5. In the
bottom panel, we plot the relative error between the simulated and analytical radius. From
the figure we can see that the I-front in the simulations closely follows the analytical solution.
Significant errors are only visible in the initial stage but with increasing time this difference
decreases. This is due to the relatively coarse time resolution of the radiative transfer, which
is restricted by the time interval of the highest hydrodynamical step. From Figure 4.6 we
see that the error in the I-front radius decreases as we decrease the time step tHD. Overall,
our results match very well with the results of Baczynski et al. (2015).
In Figure 4.7 we plot the mass fraction of ionised hydrogen in the plane z = 0 for each
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Figure 4.6: Results of Test 1: the time evolution of the radius of the HII region for different values
of tHD. In this figure we plot only the initial stages of the test with resolution 64. The radius of the
I-front converges to the analytical solution RI as tHD decreases. For other resolutions, we observe
similar behaviour.
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Figure 4.7: Results of Test 1: mass fraction of the ionised gas in the z=0 plane. Results are for all
simulated resolutions 32, 64, 128 and 256 at time t=75 Myr. The white star marks the position of
the ionizing source.
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Resolution 32 64 128 256
Mean cell size [pc] 400 200 100 50
I-front width [pc] 477.5 329.5 204.4 193.6
Mean number of cells 1.19 1.65 2.04 3.87
Table 4.2: Comparison of the I-front widths for different resolutions corresponding to Figure 4.7 .
The width of I-front is calculated as the difference between radii where the ionization drops from
90% to 10%. We give also the average number of cells that cover this radial difference.
resolution. In the lowest resolution case we can clearly distinguish the cell structure of
the Voronoi mesh. This is especially visible at the edge of the ionization front. With
increasing resolution, these features disappear and the I-front itself gets thinner. From the
initial parameters of this test we can calculate the mean free path of the photons traveling
through the gas as l = (nHσH)−1 ≈ 51.4 pc. Provided that the photons on their way to the
I-front move on non-straight paths we expect that the width of the I-front will be scattered on
scales of the order of a few l. From the Table 4.2 we see that with the increasing resolution
the width of the I-front converges to the value of 4l ≈ 200 pc, which corresponds with our
expectations.
4.3.2 Test 2: D-type expansion of an HII region
In the previous test we simulated the quasi-isothermal case of the HII region expansion. In
this test we allow ionising photons to heat the gas. Any change of the temperature increases
the gas pressure around the source. Initially, the ionization front propagates so rapidly that
the gas has no chance to respond hydrodynamically to this increase in pressure. However,
once the speed of the I-front drops below 2cs, where cs is the speed of sound in the ionized
gas, the expansion of the gas causes a shock to separate from the I-front and proceed it
into the surrounding neutral gas. Once this occurs, we describe the ionization front as a
density-type (D-type) front.
Due to the dynamical response of the matter, the position of the I-front is no longer given
by Equation 4.11. Instead it enters as (Spitzer, 1978b)
RSp(t) = RSt
(
1 +
7
4
cst
RSt
)4/7
, (4.13)
where the speed of the sound cs can be calculated from the average temperature Tavg in the
ionised gas as
cs =
√
γkBTavg
mH
, (4.14)
where kB is theBoltzmann constant and in case of a pure hydrogen gaswith atomicweightmH
we use γ = 5/3.
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Figure 4.8: Results of Test 2: Time evolution of the D-type I-front for resolutions 32, 64, 128 and
256. The black dashed line shows the values given by Equation 4.11. The black dashed-dotted line
is the Spitzer radius, computed assuming an average HII region temperature Tavg = 1.1× 104 K. The
Spitzer solution is calculated from the time t ≈ 160 Myr when the radius of the I-front first reaches
the Strömgren radius. In the bottom panel, we plot the fractional amount by which each simulation
differs from the analytical Spitzer solution.
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Figure 4.9: Results of Test 2: various properties of the gas at times 100, 200 and 500 Myr as
functions of distance from the star. In the first row we plot mass fraction of neutral and ionised
hydrogen. The second, third and fourth rows show pressure, temperature and the proton density of
the gas, respectively.
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Figure 4.10: Results of Test 2: slices through the simulated box in the plane z = 0 at time
t = 500 Myr. From the top to the bottom, the rows show the mass fraction of ionised gas, the
temperature, the proton number density and the pressure of the gas, respectively. From left to right,
the columns show results for different resolutions: 32, 64, 128 and 256, respectively.
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Initial conditions for this test are similar to the D-front simulation (Test 5) of Iliev et al.
(2009). In our case we put an ideal ionization source ÛNγ = 5 × 1048 s−1 into the centre of
a box with Lbox = 32 kpc 8. The box is filled with neutral hydrogen gas with initial density
nH = 10−3 cm−3 and temperature T = 100 K. Each ionization event deposits an energy of
2 eV to the corresponding gas cell. The values of αB and σH are fixed to the same values as
in the Test 1. The corresponding Strömgren radius and recombination time for these values
are RSt = 5.4 kpc and trec = 122.4 Myr, respectively. In order to see the later stages of the
I-front evolution we run the simulation for 4 × trec ≈ 500 Myr.
The time evolution of the I-front for all four resolutions is shown on Figure 4.8. The
dashed black line indicates the Strömgren radius and the dashed-dotted line is the Spitzer
solution. The coloured lines are results for each resolution, where the I-front is defined as
a radial distance from the source where the ionization fraction of atomic hydrogen drops
below 50%. We find that the simulated data are in a good correspondence with the analytical
solutions and results of Iliev et al. (2009). Large errors for the run with resolution of 32 are
caused by the relatively large size of the gas cells in comparison to the physical size of the
shock front.
The next set of plots in Figure 4.9 show several gas properties in the box as a function
of radial distance from the source at three different times: 100, 200 and 500 Myr. In the
first column we plot mass fractions of neutral and ionised hydrogen. In the second, third
and fourth rows we plot pressure, temperature and density, respectively. These results are
also in good agreement with the results of Iliev et al. (2009). From all the plots we can see
that the thickness of the shock decreases with increasing resolution. Grid cells for the two
lowest resolutions, 32 and 64, are bigger than the physical size of the shock and therefore it
is not well resolved. However, the size of the shock front settles on a constant value for the
two highest resolutions.
4.3.3 Test 3: HII region expansion in a density gradient
The previous two tests assumed that the radiation is transferred in an environment with
homogenous density. This is, however, not the case for the astrophysical processes that we
want to study. Stars are usually formed in the centre of a collapsing gas cloud with a strong
radial density gradient. Therefore, in this test we focus on the idealised case used also in
Baczynski et al. (2015).
We place a source of radiation at the centre of a sphere with the density profile
n(r) =
{
nc if r ≤ rc
nc(r/rc)−2 if r > rc,
(4.15)
and let it evolve. We pick a central density of nc = 100 cm−3 and a core radius of rc = 1.97 pc.
For this choice of density profile it is possible to calculate an analytical solution (Franco
et al., 1990; Whalen and Norman, 2005; Mellema et al., 2006) for the radius of the I-front
as
Rgrad(t) = rc(1 + 2tncαB)1/2. (4.16)
8Note that Iliev et al. (2009) used Lbox = 30 kpc.
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Figure 4.11: Results of Test 3: time evolution of the R-type I-front for resolutions 32, 64, 128 and
256 in gas with a radially decreasing density profile. The black dashed line is the analytical solution
calculated for this test. The coloured lines are results of the simulations starting from toff when the
I-front reaches the core radius rc. In the bottom panel we plot relative errors for each simulation
compared to the analytical values.
We take t = 0 to be the time when the ionization front reaches the edge of the dense core,
i.e. Rgrad(0) = rc.
In this test, we again set γ=1.0001 to prevent the density response due to gas heating. The
ionization source produces ÛNγ = 1 × 1049 photons per second. The recombination rate is
fixed to a value of αB = 2.59 × 10−13cm3 s−1 and the photoionization cross-section of the
helium to σH = 6.3 × 10−18 cm2.
Results of this test are shown in Figure 4.11. The duration of the simulation is approxi-
mately five times the recombination time (5 × trec ≈ 6.73 kyr) in the dense core.
We define the radius of the I-front as the distance from the source where the fraction
of ionised hydrogen drops below 90% of the total mass of the gas in the corresponding
spherical shell. From the plots we can see that the two lowest resolutions, 32 and 64, have
the largest errors. The grid cells in these two simulations are not small enough to properly
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resolve density gradients at large radii and therefore the shapes of their I-fronts are not
entirely spherically symmetric. Instead, they depend on the mass inhomogeneities caused
by the grid. Simulations with higher resolution give proper radially symmetric I-fronts that
evolve according to expected values.
4.3.4 Test 4: Photo-evaporation of a dense clump by two sources
In this test we show how well our method resolves the formation of shadows behind dense
objects. Our initial settings are similar to Baczynski et al. (2015) (see their Section 3.6).
The difference is that here we use only a hydrogen ionising frequency bin. A box of size
Lbox = 32 pc is filled with neutral hydrogen gas with density n = 1 cm−3 and temperature
1000 K. In the middle of the box we placed a dense clump of gas with n = 1000 cm−3,
radius rclump = 4 pc and temperature 10 K. The clump is irradiated by two sources located
at positions p1(x,y,z) = (-14, 0, 0) pc and p2(x,y,z) = (0, -14, 0) pc. Each of these sources
emits ÛNγ = 1.61× 1048 photons per second. The photoionization cross-section of hydrogen
is fixed to σH = 5.38 × 10−18 cm2 and each photoionization heats the gas by 0.72 eV. The
recombination rate is as usual fixed to value αB = 2.59 × 10−13 cm3 s−1. The simulation
runs until both ionization fronts pass around the dense clump (64 kyr) and form a shadow
of non-ionised gas behind it.
In Figure 4.12we present the results of the simulation with resolution9 128 at four different
times: in the first column, the I-fronts are about to intersect. In the second column, the two
regions of ionised gas are already joined and start ionising the dense clump. In the third
column the clump is being heated and we see the formation of a shadow behind it. In the
last column, the shadow is clearly visible. Its contours are not perfectly aligned with the
white dashed lines because photons of our rays can experience small side-shifts that ionise
the cells also within the shadow region. This artefact of the simplexmethod can be reduced
by increasing the resolution.
The rows in Figure 4.12 correspond to different properties. The top row shows tempera-
ture, the middle row pressure and the two bottom rows illustrate the mass fraction of ionised
hydrogen and its density. White dashed lines are added in order to indicate the edges of
the shadow region behind the dense clump. Both from the pressure and temperature plot
we can see that the part of the clump that faces the two sources is being heated and slowly
evaporated, whereas parts in the shadow stay unaffected by the radiation.
4.3.5 Performance scaling with number of sources
A very common problem of ray-tracing radiative transfer simulations is that the required
computation time increases linearly with the number of sources. However, this is not the
case for the simplex method. Every cell in the grid can be considered as a source that
radiates photons only to its neighbours. Therefore the main factor that influences the time
required for a simulation is given by the resolution of the Voronoi grid and the maximum
9We show results for resolution 128, because our simulation with resolution 256 did not finish in a reasonable
time. For highly ionised environments, as in this test, communication between processors appears to be
slow. We plan to address this problem in future work.
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Figure 4.12: Results of Test 4: this figure shows the formation of the shadow behind a dense clump
placed in the centre of the simulation box irradiated by two sources marked by stars. From left to
right, the columns show z = 0 slices through the box at output times 3.2, 6.5, 32 and 64 kyr,
respectively. From the top to the bottom, the rows show gas temperature, pressure, the mass fraction
of the ionised gas and the total density of the gas, respectively. Dashed white lines are added to
show the boundaries of the expected shadow behind the clump.
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Resolution 32 64 128 256
Number of procesors 16 32 160 320
Run time [seconds]
1 source 2311 10265 36433 268938
10 sources 2525 13042 51925 411294
100 sources 2741 14492 58529 462979
32 64 128 256
resolution
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Figure 4.13: Dependance of the simulation time (in seconds) on the number of sources and the
resolution. For simulations with resolutions 32, 64, 128 and 256, we used 16, 32, 160 and 320
cores, respectively. Times are calculated from time balance reports produced by the arepo code.
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number of steps in the radiative transfer phase, which in turn is determined by the maximum
number of cells photons can travel within the box.
In order to show this advantage we performed a set of simulations of R-type I-fronts
where we used 1, 10 and 100 sources, each with ionization rate 1049, 1048 and 1047 photons
per second, respectively, so that in all three simulations the total production rate of ionising
photons was the same. The setup of the simulation box is identical to Test 1. In simulations
with 10 and 100 sources, we placed sources evenly on a spherical shell of radius r ≈ 700 pc
around the original position of the single source.
The total running times of simulations in seconds are summarised in Figure 4.13. From
the results we can observe an increase of the time for larger source numbers. This time
increase is, however, mainly related to the part of the code that searches gas cells near source
locations and injects new photons into them, and the functional increase is small compared
to the increase in the number of sources.
It is important to note that just as with other ray tracing algorithms, in simplex the
computation time increases in regions with low radiation opacity. The time increase is
caused by copying unattenuated photons from cell to cell. For example in Test 4, one can
observe an sudden increase of the computational time when the two Strömgren spheres meet
each other, since at this point photons from the first source have to travel through the ionised
region of the second source until they reach the ionization front on the other side, and vice
versa.
4.4 Summary
In this chapter, we introduced a new implementation of the simplex radiation transfer algo-
rithm on the moving mesh of the hydrodynamical code arepo. We refer to our combination
of simplex and arepo as sprai: simplex Photon Radiation in the arepo Implementation.
We show the results when sprai is applied to several simple test problems that have analytical
solutions: the expansion of an HII region in homogeneous gas in both the R-type and D-type
regimes, and the expansion of an HII region in gas with a radially decreasing density profile.
All our tests produce results that are in good agreement with the analytical solutions and
with the results of the ray-tracing code fervent, which uses the same chemistry module. In
our last test, we irradiated a dense blob of gas with two identical sources and observed the
formation of shadow behind it. This simulation is also in a good agreement with the results
presented in Baczynski et al. (2015).
One of the main problems of this implementation is variation of the width of photon rays
with different resolutions. This behaviour was already observed and described in the original
simplex papers. In Section 4.2.4, we show that for higher resolution simulations this has
an important impact on the homogeneity of the calculated ionization rates. Our solution to
this problem is to construct the ionization field from randomly rotated partial fields. This
method proved to be satisfactory for our testing problems, although it introduces additional
demands on the computational time.
In the following Chapter 5, we will optimize the performance of the code and do some
multifrequency tests that we did not include here. We will also discuss cases with the high
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recombination rates and effects of radiation pressure. Nevertheless, our primary goal is to
use this code for real astronomical problems, including simulations of the formation and
fragmentation of accretion disks around Pop-III stars in the early universe. We will study
this further in Chapter 6.
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This chapter is based on the second paper from the sprai series that was submitted in
October 2019 to the Monthly Notices of the Royal Astronomical Society. It is expected to be
published after the submission of this thesis, and I am the first author. I did parts regarding
multi-frequency treatment, radiation pressure, as well as all test simulations. M.Magg helped
with the implementation of the recombination correction. S.C.O.Glover and R.S.Klessen
did further text editing and proofreading.
This chapter extends on the previous chapter and describes further improvements of the
sprai method. First, we introduce our modifications that were essential for the correct
physical behavior of our method in simulations with various gas densities. We discuss
here extension to the radiation model presented in the previous chapter: multi-frequency
treatment of the radiation and radiation pressure, and include corresponding test cases.
5.1 Introduction
In the previous Chapter 4 which is based on Jaura et al. (2018), we introduced sprai (simplex
Photon Radiation in the arepo Implementation), an implementation of the simplex radiation
transfer algorithm (Kruip et al., 2010; Paardekooper et al., 2010) in the arepomoving-mesh
code (Springel, 2010). As implemented in sprai, the simplex algorithm is essentially
a variant of the short characteristics method designed for use on unstructured meshes,
such as the Voronoi mesh used in arepo. We demonstrated in Jaura et al. (2018) that the
computational cost of sprai is almost independent of the number of sources of radiation, and
that the non-spherical artifacts in the radiation distribution common to short characteristics
methods can be almost entirely mitigated by randomly rotating the set of directional bins
multiple times per radiation transport run and integrating the resulting fields. We also
showed that sprai does an excellent job of modelling the time evolution of R-type ionisation
fronts (I-fronts) and a good job of modelling the shadows cast by overdensities in the gas
distribution. Together, these features make sprai a highly promising technique for modelling
radiation transport on-the-fly in hydrodynamical simulations carried out with arepo.
However, although the basic version of sprai (sprai-i) (Jaura et al., 2018) introduced
in Chapter 4 does an excellent job of modelling R-type I-fronts, it is not well-suited for
modelling D-type I-fronts, for reasons we explore in this chapter. This limits its usefulness
for modelling the early evolution of HII regions around massive stars. In this chapter,
we present an extended version of sprai (sprai-ii) (Jaura et al., 2020) that addresses this
weakness. In addition to the modifications required to enable the code to properly treat the
evolution of D-type I-fronts, this updated version of sprai additionally includes a revised
multi-frequency treatment that allows the code to model helium photoionisation. Moreover,
sprai-ii also now accounts for the effects of radiation pressure. In the remainder of the
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chapter, we describe the modifications we have made to sprai to add this new functionality,
and also present the results from a series of tests of the code.
The structure of this chapter is as follows. In Section 5.2, we first briefly summarize the
basics of how sprai works, and then describe the new features that we have added to the
code. In Section 5.3, we show how sprai-ii performs well on several test problems chosen to
highlight the new features in the code. Finally, we conclude in Section 5.4 with a summary
of our results and a brief overview of the applications for which we plan to use sprai in the
future.
5.2 Code modifications
In this section, we discuss the changes we have made in sprai-ii. These address three
main aspects of the code. Firstly, there is a set of changes that we have made in order to
properly treat the behaviour of I-fronts in high density gas in a computationally efficient
fashion (Section 5.2.2). Second, we have extended the code to treat the effects of H2
photodissociation and helium photoionization, as described in Section 5.2.3. Finally, we
have also added an option to the code that allows us to compute the radiation pressure exerted
on the gas by the absorbed radiation (Section 5.2.4).
However, before discussing any of these changes, it is useful to remind the reader of a few
basic details regarding the operation of sprai (Section 5.2.1). For brevity, we do not attempt
to discuss every single feature of sprai, since this material is covered at some length in
sprai-i. Instead, we focus on a few aspects that are particularly important for understanding
the changes we have made to the code.
5.2.1 How sprai works
As we describe at greater length in Section 4.2 of sprai-i, the code computes the effects of
radiation from an arbitrary set of sources on the surrounding gas using a two step process.
The whole process is schematically depicted in Figure 5.1. The first step is the radiative
transport (RT) step, during which photons are created by the sources and propagated from
cell to cell on the Voronoi mesh. For technical reasons, this step is carried out once per full
hydrodynamical timestep1. If the length of the full hydrodynamical timestep is tHD, then
the number of photons created by each source in each of the photon energy bins tracked by
sprai is simply the photon emission rate for that source and that energy bin multiplied by
time tHD.
The photons created by each source are assigned to the Voronoi cell containing the source
and distributed uniformly amongst a set of directional bins. Photons are then propagated
from cell to cell using a directional transport algorithm that ensures that they always move
in a direction that is approximately the same as the one defined by their directional bin
1arepo uses a hierarchical time-stepping scheme, so on any given timestep only a subset of the Voronoi
cells may be active. However, the nature of the time-stepping scheme ensures that periodically every cell
will be synchronised and active on the same timestep. We term timesteps on which this is the case full
hydrodynamical timesteps. Intervening timesteps on which only a subset of cells are active are termed
hydrodynamical sub-steps.
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Figure 5.1: A schematic description of the sprai implementation. The length of a full
hydrodynamical time-step is denoted as tHD, while sub-steps are denoted as power-of-two fractions
of tHD.
(see Section 4.2.1 for more details). Whenever the photons enter a new cell, the number of
photons absorbed in that cell during the period tHD is calculated, using the current chemical
and thermal state of the cell. Absorbed photons are removed from the calculation and are not
propagated further. This procedure is then repeated until all photons have been attenuated
or have escaped from the simulation volume.
At the end of this phase of the calculation, we therefore know the number of photons in
each energy bin that have been absorbed in each cell in the Voronoi mesh during a time
tHD. These numbers are then used to derive photoionization, photodissociation and radiative
heating rates for each cell.2 These rates are then passed as input to the second step of the
calculation. This step is the chemical update, which is carried out by the primordial sgchem
in arepo. sgchem is a module designed to follow the non-equilibrium chemical evolution of
the gas in an arepo calculation in a variety of different simulations, ranging from present-day
GMCs (e.g. Clark et al., 2019) to high-redshift minihaloes (e.g. Schauer et al., 2019). In
the test calculations presented here and in sprai-i, we use a primordial chemistry network
implemented as part of sgchem and described in Schauer et al. (2019) and other references
therein, but in principle sprai can also be used with other chemical networks. The chemical
evolution of the gas in a cell is followed on every hydrodynamical sub-step for which the
cell is active, with the photochemical rates assumed to remain constant from sub-step to
sub-step throughout the full hydrodynamical timestep tHD.
2Technically, these should be considered to be the time-averaged values of the various rates over the time
period tHD.
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5.2.2 Recombination correction at high densities
In sprai-i, the number of photons in energy bin γ removed by absorption in a given Voronoi
cell is
Nγ = Nγin
(
1 − e−τγ
)
, (5.1)
where Nγin is the number of photons in the energy bin entering the cell during a time tHD
and τγ is the mean optical depth of the cell in energy bin γ. The latter is given by
τγ = dN
∑
X
〈σγX〉xX, (5.2)
where dN is the column density of H nuclei in the cell, xX is the fractional abundance of
absorber X relative to the number of H nuclei, and 〈σγX〉 is the frequency-averaged absorption
cross-section for species X in energy bin γ. The sum is carried out over all chemical species
likely to absorb photons from this energy bin (e.g. for an energy bin 13.6 < E < 15.2 eV, we
need only consider absorption by atomic hydrogen or by bound-bound electronic transitions
in molecular hydrogen), since photons of this energy cannot photoionize H2 or He).
Absorbed photons are allocated amongst the various different species according to the
ratio
fX =
〈σγX〉xX
Σγ
, (5.3)
where Σγ =
∑
X〈σγX〉xX, so the total number of photons from energy bin γ allocated to
species X during a time tHD is fXNγ ≡ NγX. If this number is greater than the total number
of atoms/molecules of species X present in the cell, NX, then the total number of photons
absorbed is limited to this number, i.e.
NγX =
{ NγX if NγX < NXNX otherwise. (5.4)
This last check was introduced in sprai-i in an attempt to ensure that the method was
photon-conserving, i.e. that absorption in the cell did not remove more photons than were
accounted for by ionization/photodissociation events in the chemistry. However, there is
an unstated assumption here, which is that each atom/molecule in the cell can only be
ionized/dissociated once during the timestep tHD. This assumption is valid when the number
of recombinations Nrec occurring within the cell during the period tHD, is much smaller
than the number of neutral hydrogen and helium atoms3 in the cell, Nnuc, as in this case
the average number of photons absorbed per neutral nucleon will indeed be close to one.
However, if our assumption that Nrec  Nnuc is violated, as will generally be the case if
the recombination time of the ionized gas, trec, is shorter than tHD, then Equation 5.4 is no
longer valid.
3In the case of H2 photodissociation, we can make a similar argument regarding the number of H2 molecules
formed in the cell versus the number of molecules present initially, but to keep our explanation simple we
focus here purely on the atoms.
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We have addressed this issue in sprai-ii by changing the way in which we calculate the
upper limit on the number of photons that can be absorbed by a particular species in a given
cell during a single timestep. Our new approach consists of the following three steps:
1. When initializing a cell for the radiation transport, we compute a recombination
factor frec for hydrogen and helium which is the ratio of the current time-step ∆t to
the recombination time-scale trec:
frec =
∆t
trec
= ∆t nαB,X, (5.5)
where n is the nucleon number density. X stands for the element the correction is
applied to, i.e., helium or hydrogen, and αB,X is the corresponding case-B recombi-
nation coefficient. Using the nucleon number density in Equation 5.5 in general gives
an upper limit on how many photons can be absorbed, but becomes exact if the cell
is fully ionized during the timestep. The values we use for the case-B recombination
coefficients are taken from Glover and Jappsen (2007), and are based on Ferland et al.
(1992) for hydrogen and Hummer and Storey (1998) for helium:
αB,H = 2.753 × 10−14 cm3 s−1
(
315614
T
) 3
2
×
(
1 +
[
115188
T
]0.407)−2.242
,
(5.6)
αB,He = 10−11 cm3 s−1T−
1
2
[
11.19 − 1.676 log10(T)
− 0.2852 log10(T)2
+ 0.04433 log10(T)3
]
,
(5.7)
where T is the temperature in Kelvin. When exposed to ionizing radiation, the
cells heat up quickly, and so using the temperature at the start of the timestep can
be inaccurate if this is particularly low. We therefore adopt a temperature floor of
6000K in the computation of the recombination rate coefficients, using this value if
Tgas < 6000 K and otherwise using the actual temperature in the cell.
2. Each time a photon package hits a gas cell, the number of photons that are absorbed,
NγX, is limited to the number of atoms that can be ionized. To allow the absorption
of more photons for regions with large recombination rates (i.e. frec > 1) we define a
new quantity N ′X:
N ′X = NX +Nnuc,X frec, (5.8)
where Nnuc,X is the total number of nuclei of atom X in the cell. We then replace
Equation 5.4 with
NγX =
{ NγX if NγX < N ′XN ′X otherwise. (5.9)
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We note that this modification is used only when computing the number of photons
absorbed in the cell, not when computing the optical depth of the cell (Equation 5.2),
for which we continue to use the unmodified column density.
3. If additional photon packages pass through the same cell during the same radiation
transfer step, it is necessary to account for the fact that the cell has already absorbed
some photons, meaning that it has less capability to absorb any further photons. We
do this by reducing frec each time a cell absorbs photons during the radiation transfer
step:
frec,new = frec
(
1 − N
γ
X
N ′X
)
. (5.10)
We also modify the optical depth of the cell by reducing the value of xX by the same
factor:
xX,new = xX
(
1 − N
γ
X
N ′X
)
. (5.11)
Note that we use this modified version of xX only when computing the optical depth
seen by additional photon packages passing through the cell. For updating the actual
chemical state of the cell during the chemistry step, we continue to rely on the sgchem
module as before.
These changes ensure that the number of photons in energy bin γ absorbed in the cell
by species X during the radiation transport step cannot exceed N ′X. However, with these
changes alone, we found that sprai did not always converge to the expected behaviour in the
optically thin limit. This error is related to the photoionization rates being normalized to the
abundance of neutral atoms. Our way of approximately accounting for the recombinations
can lead to us slightly overestimating the number of atoms available through recombinations.
For cells with very few remaining neutral atoms, such mis-estimates can have a large impact
on the normalization factor and thus on the normalized ionization rates, resulting in these
rates becoming larger in some cases than their values in the optically thin limit. To correct
for this, we limit the photoionization rates to be no larger than their optically thin values.
In other words, for a package of Nγ photons in energy bin γ, the rate at which they ionize
species X is limited to be no larger than
Rion =
Nγ〈σγX〉dr
VtHD
, (5.12)
where dr is the approximate size of the cell and V is its volume.
5.2.3 Improved multifrequency treatment
In order to properly treat several different ionization processes in the ISM one needs to divide
the photon spectrum into several energy bins. In sprai-i, we were interested primarily in
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Bin (eV) Hdis2 H
ion Hion2 He
ion RP
11.2 - 13.6 3 - - - -
13.6 - 15.2 3 3 - - 3
15.2 - 24.6 - 3 3 - 3
24.6+ - 3 3 3 3
Table 5.1: List of energy bins and the processes for which they are responsible. ‘RP’ represents
radiation pressure, discussed in Section 5.2.4 below.
two processes, the photoionization of atomic and molecular hydrogen:
H + γ → H + e−, (5.13)
H2 + γ → H2+ + e−. (5.14)
We therefore dealt with photons in two different energy bins: photons with energies
13.6 < E < 15.2 eV, which can ionize atomic hydrogen but not molecular hydrogen, and
photons with energies E > 15.2 eV, which can ionize both atomic and molecular hydrogen.
We denoted the first bin as the 13.6+ bin and the second as the 15.2+ bin.
However, this simplified treatment of the photochemistry neglects two additional processes
that are important in the early Universe: the photodissociation of H2 and the photoionization
of helium:
H2 + γ → H + H, (5.15)
He + γ → He+ + e−. (5.16)
To treat these additional processes, it is necessary to include two additional energy bins.
Photons with energies in the range 11.2 < E < 13.6 eV – often known as Lyman-Werner
(LW) photons – can photodissociate H2 but cannot photoionize H, H2 or He. We track these
photons in the 11.2+ bin. Photons with energies E > 24.6 eV can photoionize He as well
as H and H2. We have therefore introduced a 24.6+ bin to track these photons and have
consequently changed the definition of the 15.2+ bin to include only those photons with
energies 15.2 < E < 24.6 eV. We continue to neglect the photoionization of He+ to He++
as this is unimportant for most stellar sources, other than very massive Pop-III stars.
In Table 5.1, we summarize the set of energy bins included in sprai-ii and the processes
that the photons in each bin are responsible for. Note thatwe account for the photodissociation
of H2 by photons in the 13.6+ bin, even though most of these photons will instead be
absorbed by atomic hydrogen if any is present. However, we assume that photons in the
15.2+ and 24.6+ bins photoionize H2 in preference to photodissociating it.
In order to include H2 photodissociation in sprai, it is necessary to determine an appro-
priate frequency-averaged cross-section for this process. This is not straightforward, as H2
photodissociation is a two-stage process driven by line absorption rather than continuum
absorption. For simplicity, in our present treatment we follow Baczynski et al. (2015) and
adopt a frequency-independent cross-section of σH2,dis = 2.47 × 10−18 cm2 for this process.
This value is derived by taking the ratio of the photodissociation rate D to the LW photon
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flux F in the optically thin limit, i.e. σH2,dis = D/F. We use values for D and F computed
for the Draine (1978) parameterization of the interstellar radiation field, but the ratio of D
to F varies only weakly as we change the spectral shape, so the resulting value of σH2,dis
should also be reasonably representative of what we would expect for gas illuminated by
Pop-III or metal-poor Pop-II stars. Unlike Baczynski et al. (2015), we do not currently
account for the fact that the effective H2 photodissociation cross-section decreases as the
column density of H2 between the gas and the radiation source increases owing to the effects
of H2 self-shielding. This effect is much harder to include in sprai than in a conventional
ray-tracing code, as there is no simple way in which to compute the required H2 column
densities. By omitting it, we under-estimate the attenuation of the H2 photodissociation
rate at low H2 column densities and over-estimate it at high H2 column densities. However,
this is only important in situations where the photodissociation region – which is often very
narrow – is actually resolved in the simulation, and so there are many scenarios in which
our approximate treatment is useful. Nevertheless, this remains a weakness of the sprai-ii,
and we intend to address it in future work.
We also account in our treatment of H2 photochemistry for the heating produced by
ultraviolet (UV) pumping of vibrationally-excited levels of H2. This effect results from
the fact that only ∼ 15% of the Lyman-Werner photons absorbed by H2 actually result
in photodissociation. The rest of the time, the electronically excited H2 molecule instead
radiatively de-excites to a bound ro-vibrational level in the electronic ground state. Most
of the time, the level populated by this process has v > 0, and so this results in the
production of a population of vibrationally-excited H2 molecules. At low density, the energy
associated with this vibrational excitation is eventually radiated away, but in dense gas it
is instead converted to heat by collisions. We model this process using the same approach
as in Baczynski et al. (2015): we adopt a UV pumping rate that is a factor of 6.94 times
larger than the photodissociation rate (Draine and Bertoldi, 1996) and hence adopt a total
photon absorption cross-section for H2 that accounts for both dissociation and UV pumping
and that has a magnitude σH2,tot = 7.94σH2,dis. The mean energy that is converted to
heat per UV pumping event is calculated using the density-dependent prescription given in
Appendix A of Burton et al. (1990).
Finally, in addition to the processes listed in Table 5.1, we also account for the absorption
of photons in the 11.2+ energy bin by the Lyman series lines of atomic hydrogen. Although
usually unimportant, this effect can become very important when the atomic hydrogen
column density of the gas becomes very large (see e.g. Wolcott-Green and Haiman, 2011;
Schauer et al., 2017a; Glover, 2017). We assume that photons absorbed by the Lyman β, γ,
etc. lines (all of which fall within the 11.2+ bin) are converted to some mix of Lyman-α
photons and lower energy photons. This process therefore removes H2 photodissociating
photons without a resulting chemical change in the gas. We account for this process using
an effective absorption cross-section of σLyman = 5.23 × 10−25 cm2, derived from the work
of Wolcott-Green and Haiman (2011).
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5.2.4 Radiation pressure
The final major change that we have made in sprai-ii is the inclusion of a treatment of
the effects of radiation pressure. Whenever a photon of energy E is absorbed in the gas,
the gas gains a corresponding momentum E/c and the resulting force exerted on the gas
can play a significant role in its dynamical evolution (see e.g. Haehnelt, 1995; Wise et al.,
2012b; Rahner et al., 2017, for some examples of situations in which radiation pressure is
dynamically important).
Our treatment of radiation pressure is relatively simple. For every absorbed photon, we
calculate the amount of momentum it deposits. To do this, we need to know the energy
and the direction of the photon. For the purposes of the radiation pressure calculation, we
assume that every photon absorbed in a particular type of photochemical reaction R has an
energy equal to
E = Eth,R + 〈ER〉, (5.17)
where Eth,R is the threshold energy for that reaction (13.6 eV for H ionization, 15.2 eV for
H2 ionization etc.) and 〈ER〉 is the mean excess energy deposited as heat in the gas by
that particular reaction. The latter quantity depends on the spectrum of the source and is
computed using the expression
〈ER〉 = N−1
∫ ∞
Eth,R
Fνσν,R
(
1 − Eth,R
hν
)
dν (5.18)
where
N =
∫ ∞
Eth,R
Fνσν,R
hν
dν, (5.19)
and where Fν is the radiative flux from the source and σν,R is the frequency-dependent
cross-section for reaction R. Note that although Equation 5.17 is an approximation, it is a
very good one whenever the number of photons absorbed in the cell is large, which is almost
always the case. Finally, given the energy E of the photon, and the unit vector ®n describing
its direction, the momentum it contributes to the gas follows as
®p = E
c
®n. (5.20)
During the radiation transfer step, we compute the total momentum deposited in each
cell by summing the individual vector contributions from each photon. At the end of the
radiation transfer step, we update the momentum of the gas in the cell to account for the
accumulated photon momentum. We then use the updated gas momentum to update any
other quantities in arepo that depend on the momentum, such as the gas velocity and the
total energy.
The accuracy with which this simple method captures the radiation pressure distribution
around a single source depends on the hydrodynamical resolution. In situations where we
resolve the Strömgren sphere around the source with a large number of cells, we do a good
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job of capturing the correct angular dependence of the radiation pressure, as the tests in
Section 5.3.3 demonstrate. However, the error we make increases as the number of cells in
the ionized region decreases, and in the limit where the Strömgren radius becomes smaller
than the cell size, our treatment breaks down as in this case the vector sum of the momentum
injected by an isotropic radiation source is zero. To deal with this situation, it is necessary
to modify the calculation of the momentum flux between grid cells, as outlined in Hopkins
and Grudic (2019). This requires some deep-seated changes to the operation of the arepo
hydrodynamic solver that are out of the scope of our current study, and so for the time being
we merely mention this as a caveat in the applicability of our radiation pressure treatment.
However, as a preliminary measure to avoid the loss of the momentum within the source
cell, we compute the momentum deposited by photons in each directional bin in the source
cell and redistribute this instead to the neighbouring cells.
An additional caveat is that our current treatment of radiation pressure only accounts for the
so-called direct radiation pressure due to photons emitted by individual luminous sources.
We do not account for the indirect radiation pressure resulting from e.g. the scattering
of Lyman-α photons owing to the computational complexity involved in modelling this
correctly (see e.g. Smith et al., 2018, and references therein).
5.3 Test results
In the previous section, we described the technical changes introduced in sprai-ii. Here, we
present a set of tests to show how our code performs for several problems of interest.
5.3.1 Tests of the recombination correction
In order to test the recombination correction described in Section 5.2.2 it is necessary to
carry out simulations in a regime in which we expect it to be important, i.e. a regime where
trec  tHD. This is most easily achieved by simulating the growth of an HII region in dense
gas. We have therefore carried out a series of tests similar to the ones described in the
starbench code comparison project (starbench) (Bisbas et al., 2015). In particular, we
are interested in how well the code captures both the early and the late phase of the D-type
expansion of the ionization front.
5.3.1.1 Early phase expansion
The initial conditions for this test consist of a simulation box with a size Lbox = 4 pc filled
with a gas of pure hydrogen with a uniform initial temperature T0 = 100 K and density
ρ0 = 5.21 × 10−21 g cm−3. A source emitting ÛNion = 1049 photons per second in the 13.6+
energy bin and no photons in any other bin is placed at the center of the box. The spectrum
of the source is that of a T=105 K black body, and so in the optically thin limit, each
photoionization deposits a mean energy of 0.756 eV in the gas. Following Bisbas et al.
(2015), we fix the value of the recombination coefficient at αB = 2.59 × 10−13 cm3 s−1 –
the case-B value appropriate for a gas with temperature T = 104 K – rather than using the
temperature-dependent value given by Equation 5.6. However, unlike in Bisbas et al. (2015),
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Setup ∆tRT (Myr) Rec. Corr. XH+ T (K) R (pc)
wo_p1 3.768e-04 7 0.50 7247 1.16
wo_0 3.768e-05 7 0.88 7969 0.99
wo_m1 3.768e-06 7 0.99 8568 0.96
w_p1 3.768e-04 3 1.00 8749 0.94
Table 5.2: Simulation settings of the recombination test. The third column indicates whether or not
the run was carried out using the recombination correction described in Section 5.2.2. The fourth
and fifth columns list the mass-averaged values of the ionization fraction XH+ and temperature T
within the central 0.5 pc of the Strömgren sphere at time of 80.4 kyr. The last column shows the
radius R of the Strömgren sphere at the same time.
we do not fix the temperature of the ionized gas itself to 104 K, but instead solve for its actual
temperature as a function of time using the sgchem module. We allow the simulation to
evolve for a total of 141 kyr before terminating it.
Mtarget = 1.53 × 10−3M
( n
104 cm−3
)−1
, (5.21)
where n is the nucleon number density. This value was chosen to ensure that the gas in the
initial Strömgren volume is resolved by at least a few hundred cells regardless of the initial gas
density provided that the flux of ionizing photons from the source exceeds ÛNion = 1048 s−1,
a requirement that is satisfied in all of the test problems presented in this chapter. We note
that this Strömgren refinement criterion scales more steeply with density than the commonly
used Jeans refinement (Truelove et al., 1997), which scales as MJeans ∝ 1/√n. This steeper
scaling implies that at high enough densities Jeans refinement is always insufficient for
resolving ionizing radiation feedback.
We set up four different simulations. Three of these are carried out without the modi-
fications described in Section 5.2.2 while the fourth one includes our new changes. The
radiation time-step ∆tRT in the first case wo_p1 is an order of magnitude higher than the
recombination time trec. In the second simulation, wo_0, the two times are of the same order
of magnitude. In the third simulation, wo_m1, ∆tRT is an order of magnitude lower than trec.
Finally, in the last simulation, w_p1, we use the same settings as in wo_p1 but with the
recombination correction switched on. The different settings are summarized in Table 5.2.
In the top panel of Figure 5.2, we show how the radius of the ionization front4 (I-front)
varies as a function of time in the four different simulations. In this Figure, we focus on the
expansion of the I-front at early times (t < 140 kyr). The time resolution of our output dumps
is too coarse to capture the extremely short initial phase of R-type expansion, which lasts for
a period of the order of a single recombination time, but allows us to follow the later D-type
expansion of the front. We see immediately from Figure 5.2 that the behavior of the I-front in
run wo_p1 is significantly different from its behavior in the other runs. If ∆tRT > trec and we
4For the purposes of this test, we defined the radius of the ionization front to be the radial distance from the
source at which the spherically-averaged mass fraction of ionized hydrogen first drops below 10%.
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Figure 5.2: Early phase of the D-type expansion. The top panel shows the radius of the I-front as a
function of time in our four test runs, plus two analytical solutions of Hosokawa and Inutsuka
(2006a) marked by dashed lines: RHI, calculated using the mean sound speed of the ionized gas, and
RHI,SB, calculated using a fixed sound speed of 12.85 km s−1, as in the starbench tests. The
bottom panel shows the relative error in the radius in each simulation compared to RHI.
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do not correct for the effects of recombinations within the ionized gas, the sprai algorithm
removes too few photons within the ionized region. As a result, more photons reach the edge
of the HII region than should be the case, leading to an overestimate of the size of the ionized
region. At the same time, the photoionization and photoheating rates within the ionized
gas are smaller than they should be, causing us to underestimate the ionization fraction and
the temperature of the ionized gas. This is demonstrated quantitatively in Table 5.2, where
we list the mean fractional ionization and temperature calculated within the inner 0.5 pc of
the HII region in each run at a time 80.4 kyr. In run wo_p1, the gas in this region is only
partially ionized and has a lower temperature than the gas in the same region in the runs
with shorter ∆tRT. This behavior can also be seen quite clearly in Figure 5.3, where we
show spherically-averaged radial profiles of the fractional ionization, temperature, density
and isothermal sound of speed at time t = 80.4 kyr.
Reducing the size of ∆tRT alleviates both problems, as expected. In particular, in run
wo_m1, where ∆tRT  trec, we recover much more reasonable (although still slightly low)
values for the fractional ionization and temperature in the HII region. However, the improved
physical fidelity of the run with a smaller ∆tRT comes at a steep computational cost. Indeed,
run wo_m1 proved to be so costly that we were forced to terminate it after only 94.5 kyr.
Our new recombination correction also successfully eliminates the problems apparent
in run wo_p1, but at much lower computational cost. From the Figures 5.2 and 5.3 and
Table 5.2, we see that run w_p1 produces very similar results to run wo_m1 despite being
carried out with a radiation timestep that is 100 times larger than in run wo_m1.
The expansion rate of the D-type front in w_p1 also agrees well with the analytic solution
of Hosokawa and Inutsuka (2006a):
RHI = RSt
(
1 +
7
4
√
4
3
cit
RSt
)4/7
. (5.22)
Here RSt = 0.314 pc is the size of the Strömgren radius at point at which the I-front transitions
from R-type to D-type. For the isothermal sound speed we took the value ci = 10.96 km s−1,
which is the mean value within the ionized region in simulation w_p1. The main difference
between the Hosokawa-Inutsuka solution and the better known Spitzer (1978a) solution is
that the former accounts for the inertia of the shocked neutral gas, which is neglected in the
Spitzer solution.
Note that although the setup of our test problem is very similar to the D-type ionization
front test in the starbench code comparison project, our solution for RHI differs from their
solution (RHI,SB, also shown in Figure 5.2). The reason for this is the difference in the
temperature of the ionized gas in our calculation compared to the simulations presented in
Bisbas et al. (2015). These simulations fix the temperature of the ionized gas at 104 K,
corresponding to an isothermal sound speed ci = 12.85 km s−1. Our simulations do not
prescribe the ionized gas temperature but instead solve for it self-consistently, with the result
that we recover a slightly lower ionized gas sound speed and hence find slower expansion of
the I-front than in Bisbas et al. (2015).
In the lower panel of Figure 5.2, we show the relative error between the position of the
simulated I-front in each of the simulations and the Hosokawa-Inutsuka solution RHI. In
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Figure 5.3: Radial profiles of various gas properties in the D-type test simulations at a time
t = 80.4 kyr. From top to bottom, the panels correspond to the mass fraction of ionized hydrogen,
the temperature, the density and the isothermal sound speed, respectively. The apparently extended
nature of the transition from ionized to neutral gas is a consequence of the grid resolution: at a
density of 10−20.5 g cm−3, characteristic of this transition region, the radius of a single cell is
∼ 0.05 pc, and so the entire transition extends over only a couple of cell lengths.
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the simulations without the recombination fix, the relative error is largest at the beginning
of the simulation and decreases as the I-front grows. However, it remains significant in run
w0_p1 for the entirety of the time shown here, asymptoting to a value of around 20%. In
contrast, in the run with the recombination fix, the relative error remains small throughout
the simulation, never exceeding 2%.
5.3.1.2 Late phase expansion
We have also tested whether sprai recovers the correct behaviour of the D-type front at late
times, as the ionized gas approaches pressure equilibrium with the surrounding neutral gas,
again following the approach of Bisbas et al. (2015). The initial conditions in this case are
similar to those for the early phase expansion described in Section 5.3.1.1, with a few minor
changes. The simulation box now has a size of Lbox = 10 pc and the initial temperature
of the hydrogen gas is T0 = 1000 K. The higher initial temperature is necessary in order
to ensure that the HII region can reach pressure equilibrium within a reasonable timescale.
The other parameters of the problem are the same as in Section 5.3.1.1, except that in this
case the system is evolved for 3 Myr, rather than 141 kyr.
We set up two different simulations. Simulation wo_p1 is carried out without the recom-
bination correction and with a radiation time-step that is an order of magnitude larger than
the recombination time. Simulation w_p1 is carried out with the same radiation time-step
but includes the recombination correction. We do not carry out simulations analogous to
the early phase runs wo_0 and wo_m1, as the smaller size of the radiation time-step in these
runs makes them too computationally demanding to run for long times.
In Figure 5.4, we demonstrate how the I-front radius evolves with time in simulations
wo_p1 (purple line) and w_p1 (red line). The dotted lines show the late-time extension of
the Spitzer solution given by Raga et al. (2012), denoted in the Figure as RRGI, with the grey
line indicating what we obtain if we adopt a fixed sound speed of 12.85 km s−1, and the
black line showing the result when we use the mean sound speed of the ionized gas. The
dot-dashed lines correspond to the late-time extension of the Hosokawa-Inutsuka solution
(Raga et al., 2012), denoted in the Figure as RRGII, using the same color scheme. In their
code comparison study, Bisbas et al. (2015) found that the actual late phase expansion of a
D-type I-front initially overshoots RRGI, owing to the inertia of the expanding shell, before
settling back to this solution at late times. They constructed the semi-empirical equation
RSB = RRGII +
(
1 − A exp
[
− t
Myr
] )
(RRGI − RRGII) . (5.23)
to describe this behaviour, with the fit parameter ASB = 0.733. This equation is denoted by
the grey dashed line in Figure 5.4. The black dashed line shows a similar empirical fit in
the case where we use the mean ionized gas sound speed, rather than the fixed value from
Bisbas et al. (2015), with a smaller fitting parameter ASPRAI = 0.474.
Comparing the behaviour of our two simulations with these different predictions, we see
first of all that run wo_p1 agrees surprisingly well with the value of RSB from starbench.
However, this appears to be a coincidence: the sound speed in the ionized gas in run wo_p1,
and hence the thermal pressure, is lower than that assumed to derive RSB and so there is
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Figure 5.4: Test of the late phase expansion of a D-type I-front, using the same test setup as in the
equivalent starbench test. The purple line shows the result without the recombination correction
(run wo_p1), while the red line shows the result when this is included (run w_p1). The other lines
show various predictions computed using either a fixed ionized gas sound speed (grey) or the
time-varying mean value taken from the simulation (black). For details of these predictions, see the
discussion in Section 5.3.1.2.
no reason a priori why we should expect the results to agree. Looking at run w_p1, which
we know from the previous section does a better job of modelling the early time evolution
of the I-front, we see behavior which matches our expectations: the I-front radius initially
overshoots the value of RRGI computed using the appropriate ionized gas sound speed, but
then settles back to this value at late times. This can be described with an equation of the
form of Equation 5.23, but with a somewhat smaller fitting parameter than in the Bisbas
et al. (2015) test (ASPRAI < ASB), likely due to the lower sound speed and consequent slower
expansion of the I-front.
5.3.2 Multi-frequency ionization test
As described in Section 5.2.3, one of the new features in sprai-ii is the inclusion of helium
photoionization. In order to test that this new functionality is working correctly, we have
run a test along the lines of the one presented in Paardekooper et al. (2015). We set up a
3D simulation box with a single source in the center. The box has a side length of 14 kpc
and an initial particle density n = 10−3 cm−3. The gas consists of a mix of hydrogen and
helium, with mass fractions of 0.76 and 0.24 respectively, and is initially neutral. Using this
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Figure 5.5: Results of the multi-frequency test (Section 5.3.2). The upper panel shows the radial
profile at t = 30 Myr of the H, H+, He and He+ abundances surrounding a source emitting 5 × 1048
photons s−1 in the 13.6+ energy bin and no photons in any other energy bin. As expected, the
photons create an HII region without an accompanying HeII region, as they have insufficient energy
to ionized helium. In the lower panel, we show the abundance profiles we recover at the same
output time if we instead distribute the same number of ionizing photons across all of the energy
bins with the relative distribution matching that for a 105 K black body spectrum. In this case,
an HeII region is formed that closely tracks the HII region.
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Figure 5.6: Density in a slice through the centre of each of the HII regions modelled in the
radiation pressure test (Section 5.3.3). Each column has different initial settings. The labels in the
upper row indicate the time corresponding to the slice and the initial density of the gas, in
units of cm−3. The upper row of panels shows results from runs without radiation pressure. The
bottom row shows the same for runs with radiation pressure.
setup, we carry out two simulations. In the first, the source emits 5 × 1048 photons s−1 in
the 13.6+ energy bin, with the emission in all of the other energy bins set to zero. In the
second, we retain the same photon emission rate, but now distribute the photons amongst
all of the different energy bins according to the spectral energy distribution of a 105 K black
body. Both simulations are run for a total of 30 Myr each.
In Figure 5.5, we show the radial profile of the H, H+, He and He+ abundances at the
end of each simulation. In the simulation with photons only in the 13.6+ energy bin,
the expectation is that the code should produce an HII region but no HeII region, since
the photons in this energy bin are unable to photoionize helium5. On the other hand, in
the run with photons distributed over all bins, we expect the formation of an HeII region
that coincides with the HII region (Osterbrock and Ferland, 2006). Figure 5.5 clearly
demonstrates that the behaviour we recover in the simulations is completely in line with
these theoretical expectations, demonstrating that helium photoionization is being treated
correctly by the code.
5.3.3 Tests of direct pressure from ionizing radiation
This test is based on a similar test in the ramses radiation transfer implementation (ramses-
rt) (Rosdahl and Teyssier, 2015). The setup is very simple. An ideal monochromatic source
emitting 1.8 × 1050 photons s−1 in the 13.6+ radiation bin is placed at the centre of a box
filled with hydrogen gas. The gas initially has a uniform H nuclei number density n0 and
5Collisional processes within the HII region, such as collisional ionization of He or charge transfer from H+
are able to produce some He+ even in the absence of photoionization, but in practice the resulting He+
fraction is very small.
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Figure 5.7: As Figure 5.6, but showing the temperature in the slice. The initial value of the gas
temperature at the beginning of the simulation is 104 Kelvin.
n0 (cm−3) Lbox (pc) tmax (Myr)
10−3 5 × 104 103
100 9 × 102 103
103 1.1 × 101 101
105 6 × 10−1 3 × 10−1
107 4 × 10−2 10−2
Table 5.3: Initial conditions for the radiation pressure tests. The columns from left to right
correspond to the initial number density, the box size and the maximum time of the run, respectively.
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temperature T0 = 104 K. For the purposes of the test, we set the hydrogen photoionization
cross-section to σH = 2.32 × 10−18 cm2 and the mean excess energy to 〈ER〉 = 0.756 eV.
In all tests we use periodic boundary conditions and an initial grid resolution of 643 zones.
However, in the vicinity of the source, we further refine the cells using the same criterion as
in Section 5.3.1.1.
We carry out five sets of simulations, which cover 10 orders of magnitude in number
density, ranging from values characteristic of the high-redshift intergalactic medium to
those found within dense, star-forming cores, as summarized in Table 5.3. Since the size of
the low density bubble created by the radiation depends on the gas density, we use different
box sizes Lbox for the different simulations. For each initial density, we run two simulations:
one in which we include the effects of radiation pressure (denoted RP below) and one in
which we do not include its effects (denoted no-RP). All of the simulations make use of the
recombination correction described in Section 5.2.2.
In Figure 5.6 we show slices through the density distribution in each simulation at the
specified time. We see that in every case, the effect of the radiation source is to produce a
low density bubble within the surrounding higher density gas. In the no-RP runs, this bubble
is created purely by the thermal pressure of the ionized gas, as in the D-type I-front tests in
the previous section. The runtime of each simulation is long enough to ensure that in every
case the ionized bubble has reached pressure equilibrium by the end of the simulation. We
therefore expect the final ionized gas density in the no-RP runs to be given by
nion =
1
2
nneut
Tn
Tion
, (5.24)
where nion and nneut are the number densities of H nuclei in the ionized and neutral gas,
respectively, and Tion and Tneut are the corresponding temperatures. The factor of two
accounts for the presence of the electrons in the ionized gas. This expression assumes that
the ionized gas and neutral gas are both isothermal. This assumption is violated in our
simulations, but in practice the deviations from isothermality are small (see Figure 5.7) and
so Equation 5.24 remains a useful guide to the expected value of nion. From Figure 5.7,
we see that the temperature of the neutral gas at the end of the simulation ranges from
Tneut ∼ 1.1× 104 K in the lowest density run to T ∼ 7000 K in the highest density run, while
Tion ∼ 9000 K in every run. We therefore expect nion/nneut to vary between 0.6 in the lowest
density run and 0.4 in the highest density run, in good agreement with the behaviour we see
in the upper panel in Figure 5.6. We have also verified that the final size of the HII region
in each case is consistent with the value expected for the corresponding nion and Tion.
In the RP runs, radiation pressure provides an additional outwards-pointing force on the
ionized gas. The importance of this force depends on its size in comparison to the thermal
pressure force: in cases where thermal pressure dominates, we expect to see very little
change between the no-RP and RP runs, while in cases where radiation pressure dominates,
or is simply comparable in magnitude to the thermal pressure, its inclusion should result in
a much larger difference between the no-RP and RP runs. Following Rosdahl and Teyssier
(2015), we can get a simple estimate of the likely importance of radiation pressure in each
RP simulation by comparing the size that the bubble would have if it were entirely radiation
pressure supported, rγ, with the size of the thermal pressure supported bubble formed in
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the corresponding no-RP simulation. In the case where radiation pressure dominates, the
absorption of radiation occurs mostly at the edge of the bubble, and rγ satisfies (Rosdahl and
Teyssier, 2015)
nneutkBTneut =
L
4pir2γc
, (5.25)
where kB is Boltzmann’s constant, L is the ionizing photon luminosity of the central source
and c is the speed of light. In our test case, L = 4.1 × 1039 erg s−1 and so this yields
rγ ' 29(nneutTneut,4)1/2
pc, (5.26)
where Tneut,4 is the temperature of the neutral gas in units of 104 K. Evaluating this for
the different simulations, we find that for the runs with n0 = 10−3,100 and 103 cm−3, rγ is
much smaller than the size of the thermal pressure-supported bubble. We therefore expect
radiation pressure to have little impact on the outcome of these simulations. On the other
hand, for the run with n0 = 105 cm−3, rγ is roughly half the size of the radius of the thermal
pressure-supported bubble, while for the run with n0 = 107 cm−3, it is slightly larger. We
would therefore expect radiation pressure to play a dynamically significant role in these two
simulations.
Examination of Figure 5.6 shows that the results we obtain with sprai are completely
in line with these expectations. In the three lower-density runs, the inclusion of radiation
pressure has no significant effect on the size or density structure of the ionized bubble.
On the other hand, in the run with n0 = 105 cm−3, where radiation pressure is important
but sub-dominant, the bubble in the RP simulation is appreciably larger than in the no-RP
simulation, and the radiation pressure has started to clear away some of the gas from the
centre of the HII region. Finally, in the run with n0 = 107 cm−3, the size of the HII region
in the RP simulation is substantially larger than in the no-RP simulation, and in addition the
radiation pressure has driven most of the gas out of the centre of the HII region and into a
thin dense shell at the edge of the ionized region.
5.4 Summary
In this chapter, we have presented extended version of sprai, an implementation of the
simplex radiation transfer algorithm in the arepo moving-mesh code. This new version of
the code differs from the sprai-i, presented in Chapter 4, in three main respects. First, we
have changed the way in which we compute the number of photons absorbed within each
cell during a single timestep in order to properly account for the recombinations occurring in
the cell during the timestep. This modification enables us to use sprai to model the growth
of HII regions in dense gas without the need to limit the hydrodynamical timestep to be
smaller than the recombination time trec, thereby dramatically improving the computational
performance of the code.
Second, we have improved the multifrequency treatment implemented in sprai by ac-
counting for two new photochemical processes not included in sprai-i, the photoionization
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of helium from He to He+ and the photodissociation of H2. We also account for the gas heat-
ing associated with these processes. These modifications improve the fidelity with which we
can model the chemistry of metal-free HII regions and photodissociation regions (PDRs).
Finally, we have included a treatment of the effects of radiation pressure. We now track the
momentum imparted to the gas each time an ionizing or Lyman-Werner photon is absorbed
and update the gas velocity at the end of each radiation transfer step to account for the
accumulated momentum.
Together, these updates to sprai equip it with the essential physical tools that are necessary
to model radiative feedback from Pop-III stars in the early Universe. Our tests of the new
features (Section 5.3) show that all are working well and we therefore consider sprai-ii ready
to be used for science applications. These will include the study of ionization feedback in
Pop-III star formation (see the following Chapter 6), as well as investigations of cosmological
reionization, the transition from Pop-III to Pop-II star formation and X-ray feedback from
high-redshift X-ray binaries.
66
6 Radiation in Population III star formation
This chapter is an excerpt from the prepared paper about Population III stars star formation
that we plan to submit to the journal after the publication of this thesis. I am the first author
and prepared and ran all the simulations. We base our initial conditions of the cloud collapse
from the previous simulations of K.M.J.Wollenberg. L. Haemmerlé and S. Geen helped on
setting up the primordial stellar spectra. R.S.Klessen did the editing of the introduction text
and S.C.O.Glover on the part with chemistry.
In this chapter, we present an application of the sprai radiation transport in the process of
star formation. In the Section 6.1, we give an introduction andmotivation for our simulations.
Afterward, in Section 6.2, we describe the physics that we included in the model and in
Section 6.3 our initial conditions. In the last two Sections 6.4 and 6.5, we present our results
and give a discussion, respectively. The final Section 6.6 concludes our results.
6.1 Introduction
In this chapter, we study the impact of radiative feedback on the dynamical evolution of
the star-forming gas with specific emphasis on resolving the immediate vicinity of the
stars with very high precision. Since the protostellar Kelvin-Helmholtz contraction time
decreases rapidly with increasing stellar mass, massive stars enter the hydrogen burning
main sequence while still accreting (Zinnecker and Yorke, 2007; Maeder andMeynet, 2012).
The resulting stellar parameters strongly depend on the details of the mass growth history,
stressing again the importance of properly resolving the accretion flow onto the protostar in
numerical simulations. In the low-mass halos investigated here, with typical accretion rates
below ÛM ≈ 10−3 M, the resulting Pop-III stars are compact and very hot at their surface
(Hosokawa and Omukai, 2009; Hosokawa et al., 2010, 2012). They emit large numbers of
Lyman-Werner and ionizing photons (Schaerer, 2002) that can significantly influence their
birth environment. And so, the question of how long the resulting HII regions remain small
and compact, and when or whether they break out of the parental halo, is crucial for our
understanding of how they might affect stellar birth in neighboring halos. Many aspects
of this problem have been addressed, for example by Kitayama et al. (2004), Whalen et al.
(2004), Alvarez et al. (2006), Abel et al. (2007), Yoshida et al. (2007), Greif et al. (2008),
Wise et al. (2012b), Wise et al. (2012a), or Jeon et al. (2014). Here we focus on the impact
of radiative feedback on the immediate birth environment of the star and on the question
of how this influences the fragmentation behavior of the disk and the resulting stellar mass
spectrum.
When studying this problem in primordial star formation, we can seek guidance from
models of stellar birth at present days. Radiation hydrodynamic simulations in 2D and
3D (Yorke and Sonnhalter, 2002; Krumholz et al., 2009; Kuiper et al., 2010, 2011; Peters
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et al., 2010, 2011; Commerçon et al., 2011; Rosen et al., 2016) demonstrate that once a
protostellar accretion disk has formed, it quickly becomes gravitationally unstable and so
material in the diskmidplane flows inwards along dense filaments, whereas radiation escapes
through optically thin channels above the disk. Even ionized material can be accreted, if the
accretion flow is strong enough (Keto, 2007). Radiative feedback is thought not to be able
to shut off the accretion flow onto massive stars. Instead it is the dynamical evolution of
the disk material that controls the mass growth of individual protostars. Accretion onto the
central object is shut off by the fragmentation of the disk and the formation of lower-mass
companions which intercept inward-moving material (see, e.g. Girichidis et al., 2012). This
requires 3D simulations, since the fragmentation process is not properly captured in two
dimensions.
Due to the lack of metals and dust, the accretion disks around Pop-III stars can cool less
efficiently and are much hotter than disks at present days (Tan and McKee, 2004; Glover,
2005). Similarly, the stellar radiation field couples less efficiently to the surrounding because
the opacities are smaller (Glover, 2011). It is thus not clear how well the above results can be
transferred to the primordial case. Radiation hydrodynamic simulations in 2D, for example,
have been presented by Hosokawa et al. (2011), Hirano et al. (2014), and Hirano et al.
(2015). They find that radiative feedback can indeed stop stellar mass growth and blow
away the accretion disk, resulting in large HII regions that break out of the parental halo.
They also report final stellar masses in the range from a few 10M up to about 1000M.
However, these calculations cannot capture disk fragmentation and the formation of multiple
stellar systems. Three-dimensional calculations have been reported by Stacy et al. (2012),
Susa (2013), Susa et al. (2014), and Hosokawa et al. (2016). These studies find widespread
fragmentation, again with a wide range of stellar masses down to ∼ 1M. And again,
they find that HII regions eventually break out and grow extremely large. But, also these
simulations have their limitations and shortcomings, both in terms of resolution or in the
number of physical processes included. High resolution is essential for correctly computing
the recombination rate in ionized or partially ionized gas. It goes quadratic with the density,
and consequently, not resolving the high-density shell of gas swept up by the expanding
ionized bubble can result in dramatically wrong HII region expansion rates and sizes (see,
e.g. Rahner et al., 2017, 2019). Similarly, treating only ionizing radiation and neglecting the
impact of Lyman-Werner wavebands can lead to large errors in the overall photon escape
fraction (Schauer et al., 2015).
Our goal here is to improve on both aspects. We demonstrate that sufficient numerical res-
olution and the correct treatment of all key radiative transfer processes lead to a qualitatively
different picture than what was previously presented. We find that in many cases, the HII
regions surrounding high-mass Pop-III stars are locally trapped and do not break out easily.
This has considerable consequences for our understanding of the epoch of reionization and
for cosmic metal enrichment. If photons do not travel far, Pop-III stars may not be important
for the initial phases of cosmic reionization. Similarly, if the supernovae of Pop-III stars do
not explode in large ionized cavities, but instead in regions of relatively high density, then
the heavy elements produced in such events may not get far and early enrichment and mixing
may be inefficient.
This chapter is structured as follows. The Section 6.2 describes numerical methods used
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in our simulation setup. In the Section 6.3 we introduce our set of initial conditions and
simulation settings. Results of the simulations are given in the following Section 6.4. After
that, in Section 6.5 we discuss our results, show caveats of our model and compare our
simulation technique with the recent literature. The last section concludes our findings and
describes our further plans.
6.2 Numerical Methods
For our simulations we use a version of the cosmological hydrodynamical code arepo
(Springel, 2010) that incorporates several modules that we have developed for modelling
Pop-III star formation. These include a detailed model of the chemistry and thermal physics
of primordial gas, collisionless sink particles, which we use to represent individual Pop-III
stars, and the sprai radiative transfer module (sprai-i: Jaura et al. 2018; sprai-ii: Jaura
et al. (2020)). The latter is a novel treatment of the effects of ionizing and photodissociating
radiation based on the simplex algorithm (Kruip et al., 2010; Paardekooper et al., 2010). In
this section, we describe each of these modules in more detail.
6.2.1 Chemistry and thermal physics
To model the chemistry of primordial gas, we use a similar chemical network to the one used
by Wollenberg et al. (2019). This network is based on the one described in detail in Clark
et al. (2011a), but includes several updates to the chemical rate coefficients, as outlined in
Schauer et al. (2017b). The only significant difference between the chemical network used in
our current study and the one adopted in these previous studies is the inclusion of the effects
of photodissociating and photoionizing radiation from massive Pop-III stars. We include
four main processes: Lyman-Werner (LW) photodissociation of H2, and photoionization of
H, He and H2. The first three of these correspond to the reactions
H2 + γ → H + H, (6.1)
H + γ → H+ + e−, (6.2)
He + γ → He+ + e−. (6.3)
The photoionization of H2 in principle should be represented by the reaction
H2 + γ → H+2 + e−, (6.4)
but in the dense ionized gas that we are concerned with in this study, we assume that
all of the resulting H+2 will rapidly be destroyed by dissociative recombination, resulting
in the production of two hydrogen atoms. We therefore include this process using the
pseudo-reaction
H2 + γ → H + H. (6.5)
The reaction rates for these four processes are computed using the sprai radiation transfer
module, described in Section 6.2.3 below. In principle, we should also account for the
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photodetachment of H− and photodissociation of H+2 by photons from the massive Pop-III
stars. However, in practice, we do not expect these reactions to be important in the conditions
simulated here, since we are primarily interested in the behaviour of the dense gas close to
the stars, and in this dense gas, three-body formation of H2 dominates over formation via
the H− or H+2 pathways.
As inWollenberg et al. (2019), we also make the simplification that in gas denser than n =
108 cm−3, the HD/H2 ratio and atomic D/H ratio are both simply equal to the cosmological
D to H ratio, xD,tot = 2.6×10−5, enabling us to neglect the portions of the chemical network
involving deuterium. At high densities, the reactions responsible for converting H2 to HD
(or vice versa) and for transferring charge from H+ to D and from D+ to H are extremely
rapid, and modelling them accurately in the chemical module is therefore computationally
costly, and yet results in HD/H2, D/H etc. ratios that are very close to the cosmological D to
H ratio. Making this simplification therefore allows to substantially speed up our simulations
while resulting in very little difference in the behaviour of the gas. As a consequence of
this simplification, we do not explicitly treat the photoionization of D or photodissociation
of HD in our model.
As well as the chemical evolution, we also solve simultaneously for the thermal evolution
of the gas due to the effects of radiative and chemical heating and cooling. Tomodel radiative
cooling from H2 rotational and vibrational line emission, we use the detailed H2 cooling
function presented in Glover and Abel (2008), updated as described in Glover (2015a).
The effects of H2 line opacity in dense gas are accounted for using the modified Sobolev
approximation introduced byClark et al. (2011b). Cooling due to collision-induced emission
(CIE) from H2 is accounted for using an optically thin rate from Ripamonti and Abel (2004)
and the opacity correction described in Clark et al. (2011b). For HD cooling, we use the
temperature and density-dependent rate given in Lipovka et al. (2005). We also account
for radiative cooling due to electronic excitation of H, He and He+, the recombination of
H+ and He+, Compton cooling and bremsstrahlung using the rates given in Glover and
Jappsen (2007). Radiative heating due to the photoionization of H, H2 and He and the
photodissociation of H2 is computed using sprai (see later). Chemical heating due to H2
formation and chemical cooling due to the collisional dissociation of H2 and the collisional
ionization of H and He are modelled as in Clark et al. (2011b).
Finally, we account for the fact that in gas with a significant molecular fraction, the
adiabatic index γ varies as a function of the temperature and H2 fraction. We use the
HLLD Riemann solver built into arepo (Pakmor et al., 2011), which supports the use of
a variable γ, and compute the variation of γ with temperature and chemical composition
using the same approach as in Boley et al. (2007).
6.2.2 Sink particles
Ideally, when modelling the formation of Pop-III stars, we would like to be able to follow
the gravitational collapse of the gas down to the scale of the individual stars themselves.
Unfortunately, the computational demands of doing so are extremely high. For example,
Greif et al. (2012) follow the collapse of primordial gas down to scales of less than a solar
radius, corresponding to protostellar densities. However, as a consequence, they are only
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able to follow the evolution of the system for ∼ 10 yr. This is orders of magnitude shorter
than the time required to form even a single massive star, making this approach impractical
for our purposes. Instead, it is necessary to use an approach in which the collapse of the gas
is not followed down to such small length scales.
There are two main ways in which this can be accomplished. One possibility is to
force the gravitational collapse of the gas to stop earlier than it would do in reality, by
modifying either the equation of state or the cooling function (see e.g. Vorobyov et al., 2013;
Machida and Nakamura, 2015; Hosokawa et al., 2016; Hirano and Bromm, 2017; Susa,
2019). Alternatively, collapsing regions can be removed from the simulation entirely and
replaced with collisionless sink particles or sink cells (e.g. Clark et al., 2011b; Susa et al.,
2014; Stacy et al., 2016).
In our simulations, we have chosen to use the latter approach. Our sink particle model
is described in detail elsewhere (Wollenberg et al., 2019) and so here we give only a few
basic details. arepo grid cells become eligible for conversion into sink particles if they
have densities exceeding a threshold density nth and are also situated at a local minimum of
the gravitational potential. In addition, the gas within a sphere of radius racc (the accretion
radius) around the candidate cell must be gravitationally bound and collapsing. Finally, sink
formation is suppressed in cells that are already closer than racc to an existing sink particle.
Once created, sink particles can accrete gas from any cells that are located at a distance
r ≤ racc from the sink. The gas must be gravitationally bound to the sink and the cell must
have a density n > nth. If both of these conditions are satisfied, then the sink accretes
sufficient gas from the cell to reduce the cell density to nth (or 90% of the total cell gas mass
if this is smaller). In the simulations presented in this chapter, we adopt a density threshold
nth = 7.248 × 1013 cm−3. We carry out simulations with three different values of the sink
accretion radius, 2, 10 and 30 AU, as summarized in Table 6.2 and discussed in more detail
Section 6.3.
As our sinks represent individual protostars (or, later, main sequence stars), it is also
necessary to account for the energy released as gas accretes onto their surfaces. The con-
tribution that this makes to the flux of ionizing and photodissociating photons is accounted
for using the method described in Section 6.2.3.1 below. However, in addition, it is also
necessary to account for the heating of the gas by the accreting protostars prior to them
reaching the main sequence. This accretion luminosity is typically characterised by a low
radiation temperature and hence does not contribute to the aforementioned fluxes, but nev-
ertheless is important for regulating the fragmentation of the gas (Smith et al., 2011). We
treat the effects of this accretion luminosity heating using the method described in detail in
Wollenberg et al. (2019), which itself is a slightly modified version of an approach first used
in Smith et al. (2011). Briefly, we use a simple model of the pre-main sequence evolution of
the protostars to solve for their bolometric luminosity as a function of their mass and their
current accretion rate. Since the effective temperatures of the protostars during the pre-main
sequence phase are typically Teff  104 K, we assume that the gas surrounding them is
optically thin to their continuum emission, meaning that the flux of radiation at a distance R
from a protostar with accretion luminosity L is simple F = L/(4piR2). The heating rate of
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the gas due to this flux then follows from
Γacc = ρκP(ρ,T)F, (6.6)
where ρ is the gas density and κP is the Planck mean opacity of the gas at its current density
and temperature, which we interpolate from the values tabulated by Mayer and Duschl
(2005).
6.2.3 Modelling ionizing and photodissociating radiation with sprai
While the accreting protostars remain in the pre-main sequence phase of their evolution,
they have large radii and low effective temperatures (Omukai and Palla, 2001, 2003) and
primarily affect their surroundings via the accretion luminosity heating discussed in the
previous section. However, as a Pop-III protostar approaches the main sequence, its radius
significantly decreases and its effective temperature substantially increases (see Figure 6.1).
As a consequence, the star becomes a source of both ionizing and photodissociating photons,
provided its mass is large enough.
To manage the transport of ionizing and photodissociating radiation through the Voronoi
mesh cells in our simulations and to compute the resulting photochemical and heating
rates, we use the sprai radiation transfer module, described in previous Chapters 4 (Jaura
et al., 2018) and 5 (Jaura et al., 2020), sprai is a ray-tracing method based on the simplex
algorithm of Kruip et al. (2010) and Paardekooper et al. (2010), which is a variant of the short
characteristics approach. At the beginning of each full hydrodynamical timestep1, sprai
calculates the number of photons emitted by each source in each of the tracked energy bins,
using the procedure described in Section 6.2.3.1 below. These photons are distributed equally
amongst a set of directional bins associated with the gas cell in which the source resides. The
photons are then moved step by step on the mesh along paths that approximately follow the
directions defined by the directional bins. The effects of attenuation are computed for each
cell that the photons pass through and the photons are propagated until they are completely
attenuated. Finally, the number of photons in each energy bin absorbed in each cell during
the timestep is used to calculate the corresponding photoionization, photodissociation and
photoheating rates, which are passed on to the chemistry module.
A strength of sprai in comparison to more conventional long characteristics methods (e.g.
Wise and Abel, 2011) is that every cell can potentially act as a source cell and hence the
computational cost of the method is determined by the number of cells that are ionized and
not be the number of ionizing sources. This makes it a good choice for situations containing
multiple sources of radiation, as in the simulations described later in this chapter.
6.2.3.1 Emission from accreting Population III stars
The sink particles formed in our simulations are taken to represent individual Pop-III stars,
and therefore each acts as a source of radiation. To model the emission from each sink, we
make use of the Pop-III stellar models presented in Haemmerlé et al. (2018). These models
1A full hydrodynamical timestep in arepo is one on which all of the mesh cells are synchronized.
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Figure 6.1: Dependence of the stellar effective temperature (top) and the stellar radius (bottom) on
the mass of the star and its accretion rate. Radii and temperatures for stars heavier than 75 M stay
constant.
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Bin (eV) Hdis2 H
ion Hion2 He
ion
11.2 - 13.6 3 - - -
13.6 - 15.2 3 3 - -
15.2 - 24.6 - 3 3 -
24.6+ - 3 3 3
Table 6.1: List of energy bins and the processes for which they are responsible.
use the current mass of the star together with its mass accretion rate in order to compute the
stellar radius R∗ and effective temperature Teff of the accreting stars. The total luminosity
then follows trivially from the Stefan-Boltzmann equation:
L = 4piσSBR2∗T4eff, (6.7)
where σSB is the Stefan-Boltzmann constant. The dependence of R∗ and Teff on the stellar
mass and accretion rate is illustrated in Figure 6.1.
The values of R∗ and Teff in Figure 6.1 depend significantly on the current accretion rate
onto the star. To calculate this accretion rate, we divide the change in mass of the sink over
the last full hydrodynamical timestep by the size of the timestep. A maximum possible full
hydrodynamical timestep ∆tmax in all our simulations is set to 1 year.
Given the luminosity and effective temperature of each star, we can then compute the
number of photons per unit time that each emits in the various photon energy bins tracked
by sprai. As discussed in more detail in Chapter 5, we currently track photons in four bins
with the following energy ranges:
11.2 < E < 13.6 eV
13.6 < E < 15.2 eV
15.2 < E < 24.6 eV
E > 24.6 eV
(6.8)
For consistency with sprai-ii, we will refer to these as the 11.2+, 13.6+, 15.2+ and 24.6+
bins, respectively.
Our choice of energy bins is motivated by the fact that the four photochemical processes
we are interested in tracking – H2 photodissociation and the photoionization of H, H2 and He
– have different energy thresholds. Table 6.1 summarizes which bins correspond to which
processes, and Figure 6.2 shows the cross-section adopted for each process. The cross-
sections we use for the photoionization of H, H2 and He are taken from Osterbrock (1989),
Liu and Shemansky (2012) and Verner et al. (1996), respectively. Our treatment of H2 pho-
todissociation is slightly more complicated and is discussed in Section 6.2.3.2 below.
For H2 photodissociation, we follow Baczynski et al. (2015) and use an effective,
frequency-independent cross-section derived by taking the ratio of the photodissociation
rate to the Lyman-Werner photon flux in the optically thin limit. We discuss the limitations
of this approach in more detail in Section 6.2.3.2 below.
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Figure 6.2: Cross-sections adopted for the different photochemical processes included in our
chemical model. The shaded regions correspond to the different energy bins: from left to right, we
have the 11.2+, 13.6+, 15.2+ and 24.6+ bins, respectively.
6.2.3.2 Treatment of Lyman-Werner radiation
H2 photodissociation by photons in the LW bands of molecular hydrogen is a two-stage
process driven by line absorption, and is hence inherently more complicated to model than
the photoionization of H, H2 or He. Accurately modelling the absorption of radiation in
each of the individual Lyman and Werner lines would require an extremely high number of
frequency bins and hence is not computationally feasible in the context of our simulations.
Instead, we follow Baczynski et al. (2015) and adopt a frequency-independent cross-section
of σH2,dis = 2.47 × 10−18 cm2 for this process. Baczynski et al. (2015) derived this value
by taking the ratio of the photodissociation rate computed by Röllig et al. (2007) for the
Draine (1978) interstellar radiation field and the photon flux given by Draine and Bertoldi
(1996) for the same field. Although the Draine (1978) field is unlikely to be a particularly
good representation of the ultraviolet radiation field produced by massive Population III
stars stars, the ratio of the photodissociation rate and photon flux varies only weakly with
changes in the spectral shape, and so our adopted value of σH2,dis should still a reasonable
representation of the behaviour we expect in the optically thin regime.
A more significant problem is the fact that we expect σH2,dis to decrease as the H2 column
density between the gas and the source of radiation increases, owing to the increasing
effectiveness of H2 self-shielding. This is commonly accounted for through the use of a
self-shielding function that is a function of the H2 column density (see e.g. Draine and
Bertoldi 1996, Wolcott-Green and Haiman 2011). Unfortunately, this approach is not viable
in sprai, as the LW photons entering a cell carry no information with them on their source
(or sources), and so it is not clear what H2 column density should be used to compute the
self-shielding function. We deal with this problem simply by ignoring the self-shielding
correction and assuming that σH2,dis remains unaltered regardless of whether we are in the
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optically thin or optically thick regimes. Consequently, we under-estimate the reduction
of the H2 photodissociation rate at moderate H2 column densities and over-estimate it at
high H2 column densities. However, this will have a significant impact on our results only
in circumstances where we resolve the H2 photodissociation front. In the dense, highly
molecular gas that is the main focus of our current study, this front is not resolved, and so
our results should be insensitive to this simplification.
Finally, in addition to the absorption of LW photon by H2, we also account for the
absorption of photons in the 11.2+ bin by theLyman series lines of atomic hydrogen. This can
become important when the atomic hydrogen column density is very large (Wolcott-Green
and Haiman, 2011; Glover, 2017; Schauer et al., 2017a) and in dense gas acts to prevent the
photodissociation front from advancingmuch beyond the ionization front (Glover, 2017). We
model this process using an effective absorption cross-section of σLyman = 5.23×10−25 cm2,
based on Wolcott-Green and Haiman (2011).
6.3 Initial conditions
Following Wollenberg et al. (2019), we start our simulations from a simplified set of initial
conditions that allow us to control the initial turbulent and rotational energy present in the
gas. In a simulation box of size 13 pc we set up a Bonnor-Ebert sphere (BES) density
profile. This has a density that is everywhere a factor of f = 1.83 larger than the density
of a critical BES, a central density nc = 1.83 × 104 cm−3, a radius R = 1.87 pc a mass
M = 2671 M, and a uniform temperature T = 200 K.
The gas is initially in solid body rotation and also has a random turbulent velocity
component, generated as described in Wollenberg et al. (2019). The strength of the initial
rotation and turbulence are parametrised by
βrot =
Erot
|Egrav | and αturb =
Eturb
|Egrav | , (6.9)
where Erot is the rotational energy, Eturb is the turbulent kinetic energy and Egrav is the
initial gravitational energy of the BES. We carry out simulations using two different initial
conditions, one turbulence-dominated (βrot = 0.01, αturb = 0.25) and one rotation-dominated
(βrot = 0.1, αturb = 0.001). For each set of initial conditions, we run simulations using three
different values of the sink accretion radius, rsink = 2,10, and 30 AU. Table 6.2 summarizes
the different combinations of parameters used in the simulations.
We follow the collapse of the whole BES until the first sink particle forms. This occurs
around 700–750 kyr after the beginning of the simulation, depending on the adopted values
of αturb and βrot (see Table 6.2). We temporarily halt the simulation and select a region of
size 3.9 pc around the densest point. Subsequently, we continue to simulate this selected
region using outflow boundary conditions. We do this for reasons related to how sprai
functions. As described in Section 6.2.3 above, photon transport in sprai occurs only on
timesteps on which all the arepo grid cells are synchronized. For reasons of accuracy,
we do not want the synchronization timestep to be enormously larger than the natural
hydrodynamical timestep of the densest cells. However, if we limit all the cells in our
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Name rsink (AU) βrot αturb tcoll (kyr)
T2 2 0.01 0.25 705.135
T10 10 0.01 0.25 716.665
T30 30 0.01 0.25 716.665
R2 2 0.1 0.001 743.686
R10 10 0.1 0.001 743.687
R30 30 0.1 0.001 743.687
Table 6.2: Summary of the initial settings of our simulations. αturb and βrot are ratios of the
turbulent and the rotational kinetic energy to the gravitational energy, respectively. For each
simulation we also list the sink accretion radius rsink and the formation time of the first sink
particle tcoll.
initial 13 pc box to a small timestep, this is computationally inefficient, as we then spend
considerable time evolving cells far from the centre of the simulation on timesteps that are
much shorter than their natural hydrodynamical timestep. Cutting out the central dense
region and continuing the simulation with only this region mitigates this cost without
significantly affecting the outcome of the simulation.
Following the formation of the first sink particle, we run three variants of each simulation
to help us better understand the effect of the radiative feedback on the surrounding gas. We
denote them as follows:
NF – no radiation feedback
RTP – with ionizing radiation and radiation pressure
RTPr – as RTP, but with no absorption for r < rsink
The first two setups are self-explanatory, but the last deserves further comment. In setup
RTPr, wemodified sprai to disable the absorption of photons within the accretion radius rsink
around all sink particles with masses higher than Msink = 10 M. Outside of rsink, the
treatment of attenuation and photochemistry stay the same as in the usual version of the
code. Radiation from sinks with masses M < 10 M is treated in the usual fashion. We
discuss the motivation for this unusual setup in Section 6.5.3 below.
6.4 Results
All of our simulations show qualitatively similar behaviour prior to the onset of radiative
feedback from massive (M > 10 M) stars. As in many previous simulations of Pop-III
star formation, H2 cooling allows the gas to collapse quasi-isothermally over many orders of
magnitude in density, resulting in the gas developing a ρ ∝ R−2.2 density profile. Eventually,
a Pop-III protostar forms, surrounded by a dense accretion disk which soon thereafter
fragments, yielding a compact cluster of interacting protostars. Some protostars are ejected
by dynamical encounters, but those that remain close to the centre of the gas distribution
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Figure 6.3: Average number density as a function of the distance from the centre of the collapse in
simulation T10_NF at various different output times. For reference, the first sink formed in this
simulation at a time tcoll = 716.7 kyr. Vertical lines denote the size of the initial box Rbox = 6.5 pc
(dashed), the cutout region Rcut = 1.95 pc (dashed-dotted) and the inner 500 AU (dotted).
grow in mass over time through accretion from the surrounding gas reservoir. Once one or
more stars reaches a mass of Mstar ∼ 10–20 M, they become hot enough to start to emit
significant numbers of ionizing and photodissociating photons (see Figure 6.1; the precise
mass at which this occurs depends on the accretion rate onto the star). From this point
on, greater differences become apparent between the different simulations, as we explore in
more detail in the sections below.
6.4.1 Collapse and fragmentation of the BES
As a representative example of the behaviour of the gas in the simulations during the initial
collapse phase and subsequent onset of fragmentation, we show in Figure 6.3 the average gas
number density as a function of the radial distance from the center of mass in run T10_NF
at several output times. After the formation of the first sink particles at tcoll = 716.7 kyr, the
whole system fragments into several high density regions that rotate around their common
center of mass and drift apart. Interactions between fragments are common, leading to
preferential ejection of low mass sink particles, which often end up at very large distances
from the center of the simulation volume.
Figure 6.4 illustrates the resolution achieved in the same simulation at the final output
time, t = 20 kyr after the formation of the first sink particle. The left-hand panel in the
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Figure 6.4: Histogram of gas cell radii (left) and masses (right) as a function of the density in the
simulation T10_NF at the final output time.
figure shows the size distribution of the Voronoi mesh cells, quantified by their effective
radii, rcell = (3V/4pi)1/3, where V is the cell volume. The right-hand panel shows the
distribution of the corresponding cell masses. Highly populated portions of the histogram
correspond to different collapsing fragments. Similar resolutions are achieved in the other
simulations. At densities characteristic of the central accretion disk (n > 1011 cm−3), all
of the cells have sizes below 10 AU (with some being much smaller) and have masses
Mcell < 10−3 M. At densities close to our sink formation threshold (n ∼ 1014 cm−3), all of
the cells have radii < 1 AU and masses Mcell < 10−4 M. Note also that the absence of cells
with rcell  1 AU and densities n > nth is a consequence of our sink particle algorithm:
cells with radii this small lie inside the accretion radius of a sink and so accretion onto the
sink therefore maintains their density at n ≤ nth by construction.
In Figure 6.5, we show the positions of the sink particles in run T10_NF at a time
t = 723.7 kyr, roughly 7 kyr after the formation of the first sink. The rows from the top to
bottom show face-on (left panels) and edge-on (right panels) column-averaged gas number
density for boxes with sizes of 24000, 2400 and 240 AU, respectively. All of the plots
are centered on the most massive sink particle present in the simulation, which remains
close to the dynamical center of the gas distribution. Black crosses denote the positions
of the individual sink particles. The disk-like morphology of the gas distribution is plain,
particularly in the lowest panel, as are the spiral arms created by the gravitational instability
of the disk. The sinks all form within the disk, but interactions lead to many of the smaller
sinks being ejected (see especially the upper panels).
If we look in more quantitative detail at the properties of the sink particles formed in the
different simulations, differences become apparent. The panels in Figure 6.6 show, from top
to bottom, the time evolution of the number of sink particles and the total mass accreted by
the sink particles, respectively. Note that the color scheme and line styles used in Figure 6.6
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Figure 6.5: Face-on (left) and edge-on (right) projections of the column-averaged gas number
density in simulation T10_NF centered on the most massive sink particle. Panels from top to
bottom show box projections with sizes of 24000, 2400 and 240 AU, respectively. Crosses denote
positions of the sink particles.
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Figure 6.6: Time evolution of the total sink particle number (upper panel) and total mass accreted
by sink particles (lower panel). In the lower panel we also indicate the average mass infall rates for
the rotation-dominated and turbulence-dominated simulations.
81
6 Radiation in Population III star formation
are also used in later figures, to make it easy to distinguish the different simulations. Results
from the simulations with high initial turbulence and low initial rotation are drawn in red
tones, while those from the simulations with high initial rotation and low initial turbulence
are shown in blue tones. Dots on the line plots indicate the runs in which absorption of
radiation within rsink is neglected.
As in Wollenberg et al. (2019), we find that the total mass accreted by the sink particles is
sensitive to the amount of rotational energy in the initial conditions. Gas in the simulations
with a higher initial β collapses more slowly than in the runs with low initial β, resulting
in a systematically smaller total accretion rate and a difference in the total mass accreted
of roughly a factor of two by t = 20 kyr. Amongst the runs with a given initial β, we find
only minor variations in the total accreted gas mass, with no systematic trend with sink
accretion radius or with the details of the radiative feedback. If we look at the number of
sinks formed in each simulation, however, we find much greater variation, and in particular
a strong systematic trend as a function of rsink. Runs with a smaller accretion radius form
far more sink particles than those with a larger accretion radius. Indeed, so many sinks
formed in the simulations with rsink = 2 AU that it became computationally prohibitive to
keep the runs going for more than a few kyr. This high sensitivity to rsink is a consequence
of our sink particle algorithm, which does not allow new sinks to form within the accretion
radius of existing sinks. This restriction is necessary to avoid artificial fragmentation of the
gas, but means that we also miss some real small-scale fragmentation. That said, it is likely
that many of the fragments forming within a few AU of each other would in reality merge
(Wollenberg et al., 2019; Susa, 2019) and so our runs with higher rsink are arguably more
representative of the real behaviour of Pop-III star-forming systems.
We continued all of the simulations with sink accretion radii of 10 or 30 AU to a final
time tacc = 20 kyr after the formation of the first sink. During this period, each simulation
produced between 40 and 150 sink particles. Their final mass distributions are shown in
Figure 6.7. In this figure, the rows from top to bottom correspond to setups T10, T30, R10
and R30, respectively. Three different bar plots in each row show our three radiation setups
NF, RTP and RTPr, respectively. The median values (dotted lines) for each distribution are
also indicated in each plot.
Looking at the mass distributions, we see that the runs with high initial turbulence produce
a clear peak between 0.1 and 1 M, although overall the distribution remains much flatter
than we find for the present-day stellar initial mass function (see e.g. Kroupa, 2002). On
the other hand, the runs with high initial rotation do not display any clear peak. Minor
differences are apparent in the mass distributions recovered from simulations with different
radiation setups, but the significance of these variations is unclear as they are comparable to
the run-to-run variations found by Wollenberg et al. (2019) for simulations differing only in
the random realization of the initial turbulent velocity field.
To summarize: the main quantities determining how much fragmentation occurs in the
simulations and how much mass is accreted by sinks are the initial values of α and β and the
sink accretion radius rsink, with the latter affecting only the amount of fragmentation and not
the total accretion rate. On the other hand, the details of the radiative feedback have very
little impact on either the number of sinks formed or the total mass accreted, at least on a
20 kyr timescale. In the next section, we explore why this is the case.
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Figure 6.7:Mass distribution of sink particles in all our simulations that ran until time tacc=20 kyr.
The color scheme is the same as in Figure 6.6. Rows from top to bottom correspond to setups T10,
T30, R10 and R30, respectively. In each panel we show the results for our three different radiation
setups: NF, RTP and RTPr. The vertical dotted lines denote the median values for each distribution.
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6.4.2 Radiation feedback around sinks
In this section, we analyze inmore detail the environment surrounding selected sink particles.
As Figure 6.7 demonstrates, most of the sinks that form in the simulations have masses
M < 10 M and hence do not produce a significant number of ionizing photons. We
therefore focus here on the most massive sinks, which we might expect to have the greatest
impact on their surroundings. Specifically, we show results for the four most massive sinks
in each simulation. Moreover, we show results only for the runs with rsink = 10 or 30 AU, as
the runs with rsink = 2 AU did not form any high mass sink particles by the time we ended
the simulations.
Figure 6.8 summarizes the time evolution of several selected properties of the sink particles
and the region surrounding them. Each column corresponds to a different simulation setup:
T10, T30, R10 or R30, indicated in the label at the top. In every column we plot the results
for our three different radiation setups: NF, RTP and RTPr.
The gas around the sink particles is often dynamically unstable and changes on short
timescales. When sink particles pass through different environments, orbit around their
binary companions or fly close to other sink particles, values such as their accretion rate or
the chemical composition of the gas surrounding them can vary rapidly, making it difficult
to directly compare results from different simulations in a meaningful fashion. In practice,
we have found that it becomes much easier to compare the different simulations if we
compare the cumulative time-weighted average values of various properties rather than their
instantaneous values. These average values are computed as
〈ξ〉 =
{
j=i∑
0
ξj
(tj − tj−1)
ti
}N
i=0
, (6.10)
where i, j and N are the indexes and a total number of simulation snapshot2 with sink
particles, respectively. The time of the snapshot is denoted as ti and tj (where t−1 ≡ 0) and
property of interest as ξj . This can either be a property of the sink (e.g. its accretion rate)
or of the gas surrounding the sink. In the latter case, we compute spatially averaged values
within a sphere of radius R = 200 AU surrounding the sink particle and denote them as 〈ξ〉R.
The first and second rows in Figure 6.8 showmassesM and corresponding mean accretion
rates 〈 ÛM〉 of the selected sink particles. We see that accretion onto the sinks is more effective
in the runs with high α and low β than in those with low α and high β, in agreement with the
behaviour of the total accretion rate onto all sinks. There is also a tendency for the sinks with
larger accretion radii to also have larger accretion rates. Furthermore, we see that in most
cases, the sink accretion rate declines over time. Most of the sinks we examine here gain
the majority of their mass within the first 1-2 kyr of the simulation and thereafter increase
their mass only slowly with time. This behaviour is very similar regardless of whether or
not we include the effects of radiative feedback, implying that it is the turbulent dynamics
of the gas surrounding the sinks that largely determines how much gas they can accrete and
not the radiative feedback from the sinks themselves.
2Even though the radiation field is updated on intervals smaller than 1 year, snapshots are produced only every
10 years.
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Figure 6.8: Evolution of gas properties near the four most massive sink particles in each simulation.
The color scheme is the same as in Figure 6.6. Columns from left to right correspond to simulations
T10, T30, R10 and R30. In each column we compare three different radiation setups: NF, RTP and
RTPr. The sink particles in the same simulation are distinguished by the color intensity. Rows from
the top to the bottom correspond to masses M , accretion rates ÛM , mass fractions X of H2 and H+
and volume filling fractions f of radiation in the 11.2+ and 13.6+ energy bins.
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The third and fourth rows show the average mass fractions of molecular hydrogen 〈XH2〉R
and ionized hydrogen 〈XH+〉R in the 200AU region surrounding each sink. Themass fraction
of atomic hydrogen is not shown, but is trivial to calculate since XH = 1 − XH2 − XH+ . We
see that in every case, the gas in the region surrounding each massive sink is dominated by H
and H2, with only a small amount of H+ present. This is to be expected in the runs without
radiative feedback, but we find essentially the same behaviour in the runs with radiative
feedback. In other words, the ionizing radiation produced by the massive stars is unable to
ionize a significant fraction of the surrounding gas. This is a key result of our study, but
appears to be at odds with the results of many previous studies of ionizing feedback from
Pop-III stars.
To help us understand this behaviour, we have examined the average volume filling fraction
of the photons in the 11.2+ and 13.6+ bins, 〈 f112〉R and 〈 f136〉R, defined as the fraction of
the volume of the 200 AU sphere that contains any photons in these energy bins. These
filling fractions are illustrated in the fourth and fifth rows of the Figure.3 We see straight
away that in the RTP runs, almost no ionizing radiation escapes from the immediate vicinity
of the stars and only a small fraction of the volume is exposed to LW photons. On the other
hand, in the RTPr runs, where absorption of radiation close to the sink is disabled, LW
photons fill a large fraction of the volume of the 200 AU sphere, although ionizing photons
are still confined to a relatively small volume. Taken together, these results suggest that in
our fiducial RTP runs, the HII regions and PDRs surrounding the massive stars are trapped
in the dense accretion disk surrounding the stars and never penetrate into the lower density
gas above and below the disk. On the other hand, in the RTPr runs, the lack of absorption
very close to the stars allows radiation to escape from the disk, although most of the dense
gas in the disk – representing the majority of the mass in the 200 AU sphere – remains
unaffected by this radiation. We will examine this interpretation of our results in more detail
in the next section.
6.4.3 HII region trapping
6.4.3.1 Spatial distribution of the radiation and ionized gas
To better understand why UV photons in the RTP simulations are prevented from escaping
the accretion disk, we analyze the gas properties in the immediate vicinity of some of the
massive stars formed in the simulations. Specifically, we focus on the second and third most
massive sink particles that form in simulation T30_RTP. As we discuss later, the behaviour
of this system is representative of the behaviour we see for all of the massive stars in the
RTP simulations. By the end of the simulation, these two sinks are located in a tight binary
with a separation of ∼ 2 AU. A similar pair of sinks with similar masses and separation is
found in our T30_RTPr simulation, allowing us to directly compare the behaviour of the gas
and the radiation field in both cases.
In our simulations, both massive stars in the binary emit large numbers of ionizing
and photo-dissociating photons into their common environment. In principle, it would be
3Although not shown here, the ionizing radiation in the higher energy bins behaves in a very similar fashion
to that in the 13.6+ bin.
86
6.4 Results
Mass (M) ID rcenter (AU) Simulation Age (kyr)
67.78 3 0 T30_RTP 19.78
46.17 2 2.68 T30_RTP 19.86
13.81 43 74.54 T30_RTP 5.25
5.38 46 13.9 T30_RTP 4.86
68.66 2 0 T30_RTPr 19.86
49.33 3 2.25 T30_RTPr 19.78
36.83 15 41.2 T30_RTPr 16.93
1.03 75 187.72 T30_RTPr 0.62
Table 6.3: Summary of sink particle properties around the accretion disk analyzed in Section 6.4.3.
Radius rcenter is measured from the most massive sink particle.
possible to examine the effects of the radiation from each star individually. However, given
the small separation between the two stars, it is easier to consider their combined radiation
field.
In Figure 6.9, we show plots of gas number density as a face-on projection (top row) and
edge-on slice (bottom row) of a 400 by 400 AU region centred on the most massive sink
in the binary system in simulations T30_RTP and T30_RTPr. Figure 6.10 shows similar
plots of the temperature structure of the gas. In both Figures, we indicate the location of the
binary sink particles using black crosses. For completeness, we also indicate the locations
of the other sink particles present in this region. The masses, sink IDs and ages of these
sinks are summarized in Table 6.3, along with their distance from the origin, rcenter.
From the Figures, we see immediately that the massive stars in the T30_RTP simulation
are embedded in the centre of an extended accretion disk with a temperature of∼ 1000 K and
a density which peaks in the centre. A disk is also present in the T30_RTPr simulation, but
with a clear difference in morphology: there is a lower density cavity close to the location
of the binary which is associated with a region of hot (T ∼ 104 K) gas that is particularly
apparent above the disk midplane.
In Figure 6.11we plotmean radial profiles of various properties around the same sink parti-
cles in the simulations T30_RTP (left column) andT30_RTPr (right column) at time tacc = 20
kyr. We chose a set of 300 rays and distributed their orientations equally on a r = 100 AU
sphere around the sink particle using the healpix algorithm (healpix) (Górski et al., 2005;
Zonca et al., 2019). We then calculated the local properties of the gas along each ray. We next
divided the whole solid angle into two regions according to the angle θ ∈ (0, pi) measured
with respect to the angular momentum vector of the accretion disk. We averaged values
along rays with pi4 < θ <
3pi
4 to obtain mean values as a function of equatorial distance req,
and did the same for rays with θ < pi4 and
3pi
4 < θ to obtain mean values as a function of
polar distance rpol.
The top panels in Figure 6.11 show the mean density profile in the equatorial and polar
directions in runs T30_RTP and T30_RTPr. Since the sink particles are located in a flattened
disk, it is unsurprising that we find an anisotropic density distribution surrounding them. In
the equatorial direction, the density first falls off rapidly from a few times 1013 cm−3 close
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Figure 6.9: Face-on projection (top) and edge-on slices (bottom) of the gas number density around
two selected sink particles (columns) at time tacc=20 kyr. In case of the projections we plot the
mean column number density. Small black crosses mark the positions of the main and companion
sink particles within the selected volume.
Figure 6.10: As Figure 6.9, but showing the temperature of the gas.
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Figure 6.11:Mean polar rpol and equatorial req radial profiles around the most massive sink
particles in the simulations T30_RTP (left column) and T30_RTPr (right column) at time
tacc = 20 kyr. We indicate the corresponding masses Msink of the sink particles in the top panels.
Profiles in the panels from the top to bottom show gas density, temperature, photon fluxes in all four
radiation bins (ν11.2+, ν13.6+, ν15.2+ and ν24.6+), recombination RH and ionization rates (IH, IHe and
IH2 ) and mass fractions of different gas species (XH+ , XHe+ and XH2 ), respectively. Dashed grey
lines denote sink accretion radii.
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Figure 6.12: Distance of the sink particles from Figure 6.8 to the nearest cell with number density
below n = 1010 cm−3. The distances are averaged in time according to Equation 6.10.
to the sink to a few times 1011 cm−3 at req ∼ 10 AU, but thereafter decreases only slowly
with increasing equatorial distance. On the other hand, in the polar direction the density
decrease close to the sink is far more pronounced, with n dropping below 109 cm−3 by the
time that rpol = 20 AU.
To verify that this behaviour is not simply due to the fact that we have selected some special
time in the simulation, we have calculated the distance from each of our considered sinks
to the nearest gas cell with density n < 1010 cm−3 at various output times (We discuss this
choice of density threshold in Section 6.4.3.2 below.) The results are shown in Figure 6.12.
Initially, this distance – which we can take to be a reasonable proxy for the disk thickness –
is large, but after only a few kyr, it settles down to a value of ∼ 10 AU or smaller for most
of the sinks, consistent with the behaviour we have already seen in Figure 6.11 for the most
massive sinks. Importantly, this means that in our T10, R10, T30 and R30 runs, the sink
accretion radius is comparable to or larger than the thickness of the accretion disk near the
sinks.
Turning to the temperature structure of the gas surrounding the massive stars, we see that
in run T30_RTP, there is clear evidence of radiative heating close to the star, but that once
we move more than a few AU away, this vanishes and the temperature drops to the value
of a few 1000 K that is characteristic of the disk even in the absence of radiative heating.
In run T30_RTPr, on the other hand, the temperature rises as we move away from the sink,
reaching a value of 6000–7000 K in the equatorial plane and ∼ 104 K in the polar regions.
The panels in the third row in Figure 6.11 show that this difference in temperature
structure is the result of a clear difference in the spatial distribution of the photon fluxes. In
90
6.4 Results
Figure 6.13: Edge-on slices of the radiation flux in the 11.2+ eV (blue) and 13.6+ eV (red) bins
around the same two sinks as Figure 6.8.
run T30_RTP, radiation is emitted directly from the sink particle location and the ionizing
photon flux is completely attenuated within a distance of 20 AU from the sink, with most
of the attenuation occurring within the central 10 AU. Therefore, gas close to the star is
heated by the radiation but the majority of the gas remains unaffected. Only the photons in
the 11.2+ bin are able to escape from the immediate surroundings of the massive star. In
run T30_RTPr, the behaviour of the radiation is very different. In this run, we effectively
inject the photons at the accretion radius of the sink, and from there they can efficiently
propagate through the surrounding gas, producing substantial radiative heating. To help us
better visualize the behaviour of the radiation field in the two runs, we show in Figure 6.13
an edge-on slice of the photon fluxes in bins 11.2+ eV (blue) and 13.6+ eV (red) in each
run. We overlay the two flux maps on top of each other. In both cases there is a preferential
radiation outburst direction towards positive z values. However, in run RTP, only the photons
in the 11.2+ eV bin escape, while in run RTPr we see significant escape of ionizing radiation,
indicative of the formation of an HII region with a size of ∼ 200 AU.
In the fourth row in Figure 6.11, we plot the ionization rates of H, H2 and He, along with
an estimate of the maximum recombination rate per hydrogen nucleus,
RH = αB(T)nH, (6.11)
i.e. the rate per H nucleus at which the gas would combine were it to be fully ionized.
The true recombination rate is of course a factor of ∼ X2H+ smaller than this, where XH+ is
the mass fraction of ionized hydrogen. We see that in the RTP simulation, the ionization
rates of the three species close to the source are several orders of magnitude smaller than
the maximum recombination rate, implying that the gas in this region should have a low
fractional ionization. Far from the source, the discrepancy is even more pronounced. In the
RTPr simulation, however, the ionization rate in the polar regions matches the maximum
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Figure 6.14: Edge-on slices of the neutral (top), ionized (middle) and molecular (bottom) hydrogen
mass fractions around the same two sinks as Figure 6.8. We clipped mass fraction values in this
figure into the interval (10−10, 1) to gain a better contrast.
recombination rate for rpol > 30 AU, i.e. as soon as we inject the ionizing photons. We
would therefore expect the gas in the polar direction to be highly ionized.
Our expectations based on the ionization and recombination rates are borne out when we
look at the actual spatial distributions of the ionized (XH+ and XHe+) and molecular XH2 gas
(bottom row in Figure 6.11). In simulation T30_RTP, the fractional ionization outside of
the sink accretion radius is very small and the molecular gas fraction remains comparatively
high. In simulation T30_RTPr, however, dissociation of H2 and photoionization are far
more effective, leading to low H2 mass fractions in the polar direction, coupled with a high
ionized gas fraction.
Finally, we show in Figure 6.14 image slices of different hydrogen species around our
chosen sink particles. A significant difference between the RTP and RTPr setups is the
amount of molecular hydrogen in the accretion disk. The disk of the former is symmetric
and almost entirely composed of H2. The latter disk is disrupted, especially at the sink
radius of the binary and high H2 fractions are located only in the densest parts of the disk,
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Figure 6.15: Strömgren radius rs as a function of the number density n for three different ionization
sources ÛQ (colors lines). A grey dashed line marks the radius of the smallest resolved spherical
region around the most massive sink particle.
typically the spiral arms. There is also a clear difference in the ionization state of the gas in
the two runs, with run T30_RTPr showing evidence for a distinct HII region above the disk.
Comparing Figure 6.14 with the temperature slice shown in Figure 6.10 and the radiation
flux slice shown in Figure 6.13, we see that there is, as we would expect, a good correlation
between the region with high ionizing photon flux and the hot, highly ionized gas.
6.4.3.2 Why is the HII region trapped near the stars?
The analysis presented in Section 6.4.3.1 above shows that in run T30_RTP, the ionizing
photons produced by the massive binary that we examined are unable to escape from the
dense accretion disk surrounding the binary. Here, we examine with the aid of some simple
quantitative models why this is the case.
A simple starting point is the Strömgren radius. A point source of radiation emitting ÛQ ion-
izing photons per second embedded in uniform density hydrogen4 with number density nH,0
will rapidly produce an HII region with radius
rs =
(
3 ÛQ
4piαBn2H,0
)1/3
, (6.12)
where αB is the case-B recombination coefficient. The time taken for an HII region to reach
this radius is approximately given by the recombination time trec = (nH,0αB)−1, which is
of the order of a few years or less in the dense gas close to the massive stars formed in
4The inclusion of helium changes rs by only a small amount.
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our simulation. Figure 6.15 shows how rs evolves with density for ÛQ = 1046, 1048 and
1050 photons s−1. We see that even for ÛQ = 1050 s−1 – corresponding to the number of
ionizing photons emitted by a 120 M Schaerer (2002) – the Strömgren radius becomes
smaller than an AU for number densities n > 1011 cm−3, characteristic of the gas in the
accretion disk surrounding our massive stars. Therefore, in the dense environment of the
disk, we expect the initial size of the HII region to be smaller than the scale height of the
accretion disk.
The gas in the HII region has an equilibrium temperature of ∼ 104 K and hence is over-
pressured compared to the surrounding gas. If the gravitational attraction of the central
ionizing source can be neglected, it is easy to show that this elevated pressure will drive the
hydrodynamical expansion of the HII region, leading to a power-law dependence of the HII
region size on time in the case of approximately uniform gas (Spitzer, 1978a; Hosokawa and
Inutsuka, 2006b) or a so-called champagne flow in the case of a steeply stratified density
distribution (see e.g. Franco et al., 1990; Shu et al., 2002). Close to the star, however, its
gravitational attraction cannot be neglected and the HII region can expand hydrodynamically
only if the sound speed of the ionized gas exceeds the escape velocity associated with the
gravitational field of the star (Keto, 2002). In our example case of a massive binary, the
escape velocity of the larger of the two stars is given by
vesc =
(
2GM∗
r
)1/2
' 350 km s−1
(
M∗
68 M
)1/2 (1 AU
r
)1/2
, (6.13)
where r is the distance from the star and where the first term in brackets is of order unity.
This becomes comparable to the ionized gas sound speed only at distances r  100 AU,
considerably larger than the initial Strömgren radius. Therefore, thermal pressure is unable
to expand the HII region significantly beyond its initial size.
Finally, we must consider the effects of radiation pressure. In the top panel of Figure 6.16,
we plot spherically-averaged radial profiles of gas density (blue) and the enclosed gas mass
(orange) around the sink particle with ID 3 in the simulation T30_RTP at time 20 kyr. In the
bottom panel of the Figure, we compare the gravitational acceleration at various distances
from the star with the acceleration resulting from the absorption of ionizing photons. We
compute the gravitational acceleration following
aG =
∫ r
0
Gρ(r)
r2
4pir2dr +
GM∗
r2
, (6.14)
where ρ(r) is the spherically-averaged radial density function of the gas,G is the gravitational
constant and M∗ is the mass of the star. To highlight the influence of the stellar gravity, we
show profiles for three different values of the central stellar mass (M∗ = 1,20,40 M), plus
one case where the star is absent. We see that on scales smaller than a few tens of AU, the
acceleration is dominated by the contribution from the star even for relatively small stellar
masses.
The dashed lines in the Figure 6.16 show the radiative acceleration, calculated according
to the following equation
aγ = ÛQ
Eγ
c
(∫ r
0
ρ(r)4pir2dr
)−1
(6.15)
94
6.4 Results
1010
1011
1012
1013
n 
(c
m
3 )
T30_RTP/2000/3
100 101 102 103
r (AU)
10 7
10 5
10 3
10 1
101
103
|a
| (
cm
/s
2 )
Gravitation
Radiation
0 M
1 M
20 M
40 M
1048 s 1
1049 s 1
1050 s 1
10 3
10 2
10 1
100
101
m
 (M
)
Figure 6.16: The top panel shows spherically averaged number density (blue) and enclosed mass
(orange) as a function of the distance from the sink particle 3 in the simulation T30_RTP at time
20 kyr. The bottom panel shows absolute values of corresponding gravitational acceleration (solid
lines), and acceleration caused by photon ionization per hydrogen atom (dashed line).
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where Eγ is the mean energy of the ionizing photons. We assume here that the force is
distributed uniformly amongst all of the particles enclosed within the given radius. Strictly
speaking, this is not true: the force acting on a given parcel of gas within the HII region
depends on its recombination rate and hence will be higher in denser gas. However, by
making this approximation, we attempt to account for the fact that ionized gas that does feel
a stronger force will interact with and transfer momentum to the surrounding ionized gas.
We show results for three different ionizing photon production rates, ÛQ = 1048,1049,1050
photons per second and a mean photon energy Eγ = 15 eV. As seen from the plot, the
radiative acceleration is highest close to the star and drops strongly with increasing distance.
It exceeds the gravitational acceleration only in the case where M∗ = 0, i.e. when we do
not account for the gravity of the star producing the ionizing photons. In the more realistic
case where M∗ > 10 M, we see that even at 1 AU, the gravitational acceleration exceeds
the radiative acceleration by more than two orders of magnitude. We can therefore safely
conclude that radiation pressure will also be unable to drive the hydrodynamical expansion
of the HII region, which therefore remains trapped in the dense accretion disk.
To summarize: the high gas density in the accretion disk surrounding the massive stars
limits the initial size of the Strömgren radius to < 1AU. This close to the star, its gravitational
attraction is stronger than the forces acting on the gas due to thermal pressure or radiation
pressure, and so the HII region is unable to expand hydrodynamically and instead remains
trapped in the disk.
6.4.4 Comparison of all sink particles
Number of sink particles in all our simulation is relatively large. Instead of doing a detail
analysis of their environment as in the previous section, we will compare and correlate
some of their properties. From these values we will generalize conditions favourable for HII
region formation in our simulations.
Figure 6.17 is a correlation matrix between five sink particle properties at the final time
tacc = 20 kyr. Columns from the right to the left show sink mass M, gas number density
at its location, emission rate of the ionizing radiation ν13.6+, distance to the nearest sink
particle dngb and maximum radius5 of its HII region rH+, respectively. The diagonal plots
show corresponding histograms.
The most prominent group of sink particles on the plots are those which escape from
the central star forming region. They have sub-solar masses, low emission of ionizing
photon (ν13.6+ < 37.5 s−1) and occupy low density regions (n < 1010 cm−3) with a very low
refinement. In these regions all linear properties strongly correlate with the cell sizes. We
report only three medium size (M ≈ 10 M, light blue dots) ejected sink particles that create
significant (rH+ > 1000 AU) HII regions. Transition regions with gas number densities
between 108 − 1012 cm−3 are only sparsely populated.
Mass histogram shows the similar mass distribution as in the Figure 6.7. Turbulent
simulations with the smaller accretion radius T10 produce large amounts of low massive
5We calculated maximum radius rH+ using the healpix rays previously mentioned in section 6.4.3. Instead of
ray averaging, we searched for a ray with the longest continuous radial rH+ profile of H+ and took the value.
Note that the values of rH+ in Figure 6.17 are instantaneous. Their time-averaged values may differ.
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Figure 6.17: Correlation matrix of sink particle masses M, emission rates ν13.6+, distances to the
nearest neighbors dngb, maximum radii of their HII regions rH+ and gas densities n at the sink
locations. We plot corresponding histograms (with 10 bins) of the properties on the diagonal. The
color scheme corresponds to the Figure 6.6.
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stars. Simulation T30 has sink particles with masses M ≈ 100 M. Rotational initial
conditions (R10 and R30) result in flatter mass spectrum with not as high masses.
The choice of our stellar spectrum model, that depends on the sink mass and mass
accretion, prescribes behaviour of the sink photon emission. Sink particle in the dense
regions have super-solar masses and photon emission up to ν13.6+ ≈ 1048 photons per
second. Despite of their high emission rate, only a few of them produce HII regions larger
that few hundreds of AU. Among them are the sink particles discussed in the Section 6.4.3.
Distances of the nearest neighbor sink particles correlate with the gas number density and
have two main peaks. Sink particles in the densest regions are only few AU from each other
and form binary or multiple stellar systems. In contrast, collisions eject the lowmassive sink
particles more than 104 AU away and separate them from the central star-forming regions.
Some sink particles in the leftmost column in the Figure 6.17 follow vertical lines. For
the RTP simulations, these radii reveal our actual cell resolution (rcell ≈ 1 AU). In case of
the RTPr simulations, the lines correspond to the sink accretion radii (rsink=10 and 30 AU)
fromwhich we attenuate photons. The corresponding histogram is also biased by two effects
related to our simulation setup. At small radii we can notice the starting radii of the photon
attenuation. High radii are saturated by the cell resolution in the low density regions. The
most important difference is visible in simulation T30_RTPr where the three (red color)
high massive sink particles produce HII regions with rH+ > 100 AU. In this case photon can
escape their accretion disk easier, because we start their attenuation from the sink accretion
radius.
One can conclude from the above analysis that the majority of the stars in our simulations
cannot produce and maintain significantly large HII regions. Ejected sink particles have sub-
solar masses and low gas accretion rates outside the star-forming region stop their accretion.
Subsequently, they produce only a small amount of radiation. In contrast, high mass stars are
located in high density regions where recombination rates and gravitational fields compete
with the ionization rates and ionization pressure.
From our data, we report two scenarios that lead to growth of HII regions. In the first case,
radiation from stars with masses above 50 M in RTPr simulations disturb the accretion
disk and clear the way for ionizing photons. We follow evolution of the sink particles only
until 20 kyr from their birth and we expect that the amount of radiation would increase even
more in later times. In the second case, stars with masses above 10 M escape the central
region and develop HII regions in the low density environment.
6.5 Discussion
One of the primary goals of this chapter was to study radiation feedback in the collapsing
primordial mini-halos and determining its impact on the Population III stars initial mass
function. We prepared a set of simulations where the gas of the collapsing Bonnor-Ebert
sphere was dominated either by a turbulent (T) or rotational (R) velocity field. We ran these
simulations without radiation feedback (NF), with a radiation field directly from the sink
particle location (RTP) and the accretion radius (RTPr). Besides that, we studied two sink
particle radii: 10 and 30 AU.
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This section discusses results got from our simulations and caveats of our model. We also
discuss radiation models used in the previous literature.
6.5.1 Radiation feedback of Population III stars
In Section 6.4.3 we discussed differences between the two simulation setups RTP and RTPr.
We found that if we attenuate photons directly from the sink particle location, the radiation
is being trapped within the accretion disk. However, if the radiation is calculated from
an accretion radius, it can disturb the accretion disk and ionizing photons escape from an
HII region. Only simulation T30_RTPr produced sink particle massive enough to create
decent HII regions. Even these are not as large as reported in the previous literature. Other
simulation setups result in significantly lower star masses and only negligible HII regions.
All four panels in Figure 6.7 show the same trend. The RTP case results in more massive
stars, whereas RTPr produces more low massive stars. In the first case, the ionization
stays contained within the disk. In the second case escaping photons deploy more momen-
tum into the surrounding environment, drive more turbulence and further accretion disk
fragmentation.
Since the ionization heating and ionization pressure near the source in RTP simulations
is not strong enough to disturb accretion disk, we might miss an additional physics such as
jets or magnetic fields. These could additionally help photons to break through the accretion
disk and open low-density channels through which radiation can escape. Our simulation
setup uses an idealized spherical model of a collapsing mini-halo. For more realistic results
we will have to use zoom-in initial conditions from the cosmological simulations.
6.5.2 Caveats
Radiation transfer at gas densities n > 1010 cm−3 puts high demands on spatial and temporal
resolution of simulations. In this section, we summarize our findings and caveats of our
model regarding resolution constrains.
Construction of the full Voronoi mesh in Arepo determines the lower timestep limit of
our radiation model. In the sprai-ii in Chapter 5 we described necessary approximations in
cases where recombination times in the gas are smaller than this threshold. At our present
grid resolution rcell ≈ 1 AU, exact physical calculations of radiation transfer require at least
two orders lower time steps. The approximation described in the sprai-ii (Section 5.2.2)
guarantees that the code attenuates photons at the correct radii even if the number of gas
species is much smaller than the number of recombinations.
Small dynamical times of the self-gravitating gas with density above certain threshold
requires usage of sink particles with a certain accretion radius. However, the constant
accretion radius of a sink particle is at these densities still around 2 orders higher than the
radius of the HII region (Section 6.4.3.2). It is therefore computationally not feasible to
directly simulate detail HII expansion and resolve individual Strömgren radii. Such extreme
conditions require the usage of sub-grid models. We will discuss models used in other
literature in the following section.
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Author Star rsink (AU) nmaxcell (cm
−3) Nsrc Resolution
Hosokawa et al. (2011) grid cell 10 1012 1 6-12 AU
Stacy et al. (2012) SPH sink 50 1012 1 0.72 M
Susa (2013) SPH sink 30 3 × 1013 5-10 0.496 M
Susa et al. (2014) SPH sink 30 3 × 1013 1-6 0.5 M
Stacy et al. (2016) SPH sink 1 1016 1 3 × 10−2 M
Hosokawa et al. (2016) sink 30,52 1013 − 1014 1 3.1-3.6 AU
Sugimura et al. (2020) sink 64 2 × 1011 1-8 4 AU
This study sink 2/10/30 7.2 × 1013 40-150 0.5-1 AU
Table 6.4: List of the simulations that include radiation from Pop-III stars. Nsrc denotes number of
radiation sources, rsink is a sink radius and nmaxcell is the maximum resolved number density.
Resolution for grid codes is given in cell sizes, whereas for SPH codes, we show the best mass
resolutions Mres.
In our simulations, we start attenuation of photons and injection of radiation pressure
either from the source cell (RTP cases) or from the sink accretion radius (RTPr cases). The
amount of escaping ionization (Figure 6.11) and structure of the accretion disk (Figure 6.14)
in the two cases differ significantly (For comparison see also bottom panels in Figure 6.8).
Our results show that the choice of the sink particle radius directly influences the amount of
escaping ionization and final results.
Complex systems with many stars put additional constraints on the resolution. Especially
simulations with turbulent initial conditions produce large amounts of sink particles with
sub-solar masses that are ejected to the low-density environment. Their emission rates are
usually below ν13.6+ < 1037 photons per second and resulting HII regions are smaller than
the sizes of the de-refined gas cells (Figure 6.17). Maintaining a proper resolution for a large
amount of ejected sinks may put an overhead on the simulation resolution. Since we focused
only on the most massive stars in the central region, we did not take this into an account.
Finally, we attribute large numbers of low-massive stars in our results to the fact that our
sink particle model does not include particle merging. From the nearest neighbor dngb plots
in Figure 6.17 we showed that some sink particles are as close to each other as several AU.
We expect that their mergers result in stars with much higher masses, photon emissions and
a smaller number of ejected stars. For more detail study of possible merges in similar setups
refer to the paper of Wollenberg et al. (2019).
6.5.3 Radiation models used in the literature
Self-consistent simulations of accretion disk fragmentation in combinationwith the radiation
transfer from each star are computationally expensive. Previous studies of the Pop-III star
formation include several setups that focus only on the central accreting star.
In the Table 6.4 we summarize the most recent simulations with the radiation feedback
in the context of Pop-III formation. The three most recent studies of the radiation feedback
from Pop-III stars do not take into account the detail structure of accretion disks and include
radiation only from the central stars. In comparison, our model simulates radiation from all
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stars.
The study of Hosokawa et al. (2016) calculates ionization from the accretion radius of the
sink particle rsink = 30 AU and Sugimura et al. (2020) even higher, 64 AU. Both radii are
bigger than the actual accretion disk in our simulation (10 AU). In this case, the radiation
skips the small structure of the accretion disk and high recombination rates of the dense
gas. In our results, we demonstrated that the amount of radiation that escapes the main star
depends on the choice of the sink radius.
In the second case (Stacy et al., 2016) the authors take into account a sub-grid model
that is supposed to be valid for the regions of an order of 200 AU. Instead of using the
SPH-density derived from the simulation they use in the central region densities calculated
from the self-similar champagne flow solution (Franco et al., 1990; Shu et al., 2002). This
model, however, does not include into account the gravitation of a central star. Further
discussion of this problem is given in Section 6.4.3.2.
Our study and both examples above lead us to a conclusion, that proper treatment of the
radiation around young Pop-III stars require better resolution of the accretion disks. Using
a sub-grid model that ignores high densities around the star may lead to overestimation of
the amount of radiation and onset of the feedback in the mini-halos.
6.6 Summary
In this chapter we studied a set of simulations of the collapsing Bonnor-Ebert sphere. The
initial settings of the gas cloud had either dominant rotational or turbulent velocity fields.
When the gas density reached star-formation threshold nth we introduced sink particles
that starts accreting gas within its radius rsink = {2,10,30} AU. For each combination of
the initial settings we ran a simulation without radiation feedback, with radiation feedback
directly from the sink particle location and from the accretion radius. We summarize the
results of our simulations into the following points:
• A combination of the turbulent initial conditions and radiation is favourable for forma-
tion of small Pop-III stars. They are subsequently ejected away from the halo. These
low massive stars could survive into later times.
• Radiation feedback from all stars in the system might lead to higher turbulence of the
gas and subsequent production of more low-mass stars.
• Study of the mass accretion of the Pop-III stars at high resolutions gives a quan-
titatively different view on the role of the radiation during accretion stage. High
recombination rates of the gas trap ionizing photons inside the the accretion disks.
Only H2 dissociating radiation can escape to the surrounding environment.
• Higher spatial resolution than that used in the previous literature (Stacy et al., 2016;
Hosokawa et al., 2016; Sugimura et al., 2020) is needed to model physically realistic
photon outflows from the stars in the minihalos. In the first case the accretion radius of
the sink particle (rsink=30 AU) is actually bigger than the actual accretion disk in our
simulation (∼10 AU), and in the second case the authors take into account a sub-grid
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model that is supposed to be valid for the regions of an order of ∼100 AU. The sink
radius in the third case (64 AU) is double the size than in our worst case (30 AU) and
threshold densities for sink particles (∼ 1011 cm−3) are two orders lower than in our
simulations.
• Future work needs to include other types of feedback besides the radiation heating
and radiation pressure, that can help to disturb the high density accretion disks and
allow radiation to escape. We assume that the magnetic fields could give rise to jet
outflows and thus increase the opacity of the accretion disk.
In our future work, we need to address several additional effects that we did not include in
this work and need more technical development. First, we need to implement sink particle
merging. Our current simulations produce a large amount of sub-solar stars that escape from
the central region via collisions with their massive neighbors. Correct treatment of the star
collisions might decrease this trend.
The second physical aspect that we want to explore is formation of magnetic jets around
the star. We showed that dense accretion disks around the newly formed stars can be up
to 10 AU thick. Photoionization and radiation pressure alone are not sufficient to disrupt
these disks and end accretion. Formation of jets could help to disturb the disk and to create
outflow channels for the star radiation.
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In this thesis, we utilized a novel radiation transfer technique called simplex to study
complex ionization and dissociation processes in a first-star formation. These stars emerged
around 400 million years after the Big Bang, and this epoch in the early Universe provides
only a small amount of direct observational data. Therefore, our study has to rely mostly
on theoretical predictions and numerical simulations. The importance of this work and
radiation transfer code simplex lies in the fact that it enabled us to study the radiation
feedback from the first stars in a high resolution. Our 3D simulations resolve the formation
and fragmentation of their accretion disk. At the same time, we followed the onset of the
radiation directly from all the stars within the simulated volume. Our results give us a
new perspective on previous expectations, namely that the ionizing radiation from the first
stars can easily escape from their accretion disks and shut down further accretion. We
divide results in the following summary into two parts according to their methodological
and scientific significance.
7.1 Summary
The methodological part of this work describes the simplex method and its implemen-
tation as a radiation transfer code sprai in the hydrodynamic code arepo. Its exceptional
performance in calculations of the multi-source radiation, discussed in Section 4.3.5, was
the primary motivation why we adopted it in our Pop-III simulations. Secondly, this method
calculates photon attenuation on the unstructured Voronoi mesh (see Section 4.2.1). Since
simplex can use the same Voronoi mesh that is already employed by the hydro-solver, it is
an excellent match for the framework of the arepo.
Previous, standalone, version of this method (Paardekooper et al., 2010) was restricted
only for use in post-processing of the simulation data. Therefore, we could not use it to
simulate a self-consistent interaction between radiation and gas dynamics. This interaction
is, in many astrophysical processes, principal source of feedback and we cannot neglect
it. At the same time, the original simplex method missed the capability to do calculations
on high-performance computing systems, and thus to handle more extensive data. sprai
implementation successfully overcomes both of these restrictions.
Using a combination of simplex radiation and variable timestep hydrodynamics of arepo
resulted in some additional restrictions. We discuss these further in Chapters 4 and 5.
By design, arepo calculates the full Voronoi mesh only on every full hydro-steps (see
Figure 4.1). This scheme optimizes the computational costs of the code, but at the same
time imposes an upper limit for the updates of the radiation field. Since arepo calculates
chemical network on every hydro-step, we have to rely on the fixed radiation field in chemistry
solver during all sub-steps.
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In Section 4.2.2, we discuss conditions for the radiation transfer near the photon sources
where the ionization is especially strong and gas is ionized almost instantly. Frequent updates
of the radiation field become even more important in the cases where the recombination in
high dense regions becomes dominant. In Section 5.2.2, we introduce an approximation
that allows us to solve this problem even though the update of the radiation field is not
sufficiently high for the convergence of the chemistry module (see the Figure 5.2). In this
case, we have to estimate the number of recombined photons and additionally subtract them
from the photon field.
simplex method is also prone to produce inhomogeneous radiation fields far from the
sources. This effect increases together with the number of Voronoi cells that rays pass
on their way from the source. In Section 4.2.4, we show that this inhomogeneity can be
suppressed either by increasing the number of directional bins or by the integration of the
sufficient number of radiation field realizations.
Nevertheless, the restrictions mentioned above do not prevent us from using sprai as
a self-consistent method to study the primordial Universe. We show on several exam-
ples and resolutions that it performs well in standard test problems of the R-type (Sec-
tions 4.3.1 and 5.3.1.1) and D-type (Sections 4.3.2 and 5.3.1.2) I-fronts. The ionization
correctly captures shadows behind the dense gas obstacles (Section 4.3.4) and has a correct
behaviour in the regions with strong density gradients (Section 4.3.3). Our scheme also
includes multi-frequency treatment of ionizing and dissociating radiation, as described in
Sections 5.2.3 and 5.3.2. Finally, in Sections 5.2.4 and 5.3.3, we discuss its capability to
capture the effects of the direct pressure from ionizing radiation.
The above results and necessary approximations underline the fact that a proper treatment
of the radiation in numerical simulations has to be carefully evaluated both on temporal
and spatial scales. Discretization of otherwise continuous radiation transfer stays still a
big challenge for computational physics, and even the best algorithms may have many
restrictions. Even though sprai implementation was one of those cases, it is capable of
producing exciting results that we describe further in the text below.
The scientific part of this work presents our model of the first-star formation. In Sec-
tion 6.2, we describe numerical methods. The gas in the simulation follows the primordial
chemistry network (Section 6.2.1), and we model individual stars by the sink particles (Sec-
tion 6.2.2) with three different accretion radii: 2, 10 and 30 AU. Spectral emission from the
sink particles (Section 6.2.3) depends on their mass and accretion rates, and we calculate
the number of photons in each frequency bin using the black body spectrum. sprai radia-
tion transfer subsequently evolves photons emitted from all sink particles in the simulated
volume. For every set of initial conditions, we evolve the system without (NF) and with
radiation. The later additionally divide on the cases when radiation comes directly from the
source cell (RTP) and the cases when it starts at the sink particle radius (RTPr).
In the simulations, we follow the collapse of the primordial gas cloud in the central regions
of the minihalo. Initial conditions (Section 6.3) use an idealized isothermal gas cloud with
the radial profile of the Bonnor-Ebert sphere. This choice allowed us to test gas clouds with
initial rotational (R) and turbulent (T) velocity fields. We evolve the gas collapse until the
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first stars form in the densest regions (Figure 6.3). Subsequently, we cut out the central four
parsecs region of the simulation around the star-forming area, continue the simulation for
the next 20 kyrs, and simulate radiation feedback from individual stars.
Figures 6.6 and 6.7 summarize the final mass distribution and number of sink particles
in all simulations. The second figure also shows trends of the median masses in the three
different radiation setups. Masses of the sink particles in RTP simulations, where radiation
evolves directly from the sink particle cell, have higher medians than those in the NF. In the
RTPr case, we observe the opposite trend. Radiated photons escape further from the stars,
introduce additional turbulence to the gas, and increase the number of disk fragments. We
could further improve the values of these trends by evolving our simulation to later times
or test multiple seeds for our initial velocity fields. Nevertheless, present results lead us to
the conclusion that the ionizing radiation does not seem to have as high effect on the final
distribution of stellar masses in our simulations as we initially thought.
We discuss this interesting fact in Section 6.4.2. In Figure 6.8, we show the time evolution
of the four most massive sink particles from each simulation and gas around them. In
the last two rows in the same figure, we plot the average volume fraction of the LW and
ionizing radiation as a function of the time. Radiation manages to escape further from the
sink particle in RTPr case. However, the amount of the radiation flux in the RTP case is
significantly lower.
Section 6.4.3 analyze this problem on an example of one sink particle binary form
the simulations that result in the highest photon escape fraction at the final time. In
Section 6.4.3.1, we discuss detail gas properties in and around their accretion disk in
both radiation setups, RTP and RTPr. Particularly, Figure 6.11 lead us to the fact that if
the radiation source is embedded within the dense accretion disk, the ionizing radiation
becomes trapped. We attribute this to the combined effects of the unresolved HII region and
extremely high recombination rates in the dense accretion disk (Section 6.4.3.2).
In previous literature, the ionization from the first stars was supposed to escape the
accretion disks and, in later time, shut off the accretion of the gas on the Pop-III star.
However, these studies did not have enough resolution to resolve the detailed structure of
the accretion disk around the newly formed stars (Sections 6.4.3.2 and 6.5.3). Our main
conclusions from the scientific part of this work are summarized in points in Section 6.6.
This analysis challenges the role of the radiation feedback from the Pop-III stars and
urge us to further study the ionization processes in the accretion disks. Our results provide
high resolution in the most dense regions around the stars. Nevertheless, we still need to
understand better how radiation can actually disturb the accretion disk and influence its
surrounding. We might inspire our answer for these questions from the present day star-
formation studies, or we have to involve an additional physic processes, e.g. magnetic fields
and formation of jets.
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7.2 Outlook
Now that we have at hand a self-consistent way to simulate interactions between radiation
and gas dynamics, we have the opportunity to explore several other questions in astrophysics.
In the following paragraphs, we give a brief list of projects that we want to address in our
future work.
Sub-grid calculations of expanding HII regions often use idealized spherical models
with homogeneous gas distribution or completely neglect gas dynamics close to the stars.
From our simulations of Pop-III star formation we learned, that the recombination rates in
approximately 10 AU thick molecular accretion disks can be high enough to trap ionizing
photons. In the following study, we want to investigate possible ways of how a star can
disrupt such conditions, e.g., by the formation of jets.
Precise calculations of the D-front expansion of HII regions and chemistry in densities
above 1010 cm−3 require time steps several orders lower than those needed by the hydrody-
namics. Such high temporal resolution is not feasible for large scale simulations. Therefore,
we want to study isolated high-resolution cases of these processes, devise new reliable
sub-grid models, and define constraints for this problem on larger scales.
Population III stars stars form in mini-haloes at the early stage of the Universe. So far,
we study this process only on isolated mini-haloes with the initial Bonnor-Ebert sphere gas
distribution. Due to the non-linear nature of both hydrodynamics and radiation transfer, we
will need to study a larger statistical sample of such simulations. Ideally, we will perform
a set of zoom-in simulations of mini-haloes from the state-of-art cosmological catalogs.
Higher statistical sample will help us to get better estimates of the primordial initial mass
function.
Having an accurate distribution of Pop-III stars in the early Universe is a fundamental
prerequisite that allows us to study metal enrichment of the later ISM and stars in the first
galaxies. High-mass stars, composed only from Hydrogen and Helium, end their live cycle
as supernovae within several Myr after formation. Their explosions release higher elements
and metals into the ISM. This material serves subsequently as a building material for the
next generations of Pop-II stars. We already study these processes at our department in
Heidelberg (Magg et al., in prep.). sprai is in this project used to simulate HII regions
around the first stars, which in subsequent supernovae explosions enhance metal enrichment
of the surrounding ISM. From the analysis of these processes using tracer particles, we
will learn more about the distribution of metals in the primordial haloes and their effect on
further star-formation.
The extension of the sprai will be necessary for my future work. We need to improve
some physical aspects of our models. Even though our simulation is self-consistently solving
hydrodynamics and radiation, we are currently excluding several other physical aspects such
as magnetic field and sink particle merging. The current version of the sprai is working
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only with primordial chemistry. Further on, we have to implement the dust chemistry and
self-shielding from the molecular hydrogen to make our primordial model complete.
Besides stars, other ionization sources in the primordial Universe left a noticeable trace for
the present-day observers. Ionizing radiation from AGN in first galaxies plays an essential
role in the study of the 21cm line. In collaboration with a group from the University of
Cambridge, we started to integrate soft and hard X-rays into the sprai. First, we plan to study
X-ray radiation from individual minihaloes. As a next step, we want to perform large-scale
simulations of X-ray ionization and derive a prediction of 21cm line observations.
An adaptation of sprai for the present-day star formation is also possible. This extension
would be useful for simulations of the HII region in galactic disks and molecular clouds in
our close Universe. Our current department in Heidelberg has an interest in extending the
code for this purpose.
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Part II
Appendix

A List of abbreviations
Common abbreviations
AGN active galactic nuclei
BB Big Bang
BES Bonnor-Ebert sphere
CIE collision-induced emission
CMB Cosmic Microwave Background
DE dark energy
DM dark matter
D-type density-type
EoR Epoch of Reionization
FLD flux-limited diffusion
I-front ionization front
IGM intergalactic medium
IMF initial mass function
ISM interstellar medium
ΛCDM Lambda Cold Dark Matter
LW Lyman-Werner
PDRs photodissociation regions
Pop-I Population I stars
Pop-II Population II stars
Pop-III Population III stars
RT radiative transport
R-type rarified-type
UV ultraviolet
WDM Warm Dark Matter
I
A List of abbreviations
Codes and projects
arepo the arepo code
auriga auriga simulation
fervent radiative transfer module for the magnetohy-
drodynamical adaptive mesh refinement code
flash-4
gadget the gadget-2 code
healpix healpix algorithm
illustris illustris simulation
illustris-tng illustris-tng simulation
ramses the ramses code
ramses-rt ramses radiation transfer implementation
sgchem sgchem chemistry module
simplex simplex radiation transfer
sprai sprai module
sprai-i basic version of sprai
sprai-ii extended version of sprai
starbench starbench code comparison project
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