Top-down analyses in systems biology can automatically find correlations among genes and proteins in large-scale datasets. However, it is often difficult to design experiments from these results. In contrast, bottom-up approaches painstakingly craft detailed models that can be simulated computationally to suggest wet lab experiments. However, developing the models is a manual process that can take many years. These approaches have largely been developed independently.
interactions have been used to construct high-level maps of cellular process, e.g., sets of genes that display concerted activity across a diverse set of cellular conditions (Joyce and Palsson, 2006; Barabasi et al., 2011) . While both of these approaches have identified interesting and useful patterns of molecular activity, they have intrinsic and complementary limitations. Specifically, the construction of mechanistic models is a painstaking, multiyear undertaking that involves careful study of the literature and incremental improvements to existing models, whereas top-down models, by and large, do not make quantitative predictions about the dynamical properties of regulatory networks.
We are developing a principled methodology that links high-level, network topologies with detailed dynamic models of cellular control systems. Connections found by the top-down data-analysis approach can suggest novel mechanistic hypotheses. Bottom-up dynamic modeling can predict the phenotypes of new designer mutants that could be used to discriminate between alternative network hypotheses, thereby providing a path toward experimental validation. In this work, we address the first step, that is analyzing molecular interactomes to suggest extensions to dynamic models.
We use the cell division cycle in S. cerevisiae as our motivating example. Chen et al. (2004) proposed a well-known dynamic model of this process; we refer to this model as Chen2004 henceforth. Chen2004 is a collection of biochemical reactions, modeled as ordinary differential equations, that describe protein synthesis and degradation, complex formation, and regulatory activity for 27 genes known to be involved in regulating the yeast cell cycle. Chen2004 faithfully reproduces the phenotypes of 120 mutant strains of budding yeast.
Despite its success, the Chen2004 model is incomplete. Several proteins that are widely recognized as influential in cell cycle progression were not included as species in the model. We developed Linker to address this issue: given a set of ''source'' proteins, a set of ''target'' proteins involved in cell cycle regulation (from Chen2004), and a yeast interactome, we sought highly relevant and interpretable paths that connect the sources to the target proteins through edges in the interactome. Before developing our methods, we articulate the following important requirements:
(i) Many of the interactions in Chen2004 are regulatory, that is, transcription factors govern the synthesis of proteins, and kinases phosphorylate their targets. Therefore, the method should be applicable to a directed network. (ii) We sought formulations of the problem that are computationally tractable (e.g., not NPcomplete), to avoid the need for approximation algorithms (Yosef et al., 2009) or heuristics (Bailly-Bechet et al., 2011) . Ideally, we desired problems that are amenable to polynomial-time algorithms. (iii) Analysis of the interactome may generate not only potential pathways that are novel and worth pursuing but also networks that are trivial or implausible for reasons not evident from the databases. Therefore, modelers and molecular biologists may want to ask the methods to expand the computed subnetworks. Accordingly, we wanted methods that support an easy-to-interpret parameter, upon whose increase the computed subnetworks would expand smoothly.
We summarize related research in Section 2. Then, we present Linker in Section 3, starting with a discussion of how we used these requirements to design our approach. In Section 4, we describe our input datasets. In Section 5, we evaluate Linker and compare it to related algorithms.
RELATED RESEARCH
Linker addresses a problem that belongs to the following class. We are given a weighted, directed interaction network G = (V, E), where V is a set of vertices, E is a set of directed edges, and each edge (u, v) is assigned a weight w uv . Let S be a set of source nodes, and let T be a set of target nodes in the network. The goal is to identify a connected, low weight subnetwork of G that connects the source set to the target set. Several variations of this problem and related algorithms have emerged recently in systems biology.
ANAT seeks a subnetwork connecting S (which contains a single node in their approach) to T that simultaneously addresses both a local and a global minimization criterion (Yosef et al., 2009 ) and accepts as input a parameter that controls the relative importance given to each criterion. ANAT computes a solution that has a provable approximation guarantee.
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ResponseNet is a flow-based approach that connects sources to target proteins through edges in G (Yeger- Lotem et al., 2009 ). ResponseNet solves a linear program that maximizes the total flow from the source nodes to the target nodes, subject to an additive penalty for allowing positive flow along edges of low weight.
The NP-hard prize-collecting Steiner tree (PCST) problem is another relevant formulation. Given a weighted, undirected interaction network G = (V, E) and a positive prize b v associated with each node v 2 V, the PCST is a connected subtree G 0 of G that minimizes the sum of the costs of the edges in G 0 and the prizes of the nodes that are not in G 0 over all possible connected subgraphs of G. This formulation allows some nodes to be left out of G 0 if the cost of including them is large. Systems biologists have used an exact mathematical programming solution to PCST (Ljubić et al., 2006) to compute cellular response networks (Dittrich et al., 2008) , interpret metabolomic data (Deo et al., 2010) , and recover signaling pathways (Huang and Fraenkel, 2009 ). Since PCST is an NP-hard problem, MsgSteiner offers a heuristic approach that computes a quasi-optimal subtree with a depth that is at most d, a user-defined parameter (Bailly-Bechet et al., 2011) . Additionally, MsgSteiner expects as an input a node r as a root for the subtree; thus, r is guaranteed to be a node in the solution, and the subtree can be directed from the root to the target nodes.
In Section 5.3, we describe how we adapt ResponseNet and MsgSteiner to our application, and we compare Linker to these state-of-the-art algorithms.
ALGORITHMS
In our application, the modelers preferred to augment Chen2004 one source at a time; hence, S contained one node. Moreover, it was sufficient for our application to find paths connecting the node in S to any node in T. The principles outlined at the end of Section 1 guided our development of Linker. Rather than directly compute a low-cost subgraph that connects the source S to the targets in T, we solve the problem in two stages. First, we used a teleporting random walk popularly known as PageRank (Page et al., 1999) to rank nodes in G with respect to the node in S. We took inspiration from a number of applications of random-walk-like ideas in systems biology (Komurov et al., 2010; Navlakha and Kingsford, 2010; Vanunu et al., 2010; Murali et al., 2011; Winter et al., 2012) . Second, we used the node visitation probabilities to compute the k most-probable paths from S to T. Both steps can take directed graphs as input, satisfying the first requirement. Both steps can be executed efficiently in polynomial time, satisfying the second requirement. Finally, our approach meets the third desideratum as follows: By increasing k, we have the flexibility to return additional paths, if so requested by the user. By construction, the k best paths are a subset of the k + 1 best paths, thereby ensuring that the results vary smoothly with k.
The PageRank Algorithm. Although PageRank is well known, we describe it for the sake of completeness. In general, PageRank can accept multiple nodes in S. We set the starting probability s v for each node v as follows: s v = 1/jSj for s 2 S and s v = 0 otherwise. Let w uv be the weight of the directed edge (u, v) . We normalize the edge weights such that P x2N u w ux = 1, where N u is the set of out-neighbors of node u, that is N u = fvj(u‚ v) 2 Eg. We start the process by placing the walker on node u with probability s u for each node u 2 V. Now, the walker moves in the network according to the following rules, where 0 £ q £ 1 is a parameter:
Teleport: With probability qs x , she teleports to any node x 2 V, including her current node and its neighbors; the total probability of teleporting from u is q.
Walk: She can move from her current node u to any of u's out-neighbors v 2 N u with probability proportional to (1 -q)w uv ; thus, the total probability of walking to some neighbor of u is 1 -q. The parameter q provides control over how often the walker teleports back to one of the start nodes in S.
Visitation probabilities. PageRank naturally defines a transition matrix U among the nodes in G.
indicates the probability that a walker at node u will transition to node v; thus, U is right stochastic. Let U be the weighted, directed graph defined by the adjacency matrix U. If U is strongly connected and aperiodic, that is the greatest common divisor of the cycle lengths of U is 1, then PageRank converges to a unique stationary distribution. In this case, we can compute the stationary visitation probability p v for each node v 2 V by solving the following linear system:
We can solve the system by inverting an appropriate matrix. In practice, we used the well-known iterative power method to compute the stationary probabilities. We found that this linear system had a unique solution for all our source nodes.
Discovering highly probable paths. Ultimately, we seek interpretable paths that connect the source node to the target nodes. Accordingly, we search for paths from the node in S to any node in T such that the product of the probabilities of the nodes in the path is maximized. We identify the top k most probable paths, where k is a user-defined parameter, by modifying the network and solving the following problem. Given a network G and two nodes s and t, we identify the top k shortest paths from s to t. We modify the network by adding an artificial sink node t with a directed edge (v, t) for each node v 2 T. We assign a cost to each edge (u, v) in the resulting network as follows:
We define the cost of a path as the sum of the costs of the edges in the path; thus, the path with lowest cost is equivalent to the most probable path. We search for the k shortest loopless paths from the node in S to t using Yen's algorithm (Yen, 1971) . This algorithm runs in O(knm + kn 2 log (n)) time, where n = jV j and m = jEj.
DATASETS
Interactome. We represented the yeast interactome as a directed network G(V, E), where V is the set of yeast genes or their corresponding products and E is the set of edges, in which each edge (u, v) represents an interaction from u to v. The interactome integrated physical protein-protein interactions from BioGRID (Stark et al., 2011) , transcription factor-target interactions from YEASTRACT (Abdulrehman et al., 2011) , and kinaseand phosphatase-target interactions from KID (Sharifpoor et al., 2011) and Bodenmiller et al. (Bodenmiller 2010) . We represented BioGRID interactions as bidirectional edges. We directed each YEASTRACT interaction from the transcription factor to its target gene. We manually partitioned the phosphoproteomic interactions from KID into directed or bidirectional based on the experimental evidence codes, with a directed interaction pointing from the kinase or phosphatase to its target protein. We directed all interactions from Bodenmiller et al. (2010) similarly. We removed all edges connecting pairs of genes in Chen2004, and we removed nodes with an unweighted in-or out-degree greater than 1000. The network contained 6556 nodes and 151,993 directed edges.
Edge weights. We assigned a confidence w uv 2 (0‚ 1] to each directed edge (u‚ v) 2 E using a probabilistic approach (Yeger-Lotem et al. 2009 ). Given a collection of experimental evidence codes supporting each interaction, this method estimates the probability that the pair of proteins interact. The approach assigns higher confidence to pairs of interacting proteins that participate in the same biological processes. A detailed explanation of this method is available in the Supplementary Material (available online at www .liebertonline.com/cmb).
Source proteins and targets. For our initial test of Linker, we chose 12 source proteins (Cdc5, Cdc55, Far1, Hsl1, Hsl7, Msn5, Nrm1, Sln1, Ssa1, Stb1, Tpk2, and Ydj1) that were not included in Chen2004 but that are currently being incorporated into extensions of the model, led by coauthors of this work Chen and Tyson. Hence, we have some expectations about how these proteins should be connected to the Chen2004 model. We wanted to determine whether Linker could reproduce our own expert knowledge about the control system and if it could suggest new interactions of which we may have been unaware. We included all 27 proteins in Chen2004 as targets.
RESULTS
We divide our results into four parts: i) an evaluation of how similar PageRank node visitation probabilities are for different queries, ii) how PageRank ranks genes whose deletions modify cell size,
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iii) a comparison of Linker to ResponseNet and MsgSteiner, and iv) a case study of the network computed by Linker for the protein kinase Cdc5. We note that Linker takes less than 20 seconds to preprocess the inputs, execute PageRank, and compute the 50 most probable paths.
Similarity of PageRank results between queries
One concern with PageRank is that the structure of the network may dominate the influence of the source when we compute the visitation probabilities; that is the most visited nodes may be independent of the source, especially for small values of the input parameter q. To assess the tradeoff between network effects and source selection, we ran Linker using each of the 12 individual source proteins for three values of the input parameter q, namely, 0.1, 0.5, and 0.9.
After each application of PageRank, we ranked the nodes in the network in decreasing order of their visitation probabilities. For each value of q, we measured the Jaccard index of the top-ranking k nodes for each pair of source proteins, where k ranged from 20 to 100; we did not evaluate larger values of k since they were likely to be uninteresting for the purpose of expanding Chen2004. Figure 1 illustrates boxplots of the distribution of Jaccard indices of the top-ranking genes over the 12 2 À Á pairs of sources. Note that we expect the Jaccard index between the rankings for any pair of proteins to increase as we increase k, since the Jaccard index must reach 1 for a sufficiently large value of k. We observed that the similarity between the top-ranking proteins for different sources decreased as we increase the parameter q. For large values of q, the random walker frequently restarts her walk at the source protein, and she is biased toward visiting proteins that can be reached in just a few steps from the source. Since the median Jaccard index with q = 0.5 was small (less than 0.1) for the top 100 nodes, we used this value of q for all subsequent analyses. The cell cycle controls the rate at which the cell grows, including its size at division. Since the source genes that we supplied to PageRank are key players in the cell cycle, we anticipated that PageRank would favor visiting these cell-size modifiers during the random walk process. We tested this hypothesis by computing the cumulative distributions of cell-size increasers, decreasers, and modifiers (i.e., the union of increasers and decreasers) in the top 100 nodes ranked by PageRank visitation probability. We compared this distribution to the uniform distribution of cell-size changers using the Kolmogorov-Smirnov test. Table  1 indicates that we observed a statistically significant number of cell-size increasers to lie in the 100 most visited nodes. Similarly, for all but one source protein (Sln1), we observed a statistically significant number of cell-size modifiers. For 7 of 12 proteins, we observed a significant number of cell-size decreasers in the top 100 nodes.
Ranks of cell-size modifiers

Comparing Linker to ResponseNet, MsgSteiner, and KSP
We compared Linker to ResponseNet (Yeger-Lotem et al. 2009 ) and MsgSteiner (Bailly-Bechet et al. 2011) , two state-of-the-art algorithms that compute connections between source and target proteins. We also compared Linker to KSP, an approach that directly identifies the k most confident paths from the source to any target (i.e., without initially applying PageRank). While we do not directly compare Linker to Anat, we note that MsgSteiner and KSP represent the global (Steiner tree) and local (shortest path) extremes of the Anat approach.
We provided the interactome, each of the 12 source proteins, and the set of target cell cycle proteins as inputs to ResponseNet. Ten of the computed subnetworks consisted of only direct interactions between the source and a subset of the target proteins. The number of targets directly connected to the source varied between two and eight, depending on the source. To address our third requirement (where the modeler requests more links from the source to target), we varied ResponseNet's parameter c that controls the size of the output network. We tested a range of values for c, where c 2 f5‚ 10‚ 15‚ 20‚ 25g, as suggested by the authors. However, modifying this parameter had no effect on the output networks for a specific source. While ResponseNet discovered potentially relevant connections from the source to a subset of the target proteins, we were unable to elicit larger networks from the method.
We applied MsgSteiner to the same inputs, seeking for each query a low-cost connected tree that includes at least one of the target proteins and is rooted at the source. We set the prize of each target protein to 1 and all other nodes to 0. MsgSteiner accepts two input parameters: d specifies the maximum depth of the tree, and k scales the value of the prizes on each node. We tested values of d ranging from 3 to 6, and three values of k, namely, 0.125, 0.1875, and 0.25. Increasing either d or k yielded increasingly larger trees in most, but not in all, cases. However, this variation did not fully address our third requirement: determining reasonable values for d and k was tedious, as these values depended on the distribution of edge weights. Moreover, gradually increasing d or k did not grow the computed networks smoothly. Many nodes and edges that were present in the solution for one value of k disappeared when we increased k. Thus, we found that the parameters are difficult to interpret in the context of our application and that MsgSteiner does not readily facilitate a modeler's potential request to expand computed subnetworks.
Lastly, we applied KSP, a naïve version of Linker that excludes the random walk and seeks the k most highly confident paths from the source to any target, where k is an input parameter and the confidence of a Dashes indicate that fewer increasers, decreasers, or modifiers were observed than expected.
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path is the product of weights of the edges in the path. The parameter k clearly offers the same advantages for KSP as it does for Linker; increasing k by one identifies the single most probable path from source to target that has not yet been computed.
We assessed the functional coherence of the subnetworks computed by each algorithm through functional enrichment. We applied Model-based Gene Set Analysis (MGSA) (Bauer et al., 2010) to the union of the set of internal nodes (i.e., nonsource and nontarget) in the subnetworks discovered by each algorithm for the 12 source proteins; see the Supplementary Material for our rationale for selecting MGSA. We computed the enrichment of Gene Ontology biological processes in each set of internal nodes, where we defined significantly enriched functions as those with an estimated posterior probability greater than 0.5. Table 2 lists the enriched functions identified for each invocation of the algorithms. Note that the table only reports an algorithm and its corresponding parameters if they yielded at least one enriched functions. We used all combinations of parameters mentioned previously for each algorithm. MGSA identified zero enriched functions in the internal nodes from ResponseNet for all parameter choices. We only observed one enriched function for MsgSteiner for four parameter combinations; all other combinations of parameters yielded no enriched functions. Note that we tested twelve total parameter combinations for MsgSteiner (four values for d and three values for k). MGSA identified one, four, and four significantly enriched functions in the internal nodes of KSP, for k equal to 10, 20, and 30, respectively. We discovered enriched functions for all parameter values given to Linker: four, four, and two enriched functions for the top 10, 20, and 30 most probable paths, respectively. The processes enriched in Linker networks included 
Regulation of spindle pole body separation 0.8683294
Cell-shape checkpoint 0.8484602
Regulation of sequence-specific DNA-binding transcription factor activity 0.8618764
Regulation of sequence-specific DNA-binding transcription factor activity 0.8493982
The table reports algorithm and parameter combinations for which at least one function was enriched (i.e., the MGSA posterior probability was at least 0.5).
cell-shape checkpoint (the presence of this term supports our earlier results on cell-size modifiers), regulation of cytokinesis, and cell-shape checkpoint.
Interpreting Linker subnetworks
In Chen2004, the representation of the mitotic exit network (MEN) was incomplete, neglecting the role of Cdc5 (an essential kinase) in the release of Cdc14 (an essential phosphatase) from its association with Net1 in the nucleolus. Since 2004, we have revised the model to include Cdc5 and its targets of phosphorylation (such as Net1, Cdh1, and Bub2/Bfa1). Hence, Cdc5 serves as a useful test case for Linker. Asking for the 10 shortest paths, we obtained the graph shown by solid nodes and edges in Figure 2 .
Linker succeeded in discovering the major connections between Cdc5 and cell cycle regulatory proteins. The connections to Bub2, Lte1, Cdc14, and Cdc15 capture the role of Cdc5 in the MEN pathway for Cdc14 release. The links Esp1 and Net1 recover Cdc5's known role in the pathway called FEAR (''Cdc14 early-anaphase release''). The interaction between Cdc5 and Cdh1 plays a well-known role in mitotic exit and reestablishing cells in the G1 phase of the cell cycle.
The interaction between Cdc5 and Tem1 was unexpected and particularly useful to the modelers. Looking at the experimental evidence supporting this link, we found evidence for a role for Cdc5 in bringing Cdc15 to the spindle pole body where it is needed to activate Dbf2 (the endpoint of the MEN pathway) (Ro et al., 2002) . This role of Cdc5, of which we were unaware until Linker brought it to our attention, resolves a long-standing problem with versions of the model developed since Chen2004 in simulating the activity of Dbf2 in bub2D cdc5D cells. Figure 3 illustrates two regulatory control mechanisms of Dbf2 by Cdc5. In our present model, Cdc5 exercises control over Dbf2 only through the Bub2-Bfa1 complex: Cdc5 x Bub2-Bfa1 x Tem1 / Dbf2. Hence, the model suggests Dbf2 should be active in bub2D cdc5D cells, but experiments suggest that it is not (Lee et al., 2001 ). However, if Cdc5 has a second role, Cdc5 x Bfa1 x Tem1, then the model explains the inhibition of Dbf2 in the double-deletion mutant. In the Supplementary Material, we provide hypothetical extensions to Chen2004 that incorporate this alternative regulatory mechanism.
Cdc5 plays additional roles in the DNA damage checkpoint, the morphogenesis checkpoint, and cytokinesis that did not appear in the 10-path graph. The 15-path graph, shown using solid and dashed nodes and edges in Figure 2 , includes a link between Cdc5 and Hsl1, which is indicative of Cdc5's role in the morphogenesis checkpoint. This part of the network is further elaborated in the 10-path graphs associated with Hsl1 and Hsl7 as source proteins (see Supplementary Material). Looking deeper into the Cdc5 graph, we expect to find its connections to the DNA damage checkpoint and to cytokinesis. 
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CONCLUSIONS
In this article, we have presented Linker, a method that can identify connections from a given source protein to a set of proteins collectively involved in a particular cellular process. We used Linker to suggest extensions to Chen2004, a well-studied dynamic model of the yeast cell cycle. Linker succeeded in discovering critical connections between Cdc5 and cell cycle regulatory proteins that have been included in the model since 2004. Moreover, Linker suggested a link between Cdc5 and Tem1 that resolved a longstanding problem with the model's ability in simulating the activity of Dbf2 in bub2D cdc5D cells.
We anticipate that this network-based analysis of the yeast cell cycle will continue to provide useful suggestions of the biological mechanisms by which a query protein affects other proteins in the model. We plan to use this information to guide further development of the existing model and to base subsequent experiments on the improved model. In this manner, we aim to create an integrated framework for hypothesis generation, testing, and validation, in order to construct predictive models of complex macromolecular regulatory systems.
