To make extended space missions, such as missions to Mars, a reality, an advanced life support system (ALS) must be developed that is able to utilize resources to their fullest capabilities [2] . In order to make such a system a reality, a robust control system must be developed that is able to cope with the complexity of an ALS. This work applies reinforcement learning (RL), a machine learning technique, to the task of controlling the water recovery system of a simulated ALS. The RL agent learns an effective control strategy that extends the mission length to the point that lack of water is no longer the cause of mission termination.
INTRODUCTION
To make an extended duration space mission, such as a mission to Mars, a reality, a new life support system must be developed that is able to utilize a relatively small amount of resources as well as regenerate consumables like air, water, and food [2] . For this purpose, the National Aeronautics and Space Administration (NASA) has created an Advanced Life Support (ALS) group based out of the Johnson Space Center (JSC) in Houston, TX. The ALS group is charged with the task of developing a life support system that will allow future long-duration missions, as well as missions involving planetary habitats.
To produce such a system, many milestones must be reached. Such milestones include numerous tests of the various subsystems of an ALS system. A number of tests have been conducted at JSC, many of them involving human test subjects. These tests are to evaluate both the effectiveness and reliability of regenerative systems for extended length missions [2] .
To facilitate such evaluations, the ALS group at JSC has commissioned a piece of software that will simulate an ALS system and allow evaluations of many different control systems on a common platform. The resulting software application, named BioSim, is currently being developed by Metrica, Inc. in Houston, TX.
BioSim provides a specific environment in which to develop and experiment with various types of control for an ALS system. Researchers from many different fields of control theory can work on this common platform in which uniform metrics can be used. In terms of artificial intelligence (AI), a number of specific fields of AI and how they could possibly contribute to the control of an ALS system are described in [1] . One area described is Machine Learning (ML); which, among other uses, may help the problems of sensor noise.
Reinforcement Learning (RL) is one ML technique that has received a considerable amount of research in the area of control. RL has the ability to cope with sensor noise while still providing real-time reactive control [7] .
The goal of this work is to demonstrate that reinforcement learning provides a suitable approach for finding an optimal control policy for the water recovery subsystem of an ALS system. The control policy must overcome the inherent noisy inputs and stochastic ac-tuation methods that exist in ALS systems. This work is focused exclusively on controlling the water recovery system because that system appears to be the most critical system for keeping the crew alive. It is determined experimentally that if the water recovery system is left uncontrolled, the simulated crew will die of thirst within 25 days. Successful control of the water recovery system is indicated by longer mission duration and the termination of the mission due to reasons other than the crew dying of thirst. In the experiments run for this work, validation of the control policy was performed using BioSim.
CONTROL OF AN ADVANCED LIFE SUPPORT SYSTEM
Since the 1970s, the National Aeronautics and Space Administration (NASA) has been conducting experiments to see if the duration and safety of manned space missions can be improved. In order to do this, NASA is focusing on an Advanced Life Support (ALS) system. Such a system would provide all of the resources needed by a manned crew, while at the same time either regenerating them or utilizing them to their fullest abilities.
The ALS system is composed of many subsystems that must all work together. The interactions between the various subsystems can be extremely complex in terms of resource requirements and timings. Any slight change in the control of one subsystem can have many ripple effects on all of the other subsystems [4] . To effectively control an ALS system, a controller must be aware of all the possible effects of even the slightest of actions.
An additional difficulty of controlling an ALS system is that of hardware consistency. Sensors and actuators that make up the ALS system are not perfect and sometimes fail. Over time, sensor readings and actuation mechanisms will change or drift due to degradation of the physical underlying equipment. As for failures, sometimes they can be repaired, but at other times they cannot. Therefore, alternative control strategies must be in place to adaptively handle such failures.
The goal of an intelligent controller for an ALS system is to extend the duration of the mission for as long as possible. The mission is considered over when at least one of the crew members can no longer survive given the current amount of consumable food, potable water, and breathable air.
THE BioSim SIMULATOR
As stated previously, the task of controlling an ALS system is a challenging one due to the tight interaction of the subsystems [4] . In order to facilitate research in the area of controlling such a system, BioSim has been developed by NASA JSC/Metrica Inc. The goal of BioSim is to simulate each individual subsystem in an ALS system and their interactions.
BioSim consists of various modules. Each module is implemented as a CORBA object. Therefore, any programming language that has CORBA extensions is able to interface with BioSim. This allows a wide range of techniques to be used for ALS system control. With a common platform to test multiple control techniques, concrete metrics can be developed with which to evaluate different control strategies.
A more detailed description of BioSim, including the models used, can be found in [4] and on the web at http://www.traclabs.com/biosim/.
REINFORCEMENT LEARNING
Reinforcement Learning (RL) is a machine learning technique that learns through interaction with the environment [7] . The fundamental idea in RL, which comes from biology, is that when an agent performs actions that are desirable, it receives a positive reward signal. This is similar to a biological system's concept of pleasure. Conversely, when an agent performs actions that are not desirable, it receives a negative reward signal. The ability to link cause and effect, even incorrectly, is a basic ability of even the simplest of animals [6] . The RL agent creates this policy by finding an estimate of the value of taking a given action in a given state. This value, over all states and actions, is called the value function. A value function (V ) is a mapping from inputs that represent the current state (s) to a number (v) that is the expected long term reward when starting in state s. RL methods provide ways to learn the value function, which leads to a policy.
A policy π (see footnote) is better than or is equivalent to another policy π if and only if V π (s) > V π (s)∀s ∈ S, where S is the set of all states that the agent can be in [7] . This establishes a partial ordering of policies. If the value of a policy π is greater at every state than the policy π , then π is said to be better than π . The optimal policy is the policy that is better than, or equal to, all other policies. There can be more than one optimal policy, but they are all denoted π . Optimal policies share the same optimal state-value function, denoted V . The optimal state-value function is defined as,
The optimal policy, simply stated, is the policy that maximizes the value function at every state. Most often the RL agent must choose the optimal action to take given, the current state. For this, the optimal action-value function is used. It is defined as,
where A is the set of all actions that an agent can take. An RL agent can select the best action to take in a given state s by evaluating Equation 2 for all actions a ∈ A and choosing the action with the largest value.
Q can be expressed in terms of V as,
where E {x} is the expected value of x, γ is a discount rate that weighs future rewards, and r t+1 is the reward at the next time step. One can see from Equation 3 that Q is simply the expected value of the immediate reward for choosing action a in state s and then following the optimal policy from the next state (s t+1 ).
The Bellman optimality equation states that the value of a state under an optimal policy is equivalent to the expected return for taking the best action from that state [7] . Using Equation 3, the Bellman optimality equation is,
For Q , the Bellman optimality equation is,
Given a state s, the greedy action for that state is the action with the highest expected reward (see Equation 2). The simplest, and therefore the most commonly used, way to ensure that the RL agent is exploring the state space is for the agent to choose a random action occasionally. One method for exploring the state space is known as ε-greedy action selection. Using this technique, the probability of the RL agent choosing a greedy action in state s is,
where ε is the probability of choosing a random action. Therefore, the probability of the agent choosing a non-greedy action is,
Initialize Q (s, a) arbitrarily Repeat (for each episode) Initialize s Repeat (for each step in the episode) Choose a from s using policy derived from Q (e.g., ε-greedy) Take action a, observe reward r, and next state s Figure 2 : The Q-Learning Off-Policy TD Control Algorithm [7] The policy that the RL agent is then following is called an ε-greedy policy.
Equations 4 and 5, combined with techniques for exploration of the state space, such as ε-greedy action selection, serve as the basis for Temporal Differencing (TD) methods that are the core of RL [7] .
There are two major classes of TD methods used in RL: on-policy and off-policy. On-policy methods update the value of the actions given by the current policy, that is, the policy currently being used to make decisions. Off-policy methods update the value of the actions given by an alternative policy [7] . In off-policy learning, the policy used to select actions is called the behavior policy, while the policy that is being updated is called the estimation policy [6] . Both on-policy and off-policy methods utilize stochastic methods, such as ε-greedy, for action selection.
Q-LEARNING The most commonly used off-policy TD control method, and the one used for this work, is Q-learning [8] , which follows one policy while updating another. In the most basic form, known as onestep Q-learning [7] , the following update equation is used:
The objective of an RL agent is to learn the value of each state-action pair in the state space [7] . In Qlearning, the function Q is a direct approximation of Q . This approximation is improved iteratively, independent of the policy that the RL agent is currently following. The entire Q-learning off-policy control algorithm is given in Figure 2 .
An extension to RL that is commonly used is eligibility traces, or e-traces. E-traces use n-step prediction (using future rewards to update the current value function), assigning an eligibility to each future reward [7] . The eligibility is discounted by λ k for the k th time step in the future.
RL IN ALS CONTROL
As previously stated, reinforcement learning provides a machine learning technique that finds optimal control strategies through interacting with the environment. Since the RL agent learns from interacting directly with the environment, RL is able to cope with noisy inputs from sensors. For this reason, RL provides an excellent technique for controlling an ALS system [1] .
The goal of a controller for an ALS system is to extend the mission length for as long as possible. The most significant aspect in maintaining the crew is the production of consumable, or potable, water. Therefore, for this work, the goal is to develop an RL agent to perform control on the water recovery subsystem.
AGENT SETUP Four inputs where chosen to describe the water recovery subsystem's state to the RL agent. These inputs are:
1. Dirty Water Store Level: the amount of dirty water (in liters) that is in the dirty water store. The dirty water store contains the dirty water for use by all subsystems in the ALS system.
2. Grey Water Store Level: the amount of grey water (in liters) that is in the grey water store. The grey water store, like the dirty water store, contains the grey water for use by all subsystems in the ALS system. The agent's actions are able to control the flow rates from the dirty and grey water stores into the water recovery system, as well as the flow rate from the potable water store to the crew. Each flow rate can either be turned off or on. Thus, the action value table Q (s, a) contains 2 3 entries. Therefore, the entire state space table for the RL agent consists of 2 4 × 30 3 = 4.32 × 10 5 entries.
An illustration of the controller, with its inputs and outputs, is given in Figure 3 .
EXPERIMENTAL SETUP Due to the fact that the goal of the RL agent is to extend the mission duration (i.e., the lives of the crew) for as long as possible, and that there are no other constraints put on how the agent is supposed to achieve this goal, the natural reward selection for the problem is to give a negative reward (a punishment) when the mission is over, and zero at all other times. This way the agent is free to "experiment" without being punished, unless the actions taken lead to the end of the mission.
Given the large number of time steps in each episode (often > 10, 000), γ, which is a discount factor for the value function, is set to 0.9. λ (the eligibility trace decay) of 0.85 is used. The time-step parameter, α, is initially set to 0.1 and is decayed by 0.1 percent after each episode. Random actions are chosen fifteen percent of the time to start with and a decay factor of 0.56 percent is used.
The values of al pha, gamma, and lambda are only required to be reasonable. Varying these parameters will adjust the rate in which the agent learns an optimal control strategy. How reasonable these parame- ters are is problem specific and generally require experience with RL techniques [7] .
The RL agent was trained by running numerous episodes controlling BioSim. The initial values of the inputs, which are the defaults for BioSim, were 500 liters in each of the stores as well as the crew not thirsty. Through the agent's interaction with BioSim, optimal control strategies were developed.
EXPERIMENTAL RESULTS The RL agent, after approximately 1200 episodes, converged to an optimal policy. This policy extends the mission to 447 days, at which time the crew begins to starve. A graph of the squared error calculated for the value function during learning is shown in Figure 4 . Since the agent is only controlling the water recovery system, the lack of food to the crew is not controlled by this agent. By achieving a mission length of 447 days, the agent has effectively done as good as it possibly can given its ability to control the system.
Two variations of the experiment were run, one with a constant fixed α value (0.1), and one with the previously described decaying alpha. A windowed average of mission duration over 100 episodes is shown for the fixed-α and decaying-α in Figures 5 and 6 , respectively. Figure 5 indicates that despite being able to significantly modify the value function late it the agent's training. Figures 5 and 6 both show the agent learning the optimal policy. The control policy for the grey water flow rate learned by the RL agent is shown in Figure 7 . It is interesting to notice that, except for an initial dose and another one at approximately 7500 time steps, the control policy consisted of regular brief pulses. The control policy for both the dirty water and the potable water flow rates was to set them to their maximum values at the beginning and to never change them throughout the mission.
CONCLUSIONS
The goal of this work was to produce an intelligent controller for an advanced life support system. This controller was tested using the ALS simulator, BioSim. The objective of the controller was to extend the duration of a mission by any means necessary. Furthermore, the controller should be able to handle the inherently noisy inputs from the sensors as well as the inconsistencies of actuation methods in BioSim while providing reactive, real-time control [6] .
This work used reinforcement learning to create an intelligent agent that learned through interacting with its environment (BioSim) and found optimal control policies for controlling the water recovery subsystem of ALS. The RL agent was able to do this even given the stochastic nature of the sensory input and the actuation methods. This shows that intelligent, reactive control can be learned for an ALS system and provides an excellent base for controllers.
The resulting control strategy learned by the RL agent extends the mission length to a point in which there is no longer enough food to support the human crew. Therefore, since the RL agent has no control over the amount of food produced, an optimal control policy for the water recovery system has been reached.
LIMITATIONS As stated in [5] , no agent lives in a vacuum. Therefore, any control agent must be aware of other rational agents that are acting upon the system, whether they are autonomous agents or humans. This work is not proven to converge to an optimal control strategy if there are other agents controlling any aspect of the ALS system that would have an effect on the agent's inputs [3] . This can be a difficult assumption to make in many cases since in a production system, a human will ultimately have control of any part of the system if necessary, while the agent will be completely unaware of an interloper's actions.
FUTURE WORK This work provides a sound base for further study into this problem. A control system should be developed that controls all of the subsystems in the ALS system in order to extend the mission length to multiple years. Several variations of reinforcement learning, including function approximation in RL and multiagent RL, could possibly manage this large and complex control scenario.
Additionally, the control strategies learned from the agent should be extracted into finite state machines and thus simple programming constructs such if-then-else or switch statements. These can then be tested on actual hardware as a form of validation. This would provide insights into how well the models of BioSim simulate the real world situations. Without actual real-word experience, there can be no conclusive evidence that the control strategies developed by this work is actually viable to ALS.
