Abstract. We consider the model-checking problem for C programs with (1) data ranging over very large domains, (2) (recursive) procedure calls, and (3) concurrent parallel components that communicate via synchronizing actions. We model such programs using communicating pushdown systems, and reduce the reachability problem for this model to deciding the emptiness of the intersection of two context-free languages L 1 and L 2 . We tackle this undecidable problem using a CounterExample Guided Abstraction Refinement (CEGAR) scheme. We implemented our technique in the model checker MAGIC and found a previously unknown bug in a version of a Windows NT Bluetooth driver.
Introduction
Analysis of concurrent software represents a major challenge in the model-checking community. Concurrent programs include various complex features such as: (1) the manipulation of data ranging over unbounded domains, e.g., integers and reals (or very large domains like 32-bit ints and floats), (2) the presence of recursive procedure calls, which can lead to an unbounded number of calls, (3) concurrency and the existence of synchronization statements. Unfortunately, checking whether a given control point is reachable is undecidable, even if the program includes only recursive procedures and synchronization statements [1] . Consequently, any method for solving the reachability problem for these systems is incomplete, and all we can hope for is either an approximate technique, or a semi-decision procedure for which termination is not guaranteed. This work uses the latter approach to sidestep the undecidability issue. Though not guaranteed to terminate, such an approach can still be useful; for instance, our tool found a previously unknown bug in a version of a Windows NT Bluetooth driver.
During the last few years, several authors have addressed related issues. Pushown systems have been proposed as an adequate formalism to describe pure sequential recursive programs [2, 3] . They are able to represent the potentially infinite configurations of recursive programs in a symbolic manner using regular languages [4, 5] . Recently, compositions of pushown systems, called communicating pushown systems, have been used to model concurrent recursive programs [6, 7] . However, in these cases, all data were assumed to have a small finite domain.
On the other hand, abstract-interpretation techniques [8] have been used to deal with data ranging over unbounded (or very large) domains. More recently, automated predicate-abstraction techniques [9] have been proposed to deal with this issue. The idea of predicate abstraction is to abstract the infinite data domain into a finite one defined by a given set of predicates. The precision of the abstraction and the modelchecking algorithm depend on the number and the form of the predicates. The size of the model increases with the number of predicates, which increases the cost of model checking. Hence, a central problem in predicate abstraction is the discovery of a small set of predicates sufficient to prove the desired property. CounterExample Guided Abstaction Refinement (CEGAR) techniques [10, 11] have been used to find such a small set. The idea is: (1) Start with an empty set of predicates. (2) Perform the verification procedure on the obtained model; if the property is satisfied by the model, we conclude that it is also satisfied by the real program because the program has fewer behaviors than the model; otherwise, we obtain a counterexample. (3) If the counterexample corresponds to an execution of the program, we conclude that the program does not satisfy the property. (4) Otherwise, we compute a new set of predicates that eliminate future exploration of the spurious trace, and go back to step (2) .
This schema has been successfully applied to handle both pure non-concurrent (sequential) recursive programs in the tool SLAM [12] , and concurrent non-recursive programs in the tools BLAST [13] and MAGIC [14] .
In this work, we go one step further, and combine CEGAR predicate-abstraction techniques with pushdown-system modeling to handle concurrency, recursion, and very large data domains at the same time. Our approach consists of using communicating pushdown systems (CPDSs) to model concurrent programs. To do this, we (1) define CEGAR predicate-abstraction techniques to obtain successively more precise CPDSs from the C source code of a parallel program, and (2) define model-checking algorithms for CPDSs. The main contributions of this paper are:
1. Defining new automatic CEGAR predicate-abstraction techniques that can create a CPDS from the source code of a concurrent (recursive) C program that manipulates variables that range over very large domains, and that can refine CPDS abstractions to eliminate a given counterexample. Our techniques are defined componentwise, which makes them compositional and scalable to large programs (e.g., one experiment on an 18 KLOC program ran in less than 2.2 seconds). 2. Defining new model-checking techniques for CPDSs. We restrict ourselves in this work to solving reachability queries. We reduce the reachability problem for CPDSs to the undecidable problem of checking the emptiness of the intersection of two context-free languages (CFLs) L 1 and L 2 . To tackle this problem, we apply a second CEGAR scheme that consists of (1) computing over-approximations
check whether the intersection A 1 ∩ A 2 is spurious. In this case, we refine the overapproximations A 1 and A 2 , and return to step (2) . This semi-decision procedure is guaranteed to terminate if the intersection L 1 ∩ L 2 is not empty. 3. Implementing our technique in the model-checker MAGIC, and carrying out a number of non-trivial experiments. Our implementation was able to handle two nontrivial examples (a Windows NT Bluetooth driver and an algorithm for concurrent insertions in a binary search tree) that could not be handled with the previous version of MAGIC. In addition, it discovered a previously unknown bug in a second version of the Windows NT Bluetooth driver. Moreover, the implementation provides improved performance for non-recursive examples that the previous version of MAGIC was able to handle only via in-lining. This shows that our technique represents an advance for non-recursive as well as recursive concurrent programs.
One of the novel features of this work is that it applies the CEGAR scheme at two levels: (1) at the model-checking level to solve reachability queries in CPDSs: the CPDS model checker uses a CEGAR scheme in its semi-decision procedure for testing emptiness of the intersection of two CFLs (see §4), and (2) at the predicate-abstraction level to deal with unbounded domain variables (see §5). As far as we know, this is the first time that CEGAR is used in the model-checker itself.
The remainder of the paper is organized as follows: §2 defines the CPDS model; §3 describes how to generate a CPDS from a C program using predicate abstraction; §4 presents the semi-decision procedure for model-checking a CPDS; §5 presents our predicate-abstraction-refinement techniques; §6 reports experimental results; §7 discusses related work.
Preliminary definitions
A pushdown system (PDS) is a four-tuple P = (Q, Act, Γ, ∆) where Q is a finite set of states, Act is a finite set of actions, Γ is a finite stack alphabet, and ∆ is a finite set of transition rules of the form q, γ a −→ q , w , where q, q ∈ Q, a ∈ Act, γ ∈ Γ, and w ∈ Γ * . Without loss of generality, we assume that for all rules of ∆, |w| ≤ 2. This is not restrictive because any PDS can be transformed into a PDS of this form [15] ; moreover, the transition rules obtained from a program have this form. A configuration of P is a pair q, w , where q ∈ Q and w ∈ Γ * is the contents of the stack. A set of configurations C is regular if for each q ∈ Q the language {w ∈ Γ * | q, w ∈ C} is regular.
For every a ∈ Act, we define a transition relation a − → between the configurations of P as follows:
* , the relation a 1 ···a n − −−− → is defined in the obvious way. Let C be a set of configurations. Post * (C) is the set of successors of C, defined as follows:
Post * (C) = {c | ∃c ∈ C, a 1 · · · a n ∈ Act * , c
A communicating pushdown system (CPDS) [7] is a tuple CP = (P 1 , . . . , P n ) of PDSs over the same set of actions Act such that Act = Lab ∪ {τ}, where Lab is the set of synchronization actions, and τ represents internal actions: τ has the property that for every a ∈ Lab, τa = aτ = a. As we will see later, we need this to reduce the reachability problem for CPDSs to checking the emptiness of the intersection of two CFLs.
A global configuration of CP is a tuple g = (c 1 , . . . , c n ) of configurations of P 1 , . . . P n .
The relation a − → is extended to global configurations as follows: 
Given a set of global configurations G, the successors of G (denoted by Post * (G)) are defined as before.
Componentwise Predicate Abstraction
We model concurrent recursive programs using CPDSs. This section describes how to extract a CPDS from a parallel program. (A more in-depth discussion is given in [16] .)
Suppose that we are given n concurrent recursive C components. For each component i, we extract a PDS P i . The parallel composition of the C components is represented by the CPDS corresponding to the tuple (P 1 ,...,P n ). To extract each P i , we extend the approach originally used in MAGIC [14] , which automatically extracts a finite-state automaton from C code, to extract a PDS. Without loss of generality, we assume there are only six kinds of statements in programs: assignments, procedure calls, if-then-else branches, gotos, synchronization statements, and returns. We use CIL [17] to transform arbitrary C programs into this form. Each PDS is defined in terms of a current set of seed predicates (which is initially empty). Each predicate represents a set of assignments over the variables of the program. Let p be a predicate over the sets of variables X and Y , where X (resp. Y ) is a set of local (resp. global) variables. Then p loc (resp. p glob ) is the "projection" of p over the local variables X (resp. global variables Y ). For example, let p = (x > 0 & y < 8) be a predicate that represents the set of values {x > 0, y < 8}. If x is a local variable, and y is a global one; p loc denotes the predicate (x > 0); and p glob the predicate (y < 8). We extend these notations to sets of predicates in the obvious manner.
Predicate Inference
The weakest precondition of a set of predicates p is defined as follows. Let s be an assignment of the form v = e. Then, the weakest precondition of p with respect to s (denoted by W s (p)) is obtained from p by replacing every occurrence of v in p by e.
Assignments through pointers, i.e., statements of the form * p = e, are handled by the approach of Morris [18] .
Let C be a set of seed predicates. To create a PDS that is an abstraction of a sequential component relative to the predicates in seed set C , we repeatedly compute weakest preconditions. That is, for every control point n, we compute a set of predicates P[C ] n as follows:
Initially, P[C ] n = / 0 for every point n. We repeat the following until for every n, P[C ] n is no longer modified. Let s n be the statement that corresponds to control point n:
1. if s n is an assignment that has n as successor, then add
2. if s n is an if statement and n is its then or else successor, then add
Moreover, if c is the corresponding condition of s n such that c ∈ C , then add c to
. if s n is a goto or a synchronisation statement that has n as successor, then add In this case, we impose termination by bounding the number of predicates in P [C ] n , for every control point n.)
Let us explain the intuition behind item 1. Predicate set P[C ] n is only capable of making a certain set of distinctions among the concrete states that can arise at execution time at point n. Let s n be an assignment that has n as successor. Item 1 adds
is true at n, then ϕ must be true at n . We wish to minimize the loss of precision in characterizing the states at n : to be able to determine whether ϕ holds at n , we need to know whether W s n (ϕ) holds at n.
where the union is taken over all the control points n of the sequential component, be the set of all the generated predicates.
PDS Extraction
Using C , we assign to a sequential (possibly recursive) component the PDS P = (Q, Act, Γ, ∆), defined as follows: Q is the set of valuations on P[C ] glob ; Act contains the action τ, as well as the other synchronization actions of the program; Γ is the set of all pairs (n, loc), where n is a control point of the sequential component, and loc is a valuation of P[C ] loc n ; ∆ is defined using the sequential component's control flow graph. For example, if s is a non-synchronizing assignment statement at control location n 1 with successor n 2 , then ∆ contains all the PDS rules glob, (n 1 , loc)
), such that they potentially satisfy (W s (glob ) ∧ glob) (resp. (W s (loc ) ∧ loc)). 4 These formulas ensure that the generated PDS has more behaviors than the concrete program.
If instead s is a synchronizing statement with action a, then ∆ contains all the PDS rules glob, (n 1 , loc) a −→ glob , (n 2 , loc ) , where again glob and glob (resp. loc and loc ) potentially satisfy the conditions stated above. Further details about converting the various types of C statements to their corresponding PDS rules are given in [16] .
Comparision with the predicate-abstraction technique of SLAM
The SLAM tool [12] uses predicate-abstraction techniques to extract a Boolean program from C source code. One can then use Schwoon's translation [15] to obtain a PDS from a Boolean program. Compared with the techniques used in SLAM, the approach sketched in §3.2 has two main differences:
1. Our translation is more efficient because it produces directly, in one step, a PDS from C code without going through an intermediate Boolean program.
2. We close a given set of seed predicates C by computing weakest preconditions along the different possible paths of the program. In contrast, SLAM uses the seed set of predicates C as is, without computing its closure by weakest precondition. Instead, it computes largest disjunctions of predicates in C that imply the weakest preconditions. Consequently, the abstract model we obtain is more precise than SLAM's because it uses more predicates.
Reachability Analysis of CPDSs
Given a program that consists of n sequential components, we usually ask the following query: "Suppose that the system starts from a configuration where each component i, for i = 1, . . . , n, is at its initial control point n i 0 . Can one of the components reach an error point?" Our technique answers this kind of question by modeling the program as the CPDS (P 1 , . . . , P n ) with initial configurations C 1 × . . . ×C n and error configurations C 1 × . . . ×C n (where the states of configurations in some C i correspond to error points and the states of configurations in C 1 , . . . ,C i−1 ,C i+1 , . . . ,C n are unconstrained). If the error configurations are reachable from the initial configurations, our algorithm returns a sequence of synchronization actions that yield a failing program run. We show in this section how to tackle the reachability analysis of these systems. In the remainder of the paper, we restrict ourselves to systems that consist of two components. The technique can be extended in a straightforward manner to the general case (see [7] for more details); the implementation discussed in §6 supports an arbitrary number of components.
We reduce the reachability problem for CPDSs to deciding the emptiness question for the intersection of two CFLs as follows: Let (P 1 , P 2 ) be a CPDS, and let C 1 × C 2 and C 1 × C 2 be two sets of global configurations of the system. Because all the internal actions are represented by τ (which is a neutral element for concatenation), C 1 × C 2 is reachable from C 1 × C 2 if and only if there exists at least one sequence of synchronization actions that simultaneously leads P 1 from a configuration in C 1 to a configuration in C 1 and P 2 from a configuration in C 2 to a configuration in C 2 . This
is the CFL consisting of all the sequences of actions (or, equivalently, of synchronization actions because the internal actions are represented by τ) that lead P i from C i to C i .
Because deciding the emptiness of the intersection of two CFLs is undecidable, we propose a semi-decision procedure that, in case of termination, answers exactly whether the intersection is empty or not. Moreover, if L(
0, the semi-decision procedure is guaranteed to terminate and return a witness sequence in the intersection. The semi-decision procedure is based on a CounterExample Guided Abstraction Refinement (CEGAR) scheme as follows:
1. Abstraction: We compute an over-approximation A i of each path language L(C i ,C i ).
Verification:
We check if A 1 ∩ A 2 = / 0, and, if so, we conclude that
Otherwise, we compute the "counterexample" I = A 1 ∩ A 2 . 3. Counterexample Validation: We check whether I contains a sequence x that is in L(C 1 ,C 1 )∩L(C 2 ,C 2 ). In this case I is not spurious, and we conclude that L(
Otherwise, we proceed to the next step. 4. Refinement: If I is spurious, we refine the over-approximations A 1 and A 2 , i.e., we compute other over-approximations
We then continue from step 2.
In the remainder of this section, we discuss these steps in detail. We fix two sets of global configurations C 1 ×C 2 and C 1 ×C 2 . For brevity, we denote L(
Computing over-approximations of path languages
To compute over-approximations of PDS path languages, our technique is based on the approach presented by Bouajjani et al. [7] , which is summarized below.
Consider an abstract lattice (D, ≤, , , ⊥, ) associated with an idempotent semiring (D, ⊕, ,0,1) such that ⊕ = is an associative, commutative, and idempotent (a ⊕ a = a) operation; is an associative operation;0 = ⊥;0 and1 are neutral elements for ⊕ and , respectively;0 is an annihilator for (a 0 =0 a =0); and distributes over ⊕.
Let D be related to the concrete domain 2 Lab * as follows: -D contains an element v a for every letter a ∈ Lab, -There is an abstraction function α : 2 Lab * → D and a concretization function γ : D → 2 Lab * defined as follows:
v a 1 · · · v a n and γ(x) = {a 1 · · · a n ∈ Lab * | v a 1 · · · v a n ≤ x},
It is easy to see that for every language L ⊆ Lab * ; α(L) ∈ D, and γ α(L) ⊇ L. In other words, γ α(L) is an over-approximation of L that is represented in the abstract domain D by the element α(L). Intuitively, the abstract operations and ⊕ correspond to concatenation and union, respectively; ≤ and correspond to inclusion and intersection, respectively; and the abstract elements0 and1 correspond to the empty language and {ε}, respectively. Therefore, to compute the over-approximation γ α(L i ) , we need to compute its representative α(L i ) in the abstract domain D. Let a finite-chain abstraction be an abstraction such that D does not contain an infinite ascending chain, and let h be the maximal height of a chain in D. Then we have:
Theorem 1. [7, 20] Let P = (Q, Act, Γ, ∆) be a PDS; let C,C be two regular sets of configurations of P ; and let α be a finite-chain abstraction defined on the abstract domain D. Then α L(C,C ) can be effectively computed in time O(h|∆||Q| 2 ).
Two different algorithms provide the basis of this theorem, one due to Bouajjani et al. [6, 7] , the other to Reps et al. [20, 21] . The latter has been implemented in a tool called WPDS++ [22] . We use this tool to compute abstractions of path languages.
To check the emptiness of the intersection of the over-approximations γ α(L 1 ) and γ α(L 2 ) , it suffices to check whether α(L 1 ) α(L 2 ) = ⊥. Indeed, using the fact that γ(⊥) = / 0, we can show that
Defining refinable finite-chain abstractions
To be able to apply our CEGAR scheme, we need to define refinable finite-chain abstractions, i.e., a series (α i ) i≥1 such that α i is at least as precise as α j if i > j; i.e., for every language
For this we define the i th -prefix abstraction as follows: Let W i be the set of words of Lab * of length less than or equal to i. The abstract lattice D i is equal to 2 W i ; for every a ∈ Lab, v a = a; ⊕ = ∪; = ∩; U V = {(uv) i | u ∈ U, v ∈ V }, where (w) i is the prefix of w of length i;0 = / 0;1 = {ε}; ≤=⊆.
Let α i and γ i be the abstraction and concretization functions associated with this domain. It is easy to see that α i (L) is the set of words of L of length less than i, union the set of prefixes of length i of L, i.e., α i (L) = {w | |w| < i and w ∈ L, or |w| = i and ∃v ∈ Lab * s.t. wv ∈ L}. Therefore,
Note that it is possible to decide whether
is a finite set of words. It is also easy to see that if i > j, then α i is at least as precise as
We have thus defined a refinable series of finite-chain abstractions α 1 , α 2 , α 3 , . . ..
Remark 1.
The i th -prefix abstraction is only one abstraction that can be used to instantiate the framework. Others are possible, such as the i th -suffix or the i th -subword abstractions (defined in an analogous way).
Checking whether the counterexample is spurious It remains to check whether
To sidestep this problem, we check instead whether L 1 and L 2 have a common word of length at most i. This amounts to checking whether
. This is decidable because α i (L) is a finite set.
The semi-decision procedure
Summarizing the previous discussion, we obtain the following semi-decision procedure (based on the i th -prefix abstraction) for the reachability problem for CPDSs: 1. Initially, i = 1; 2. Compute the common words of length less than i, and the common prefixes of
Otherwise, determine whether or not I is spurious: Check whether
have a common word of length less than or equal to i, and therefore, that L(
4. Otherwise, increment i and continue from step 2. 
Theorem 2. If L(C
, and let k be the length of
Remark 2. It follows from Theorem 1 that at each step i, computing α i (L) necessitates
O(2 |Lab| i |∆||Q| 2 ) time since there are at most |Lab| i words of length i, and therefore at most 2 |Lab| i elements in D i . This is the worst-case complexity of the algorithm. However, in practice, our implementation behaves well, as discussed in §6.
Example
Let P 1 be the PDS that has the following rules:
Let P 2 be the PDS that has the following rules: 
We use this straightforward example to illustrate our approach:
-a / ∈ L 1 , therefore, we refine the abstraction and go to
-ab / ∈ L 2 , therefore, we refine the abstraction and go to α 3 ;
Componentwise Refinement
The construction of the CPDS model from the C program involves predicate abstraction. It is parametrized by a set of predicates. A central issue in predicate abstraction is how to find a small set of predicates that allows a property of interest to be established. In our case, the property in question is whether the system can reach an error configuration from the initial configuration, where component i (where, e.g., i = 1, 2) starts in configuration glob i 0 , (n i 0 , loc i 0 ) , n i 0 is the initial control point of component i, and glob i 0 , loc i 0 are initial valuations of the global and local variables, respectively. Similarly, an error configuration is a configuration where at least one component i is in a configuration of the form glob, (n i e , loc) , where n i e correponds to an error point, and glob and loc are arbitrary valuations of the variables. MAGIC finds an appropriate set of predicates by applying a CEGAR approach, as described below.
We start with a model involving an empty set of seed predicates, and perform the model-checking step described in §4. If the model checker answers that the error state is unreachable in the CPDS model, we are sure that this is also the case for the concrete program, because the program has fewer behaviors than the model. Otherwise, if the model checker finds that the CPDS can reach an error state by performing a sequence of synchronization actions a 1 · · · a n (a 1 C 2 ) ), we need to verify whether this behavior corresponds to a real execution of the program (in which case, we have shown that the program is not correct), or whether the apparentlyerroneous behavior has been introduced by abstraction. If the latter is the case, we need to refine the CPDS model. More precisely, the model checker returns two sequences of rules r 1 1 , . . . , r 1 . If either component fails to perform its corresponding sequence, we refine its corresponding PDS to eliminate the spurious rule sequence. Note that all of these steps are done componentwise, which makes the technique compositional and scalable to large programs.
Counterexample Validation
We present in this subsection an algorithm that takes as input a counterexample given by a sequence of rules r 1 , . . . , r n of a PDS that models a sequential component, and answers whether it is spurious. Let s 1 , . . . , s n be the sequence of statements that corresponds to r 1 , . . . , r n . Intuitively, the algorithm simulates the different steps to determine whether the concrete component could possibly perform them. The algorithm starts from the initial point n 0 , and the valuations glob 0 and loc 0 of the variables. Then, it applies successively the different statements s i , i = 1, . . . , n, updates the values of the variables, and checks whether the if-then-else conditions are satisfied in this sequence of instructions. More precisely, the algorithm works as follows:
-Initially ϕ = glob 0 ∧ loc 0 , -For i = 1 to n do • if s i is an assignment, compute the strongest postcondition of ϕ with respect to s i . For example, if s i is the assignment x := x + 5, and ϕ is the valuation (1 < x < 4) = true; the updated valuation ϕ is (6 < x < 9) = true.
• if s i is an if statement with condition c, then if s i+1 corresponds to its then successor, ϕ := ϕ ∧ c. Otherwise, if s i+1 corresponds to its else successor, ϕ := ϕ ∧ ¬c.
-If ϕ is satisfiable, then the program can execute the sequence of statements, and the counterexample is valid; otherwise, the counterexample is spurious.
Eliminating the counterexample
If the counterexample is spurious for component i, we need to refine the PDS model Table 1 . Performance for the Bluetooth driver (len. = counterexample length, except for BT 3 , where it indicates the abstraction length;mem. = memory usage (MB)).
We implemented our method in ComFoRT [23] , a model checker built on top of MAGIC [14] , and experimented with a set of non-trivial benchmarks. The implementation supports two kinds of abstractions described in §4.2: the i th -prefix and the i th -suffix abstractions.
Application to concurrent recursive programs
We applied the technique to two nontrivial recursive concurrent programs that could not be handled with the original (non-recursive) version of MAGIC: a Windows NT Bluetooth driver, and an algorithm for concurrent insertions in a binary search tree.
The experiments were performed on a 3.0 GHz P4 SMP with 2 GB memory, running Linux 2.4.21-27.0.1.
A new bug in a Windows NT Bluetooth driver. The tool found bugs in two versions of this program (BT 1 and BT 2 ) and verified the correctness for a two-process instantiation of a third version (BT 3 ). BT 1 was the version for which KISS had previously found a bug [24] , and our tool identified the same bug. In contrast to KISS (as well as the work reported in [25] ), our approach can also verify correctness by determining that all error configurations are unreachable. The authors of [24] sent us BT 2 to see if correctness could be verified. Instead, we found a bug in BT 2 that can arise when two concurrent processes are running. Both bugs could be detected with the i th -prefix abstraction as well as the i th -suffix abstraction. Using the counterexample found by our tool, we modified BT 2 to create BT 3 , and analyzed BT 3 for a two-process configuration. The tool reported that the error state is unreachable in BT 3 . Tab. 1 shows the running times and memory consumption for these experiments. The i th -suffix abstraction is more efficient because we use it to compute Pre * from the error states. Therefore, the language will stop growing once Pre * has traversed i actions from the error state.
Note that the Bluetooth driver is not recursive; however, we use a recursive process to model a counter. In the real program, the counter is an integer (which is a global variable). Because we needed to represent global variables by means of synchronization actions, we had to represent the counter as a process. We modeled the counter process as a PDS with stack alphabet {1}. The number of 1's on the stack corresponds to the value of the counter. Then, incrementing the counter amounts to pushing a 1 onto the stack, and decrementing it amounts to popping a 1 off the stack. Table 2 . Times needed to detect the bug in the concurrent-insertions algorithm.
An algorithm for concurrent insertions in a binary search tree. We also considered an algorithm that handles a finite number of concurrent insertions in a binary search tree [26] . The algorithm can be applied to handle simultaneous insertions into a database (by several users), or to reduce the time necessary for a single insertion. The algorithm was modified so that one process does not adhere to the required lock and unlock semantics, and we then applied our tool (using the i th -prefix abstraction) to the modified version. The times needed to detect the bug (as a function of number of processes) are shown in Tab. 2.
Application to non-recursive examples
We applied our implementation to several examples without recursion to which MAGIC had already been applied. The previous version of MAGIC handles non-recursive procedure calls by in-line expansion. The purpose of the non-recursive experiments was to test whether our technique was better than inlining. We tested sequential programs to determine whether the implementations were of comparable speed (without the complication of concurrency). They were not: the times for the srvr-i and clnt-i examples show that the overhead introduced by our technique is substantial (cf. the times in the two columns of Tab. 3 labeled "Verif"). The reason for this difference is that MAGIC performs a reachability query over an FSM, whereas we use the full CPDS machinery (which includes the inner CEGAR loop). Table 3 . Abs = predicate-abstraction time (sec); Verif = model-checking time (sec); Mem = memory usage (MB); * = exceeded 2 GB memory limit; Len = abstraction length.
Despite this handicap, when model checking concurrent programs, our technique was almost always better than the in-lining technique of the base MAGIC system (see the bold entries in the right-hand table of Tab. 3). The new technique outperforms MAGIC in these cases because it avoids the state-space explosion that can occur because of in-lining. The cost of the technique depends heavily on the length of the synchronization sequences examined by the model checker. This can be seen by comparing the times for the non-recursive examples and for the Bluetooth example. Each of the non-recursive examples are verifed using strings of only 2-4 synchronization actions. However, BT 1 , BT 2 , and BT 3 need 8, 14, and 7 actions, respectively, which causes the running times to be much larger. This is an interesting aspect of our technique, namely, the limiting factor is the length of the synchronization sequences considered, not program size. Indeed, the analysis times are encouraging for the programs ucos-2 and ucos-3, which are 12K LOC and 18K LOC, respectively (see Tab. 3).
Related Work
Bouajjani et al. also reduced the reachability problem for CPDSs to computing overapproximations of CFLs; however, no CEGAR techniques were presented there [6, 7] . More precisely, their work computes over-approximations A 1 and A 2 of two given CFLs L 1 and L 2 , and if A 1 ∩ A 2 = / 0, one concludes that L 1 ∩ L 2 = / 0. However, no conclusion can be made automatically if A 1 ∩ A 2 = / 0. In particular, one can never conclude that L 1 ∩ L 2 = / 0. In contrast, our CEGAR-based semi-decision procedure is guaranteed to terminate in this case, with the correct answer.
CEGAR-based predicate-abstraction techniques are used in several C-program model-checking tools, such as SLAM [12] , BLAST [13] , ZING [27] , and KISS [24] . However, as mentioned previously, SLAM cannot deal with concurrency, BLAST cannot handle recursion, and KISS cannot discover errors that appear after a number of interleavings between the parallel components greater than three. ZING is an extension of SLAM to concurrent programs. SLAM and ZING are based on procedure summarization; hence, ZING might not terminate in cases where our technique will. Indeed, in the concurrent case, one needs to keep track of the calling stack, which can be unbounded in the presence of recursive calls. The contents of the stack are explicitly represented in ZING. In contrast, in our PDS modeling framework, they are symbolically represented with regular languages. On the other hand, SLAM and ZING use predicate-abstraction techniques to extract a Boolean program from a C program with recursion. Schwoon has implemented a translation from Boolean programs to PDSs in the MOPED tool [15] . However, MOPED cannot handle concurrent programs. Our CPDS predicateabstraction-refinement techniques are performed componentwise, and amount to performing successive sequential PDS predicate-abstractions and refinements. These successive steps could be performed using SLAM and then MOPED; however, in this paper, we present predicate-abstraction techniques that create a PDS from C source code of a sequential component directly and more efficently (i.e., without going through an intermediate Boolean program).
Finally, the techniques presented in [28, 25] also use multiple PDSs to model concurrent recursive programs. However, [28] is restricted to programs that communicate via a finite number of locks, and assumes a certain nesting condition on the locks. As for [25] , it uses shared-variables for communication between threads, whereas we use synchronizing actions (these two models can simulate each other). The technique presented in [25] sidesteps the undecidability of the reachability problem for multiple PDSs by putting a bound k on the number of interleavings between different threads, whereas we sidestep undecidability by computing abstractions of CFLs (without bounding the number of interleavings). In certain cases, our technique can be more powerful than the one presented in [25] . Namely, when we find A 1 ∩ A 2 = / 0, we can infer that the target configurations are not reachable, whereas the technique of [25] can never establish such a property because it computes an underapproximation. Indeed, after correcting BT 2 to create BT 3 , our tool verified that BT 3 is correct for two processes. Finally, the technique of [25] has not been implemented, and no automatic techniques to translate C code to PDS are presented there.
