Purpose: Water equivalent diameter (Dw) reflects patient's attenuation and is a sound descriptor of patient size, and is used to determine size-specific dose estimator from a CT examination. Calculating Dw from CT localizer radiographs makes it possible to utilize Dw before actual scans and minimizes truncation errors due to limited reconstructed fields of view. One obstacle preventing the user community from implementing this useful tool is the necessity to calibrate localizer pixel values so as to represent water equivalent attenuation. We report a practical method to ease this calibration process. Methods: Dw is calculated from water equivalent area (Aw) which is deduced from the average localizer pixel value (LPV) of the line(s) in the localizer radiograph that correspond(s) to the axial image. The calibration process is conducted to establish the relationship between Aw and LPV. Localizer and axial images were acquired from phantoms of different total attenuation. We developed a program that automates the geometrical association between axial images and localizer lines and manages the measurements of Dw and average pixel values. We tested the calibration method on three CT scanners: a GE CT750HD, a Siemens Definition AS, and a Toshiba Acquilion Prime80, for both posterior-anterior (PA) and lateral (LAT) localizer directions (for all CTs) and with different localizer filters (for the Toshiba CT). Results: The computer program was able to correctly perform the geometrical association between corresponding axial images and localizer lines. Linear relationships between Aw and LPV were observed (with R 2 all greater than 0.998) on all tested conditions, regardless of the direction and image filters used on the localizer radiographs. When comparing LAT and PA directions with the same image filter and for the same scanner, the slope values were close (maximum difference of 0.02 mm), and the intercept values showed larger deviations (maximum difference of 2.8 mm). Water equivalent diameter estimation on phantoms and patients demonstrated high accuracy of the calibration: percentage difference between Dw from axial images and localizers was below 2%. With five clinical chest examinations and five abdominal-pelvic examinations of varying patient sizes, the maximum percentage difference was approximately 5%. Conclusions: Our study showed that Aw and LPV are highly correlated, providing enough evidence to allow for the Dw determination once the experimental calibration process is established.
INTRODUCTION
Volume CT dose index (CTDIvol) is a standard radiation output metric reported by CT scanners, but not a reliable surrogate of patient dose, as the dose received by a patient from a CT examination depends on both radiation output and patient size. To address this, the American Association of Physicists in Medicine (AAPM) Report 204 introduced a size-specific dose estimate (SSDE), to estimate the patient-absorbed dose from CTDIvol by incorporating correction factors that depend on patient dimensions. 1 Geometric dimension is only a surrogate for a patient's x-ray attenuation, and it deviates from the patient attenuation in cases such as thoracic CT scans. 2 Water equivalent diameter (Dw) expresses x-ray attenuation of a patient in terms of the diameter of a water cylinder having the same x-ray absorption. [3] [4] [5] Wang et al. demonstrated that Dw yields accurate size-corrected dose estimates, 6, 7 and the AAPM Report 220 further clarified that using Dw is the preferred method for determining SSDE correction factors. 2 Water equivalent diameter can be estimated from two types of clinical CT image datasets: axial CT images or CT localizer radiographs. While estimating Dw from axial images offers the most intuitive and robust solution, there are two main drawbacks. Dw cannot be properly estimated if the images are not orthogonal to the z-axis (illustrated in Fig. 1 ) and cannot be employed unless the full field of view (FOV) reconstructed images are available. 8 Additional full FOV axial reconstructions that would address these drawbacks are not always welcomed due to the added time and storage burden.
While not recommended by the AAPM Report 220 due to several implementation difficulties, 2 localizer radiographs depict x-ray attenuation measurements since they are used in the prescription of dose modulation.
The approach of estimating Dw from CT localizer radiographs has several sought after advantages beyond solving the two problems mentioned previously: (a) it is capable of estimating Dw of different body positions from one or two localizer images and thus has much smaller data collection overhead for implementation; (b) it is capable of estimating Dw before the actual scans start and thus enables the possibility of integrating Dw into data-driven clinical workflow, such as size adaptive protocol selection.
One of the technical obstacles that prevents the user community from implementing localizer-based Dw estimation is the requirement to calibrate localizer pixel values in terms of water attenuation. Wang et al. reported an experimental calibration approach that establishes the correlation between individual localizer pixel values (LPV) and water thickness, based on the imaging of a series of water-containing phantoms of various thickness of water along a selected direction. 7 For the data collection, water thickness data were measured in axial images and corresponding localizer pixels. Linear regression was then applied in order to estimate the relationship between LPV and water thickness. The appeal of this method lies in its intuitive simplicity and the accurately known water thickness between two flat surfaces of the phantoms. Nevertheless, the lack of availability of such custom-made phantoms limited the widespread clinical adoption of the method.
In this study, we introduce a practical calibration method for the estimation of water equivalent dimensions from localizer radiographs. The objective is to enable the medical physics community to routinely and effortlessly obtain and check the calibration in order to further develop clinical applications of Dw. The method does not rely on specialized phantoms to allow direct and reliable measurements of water thicknesses, instead, calibration can be conducted with routinely used quality control phantoms, such as the ACR CT phantom and CTDI phantoms. We also developed software to aid and automate the calibration process. 
MATERIALS AND METHODS

2.A. Formulation of a simplified calibration method
2.A.1. The problem at hand
In the paradigm of expressing x-ray attenuation of a subject in terms of a water cylinder having the same x-ray absorption, the cross-sectional area and diameter of the water cylinder are referred as water equivalent area (A w ) and water equivalent diameter (D w ), respectively. A w can be calculated from the mean CT number within a ROI in an axial image (HU ROI ) and the area of the ROI (A ROI ), and D w can be directly calculated from A w (see Equations 4a and 4b in Ref. [2] ):
The problem of calibration is to establish the relation between pixel values from localizer radiographs and A w from axial images, such that A w (or D w ) can be deduced from localizer radiographs.
2.A.2. The existing calibration method
The existing method of the calibration 2 can be briefly described as follows. For a subject properly centered in the scan FOV (Fig. 2) , assuming that the pixel values in a CT localizer radiograph is appropriately scaled to represent water equivalent lengths L w , and that the mean width of rays at the isocenter equals the projected detector spacing at the isocenter (d), then the water equivalent area associated with each ray is equal to L w Ád, and the overall water equivalent area of the subject is:
where n is the number of detector channel (pixel elements) along the axis of the localizer radiograph perpendicular to the 7 which demonstrated a linear relationship:
where a and b are the slope and intercept of the linear relationship, respectively. Combining Eqs. (2) and (3), A w can be calculated from a localizer radiograph line with known slope a and intercept b data:
The above derivation is based on the assumption that a linear relationship exists between individual localizer pixel value and water thickness (L w ), which requires careful experiments to validate.
2.A.3. A practical calibration method
As an alternative to the above calibration method, we propose to estimate water equivalent area A w from localizer radiographs by establishing the correlation between A w from an axial image and the average pixel value of a localizer line corresponding to the z-location of the axial image (Fig. 2) .
Toth et al. have shown that from a line perpendicular to the z-axis in a localizer radiograph, a projection area (A p ) can be obtained:
where LPV is the averaged LPV over all pixel elements along the line. A p represents a measure of total object attenuation, similar to A w of the same z-location. 5 We hypothesize that the correlation between A w and A p , or equivalently, the correlation between A w and LPV can be established through a calibration process.
The core of the calibration process is to find corresponding A w and A p of a subject at the same z-location. Assuming that the localizer radiograph coverage in the z-direction is the same as or beyond that of the axial image, a line perpendicular to the z-axis can be found on the localizer to match the z-location of an axial image (Fig. 3) . Thus, a pair of A p and A w can be calculated from the localizer line and axial image, respectively. As n and d are fixed for an examination, testing the correlation between A p and A w is equivalent to testing the correlation between 1 nd A w and LPV. With the relationship between 1 nd A w and LPV established, A w can be readily determined from LPV in the localizer line corresponding to the axial image, and D w can be calculated using Eq. (1).
2.B. Computer implementation
2.B.1. Axial-to-localizer pairing through geometrical transformation and projection
To locate the matching localizer line for a given axial image, one approach is to map the four corners of the axial image on the localizer radiograph (Fig. 3) . To achieve this, we first map a pixel location [i,j] from a DICOM image to the three-dimensional (3D) coordinates [x,y,z] in DICOM patient-based coordinate system (DPCS) and then project the 3D coordinates [x,y,z] to the two-dimensional (2D) pixel location on the localizer radiograph [i l ,j l ]. The mathematical and implementation details of this two-step mapping process are detailed in the supplemental material of this manuscript.
2.B.2. Software-assisted calibration procedure
We developed a program in Python 9 which incorporated a GUI to aid in the following procedure:
• Load image dataset (axial images and a localizer radiograph) and rescale the raw pixel values into HU values using the DICOM tags "Rescale Slope" (0028,1053) and "Rescale Intercept" (0028,1052).
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• Automatically locate the corresponding line(s) in the localizer radiograph and calculate LPV.
• Allow manual ROI selection in the axial image for delineating the subject alone (excluding the patient table). A w is calculated from the ROI using Eq. (1).
• Perform preliminary linear regression based on relevant 1 nd A w and LPV (Eq. (5)).
• Save relevant measurement results into comma separated value (CSV) files for further data analysis.
Some implementation details are worth mentioning about the above outline. For an axial image loaded into the program, a ROI depicting the imaging subject alone is needed for the calculation of A w . This ROI is defined by manually pinpointing the vertices of a polygon (e.g., Fig. 4) . The selected ROI propagates through axial images in a volume, until it is manually adjusted again. The ROIs are memorized for each slice to allow repeated measurements using the same axial data, when different localizer radiographs (in LAT or PA directions, or with different localizer radiograph filters) of the same subject were used.
Regarding the mapping between axial image and localizer images, if the slice thickness of the axial image is larger than that of the localizer line in the z-direction, a group of localizer lines spanning on both sides of the slice center in the z direction are located. Averaged LPV is calculated from the localizer line group. For cases where a noninteger number of localizer lines are needed to cover the half slice thickness, this number is rounded down to the nearest integer.
The data points used for the calibration are [LVP, 
2.C. Experimental setup and data collection
The described method was tested on three CT scanners from different vendors ( Table I ) that are clinically used in our institution. The calibration experiments utilized an ACR CT accreditation phantom (Gammex, WI), a 32-cm CT dose index (CTDI) phantom, and a water-filled container of varying cross-sectional area (a large plastic juice bottle). Each phantom was centered and scanned to obtain localizer radiographs and axial images.
The localizer radiographs were obtained using the clinical acquisition techniques (Table I ). The preset image filters on GE and Siemens scanners (not selectable from the routine user interface) were used, and three selectable image filters on the Toshiba scanner (Standard, Sharp, and Soft) were tested. Axial phantom images were obtained at 120 kVp and fixed mA, from which A w was calculated from the averaged CT numbers within the selected ROIs as described in Section 2.B.2.
Calibration data that were collected on each of the three scanners using the ACR phantom, the 32-cm CTDI phantom, and the water container were combined into one dataset for each imaging condition of the localizer radiographs. From this dataset, the correlation between LVP and 1 nd A w was tested using linear regression.
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To demonstrate the usage of the calibration results in estimating D w from localizer radiographs, another set of phantoms (the water section of a GE quality assurance (QA) phantom and two Toshiba water phantoms: S and M) were centered and imaged using CT2 (GE CT750 HD) both axially and via LAT and PA localizers. The calibration results were used to convert LPV into A w and D w , as described in Section 2.A.3. The outer diameter of the GE QA phantom and the two Toshiba water phantoms are 21.5, 24, and 32 cm, respectively. Figs. 1 and  4 . For an axial image perpendicular to the z-axis (table direc- The program loaded with image data is illustrated in Fig. 4 , where axial images are paired with the corresponding localizer radiographs to generate calibration data. This figure also shows the mapping between axial images and localizer lines and demonstrates that the center of the forth section of the ACR phantom matches with the row in the localizer. In Fig. 4 , the calibration points from the ACR phantom scan are gathered in a narrow range (average localizer pixel values ranged from -200 to -180) in the regression figure near the bottom of the GUI. This is because the ACR phantom has a fixed diameter and only slight variation in its total attenuation due to composition differences in various sections. The water bottle dataset showed a wider range in LPV from approximately -340 to -290 (unitless), resulting from the variation of x-ray attenuation due to changing cross-sectional sizes of the object. Figure 5 shows the calibration data collected from the three phantoms on CT2 (GE CT750 HD), for the calibration using lateral localizer radiographs. Note that calibration data from the 32-cm CTDI phantom covered both ends of the line: the largest attenuation came from the 32-cm phantom body itself and the lowest attenuation came from the empty table top. Data from the three phantom scans fell well on the calibration line, generating an R 2 value of unity. The y-axis, A w /(nd), which is the quotient between A w (the water equivalent area, in mm 2 ) and nd (projected length of the localizer line, in mm, see Section 2.A.2), has the unit of mm. The x-axis, averaged localizer pixel values along the localizer line (s), is unitless.
RESULTS
Axial-to-localizer mapping is demonstrated in
Calibration results (slope, intercept, and R 2 of the regression line) for the three scanners are compiled in Table II . The unit of the intercept is mm, the same as that of A w /(nd). As LPV is unitless, the unit of the slope is also mm.
To validate the reported approach, water equivalent diameters of the three extra phantoms (one GE QA phantom and two Toshiba water cylinders) measured from the axial images and LAT and PA localizer radiographs on CT2 were compared in Table III . Furthermore, Dw was calculated from LAT, PA, and axial images for five chest examinations and five abdominal-pelvic (ABP) CT examinations from CT2. The sizes of the patients varied approximately from 17 to 31 cm for the chest group and from 20 to 38 cm for the ABP group. For each examination, Dw was calculated for each slice location in the central 1/3 of the scanned volume and was then averaged to calculate Dw shown in Table IV . Out of the ten examinations, the maximum percentage differences between Dw from localizer and Dw from axial images were 4.6%, 5.1%, and 3.6%, for LAT, PA, and effective Dw ( ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi LAT Á PA p ), respectively. The average percentage differences were 1.2%, 0.2%, and 0.5%, for LAT, PA, and effective Dw, respectively.
DISCUSSION
In this study, a calibration method is introduced to aid the estimation of water equivalent dimensions from localizer radiographs. The calibration process establishes the correlation between water equivalent area A w from an axial image and the averaged localizer pixel values LPV from a line on a localizer radiograph, when the axial image and the localizer line(s) describe the same image plane.
Previous studies have compared individual localizer pixel values and water thickness along a ray path (L w ). Our study shows that A w and LPV are highly correlated and provide enough evidence to allow for D w determination once the calibration constants are determined.
The calibration method and our implementation of the method were tested on three CT scanners from different vendors, based on images of two routinely used phantoms (an ACR CT phantom and a 32-cm CTDI phantom) and a water container. Using information from the DICOM tags, our software mapped the four corners of each axial image onto its corresponding localizer radiograph, indicating the z-location of the axial image. For combining calculations from both the axial and localizer radiographs, the program made the necessary measurements to establish the calibration constants. Linear relationships were observed for all tested conditions on the three scanners, regardless of the direction and image filters used on the localizer radiographs. From Table II , one can observe that the R 2 values of all calibration results were greater than 0.998. When comparing LAT and PA directions with the same image filter and for the same scanner, the slope values were close (maximum difference: 0.02 mm, or 1.2%), and the intercept values showed larger deviations (maximum difference 2.8 mm, or 21/3%). This can be attributed to different effect of the patient table in PA vs LAT directions, as the intercept is mainly used to remove the impact of table from the D w estimation. For the Toshiba scanner, "Standard" and "Sharp" image filters generated very similar calibration results: the percentage differences of slope values in both LAT and PA directions were less than 0.1%, and intercept values differed less than 0.8%. It is likely that the perturbation of individual pixel values by the Sharp and Standard image filtered was smoothed out as the calibration was based on A w and LPV, which are both insensitive to local changes.
The utilization of readily available phantoms for the calibration is an advantage of this method. Instead of running experiments with specially made phantoms, an ACR CT phantom and a 32-cm CTDI phantom are able to provide three clusters of calibration points with three levels of attenuation: the empty table, the ACR phantom of 20 cm diameter, and the 32-cm CTDI phantom (Fig. 5) . In this sense, the calibration data from the water container with a conic neck can also be interpreted as a test of the soundness of the calibration line. The diameter of the water container varied over a wide range, which overlapped nicely with the calibration line.
The residual values -the differences between true y-values and those estimated from the regression line -were in the range of [À1.0, 1.4] mm, with a standard deviation of 0.39 mm. Comparing this with the y-values of the ACR phantom (Fig. 5, approximately 60 mm) and the 32-cm CTDI phantom (approximately 170 mm), the residuals are small.
The application of the calibration results for the estimation of water equivalent diameters was demonstrated with three extra water containing phantoms as well as five chest examinations and five abdominal-pelvic examinations (patients were centered per our clinical QA policy). For the phantom scans where the phantoms were uniform and were well centered at the isocenter, the maximum percentage difference of 1.7% occurred with the GE QA phantom which has the smallest diameter. For the patient scans, the patient mass is not uniformly distributed and the centering of the patients is not always perfect. Comparing to the recommended accuracy level of 10 percent, 2 the maximum percentage difference of 4.6%, 5.1%, and 3.6% for LAT, PA, and effective Dw, respectively, can be considered satisfactory.
Dw and Aw are calculated based on CT numbers in an axial images [Eq. 
DwAxial
Dw-LAT combination of localizer-kVp and axial-image-kVp. From a pragmatic perspective, however, the purpose of estimating Dw is to measure the patient size and shape, in order to better manage the imaging protocols and parameters. For demonstrating our method, we restricted our technique factors for characterization to those most commonly used in clinical imaginglocalizer and axial images both acquired at 120 kVp. A few implementation details of the software may be worth mentioning here. We noticed that not all localizer radiographs are created equally. For example, localizer radiographs from the tested Toshiba and Siemens scanners are 5129512 pixels in size, and the actual localizer data were fit into this pixel array, with the surrounding region of the array filled by artificial values. The GE scanner generated localizer radiographs with variable lengths according to z-direction coverage and without artificial data filled into the background. This nuance is important as the artificial pixel values need to be excluded from the calibration data. We also noticed that the direction of localizer axes (z-axis and AP/PA or LAT, depending on the direction of the localizer scan) in the images may differ from vendor to vendor. For example, the Toshiba scanner has the table direction along the columns in the PA localizers but along the rows in the LAT localizers. In contrast, the GE and Siemens scanners always have the table direction oriented along the columns of the localizer radiographs. The usage of the DICOM information (see the supplemental material) to determine the orientation and position of the localizer radiographs is thus critical for robust software performance across scanner manufacturers.
The study is limited in the following aspects. First, the reported approach was only tested with three scanners, although they were from different vendors. More data would be necessary to investigate whether the calibration results vary drastically among individual scanners of the same model or of different models. However, this paper is focused on the calibration method and its implementation, and data from the three scanners serve to demonstrate the idea and to validate the method. Secondly, we restricted measurements to a single but widely used localizer kV in order to derive calibration parameters. The same kV was used in phantom validations and for clinical examples. While this is a limitation of the study, we do not expect the methodology to break down at different kV selections. It is possible, however, that a larger, kV-indexed set of calibration parameters would need to be determined for each scanner, in order to fully characterize the calibration for each localizer-kVp and axial-kVp combination. Thirdly, the validation of the reported method was conducted with limited phantom and patient scans. The phantoms used in the demonstration were perfectly centered, and the patient examinations were well centered per our clinical QA policy. We did not test the cases of much off-centered subjects as correction of D w from patient miscentering is beyond the scope of this paper (the calibration itself) and has been discussed elsewhere in the literature. 12 
CONCLUSION
This work presents a practical method to calibrate localizer radiographs so that they can be used to estimate water equivalent diameters. The method relies on CT acquisitions of reliable phantom studies as well as the reported software/ algorithm to determine the relationship between a reconstructed image plane and corresponding localizer line(s).
