It is proposed here to study the free boundary of the obstacle problem in the case of an elastic plate. Under a nondegeneracy assumption, we prove a stability theorem which relates the variations of the contact zone to the variations the external forces 
Introduction
This paper deals with the variations in the solution to contact mechanics problems which occur when the external parameters vary. Under usual three-dimensional elasticity as well as in the mechanics of elastic structures in the case of usual bilateral equilibrium problems, determining these variations is known to amount to applying the classical inverse function theorem in the corresponding Sobolev spaces. This procedure has been implemented in many software programs and it is known as the path-following method.
The aim of the present study was to investigate some questions about the variation of the solution to equilibrium problems in the case of structures in the framework of linear elasticity, but under unilateral contact conditions with a rigid obstacle. The question then amounts to studying the changes in the boundary of the part of the domain which is in contact with the obstacle (the so-called free boundary). In the case of membranes, i.e. in the case of the problems associated with the harmonic operator, this question was addressed in 1975 by Schaeffer [14] . Schaeffer's stability result gives the strong derivative of the free boundary with respect to the external forces, provided the free boundary is smooth. It is nevertheless worth noting that the generic smoothness of the contact set for the harmonic operator is still only a conjecture, which was also given by Schaeffer in 1974 . A partial proof of this conjecture was recently presented by Monneau [13] in the 2-dimensional case, in the particular case of a constant force.
Very few attempts have been made to solve this problem in the case of plates, i.e. when the biharmonic operator is involved. In [7] , A. Cimetière and A. Léger showed the existence of a strong derivative of the solution of the obstacle problem with respect to the forces in the case of a linearly elastic beam over a flat rigid obstacle. This result also holds in the case of a circular elastic plate subjected to axisymmetric vertical forces. In the case of more general problems, several results had been obtained in studies by Caffarelli et al. [4] [5] [6] , focusing in particular on the smoothness of the free boundary.
First we present some geometric aspects of the free boundary in the obstacle problem in the case of an elastic plate and establish a stability theorem for the contact set relating the change in the external forces to the change in the contact set. This means that we extend Schaeffer's stability theorem to the case of the biharmonic operator. Some comments are made about the differences arising between the obstacle problem in the case of a plate and in the case of a membrane. Schaeffer's conjecture is of course an open question in the case of the biharmonic operator.
Let us now outline the main steps of the paper. In Section 2, we give the links between weak and strong formulations of the obstacle problem for the biharmonic operator. In particular, it is observed that nondegeneracy conditions are necessary to obtain some regularity results.
Section 3 is the main part of this study. We first present the stability result and go through all the steps in the proof. In particular, the obstacle problem, which is associated with inequalities, is transformed into a functional equation relating the free boundary to the loading parameter. Partial derivatives of this functional equation are then calculated using Riemannian geometrical tools, and lastly we prove that this equation can be inverted using the Nash-Moser implicit function theorem.
Section 4 completes the proof by showing that the function obtained using the Nash-Moser theorem is actually the right solution.
Framework and main results

Weak and strong formulations of the obstacle problem
Let Ω be a bounded domain in the plane with a C ∞ boundary, and let ψ ∈ C ∞ (Ω) be a smooth obstacle. We introduce the following closed convex set in the usual Sobolev space H 2 (Ω):
We then consider the variational problem:
The minimization problem (1) is the frictionless equilibrium contact problem in the case of an elastic plate over a rigid obstacle ψ . The plate is clamped at its edges along a line of vertical coordinates G, and it is subjected to vertical forces F . The obstacle problem consists in finding the shape of the plate, which is given by the graph of the function U : Ω ⊂ R 2 → R, and the contact set I(F, G) between the plate and the obstacle. The first term in the integral of problem (1) is the elastic energy of the plate with elastic moduli equal to 1 and the second term is the work of the external loads.
Definition 2.1. The contact set is I(F, G) := {x ∈ Ω/U (x) = ψ(x)}, and the boundary ∂I(F, G) of I(F, G) is classically referred to as a free boundary.
We recall that the well-posedness and the regularity properties of (1) are guaranteed by the following theorem, the proof of which is given in [16] :
Remark 2.1. (i) Theorem 2.1 was originally stated for ∂Ω ∈ C 2,α and gave
But, due to the condition G > ψ on ∂Ω and to a stronger smoothness of ∂Ω, the loc can be removed.
(ii) Since U ∈ H 2 (Ω), classical Sobolev's embedding theorems give that U ∈ C 0 (Ω). Moreover if U > ψ on ∂Ω, then by continuity U > ψ in (∂Ω) , where (∂Ω) is an -Ω-neighborhood of ∂Ω. Thanks to classical theorems (see [8, 9] ) we can relax the hypothesis on the boundary of Ω, assuming that ∂Ω is only piecewise C 4,α with convex corners, because the solution of (1) is bilateral in (∂Ω) . Indeed, we can construct forces defined in Ω corresponding to an equilibrium solution strictly above the obstacle and coinciding with U in (∂Ω) . This yields a bilateral solution which coincides with U in (∂Ω) , and we can therefore conclude by applying classical results of the standard theory of elliptic operators. In particular the smoothness of the restriction of the solution of problem (1) to (∂Ω) increases with the smoothness of the forces if Ω is smooth enough.
The main questions, which now remain to be solved, concern the geometric properties of the contact set I(F, G). Since U belongs to C 2 (Ω), then D 2 U exists at any point of Ω. Assuming the contact set to be a smooth surface, the following strong formulation for problem (1) can be deduced:
Find a function U and a compact set I ⊂ Ω such that
Remark 2.2. The coincidence set may include nonessential parts, which means that I =I.
(i) In the case of the obstacle problem associated with the harmonic operator, Caffarelli and Rivière [5] have observed that I − I is a false coincidence set since the obstacle ψ can be replaced by another obstacle ψ without changing the variational solution U but with I := {x ∈ Ω/U (x) = ψ (x)}. This shows that the portion ∂I − ∂I = ∂I − ∂I can be regarded as nonessential or negligible, as the reaction (which is a density measure) does not act on negligible Lebesgue measure sets.
(ii) But this no longer applies in the case of the biharmonic obstacle problem, because the reaction 1 μ := Δ 2 U − F , which is a Radon's measure, is not necessarily a density measure! Due to the characteristics of the fundamental solution of the harmonic operator in the case when Ω ⊂ R 2 , the reaction is a measure which acts on lines but does not acts on isolated points. The following example can be checked with elementary calculations:
Let us assume that a horizontal linearly elastic circular plate clamped at the boundary is submitted to a uniform vertical force and is strictly above a horizontal obstacle before being loaded. The solution is such that there is a critical value of the load for which the plate is set into contact with the obstacle at a single point. But there is no reaction at this point. For larger loads the contact holds on a disc. The reaction then consists of two parts, a uniform part on the interior of this disc and a singular part on a line which is the boundary of the disc. One part of this feature is due to the biharmonic operator: the singular part no longer exists for a membrane. Another part of this feature is due to the fact that the problem is in R 2 : the reaction acts on single points for the biharmonic operator in the case of one-dimensional problems (see [7] ).
A nondegeneracy condition
In the case of the obstacle problem associated with the harmonic operator (the membrane case), it is known that one cannot hope for regularity results on the free boundary if we do not assume that some "nondegeneracy" condition is satisfied. This also applies to the biharmonic operator where, without a nondegeneracy assumption, the coincidence set could be equal to any compact subset of the domain! As a matter of fact, if such an assumption is not made, the coincidence set can be regarded as the set of the zeros of a smooth function, and we know from the Whitney Theorem that any closed set in the plane can be equal to the set of the zeros of a smooth real valued function. Let us for instance study the case where the reaction μ is equal to zero, the so-called grazing contact case. It is immediately verified, even with C ∞ data ψ , F and G, that the coincidence set can be equal to the set of the zeros of any smooth function.
We now introduce the corresponding assumption. Since U is a super-solution of (Δ 2 − F ) and U = ψ in I, we have Δ 2 ψ(x) − F (x) 0 for any point x inI. The following assumption is then necessary to obtain any regularity results of the free boundary:
Assumption 1 (Nondegeneracy condition).
The obstacle and the forces satisfy the following inequality:
Remark 2.3. We would like to find out whether the nondegeneracy condition is sufficient to obtain some geometric results. We conjecture that if a nondegeneracy assumption is satisfied, probably in the stronger form Δ 2 ψ −F δ 0 > 0 in Ω, the free boundary ∂I(F, G) of the obstacle problem (1) has a locally finite 1-dimensional Hausdorff measure, and in particular that it has a zero 2-dimensional Lebesgue measure. This has been proved by Caffarelli in [4] for the harmonic operator, and partly proved in [6] for the biharmonic operator. In particular the following result, given in [6] , is recalled:
Theorem 2.2. With the same hypotheses and notations as in Theorem 2.1, we define a non-negative Radon measure μ on Ω, as follows:
Ω ζ dμ := Ω ΔU Δζ − F ζ dΩ, ∀ζ ∈ H 2 0 (Ω). If 0 > ψ on ∂Ω, then μ(Ω) < ∞.
Stability theorem
. We now focus on obstacle problems with data such that F ∈ C ∞ (Ω), G ≡ 1, ψ ≡ 0. This results in the following stability theorem, which is the main result obtained in this study: 
• is a smooth surface.
This result extends the result obtained by Schaeffer in 1975 [14] to the biharmonic operator. This means that we have completely proved the result presented in [12] . The proof runs up to the end of the paper. It has been broken down into four main steps that we summarize here for the sake of clarity.
Step 1. We first change problem (2) into a functional equation. Let Γ • be the free boundary with a given load F • , that is Γ • := ∂I • . We define a map Υ u , which maps the curve Γ • onto a new curve Γ u of the plane closed to Γ • , and take Υ u for a given u to be a perturbation of Γ • . If u is small enough, Υ u will be a smooth diffeomorphism of
Step 2. Let T[u, F ] = 0 be the functional equation obtained in Step 1. The functional T[u, F ] is equal to the second derivative of U in the direction of the outward normal n • to Γ • . Let I u be the part of domain Ω bounded by Γ u , and U u the solution of a problem with the biharmonic operator in Ω u = Ω\I u and boundary conditions on ∂Ω and Γ u . The goal is then to solve the functional equation T[u, F ] = 0 using a suitable implicit function theorem for the Fréchet space of smooth functions, in which case the classical implicit function theorem is known to no longer apply. As a matter of fact, we shall see that T is an operator from C m to C m−2 . Moreover T is an operator of order 2, but at a solution of the functional equation, the order of the derivatives of T drops by two units so that dT becomes a multiplication operator. It is also worth noting that dT is a local operator at a solution of the functional equation, although T itself is highly non-local.
Step 3. The corresponding implicit function theorem is Nash-Moser theorem. Its set of hypotheses consists of five statements. In this third step we will confirm that these hypotheses actually apply to equation T[u, F ] = 0.
Step 4. Based on Nash-Moser theorem, Γ u is known to be a smooth Jordan curve diffeomorphic to Γ • . I • is the contact set corresponding to F • . But we do not know for the moment whether I u is the contact set corresponding to the external force F . This last point will be established in the fourth step. Using the tools of Riemannian geometry, we prove that the third partial derivative of U u in the direction of n • is equal to L u,F on Γ u . Taking η > 0 to be sufficiently small, we therefore establish that L u,F is strictly positive on Γ • in a tubular neighborhood of Γ u . We deduce that the third partial derivative of U u in the direction of n • is positive in some neighborhood V u of Γ u . We obtain a third order approximation of U u in V u by performing a Taylor expansion, and we conclude that U u is strictly positive on V u . In addition, by assumption, the solution U • is strictly positive on Ω\I • hence U u is strictly positive in some neighborhood V u of Γ u , and we deduce by continuity that U u is strictly positive on Ω\V u . (2) with data F • under the hypotheses of Theorem 3.1. For the sake of brevity we set Γ • := ∂I • .
Transformation into a functional equation
• Let u be a real-valued function C k (Γ • ) and define a map Υ u by:
where X is a curvilinear abscissa on Γ 
• Let 0 < α < 1, and let
η .
• Let us now introduce a nonlinear functional T[u, F ] defined by:
Let U u be the solution of the following problem:
This can be interpreted as the following equivalence:
We have the following result:
Proof. Due to classical regularity results the solution of (5) 
and
Riemannian metric and derivatives on the free boundary
Let g u be the Riemannian metric on Γ u induced by the map Υ u : Γ • → R 2 , namely the metric having the following components with respect to a given coordinate system in which the abscissa on Γ • is {X j } j =1,2 :
Let (g u ) ij denotes the contravariant components of this metric, i.e.
Proposition 3.1. We take ß u := (n • , n u ) to denote the angle between the normal n • to Γ • and the normal n u to Γ u . Thenh
The proof can be easily obtained and is not carried out here. As stated before U u is the solution to problem (5) and let us assume that
We can now compute ∂ u T. We define a tubular neighborhood of Γ u as follows:
Obviously, when t = 0, Eq. (9) defines a parametrization of Γ u . The first step consists in performing a Taylor expansion of U u with respect to t at a given curvilinear abscissa X, using (8) and (5), we get:
In order to obtain the derivative of T[u, F ] with respect to u we now calculate
Let U u+εv be the solution of the following problem: where the curve Γ u+εv belongs to the tubular neighborhood of Γ u defined by (9) for ε small enough. Let us now rewrite U u+εv as
V satisfies the following problem:
We now choose t = εv. From the Taylor expansion (10), it follows that: U | Γ u+ευ = O(ε 3 ), and hence
Remark 3.1. This shows that, when T(u, F • ) = 0, ∂ u T is a multiplicative operator which multiplies by
We now give two results which are the main geometrical steps in the proof of Theorem (3.1):
Proof. Let TUB ε (Γ u ) be the tubular neighborhood of Γ u described by:
The local coordinates in TUB ε (Γ u ) are (χ 1 , χ 2 ) (see Fig. 1 ). Let P be a point in TUB ε (Γ u ), let γ u be tangent to Γ u , and let n u be the unit normal vector so that P (χ 1 , χ 2 ) := γ u (χ 1 ) + χ 2 n u (χ 1 ). We can write:
where the dot indicates a derivative with respect to χ 1 . We obtain Euclidean coordinates induced by the Riemannian metric (denoted by .|. g ):
The proof of Proposition 3.3 now involves four points: χ 1 ), 0) = 0 ∀χ 1 , these functions, which are identically equal to zero, have a derivative with respect to χ 2 which is also equal to zero. 
We know that Δ 2 U = F in Ω u , hence we obtain the result.
Point 4:
We now establish the last point which is:
The Levi-Civita formula gives equality (♠); then the term (♣) is equal to zero on Γ u thanks to Point 1.
Let us write: U are equal to zero on Γ u and on the other hand, the angle between the normal to Γ • and the χ 2 axis is cos(ß u ). The conclusion, ∂ 4 n • U = cos 4 (ß u )F on ∂I u , follows by iterating the same procedure. 2
Conclusion:
• When T(u, F ) = 0, the following linear operator will be used as an approximation of the partial derivative of T with respect to u:
• The operator ∂ u T is consequently defined as the multiplication by L u,F .
• It is now possible to define the right inverse operator of L u,F as the multiplication by (L u,F )
The Nash-Moser conditions
Given F ∈ C ∞ (Ω), let us assume that there exists a function u such that
We recall that the Nash-Moser implicit function theorem gives the solution of the functional equation
satisfies a set of five hypotheses.
The five hypotheses
Let us introduces indexes ς = 4 + α, 0 < α < 1, and ι > ς. The assumptions of Nash-Moser theorem are the following:
Useful inequalities
In order to prove the above inequalities, we recall some tame estimates in Fréchet spaces (see [2, 10] ).
Proposition 3.4. (i) (ESTIMATE OF THE PRODUCT)
∀τ ∈ R + − N, and ∀v, w ∈ C τ (Ω):
(ii) (ESTIMATE OF THE COMPOSITION)
Proposition 3.5. Let ∈ C τ (Ω). Then there exists a positive constant C 1 > 0 such that
It follows from Lemma 2.2 of [15] that Proposition 3.6. Leth u be the function defined by (6) , then there exists a positive constant Chu > 0 such that
Then the following theorem gives a particular refinement of the Schauder estimates:
Theorem 3.2. Let U be the solution of the following problem:
there exists C 0 > 0 such that
for ι > 4.
Proof. Let us recall the following estimate from Agmon et al. [1] and from the analysis of the capacitor problem (see [15] ): 
Let us now consider the following boundary value problem:
Let us assume that there exists M > 0 such that operator A satisfies the following estimates:
Then there exists
The next step consists in obtaining the following two lemmas, generalizing the results given by [15] . 
Lemma 3.4. Under the previous assumptions, we have the following estimate:
Proof. We introduce the Nash operator N n defined as follows: let χ ∈ S(R d ) be a smooth function having a Fourier transform with a compact support, and which is equal to identity in a neighborhood of the origin. Let χ n (X) = n d χ(nX) for n 1 and define N n (f ) := χ n * f where f is in C 0 (Ω • ) and * denotes a convolution product. We then have the estimates: Proposition 3.7. Let α be such that 0 < α < 1, there exists constants C (4) and C (5) such that
Let us now split operator A of (21) as follows:
Problem (21) can therefore be rewritten as follows:
On the other hand, from Lemma 3.3, we have the following inequality:
where assumption (ii) in Theorem 3.3 was used to estimate the term ȧ ι−4 .
As with the term Ä V ι−4 , we obtain the following bound from (15):
Moreover, estimates (26) give the inequalities:
We then take n to be sufficiently large for the first term of (30) to be no larger than 1 2 V ι . . . , and for the second term in (30), classical Schauder estimates give:
Moreover the term V 0 can be dropped since Ω 0 is bounded. This ends the proof of Lemma 3.4. 
where operator Υ u is an extension of Υ u onto Ω 0 and problem (19) becomes:
(32)
Proof that the five hypotheses hold
In this subsection we denote, for simplicity's sake U := U u (respectively W := U u+w ), solution of (5) for (u, F ) (solution of (5) respectively for (u + w, F )).
In order to show that the five assumptions involved in the Nash-Moser theorem actually hold in the case of our functional equation we restrict the functional framework to the following subset of O, which is always possible since we aim at proving Theorem 3.1.
In particular, it is established from (20) that the solution to problem (5) for (u, F ) ∈ O satisfies the following bound:
For simplicity's sake, let O be the following functional set:
and let us recall that ι ς := 4 + α. We now begin the proof of each statements.
Proof of (A.2). By definition, U is the solution to problem (5). Thanks to (18) and (33), we therefore have:
Then, from (20), we obtain the required estimate:
Proof of (A.3). Let us use estimate (18) again. We obtain: (20), which is the result.
2
Proof of (A.5). Suitably choosing η > 0, we can manage to obtain:
Then taking (t) = t −1 , it follows from (17) that
Moreover, using Proposition 3.6, using Eq. (15) to remove the negligible terms in u and F , and using (17), we conclude: 
Proof of Lemma (3.5). We simply observe that U is the solution of the following Cauchy problem:
where n u is the unit normal Γ u directed outward from I u . 
for u such that u + w ∈ O .
Conclusion
The final step
The last step consists in confirming that I u is the contact set of the solution U u of problem (1) . We now carry out this confirmation. The following result can then be immediately deduced. 
