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Multi-objective optimization is widely found in many fields, such as logistics, economics,
engineering, bioinformatics, finance, or any problems involving two or more conflicting objec-
tives that need to be optimized simultaneously. The synergy of probabilistic graphical approaches
in evolutionary computation, commonly known as estimation of distribution algorithms (EDAs),
may enhance the iterative search process when probability distributions and interrelationships of
the archived data have been learnt, modelled, and used in the reproduction. The primary aim of
this thesis is to develop a novel neural-based EDA in the context of multi-objective optimiza-
tion and to implement the algorithm to solve problems with vastly different characteristics and
representation schemes.
Firstly, a novel neural-based EDA via restricted Boltzmann machine (REDA) is devised.
The restricted Boltzmann machine (RBM) is used as a modelling paradigm that learns the prob-
ability distribution of promising solutions as well as the correlated relationships between the
decision variables of a multi-objective optimization problem. The probabilistic model of the
selected solutions is derived from the synaptic weights and biases of RBM. Subsequently, a
set of offspring are created by sampling the constructed probabilistic model. The experimen-
tal results indicate that REDA has superior optimization performance in high-dimensional and
many-objective problems. Next, the learning abilities of REDA as well as its behaviours in the
perspective of evolution are investigated. The findings of the investigation inspire the design of
a novel energy-based sampling mechanism which is able to speed up the convergence rate and
improve the optimization performance in both static and epistatic test problems.
REDA is also extended to study the multi-objective optimization problems in noisy envi-
ronments, in which the objective functions are influenced by a normally distributed noise. An
enhancement operator, which tunes the constructed probabilistic model so that it is less affected
by the solutions with large selection errors, is designed. A particle swarm optimization algo-
vi
rithm is hybridized with REDA in order to enhance its exploration ability. The results reveal
that the hybrid REDA is more robust than the algorithms with genetic operators in all levels of
noise. Moreover, the scalability study indicates that REDA yields better convergence in high-
dimensional problems.
The binary-number representation of REDA is then modified into integer-number represen-
tation to study the classical multi-objective travelling salesman problem. Two problem-specific
operators, namely permutation refinement and heuristic local exploitation operators are devised.
The experimental studies show that REDA has a faster and better convergence but poor solution
diversity. Thus, REDA is hybridized with a genetic algorithm, in an alternative manner, in order
to enhance its ability in generating a set of diverse solutions. The hybridization between REDA
and GA creates a synergy that ameliorates the limitation of both algorithms. Next, an advance
study of REDA in solving the multi-objective multiple travelling salesman problem (MmTSP) is
conducted. A formulation of the MmTSP, which aims to minimize the total travelling cost of all
salesmen and balancing of the workloads among all salesmen, is proposed. REDA is developed
in the decomposition-based framework of multi-objective optimization to solve the formulated
problem. The simulation results reveal that the proposed algorithm successes in generating a set
of diverse solutions with good proximity results.
Finally, REDA is combined with a genetic algorithm and a differential evolution in an adap-
tive manner. The adaptive algorithm is then hybridized with the evolutionary gradient search. The
hybrid adaptive algorithm is constructed in both the domination-based and decomposition-based
frameworks of multi-objective optimization. Even through only three evolutionary algorithms
(EAs) are considered in this thesis, the proposed adaptive mechanism is a general approach which
can combine any number of search algorithms. The constructed algorithms are tested under 38
global continuous test problems. The algorithms are successful in generating a set of promising
approximate Pareto optimal solutions in most of the test problems.
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Many real-world problems involve the simultaneous optimization of several conflicting objec-
tives that are difficult, if not impossible, to solve without the aid of powerful optimization al-
gorithms. For example, when travelling from workplace to home, a commuter may consider
the cheapest and most convenient means of transportation. The cheapest may not be the most
convenient, and therefore the two objectives are conflicting. This kind of problem is commonly
known as a multi-objective optimization problem (MOP). MOP is a difficult optimization prob-
lem because no one solution is optimal for all objectives. Therefore, in order to solve an MOP,
search methods employed must be capable of finding a number of alternative solutions repre-
senting the tradeoff between the various conflicting objectives. In addition to finding a set of
tradeoff solutions, the search methods may encounter other difficulties of MOPs, including com-
plex, non-linear, non-differentiable, constrained, and high-dimensional search space. Due to
these difficulties, most deterministic optimization techniques fail to obtain reasonable solutions
in the limited computational resource. In addressing these issues, stochastic search techniques
appear to be more suitable than deterministic optimization techniques.
In the literature, many simple MOPs have been effectively solved by using evolutionary
algorithms (EAs). EAs are stochastic and population-based approaches inspired from biological
evolution [1, 2], and they consist of several characteristics. First, EAs sample multiple candidate
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solutions in a single simulation run. Second, EAs apply the concept of survival-of-the-fittest
to maintain the candidate solutions who have been found. Third, EAs implement stochastic re-
combination operators inspired from biological evolution to explore the search space. Due to
these characteristics, EAs have been successfully implemented to solve many application prob-
lems. Some examples of the implementation of EAs include optimization of grid task scheduling
with multi-QoS constraint [3], reservoir system [4], economic power dispatch [5], and pump
scheduling [6], just to name a few. Nonetheless, the stochastic recombination operators in EAs
may disrupt the building of strong schemas and the movement towards the optimal is extremely
difficult to predict [7].
In order to overcome the aforementioned limitations of EAs, the estimation of distribution
algorithm (EDA), which is motivated by the idea of exploiting the probability information of
promising solutions, has been regarded as a new computing paradigm in the field of evolutionary
computation [7, 8]. In contrast to EAs, EDA does not implement any stochastic recombina-
tion operators to generate new solutions. Instead, the new solutions are produced by building a
representative probabilistic model of the maintained tradeoff solutions, and subsequently sam-
pling the constructed probabilistic model. The probabilistic model can be built by considering
the linkage information of solutions in the decision space. The model is used to predict global
movement of the solutions during the search process. With regard to modelling issues, many
modelling approaches, including statistical methods, probability approaches, graphical models,
and neural-based mechanisms, can be implemented. Among these modelling approaches, the
neural-based mechanism, specifically the restricted Boltzmann machine (RBM), is one of the
promising methods due to the learning behaviour of the network. Furthermore, RBM is able to
capture the interdependencies of the parameters, is easy to implement, and is easily adapted to
suit the framework of EDAs without substantial modification to the architecture of the network.
With these advantages, the use of the probabilistic information modelled by RBM would help in




Multi-objective optimization problems (MOPs) are widely found in many application fields, such
as scheduling, finance, engineering, data mining, and bioinformatics, among others. The princi-
ples behind multi-objective optimization have been studied over the past decades. This section
introduces the basic concepts and principles of multi-objective optimization.
1.1.1 Basic Concepts
A multi-objective optimization problem (MOP), which involves the simultaneous optimization of
several conflicting objectives to satisfy problem constraints, is a difficult and complex problem.
Mathematically, an MOP can be formulated, in the minimization case, as follows:
Minimize:




where f(x) is the set of objective functions, f(x) ∈ Rm,Rm is the objective space, m is the
number of objective functions, x = (x1, x2, ..., xn) is the decision vector, x ∈ Rn, Rn is the
decision space, n is the number of decision variables, g is the set of inequality constraints, and h
is the set of equality constraints.
In an MOP, no single point is an optimal solution. Instead, the optimal solution is a set
of non-dominated solutions, which represents the tradeoff between the multiple objectives. In
other words, the improvement in one objective can only be achieved with the detriment in at
least one other objective. In this case, the fitness assignment to each solution in the evolutionary
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framework is considered as an important feature for the assurance of the survival of fitter and less
crowded solutions to the next generation.
1.1.2 Pareto Optimality and Pareto Dominance
In the literature, the concepts of Pareto optimality and Pareto dominance have been widely used
to describe the optimal solutions for an MOP and to define criteria for solution comparison.
Let a = (a1, ..., an) and b = (b1, ..., bn) represent two decision vectors of solutions that
consist of n decision variables. In the context of Pareto optimality, three relations between the
two solutions can be defined [9–11]. These relationships, in the minimization case, are listed
below:
1. Strong dominance: a is said to strongly dominate b (a ≺ b) if and only if
fi(a) < fi(b) ∀i ∈ {1, 2, ...,m} (1.2)
2. Weak dominance: a is said to weakly dominate b (a  b) if and only if
fi(a) ≤ fi(b) for i ∈ {1, 2, ...,m} and ∃ fi(a) < fi(b) for at least one i (1.3)
3. Incomparable: a and b are incomparable (a ∼ b) if and only if
∃i ∈ {1, 2, ...,m} : fi(a) > fi(b) and ∃j ∈ {1, 2, ...,m} : fj(a) < fj(b) (1.4)
The dominance relationships between solutions for a two-objective example are further
illustrated in Figure 1.1. Let solution U be the reference solution and the dominance relations
are highlighted in different shaded regions (dark grey, light grey, and white). Solution U strongly
dominates solutions located in the dark grey region because solutionU is better in both objectives.
On the other hand, solution U is strongly dominated by solutions in the white region since these
solutions have better objective values than solution U. For solutions that lie in the boundaries of


























Figure 1.1: The concept of Pareto dominance
but solution U has a better objective value in another objective. Thus, these solutions are weakly
dominated by solution U. For solutions located in the grey regions, they are superior in one of
the objective functions, while are inferior in another objective function compared to solution U.
Thus, these solutions are incomparable to solution U.
A decision vector x∗ ∈ Rn is said to be non-dominated if and only if 6 ∃b ∈ Rn : b ≺ x∗
and x∗ is a Pareto optimal solution. The set of all Pareto optimal decision vectors is called the
Pareto optimal set (PS) and the corresponding objective vectors form the Pareto optimal front
(PF) [1].
The Pareto optimal front of an MOP is illustrated in Figure 1.2. In the rest of this thesis,
‘weakly dominate’ and ‘strongly dominate’ are simply termed as ‘dominate’. In the figure, F1
is the first objective and F2 is the second objective. Solutions A, B, C, and D are mutually non-
dominated and solutions B and C dominate solution E. A set of non-dominated solutions (A, B,















Figure 1.2: Illustration of Pareto optimal front
1.1.3 Goals of Multi-objective Optimization
In performing a multi-objective optimization, there is no guarantee that an algorithm, especially
a heuristic-based algorithm, can obtain a set of ideal optimal solutions. Due to the difficulties
of real-world optimization problems, the aim of the multi-objective optimization is to find an
approximate set of solutions that is as close to the Pareto optimal front as possible. Thus, it is
necessary to define a set of criteria to describe how good the generated set of solutions is. These
criteria [9, 12] are presented as follows:
1. Proximity: Determine how close the obtained solutions are to the Pareto optimal front.
2. Diversity: Determine how well the obtained solutions are distributed along the Pareto optimal
front.
3. Spacing: Determine how evenly distributed the obtained solutions are along the Pareto opti-
mal front.
4. Number of non-dominated solutions: Determine the number of non-dominated solutions
generated by an algorithm.
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The proximity, which defines the distance between the obtained solutions and the optimal
solutions, is the main criterion of all optimization problems. Meanwhile, the other three criteria
are unique to multi-objective optimization since the optimal solutions of an MOP are a set of
tradeoff solutions. For diversity and spacing, these criteria describe how the obtained solutions
are distributed in the optimal space. The diversity defines how well is the coverage of the obtained
solutions in the optimal space while the spacing defines how evenly distributed are the multiple
solutions in the optimal space. A set of diverse solutions with uniform distribution are crucial in
MOPs as they provide multiple choices to decision makers before the final choice is made. The
last criterion determines how many non-dominated solutions are generated by an algorithm.
1.1.4 The Frameworks of Multi-objective Optimization
Over the past three decades, several frameworks of multi-objective optimization have been pro-
posed to tackle MOPs. The framework of multi-objective optimization refers to the approach
that an algorithm takes to handle multiple conflicting objectives. In [13], the author classified the
frameworks into three main categories. First, an MOP can be decomposed into a single-objective
optimization problem by combining the multiple conflicting objectives into a single-objective
function. Second, an MOP can be solved by optimizing one objective at a time while consid-
ers other objectives as constraints. Third, an MOP can be solved by optimizing all objectives
simultaneously. The concept of Pareto dominance is particularly useful in this approach.
The above classification is outdated and not covers many other frameworks of multi-objective
optimization. In this thesis, we present a more general classification of the frameworks of multi-
objective optimization as follows:
1. Preference-based Framework: The basic idea of this framework is to aggregate the mul-
tiple conflicting objectives of MOPs into a single-objective optimization problem or to use
preference knowledge of the problems so that the optimizers can focus on optimizing certain
objectives. Then, a common EA for solving single-objective optimization problems is directly
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applied to solve the aggregated function. The first approach classified in [13] is a subset of
this framework. However, this framework suffers two major limitations. First, only one ap-
proximate optimal solution can be obtained in a simulation run. Second, it is necessary to
specify a weight vector or a preference of managers for the purpose of aggregation.
2. Domination-based Framework: In this approach, an MOP is solved by optimizing all ob-
jectives simultaneously. Fitness assignment to each solution in this framework is an important
feature for the assurance of the survival of fitter solutions to the next generation. Pareto dom-
inance is particularly useful in defining the superiority of each solution with regards to the
whole solution set. This approach is effective in generating a set of tradeoff solutions. For
this reason, it has gained extensive attention from the research community. This framework
is identical to the third approach classified in [13]. However, a major drawback of this frame-
work is that the selective pressure is weakened with the increase in the number of objective
functions. Furthermore, it is necessary to specify a diversity preservation scheme in order to
maintain a set of diverse solutions.
3. Decomposition-based Framework: This framework decomposes an MOP into several sub-
problems where a subproblem is constructed by using any aggregation-based methods. Af-
ter that, all the subproblems are optimized concurrently. The selective pressure problem as
faced by the domination-based framework does not exist in this framework since the fitness
of a solution solely depends on the aggregated objective value. Moreover, it is not neces-
sary to specify a diversity preservation scheme, which is required in the domination-based
framework, since the diversity can be preserved by using the predefined uniformly distributed




1.2 Evolutionary Algorithms in Multi-objective Optimization
Many optimization algorithms can be used to deal with MOPs. In the literature, evolutionary
algorithms (EAs) are one of the most popular approaches to solve MOPs. Therefore, this thesis
focuses on the implementation of EAs to solve MOPs. In this section, the general concept of a
typical EA and its basic process flow in multi-objective optimization are presented.
1.2.1 Evolutionary Algorithms
Evolutionary algorithms (EAs) [1] are computing paradigms, which mimic the nature of evolu-
tion in driving the search towards optimality. Survival-of-the-fittest and genetic recombination
are the main concepts for the success of EAs. EAs have been recognized to be a general purpose
optimization tool due to two main reasons. First, EAs do not take into account any background
knowledge of problems when performing optimization. Second, EAs do not require any gra-
dient or directional information in exploring the search space. Instead, the heuristic nature of
the genetic searches in EAs allow them to efficiently perform the searching task in any fitness
landscape.
The basic idea of a typical EA is illustrated in Figure 1.3. An EA begins by randomly
initializing a set of solutions to form an initial population. The population is evolved and a set
of fitter solutions are preserved over the evolutionary process. In the evolutionary process, the
fitness of the solutions is evaluated. Subsequently, only a set of fitter solutions are selected to
undergo genetic operations. The selected solutions are identified as parent solutions who will
mate among themselves through the crossover operation in order to produce offspring. A de-
tailed description of the selection operators can be found in [14, 15]. In the crossover operation,
two solutions are randomly selected from the mating pool (parent population). The alleles of the
solutions are exchanged so that the child solutions will possess the characteristics of both parent
solutions. The proper implementation of the crossover operators (e.g. single-point crossover,
multi-point crossover, etc.) is one of the key successes of EAs in exploring the search space [16].
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Some of the generated offspring are then exposed to mutation operation by means of randomly
perturbing some alleles. The function of mutation operators (e.g. swap mutation, bit-flip muta-
tion, polynomial mutation, etc.) is to prevent the search from converging to local optima. The
generated child solutions or offspring and the parent solutions are then stored in an archive. The
core of the evolutionary process, which is the concept of the survival-of-the-fittest [17], follows.
Through this concept, the fitter solutions between the parent and offspring, which are marked
by the fitness of the solutions, are selected to form a new population that will undergo evolution
in the next generation. The process continues until a stopping criterion is satisfied. The best
solution found in the evolutionary process is considered as the approximated optimal solution.
Begin 
Initialization: Randomly initialize a population 
Do While ("Stopping Criterion is not satisfied") 
 Evaluation: Calculate the fitness of each solution in the population 
 Selection: Select a set of parent solutions 
 Variation Operators: Perform crossover and mutation to the parent solutions to 
create offspring 
 Archiving: Store the promising solutions (parent and offspring) in an archive 
 Elitism: Form a new population by selecting solutions from the archive 
End Do 
End 
Figure 1.3: Pseudo-code of a typical EA
1.2.2 Multi-objective Evolutionary Algorithms
EAs, which are general optimization algorithms, are naturally suitable to solve MOPs. This is
because the population-based approach of EAs allows approximating a set of tradeoff solutions
in a single simulation run. Furthermore, the heuristic search of EAs enable solving a wide variety
of problems in which the characteristics of the problems are unknown. The implementation of
EAs in the framework of multi-objective optimization is commonly known as multi-objective
evolutionary algorithms (MOEAs) [1, 2, 18].
An MOEA shares a similar process flow as a typical EA as illustrated in Figure 1.3. Two
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main differences are: fitness assignment and output solutions. In MOEAs, the fitness of solutions
in a population cannot be directly assigned to be the objective value of the solutions as performed
in a typical EA, due to the involvement of multiple conflicting objectives that have to be simulta-
neously optimized. In this case, the fitness assignment to each solution in an evolutionary process
is considered as an important feature for the assurance of the survival of fitter and less crowded
solutions to the next generation. The simplest way to assign a fitness to the solutions is through
the aggregation approach as performed in the preference-based and decomposition-based frame-
works of multi-objective optimization. Another approach is to find the domination correlations
between the solutions in a population as performed in the domination-based framework of multi-
objective optimization.
In MOEAs, multiple tradeoff solutions are the output solutions from an evolutionary process
instead of a single best solution as output from a typical EA. The need of MOEAs in maintaining
a diverse set of promising solutions throughout the evolutionary process poses another level of
challenge to the optimizers.
1.3 Estimation of Distribution Algorithms in Multi-objective Opti-
mization
Over the past few decades, the implementation of EAs in solving MOPs has gained remarkable
attention from the research community [2, 18, 19]. Nonetheless, stochastic recombination in
standard EAs (genetic algorithm (GA) in particular) may disrupt the building of strong schemas.
The movement towards the optima is, thus, extremely difficult to predict [7, 20]. It is necessary
to specify the settings of several parameters (e.g. crossover and mutation rates) for optimization.
Due to these reasons, the estimation of distribution algorithms (EDAs), motivated by the idea
of exploiting the probability information of promising solutions, has been introduced as a new
computing paradigm in the field of evolutionary computation.
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EDAs are similar to GA in the sense that they also mimic the principle of biological evo-
lution, which is the survival-of-the-fittest, to guide the search. However, the primary difference
between EDAs and GAs is that there is no implementation of genetic operators (crossover and
mutation) in EDAs. Instead, the reproduction is carried out by the building of a representative
probabilistic model of candidate solutions. Subsequently, child solutions are generated through
the sampling of the constructed model. This reproduction strategy can prevent the disruption of
the strong schema during the evolutionary process. The probabilistic-based approach in EDAs
provides a strong search behaviour through the consideration of the global probability distribu-
tion and linkage information (the probability of certain genes to be inherited by others) of the
candidate solutions in the decision space. The discovered knowledge (probability distribution
and linkage information) of the data is used to predict the location of the optimal solution or the
favourable movement in the search space [7] or the pattern of the Pareto front in multi-objective
case [21]. By using the discovered correlations of the parameters of a cost function, the search
can be regulated to follow the correlated patterns when generating an offspring solution.
Begin 
Initialization: Randomly initialize a population 
Do While ("Stopping Criterion is not satisfied") 
 Evaluation: Calculate the fitness of each solution in the population 
 Selection: Select a set of parent solutions 
 Modeling: Build a probabilistic model of the parent solutions 
 Sampling: Generate a set of offspring by sampling from the probabilistic model 
 Archiving: Store the promising solutions (parent and offspring) in an archive 
 Elitism: Form a new population by selecting solutions from the archive 
End Do 
End 
Figure 1.4: Pseudo-code of a typical EDA
The basic process flow of a typical EDA is illustrated in Figure 1.4. In the figure, it can be
observed that GAs and EDAs share a common process flow. The only difference is that EDAs
construct a probabilistic model to represent the probability distribution of the parent solutions
and subsequently sample the model to generate offspring. This is the difference from GAs in
12
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which the offspring are generated through the genetic recombination and mutation of the parent
solutions.
Due to the success of EDAs in single-objective optimization, the implementation of EDAs
for multi-objective optimization has been gaining research interest. It is of interest to note that
EDAs can suit any framework of multi-objective optimization, which have been developed over
the past few decades. This is because a typical EDA shares a common algorithmic flow as a
typical EA. Thus, the fitness assignment approach and the diversity preservation mechanism
in the aforementioned frameworks of multi-objective optimization can be directly employed by
EDAs.
1.4 Objectives
Even though many attempts have been devoted to developing new algorithms for MOPs, the op-
timization performance of those algorithms in complex MOPs is still far from achievable results.
The research gaps for the current study on MOPs are summarized below:
1. EAs, particularly GAs, have been extensively employed to solve MOPs. GAs implement
stochastic recombination to generate new solutions. However, the stochastic recombination in
GAs may disrupt the building of strong schemas of a population and the movement towards
optima is extremely difficult to predict. Furthermore, it is necessary to specify the settings of
certain parameters that govern the evolutionary process [7].
2. Modelling and sampling are two main issues in EDAs. A number of endeavours have been
devoted to studying the modelling issue of EDAs. However, the study of the sampling issue
of EDAs does not receive as much interest as the modelling study.
3. In real-world problems, some objective functions of MOPs are subject to uncertainty, which
may be caused by the noise of input sensors, error in approximation, or unpredictable environ-
ment changes such as ambient change. The uncertain objective values of an MOP pose another
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level of difficulty in optimization. Several attempts have been carried out to study the effects
of noise in MOEAs. However, none has implemented multi-objective EDAs (MOEDAs) to
study MOPs in noisy environments.
4. Several attempts have been carried out to study the performance of MOEDAs in solving
discrete-valued and real-valued MOPs. However, none has studied the performance of MOEDAs
in permutation-based MOPs such as scheduling problems.
5. There are three different frameworks to solve MOPs, namely preference-based, domination-
based, and decomposition-based frameworks. The latter two frameworks have gained con-
siderable attention due to their effective optimization performance. However, detailed in-
vestigations on their optimization performance on complex MOPs have yet to be conducted.
Furthermore, none has studied the performance of MOEDAs under the decomposition-based
framework of multi-objective optimization.
6. Under the framework of evolutionary paradigms, many variations of EAs have been designed.
Each of the algorithms performs well in certain cases, and none of them dominate the others.
Using an ensemble of multiple optimizers is another approach to complement the limitation
of each algorithm. However, none has studied the issue using ensembles for MOEDAs.
The main aim of this study is to propose an algorithm that can solve a variety of MOPs
effectively. The specific objectives of this research are:
1. To develop an algorithm for MOPs using restricted Boltzmann machine (RBM) based estima-
tion of distribution algorithm (REDA).
2. To understand the behaviours of REDA in the evolutionary process and to study the sampling
issue of REDA.
3. To study the optimization performance of REDA in noisy MOPs.
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4. To adapt REDA for solving permutation-based problems, specifically the multi-objective trav-
elling salesman problem (MTSP) and the multi-objective multiple travelling salesman prob-
lem (MmTSP).
5. To study the optimization performance of REDA under the domination-based and decomposition-
based frameworks of multi-objective optimization.
6. To ensemble REDA with other global and local optimizers for solving MOPs with vastly
different characteristics.
The proposed algorithm, REDA, which constructs the probabilistic model of the promising
solutions and uses it to guide the search, may effectively search over the search space in some
MOPs. This is because RBM is able to capture the inherent correlation information between the
decision variables, and this information can be used to predict the global movement during the
search process. The neural-based mechanism employed in REDA may provide a level of flexibil-
ity when constructing the probabilistic model of the promising solutions. This feature provides
a platform to investigate the suitability of the probabilistic model in an evolutionary process.
The implementation of REDA in noisy MOPs may provide interesting results and observations
on the performance of MOEDAs in uncertain environments. For the implementation of REDA
in scheduling problems, the optimization performance and behaviours of MOEDAs in general
or REDA in particular in permutation-based MOPs can be investigated. This may contribute to
a better understanding of the information mined in scheduling problems by MOEDAs. Since
REDA is developed in the domination-based and decomposition-based frameworks of multi-
objective optimization, the strengths and weaknesses of both frameworks in a variety of MOPs
may be explored and understood. When REDA is hybridized with other optimizers, the hybrid
algorithms should able to solve a variety of MOPs effectively.
This thesis focuses on the implementation of EAs to study MOPs. Specifically, EDAs are
the main algorithms, GAs, differential evolution (DE), and particle swarm optimizer (PSO) are
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the side algorithms. Other EAs including evolutionary strategy, genetic programming, and ant
colony optimizer are not considered in this thesis. For the frameworks of multi-objective opti-
mization, only the domination-based and decomposition-based frameworks are considered while
the preference-based framework is not explored. This is because the previous two frameworks
are more commonly used and are able to generate a set of tradeoff solutions in a single simula-
tion run. Since there are many variances of MOPs, it is impossible to consider all of them. Thus,
the MOPs considered in this thesis are limited to 31 benchmark global continuous test problems
and two scheduling test problems. Combinatorial binary MOPs, constrained MOPs, and other
real-world optimization problems are beyond the scope of this thesis.
1.5 Contributions
In this thesis, a neural-based estimation of distribution algorithm for solving a variety of multi-
objective optimization problems has been devised. The algorithmic designs, implementations,
experiments, analyses, and results are detailed. The itemized contributions of this research are
listed below:
1. A restricted Boltzmann machine-based estimation of distribution algorithm (REDA) has been
designed. This marks the possibilities of the synergy between evolutionary algorithms and
neural networks for solving multi-objective optimization problems. This contribution is real-
ized in chapter 3.
2. The behaviours of REDA in the evolutionary process have been extensively studied. This
study provides a better understanding of the training, modelling, and sampling issues of an
RBM in the perspective of evolution. This study also motivates the proposal of an energy-
based sampling mechanism of REDA. The energy-based sampling mechanism successes in
enhancing the search capability of REDA. This contribution is realized in chapter 4.
3. A first attempt to implement MOEDAs for solving MOPs in noisy environments has been
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carried out in this thesis. This attempt provides a deeper understanding of the behaviours of
MOEDAs in uncertain environments. This contribution is realized in chapter 5.
4. A first attempt to adapt MOEDAs for solving the multi-objective travelling salesman problem
(MTSP) and the multi-objective multiple travelling salesman problem (MmTSP) has been
implemented in this thesis. An adaptation approach of MOEDAs for solving permutation-
based combinatorial optimization problems has also been suggested. This contribution is
realized in chapters 6 and 7.
5. Extensive studies of the optimization performance of MOEDAs under the domination-based
and decomposition-based frameworks of multi-objective optimization have been conducted in
this research. These studies provide a better understanding of the strengths and weaknesses
of both frameworks through experimental results comparison. This contribution is realized in
chapters 7 and 8.
6. Several hybrid and memetic approaches for MOEDAs have been studied in this research.
These studies have experimentally proved that the hybrid and memetic approaches are promis-
ing techniques in enhancing the optimization performance of MOEDAs. This contribution is
realized in chapters 5, 6, 7, and 8.
1.6 Organization of the Thesis
The potential of the neural-based EDAs in solving MOPs served as a main motivation for the
research work presented in this thesis. In order to achieve the aforementioned objectives, an
MOEDA that uses an RBM as its modelling paradigm has been devised. The characteristics of
the proposed algorithm in the perspective of evolutionary optimization and its implementation to
handle MOPs with vastly different difficulties and problem nature are then presented.
The organization of the remaining chapters of this thesis is as follows. Chapter 2 presents an
overview of the state-of-the-art MOEAs. The literature review of the multi-objective optimization
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via EDAs is presented. Some other heuristic algorithms, which are widely considered in this
thesis, are also introduced. This chapter also describes the performance metrics that are used to
provide quantitative measurements of the generated results. The description of the test problems
used for performance assessments follows.
Chapter 3 presents an RBM-based EDA (REDA) in the domination-based framework of
multi-objective optimization. Clustering is incorporated to REDA. The performance of the al-
gorithm is tested in test problems with a scalable number of objective functions and decision
variables. The comparison and investigation results are presented in detail. Chapter 4 describes
the behaviours of REDA in an evolutionary process. A sampling mechanism for REDA based on
the energy functions of the RBM is highlighted.
Chapter 5 describes the implementation of REDA in noisy MOPs. A likelihood correction
scheme is proposed in order to tune the modelled probabilistic distribution that has been distorted
by the noisy objective functions. REDA is hybridized with a PSO algorithm in order to enhance
its search ability. The experimental results, scalability issues, other possible hybridizations, and
computational times are presented next.
Chapter 6 studies the optimization performance of REDA in solving multi-objective trav-
elling salesman problem (MOTSP). Unlike the previous implementations where the test prob-
lems are in the real-number representation, the permutation-based representation is studied here.
Chapter 7 extends the study of REDA in solving multi-objective multiple travelling salesman
problem (MmTSP). Instead of using the domination-based framework of multi-objective opti-
mization as in previous few chapters, this chapter designs REDA on the decomposition-based
framework of multi-objective optimization.
Chapter 8 describes the ensemble algorithms between REDA, GA, and DE. The ensem-
ble algorithms are developed in the domination-based and decomposition-based frameworks of
multi-objective optimization. The effectiveness of the ensemble algorithms in finding a set of
tradeoff Pareto optimal solutions are tested under various MOPs with different characteristics.
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MOEAs have received a great deal of attention from the research community. Over the past few
decades, many studies related to the algorithmic issues of MOEAs have been carried out. In this
chapter, the MOEAs in different frameworks of multi-objective optimization are discussed. A
review of the multi-objective estimation of distribution algorithms (MOEDAs) is also presented.
Four state-of-the-art MOEAs that are seriously considered in this thesis are highlighted. The
performance metrics that are used to provide a quantitative measurement of the obtained Pareto
front are described. Finally, the test problems that are used to test the efficiency of MOEAs are
presented.
2.1 Multi-objective Evolutionary Algorithms
In this section, several remarkable and state-of-the-art algorithms in different frameworks of
multi-objective optimization are described.
2.1.1 Preference-based Framework
The preference-based framework of multi-objective optimization is the classical methods for
handling MOPs. The basic idea of this framework is to aggregate the multiple conflicting objec-
tives of MOPs into a single-objective optimization problem or to use preference knowledge of
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the problems so that the optimizers can focus on optimizing certain objectives.
The most fundamental approach under this framework is to aggregate the multiple conflict-
ing objectives into a single-objective through a weighted sum method [1]. This method com-
bines all the conflicting objectives by multiplying each objective with a predefined weight value.
Weighted metric or weighted Tchebycheff method is another approach that combines the mul-
tiple objectives into a single-objective. In this approach, the aim is to minimize the weighted
distance metrics, where the distance metric measures the distance of a solution to the ideal solu-
tion. In [22], Haimes et al. proposed a method to only optimize one of the objectives and keep
the other objectives within user-predefined values. In this method, different optimal solutions
can be generated with different user-predefined values.
The main drawback of this framework is that it fails to achieve the common goal of multi-
objective optimization, which is to obtain a set of tradeoff and diverse solutions, in a single
simulation run. Furthermore, it is necessary to give preference knowledge of MOPs, such as
suitable weight values or user-predefined values, to optimizers. The research of this framework
mainly focuses on studying how to effectively employ the preference information in performing
optimization. Detailed description of this framework can be referred to [1, 23–26].
2.1.2 Domination-based Framework
The algorithms in this framework optimize all conflicting objectives of MOPs simultaneously
by assigning a fitness to each solution. This idea was first suggested by Goldberg [27]. How-
ever, he did not carry out simulation to prove the suitability of his idea in handling MOPs. The
first remarkable MOEAs in this framework, the multi-objective genetic algorithm (MOGA), was
proposed by Fonseca and Fleming [28]. In MOGA, two important steps have been designed to
determine the fitness of a solution. First, the fitness of a solution is calculated according to the
number of other solutions that dominates it. This fitness is used to determine the rank of the
solutions. Second, the fitness of the solutions in the same rank is shared by a fitness sharing
21
CHAPTER 2. LITERATURE REVIEW
mechanism. Using these two steps, MOGA is able to maintain a set of non-dominated solutions
in a single simulation run.
Srinivas and Deb [29] employed a similar framework as MOGA and introduced a new
ranking and sharing mechanism. The proposed algorithm is named as non-dominated sorting
genetic algorithm (NSGA). Instead of counting the number of individuals that dominates each
solution, Srinivas and Deb proposed a ranking mechanism that ranks the solutions according to
the level of domination. The first level comprises of all non-dominated solutions. Then, the
solutions marked as first level are ignored. The second set of non-dominated solutions in the
population are identified and marked as the second level. This ranking continues until no more
solutions are stored in the population. The diversity is maintained through a fitness sharing
method. A stochastic remainder proportional selection scheme is used to select the solutions by
giving a higher change to select solutions in a lower front.
The MOGA and NSGA suffer several limitations. First, they are non-elitist approaches.
Second, it is necessary to specify a sharing parameter. Third, the NSGA has a higher computa-
tional complexity. In order to develop a more efficient algorithm for multi-objective optimization,
some researchers incorporated an elitism mechanism, which is an external archive of solutions,
into optimization algorithms.
In [30], Zitzler and Thiele proposed an elitist MOEA called strength Pareto evolutionary
algorithm (SPEA) (Zitzler and Thiele, 1999). An external archive is created to maintain a set
of non-dominated solutions (external population) found during evolutionary processes. In every
generation, a new non-dominated elite found in current population will be archived while the
dominated solutions in the external population will be discarded. Once the external population
reaches a maximum number of allowed solutions, the crowded solutions, determined by a clus-
tering algorithm, will be discarded. As for fitness assignment, a fitness value will be assigned
to both external and current populations. The fitness of a solution in the external population
is proportional to the number of solutions in the current population that is being dominated by
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the solution in the external population. On the other hand, the fitness of a solution in the cur-
rent population is proportional to the sum of the fitness of solutions in the external population
that dominates the solution in the current population. In [31], Zitzler et al. proposed SPEA2,
which is an improved version of SPEA. In SPEA2, an improved fitness assignment, archiving,
and diversity preservation mechanism were proposed.
In [32], NSGA-II, which is an improved version of NSGA, is proposed. NSGA-II also
preserves a set of archived solutions from the beginning of evolution. Instead of storing the non-
dominated solutions only as SPEA, NSGA-II store all the parent (N solutions) and children (N
solutions) solutions. Subsequently, a non-dominated sorting is applied to the entire archive solu-
tions (2N solutions). The solutions are classified according to the rank of domination. The best
non-dominated solutions are marked as first rank. The second best non-dominated solutions are
marked as second rank, and so on. The best N solutions with lower ranks are selected as parent
solutions which will undergo evolution in the next generation. Since only N number of solutions
will be selected as parent solutions, some of the solutions in a particular rank will not be fitted to
a parent population. In this case, a crowding distance measurement is used to determine the less
crowded solutions to become parent solutions. Compared to NSGA, NSGA-II has lower compu-
tational complexity, uses an elitist approach, and does not need to specify a sharing parameter.
Currently, NSGA-II is one of the most famous MOEAs that has been implemented to solve many
real-world problems and serve as a baseline algorithm for MOEAs. However, the optimization
performance of NSGA-II is poor in problems with more than three objectives. This is because
both its ranking and crowding mechanisms are inefficient in differentiating the superiority of the
solutions in many-objective problems.
The dominance-based framework of multi-objective optimization has become one of the
main research areas over the past decade. The ability to obtain a set of tradeoff solutions in a sin-
gle simulation run determines the appropriateness of this approach for multi-objective optimiza-
tion. In addition, the diversity of the solutions could be preserved by considering the distribution
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of the solutions in a maintained population. However, a major drawback of this approach is that
the selective pressure is weakened with the increase in the number of objective functions. There-
fore, this approach is only suitable for tackling problems with two or three objective functions.
Furthermore, it is necessary to determine the setting of a sharing parameter in some diversity
preservation schemes.
Since then, many variations of MOEAs in the domination-based framework have been pro-
posed. Most of them follow a near-similar process flow as the aforementioned elitist MOEAs.
In order to further enhance the optimization ability of MOEAs, several aspects of the domination-
based algorithms have become main research concerns. Those aspects are indicator-based MOEAs
[33,34], hybrid MOEAs [35,36], memetic MOEAs [37,38], coevolution-based MOEAs [39,40],
adaptive MOEAs [41, 42], and parallel MOEAs [43, 44]. Furthermore, the implementation of
the domination-based MOEAs have also vastly used to tackle various MOPs, including noisy
MOPs [45, 46], dynamic MOPs [47, 48], constrained MOPs [49, 50], scalable MOPs [51, 52],
many-objectives MOPs [53, 54], and multi-modal MOPs [55, 56]. In addition to employing GA
as the search algorithm, many other EAs have been implemented in the domination-based frame-
work of multi-objective optimization. They are differential evolution (DE) [57, 58], particle
swarm optimization (PSO) [59, 60], EDAs [61, 62], ant colony optimization (ACO) [63, 64],
artificial immune system (AIS) [65,66], genetic programming (GP) [67,68], and evolution strat-
egy (ES) [69, 70]. A more detailed review of the domination-based MOEAs can be referred
to [12, 18, 26].
2.1.3 Decomposition-based Framework
The decomposition-based framework decomposes an MOP into several subproblems; subse-
quently the algorithm optimizes all the subproblems concurrently. The Pareto dominance is
partially applied or fully eliminated in this framework.
In [71], a multi-objective genetic local search algorithm (MOGLS) was proposed. In
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MOGLS, the multiple objectives of an MOP are aggregated using a weighted sum approach.
During the selection process, a pair of parent solutions is selected to perform genetic operations
(crossover and mutation) in order to generate an offspring. The offspring is then optimized by
using local search where the fitness function of the offspring is an aggregated weighted-sum func-
tion. In performing each local search, a new vector of weight information is randomly generated.
In MOGLS, an external archive, which stores the non-dominated solutions, is also implemented.
After a local search, if an offspring is non-dominated by any parent or archived solutions, the
offspring is added to the archive. The solutions in the archive that are dominated by the newly
added solutions are discarded. In this algorithm, Pareto dominance is partially applied.
In [72], another version of MOGLS was proposed. In this version, the aim was to si-
multaneously optimize an MOP instead of finding a non-dominated solution in each iteration
as done in [71]. The multiple objective functions of an MOP are aggregated using a weighted
Tchebycheff scalarizing function. In each generation, a randomly generated weight vector is
implemented. Then, a set of solutions with the best scalarizing function are selected to form
a temporary population. A pair of parent solutions is selected from the temporary population
and genetic operations are performed to generate an offspring. Subsequently, the generated off-
spring is improved locally. The offspring is then updated to the main population if it has a better
scalarizing fitness than the worst solution in the temporary population.
In [73], a two-phase local search for bi-objective optimization was proposed. This algorithm
attempts to optimize an MOP by optimizing a set of modified objective functions. The modified
objective functions are constructed using weighted linear utility aggregation function. The idea
is inspired from the use of local search to optimize several scalar optimizing functions. After a
scalar function is optimized, the next optimization is performed to the second scalar function. The
process continues until all scalar functions are optimized. During the optimization process, the
optimal solution obtained in the previous scalar function is used as the starting point for solving
the next scalar function. This algorithm showed promising performance in solving bi-objective
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TSP. However, the diversity issue has not been carefully studied and investigated.
In [74], Zhang and Li proposed an MOEA based on decomposition (MOEA/D). In MOEA/D,
an MOP is decomposed into several subproblems in which each subproblem is constructed by
using a weighted sum or Tchebycheff approach. Thus, each subproblem is a scalar objective
optimization problem. For the aggregation issue, a set of uniformly weight vectors is gener-
ated. This weight vector serve as a criterion, in terms of Euclidean distance, to determine the
neighbourhood relations between the subproblems. The subproblems are then optimized by only
considering the neighbourhood solutions. This is done by performing genetic operations be-
tween a subproblem with its neighbourhood solutions. The best solution found, in terms of the
aggregated fitness value, is then updated to that subproblem and its neighbourhood solutions. In
MOEA/D, there is no particular pool for archiving and elitism. Even though there is no obvious
elitism being applied, it is implicitly carried out when the nearest neighbours (parents) are up-
dated by comparing their fitness values with those of the offspring (newly generated solution for
a subproblem). Under this scheme, selective pressure in many-objective problems as faced by the
domination-based MOEAs is solved since the fitness of a solution merely depends on the aggre-
gated objective value. Besides, there is no need to specify a diversity preservation scheme since
the diversity is preserved in the predefined weight vectors. The main advantage of MOEA/D is
that a common algorithm for single-objective optimization can be directly applied to optimize
the constructed subproblems while its framework can preserve a set of diverse solutions.
An improved version of MOEA/D was proposed in [75]. First, instead of using GA as the
search algorithm, DE was integrated into MOEA/D to form a new algorithm called MOEA/D-
DE. With DE operator, MOEA/D-DE is able to more effectively explore the search space es-
pecially when the Pareto set is complicated. This is because the DE operator, which creates an
offspring by using three parent solutions, is able to generate a wide range of offspring. Thus,
the exploration ability of the algorithm can be enhanced. Second, two neighbouring structures
are suggested to balance the exploration and exploitation of the search. One of the structures
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is that the maximum number of subproblems that are allowed to be updated by an offspring is
equivalent to the neighbourhood size (T ). This is identical to the neighbourhood structure in the
original MOEA/D. This structure may reduce the diversity preservation if an offspring is greatly
superior that its parent and its parent’s neighbours. In order to reduce this effect, a second neigh-
bouring structure is proposed. This structure bounds the number of subproblems to be updated
by an offspring to TB where TB is much smaller than T .
In [76], a new MOEA/D with dynamic resource allocation (MOEA/D-DRA) was proposed
and tested on CEC09 unconstrained MOPs test problems. In this version of MOEA/D, different
computational efforts are assigned to different subproblems. This algorithm has been granted
the best MOEA in the CEC09 competition for unconstrained multi-objective optimization. Since
then, many researches have been carried out to improve MOEA/D or to implement MOEA/D
in real-world problems. In [77], Palmers et al. suggested the use of more than one solution to
represent each subproblem. In [44], the parallelism issue pertaining to MOEA/D was carried out.
In [78], different aggregation functions were suggested at different search stages of MOEA/D.
In real-world problems, MOEA/D have been implemented to study flowshop scheduling prob-
lems [79], antenna arrays [80], vehicle suspension optimization [81], and sensor network routing
problems [82], just to name a few.
2.2 Multi-objective Estimation of Distribution Algorithms
EDAs were introduced as a new computing paradigm in the field of evolutionary computation
[20]. In EDAs, offspring are produced by sampling the estimated probability distribution of
the parent population. EDAs can be divided into different categories, according to the level of
interaction between the decision variables that their probabilistic model performs [7]. Recently,
several EDAs have been proposed in the context of multi-objective optimization.
Bosman and Thierens [83] presented a mixture distribution as a probabilistic model where
each component in the mixture was a univariate factorization. This algorithm is known as a multi-
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objective mixture-based iterated density estimation evolutionary algorithm (MIDEA). MIDEA
has the advantage of preserving diversity due to its wide-spread exploration capability towards
the Pareto optimal front. This algorithm can serve as a baseline algorithm for MOEDAs for its
simplicity, speed, and effectiveness. In another study, Laumanns and Ocenasek [84] incorporated
Bayesian optimization algorithm based on the binary decision tree as a model building technique
- Bayesian multi-objective optimization algorithm (BMOA) - to approximate the set of Pareto op-
timal solutions. In [85], the authors proposed the multi-objective Parzen-based EDA (MOPED)
to approximate the probability distribution of the solutions lying on the Pareto optimal front. Fur-
thermore, a spreading technique which uses Parzen estimator in the phenotypic space to identify
the crowding level of the solutions was also proposed. The algorithm showed promising results
in several well-known test problems.
Li et al. [86] proposed a hybrid EDA (MOHEDA) by integrating a local search that is
based on weighted sum method while its constraint handling is based on a random repair method
for solving multi-objective 0/1 knapsack problems. A stochastic clustering method was also
introduced to preserve the diversity of the solutions. The results showed that MOHEDA outper-
forms several state-of-the-art algorithms. Zhang et al. [21] proposed a regularity model-based
multi-objective estimation of distribution algorithm (RM-MEDA) by considering the regularity
in building the probabilistic model. A local principal component analysis was used to extract
the regularity patterns of the candidate solutions from previous searches. This algorithm showed
good performance in test instances with nonlinear variable linkage for a scalable number of vari-
ables. Okabe et al. [87] introduced Voronoi diagrams to construct the probability model in an
algorithm called Voronoi-based EDA (VEDA). VEDA is able to adjust the reproduction process
based on the problem structure and at the same time, it takes advantage of the problem structure
by estimating the most appropriate probability distribution.
Pelikan et al. [88] described a scalable algorithm by combining non-dominated sorting
genetic algorithm II (NSGA-II) [32], hierarchical Bayesian optimization algorithm (hBOA), and
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clustering in the phenotypic space to solve decomposable problems. In the proposed algorithm,
each cluster is allocated an almost equal number of solutions. The results show that the algorithm
outperformed many standard MOEAs when the numbers of decision variables were scaled up.
Another study was carried out by Zhong and Li [89] where a decision-tree-based multi-objective
estimation of distribution algorithm (DT-MEDA) for continuous-valued optimization problems
was developed. The conditional dependencies among the decision variables were extracted by
a decision-tree-based probabilistic model. In [90], the authors implemented growing neural gas
networks for modelling purposes. The algorithm showed promising results in high-dimensional
test problems.
2.3 Related Algorithms
In this section, four state-of-the-art MOEAs, which are widely considered in this thesis, are
presented.
2.3.1 Non-dominated Sorting Genetic Algorithm II (NSGA-II)
NSGA-II [32] is one of the prominent algorithms using the domination-based framework of
multi-objective optimization. The fitness assignment operators of NSGA-II will be implemented
in most of the algorithms proposed in this thesis, thus, its operation is detailed in this section.
The process flow of NSGA-II is presented in Figure 2.1.
Firstly, N solutions are generated to form an initial population Pop(g = 0). All solutions
in Pop(g) are evaluated to obtain their objective values. Fitness is then assigned to all solutions
in the population based on the Pareto ranking and crowding distance. Next, selection is applied
to select a pair of parent solutions. By using the binary tournament selection, two chromosomes
are randomly picked into tournament. A fitter solution in terms of lower rank or greater crowding
distance is selected. Crossover is then performed to the selected pair of parent solutions to
generate an offspring. The offspring will be exposed to random perturbation through the means
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Begin 
1. Initialization: At generation   , randomly generate  solutions as the initial 
population,  
2. Evaluation: Evaluate all solutions in  
Do While ("Stopping Criterion is not satisfied") 
3. Fitness assignment: Perform Pareto ranking and crowding distance to the 
population   
For =0 to  
4. Selection: Select parent solutions to perform genetic operations using binary 
tournament selection 
5. Crossover: Perform crossover to the selected parent solutions to generate an 
offspring 
6. Mutation: Perform mutation to the offspring 
End for 
7. Evaluation: Evaluate all offspring and store the offspring in an archive  
8. Archiving: Combine parent and offspring solutions 	
   
9. Elitism: Perform Pareto ranking and crowding distance to 	
  . Select 
the best  solutions to form new population   .      
End Do 
10. Output: Output the final set of solutions  
End 
Figure 2.1: Pseudo-code of NSGA-II
of mutation. The procedures of selection, crossover, and mutation continue N times, so that N
offspring are generated. Next, the offspring are evaluated and stored in a temporary archiveA. In
the archiving procedure, the parent and offspring solutions are combined to form a bigger archive
with 2N size. In the elitism stage, Pareto ranking and crowding distance are performed to the
solutions in the combined archive. Subsequently, the best N solutions are selected to form the
new population Pop(g+1). The bestN solutions consist of solutions with lower Pareto ranks or
greater crowding distances. This marks the completion of one generation. The same procedure
is iterated over generations until a stopping criterion is met.
The illustration of the Pareto ranking and crowing distance is as follows. Solution X is
fitter than solution Y if and only if all the objective values of the solution X are smaller than
those of the solution Y (for the case of minimization problems). Solution X and solution Y are
incomparable if and only if the objective values of the solution X are not all smaller than those
of the solution Y . By applying this concept, the solutions are ranked according to their rank of
domination. Solutions that are not being dominated by any other solutions are ranked as one (the
lowest rank), while solutions that are only dominated by the solutions in rank one are ranked as
30
CHAPTER 2. LITERATURE REVIEW
two, and so forth. In this case, the solutions in a lower rank are fitter than those in a higher rank.
This ranking mechanism is illustrated in Figure 2.2. By applying natural selection pressure, the
chances of selecting solutions in lower ranks are higher than solutions in higher ranks. However,
if two solutions are located at the same rank, then the one that has a greater crowding distance
is preferred. The crowding distance of a solution is calculated by summing over its two nearest
neighbours. The procedure, illustrated in Figure 2.3, calculates the crowding distance of solution
A by the summation of L1 to L4. The crowding distance for solutions at the boundary location
(solutions B and C in Figure 2.3) is set to an infinite value, and this leads to the increase in the
possibility of these solutions surviving a tournament selection indefinitely. This procedure aims

















Figure 2.3: Crowding distance measurement. F1 is the first objective and F2 is the second objective.
In the binary-number representation, single point crossover is implemented. This crossover
randomly cuts a chromosome into two pieces and then exchanges the pieces between two parent
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solutions. The degree of crossover is controlled by a probability of crossover (pc). For mutation,
bit-flip mutation is employed. This is done by randomly flipping an allele with a probability of
mutation (pm).
In the real-number representation, simulated-binary crossover (SBX) is implemented. The
SBX operator works as follows. Firstly, select two parents (xp1, xp2) from the population and
generate a random value u between [0, 1]. Then the child solutions are created as follows:
x
′
= 0.5[(xp1 + xp2)− β′ |xp2 − xp1|] (2.1)
x
′
= 0.5[(xp1 + xp2) + β










where β is the spread factor which follows a polynomial probability distribution ϕ(β) and ϕ is
the distribution index which gives the probability of creating child solutions that are distant from











(2u)1/(ϕ+1) if u < 0.5
1− (2− 2u)1/(ϕ+1) otherwise
(2.4)
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where xL and xU are the lower and upper bounds for the decision variable x, respectively, ϕ is
the distribution index, and u is a random value between [0, 1].
2.3.2 Multi-objective Univariate Marginal Distribution Algorithm (MOUMDA)
Univariate marginal distribution algorithm (UMDA) is one of the simplest and most famous
EDAs proposed by Mu¨hlenbein [91]. UMDA models the distribution of the selected population
without considering any dependencies between the variables. UMDA closely follows the process
flow of a typical EDA, thus can serve as a baseline algorithm for EDA. In this thesis, UMDA is
constructed in the non-dominated sorting framework of NSGA-II and is called multi-objective
UMDA (MOUMDA). The basic framework of the proposed algorithm in this thesis is similar to
MOUMDA except that a different modelling mechanism is employed. The comparison results
with this algorithm show the advantages of the proposed modelling mechanism. The pseudo-
code of MOUMDA is presented in Figure 2.4.
Begin 
1. Initialization: At generation    , randomly generate   solutions as the initial 
population,  
2. Evaluation: Evaluate all solutions in  
Do While ("Stopping Criterion is not satisfied") 
3. Fitness assignment: Perform Pareto ranking and crowding distance to the 
population   
4. Selection: Select  parent solutions using binary tournament selection 




6. Sampling: Sample  offspring from 

 using simple sampling technique 
7. Evaluation: Evaluate all offspring and store the offspring in an archive  
8. Archiving: Combine parent and offspring solutions 	   
9. Elitism: Perform Pareto ranking and crowding distance to 	  . Select 
the best  solutions to form new population   .      
End Do 
10. Output: Output the final set of solutions  
End 
Figure 2.4: Pseudo-code of MOUMDA
The difference between NSGA-II and MOUMDA is in the Steps 4-6 of Figure 2.4. In the
selection process, N parent solutions are picked using the binary tournament selection. Sub-
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sequently, the marginal probability distribution of all possible alleles in each decision variables
(xi, i ∈ {1, ..., n}, n is the number of decision variables) of the selected set of parent solutions









1 if xi = 1
0 otherwise
where ri is the number of different values that xi may take. In the binary case, ri=2. The
delta function δj(xi) is the value of variable xi in the jth individual. By using the constructed





1 if random (0, 1) ≤ pg (xi = 1)
0 otherwise
(2.6)
2.3.3 Non-dominated Sorting Differential Evolution (NSDE)
Differential evolution (DE) is another EA that has received significant interest from the research
community. In DE, three parent solutions are used to create an offspring. Due to this property,
DE is claimed to be able to generate a wide set of offspring and has better exploration ability [75].
In [92], Iorio and Li proposed a non-dominated sorting differential evolution (NSDE), which is
directly modified from NSGA-II by replacing the crossover and mutation operators of a GA with
the operators of a DE. Thus, the process flow is exactly similar to Figure 2.1. The only difference
between NSGA-II and NSDE is the implementation of different type of crossover operators.
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The most fundamental crossover operator of a DE (DE/rand/1/bin), which was used in
NSDE, is illustrated. In the selection process, three parent solutions (xp1, xp2, xp3) are selected





xp1 + F (xp2 − xp3) if u < pc
xp1 otherwise
(2.7)
where F is a scalar number, pc is the probability of performing the DE operator, and u is a
random value between [0, 1]. After that, the polynomial mutation is applied to the generated off-
spring. The selection, crossover, and mutation procedures are repeated N times. Subsequently,
the evaluation, archiving, and elitism, similar to NSGA-II, are iteratively carried out until the
stopping criterion is satisfied.
2.3.4 MOEA with Decomposition (MOEA/D)
The MOEA/D proposed in [74] is extensively used in this thesis either as an algorithm for
the comparison or a reference model for the decomposition-based MOEA. The pseudo-code of
MOEA/D is presented in Figure 2.5.
Initially, a set of uniformly distributed weight vectors, λ1,...,λN , is generated. N is the
predefined size of subproblems. Then, the Euclidean distance between all weight vectors is
calculated. For each weight vector i, the Q neighbouring solutions (B(i) = {i1, ..., iQ}, i ∈
[1, N ]) that are closer, in terms of Euclidean distance, to weight vector i, are determined. Next,
N solutions are randomly generated to be the initial population Pop(g = 0). All solutions in
Pop(g) are then evaluated to obtain their objective values FV . The best objective values of the
population are used as a starting reference point (z∗) of the Tchebycheff approach.
The Tchebycheff approach is the aggregation technique used in MOEA/D to decompose
an MOP into N scalar optimization subproblems. For subproblem j, the aggregated function is
presented as follows:
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Begin 
1. Initialization 
a) Generate a set of uniformly distributed weight vectors (  ) 
b) Calculate the Euclidean distance among the weight vectors. Determine the  
neighboring solutions (  

   

   	) for each weight vectors 
according to the shortest Euclidean distance. 
c) At generation 
  , randomly generate 	 solutions to be the initial population, 
	
  
. Evaluate the solution and set   	
,    	 
d) Initialize reference point of the Tchebycheff approach () by setting the value of  
to be the lowest objective values of the solutions 
Do while (“Stopping Criterion is not satisfied”) 
For    
2. Selection: Randomly select two solutions from 	
 
3. Crossover: Perform crossover to the parent solutions to generate an offspring 
4. Mutation: Perform mutation to the generated offspring 
5. Evaluation: Evaluate the generated offspring () to obtain the corresponding 
objective values, 	
  
















7. Fitness assignment: Assign fitness (
 ) to each solution using Tchebycheff 
approach 
8. Update Solution: For   	
 , if 
    
   , then set 


  and   	
 
End For  
End Do 
End 
Figure 2.5: Pseudo-code of MOEA/D
gte(x|λj , z∗) = max
1≤i≤m
{λji |fi(x)− z∗i |} (2.8)
where m is the number of objective functions and fi is the objective value for the ith objective
function. In the evolutionary process, MOEA/D aims to minimize all N subproblems concur-
rently in a single simulation run.
Next, the evolution loop starts. For each subproblem i, two neighbouring solutions are
randomly selected from B(i). Then, crossover to the selected parent solutions is performed to
generate an offspring. The SBX is used as the crossover operator. The offspring are then exposed
to undergo polynomial mutation. The process continues with the evaluation of the generated
offspring y to obtain the corresponding objective value f(y). Then, z∗ is updated if z∗j > fj(y).
For all subproblems and offspring, the fitness (gte) of the aggregated scalar function is calculated.
For each neighbouring solution j for subproblem i, j ∈ B(i), if the fitness of offspring y is better
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than the jth neighbouring solution, then the jth neighbouring solution is replaced by the offspring
y. The same procedures of selection, reproduction, update of z∗, fitness assignment, and update
of solution are repeated until a stopping criterion is satisfied.
2.4 Performance Metrics
Instead of finding a single optimum solution as done in single-objective optimization, multi-
objective optimization aims to find a set of tradeoff solutions that satisfy four common goals
of multi-objective optimization, including proximity, diversity, uniformity, and number of non-
dominated solutions. In this case, performance metrics are important tools that provide a scalar
quantitative measurement of the generated set of solutions. The issue pertaining to the per-
formance metrics have been discussed by many researchers [12, 72, 93–96]. Four performance
metrics or indicators that are commonly used to show the numerical comparison for different
goals of multi-objective optimization between different algorithms are applied in this thesis. The
performance metrics are:
1. Generational Distance (GD): This indicator is a representative metric which provides a
quantitative measurement for the proximity goal of multi-objective optimization.
2. Maximum Spread (MS): This indicator is a representative metric which provides a quanti-
tative measurement for the diversity goal of multi-objective optimization.
3. Inverted Generational Distance (IGD): This indicator is a representative metric which pro-
vides a quantitative measurement for the proximity and diversity goal of multi-objective opti-
mization.
4. Non-dominated Ratio (NR): This indicator is a representative metric which provides a quan-
titative measurement of the number of non-dominated solutions for the goal of multi-objective
optimization.
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The mathematical description of the performance metrics is given in Appendix A.
2.5 Test Problems
Benchmark test problems, where the Pareto optimal are known, are an important element to test
the ability, efficiency, and possible pitfalls of an MOEA. In order to effectively test an MOEA,
the test problems should consist of different characteristics and difficulty levels. In the litera-
ture, many test problems for MOPs have been designed [97–100]. Here, 31 state-of-the-art test
problems, which are used in this thesis, are presented. The test problems are five ZDT test prob-
lems [101], seven DTLZ test problems [102], 10 UF test problems [103], and nine WFG test
problems [104]. The characteristics, difficulty levels, and mathematical formulation of the test
problems are presented in Appendix B.
2.6 Summary
In this chapter, a literature review of MOEAs has been presented. The review classified MOEAs
into three main categories, according to the ways the MOEAs handle the multiple conflicting
objectives of MOPs. They are MOEAs with the preference-based framework, domination-based
framework, and decomposition-based framework. Several state-of-the-art algorithms in different
frameworks of multi-objective optimization were discussed. Furthermore, the EDAs for multi-
objective optimization were outlined. This chapter also described four state-of-the-art MOEAs,
which are widely considered in this thesis, in detail. The performance metrics and benchmark
test problems that are used in this thesis were also presented.
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An MOEDA based on Restricted
Boltzmann Machine
The exploitation of linkage information between the decision variables of an MOP in guiding the
search towards optimality is one of the main characteristics of estimation of distribution algo-
rithms (EDAs). In this chapter, the restricted Boltzmann machine (RBM) is modelled as a novel
EDA in the context of multi-objective optimization. RBM is an energy-based stochastic neural
network. The probabilities of the joint configuration over the visible and hidden units in the net-
work are trained using contrastive divergence until the distribution over the global state reaches
a certain level of thermal equilibrium. Subsequently, the probabilistic model is constructed using
the energy function of the network. In addition, clustering in phenotypic space is incorporated
into the proposed algorithm. The effects on clustering and the stability of the trained network
on optimization performance are rigorously examined. Experimental studies are conducted to
analyze the performance of the proposed algorithm in scalable problems with large number of
objective functions and decision variables.
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3.1 Introduction
EDAs have been recognized for being able to perform better on some problems where genetic
algorithms (GAs) fail to give satisfactory performance [105–107]. However, the performance of
EDAs is inherently dependent upon the probabilistic modelling and sampling technique. Univari-
ate modelling is simple and easy to implement, but does not utilize linkage information to guide
the search. This may hinder the algorithm when solving complex problems. Bivariate or multi-
variate modelling improves the ability of algorithms by using linkage information to explore the
search space; but with increased complexity and computational time [7, 108]. In the recent past,
many variations of EDAs have been developed in the context of multi-objective optimization -
multi-objective estimation of distribution algorithms (MOEDAs) [7, 8]. Most of the proposed
modelling approaches in the literature used statistical inference to extract the statistical informa-
tion of the selected population. However, modelling from statistical methods is complicated. It
will also be hard to derive accurate information in this manner from complex problems if the
input data is small.
Many real-world optimization problems are challenged by the unknown characteristics of
the problems. The problems may be non-linear, constraint, has complex relationships within
the variables, large number of variables, and even consists of several conflicting objectives
[109–113]. High-dimensional problems with many decision variables and conflicting objective
functions to be optimized simultaneously are hard problems which may challenge the algorithm
in finding the global optimal solutions. In problems with many decision variables, the complexity
of the problems would increase with an increase in the number of decision variables. This is due
to the enlargement of the search space and an increase in the number of possible moves towards
optimality.
Selection pressure in selecting fitter individuals is reduced when problems consist of many
conflicting objective functions (more than three). This is due to the high rate of non-dominance
among individuals during the evolutionary process. This may hinder the search towards optimal-
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ity or result in the population getting trapped in a local optimal. One of the ideas to overcome
these issues is to exploit extra information (e.g. linkage dependencies) from within the selected
population. This information is hypothesized to provide valuable guidance in driving the search
process. EDAs, which are characterized by their ability to capture linkage information between
solutions, may be one of the promising algorithms in dealing with scalable problems. In the
literature, most of the proposed EDAs for scalable problems only examine scalability in either
objective function or decision variable, but not both.
This chapter attempts to address the issues discussed above by modelling the restricted
Boltzmann machine (RBM) as an EDA to solve scalable multi-objective optimization problems.
RBM [114–116] is a kind of neural network that learns the probability distribution in terms of
energy equilibrium. A two-layer network with undirected graph in RBM is used to model the
energy function of the equilibrium state. This information is captured through pair-wise inter-
actions between visible and hidden units. Hidden units are functional for training capacity, in
capturing the linkage dependencies between the dimensions of the input data. Contrastive diver-
gence (CD) is employed to train the network until the distribution over the global state reaches
a certain level of thermal equilibrium. The probabilistic model is subsequently constructed from
the trained network. After which, new offspring are generated from the constructed probabilistic
model. Empirical studies were carried out to investigate the performance and potential of RBM
in building the representative probabilistic model in solving scalable MOPs. Clustering in objec-
tive space using k-mean clustering is incorporated into the algorithm. The effects on the stability
of the trained network and clustering in optimization are also rigorously examined. A good
model for constructing the probability distribution is one that is easy to build and sample, and
returns solutions with good fidelity [21]. Restricted Boltzmann machine-based multi-objective
evolutionary algorithm (REDA) satisfied these criteria since the statistical information is gained
through a learning process and empirical results show that the algorithm is effective in solving
scalable problems with large number of objectives and decision variables.
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The remainder of this chapter is organized as follows. Section 3.2 presents the existing
work that implement MOEDAs to study the scalability issue of multi-objective optimization.
Section 3.3 introduces the network architecture of RBM and its training algorithm. Section
3.4 presents the algorithmic framework of REDA, its modelling, and sampling method. Test
instances, other algorithms in the comparison, and implementation are outlined in Section 3.5.
Section 3.6 presents the experimental results and a summary is provided in Section 3.7.
3.2 Existing studies
Over the last decade, several estimation of distribution algorithms have been developed in the
context of multi-objective optimization (MOEDAs). The main difference among the algorithms
is the employment of different probabilistic modelling mechanisms. These algorithms have been
used to deal with different types of problems. Among them, scalable problems have gained
remarkable attention. The overview of the existing MOEDAs have been presented in Section
2.2. This section will discuss the MOEDAs that were designed to deal with scalable problems.
Two types of scalable problems have been studied in the literature: scalability in decision
variables and scalability in objective functions. Scalability in decision variables increases the dif-
ficulty of the problem since the number of possible combinations towards optimality is increased
with an increase in the number of variables. Besides, less selection pressure is devoted to each
non-dominated individual in problems with many objective functions (more than three). This
is caused by the fact that most of the individuals in the population are non-dominated solutions
even in the early stages of evolution, making it more difficult for the algorithm to decide which
individual is fitter. Both of these problems remain less explored, especially when dealing with
high dimensionality in the objective space. In [1], the authors have shown that optimization al-
gorithms require an exponential increase in the number of individuals with increasing number of
objective functions. In order to reduce the number of individuals required for evolution at any
time, EDAs capture the linkage information and use it to guide the search. As such, EDAs are
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hypothesized to perform better than other EAs with stochastic genetic operators.
In [88], Pelikan et al. proposed an EDA based on hierarchical Bayesian optimization algo-
rithm (hBOA) to solve multi-objective decomposable problems. The k-mean clustering and other
operators from non-dominated sorting genetic algorithm-II (NSGA-II) were adapted in hBOA.
Deceptive problems with scalable decision variables were used to examine the effectiveness of
the proposed algorithm. Experimental results indicated that clustering and linkage learning are
the main criteria which contribute to the success of the algorithm in solving decomposable multi-
objective problems. In another study, Sastry et al. [117] presented an MOEDA based on extended
compact genetic algorithm (ECGA). The paper analyzed the characteristics of the algorithm on
a class of bounding adversarial problems with scalable decision variables. m-k deceptive trap
problems [88] were used to investigate the performance of the proposed algorithm.
In [118], Soh and Kirley proposed a parameter-less MOEA which combines the ECGA
with external -Pareto archive, clustering, and competent mutation to deal with scalable prob-
lems. Two types of scalable problems were addressed, including deceptive problems with scal-
able decision variables and DTLZ problems with scalable objective functions. The proposed
algorithm showed promising results due to the combination of linkage learning, clustering, and
local search. In [21], Zhang et al. have tested the RM-MEDA in high-dimensional test problems.
The results indicated that the RM-MEDA scaled well and took less fitness evaluations to reach a
predefined IGD value. Marti et al. [90] developed a new MOEDA based on growing neural gas
(GNG) network and it was named as multi-objective neural EDA (MONEDA). GNG network
is a self-organizing neural network based on neural gas model. This model creates an ordered
cluster of input dataset; a new cluster will then be inserted based on the topology and cumulative
errors. WFG problems [104] were chosen to evaluate the search capability of the MONEDA.
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Figure 3.1: Architecture of an RBM
3.3 Restricted Boltzmann Machine (RBM)
RBM [114, 119, 120] is an energy-based stochastic binary neural network. It has been in-
creasingly gaining research interest from the neural network community as a feature extraction
method [120, 121].
3.3.1 Architecture of RBM
The architecture of the network is illustrated in Figure 3.1. The network is made up of stochastic
binary neurons in a two-layered undirected graphical model comprising of a visible layer and a
hidden layer. The visible layer, denoted as vi, is an input layer of the network. The hidden layer,
denoted as hj , is a latent layer that determines the capability of the network in modelling the
probability distribution of the input stimuli. The network does not have the output layer. Instead,
the output information is represented by the energy values of the network. wij is the weight of the
connection between the visible unit i and the hidden unit j. bi is the bias of the visible unit i and
dj is the bias of the hidden unit j. Both of the layers are fully connected to one another and the
weights are symmetric. In this way, the information can flow from one layer to another, increas-
ing the learning capability of the network. Furthermore, there is no interconnection between the
neurons within the same layer. Thus, the hidden units are conditionally independent. Besides,
the visible units can be updated in parallel given the hidden states. This behaviour improves the
training speed of the network. The weights and biases of an RBM define the energy function of
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the network. The energy function is presented as follows:












As in a Hopfield net, the energy is determined by the biases and weights. Through the energy










The probability distribution defined in equation (3.2) is measured over both visible and hidden
units depending on the energy of the joint configuration compared with the normalizing constant.
The normalizing constant is the energy of all the joint configurations. The probabilities of the
visible units (data point) are the sum of the probabilities of all the joint configurations that contain











The network will be trained until it reaches a certain level of thermal equilibrium. At thermal
equilibrium, the probability distribution of the global states converges. The problem lies in the
training of the network to ensure that the energy level reaches or fluctuates around global min-
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imum. Thus, the training method for RBM is crucial. Contrastive divergence (CD) is probably
the most popular and efficient training method [115, 119].
In the CD training, two phases (positive phase and negative phase) are carried out. In the
positive phase, the input stimuli or input data are rendered into the visible units of the network.
Subsequently, the hidden states, given the visible states, are constructed by performing the Gibbs
sampling according to the following equation:
p(hj |v) = ϕ(
∑
i
wijvi − dj) (3.5)
where ϕ(x) = 1
1+e−x is the logistic function. In the negative phase, given the hidden states,





wijhj − bi) (3.6)
The process of these two phases is repeated S times. Next, the weights and biases of the network
are updated as follows:
w
′
ij = wij + (< vihj >0 − < vihj >S) (3.7)
b
′
i = bi + (< vi >0 − < vi >S) (3.8)
d
′
j = dj + (< hj >0 − < hj >S) (3.9)
where  is the learning rate, <>0 is the original states of the neurons, and <>S is the expected
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states of the neurons after S-step reconstruction. S is typically set to one during the initial
stages of training and then increased gradually as the learning converges. Large values of S may
approximate the maximum likelihood learning arbitrarily well. However, for simplicity, S could
be set to one and then performs the training iteratively [122]. The overall CD training is repeated
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Figure 3.2: Contrastive divergence (CD) training
3.4 Restricted Boltzmann Machine-based MOEDA
3.4.1 Basic Idea
EDAs differ from standard genetic algorithms (GAs) due to the absence of crossover and muta-
tion operators. These operators are replaced by a probabilistic model of the selected population
and a sampling mechanism. RBM, an energy-based stochastic neural network, is suitable for
building the probabilistic model for EDAs since the probabilities of the joint configuration over
the visible and hidden layers are proportional to the energy of the joint configuration as given in
the following equation:
p(v, h) ∝ e−E(v,h) (3.10)
Furthermore, the dependencies between the decision variables are learnt through the training
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process and the information is stored as connection weights and biases. This feature is expected
to steer the search towards the Pareto optimal front since linkage information is considered in the
modelling of the probability distribution.
3.4.2 Probabilistic Modelling
In the implementation stage, the alleles of the decision variable in the cost function are the input
data to be rendered to the visible layer of an RBM. Therefore, n variables in fitness functions
means n visible units in RBM. The setting of the number of hidden units is to be determined by
users. The complexity of the network will increase with the number of visible and hidden units.
Since the probability distribution of the population needs to be constructed at every generation,
it is essential for the model to be kept simple. Therefore, the number of hidden units is set to as
small as possible as long as the probability model is representative.
After performing the CD training, a set of trained weights, biases, and hidden states are ob-
tained. Subsequently, in binary representation, the joint probability distribution with n decision





where pg(vi) is the marginal probability of decision variable i (vi) at generation g. The marginal
probability of each decision variable is obtained through equation (3.4). Expanding the equation,































where δl(v+i ) is the marginal cost of vi when the cardinality of vi = 1, δl(v
−) is the marginal cost
of vi when the cardinality of vi = 0, N is the number of selected solutions or parent solutions,
andH is the number of hidden units. Direct sampling from the above probabilistic model reaches
a limit in progress when the probability reaches a maximum value of 1.0 or a minimum value of
0.0. Therefore, the lower and upper bounds are added to the probability distribution based on the
average cost of cardinality. The modified version of the marginal probability is given as follows:


























N and ri is the number of different values that vi may take.
In binary case, ri is 2.
3.4.3 Sampling Mechanism
The child solutions are generated through the sampling of the constructed probabilistic model (a
simple sampling technique) as follows:
vi =

1 if random (0, 1) ≤ pg (vi = 1)
0 otherwise
(3.16)
where random (0,1) is a randomly generated value between [0, 1].
3.4.4 Algorithmic Framework
The proposed algorithm for multi-objective optimization called restricted Boltzmann machine-
based MOEDA (REDA) can adapt any operators (ranking, selection, archiving, elitism) in stan-
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dard MOEAs by replacing the crossover and mutation operators with RBM. The other operations
including non-dominance ranking, crowding distance, binary tournament selection, and parent-
child archiving, are implemented as in NSGA-II [32]. Moreover, k-mean clustering in phenotypic
space is employed. Clustering is incorporated into the algorithm to built the probabilistic model
from different regions in the search space. This has been proven to improve the optimization
performance [83, 88].
Begin 
1. Initialization: At generation   , randomly generate  solutions as the initial 
population,  
2. Evaluation: Evaluate all solutions in  
Do While ("Stopping Criterion is not satisfied") 
3. Fitness assignment: Perform Pareto ranking and crowding distance to the 
population   
4. Selection: Select  parent solutions using binary tournament selection 
5. Training: Train the RBM using CD training mechanism to obtain the weights 
and biases 
6. Clustering: Group the selected parent solutions into  clusters using -mean 
clustering 


























 using simple sampling 
technique 
9. Evaluation: Evaluate all offsprings and store the offsprings in an archive 
 
10. Archiving: Combine parent and offspring 	  
 
11. Elitism: Perform Pareto ranking and crowding distance to 	  
. Select 
the best  solutions to form new population   	.     	 
End Do 
12. Output: Output the final set of solutions  
End 
Figure 3.3: Pseudo-code of REDA
The pseudo-code of the overall algorithm is presented in Figure 3.3. The REDA works as
follows. Firstly, N initial individuals Pop(0) (at generation g = 0) are randomly generated. All
the individuals in Pop(g) are evaluated to obtain their corresponding fitness values. Based on
their fitness values, Pareto ranking and crowding distance are performed. Next, a new population
(N individuals) is chosen by performing the binary tournament selection on Pop(g). An RBM is
trained by using the CD training method until the stopping criterion is reached. k-mean clustering
algorithm [46] is then applied to group the individuals into k clusters. The probabilistic model
50
CHAPTER 3. AN MOEDA BASED ON RESTRICTED BOLTZMANN MACHINE
in each cluster is subsequently built by computing the marginal distribution of each decision
variable. From the probabilistic models, N new solutions are sampled to form new population
A. Each probabilistic model will sample similar number of offspring. Elitism is carried out by
combining the offspring (A) and parent (Pop(g)) to form a mating pool with 2N individuals. N
new solutions are selected from A ∪ Pop(g) to form Pop(g + 1). One generation is completed
here. The same procedure is carried out in subsequent generations until the stopping criterion or
the maximum number of fitness evaluations is reached.
3.5 Problem Description and Implementation
Eight benchmark test problems (ZDT1, ZDT2, ZDT3, ZDT6, DTLZ1, DTLZ2, DTLZ3, and
DTLZ7) are selected to test the effectiveness of the REDA in terms of converging to the true
Pareto optimal front and maintaining a set of diverse solutions. ZDT (ZDT1, ZDT2, ZDT3, and
ZDT6) test problems [9] have two objective functions and a scalable number of decision vari-
ables. They are characterized by convex, non-convex, discontinuous convex, and non-uniform
convex Pareto optimal fronts, respectively. DTLZ (DTLZ1, DTLZ2, DTLZ3 and DTLZ7) [123]
are scalable problems in terms of the number of objectives and variables. They are characterized
by linear, spherical, many local optimal, and disconnected Pareto optimal fronts.
In this implementation, two performance indicators (inverted generational distance (IGD)
and non-dominance ratio (NR)) have been chosen to show the numerical comparison between
the REDA and three other state-of-the-art algorithms. IGD allows the comparison of the prox-
imity and diversity performance indicators between the Pareto optimal Front (PF) and the sim-
ulated solutions. A lower IGD value indicates better performance. Meanwhile, NR measures
the percentage of non-dominated solutions among the entire pool of solutions obtained by all the
algorithms, and a higher value indicates that more non-dominated solutions are generated by the
algorithm.
Three state-of-the-art algorithms (NSGA-II, MOUMDA and RM-MEDA) are chosen for
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performance comparison with the REDA. NSGA-II [32] is a popular algorithm in evolution-
ary multi-objective optimization due to its ability to achieve promising solutions for most of
the MOPs. This algorithm uses Pareto ranking and crowding distance as fitness assignment op-
erators, binary tournament selection, uniform crossover, bit-flip mutation, and parent-offspring
archiving. k-mean clustering is incorporated into the algorithm for fair comparison with the
REDA. This algorithm is chosen because it generally gives good performance for most of the
test problems and the REDA adapts most of its operators.
Multi-objective univariate marginal distribution algorithm (MOUMDA) is a simple EDA
which is modified directly from NSGA-II by replacing the genetic operators with probabilis-
tic modelling based on univariate marginal distribution [91, 124]. The basic architecture of
MOUMDA is very similar to the MIDEA proposed by Bosman and Thierens [83]. One differ-
ence between MOUMDA and MIDEA is that clustering is based on k-mean clustering instead of
leader algorithm. UMDA models the distribution of the selected population without considering
any dependencies between the variables. The basic framework of REDA is similar to this algo-
rithm except that linkage information is taken into consideration. The comparison results with
this algorithm may show the advantages of using linkage information in dealing with scalable
problems.
Lastly, regularity model-based multi-objective estimation of distribution algorithm (RM-
MEDA) [21] is one of a new MOEDAs which models the regularity pattern of the problems by
constructing the probability distribution of promising solutions. The local principle component
analysis (PCA) is used to model the probability distribution of the promising individuals. The
authors have proven the ability of this algorithm in dealing with scalable problems with nonlinear
variable linkages. The codes provided by the authors were directly implemented for this chapter’s
experimental investigations.
A comparative study of REDA, MOUMDA, NSGA-II, and RM-MEDA is carried out to
examine their performance in problems with a large number of decision variables and objective
52
CHAPTER 3. AN MOEDA BASED ON RESTRICTED BOLTZMANN MACHINE
functions. The indices of the algorithms as used in the box-plot are explained in Table 3.1.
All algorithms were implemented in C++ and ran on an Intel Core 2 Duo, 3.0 GHz personal
computer. The experimental settings are summarized in Table 3.2.






Table 3.2: Parameter settings
Parameter Setting
Population size 100 for ZDT problems, 200 for DTLZ problems with 3 objec-
tives, 500 for DTLZ problems with 5 objectives, and 1500 for
DTLZ problems with 7 objectives
Number of hidden units for REDA 20 for ZDT problems and 5 for DTLZ problems
Number of training epochs for REDA 10 for all test instances
Learning rate for REDA 0.1 for all test instances
Number of clusters 1 for ZDT problems and DTLZ with 3 objectives, 7 for DTLZ
problems with 5 objectives, and14 for DTLZ problems with 7
objectives
Stopping criterion 200 generations for all test instances
Mutation for NSGA-II 1/(Variable size × Variable bit)
Crossover for NSGA-II 0.8
Number of bits per variable 10 bits (REDA, MOUMDA and NSGA-II), real-coded repre-
sentation for RM-MEDA
Number of independent runs 10
Number of decision variables scalable for ZDT problems and n = m + K − 1 for DTLZ
problems, where m is the number of objectives and K = 10
Local PCA in RM-MEDA 14 clusters for DTLZ problems with 7 objectives and 5 clusters
for other problems
3.6 Results and Discussions
3.6.1 Results on High-dimensional Problems
Figures 3.4-3.15 show the box-plot in terms of IGD and NR for 10 independent runs, 20 and 200
decision variables for ZDT1, ZDT2, ZDT3, ZDT6, DTLZ1, and DTLZ3, respectively. For ZDT
problems with 20 decision variables, it is observed that all the algorithms perform equally well
and produce solutions that are very close to the global Pareto optimal front as indicated by near-
zero IGD values. Among the algorithms, RM-MEDA shows the worst performance. In DTLZ
problems with 20 decision variables, NSGA-II performs slightly better than REDA and the per-
formance of MOUMDA and RM-MEDA are the worst. The poor performance of RM-MEDA
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and MOUMDA may be attributed to the fact that, neither of the algorithms directly uses location
information of the selected solutions in exploiting the new solutions. Even though REDA does
not make use of location information, it performs better than MOUMDA and RM-MEDA. A
possible explanation could be due to the learning capability of the network. The network can
learn the global distribution of the solutions by allowing the survival of some individuals with
large energy values; consequently, improving the exploitation capability of the algorithm. The
difficulty of the DTLZ1 and DTLZ3 problems is caused by the many local Pareto optimal fronts.
It seems that MOEDAs (REDA, MOUMDA and RM-MEDA), which model the global probabil-
ity of the selected individuals, may not be able to escape from local optima. On the other hand,
NSGA-II, with stochastic recombination and the usage of location information for generating
new solutions, may have a greater chance of escaping from local optima. Thus, NSGA-II gener-
ally evolves good result in both the test problems. However, all the algorithms fail to converge to
the global Pareto optimal front in both DTLZ problems. In terms of NR, REDA produces more
non-dominated solutions than the other algorithms for ZDT1, ZDT2, and ZDT6, while NSGA-II
produces the most non-dominated solutions for ZDT3, DTLZ1, and DTLZ3.
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Figure 3.4: Performance metric of IGD and NR for ZDT1 with 20 decision variables
When the number of decision variables is increased 10 times to 200, it is observed that
REDA outperforms the other algorithms in all the test functions, achieving a lower value of IGD
and producing more non-dominated solutions. The increase in number of decision variables in-
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Figure 3.5: Performance metric of IGD and NR for ZDT1 with 200 decision variables
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Figure 3.6: Performance metric of IGD and NR for ZDT2 with 20 decision variables
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Figure 3.7: Performance metric of IGD and NR for ZDT2 with 200 decision variables
creases the size of the search space, and thus increases the complexity of the problems. The
stochastic behaviour of NSGA-II prevents the algorithm from evolving a good set of solutions
since the number of possible combinations towards optimality is increased. The univariate factor-
ization in MOUMDA can only build the independent probability model which does not give extra
information to guide the search. For RM-MEDA, the algorithm performs poorly in all the test
problems. This may be attributed to the fact that RM-MEDA is unable to exploit the regularity of
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Figure 3.8: Performance metric of IGD and NR for ZDT3 with 20 decision variables
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Figure 3.9: Performance metric of IGD and NR for ZDT3 with 200 decision variables
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Figure 3.10: Performance metric of IGD and NR for ZDT6 with 20 decision variables
the Pareto set, since a large number of variables may weaken the regularity of the solutions dur-
ing the initial generations. Even though artificial linkage dependencies within the variables were
not introduced, it is believed that there may be certain implicit relationships between the decision
variables, which are hard to measure and predict. The incorporation of dependency information
to predict the true probability distribution allows REDA to obtain better results compared to the
other algorithms.
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Figure 3.11: Performance metric of IGD and NR for ZDT6 with 200 decision variables
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Figure 3.12: Performance metric of IGD and NR for DTLZ1 with 20 decision variables
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Figure 3.13: Performance metric of IGD and NR for DTLZ1 with 200 decision variables
In order to observe the behaviours of the algorithms for problems with a very large number
of decision variables, performance metric of IGD for ZDT1, ZDT3, DTLZ1, and DTLZ3 with
different number of decision variables are plotted in Figure 3.16. For ZDT1 and ZDT3, the
number of variables spans from 100 to 1000. For DTLZ1 and DTLZ3, the number of variables
spans from 100 to 500. Only the results of REDA, NSGA-II, and MOUMDA are plotted. RM-
MEDA is left out of the comparative plots as it fails to meet the timing constraint when there
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Figure 3.14: Performance metric of IGD and NR for DTLZ3 with 20 decision variables
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Figure 3.15: Performance metric of IGD and NR for DTLZ3 with 200 decision variables
are a very large number of decision variables. From the figure, it can be observed that REDA
performs very well in ZDT1 and ZDT3. REDA also outperforms the other algorithms in DTLZ1
and DTLZ3. However, its performance deteriorates with the increase in the number of decision
variables due to the increasing ease at which the algorithm gets trapped in local optima. This is
the weakness of the REDA (and the other algorithms too).
3.6.2 Results on Many-objective Problems
DTLZ1, DTLZ2, DTLZ3, and DTLZ7 are characterized by linear Pareto optimal front, spherical
Pareto optimal front, many local optimal fronts, and disconnected Pareto optimal fronts, respec-
tively. All of these test problems can be scaled to a larger number of objective functions. This
may pose a greater challenge to the algorithms in their search for a high-dimension Pareto front.
Figures 3.17-3.24 show the performance metrics of IGD and NR for DTLZ1, DTLZ2, DTLZ3,
and DTLZ7 with (a) 3 objectives, (b) 5 objectives, and (c) 7 objectives. The number of decision
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Figure 3.16: Performance metric of IGD versus the number of decision variables for (a) ZDT1, (b)ZDT3
(c)DTLZ1 and (d) DTLZ3
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Figure 3.17: Performance metric of IGD for DTLZ1 with (a) 3 objectives, (b) 5 objectives, and (c) 7
objectives
variables (n) is fixed according to n = m+K−1, where m is the number of objective functions
and K = 10. Again, the results of RM-MEDA for problems with 7 objectives are not shown
due to the timing constraint in evolving a final front. The population size is varied according to
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Figure 3.18: Performance metric of NR for DTLZ1 with (a) 3 objectives, (b) 5 objectives, and (c) 7
objectives
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Figure 3.19: Performance metric of IGD for DTLZ2 with (a) 3 objectives, (b) 5 objectives, and (c) 7
objectives
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Figure 3.20: Performance metric of NR for DTLZ2 with (a) 3 objectives, (b) 5 objectives, and (c) 7
objectives
the number of objectives as indicated in Table 3.2. In the preliminary experiment, it is observed
that evolution does not take place effectively when the population size is small as the algorithms
fail to identify the fitter individuals. To deal with this problem, the population size was increased
according to the number of objectives to provide the algorithms with a better chance of selecting
the fitter solutions.
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Figure 3.21: Performance metric of IGD for DTLZ3 with (a) 3 objectives, (b) 5 objectives, and (c) 7
objectives
 







1 2 3 4 
(a)
 

















1 2 3 
(c)
Figure 3.22: Performance metric of NR for DTLZ3 with (a) 3 objectives, (b) 5 objectives, and (c) 7
objective
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Figure 3.23: Performance metric of IGD for DTLZ7 with (a) 3 objectives, (b) 5 objectives, and (c) 7
objectives
It is observed that REDA and NSGA-II perform equally well for all the test instances with
3 objective functions, while MOUMDA and RM-MEDA perform worst in DTLZ1 and DTLZ3.
However, MOUMDA performs better than the other algorithms in DTLZ7 (indicated by IGD
value). When the number of objective functions is increased to 5 and 7, REDA seems to outper-
form the other algorithms, in terms of both IGD and NR, in all the test problems. Even though all
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Figure 3.24: Performance metric of NR for DTLZ7 with (a) 3 objectives, (b) 5 objectives, and (c) 7
objectives
the algorithms fail to converge to the global Pareto optimal front in all the test instances (as indi-
cated by high values of IGD), the solutions generated by REDA seems closer to the true Pareto
optimal front. The superior performance of REDA may be due to the incorporation of linkage
information in driving the search. This information is learnt by the network and is clamped into
the probability distribution before the sampling takes place. Some flexibility is given to the algo-
rithm in exploring the search space by allowing the training to stop before the energy reaches the
minimum. The good performance of REDA in these test instances supports the claim that REDA
scales well with the number of objective functions compared to the other algorithms.
3.6.3 Effects of Population Sizing on Optimization Performance
Test problems of ZDT1 with 100 decision variables (ZDT1-100) and DTLZ1 with 5 objectives
and 14 decision variables (DTLZ1-5-14) are used in this experiment. Simulations are conducted
on the REDA and NSGA-II with a population size of 20, 50, 100, 200, and 500, and the results
are tabulated in Table 3.3. The simulations stop at 20,000 fitness evaluations for ZDT1 and
100,000 fitness evaluations for DTLZ1. According to the table, NSGA-II prefers a larger number
of generations rather than a larger population size for better performance, while REDA needs a
larger population size rather than a larger number of generations for better performance, in both
two-objective and five-objective problems. This could be due to the fact that REDA can model
the distribution of the solutions more accurately when the input data is large. When the training
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data is small, the distribution of the fitter solutions may not represent the optimal distribution in
the particular generation. Thus, it affects the sampling capability of the algorithm in producing
fitter solutions. As long as the distribution of the fitter solutions is being correctly modelled,
fitter offspring can be generated. Therefore, a large population size is crucial to the success of
the REDA.
Table 3.3: IGD metric for ZDT1 and DTLZ1 with different population size
REDA
ZDT-100 DTLZ1-5-14
Population Size Mean Std Dev Median Mean Std Dev Median
20 0.2957 0.0180 0.2925 1.3435 0.3282 1.3575
50 0.0512 0.0056 0.0526 1.2838 0.1906 1.2696
100 0.0201 0.0041 0.0190 1.3009 0.2658 1.2378
200 0.0107 0.0021 0.0104 0.6553 0.2225 0.5864
500 0.0105 0.0023 0.0104 0.3547 0.0896 0.3404
NSGA-II
ZDT-100 DTLZ1-5-14
Population Size Mean Std Dev Median Mean Std Dev Median
20 0.0388 0.0077 0.0385 0.4515 0.1106 0.4657
50 0.0468 0.0066 0.0482 0.4164 0.1173 0.3985
100 0.0464 0.0067 0.0452 0.5263 0.1016 0.5351
200 0.0613 0.0050 0.0610 0.5843 0.1615 0.5455
500 0.2679 0.0073 0.2699 0.6893 0.0975 0.7090
3.6.4 Effects of Clustering on Optimization Performance
The effect of different number of clusters on optimization performance is studied and the results
are tabulated in Table 3.4. According to the table, clustering is unnecessary for ZDT1, but is
of utmost importance for DTLZ1. Clustering is important for problems with solutions that are
hard to represent by a probability distribution. Since the coverage solutions of ZDT1 are quite
evenly distributed, the clustering would only reduce the number of data for modelling. Clustering
is important for high-dimensional problems with complex Pareto optimal fronts to cluster the
representative solutions into different regions for modelling purpose. Therefore, this chapter
concludes that the necessity of clustering is problem dependent.
3.6.5 Effects of Network Stability on Optimization Performance
The stability of the network is particularly determined by the number of hidden units. A large
number of hidden units may give the network extra capacity to learn the distribution of the input
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Table 3.4: IGD metric for ZDT1 and DTLZ1 with different number of clusters
ZDT-100 DTLZ1-5-14
Cluster Mean Std Dev Median Mean Std Dev Median
1 0.0201 0.0041 0.0190 1.0044 0.2966 1.0435
3 0.0530 0.0071 0.0506 0.3858 0.1046 0.3855
5 0.0981 0.0107 0.0952 0.3855 0.1513 0.3809
7 0.1422 0.0193 0.1407 0.3547 0.0896 0.3404
9 0.2239 0.0244 0.2347 0.3420 0.1154 0.3486
11 0.2433 0.0442 0.2414 0.3235 0.0798 0.3019
13 0.4040 0.0663 0.4117 0.3046 0.0873 0.2801
15 0.4903 0.0490 0.4902 0.4098 0.0971 0.4070
Table 3.5: IGD metric for ZDT1 and DTLZ1 with different number of hidden units
ZDT-100 DTLZ1-5-14
Hidden unit Mean Std Dev Median Mean Std Dev Median
1 0.4296 0.0382 0.4248 0.5068 0.1797 0.5189
5 0.1599 0.0114 0.1586 0.3547 0.0896 0.3404
10 0.0508 0.0081 0.0355 0.2941 0.0899 0.2948
20 0.0201 0.0041 0.0190 0.2974 0.0745 0.2778
50 0.0298 0.0049 0.0285 0.3599 0.0544 0.3434
data. Thus, the network can converge to lower energy equilibrium (more stable). In this section,
the performance of REDA with different number of hidden units is examined and the results are
presented in Table 3.5. From the table, it is observed that the smallest number of hidden unit (1
unit) and the largest number of hidden units (50 units) gave the worst performance compared to
the intermediate settings (5-20 units). The function of hidden neurons is to determine the learning
capacity of the network in deriving the probability distribution of the solutions. Even though a
large number of hidden units may reduce the final training error, empirical results show that an
intermediate number of hidden units would give better performance. This observation suggests
that extensive modelling of the distribution for a selected population at a particular generation
is unnecessary. This is because the exact distribution of the selected population at the current
generation may not represent the real optimal distribution. Furthermore, it may be beneficial to
give flexibility to the algorithm (allowing large energy value) to explore the search space. On the
other hand, having too few hidden neurons may yield large training errors, resulting in a model
that may deviate from the true distribution, and consequently, poor algorithmic performance.
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Figure 3.25: Performance metric of IGD for REDA with different settings of learning rate in ZDT1
3.6.6 Effects of Learning Rate on Optimization Performance
The learning rate in RBM will determine how fast and how proper the network is trained. Lower
learning rates may slow down the training process while larger ones may overtrain the network.
Therefore, the setting of learning rate is crucial for training the RBM. Figure 3.25 plots the IGD
trace for the REDA using different learning rates in solving ZDT1. It is observed that smaller
learning rates (0.001 and 0.01) may slow down the speed of convergence and is unable to evolve
fitter solutions by the final generation. On the other hand, larger learning rates (0.5 and 1.0) may
speed up the convergence during the early generations but the performance slows down after a
number of generations and eventually, the convergence stops before optimality is reached. The
best learning rate is around 0.1 where the algorithm has faster convergence speed and at the same
time, is able to find better final solutions.
3.6.7 Computational Time and Convergence Speed Analysis
Most of the probabilistic modelling techniques for learning the linkage dependencies of the so-
lutions incur additional computational cost and time. In RBM, the most time consuming part
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Figure 3.26: Computational time for various algorithms in ZDT1 with different number of decision vari-
ables
 










































Figure 3.27: Performance traces of (a) IGD and (b) NR for ZDT1 with 30 decision variables
is the network training. Training is conducted at each generation and stops when the maximum
number of training epochs is reached. This training process is more complicated than the genetic
operators in standard MOEAs, and thus incurs additional simulation time. The computational
time for solving ZDT1 with different number of decision variables using the algorithms with 200
generations and a population size of 100 is plotted in Figure 3.26. From the figure, it is clear that
MOUMDA and NSGA-II take less computational time than REDA and RM-MEDA, with RM-
MEDA being the most time consuming algorithm. Figures 3.27 and 3.28 show the performance
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Figure 3.28: Performance traces of (a) IGD and (b) NR for DTLZ1 with five objectives and 14 decision
variables
trace of IGD and NR for ZDT1 and DTLZ1. Even though REDA may spend more simulation
time, it has a faster convergence rate compared to MOUMDA, NSGA-II, and RM-MEDA. This
is one of the strengths of REDA, especially when dealing with real-world applications where the
fitness evaluations are more computationally expensive.
3.7 Summary
In this chapter, a new EDA based on RBM in the context of multi-objective optimization has been
presented. Unlike most EDAs, which model the probability distribution by statistical methods,
REDA models the probability distribution through unsupervised learning and stores the statistical
information in the network’s weights and biases. This information is subsequently returned as
a probability distribution of the solutions, where the distribution is proportional to the energy
function of the network. Learning characteristic is one of the main features of REDA, which gives
flexibility to the algorithm in modelling hard and complex distributions. The k-mean clustering
has been employed to group the population, in objective space, into smaller clusters. It has been
shown to improve the performance of REDA when solving problems with high-dimensional
Pareto fronts. The effects of population size, number of hidden units, number of training epochs,
number of clusters, computational time, and learning rate have been experimentally studied. It
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is observed that REDA has the fastest convergence rate but is sensitive to the number of hidden
units and training epochs.
Even though REDA has shown promising results in solving scalable problems, it still suf-
fers several flaws which require further investigation. Firstly, univariate sampling in REDA may
limit its ability to generate new solutions. This is because univariate sampling does not consider
the correlation between the decision variables when performing the sampling. A more sophisti-
cated sampling mechanism that is able to take into account the explicit multivariate dependencies
between the decision variables may enhance the search capability of the REDA. Secondly, REDA
fails to converge to the global Pareto optimal front in problems with many local optima. This is
because REDA or MOEDA in general will model the probability distribution of the solutions
even though they are trapped at local optima, and subsequently use the constructed probabilis-
tic information as a reference model to produce offspring. Hybridization with local search may
be one of the approaches in dealing with problems with many local optima. Thirdly, REDA or
MOEDA in general is sensitive to bias. This is because the modelling in EDAs only estimates the
probability distribution of the current best solutions. In other words, only global information is
used. Whenever the maintained solutions are biased towards certain search regions, EDAs may
consider the maintained solutions are the promising one, thus, construct their probability dis-
tribution accordingly. Therefore, it is necessary to enhance the diversity preservation of REDA
especially the ability to produce a set of diverse solutions. This can be achieved by combining
EDA with other search algorithms which use location information in producing offspring, includ-
ing genetic algorithm, differential evolution, particle swarm optimization algorithm, or any other
algorithms with similar features. Thus, more researches should be carried out to study the model
building approach, sampling technique, hybridization, and utilization of location information in
order for REDA to solve problems with complicated Pareto fronts effectively.
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Chapter 4
An Energy-based Sampling Mechanism
for REDA
This chapter examines the sampling techniques of REDA. The behaviours of the simple probabil-
ity sampling technique, in terms of energy levels, are rigorously investigated. Then, a sampling
mechanism with two different selection schemes that exploits the energy information of the solu-
tions in a trained network is proposed to improve the search capability of the algorithm. Several
benchmark problems, together with their artificially introduced linkage dependency versions, are
used to examine the efficiency of the proposed energy-based sampling mechanism. Empirical
studies show that the new sampling mechanism gives promising results in terms of inverted gen-
erational distance and non-dominance ratio.
4.1 Background
EDAs, also known as iterated density estimation algorithms (IDEAs) [125] and probabilistic
model building genetic algorithms (PMBGAs) [126], are a new computing paradigm in the
field of evolutionary computation (EC). In the previous chapter, a neural-based EDA for multi-
objective optimization (REDA) has been devised. While the REDA has been shown to be able
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to solve high-dimensional problems with a large number of decision variables and objective
functions, its performance, and those of MOEDAs in general, is particularly dependent on the
probabilistic modelling and sampling techniques used. Over the past few years, many modelling
approaches, including Bayesian tree, decision tree, principle component analysis, have been stud-
ied. On the other hand, sampling techniques for MOEDAs are less studied and developed.
This chapter studies the sampling procedure in REDA. Even though REDA can model the
multivariate dependencies between the decision variables, the final probability distribution is
clamped into a marginal distribution of the decision variables. Subsequently, sampling is simply
carried out based on the marginal distribution to produce new solutions. This feature may reduce
the efficiency of the algorithm in exploring the space of potential solutions in cases where the
number of decision variables is high, and when the decision variables have strong linkage depen-
dencies. In order to fully utilize the information provided by the trained network (energy value),
the characteristics of the sampled solutions, in terms of the energy level, are examined. This
is important since the energy value is derived from the dependency information of the network.
This investigation leads us to propose a new sampling mechanism that makes use of the energy
information. Two selection schemes for the proposed energy-based sampling mechanism are
created. The efficiency of the energy-based sampling mechanism is rigorously examined under
eight benchmark test instances and three variants with artificially introduced linkage dependen-
cies [110,127]. Finally, performance indicators, such as inverted generational distance (IGD) and
non-dominance ratio (NR), are used to evaluate the performance of the energy-based sampling
mechanism. The empirical studies show that the proposed energy-based sampling mechanism
gives promising results in terms of IGD, NR, and the rate of convergence.
The rest of this chapter is organized as follows. Section 4.2 presents an investigation on the
probabilistic modelling and sampling techniques of REDA. Section 4.3 introduces the energy-
based sampling mechanism. Experimental setups and test functions are illustrated in Section 4.4.
Results and further analyses are outlined in Section 4.5 and Section 4.6 concludes this chapter.
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4.2 Sampling Investigation
Much research has been conducted to design new EDAs based on various machine learning ap-
proaches or probabilistic graphical models [106, 128–130]. However, not much work has been
conducted to analyze the structures and the behaviours of the probabilistic modelling and sam-
pling techniques [131–133]. This knowledge can be used to design practical theoretical models,
problem-based operators, and enhancement approaches [134]. In this section, we carry out an
investigation on how well the states are being reconstructed by the RBM over different training
epochs, how to effectively train an RBM, and what can be elucidated from the energy values of
an RBM.
4.2.1 State Reconstruction in an RBM
In an RBM, the neurons between two layers are fully connected via weighted synaptic connec-
tions. However, there is no intra-layer connection. These weight connections are used by the
neurons to communicate their activations to one another. During the learning process, the ac-
tivation states of the network comprise of a Boltzmann probability distribution. The quality of
training of the network corresponds directly to the effectiveness at which the algorithm learns
the probability distribution. Moreover, the network captures the energy of the data to elucidate
the relationships between the decision variables. This distribution-based model allows the RBM
to globally learn the probability distribution of the decision variables by considering the interde-
pendencies of the data.
In order to understand what is reconstructed by the RBM model and how well the network
can construct the data points, the distributions of the input and reconstructed data points in the
decision space for POL problem [135] are presented in Figure 4.1. Dark circles are the input data
and blank circles are the reconstructed data. The POL problem is chosen because it only consists
of two decision variables, which allows the decision frontier to be more easily visualized. The
training error at generation g is measured by the Euclidean distance between the real data points
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Figure 4.1: Distribution plots of the input data points (dark circles) and reconstructed data points (blank
circles) generated by an RBM. Different number of hidden units and training epochs are used, which result
in different training errors and thus different sets of reconstructed data.






(xi,j − x′i,j)2 (4.1)
where N is the population size, n is the number of decision variables, xi,j is the real data point,
and x
′
i,j is the reconstructed data point. From Figure 4.1, it is observed that with light training
(upper left subfigure), the training error is 919, indicating that the algorithm may not correctly
model the distribution of the data. The distribution of the reconstructed data points is near to one
obtained by random initialization. The reconstruction is improved with further training (upper
right subfigure) which reduces the training error to 77.
When the number of hidden neurons (50 units) and training epochs (20,000 epochs) are
sufficiently large, the network succeeded in reconstructing the real data points (lower right sub-
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figure). In this case, the training error is 0. Therefore, an RBM is able to model the exact data
points and the distribution of the solutions is captured in the synaptic weights of the network.
This observation that a sufficient number of hidden units in the network would guarantee im-
provement in the training error has been proven mathematically in [136]. In other words, the
network can represent any discrete distribution exactly when the number of hidden units is very
large.
4.2.2 Change in Energy Function over Generations
The weight update process in an RBM requires calculating the gradient of log-likelihood of the
input data. The gradient is minimal when the reconstructed data is exactly similar to the input
stimuli. Contrastive divergence training [122] aims to obtain the weights of the network that
minimize the energy level and training error of the network. The primary understanding is that
the minimal energy level and training error can be achieved when sufficient number of hidden
units and training epochs are applied. This is because the learning capability of the network is
determined by the number of hidden units. A larger number of hidden units gives extra flexibility
for the network to model the global distribution of the input stimuli, and thus could yield better
convergence. On the other hand, contrastive divergence training will require a large number of
training epochs to train the network well.
When the RBM is modelled as an EDA, another factor that can reduce the energy level and
training error is the number of generations of an optimization process. Over generations, the
training error and energy level of the network are reduced. This is shown in Figure 4.2, where
H20 E50 represents an RBM setting consisting of 20 hidden units and 50 training epochs. The
data is obtained by running REDA on POL and KUR [137] problems. From Figure 4.2, it is
observed that the energy level and training error are reduced over generations. This observation
suggests that extensive training is unnecessary during the earlier generations because the network
more accurately models the distribution of the solutions towards the end of the evolution. This
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Figure 4.2: Training error and energy value versus generation produced by an RBM for different number
of hidden units and training epochs
is most likely due to the reduction in the size of more promising search space when the search
converges to near optimal points. By taking this into consideration, the computational time of the
algorithm can be improved by eliminating unnecessary training of the network in each generation.
The energy values are also reduced over generation. However, the decrement in the training
error does not proportional to the decrement in the energy equilibrium of the network (the upper
figures). The network’s energy equilibrium is dependent on the input and hidden states. This
complex relationship prevents training epochs and hidden units from directly influencing the
energy equilibrium of the network. This may be caused by the fact that certain choices of number
of hidden units and training epochs may cause the network to be over trained or trapped in local
optima. Thus, the setting of the hidden units should be carefully chosen. In the previous chapter,
hidden units of 5-20 are suggested.
4.2.3 What Can be Elucidated from the Energy Values of an RBM
In EDAs, the two main mechanisms that determine the success of the algorithms are probabilistic
model construction and sampling technique. The core purpose of the probabilistic modeling is
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to learn the probability distribution of the candidate solutions by considering the dependencies
between the decision variables. By using the probability density of the known solutions, the
probability distribution of the unknown solutions can be studied. In EDAs, the parents are the
known solutions while the offspring are the unknown solutions. If the characteristics of the
offspring solutions can be predicted, this additional information can be taken into consideration
during the optimization process.
In an RBM, the energy-based model captures the probability distribution of the parent solu-
tions set by associating a scalar energy value from the network to each solution. Over the training
process and over the evolutionary process, the energy is reduced to a certain level of thermal equi-
librium. Thus, we can elucidate that the solutions that located inside the boundary regions of the
parent solutions have a lower energy value. On the other hand, the solutions those are located
outside of the boundary regions of the parent solutions may have a higher energy level. In pattern
recognition, a lower energy level suggests that a test sample is more likely to belong to a certain
class of patterns. However, this is not the case in EDAs as a lower energy level does not mean
that the solutions are fitter, and vice versa. Figure 4.3 explains this claim. Figure 4.3 shows a
set of input data (parent solutions) which was modeled by an RBM and a set of sampled data
(offspring solutions) which was sampled from an RBM in an objective space with two objective
functions. The solutions located inside the modelled boundary may have a lower energy value
and the solutions located outside of the modelled region may have a higher energy level. If a
selection scheme only selects solutions with a lower energy, the exploitation can be enhanced;
however, the exploration is poor since the search only focuses on the boundary regions that have
been modelled by the RBM. On the other hand, if the selection scheme only selects solutions
with a higher energy level, the exploration can be enhanced. However, the exploitation is poor.
Thus, a selection scheme should select both solutions with lower and higher energy levels. The
proposed energy-based sampling mechanism in this chapter is based on this observation.
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Figure 4.3: Training error and energy value versus generation produced by an RBM for different number
of hidden units and training epochs
4.3 An Energy-based Sampling Technique
One of the main characteristics of REDA is its capability to learn the multivariate dependencies
between the decision variables. This information is stored in the synaptic weights and biases of
the network. The final probability distribution is constructed by clamping this information into
the marginal probability of each decision variable or input unit in the network. The offspring
for the following generation are subsequently sampled from the constructed probabilistic model.
The simple sampling technique applied in REDA may, however, limit the production of appro-
priate solutions if the decision variables are highly correlated or have a high dimension. This is
because, during sampling, marginal probability distribution considers the distribution of the par-
ticular decision variable but not the correlation between the decision variables. As a result, the
sampled solutions have difficulties following the correlated distribution. One way to tackle this
problem is to sample an infinite number of solutions. This may increase the number of possible
combinations of the solutions and thus increase the chance of producing fitter individuals. How-
ever, sampling of an infinitely large number of solutions may lead to an increase in the number of
fitness evaluations and computational time. It is known that some real-world problems are very
time consuming and such an algorithm would not be practical.
To deal with the aforementioned problem, the energy value is taken into consideration.
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Firstly, N ×M solutions are generated. Then, the energy value will serve as the main criterion
for forming new N solutions from the alleles of the N × M solutions, where M > 1 is a
multiplier. A lower energy level implies that the solution is in a more stable state while a higher
energy level means that the solution is not in energy equilibrium. The energy-based sampling
mechanism will, therefore, prefer the alleles of solutions with lower energy levels.
As probabilistic modelling only models the previous best topology, the solutions that are
located inside the modelled topology are stable (lower energy level) in terms of energy equilib-
rium and are generally fit. On the other hand, the solutions outside the modelled topology (higher
energy level) may be considered unstable but not unfit (as observed in Section 4.2.3). This means
that the solutions with higher energy levels may be the promising solutions that are not modelled
by the network and thus will be worth preserving to the next generation. Therefore, it is required
to give the algorithm the flexibility of choosing the alleles of solutions with high energy levels in
order to achieve a more explorative search.
4.3.1 A General Framework of Energy-based Sampling Mechanism
Based on the above argument, the energy-based sampling mechanism is proposed (Figure 4.4).
Firstly, N ×M solutions are sampled according to equation (3.16) and stored in Z, which is
then used as input for the RBM. Then, the corresponding states for each hidden unit hj are con-
structed according to equation (3.5). Subsequently, the energy value for each of the solutions in
Z is computed according to equation (3.1). After which, the energy values along with their cor-
responding indices, are sorted in an increasing order. Finally, the selection procedure is applied
to form new N solutions using the alleles of the N ×M solutions. The selection procedure is
crucial in forming the new solutions. Two selection procedures are proposed in this chapter.
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Begin 
%%Replace the eighth step of Figure 3.3 




1.   Sample   solutions according to equation (3.16) and store them in 
2. Reconstruct the states for hidden units of all solutions produced in Step 1 using 
equation (3.5)  
3.   Compute the energy values for all solutions using equation (3.1) 
4.   Sort the energy values in an increasing order 
5.   Apply selection procedure to form new N individuals as the final offspring 
End 
Figure 4.4: Pseudo-code of the energy-based sampling mechanism
4.3.2 Uniform Selection Scheme
Under this scheme, the alleles of all the N ×M solutions have equal chance of being selected.
The process is shown in Figure 4.5, where Pop(g)i,j is the new ith solution’s jth bit position
at generation g and ZRandA,j(g) is the sorted RandAth solution’s jth bit position at generation
g. The new formed population using USS consists of the alleles of the solutions with uniformly
distributed energy values. In other words, the number of low and high energy individuals’ alleles
is almost similar.
Begin 
%%Implemented in the fifth step of the energy-based sampling  
%%mechanism in Figure 4.7 
For    














Figure 4.5: Pseudo-code of the uniform selection scheme (USS). n is the number of decision variables
and b is the number of bits per variable.
4.3.3 Inverse Exponential Selection Scheme
Under this scheme, there is a higher probability of selecting the alleles of individuals with lower
energy values. The pseudo-code for this scheme is presented in Figure 4.6, where Pop(g)i,j is
the new ith solution’s jth bit position at generation g and ZRandC,j(g) is the sorted RandCth
solution’s jth bit position at generation g. min and max determine the range of the random
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values. In order to allow the flexibility of changing the range of the random values, α is added
to the algorithm. For simplicity, min and max are permanently assigned values of 0.01 and 1.0,
respectively. In this way, α is the only parameter that determines the probability at which an allele
of an individual will be selected. The probabilities of selecting each allele of the individuals for
different values of α are shown in Figure 4.7. In the figure, it is observed that a smaller value of
α will result in a more even chance of selecting any alleles of the individuals. The probability
of selecting the alleles of the individuals with lower energy values increases and the probability
of selecting the alleles of the solutions with higher energy values decreases with the increase
in the value of α. This scheme is designed based on the observation that solutions with lower
energy values are located in the topology modelled by the previously selected population. These
solutions are moderately fit. When the new formed population consists mostly of the alleles of
such solutions, the overall probabilistic model will not produce any solutions that is far from
promising regions. Furthermore, individuals with higher energy values located outside of the
previously modelled region may be fit or unfit. Therefore, the alleles of these solutions have a
lower probability of being selected in order to increase the exploration capability of the algorithm.
Begin 
%%Implemented in the fifth step of the energy-based sampling  
%% mechanism in Figure 4.7 
For    






































Figure 4.6: Pseudo-code of the inverse exponential selection scheme (IESS). n is the number of decision
variables and b is the number of bits per variable.
The overall process of the selection scheme is shown in Figure 4.8. The N ×M individuals
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Figure 4.7: Selection probability of IESS with different values of α
are sorted in order of increasing energy values. The selection scheme will determine the proba-
bility of selecting each allele of the individuals. It is observed that after IESS, the new formed
population consists mainly of the alleles of the individuals with lower energy values. On the
other hand, USS selects each allele of the individuals with equal probability.
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Figure 4.8: Process flow of the energy-based sampling mechanism
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4.4 Problem Description and Implementation
This section presents the multi-objective benchmark test problems used to evaluate the effec-
tiveness of the proposed energy-based sampling mechanism. The test problems with artificial
linkage dependencies between the decision variables are designed by introducing three types of
transformation matrices. The parameter settings and implementation of the simulation runs are
also outlined.
4.4.1 Static and Epistatic Test Problems
Static Test Problems
Eight benchmark test instances (F1-F8) with different characteristics have been selected to test
the performance of the energy-based sampling mechanism. These problems, F1-F5 [101] and
F6-F8 [102], have been used in [38–40, 138–140]. All of them are minimization problems. F1-
F5 are variants of ZDT1, ZDT2, ZDT3, ZDT4, and ZDT6, respectively, while F6-F8 are variants
of DTLZ1, DTLZ2, and DTLZ3, respectively. The detailed description of the test problems can
be referred to Section 2.5.
Epistatic Test Problems
One of the characteristics of EDAs is their ability to capture the interdependencies between the
decision variables and use this information to guide the search. In order to show the effectiveness
of the energy-based sampling mechanism in dealing with interdependent decision variables, a
few transformation matrices are used to introduce artificial linkages between the decision vari-
ables of five of the above test problems. Introducing linkage dependencies between the decision
variables is one of the ways to increase the difficulty of a problem [97, 141–143]. In this im-
plementation, three types of epistatic problems are designed based on the suggestions provided
in [110]. The idea is to introduce a transformation matrix that converts original variables x into
the corresponding variables y. In this way, each of the variables is influenced by some other
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variables and their relationships are described by the transformation matrix.
1. Type-1 problems: In these problems, the linkages are introduced between the decision vari-
ables in xI or xII but no linkage is formed between the decision variables in xI and xII, where
xI is the set of decision variables in cost function I and xII is the set of decision variables in

















where T is a (n − 1) × (n − 1) matrix with uniformly distributed values between [0, 1].
In this type of problems, there is no linkage between cost functions f1 and f2. The explicit
linkages are only introduced in the g function, which is a function of f2. Therefore, all the
decision variables, except x1, are explicitly linked. The same modifications are made to F2 to
F5 problems.
2. Type-2 problems: In Type-2 problems, linkages are introduced between all the decision
variables, thereby making the first cost function correlated to the second cost function. The
modified F1 problem with Type-2 linkages is similar to Type-1 problems, except the trans-
formation matrix T is a n × n matrix. This modification makes the g function no longer a
constant for optimal solution. In order to trace the optimal Pareto front for analysis purposes,
we fix the value for Ti1 as 0.1. Therefore, the optimal g function is obtained as follows:
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g(x) = 1 + 0.9x1
The same modifications are made to F2 to F5 problems and the optimal fronts are obtained
according to the above step.
3. Type-3 problems: The above transformation matrices involve only linear transformations.
In order to further increase the difficulty of the problem, Type-3 problems involve non-linear

















The same modifications are also made to F2 to F5 problems and the Pareto optimal front for
F1 problem is given by the g function as follows:




Three state-of-the-art algorithms, including REDA, NSGA-II, and MOUMDA, are put into com-
parison against the REDA with the energy-based sampling mechanism proposed in this chapter.
REDA/E refers to REDA with IESS while REDA/U is REDA with USS. REDA is the original
algorithm that uses a simple sampling technique as presented in previous chapter. NSGA-II is
chosen since it is a common benchmark MOEA and it generally achieves good results for most
of the test problems. MOUMDA is another MOEDA based on univariate marginal distribution
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algorithm (UMDA). The basic architecture of MOUMDA is quite similar to REDA. The main
difference is that REDA utilizes multivariate modelling while MOUMDA uses univariate mod-
elling. All the codes were written in C++ and the simulations were performed on an Intel(R)
Core(TM)2 Duo CPU, 3.0GHz. The experimental settings are presented in Table 4.1.
Table 4.1: Parameter settings
Parameter Setting
Population size 100 for all test problems
Stopping criterion 100 generations for static test problems and 300 generations
for epistatic test problems
Number of independent runs 10
Number of hidden units in RBM 20 for F1-F5 problems and 5 for F6-F8 problems as suggested
in the previous chapter
Number of training epochs in RBM 10 for all test instances as suggested in the previous chapter
Learning rate in REDA 0.1 as suggested in the previous chapter
α in IESS 5.5
Multiplier M in energy-based sampling technique 10
Crossover rate in NSGA-II 0.8
Mutation in NSGA-II 1/(Variable size × Variable bit)
4.5 Simulation Results and Discussions
In this section, comparative studies are conducted to evaluate the performance of the five al-
gorithms on the eight benchmark test instances. The simulation results for the problems with
linkage dependencies are also presented. Furthermore, investigations are carried out to analyze
the effects of M and α on the effectiveness of the proposed energy-based sampling mechanism.
Finally, computational time analysis is conducted. The empirical results are presented using IGD
and NR performance indicators. A smaller IGD value implies better performance in terms of
closer proximity of the evolvable solutions to the Pareto optimal front and a wider distribution
of the evolvable front along the Pareto optimal front. NR measures the ratio of non-dominated
solutions among all the solutions generated by all the algorithms, and a higher value indicates
that the algorithm produces more non-dominated solutions. Box-plot is used to present the sta-
tistical results from 10 independent runs of each of the algorithms. Line curve is used to show
the convergence traces. The legend for the convergence trace curve is shown in Figure 4.9. The
indices of the algorithms as used in the box-plot are explained in Table 4.2.
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Figure 4.9: Legend for convergence trace curve







4.5.1 Results on Static Test Problems
Figure 4.10(a) shows the convergence traces for the IGD performance indicator from the early
stages of evolution up to the 10,000th fitness evaluation for F1 problem with 100 decision vari-
ables. It is observed that REDA/E outperforms the other algorithms in both solutions quality
(lower value of IGD) and convergence rate (faster convergence). The IGD results at the 10,000th
fitness evaluation for the 10 independent simulation runs are presented in Figure 4.10(b). No
significant improvement is observed in REDA/U compared to REDA. This may be due to the
fact that most of the fitter solutions have lower energy values since lower energy means the so-
lutions are stable under the modelled probability distribution. For REDA/U, all alleles of the
individuals have equal chance of being selected. Therefore, the formed offspring consist of an
equal number of the alleles of individuals with low and high energy values. This is quite similar
to the condition of the original REDA. The implementation of the IESS (REDA/E) means that an
allele of a solution with a lower energy value stands a higher chance of being chosen. This results
in a better performance. A smaller selection probability is given to the alleles of an individual
with a higher energy value, thus increasing the exploratory capability of the algorithm. NSGA-
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Figure 4.10: Simulation results of various algorithms for F1 problem (a) Convergence traces for IGD
measurement (b) IGD values after 10,000 fitness evaluations (c) Convergence traces for NR measurement
(d) NR values after 10,000 fitness evaluations
II and MOUMDA perform worse than all versions of REDA. NSGA-II incorporates stochastic
recombination, which requires a larger number of fitness evaluations to evolve better solutions.
MOUMDA models the probability distribution, in terms of marginal distribution in each decision
variable, without considering any linkage information. It is thus unable to model an overall fit
solution set. The change in the NR of each of the algorithms over generations is plotted in Figure
4.10(c). NR values after 10,000 fitness evaluations are presented in box-plot as shown in Figure
4.10(d). It is observed that REDA/E evolves more non-dominated solutions. While the NR for
REDA/E increased over generations, the NR for the other algorithms declined. At the end of
the simulations, almost all the individuals evolved by REDA/E dominate solutions evolved by
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the other four algorithms. REDA and REDA/U maintained a good number of solutions during
the early stages of evolution but their solutions were eventually dominated by those of REDA/E.















































Figure 4.11: Simulation results of various algorithms for F2 problem (a) Convergence traces for IGD
measurement (b) IGD values after 10,000 fitness evaluations (c) Convergence traces for NR measurement
(d) NR values after 10,000 fitness evaluations
Figure 4.11 shows the convergence traces and box-plot in terms of IGD and NR perfor-
mance indicators for F2 problem with 100 decision variables. The results obtained in this prob-
lem are quite similar to those obtained in F1 problem. REDA/E showed promising results in
terms of convergence rate (Figure 4.11(a)) and IGD performance indicator (Figure 4.11(b)).
Again, no significant improvement is seen in REDA/U. For the NR indicator, REDA/E performed
well during the early and final stages of evolution, while REDA and REDA/U had comparable
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performance during the intermediate stages of evolution. This may be attributed to the fact that
the evolvable solutions will distribute in a small phenotypic domain space (due to the character-
istic of the problem). In the small region, the distributions modelled by all versions of REDA are















































Figure 4.12: Simulation results of various algorithms for F3 problem (a) Convergence traces for IGD
measurement (b) IGD values after 10,000 fitness evaluations (c) Convergence traces for NR measurement
(d) NR values after 10,000 fitness evaluations
The results for F3 problem with 100 decision variables are presented in Figure 4.12. This
problem has a disconnected and non-convex Pareto optimal front, which may test the ability of
the algorithms to find the solutions in different regions as well as maintaining a uniformly dis-
tributed solution set. Figure 4.12(a) and 4.12(b), respectively, show that REDA/E outperforms
the other algorithm in terms of convergence rate and IGD performance indicator. REDA/U and
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REDA yield nearly similar results. Besides, NSGA-II outperforms MOUMDA but the perfor-
mances of these two algorithms are not as good as that of any of the three versions of REDA. As
for NR indicator, a large portion of non-dominated solutions is generated by REDA/E, while a














































Figure 4.13: Simulation results of various algorithms for F4 problem (a) Convergence traces for IGD
measurement (b) IGD values after 10,000 fitness evaluations (c) Convergence traces for NR measurement
(d) NR values after 10,000 fitness evaluations
F4 problem is characterized by its many local optimal fronts. Due to the difficulty of this
problem, the number of decision variables is maintained at 10 as suggested in [101]. Figure
4.13 shows the (a) convergence traces and (b) box-plot of the IGD performance indicator after
running the algorithms on F4 problem. It can be observed that all the algorithms are unable to
produce a global Pareto optimal front. It is likely that the algorithms are trapped in some local
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optima. This result suggests that REDA and its variants are unable to deal well with this kind of
problem. The sampling mechanism makes use of energy information to enhance the exploration
and exploitation ability of the REDA but the information is of little help in dealing with problems
with many local optima. Whenever a few solutions are trapped in any local optima, the network
will model the distribution of these sub-optimal regions, which will then be treated as promising
regions. A hybrid mechanism is probably one of the ways to overcome this limitation. In terms
of NR value, REDA/E has a higher ratio during the early stages of evolution but the ratio declines
as the search progresses. Even though its overall convergence is not the best, REDA/E is still able

















































Figure 4.14: Simulation results of various algorithms for F5 problem (a) Convergence traces for IGD
measurement (b) IGD values after 10,000 fitness evaluations (c) Convergence traces for NR measurement
(d) NR values after 10,000 fitness evaluations
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F5 is another challenging problem that is characterized by a non-uniform and non-convex
Pareto optimal front. Figure 4.14 shows the results for F5 problem with 100 decision variables.
It is observed that REDA/E gives the best performance in terms of IGD performance indicator
(Figure 4.14(b)) and number of non-dominated solutions (Figure 4.14(d)). The improved perfor-
mance is due to the incorporation of the energy-based sampling mechanism, which allows fitter














































Figure 4.15: Simulation results of various algorithms for F6 problem (a) Convergence traces for IGD
measurement (b) IGD values after 10,000 fitness evaluations (c) Convergence traces for NR measurement
(d) NR values after 10,000 fitness evaluations
F6-F8 problems can be scaled up to any number of decision variables and objective func-
tions. Scalable problems will not be dealt with here since they are not within the scope of this
chapter. As such, the problems are fixed to three objective functions and 20 decision variables.
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F6 problem is well-known to have linear Pareto optimal fronts. Figure 4.15 shows the (a) con-
vergence traces and (b) box-plot of the IGD performance indicator after running the algorithms
on F6 problem. It is clear from the results that REDA/E outperforms the other algorithms, in
terms of convergence rate, proximity of the evolvable front to the Pareto optimal front, and dis-
tribution of solutions on the Pareto optimal front. Besides, NSGA-II and REDA yield similar
results. REDA/U, on the other hand, performs slightly worse than REDA. As for the NR perfor-
mance indicator, NSGA-II seems to have more non-dominated solutions during the early stages
of evolution. However, REDA/E is able to eventually evolve a set of fitter solutions that is able
















































Figure 4.16: Simulation results of various algorithms for F7 problem (a) Convergence traces for IGD
measurement (b) IGD values after 10,000 fitness evaluations (c) Convergence traces for NR measurement
(d) NR values after 10,000 fitness evaluations
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F7 problem has a spherical Pareto optimal front. The simulation results are presented in
Figure 4.16. REDA/E shows promising results in terms of convergence rate and slightly outper-
forms the other algorithms in terms of both IGD and NR performance indicators. No significant















































Figure 4.17: Simulation results of various algorithms for F8 problem (a) Convergence traces for IGD
measurement (b) IGD values after 10,000 fitness evaluations (c) Convergence traces for NR measurement
(d) NR values after 10,000 fitness evaluations
F8 problem has a spherical Pareto front and consists of many local optima. The results
obtained by the various algorithms for F8 problem are shown in Figure 4.17. From the results,
it can be seen that the performance of REDA is significantly improved after incorporating the
energy-based sampling mechanism. Specifically, the performance improvement brought about
by the IESS is more significant. The results measured in terms of NR are illustrated in Figures
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4.17(c) and 4.17(d). From the figures, it can be observed that REDA/E is able to gradually
evolve non-dominated solutions and eventually perform better than NSGA-II, which has been
generating most of the non-dominated solutions throughout the runs. From this observation, it
can be concluded that the energy-based sampling mechanism with IESS succeeded in improving
the performance of REDA while the sampling technique with USS did not result in significant
improvement. This observation suggests that greater selection pressure should be assigned to the
alleles of solutions with lower energy values, while smaller selection pressure should be assigned
to the alleles of individuals with higher energy values.
4.5.2 Results on Epistatic Test Problems
In order to show the ability of the energy-based sampling mechanism in solving epistatic test
problems, a number of transformation matrices are used to modify the static test problems. Only
F1-F5 problems are used in this study. From preliminary studies, it is observed that the con-
vergence rates of the algorithms decrease when solving the epistatic problems. Therefore, the
algorithms are allowed to run longer by setting the stopping criterion to be 30,000 fitness evalu-
ations instead of 10,000 fitness evaluations.






















Figure 4.18: (a) IGD and (b) NR performance metrics obtained for F1 Type-1 problem after 30,000 fitness
evaluations
Figure 4.18 shows the (a) IGD and (b) NR results achieved by the algorithms after 30,000
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Figure 4.19: (a) IGD and (b) NR performance metrics obtained for F2 Type-1 problem after 30,000 fitness
evaluations
























Figure 4.20: (a) IGD and (b) NR performance metrics obtained for F3 Type-1 problem after 30,000 fitness
evaluations
fitness evaluations for F1 Type-1 problem. It is observed that all variants of REDA performed
better than NSGA-II and MOUMDA. REDA models the probability distribution of the solutions
by applying the energy information to detect the dependencies and is able to perform well on
epistatic problems. The incorporation of IESS in energy-based sampling mechanism enhances
the exploration and exploitation capability of the algorithm and REDA/E outperforms the other
REDA variants in terms of IGD and NR performance metrics. Similar results are observed in
F2-F5 Type-1 problems, with the exception of F4 Type-1 problem, as presented in Figures 4.19-
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Figure 4.21: (a) IGD and (b) NR performance metrics obtained for F4 Type-1 problem after 30,000 fitness
evaluations























Figure 4.22: (a) IGD and (b) NR performance metrics obtained for F5 Type-1 problem after 30,000 fitness
evaluations
4.22. For F4 Type-1 problem, REDA/E is able to generate better solutions than the other REDA
variants and its performance is comparable to NSGA-II. However, all the algorithms are trapped
in local optima. It can be observed in Figure 4.21 that one of REDA/E’s simulation runs produced
significantly better results. Therefore, it can be concluded that REDA/E is sensitive to different
initializations for this particular problem. For ease of visualization, the average IGD and NR
results of the various algorithms over the 10 simulation runs for Type-2 and Type-3 problems
are tabulated in Table 4.3. The best results are highlighted in bold. REDA/E gives the best
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Table 4.3: Results obtained by five algorithms for Type-2 and Type-3 problems
Type-2 Type-3
Problem Algorithm IGD NR IGD NR
F1 REDA/E 0.2138±0.0372 1.0000±0.0000 2.3730±0.5129 0.8583±0.3144
REDA/U 0.5508±0.1394 0.0000±0.0000 3.1722±0.7394 0.1417±0.3144
REDA 0.5515±0.1093 0.0000±0.0000 4.1947±0.9252 0.0000±0.0000
NSGA-II 0.7558±0.1056 0.0000±0.0000 10.7000±1.1603 0.0000±0.0000
MOUMDA 2.7427±0.2067 0.0000±0.0000 19.6738±0.7784 0.0000±0.0000
F2 REDA/E 0.1582±0.0486 0.8594±0.0631 0.2948±0.0113 0.7375±0.1755
REDA/U 0.3397±0.0416 0.0298±0.0321 0.3178±0.0108 0.0770±0.0908
REDA 0.3297±0.0318 0.0256±0.0459 0.3106±0.0108 0.1406±0.1252
NSGA-II 0.3186±0.0259 0.0728±0.0799 0.3376±0.0029 0.0279±0.0093
MOUMDA 0.4515±0.0082 0.0124±0.0140 0.3502±0.0055 0.0170±0.0120
F3 REDA/E 0.2602±0.0907 0.9584±0.0928 2.4056±0.3309 0.9308±0.1315
REDA/U 0.5773±0.1342 0.0273±0.0862 3.9842±0.9489 0.0525±0.1283
REDA 0.5913±0.1239 0.0143±0.0452 4.5530±0.9709 0.0167±0.0527
NSGA-II 0.6877±0.1091 0.0000±0.0000 11.197±1.2721 0.0000±0.0000
MOUMDA 2.7673±0.2987 0.0000±0.0000 20.152±1.2352 0.0000±0.0000
F4 REDA/E 1.4058±0.4639 0.3309±0.3842 1.5299±0.0919 0.1200±0.0259
REDA/U 1.3751±0.4091 0.2214±0.3106 1.4805±0.0551 0.1562±0.0300
REDA 1.6079±0.1345 0.1093±0.1325 1.5171±0.0963 0.1456±0.0361
NSGA-II 1.5615±0.1201 0.1289±0.1506 1.3626±0.0789 0.4085±0.0344
MOUMDA 1.4639±0.3522 0.2095±0.3090 1.4675±0.0737 0.1698±0.0229
F5 REDA/E 1.6526±0.2638 1.0000±0.0000 3.6949±0.4130 0.9496±0.0684
REDA/U 2.9464±0.3075 0.0000±0.0000 4.5404±0.4427 0.0504±0.0684
REDA 2.8769±0.1664 0.0000±0.0000 4.8418±0.3496 0.0000±0.0000
NSGA-II 3.2577±0.3095 0.0000±0.0000 6.8923±0.1827 0.0000±0.0000
MOUMDA 5.0655±0.1704 0.0000±0.0000 8.1999±0.1338 0.0000±0.0000
performance in all the test problems, with the exception of F4 Type-2 and Type-3 problems.
The performance of all the algorithms deteriorated in Type-3 problems where the IGD values
were greater than those for the corresponding Type-1 and Type-2 problems. This is attributed
to the introduction of a non-linear transformation matrix as in Type-3 problems whereas a linear
transformation matrix is applied in Type-1 and Type-2 problems.
4.5.3 Effects of Decay Factor of Inverse Exponential Selection Scheme on Opti-
mization Performance
α determines the decay factor of an exponential function (eαx). If x is kept constant, α will be
the only parameter that determines the probability of selection as shown in Figure 4.7. In this
section, the effect of different values of α on optimization performance is examined. Figure 4.23
shows the convergence traces of REDA/E using different values of α to solve (a) F1 and (b) F6
problems. It is observed that an α value that is too low (1.0) or too high (9.0) would not yield
good results, while an α value ranging from 3.0 to 7.0 gives acceptable performance. Recall that
a lower value of α will give a more even probability distribution function used for selecting the
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alleles of solutions, while a higher value of α will give a higher chance of selecting the alleles of
solutions with lower energy values. A set of offspring will contain more unfit individuals if all
the alleles of solutions are given almost equal chances of being selected. On the other hand, if the
selection scheme only selects the alleles of individuals with lower energy, less exploration of the
search space is performed by the algorithm. A set of offspring with too many alleles of solutions
having low or high energies is not an ideal case in an evolutionary process since exploration and
exploitation of the search space must be balanced. Therefore, an α value ranging from 3.0 to 7.0
is the ideal setting for implementation.


































Figure 4.23: Convergence traces of REDA/E for solving (a) F1 and (b) F6 problems under different
settings of α
4.5.4 Effects of Multiplier of Energy-based Sampling Mechanism on Optimiza-
tion Performance
The fundamental idea behind the proposed energy-based sampling mechanism is that sampling
the population for an infinitely large number of solutions may increase the chance of producing
fitter candidate solutions. However, such a sampling scheme is impractical. Thus, a multiplier
M is used to determine the number of sampled individuals. It may be argued that M can affect
the final performance of the algorithm. Thus, this section carries out an investigation to examine
the effect of M on optimization performance and then suggest a possible range of values for M .
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Figure 4.24 shows the convergence traces of REDA/E using different values of M to solve (a) F1
and (b) F6 problems. It is observed that a larger value of M (20 to 50) gives better performance
in solving F1 but not F6 problems. A smaller value of M (2) leads to poorer performance while
an M value around 5 to 10 generally gives good results for both the test instances. Therefore, it
is possible to conclude that large values of M are unnecessary and an M value of around 5 to 10
is enough to evolve a good Pareto front. In fact, theM and α settings are co-related. The purpose
of these two parameters in the energy-based sampling mechanism is to assign a higher chance of
selecting the alleles of solutions with lower energy values while still allowing some chance for
the alleles of solutions with higher energy values to be selected.


































Figure 4.24: Convergence traces of REDA/E for solving (a) F1 and (b) F6 problems under different
settings of M
4.5.5 Computational Time Analysis
It is clear that the energy-based sampling mechanism will incur additional computational time
due to the sampling of N ×M candidate solutions rather than N solutions, as well as the re-
computation of the hidden states of the RBM. A computational time analysis is carried out to
determine how costly the proposed sampling technique is. Table 4.4 presents the computational
times required by one generation of REDA/E using different settings of M in solving F1 and F6
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problems. From the table, the computational time is increased approximately three times when
M is 50. However, only a slight increment in computational time is incurred for smaller values
of M (2-10). Since an M value of 5-10 is able to give good results, the additional computational
time incurred can be considered as insignificant.
Table 4.4: Computational time (in second) used by REDA/E under different settings of M
Problems Multiplier M
1 2 5 10 20 50
F1 2.0772 2.1510 2.3882 2.7551 3.4463 5.5789
F6 0.1670 0.1787 0.1958 0.2365 0.2981 0.5007
4.6 Summary
In this study, an energy-based sampling mechanism for REDA has been proposed. The sampling
approach takes advantage of the energy information of solutions. Energy is used to determine
a set of offspring to undergo the evolution process in the next generation. The set of selected
offspring is a combination of the alleles of solutions with low and high energy values. Two vari-
ants of the proposed selection scheme have been presented. Uniform selection scheme (USS)
gives an equal chance of selecting any alleles of the solutions. On the other hand, inverse expo-
nential selection scheme (IESS) assigns a larger probability of selecting the alleles of solutions
with lower energy values and a smaller probability of selecting the alleles of individuals with
higher energy values. The experimental results showed that the energy-based sampling mecha-
nism with IESS improves the performance of REDA in terms of IGD, NR, and convergence rate
but at the expense of a longer computational time. Further analyses have also been performed
to examine the parameter settings of the energy-based sampling mechanism. Even though the
energy-based sampling mechanism has improved the performance of the REDA, the experimen-
tal results showed that the algorithm is still unable to converge to the global Pareto optimal front
for problems with many local optima. Further investigations are required to overcome this limi-
tation of the algorithm.
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Chapter 5
A Hybrid REDA in Noisy
Environments
Many real-world optimization problems are subjected to uncertainties that may be characterized
by the presence of noise in the objective functions. This chapter studies the potential of REDA
that handles multi-objective optimization problems in noisy environments. The focus will be
placed to highlight the detrimental effect of noise, proposed noise handling feature via a like-
lihood correction mechanism, and hybridization with a particle swarm optimization algorithm.
The effectiveness of the proposed algorithm is examined via eight benchmark instances with dif-
ferent characteristics and shapes of the Pareto optimal front. The scalability, hybridization, and
computational time are rigorously studied.
5.1 Introduction
Though MOEAs have gained a satisfactory performance for certain static optimization problems,
the implementation of MOEAs in a noisy environment still requires major study. In noisy en-
vironments, the presence of noise in the cost functions may affect the ability of the algorithms
to drive the search process towards optimality. To understand the detrimental effect of noise in
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evolutionary optimization processes, Bayer [144] carried out an investigation and found that the
presence of noise may reduce the convergence rate, resulting in suboptimal solutions. In another
study by Goh and Tan [46], it was reported that the low level of noise helps an MOEA to produce
better solutions for some problems, but a higher noise level may degenerate the optimization pro-
cess into a random search. In [145], the authors concluded that re-sampling can reduce the effect
of noise for a small population, but may not be as helpful for a larger population. In order to
reduce the effect of noise in evolutionary processes, a number of noise handling approaches such
as probability dominance [146, 147], fitness inheritance [148], and Dempster-Shafer framework
of dominance [149] have been proposed.
While the implementation of standard MOEAs in a noisy environment has gained some
attention from researchers, the adoption of MOEDAs in this particular case remains unexplored.
As such, this thesis attempts to study the performance of MOEDAs under the influence of noise.
The advantage MOEDAs have over standard MOEAs in handling noisy information comes from
the construction of noise handling features in the probabilistic model [150]. Hong et al. [151]
showed that when a smoothing filter is incorporated to an EDA, it is more suited to tackle noisy
optimization problems than a genetic algorithm (GA) in single-objective optimization. More
specifically, the authors argued that univariate marginal distribution algorithm (UMDA), one of
the simplest EDAs, is able to converge to global optimality in the One-max problem under the
influence of noise.
In this study, REDA is implemented to tackle multi-objective optimization problems in
noisy environments. However, REDA uses global information only in guiding the search, which
may not explore the search space thoroughly. In addition, REDA may be trapped at local optima
as described in previous chapter. To overcome this limitation, REDA is hybridized with a parti-
cle swarm optimization (PSO) [139, 152] algorithm. The PSO is another stochastic computing
algorithm inspired by swarm intelligence of insects in forming groups and movements such as
birds, fishes, etc. PSO is chosen because of its ease of implementation and lessened sensitivity
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to parameter settings. Besides, PSO has already been successfully applied to many real-world
optimization problems [153,154] due to its satisfactory search performance and fast convergence
rate. The hybridization is expected to improve the performance since the particles may move
out of the region modelled by the probabilistic model, providing extra solutions which are unex-
plored by the model. On the other hand, the presence of noise may affect the selection operator,
resulting in a wrong decision. This may directly affect the plausibility of the probabilistic model
and cause premature convergence or make the algorithm trapped at local optima. Therefore, a
likelihood correction feature is proposed to tune the marginal probability in each decision vari-
able. The likelihood correction takes advantage of the probability error. The probability error
is calculated from the model suggested in [146] to determine the probability of making a wrong
decision during the selection process due to the presence of noise.
The rest of this chapter is as follows. Section 5.2 describes the problem formulation of noisy
MOPs and the existing work on the noise handling features. Section 5.3 presents the framework
of the proposed algorithm. Test problems and parameter settings for experiments are outlined
in Section 5.4. Section 5.5 examines the performance of the algorithms under the influences of




In this thesis, noise is introduced into the fitness functions in the objective space as Gaussian
noise, N(0, σ2), with zero mean and different noise levels represented by variance (σ2). Mathe-
matically, the noisy fitness function is modelled as:
F (x) = f(x) +N(0, σ2) (5.1)
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5.2.2 Existing Studies
Over the past few years, several noise handling techniques have been proposed in the area of
utilizing MOEAs to reduce the detrimental effect of noise. Hughes [146] proposed the multi-
objective probabilistic selection evolutionary algorithm (MOPSEA) where the ranking process
is reformulated by incorporating the probability dominance among the solutions. The modified
ranking process showed promising results in reducing the disturbance of noise. In another in-
dependent study by Teich [147], a concept of probabilistic dominance to deal with uncertain
objective values constrained within certain intervals, was introduced. This concept was imple-
mented in strength Pareto evolutionary algorithm (SPEA) and called estimate SPEA (ESPEA).
Bu¨che et al. [155] proposed a noise-tolerant SPEA (NTSPEA). The study focused on im-
proving the robustness of the solutions when the objective functions are subjected to noise
and outliers. Three features were incorporated, including domination dependent lifetime, re-
evaluation of solutions, and update of the archive population. A lifetime, which is dependent on
the fraction of archived solutions it dominates, is assigned to each of the non-dominated individ-
uals. The solutions in the archive will be removed once the lifetime has expired.
Goh et al. [46] carried out an extensive investigation to understand the effect of noise in
evolutionary multi-objective optimization. They found that the decision error ratio for selection,
ranking, and archiving is lower in the early stages of an evolution, the number of non-dominated
solutions found in an archive is reduced when the noise level increases and the average of the
population distribution remains invariant in the decision space. Based on these observations,
three noise handling features were proposed. Experiential learning directed perturbation (ELDP)
performs the mutation paradigm by deciding which gene will undergo mutation. This decision is
based on the posterior knowledge of the favourable movements in the search space. Gene adap-
tation selection strategy (GASS) adopts the feature to prevent search processes from premature
convergence or degeneration into random searches. Finally, a possibilistic archiving methodol-
ogy updates the archive by considering the probability that the domination by an individual is
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wrong.
Recently, Bui et al. [156] adapted local models in dealing with noisy multi-objective op-
timization problems. In the proposed algorithm, the search space is divided into several non-
overlapping hyper-spheres in order to limit the search within the spheres. Noise filtering was
carried out in each hyper-sphere and the future movement of the sphere was adjusted accord-
ing to the direction of improvement. This implementation reduces the effect of noise based on
the movement of the spheres. Other approaches that have been proposed to reduce the effect
of noise are fitness inheritance [148], indicator model [157], stochastic dominance and signifi-
cant dominance [158], Dempster-Shafer framework of dominance [149], and confidence-based
operators [159, 160], among others.
5.3 Proposed REDA for Solving Noisy MOPs
REDA surpasses the standard MOEAs in handling noisy information by constructing a noise
handling feature in the built probabilistic model. In order to show this advantage, likelihood
correction is proposed in order to tune the error in the constructed probabilistic model. Further-
more, REDA is hybridized with PSO in order to improve its search ability. In this section, the
framework of the proposed algorithm and other relevant features will be discussed.
5.3.1 Algorithmic Framework
The proposed algorithm incorporates PSO and likelihood correction in REDA and is called
PLREDA. The pseudo-code of the PLREDA is presented in Figure 5.1 and the algorithm works
as follows. Firstly, at generation g = 0, N initial individuals are randomly generated to form
an initial population, Pop(g = 0). All the solutions in Pop(g) are evaluated to calculate their
objective values. Based on the objective values, Pareto ranking and crowding distance [32] are
performed over the solutions. Next, binary tournament selection [161, 162] is carried out. In
each selection process, the probability error in selecting a particular individual is computed ac-
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cording to equation (5.7). Based on this information, the population is clustered into several
groups according to equation (5.8). The population is then rendered into RBM. The RBM is sub-
sequently trained by using the contrastive divergence (CD) [119] training method to obtain the
corresponding weights and biases. The probabilistic model using likelihood correction is then
built according to equation (5.9). From the constructed probabilistic model, N new offspring are
sampled according to equation (3.16) and the solutions are stored in archive A1. The solutions
in Pop(g) and A1 are combined to form a pool of 2N solutions. Subsequently, N solutions with
the lowest Pareto rank and highest crowding distance are selected from the pool to form the new
Pop(g). Next, PSO is performed to update the solutions in Pop(g) and the generated N new
solutions are stored in archive A2. The solutions in Pop(g) and A2 are then combined to form a
pool of 2N solutions. N solutions with the lowest Pareto rank and highest crowding distance are
selected from the pool to form the next population Pop(g + 1). The same process is continued
until the terminating criterion is reached.
5.3.2 Particle Swarm Optimization (PSO)
REDA has its limitations in exploring the search space and may be trapped at any local optima as
investigated in Chapters 3 and 4. In order to overcome these limitations, hybridization is carried
out. In the implementation stage, REDA is hybridized with a particle swarm optimization (PSO)
algorithm. This hybridization is expected to improve the performance since the particles may
now move out of the regions modelled by REDA, and thus provide extra solutions that REDA
alone was not able to tap on.
PSO is another stochastic computing algorithm that is inspired by the swarm intelligence
of several animals presenting collective behaviour, such as birds, fishes, etc. PSO has gained
much interest from research community, in solving real-world optimization problems, due to its
ease in implementation and great search performance. PSO is particularly efficient for problems
presented in real values. The conversion of PSO from real-number representation to binary-
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Begin 
1. Initialization: At generation    , randomly generate   solutions as the initial 
population, ; generate empty archives  and  
2. Evaluation: Evaluate all solutions in  
Do While ("Stopping Criterion is not satisfied") 
3. Fitness assignment: Perform Pareto ranking and crowding distance to the population 
  
4. Selection: Select  parent solutions using binary tournament selection 
Probability Dominance: For every solution that win the tournament, calculate its 
probability of making wrong selection 
5. Clustering: Group the selected parent solutions into  clusters using equation (5.8) 
6. Training: Train the RBM using CD training mechanism to obtain the weights and 
biases 
7. Modeling Using Likelihood Correction: Compute the probability distribution of the 
solutions, 

, using equation (5.9)  
8. Sampling: Sample  offspring from 

 using simple sampling technique. Store 
the offspring in  
9. Evaluation: Evaluate all offspring in  
10. Archiving: Combine parent and offspring 	
   
11. Elitism: Perform Pareto ranking and crowding distance to 	
  . Select the 
best  solutions to form new population  
12. PSO: Perform PSO update to all solutions in . Store the offspring in  
13. Evaluation: Evaluate all offspring in  
14. Archiving: Combine parent and offspring 	
   
15. Elitism: Perform Pareto ranking and crowding distance to 	
  . Select the 
best  solutions to form new population   .      
End Do 
16. Output: Output the final set of solutions  
End 
Figure 5.1: Pseudo-code of PLREDA
number representation is direct [163]. The first discrete PSO was developed by Kennedy and
Eberhart [164]. In binary PSO, each particle represents a position in binary space. Cedeno and
Agrafiotis [165] implemented a binary PSO in feature selection by treating the position vectors
as continuous-valued vectors. The continuous-valued vectors are then transformed to discrete-
valued vectors by setting a threshold to decide between the bit-values 0 and 1.
In this implementation, the velocity (vk,d(g)) of each dth dimension of particle k in gener-
ation g is updated according to the continuous-valued case as:
vk,d(g + 1) = αvk,d(g) + c1r1 (pbestk,d(g)− xk,d(g)) + c2r2 (gbestd(g)− xk,d(g)) (5.2)
where vk,d ∈ [vmaxd, vmind], vmaxd and vmind are the maximum and minimum velocity in
the dth dimension, respectively. gbestd(g) is the location in dth dimension parameter space of
the best fitness returned for the entire swarm in generation g. In this implementation, tournament
selection is applied to find the best individual at the current iteration. The best individual is the
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one that is non-dominated and less crowded by other solutions. pbestk,d(g) is the location in the
dth dimension parameter space of the best fitness returned for a particle k in generation g. The
factors r1 and r2 are uniformly distributed random variables in the range of [0, 1], while c1 and c2
are the weights that regulate the influences between global and local information. Another factor
α, known as initial weight, aims to balance the global and local search abilities. After updating
the velocity, the position of each particle is updated according to the equations as follows:
yk,d(g + 1) = yk,d(g) + vk,d(g + 1) (5.3)
xk,d(g + 1) =

1 if yk,d(g + 1) ≥ Threshold
0 otherwise
(5.4)
where yk,d is the updated position in the dth dimension of particle k in a continuous domain while
xk,d is the corresponding position values in a discrete domain after transformation by a reference
threshold. The threshold is evolutionary and is treated as a variable to be optimized.
5.3.3 Probability Dominance
The concept of probability dominance was proposed in [146]. In PLREDA, this concept is imple-
mented to determine the probability error of each selected individual. This information is used
to group the population into several clusters before a probabilistic model is built.
Assume that fi(A) and fi(B) are two solutions in the objective space with m objective
functions (i = 1, 2, ...,m). In a noise free situation, fi(A) is said to strictly dominate fi(B)
if fi(A) is smaller than fi(B) in all the objective values in minimization case. On the other
hand, fi(A) and fi(B) are mutually non-dominated only if not all the objective values in one
solution are lower than that of the other. Figure 5.2 further illustrates the concept of dominance.
In the figure, point Z is strictly dominated by point Y , while points X and Y are mutually
non-dominated.
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Figure 5.2: Concept of dominance
In a noisy domain, the above statements may not correctly represent the true domination
behaviour. Even through fi(A) appears to strictly dominate fi(B), the noise may distort the
actual fitness values where fi(B) is supposed to dominate fi(A). In the selection process, the
selection error occurs when the less fit individual is chosen. Therefore, the probability to make
an error in the selection process could be utilized to improve the decision making process.
In [146], Hughes suggested a probabilistic selection model, which employs the probabilis-
tic dominance to account for the noise effect in the objective space. The noise is assumed to
be normally distributed. In this model, P (fi(A) < fi(B)) is the probability error that fi(A)
dominates fi(B) and it is calculated as:






where σn is the standard deviation of the distribution of the noise, and erf(x) is the error function.
However, the calculation of the error function is time consuming. Therefore, the probability error
(Pe) is approximated as follows:
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For m objectives, the final probability (Pe) that solution A dominates solution B is calculated as
follows.
Pe = P (F (A) < F (B)) =
m∏
i=1
P (fi(A) < fi(B)) (5.7)
5.3.4 Likelihood Correction
In a noisy condition, the selected candidate solutions may not represent the best solutions (best
in terms of lower Pareto rank or larger crowding distance). Therefore, the probabilistic model
built by the REDA may not correctly represent the real distribution of the best solutions. In
order to improve the appropriate probabilistic model, likelihood correction is proposed. This
correction is based on the heuristic that if the distribution can be approximated as close to the
real distribution of the best solutions, the detrimental effect of the noise can then reduced. To
approximate the real distribution, the probability of making an error in the selection process
is adapted in the probabilistic modelling. In binary tournament selection, if two solutions in
the tournament have a huge distinction in their objective values, for example fi(A) dominates
fi(B) by far, then the selection error for selecting fi(A) is small. On the other hand, if two
individuals in the tournament are near to each other in the objective space, then the selection error
is larger. Therefore, if the probabilistic model built by the REDA is only based on individuals
with small selection errors, then, the model may avoid distortions caused by those solutions with
large selection errors.
However, the probability distribution may not come close to the real distribution if the
number of individuals with smaller selection errors is too little. Thus, a method to combine the
distribution between solutions with small selection errors and those with large selection errors
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is designed. This combination is based on the penalty approach where individuals with smaller
selection errors will be penalized less while solutions with larger selection errors will be more
heavily penalized. This is because the real distribution is more likely to follow the distribution of
the population with smaller selection errors than those with larger selection errors.
Thus, the first step is to determine the number of groups (Gp) and then sort the individu-
als into Gp clusters according to the predefined threshold (Thy, y = {1, 2, ..., Gp− 1}) of the
probability error (Pe) according to equation (5.8).
xi =

1 if 0 ≤ Pe < Th1 then Pe = 0.0




Gp if ThGp−1 ≤ Pe < 1 then Pe = ThGp−1
(5.8)
Pe is calculated by using equation (5.7). Thy, the threshold, is determined through experimental
investigation. In equation (5.8), the function of Thy is to define the criterion for grouping. For
example, solutions with Pe less than Th1 will be clustered into the first group. Solutions with Pe
in between Th1 and Th2 will be clustered into the second group, and so forth. Afterward, the Pe
is re-determined to be the value of the threshold (penalty value). Then, the distribution in each
cluster is combined according to equation (5.9).



















In equation (5.9), the penalty assigned to each cluster is determined by the threshold of the prob-
ability error of the members in the cluster. The probability error Pe in cluster 1 is always treated
as 0.0 because cluster 1 has the smallest selection error than other clusters, thus, the probability
distribution contributed by the solutions in this cluster will not be penalized. The solutions in
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other clusters will be penalized (according to the threshold value) since these solutions may not
be the fittest ones in the population.
5.4 Problem Description and Implementation
This section presents the test functions and the experimental settings of the implementation. In
the experimental studies, the assumption is made that there is advance knowledge of the presence
of noise.
5.4.1 Noisy Test Problems
Eight benchmark test instances, including ZDT1, ZDT2, ZDT3, ZDT4, ZDT6, DTLZ1, ZDTL2,
and DTLZ3, are used to test the performance of the PLREDA in terms of converging to the true
Pareto optimal front and maintaining a set of diverse solutions. All of the test functions have
different characteristics and shapes of the Pareto optimal front. ZDT problems [101] consist
two objectives functions while DTLZ problems [102] possess three objective functions. Detailed
information of these test problems can be referred to Section 2.5.
5.4.2 Implementation
Three performance indicators, GD, MS, and IGD, are used to show the numerical comparison
between the PLREDA and other state-of-the-art algorithms. Detailed description of these perfor-
mance metrics can be referred to Section 2.4.
Seven MOEAs were chosen for performance comparison with the PLREDA. Since PLREDA
is developed based on REDA, REDA should be included in the comparison. Likelihood correc-
tion is introduced into REDA and forms LREDA. This algorithm could show the advantages of
incorporating the likelihood correction. Other than that, five state-of-the-art MOEAs are also
chosen for performance comparison. Firstly, NSGA-II [32] is a popular algorithm in evolution-
ary multi-objective optimization for its ability to generate promising solutions for most of the
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test problems. The re-sampling mechanism is incorporated into NSGA-II and the algorithm is
called RNSGA-II. Next, NTSPEA [155] and MOPSEA [146] are algorithms which were specifi-
cally proposed to handle noisy objective functions. The fundamental noise handling principle in
MOPSEA is based on the probability dominance. Finally, MOEARF [46] is a recently published
noise handling MOEA.
All algorithms were implemented in C++ and ran on an Intel Core 2 Duo, 3.0 GHz personal
computer. The experimental settings are presented in Table 5.1. The parameter settings were
determined through preliminary experimental studies or taken from previous work.
Table 5.1: Parameter settings
Parameter Setting
Representation Binary-number representation with 15 bits per decision vari-
able
Population size 100 in ZDT problems and 200 in DTLZ problems
Archive size 100 in ZDT problems and 200 in DTLZ problems
Selection Binary tournament selection
Fitness evaluations 40,000 in ZDT problems and 80,000 in DTLZ problems
Noise levels 0%, 5%, 10%, 20%
Independent runs 30
Crossover rate in NSGA-II, RNSGA-II, NTSPEA,
MOPSEA, and MOEARF
0.8
Mutation rate in NSGA-II, RNSGA-II, NTSPEA,
MOPSEA, and MOEARF
1/(Variable size × Variable bit)
Re-sampling in RNSGA-II 4
Number of hidden units in REDA, LREDA, and
PLREDA
10 in ZDT problems and 5 in DTLZ1 problems
Number of training epochs in REDA, LREDA, and
PLREDA
20 in all test problems
Number of groups in LREDA and PLREDA 3
Thresholds (Thy) in LREDA and PLREDA Th1 = 0.25, Th2 = 0.5
α in PLREDA 0.99
c1 and c2 in PLREDA 2 and 1.5
vmax and vmin in PLREDA 1.0 and -1.0
5.5 Results and Discussions
In this section, the studies are divided into four categories. The comparison results of the al-
gorithms are presented in the first category. This is followed by the analysis of the scalability
behaviour of the algorithms. The possibility of hybridization with other evolutionary paradigms
is discussed next. Finally, the computational time for the algorithms to perform a single simula-
tion run is examined.
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5.5.1 Comparison Results
Table 5.2: GD for ZDT1-ZDT4 under the influences of different noise levels
Algorithm Problem(n)-NoiseZDT1(30)-0% ZDT1(30)-5% ZDT1(30)-10% ZDT1(30)-20%
PLREDA 0.0045±0.0016 0.0598±0.0351 0.0760±0.0339 0.1520±0.0697
LREDA 0.0038±0.0003 0.0689±0.0117 0.1319±0.0188 0.2400±0.0511
REDA 0.0038±0.0003 0.0711±0.0125 0.1341±0.0245 0.2650±0.0487
NSGA-II 0.0038±0.0003 0.1156±0.0180 0.1966±0.0325 0.3323±0.0469
NTSPEA 0.0063±0.0006 0.1116±0.0174 0.1949±0.0324 0.3351±0.0498
MOPSEA 0.0035±0.0003 0.0968±0.0138 0.1493±0.0255 0.2464±0.0340
RNSGA-II 0.0038±0.0003 0.1003±0.0158 0.1586±0.0278 0.2769±0.0533
MOEARF 0.0039±0.0004 0.0468±0.0052 0.0948±0.0136 0.1769±0.0213
Algorithm ZDT2(30)-0% ZDT2(30)-5% ZDT2(30)-10% ZDT2(30)-20%
PLREDA 0.0039±0.0005 0.0429±0.0423 0.0614±0.0380 0.1386±0.1230
LREDA 0.0038±0.0002 0.0996±0.0174 0.2036±0.0371 0.4360±0.0726
REDA 0.0038±0.0002 0.1081±0.0234 0.1942±0.0411 0.4412±0.0833
NSGA-II 0.0038±0.0002 0.1513±0.0292 0.2833±0.0542 0.5225±0.0937
NTSPEA 0.0063±0.0035 0.1296±0.0245 0.2563±0.0422 0.5042±0.1078
MOPSEA 0.0036±0.0002 0.1084±0.0172 0.1916±0.0261 0.3875±0.0553
RNSGA-II 0.0038±0.0002 0.1757±0.0359 0.2694±0.0609 0.4493±0.0892
MOEARF 0.0042±0.0005 0.0494±0.0063 0.0971±0.0137 0.2218±0.0387
Algorithm ZDT3(30)-0% ZDT3(30)-5% ZDT3(30)-10% ZDT3(30)-20%
PLREDA 0.0093±0.0017 0.0331±0.0104 0.0558±0.0383 0.1228±0.0688
LREDA 0.0086±0.0008 0.0413±0.0050 0.0704±0.0204 0.2375±0.0299
REDA 0.0086±0.0008 0.0393±0.0060 0.0708±0.0209 0.2299±0.0353
NSGA-II 0.0086±0.0008 0.0553±0.0112 0.1129±0.0404 0.2739±0.0545
NTSPEA 0.0096±0.0009 0.0595±0.0177 0.1277±0.0471 0.2709±0.0488
MOPSEA 0.0064±0.0006 0.0499±0.0097 0.0767±0.0245 0.1289±0.0703
RNSGA-II 0.0086±0.0023 0.0782±0.0151 0.0993±0.0250 0.2348±0.0435
MOEARF 0.0087±0.0011 0.0463±0.0077 0.0744±0.0211 0.1764±0.0553
Algorithm ZDT4(10)-0% ZDT4(10)-5% ZDT4(10)-10% ZDT4(10)-20%
PLREDA 0.5130±1.6893 0.0047±0.0010 0.0042±0.0014 0.0066±0.0047
LREDA 0.5332±0.2244 0.4658±0.2169 0.5942±0.2827 0.6040±0.2204
REDA 0.5332±0.2244 0.5324±0.1717 0.5405±0.1999 0.6232±0.2372
NSGA-II 0.5169±0.1978 0.5432±0.2086 0.5857±0.1945 0.6090±0.2147
NTSPEA 0.5777±0.1847 0.5533±0.2268 0.5538±0.2046 0.5826±0.2264
MOPSEA 0.5493±0.2190 0.5131±0.1883 0.5826±0.2264 0.5939±0.2307
RNSGA-II 0.5169±0.1679 0.5686±0.1650 0.5927±0.1889 0.6701±0.2649
MOEARF 0.0148±0.0034 0.0105±0.0028 0.0262±0.0106 0.4861±1.0196
Tables 5.2 and 5.3 show the results in terms of the GD measurement obtained from the
different algorithms. The mean and standard deviation of the results over 30 independent runs
are presented. The best result in each test instance is highlighted in bold. It is obvious from
the tabulation that PLREDA is able to obtain the best GD results in most of the test instances,
followed by MOEARF and MOPSEA. In a noiseless condition, MOPSEA has obtained the best
results in four of the test instances, with MOEARF and PLREDA obtaining two best results re-
spectively. When the noise levels are increased, PLREDA outperformed other algorithms except
for DTLZ2. In addition, we can see the improvement from REDA to LREDA, in most of the test
instances, with noisy condition. The performance of LREDA is further enhanced when it is hy-
bridized with PSO (PLREDA). It was also observed that the hybridization between LREDA and
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Table 5.3: GD for ZDT6, DTLZ1-DTLZ3 under the influences of different noise levels
Algorithm Problem(n)-NoiseZDT6(10)-0% ZDT6(10)-5% ZDT6(10)-10% ZDT6(10)-20%
PLREDA 0.0130±0.0010 0.0101±0.0027 0.0081±0.0011 0.0070±0.0021
LREDA 0.0128±0.0010 0.0623±0.1702 0.2378±0.3061 0.8045±0.4053
REDA 0.0128±0.0010 0.0717±0.1682 0.2924±0.3158 0.8379±0.5210
NSGA-II 0.0125±0.0011 0.0252±0.0016 0.3219±0.3582 1.3716±0.2406
NTSPEA 0.0426±0.1194 0.0250±0.0026 0.6900±0.2574 1.4351±0.2195
MOPSEA 0.3706±0.7834 0.7933±0.1971 1.0991±0.1726 1.7154±0.2660
RNSGA-II 0.0125±0.0011 0.9842±0.1275 1.1682±0.1895 1.5529±0.1691
MOEARF 0.0101±0.0043 0.0635±0.1391 0.6011±0.3988 1.0745±0.3266
Algorithm DTLZ1(30)-0% DTLZ1(30)-5% DTLZ1(30)-10% DTLZ1(30)-20%
PLREDA 57.701±95.420 238.91±77.411 245.66±62.950 275.41±472.80
LREDA 204.73±50.023 345.50±71.277 399.83±97.612 466.79±109.74
REDA 204.73±50.023 377.54±70.179 457.16±83.127 472.80±79.401
NSGA-II 122.80±35.134 698.10±215.22 849.50±198.22 913.30±217.38
NTSPEA 128.60±38.403 800.40±176.85 777.20±151.10 840.10±180.99
MOPSEA 1066.2±347.89 1051.3±173.33 1004.8±203.57 1034.9±178.07
RNSGA-II 122.80±35.134 1484.4±95.267 1510.6±83.930 1551.4±66.218
MOEARF 486.70±138.86 1237.0±269.63 1298.0±179.37 1249.4±253.14
Algorithm DTLZ2(30)-0% DTLZ2(30)-5% DTLZ2(30)-10% DTLZ2(30)-20%
PLREDA 0.0664±0.0069 0.1425±0.0237 0.2224±0.0591 0.4682±0.0775
LREDA 0.1044±0.0123 0.2045±0.0345 0.2968±0.0654 0.4873±0.1003
REDA 0.1044±0.0123 0.2124±0.0416 0.3112±0.0591 0.4911±0.0804
NSGA-II 0.0629±0.0033 0.1622±0.0393 0.2663±0.0729 0.5195±0.0969
NTSPEA 0.0757±0.0044 0.1645±0.0641 0.2397±0.0667 0.6225±0.1999
MOPSEA 0.0530±0.0068 0.1029±0.0199 0.1471±0.0230 0.2709±0.0326
RNSGA-II 0.0629±0.0033 0.4997±0.1680 0.5134±0.1353 0.6589±0.1325
MOEARF 0.0777±0.0127 0.2906±0.0586 0.3949±0.1275 0.6032±0.1373
Algorithm DTLZ3(30)-0% DTLZ3(30)-5% DTLZ3(30)-10% DTLZ3(30)-20%
PLREDA 94.175±137.75 427.72±109.86 537.46±160.78 515.01±156.10
LREDA 224.99±54.689 541.58±95.543 566.62±130.31 570.19±130.86
REDA 224.99±54.689 554.49±145.25 653.08±112.36 589.37±146.69
NSGA-II 128.50±35.946 651.00±251.07 608.90±177.56 653.60±218.42
NTSPEA 266.00±252.70 1075.5±310.33 942.40±236.77 1071.4±307.64
MOPSEA 1493.2±295.54 1111.0±171.45 1109.2±163.71 1047.4±193.59
RNSGA-II 128.50±35.946 1684.2±105.79 1700.4±120.75 1644.9±106.64
MOEARF 571.60±336.39 935.00±193.19 898.20±179.99 809.20±339.23
PSO may affect the search ability in some noiseless circumstances (ZDT1, ZDT2, and ZDT3).
However, the performance of the PLREDA was outstanding in noisy environments. Since GD
measures the distance between the evolved Pareto front and the Pareto optimal front, the closer
they are, the smaller the GD value. It was observed that all of the algorithms are able to obtain
a set of solutions that is near to the Pareto optimal front in ZDT1, ZDT2, ZDT3, ZDT6, and
DTLZ2. For the rest of the test problems (ZDT4, DTLZ1, and DTLZ3), most of the algorithms
are trapped in local optima. This is attributed to the fact that three of these test problems consisted
of many local optimal fronts. MOEARF was able to generate good solutions in ZDT4; however,
its performance is poor in DTLZ1 and DTLZ3. PLREDA performed better than MOEARF in all
DTLZ problems, even though the algorithm also failed to reach the Pareto optimal front.
The good performance of PLREDA was due to the combination of REDA, PSO, and the
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likelihood correction feature. First of all, REDA is more robust than NSGA-II because the per-
formance of REDA is better than NSGA-II in noisy conditions. REDA, which performs the
search by modelling the global probability distribution of the population, is more responsive
since the reproduction is based on the global information and not individual solutions. Further-
more, likelihood correction is able to tune the probability distribution so that the distribution of
the solutions is more likely to follow the one with a smaller selection error. The hybridization
has further enhanced the ability of REDA in exploring the search space, especially in noisy con-
ditions. This hybridization is utterly important when the REDA fails to model the promising
regions in the search space. In that case, the hybridization could provide opportunities to explore
those regions, thus, improving the search ability. Re-sampling is probably one of the simplest
noise handling mechanisms, which has been implemented in RNSGA-II. The performance of this
algorithm is better than NSGA-II in ZDT problems. However, its performance is poor in DTLZ
problems. Even though re-sampling is able to reduce the effect of noise, it incurred extra fit-
ness evaluations. Since the fitness evaluation in DTLZ problems is limited to 80,000, RNSGA-II
failed to converge at the end of the evolution. NTSPEA and MOPSEA, which are noise han-
dling algorithms, have shown better results in noisy environments compared to NSGA-II. This
is unquestionable since NTSPEA and MOPSEA tackled the noisy information by incorporating
the domination dependent lifetime and probability dominance respectively, while NSGA-II did
not take any extra measurements into account when handling the noisy data. For MOEARF, the
noise handling mechanism is based on posterior knowledge of the favourable movements, thus
it was able to obtain good results in ZDT problems. However, the performance of MOEARF in
DTLZ problems is poorer than those of all other algorithms except RNSGA-II.
Tables 5.4 and 5.5 show the results in terms of MS measurement obtained from the different
algorithms. Generally, PLREDA was able to evolve a set of most diverse solutions in most of the
test instances, followed by MOEARF and MOPSEA. The incorporation of likelihood correction
was also able to improve the diversity of REDA in some of the test instances. There was no clear
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Table 5.4: MS for ZDT1-ZDT4 under the influences of different noise levels
Algorithm Problem(n)-NoiseZDT1(30)-0% ZDT1(30)-5% ZDT1(30)-10% ZDT1(30)-20%
PLREDA 0.9982±0.0014 0.9406±0.0281 0.9130±0.0399 0.8731±0.0447
LREDA 0.9928±0.0016 0.9263±0.0230 0.8856±0.0358 0.8319±0.0582
REDA 0.9928±0.0016 0.9251±0.0217 0.8998±0.0303 0.8297±0.0437
NSGA-II 0.9979±0.0007 0.9133±0.0267 0.8714±0.0445 0.8128±0.0432
NTSPEA 0.9970±0.0007 0.9116±0.0229 0.8561±0.0362 0.7693±0.0464
MOPSEA 0.9881±0.0045 0.9162±0.0297 0.8535±0.0546 0.7894±0.0586
RNSGA-II 0.9979±0.0009 0.9264±0.0292 0.8904±0.0308 0.8399±0.0322
MOEARF 0.9768±0.0144 0.9680±0.0161 0.9380±0.0161 0.8949±0.0432
Algorithm ZDT2(30)-0% ZDT2(30)-5% ZDT2(30)-10% ZDT2(30)-20%
PLREDA 0.9973±0.0023 0.9073±0.0451 0.8629±0.0643 0.7056±0.1237
LREDA 0.9877±0.0011 0.8646±0.0301 0.7517±0.0410 0.4699±0.1898
REDA 0.9877±0.0011 0.8513±0.0277 0.7478±0.0548 0.4778±0.1370
NSGA-II 0.9934±0.0027 0.8300±0.0408 0.7318±0.0665 0.5086±0.2445
NTSPEA 0.9901±0.0072 0.8022±0.0370 0.5340±0.1602 0.1102±0.1428
MOPSEA 0.9817±0.0072 0.8022±0.0370 0.5340±0.1602 0.1102±0.1428
RNSGA-II 0.9934±0.0027 0.7865±0.0449 0.6632±0.1516 0.4784±0.2083
MOEARF 0.9812±0.0118 0.9565±0.0082 0.9169±0.0187 0.7412±0.2345
Algorithm ZDT3(30)-0% ZDT3(30)-5% ZDT3(30)-10% ZDT3(30)-20%
PLREDA 0.9987±0.0022 0.9707±0.0158 0.9566±0.0215 0.9190±0.0550
LREDA 0.9985±0.0007 0.9602±0.0106 0.9409±0.0136 0.8654±0.0677
REDA 0.9985±0.0007 0.9625±0.0106 0.9418±0.0131 0.8821±0.0575
NSGA-II 0.9998±0.0001 0.8973±0.0370 0.8760±0.0196 0.8117±0.0561
NTSPEA 0.9862±0.0240 0.8871±0.0391 0.8226±0.0668 0.7517±0.0836
MOPSEA 0.9753±0.0415 0.8901±0.0557 0.7706±0.1480 0.6446±0.1646
RNSGA-II 0.9998±0.0001 0.8916±0.0384 0.8615±0.0824 0.8284±0.0643
MOEARF 0.9712±0.0537 0.9418±0.0061 0.9265±0.0138 0.8775±0.0587
Algorithm ZDT4(10)-0% ZDT4(10)-5% ZDT4(10)-10% ZDT4(10)-20%
PLREDA 0.9302±1.1159 0.9372±0.0217 0.9168±0.0221 0.8575±0.0653
LREDA 0.7774±0.0714 0.7569±0.0820 0.7117±0.0665 0.6865±0.0700
REDA 0.7774±0.0714 0.7339±0.0596 0.7171±0.0707 0.6762±0.0554
NSGA-II 0.7545±0.0681 0.7469±0.0642 0.7337±0.0626 0.7084±0.0765
NTSPEA 0.7352±0.0500 0.7394±0.0710 0.7179±0.0571 0.6599±0.0680
MOPSEA 0.7176±0.0716 0.7328±0.0618 0.6921±0.0720 0.6344±0.0903
RNSGA-II 0.7545±0.0681 0.7358±0.0468 0.7156±0.0494 0.6921±0.0663
MOEARF 0.9544±0.0182 0.9769±0.0175 0.9648±0.0303 0.8692±0.0944
difference in performance between REDA and NSGA-II. Furthermore, re-sampling was unable to
maintain or improve the diversification of NSGA-II. It was also observed that the noise interfered
with the diversity performance of all algorithms in all ZDT problems. For DTLZ problems, the
negative influence of noise towards the diversity preservation in all algorithms was far smaller
than for ZDT problems.
Among the algorithms, PLREDA, LREDA, REDA, NSGA-II, and RNSGA-II maintained
the diversity of the solutions through crowding measurement while NTSPEA, MOPSEA, and
MOEARF kept the diversity of the solutions by using a niche sharing mechanism. There was
not much difference between both of the diversity preservation mechanisms in both noisy and
noiseless environments. In fact, both of the methods are able to maintain a set of diverse solutions
even though the convergence was not good, which is indicated by the MS values being near to 1.0.
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Table 5.5: MS for ZDT6, DTLZ1-DTLZ3 under the influences of different noise levels
Algorithm Problem(n)-NoiseZDT6(10)-0% ZDT6(10)-5% ZDT6(10)-10% ZDT6(10)-20%
PLREDA 1.0000±0.0000 0.9993±0.0015 0.9990±0.0017 0.9982±0.0027
LREDA 1.0000±0.0000 0.9879±0.0535 0.9336±0.1209 0.7751±0.1258
REDA 1.0000±0.0000 0.9904±0.0485 0.8976±0.1360 0.7838±0.1319
NSGA-II 1.0000±0.0000 0.9946±0.0013 0.8769±0.1457 0.6983±0.0048
NTSPEA 0.9894±0.0520 0.9925±0.0039 0.7289±0.0897 0.6921±0.0204
MOPSEA 0.9223±0.1292 0.6929±0.0371 0.6925±0.0182 0.6547±0.1701
RNSGA-II 0.9232±0.1217 0.6999±0.0006 0.6967±0.0102 0.6988±0.0027
MOEARF 0.9963±0.0128 0.9948±0.0005 0.9947±0.0014 0.9939±0.0030
Algorithm DTLZ1(30)-0% DTLZ1(30)-5% DTLZ1(30)-10% DTLZ1(30)-20%
PLREDA 0.9980±0.0037 0.9927±0.0040 0.9905±0.0069 0.9876±0.0080
LREDA 0.9944±0.0024 0.9850±0.0087 0.9790±0.0168 0.9688±0.0291
REDA 0.9944±0.0024 0.9828±0.0200 0.9755±0.0167 0.9743±0.0160
NSGA-II 0.9934±0.0027 0.8300±0.0408 0.7318±0.0665 0.5086±0.2445
NTSPEA 0.9956±0.0048 0.9850±0.0085 0.9836±0.0097 0.9794±0.0084
MOPSEA 0.9816±0.0067 0.9688±0.0140 0.9630±0.0173 0.9554±0.0208
RNSGA-II 0.9959±0.0025 0.9701±0.0037 0.9684±0.0042 0.9668±0.0049
MOEARF 0.9716±0.0094 0.9579±0.0091 0.9543±0.0114 0.9529±0.0164
Algorithm DTLZ2(30)-0% DTLZ2(30)-5% DTLZ2(30)-10% DTLZ2(30)-20%
PLREDA 1.0000±0.0000 0.9989±0.0001 0.9987±0.0008 0.9978±0.0023
LREDA 1.0000±0.0000 0.9986±0.0001 0.9978±0.0014 0.9977±0.0016
REDA 1.0000±0.0000 0.9985±0.0001 0.9982±0.0010 0.9979±0.0011
NSGA-II 1.0000±0.0000 0.9995±0.0004 0.9990±0.0008 0.9983±0.0017
NTSPEA 0.9993±0.0008 0.9990±0.0007 0.9989±0.0008 0.9983±0.0015
MOPSEA 0.9998±0.0009 0.9985±0.0014 0.9982±0.0018 0.9980±0.0013
RNSGA-II 1.0000±0.0000 0.9997±0.0002 0.9994±0.0005 0.9993±0.0005
MOEARF 1.0000±0.0000 0.9999±0.0002 0.9998±0.0003 0.9996±0.0003
Algorithm DTLZ3(30)-0% DTLZ3(30)-5% DTLZ3(30)-10% DTLZ3(30)-20%
PLREDA 1.0000±0.0000 1.0000±0.0000 1.0000±0.0000 1.0000±0.0000
LREDA 0.9994±0.0013 0.9790±0.0309 0.9827±0.0215 0.9743±0.0205
REDA 0.9994±0.0013 0.9835±0.0284 0.9814±0.0707 0.6762±0.0554
NSGA-II 1.0000±0.0000 0.9994±0.0011 0.9993±0.0008 0.9971±0.0043
NTSPEA 0.9996±0.0018 0.9977±0.0029 0.9986±0.0015 0.9979±0.0022
MOPSEA 0.9998±0.0003 0.9981±0.0024 0.9963±0.0036 0.9933±0.0061
RNSGA-II 1.0000±0.0000 0.9989±0.0022 0.9980±0.0048 0.9973±0.0055
MOEARF 0.9998±0.0011 0.9979±0.0027 0.9961±0.0049 0.9961±0.0038
In DTLZ problems, no matter how far are the evolved solutions from optimality, all algorithms
were successful in maintaining a set of diverse solutions (MS > 0.9). This may be due to the fact
that the number of non-dominated solutions in DTLZ problems is much more than those in ZDT
problems since DTLZ problems consist of three objective functions while ZDT problems only
have two objective functions. In addition, it may be also caused by the setting of the population
size.
Tables 5.6 and 5.7 show the results in terms of IGD measurement obtained from the differ-
ent algorithms. PLREDA showed the best performance in most of the test instances, followed by
MOEARF. The performance of REDA is improved in most of the test instances when likelihood
correction is incorporated (LREDA). Comparing REDA and NSGA-II, algorithms without any
noise handling features, REDA is more robust than NSGA-II. This is shown by a lower value of
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Table 5.6: IGD for ZDT1-ZDT4 under the influences of different noise levels
Algorithm Problem(n)-NoiseZDT1(30)-0% ZDT1(30)-5% ZDT1(30)-10% ZDT1(30)-20%
PLREDA 0.0054±0.0015 0.0547±0.0288 0.0684±0.0278 0.1178±0.0512
LREDA 0.0042±0.0002 0.0633±0.0099 0.1139±0.0138 0.1960±0.0421
REDA 0.0042±0.0002 0.0659±0.0109 0.1128±0.0212 0.2087±0.0392
NSGA-II 0.0047±0.0002 0.1101±0.0165 0.1912±0.0275 0.3239±0.0461
NTSPEA 0.0073±0.0006 0.1092±0.0165 0.1912±0.0275 0.3239±0.0461
MOPSEA 0.0044±0.0004 0.0966±0.0125 0.1544±0.0264 0.2486±0.0473
RNSGA-II 0.0047±0.0002 0.0946±0.0155 0.1475±0.0261 0.2448±0.0473
MOEARF 0.0098±0.0016 0.0460±0.0053 0.0841±0.0110 0.1492±0.0212
Algorithm ZDT2(30)-0% ZDT2(30)-5% ZDT2(30)-10% ZDT2(30)-20%
PLREDA 0.0048±0.0004 0.0502±0.0349 0.0724±0.0341 0.1680±0.1202
LREDA 0.0043±0.0001 0.0934±0.0168 0.1882±0.0338 0.4973±0.1511
REDA 0.0043±0.0001 0.1009±0.0214 0.1834±0.0419 0.4808±0.1330
NSGA-II 0.0047±0.0003 0.1529±0.0322 0.2740±0.0633 0.6573±0.2060
NTSPEA 0.0089±0.0034 0.1367±0.0256 0.2688±0.0421 0.6436±0.2214
MOPSEA 0.0048±0.0003 0.1295±0.0195 0.3040±0.1019 0.7329±0.1145
RNSGA-II 0.0047±0.0003 0.1800±0.0372 0.3011±0.1052 0.5454±0.2075
MOEARF 0.0098±0.0012 0.0500±0.0051 0.0877±0.0117 0.2237±0.1476
Algorithm ZDT3(30)-0% ZDT3(30)-5% ZDT3(30)-10% ZDT3(30)-20%
PLREDA 0.0062±0.0030 0.0423±0.0160 0.0943±0.0408 0.1575±0.0533
LREDA 0.0058±0.0007 0.0769±0.0096 0.1225±0.0197 0.2299±0.0332
REDA 0.0058±0.0007 0.0744±0.0150 0.1245±0.0164 0.2222±0.0324
NSGA-II 0.0053±0.0004 0.1097±0.0162 0.1739±0.0216 0.3012±0.0552
NTSPEA 0.0104±0.0055 0.1225±0.0219 0.2048±0.0260 0.3510±0.0534
MOPSEA 0.0128±0.0072 0.1028±0.0149 0.1884±0.0433 0.3287±0.0585
RNSGA-II 0.0053±0.0004 0.1089±0.0154 0.1580±0.0333 0.2333±0.0389
MOEARF 0.0154±0.0078 0.0571±0.0085 0.1027±0.0169 0.1838±0.0260
Algorithm ZDT4(10)-0% ZDT4(10)-5% ZDT4(10)-10% ZDT4(10)-20%
PLREDA 0.3898±0.9901 0.0157±0.0042 0.0291±0.0088 0.0581±0.0205
LREDA 0.5403±0.2386 0.4714±0.2358 0.5541±0.2277 0.5746±0.2268
REDA 0.5403±0.2386 0.5346±0.1796 0.5382±0.2145 0.5845±0.2193
NSGA-II 0.5060±0.2019 0.5509±0.2257 0.5870±0.2142 0.6021±0.2351
NTSPEA 0.5663±0.1926 0.5757±0.2513 0.5680±0.2157 0.6097±0.1778
MOPSEA 0.5405±0.2256 0.5241±0.2027 0.6020±0.2399 0.6358±0.2493
RNSGA-II 0.5853±0.1753 0.5748±0.1791 0.5994±0.2057 0.6584±0.2521
MOEARF 0.0108±0.0018 0.0192±0.0029 0.0332±0.0070 0.1330±0.0884
IGD in REDA. However, the robustness of the REDA is not due to the type of Gaussian noise im-
plemented in this chapter (Gaussian noise with zero mean). This is because REDA does not take
any average information from the population. Instead, it measures the probability of existence
of any cardinalities in the decision variables. As with the observation in Table 2, re-sampling in
RNSGA-II has improved the IGD value of NSGA-II in ZDT problems but the performance is
poor in DTLZ problems. For MOEARF, the convergence and diversity maintenance were good
in ZDT problems; however, the performance was poor in DTLZ problems.
Figure 5.3 shows the Pareto front of ZDT3 generated from the different algorithms. The
solutions plotted are the non-dominated solutions obtained from all 30 simulation runs. It is
clear that all of the algorithms were able to maintain a set of good diverse solutions. In terms
of convergence, PLREDA and MOEARF have an evolved Pareto front which is closed to the
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Table 5.7: IGD for ZDT6, DTLZ1-DTLZ3 under the influences of different noise levels
Algorithm Problem(n)-NoiseZDT6(10)-0% ZDT6(10)-5% ZDT6(10)-10% ZDT6(10)-20%
PLREDA 0.0027±0.0003 0.0161±0.0045 0.0229±0.0096 0.0365±0.0154
LREDA 0.0027±0.0003 0.0451±0.1344 0.1984±0.3230 0.8468±0.5366
REDA 0.0027±0.0003 0.0391±0.1046 0.2901±0.3714 0.8846±0.5840
NSGA-II 0.0029±0.0003 0.0104±0.0026 0.3722±0.4578 1.6392±0.2960
NTSPEA 0.0270±0.1246 0.0200±0.0070 0.8744±0.3446 1.7359±0.2337
MOPSEA 0.1775±0.3085 1.0768±0.2711 1.4113±0.2081 2.0257±0.2888
RNSGA-II 0.0029±0.3138 1.3054±0.1382 1.4786±0.2097 1.8646±0.1986
MOEARF 0.0134±0.0098 0.0117±0.0025 0.0242±0.0087 0.0499±0.0236
Algorithm DTLZ1(30)-0% DTLZ1(30)-5% DTLZ1(30)-10% DTLZ1(30)-20%
PLREDA 35.396±58.886 140.92±47.737 135.14±34.452 147.18±35.460
LREDA 143.91±35.028 206.25±41.229 233.78±48.610 259.58±51.036
REDA 143.91±35.028 222.20±43.111 267.82±45.780 263.98±50.793
NSGA-II 88.702±24.354 810.45±74.198 830.09±82.451 841.14±81.941
NTSPEA 81.192±19.633 266.32±67.300 256.62±59.640 277.40±65.426
MOPSEA 299.93±116.66 413.02±99.206 424.27±115.08 468.61±114.92
RNSGA-II 88.702±24.354 810.45±74.198 830.09±82.451 841.14±81.941
MOEARF 286.56±71.423 535.86±111.55 566.59±91.068 555.32±109.69
Algorithm DTLZ2(30)-0% DTLZ2(30)-5% DTLZ2(30)-10% DTLZ2(30)-20%
PLREDA 0.0590±0.0075 0.1302±0.0204 0.2008±0.0291 0.3556±0.0446
LREDA 0.0967±0.0129 0.1809±0.0273 0.2469±0.0436 0.3748±0.0672
REDA 0.0967±0.0129 0.1859±0.0325 0.2572±0.0435 0.3802±0.0517
NSGA-II 0.0549±0.0031 0.1329±0.0238 0.2178±0.0467 0.4059±0.0807
NTSPEA 0.0679±0.0049 0.1024±0.0142 0.1389±0.0155 0.3271±0.0811
MOPSEA 0.0741±0.0056 0.1400±0.0153 0.1898±0.0234 0.2824±0.0338
RNSGA-II 0.2656±0.0815 0.3343±0.0933 0.3531±0.0869 0.4495±0.0951
MOEARF 0.0829±0.0138 0.2369±0.0505 0.3027±0.0783 0.4318±0.0797
Algorithm DTLZ3(30)-0% DTLZ3(30)-5% DTLZ3(30)-10% DTLZ3(30)-20%
PLREDA 79.264±113.35 222.60±59.115 235.55±62.717 218.48±72.925
LREDA 192.88±43.167 399.92±56.994 388.10±84.239 395.49±79.214
REDA 192.88±43.167 376.40±66.955 396.61±57.952 401.35±80.442
NSGA-II 123.32±34.176 326.11±114.48 279.47±61.408 295.52±72.263
NTSPEA 172.20±88.578 393.38±116.36 365.94±89.696 398.62±118.45
MOPSEA 655.55±227.52 635.81±137.61 678.54±98.491 650.39±132.55
RNSGA-II 822.56±166.19 986.85±107.06 953.77±134.41 988.71±132.33
MOEARF 370.93±77.204 498.70±82.094 511.29±90.213 438.93±162.49
Pareto optimal front. Figure 5.4 shows the Pareto front of DTLZ1 generated from the different
algorithms. It could be seen that all of the algorithms failed to converge to global optimality.
As a comparison, the results generated from PLREDA were nearer to the global Pareto optimal
front. Furthermore, it was observed that REDA, LREDA, and PLREDA have much more non-
dominated solutions in their final front than the other five algorithms. Among them, PLREDA
had more non-dominated solutions, followed by LREDA and REDA.
5.5.2 Scalability Analysis
In this section, the scalability behaviour of the different algorithms was tested. This is done by
spanning the number of decision variables from 30 to 100. Figure 5.5 shows the behaviour of
the algorithms in test problem ZDT1, with different number of decision variables measured with
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Figure 5.3: Pareto front of ZDT3 generated from the different algorithms
IGD indicator under (a) 0% and (b) 20% noise levels. From Figure 5.5(a), it is observed that
the performance of all of the algorithms is decreased when the number of decision variables is
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Figure 5.4: Pareto front of DTLZ1 generated from the different algorithms
increased. This was expected since the difficulty and complexity of the problem was raised with
the increase in the number of decision variables. MOPSEA and PLREDA clearly outperformed
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other algorithms. MOEARF is the most robust towards the increase in the number of decision
variables as shown by the near-similar IGD values while the performance of NTSPEA was the
poorest. In 20% noise level, PLREDA was able to maintain the good performance, thus outper-
forming the other algorithms. The second best performance was obtained in MOEARF. Other
than that, the performance of the other algorithms was very much affected with the increase in
the number of decision variables.
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Figure 5.5: Performance metric of IGD versus the number of decision variables in test problem ZDT1
under (a) 0% and (b) 20% noise levels
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Figure 5.6: Performance metric of IGD versus the number of decision variables in test problem DTLZ1
under (a) 0% and (b) 20% noise levels
Figure 5.6 shows the scalability behaviour of the algorithms in test problem DTLZ1 with
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different number of decision variables measured with the IGD indicator under (a) 0% and (b) 20%
noise levels. The results observed in this problem were quite different from the previous one. In
0% noise level, the performance of NTSPEA was the best compared to other algorithms, while
MOEARF showed the worst performance. PLREDA performed better than other algorithms
except NTSPEA. Under the influence of 20% noise level, PLREDA outperformed NTSPEA and
dominated the overall performance. Even though MOEARF achieved good IGD in ZDT1, its
performance was poor in DTLZ1. The worst result was produced by RNSGA-II.
Overall, PLREDA obtained the most promising results in both of the test problems with
different number of decision variables. This may be due to the learning capabilities of the RBM.
In PLREDA, the probabilistic model was built from the RBM network. The network learnt the
multivariate dependencies among the decision variables and returns the information in terms of
energy stability. This characteristic has the potential to estimate the global probabilistic distri-
bution to guide the search during the evolution process. In addition, the hybridization with PSO
has enhanced the search ability of REDA. This is important as PSO provides a directional search
which may explore the promising regions where probabilistic model may fail to explore. In
conclusion, PLREDA scaled well with the number of decision variables compared to the other
algorithms.
5.5.3 Possibility of Other Hybridizations
In this section, the possibility of other hybridizations with LREDA is investigated. The pro-
posed algorithm, PLREDA, is the hybridization between LREDA and PSO. In order to study
the potential of other hybridizations, LREDA is hybridized with a genetic algorithm (GA) and a
differential evolution (DE). The simplest and most common GA is applied, where single point
crossover and bit-flip mutation are implemented. For DE, the standard recombination proposed
in [166] is applied. Table 5.8 shows the IGD values obtained from the different hybridizations.
LREDA is the algorithm without any hybridizations. The results are highlighted in bold if the hy-
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bridization shows improvement compared to the original algorithm (LREDA). From the charts, it
is clear that all hybridizations are able to improve the performance of LREDA, in most of the test
problems, under both noiseless and 20% noise level. Among them, hybridization with PSO gave
the best results followed by DE and then GA. The function of hybridization is to provide extra
search ability for LREDA as LREDA performs the search by using only global statistical infor-
mation. This hybridization therefore enhances the ability for LREDA in exploring the search
space, especially in the early stage of evolutions where the search space is huge. The search
using position information (GA, PSO, DE) is also essential and useful especially to explore and
exploit certain promising regions. Thus, hybridization is an important mechanism to improve the
search performance of EDAs.
Table 5.8: Performance metric of IGD obtained from the different hybridizations
Problem Noise PSO GA DE LREDA
ZDT1(30) 0% 0.0054±0.0025 0.0047±0.0003 0.0046±0.0003 0.0042±0.000220% 0.1178±0.0512 0.2178±0.0342 0.1552±0.0206 0.1960±0.0421
ZDT2(30) 0% 0.0048±0.0004 0.0046±0.0002 0.0046±0.0001 0.0043±0.000120% 0.1680±0.1202 0.3572±0.0751 0.3392±0.2217 0.4973±0.1511
ZDT3(30) 0% 0.0062±0.0030 0.0055±0.0004 0.0054±0.0003 0.0058±0.000720% 0.1575±0.0533 0.2244±0.0178 0.1790±0.0532 0.2299±0.0332
ZDT4(10) 0% 0.3898±0.9901 0.4872±0.1955 0.4366±0.1898 0.5403±0.238620% 0.0581±0.0205 0.5409±0.2948 0.4369±0.1608 0.5746±0.2268
ZDT6(10) 0% 0.0027±0.0003 0.0026±0.0004 0.0031±0.0005 0.0027±0.000320% 0.0365±0.0154 0.6202±0.5297 1.3922±0.3021 0.8468±0.5366
DTLZ1(30) 0% 35.396±58.886 89.579±23.450 76.113±21.804 143.91±35.02820% 147.18±35.460 202.77±34.360 190.10±35.433 259.58±51.036
DTLZ2(30) 0% 0.0590±0.0075 0.0739±0.0080 0.0724±0.0081 0.0967±0.012920% 0.3556±0.0446 0.4113±0.0440 0.3321±0.0441 0.3748±0.0672
DTLZ3(30) 0% 79.264±113.35 129.86±23.880 123.01±22.637 192.88±43.16720% 218.48±72.925 287.64±79.841 244.08±76.056 395.49±79.214
5.5.4 Computational Time Analysis
Table 5.9: CPU time (s) used by the different algorithms to complete a single simulation run in the different
test problems under 0% noise level
Algorithm Problem(n)ZDT1(30) ZDT4(10) DTLZ1(30)
PLREDA 122.51±1.0389 43.499±0.3696 92.536±0.1147
LREDA 231.89±0.7859 75.761±0.3535 176.25±2.1791
REDA 234.14±4.3558 78.111±1.2185 173.56±1.6536
NSGA-II 2.6207±0.1078 1.4713±0.1424 6.0777±0.0685
NTSPEA 11.011±0.5287 9.9386±0.5988 9.7985±1.0396
MOPSEA 12.266±0.8743 12.564±0.6009 46.804±1.1997
RNSGA-II 2.6207±0.1078 1.4713±0.1424 6.0777±0.0685
MOEARF 126.71±7.5289 74.708±6.8302 77.333±6.3065
125
CHAPTER 5. A HYBRID REDA IN NOISY ENVIRONMENTS
Table 5.10: CPU time (s) used by the different algorithms to complete a single simulation run in the
different test problems under 20% noise level
Algorithm Problem(n)ZDT1(30) ZDT4(10) DTLZ1(30)
PLREDA 120.70±0.8073 43.114±0.2843 91.133±0.4819
LREDA 222.81±0.4885 76.617±0.1805 175.95±0.5336
REDA 228.62±8.8671 76.326±0.2052 172.70±1.0873
NSGA-II 2.1863±0.0748 0.9991±0.1401 5.7052±0.1372
NTSPEA 1.7295±0.1511 0.8452±0.1021 12.662±0.5601
MOPSEA 4.0765±0.1056 3.8687±0.1763 65.694±1.3063
RNSGA-II 0.7892±0.1476 0.4004±0.0485 2.0300±0.0192
MOEARF 23.493±0.2349 4.0263±0.1019 93.594±6.8869
The incorporation of any noise handling features or enhancement operators will incur addi-
tional computational cost. In this section, the CPU time of the different algorithms are studied.
Table 5.9 shows the CPU time (s) used by the different algorithms to complete a single simulation
run under 0% noise level. It was observed that REDA and LREDA were the most time consuming
algorithms, followed by PLREDA and MOEARF. The rest of the algorithms took less computa-
tional times. The CPU time (s) used by the different algorithms to complete a single simulation
run under 20% noise level is tabulated in Table 5.10. The CPU times used by REDA, LREDA,
PLREDA, and NSGA-II in solving test problems with two objective functions were not very dif-
ferent from that in the noiseless circumstance, while there was much less computation needed for
the other algorithms. REDA was the most time consuming algorithm. This is due to the training
and modelling part in RBM. In REDA, training is conducted at each generation and stops when
the number of training epochs is reached. This training process is more complicated than the ge-
netic operators in the other MOEAs, thus, incurring extra computational time. The incorporation
of likelihood correction into REDA increased the CPU time of LREDA slightly, however, the
extra time incurred was less than the training time in REDA. As for PLREDA, the computation
of PSO was fast. Therefore, PLREDA took less CPU time than LREDA and REDA. The noise
handling mechanism in NTSPEA, MOPSEA, and MOEARF measured certain information (e.g.
domination behaviour among all solutions) in order to cope with noisy information. In noisy
conditions, the number of non-dominated solutions was fewer than in noiseless situations. Thus,
NTSPEA, MOPSEA, and MOEARF took less computational time in noisy environments than in
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noiseless circumstances. Even though PLREDA took more CPU time than other MOEAs with
genetic operators, the time taken to perform a single simulation run was acceptable. This is be-
cause most of the real-world optimization cost functions are very time consuming, for example a
few minutes is required for a single fitness evaluation.
5.6 Summary
This research studied the potential of an MOEDA in dealing with noisy MOPs. REDA has
been used to tackle the noisy information. The presence of noise in the objective functions may
cause weaker individuals to be selected to the next generation. Therefore, a likelihood correc-
tion scheme, which utilizes the information of probability error in selection, was proposed. This
feature adjusts the independent marginal distribution in each decision variable according to the
heuristic that the true probability distribution of the solutions is more likely to follow the distri-
bution of the individuals with smaller probability selection errors. The REDA, which uses only
global information in guiding the search, has limitations in exploring certain promising search
spaces. In order to improve the search ability, a particle swarm optimization algorithm is hy-
bridized with REDA. The empirical results showed that the proposed algorithm outperformed
most of the algorithms in most of the test instances and has better scalability. Finally, the hy-
bridization between EDAs and other evolutionary paradigms, particularly GA and DE, has been
shown to improve the search performances.
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Chapter 6
Application of REDA in Solving the
Travelling Salesman Problem
This chapter presents the application of evolutionary algorithms for bi-objective travelling sales-
man problem. Two evolutionary algorithms, including estimation of distribution algorithms
(EDAs) and genetic algorithms (GAs), are considered. The problem is solved by optimizing
the order of the cities so as to simultaneously minimize the two objectives of travelling dis-
tance and travelling cost incurred by the travelling salesman. In this chapter, the binary-number
representation-based evolutionary algorithms are replaced with an integer-number representa-
tion. Three existing EDAs are altered to use this integer-number representation, namely re-
stricted Boltzmann machine (RBM), univariate marginal distribution algorithm (UMDA), and
population-based incremental learning (PBIL). Each city is associated with a representative in-
teger, and the probability of any of this representative integer to be located in any positions of
the chromosome is constructed through the modelling approach of the EDAs. New sequences of
cities are obtained by sampling from the probabilistic model. A refinement operator and a local
search operator are proposed in this piece of work. The EDAs are subsequently hybridized with
a GA in order to complement the limitations of both algorithms. The effect that each of these
operators has on the quality of the solutions are investigated. Empirical results show that the
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hybrid algorithms are capable of finding a set of good tradeoff solutions.
6.1 Introduction
The travelling salesman problem (TSP) is a famous permutation-based combinatorial optimiza-
tion problem which has been extensively studied over the past few decades. Despite its simplicity
in understanding and general applicability to most scheduling problems, the TSP is notoriously
difficult to solve. Researchers have recognized it as an NP-hard problem [7, 167]. Some prob-
lems which can be described using the TSP formulation are the gene sequencing problem [168],
the dartboard design problem [169], the hole punching problem [170], etc. Additional literature
review of the development of TSP can be found in [171, 172].
The TSP aims to minimize the total distance travelled, in which each city can only be
visited once and the salesman must return to the starting depot after visiting the ordered cities.
The coordinate of the cities are known in advance in order to find the pairwise distance of the
cities. The adaptation of the TSP into multi-objective framework (MOTSP) is a promising area
which can be further explored [173]. In MOTSP, the aim is to simultaneously optimize several
conflicting objectives, such as shortest travelling distance, minimum time, minimum cost, and
lowest risk [174]. In the context of multi-objective, no single point is considered as an optimal
solution, because an improvement in one objective will cause at least another objective not being
able to be optimized. Therefore, the optimal solution can only be a set of non-dominated and
tradeoff solutions.
Many practical problems are closely related to the MOTSP, such as logistic, planning, trans-
portation, and gene sequencing problems. One recent application of the MOTSP is the study of
berth allocation problem in container ports [175]. The problem aims to find the optimal berth
schedule which simultaneously minimizes the three objectives of waiting time, makespan, and
degree of deviation from a predetermined schedule. A fixed-length chromosome representation
was proposed which represents a complete berth schedule. In a chromosome, the order of the
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ships that are allocated to the berth is determined by the genetic operators. In bioinformatics
field, the concept of MOTSP is slightly modified and used to solve the deoxyribonucleic acid
(DNA) sequencing problems [176]. Given the spectrums that are extracted from DNA-related
experiments, such as DNA microarrays, the problem aims to find a complete sequence of DNA.
In this problem, the cities are replaced by the DNA spectrums and the distance between the cities
is replaced by the criterion like a similarity measure between the spectrums.
Over the past few decades, various approaches have been proposed to solve the TSP. They
include linear programming [177], dynamic programming [178], branch and cut algorithm [179],
simulated annealing [180], tabu search [181], evolutionary algorithm (EA) [182], neural network
[183], clustering [184], etc. Among them, the use of EAs to solve the TSP and MOTSP has
attracted considerable attention [185–188]. This may be attributed to the fact that EAs, which
are probabilistic-based algorithms, are less susceptible to be trapped at local optima. In addition,
the population-based approach in EAs has the capability to generate a set of tradeoff solutions
in just a single simulation run. Selection and reproduction operators inspired from biological
evolution enable the algorithms to deal with hard problems which of high dimensionality and
having a large search space.
Genetic algorithms (GAs) are famous computing paradigms inspired by biological evolu-
tion. Over the past few decades, there were several remarkable research efforts to drive GAs
to handle the TSP. However, it is commonly known that the stochastic recombination opera-
tors of GAs may disrupt the building of good schemas [7]. An alternative to the use of GAs is
the estimation of distribution algorithms (EDAs). EDAs are motivated by the concept of using
probability distribution of the candidate solutions to predict the movement in the search space.
Another important feature of EDAs is the exploitation of the linkage information between the
decision variables which will be used to guide the search process [7, 20, 126, 189, 190].
Solving scheduling problems (specifically the TSP) with the use of EDAs is a new area of
research that has been explored recently. Over a past decade, several attempts have been devoted
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to studying the potential of EDAs in solving single-objective permutation-based problems. How-
ever, there have no research which studies multi-objective permutation-based problems (specif-
ically the MOTSP) using EDAs. In this chapter, three MOEDAs in the binary-number repre-
sentation, namely multi-objective univariate marginal probability algorithm (MOUMDA) [20],
multi-objective population based incremental learning (MOPBIL) [191], and multi-objective re-
stricted Boltzmann machine (REDA), are being adapted into a permutation-based integer-number
representation to solve the bi-objective TSP. These algorithms utilize the principles of Pareto op-
timality to deal with the multiple conflicting objectives. A permutation refinement operator is
proposed to refine the cities in a chromosome to guarantee that no city is repeated. A local search
operator is also presented to enhance the search capability of the algorithms. EDAs are subse-
quently hybridized with a GA to improve the diversity of the tradeoff solutions. The influences
of each operator and parameter settings are also studied.
The rest of this chapter is organized as follows. Section 6.2 describes the formulation of the
travelling salesman problem in a multi-objective framework, and an overview of existing stud-
ies. Section 6.3 presents the algorithmic framework, together with their corresponding operators.
Section 6.4 outlines the implementation settings of this study. The experimental results, investi-
gations, and discussions are presented in Section 6.5. This chapter ends off with the conclusion
in the last section.
6.2 Background Information
In this section, the mathematical formulation of the MOTSP and an overview of the relevant
studies are presented.
6.2.1 Problem Formulation
The TSP is a combinatorial optimization problem which is applicable to many scheduling prob-
lems. The aim of the problem is to find the route that has shortest travelling distance or lowest
131
CHAPTER 6. APPLICATION OF REDA IN SOLVING THE TRAVELLING SALESMAN PROBLEM
travelling cost for visiting all the cities. Each city is only can be visited once and the salesman
must return to the starting depot after visiting the ordered cities. Mathematically, the problem in
multi-objective framework [192] can be formulated, for the minimization case, as follows:
Minimize:













where m is the number of objective functions, n is the number of cities, xi is the representative
integer of the city at ith position of a chromosome, Dm(xi, xi+1) can be considered as the trav-
elling distance, travelling cost, or travelling risk (for the mth objective function) between cities
at ith and (i+ 1)th positions of a chromosome. The constraint in the problem is that all the cities
must be visited exactly once in a route. In other words, there should be no repeated visit on any
cities in the route of the salesman. Readers can refer to [192–195] for a more detailed study of
the MOTSP. In this chapter, only two objectives (say, travelling distance and travelling cost) are
considered.
6.2.2 Existing Studies
Over the past decade, several attempts have been devoted to implementing EDAs for solving
single-objective permutation-based problems. In [7], the first adaptation of EDAs to solve the
TSP was carried out. Several EDAs with discrete-number and continuous-number representa-
132
CHAPTER 6. APPLICATION OF REDA IN SOLVING THE TRAVELLING SALESMAN PROBLEM
tions were utilized. Domain knowledge was used as a way to introduce a local search operator to
facilitate the search. In [196], the guidelines of implementing EDAs in scheduling problems were
presented. The authors showed that the intensification and diversification effects of EDAs can be
enhanced by hybridizing EDAs with other meta-heuristic approaches. Next, Jarboui et al. [197]
studied the permutation flowshop scheduling problem using UMDA [20]. In the implementation,
the order of the jobs to be performed in the sequences and the similar blocks of the jobs were
modelled. A variable neighbourhood search operator, which is used to determine when and how
the local search is to be performed, was also proposed to enhance the search. In [198], the au-
thors studied the hybrid flow shop with sequence dependent setup times and uniform machines
in parallel. The population-based incremental learning (PBIL) [191] was used, and the learning
rate in PBIL was investigated. A guided mutation strategy was also adapted in PBIL to enhance
the exploitation capability of the algorithm. In [199], a new EDA based on maximum entropy
was proposed to deal with the job shop scheduling problem. In [200], EDA was used to estimate
the distribution of the state transitions and the global updating rules of an ant colony system. In
this case, EDA is not applied directly to deal with the TSP; but acted as an optimization tool to
update the parameters in the ant colony system. Most of the mentioned studies carried out the
performance comparison between EDAs and GAs, and the experimental results indicated that the
performance of EDAs, when they are hybridized with local search algorithms, is better than GAs
in terms of solution quality and convergence speed.
6.3 Proposed Algorithms
In this section, the overall framework of the proposed algorithms and the corresponding op-
erators are being presented. Firstly, the integer-number representation of a chromosome will be
described. Then, the modelling and sampling approaches of EDAs and recombination of GAs are
presented. In the original version of EDAs, the binary-number representation is used. However,
since integer-number representation is used in this study, the modelling and sampling approaches
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are modified accordingly. Subsequently, the description of the enhanced operators, namely per-
mutation refinement operator and local search operator, are presented. The overall framework of
the algorithms is outlined in the final sub-section.
6.3.1 Permutation-based Representation
The chromosome is represented by a set of sequenced cities, as shown in Figure 6.1. Each chro-
mosome (ch1 and ch2) encodes a complete solution. Integer value is used to represent the cities,
where 1 means the first city. The gene of a chromosome will therefore consist of different integer
values ranging from 1 to n (where n is the maximum number of city to be visited). The sequence
of the cities to be visited is denoted by the sequence which it appears in the chromosome.

1 5 3 4 2ch1
5 2 1 3 4ch2
Figure 6.1: Integer-number representation
6.3.2 Fitness Assignment
Pareto-based ranking and crowding distance is one of the favorite fitness assignment operators,
thus, it is implemented here. The detail operation of the Pareto-based ranking and crowding
distance have been described in Section 2.3.1. After assigning a fitness value to the archived
solutions, binary tournament selection is used to select the archive solutions to reproduce in next
generation. Under this selection scheme, two chromosomes are randomly selected to undergo
tournament selection by comparing their rank of domination. The solution with a lower rank is
preferred, and thus it will survive to the next generation. However, if two solutions are located at
the same rank, then the one that has a higher crowding distance is preferred.
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6.3.3 Modelling and Reproduction
This section describes the three different types of EDAs as well as a genetic algorithm (GA).
Three EDAs, including univariate marginal distribution algorithm (UMDA), population-based
incremental learning (PBIL), and restricted Boltzmann machine (RBM), are considered in this
chapter. The original versions of the EDAs are in binary-number representation. In order to deal
with the MOTSP, the probabilistic modelling and sampling approaches are modified to handle
the integer-number representation.
Univariate marginal distribution algorithm (UMDA)
UMDA [91] uses univariate modelling to construct the probability distribution of the cities in
each position of the chromosome without considering the linkage dependencies between the








pg(x1 = cn) . . . pg(xn = cn)
 (6.2)
where pg(x) is the probability distribution of the cities at generation g, pg(xi = cj) is the proba-
bility of city j to be located at the ith position of the chromosome, cj is the city j (cj = j), and n
is the number of cities. This modelling considers the frequency of existence of the cities in each
location of the chromosome. The probability of the cities in each position of the chromosome is
calculated as follows:
pg(xi = cj) =
∑N
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δk(xi = cj) =

1 if xi = cj
0 otherwise
(6.4)
where N is the population size. The terms 1n and
N
n are added to set the upper and lower bounds
to the probability of each city. This is important as the probability of 0.0 and 1.0 will make no
progress in future evolutions since a probability of 0.0 means that there will never be a generation
of this particular city in the position of the chromosome. Similarly, a probability of 1.0 will mean
that there will always be the generation the same city in the same position of the chromosome.
Population-based incremental learning (PBIL)
PBIL [191] is another version of EDAs which uses the same modelling approach as UMDA.
The primary difference between the PBIL and the UMDA is in terms of its probability updating
rule. In PBIL, the probability of the cities in each position of the chromosome is calculated by




g(xi = cj) = αpg(xi = cj) + (1− α)pg−1(xi = cj) (6.5)
where α ∈ [0, 1) is the learning parameter of the algorithm, p′g(xi = cj) is the final probability
of city j at the ith position of the chromosome at generation g, pg(xi = cj) is obtained according
to equation (6.3). α is set to 1.0 at the first generation since there is no prior probability distri-
bution from any previous generations. In this situation, PBIL is similar to UMDA. In order to
differentiate PBIL from UMDA, α would never be set to 1.0 over course of the evolution process.
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REDA
The modelling and sampling mechanism of REDA in the binary-number representation have
been discussed in Chapter 3. In the integer-number representation, the probabilistic model of the
representative solutions is constructed in the following equations:
pg(xi = cj) =
∑N

























where v is the input state, h is the hidden state, Z is the normalizing constant, E is the energy
value of the network as presented in equation (3.1), and N is the population size. The binary-
number representation is used in the original REDA. Since the integer-number representation
is utilized in this implementation, a decoding scheme from integer number to binary number is
needed. 7 bits binary number is used to decode 100 cities, 8 for 200 cities, and 10 for 500 cities.
It is to be noted that 9 bits binary number is able to decode 500 cities. In the experiments, we
arbitrarily choose 10 bits instead of 9 bits. In fact, any number of bits can be used as long as the
possible states of the binary bits are enough to represent the number of cities. For example, 7
bits have 128 possible states, thus, is possible to decode 100 cities. After training, an encoding
scheme is performed to obtain the probability of the cities in each position of the chromosome.
Figure 6.2 shows the architecture of RBM and it adaptation in the integer-number representation.
The overall modelling procedure is summarized in Figure 6.3.
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Figure 6.2: RBM framework in the integer-number representation
Begin 
1. Render the candidate solutions as input vectors into the visible units of an RBM 
2. Decode the integer-number representation of the cities into the binary-number 
representation 
3. Train the network using CD training mechanism to obtain the trained weights 
and biases 
4. Compute the energy value of the solutions  
5. Compute the probability of the cities in binary-number representation 
6. Encode the binary-number representation into integer-number representation. 
Obtain the final probability distribution of the cities by taking average of the 
probability computed in Step 5 
End 
Figure 6.3: Probabilistic modelling using RBM in the integer-number representation
Sampling
All EDAs considered in this chapter will output the probability distribution in a similar form,
which is the probability distribution of the cities to be located in each position of the chromosome.
Therefore, the same sampling procedure can be applied to all EDAs. Offspring are generated by
sampling the computed probability distribution, according to the following equation:
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yj =

c1 if random (0, 1) ≤ pg (xj = c1)
c2 if pg(xj = c1) < random (0, 1) ≤
∑2




i=1 pg(xj = ci) < random(0, 1) ≤
∑n
i=1 pg(xj = ci)
(6.9)
where yj is a newly generated city at jth position of a chromosome, random (0,1) is a randomly
generated value between [0, 1], and Cn is the city n.
Genetic Algorithm (GA)
In a genetic algorithm (GA) [1], its variation operators are crossover and mutation. Single-point
crossover is used to create offspring. This operator randomly selects the position to cut the chro-
mosomes for crossing over between two parents. This single-point crossover is equivalent to the
route inter-crossing. Through this biological process, the offspring will inherit some properties
of the parent solutions. After which, a mutation strategy is performed by swapping between two
randomly selected alleles within a chromosome. This genetic perturbation provides exploitation
ability to the optimizer to search within fitter regions.
6.3.4 Feasibility Correction
One of the problems after reproduction is that some cities may not be visited at all, while others
are visited more than once. In EDAs, the sampling mechanism does not consider which city
has or has not been included in the route. The same problem occurs in the GA, where the
recombination of the alleles between two parents is done indiscriminately. To overcome this
problem, the simple permutation correction can be used. First of all, this correction identifies
the repeated cities and the unvisited cities. The repeated cities are subsequently deleted and
randomly replaced by the unvisited cities. However, this methodology is only able to satisfy the
constraints of the problem, but it does not provide any extra information to guide the search. To
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fully utilize the available information from the database (travelling distance and travelling cost
between cities), a refinement operator is proposed. Firstly, the repeated cities in a chromosome
are detected, which will be followed by the recording of the unvisited cities. In this case, the
number of repeated and unvisited cities should be the same. An insertion step is then carried out
by inserting the unvisited cities to the position of the repeated cities. The average distance and
cost (Score1 as depicted in step 3 of Figure 6.4) between the adjacent cities in the permutation
are calculated and they will serve as the main criterion for insertion. For example, if the first
unvisited city has a smaller average value of the travelling distance and cost compared to those
of the second unvisited city at the first position of the repeated cities, then this city is inserted to
the first position and the second unvisited city is inserted to another position. The pseudo-code
of the refinement operator is presented in Figure 6.4.
Begin 
For    




   

 







For    
3. Calculate the score for all unvisited cities 

 in location 

































4. Insert a city in

 which has the smallest score, to the 


position of the 
chromosome. Discard that city from

 
End For  
End For  
End 
Figure 6.4: Pseudo-code of the refinement operator
6.3.5 Heuristic Local Search Operator
In the literature, many studies have been carried out to prove the advantages of using local search
operator to enhance the exploitation capability of EAs [7, 51]. Their attempts rely largely on
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Begin 
1. Pre-define the number of cities to be relocated,  
For    
%If local search is performed 
2. Start at the position  (randomly determined) of a chromosome, and then 
select a sequence of  cities 

, where       
For    




























4. Insert a city in 

 which has the smallest score to the       
position of the chromosome. Discard that city from

 
End For  
End For  
End 
Figure 6.5: Pseudo-code of the local search operator
the available knowledge of the database (distance, cost, time, etc). With n cities, the TSP will
have (n − 1)!/2 routes. The huge search space of a TSP poses a challenge for optimizers in
finding the shortest distance. However, the difficulty of the problem is alleviated when the domain
knowledge is taken into consideration during optimization process. In this implementation, a
local search operator is proposed. It makes use of the shortest distance and lowest cost among the
cities. The process flow of this operator is as follows. Firstly, the number of cities to be relocated
(k) is pre-defined. Then, a position l is randomly determined. From this position, a sequence of
k cities is being selected. A score based on the distances and costs (Score2 as depicted in step 3
of Figure 6.5) among all the selected cities are then calculated. The permutation of the cities is
re-determined according to the Score2. The pseudo-code of the local search operator is presented
in Figure 6.5.
6.3.6 Algorithmic Framework
The algorithmic process flow of the proposed algorithm is shown in Figure 6.6. Firstly, the op-
timizers read the database which contains the coordinates of the cities and the travelling cost
between the cities. A n × n distance matrix from city i to city j is constructed by computing
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the Euclidean distance between the cities. Subsequently, population initialization is performed
by generating the permutations of the cities randomly. All solutions in the population are evalu-
ated according to equation (6.1) to obtain the objective values. Fitness is then assigned to all the
solutions in the population based on the Pareto-based ranking and crowding distance. Next, the
binary tournament selection is applied to determine a set of N promising candidate solutions. In
the selection process, two chromosomes are randomly picked into tournament. A fitter solution
in terms of the lowest rank or highest crowding distance is selected. This selection procedure is
repeated until the population size is reached. Subsequently, the probabilistic model of the can-
didate solution set is built. The probabilistic model is constructed using equations (6.3), (6.5),
or (6.6) according to which algorithm is performed. Based on the constructed model, sampling
is carried out to produce N offspring according to equation (6.9). For the GA, the single-point
crossover and swapping mutation strategy are performed instead of probabilistic modelling and
sampling to produce offspring. After reproduction, some cities may be visited more than once
while other are never visited. Therefore, the refinement operator is implemented to correct the re-
productive law. After this process, the chromosomes should satisfy the constraint of the MOTSP,
where each city is strictly visited once. To further improve the routing, a local search operator is
incorporated. The local search will only be performed if the generated random value is smaller
than a predefined local search rate LS. Subsequently, all offspring are evaluated to obtain their
objective values. After this, an archive is created to store the parent and offspring found during
the evolutionary process. The solutions in the archive are ranked and the crowding distance of
all solutions is computed. Following the ranking criteria, N solutions with the lowest rank or
highest crowding distance are chosen. This is an elitism mechanism which may enhance the con-
vergence speed and generate better solutions. This marks the completion of one generation. The
same procedure is iterated over generations until the stopping criterion is met. The algorithmic
flow of the GA is similar to EDAs, except that the modelling and sampling mechanisms in EDAs
are replaced by the crossover and mutation operators. For hybrid algorithms, they start with an
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Figure 6.6: Process flow of the MOEDAs
6.4 Implementation
All algorithms were written in C++ and the experimental studies were ran on an Intel(R) Core(TM)2
Duo CPU, 3.0 GHz. The experimental settings are shown in Table 6.1. In this work, the MOTSP
with two objectives is studied. The coordinate of the cities and the travelling cost between the
cities are randomly generated for each objective in the range of [0, 1000] as done in Peng et
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al. [192].
Table 6.1: Parameter settings for experiments
Parameter Setting
Population size, N Number of cities
Archive size, 2N 2 × Number of cities
Number of cities, n 100, 200, 500
Fitness evaluations 2000N
Local search rate, Ls 0.5
Frequency of alternation, fr 500
Crossover rate in GA 0.8
Mutation rate in GA 0.05
Independent runs 10
α in PBIL 0.9
Hidden unit in RBM, H 10
Training epoch in RBM 10
k 10
For experimental studies, the results are compared based on the performance metrics of
inverter generational distance (IGD) [201], generational distance (GD) [202], maximum spread
(MS) [101], and non-dominance ratio (NR) [39]. A smaller IGD value implies better performance
in terms of closer proximity of the evolvable front to the approximate Pareto optimal front and
a wider distribution of the evolved front along the approximate Pareto optimal front. A smaller
GD value shows that the evolvable front is closer to the approximate Pareto optimal front. On
the other hand, a higher value of MS means that the evolvable front has better coverage along
the approximate Pareto optimal front. Since the optimal solution set to the problem is unknown,
the approximate optimal solution set is formed using the non-dominated solutions found from all
algorithms and all experimental runs, as has been done in [192]. Lastly, a higher value of NR
means that the algorithm produces more non-dominated solutions.
In this section, the empirical comparison of the EDAs, GA, and hybrid algorithms are car-
ried out. For the hybrid algorithm between the EDA and GA, it is start off with EDAs, and
each algorithm is being alternated every 500 generations. Next, the effect of the permutation
refinement operator, local search operator, and number of alternations in the hybrid algorithms
are investigated. Lastly, computation time analysis is presented. In total, seven algorithms are
put into comparison. For easier readability of the chapter, the abbreviations of the algorithms are
illustrated in Table 6.2.
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Table 6.2: Algorithms’ abbreviation
Algorithm’s abbreviation Description
RBM-GA A hybrid algorithm between RBM and GA
UM-GA A hybrid algorithm between UMDA and GA
PB-GA A hybrid algorithm between PBIL and GA
RBM Restricted Boltzmann Machine-based EDA
UMDA Univariate Marginal Distribution Algorithm
PBIL Population-based Incremental Learning
GA Genetic Algorithm






















































Figure 6.7: Performance metric of IGD, GD, MS, and NR after 200,000 fitness evaluations for MOTSP
with 100 cities. X-axis is the algorithms and y-axis is the value of the performance indicators.
Figure 6.7 shows the performance metric of IGD, GD, MS, and NR after 200,000 fitness
evaluations for MOTSP with 100 cities. From the IGD performance indicator, it is observed that
EDAs (RBM, UMDA, and PBIL) outperform GA. Among the different EDAs, the performance
of UMDA and PBIL is better than RBM. When hybridization is carried out, the performance of
RBM (RBM-GA) is improved. However, no significant improvement is observed in UM-GA and
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Figure 6.8: Final evolvable front generated by the various algorithms for MOTSP with 100 cities. F1 is
the first objective or travelling distance and F2 is the second objective or travelling cost.
 
 












































































Figure 6.9: Evolution trace of IGD, GD, MS, and NR performance indicators for MOTSP with 100 cities.
X-axis is the number of generations and y-axis is the value of the performance indicators.
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PB-GA. In order to understand this observation, the results in terms of GD and MS are plotted.
The GD results show the parallel observation as IGD. These observations suggest that the EDAs
are able to generate a set of closer evolvable solution set to the approximate Pareto optimal front.
Since the EDAs and GA implemented in this experimental study utilize similar operators except
for the reproduction operators, the good performance of the EDAs is most probably attributed to
the incorporation of probabilistic information in guiding the search.
In terms of MS performance indicator, the performance of GA is far better than EDAs. This
implies that the diversity preservation in EDAs is poor. This may be attributed to the fact that
EDAs only model the certain regions of the promising solutions. Throughout the evolutionary
process, the modelled regions may be reduced which results in poor solution diversity preserva-
tion. Furthermore, EDAs do not utilize any location information. This may cause the algorithms
to be unable to explore the search regions which are further away from the modelled regions.
When EDAs is hybridized with a GA, the performance of EDAs in terms of MS is greatly im-
proved, as shown by a higher value of MS obtained by RBM-GA, UM-GA, and PB-GA. This is
the main reason why the hybridization of the EDAs and GA is done. EDAs are able to obtain
a set of solutions which is closer to the approximate Pareto optimal front; whereas GA proves
to be good in terms of maintaining the diversity of the solution set. Thus, the hybridization is
expected to complement the strong points of both algorithms so as to overcome their limitations.
As for NR performance indicator, it is observed that most of the non-dominated solutions are
generated by UMDA and PBIL, and then followed by PB-GA, RBM-GA, UM-GA, and RBM.
The performance of GA is the worst.
In order to visualize how the evolvable solutions are distributed in the objective space, Fig-
ure 6.8 plots the non-dominated solutions generated by each of the algorithm. For clearer visu-
alization, only 50 randomly picked points of non-dominated solutions are plotted. It is observed
that GA is able to produce a set of diverse solutions but they are inferior in terms of proximity.
On the other hand, EDAs are able to evolve a set of solutions which is closer to the approximate
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Pareto optimal front but the diversity of the solution set is poor. The hybridization of EDAs and
GA seems to improve the performance of the algorithms (RBM-GA, UM-GA, and PB-GA) in
terms of proximity of the evolvable front to the approximate Pareto optimal front and distribution
of the solutions on the approximate Pareto optimal front.
Figure 6.9 shows the evolution trace curves for IGD, GD, MS, and NR performance indica-
tors from the early stages of evolution up to the 200,000 fitness evaluations for the MOTSP with
100 cities. It is observed that RBM has the best convergence speed at the early stages of evolution
(in terms of IGD and GD performance indicators). However, the convergence speed of RBM is
decreased after about 500 generations. This is most probably caused by the modelling mecha-
nism of RBM in whereby only certain promising regions are being modelled. RBM constructs
the probability distribution of the candidate solutions by considering their linkage dependen-
cies. This information is useful in estimating of the search direction, which therefore promotes
the convergence speed. Throughout the evolutionary process, the modelled regions will become
smaller. Since there is no presence of any enhanced diversity preservation mechanism in RBM,
therefore it is hard for the RBM to further explore other promising regions. Eventually, the con-
vergence speed is decreased during the later stage of evolutions. For the other EDAs, the building
block of a good schema is harder to build than RBM since only independent probability is con-
sidered in their probabilistic modelling. The stochastic recombination of GA also provides fast
convergence speed at the early stages of evolution. However, the convergence speed is decreased
when it reached to about 100 generations.
In terms of MS performance indicators, the hybrid algorithms exhibit significant change
after 500 generations, which is the condition that the EDAs are alternated to GA. The MS values
gradually improve throughout the evolutionary process. A higher value of MS indicates that the
evolvable solution set is highly distribution along the approximate Pareto optimal front. This
is important as poor solution diversity means that most of the optimal tradeoff solutions are
not being found. In real-world conditions, a manager will have more options in their decision
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making when a set of diverse solutions are provided. In terms of NR performance indicators, it
is observed that most of the non-dominated solutions are generated by UMDA and PBIL. This is
because both of the algorithms only focus their search within a particular region. Thus, they could
find more non-dominated solutions, but poor solution diversity. The hybridization of EDAs and
GA improve the ability of the algorithms to further explore and exploit the search space, rectifies
the limitation of both of the algorithms.
 
 





















































Figure 6.10: Performance metric of IGD, GD, MS and NR after 400,000 fitness evaluations for MOTSP
with 200 cities. X-axis is the algorithms and y-axis is the value of the performance indicators.
In order to test the search ability of the algorithms in problem with larger search space,
experimental studies were carried out to solve the MOTSP with 200 cities. Performance metric
of IGD, GD, MS, and NR at 400,000 fitness evaluations are presented in Figure 6.10. From the
performance indicators of IGD and GD, it is observed that the performances of RBM and hybrid
algorithms are better as compared to the PBIL, UMDA, and GA. The linkage information is
beneficial to the RBM as it helps in the algorithm in the estimation of the probability distribution
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Figure 6.11: Final evolvable front generated by the various algorithms for MOTSP with 200 cities. F1 is
the first objective or travelling distance and F2 is the second objective or travelling cost.
 
 

















































































Figure 6.12: Evolution trace of IGD, GD, MS and NR performance indicators for MOTSP with 200 cities.
X-axis is the number of generations and y-axis is the value of the performance indicators.
of the cities in the position of the chromosome, and hence this leads to the achievement of better
results. This is its main difference with the UMDA and PBIL whereby independent probability
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distribution of the cities is being considered. As for GA, the stochastic behaviours of the variation
operators are dependent on the chance of recombination, thus it is not possible to predict the
direction of the motion. The hybridization of EDAs and GA complement the strong points of
each other, and this helps to overcome the limitations of both algorithms, which results in the
hybrid being able to outperform the original algorithms. In terms of NR performance indicators,
it is observed that RBM evolves most of the non-dominated solutions, and followed by RBM-
GA, UM-GA, and PB-GA. However, no non-dominated solution is being generated by UMDA,
PBIL, and GA. Overall, RBM performed well in terms of proximity results, but poor solution
diversity. This can be further visualized in Figure 6.11, where the final non-dominated evolvable
solutions obtained by the various algorithms are plotted.
Figure 6.12 plots the evolution trace of IGD, GD, MS, and NR performance indicators for
the MOTSP with 200 cities. Similar observation can be made for RBM, in terms of IGD and MS
performance indicators, that it has the fastest convergence speed at the early stages of evolution.
Furthermore, the convergence speed of the RBM is enhanced when it is hybridized with GA,
as shown in IGD, GD, and MS performance indicators. Generally, in all of the performance
indicators, the performance of the hybrid algorithms and RBM are better when compared to the
UMDA, PBIL, and GA. In terms of NR performance indicator, GA is only able to maintain a
set of non-dominated solutions at the early stages of evolution. However, the NR for GA on the
declining trend over the generations. At the end of the evolution, most of the solutions evolved
by the RBM dominate the solutions evolved by the other six algorithms.
Performance metric of IGD, GD, MS, and NR for MOTSP with 500 cities are presented in
Figure 6.13. It is observed that the performance of RBM-GA, UM-GA, and PB-GA, in terms of
IGD, GD, and MS, are better than RBM, UMDA, PBIL, and GA. Among the different hybrid
algorithms, RBM-GA and UM-GA have almost similar performance. Other observations that
can be noted are that the performance of EDAs is inferior when compared to the GA; and also
the performance of PBIL is the worst. In this problem, the search space is huge. When the
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Figure 6.13: Performance metric of IGD, GD, MS and NR after 1,000,000 fitness evaluations for MOTSP
with 500 cities. X-axis is the algorithms and y-axis is the value of the performance indicators.
 




























Figure 6.14: Final evolvable front generated by the various algorithms for MOTSP with 500 cities. F1 is
the first objective or travelling distance and F2 is the second objective or travelling cost.
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Figure 6.15: Evolution trace of IGD, GD, MS and NR performance indicators for MOTSP with 500 cities.
X-axis is the number of generations and y-axis is the value of the performance indicators.
modelling of EDAs only emphasize on certain regions, the diversity of the maintained solution
set will be poor. Therefore, this leads to the poor performance of EDAs.
One way to cope with this problem is to divide the promising regions into several clusters
and then a probabilistic model is built in every cluster. The clustering can be carried out in deci-
sion [88] or objective domain (as presented in Chapter 3). Sampling is subsequently carried out
to sample equal number of solutions from each cluster. The generated solutions are then com-
bined to form the new set of offspring. In this chapter, another option to cope with the problem is
proposed, which is through the hybridization of EDAs and GA. These results show that the hy-
bridization can enhance the performance of the original algorithms. In terms of MS performance
indicator, it is observed that the diversity of the evolvable solution sets on the approximate Pareto
optimal front is greatly improved. This is because the EDAs and GA have their own strengths
and weaknesses, in which the performance of EDAs is superior in exploring the promising search
regions, while GA is superior in searching for a set of diverse solutions. With these features, the
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hybridization is able to complement each other so as to overcome their individual limitations,
and thus the hybrid algorithms are able to outperform other algorithms. At the end of the evo-
lution, most of the non-dominated solutions are evolved by UM-GA and followed by RBM-GA.
As for the other algorithms, they fail to obtain any number of non-dominated solutions. The dis-
tributions of the non-dominated solutions evolved by the various algorithms are shown in Figure
6.14.
Figure 6.15 shows the evolution trace of IGD, GD, MS and NR performance indicators for
MOTSP with 500 cities. The results obtained in this problem are quite similar to those obtained
in problem with 100 and 200 cities. GA has the fastest convergence speed at the early stages of
evolution, but the speed is decreased after the algorithm is run up to 100 generations. As for the
RBM, its convergence speed outperforms GA when it is run up to 200 generations. Generally,
hybrid algorithms are able to achieve better performance, in terms of proximity, diversity, and
convergence speed, when compared to the other algorithms. Specifically, RBM-GA and UM-GA
display the best performance while the performance of the PBIL is the worst.
6.5.2 Effects of Feasibility Correction Operator on Optimization Performance
The aim of the feasibility correction operator is to refine the sequence in a chromosome in order
to guarantee that no repeated visit on any cities in the route of the salesman. Two feasibility
correction operators are described in Section 6.3.4, namely permutation correction operator and
permutation refinement operator. In permutation correction operator, the unvisited cities are
randomly inserted into the positions of the repeated cities. On the other hand, the permutation
refinement operator makes use of the available information from the database (travelling distance
and travelling cost between the cities) to define the insertion and deletion rules.
In order to investigate the benefit of using the permutation refinement operator instead of
the permutation correction operator, the experimental results in terms of IGD performance indi-
cators after running the various algorithms with permutation refinement operator or permutation
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correction operator on MOTSP with 100 cities and 200 cities are presented in Table 6.3.
Table 6.3: Performance indicator of IGD after running the various algorithms with permutation refinement
operator or permutation correction operator on MOTSP with 100 and 200 cities
Algorithm 100 cities 200 citiesP. Refinement P. Correction P. Refinement P. Correction
RBM-GA 2998.6±964.40 6878.7±1086.4 2689.0±1193.9 19560±1455.9
UM-GA 2888.1±831.30 7993.2±1458.4 3456.0±1101.2 21448±1648.8
PB-GA 2504.0±734.50 7881.7±792.76 4161.0±1571.9 20936±4019.7
RBM 3418.8±718.10 8391.7±1212.6 3141.0±587.00 30030±10673
UMDA 2349.8±552.70 8949.1±3862.7 8955.0±1459.1 67774±5459.7
PBIL 2397.5±696.40 8890.5±3875.4 10205±982.60 65984±4161.8
GA 5371.0±848.26 7493.6±926.75 9530.0±2098.5 15917±2818.2
It is observed that, in all algorithms, the performance of the algorithms with permutation
refinement operator outperforms the algorithms with permutation correction operator. This set of
results suggests that the utilization of problem domain knowledge is able to enhance the searching
task. In the case of EDAs, the diversity of the solution set is exhausted. Therefore, the permu-
tation refinement operator is importance as it serves as a technique to introduce some diverse
solutions to the modelled regions.
6.5.3 Effects of Local Search Operator on Optimization Performance
In order to improve the ability of the algorithm to search for better solutions, a local search
operator is proposed. This operator will randomly select a sequence of cities, and then relocating
them according to the problem domain knowledge.
Figure 6.16 shows the IGD performance indicator obtained by RBM, UMDA, PBIL, and
GA for MOTSP with 100 cities under various settings of local search rate (LS=0, 0.1, 0.3, 0.5,
0.7, 0.9, 1.0). It is observed that, for RBM, a LS of 0.5 gives the best performance. A lower
local search rate (LS=0.1 and 0.3) or a higher setting of LS slightly improve the performance
of the algorithm compared to the one without local search (LS=0). For UMDA, the best perfor-
mance is obtained when LS=0.5. Other settings of LS give random performance. No significant
improvement is observed in PBIL. For GA, a larger value of LS gives better result, and the best
performance was observed at LS=0.9. Similar to permutation refinement operator, the proposed
local search operator also utilizes the problem domain knowledge to guide the search, hence can
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Figure 6.16: Performance indicators of IGD obtained by RBM, UMDA, PBIL, and GA in MOTSP with
100 cities under different settings of local search rate. X-axis is the local search rate and y-axis is the IGD
value.
further enhance the search.
6.5.4 Effects of Frequency of Alternation between the EDAs and GA onOptimiza-
tion Performance
EDAs which model the global distribution of the candidate solutions may be able to drive the
search towards certain promising search regions. Since only global information is taken into
consideration, the weakness of the algorithms is mainly on its poor exploration of the other
search regions which are further away from the modelled regions. Thus, EDAs demonstrate
poor solution diversity as indicated in Section 6.5.1. In the literature review, several approaches
have been proposed to cope with this limitation. They include the introduction of the mutation
operator [89], clustering [88], and Parzen estimator [85] into EDAs.
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In the preliminary experimental results, it was observed that GA is able to produce a set of
diverse solutions in most of the experimental runs. However, the performance of GA, in terms
of proximity of the evolvable solutions to the approximate Pareto optimal front, is inferior when
compared to EDAs. This observation sparked that the hybridization of EDAs and GA can create
a synergy that can ameliorate the limitation of both algorithms.
In this study, the hybridization is carried out by firstly running the EDAs and then alternates
to GA every pre-defined number of generations. Alternation with frequency of every 500 gen-
erations is implemented in the above experimental studied. In this section, experimental studies
are carried out with various frequency of alternation (fr) including fr =1, 10, 100, 200, 500,
1000, 1500, and 2000. Since the computing budget is set to 2000 generations, which is equal to
2000N fitness evaluations, the fr of 2000 means that no alternation from EDAs to GA is occur.
Since the aim of the hybridization is to improve the poor solution diversity in EDAs, only results
in terms of GD and MS will be looked into and presented.
 
























Figure 6.17: Performance indicator of GD and MS obtained by RBM-GA for MOTSP with 100 cities
under different settings of the frequency of alternation, fr. X-axis is the frequency of alternation and
y-axis is the value of the performance indicators.
Figure 6.17 show the experimental results of GD and MS performance indicators obtained
by RBM-GA with respect to the various frequency of alternation fr. In terms of GD performance
indicators, it is observed that the performance of the hybrid algorithms are inferior when the fast
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alternation are performed (fr=1, 10, and 100). For a larger value of fr (fr > 100), the GD
performance is better, as indicated by a lower value of GD. This may be attributed to the fact
that EDAs and GA may build different building block of schemas during the course of evolution.
The fast alternation may prevent the building up of the good genetic schemas; thus, the failure to
generate better solutions.
In terms of MS performance indicator, it is observed that the diversity of the solution set
obtained by RBM-GA is poor when no alternation is applied (fr=2000). When alternation be-
tween RBM and GA are carried out, great improvements are observed in all settings of fr. This
observation strengthens the idea that the diversity of the solution set evolved by EDAs can be
improved by hybridizing EDAs and GA in the proposed alternating manner. Similar results are
also observed in the MOTSP with 200 cities, hence the results will not be presented.
6.5.5 Computational Time Analysis
Comparing between the GA and EDAs, the GA applies genetic operators which only involves
cut and insert procedures while EDAs implement the probabilistic modelling approaches to esti-
mate the set of approximate Pareto optimal solutions. Thus, the different optimization schemes
adapted in the GA and EDAs will result in different computational time needed. Table 6.4
presents the computational time required by one experimental run of the various algorithms in
solving MOTSP with 100, 200, and 500 cities. From the table, the computational time required
by the EDAs is higher than the GA. This is due to a higher complexity in construction of the
probabilistic models as compared to the genetic operators used in the GA. Among the different
EDAs, the RBM surfaces as the most time consuming one. This is attributed to the training
stages in RBM which is performed in every generation. As for UMDA and PBIL, they consume
lesser computational time than RBM because there is no training in them, and their probabilistic
model is directly built from the raw data of the candidate solutions. When the problem size is in-
creased from 100 to 500 cities, all algorithms require additional computational time to complete
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one experimental run.
Table 6.4: Computational time (in second) used by the various algorithms for solving MOTSP with 100,
200, and 500 cities
Algorithm 100 cities 200 cities 500 cities
RBM-GA 628.33±14.460 2994.5±7.3088 35486±511.92
UM-GA 27.805±1.0947 194.28±3.1202 2987.4±136.29
PB-GA 27.810±0.8897 199.71±3.7931 3141.1±145.50
RBM 2689.7±91.703 10481±159.82 68792±355.56
UMDA 28.714±0.9036 332.55±8.1735 4648.8±30.824
PBIL 29.167±1.3288 337.84±6.6643 4836.5±25.803
GA 19.005±0.1993 124.98±4.2990 1665.6±43.812
6.6 Summary
This chapter studied the potential of the EDAs and GA in solving the MOTSP with different
number of cities. It is among the first attempts to employ EDAs in the study of permutation-based
multi-objective optimization problems, specifically the MOTSP. Three EDAs, including UMDA,
PBIL, and RBM, have been considered. The EDAs are altered to handle the problem using the
integer-number representation. A permutation refinement operator was proposed to make sure
the constraint of the problem is fulfilled. In addition, a heuristic-based approach of local search
was defined to enhance the search ability of the algorithms. As the limitation of EDAs in evolving
a set of solutions with good diversity, EDAs was hybridized with a GA in order to complement
their weaknesses. The effectiveness of the seven algorithms was then experimentally studied
under the TSP with two objectives and different number of cities.
From the results obtained in the comparative studies, the EDAs was able to achieve better
proximity results and GA was superior in maintaining a set of diverse solutions. The hybridiza-
tion of EDAs and GA mutually complements each other’s limitation, thus yielding better opti-
mization performance. Among the different hybrid algorithms, RBM-GA performed the best,
and followed by UM-GA, and PB-GA. However, RBM-GA incurred additional computational
time in its modelling mechanism. Therefore, if the computational time is not the primary con-
cern, RBM-GA is considered the best algorithms. However, if the computational time is taken
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into consideration, UM-GA is preferred.
Since the global Pareto optimal solutions for the problems are unknown, as in the case of
most real-world optimization problems, the solution’s quality is compared in relation to other
solutions obtained from the various algorithms. GA is served as the benchmark algorithm for
comparison since the performance of the GA in MOTSP has been proven to be acceptable, if not
superb. Therefore, it is concluded that the performance of the EDAs is superior to GA in terms of
proximity and convergence speed, and the hybrid algorithms outperform the original algorithms.
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Chapter 7
An Advancement Study of REDA in
Solving the Multiple Travelling
Salesman Problem
The multi-objective multiple travelling salesman problem (MmTSP) is a generalization of the
classical multi-objective travelling salesman problem. In this chapter, a formulation of the
MmTSP, which considers the weighted sum of the total travelling costs of all salesmen and
the highest travelling cost of any single salesman, is proposed. REDA in the decomposition-
based framework of multi-objective optimization is developed and used to solve the formulated
problem. Due to the limitation of REDA in generating a wide range of solutions, the REDA is
hybridized with the evolutionary gradient search. Simulation studies are carried out to examine
the optimization performances of the proposed algorithm on MmTSP with different number of
objective functions, salesmen, and problem sizes. The effectiveness and efficiency of the algo-
rithms are tested and benchmarked against several state-of-the-art multi-objective evolutionary
paradigms.
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7.1 Introduction
The multiple travelling salesman problem (mTSP), where multiple salesmen are involved in the
routing in order to achieve a common goal, is a generalization of the classical TSP. In the mTSP,
Ω salesmen are instructed to visit n cities (Ω < n), whereby all the salesmen will start from and
end at the single depot (may be multiple depots) after visiting the ordered cities. Each city can
only be visited once, and the total cost for all salesmen is required to be minimized. The cost
can be defined as distance, time, expense, risk, etc. When Ω = 1, the problem simplifies to the
classical TSP. The mTSP is more complex than the TSP since it is required to allot a set of cities to
each salesman in an optimal ordering while minimizing the total cost for all salesmen. However,
the mTSP is more appropriate for real life problems where more than one salesman is usually
involved. The problem is closely related to the school bus routing problem [203], design of
global navigation satellite system [204], interview scheduling [205], hot rolling scheduling [206],
mission planning [207], etc. Over the past few decades, research on the TSP has attracted a
great deal of attention. However, the mTSP has not received the same amount of research effort
compared to the TSP. Due to the high complexity of the mTSP (NP hard problem [208]), exact
algorithms are unsuitable to solve the problem even for a moderate number of cities. Even
though heuristic approaches are unable to guarantee optimal solutions, they are still able to obtain
approximate optimal solutions within specific time or computational constraints.
In addition, many real life scheduling problems also involve several conflicting objectives
that have to be simultaneously optimized. In the evolutionary multi-objective framework [1],
no single point is an optimal solution. Instead, the optimal solution is a set of non-dominated
solutions, which represents the tradeoff between the multiple objectives. In this case, fitness as-
signment to each solution in the evolutionary framework is considered as an important feature
for the assurance of the survival of fitter and less crowded solutions to the next generation. Much
research has been carried out over the past few decades to address this issue, and fitness assign-
ment based on domination is one of the most popular approaches [32]. However, this fitness
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assignment approach is less efficient in solving many-objective problems. This is because the
strength of the domination is weakened when there are many objectives, which in turn results
in poor decision making in the selection of promising solutions. Recently, the classical ap-
proach for multi-objective optimization based on aggregation (the domination-based approach)
is re-formularized into a population-based approach [71, 74], whereby a set of non-dominated
solutions is obtained from a single simulation run. In the decomposition-based approach, it is
not required to differentiate the domination behaviour of the solutions. Instead, the solutions are
aggregated according to any classical aggregation approaches.
This chapter studies the hybridization of an evolutionary optimizer with a local search
technique in the decomposition-based framework of multi-objective optimization to deal with
the multi-objective mTSP (MmTSP). Firstly, REDA in the decomposition-based framework of
multi-objective optimization is developed. The performance of the algorithm is then enhanced
by hybridizing REDA with the evolutionary gradient search (EGS). A new formulation of the
objective functions for the mTSP is proposed and extended to the multi-objective framework.
The proposed algorithms are then used to solve the formulated problem and simulation studies
are carried out on various instances of the problems with different number of objective func-
tions, salesmen, and cities. The proposed algorithms are then rigorously compared with several
state-of-the-art evolutionary multi-objective optimizers.
The remaining parts of the chapter are organized as follows. The following section presents
a literature review on the application of EAs in mTSP, as well as a brief introduction of the EGS.
Section 7.3 describes the problem formulation of the MmTSP, while the proposed algorithm is
highlighted in Section 7.4. Section 7.5 presents the implementation that will be carried out.
Section 7.6 presents the experimental results and discussions. Conclusion is drawn in the last
section.
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7.2 Background
In this section, a literature review, focusing on the application of evolutionary approaches to
mTSP, is provided. Readers are referred to [209] for a more rigorous review of the works that
involved non-evolutionary techniques, which is out of the scope of this chapter. A brief introduc-
tion on the EGS will also be presented.
7.2.1 Existing Studies
The first implementation of genetic algorithms (GAs) to solve the mTSP was carried out in [210].
Zhang et al. used a simple GA with natural representation to schedule the multiple teams of pho-
tographers to visit a large number of elementary and secondary schools. The objective is to min-
imize both the total distance traveled and the time consumed, such that the time constraints are
satisfied and each team must be able to visit at least two schools daily. Unfortunately, the authors
did not elaborate on how they manipulated multiple teams in their chromosome representation.
Another application of the mTSP, involving a hot rolling scheduling problem in Shanghai
Baoshan Iron and Steel complex, was studied by Tang et al. [206]. The problem considers actual
production constraints and aims to schedule multiple turns within the same shift. The authors
first modelled the hot rolling scheduling problem as an mTSP. Next, the mTSP was converted
into a classical TSP through the proposal of a one-chromosome representation. The selection
operation was modified such that the best solutions obtained so far were always selected to be
one of the parent chromosomes to undergo crossover operation.
In [211], the author studied the vehicle scheduling problem using GAs. Since there are
multiple vehicles involve in the routing, the problem can basically be classified as an mTSP. In
the chapter, a two-chromosome representation was proposed. The first chromosome locates the
cities while the second chromosome indicates which vehicle is to be assigned to visit the city
specified in the first chromosome. In [212], a two-part chromosome representation was proposed
for the mTSP. Under this scheme, the chromosome for a gene is divided into two distinct parts.
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The first part of the chromosome allots the permutation of the cities, while the second part of
the chromosome determines the number of cities to be visited by each salesman. This means
that there will be an additional of Ω genes in the chromosome for Ω salesmen. In this two-
part chromosome representation, the solution space is also smaller than the two-chromosome
representation. The results also demonstrated that the proposed representation is able to produce
better results than the one-chromosome representation under most of the test instances.
Zhao et al. [213] proposed a GA, which utilized the one-chromosome representation, to
solve the mTSP. The algorithm employed a pheromone-based crossover operator which utilized
information of edge lengths, adjacency relations, and pheromone levels to construct new solu-
tions. Several local search strategies (relocation, exchange, and 2-opt) were also used to facilitate
the search. The grouping GA was also used by Singh and Baghel [208] who proposed a replace-
ment policy to reduce problem redundancy. In their work, two different objective functions were
considered - minimizing total distance traveled by all salesmen and minimizing the maximum
distance traveled by any salesman.
Recently, multi-chromosome representation of mTSP solutions was proposed in [214] where
the route assigned to each salesman was represented in a chromosome. Therefore, each solution
has Ω associated chromosomes. The crossover and mutation operators designed to deal with the
representation were also proposed.
7.2.2 Evolutionary Gradient Search (EGS)
Local search, which has been proven to be able to improve the performance of global search,
especially EAs [215,216], is used to exploit the local optimal in a specific region. In this chapter,
the EGS are studied and their brief descriptions are as follows (consider the minimization case).
Gradient search is one of the classical continuous optimization approaches. The direction,
in terms of gradient, is captured and is used to guide the search. Every simulation run will
generate a single solution. Recently, this approach has been adapted into evolutionary mecha-
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nism through the introduction of the population-based and survival-of-the-fittest concepts into
the algorithm so as to produce evolutionary gradient search (EGS) [138, 217, 218]. In this ap-
proach, multi-directional searches are carried out. The gradient is the direction calculated from
the evolutionary movement instead of the single movement of a solution. The pseudo-code of
the multi-point EGS can be found in Figure 7.1. Firstly, initial step size σ0 is predetermined.
Step size σ is used to govern the degree of mutation applied to generate local neighbours and
offspring. After selecting an individual as the initial solution, L local neighbours are generated
by perturbing the initial solution using mutation with normal distribution of zero mean and σ2
variance. The global gradient direction is subsequently estimated from the local neighbours as
presented in Step 5 of Figure 7.1. It is to be noted that the gradient offspring is generated during
Step 6, and a factor ε is used to control the mutation step size as shown in Step 7. The solution is
updated in Step 8 and the process is repeated until the stopping criterion is met.
Begin 
1. Input: Define initial step size 

 and set    
Do while (“Stopping criterion is not met”) 
For   (Number of solutions undergoing local search) 
2. Initial solution: Select a solution   from selection pool 
3. Reproduction: Create   local neighbors  , 	   	  







4. Evaluation: Calculate the fitness value of ,
 

























































     























    ,   
 
8. Update solution:  if     
                                     then    
9. Output: Output   
End for j 
      
End do 
End
Figure 7.1: Pseudo-code of the evolutionary gradient search algorithm
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7.3 Proposed Problem Formulation
The mTSP is the generalization of the classical TSP (single salesman), where Ω salesmen are
involved in the routing. The aim is to minimize the total travelling cost of all the salesmen under
the constraints that each city must be visited strictly once by any salesman, and the salesman
must return to the starting depot after visiting his final city. The travelling cost could be defined
as the travelling distance, travelling time, travelling expense, travelling risk, etc incurred. In
MmTSP, two or more of the travelling cost (treated as objective functions) will be optimized
simultaneously. Each salesman will have his own route and there should be no repeated visit on
any cities in the route of the salesman.
In the literature, the aim of the mTSP is specified to be either minimizing the total travel-
ling cost of all salesmen or the highest travelling cost incurred by any single salesman [219]. It
is to be noted that the aim of the mTSP is different from the objective functions concerned. For
example, the aim of the mTSP can be set to minimizing the total travelling cost of all salesmen
while the objective functions (travelling cost) considered are travelling distance and travelling
risk. On the other hand, the aim of the mTSP can be set to minimizing the highest travelling cost
incurred by any single salesman while the objective functions (travelling cost) considered are
similar to the previous example. In this chapter, the focus is tailored specifically for the mTSP
with single depot; considering the minimization of the total travelling cost and the balancing of
the workload among all salesmen. This is achieved by formularizing the objective function to be
the weighted sum of the total travelling cost of all salesmen and the highest travelling cost by
any single salesman. In the context of multi-objective optimization, more than one objective is
subject to be minimized, which can be formulated as follows:
Minimize:
f(x) = (f1(x), ..., fm(x))
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f1(x) = ω1 × TC1 + ω2 ×MC1
...













+Dk(anj ,j , a1,j)
In the above formulation, x = (x1, x2, ..., xn) is the decision vector, x ∈ Rn, Rn is the decision
space, ai,j is the ith visiting city by salesman j, m is the number of objective functions, ω1 and
ω2 are the weights to balance between total cost and highest cost (ω1 +ω2 = 1.0), TC is the total
travelling cost of all salesmen, MC is the highest travelling cost of any single salesman, IC is
the individual travelling cost, Ω is the number of salesmen, nj is the number of cities traveled by
salesman j, Dk(ai,j , ai+1,j) is the travelling cost (for the kth objective function) between cities
at locations i and i + 1 for salesman j. In a chromosome, two conditions should be met, which
are all the cities must be visited exactly once and each salesman must be assigned at least one
city in his travelling route.
7.4 A Hybrid REDA with Decomposition
The proposed algorithm, named as hybrid REDA (hREDA), consists of four main mechanisms.
They are chromosome representation, decomposition, modelling, and local search. The hREDA
is developed in the decomposition-based framework of multi-objective suggested in [74].
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7.4.1 Solution Representation
In the implementation stage, one-chromosome representation [206] is utilized to represent the
order of the cities to be traveled by Ω salesmen. This scheme introduces Ω − 1 pseudo cities
(integer values <0) to the chromosome. These pseudo cities represent the same initial city where
all the salesmen will start their routes. Therefore, each chromosome may consist of n + Ω − 1
genes. An example of the chromosome representation with nine cities and three salesmen is il-
lustrated in Figure 7.2. The sequence of travel is as follows. The first salesman starts from the
initial city 0 then visits cities 2, 5, and 7 in that order. The second salesman again starts from the
initial city (city indicated by -1) then visits cities 1 and 8 in that order. The last salesman starts
from the initial city (city indicated by -2) then visits cities 6, 4, and 3 in that order.
 0 2 5 7 -1 1 8 -2 6 4 3
Figure 7.2: One-chromosome representation
7.4.2 Algorithmic Framework
In the decomposition-based framework, the fitness assigned to each solution can be based on any
classical aggregation approaches. In this chapter, the Tchebycheff approach is used and hREDA
is described according to this approach. A set of evenly distributed weight vectors λ1, ...,λT
and the reference point z∗ are generated, where T is the number of subproblems. The algorithm
decomposes the population into T scalar optimization subproblems according to the Tchebycheff
formulation and the fitness value of the jth subproblem is defined as the following equation:
gt(x|λj , z∗) = max
1≤x≤m
{
λji |fi(x)− z∗i |
}
(7.1)
The pseudo-code of hREDA is presented in Figure 7.3. In Step 1, theQ neighbours (denoted
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Inputs: 
• Computing budget or stopping criterion 
• Population size or number of subproblems,  
• A set of uniformly distributed weight vectors used in decomposition,    
• Number of neighbors of each weight vector,  
• Number of traveling salesmen,  
• Number of local neighbors in local search,  
• Number of cities,  
Output: 
• A set of solutions generated by the optimizer in both decision and objective space 
Step 1: Initialization: 
a) Compute the Euclidean distance between all the weight vectors and then group the 
closest weight vectors 	  


    

   	
 , to each weight vector.   is the 
number of subproblems which is identical to the population size  
b) Randomly generate the initial population      in integer number from	    	
. 
No integer number is repeated. Set    
c) Initialize   


   


 by setting  according to the minimum objective value of the 
initial population 
Step 2: Reproduction based on REDA: 
a) Decode the integer-number representation of the cities into the binary-number
representation. Train the network. Encode the binary-number representation of citiesinto 
integer-number representation. Construct the probabilistic model 

 by computing the 
marginal probability of each city 

    





  to generate  children solutions 
c) Improvement: Apply specific heuristic approach to repair the chromosomes to ensure that 
the conditions of routing are satisfied. Penalize the solution if any salesman is not assigned 
any city by multiplying the objective value with a constant ,  	     
Step 3: Update solution: 
For   	 , do 















b) Update of neighboring solutions: For   , if        , then 
set     and    
End do 
Step 4: Local search: 
a) Perform local search if local search is activated. Next, apply Step 3 to update the created 
children solutions.  
Step 5: Stopping criterion: If stopping criterion is met, then stop. Else, go to Step 2 
Figure 7.3: Pseudo-code of hREDA
as B(i) = {i1, ..., iQ}) that are nearest, in terms of Euclidean distance, to each weight vector are
determined. Then, initial chromosomes in the form as indicated in Figure 7.2 are randomly
generated. Objective values f1(x), ..., fN (x), N is the population size, are calculated based
on the formulation in Section 7.3, and the reference point z∗ is set to the minimum objective
value of the initial population. It is to be noted that N = T is implemented in this chapter as
suggested in [74, 76]. This mean that each subproblem is represented by a single solution in the
population. In Step 2, the integer-number representation of the cities are decoded into the binary-
number representation. An RBM is trained using the CD training mechanism [119] in order to
obtain the trained weights, biases, and hidden states of the network. After training, an encoding
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scheme is performed to obtain the probability of the cities in each position of the chromosome.
The procedures of decoding, training, and encoding are identical to the procedures discussed in
Section 6.3.3. The probability of the cities is then computed by calculating the probability of
existence of each city in each permutation location in the chromosome. In the model, a P × P
probabilistic matrix pg(xi), where P = n+ Ω− 1, is constructed as follows:
pg(x) =





pg(x1 = cP ) . . . pg(xP = cP )
 (7.2)
pg(xi = cj) =
∑N








where pg(xi) is the probability distribution of the cities at generation g, pg(xi = cj) is the
probability of city j to be located at the ith position of the chromosome, cj is the city j (c1 =
1− Ω, ..., cP = n− 1) and Zi is the normalizing constant as indicated in equation 6.8.




c1 if random (0, 1) ≤ pg (xj = c1)
c2 if pg(xj = c1) < random (0, 1) ≤
∑2




i=1 pg(xj = ci) < random(0, 1) ≤
∑P
i=1 pg(xj = ci)
(7.4)
where yj is a newly generated city at jth position of a chromosome, and random (0,1) is a
randomly generated value between [0, 1].
Since the sampling is carried out marginally, the existing cities in a chromosome are not
taken into consideration by the sampling mechanism. Therefore, some cities may appear more
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than once while some cities may not even be included in a chromosome. The chromosome
is repaired according to the heuristic approach proposed in the previous chapter to ensure that
there is no repetition of any cities. In this approach, those repeated and unallocated cities are
determined. The unallocated city is inserted to the location of the repeated city if the unallocated
city has the smallest travelling cost (e.g. distance, times, charge, risk, etc) to the adjacent cities
in the location of the repeated city. For example, let assumes that a salesman is instructed to visit
5 cities in an order of 1, 3, 2, 3, 5. In this case, city 3 is repeated while city 4 is not included in
the order. The travelling costs of visiting cities in an order of 1, 4, 2 and 2, 4, 5 are calculated. If
it is in the condition that the travelling cost of visiting cities in the order of 1, 4, 2 is smaller than
the cost of visiting cities in the order of 2, 4, 5, then the former order is applied. Thus, the final
sequence of travel is 1, 4, 2, 3, 5.
In the event that some salesmen are not being assigned any cities in their routes, there will
be a penalty added to the objective values of the solutions by multiplying the original values
with a constant value ϑ. This is done to weaken the solutions since the workloads assigned to
some of the salesmen in those solutions are unevenly distributed. In the implementation stage,
ϑ = 10 is applied. Step 3 updates z∗ followed by FV . For z∗, it is the reference point used
in the Tchebycheff approach and is updated by taking the minimum value of the objective func-
tions. It is emphasized that Step 3b is one of the important features in the decomposition-based
framework whereby the fitness of the solutions are assigned according to equation (7.1). All so-
lutions sampled from the probabilistic model will also be updated one by one to all neighbouring
solutions, and the superior solutions will replace the inferior ones.
Local search is performed if it is activated and it is applied every generation thereafter.
The same procedure is carried out until the stopping criterion is met. The pseudo-code of the
EGS is presented in Figure 7.1. However, some modifications are required to adapt the EGS
for the permutation-based problem. Firstly, each subproblem that undergoes local search will be
perturbed to generate L local neighbours, which are created by simply swapping two genes in a
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chromosome. For each local solution, Step 3 is carried out to update the z∗ and FV . The fitness
of the solutions are aggregated according to the weighted sum approach by using the available
λ1, ...,λS values. This is different from the previous implementation [138, 217, 218] where the
weights are randomly generated. The global gradient direction is estimated according to Step 5
of Figure 7.1. In Step 6 of Figure 7.1, we have xj as a vector of floating values. However, in
MmTSP, xj is the vector of cities which may not be suitable for creating an offspring. As such,
the average cost between the local neighbours to the original chromosome is calculated and then
assigned to xj . Following which, g is updated. However, g is a vector of floating values and
it cannot be used to represent a vector of cities. Thus, we have to determine the candidate city
to be the one that has the closest g cost value to the original city. For example, let g1 = 100,
city 1 as the original city, and cities 2 and 3 as other cities that will be visited. If the travelling
cost between cities 1 and 2 is 200 and the travelling cost between cities 1 and 3 is 150, then city
3 is the candidate city because the travelling cost is closer to g value or specifically g1 value.
The mutation step size is updated according to Step 7 of Figure 7.1, and the gradient solution
is updated to the population according to Step 3 of Figure 7.3. A shared mutation step size σt
is used to generate the gradient offspring and is adaptively tuned based on the quality of the
estimated gradient. σ = 1.8 is used as suggested in the previous work [138, 217, 218].
The diversity of the solutions is maintained through the preselected weight vectors. The idea
is similar to that in classical aggregation algorithms whereby multiple weight settings are used
to produce an estimated optimal solution for each weight setting. However, the decomposition
MOEA maintains a set of solutions in each simulation run rather than carrying out multiple
runs as seen in classical aggregation approaches. Even though there is no obvious elitism being
applied, it is implicitly presented in Step 3b of Figure 7.3, where Q nearest neighbours (parents)
are updated by comparing their fitness values with those of the offspring.
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7.5 Implementation
Table 7.1: Parameter settings for experiments
Parameter Setting
Population size, N Number of cities, n
Number of subproblems, T N
Number of cities, n 100, 300, 500
Number of salesmen, Ω 2, 5, 10 for 100 cities; 2, 5, 10, 30 for 300 cities; 2, 5,
10, 20, 50 for 500 cities
Number of objective functions, m 2 and 5
Number of local neighbours, L 10
Computing budget in fitness evaluations 200,000 for 100 cities; 600,000 for 300 cities;
1,000,000 for 500 cities
Crossover and mutation rate in NSGA-II and MOEA/D 0.8 and 0.005
Initial step size (σ0) and ε in EGS 300 and 1.8
Local search activation (in terms of fitness evaluations) After 100,000 for 100 cities; 300,000 for 300 cities;
500,000 for 500 cities
Number of hidden units and training epochs 10 and 2
All the algorithms in this study were implemented in C++. The experimental settings are
shown in Table 7.1. MmTSP with two and five objectives are studied. A n × n cost matrix is
randomly generated for each objective in the range of [0, 1000] [9,192]. For experimental studies,
the results are compared based on the performance metrics of inverted generational distance
(IGD) [201] and Pareto front. A smaller IGD value implies better proximity and spread. Since
the optimal solution set to the problem is unknown, the estimated optimal front is formed using
the non-dominated solutions found from all the algorithms and all simulation runs.
Five algorithms are put to comparison. hREDA is the proposed hybrid algorithm. REDA/D
is a pure decomposition-based REDA which is directly modified from the previously developed
domination-based REDA. MOEA/D is a pure decomposition-based GA proposed in [74] and
used in [192]. UMGA is a synthesizing algorithm between EDA and NSGA-II proposed in the
previous chapter. Lastly, NSGA-II is one of the most popular MOEAs based on the concept of
domination proposed in [32] and used in the previous chapter. The results presented have been
averaged over 10 independent runs with different random number seeds. The test instances con-
sist of 24 MmTSP with different number of objective functions (m), salesmen (Ω), and problem
size (n). The problem is denoted in the form of m2Ω5n100, which refers to an MmTSP with two
objective functions, five salesmen, and 100 cities.
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7.6 Results and Discussions
7.6.1 Effects of Weight Setting on Optimization Performance
The formulation of the MmTSP in this chapter takes into account the weighted sum of total
travelling cost of all salesmen and the highest travelling cost of any single salesman. The weight
setting is dependent on the preference of the manager whether he wants to achieve the lowest total
traveling cost of all salesmen or he wants to achieve the balancing of workload of all salesmen. If
the aim is to obtain the lowest total travelling cost, the weights will be set to ω1 = 1.0, ω2 = 0.0.
On the other hand, if the final aim is to balance the workload of all salesmen, the weights will
then be set to ω1 = 0.0, ω2 = 1.0. However, if the aim is to achieve tradeoff between the two
aims, then different weight settings should be employed.










        Total Cost m210n100 
(a)










        Highest Cost 210n100 
(b)
Figure 7.4: IGD metric for (a) total travelling cost of all salesmen and (b) highest travelling cost of any
single salesman under various weight settings for the MmTSP with two objective functions, 10 salesmen,
and 100 cities (m2Ω10n100)
Table 7.2: Indices of different weight settings
Index 0 1 2 3 4 5 6 7 8 9 10
ω1 1.0 0.9 0.8 0.7 0.6 0.5 0.4 0.3 0.2 0.1 0.0
ω2 0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
Simulations were carried out to study the performance of hREDA under various weight
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settings. Figure 7.4 shows the IGD metric for (a) total travelling cost of all salesmen and (b)
highest travelling cost of any single salesman under various weight settings for the MmTSP with
two objective functions, 10 salesmen and 100 cities (m2Ω10n100). The indices of the weight
settings are illustrated in Table 7.2. From Figure 7.4(a), it is observed that the algorithm is able
to produce solutions with minimum total travelling cost of all salesmen under the weight setting
of ω1 = 1.0, ω2 = 0.0. This is expected since the weight setting deems solutions with smaller
total travelling cost as superior. However, Figure 7.4(b) shows that the weight setting causes
imbalance workload for the salesmen. On the other hand, if the focus is to minimize the highest
travelling cost of any single salesmen (index 10), it is then observed that the highest cost is far
smaller than that of index 0, but this leads to the solutions having the highest total travelling cost.
This observation suggests that there is a tradeoff between both aims. Striking a balance between
both aims can be achieved by setting the weights to intermediate values, which will lead to the
ability to produce routes with smaller total cost of all salesmen and highest cost of any single
salesman. For the rest of the experimental studies, the weight setting ω1 = 0.5, ω2 = 0.5 is used.
7.6.2 Results for Two Objective Functions
Simulations were carried out to study the performance of the five algorithms applied on the
MmTSP with different number of objective functions, salesmen, and cities. Figure 7.5 shows the
evolved Pareto front of total travelling cost generated by the algorithms applied to the MmTSP
with two objective functions, two salesmen, and 100 cities. It is observed that hREDA is able
to produce a set of diverse solutions but it is slightly inferior in terms of proximity to the other
algorithms. In general, hREDA has better convergence, in terms of IGD measurement, com-
pared to other algorithms in the comparison as indicated in Figure 7.6(a). The indices of the
IGD box-plot is shown in Table 7.3. REDA/D shows the worst performance even through its
proximity is slightly better than or comparable to the other algorithms. This is due to the poor so-
lution diversity. The domination-based algorithms (UMGA and NSGA-II) seems to outperform
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dcomposition-based algorithms (REDA/D and MOEA/D) except hREDA. In terms of conver-
gence speed (Figure 7.6(b)), all algorithms have a similar convergence speed at the early stages
of evolution except UMGA. The convergence speed of REDA/D slowed down and outperformed
by MOEA/D and NSGA-II thereafter. The poor diversity preservation in REDA/D caused the
algorithm fail to further explore and exploit the promising search regions. When hybridization
is carried, the diversity of REDA/D is enhanced by allowing exploitation of more neighbouring
solutions. This hybridization rapidly improves the optimization performance in terms of IGD
measurement. Thus, hREDA has the best performance in the later stages of evolution.


























Figure 7.5: Evolved Pareto front of total travelling cost generated by the various algorithms applied to the
MmTSP with two objective functions, two salesmen, and 100 cities
Table 7.3: Indices of the IGD box-plot
Index 0 1 2 3 4
Algorithm hREDA REDA/D MOEA/D UMGA NSGA-II
The Pareto front for the MmTSP with 20 salesmen and 500 cities are shown in Figure
7.7. From the figure, it is observed that the decomposition-based algorithms (hREDA, REDA/D,
and MOEA/D) achieve better Pareto front than the domination-based algorithms (UMGA and
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Figure 7.6: IGD and the convergence curve of total travelling cost generated by the various algorithms
applied to the MmTSP with two objective functions, two salesmen, and 100 cities


























Figure 7.7: Evolved Pareto front of total travelling cost generated by the various algorithms applied to the
MmTSP with two objective functions, 20 salesmen, and 500 cities
NSGA-II). For the decomposition-based algorithms, hREDA generates a better set of diverse
solutions than REDA/D. However, the solutions generated by REDA/D have a better proximity
than hREDA. In terms of IGD measurement as indicated in Figure 7.8(a), it is clear that hREDA
has a better performance than REDA/D. This is because hREDA has a set of diverse solutions
which is much better than REDA/D while REDA/D only slightly outperform hREDA in terms
of proximity. Even through REDA/D has a poor solution diversity, its IGD value is better than
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Figure 7.8: IGD and the convergence curve of total travelling cost generated by the various algorithms
applied to the MmTSP with two objective functions, 20 salesmen, and 500 cities
MOEA/D, UMGA, and NAGA-II, in which those algorithms has better solution diversity. This
is because the proximity of REDA/D is much better than MOEA/D, UMGA, and NSGA-II.
For convergence speed indicated in Figure 7.8(b), similar observation as the previous two test
instances can be made. From this observation, it can be concluded that the decomposition-based
algorithms scale well with the increase in the number of decision variables compared to the
algorithms using the concept of domination. REDA/D uses global distribution of the parent
solutions to guide the search process and is shown to have good proximity results, but poor
solution diversity. Introducing local information into the evolutionary process, which helps the
algorithm to further explore and exploit the search space, rectifies this limitation of REDA/D.
Table 7.4: IGD metric for total travelling cost for all salesmen of solutions obtained by various algorithms
for the MmTSP with two objective functions, Ω salesmen, and n cities
Test Instance hREDA REDA/D MOEA/D UMGA NSGA-II
m2Ω2n100 3607±793 10795±469 7349±952 5689±738 5881±651
m2Ω5n100 4964±1041 11253±785 8180±675 7376±776 6581±656
m2Ω10n100 8741±627 12332±501 8818±746 9428±840 8288±671
m2Ω2n300 5779±757 28319±648 26565±1093 24324±1474 25337±1455
m2Ω5n300 8010±1805 28898±805 27709±1125 26189±1480 27109±2244
m2Ω10n300 17509±4213 29828±1703 27667±761 32132±1523 27582±1757
m2Ω30n300 31149±1823 35198±1035 32554±1534 42952±1292 38103±2314
m2Ω2n500 8358±2812 57196±685 59346±1135 54436±2261 56002±1929
m2Ω5n500 12114±2319 58022±869 58811±1942 54424±1424 57047±2008
m2Ω10n500 33680±13163 58910±746 59622±1760 61855±24274 57599±1609
m2Ω20n500 52195±1928 59336±648 61076±1575 66323±2159 62250±1021
m2Ω50n500 58870±2753 65826±1456 69039±1610 82341±2635 77062±1298
For ease of visualization, the optimization results (mean ± standard deviation) for the dif-
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ferent problem settings are presented in table form. In each table, the best result, in term of mean
value, for each problem setting is highlighted in bold. Table 7.4 presents the total travelling cost
for all salesmen of solutions generated by the algorithms for the MmTSP with two objective
functions, Ω salesmen and n cities. The results show that hREDA generate the best solutions in
most of the settings. This is caused by the usage of gradient information for local exploitation,
which enhances the ability of the algorithm to search for more diverse solutions. From the table,
it is also observed that the total travelling cost increases with the increase in the number of sales-
men. This is because when more salesmen are involved, the task gets more difficult since the
algorithms need to determine the route for each salesman while maintaining the minimum total
travelling cost at the same time. Since all salesmen need to return to the home city and the final
assigned city could be far from the depot, additional travelling cost may be incurred. For hREDA,
the gradient information weakens with the increase in the number of salesmen, resulting in the
algorithm not being able to exploit the information as effectively. However, its performance is
still the best compared to the other four algorithms.
7.6.3 Results for Five Objective Functions
In order to understand the pairwise interactions among the five objective functions, 10 interac-
tion fronts for three of the algorithms (hREDA, REDA/D, and MOEA/D) for the MmTSP with
10 salesmen and 300 cities are plotted in Figure 7.9. It is observed that hREDA has clearer in-
teraction pattern than REDA/D and MOEA/D. Furthermore, hREDA has better proximity and
spread in all the objective functions. Comparing the proximity of REDA/D and MOEA/D, it can
be seen that they have similar performance in F1-F3, F2-F4, and F3-F4 interactions, REDA/D
is inferior to MOEA/D in F1-F2 interaction, and REDA/D is superior to MOEA/D in the other
remaining interactions. The corresponding IGD value and convergence trace are presented in
Figure 7.10.
Table 7.5 shows the IGD metric for the total travelling cost of all salesmen of solutions
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Figure 7.9: Evolved Pareto front of total travelling cost generated by the various algorithms applied to the
MmTSP with five objective functions, 10 salesmen, and 300 cities
obtained by the algorithms for the MmTSP with five objective functions, different number of
salesmen and cities. Generally, the performances of algorithms using the decomposition-based
framework (hREDA, REDA/D, and MOEA/D) are superior to those of the algorithms based
on the concept of domination (UMGA and NSGA-II) in most of the problem settings. The
superiority of the decomposition-based algorithms is attributed to the aggregation principle used
for fitness assignment. The tournament could be carried out by simply comparing the aggregated
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Figure 7.10: IGD and the convergence curve of total travelling cost generated by the various algorithms
applied to the MmTSP with five objective functions, 10 salesmen, and 300 cities
Table 7.5: IGD metric for total travelling cost for all salesmen of solutions obtained by various algorithms
for the MmTSP with five objective functions, Ω salesmen, and n cities
Test Instance hREDA REDA/D MOEA/D UMGA NSGA-II
m5Ω2n100 8306±689 14045±885 8801±238 14170±549 13939±821
m5Ω5n100 10007±1180 13824±630 10623±677 17370±800 17364±861
m5Ω10n100 12987±950 15075±424 14098±900 23298±1347 23027±1118
m5Ω2n300 16279±2203 44048±1124 45971±1574 55795±2397 54134±1532
m5Ω5n300 21666±3350 44013±7616 46255±2229 56964±3343 56959±3782
m5Ω10n300 29192±1492 43987±1361 51566±1985 61475±4005 50017±2703
m5Ω30n300 46069±1989 52505±1111 73765±4077 95708±2438 93817±3599
m5Ω2n500 24134±2105 62362±785 95107±448 95930±2845 93413±3099
m5Ω5n500 23939±5273 62041±1812 96631±4331 95532±3843 94692±3449
m5Ω10n500 37310±1217 62770±1024 102910±2816 102940±3760 97700±4709
m5Ω20n500 42030±2803 63930±1404 108060±1912 107810±3999 100330±6145
m5Ω50n500 69190±3972 79290±2941 147620±4644 145400±4995 143650±5158
fitness values of solutions. Solutions with higher fitness values will always be selected to survive
and reproduce. On the other hand, the concept of domination (NSGA-II and UMGA) requires
that fitness be assigned to each solution based on their rank of domination. In many-objective
problems, most of the solutions are non-dominated and are given lower ranks. This may prevent
the tournament process from selecting promising solutions to survive.
7.7 Summary
This chapter proposed a hybrid EDA based on RBM for solving the MmTSP. The objective
function of the MmTSP has been designed in the form of weighted sum of the total travelling
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cost of all salesmen and the highest travelling cost of any single salesman. The proposed hy-
brid algorithm took into account the global information of the probability distribution of the
cities and the local information in terms of trajectory of movements to perform the search. Fur-
thermore, the utilization of the decomposition-based framework of multi-objective optimization
succeeded in generating a set of promising tradeoff solutions in most of the instances of the
MmTSP. This chapter also showed that the decomposition-based algorithms scale well in both
the decision space and objective space. Comparative studies were carried out between the pro-
posed algorithms and four state-of-the-art MOEAs, and the results indicated that REDA/D was







Under the framework of evolutionary paradigms, many variations of evolutionary algorithms
have been designed. Each of the algorithms performs well in certain cases and none of them are
dominating one another. This study is based on the idea of synthesizing different evolutionary
algorithms so as to complement the limitations of each algorithm. On top of this idea, this chapter
proposes an adaptive mechanism that synthesizes a genetic algorithm, differential evolution, and
estimation of distribution algorithm. The adaptive mechanism takes into account the ratio of the
number of promising solutions generated by each optimizer in an early stage of evolutions so as
to determine the proportion of the number of solutions to be produced by each optimizer in the
next generation. Furthermore, the adaptive algorithm is also hybridized with the evolutionary
gradient search to further enhance its search ability. The proposed hybrid adaptive algorithm
is developed in the domination-based and decomposition-based frameworks of multi-objective
optimization. An extensive experimental study is carried out to test the performances of the
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proposed algorithms in 38 state-of-the-art benchmark test instances.
8.1 Background
In order to effectively solve an MOP, at least two issues need to be taken into consideration.
The first issue is what algorithms are used to explore the search space and the second issue is
what frameworks are used to find or maintain the multiple tradeoff Pareto optimal solutions. In
the algorithmic issue, many multi-objective evolutionary algorithms (MOEAs) have been de-
signed to solve MOPs. For example, MOEAs that use genetic algorithms (GAs) as the search
technique are non-dominated sorting genetic algorithm II (NSGA-II) [32] and MOEA with de-
composition (MOEA/D) [74], among others. MOEAs that use differential evolution (DE) as
the search technique are Pareto differential evolution (PDE) [220], generalized differential evo-
lution3 (GDE3) [221], and MOEA/D with DE [75], among others. Next, MOEAs that use es-
timation of distribution algorithms (EDAs) as the search approach are as described in Chapter
2. Each of the above-mentioned algorithms is efficient in solving certain MOPs and has their
own strengths and weaknesses. Furthermore, no evidence indicates that one of the EAs is supe-
rior to the others. Thus, it is possible that the synthesis among the EAs can complement their
weaknesses while maintaining their strengths.
In the framework’s issue, at least three frameworks have been proposed to solve MOPs.
They are the preference-based, domination-based, and decomposition-based frameworks. These
frameworks have been briefly introduced in Section 1.1.4 and further discussed in Section 2.1. In
the literature, many attempts have been devoted to studying the optimization performances of the
algorithms in the domination-based and decomposition-based frameworks. However, the studies
that aim to compare the optimization performances of both frameworks are considerably lacking.
This chapter has three main aims. First, a GA, DE, and EDA are synthesized in an adaptive
manner. The adaptive feature takes into account the ratio of the number of promising solutions
generated from each optimizer in an early stage of evolutions so as to determine the proportion
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of the number of solutions to be produced by each optimizer in the next generation. The adaptive
algorithm is also hybridized with a local search based on the evolutionary gradient search (EGS).
Second, the hybrid adaptive algorithm is developed in the domination-based and decomposition-
based frameworks of multi-objective optimization; thus, two hybrid adaptive algorithms are de-
signed. Third, the optimization performance of the proposed algorithms is extensively studied in
38 state-of-the-art benchmark test instances which cover a wide range of characteristics such as
deceptive, multimodality, different shapes of Pareto front, different number of decision variables,
and different number of objective functions.
The rest of the chapter is organized as follows. Section 8.2 provides a literature review to
the hybrid MOEAs. Section 8.3 presents the proposed algorithms in both the domination-based
and decomposition-based frameworks of multi-objective optimization. Problem description and
implementation of the simulations are given in Section 8.4. Simulation results are presented in
Section 8.5. Finally, last section draws summary of this chapter.
8.2 Existing Studies
A hybrid algorithms is the combination between two algorithms in order to solve a problem.
When a global search algorithm is hybridized with a local search algorithm, it is commonly
known as memetic algorithm. Over the past decade, many hybrid algorithms have been devised.
The two main issues in designing a hybrid algorithms are what algorithms to be combined and
how to combine them.
The most common way to implement a local search in multi-objective optimization is to
aggregate the multiple objective functions into a single-objective function using weighted sum
methods. A common local search algorithm for single-objective optimization can then be directly
implemented [18].
In [71], the authors introduced a multi-objective genetic local search algorithm (MOGLS).
In MOGLS, the multiple objectives of an MOP is aggregated using a weighted sum approach.
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The aggregated function of an offspring is used in performing the local search. In performing
each local search, a vector of weights is randomly generated. Another attempt to use weighted
sum approaches in performing local search for solving MOPs was suggested by Deb et al. [222].
The weighted sum approach is introduced to NSGA-II, in which the weight vector is determined
based on each individual. The weight vector can also be determine by using simulated annealing
as described in [223].
In [224], the authors proposed a memetic algorithm for Pareto archived evolution strategy
algorithm (M-PAES). The evolution strategy is acted as a local search strategy while a population
of candidate solutions is stored and recombination of the archived solutions (global search) is
implemented.
In [138], Goh et al. developed a multi-objective evolutionary gradient search algorithm.
The population-based approach of evolutionary computation is adapted into the evolutionary
gradient search (EGS), such that the EGS can perform multi-directional search in the search
space. Several approaches were used to derive the gradient information of multiple objectives of
an MOP, such as a weighted sum approach with random weight vector [225], a goal programming
technique [226], and a hypervolume indicator-based approach [227].
8.3 Proposed Hybrid Adaptive Mechanism
The fundamental idea of the proposed hybrid adaptive algorithms in this chapter is based on the
assumption that combining the different EAs may complement the limitations of each optimizer
while maintaining their strengths. On top of this idea, an adaptive feature, which determines
the proportion of the number of solutions to be produced by each EA in a generation, is pro-
posed. The adaptive feature is constructed in the domination-based and decomposition-based
frameworks of multi-objective optimization. The constructed algorithms (global search) are then
hybridized with the EGS, a local search, in order to enhance its exploitation ability. The hybrid
adaptive algorithms are named as hybrid non-dominated evolutionary algorithm (hNSEA) and
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hybrid MOEA/D (hMOEA/D).
%%Given a set of selected solutions that are stored in an archive () 





 where    ,  is the number of EAs that are involved in the adaptive 
process 
2.  Calculate the adaptive proportion rate, denoted as 
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, for each EA 
3.  Check for the lower bound (	
) of the adaptive proportion rate 
 














4.  Normalize the adaptive proportion rate so that the sum of the adaptive proportion 
rates is equal to 1.0 
 














Figure 8.1: Pseudo-code of the adaptive mechanism
The operations of the adaptive feature are as follows. Initially, each EA is given an equal
chance to produce the initial solutions. After the reproduction processes, a number of promising
solutions are selected and stored in an archive. Then, the proportion of the number of solutions
to be generated by each optimizer in the next generation is calculated according to the proposed
adaptive mechanism as illustrated in Figure 8.1. Let ψ as the solutions in an archive. First,
calculate the number of solutions in ψ that are generated by each EA, denoted as DEAig , where
i ∈ {1, ...,M},M is the number of EAs that are involved in the adaptive process. In this chapter,
three EAs are considered, including a GA, DE, and EDA. Thus, the number of solutions in ψ that















g−1 + × PrEAig (8.1)
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where ArEAig is the adaptive proportion rate at generation g for i
th EA,  is the learning rate,
PrEAig is the current proportion rate, and N is the archive size or the number of solutions in an
archive. A learning rate ( < 0) is incorporated to the updating rule in equation (8.1) in order to
moderate the influences of the proportion of the number of selected solutions in generation g to
the whole evolutionary process. This is because the optimizers that are able to generate a more
number of promising solutions in the current generation may not be the superior optimizers in
the next generation. Next, the adaptive proportion rate is set to a lower bound (lbound) value if it
is lower than the lbound as indicated in Step 3 of Figure 8.1. This is necessary since an optimizer
may dominate other EAs and finally the adaptive proportion rate of this optimizer will become
1.0 while the adaptive proportion rate of other EAs will become 0.0. When this happens, all child
solutions will only be generated by this optimizer till the end of the evolutionary process. Thus,
it is necessary to set a lower bound to the adaptive proportion rate to guarantee that the problem
would not exist. Since the summation of all the adaptive proportion rates should be equal to 1.0,
the final adaptive proportion rates should be normalized especially when Step 3 is applied (Step
4). Afterward, a typical evolutionary process is continued.
The overall proposed hybrid evolutionary algorithm with non-dominated sorting approach
(hNSEA) is presented in Figure 8.2. The algorithm starts with a random initialization of an ini-
tial population. All of the solutions in the population are evaluated to obtain their corresponding
objective values. Next, all solutions are ranked according to the level of domination. For the
solutions in the same rank, crowding distance is calculated. Then, select N promising solutions
by using the binary tournament selection operator. Subsequently, the adaptive proportion rate for
each EA is calculated as presented in Figure 8.1. In the reproduction stage, if GA is activated,
the SBX and polynomial mutation are used to create an offspring. If DE is activated, the DE op-
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Begin 
1. Initialization: At generation    , randomly generate   solutions to be the 
initial population,    
2. Evaluation: Evaluate each solution in the population 
Do While (“Stopping criterion is not satisfied”) 
3. Fitness assignment: Apply the Pareto ranking and crowding distance over the 
population. Each solution consists of two values which represent its fitness, one is 
the rank of the domination and another is the level of crowded 
4. Selection: Select  solutions using the binary tournament selection operator 
5. Adaptive: Calculate the adaptive proportion rate for each EA  






to represent the distribution of 
the solutions (required by REDA) 
For 	  
 
Generate a random value between 0 and 1 () 




 Generate an offspring using the SBX and polynomial mutation operators 











 Generate an offspring using the DE and polynomial mutation operators 
Else 








7. Evaluation: Calculate the objective values of all children solutions 
8. Archiving: Store the parents and children solutions in an archive. Perform the 
Pareto ranking and crowding distance over the solutions in the archive 
9. Elitism: Select   solutions with the lowest Pareto rank or highest crowding 
distance from the archive to form the new population 
10. Local Search: Generate a random value between 0 and 1 () 
If     
For 	  
 
Generate another random value between 0 and 1 () 
        (Percentage of solutions undergoing local search) 
Perform EGS to generate an offspring 
End For 




Figure 8.2: Pseudo-code of the hybrid adaptive non-dominated sorting evolutionary algorithm (hNSEA)
erator and polynomial mutation are used to generate an offspring. Similarly, if EDA is activated,
then an offspring is sampled from the constructed probabilistic model. After producing N child
solutions, evaluation is performed to calculate their objective values. All of the parent and child
solutions are stored in an archive. Elitism is performed to select N solutions with the lowest
Pareto rank or highest crowding distance from the archive to form the new population. Next, the
EGS is performed if it is activated. The description of the EGS can be referred to Section 7.2.2.
The activation criterion is govern by a local search rate (LS). If a randomly generated number
is smaller than LS, then local search is activated. In each activation, K% of the solutions in a
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population is selected to generate neighbouring solutions using the EGS. All of the solutions gen-
erated from the EGS will also undergo archiving and elitism before forming a new population.
A generation is terminated here. The evolutionary processes are continued until the maximum
number of fitness evaluations is reached.
Begin 
1. Initialization 
a) Generate a set of uniformly distributed weight vectors (   ) 
b) Calculate the Euclidean distance among the weight vectors. Determine the Q 
neighboring solutions (  

   

   ) for each weight vectors 
according to the shortest Euclidean distance 




d) Initialize reference point of the Tchebycheff approach () by setting the value 
of  to be the lowest objective values of the solutions 
Do while (“Stopping criterion is not satisfied”) 






 to represent the 
distribution of the solutions (required by REDA) 
For    
2. Reproduction: Generate a random value between 0 and 1 () 




Randomly select two solutions from , and then generate an offspring 
using the SBX and polynomial mutation operators 










Randomly select three solutions from 	
, and then generate an offspring 
using the DE and polynomial mutation operators 
Else 







 which only considers the 
neighboring solutions 
Generate an offspring: Generate a random value between 0 and 1() 
For    (number of decision variables) 
















3. Evaluation: Evaluate the generated offspring () to obtain the corresponding 
objective values, 	
  
















5. Fitness assignment: Assign fitness to each solution (	
 ) using Tchebycheff 
method 
6. Update Solution: For   	
 , if 	
 	    	
 	 	   , then set 

	
  and 	  	
 
End For 
7. Local search: Perform the EGS if it is activated (similar to hNSEA). Then, 
apply Steps 4-6 to update the reference point and the neighboring solution s 
End Do 
End 
Figure 8.3: Pseudo-code of the hybrid MOEA/D (hMOEA/D)
The second proposed algorithm is the hybrid MOEA/D (hMOEA/D). hMOEA/D adapts the
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decomposition-based algorithm suggested by Li and Zhang [75] and its process flow is illustrated
in Figure 8.3. This study also uses Tchebycheff approach, as suggested by Li and Zhang [75], to
transform an MOP into T scalar optimization subproblems. It is to be noted that T = N , which
means that each subproblem is represented by a solution in the population. Initially, a set of
uniformly distributed weight vectors (λi, ...,λN ) are generated. The Euclidean distance between
the weight vectors are calculated. Based on the shortest Euclidean distance, each weight vector
is assigned Q neighbouring solutions (denoted as B(i) = {i1, ..., iQ}, i ∈ [1, N ]). Next, an
initial population is randomly generated. A reference point for the Tchebycheff approach (z∗)
is then initialized to be the lowest objective values of the solutions in the population. After
that, the iterative process of the evolution starts. In the reproduction stage, if GA is activated,
then two neighbouring solutions of solution i are randomly selected to undergo the SBX and
polynomial mutation operators. If DE is activated, p1 is set to be the solution i and then another
two neighbouring solutions of solution i are randomly selected. A child solution is generated by
the DE operator and polynomial mutation with a probability of pm. If EDA is activated, then a
random value between [0, 1] is generated in order to determine which probabilistic models are
used to sample an allele of the child solutions. The first probabilistic model is constructed from
all solutions in the population. The second probabilistic model is built from the neighbouring
solutions of solution i. After a child solution was created, the solution is evaluated to obtain its
objective values. Next, the reference point (z∗) is updated. A fitness value is assigned to this
solution using the Tchebycheff approach. Then, the neighbouring solutions are updated if the
child solution is fitter than the neighbouring solutions. Finally, the EGS is performed if it is
activated. The EGS is performed as discussed in Figure 8.2. A generation is completed here.
The iterative process continues until the maximum number of fitness evaluations is reached.
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Table 8.1: Parameter settings for experiments
Parameter Setting
Population size, N 100 for problems with two objective functions, 300
for problems with three objective functions, and 500
for problems with five objective functions
Stopping criterion (number of fitness evaluations) 500 ×N
Number of runs 10
Lower bound (lbound) in the adaptive feature 0.1
Learning rate () in the adaptive feature 0.1
Number of hidden units in REDA 5
Number of training epochs in REDA 2
Distribution index in the SBX and polynomial mutation (ϕ) 20
Mutation rate (pm) 1/(Number of variables)
DE and crossover rate of the SBX 0.9
Local search rate (LS) 0.5
Percentage of solutions to undergo local search (K) 10% of the population size
Number of local neighbour (L) in the EGS 4
Number of neighbouring solutions in the decomposition-based
algorithms (Q)
20
8.4 Problem Description and Implementation
In this chapter, eight algorithms were involved in the experimental studies. All of the algo-
rithms were implemented in C++. The algorithms are NSGA-II with SBX operator (NSGA-
II-SBX) [32], NSDE [92], MOEA/D with SBX operator (MOEA/D-SBX) [74], MOEA/D with
DE (MOEA/D-DE) [75], NSREDA (used in the previous few chapters) , MOEA/D with REDA
(MOEA/D-REDA), hNSEA, and hMOEA/D. The first four algorithms are the state-of-the-art
algorithms of multi-objective optimization. NSREDA is the algorithm proposed in Chapter
4. In this chapter, we also adapt the NSREDA into the decomposition-based framework of
multi-objective optimization(MOEA/D-REDA). hNSEA and hMOEA/D are the proposed hybrid
adaptive algorithms. Thirty-one test instances with two or three objective functions (ZDT prob-
lems [101], DTLZ problems [102], UF problems [103], and WFG problems [104]) plus seven
test instances with five objective functions (DTLZ problems) are used to test the optimization
performance of the proposed algorithms. The detail description of the test problems can refer
to Section 2.5. The performance metric of the inverted generational distance (IGD) is used to
evaluate the optimization performances of the algorithms. The detail of the parameter settings is
summarized in Table 8.1.
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8.5 Results and Discussions
8.5.1 Comparison Results
Tables 8.2-8.4 shows the optimization results in terms of IGD measurement generated from the
various algorithms. The parentheses next to the test problems refer to the number of decision
variables (n) and objective functions (m) of the test problems. The average IGD values over 10
simulation runs are tabulated. The numbers inside the parentheses next to the IGD values refer
to the ranking of the algorithms in a specific test instance. All rankings performed in this section,
as summarized in Table 8.5, are based on the scores inside the parentheses.
ZDT problems, which possess two objective functions and a scalable number of decision
variables, are a set of simple MOPs. Since all algorithms can easily solve the ZDT problems,
we set the number of decision variables 10 times greater than its original setting. Thus, the ZDT
problems have a large search space. The simulation results indicate that hNSEA has the best
performance, followed by hMOEA/D. However, both of the algorithms fail to converge to the
Pareto optimal front (PF) in ZDT4. This is because ZDT4 is an extremely multimodal problem
which consists of many local optima. The results also show that EDA is able to generate a set of
good results in ZDT problems, followed by GA and DE. In terms of the framework’s issue, the
domination-based algorithms generate better results than the decomposition-based algorithms.
The ranking of the algorithms in ZDT problems is hNSEA, hMOEA/D, NSREDA, MOEA/D-
REDA, NSGA-II-SBX, MOEA/D-SBX, MOEA/D-DE, and NSDE.
DTLZ problems consist of a scalable number of objective functions and decision variables.
DTLZ1 and DTLZ3 are highly multimodal test problems. Due to the difficulties of both prob-
lems, we set the number of decision variables to 12. For the other DTLZ problems that are
easier to solve, the number of decision variables is set to 120. The results indicate that, in DTLZ
problems with three objective functions, hNSEA has the best results in DTLZ5, DTLZ6, and
DTLZ7. The DTLZ5 and DTLZ6 have a degenerate PF, while DTLZ7 has a discontinuous PF.
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Table 8.2: Results in terms of IGD measurement for ZDT, DTLZ, UF, WFG1, and WFG2 test problems
Algorithm Test Instance (m,n)ZDT1(2,300) ZDT2(2,300) ZDT3(2,300) ZDT4(2,100)
NSGA-II-SBX 0.1979±0.0296(5) 0.3791±0.0564(5) 0.1585±0.0208(3) 25.320±2.0645(4)
MOEA/D-SBX 0.2997±0.0319(6) 0.4747±0.1405(6) 0.3141±0.0399(6) 29.053±3.6616(6)
NSDE 1.2686±0.1235(8) 2.5681±0.2241(8) 0.8484±0.1112(7) 27.687±6.2070(5)
MOEA/D-DE 1.0675±0.0353(7) 1.9065±0.1697(7) 0.9205±0.0442(8) 35.388±8.4534(7)
NSREDA 0.1497±0.0047(3) 0.2715±0.0084(3) 0.1696±0.0040(4) 18.217±1.5058(3)
MOEA/D-REDA 0.1895±0.0077(4) 0.3521±0.0189(4) 0.2016±0.0054(5) 16.253±1.9515(2)
hNSEA 0.0148±0.0039(1) 0.0161±0.0008(1) 0.0126±0.0005(1) 7.3030±4.4287(1)
hMOEA/D 0.0475±0.0062(2) 0.0683±0.0097(2) 0.0726±0.0088(2) 36.624±4.6961(8)
Algorithm ZDT6(2,100) DTLZ1(3,12) DTLZ2(3,120) DTLZ3(3,12)
NSGA-II-SBX 0.9203±0.0558(4) 0.0146±0.0004(1) 0.0458±0.0025(3) 0.0381±0.0025(3)
MOEA/D-SBX 0.6175±0.0391(2) 0.0173±0.0001(4) 0.0327±0.0007(2) 0.0329±0.0004(1)
NSDE 5.5331±0.2267(8) 1.2042±1.8231(6) 1.9567±0.2738(8) 4.0248±3.1192(3)
MOEA/D-DE 3.7106±0.2538(7) 0.1828±0.4989(5) 0.0659±0.0035(5) 0.0561±0.0591(5)
NSREDA 3.1699±0.0920(5) 11.006±1.8385(8) 0.3623±0.0638(7) 40.9702±7.9440(8)
MOEA/D-REDA 3.0413±0.0077(4) 8.4998±0.9996(7) 0.0776±0.0072(6) 28.875±7.5419(7)
hNSEA 0.0103±0.0170(1) 0.0169±0.0012(1) 0.0593±0.0020(4) 0.0456±0.0028(4)
hMOEA/D 0.6760±0.0381(3) 0.0172±0.0001(3) 0.0320±0.0008(1) 0.0331±0.0007(2)
Algorithm DTLZ4(3,120) DTLZ5(3,120) DTLZ6(3,120) DTLZ7(3,120)
NSGA-II-SBX 0.0567±0.0020(1) 0.0229±0.0008(2) 48.058±1.0496(6) 0.1008±0.0039(2)
MOEA/D-SBX 0.2183±0.1878(3) 0.0240±0.0001(4) 21.187±1.0420(4) 0.1742±0.0003(4)
NSDE 11.860±0.9960(7) 0.7055±0.1660(8) 57.367±3.6175(7) 3.0625±0.5678(8)
MOEA/D-DE 12.042±0.7354(8) 0.0274±0.0014(5) 3.1601±1.6770(3) 0.4761±0.0701(7)
NSREDA 1.6576±0.3273(6) 0.2927±0.0691(7) 71.850±4.3401(8) 0.4095±0.0254(6)
MOEA/D-REDA 1.0396±0.5263(5) 0.0377±0.0068(6) 0.0246±0.0001(2) 0.1679±0.0037(3)
hNSEA 0.2010±0.1280(2) 0.0225±0.0003(1) 0.0235±0.0003(1) 0.0974±0.0044(1)
hMOEA/D 0.2680±0.3012(4) 0.0239±0.0001(2) 27.410±4.8198(5) 0.1743±0.0006(5)
Algorithm UF1(2,30) UF2(2,30) UF3(2,30) UF4(2,30)
NSGA-II-SBX 0.1201±0.0244(6) 0.0479±0.0103(5) 0.2372±0.0404(5) 0.0538±0.0022(3)
MOEA/D-SBX 0.1258±0.0498(8) 0.0576±0.0297(6) 0.3094±0.0533(7) 0.0566±0.0047(4)
NSDE 0.0522±0.0128(3) 0.0450±0.0056(4) 0.1385±0.0318(3) 0.0730±0.0078(5)
MOEA/D-DE 0.0489±0.0290(2) 0.0342±0.0237(1) 0.0745±0.0378(1) 0.0824±0.0079(6)
NSREDA 0.1251±0.0395(7) 0.1023±0.0077(8) 0.3888±0.0766(8) 0.1347±0.0105(8)
MOEA/D-REDA 0.1181±0.0305(5) 0.0654±0.0075(7) 0.3088±0.0368(6) 0.0910±0.0073(7)
hNSEA 0.0549±0.0078(4) 0.0383±0.0042(2) 0.1292±0.0347(2) 0.0507±0.0030(1)
hMOEA/D 0.0396±0.0113(1) 0.0410±0.0217(3) 0.1812±0.0699(4) 0.0511±0.0030(2)
Algorithm UF5(2,30) UF6(2,30) UF7(2,30) UF8(3,30)
NSGA-II-SBX 0.3087±0.1100(1) 0.1462±0.0464(5) 0.1682±0.1338(5) 0.2203±0.0047(7)
MOEA/D-SBX 0.4436±0.1030(3) 0.1744±0.0549(8) 0.3222±0.1379(7) 0.1607±0.0379(4)
NSDE 0.8802±0.1721(8) 0.0442±0.0088(2) 0.0329±0.0090(4) 0.1478±0.0143(3)
MOEA/D-DE 0.6726±0.1360(7) 0.0466±0.0291(3) 0.0235±0.0063(2) 0.0937±0.0082(1)
NSREDA 0.5600±0.1262(6) 0.1719±0.0383(7) 0.3386±0.1624(8) 0.2971±0.0592(8)
MOEA/D-REDA 0.4930±0.1314(5) 0.1629±0.0666(6) 0.2988±0.1439(6) 0.1937±0.0123(5)
hNSEA 0.3163±0.0854(2) 0.0437±0.0098(1) 0.0249±0.0075(3) 0.1994±0.0363(6)
hMOEA/D 0.4871±0.1233(4) 0.1235±0.1592(4) 0.0205±0.0063(1) 0.1143±0.0103(2)
Algorithm UF9(3,30) UF10(3,30) WFG1(2,30) WFG2(2,30)
NSGA-II-SBX 0.1710±0.0423(5) 0.3274±0.0596(3) 1.3888±0.0891(8) 0.1017±0.0652(6)
MOEA/D-SBX 0.1211±0.0566(2) 0.3257±0.1810(2) 1.1816±0.1144(4) 0.1567±0.0374(8)
NSDE 0.1822±0.0672(6) 2.4853±0.2086(8) 1.2670±0.0118(7) 0.0306±0.0100(2)
MOEA/D-DE 0.1058±0.0485(1) 0.6108±0.0706(7) 1.2309±0.0033(6) 0.0500±0.0064(3)
NSREDA 0.4111±0.0418(8) 0.5053±0.0694(6) 1.1739±0.0057(3) 0.0983±0.0298(5)
MOEA/D-REDA 0.3661±0.0515(7) 0.4880±0.0780(5) 1.1832±0.0102(5) 0.1377±0.0572(7)
hNSEA 0.1444±0.0575(4) 0.2629±0.0540(1) 1.0036±0.0080(2) 0.0270±0.0027(1)
hMOEA/D 0.1326±0.0503(3) 0.3870±0.1280(4) 0.9362±0.0096(1) 0.0970±0.0626(4)
hMOEA/D has the best performances in DTLZ2, in which the problems has a spherical shape
of PF. For problems with multi-modality (DTLZ1 and DTLZ3), the hybrid algorithms and the
algorithms with SBX operator show better performances compared to the algorithms with DE
and EDA. This finding is identical to the results obtained in [9] which concluded that EDAs are
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Table 8.3: Results in terms of IGD measurement for WFG3-WFG9 and DTLZ1-DTLZ5 with five objective
test problems
Algorithm Test Instance (m,n)WFG3(2,30) WFG4(2,30) WFG5(2,30) WFG6(2,30)
NSGA-II-SBX 0.0250±0.0014(2) 0.0184±0.0008(3) 0.0671±0.0010(3) 0.0481±0.0041(3)
MOEA/D-SBX 0.0299±0.0033(5) 0.0155±0.0005(1) 0.0665±0.0007(1) 0.0447±0.0070(2)
NSDE 0.0245±0.0011(1) 0.0994±0.0036(8) 0.0733±0.0011(6) 0.0819±0.0204(8)
MOEA/D-DE 0.0292±0.0026(4) 0.0791±0.0103(7) 0.0673±0.0002(4) 0.0818±0.0182(7)
NSREDA 0.0709±0.0197(7) 0.0325±0.0038(5) 0.0771±0.0014(8) 0.0611±0.0059(4)
MOEA/D-REDA 0.0959±0.0247(8) 0.0506±0.0058(6) 0.0756±0.0014(7) 0.0693±0.0125(5)
hNSEA 0.0260±0.0010(3) 0.0219±0.0012(4) 0.0700±0.0010(5) 0.0815±0.0162(6)
hMOEA/D 0.0320±0.0012(6) 0.0164±0.0007(2) 0.0668±0.0001(2) 0.0362±0.0090(2)
Algorithm WFG7(2,30) WFG8(2,30) WFG9(2,30) DTLZ1(5,12)
NSGA-II-SBX 0.0172±0.0007(3) 0.0803±0.0038(3) 0.0200±0.0019(3) 22.503±13.459(6)
MOEA/D-SBX 0.0141±0.0001(1) 0.0766±0.0054(2) 0.0177±0.0013(2) 0.2176±0.0025(2)
NSDE 0.0332±0.0018(6) 0.1272±0.0121(7) 0.0335±0.0008(4) 62.370±21.402(7)
MOEA/D-DE 0.0180±0.0008(4) 0.1119±0.0112(5) 0.0348±0.0193(5) 2600.94±162.91(8)
NSREDA 0.0421±0.0081(7) 0.1393±0.0106(8) 0.0551±0.0158(8) 4.9827±8.1962(4)
MOEA/D-REDA 0.0457±0.0215(8) 0.1261±0.0104(6) 0.0384±0.0193(6) 3.7365±1.5907(3)
hNSEA 0.0189±0.0009(5) 0.0856±0.0029(4) 0.0432±0.0097(7) 12.359±5.1947(5)
hMOEA/D 0.0141±0.0001(1) 0.0741±0.0023(1) 0.0165±0.0006(1) 0.2145±0.0002(1)
Algorithm DTLZ2(5,120) DTLZ3(5,12) DTLZ4(5,120) DTLZ5(5,120)
NSGA-II-SBX 1.5922±0.0627(5) 75.415±18.419(6) 6.0306±0.8802(4) 4.5888±0.5141(6)
MOEA/D-SBX 1.0260±0.0501(2) 1.0020±0.0315(3) 1.1211±0.1238(1) 0.9331±0.0027(2)
NSDE 3.9636±3.1544(6) 217.49±30.572(7) 21.193±0.6283(7) 1.3406±0.6291(5)
MOEA/D-DE 1.0535±0.0044(4) 960.33±373.29(8) 9.2750±0.6970(5) 0.9375±0.0035(4)
NSREDA 10.4467±0.8754(8) 12.157±5.7649(4) 25.163±0.6490(8) 9.1865±0.5106(8)
MOEA/D-REDA 0.9940±0.0449(1) 17.991±4.4488(5) 4.5550±1.0588(3) 0.9369±0.0030(3)
hNSEA 6.6723±1.2337(7) 0.9197±0.1300(1) 17.972±1.1783(6) 7.0585±0.6700(7)
hMOEA/D 1.0302±0.0479(3) 0.9335±0.0050(2) 1.7985±0.3771(2) 0.9307±0.0000(1)
Table 8.4: Results in terms of IGD measurement for DTLZ6 and DTLZ7 with five objective test problems









easily trapped in local optima. DTLZ4 has a bias landscape when mapping from the decision
space to the objective space. NSGA-II-SBX yields the best result and followed by hNSEA. The
algorithms with DE operator show the worse IGD value. In terms of the framework’s issue,
there is no clear results indicating that one of the frameworks is better than another. The ranking
of the algorithms in DTLZ problems with three objective functions is hNSEA, NSGA-II-SBX,
MOEA/D-SBX, hMOEA/D, MOEA/D-REDA, MOEA/D-DE, NSREDA, and NSDE.
In DTLZ problems with five objective functions, the results indicate that hMOEA/D and
MOEAD-SBX have the best results. Even though hNSEA is able to obtain the best results in
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Table 8.5: Ranking of the algorithms in various test problems
Rank Test Problem(Score)ZDT DTLZ-3 UF
1 hNSEA(5) hNSEA(15) hNSEA(26)
2 hMOEA/D(17) NSGA-II-SBX(18) hMOEA/D(28)
3 NSREDA(19) MOEA/D-SBX(22) MOEA/D-DE(31)
4 MOEA/D-REDA(20) hMOEA/D(23)(20) NSGA-II-SBX(45)
5 NSGA-II-SBX(21) MOEA/D-REDA(36) NSDE(46)
6 MOEA/D-SBX(26) MOEA/D-DE(38) MOEA/D-SBX(51)
7 NSDE(36) NSREDA(42) MOEA/D-REDA(59)
8 MOEA/D-DE(36) NSDE(50) NSREDA(74)
Rank WFG DTLZ-5 Overall
1 hMOEA/D(19) hMOEA/D(18) hMOEA/D(105)
2 MOEA/D-SBX(26) MOEA/D-SBX(18) hNSEA(112)
3 NSGA-II-SBX(34) MOEA/D-REDA(21) MOEA/D-SBX(143)
4 hNSEA(37) hNSEA(29) NSGA-II-SBX(158)
5 MOEA/D-DE(45) NSREDA(39) MOEA/D-DE(191)
6 NSDE(49) NSGA-II-SBX(40) MOEA/D-REDA(194)
7 NSREDA(55) MOEA/D-DE(41) NSDE(227)
8 MOEA/D-REDA(58) NSDE(46) NSREDA(229)
DTLZ3 and DTLZ6, its performances in other DTLZ problems are poor, except DTLZ7. The
decomposition-based algorithms show better IGD results than the domination-based algorithms.
The ability of the decomposition-based algorithms in solving problems with many objective func-
tions has been discussed in Section 2.1 that the decomposition-based algorithms can differentiate
the superiority of the solutions by using the aggregated fitness values while the decomposition-
based algorithms need to determine the domination behaviours between the solutions before the
superiority of the solutions is determined, where the domination behaviours is weakened with
the increase in the number of objective functions. The experimental results also show that the
performances of EDA are superior to GA and DE. This finding is consistent with the results
reported in Chapter 3. The ranking of the algorithms in DTLZ problems with five objective
functions is hMOEA/D, MOEA/D-SBX, MOEA/D-REDA, hNSEA, NSREDA, NSGA-II-SBX,
MOEA/D-DE, and NSDE.
UF problems can be regarded as a set of MOPs with complicated shapes of PS. It is a set
of difficult MOPs that were proposed for the CEC 2009 competition. We preserve the number
of decision variables to be 30 even though they are scalable. UF1-UF7 consist of two objective
functions and UF8-UF10 possess three objective functions. The simulation results show that
MOEA/D-DE obtains the best IGD values in four UF test problems, hNSEA obtaining three best
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results, hMOEA/D obtaining two best results, and NSGA-II-SBX obtaining one best results. The
MOEAs with EDA give inferior solutions to most of the UF test problems. This may be cause by
the fact that the EDA fails to construct a probabilistic model to represent the complicated distri-
bution of the solutions in the decision space. Besides, the ability of the algorithms in generating
a set of diverse solutions is critical in addressing the UF problems [75]. In [89], the researchers
claimed that EDA is particularly weak in generating a set of diverse solutions since only global
information of the probability distribution is used. Thus, REDA performs weakly in UF test
problems. In terms of the framework’s issue, there is no clear superiority in the performances for
both the domination-based and decomposition-based algorithms. The ranking of the algorithms
in UF problems is hNSEA, hMOEA/D, MOEA/D-DE, NSGA-II-SBX, NSDE, MOEA/D-SBX,
MOEA/D-REDA, and NSREDA.
WFG problems are another set of difficult MOPs that involve various types of transforma-
tions. The problems consist of a scalable number of objective functions and decision variables.
In this chapter, two objective functions and 30 decision variables are applied. The decision vector
consists of two position parameters and 28 distance parameters. The simulation results show that
hMOEA/D generates a set of solutions with the best IGD values in five WFG problems. The per-
formances of the algorithms with GA are better than the algorithms with DE and EDA. In terms
of the framework’s issue, the decomposition-based algorithms outperform the domination-based
algorithms slightly. The ranking of the algorithms in WFG problems is hMOEA/D, MOEA/D-
SBX, NSGA-II-SBX, hNSEA, MOEA/D-DE, NSDE, NSREDA, and MOEA/D-REDA.
Overall, hNSEA obtains the best IGD results in 14 test problems followed by hMOEAD
with the best IGD results in 10 test problems. These findings demonstrate that the proposed
hybrid adaptive mechanism improves the optimization performance of an individual optimizer.
However, it also happens that the hybrid adaptive algorithms generate the worse IGD values, as
indicate in ZDT4. To sum up, the hybrid adaptive mechanism proposed in this chapter succeeds
in complementing the limitations of an individual EA and in maintaining their search abilities in
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most of the test instances. In terms of individual EA, the performances of GA are superior in
DTLZ problems with three and five objective functions and WFG problems. Its performances
in ZDT and UF problems are average. The performances of DE are superior in UF problems,
average in WFG problems and inferior in ZDT and DTLZ problems with three and five objective
functions. The performances of EDA are superior in ZDT, average in DTLZ problems with three
and five objective functions and inferior in UF and WFG problems. In terms of the framework’s
issue, the domination-based algorithms are superior to the decomposition-based algorithms in
ZDT problems and inferior in the other test problems. The overall ranking of the algorithms
in all the test problems is hMOEA/D, hNSEA, MOEA/D-SBX, NSGA-II-SBX, MOEA/D-DE,
MOEA/D-REDA, NSDE, and NSREDA. The ranking is summarized in Table 8.5.
8.5.2 Effects of Local Search on Optimization Performance
Figure 8.4 shows the effects of different local search rate on optimization performance. Six cases
are shown in order to highlight different observations. Overall, the performance of hNSEA is
better in most of the test problems when local search is activated (local search rate, LS = 0
means local search is deactivated). The box-plot for ZDT1 shows this observation. However, it
may also happen that hNSEA has a better performance when LS = 0 as shown in DTLZ2 and
WFG6. In UF3, LS = 0.5 gives the best performance compared to other settings. An interesting
observation can be seen in UF6 that the activation of local search reduce the number of outliers.
Figure 8.5 shows the effects of the number of solutions undergoes local search on optimization
performance. In ZDT1, 25% of solutions in the population undergo local search give the best
performance compared to other settings. In DTLZ2, the performance deteriorates when higher
numbers of solutions are exposed to local search. Figure WFG2 shows the reverse observation as
DTLZ2, in which the performance is better when more number of solutions are undergone local
search.
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Figure 8.4: Effects of local search rate on optimization performance
8.5.3 Effects of Adaptive Feature on Optimization Performance
Three EAs are considered in the hybrid adaptive mechanism. The adaptively activation plot of
the different EAs is shown in Figure 8.6. All plots in the figure show that GA will dominate
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Figure 8.5: Effects of the percentage of local search on optimization performance
the search at the later stages of evolution. The activation of DE and EDA in an early stage of
evolution is problem dependent.
There are two parameters introduced to the adaptive mechanism: lower bound (lbound)
and learning rate . lbound is important in the case that there exists an algorithm dominates
other in an early stage of evolution but that algorithm will lead the search towards local optima.
Figure 8.7 shows the optimization performance in IGD measurement with regards to different
settings of lbound. Only results for four test problems with different performance are shown.
lbound = 0 means that no lower bound is set. The figure indicates that the settings of lower
bound give superior optimization performance in some test problem (e.g. ZDT4), inferior in
some test problems (e.g. ZDT1), and have comparable performance in other test problems (e.g.
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Figure 8.6: Adaptive activation of different EAs
DTLZ5 with 3 objectives). lbound = 0.33 means that the adaptivity is deactivated. The IGD
results for lbound = 0.33 are inferior in most of the test problems (e.g. ZDT1, ZDT4, and
DTLZ5 with 3 objectives) and superior in UF8.
 is introduced in the proposed adaptive mechanism to moderate the influences of the pro-
portion of the number of selected solutions in generation g to the whole evolutionary process.
This is because the optimizers that are able to generate a more number of promising solutions in
the current generation may not be the superior optimizers in the next generation. Figure 8.8 shows
the effects of learning rate on optimization performance. Only results for four test problems with
different performance are shown. In ZDT1, a smaller value of  give better optimization results.
In DTLZ2 with 3 objectives, a higher value of  give better optimization results. In UF8 and
WFG2, no clear trend is observed of the settings of .
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Figure 8.7: Effects of lower bound on optimization performance
8.6 Summary
This chapter proposed an adaptive mechanism to synthesize a GA, DE, and EDA for multi-
objective optimization. The adaptive mechanism takes into account the ratio of the number of
promising solutions generated by each optimizer in an early stage of evolutions so as to determine
the proportion of the number of solutions to be produced by each optimizer in the next genera-
tion. The search ability of the adaptive algorithm was further enhanced by hybridizing it with a
local search based on the EGS. The hybrid adaptive algorithm was constructed in the domination-
based and decomposition-based frameworks of multi-objective optimization. The performances
of the hybrid adaptive algorithms, together with other six state-of-the-art MOEAs, were tested in
38 benchmark test instances. The simulation results showed that the proposed algorithms outper-
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Figure 8.8: Effects of learning rate on optimization performance
form the other six algorithms. The results also demonstrated that the optimization performances
of the decomposition-based algorithms are clearly superior to the domination-based algorithms





The primary aim of this thesis is to propose an optimization algorithm employing the synergy
between evolutionary computation and probabilistic graphical models to solve a variety of multi-
objective optimization problems (MOPs) effectively. In chapter 3, an algorithm in the evolu-
tionary multi-objective framework using restricted Boltzmann machine-based estimation of dis-
tribution algorithm (REDA) has been designed. The simulation results have showed that REDA
scales well with an increase in the number of decision variables as well as the number of objective
functions compared to the other three state-of-the-art algorithms. These results tally with another
study which investigates the optimization performance of EDAs in decomposable scalability is-
sues [88]. The capability of EDAs, particularly REDA, in solving high-dimensional MOPs can
be attributed to the utilization of probability distribution of promising solutions as well as the
incorporation of linkage information into the search process. This is different comparing to al-
gorithms that using genetic operators in which the offspring are generated by randomly perform-
ing crossover and mutation mechanisms. The simulation results have also showed that REDA
is able to converge to global optima in a smaller number of fitness evaluations. These results
suggest that REDA is suitable for use in solving complex and difficult MOPs. The capability of
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REDA in solving high-dimensional MOPs in limited computational resources is of crucial impor-
tance especially when dealing with real-world optimization problems where a fitness evaluation
is computationally expensive. However, REDA suffers several limitations. REDA requires a
large amount of computational resources comparing to NSGA-II and MOUMDA. Furthermore,
REDA is easily trapped at local optima and it has a poor capability to escape from those optima.
Since no location and neighboring solutions are taken into consideration, REDA is particularly
weak in generating a set of diverse solutions especially when the search space is biased, multi-
modal, and complex.
In chapter 4, an extensive investigation has been carried out to examine the behaviours of
the training, modelling, and sampling issues of an RBM in the perspective of evolution. The
investigation results have showed that an extensive training of RBM is unnecessary, a solution
has a smaller energy level if it is located in the regions modelled by an RBM, and a solution has
a higher energy level if it is located in the regions outside of the modelled topology. The later
two results indicate that focusing the search on the modelled topologies may enhance the ex-
ploitation ability of an algorithm, while focusing the search outside the modelled topologies may
help an algorithm to explore the search space. These observations have motivated the proposal of
the energy-based sampling mechanism in order to enhance the search capability of REDA. The
simulation results have showed that the energy-based sampling mechanism with inverse expo-
nential selection scheme has significantly improved the optimization performance of REDA in
both static and epistatic MOPs. These results suggest that a higher selection pressure should be
given to solutions with lower energy levels while a lower selection pressure should be preserved
for solutions with higher energy levels. However, the energy-based REDA may cause premature
convergence especially in a highly biased test problem due to a strong exploitation in a particular
search region. Besides, it incurs extra computational time and is not well in escaping the local
optima.
In chapter 5, an attempt has been carried out to study the optimization performance of
206
CHAPTER 9. CONCLUSIONS
REDA in solving MOPs with noisy objective functions. Different noise levels with normal dis-
tribution have been considered. A likelihood correction operator has been devised to adjust the
probabilistic model so that it is less affected by the solutions with large selection errors. Further-
more, a hybrid algorithm between REDA and PSO has been proposed. The simulation results
have showed that REDA is more robust compared to NSGA-II in noisy environments and the
likelihood correction operator slightly improves the optimization performance of REDA. The re-
sults have also indicated that the hybrid algorithm enhances the search capability of REDA. One
of the possibilities is that the particles may now move out of the regions modelled by the proba-
bilistic model, providing extra solutions which are unexplored by the model. The possibility of
other hybridizations between REDA and DE, and REDA and GA has also been considered. It has
found that all hybridizations improve the optimization performance in noisy MOPs. This result
suggests that the search capability of EDAs (global search algorithms) can be enhanced when
hybridizing with any other global search algorithms. This study shows for the first time that the
hybrid EDA is able to generate a set of approximate Pareto optimal solutions in noisy MOPs.
However, this study only considers gaussian noise. Thus, REDA is not a generic optimization
approach in noisy environments. Furthermore, REDA fails in approximating the Pareto optimal
front when a high level of noise is added.
In Chapter 6, a study has been carried out to implement REDA in solving the multi-objective
travelling salesman problem (MOTSP). Several adaptations and problem specific operators have
been designed, namely integer-number representation, permutation operator, and problem spe-
cific local search operator. The results have showed that the solutions generated by REDA have
poor solution diversity but good solution proximity. On the other hand, GA has the opposite
results in which the generated solutions has poor solution proximity but good solution diversity.
The observation that REDA fails to generate a set of diverse solutions tallies with the results
obtained from the previous three chapters. This is due to the nature of the probabilistic mod-
elling in REDA which only models the promising solutions in certain search topologies. These
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results have motivated the proposal of the synthesized algorithm between REDA and GA in an
alternating manner. The alternating manner approach has showed promising improvement, in
which the synthesized algorithm had the best optimization performance in terms of proximity
and diversity. This shows for the first time that the diversity of an EDA can be enhanced by
designing a synthesized algorithm in an alternating manner, which is different from the previous
chapters in which the diversity of EDAs is improved through clustering or hybridization with
other search algorithms. However, the final obtained results are not optimal. Furthermore, no
preference knowledge are taken into consideration during optimization.
In chapter 7, a study has been conducted to examine the capability of REDA in solving
the multi-objective multiple travelling salesmen problem (MmTSP). A new formulation of the
fitness function for the MmTSP and a new hybrid algorithm between REDA and a local search
in the decomposition-based framework have been designed. It has found that REDA was able
to generate a set of tradeoff solutions with better IGD results than the other algorithms in the
comparison. These findings are most likely a result of the positive effect of RBM as well as the
incorporation of gradient information into the search process. The capability of hybrid REDA in
generating a sequence of cities in approximate optimal ordering implies that hybrid REDA can
be used to deal with any scheduling or logistic problems in which the problems by nature involve
permutation. This study is of considerable importance since it sheds new light on the possibility
of implementing EDAs to solve permutation-based problems. Moreover, it has also found that
the proposed formulation for the MmTSP eliminated the problem of uneven assignation of tasks
to each salesman. This is because the formulation takes weighted sum measurements between
the lowest travelling cost of all salesmen and the highest travelling cost of any single salesman
in order to balance the workloads assigned to each salesman. A set of alternative solutions rep-
resenting the tradeoff among the various conflicting objectives coupled with an easily adjustable
level of task assignation in REDA provide multiple choices of solutions to a logistic manager.
However, the approximated Pareto front is not optimal due to a slow convergence after a certain
208
CHAPTER 9. CONCLUSIONS
number of fitness evaluations.
In chapter 8, an attempt has been conducted to combine three EAs, including EDA, GA,
and DE, in an adaptive manner. The adaptive algorithm has also hybridized with a local search
algorithm. The simulation results have showed that the hybrid adaptive algorithms in both the
domination-based and decomposition-based frameworks of multi-objective optimization yield
the best results in most of the test problems compared to the other six state-of-the-art algorithms.
This is most probably due to the positive effect of the adaptive hybridization between several
optimization algorithms. Even through three EAs are considered in this thesis, the proposed
adaptive mechanism is a generic approach which can combine any number of search algorithms.
The hybrid adaptive algorithms are holistic and generic optimization algorithms that can be ap-
plied to solve a variety of MOPs effectively. However, the algorithms may fail in approximating
the Pareto optimal front when the search space is highly biased, multi-modal, and deceptive.
9.2 Future Work
Considering that the implementation of EDAs in multi-objective optimization is noticeably lack-
ing in contemporary research, more insightful studies are needed in future. The sampling mech-
anism of EDAs applied in this thesis only took into account marginal probability information.
This probability information may restrict the sampling mechanism of REDA in producing new
solutions especially when the decision variables of objective functions are highly correlated. To
address this problem, the probability information which takes into account the conditional proba-
bility distribution of solutions could be implemented in future work. Using the conditional prob-
ability distribution, the sampling mechanism may consider the explicit probability of existence
of cardinalities of a decision variable with regard to cardinalities of other decision variables.
While this study has demonstrated the efficiency of REDA in solving MOPs, the ability
of REDA in modelling the correlations between the decision variables has not been proven or
investigated. Moreover, the modelling technique of REDA is recognized to be inefficient for
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modelling large and complex data in machine learning fields. To address this issue, future studies
could utilize a deep learning network, which has been proven to be able to effectively model
complex data, and to capture the probability distribution of solutions.
In chapters 6 and 7, REDA has been implemented to solve permutation-based MOPs, with
the restriction in the travelling salesman problem (TSP). Even though TSP is a benchmark
scheduling problem which is closely related to other real-world scheduling and logistic prob-
lems, the application of REDA in the TSP and real-world scheduling problems may consist of
several differences. These differences may arise in the solution representation, constraints, and
level of conflict between objective functions, among others. Thus, another possible avenue of
future work is to adapt EDAs in general, or REDA in particular to solve real-world permutation-
based problems, for example, exam timetabling problems, berth allocation problems, gene se-
quencing problems, and network routine problems, among others. When dealing with real-world
permutation-based problems, a priori knowledge of the problems can be taken into consideration,
through a local search operator or a specific enhancement operator, in an optimization process.
The incorporation of this knowledge into an optimization process may enhance the search capa-
bility of an algorithm and thus may provide a better solution quality.
This thesis has implemented EDA in general, or REDA in particular to study global con-
tinuous MOPs, scalable MOPs, epistatic MOPs, noisy MOPs, and permutation-based MOPs.
Many other characteristics and issues of MOPs, which are out of the scope of this thesis, could
be studied in future. These issues include parallelism, interactivity, multi-modality, uncertainty,
and framework. One of the main limitations of EDAs is that EDAs require large computational
resources in a single evolutionary process. Thus, parallelism of EDAs is a promising area which
aims to tackle that limitation. EDAs can also be designed to interact with users (interactivity
issue) especially in deciding the likeliness of users towards certain choices. In addition, multi-




Many cost functions of real-world problems are uncertain in nature. The cost functions
may be subject to noise in the objective space, which is commonly known as noisy MOPs. Only
normally distributed noise has been studied in this thesis. The effects of other types of noise
could be studied. The objective functions may also be subject to noise in the decision space, and
it is commonly known as robust MOPs. For some cost functions, the Pareto optimal solutions
may change over time. It is commonly known as dynamic MOPs. There has been no attempt to
study the robustness and dynamic issues of MOPs using EDAs. For the framework issue, most of
the EDAs have been developed in the domination-based framework; two attempts in this thesis
have developed EDAs in the decomposition-based framework. However, there has been no study
that develops EDAs in the preference-based framework. Thus, this is also a promising research
direction that can be explored in future work.
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Four performance metrics that are applied in this thesis are illustrated in this section. For description
purposes, PF ∗ is a set of evolved solutions and PF is the set of Pareto optimal solutions. The definitions
of the indicators are presented below.
1. Generational Distance (GD): Generational distance (GD) [202] is a unary performance indicator






where N is the number of solutions in PF ∗, p ∈ PF , p∗ ∈ PF ∗, and d(p∗, p)i is the minimum
Euclidean distance in the objective space between p∗ and p for each member i. GD illustrates the
convergence ability of the algorithm by measuring the closeness between the Pareto optimal front and
the evolved Pareto front. Thus, a lower value of GD shows that the evolved Pareto front is closer
to the Pareto optimal front. This indicator is a representative metric which provides a quantitative
measurement for the proximity goal of multi-objective optimization.
2. Maximum Spread (MS): Maximum spread (MS) is a unary performance indicator which measures







min(fmaxi − Fmaxi )−max(fmini − Fmini )
Fmaxi − Fmini
]2
where Fmaxi and F
min
i are the maximum and minimum of the i
th objective in PF , respectively, and
fmaxi and f
min
i are the maximum and minimum of the i
th objective in PF ∗, respectively [101]. A
higher value of MS indicates that the evolved Pareto front has better spreading.
3. Inverted Generational Distance (IGD): Inverted generational distance (IGD) is a unary indicator
which performs a near-similar calculation as done by GD [21,201]. The difference is that GD calculates
the distance of each solution in PF ∗ to PF while IGD calculates the distance of each solution in PF
to PF ∗. In this indicator, both convergence and diversity are taken into consideration. A lower value
of IGD implies that the algorithm has better optimization performance.
4. Non-dominated Ratio (NR): NR is an n-ary Pareto dominance metric proposed in [39] to compare
the quality of solution sets from various algorithms. Representing the Pareto fronts evolved by n algo-




n , this metric measures the non-dominated ratio of solutions in the Pareto
front obtained by one algorithm compared to those obtained by the other algorithms. Mathematically,
the NR is formulated as
NR(PF ∗1 , PF
∗
2 , ..., PF
∗
n) =
|B ∩ PF ∗1 |
B
where, B = {bi |∀ bi 6 ∃ PF ∗j ∈ (PF ∗1 , PF ∗2 , ..., PF ∗n) ≺ bi} and PF ∗1 is the solution set under





An MOP can be characterized in two main categories: fitness landscapes and Pareto optimal front
geometries. In terms of fitness landscapes, an MOP may have a scalable number of objective functions. An
MOP is difficult to solve in a higher number of objective functions since the selection pressure in selecting
fitter individuals is reduced when problems consist of many conflicting objective functions (more than
three). This is due to the high rate of non-dominance between individuals during the evolutionary process.
This may hinder the search towards optimality or result in the population getting trapped in a local optimal.
Besides, a huge fitness landscape may challenge an optimizer to search over the promising regions of the
landscape. An MOP may also have a scalable number of decision variables. In problems with many
decision variables, the complexity of the problems would increase with an increase in the number of
variables. This is due to the enlargement of the search space and an increase in the number of possible
moves towards optimality.
An MOP may also be characterized by modality. If an MOP has many local optima front, then
it is a multimodal problem. If an MOP only consists of a single optimum front, then it is a unimodal
problem. The multimodality of an MOP may cause optimizers to be trapped in any local optima solutions.
A multimodal problem is more difficult to solve if it consists of deceptive optimum. In a deceptive MOP,
the optimal front is placed in an unlikely place. Another characteristic of the fitness landscape is the
mapping from the decision space to the objective space. If a set of evenly distributed samples are mapped
to an unevenly distributed region of the objective space, then the problem is bias in nature. This may
challenge an MOEA to generate a set of evenly distributed tradeoff solutions. An MOP may be separable
or nonseparable. In separable problems, each decision variable can be optimized independently. On the
other hand, nonseparable problems have certain level of dependencies between the decision variables.
In terms of the Pareto optimal front geometries, an MOP may have convex, concave, linear, discon-
nected, degenerate, and mixed geometries of Pareto optimal front. A Pareto optimal front is convex if the
set of tradeoff solutions covers its convex hull. Similarly, a Pareto optimal front is concave if the set of
tradeoff solutions covers its concave hull. A Pareto optimal front is linear if the set of tradeoff solutions is
both concave and convex. An MOP has a degenerate Pareto front when the optimal front has a dimension
lower than its objective space. A degenerate Pareto front may challenge an MOEA in generating a set of
diverse tradeoff solutions. A Pareto optimal front may consist of several discontinuous subset of solutions.
In other words, the Pareto optimal front is disconnected. Lastly, a mixed Pareto optimal front consists of
several connected subsets with different geometries. A more detailed review, description, and analysis of
the test problems can be referred to [104]. Table 1 lists the test problems together with their characteristics.

























Same as ZDT1, except
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Table 1: Multi-objective test problems. S refers to scalable, m is the number of objective functions, K is a
scalar parameter, n is the number of decision variables, SP refers to separable, NS refers to nonseparable,
D refers to deceptive, U refers to unimodal, and M refers to multimodal.
Instance m n Domain Geometry SP/NS U/M Bias
ZDT1 2 30(S) [0,1]n Convex SP U NO
ZDT2 2 30(S) [0,1]n Concave SP U NO
ZDT3 2 30(S) [0,1]n Disconnected SP M NO
ZDT4 2 30(S) [0,1]×[-5,5]n−1 Convex SP M NO
ZDT6 2 30(S) [0,1]n Concave SP M YES
DTLZ1 3(S) m+K − 1(S) [0,1]n Linear SP M NO
DTLZ2 3(S) m+K − 1(S) [0,1]n Concave SP U NO
DTLZ3 3(S) m+K − 1(S) [0,1]n Concave SP M NO
DTLZ4 3(S) m+K − 1(S) [0,1]n Concave SP U YES
DTLZ5 3(S) m+K − 1(S) [0,1]n Degenerate NS U NO
DTLZ6 3(S) m+K − 1(S) [0,1]n Degenerate NS U YES
DTLZ7 3(S) m+K − 1(S) [0,1]n Disconnected SP M NO
UF1 2 30(S) [0,1]×[-1,1]n−1 Convex SP M -
UF2 2 30(S) [0,1]×[-1,1]n−1 Convex NS M -
UF3 2 30(S) [0,1]n Convex NS M -
UF4 2 30(S) [0,1]×[-2,2]n−1 Concave NS M -
UF5 2 30(S) [0,1]×[-1,1]n−1 Linear NS M -
UF6 2 30(S) [0,1]×[-1,1]n−1 Linear, Disconnected NS M -
UF7 2 30(S) [0,1]×[-1,1]n−1 Linear NS M -
UF8 3 30(S) [0,1]2×[-2,2]n−2 Concave SP M -
UF9 3 30(S) [0,1]2×[-2,2]n−2 Linear, Disconnected SP M -
UF10 3 30(S) [0,1]2×[-2,2]n−2 Concave NS M -
WFG1 2(S) 30(S) [0,2i] i ∈ {1, ..., n} Convex, Mixed SP U YES
WFG2 2(S) 30(S) [0,2i] i ∈ {1, ..., n} Convex, Disconnected NS U NO
WFG3 2(S) 30(S) [0,2i] i ∈ {1, ..., n} Linear, Degenerate NS M NO
WFG4 2(S) 30(S) [0,2i] i ∈ {1, ..., n} Concave SP M NO
WFG5 2(S) 30(S) [0,2i] i ∈ {1, ..., n} Concave SP D NO
WFG6 2(S) 30(S) [0,2i] i ∈ {1, ..., n} Concave NS U NO
WFG7 2(S) 30(S) [0,2i] i ∈ {1, ..., n} Concave SP U YES
WFG8 2(S) 30(S) [0,2i] i ∈ {1, ..., n} Concave NS U YES












Same as ZDT1, except




















The DTLZ test problems are extracted from [102].
DTLZ1























(xi − 0.5)2 − cos(20pi(xi − 0.5))
)]
DTLZ2



























(xi − 0.5)2 − cos(20pi(xi − 0.5))
)]
DTLZ4
Same as DTLZ2, except
xi = x
α
i , i ∈ {m, ..., n}, α = 10
DTLZ5




, i ∈ {2, ...,m− 1}
DTLZ6


























The UF test problems are extracted from [103].
UF1


















J1 = {i|i is odd and 2 ≤ i ≤ n} and J2 = {i|i is even and 2 ≤ i ≤ n}
UF2

















n ) + 0.6x1
]





n ) + 0.6x1
]
sin(6pix1 + ipin ) i ∈ J2
UF3




























J1 = {i|i is odd and 2 ≤ i ≤ n} and J2 = {i|i is even and 2 ≤ i ≤ n}
yi = xi − x0.5(1.0+
3(i−2)
n−2 )
1 , i ∈ {2, ..., n}
UF4












J1 = {i|i is odd and 2 ≤ i ≤ n} and J2 = {i|i is even and 2 ≤ i ≤ n}

































J1 = {i|i is odd and 2 ≤ i ≤ n} and J2 = {i|i is even and 2 ≤ i ≤ n}, N = 10 and ε = 0.1
yi = xi − sin(6pix1 + ipi
n
), i ∈ {2, ..., n}
h(t) = 2t2 − cos(4pit) + 1
UF6






























J1 = {i|i is odd and 2 ≤ i ≤ n} and J2 = {i|i is even and 2 ≤ i ≤ n}, N = 2 and ε = 0.1




















J1 = {i|i is odd and 2 ≤ i ≤ n} and J2 = {i|i is even and 2 ≤ i ≤ n}






, i ∈ {2, ..., n}
UF8






























J1 = {i|3 ≤ i ≤ n, and i− 1 is a multiplication of 3}
J2 = {i|3 ≤ i ≤ n, and i− 2 is a multiplication of 3}








































J1, J2, and J3 are the same as J1, J2, and J3 from UF8, and ε = 0.1
UF10






4y2i − cos(8piyi) + 1
]






4y2i − cos(8piyi) + 1
]






4y2i − cos(8piyi) + 1
]
J1, J2, and J3 are the same as J1, J2, and J3 from UF8






, i ∈ {3, ..., n}
The WFG test problems are extracted from [104].
Common format of WFG test problems:
Given:
z = {z1, ..., zk, zk + 1, ..., zn}
Minimize:
fj=1:m(x) = Dxm + Sjhj(x1, ..., xm−1)
where
x = {x1, ..., xm}
= {max(tpm, A1)(tp1 − 0.5) + 0.5, ...,max(tpm, Am−1)(tpm−1 − 0.5) + 0.5, tpm}
tp = {tp1, ..., tpm}←|tp−1←|...←|t1←|z[0,1]
z[0,1] = {z1,[0,1], ..., zn,[0,1]}
= {z1/z1,max, ..., zn/zn,max}
Constants:
Sj=1:m = 2m, D = 1, A1:m−1 = 1, k is the number of position-related parameters, and
l is the number of distance-related parameters
Shape functions (hj=1:m):
Linear: represented by linear1:m(x1, ..., xm−1)
Convex: represented by convex1:m(x1, ..., xm−1)
Concave: represented by concave1:m(x1, ..., xm−1)
Mixed Convex and Concave: represented by mixed1:m(x1, ..., xm−1)




Polynomial bias transformation: represented by b poly(y, α)
Flat region bias transformation: represented by b flat(y,A,B,C)
Parameter dependent bias transformation: represented by b param(y,y
′
A,B,C)
Linear shift transformation: represented by s linear(y,A)
Deceptive shift transformation: represented by s decept(y,A,B,C)
Multi-modal shift transformation: represented by s multi(y,A,B,C)
Weighted sum reduction transformation: represented by r sum(y,w)
Non-seperable reduction transformation: represented by r nonsep(y, A)
WFG1
hj=1:m−1 = convexj
hm = mixedm (with α = 1 and A = 5)
t1i=1:k = yi
t1i=k+1:n = s linear(yi, 0.35)
t2i=1:k = yi
t2i=k+1:n = b flat(yi, 0.8, 0.75, 0.85)
t3i=1:n = b poly(yi, 0.02)
t4i=1:m−1 = r sum({y(i−1)k/(m−1)+1, ..., yik/(m−1)},
{2[(i− 1)k/(m− 1) + 1, ..., 2ik/(m− 1)]})
t4m = r sum({yk+1, ..., yn}, {2(k + 1), ..., 2n})
WFG2
hj=1:m−1 = convexj
hm = discm (with α = β = 1 and A = 5)
t1 is the same as t1 from WFG1 (linear shift)
t2i=1:k = yi
t2i=k+1:k+l/2 = r nonsep({yk+2(i−k)−1, yk+2(i−k)}, 2)
t3i=1:m−1 = r sum({yi−1k/(m−1)+1, ..., yik/(m−1)}, {1, ..., 1})
t3m = r sum({yk+1, ..., yk+l/2}, {1, ..., 1})
WFG3
hj=1:m = linearj
t1:3 are the same as t1:3 from WFG2
WFG4
hj=1:m = concavej
t11:n = s multi(yi, 30, 10, 0.35)
t21:m−1 = r sum({y(i−1)k/(m−1)+1, ..., yik/(m−1)}, {1, ..., 1})





t1i=1:n = s decept(yi, 0.35, 0.001, 0.05)
t2 is the same as t2 from WFG4
WFG6
hj=1:m = concavej
t1 is the same as t1 from WFG1
t2i=1:m−1 = r nonsep({y(i−1)k/(m−1)+1, ..., yik/(m−1)}, k/(m− 1))
t2m = r nonsep({yk+1, ..., yn}, l)
WFG7
hj=1:m = concavej
t1i=1:k = b param
(





t2 is the same as t1 from WFG1




t1i=k+1:n = b param
(




t2 is the same as t1 from WFG1
t3 is the same as t2 from WFG4
WFG9
hj=1:m = concavej
t1i=1:n−1 = b param
(





t2i=1:k = s decept(yi, 0.35, 0.001, 0.05)
t2i=k+1:n = s multi(yi, 30, 95, 0.35)
t3 is the same as t2 from WFG6
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