Abstract. The Reidemeister number of an endomorphism of a group is the number of twisted conjugacy classes determined by that endomorphism. The collection of all Reidemeister numbers of all automorphisms of a group G is called the Reidemeister spectrum of G. In this paper, we determine the Reidemeister spectra of all fundamental groups of solvmanifolds up to Hirsch length 4.
Introduction
Let G be a group and ϕ : G → G an endomorphism. Consider the following equivalence relation on G:
x ∼ ϕ y if and only if ∃z ∈ G : x = zyϕ(z) −1 .
The equivalence classes under ∼ ϕ are the Reidemeister classes of ϕ or the ϕ-twisted conjugacy classes. We denote the set of these equivalence classes by R(ϕ). The number of equivalence classes is called the Reidemeister number of ϕ and is denoted by R(ϕ). If R(ϕ) is infinite, we write R(ϕ) = ∞. Subsequently, the Reidemeister spectrum of G is defined as Spec R (G) := {R(ϕ) | ϕ ∈ Aut(G)}.
If Spec R (G) = N ∪ {∞}, the Reidemeister spectrum of G is said to be full. If Spec R (G) = {∞}, we say that G has the R ∞ property.
Reidemeister numbers of morphisms of groups correspond to Reidemeister number of self-maps on topological spaces. These latter play a crucial role in the Nielsen theory of fixed points and periodic points of these maps. We refer to [13] , [14] and [15] and for details about this. The study of groups having (or not having) the R ∞ property was initiated by A. Fel'shtyn and R. Hill in the mid 90's and is now a very active research topic (see [3-9, 11, 19] for some papers in this area). In [7] it was conjectured that finitely generated, residually finite groups without the R ∞ property must be virtually solvable. Having this in mind and also the topological meaning of a Reidemeister number (as being related to the study of fixed points), we will focus on a special class of solvable groups, namely the fundamental groups of solvmanifolds. In fact, for the rest of this paper, we will study these groups up to dimension 4. It is well known [18] that a group E is the fundamental group of a compact solvmanifold if and only if E is an extension of the form (1) 1
where N is a finitely generated torsion-free nilpotent group and k is a non-negative integer (E = N when k = 0). The dimension of the corresponding compact solvmanifold is the same as the Hirsch length of the group E. The aim of this paper is to determine the Reidemeister spectrum of all such E of Hirsch length at most 4. It turns out that many of these groups satisfy the R ∞ property. The groups that do not satisfy the R ∞ property nor have full spectrum (abelian groups), have either Reidemeister spectrum {2, ∞}, {4, ∞}, {8, ∞}, 2N ∪ {∞}, 4N ∪ {∞}, 6N ∪ {∞} or 8N ∪ {∞}.
This paper is organised in five sections. We begin the paper by recalling some formulas to compute Reidemeister numbers. In Section 3, we first focus on the special case where the group E is nilpotent. In Section 4, we consider the groups E of Hirsch length 3; in Section 5, we consider the groups E of Hirsch length 4.
Preliminaries
When determining the Reidemeister spectrum of the group E, an extension of N by Z k , it will be convenient that the subgroup N is characteristic. In this situation, we can easily determine Reidemeister numbers using the following addition formula:
Lemma 2.1 ([8, Lemma 2.1]). Let E be an extension of some group G by Z k . Let s be any (set-theoretic) section, so we have the exact sequence with p • s the identity on Z k :
Define the function α : Z k → Aut(G) by α(z)(g) = s(z) g s(z) −1 . Let ϕ be an endomorphism of E such that ϕ(G) ⊆ G. Write ϕ| G = ϕ ′ and letφ denote the induced endomorphism on the quotient Z k . Suppose {z i | i ∈ I} is a complete set of representatives for the Reidemeister classes ofφ. Then
In particular, R(ϕ) = ∞ whenever R(φ) = ∞ or R(ϕ ′ ) = ∞. In general, for any automorphism ϕ : G → G inducingφ : G/H → G/H, it always holds that if R(φ) = ∞, then R(ϕ) = ∞ as well. Indeed, the mapπ : R(ϕ) → R(φ) : [x] ϕ → [x]φ is well-defined and surjective. Hence, if H is a characteristic subgroup of G and G/H has the R ∞ property, then G has the R ∞ property as well.
Since the groups E we are interested in in this paper are built by repeated extensions of the groups Z n , the following well-known formula is pivotal:
Lemma 2.2. Suppose ϕ : Z n → Z n is multiplication by M ∈ GL n (Z). Then the Reidemeister classes of ϕ are the cosets of ker (I − M ) in Z n , that is, R(ϕ) = Z n / ker (I − M ). Moreover, R(ϕ) = |det(I − M )| if this is non-zero, and R(ϕ) = ∞ otherwise.
In the sequel, we will also use R(M ) to denote the Reidemeister number R(ϕ) of the automorphism ϕ which is multiplication by M .
If the subgroup N in (1) is not characteristic, we can sometimes compute Reidemeister numbers using the averaging formula. We briefly explain the setting of this formula. We refer to [2] for a more general introduction and to [1, 20, 22] for the proofs of the results mentioned.
Consider the group of affine transformations Aff(R n ) = R n ⋊ GL n (R) on R n with multiplication (a, A) · (b, B) = (a + Ab, AB). An n-dimensional Bieberbach group is a torsion-free cocompact discrete subgroup of R n ⋊C, where C is a maximal compact subgroup of GL n (R). Equivalently, an n-dimensional Bieberbach group Γ is a torsion-free subgroup of Aff(R n ) such that its subgroup of pure translations Γ ∩ R n has finite index in Γ and is a uniform lattice of R n . A lattice of R n is a discrete and cocompact subgroup of R n and hence is isomorphic to Z n . From the geometric point of view, one mostly chooses C to be the orthogonal group O(n). Then Γ is a subgroup of the group of Euclidean motions and the quotient manifold Γ\R n inherits the flat metric structure from Euclidean space. From the algebraic point of view however, it is often easier to adopt another point of view. After an inner conjugation of Aff(R n ), we may also assume that Γ ∩ R n is not only isomorphic to Z n , but really coincides with Z n . From now on, we will always assume that this is the case. The condition Γ ∩ R n = Z n implies that
• any element (a, A) ∈ Γ has linear part A in GL n (Z),
• any two elements (a, A), (b, A) ∈ Γ are equal modulo Z n .
Hence F := {A ∈ GL n (Z) | ∃a ∈ R n : (a, A) ∈ Γ} ∼ = Γ/Z n . Note that F is finite by definition. We call F the holonomy group of Γ.
Let ϕ be an automorphism of Γ. The second Bieberbach Theorem says that ϕ must be conjugation with some element Aff(
In particular, ϕ((z, I)) = (M z, I) for all z ∈ Z n , hence ϕ restricts to the automorphism M ∈ GL n (Z) on Z n . In [16] (see also [12] ) we can find the following result: Lemma 2.3. Let Γ be a Bieberbach group with holonomy F . Let ϕ : Γ → Γ be an automor-
The nilpotent case
We start with the special case where E is itself nilpotent, corresponding to the subclass of nilmanifolds. In this case, already much is known, so we quickly review the Reidemeister spectra of the finitely generated torsion-free nilpotent groups of Hirsch length at most 4. We present the results in order of increasing nilpotency degree.
3.1. Nilpotency degree 1. The abelian groups we have to consider are the groups Z, Z 2 , Z 3 and Z 4 . It is easy to see that Spec R (Z) = {2, ∞} and Spec R (Z n ) = N ∪ {∞} for n ≥ 2. See for instance [19] .
3.2. Nilpotency degree 2. The finitely generated 2-step nilpotent groups of Hirsch length at most 4 are of the form H n and H n × Z, where
n for all n ∈ N. Roman'kov showed [19, Section 3] that Spec R (H n ) = 2N ∪ {∞} for n = 1, but his argument goes through for general n.
We next compute the Reidemeister spectrum of H n × Z. Take a generator u of Z. Let ϕ be an automorphism of H n × Z, and let ϕ ′ andφ denote the induced automorphism on the center z, u and on the quotient x,ȳ , respectively. Further, denote by M ∈ GL 2 (Z) the matrix representingφ relative to the basis {x,ȳ}. It is easy to check that ϕ(z)
for some ε ∈ {±1} and r ∈ Z. If det(M ) = 1 or ε = 1, then R(ϕ ′ ) = ∞, and if det(M ) = ε = −1, then R(ϕ ′ ) = 4. Moreover, the addition formula (Lemma 2.1) simplifies to R(ϕ) = R(ϕ ′ )R(φ). Hence R(ϕ) ∈ 4N ∪ {∞}. Conversely, take m ∈ N and consider the automorphism
Note that ϕ m induces the automorphisms N := −I and M := ( 0 1 1 m ) on z, u and on x,ȳ , respectively. Hence R(ϕ m ) = R(N )R(M ) = 4m. We conclude that Spec R (H n × Z) = 4N ∪ {∞} for all n ∈ N.
3.3. Nilpotency degree 3. The 3-step nilpotent groups necessarily have Hirsch length 4. Gonçalves and Wong treated in [9, Example 5.2] an example of such a group and showed that this group has the R ∞ property. But in fact, using an analogous argument, one can show that all finitely generated torsion-free nilpotent groups of class 3 and Hirsch length 4 have the R ∞ property.
The 3-dimensional case
In this section, we determine the Reidemeister spectrum of all fundamental groups of solvmanifolds of dimension at most 3. In the sequel, we denote by Z l ⋊ A Z, A ∈ GL l (Z), the semidirect product in which the generator of Z is acting via A on Z l . More generally, we will use the notation G ⋊ ψ Z for a semidirect product where the action is determined by an automorphism ψ ∈ Aut(G).
Recall that the groups E we are interested in fit in an exact sequence 1 N E Z k 1 with N finitely generated torsion-free nilpotent.
Moreover, if h(E) = 3 and k = 2, the following lemma says that E can be viewed as a semidirect product Z 2 ⋊ Z (so as an extension with N ∼ = Z 2 and k = 1) as well:
Lemma 4.1. Let E be an extension of Z by Z k of Hirsch length k + 1. Then E ∼ = N ⋊ Z for some finitely generated torsion-free nilpotent group N of Hirsch length k.
Proof. By assumption, the group E fits in the exact sequence
The action of any element of Z k on Z is either multiplication by 1 or −1, so we may assume that all x 2 , . . . , x k act trivially on Z, that is, Z is contained in the center of p −1 ( x 2 , . . . , x k ). Moreover, the quotient p −1 ( x 2 , . . . , x k )/Z ∼ = x 2 , . . . , x k is abelian, hence p −1 ( x 2 , . . . , x k ) is a finitely generated, torsion-free, 2-step nilpotent group.
Gonçalves and Wong already showed that Z⋊ −1 Z has the R ∞ property [9, Theorem 2.2], so it remains to study Reidemeister spectrum of Z 2 ⋊ Z. We start by elaborating Lemma 2.1.
Proof. Take a generator t of the quotient Z. Let ϕ be an automorphism of Z n ⋊ A Z and suppose ϕ| Z n is multiplication with M ∈ GL n (Z). Note that R(ϕ) is infinite if ϕ induces the identity on the quotient Z. If not, ϕ induces the automorphismφ = −Id Z on Z. Using the representatives 1 and t for R(φ), the addition formula implies that R(ϕ) = R(M )+ R(AM ).
Moreover, one easily verifies that there exists an automorphism ϕ of 
We distinguish cases based on the eigenvalues of A. 
has a solution (m, n, p) in Z 3 . Furthermore, they showed that both R(M ) and R(AM ) equal 1 + det(M ) = 2, hence:
Actually, if A has complex eigenvalues, system (2) has no solutions, so we moreover have:
Proof. Note that the eigenvalues of A are the roots of the polynomial
When A has complex eigenvalues, we therefore must have Tr(A) 2 − 4 < 0. Suppose for a contradiction that Z 2 ⋊ A Z does not have the R ∞ property, that is, the system (2) has an integral solution (m, n, p). Note that c = 0, for otherwise A would have eigenvalues ±1. Substituting the second equation in the top one gives
Note that p = 0. Denoting y := m/p ∈ Q, this relation rewrites to
In particular, the discriminant (a− d)/c 2 + 4(b/c− 1/p 2 ) must be positive. Using ad− bc = det(A) = 1, this simplifies to
Since Tr(A) 2 − 4 < 0, we have reached a contradiction, and the proof is complete.
In general, determining which A allow an integral solution to (2) is hard and we will not pursue this further. Instead, we proceed with the remaining case where A has 1 or −1 as eigenvalue. Note that this implies that both eigenvalues are ±1.
4.2.
The matrix A has eigenvalues 1 or −1. Let ε, δ ∈ {±1} be the eigenvalues of A. Choose an eigenvector v ∈ Q 2 corresponding to ε. Clearing denominators if necessary, we may assume that v ∈ Z 2 and that v extends to a basis {v, w} of Z 2 . So we can write
for some integer r. Let W ε := {z ∈ Z 2 | A(z) = εz} denote the eigenspace of ε. We make the following easy observations, the proof of which we leave to the reader:
(1) If A does not have 1 as eigenvalue, the eigenspace Swapping ε and δ if necessary, we have the following three cases.
Case 1: ε = δ = 1. One easily sees that in this case,
Case 2: ε = δ = −1. We further distinguish the cases r = 0 and r = 0.
Proof. The eigenspace of −1 equals
Proof. Note that any M ∈ GL n (Z) satisfies (−I)M (−I) = M . Consequently, Lemma 4.2 implies that
One easily verifies that |det(I − M m )| + |det(I + M m )| equals 2m if n is even and 2(m + 1) if n is odd. This completes the proof.
4.3. Conclusion. We summarise our findings in the following table:
The 4-dimensional case
In this section, we consider extensions E as in (1) where h(E) = 4. Again, the special case k = 0 corresponds to the nilpotent groups of Section 3, and by Lemma 4.1, all other groups will appear in the situations k = 1 and k = 2.
In case k = 1, the sequence splits, hence
Take generators x, y of this quotient, write α(x) = A and α(y) = B. As x and y commute, the matrices A and B commute as well. This will severely limit the possible values of A and B. We need the following lemma:
Proof. This lemma is easily checked by a case-by-case study, using the fact that there are, up to conjugacy, only six finite cyclic subgroups in GL 2 (Z) (see e.g. [17, page 179] ).
Using this, we will show that there are essentially three possibilities for A and B:
Lemma 5.2. We can choose x and y such that one of the following conditions holds:
(1) B = I, (2) B = −I and A has infinite order, (3) B = −I and A = ±I has order 2.
Proof. Note that α :
is finite, both A and B have finite order. If A = I or B = I, we are in situation (1). Moreover, if both A = −I and B = −I, replacing y by xy results in situation (1) as well. Hence, it remains to prove the lemma when A or B is different from ±I. We may assume A = ±I. By Lemma 5.1, there exists k ∈ Z such that B = ±A k . Replacing y by x −k y if necessary, we can further reduce to B = ±I. In case B = I, we are back in situation (1), so assume B = −I. If A happens to have order 2, we are in situation (3). Otherwise, A has order 3, 4 or 6. If A has order 3, the order of −A is 6. Replacing x by xy if necessary, we are left with the situation where A has order d ∈ {4, 6}. However, then A d/2 = −I and replacing y by x d/2 y delivers situation (1).
If we choose x, y such that y k = u for some k in Z, then B has finite order, whereas A must have infinite order as Z 2 /ker(α) is infinite. By Lemma 5.1, this only happens when B = ±I, corresponding to situations (1) and (2) . This completes the proof.
So, we may assume that x, y are generators as in Lemma 5.2 above. Choose a section s : Z 2 → E and write u = s(x) and t = s(y).
Thus either E is isomorphic to Z 3 ⋊ Z, or E is isomorphic to (Z 2 ⋊ −I Z) ⋊ ψ Z where ψ| Z 2 = A has infinite order or A = ±I and A 2 = I. Hence, it remains to study the Reidemeister spectrum of the groups Z 3 ⋊ Z, H n ⋊ Z and (Z 2 ⋊ −I Z) ⋊ ψ Z.
5.1.
The semidirect product Z 3 ⋊ A Z. In this subsection, we determine the Reidemeister spectrum of the group Z 3 ⋊ A Z. We distinguish cases based on the eigenvalues of A. Lemma 5.3. Let n ∈ N be odd, and A ∈ GL n (Z). Suppose A is conjugate to A −1 . Then A has eigenvalue det(A).
Proof. Set δ = det(A) and write λ 1 , . . . , λ n the eigenvalues of A. Let p A and p A −1 denote the characteristic polynomial of A and A −1 , respectively. Since A and A −1 are conjugate, their characteristic polynomials coincide, hence
Writing p A (x) = n i=0 a i x i , this implies that a i = −δa n−i , for x n p A (x −1 ) equals the reciprocal polynomial n i=0 a n−i x i of p A . It easily follows that
that is, A has eigenvalue δ. Proposition 5.5. Let A ∈ GL 3 (Z) be different from −I and suppose that A has eigenvalue −1, but not eigenvalue 1. Then Z 3 ⋊ A Z has the R ∞ property.
Proof. Let {u, v, w} be a basis of Z 3 transforming A into a matrix of the form
. Suppose first that −1 is not an eigenvalue of A ′ . Let ϕ be an automorphism inducing
Z has the R ∞ property as well. This completes the proof.
5.1.2.
The matrix A has eigenvalue 1. We present our results in decreasing order of the algebraic multiplicity of the eigenvalue 1.
If 1 is the only eigenvalue of A, the group Z 3 ⋊ A Z is nilpotent. If the eigenvalue 1 has algebraic multiplicity two, we have the following: Proposition 5.6. Suppose 1 is an eigenvalue of A ∈ GL 3 (Z) of algebraic multiplicity two. Then Z 3 ⋊ A Z has the R ∞ property.
Proof. If A has eigenvalue 1 of algebraic multiplicity two, the remaining eigenvalue must be −1. Accordingly, let {u, v, w} be a basis of Z 3 transforming A into a matrix of the form
for some r, s, n ∈ Z. If r is zero, A has order two, so the center of Z 3 ⋊ A Z is generated by u, v and t 2 . Moreover, the quotient Z 3 ⋊ A Z/ u, v, t 2 ∼ = Z ⋊ −1 Z 2 has the R ∞ property, hence so has Z 3 ⋊ A Z. Similarly, if r is nonzero, the order of A is infinite. Thus Z 3 ⋊ A Z has center u and Z 3 ⋊ A Z/ u has the R ∞ property by Lemma 4.9. We conclude that Z 3 ⋊ A Z has the R ∞ property as well, as desired.
If the eigenvalue 1 is not repeated, let {x, y, z} be a basis of Z 3 such that A takes the form
for some r, s ∈ Z and A ′ ∈ GL 2 (Z) not having eigenvalue 1. Thus A ′ has either repeated eigenvalue −1 or real or complex eigenvalues. This leaves the following possibilities:
′ has real eigenvalues not equal to ±1, (iv) A ′ has non-real complex eigenvalues.
In cases (ii) and (iii), the matrix A has infinite order, hence u generates the center of 
for some m ∈ {±1}, N ∈ Z 1×2 and Q ∈ Z 2×2 . If m = 1, clearly R(M ) = ∞. So assume m = −1. Imposing AM A = M explicitly gives In the above argument, Spec R (Z 3 ⋊ A Z) = {8, ∞} precisely when there exists Q in SL 2 (Z) satisfying A ′ QA ′ = Q and
where C = (0, 1). A straightforward calculation shows that if Q ∈ SL 2 (Z) satisfies A ′ QA ′ = Q, all entries of I − QA ′ are odd. At the same time, it is easy to check that
Subsequently, condition (4) never holds. At the same time,
. By Lemma 4.2, we conclude that the group Z 3 ⋊ A Z has the R ∞ property, while Z 2 ⋊ A ′ Z does not.
In cases (i) and (iv), the matrix A has finite order, say order d. In this situation, we can use the averaging formula, Lemma 2.3, to compute Reidemeister numbers on Z 3 ⋊ A Z. Indeed, settingÃ := ( 1 0 0 A ) ∈ GL 4 (Z) , the embedding Then for all integers i, the matrixÃ iM has the form
The averaging formula hence says that
We start with case (i), so that A has order 2. Tahara showed [21, Proposition 2] that in this case, A is conjugate over GL 3 (Z) to the matrix (1) If δ = 0, the group Z 3 ⋊ A Z has Reidemeister spectrum 2N ∪ {∞}. (2) If δ = 1, the group Z 3 ⋊ A Z has Reidemeister spectrum 4N ∪ {∞}.
Take an automorphism ϕ of E. The center of E is generated by x and t 2 , so we can write
for some a, . . . , n in Z. Moreover, f and j are even and n is odd as
The map ϕ is a morphism if and only if it respects the relations
As both f and j are even, ϕ already respects the first four relations, so we only need to examine the last two relations. Equating ϕ(y) −2 = [ϕ(y), ϕ(t)] gives
hence δi = δa − 2g and δb = j.
The averaging formula says that
where
We distinguish two cases.
Case 1. Suppose first that δ = 1. Then e = −2c is even, a ≡ i mod 2 and b = j is even. As R(M ) = ±1 is odd and e is even, both d and i (and thus also a) are odd. So b and e are even and n, a, d and i are odd. It follows that R(N ) is either infinite or even. In addition, if R(M ) + R(−M ) is finite, then
defines an automorphism ϕ α of E inducing the automorphisms
on Z(E) = t 2 , x and Z 2 = ȳ,z , respectively. It is easy to check that R(ϕ α ) = 4α, hence in this case, Z 3 ⋊ A Z has Reidemeister spectrum 4N ∪ {∞}.
Case 2. If δ = 0, then R(N ) is either infinite or even as n is odd. Moreover, R(M )+R(−M ), if finite, is always even, hence R(ϕ) ∈ 2N ∪ {∞}. Conversely, for α ∈ N, setting
defines an automorphism ϕ α of E inducing
on Z(E) = t 2 , x and Z 2 = ȳ,z , respectively. It is easy to check that R(ϕ α ) = 2α, which concludes the proof. Proof. Write E = Z 3 ⋊ A Z. Let ϕ be an automorphism and denote by M the matrix representing the induced automorphismφ on E/ x, t = ȳ,z . By the averaging formula, the result will follow once we show that R(A k M ) = ∞ for some k ∈ Z. Thereto, write ϕ(t) = z 0 t ε for some ε in {±1} and z 0 in Z 3 . A simple calculation shows that
So it remains to examine the situation where A ′ has order 3. Tahara [21, Proposition 3] showed that in this situation, A is conjugate over GL 3 (Z) to the matrix Proof. Write E = Z 3 ⋊ A Z. We continue to write
We first show that Spec R (E) ⊆ 6N ∪ {∞}. To this end, take an automorphism ϕ of E. Writeφ the induced automorphism on E/ x, t 3 . Ifφ does not induce the identity on Z 3 , we know from Section 4.1 that R(φ) = ∞. Moreover, Z 3 × t 3 is characteristic in E. Therefore, if R(ϕ) is finite, we can write
for some a, . . . , n in Z, where n ≡ 1 mod 3. Again, ϕ is a morphism if and only if it respects the relations
so we moreover have δa = δd + 2c + g and δb = 3f .
and M := e + i −e e i .
Since M and A ′ commute, M = ±A ′ s for some s ∈ Z, hence 2 i=0 R(A ′ i M ) is either 6 or ∞. Since n ≡ 1 mod 3 and δb = 3f , we moreover have R(N ) ∈ 3N ∪ {∞} as δ ∈ {0, 1}. Thus R(ϕ) ∈ 6N ∪ {∞}.
Conversely, for α ∈ N, setting
on t 3 , x and ȳ,z , respectively. By construction R(N ) = 3α and 2 i=0 R(A ′ i M ) = 6, hence R(ϕ) = 6α. This completes the proof. 5.1.3. Conclusion. We summarise the results of this subsection in the following table, where we use the notation Λ(M ) := {eigenvalues of M }.
In this subsection, we determine the Reidemeister spectrum of the group (Z 2 ⋊ −I Z) ⋊ ψ Z. Denoting u a generator of the outer Z and t a generator of the inner Z, the action ψ of u on Z 2 ⋊ −I Z is assumed to be of the form ψ(zt k ) = A(z)(n 0 t) k , where n 0 ∈ Z 2 and A has either infinite order or A = ±I has order two.
We make the following observation.
Proof. Write E = (Z 2 ⋊ −I Z) ⋊ ψ Z. Let ϕ be an automorphism of E and take z in Z 2 . The relation z 2 = ztz
2 as well.
5.2.1.
The matrix A has order 2. We start by applying Lemma 2.1 to the situation A = ±I and A 2 = I.
Proposition 5.14. Let E = (Z 2 ⋊ −I Z) ⋊ ψ Z, where A = ψ |Z 2 = ±I and A 2 = I. Then E has the R ∞ property.
Proof. As A = ±I and A 2 = I, there exists a basis {v, w} of Z 2 transforming A into the matrix
Let ϕ be an automorphism of E, and letφ denote the induced automorphism on the quotient E/Z 2 ∼ = Z 2 . Writeφ(t) =t kūm ,φ(ū) =t lūn and ϕ(v) = v a w c , ϕ(w) = v b w d so thatφ and ϕ| Z 2 are represented by the matrices
respectively. The action of the quotient E/Z 2 on Z 2 is given by α(t eūf ) = (−I) e A f for all e, f ∈ Z. It is easy to check that M α(z) = α(φ(z))M for allz in E/Z 2 . Applying the condition ont gives −M = (−I) k A m M . Hence k is odd and m must be even, which forces n to be odd as K ∈ GL 2 (Z). Applying the condition onū gives
l AM since n is odd. We distinguish two cases, based on the parity of l. 
The addition formula implies that R(ϕ) is at least R(M ) + R(−M ) + R(AM ) + R(−AM ). As M ∈ {±I, ±A}, one of these terms equals R(I) = ∞, showing R(ϕ) = ∞.
Odd l. Now M A = −AM . Equating these matrices explicitly gives
Note that r = 0 implies a = d = 0 and r = 0 implies a + d = 0. So in both cases M has trace zero. The same holds for AM , for this matrix also satisfies (AM )A = −A(AM ). In addition, the Reidemeister classes [1] φ and [ū]φ are different, as
.
Hence R(ϕ) is at least R(M ) + R(AM ). As M and AM both have trace zero, and det(
We conclude that R(ϕ) = ∞.
5.2.2.
The matrix A has infinite order. Similarly, we can determine the Reidemeister spectrum if A has infinite order. We begin by elaborating Lemma 2.1.
Lemma 5.15. Let E = (Z 2 ⋊ −I Z) ⋊ ψ Z, where A = ψ |Z 2 has infinite order. Let ϕ be an automorphism of E, write ϕ| Z 2 = M ∈ GL 2 (Z). Then R(ϕ), if finite, equals
Proof. Letφ denote the induced automorphism on the quotient E/Z 2 ∼ = Z 2 . Writingφ(t) = t kūm ,φ(ū) =t lūn , the automorphismφ is represented by the matrix
Hence m must be zero, implying both k, n ∈ {±1}. Note that this already shows that Z 2 ⋊ −I Z is characteristic in E. In case k = 1 or n = 1, we have R(φ) = ∞, implying R(ϕ) = ∞ as well. So assume k = n = −1. Applying the condition onū gives M A = (−I) l A n M , hence M A = ±A −1 M . Moreover, the identity If A has infinite order, it has either repeated eigenvalue ±1 or its eigenvalues are real and different from ±1. In the former case, we have: DenotingÃ := P AP −1 andM := P M P −1 , we still have the relationMÃ = −Ã −1M . Equating these matrices explicitly gives λa δλ −1 c λb δλ
As λ = ±i, this implies a = d = 0. Hence, Tr(M ) = 0. As before, this implies Tr(AM ) = 0 as well. Note that when det(A) = 1, the relation above forces both b and c to be zero, so that M would be the zero matrix. Thus det(A) = −1. In the odd case of Proposition 5.14 we showed that this implies either R(M ) = ∞ or R(AM ) = ∞. In particular, the sum In general, E admits an automorphism having Reidemeister number 8 if there exists M ∈ SL 2 (Z), satisfying M A = A −1 M , that extends to an automorphism φ of E having finite Reidemeister number. As in fact G := Z 2 ⋊ −I Z is characteristic in E = G ⋊ ψ Z by Lemma 5.15, any such φ is of the form
for some g 0 in G and ϕ in Aut(G), where in turn
for some z 0 in Z 2 . It is easy to check that φ is an automorphism if and only if µ(g 0 )
As M A = A −1 M , the above shows that m is even, and that the condition µ(g 0 )
So such φ exists exactly when we can find m 0 , z 0 ∈ Z 2 satisfying relation (7). Clearly, we can find such m 0 , z 0 in the following situations:
• If Tr(A) = 3 or 5, since then I − A is invertible.
A less trivial example where we always can find appropriate m 0 , z 0 is the following: . It is easy to check that M ∈ SL 2 (Z) satisfies AM A = M , hence Z 2 ⋊ A Z does not have the R ∞ property. Moreover, one easily verifies that Im(2A) + Im(I − A) = Z 2 . Hence, suitable m 0 , z 0 ∈ Z 2 exist for any n 0 ∈ Z 2 . By the discussion preceding this example, we conclude that E does not have the R ∞ property either.
In contrast, the following example shows that the Reidemeister spectrum of E may depend on n 0 . , where m, n and p satisfy system (2) . In this particular situation, this system reads:
From the bottom equation −2m = p + n, it is easy to infer that either both p and n are odd, or both p and n are even. Suppose that both p and n are even. Then m is odd by the top equation, so −m = p/2+n/2 moreover implies that p or n is a quadruple. Consequently, pn ≡ 0 mod 8, thus −1 ≡ m 2 mod 8 is a square modulo 8. This is false, hence p and n must be odd, implying m to be even. We conclude that all entries of I + M are odd. Of course, this holds equally for the matrix I + AM , as AM satisfies A(AM )A = AM as well. As all entries of I − A are even, equation (7) allows a solution (m 0 , z 0 ) precisely when the sum of the components of n 0 is even. Equivalently, E has the R ∞ property precisely when the sum of the components of n 0 is odd. 5.2.3. Conclusion. We summarise our findings in the following table:
1, 1 or − 1, −1 λ, −λ −1 , λ ∈ R λ, λ −1 , λ ∈ R \ {±1} {∞} {∞} {∞} or {8, ∞} 5.3. The semidirect product H n ⋊ ψ Z. Let us first fix some notations we will use throughout this subsection. As before, we will write elements of H n as expressions of the form x a y b z c , where z generates the center of H n and [y, x] = z n . Denote the projection map H n → H n /Z(H n ) by h →h. The quotient H n /Z(H n ) is generated byx andȳ, and moreover x,ȳ ∼ = Z 2 . Let A ∈ GL 2 (Z) represent the induced automorphismψ relative to the basis {x,ȳ}.
Again, we have:
Lemma 5.20. If A does not have 1 as eigenvalue, the subgroup H n of H n ⋊ ψ Z is characteristic.
Proof. Write E = H n ⋊ ψ Z. Since A does not have 1 as eigenvalue, Im(I − A) has finite index in H n /Z(H n ). Moreover, one easily checks that Im(I − A) = [E, E], . so [E, E] has finite index in H n /Z(H n ) as well. Hence [E, E] has finite index in H n and the result follows.
In fact, if A does have eigenvalue 1, we already studied the Reidemeister spectrum of H n ⋊ ψ Z. Indeed, if A has repeated eigenvalue 1, the group H n ⋊ ψ Z is nilpotent; if A has eigenvalues 1 and −1, the group H n ⋊ ψ Z is an extension of Z 2 by Z 2 .
Lemma 5.21. If A has eigenvalues 1 and −1, the group H n ⋊ ψ Z is an extension of Z 2 by Z 2 .
Proof. Write E = H n ⋊ ψ Z. The matrix I − A has eigenvalues 0 and 2. Consequently, Im(I − A) ∼ = Z, say Im(I − A) = h for some h ∈ H n . Take generatorsv,w of H n /Z(H n ) such thatv k =h for some k ∈ Z, or equivalently, Im(I − A) ⊆ v . Since [E, E] = Im(I − A), also [E, E] ⊆ v , that is, [E, E] ⊆ v, z . It easily follows that v, z ⊳ E and that E/ v, z ∼ = Z 2 . Clearly, also v, z ∼ = Z 2 , and the proof is finished.
So it remains to study H n ⋊ ψ Z when A does not have 1 as eigenvalue.
Proposition 5.22. If A = −I does not have 1 as eigenvalue, the group H n ⋊ ψ Z has the R ∞ property.
Proof. The center Z(H n ) is characteristic in H n ⋊ ψ Z and (H n ⋊ ψ Z)/Z(H n ) ∼ = Z 2 ⋊ A Z. Therefore, if Z 2 ⋊ A Z has the R ∞ property, H n ⋊ ψ Z has the R ∞ property as well. It thus remains to prove the proposition when A has real eigenvalues and det(A) = 1. To this end, take an automorphism φ of H n ⋊ ψ Z. If φ induces the identity on (H n ⋊ ψ Z)/H n ∼ = Z, clearly R(φ) is infinite. So assume φ(t) = h 0 t −1 for some h 0 ∈ H n . Let ϕ denote the restriction of φ to H n . Further, letφ denote the induced automorphism on the quotient H n /Z(H n ), sayφ is represented by M ∈ GL 2 (Z). The addition formula implies that R(ϕ) = R(φ)R(ϕ| Z(Hn) ).
From the condition φ(th) = φ(t)φ(h) for all h ∈ H n , it easily follows that M A = A −1 M . Hence R(φ) = ∞ when det(M ) = −1.
At the same time, ϕ| Z(Hn) is multiplication by det(M ), hence R(ϕ| Z(Hn) ) = ∞ when det(M ) = 1. We conclude that R(ϕ) is always infinite, so R(φ) = ∞ as well.
In contrast, when A = −I, more is possible: Proposition 5.23. Let E denote the group H n ⋊ ψ Z where ψ(x) = x −1 z k and ψ(y) = y −1 z l for some k, l ∈ Z.
(1) If n is odd, E has Reidemeister spectrum 4N ∪ {∞}.
(2) If n is even, E has Reidemeister spectrum 4N ∪ {∞} if both k and l are even, and Reidemeister spectrum 8N ∪ {∞} if k or l is odd.
Conversely, for r ∈ N even, the matrix M r := r+1 r/2 −2 −1 satisfies condition (10) , has det(M r ) = −1 and moreover Tr(M r ) = r. Thus in this case, indeed Spec R (E) = 8N ∪ {∞}.
Case 3.
Note that x and y play quite a symmetric role: we only use that H n /Z(H n ) = x,ȳ and that [y, x] = z n , where Z(H n ) = z . Consequently, if k is odd and l is even, we can reduce to case 2 by swapping x and y and replacing z by z −1 . 
