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Abstract
In this article we give evaluations of certain series of hyperbolic
functions using Jacobi elliptic functions theory. We also define some
new functions that enable us to give characterization of not solvable
class of series.
1 Introduction
The study of infinite sums and products of certain hyperbolic functions have
been a point of interest in mathematics for more than last 200 years. Works of
many great mathematicians such Euler, Gauss, Jacobi, Eisenstein, Weierstrass,
Abel give partial answer to these strange at first sight series. This was done by
introducing and developing the theory of elliptic functions and modular forms.
Later Weber, Ramanujan, Watson, Hardy, Hecke, Poincare, etc. proceeded
and developed these theories further, until today, where a very large number of
scientists add continuously new and very interesting results. However, some of
these sums, for example one of them is
∞∑
n=1
1
enx − 1 , x > 0, (1)
where not able to evaluated with the existing theory (we call these class of sums
as ”Ghost Sums”). Our main concern here is to ”evaluate” these kind of sums
by defining new functions similar to the classical elliptic functions, having not
necessary double periods and overcome this problem. We also study these new
functions and try to find their properties.
We begin by stating and commenting some knowing results.
1
Some remarkable evaluations, of closely related sums to (1) are
∞∑
n=1
n4ν+1
e2pin − 1 =
B4ν+2
8ν + 4
, (2)
where ν is positive integer and Bj denotes the jth Bernoulli number.
Also in [11] it have been proved that
∑
n≥0,n−odd
n4ν+1
enpi + 1
= −1
4
Q4ν+1 − 2
4ν−1
2ν + 1
B4ν+2, (3)
where ν ∈ {0, 1, 2, . . .} and Qν is defined as
Qν = 2
(
dν
dxν
1
ex + 1
)
x=0
. (4)
Continuing for ν non zero integer the sums
∞∑
n=1
n−2ν−1
e2pin − 1 (5)
can evaluated from (see [2]):
Theorem 1.
Let a, b > 0 with ab = π2, and let ν be any non zero integer. Then
a−ν
{
1
2
ζ(2ν + 1) +
∞∑
n=1
n−2ν−1
e2an − 1
}
− (−b)−ν
{
1
2
ζ(2ν + 1) +
∞∑
n=1
n−2ν−1
e2bn − 1
}
=
= −22ν
ν+1∑
n=0
(−1)n B2n
(2n)!
B2ν+2−2n
(2ν + 2− 2n)!a
ν+1−nbn, (6)
where ζ(s) is the Riemann zeta function.
An example of (6) for ν = −1 is
∞∑
n=1
n
e2npi − 1 =
1
24
− 1
8π
. (7)
Eisenstein and later Ramanujan consider infinite sums of the form (Eisenstein
Series):
∞∑
n=1
n2ν−1qn
1− qn , q = e
−pi√r, r > 0 with ν = 1, 2, . . .. (8)
Ramanujan has given relations of how one can evaluate them using only the
second and third sum of them i.e. using only the sums for ν = 2 and ν = 3,
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(see [2] chapters 14-15). Formulas for evaluating derivatives of Eisenstein series
was also given by Ramanujan (see [2] chapter 15 Entry 13 and [3]).
The function
A =
∞∑
n=1
qn
n(1− qn) =
∞∑
n=1
1
n
(
epin
√
r − 1) , q = e−pi√r, r > 0 (9)
is simply the logarithm of the Ramanujan-Dedekind eta function f(−q), where
(see [7] chapters 21,22 and [3]):
f(−q) =
∞∏
n=1
(1− qn) = exp(−A) =
= 21/3π−1/2q−1/24(kr)1/12(k′r)
1/3K(kr)
1/2 (10)
and (the definition of E(x) will be used later):
K(x) =
π
2
· 2F1
(
1
2
,
1
2
; 1;x2
)
, E(x) =
π
2
· 2F1
(
−1
2
,
1
2
; 1;x2
)
, (10.1)
with 0 < kr < 1 being the real solution of
K
(√
1− x2)
K(x)
=
√
r. (10.2)
Also
dA
dq
=
e2x
4
∞∑
n=1
1
sinh2(nx)
(11)
and ∞∑
n=1
1
sinh2(nx)
= −4q d
dq
(log f(−q)) , where q = e−2x, x > 0, (12)
with
dkr
dq
=
−2kr(k′r)2K(kr)2
qπ2
, q = e−pi
√
r, r > 0. (11.1)
Relation (11.1) is a result of Ramanujan (see [2] and [3]) for the first derivative
of k = kr with respect to q = e
−pi√r, r > 0.
Also, (see [11]):
∞∑
n=1
(−1)nn
e2pin/
√
r − 1 =
1
8
−
√
r
4π
+
rK
2π2
(E −K). (13)
The functions K = K(kr) and E = E(kr) are called complete elliptic integrals
of the first and second kind at singular values k = kr. The singular modulus’s
kr are given from K
′/K =
√
r (this is (10.2), with K ′ = K ′(kr) = K (k′r)
and k′r =
√
1− k2r is the complementary modulus) and help us give explicit
3
evaluations, since: When r is positive rational number, the values of kr are
algebraic numbers. In this case also, the elliptic integralsK = K(kr), E = E(kr)
can evaluated and expressed in terms (as a finite product) of algebraic numbers,
powers of π and values of the Euler gamma Γ(x) function (see [9],[10]).
However, in what follows, we use the notation of m(q) using relations (88) and
(89) below. The notation m(q) is more complete and more consisted to that of
the elliptic singular modulus kr, since kr = m
(
e−pi
√
r
)
and k∗r = m
(
−e−pi
√
r
)
,
r > 0. Also m(q) is defined in q = e(z) := e2piiz , Im(z) > 0.
In the first three sections we use mainly the notation (10.2) but, one must be
careful and have notation (88),(89) always in mind. In Section 4 and the rest
sections, we assume mainly notation (88),(89) with q = e(z), z = x+iy, |x| < 12 ,
y > 0, to proceed further.
Continouing in view of [10] we can use elliptic alpha function to get a more
detailed version of (13). It holds (for q = e−pi
√
r, r > 0):
α(r) =
π
4K2
−√r
(
E
K
− 1
)
. (14)
Solving with respect to E the above formula we get
E =
π
4
√
rK
+K
(
1− α(r)√
r
)
. (15)
Hence (13) under the notes above becomes
2
∞∑
n=1
n
e4pin/
√
r − 1 −
∑
n≥0,n−odd
n
e2pin/
√
r − 1 =
1
8
−
√
r
8π
− α(r)
√
rK2
2π2
. (16)
Setting r = 4 in (16) and using (7) along with the fact that α(4) = 6− 4√2, we
give the following example:∑
n≥0,n−odd
n
epin − 1 = −
1
24
+
16π
Γ
(− 14)4 . (17)
Note also that, when r is positive rational, then α(r) is algebraic number (see
[10]).
Moreover in [14] we have proved
Theorem 2.
Let r > 0 and q = e−pi
√
r, then
1− 24
∞∑
n=1
n
epin
√
r − 1 =
6
π
√
r
+
(
1 + k2r −
6α(r)√
r
)
4K2
π2
. (18)
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A simple calculation using Theorem 2 and (see [10])
α(4r) = (1 + k4r)
2α(r) − 2√rk4r (19)
can show us that:
Theorem 3.
If r > 0, then
1 + 24
∑
n≥0,n−odd
n
epin
√
r − 1 = 4
(
1 + k2r
) K2
π2
. (20)
Note.
It is very interesting consequence of Theorems 2,3 and relation (16), the follow-
ing modular property of elliptic alpha function
α
(
1
r
)
=
1√
r
− α(r)
r
, ∀r > 0. (21)
Relation (21) can be found in [10] chapter 5 pg.153.
We continue with an evaluation theorem of Ramanujan (see [3] last chapter):
Theorem 4.(Ramanujan)
1− 24
∞∑
n≥0,n−odd
n
eny + 1
= z2(1− 2x), (22)
where y = π
√
r = πK ′/K, z = 2K/π and x = k2 = k2r (Ramanujan’s notation).
Jacobi have given
Theorem 5.(Jacobi)
For r > 0 holds ∑
n≥0,n−odd
1
cosh (nπ
√
r/2)
=
Kkr
π
. (23)
Also, from relation (see [13])
sn(q, u)
cn(q, u)dn(q, u)
=
π
2(k′r)2K
tan
( πu
2K
)
+
2π
(k′r)2K
∞∑
n=1
(−1)nqn
1 + qn
sin
(nπu
K
)
,
(24)
we get
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Theorem 6.
If r > 0, then
∞∑
n=0
(−1)n
e(2n+1)pi
√
r + 1
=
1
4
− Kk
′
r
2π
. (25)
2 Some General Properties and Related Series
If x > 0, then under some weak conditions on the sequence X(n) we have the
following formula for arithmetical functions X(n):
∞∑
n=1
X(n)
enx − 1 =
∞∑
n=1
e−nx
∑
d|n
X(d). (26)
Hence the Ghost sum is the generating function of the divisor d(n) =
∑
d|n 1
function i.e.
Proposition 1.
g(x) :=
∞∑
n=1
1
enx − 1 =
∞∑
n=1
d(n)qn, where q = e−x, x > 0. (27)
This property makes it quite special. Another interesting thing with series
of hyperbolic functions is that (as mentioned in the beginning of Introduction):
”almost all” appear in the theory of Jacobian elliptic functions (see [8],[7]). Here
is another example (we use the Ramanujan’s notation) in [3] pg.176:
Proposition 2.(Ramanujan),([3] pg.174)
sec(θ) + 4
∞∑
n=0
(−1)n cos((2n+ 1)θ)
e(2n+1)y − 1 = z sec(φ)
√
1− x sin2(φ). (28)
Relation (28) is quite close to what we search. Setting θ = 0 we get (in our
notation):
Corollary 1.
If q = e−pi
√
r, r > 0
1 + 4
∞∑
n=0
(−1)n
e(2n+1)pi
√
r − 1 =
2K
π
. (29)
Hence also
1 + 4
∑
n≥0,n≡1(4)
1
enpi
√
r − 1 − 4
∑
n≥0,n≡3(4)
1
enpi
√
r − 1 =
2K
π
. (30)
6
Another result easy to check is
Theorem 7.
∞∑
n=1
n
sinh2(nx)
= −2 d
dx
∞∑
n=1
1
e2nx − 1 , x > 0. (31)
The Fourier series of the Jacobi elliptic functions sn, cd and cn, cd, sd are:
sn = sn(q, u) =
2π
Kkr
∞∑
n=0
qn+1/2 sin
(
(2n+ 1) pi2K u
)
1− q2n+1
cn = cn(q, u) =
2π
Kkr
∞∑
n=0
qn+1/2 cos
(
(2n+ 1) pi2K u
)
1 + q2n+1
cn1 = cn1(q, u) =
2π
Kkr
∞∑
n=0
qn+1/2 cos
(
(2n+ 3) pi2K u
)
1 + q2n+1
sd = sd(q, u) =
2π
Kkrk′r
∞∑
n=0
(−1)nqn+1/2 sin ((2n+ 1) pi2K u)
1 + q2n+1
cc = cc(q, u) =
2π
Kkr
∞∑
n=0
qn+1/2 cos
(
(2n+ 1) pi2K u
)
1 + q2n−1
=
=
2π
Kkr
q1/2 cos(z)
1 + q−1
+ q · cn1(q, u).
cd = cd(q, u) =
2π
Kkr
∞∑
n=0
(−1)nqn+1/2 cos ((2n+ 1) pi2K u)
1− q2n+1
dd = dd(q, u) =
2π
Kkr
∞∑
n=0
(−1)nqn+1/2 cos ((2n+ 1) pi2K u)
1− q2n−1
and
cd1 = cd1(q, u) =
2π
Kkr
∞∑
n=0
(−1)nqn+1/2 cos ((2n+ 3) pi2K u)
1− q2n+1 . (32)
The functions cn1, cc, dd, cd1 are not corresponding to elliptic functions and
the notation is not the usual. For example cd = cndn , but dd is not
dn
dn so one
must be careful.
Beginning we can write
sn(−q, u) = 2π
K∗k∗r
∞∑
n=0
i(−1)nqn+1/2 sin ((2n+ 1) pi2K∗ u)
1 + q2n+1
=
7
= i
Kkrk
′
r
K∗k∗r
2π
Kkrk′r
∞∑
n=0
(−1)nqn+1/2 sin ((2n+ 1) pi2K u KK∗ )
1 + q2n+1
=
= i
Kkrk
′
r
K∗k∗r
· sd
(
q, u
K
K∗
)
, (32.1)
where we have set K∗ = K(kr1) and k
∗ = kr1 , with r1 such that e
−pi√r1 =
−e−pi
√
r.
One can see that k2rk
∗2
r = k
2
r + k
∗2
r , or the equivalent k
′
r(k
∗
r )
′ = 1. Hence from
the modular identity
1√
1− xK
(
x
x− 1
)
= K(x), (33)
we get
K(kr1)
K(kr)
=
K∗
K
= k′r. (34)
Hence a first result, that follows from (32.1), is the next:
Proposition 3.
If q = e−pi
√
r, r > 0, then
sn(−q, u) = k′r · sd
(
q,
u
k′r
)
. (35)
Consider now Theorem 5 in the form
2
∑
n≥0,n−odd
qn/2
1 + qn
=
Kkr
π
(36)
and set q → −q. Then from the above relations (34) and k∗r = ikr/k′r, we get
Theorem 8.
If q = e−pi
√
r, r > 0, then
2
∞∑
n≥0,n−odd
(−1)n−12 qn/2
1− qn =
∞∑
n=0
(−1)n
sinh ((n+ 1/2)π
√
r)
=
Kkr
π
. (37)
Continuing if
ss := ss(q, u) :=
2π
Kkr
∞∑
n=0
qn+1/2 sin
(
(2n+ 1) pi2K u
)
1 + q2n+1
, (38)
then from the above formula of cn and the elementary trigonometric formula
cos(a+ b) = cos(a) cos(b)− sin(a) sin(b), we get
cc(q, u) =
2π
Kkr
q1/2 cos(z)
1 + q−1
+ q · cn1(q, u) = 2π
Kkr
q1/2 cos(z)
1 + q−1
+
8
+
2π
Kkr
∞∑
n=0
qn+1/2+1
1 + q2n+1
(cos((2n+ 1)z) cos(2z)− sin((2n+ 1)z) sin(2z)) =
=
2π
Kkr
q1/2 cos(z)
1 + q−1
+ q cos(2z)cn(q, u)− q sin(2z)ss(q, u).
Hence we get the next
Proposition 4.
If q = e−pi
√
r, r > 0
ss(q, u) = cot(2z)cn(q, u)− q−1 csc(2z)cc(q, u) + π
√
q csc(z)
(1 + q)krK
=
= cn(q, u) cot(2z)− cn1(q, u) csc(2z), (39)
where z = piu2K .
Proposition 5.
When q = e−pi
√
r, r > 0, it holds
cn(−q, u) = cd
(
q,
u
k′r
)
(40)
Proof.
From the cn formula we have
cn(−q, u) = 2π
K∗k∗r
∞∑
n=0
(−1)nqn+1/2
1− q2n+1 cos
(
(2n+ 1)
πu
2K∗
)
=
= i
Kkr
K∗k∗r
2π
Kkr
∞∑
n=0
(−1)nqn+1/2
1− q2n+1 cos
(
(2n+ 1)
πu
2K
K
K∗
)
=
= i
Kkr
K∗k∗r
cd
(
q, u
K
K∗
)
= cd
(
q,
u
k′r
)
.
Since
i
Kkr
K∗k∗r
= 1. (41)
qed.
3 The function cd1: Evaluations and Properties
Theorem 9.
If A = iq1/2eipiu/(2K) and u ∈ C, with |q1/2eipiu/(2K)| < 1, then
2π
Kkr
∞∑
n=0
A2n+1
1− q2n+1 = −cd (q, u) cot
(uπ
K
)
+ cd1 (q, u) csc
(uπ
K
)
+ i · cd (q, u) .
(42)
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Proof.
It is easy to see someone that
2π
Kkr
∞∑
n=0
A2n+1
1− q2n+1 = i · cn(−q, uk
′
r)− ss (−q, uk′r) =
= i · cd (q, u)− ss (−q, uk′r) . (42.1)
But from Propositions 4,5 we have
ss(−q, u) = cd
(
q,
u
k′r
)
cot(2z∗)− cn1(−q, u) csc(2z∗), z∗ = πu
2K∗
.
Also
cn1(−q, u) = cd1
(
q,
u
k′r
)
. (43)
Hence
ss(−q, u) = cd
(
q,
u
k′r
)
cot
(
2z
k′r
)
− cd1
(
q,
u
k′r
)
csc
(
2z
k′r
)
. (44)
From the above relations we get the proof. qed
Theorem 10.
If 0 < |λ| < 1, r > 0, then
π
Kkr
∞∑
n=0
(−1)ne−pi
√
r(n+1/2)λ
sinh ((n+ 1/2)π
√
r)
= cd (q, λiK ′) coth
(
λπ
√
r
)−
−cd1 (q, λiK ′) csch
(
λπ
√
r
)
+ cd (q, λiK ′) . (45)
Proof.
Set u = λiK ′ in relation (42) of Theorem 9. qed
Theorem 11.
If q = e−pi
√
r, r > 0 and ν ∈ C∗, such that 2/ν not integer, then
2π
Kkr
∞∑
n=0
q(2n+1)(1/2+1/ν)
1− q2n+1 = i · sn
(
q,
2iK ′
ν
)
coth
(
2π
√
r
ν
)
+
+i · cd1
(
q,−K + 2iK
′
ν
)
csch
(
2π
√
r
ν
)
+ i · sn
(
q,
2iK ′
ν
)
. (46)
In case that r ∈ Q∗+ and ν ∈ Q∗+ − Z, then sn
(
q, 2iK
′
ν
)
is algebraic number.
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Proof.
If we replace
u = u1 := −i log
(
−iq1/ν
) 2K
π
=
(
−π
2
+ i
π
√
r
ν
)
2K
π
=
=
(
−1 + i2
√
r
ν
)
K = −K + 2iK
′
ν
, (47)
then we will have A = q1/2+1/ν . From the relations (see [8]):
cn (q, w +K) = −k′rsn(q, w)/dn(q, w) (48)
and
dn (q, w +K) = k′r/dn(q, w) (49)
we have
cd (q, w +K) = −sn(q, w) (50)
and easy
cd (q, w −K) = −sn (q, w − 2K) = sn(q, w),
since sn (q, w + 2K) = −sn(q, w).
Also easily we get
csc
(u1π
K
)
= i · csch
(
2π
√
r
ν
)
and
cot
(u1π
K
)
= −i · coth
(
2π
√
r
ν
)
.
From the above and Theorem 9 we get the result. qed
Corollary 2.
If q = e−pi
√
r, r > 0, then
1)
lim
y→K
cd1 (q, y)
y −K = 1 +
2π2
K2kr
∑
n≥0, n−odd
qn/2
1− qn , (51)
2) cd1(q, 0) = 1, cd1(q,K) = 0, cd1(q, 2K) = −1 and
cd1(q, u+ 2K) = −cd1(q, u), ∀u ∈ R.
Proof.
Taking the limit ν →∞ in (46) and using
lim
ν→∞
sn
(
q,
2iK ′
ν
)
= 0,
11
lim
ν→∞ sn
(
q,
2iK ′
ν
)
coth
(
2π
√
r
ν
)
=
iK ′
π
√
r
,
we get easily the result. qed
Theorem 12.
If q = e−pi
√
r, r > 0, then
cd1(q, iK
′) =
1
qkr
− sinh(π
√
r)
kr
(
1− π
2K
)
. (52)
Proof.
Set u = iK ′ in (42). Then using relation cd (q, iK ′) = 1kr (see [8]), we get
cd1 (q, iK
′) =
1
qkr
− 2π sinh (π
√
r)
Kkr
∞∑
n=0
(−1)n
e(2n+1)pi
√
r − 1 .
The result follows from Corollary 1. qed
Notes.
i) Numerical values of cd1(q, iK
′) can given using Theorems 13 and 14 bellow.
ii) Formula (32) does not converge for these values. So we can speak here for
analytic continuation of cd1.
Corollary 3.
If q = e−pi
√
r, r > 0, then
cd1
(
q,
iK ′
2
)
=
1√
qkr
−
π sinh
(
pi
√
r
2
)
Kkr
∞∑
n=0
(−1)ne−(n+1/2)pi
√
r/2
sinh ((n+ 1/2)π
√
r)
(53)
Corollary 4.
If q = e−pi
√
r, r > 0, then
cd1
(
q,
K
2
)
=
1√
1 + k′r
− π
√
8
Kkr
∑
n≥0, n≡1(4)
(−1)n−14 qn/2
1− qn (54)
and
−
∞∑
n=1
χ(n)
qn/2
1− qn =
Kkr√
2π
√
1 + k′r
, (55)
where χ(n) =
(
n+2
8
)
and
(
n
m
)
is the usual Jacobi symbol.
Proof.
Setting u = K2 in Theorem 9, we get a = iq
1/2epii/4 = q1/2e3pii/4, cot
(
pi
2
)
= 0,
csc
(
pi
2
)
= 1. Also it holds (see [8]):
cn
(
q,
K
2
)
=
√
k′r√
1 + k′r
and dn
(
q,
K
2
)
=
√
k′r. (56)
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Hence
cd
(
q,
K
2
)
=
cn
(
q, K2
)
dn
(
q, K2
) = 1√
1 + k′r
. (57)
From the above we can evaluate
cd1
(
q,
K
2
)
= e3pii/4
2π
Kkr
∞∑
n=0
qn+1/2e3piin/2
1− q2n+1 − i · cd
(
q,
K
2
)
. (58)
Hence taking the real and imaginary parts of the above equation we deduce
∑
n≥0, n≡1(4)
(−1)n−14 qn/2
1− qn +
∑
n≥0, n≡3(4)
(−1)n−34 qn/2
1− qn =
√
2√
1 + k′r
Kkr
2π
(59)
and
π
√
2
Kkr
∑
n≥0, n≡3(4)
(−1)n−34 qn/2
1− qn −
π
√
2
Kkr
∑
n≥0, n≡1(4)
(−1)n−14 qn/2
1− qn = cd1
(
q,
K
2
)
.
(60)
qed
4 The θ(q, u) modular angle and the functions ss
and cd1
In this section we give rise to the evaluation of
∫
ss(q, u)du and hence to ss(q, u)
and cd1(q, u), up to a Jacobi modular angle. After that we proceed further
with the analytical study of the functions ss, cd1. We also give some applica-
tions concerning the area of Jacobian elliptic functions, hyperbolic series and
continued fractions. These connections are indeed very interesting since they
fill large gaps in the literature. We start with a continued fraction expansion of
Ramanujan.
Ramanujan has stated that (see [3] pg.21):
Theorem 13.
Suppose that q, a and b are complex numbers with |q| < 1, or that q, a, and b
are complex numbers with a = bqm for some integer m. Then
U = U(a, b; q) =
(−a; q)∞(b; q)∞ − (a; q)∞(−b; q)∞
(−a; q)∞(b; q)∞ + (a; q)∞(−b; q)∞ =
=
a− b
1− q+
(a− bq)(aq − b)
1− q3+
q(a− bq2)(aq2 − b)
1− q5+
q2(a− bq3)(aq3 − b)
1− q7+ . . . . (61)
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Also holds (see [12])
(
−1 + 2
1− U(a, b; q)
)2
=
(
−1 + 21−u0(q,a)
)
(
−1 + 21−u0(q,b)
) , (62)
where the u0(q, a) are introduced as below:
We define
(z; q)∞ :=
∞∏
n=0
(1− zqn), |q| < 1, z ∈ C. (63)
Also
P :=
(
(−A; q)∞
(A; q)∞
)2
. (64)
Then
u0(q, A) :=
P − 1
P + 1
. (65)
Then we have (see [12]):
log
(
−1 + 2
1− u0(q, A)
)
= logP (66)
and
logP = log
(
−1 + 2
1− u0(q, A)
)
= 4
∞∑
n=0
A2n+1
(2n+ 1)(1− q2n+1) . (67)
Let u be a complex number. We set A = iq1/2eipit/(2K) in (67) and derivate
with respect to parameter t. Then setting the value t = u, we get[
d
dt
log
(
−1 + 2
1− u0(q, A)
)]
t=u
= 4
[
d
dt
∞∑
n=0
A2n+1
(2n+ 1)(1− q2n+1)
]
t=u
=
=
2πi
K
∞∑
n=0
A2n+1
1− q2n+1 . (68)
Hence using relation (42.1) we get
d
dt
log
(
−1 + 2
1− u0(q, A)
)
= −krcd(q, t)− i · krss (−q, k′rt) , (69)
where
ss = ss(q, u) :=
2π
Kkr
∞∑
n=0
qn+1/2 sin
(
(2n+ 1) pi2K u
)
1 + q2n+1
. (70)
After integration of (69) with respect to t from 0 to u, we get the next:
14
Theorem 14.
If A = iq1/2eipiu/(2K), then
log
(
−1 + 2
1− u0(q, A)
)
= − log (nd(q, u) + krsd (q, u))+
+4i
∞∑
n=0
(−1)nqn+1/2 cos ((2n+ 1) pi2K u)
(2n+ 1) (1− q2n+1) . (71)
Proof.
We give more details for how we arived into (71). We have the relation
ss(−q, u) = 2πi
K∗k∗r
∞∑
n=0
(−1)nqn+1/2 sin ((2n+ 1) pi2K∗u)
1− q2n+1 ,
where K∗ = K(k∗r) and k
∗
r corresponds to the change of sign q → −q. Hence
from (34) and the related identities
k∗r =
ikr
k′r
(71.0)
and
K∗ = k′rK, where k
′
r =
√
1− k2r ,
we get
ss(−q, uk′r) =
2π
Kkr
∞∑
n=0
(−1)nqn+1/2 sin ((2n+ 1) pi2K u)
1− q2n+1 . (71.1)
Hence integrating (69) we get (71) using (see [8])∫
cd(q, t)dt = log (nd(q, t) + krsd(q, t)) (72)
and (71.1). qed
Theorem 15.
If q = e−pi
√
r, r > 0 and A = iq1/2eipiu/(2K), u real number, then
Re
[
log
(
−1 + 2
1− u0(q, A)
)]
= − log (nd(q, u) + krsd(q, u)) (73)
and
cd1(q, u) = cd(q, u) cos
(πu
K
)
+2k−1r sin
(πu
K
)
Im
[
d
du
log
(
(−A; q)∞
(A; q)∞
)]
. (74)
Proof.
See the proof of Theorem 16 below.
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From [12] we have the next continued fraction expansion:
u0(q, a) =
2a
1− q+
a2(1 + q)2
1− q3+
a2q(1 + q2)2
1− q5+
a2q2(1 + q3)2
1− q7+ . . . , |q|, |q/a| < 1.
(75)
This continued fraction can be used to get numerical and arithmetical eval-
uations (verifications) for complex values of cd1(q, u), u ∈ C (such cd1(q, i ·
nK ′), n ∈ Q∗+). More precisely we have the next analytic continuation theorem:
Theorem 16.
If q = e−pi
√
r, r > 0 and A = iq1/2eipit/(2K), t parameter and u ∈ C such that
|q1/2eipiu/(2K)| < 1, then
cd1(q, u) = cd(q, u) cos
(πu
K
)
− i · cd(q, u) sin
(πu
K
)
− i · k−1r sin
(πu
K
)
×
×
[
d
dt
log
(
−1 + 2
1+
−2A
1− q+
A2(1 + q)2
1− q3+
A2q(1 + q2)2
1− q5+
A2q2(1 + q3)2
1− q7+ . . .
)]
t=u
(76)
and
cd1(q, u) = cd(q, u) cos
(πu
K
)
− i · cd(q, u) sin
(πu
K
)
−
−2i · k−1r sin
(πu
K
)[ d
dt
log
(
(−A; q)∞
(A; q)∞
)]
t=u
. (77)
Proof.
Using (64),(65),(66),(67),(68),(75) and (42), we get the two results. qed
Theorem 17.
Let 1/ν be positive integer. Let also m be even integer and ν1 = 2/ν, then if
q = e−pi
√
r, r > 0 we have
cd1 (q,mK + ν1iK
′) = (−1)m/2eν1pi
√
r−
−(−1)m/2 sinh (ν1π√r)
1− 2π
Kkr
1/ν−1∑
j=0
qj+1/2
1 + q2j+1
 . (78)
Proof.
The proof follows from Theorems 9,11 and the identities (67),(68) along with
∞∑
n=0
(−1)nq(2n+1)(l+1/2)
1− q2n+1 = −
l−1∑
j=0
qj+1/2
1 + q2j+1
+
Kkr
2π
, l ∈ N, q = e−pi
√
r, r > 0,
(79)
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and
cd(q,mK + iν1K
′) = (−1)m/2, (80)
with m even integer and ν1 = 2/ν even positive integer. qed
If θ(a) and θ(b) denote modular angles, where θ(x) = θ(q, x) (see [7]) such
that
e−θ(q,x) =
∏∞
n=0 (1− qn+x)∏∞
n=0 (1 + q
n+x)
, x > 0, (81)
then
θ(q, x) = 2
∞∑
n=0
arctanh
(
qn+x
)
. (82)
Then also holds (see [12]):
2θ(q, a)− 2θ(q, b) =
= 2
∞∑
n=0
arctanh
(
qn+a
)− 2 ∞∑
n=0
arctanh
(
qn+b
)
= log
(
−1 + 2
1− U(qa, qb, q)
)
.
(83)
A first result that one can derive immediately from the definition of the
modular angles is of course:
Theorem 17.1
log
(
−1 + 2
1− u0 (q, qa)
)
= 2θ(q, a), |q| < 1, a > 0 (83.1)
Notes.
i) In case a, b ∈ R and {a} = {b} = c, ({x} is the fractional part of x) we have
evaluated successfully (83) in [12].
ii) Also in [12] relation (73) have been proved and function ss has been consid-
ered.
iii) In what it follows we always denote with θ the modular angle θ(x) = θ(q, x).
Similar notations such θ0,θ1,θ2 of Theorem 18 below have nothing to do with
the above notation of modular angle.
iv) From the identities (q = e−pi
√
r, r > 0):
f(−q) :=
∞∏
n=1
(1− qn) = 21/3π−1/2q−1/24k1/12r (k′r)1/3K1/2, (84)
∞∏
n=1
(1 + qn) = 2−1/6q−1/24k1/12r (k
′
r)
−1/6, (85)
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and relation (81), if we assume that a ∈ N = {1, 2, 3, . . .}, then we easily can
obtain the next special values
e−θ(q,a) = exp [−2 · arctanh (qa)]
√
2Kk′r
π
a∏
j=1
1 + qj
1− qj , q = e
−pi√r, r > 0. (86)
v) We will also use the generalization m(q) of kr as defined in (88),(89) below.
For the restricted case q = e−pi
√
r, r > 0, we have m (q) = kr, r > 0.
Theorem 18.
If a, x, y are real with 0 < a < 1, x + 12 ∈
(− 12 , 12) and y > 0, q = e(z) :=
exp(2πiz), where z = x + iy, and θ1 = −K + (4a − 2)xK, θ2 = (4a − 2)yK,
θ0 = θ1 + iθ2, K = K(m(q)), then
qa = iq1/2eipiθ0/(2K) (86.1)
and ∞∑
n=0
(−1)nqn+1/2
(2n+ 1)(1− q2n+1) cos
(
(2n+ 1)
π
2K
θ0
)
=
=
1
2i
θ(q, a) +
1
4i
log (nd(q, θ0) +m(q) · sd(q, θ0)) . (87)
Proof.
If a, x, y and θ1, θ2 are as in the statement of the theorem and K = K(m(q)),
K ′ = K(m′(q)), with q = exp(2πiz), z = x + iy, x + 12 ∈
(− 12 , 12), y > 0, then
we define
m(q) :=
ϑ2(q)
2
ϑ3(q)2
, m′(q) :=
√
1−m(q)2, (88)
where
ϑ2(q) :=
∞∑
n=−∞
q(n+1/2)
2
, ϑ3(q) :=
∞∑
n=−∞
qn
2
, |q| < 1. (89)
For this definition it holds
m(−q) = i m(q)
m′(q)
(89.1)
and
i
K(m′(q))
K(m(q))
= 2z. (89.2)
Also then qa = iq1/2epiiθ0/(2K) is satisfied. Hence from Theorems 14,17.1 we get
the result. qed
Integration of (71.1) lead us to∫ θ0
0
ss (−q,m′(q)t) dt = − 4
m(q)
∞∑
n=0
(−1)nqn+1/2 cos ((2n+ 1) pi2K θ0)
(2n+ 1) (1− q2n+1) +
18
+
4
m(q)
∞∑
n=0
(−1)nqn+1/2
(2n+ 1) (1− q2n+1) . (90)
Hence more clear:
Theorem 19.
Let a, x, y, θ0, θ1, θ2 be as in Theorem 18, then the nome is q
a = iq1/2epiiθ0/(2K)
and hold the following relations:∫ θ0
0
ss(−q,m′(q)t)dt = i
m(q)
log
(
e2θ(q,a) (nd(q, θ0) +m(q) · sd(q, θ0))
)
+
+
4
m(q)
∞∑
n=0
(−1)nqn+1/2
(2n+ 1) (1− q2n+1) (91)
and
ss (−q,m′(q)θ0) = − 2π
m(q)K
∞∑
n=0
qa(2n+1)
1− q2n+1 + i · cd(q, θ0). (92)
Proof.
Relation (91) follows from (90) and Theorem 18. The relation (92) follows from
(69),(68) and the nome qa = iq1/2epiiθ0/(2K). qed
Theorem 20.
If q = e(z), z = x+ iy and x ∈ (− 12 , 12), y > 0, then
4πiz
∞∑
n=0
(−1)nqn+1/2
1− q2n+1 sin
(
(2n+ 1)
πθ0
2K
)
=
= −
(
∂θ(q, u)
∂u
)
u=a
− 2zKm(q)cd (q, θ0) . (93)
If x+ 12 ∈
(− 12 , 12), then
4πi
(
z +
1
2
) ∞∑
n=0
qn+1/2
1 + q2n+1
sin
(
(2n+ 1)
πθ′0
2K
)
= i
(
∂θ(−q, u)
∂u
)
u=a
−
−2
(
z +
1
2
)
Km(q)cn (q, θ′0) , (94)
where θ′0 = −K + (4a− 2)
(
z + 12
)
K.
Proof.
For to prove (93), differentiate (87) with respect to a using dθ0da = 4zK and
d
dθ0
log (nd(q, θ0) +m(q) · sd(q, θ0)) = m(q)cd(q, θ0).
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For to prove relation (94), set in (87) where q → −q and do the same.
This also implies the following evaluation of ss(q, u) function:
Theorem 20.1
If q = e(z), z = x+ iy, y > 0, x+ 12 ∈
(− 12 , 12) and θ′0 = −K+(4a−2)(z+ 12 )K,
then
ss (q, θ′0) =
1
(2z + 1)m(q)K
(
∂θ∗(q, u)
∂u
)
u=a
+ i · cn (q, θ′0) , (95)
where θ∗(q, u) := θ(−q, u).
We introduce the notation
dθ(a)
da
:=
(
∂θ(q, u)
∂u
)
u=a
and
dθ∗(a)
da
:=
(
∂θ(−q, u)
∂u
)
u=a
. (95.1)
If the nome is qa = iq1/2eipiθ0/(2K), then from (68) and (83.1) we have
πi
K
∞∑
n=0
qa(2n+1)
1− q2n+1 =
dθ(a)
dθ0
. (96)
Relation (96) can also written as
dθ0
da
·
∞∑
n=0
qa(2n+1)
1− q2n+1 = −
iK
π
dθ(a)
da
.
Hence we get the next
Theorem 20.2
Let q = e(z), z = x+ iy, y > 0, x+ 12 ∈
(− 12 , 12) and θ0 as in Theorem 18 i.e it
holds qa = iq1/2eipiθ0/(2K), then
dθ0
da
= 4zK = 2iK ′, a > 0 (97)
and ∞∑
n=0
qa(2n+1)
1− q2n+1 =
1
4πiz
dθ(a)
da
=
1
4πiz
(
∂θ(q, u)
∂u
)
u=a
, a > 0. (98)
Continuing our arguments, from relation (44) and definition of θ0 we have:
ss(−q,m′(q)θ0) = cd(q, θ0) cot
(
πθ0
K
)
− cd1(q, θ0) csc
(
πθ0
K
)
,
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where cd1(q, u) is the function defined as
cd1 = cd1(q, u) =
2π
Kkr
∞∑
n=0
(−1)nqn+1/2 cos ((2n+ 3) pi2K u)
1− q2n+1 . (98.1)
Hence we get:
Theorem 21.
If we consider the nome
qa = iq1/2eipiθ0/(2K), (99)
which is parametrized as in Theorem 18, then
cd1(q, θ0) = e
−ipiθ0/Kcd(q, θ0)−
sin
(
piθ0
K
)
m(q)K ′
(
dθ(u)
du
)
u=a
(100)
and
ss(−q,m′(q)θ0) = 1
m(q)K ′
(
dθ(u)
du
)
u=a
+ i · cd(q, θ0). (101)
We now define q = e(z), z = x + iy, x, y reals with y > 0, − 12 < x < 12 ,
0 < a < 1 and θ∗0 = θ
∗
1+iθ
∗
2 with θ
∗
1 = (a−1+(2a−1)x)2K∗, θ∗2 = (2a−1)y2K∗.
Then we have the next nome
epiiaqa = −q1/2epiiθ∗0/(2K∗) (102)
and holds the next relation (set q → −q in (100)):
cd1(−q, θ∗0) = e−ipiθ
∗
0
/(Km′(q))cn
(
q,
θ∗0
m′(q)
)
−
− 2πi
Km(q)
sin
(
πθ∗0
Km′(q)
) ∞∑
n=0
qa(2n+1)epiia(2n+1)
1 + q2n+1
, (103)
since
cd(−q, u) = cn
(
q,
u
m′(q)
)
. (104)
But also is
ss(q, u) = cd (−q,m′(q)u) cot
(πu
K
)
− cd1 (−q,m′(q)u) csc
(πu
K
)
. (105)
Hence from (105) and (103) we get
ss
(
q,
θ∗0
m′(q)
)
=
= cn
(
q,
θ∗0
m′(q)
)
cot
(
πθ∗0
Km′(q)
)
− cd1 (−q, θ∗0) csc
(
πθ∗0
Km′(q)
)
=
21
= i · cn
(
q,
θ∗0
m′(q)
)
+
2πi
Km(q)
∞∑
n=0
qa(2n+1)epiia(2n+1)
1 + q2n+1
and we lead to the next theorems:
Theorem 22.
If θ∗0 is of nome (102), then
ss
(
q,
θ∗0
m′(q)
)
= i · cn
(
q,
θ∗0
m′(q)
)
+
2πi
m(q)K
∞∑
n=0
qa(2n+1)epiia(2n+1)
1 + q2n+1
. (106)
Theorem 23.
If we have the nome (99), then
dθ∗(a)
da
= 2πi(2z − 1)
∞∑
n=0
(−q)a(2n+1)
1 + q2n+1
. (107)
See also relations (120),(121) in Notes (ii) in Section 5 below.
Theorem 24.
Using the two nomes (99),(102) we get
θ∗0
K∗
− θ0
K
= 2a− 1, (108)
dθ∗0
da
= 2K∗ + 4zK∗,
1
m′(q)
dθ∗0
da
= 2K + 2iK ′. (109)
In the case x = 0, 0 < a < 1, there holds
∞∑
n=0
qa(2n+1)epiia(2n+1)
1 + q2n+1
=
∞∑
n=0
(−q)a(2n+1)
1 + q2n+1
(110)
and
ss
(
q,
θ∗0
m′(q)
)
= i · cn
(
q,
θ∗0
m′(q)
)
+
1
m(−q)K(m′(−q))
dθ∗(a)
da
=
= i · cn
(
q,
θ∗0
m′(q)
)
+
1
(1 + 2iy)m(q)K
dθ∗(a)
da
. (111)
See relations (118),(119) in Notes (i) of Section 5 below.
5 Refinements and Applications
Application 1.
If y > 0 and a = 12 , x = 0, q = e(z) = e
−2piy and θ1 = −K, θ2 = 0. Then
θ0 = θ1 + iθ2 = −K, K = K(m(q)), A = iq1/2eipiθ0/(2K) = q1/2 and we have
∞∑
n=0
qn+1/2
1− q2n+1 =
−1
4πy
(
dθ(a)
da
)
a=1/2
. (112)
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Hence from Corollary 2 with y =
√
r
2 :
lim
P→K
cd1 (q, P )
P −K = 1 +
2π2
krK2
∑
n≥0, n−odd
qn/2
1− qn =
= 1− π
2m(q)yK2
(
dθ(a)
da
)
a=1/2
. (113)
Application 2.
If a = 1, x = 0, y > 0, then q = e−2piy and
∞∑
n=0
1
e2(2n+1)piy − 1 =
−1
4πy
(
dθ(a)
da
)
a=1
. (114)
Application 3.
Set a = 12 , x = 0, y > 0, then q = e
−2piy and θ∗0 = −K∗ = −K(m(−q)). Hence
from Theorem 24 relation (111) we have
ss
(
q,
−K∗
m′(q)
)
= i · cn
(
q,
K∗
m′(q)
)
+
1
m(−q)K(m′(−q))
(
dθ∗(a)
da
)
a=1/2
(115)
But it holdsK∗ = K(m(q))m′(q), (K ′)∗ = K(m′(−q)) = −i(1+2z)K(m(−q)) =
−i(1 + 2iy)K(m(q))m′(q) and m(−q) = i m(q)m′(q) . Hence it must be m(−q)K∗′ =
−i(1 + 2iy)K(m(q))m′(q)i m(q)m′(q) = (1 + 2iy)K(m(q))m(q). Consequently
−ss (q,K) = i · cn (q,K) + 1
(1 + 2iy)m(q)K
(
dθ∗(a)
da
)
a=1/2
.
Or equivalently from cn(q,K) = 0:
ss(q,K) =
−1
(1 + 2iy)m(q)K
(
dθ∗(a)
da
)
a=1/2
(116)
and
∞∑
n=0
(−1)nqn+1/2
1 + q2n+1
=
−1
2π(1 + 2iy)
(
dθ∗(a)
da
)
a=1/2
, q = e−2piy, y > 0. (117)
Notes.
i) In case of x = 0, 0 < a < 1, we can prove relation (111) using the arguments of
Application 3. Hence then, θ∗0 = −2 ((1− a) + i(1− 2a)y)K∗ and equivalently
h˜∗0 :=
θ∗0
m′(q)
= −2 [(1 − a) + i(1− 2a)y]K =
= 2(a− 1)K + i(2a− 1)K ′, (118)
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with
ss
(
q, h˜∗0
)
= i · cn
(
q, h˜∗0
)
+
1
(1 + 2iy)m(q)K
dθ∗(a)
da
, (119)
where q = e−2piy, y > 0.
ii) When q = e(z), z = x + iy, y > 0, − 12 < x + 12 < 12 , 0 < a < 1, we have
(general case)
h∗0 =
θ∗0
m′(q)
= 2((a− 1) + (2a− 1)x)K + i(2a− 1)yK ′ =
= 2(a− 1)K + i(2a− 1)K ′ (120)
and
dθ∗(a)
da
= 2iπ
K (m′(−q))m(−q)
K (m(q))m(q)
∞∑
n=0
(−q)a(2n+1)
1 + q2n+1
=
= 2πi(1 + 2z)
∞∑
n=0
(−q)a(2n+1)
1 + q2n+1
. (121)
iii) Taking the logarithms in both sides of (81) and expanding them, then
differentiating with respect to x, we get after using divisor sums(
∂θ(q, u)
∂u
)
u=a
=
dθ(a)
da
=
2qa log(q)
1− q2a + 2 log(q)
∞∑
n=1
qn
∑
d|n
d > a
n/d− odd
1. (122)
This relation holds for a positive integer. Hence from (127) below we get (q =
e−2piy, y > 0):
∞∑
n=0
1
e2(2n+1)piy − 1 =
q
1− q2 +
∞∑
n=1
qn
∑
d|n
d > 1
n/d− odd
1. (123)
Application 4.
Let a be positive integer, then(
∂θ(q, u)
∂u
)
u=a+1
−
(
∂θ(q, u)
∂u
)
u=a
= − 2q
a
1− q2a log(q). (124)
Hence easily with a positive integer:(
∂θ(q, u)
∂u
)
u=a
= −2 log(q)
a−1∑
n=1
qn
1− q2n + 2 log(q)
∞∑
n=1
qn
1− q2n (125)
and if q = e−2piy, y > 0, then
1
2πy
dθ (a)
da
=
a−1∑
n=1
1
sinh(2πny)
−
∞∑
n=1
1
e2piny − 1 −
∞∑
n=1
1
e2piny + 1
. (126)
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Hence also
1
2πy
dθ (a)
da
=
a−1∑
n=1
1
sinh(2πny)
− 2
∞∑
n=0
1
e2pi(2n+1)y − 1 . (127)
Application 5.
If the nome is q = e(z), Im(z) > 0 and a = 12 , then θ0 = −K, and from (87),
for all |q| < 1 we have:
θ
(
q,
1
2
)
= −1
2
log
(
m′(q)
1 +m(q)
)
. (128)
Application 6.
An example of evaluation using the modular angle θ(q, a) function is: Setting
λ = λ1 + iλ2 in Theorem 10, then using Theorem 21 with x = 0, y =
√
r
2 , a =
1+λ1
2 , r =
1
λ2
2
, z = x+ iy, q = e(z), θ0 = θ1 + iθ2, θ1 = −K, θ2 = (2a− 1)
√
rK,
after simplifications, we get the next formula:
∞∑
n=0
(−1)ne−pi(n+1/2)λ/λ2
sinh ((n+ 1/2)π/λ2)
=
iλ2θ
(0,1)
(
q, 1+λ12
)
π
√
r
. (128.1)
Where |λ| < 1, k = m = m (e−pi/λ2), K = K(k), K ′ = K(k′), k′ = √1− k2
and θ(0,1)(q, a) = dθ(q,a)da .
Hence we get evaluations of the kind: If λ1 = 2a− 1, λ2 = 1/
√
r, r > 0, then:
∞∑
n=0
e−pi(n+1/2)(2a−1)
√
r
sinh ((n+ 1/2)π
√
r)
=
−θ(0,1) (q, a)
π
√
r
, where (2a− 1)2 + 1/r < 1. (129)
For a positive integer and r > 0, we have (in view of (127)):
∞∑
n=0
e−pi(n+1/2)(2a−1)
√
r
sinh ((n+ 1/2)π
√
r)
= −
a−1∑
n=1
1
sinh(πn
√
r)
+ 2
∞∑
n=0
1
epi(2n+1)
√
r − 1 . (129.1)
Application 7.
If q = e−2piy, y > 0, then
∞∑
n=1
qn/2
1− qn =
∞∑
n=0
qn+1/2
1− q2n+1 +
∞∑
n=0
1
e2pi(2n+1)y − 1 .
Hence from (114),(112) we get
−4πy
∞∑
n=1
qn/2
1− qn =
(
dθ(a)
da
)
a=1/2
+
(
dθ(a)
da
)
a=1
. (130)
25
6 Appendix: Evaluations of U using theta func-
tions and series with divisor sums coefficients
From [12] we have
Theorem A1.
If |q| < 1, a, p real and p > 0, then
−1 + 2
1− U (qk+h,−qk−h, q2k) =
∑∞
n=−∞ q
kn2+hn∑∞
n=−∞(−1)nqkn2+hn
, (131)
or equivalently the next continued fraction expansion holds∑∞
n=−∞ q
pn2/2+(p−2a)n/2∑∞
n=−∞(−1)nqpn2/2+(p−2a)n/2
= −1 + 2
1− U (qa,−qp−a, qp) . (132)
We now define (see [26]):
[a, p; q]
−
∞ :=
∞∏
n=0
(
1− qpn+a) (1− qpn+p−a) (133)
and
[a, p; q]
+
∞ :=
∞∏
n=0
(
1 + qpn+a
) (
1 + qpn+p−a
)
(134)
We call [a, p; q]±∞ agiles. Multiplying the two ”agiles” we have
[a, p; q]
−
∞ [a, p; q]
+
∞ = [2a, 2p; q]
−
∞ =
[
a, p; q2
]−
∞ . (135)
But in view of (64),(66) and(
−1 + 2
1− U(qa,−qb; qc)
)2
=
(
−1 + 2
1− u0(qa; qc)
)(
−1 + 2
1− u0(qb; qc)
)
,
(136)
we have (
[a, p; q]
−
∞
[a, p; q]
+
∞
)2
=
(
(qa; qp)∞
(−qa; qp)∞
)2 (
(qp−a; qp)∞
(−qp−a; qp)∞
)2
=
=
(
−1 + 2
1− U (qa,−qp−a; qp)
)−2
=
( ∑∞
n=−∞ q
pn2/2+(p−2a)n/2∑∞
n=−∞(−1)nqpn2/2+(p−2a)n/2
)−2
,
(137)
where
ϑ3(a, b; q) :=
∞∑
n=−∞
qan
2+bn, |q| < 1 (138)
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and
ϑ4(a, b; q) :=
∞∑
n=−∞
(−1)nqan2+bn, |q| < 1. (139)
Hence from Theorem A1 (relation (131)) we get
[a, p; q]
−
∞
[a, p; q]
+
∞
=
ϑ4
(
p
2 ,
p−2a
2 ; q
)
ϑ3
(
p
2 ,
p−2a
2 ; q
) . (140)
Relations (135) and (140) lead us to the next
Theorem A2.
If |q| < 1, then
[
a, p; q2
]−
∞ =
ϑ3
(
p
2 ,
p−2a
2 ; q
)
ϑ4
(
p
2 ,
p−2a
2 ; q
) ([a, p, q]−∞)2 (141)
and [
a, p; q2
]−
∞ =
ϑ4
(
p
2 ,
p−2a
2 ; q
)
ϑ3
(
p
2 ,
p−2a
2 ; q
) ([a, p, q]+∞)2 (142)
Example.
Set
G(q) :=
∞∑
n=0
qn
2
(q; q)n
=
1
[1, 5; q]−∞
, (143)
then
G(q2) =
ϑ4
(
5
2 ,
−3
2 ; q
)
ϑ3
(
5
2 ,
−3
2 ; q
)G(q)2 = ϑ4 ( 52 , 32 ; q)
ϑ3
(
5
2 ,
3
2 ; q
)G(q)2 (144)
Also set
H(q) :=
∞∑
n=1
qn
2+n
(q; q)n
=
1
[2, 5; q]−∞
, (145)
then
H(q2) =
1
[2, 5; q2]
−
∞
=
ϑ4
(
5
2 ,
−1
2 ; q
)
ϑ3
(
5
2 ,
−1
2 ; q
)H(q)2 = ϑ4 ( 52 , 12 ; q)
ϑ3
(
5
2 ,
1
2 ; q
)H(q)2. (146)
But the Rogers-Ramanujan continued fraction is
R(q) = q1/5
H(q)
G(q)
= q1/5
[1, 5; q]
−
∞
[2, 5; q]
−
∞
. (147)
Hence
R(q2) = q2/5
ϑ4
(
5
2 ,
1
2 ; q
)
ϑ3
(
5
2 ,
1
2 ; q
) ϑ3 ( 52 , 32 ; q)
ϑ4
(
5
2 ,
3
2 ; q
) (H(q)
G(q)
)2
=
27
=
R(q)2
q−1/5R(q)
ϑ3
(
5
2 ,
3
2 ; q
)
ϑ3
(
5
2 ,
1
2 ; q
) = q1/5R(q)ϑ3 ( 52 , 32 ; q)
ϑ3
(
5
2 ,
1
2 ; q
) . (148)
Hence we get the next evaluation
ϑ3
(
5
2 ,
3
2 ; q
)
ϑ3
(
5
2 ,
1
2 ; q
) = q−1/5R(q2)
R(q)
, |q| < 1. (149)
Generalizing the above arguments for Ramanujan quantities we can write
Theorem A3.
If a, b positive odd integers and p positive even integer such a < b < a+ b < p,
then
R(a, b, p;−q) = ϑ3
(
p
2 ,
p−2a
2 ; q
)
ϑ3
(
p
2 ,
p−2b
2 ; q
) . (150)
Notes.
i) The above theorem is based on the next argument, which is elementary to
prove:
If a, b are odd positive integers and p in even positive integer and a < b < a+b <
p, then
R(a, b, p; q2) = R(a, b, p; q)R(a, b, p;−q). (151)
ii) On the other hand it have been proved in [26] that
R (a, b, p; q) =
ϑ4
(
p
2 ,
p−2a
2 ; q
)
ϑ4
(
p
2 ,
p−2b
2 ; q
) , |q| < 1, (152)
where
R(a, b, p; q) =
[a, p; q]
−
∞
[b, p; q]
−
∞
. (153)
Theorem A4.(see [27])
If |q| < 1 and a > 0, then
[a, p, q]
+
∞ =
ϑ3
(
p
2 ,
p−2a
2 ; q
)
f (−qp) (154)
and
[a, p; q]
−
∞ =
ϑ4
(
p
2 ,
p−2a
2 ; q
)
f (−qp) , (155)
where
f(−q) =
∞∏
n=1
(1− qn) . (156)
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Using Theorems A1,A4, we get
[a, p; q]
−
∞ =
(
−1 + 2
1− U (qa,−qp−a; qp)
)−2
[a, p; q]
+
∞ .
Hence
Theorem A5.
If 0 < a < p and |q| < 1, then holds the following continued fraction expansion
ϑ4
(
p
2 ,
p
2 − a; q
)
ϑ3
(
p
2 ,
p
2 − a; q
) = (−1 + 2
1− U (qa,−qp−a; qp)
)−2
(157)
Moreover if a, p are positive integers, then
log
(
−1 + 2
1− U (qa,−qp−a; qp)
)
= 4
∞∑
n=1
qn
∑
AB = n
A ≡ 1(2)
B ≡ ±a(p)
1
A
. (158)
Proof.
Using relation (67) we get
−2 log
(
−1 + 2
1− U(qa,−qp−a; qp)
)
= −2 log
(
−1 + 2
1− u0 (qa, qp)
)
−
−2 log
(
−1 + 2
1− u0 (qp−a, qp)
)
= −8
∞∑
n≥0,n−odd
qna
n(1− qpn)−
−8
∞∑
n≥0,n−odd
qn(p−a)
n(1− qpn)
But it holds
−8
∞∑
n≥0,n−odd
qna
n(1− qnp) − 8
∞∑
n≥0,n−odd
qn(p−a)
n(1− qpn) = −8
∑
n,l≥0,n−odd
qna+lnp
n
−
−8
∑
n,l≥0,n−odd
qn(p−a)+lnp
n
= −8
∞∑
n=1
qn
∑
AB = n
A ≡ 1(2)
B ≡ a(p)
1
A
− 8
∞∑
n=1
qn
∑
AB = n
A ≡ 1(2)
B ≡ −a(p)
1
A
.
qed.
In the same way we prove
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Theorem A6.
Let a, b, p be positive integers with a, b < p and |q| < 1. If ǫ = ±1, then
log
(
−1 + 2
1− U (qa, ǫqb; qp)
)
= 2
∞∑
n=1
qn
∑
AB = n
A ≡ 1(2)
B ≡ a(p)
1
A
−
−2ǫ
∞∑
n=1
qn
∑
AB = n
A ≡ 1(2)
B ≡ b(p)
1
A
. (159)
Corollary.
If a, p are positive integers with a < p and |q| < 1, then
logϑ3
(
p
2
,
p− 2a
2
; q
)
− logϑ4
(
p
2
,
p− 2a
2
; q
)
= 2
∞∑
n=1
qn
∑
AB = n
A ≡ 1(2)
B ≡ ±a(p)
1
A
. (160)
Notes.
If a, p positive integers and |q| < 1, then
i)
logϑ3
(p
2
,
p
2
− a; q
)
=
∞∑
n=1
qpn
n
σ1(n) +
∞∑
n=1
qn
∑
AB = n
B ≡ ±a(p)
(−1)A
A
, (161)
where σ1(n) is the sum of positive divisors of n.
ii)
log
(
[a, p; q]−∞
)
= −
∞∑
n=1
qn
∑
AB = n
B ≡ ±a(p)
1
A
(162)
and
log
(
[a, p; q]
+
∞
)
= −
∞∑
n=1
qn
∑
AB = n
B ≡ ±a(p)
(−1)A
A
. (163)
iii)
log
(
−1 + 2
1− U(qa,−qb, qp)
)
= 4
∞∑
n=1
qn
∑
AB = n
A ≡ 1(2)
B ≡ a, b(p)
1
A
(164)
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iv)
log ((±qa; qp)∞) = −
∞∑
n=1
qn
∑
AB = n
B ≡ a(p)
(±1)A
A
(165)
Theorem A7.
Let a, b, p be positive integers such a, b < p and −1 < q < 1, ǫ = ±1, then
log
(
−1 + 2
1− U (qa, ǫqb; qp)
)
+ log
(
−1 + 2
1− U (qp−a, ǫqp−b; qp)
)
=
= log
(
ϑ3
(
p
2 ,
p−2a
2 ; q
)
ϑ4
(
p
2 ,
p−2a
2 ; q
))− ǫ log
ϑ3
(
p
2 ,
p−2b
2 ; q
)
ϑ4
(
p
2 ,
p−2b
2 ; q
)
 . (166)
Proof.
Straight forward evaluation using Theorem A6.
Theorem A8.
If |q| < 1, x, y real and a, b, p integers such 0 < a, b < p, then
log
(
−1 + 2
1− U (xqa,−xqb, qp)
)
=
∞∑
n=1
qn
∑
AB = n
A ≡ 1(2)
B ≡ a, b(p)
xA
A
(167)
and
log
(
−1 + 2
1− U (xqa,−yqb, qp)
)
=
∞∑
n=1
qn
∑
AB = n
A ≡ 1(2)
B ≡ a(p)
xA
A
+
+
∞∑
n=1
qn
∑
AB = n
A ≡ 1(2)
B ≡ b(p)
yA
A
. (168)
Proof.
Use the identity
log
(
(−xqa; qp)∞
(xqa; qp)∞
)
= 2
∞∑
n=1
qn
∑
AB = n
A ≡ 1(2)
B ≡ a(p)
xA
A
, (169)
along with (64),(65),(66) and(
−1 + 2
1− U(a,−b; q)
)2
=
(
−1 + 2
1− u0(a, q)
)(
−1 + 2
1− u0(b, q)
)
.
(170)
31
qed
Having proved the above theorem we can easy state the following main the-
orem for the evaluation of U continued fraction:
Main Theorem A1.
If |q| < 1 and x, y ∈ R such |xq| < 1, |yq| < 1, then
log
(
−1 + 2
1− U (xq, yq, q)
)
= 2
∞∑
n=1
qn
∑
d|n
d− odd
xd
d
−
−2
∞∑
n=1
qn
∑
d|n
d− odd
yd
d
= 2
∑
n ≥ 1
n− odd
xnqn
n(1− qn) − 2
∑
n ≥ 1
n− odd
ynqn
n(1− qn) . (171)
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