Abstract-A multi-agent system consisting of linear heterogeneous agents is considered in this paper. Distributed control laws for each agent are designed through the formulation of linear quadratic differential games with partial information. Exact and approximate solutions for the differential games are provided before the problem of formation control with limited communication is considered. A numerical example is provided to illustrate the theory.
I. INTRODUCTION
The ever-growing interest in handling complex realworld problems in a distributed manner has resulted in the field of Multi-Agent Systems (MAS) gaining interest in the last decades [1] , [2] . A MAS is a system composed of multiple autonomous agents, each making individual decisions. Often these decisions are made with the aim of coordinating a certain subsystem to complete a task, while simultaneously achieving a desired behaviour by the overall system. Many practical systems are naturally composed of several entities, i.e. agents, which should cooperate to perform some task as a team. Examples of such systems include sensor networks [3] , wind farms [4] , power systems [5] - [7] , radio transmission systems for cellphone networks [8] and robotic teams for applications such as autonomous monitoring [9] and space exploration [10] . In many scenarios the communication between agents is constrained and decisions must be made by each individual agent based only on the information available to it. This constraint poses a significant challenge in terms of control design: distributed control laws are required.
In this paper we consider the problem of designing distributed control laws for a class of heterogenous MAS in which the information available to each individual agent is constrained. Inspired by recent results in the context of distributed control (see, for instance [8] , [11] ), we exploit a game theoretic framework to design control laws for each individual agent in the MAS. Differential games concern problems in which a dynamical system is influenced by multiple individual entities, referred to as players, each associated with a personal criterion to optimize. While results in this field have traditionally been applied to economics and have played an important role in military applications, game D. Cappello is with the Department of Aeronautics, Imperial College London, London SW7 2AZ, UK (Email: domenico.cappello16@imperial.ac.uk).
T. Mylvaganam is with the Department of Aeronautics, Imperial College London, London SW7 2AZ, UK (Email: t.mylvaganam@imperial.ac.uk). theory has gained interest for several control theoretic problems (see, for example [12] - [14] and references therein). Notably, the game theoretic framework has proved useful for control design for MAS. The (centralised) multi-agent collision avoidance problem has, for instance, been formulated and solved as a differential game in [12] , [15] , whereas formation control has been considered in [16] for distributed MAS satisfying decoupled linear dynamics.
In what follows we build on preliminary works in [17] , [18] . Considering MAS with limited communication, we define linear quadratic differential games with partial information and exploit the resulting framework to design distributed control laws for each agent in the MAS. We then focus on one of the most actively studied topics within the realm of MAS, i.e. formation control [19] . In particular, we consider scenarios in which agents are to reach and maintain a particular formation subject to communication constraints and demonstrate the applicability of the developed theoretical framework for such problems.
The remainder of the paper is organized as follows. In Section II we provide some preliminaries and define some crucial notation along with the concepts of true and assumed dynamics. Linear quadratic differential games with partial information are defined and their solutions are characterised in Section III. Special attention is given to the case in which the communication graph is an arborescence 1 . In Section IV a method for constructing approximate solutions to the differential games is provided. In Section V the developed framework is applied to formation control and a constructive procedure to design an arborescence describing interagent communication within a MAS is provided in Subsection V-A. In Section VI the obtained theoretical results are demonstrated in simulation. Finally, some concluding remarks are provided in Section VII.
Notation. R denotes the set of real numbers. The n × n identity matrix is denoted by I n , the zero matrix is denoted by 0 and σ(G) denotes the spectrum of a square matrix G. Given a set S its cardinality is denoted by |S| and j∈S y j is used to denote the summation of all y j such that j ∈ S. Similarly, j / ∈S y j denotes the 1 An arborescence is a directed graph in which there exists only one path between the root node u and every other node v ∈ V.
summation of all y j such that j / ∈ S. Given a vector x ∈ R n , the gradient of a function V : R n → R is denoted by ∂V ∂x .
II. PRELIMINARIES
Consider a system of N agents, each satisfying linear dynamicsẋ
wherein x i ∈ R ni is the state 2 and u i ∈ R pi is the control input of the i-th agent, for i = 1, ..., N . Let x = [x 1 , x 2 , ..., x N ] denote the state of the global system and note that it is described by dynamics of the formẋ
where
We consider a distributed setting in which the communication between agents is constrained. In particular, each agent shares its state and a function of its control strategy with other agents according to the communication topology described by a directed graph G(V, E). The set of nodes V = {1, ..., N } and the set of edges E : V → V represent the agents and the communication flow between agents, respectively. Namely, (j, i) ∈ E implies that agent j, j = i, shares information with agent i and agent j is then said to be a neighbour of agent i. Let N i = {j : (j, i) ∈ E} denote the set of neighbours of agent i. Agent i has access to its own state and to the states x j , for all j ∈ N i , and the collection of states available to agent i form a local state defined as
wherex i ∈ Rn i , N i ∈ Rn i×n ,n i = n i + j∈Ni n j , and j 1 , ..., j |Ni| ∈ N i . In the remainder of this paper we consider the case in which the following assumptions hold.
Assumption 1: Each agent in the system adopts a linear local state-feedback control strategy
Note that since (3) holds, (4) is equivalent to
Assumption 2: If j ∈ N i agent j shares the following information with agent i:
• The state x j (t);
• The linear function of the gain K j given bȳ
In addition, agent i has knowledge of its own state and system matrices, as well as A j and B j , for all j ∈ N i . For all j ∈ N i , agent i infers, based on its available information and knowledge of N i , that agent j adopts the control strategŷ
withK j as given in (6) . Note that (7) can be interpreted asû
where x j / ∈Ni∪{i} denotes the set of states x j , for j / ∈ N i ∪ {i}.
The local state of agent i evolves according to the dynamicṡ
.., N . We refer to (9) as the true dynamics of the local state of agent i as opposed to its assumed dynamics defined asẋ
withx i (0) =x i (0), wherex i ∈ Rn i is an "estimate" of the local state based on the partial information available to agent i and
III. LINEAR QUADRATIC DIFFERENTIAL GAME WITH PARTIAL INFORMATION
In what follows we consider the case in which the agents have individual objectives to be achieved subject to their partial knowledge of the system, i.e. subject to (10) . We formulate this problem as a differential game with partial information.
A. Problem Formulation
Agent i seeks the control strategy u * i which minimises the cost function
where the local state estimatex i ∈ Rn i is subject to the assumed dynamics (10) and where Q i = Q i ≥ 0 and
Noting that each agent j ∈ N i seeks the strategy u * j , letū * ij = {ū ij1 , ...,ū ij |N i | } denote the set of strategies u * ij , for j ∈ N i , that agent i assumes to be played by its neighbours, namelyū * ij is given by (11) for all j ∈ N i . The differential game with partial information can be defined as follows.
Problem 1: Determine a set of admissible 4 strategies {u * 1 , ..., u * N } satisfying the inequalities
for i = 1, ..., N , for all admissible {u i ,ū * ij }.
B. Exact Solution
Solutions of Problem 1 are characterised in the following statement.
Theorem 1: Consider system (2), the graph G(V, E), the corresponding assumed dynamics (10) and the cost functions (12), i = 1, ..., N . Suppose we can find P i = P i > 0, i = 1, . . . , N , satisfying
Moreover, suppose the solution P i , i = 1, . . . , N , is such that
holds. It follows that the set of strategies defined by
i = 1, ..., N , is a solution of Problem 1 and that the set of strategies {u * 1 (x 1 ), ..., u * N (x N )} is such that the global system (2) in closed-loop with
4 A set of linear control strategies is said to be admissible if it renders the closed-loop system (10) asymptotically stable. i = 1, ..., N , is asymptotically stable. Q i > 0. Namely, we recover the standard formulation of a linear quadratic differential game (see, for instance, [13] , [20] ). That is, Problem 1 reduces to the standard differential game formulation and the strategies u * i , i = 1, ..., N , given in (18) (14) does not depend on P j , for j > i, for i = 1, . . . , N and j = 1, . . . , N . As a result (14) , i = 1, ..., N , can be solved sequentially. The problem then reduces to solving N sequential AREs, as demonstrated in Section V.
Remark 3:
Note that a solution of Problem 1 can be computed offline and the resulting strategies are distributed, in the sense that the strategy of each player depends only on its local state.
IV. APPROXIMATE SOLUTION OF THE LINEAR
QUADRATIC DIFFERENTIAL GAME Coupled AREs arising in the context of standard linear quadratic differential games are not trivial to solve (see, for example, [21] , [22] ). The presented framework inherits the same difficulties as the standard case and, in addition, the existence of solutions may also depend on the graph G. For this reason we define a more general problem, following the approach used in [23] , which has been introduced for differential games which are not subject to partial information.
Problem 2: Determine a set of admissible strategies {u * 1 , ..., u * N } satisfying the inequalities
for i = 1, ..., N , for all admissible {u i ,ū * ij }, whereJ i denotes a modified cost functioñ (20) for some Υ i = Υ i ≥ 0, for i = 1, ..., N .
Remark 4:
The solution of Problem 2 can be related to Problem 1 through the notion of α -Nash solutions introduced in [23] for differential games with full information.
Proposition 1: Consider the system (2), the graph G(V, E), the corresponding assumed dynamics (10) and the cost functions (12), i = 1, ..., N . Suppose we can find P i = P i > 0, i = 1, . . . , N , satisfying the inequalities
for i = 1, ..., N , such that (15) and (16) hold. The set of strategies defined by
for i = 1, ..., N , constitutes a solution of Problem 2 and the system (2) in closed loop with
for i = 1, ..., N , is asymptotically stable. Remark 5: Note that Problem 2 is a relaxation of Problem 1 and as a result its space of solutions is greater.
V. FORMATION CONTROL
The theoretical framework presented in Section III can be readily applied in the context of formation control problems for MAS with restricted communication. To this end, consider a MAS composed of N agents satisfying single-integrator dynamics, namelẏ
for i = 1, ..., N , where p i (t) ∈ R ni represents the position of agent i with respect to a common inertial frame of reference. For planar problems (e.g. considering ground vehicles) n i = 2, for i = 1, . . . , N , whereas for three dimensional problems (e.g. considering aerial or subsea vehicles) n i = 3, for i = 1, . . . , N . To achieve the desired formation with communication constraints, a relative distance-based approach is used. Following Remark 2 we consider an arborescence graph G and provide a motivation and an algorithm to generate such a graph in Subsection V-A.
Let the graph G(V, E) be an arborescence. We assume that the graph has been selected such that the root node of G corresponds to agent 1. Note that |N 1 | = 0 and |N i | = 1 for i = 2, ..., N . Define the formation in terms of distance vectors between agents such that agent i is associated to |N i | vectors d ij ∈ R ni , j ∈ N i . The MAS can easily be moved by means of a virtual agent. To this end we introduce a virtual agent, which we refer to as agent 0 and which communicates its reference position p 0 to agent 1. Note that, despite the addition of the virtual agent, the structure of the resulting graph, i.e. G 0 (V 0 , E 0 ) defined by V 0 = V ∪ {0} and E 0 = E ∪ {(0, 1)}, is preserved, i.e. G 0 (V 0 , E 0 ) is an arborescence. In the following we consider p 0 to be a stationary point, therefore we letṗ 0 = u 0 = 0. In a more general case, p 0 could represent a sequence of (discontinuous) reference points (as in [9] ) or it could describe a (continuous) trajectory itself.
We consider the error coordinates corresponding to the i-th (non-virtual) agent
satisfying the dynamicsẋ i = u i − u j , for i = 1, ..., N , and j ∈ N i . In this setting the dynamics (1) can be written asẋ
for i = 1, ..., N , where B ii = I n×n and B ij = −I n×n with j ∈ N i and i = 1, ..., N . Note that the desired formation is achieved when x i = 0, i = 1, ..., N . Since (26) is a particular form of (1) and G 0 (V 0 , E 0 ) is a directed graph, we can use the results in Section III to construct control laws u i , i = 1, ..., N , rendering (26) asymptotically stable.
Remark 6:
is an arborescence, equations (14) , i = 1, . . . , N , reduce to the N sequential AREs
for i = 1, ..., N , wherẽ
jB jj P j . These AREs can be solved sequentially as indicated in Remark 2.
Remark 7:
While it is common to assume agents in a MAS satisfy single-integrator dynamics (see, for example, [24] ), the solution of the resulting differential game with partial information can be interpreted as a trajectory plan for coordinating a general MAS with agents satisfying different dynamics. Provided that the dynamics are feedback linearizable, the trajectory can be successfully tracked with zero error similarly to what has been done in [15] for wheeled mobile robots satisfying unicycle dynamics.
In the following subsection we outline motivations and a constructive procedure to design the graph describing the inter-agent communication.
A. Procedure for Designing the Communication Graph
Consider a team of robots which is to keep some formation due to external requirements. For practical purposes, e.g. to avoid excessive consumption of energy, communication should be restricted. The following algorithm outlines a procedure to determine an arborescence that renders a desired formation achievable, while minimizing the overall consumption of energy due to communication. 
Remark 8: The choice of the root node in step 3 of Algorithm 1 is not unique and can, for instance, be selected to minimizing the height of the graphs. The height of G(V, E), i.e. the number of nodes on the longest path starting from the root node of G, represents the sequential computational steps needed to achieve a decentralised solution to Problem 1 or Problem 2. In terms of sequential computational steps, we have two extreme situations represented by the leader-follower and the platoon communication settings, which lead to two and N computational steps, respectively (see Figure 1 ) . 
VI. SIMULATIONS
In this section we consider a scenario in which four agents satisfying single integrators dynamics (24) , with p i ∈ R 2 , for i = 1, . . . , 4, are to be moved while keeping a desired formation. Let the graph G 0 (V 0 , E 0 ), with V 0 = {0, 1, 2, 3, 4} and E 0 = {(0, 1), (1, 2), (2, 3), (2, 4)}, shown in Figure 2 describe the communication between agents in the system. For the graph in Figure 2 , the matrices N i defining the local states (3), i = 1, ..., 4, are
Since the graph G 0 (V 0 , E 0 ) is an arborescence, a solution of Problem 1 is given by the solution of the corresponding AREs (27), i = 1, . . . , 4, which can be solved sequentially. We consider the case in which 
solve the uncoupled AREs (27) and the corresponding linear strategies u * i (x i ) given by (18) , i = 1, ..., 4, solve Problem 1. Moreover, it is straight-forward to verify that (16) 
VII. CONCLUSION
A MAS with restricted communication is considered in this paper. A class of linear quadratic differential games with partial information is defined and both exact and approximate solutions for the differential games are characterized. The resulting control strategies are distributed, in the sense that they depend only on the local knowledge available to each individual agent in the MAS. The presented theoretical framework is then applied to formation control problems which are subject to limited communication. In this context, a constructive procedure for the design of an inter-agent communication graph represented by an arborescence is provided. Directions for future research include considering agents satisfying nonlinear dynamics and integrating collision avoidance techniques in formation control problems with limited communication.
