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Abstract
In paired experiments, participants are grouped into pairs with similar characteris-
tics, and one observation from each pair is randomly assigned to treatment. Because of
both the pairing and the randomization, the treatment and control groups should be
well balanced; however, there may still be small chance imbalances. It may be possible
to improve the precision of the treatment effect estimate by adjusting for these imbal-
ances. Building on related work for completely randomized experiments, we propose the
P-LOOP (paired leave-one-out potential outcomes) estimator for paired experiments.
We leave out each pair and then impute its potential outcomes using any prediction al-
gorithm. The imputation method is flexible; for example, we could use lasso or random
forests. While similar methods exist for completely randomized experiments, covari-
ate adjustment methods in paired experiments are relatively understudied. A unique
trade-off exists for paired experiments, where it can be unclear whether to factor in
pair assignments when making adjustments. We address this issue in the P-LOOP
estimator by automatically deciding whether to account for the pairing when imputing
the potential outcomes. By addressing this trade-off, the method has the potential to
improve precision over existing methods.
1. Introduction
In randomized controlled trials, we expect the characteristics of the treatment and control
groups to be similar except for the treatment itself. However, there will often be small im-
balances in baseline covariates due to chance variation in treatment assignment, which can
be addressed in multiple ways. One way to improve the precision of the treatment effect
estimate would be to adjust for these imbalances during the analysis. Alternatively, it might
be possible to balance covariates through the design of the experiment. For example, in
paired experiments, participants are organized into pairs prior to treatment assignment, and
then one participant in each pair is randomly assigned to treatment. Ideally, the two partic-
ipants in each pair would be as similar as possible. While a paired design is often effective, it
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may still be helpful to make adjustments for remaining covariate imbalances. However, per-
haps in part because covariate balance is addressed through experimental design, covariate
adjustment methods in paired experiments are relatively understudied.
Covariate adjustment methods can be model-based or design-based (for a discussion,
see Imai, King, and Nall (2009) and Imbens (2010)). Model-based estimators have the
potential to improve efficiency; however, incorrect modeling assumptions can result in bias
and increased mean squared error. Design-based estimators rely only on randomization as
the basis for inference, diminishing the concern of model misspecification. Hierarchical linear
models (see Raudenbush and Bryk (2002) and Woltman et al. (2012)) are an example of a
model-based approach for blocked experiments, including paired experiments. Pinheiro and
Bates (2000) and Dixon (2016) note that hierarchical linear models are a common way to
analyze blocked experiments. However, the use of such models requires one to make various
modeling decisions, potentially raising concerns about model misspecification. For example,
Dixon (2016) notes that there is some debate as to whether block effects should be modeled
as fixed or random.
As noted above, covariate adjustments in paired experiments are relatively understudied,
and design-based methods are even more so. One recent approach is presented by Fogarty
(2018). Fogarty examines the use of regression adjustments in paired experiments under
a design-based framework, building on the work of Freedman (2008) and Lin (2013), who
discuss regression adjustments in completely randomized experiments. More recently, co-
variate adjustment methods have been proposed for completely randomized and Bernoulli
randomized experiments that involve the use of sample splitting and machine learning meth-
ods to impute potential outcomes. These include Aronow and Middleton (2013), Wager et
al. (2016), Chernozhukov et al. (2018), Wu and Gagnon-Bartsch (2018), Spiess (2018), and
Rothe (2018). Unlike the case of regression adjustments, there is not currently an analogue
to these methods for paired experiments.
In this paper, we present an analogous approach to these machine learning methods for
paired experiments, the P-LOOP (paired leave-one-out potential outcomes”) estimator. This
method is design-based; however, it also allows for the use of models to improve performance.
We leave out each pair and impute their potential outcomes using information from the
remaining observations. This imputation can be done with any prediction method, such
as linear regression or random forests. Regardless of the imputation method, the P-LOOP
estimator is unbiased and randomization is the basis for inference. In addition, one issue when
making covariate adjustments is choosing which and how many covariates to use. We can
address this issue in the P-LOOP estimator by choosing an imputation method that allows
for automatic variable selection. Balzer et al. (2016a) and Balzer et al. (2016b) propose the
use of targeted maximum likelihood estimation in paired experiments. As noted in Moore
and van der Laan (2009), targeted maximum likelihood estimation allows for automatic
variable selection when making covariate adjustments.
The P-LOOP estimator also addresses an issue that is specific to paired experiments,
which we will call the pair inclusion trade-off. In paired experiments, the performance of the
estimator can suffer if we fail to properly account for the pair assignments. If the relationship
between the covariates and outcome within pairs is the opposite of the relationship overall,
i.e., a Simpson’s paradox occurs, then omitting the pair assignments will hurt precision rel-
ative to the unadjusted estimator. However, in cases where the pair assignments are not
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predictive of the outcome, it is better to ignore the pairing. We discuss the pair inclusion
trade-off further in Section 4. To address the trade-off, we impute two sets of potential
outcomes, one in which we account for and the other where we ignore the pair assignments.
Having two sets of imputed potential outcomes, we then interpolate between them by min-
imizing the cross validated mean squared error. By addressing this trade-off, we protect
against the Simpson’s paradox, but retain the potential for improvements in precision if the
pairing is not informative.
Covariate adjustment methods have also been proposed for matched-pair cluster random-
ized trials. For example, Small, Ten Have, and Rosenbaum (2008) propose a design-based
estimator, while Wu et al. (2014) propose a method that assumes a superpopulation.
This paper is organized as follows. In Section 2, we discuss the model and introduce
notation. In Section 3, we present the P-LOOP estimator and derive a variance estimate.
We discuss the pair inclusion trade-off further and present an imputation method to address
it in Section 4. In Section 5, we apply the P-LOOP estimator to simulated and actual
experimental data. Section 6 concludes.
2. Background and Notation
2.1. Estimating the Average Treatment Effect
In this paper, we work under the Neyman-Rubin model (see Splawa-Neyman, Dabrowska,
and Speed (1990) and Rubin (1974)), a non-parametric model that is often used to analyze
randomized experiments. Consider a paired randomized experiment in which there are 2N
individuals, indexed by i = 1, 2, ..., 2N . We let Ti = 1 if the participant is assigned to
treatment and Ti = 0 if control. Each of the 2N participants has two fixed (non-random)
potential outcomes, ti and ci. We observe ti if participant i is assigned to treatment and ci
otherwise. That is, the observed outcome Yi for participant i is
Yi = Titi + (1− Ti)ci.
We define the individual treatment effect for each participant as ti − ci, and the average
treatment effect as
τ¯ =
1
2N
2N∑
i=1
(ti − ci).
Consider the case where the Ti are independent Bernoulli random variables with probabil-
ity p = 0.5, and suppose we wish to estimate the average treatment effect. One unbiased
estimate is obtained by taking the average observed outcome of the treatment group and
subtracting the average observed outcome of the control group (the “simple difference estima-
tor”). However, for each participant, suppose we observe a q-dimensional vector of baseline
covariates Zi prior to treatment assignment. It may be possible to use these covariates to
improve the precision of the estimate over the simple difference estimator. For example, we
could estimate the average treatment effect as
3
12N
2N∑
i=1
[2(Yi − mˆi)Ti − 2(Yi − mˆi)(1− Ti)] , (1)
where mˆi is a function of Zi. Several authors have noted an estimator of this form can be
used to incorporate covariate information. For example, Aronow and Middleton (2013) note
that if mˆi is predictive of the observed outcome Yi, then the resulting estimate will improve
over the unadjusted estimator, while Wu and Gagnon-Bartsch (2018) suggest estimating the
quantity mi = (ti + ci)/2. In addition, Aronow and Middleton (2013) and Wu and Gagnon-
Bartsch (2018) note that this estimate is unbiased if Ti and mˆi are independent. One way
to ensure this independence is by obtaining mˆi through a sample splitting procedure. For
example, one could leave out the i-th observation and calculate mˆi using the remaining
observations. See Wager et al. (2016), Chernozhukov et al. (2018), Spiess (2018), and Rothe
(2018) for similar estimators.
2.2. Notation for Paired Experiments
We now consider the case where the participants are pair randomized. Suppose that the 2N
participants are organized into N pairs. We index the pairs by i = 1, 2, ..., N , each with two
participants indexed by j = 1, 2, and the quantities defined in Section 2.1 are re-indexed by
i and j. For example, for participant j in pair i, we denote the potential outcomes as tij and
cij , and define the observed outcome, treatment indicator, and covariates as Yij, Tij , and Zij,
respectively.
For each pair, one of the two participants is randomly chosen to be assigned to treatment
and the other is assigned to control. That is, Ti1 ∼ Bern(0.5), and Ti2 = 1− Ti1. Note that
the Tij ’s are not mutually independent because exactly one participant in each pair must
be assigned to treatment. However, we assume the Ti1’s are mutually independent. We can
therefore essentially convert our paired experiment to a Bernoulli randomized experiment by
treating each pair as an experimental unit, as we describe next.
When treating each pair as a unit, we can draw direct analogues between the notation
of paired and Bernoulli randomized experiments. We denote each pair’s treatment assign-
ment by Ti, where Ti = Ti1. For each pair, we also observe a response variable Wi and
a 2q-dimensional vector of baseline covariates (Zi1, Zi2). As with a Bernoulli randomized
experiment, each pair has two potential outcomes: we observe ai = ti1 − ci2 if Ti = 1 and
bi = ti2 − ci1 if Ti = 0. To differentiate these outcomes from those of the individual partic-
ipants, we will refer to ai and bi as potential differences. We define the observed difference
Wi as:
Wi = Tiai + (1− Ti)bi.
We define the pair-level treatment effect τi as
τi =
(ti1 − ci1) + (ti2 − ci2)
2
=
1
2
(ai + bi)
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and the average treatment effect τ¯ as
τ¯ =
1
N
N∑
i=1
τi
which is our primary parameter of interest.
3. The P-LOOP Estimator
We now present the P-LOOP estimator, which is analogous to equation (1), but for paired
experiments. Define the quantity
di = mi1 −mi2
=
1
2
(ai − bi),
where mij = (tij + cij)/2, and let
τˆi =
(
Wi − dˆi
)
Ti +
(
Wi + dˆi
)
(1− Ti)
where dˆi is an estimate for di. Recall that for Bernoulli randomized experiments, equation
(1) is an unbiased estimate of the average treatment effect if mˆi and Ti are independent. An
identical argument can be used for paired experiments to show that τˆi will be unbiased if dˆi
and Ti are independent.
We define the P-LOOP estimator as:
τˆ =
1
N
N∑
i=1
τˆi
=
1
N
N∑
i=1
[(
Wi − dˆi
)
Ti +
(
Wi + dˆi
)
(1− Ti)
]
in which we estimate di by using a leave-one-out procedure. For each pair i, we drop both
observations and use the remaining N − 1 pairs to impute ai and bi using any method (such
as a random forest or linear regression). We then set dˆi =
1
2
(aˆi− bˆi) and repeat this procedure
for all N pairs to obtain τˆ . This leave-one-out procedure ensures that the P-LOOP estimator
will be unbiased, as dˆi and Ti are independent. Because the P-LOOP estimator is unbiased,
the mean squared error of the estimator depends only on the variance.
3.1. Variance of the P-LOOP Estimator
In Appendix A, we show
Var(τˆi) = E
[
(di − dˆi)
2
]
= MSE(dˆi)
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and thus that the variance of the P-LOOP estimator is
Var(τˆ) =
1
N2
(
N∑
i=1
MSE(dˆi) +
∑
i 6=j
γij
)
where γij = Cov(τˆi, τˆj). We provide an unbiased estimator for
∑
i 6=j γij in Appendix B.
However, in practice we suggest that the variance be estimated without this term for com-
putational efficiency, as
∑
i 6=j γij is generally negligible (see Appendix B). For this reason,
we focus on estimating MSE(dˆi).
To estimate the mean squared error of dˆi, we express MSE(dˆi) in terms of the mean
squared errors of aˆi and bˆi. In Appendix C, we show that
1
N2
N∑
i=1
MSE(dˆi) ≤
1
N
(
1
4
Ma +
1
4
Mb +
1
2
√
MaMb
)
where
Ma =
1
N
N∑
i=1
MSE(aˆi)
Mb =
1
N
N∑
i=1
MSE(bˆi).
To estimate these quantities, let A = {k : Tk = 1}, B = {k : Tk = 0}, and n be the number
of elements in A. Define the following estimates for Ma and Mb:
Mˆa =
1
n
∑
i∈A
(ai − aˆi)
2
Mˆb =
1
N − n
∑
i∈B
(bi − bˆi)
2.
Having obtained estimates for Ma and Mb, we have the following plug-in estimator for the
variance of the P-LOOP estimator:
V̂ar(τˆ ) =
1
N
(
1
4
Mˆa +
1
4
Mˆb +
1
2
√
MˆaMˆb
)
.
Finally, note that because Var(τˆi) = MSE(dˆi), the performance of the estimator depends
directly on how well we estimate di. One baseline approach is to set dˆi = 0 for all i, in
which case τˆ will exactly equal the simple difference estimator. The fact that the P-LOOP
estimator reduces to the simple difference estimator in this case provides some reassurance
that the leave-one-out procedure does not inherently introduce additional noise. Moreover, if
we improve the estimate of di over setting dˆi = 0, we will be able to improve precision beyond
this baseline. Note that improving the estimate of di is not necessarily trivial. Because we
are interested in estimating the difference between mi1 and mi2, it does not suffice to reduce
the mean squared error for the imputed potential outcomes as in the estimator of Wu and
Gagnon-Bartsch (2018). For example, it is possible to obtain estimates of the potential
outcomes that are close to the true values while having dˆi of the incorrect sign. On the other
hand, we could have estimates for the potential outcomes that are far from the true values
that result in dˆi being close to the true di.
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4. Imputation Methods of Potential Differences in Paired
Experiments
We next present an imputation method to address the pair inclusion trade-off discussed in
Section 1. We first further discuss this trade-off and then propose a method for addressing
the trade-off within the P-LOOP estimator.
Note that for the P-LOOP estimator, we always drop both observations in each pair
when estimating di. Thus, when we discuss the inclusion or exclusion of the paired structure
when imputing potential outcomes, we refer specifically to how we treat the remaining pairs
when building a prediction model. If we ignore the paired structure when imputing potential
outcomes, this means we fit a model to the remaining observations as individual units. If we
include the paired structure when imputing potential outcomes, this means we fit a model
to the remaining observations as paired units.
4.1. The Pair Inclusion Trade-Off
We first discuss the pair inclusion trade-off in the context of a linear model, rather than the
Neyman-Rubin model, as it is perhaps easiest to understand the pair inclusion trade-off in
this context. Consider the following standard linear regression model
Y = α + Tτ + Pβ + Zγ + ǫ
where Y is the observed outcome, T is the treatment assignment vector, Z is a covariate,
and P is a 2N ×N matrix of indicator variables that encodes the pair assignments. Suppose
that there are pair effects (that is, β 6= 0), and that Z is correlated with both P and T . If
we were to omit P and regress Y onto T and Z, then we would bias the estimate of τ . On
the other hand, suppose that the pairing is not informative (β = 0). In this case, including
P in the regression would inflate the variance for τˆ , and it would be preferable to omit P
from the regression.
This trade-off could occur with other covariate adjustment methods in paired experi-
ments, including the P-LOOP estimator. Suppose we ignore the paired structure of the data
when we train our imputation model for the potential outcomes. In this case, we model the
relationship between the covariates and the outcome overall, rather than the relationship
within pairs. However, if the relationship between the covariates and outcome within pairs
is sufficiently different from the relationship overall, we could obtain a dˆi that is far from the
truth. One situation where this could happen is when a Simpson’s paradox occurs, and the
relationship within pairs between the covariates and outcome is the opposite of the overall
relationship. For example, the covariates may be positively correlated with outcome overall,
but negatively correlated with the outcome within pairs. If we ignore pair assignments when
estimating di, we would infer that higher values of Z are associated with higher values of Y .
However, for a given pair, we would want higher values of Z to predict lower values of Y .
In this case, the predicted difference di = mi1 −mi2 would be of the wrong sign, resulting
in poorer performance relative to the simple difference estimator. On the other hand, if the
paired structure is not predictive of the outcome, then it would be better to omit the pair
assignments when imputing the potential differences.
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It can be unclear whether we should account for the pair assignments when imputing
the potential differences. To avoid data snooping, we propose an imputation method in this
section that automatically addresses the trade-off. We first propose methods for calculating
aˆi and bˆi that do and do not account for the pair assignments in the prediction model,
producing two sets of potential differences. Having produced two estimates for each ai and
bi, we propose a method to automatically interpolate between them.
4.2. Estimating di when Pairs are not Predictive:
Impute Potential Outcomes Separately
We first estimate di without accounting for the pair assignments for the observations outside
of pair i. To do this, we fit a model on the individual observations and then separately
impute all four potential outcomes (i.e., ti1, ci1, ti2, and ci2) for a given pair.
More specifically, for each pair i, we drop both observations in the pair. We then fit
a prediction algorithm on the remaining observations, ignoring the pair assignments and
treating each individual as a unit. For example, we could regress Ykj onto Tkj and Zkj for
k 6= i. We then use this model to impute ti1, ci1, ti2, and ci2. To obtain tˆi1, we would plug
in the covariates for the first observation in pair i and a treatment indicator of 1. We would
obtain estimates for the remaining potential outcomes similarly and set
dˆi =
1
2
(tˆi1 + cˆi1)−
1
2
(tˆi2 + cˆi2).
4.3. Estimating di when Pairs are Predictive:
Impute Potential Differences Directly
Next, we propose a method that accounts for pair assignments when estimating di. Rather
than imputing the potential outcomes (ti1, ci1, ti2, and ci2), we impute ai and bi directly,
treating each pair as an observational unit. Recall from Section 3 that ai and bi are analogous
to the potential outcomes in an experiment with Bernoulli randomization. We can therefore
apply a procedure to the paired units that is similar to the leave-one-out procedure described
earlier for estimating mi in equation (1). For Bernoulli experiments, we would only use the
control units when imputing ci and the treatment units when imputing ti. However, for
paired experiments ai and bi are determined by which unit is arbitrarily labeled j = 1
and are therefore effectively interchangeable. As an example, for the i-th pair, we have
ai = ti1 − ci2. However, if we had instead recorded the second unit in the pair first, then ai
would be ti2 − ci1. We can take advantage of this fact to use all observations (except those
in pair i) when imputing each potential difference.
In order to build a prediction model, we need to combine the covariates for each pair
in some way. One way to do this would be to simply concatenate the covariate vectors for
the two observations in each pair. In this case, we define Zai as the vector of covariates
where the covariates for the treated units come first. That is, Zai = (Zi1, Zi2) if Ti = 1,
and Zai = (Zi2, Zi1) if Ti = 0. Similarly, define Z
b
i as the vector of covariates where the
covariates for the control units come first. For example, suppose Zi1 = (1, 2), Zi2 = (2, 3),
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and Ti = 0. Then Z
a
i = (2, 3, 1, 2) and Z
b
i = (1, 2, 2, 3). In other words, Zi is the concatenated
vector of covariates as it is ordered in the original data, Zai is the concatenated vector where
the covariates for the treated unit come first, and Zbi is the concatenated vector where the
covariates for the control unit come first.
Alternatively, we may wish to transform the covariates in some way; for example, we
could take the means and differences of the covariates. In this case, define Zi as(
Zi1 + Zi2
2
, Zi1 − Zi2
)
.
That is, Zi is the vector where the first q entries are the averages of each covariate for the
pair, and the second q entries are the differences (observation 1 minus observation 2). In
analogy to the concatenation example, we define Zai to be the means and the treatment minus
control differences and Zbi to be the means and the control minus treatment differences.
We can now estimate di using these combined covariates and the observed differences.
We start by leaving out pair i. To impute ai, we create a model using the observed outcomes
Wk (for k 6= i) as our response variable and the covariates Z
a
k as our predictors. We then
plug the covariates Zi into this model to obtain aˆi. To impute bi, we use a similar procedure,
replacing Zak with Z
b
k. Having obtained estimates aˆi and bˆi, we set
dˆi =
1
2
(aˆi − bˆi).
4.4. Interpolating between Imputation Methods
We have proposed two methods for imputing potential outcomes. However, we often do not
know ahead of time which method will perform better. We therefore interpolate between
the two methods.
For each pair i, we have two estimates of ai: aˆ
(1)
i and aˆ
(2)
i . We wish to obtain the value
αi that minimizes the distance between ai and the interpolation aˆi = αiaˆ
(1)
i + (1 − αi)aˆ
(2)
i .
However, we want aˆi to be independent of Ti. We therefore use a leave-one-out procedure
to calculate αi. For each i, we leave out pair i and set αi to the value that minimizes the
mean squared error for the remaining observations. In other words, we have
αi = argmin
x∈[0,1]
∑
k∈A\i
[
ak −
(
xaˆ
(1)
k + (1− x)aˆ
(2)
k
)]2
.
Taking the derivative with respect to x and setting equal to 0, we have
αi =
∑
k∈A\i(ak − aˆ
(2)
k )(aˆ
(1)
k − aˆ
(2)
k )∑
k∈A\i(aˆ
(1)
k − aˆ
(2)
k )
2
.
which we then restrict to be in the interval [0, 1]. We then set our final estimate of ai to be
aˆi = αiaˆ
(1)
i + (1− αi)aˆ
(2)
i . We use a similar procedure for bˆi.
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5. Results
We compare the performance of the P-LOOP estimator to that of other estimators. We
start with a simulation to illustrate the pair inclusion trade-off. We then apply the P-LOOP
estimator to data on a paired experiment involving schools in Texas.
5.1. Simulation Results
We compare the simple difference estimator to the P-LOOP estimator using random forests
as the imputation method. Recall from earlier that we are excluding the pair assignments in
our imputation method if we impute the potential outcomes (ti1, ci1, ti2, and ci2) separately,
while we are including the pair assignments if we impute the potential differences (ai and bi)
directly. We show results using each of these imputation methods as well as the interpolation
method.
Consider a hypothetical experiment where a blood pressure medication is being tested.
We generate N = 50 pairs of twins, half of which are of ethnicity Ei = 0 and the other
half Ei = 1. Next, suppose there exists a genetic mutation Zij. For each participant, we
set Zij ∼ Bernoulli(pk) for Ei = k. We set p1 = 0.9 and p0 = 0.5. That is, participants of
ethnicity Ei = 1 are more likely to have the mutation. We assume that only the observed
outcome Yij, as well as Ti and Zij , are recorded. Suppose that ethnicity 1 has a higher
baseline blood pressure than ethnicity 0 (for reasons unrelated to the mutation), but that
the presence of the mutation is causally associated with lower blood pressure. We generate
the outcome as:
Yij = 80− 10Tij − 5Zij + 10Ei + ǫij
where ǫij
iid
∼ N(0, 4). Because participants for ethnicity Ei = 1 have higher baseline blood
pressure, Zij is positively correlated with blood pressure across all participants. Thus a
Simpson’s paradox occurs: overall, Zij has a positive association with blood pressure, while
within pairs, Zij has a negative association with blood pressure. We summarize the results
of this simulation in Table 1 under the column Simpson’s Paradox.
We also generate a set of potential outcomes in which the pairs contain no additional
information (beyond its association with covariate Zij). We generate the observed outcome
as:
Yij = 80− 10Tij + 5Zij + ǫij
where ǫij
iid
∼ N(0, 4). In this case, Ei is associated with outcome because it is associated with
Zij, but otherwise has no effect on outcome. We summarize the results of this simulation in
Table 1 under the column Uninformative Pairs.
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Table 1: Simulation Results
Simpson’s Paradox Uninformative Pairs
Method True SE Nominal SE True SE Nominal SE
Simple Difference 0.582 0.585 0.606 0.604
P-LOOP (differences) 0.389 0.406 0.392 0.407
P-LOOP (outcomes) 0.674 0.676 0.385 0.390
P-LOOP (interpolated) 0.387 0.408 0.389 0.393
Note: Both true and nominal standard errors are estimated using 10,000 randomly generated treatment
assignment vectors. The true standard error estimates have standard errors ranging from 0.002 to 0.005,
while the nominal standard error estimates have standard errors ranging from 0.0001 to 0.0003.
We see that in the Simpson’s paradox case, imputing the potential outcomes separately
(not accounting for pairs when estimating ai and bi) causes inflated variance relative to
the simple difference estimator, while imputing potential differences directly (accounting for
pairs) results in improved performance. However, in the case where the pair assignments are
uninformative, it is better to impute the potential outcomes separately. The gains in this
example are relatively minor; however, we show in the next section that the improvements
can be more substantial.
5.2. Texas Schools Data
We next apply the P-LOOP estimator to data on a randomized trial involving schools in
Texas, which is discussed in Pane et al. (2014). This trial tested the effectiveness of a
computer program, the Cognitive Tutor Algebra 1 curriculum, and included 22 pairs of
schools. As the outcome, we consider the passing rate of the schools on the math section of
the Texas Assessment of Knowledge and Skills (TAKS) in 2008. In addition to the passing
rate, we also have available as covariates the school type (middle or high school) and a
pretest score, the passing rate from 2007. We estimate the average treatment effect using
either just the pretest score or both the pretest score and school type as covariates. In
Table 2, we compare the performance of P-LOOP with the simple difference estimator and
the estimators of Fogarty (2018), which we will refer to as Regression 1 and Regression 2.
Regression 1 involves the treatment minus control outcomes regressed onto the treatment
minus control covariates, while Regression 2 is the same regression with the addition of the
mean of the covariates in each pair. For the sake of comparison, we use linear regression
as the imputation method in the P-LOOP estimator. As in the case of the simulations, we
show the results imputing potential differences (accounting for pairs), imputing potential
outcomes separately (ignoring the pair assignments), and the interpolation between the two.
Note that P-LOOP imputing potential differences most closely matches the Regression 2
method, as both methods account for pairing and use the differences and averages of the
covariates for making adjustments.
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Table 2: Comparison of Methods
Pretest Pretest and School Type
Method Point Est. Nominal Var. Point Est. Nominal Var.
Simple Difference -6.82 9.82 -6.82 9.82
Regression 1 -2.61 6.18 -2.61 6.18
Regression 2 -2.60 6.56 -2.27 4.57
P-LOOP (differences) -2.79 6.54 -2.17 4.35
P-LOOP (outcomes) -2.04 5.55 -1.81 4.02
P-LOOP (interpolated) -2.00 5.72 -2.06 3.91
Both P-LOOP and the methods of Fogarty (2018) outperform the unadjusted estimator
in terms of nominal variance. It is not clear ahead of time which regression method will
perform better. Regression 1 outperforms Regression 2 when the pretest score is the only
covariate, but Regression 2 outperforms Regression 1 when the school type is included. Note
that the regression methods always account for the pair assignments. For the P-LOOP
estimator, we see that it is better to impute the potential outcomes separately, and that the
interpolation method imputes values closer to the potential outcomes imputation. With the
interpolation method, we do not lose out on the precision gains from ignoring the pairs in
our imputation, but we are still protected against a potential Simpson’s paradox.
6. Discussion
In paired experiments, the design of the experiment helps to enforce covariate balance be-
tween the treatment and control groups. While this design is often effective, it can be useful
to make covariate adjustments to further improve precision. Covariate adjustments in paired
experiments share many of the issues in completely randomized experiments; for example, it
can be unclear ahead of time which covariates to use. A unique issue to paired experiments
is the pair inclusion trade-off, so we must take particular care when making adjustments in
paired experiments. Failing to account for the pair assignments can harm performance (for
example, when a Simpson’s paradox occurs), while including the paired structure when the
pair assignments are not predictive can needlessly inflate variance.
We present a design-based method for paired experiments, the P-LOOP estimator. To the
best of our knowledge, this method is the first to directly address the pair inclusion trade-off.
Generally, other methods account for the pairing, which protects against Simpson’s paradox
and other situations where the within pair trends differ from the overall trend. However,
our method imputes two sets of potential outcomes, one excluding and one including the
pair assignments, and automatically interpolates between the two. As we see in the Texas
Schools data, this allows for improved precision. The P-LOOP estimator is also the first
method for paired experiments that involves sample splitting and the use of machine learning
methods to impute potential outcomes, building on the flexible approaches used in completely
randomized experiments (Aronow and Middleton (2013), Wager et al. (2016), Chernozhukov
et al. (2018), Wu and Gagnon-Bartsch (2018), Spiess (2018), and Rothe (2018)). This
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flexibility can be beneficial in several ways, such as allowing for automatic variable selection
or high dimensional covariates.
Finally, logical extensions to the P-LOOP estimator include block randomized experi-
ments and experiments with multiple treatments. As with paired experiments, it can be
unclear whether to include the block assignments when making covariate adjustments. How-
ever, while paired experiments can be treated essentially as Bernoulli randomized experi-
ments, this is not the case for blocked experiments and the variance estimation procedure
outlined in this paper would necessarily be modified.
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A. True Variance of the P-LOOP Estimator
First, we calculate the variance of a single τˆi:
Var(τˆi) = E
[
Var(τˆi|dˆi)
]
+Var
[
E(τˆi|dˆi)
]
= E
[
Var(τˆi|dˆi)
]
+Var(τi)
= E
[
Var
(
(Wi − dˆi)Ti + (Wi + dˆi)(1− Ti)|dˆi
)]
= E
[
Var
(
(ai − dˆi)Ti + (bi + dˆi)(1− Ti)|dˆi
)]
= E
[
Var
(
(ai − bi − 2dˆi)Ti + bi + dˆi|dˆi
)]
= E
[
(2di − 2dˆi)
2Var
(
Ti|dˆi
)]
= E
[
4(di − dˆi)
2 × 1/4
]
= E
[
(di − dˆi)
2
]
= MSE(dˆi).
Let γij = Cov(τˆi, τˆj). Then we have the following expression for the variance of the LOOP
estimator
Var(τˆ ) = Var
(
1
N
N∑
i=1
τˆi
)
=
1
N2
(
N∑
i=1
Var(τˆi) +
∑
i 6=j
Cov(τˆi, τˆj)
)
=
1
N2
(
N∑
i=1
MSE(dˆi) +
∑
i 6=j
γij
)
.
B. Handling the Covariance Terms γij
In this section, we further discuss the covariance terms γij . First define Ui = 2Ti − 1; that
is, Ui = 1 if Ti = 1, and Ui = −1 if Ti = 0. Note that Ui has expectation 0. Then we can
rewrite τˆi as Wi − dˆiUi. We have the following expression for γij:
γij = Cov(τˆi, τˆj)
= Cov(Wi − dˆiUi,Wj − dˆjUj)
= Cov(Wi,Wj)− Cov(Wi, dˆjUj)− Cov(dˆiUi,Wj) + Cov(dˆiUi, dˆjUj)
The first term is zero, as Wi and Wj are independent due to the independence of Ti and Tj .
The second and third terms are also zero. Note that Uj is independent of Wi due to the
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independence of Ti and Tj , and recall that dˆj is independent of Tj (and therefore Uj). Then
we have for the second term
Cov(Wi, dˆjUj) = E(WidˆjUj)− E(Wi)E(dˆjUj)
= E(Widˆj)E(Uj)− E(Wi)E(dˆj)E(Uj)
= 0
where the last line follows because E(Uj) = 0. We therefore have
γij = Cov(dˆiUi, dˆjUj).
Using a procedure outlined by Wu and Gagnon-Bartsch (2018), we can obtain an unbiased
estimate of γij. This procedure involves leaving out two pairs (rather than a single pair) at
a time and is therefore computationally expensive. However, estimating these terms is often
unnecessary, as they are generally negligible by an identical argument to one presented in
Wu and Gagnon-Bartsch (2018). Under the setup and notation of Section 2.1 for Bernoulli
randomized experiments, define an estimate the individual treatment effect for observation
i as:
δˆi = 2(Yi − mˆi)Ti − 2(Yi − mˆi)(1− Ti)
= 2(Yi − mˆi)Ui.
Note that we use δˆi rather than τˆi to avoid confusion with the notation for paired experiments.
Wu and Gagnon-Bartsch (2018) show that for any observations i and j, the covariance of
these individual treatment effect estimates is
Cov(δˆi, δˆj) = Cov(mˆiUi, mˆjUj)
and note that these terms are generally negligible in the sense that for many estimators of
practical interest, Cov(mˆiUi, mˆjUj) goes to zero faster than 1/N .
C. Bound on the Mean Squared Error of dˆi
We bound the term 1
N2
∑N
i=1MSE(dˆi). We can express the mean squared error of dˆi in terms
of the mean squared errors of aˆi and bˆi:
MSE(dˆi) =
[
E(di − dˆi)
]2
+Var(dˆi)
=
[(
1
2
E(ai − aˆi)−
1
2
E(bi − bˆi)
)]2
+
1
4
[
Var(aˆi) + Var(bˆi)− 2Cov(aˆi, bˆi)
]
=
1
4
[Bias(aˆi)]
2 +
1
4
[
Bias(bˆi)
]2
−
1
2
Bias(aˆi)Bias(bˆi)+
1
4
[
Var(aˆi) + Var(bˆi)− 2Cov(aˆi, bˆi)
]
=
1
4
MSE(aˆi) +
1
4
MSE(bˆi) +
1
2
[
−Bias(aˆi)Bias(bˆi)− Cov(aˆi, bˆi)
]
≤
1
4
MSE(aˆi) +
1
4
MSE(bˆi) +
1
2
√
MSE(aˆi)MSE(bˆi).
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This last inequality follows from the fact that−Bias(aˆi)Bias(bˆi)−Cov(aˆi, bˆi) ≤
√
MSE(aˆi)MSE(bˆi).
We then have the following bound:
1
N2
N∑
i=1
MSE(dˆi) ≤
1
N2
N∑
i=1
[
1
4
MSE(aˆi) +
1
4
MSE(bˆi) +
1
2
√
MSE(aˆi)MSE(bˆi)
]
=
1
N
[
1
4N
N∑
i=1
MSE(aˆi) +
1
4N
N∑
i=1
MSE(bˆi) +
1
2
N∑
i=1
1
N
√
MSE(aˆi)MSE(bˆi)
]
≤
1
N
 1
4N
N∑
i=1
MSE(aˆi) +
1
4N
N∑
i=1
MSE(bˆi) +
1
2
√√√√ 1
N
N∑
i=1
MSE(aˆi)
1
N
N∑
i=1
MSE(bˆi)

=
1
N
(
1
4
Ma +
1
4
Mb +
1
2
√
MaMb
)
where we define
Ma =
1
N
N∑
i=1
MSE(aˆi)
Mb =
1
N
N∑
i=1
MSE(bˆi).
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