Abstract: Current physiological sensors are passive and transmit sensed data to Monitoring centre (MC) through wireless body area network (WBAN) without processing data intelligently.
In our experiments, results show that using physiological sensor data along with the existing 3-axis accelerometers can verify and improve the accuracy of AR by experimenting the unique physiological data related with each activity on an individual basis.
The paper is structured as below. Literature research describes previous works done in various areas to investigate what have been researched. Body sensors section presents data types and health data thresholds to compare results with activities. Implementation shows how to determine situation and activities for alarm notification. Experiments and results try to verify the solution through testing and observation. Discussion mainly shows the meanings of results and proves the efficiency of the solution proposed followed by future research directions and conclusion.
Literature Search
There have been many works done in the area of AR, however little works have been done in utilising physiological data to increase the accuracy of AR application.
Fujimoto et al (Fujimoto et al., 2013) proposed to use an electrocardiogram (ECG) and a 3-axis accelerometer to capture physiological data and estimate human activity using a fuzzy decision tree. They work on the assumption that heart rates change when activity transitions from a sitting to standing posture for instance. They also tried to estimate a series of activities with the state of activity transitions based from the previous activity. From our experiment however it is not always predictable to estimate a human activity from one to another as it is not always sequential for a human to change their posture, e.g. User may go from sitting to suddenly running. Also, heart rate is not determined by an activity or posture although it is closely related to activities. For example, heart rate of running is generally higher than that of resting.
Chernbumroong et al. (Chernbumroong, Atkins, & Yu, 2011) carried out experiments to investigate the use of a single wrist-worn accelerometer for automatic activity classification.
Comparing the performances of two classification algorithms namely Decision Tree C4.5 and Artificial Neural Network, they used four different sets of features to classify five daily living activities. Even though the result revealed that the best accuracy of 94.13% was achieved using only a wrist-worn accelerometer, their scenarios are limited to showing a possibility of automatic activity classification with no movement constraints, discomfort and stigmatisation caused by the sensor. Chen et Al. (Chen, Guo, & Wang, 2016) tried to improve the recognition of human activities using the ensemble empirical mode decomposition (EEMD), the sparse multinomial logistic regression algorithm with Bayesian regularization (SBMLR) and the fuzzy least squares support vector machine. They reported that an overall mean classification rate of 93.43% was achieved and it exhibits a remarkable recognition performance compared with other approaches. They used wearable devices to recognize activity more flexibly and reliably, which is light-weight wearable inertial sensors.
Abdallah et al (Abdallah et al., 2012) proposed a solution focusing on integrating supervised, unsupervised and active learning for activity recognition using a concept called StreamAR which builds an adaptable model with evolving sensory data. Their learning model contains clusters that represent different activities which are emerged with hybrid similarity measure to match up similarities of the new cluster/activity with the existing ones.
Miu et al (Miu, Missier, & Plotz, 2015) developed a method to collect annotations (labels) from AR system users and to bootstrap personalised activity models solely from user-provided annotations. They use an online active learning framework for monitoring a user's stream of activities and identifying prospective annotations using a very limited horizon on time. They also reviewed other methods for modelling including self-provided annotations, pool-based active learning, stream-based active learning, interrupting users, activity segmentation and bootstrapping new models vs. adapting existing models. As opposed to (Abdallah et al., 2012) who uses clusters, they propose to direct annotation requests at individual activities to evaluate the system against a more diverse set of activities. They claim that their online active learning method registers performance gains over soliciting annotations at random.
Hong et al (Hong, Ramos, & Dey, 2016) suggested and focused on generalization of building activity models which uses a semi population-based approach to build a new user's label using activity models trained from other users. Instead of using any additional information from users like their weight or height, they directly measure the fitness of others' models on a small amount of labelled data collected from the new user. Using these activity models shared among users, they compose a hybrid model of Bayesian networks and support vector machines to accurately recognize the activity of the new user. As an outcome with a diversity in gender, age, weight, and height, their approach outperforms others that rely on users' demographic information for recognizing their activities, which may contradict the commonly held belief that physically similar people would have similar patterns of activity.
Most works in the AR domain are related with sensed data classification, modelling and acquisition (Arnon, 2014; Orha & Oniga, 2015; P. Dohnalek, P. Gajdos, & Peterek, 2013; Tang recognition accuracy increasing as more context information is obtained (Zhang, Wu, & Luo, 2015) . However, none have attempted to use multiple physiological data along with an accelerometer to improve the accuracy of the result, labelling, processing and modelling of AR but have only used data obtained from wearable devices or sensors with an accelerometer equipped within. Therefore, we expect that our proposal may affect the previous works significantly as the data content will be extended to include physiological data.
Review Conclusion
It was found that there have been many works done in the area of AR, prediction of situation and applications. However, there is very little work which focuses on utilising physiological data to provide more information to AR. There is no case of inferring sensed data before transmission to reduce bandwidth and power consumption and to determine alarm situation using AR application for the inference.
Body Sensors
Applications and Data type (Mackowiak, 2000) , and critical deviations from these values would result in death.
2. The normal values of sensed data vary depending on user's characteristics such as age and sex.
3. The same data could be regarded as normal or abnormal depending on the situation.
For example, a heart rate of 150 beats/m is regarded as normal during running but is a cause for alarm during sleep.
4. They are related with one another, e.g. a linear relationship between temperature and pulse rate with an average increase in heart rate of 4.4 beats/min for each 1 °C (2.44 beats/min for each 1 °F) rise in temperature over the range of temperatures examined (96.0 °F to 100.8 °F). (Mackowiak, 2000) .
5. They are in the form of numeric numbers.
Data Thresholds
Heart Pulse Rate (HR)
Heart rates vary depending on age, gender, health condition etc., and therefore it needs to be customized for each individual to set thresholds. In general, a maximum heart rate can be calculated by subtracting their age from 220. The target of walking rate will then be in the range of 50 percent to 85 percent of the maximum rate. For example, if you are 40 years old, your maximum heart rate would be 180 beats per minute. When walking, you will want to keep that rate between 90 and 153 beats per minute (Sheldon, 2016) .
Body Temperature (BT)
Human body temperature can vary from very cold, e.g. 26 or below Celsius degree for death or 28 for Cardiac arrest, up to very hot, e.g. 43 or above for death from the average normal of 37 (IRATA, 2015) Temperature can go up or down regardless of activity or situation, and therefore it should be read with other physiological data when applying activity recognition.
Respiration Rate (RR)
The typical respiratory rate for a healthy adult at rest is 12-20 breaths per minute (Ganong & Barrett, 1995) , and young and elderly people may have wider ranges. When exercising it usually goes up to supply more oxygen to the tissues and eliminate carbon dioxide from the tissues. Table 1 shows an example of a customized threshold of an individual to determine a situation as prescribed by their physician since everyone has different ranges and health conditions.
Implementation Situation Determination
By combining various data sources, it is possible to determine a situation or activity as physiological data are related to each other. When a user is running for instance, heart rate increases, body temperature goes up (Lim, Byrne, & Lee, 2008) and respiration rate also rises, and all this information can be read together.
When data are captured by sensors, it is calculated to work out the actual value to be used to produce the health status value as shown by (Vorvick, 2015) . They are used along with the weighting of the attribute which is the portion of which it affects health status. The outcome of the inferring process is to calculate a personalized range of normal thresholds for each attribute and compare it with generic information. For example, comparing the personal blood pressure range (85/55 -110/70 mmHg) to the generic range (90/60 -120/80 Hg) of the specific group the user belongs to. Table 2 shows another example of how the weighted value can be used to calculate a situation activity when there is an ambiguity of the situation based on each application. Thus, the outcome in this case will be a determination of the user being in a 'running' activity state.
Whilst the AR sensors indicate the status of activity motion such as sitting, standing, walking, running or dancing, they do not show the level of activity e.g. tiredness, from the accelerometer. Figure 2 shows an example of AR from an accelerometer demonstrated using Matlab and an app installed on an Android smartphone including activities of sitting, standing, walking and running status of an individual. This data can be used along with physiological data processed by the algorithm in order to determine and verify the activity situation. The threshold in this case have been recommended by a medical practitioner who is also a professor at Melbourne University, whilst it cannot be used for general as an individual needs to consult their medical service providers. In the case of AR, the weighting is 100 which results in 100R (Running) activity. HR has a weighting of 20, which results in 20W (Walking). Therefore, the result shows 100R + 50R = 150R and 20W + 30W = 50W. Thus, the inference outcome (150 > 50) is one of running based on these weightings. These weightings are given arbitrarily; however, they should be defined by physicians or scientists.
Algorithm Creation
As the outcome of the experiment, we have knowledge of the following.
 When an activity changes from a less active to a more active state, physiological data values of HR, BT and RR tend to increase as shown in Figure 4  When an activity or movement suddenly changes, it takes time for the corresponding physiological data to change accordingly ×= 100
(1)
Using the formula (1), the Android app works out the training heart rate as below for our tester who wants to train for the intensity level of 50% to 70% for example. Based on this working out they are compared to the actual averaged HR measurements in our experiment as in Table 5 which shows the values during walking (138 BPM) and running (155 BPM). This information is used to create an individualized threshold data for situation determination as shown in Table 1 which can be used together with other data such as
Respiration and Body temperature to verify the AR data obtained by accelerometers. There can be a case of tricky results when combining the physiological sensor data after inference of their values. As shown in Table 2 of which figures are given arbitrarily, the activity could result in a 50% Walk and 50% Run status after considering the weighting. In this case, the activity of AR data cannot be verified by the physiological data unless the weight has been reallocated to avoid this kind of situation. If this situation occurs, it remains as a dilemma and should be manually reviewed by a physician who can alter the weight or decide which inference to take.
However, this is a rare situation and data from before and after that point in time can also be taken into account for determining the likely activity.
When there are multiple sensors and data obtained for the same attribute, e.g. heart rate, the inferred value is used to represent how the attribute locates the overall status of the individual's health. In this case, it may not give many options to discern due to discrepancies.
For example, Figure 3 shows the gaps of two different data, which was taken from half an hour of walking while wearing two devices on the same wrist. This gap could be accounted for by averaging the values from the two data sources. When the number of sensors increases to more Copyright © 2016 117 than two devices, it becomes more difficult to determine how to handle the data. For example, when sensed data from various sensors for body temperature are different and some of them are not consistent with the rest of the data, it needs to be an inferred point to decide on whether the specific data should be ignored or used. In Table 3 , sensor C in T5 is quite different from other sensed data and it needs to be inferred as being significantly different. The figures in Table 3 are arbitrarily made for the purpose of simulation to handle a discrepant data sensed by a potentially faulty device. (Data identified in bold is significantly different from other data in Table 3 ). The below depicts algorithms to work out activity status, and a larger value indicates more accuracy of the AR data. Algorithm 1 is to infer activity determination when the outcome of physiological data conflicts with AR result, which will overwrite them. In this case, the AR result cannot be verified as the physiological data will not be used for the AR determination.
Algorithm 2 is to work out the amount of influences by physiological data to verify the AR result. 
Experiment and Results
There are two testing methodologies used to generate and capture test data. These include wearables (sensors) to capture sensor data and simulation devices such as Raspberry Pi to simulate the data transfer between Cloud server and sensor devices.
Testing network topology is depicted in Figure 5 and Raspberry ports allocation is shown in Figure 6 including a wireless port for Wi-Fi connection, network port for internet, HDMI port for I/O, and USB port for powering the device. Smartphone interacts with user to display processed data which is exported from the Cloud server. It also collects sensed data from sensors and transfers them to Cloud server, which exports to PC for data processing. These data are used to manipulate and simulate inference algorithms. Cloud servers are in production network provided by Intel and Fitbit, which collects sensed data via the smartphone and provides export to PC when requested for data processing.
Sensors include heart rate, body temperature and respiration rate, and Cloud server refers to the actual Fitbit and Basis production servers which collect and export sensed data to smartphones and PC. Raspberry Pi is used to simulate a sensor which transfers data to the PC for data processing.
Requestors' MAC address is pre-defined in the registration table in sensors and smartphone. The experiment was conducted with a tester who is a female (16 years old, 162cm height, 52kg weight, Resting (67BPM) in the morning and max (205BPM) HR). The subject wore two sensors for the heart rate (HR) and one sensor for the skin temperature and undertook different postures and activities over the course of 45 minutes including sitting, walking, fastwalking, jogging, running and resting. The subject also wore smartphone which provides AR application utilising accelerometer of the device to verify activities as shown in Figure 2 . To obtain a stable data, the subject repeated the same sequence for three days and the result was obtained on the third day, which was similar to the previous days.
A second experiment was also conducted using two male subjects monitoring their sleep and walk activities to observe resting and exercising respectively.
Informed consent from all subjects were obtained prior to the experiment, and complied with ethical clearance codes such as the Australian 'National Statement on Ethical Conduct in Human Research' (NHMRC, 2015). 
Figure 7 Averaged measurement values for activities
Results show that physiological data changes according to the activities as below.
 Body (skin) temperature follows heart rate, whilst respiration rate takes time to increase and decrease.
 Respiration rate changes slowly during walking.
Body temperature is the 'skin' (not the core) temperature which will be the case in most body sensors that are worn outside of the human body, and therefore it is quite lower than the normal core temperature (36.5 °C) at the beginning. Table 4 shows detailed measurement condition in sequence with the duration conducted for each activity including activity of sitting, walking, running and resting. The speed for each activity were arbitrarily assigned for our test subject, however it can vary for every individual.
In order to obtain data simultaneously for each activity, sensor device 1 was worn on the left wrist to measure heart rate, and sensor device 2 was located under the left armpit to measure heart rate and body temperature at the same time. Figure 8 depicts the heart rate result measured and retrieved on a 'second' basis for each activity. Respiration Rate was captured every minute for breaths manually, and Figure 9 shows the result. Figure 10 shows the result of the body temperature. Both activities of sleep and walk were monitored and the captured data are presented in Figure 11 and Figure 
Discussion
To apply inferencing, variance rates (Vr) are used by comparing the current value with before and after the value to screen out similar data points, and therefore data points which can be saved from transferring. It can be applied using the formula below. The figure below depicts the upper and lower gaps after inference has been applied.
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Figure 13 Difference between the original and inferred value
There is a dilemma when a finer VR is applied to short interval samples as short interval DPs does not fluctuate greatly. For example, heart rate of sleep or resting mode hardly varies more than 10 points between DPs sensed every second. Since the VR compares the value of before and after the current value, it will not take the sample when the DPs being compared fluctuate in a small linear fashion, e.g. consecutively from 120, 121, 122, 123, 124 etc. This means that if HR changes from 120 to 150 over 30 seconds incrementally by 1 BPM per second, the inference will not display the increase to 150 DP at all as each increase in the value is less than the VR threshold specified. To solve this dilemma, a different method should be applied such as adding beacon DPs, which take data at a set frequency regardless of how much it varies in order to maintain a reflection of the original DPs.
Results show that the data points obtained after the inference algorithms have been applied are significantly reduced as in Table 6 . Whilst the data with 2.5% and 5% Variance rate (VR) applied can be reasonably close to the original samples, other data are not useable, which is the outcome of heart rate data samples being captured on a minute-by-minute basis over two hours. In the case of 2.5% VR, data savings are more than 50%, which means that the number of data to process for transmission has already been halved before entering the process of data transmission inference. The accuracy for each VR should be checked and verified by the requestor to see whether the data are useable and valid. Some IoT service providers may not need the exact HR value and may instead require averaged mean value for each hour, whilst physicians require every single data points each minute. Thus it remains a design requirement on how to define the acceptable accuracy as in the table below. Figure 14 depicts the differences between 2.5% and 5% VR against the original data with 70 data points. It also shows that gaps mainly occur during heart rate changes, e.g. for running (e.g. data point ID 8-24), and that there is not much difference during consistent activity (e.g. data point ID 54 -62). It also shows the differences of VR applied to Heart rate results. From a total of 71 data points, this was reduced to 55 using 2.5% VR and to 29 using 5% VR. Savings rates are 22.5% and 59.2%
respectively. As shown below, the gap increases with the higher degree of the graph. 
Figure 14 Comparison of different VR for HR (BPM)
Inference level and variance rate can be applied based on design requirements as requestors may have a differing range of what is considered to be an acceptable threshold. Results for body temperature increase reasonably linearly and has a short delay before it drops after exercising whilst respiration rate drops quickly almost immediately after exercising has stopped. Heart rate fluctuates with a larger range than body temperature and respiration rate.
It is also sensed at a higher time frequency, whereas signs such as body temperature and respiratory rate are sensed on a minute-by-minute basis.
As shown in Figure 7 , the value of vital signs increase when the activity moves faster or longer for exercising, and each sensor data shows its own trait for each activity. When comparing body temperature in Figure 10 and respiration rate in Figure 9 , the former drops very slowly whilst the latter decreases significantly instantly after running has stopped for the resting period. At the same time, the heart rate gradually decreases with an approximate slope of 45
degrees. This implies that the activity of the user is 'standing' while resting after exercising based on this additional information provided from the three sensors.
The respiration rate graph in Figure 9 depicts a continuous and steadily increasing slope during the exercise until reaching and peaking at the top of 46 BPM while running. This means that the data can be useful as an indicator of each activity with a reasonably good threshold Copyright © 2016 127 range as shown in Table 5 . Heart rate also shows reasonably good distribution of data for each activity. During sleep monitoring, heart rate fluctuates less than 80 BPM as shown in Figure   11 , whilst it is between 100 and 120 BPM as shown in Figure 12 . Body temperature shows quite different patterns in sleep and walk monitoring as shown in Figure 11 and Figure 12 .
By using AR and physiological data together it is now possible to see the content of the walking activity as opposed to the posture only for instance. Based on the plotting such as Table 1 which is individually customized and prepared and Figure 4 , which shows the overall physiological data patterns for each activity, we can pin point the level of exercise on the graph using both the information of AR as well as physiological data. This means that we can now see more indepth information in addition to the accelerometer data and that new valuable information can be produced for service providers. For example, AR data can add human activity status and its content, e.g. 'slow and fast running for 15 minutes' instead of simply just a 'running' status, and it confirms the user is in the 'cardio' range heading for 'peak' HR range for exercise.
If the heart rate drops during the running session (indicated by the three sensor data) and the AR data shows the posture is of a sitting or prone position, it may be a possible indication that the user has suffered a heart attack. This is very significant information to the service provider, and will not be achieved when only the AR data is provided without the additional physiological information.
Presently AR has used data collected from accelerometer sensors only, and they now need to collect and process additional physiological data to build activity models. This will cause issues on the capacity of data volume as well as context aware domains such as security and privacy since the data are personal and confidential. These aspects may affect the nature of the AR related applications and services, and therefore service providers may need to carefully assess the potential impacts of using health data of individuals.
The purpose of the data processing inference is to save bandwidth and battery power, therefore the results are shown as sizes of data and power consumption to be saved. Details of the inference system have been previously discussed in (Kang & Larkin, 2016) , whilst this paper shows the results of an alarm determination made by health data combined with AR applications.
Having applied data processing and transmission with proper alarm determination, results
show that bandwidths and battery power consumption can be reduced as below table. For example, in case of zinc-carbon or alkaline types of batteries, they produce around 1.5 volts per cell and 3.14 W (i.e. 2090mA x 1.5V) of power can be saved when a transmission of single data of HR is reduced by the inference system of data processing and transmission. Table 7 shows an example of data transmission bandwidth and power consumption showing how Copyright © 2016 128 much power can be saved from being consumed depending on how much many data points (DP) can be saved. Calculations are provided that 10 milli ampere are used for data receiving and 25 milli ampere are used for transmission (Brain, 2015) . In conclusion, results show that health data varies depending on the activity, which was verified by AR application with an Android smartphone. Knowing the activity status of a user could allow the inference system of mHealth to determine a situation for alarming.
Future Works
The more sensors used to detect AR status of a human body, the more accurate the results will be, however the implications are an increase in resources and additional costs that are required to support the number of devices. Whilst we propose to utilize physiological sensors to increase the accuracy of the AR status, it is still required to know and optimize what kind of information the service providers would require to provide useful services. To achieve this goal, more finely proved physiological data corresponding to each activity on a personalized custom basis is required since a generic threshold cannot be applied as a blanket threshold for every user. This requires the processing and analysis of a huge amount of data using similar sampled groups for a user based on various aspects such as gender, race, age, country and ethnic groups. Professional advices from medical and data scientists are required to build up the data requirements.
The other issue is to manage the additional data of body sensors to be created by external devices such as internet of things (IoT), peer-to-peer, GPS cloud and sensor networks, which are likely to demand body sensor data to provide their own services. We propose to use an inference system on body sensor networks to reduce the transactions of sensor devices which will discern and infer what and how to respond when they have been requested to transfer data. Since physiological data carries personal information, it is important to provide the data in a secured manner. However, this requirement may increase workload to the existing networks, and therefore a method of light weight security technology needs to be investigated.
Conclusion
To save battery power and bandwidth at body sensor devices, we proposed to infer situation and data processing to reduce the frequency of data transmission and volume of data. To determine an alarm situation, we proposed to utilize AR application which can provide activities of the user. Results showed that it is possible to overcome resource limits of sensors to handle more functionality added by an inference system with savings rate of up to 51.3%
with accuracy of 99.3% as shown in Table 6 . This savings rate means that the data volume can be reduced by more than half with more than a 99% accuracy to remain representative of the original data. In other words, this means that applying the inference can extend resource capacities to double as the size of data directly affects the resources such as bandwidth and battery power.
AR application can also benefit from obtaining physiological data to improve its own services.
Whilst physiological data cannot replace AR, the fact that AR could provide detailed information about how long each activity has been along with health data during a sample period as compared to the current state of simple activity notification could have very useful applications. To verify and increase the accuracy of AR data, this paper also proposed to infer a physiological data threshold table which can be developed and finely modified by health professionals for individual users based on their unique activity patterns. For example, the slow walking activity of an athlete may be a running activity of a child, and this difference can be accounted for by verifying with the child's physiological data as a way to confirm their AR determined running state as results show that physiological data has their own traits and ranges according to different activities of AR, which can be used for alarm notification along with providing content of health data status.
