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Список обозначений 
 
Множество – это совокупность, группа некоторых объектов, 
называемых элементами, объединенных каким-нибудь общим 
свойством. Множества обозначают большими латинскими бук-
вами:               . 
  – пустое множество, т. е. множество, не имеющее элементов; 
  – множество всех натуральных чисел; 
  – множество всех целых чисел; 
  – множество всех рациональных чисел; 
  – множество всех действительных чисел; 
  – множество всех комплексных чисел; 
  – для всех, для любого; 
  – существует, найдется; 
   – существует (найдется) единственный; 
Знак  заменяет выражение «если и только если»; 
Знак  заменяет выражение «влечет»; 
    – элемент   принадлежит множеству  ; 
    – элемент   не принадлежит множеству  ; 
    –   подмножество в   {        }; 
    –   не содержится в  ; 
    –   равно  , т. е.     и    ; 
    –   строго содержится в  , т. е.     и    ; 
    – пересечение множеств   и  , т. е. {x| x   и    }; 
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    – объединение множеств   и  , т. е. {x| x    или 
     }; 
    – разность множеств   и  , т. е. множество {x| x    
и    }; 
■ – конец доказательства.  
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Введение 
 
 Дискретная математика в наше время – это обширная 
наука, которая базируется на классических разделах математи-
ки – алгебре, теории чисел, математическом анализе и теории 
вероятностей. Особенно важны для глубокого понимания мето-
дов дискретной математики алгебра и теория чисел. Такие ал-
гебраические структуры, как полугруппы, группы, кольца, поля, 
решетки, булевы алгебры используются во всех видах кодирова-
ния информации, в теории графов, теории автоматов, теории бу-
левых функций, комбинаторике и математической логике.  
Без основательного знания теории чисел также невозможно 
усвоить многие разделы дискретной математики и успешно 
применять методы дискретной математики на практике. Более 
того, даже весьма продвинутая и сложная наука – алгебраиче-
ская геометрия находит приложения в теории кодирования. 
В данном пособии авторы излагают основные понятия и ме-
тоды современной алгебры, а также классические результаты 
теории чисел, используемые в дискретной математике. Многие 
результаты даются с доказательствами, так как авторы считают, 
что глубокое понимание алгебры и теории чисел невозможно без 
умения доказывать теоремы. Кроме того, в тексте приводится 
достаточно много примеров вычислительного характера и задач 
для самостоятельного решения. 
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Основу данного пособия составили лекции, которые 
Б. М. Веретеников читал студентам разных специальностей на 
радиотехническом факультете в течение последних десяти лет. 
Лекционный материал существенно расширен за счет доказа-
тельств и большого числа дополнительных задач. Планируется 
продолжение, в котором будут рассмотрены конкретные области 
дискретной математики: теория алгебраического кодирования, 
алфавитное кодирование, теория автоматов, булевы функции, 
теория графов и комбинаторика. 
Авторы надеются, что чтение пособия поможет читателю 
усвоить основные методы алгебры и теории чисел и использо-
вать их в дальнейшем для изучения различных разделов дис-
кретной математики.  
Для понимания материала, изложенного в пособии, предва-
рительной особой подготовки не требуется. Определенную ма-
тематическую культуру можно развить, имея большое желание 
и достаточное усердие.  
В заключение отметим, что авторы предполагают использо-
вание пособия студентами и преподавателями УрФУ различных 
факультетов и специальностей. 
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Глава I. Бинарные отношения 
§ 1. Определение и способы задания 
бинарного отношения 
 
Определение. Пусть   некоторое множество. Тогда множе-
ство упорядоченных пар (     ), где        , называется де-
картовым квадратом множества   и обозначается     или 
  . Кратко      (     )         . 
Аналогично определяется любая натуральная степень мно-
жества. 
Определение. Множество     (       )       ̅̅ ̅̅̅        
называется k-й степенью множества   . 
Определение. Пусть   – конечное множество, состоящее из 
  элементов. Тогда число   называется порядком множества   
и обозначается    . 
Определение. Бинарным отношением на множестве   
называется любое подмножество   декартова квадрата    .  
Отметим очевидные примеры бинарных отношений: 
        – универсальное отношение на  ; 
   – пустое бинарное отношение; 
     (   )      – диагональ    . 
Если    – конечное множество, то любое бинарное отноше-
ние на   можно задать списком упорядоченных пар, содержа-
щихся в этом бинарном отношении. Например, на множестве 
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  {       }  можно задать следующие бинарные отношения: 
   {(    ) (    ) (    )},     (    ) ,… 
Если   – бинарное отношение на  , то вместо (     )    
пишут      (инфиксный способ). 
Определение. Пусть             и   – бинарное отно-
шение на  . Тогда матрицей отношения   называется квадрат-
ная матрица размера    , состоящая из нулей и единиц, такая, 
что в пересечении i-й строки и j-го столбца стоит   тогда и толь-
ко тогда, когда                ̅̅ ̅̅̅. 
Пример. На множестве   {          } матрица отношения 
  {(    ) (    ) (    ) (    ) (    ) (    )} имеет вид 
 
  (
       
       
        
       
) 
 
Верно обратное – любая квадратная матрица n-го порядка, 
состоящая из      , задает естественным образом бинарное от-
ношение на любом множестве   порядка  . 
Пример. На множестве                     матрица 
  (
       
       
        
       
) задает бинарное отношение 
   (      ) (      ) (      ) (      ) (     ) (     ) . 
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Бинарное отношение можно задать также с помощью так 
называемого ориентированного графа (рис.1). 
Определение. Пусть             и   – бинарное отно-
шение на  . Тогда ориентированным графом (орграфом) отно-
шения   называется множество   точек на плоскости, обозна-
ченных          причем из    в    идет стрелка тогда и только 
тогда, когда                ̅̅ ̅̅̅  
Пример. На множестве                   орграф отношения 
   (   ) (   ) (   ) (   ) (   ) (   )  представлен на рис. 1. 
 
 
 
 
 
 
                    Рис.1                   Рис.2 
Верно обратное – по любому орграфу с n вершинами можно 
естественным образом составить бинарное отношение на любом 
множестве из   элементов. 
Пример. Орграф, представленный на рис. 2, задает на мно-
жестве                бинарное  отношение    (   ) (   )   
(   ) (   ) (   ) (   ) . 
Еще один способ задания – функциональный. Он полезен 
при нахождении произведений бинарных отношений, которые 
рассмотрим далее. 
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Определение. Пусть   
          и   – бинарное отно-
шение на  . Тогда функциональ-
ной схемой отношения   называ-
ется диаграмма, состоящая из двух 
одинаковых столбцов (рис. 3), 
причем стрелка из элемента    ле-
вого столбца идет в элемент   правого столбца тогда и только 
тогда, когда         
   
 
 
 
 
 
 
Рис.4 
 
Пример. На множестве               отношение 
   (   ) (   ) (   ) (   ) (   )  можно задать функцио-
нальной схемой, представленной на рис. 4. 
 
  
  
 
  
   
 
  
 
  
 
  
 
  
 
  
   
 
  
 
Рис. 3 
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Упражнения для самостоятельной подготовки 
 
1. Постройте орграф и матрицу для каждого из приведен-
ных ниже отношений на  . 
а)              , 
   (   ) (   ) (   ) (   ) (   ) (   ) (   ) (   ) ; 
б)              , 
   (   ) (   ) (   ) (   ) (   ) (   ) (   ) (   ), 
    (   ) (   ) (   ) (   ) (   ) (   ) ; 
в)              , 
   (   ) (   ) (   ) (   ) (   ) (   ) (   ) (   ) ; 
г)              , 
   (   ) (   ) (   ) (   ) (   ) (   ) (   ) (   )   
    (   ) (   ) (   ) (   ) . 
2. Постройте функциональную схему для каждого из при-
веденных ниже отношений на  . 
а)              , 
   (   ) (   ) (   ) (   ) (   ) (   ) (   ) (   ) ; 
б)                , 
   (   ) (   ) (   ) (   ) (   ) (   ) (   ) (   )   
    (   ) (   ) (   ) (   ) (   ) (   ) ; 
в)              , 
   (   ) (   ) (   ) (   ) (   ) (   ) (   )  
    (   ) (   ) (   ) . 
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§ 2. Операции над бинарными отношениями 
 
Определение. Пусть       – бинарные отношения на  . 
Тогда под                                понимаются обыч-
ные теоретико-множественные операции: объединение, пересе-
чение, разность, симметрическая разность множеств. 
Определение. Пусть   – бинарное отношение на  . Тогда 
бинарное отношение        (     ) (     )      называ-
ется дополнением бинарного отношения   и обозначается  ̅. 
Определение. Пусть   – бинарное отношение на  . Тогда 
бинарное отношение    , задаваемое условием (     )   
   
 (     )   , называется обратным к  . 
Заметим, что  ̅      в общем случае. 
Чтобы получить обратное бинарное отношение    , необхо-
димо в орграфе отношения   сменить направления всех стрелок, 
не являющихся петлями, на противоположные. 
Определение. Пусть     – бинарные отношения на  . Тогда 
произведение отношения   на отношение   (обозначается 
             ) равно бинарному отношению   такому, что 
(   )         и (   )    (   )   .  
Эту операцию произведения для конечных множеств очень 
удобно производить на функциональных схемах. 
Пример. На множестве               рассмотрим отно-
шения    (   ) (   ) (   ) (   ) (   ) , 
и    (   ) (   ) (   ) (   ) . 
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Тогда     (   ) (   ) (   ) (   )  и 
     (   ) (   ) (   ) (   )  (рис. 5).  
 
 
 
 
 
 
 
  
Рис. 5 
Таким образом, умножение бинарных отношений не коммута-
тивно. 
Упражнения для самостоятельной подготовки 
 
Пусть               и         – отношения на  , где 
   (   ) (   ) (   ) (   ) (   ) (   ) (   )    
   (   ) (   ) (   ) (   ) (   ) (   ) (   )    
   (   ) (   ) (   ) (   ) (   ) (   ) (   )  
(   ) (   ) (   ) (   )    
   (   ) (   ) (   ) (   ) (   ) (   ) (   ) (   ) (   ) . 
Опишите отношения    ,    ,    ,     ,    ,  ̅,   .  
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§ 3. Основные свойства бинарных отношений 
 
Определение. Бинарное отношение   на   называется рефлек-
сивным, если для любого     выполняется    ((   )    ). 
Это означает, что в матрице рефлексивного бинарного от-
ношения на главной диагонали стоят единицы, а в орграфе этого 
отношения у каждой вершины имеется петля. 
Определение. Бинарное отношение   на   называется сим-
метричным, если (     )    (     )    . 
Матрица симметричного бинарного отношения является 
симметричной, а в орграфе этого отношения все стрелки, не яв-
ляющиеся петлями, двусторонние. 
Определение. Бинарное отношение   на   называется ан-
тисимметричным, если (     )    (     )         .  
Это означает, что в орграфе этого отношения все стрелки 
между разными вершинами односторонние. 
Определение. Бинарное отношение   на   называется тран-
зитивным, если из (   )    (   )    всегда следует, что 
(   )   . 
Транзитивность плохо распознается на матрицах, но хорошо 
распознается на графах: бинарное отношение   транзитивно то-
гда и только тогда, когда любая двухзвенная направленная ло-
маная в соответствующем орграфе замыкается стрелкой из нача-
ла этой ломаной в ее конец (рис. 6). 
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Рис. 6 
Определение. Бинарное отношение   на   называется пол-
ным, если для любых         выполняется (     )    или 
(     )   . 
Определение. Бинарное отношение   на   называется отно-
шением эквивалентности, если оно рефлексивно, симметрично 
и транзитивно. 
Пример. Пусть    . Зафиксируем некоторое ненулевое 
целое число    Определим бинарное отношение   следующим 
образом:          (   )        делится на   без остатка. 
Докажем, что   – отношение эквивалентности. 
Рефлексивность:              делится на  , 
следовательно,       (   )     
Симметричность:         (   )   , следователь-
но,     делится на  , а значит, и     делится на  , 
т. е. (   )     
Транзитивность: Пусть (   )    (   )   . Тогда 
    и     делятся на  , откуда     (   )  
  (   ) делится на  , следовательно, (   )     
Мы доказали, что отношение     является отношением эквива-
лентности. Оно называется отношением сравнения по модулю  . 
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Упражнения для самостоятельной подготовки 
 
1.  Докажите, что пересечение рефлексивных отношений 
рефлексивно. 
2. Докажите, что пересечение симметричных отношений 
симметрично. 
3. Пусть              : 
а) опишите отношение на  , которое рефлексивно, но не яв-
ляется ни симметричным, ни транзитивным; 
б) опишите отношение на  , которое симметрично, но не 
является ни рефлексивным, ни транзитивным; 
в) опишите отношение на  , которое транзитивно, но не яв-
ляется ни рефлексивным, ни симметричным; 
4. Пусть              : 
а) опишите отношение на  , которое рефлексивно и симмет-
рично, но не является транзитивным; 
б) опишите отношение на  , которое симметрично и транзи-
тивно, но не является рефлексивным; 
в) опишите отношение на  , которое рефлексивно и транзи-
тивно, но не является симметричным; 
5.                    . Проверьте для указанных ниже отноше-
ний основные свойства:  
1)            – четно;      
2)            – нечетно;   
3)             ;  
4)             . 
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§ 4. Классы эквивалентности 
 
Определение. Пусть    отношение эквивалентности на  . 
Тогда классом отношения   с представителем     называется 
множество всех    , таких, что (   )   . Обозначается 
  ̅(  ̅  [ ]   
 ). 
Теорема. Пусть    отношение эквивалентности на  . Тогда 
классы отношения   обладают следующими свойствами: 
1)           ̅; 
2)     ̅     ̅    ̅; 
3) различные классы эквивалентности пересекаются по пу-
стому множеству; 
4)   ̅    ̅     . 
Доказательство: 
1) В силу рефлексивности отношения   имеем    , а зна-
чит,     ̅. Свойство 1 доказано. 
2) Пусть      ̅. Тогда по определению класса эквивалент-
ности (   )   . 
Предположим     ̅. Тогда (   )     и (   )     В силу 
транзитивности   имеем (   )   , а значит,    ̅ и  ̅   ̅. 
Теперь пусть     ̅. Тогда (   )    и (   )    (в силу 
симметричности  ). В силу транзитивности  , имеем (   )   , 
а значит,    ̅ и  ̅   ̅. 
Так как  ̅   ̅ и  ̅   ̅, то   ̅    ̅. Свойство 2 доказано. 
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3) Пусть  ̅   ̅   . Тогда существует элемент     такой, 
что    ̅      ̅. По пункту 2  ̅   ̅    ̅   ̅, а значит,  ̅   ̅. 
Свойство 3 доказано. 
4)    ̅    ̅      ̅  (   )    . 
         ̅    ̅    ̅ по свойству 2. Свойство 4, а вместе 
с ним и теорема, доказаны. 
Определение. Разбиением множества   называется семей-
ство его непустых подмножеств        таких, что 
 )   ⋃    
   
 
 )                при    . 
Из этого определения и предыдущей теоремы следует: 
Теорема. Множество всех классов эквивалентности   на 
множестве   является разбиением этого множества  . 
Определение. Множество всех классов эквивалентности   
обозначается     и называется фактор-множеством   по отно-
шению   . 
Верно обратное утверждение к предыдущей теореме. 
Теорема. Пусть дано разбиение          } множества  . 
Определим отношение   на   следующим образом: (   )    
                  . Тогда   отношение эквивалентности 
на    и множества     в точности классы этой эквивалентности. 
Доказательство. 1)       (   )   , так как по определе-
нию разбиения элемент   принадлежит одному из   . Рефлек-
сивность   доказана. 
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2)        (   )          , что             
 ,             (   )   .Симметричность   доказана.  
3)           (   )    (   )                  
                       . Поэтому          и в силу опре-
деления разбиения множества      , т. е.                  
и, значит, (   )   . Транзитивность   доказана. 
Из 1–3-го доказательств следует, что   отношение эквива-
лентности. 
Пусть      Тогда, в силу определения разбиения,       
такое, что     . Далее   ̅       (   )    , т. е. 
  ̅                            . ■  
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Упражнения для самостоятельной подготовки 
 
1. Установите, является ли каждое из перечисленных ниже 
отношений на   отношением эквивалентности. Для каждого от-
ношения эквивалентности постройте классы эквивалентности. 
а)   − множество целых чисел, и   есть отношение, заданное 
условием (   )   , если      ; 
б)   − множество целых чисел, и   есть отношение, задан-
ное условием (   )   , если      ; 
в)   – множество упорядоченных пар целых чисел, и   есть 
отношение, заданное условием (   ) (   ), если      ; 
г)                            и (   )   , если 
     ; 
д)                            и (   )   , если 
     . 
2. Установите, является ли каждое из перечисленных ниже 
отношений на   отношением эквивалентности. Для каждого от-
ношения эквивалентности постройте классы эквивалентности. 
а)   – множество всех подмножеств множества          , 
отношение   определяется следующим образом:    , если   и   
содержит одинаковое количество элементов; 
б)                         , отношение   опреде-
ляется следующим образом:    , если     четное; 
в)                         , отношение   опреде-
ляется следующим образом:    , если     положительное. 
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3. Множества                                образуют 
разбиение множества                    . Соответствующую 
эквивалентность   на   задать матрицей, орграфом и функцио-
нальной схемой. 
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§ 5. Частичный порядок 
 
Определение. Бинарное отношение   на множестве   назы-
вается частичным порядком, если   рефлексивно, антисиммет-
рично и транзитивно. При этом   называется частично упорядо-
ченным множеством (ЧУМ). 
Основные примеры.  
1. Множество   всех действительных чисел – ЧУМ отно-
сительно обычного сравнения чисел         . 
Рефлексивность, антисимметричность и транзитивность 
здесь очевидны. 
2. Множество  всех натуральных чисел – ЧУМ относи-
тельно отношения делимости натуральных чисел:     
    (         ). 
Докажем это. 
1)           – очевидно. 
2)                                    
                  т. е.       и    . 
3)                                      
                            .  
3. Для любого множества   через  ( ) (или   ) обознача-
ется множество всех подмножеств множества  . Множество 
 ( ) называется булеаном множества  .  
На  ( )определим бинарное отношение   следующим образом: 
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       ( )         . Это отношение называется 
отношением включения. Очевидно, что          ( ). 
1)      
2)              
3)               
Следовательно, отношение включения – частичный порядок 
на  ( ). 
Замечание. В дальнейшем в этом параграфе частичный по-
рядок на произвольном множестве   будем обозначать « », т. е. 
вместо     будем писать      для любых      . Кроме того, 
при      принято говорить, что   не превосходит   или   
меньше или равно  . Далее,     означает, что      и    . 
В этом случае принято говорить, что   меньше   или   больше  . 
Определение. Пусть   – ЧУМ. Элемент   из   накрывает 
элемент    , если     и не существует элемента   из   та-
кого, что      . 
Определение. Частичный порядок « » на   называется ли-
нейным, если любые два элемента из   сравнимы относительно 
этого порядка, т. е. для любых            или    . При 
этом   называется линейно упорядоченным множеством, или 
цепью. 
Определение. Диаграммой Хассе называется множество то-
чек на плоскости вместе с некоторыми негоризонтальными от-
резками, соединяющими эти точки, без замыканий ломанных 
линий длины  . 
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Определение. Диаграммой Хассе частично упорядоченного 
множества             называется такая диаграмма Хассе, 
состоящая из точек, обозначенных        , что для любых     
точка    соединена с точкой    и при этом    расположена ниже 
точки    тогда и только тогда, когда    накрывает   . 
Пример. Пусть                     и частичный порядок 
на   – отношение делимости. Тогда диаграмма Хассе (рис. 7) 
имеет вид 
 
  
 
 
 
 
 
 
 
Рис.7 
 
Ясно, что любая диаграмма Хассе с точками, обозначенны-
ми        , задает частичный порядок « » на множестве 
           , диаграммой Хассе которого является исходная 
диаграмма, а именно      , тогда и только тогда, когда от точ-
ки    можно добраться до точки    по отрезкам данной диаграм-
мы, нигде при этом не спускаясь вниз. 
1 
2 
4 
8 
3 
6 
7 
5 
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Пример. Задать списком частичный порядок « » на множе-
стве              , если его диаграмма Хассе (рис. 8) имеет 
вид 
 
 
 
 
 
Рис.8 
 
Ответ очевиден:     (   )   (   ) (   ) (   ) (   )   
(   ) (   ) (   ) (   ) (   ) (   ) (   ) (   ) (   ) . 
Отметим, что диаграммой Хассе линейно упорядоченного 
множества является вертикальная цепь. Например, если      , 
то его диаграмма Хассе (рис. 9) имеет вид  
 
 
 
 
 
 
Рис.9 
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Полурешетки и решетки 
 
Определение. Пусть   – ЧУМ,    . Тогда элемент     
называется максимальным (минимальным) в  , если не суще-
ствует такого элемента   в  , для которого     (   ). 
Определение. Пусть   – ЧУМ,    . Тогда элемент     
называется наибольшим (наименьшим) в  , если          
(   ). 
Ясно, что наибольший (наименьший) элемент множества   
является максимальным (минимальным). Однако то, что элемент 
является максимальным (минимальным), не означает, что он яв-
ляется наибольшим (наименьшим) в рассматриваемом множе-
стве. Например, в последнем примере элементы 4 и 5 являются 
максимальными в  , но ни один из них не является наибольшим 
в  . Аналогично 1 и 2 – минимальные в  , но ни один из них не 
является наименьшим в  . 
 
Определение. Пусть   – ЧУМ,    . Элемент     назы-
вается верхней (нижней) гранью множества  , если      
    (   ). 
Определение. Пусть   – ЧУМ,    . Наименьший элемент 
  в множестве всех верхних граней множества   называется его 
точной верхней гранью:       . Аналогично наибольший 
элемент    в множестве всех нижних граней множества   назы-
вается нижней гранью:       .  
30 
 
Ясно, что      и      не всегда существуют. Например, 
в последнем примере не существуют          ,          , но су-
ществуют                      . 
Определение. Нижней (верхней) полурешеткой ( или полу-
структурой) называется такой ЧУМ  , что        существу-
ют          (         ). 
Определение. Если ЧУМ   одновременно и нижняя, и верх-
няя полурешетки, то   называется решеткой (структурой). 
Если опять вернуться к тому же примеру, то рассматривае-
мый в нем ЧУМ не является ни нижней, ни верхней полурешет-
кой. Очевидно, что любое линейно упорядоченное множество   
является решеткой: 
       при               ,            . 
Кроме того, частично упорядоченные множества, рассмот-
ренные в примерах       в начале параграфа, тоже являются ре-
шетками. Если   – ЧУМ относительно отношения делимости, то 
                    (   ) – наименьшее общее кратное   
и  ,              (   ) – наибольший общий делитель   и  . 
Если  ( ) – ЧУМ относительно включения, то       ( ) 
                           . 
Замечание. Обычно в нижней полуструктуре   вместо 
         пишут     и в верхней полуструктуре   вместо 
         пишут     для любых      . 
Пример. В структуре (рис. 10) 
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Рис. 10 
 
         ,          ,          . 
Определение. Нулем ( ) упорядоченного множества   
называется его наименьший элемент, единицей ( )   называется 
наибольший элемент  . 
Определение. Структура   c   и   называется структурой 
с дополнениями, если            – такой, что         
    .  
При этом   обозначается   (или  ̅) и называется дополнени-
ем к  . 
Определение. Структура   называется дистрибутивной, 
если        (   )    (   )  (   ) и (   )     
 (   )  (   ). 
Определение. Дистрибутивная структура с дополнениями 
называется булевой алгеброй. 
Примеры. Булевой алгеброй является, например булеан 
 ( ), где     ( ),  ̅     , и свойства дистрибутивности 
1 
2 
3 4 
5 
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легко доказываются: (   )    (   )  (   ) 
(   )    (   )  (   ). 
В качестве примера дистрибутивной структуры, без допол-
нений можно взять ЧУМ  относительно обычного отношения 
порядка.  
Докажем, что   (   (   )   )     (   (   )      (   )). 
Без ограничения общности,    . Рассмотрим три варианта: 
1.   
 
Рис.11 
 
2.  
 
Рис.12 
 
3.  
 
Рис.13 
 
Легко убедиться, что в первых двух вариантах обе части до-
казываемого равенства равны  , а в третьем варианте обе части 
равны  .  
Аналогично доказывается, что    (   (   )  )   
     (   (   )      (   )). 
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Упражнения для самостоятельной подготовки  
 
1. Выписать все упорядоченные пары, принадлежащие соответ-
ствующему частичному порядку, (рис. 14). 
 
 
 
 
 
 
Рис. 14 
2. Какое из приведенных ниже отношений   является отноше-
нием частичного порядка на            ? 
а)    (   ) (   ) (   ) (   ) (   ) (   ) (   ) (   ) (   )   
б)    (   ) (   ) (   ) (   ) (   ) (   ) (   ) (   )   
в)    (   ) (   ) (   ) (   ) (   ) (   ) (   ) (   )   
г)    (   ) (   ) (   ) (   ) (   ) (   ) (   )(   ) (   )  
(   ) (   )    
 
§ 6. Рефлексивное, симметричное и транзитивное 
замыкание бинарного отношения 
Определение. Пусть    бинарное отношение на  . Тогда 
его рефлексивным замыканием называется наименьшее рефлек-
сивное бинарное отношение на , содержащее    
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Определение. Пусть   – бинарное отношение на  . Тогда 
его симметричным замыканием называется наименьшее сим-
метричное бинарное отношение на , содержащее    
Определение. Пусть   – бинарное отношение на  . Тогда 
его транзитивным замыканием называется наименьшее транзи-
тивное бинарное отношение на , содержащее    
Теорема 1. Чтобы получить транзитивное замыкание   на 
множестве  , надо в орграфе   замкнуть все направленные 
ломаные линии этого орграфа. 
Доказательство: 
Докажем, что после этой операции (замыкания всех лома-
ных) получится действительно транзитивное замыкание. 
Пусть   – исходное бинарное отношение, 
     бинарное отношение, полученное из   путем замыка-
ния всех ломаных. 
(   )    , (   )      Требуется доказать, что (   )      
По условию в орграфе   существуют направленные ломаные 
   от   до   и    от   до  . Объединение    и    – это ломаная  , 
соединяющая   и  . Следовательно, (   )    .  
Далее,     , так как любая стрелка является замыканием 
самой себя. 
Осталось доказать, что    – наименьшее бинарное отноше-
ние, содержащее    
Пусть    ,   транзитивно.  
Требуется доказать, что     . 
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Пусть (   )    . 
Тогда (    )     (     )      (    )    для некото-
рых           или (   )    . 
Следовательно, (    )     (     )      (    )    или 
(   )   . Так как   транзитивно, то (   )    . Теорема доказа-
на полностью. 
Следствие. Если   – бинарное отношение на множестве   и 
     , то транзитивное замыкание отношения   равно        
   . 
 
Алгоритм Уоршалла для нахождения 
транзитивного замыкания 
Все элементы данного множества  , для которого рассмат-
ривается отношение    получают свой номер             . За-
мыкаются все ломаные в орграфе    где   является посредником, 
потом замыкаются все ломаные в новом орграфе  где   является 
посредником, и так далее до  . 
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Упражнения для самостоятельной подготовки 
1. Обосновать алгоритм Уоршалла. 
2. Найти транзитивное замыкание бинарного отношения 
   (  ) (  ) (  ) (  ) (  ) (  ) (  )  на множестве 
              с использованием следствия к теореме 1 и 
с помощью алгоритма Уоршалла. 
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§ 7. Бинарные отношения из множества в множество 
 
Определение. Бинарным отношением из       называется 
подмножество в    . 
Рассмотренные ранее бинарные отношения на множестве  – 
бинарные отношения из в   
Определение. Если   – бинарное отношение из       то об-
разом     называется      (   )      прообразом     
называется {    (   )   }. Образ   обозначается ( ) , или 
просто   , а прообраз   – ( )    , или просто      . Часто вме-
сто ( )  пишут  ( ), вместо ( )     –  ( ). 
Определение. Областью определения бинарного отношения 
  из      называется множество всех элементов из    имеющих 
непустой образ,  а областью значений отношения   называется 
множество элементов из  , для которых прообраз непустой. 
Бинарное отношение из       удобно рассмотреть на схемах. 
Пример. 
                         (   ) (   ) (   ) (   ) (   )   
Область определения –        . 
Область значений–        . 
 ( )         ( )           ( )           ( )           ( )       
Определение. Пусть   – бинарное отношение из            
Тогда обратным бинарным отношением к   называется отно-
шение     из       (   )      (   )      
Чтобы получить      надо  в схеме обратить все стрелки.  
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Определение. Пусть   – бинарное отношение из     ,   – 
бинарное отношение из        Тогда    – бинарное отношение 
из       такое, что (   )          (   )     (   )   . 
Определение. Бинарное отношение   из      называется 
отображением   в  , если         ( )     то есть     
         что        ( )   образ  . 
   ( )        ( )    . 
Полезны отображения специального вида, которые будут 
рассмотрены далее. 
Определение. Отображение           называется инъек-
тивным (инъекцией), если                  (  )   (  )  
Определение. Отображение           называется сюръек-
тивным (сюръекцией), если каждый элемент из   имеет хотя бы 
один прообраз.             – такой, что  ( )     
Определение. Отображение           называется биектив-
ным (биекция), если оно инъективно и сюръективно. 
Теорема. Пусть               
                        Тогда   инъекция  
  сюръекция. Доказательство предоставляем читателю. 
Замечание. То, что   – отображение множества   в множе-
ство  , записывается следующим образом:       . 
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Упражнения для самостоятельной подготовки 
1. Выясните, какие из приведенных ниже функций из   в   
являются инъективными, сюръективными, имеют обрат-
ную функцию:  
а)  ( )     ; 
б)  ( )      ; 
в)  ( )      ; 
г)  ( )       ; 
д)  ( )   (   )(   ). 
 
2. Пусть                  , 
                                         
             и       заданы схемами (рис. 15): 
 
 
 
 
 
 
 
 
 
Рис. 15 
Составить схемы для       (  ) . Проверить для отобра-
жений             (  )  инъективность и сюръективность. 
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Глава II. Элементы общей алгебры 
§ 1. Группоиды и полугруппы 
 
Определение. На множестве   задана (определена) бинар-
ная операция, обозначаемая « », если каждой упорядоченной 
паре элементов       поставлен в соответствие элемент снова 
из    обозначаемый     и называемый  произведением      . 
Само множество   при этом называется группоидом. 
Если    конечное множество, то бинарную операцию 
можно задавать с помощью таблицы Кэли (табл. 1). 
Таблица 1 
                       
 
Верно и обратное утверждение: любая таблица Кэли, т. е. 
таблица указанного вида, заполненная элементами из    
          , определяет группоид. 
Если для обозначения операции используется « », то опера-
ция группоида записывается мультипликативно. 
Определение. Пусть   – группоид с мультипликативной за-
писью бинарной операции. Тогда   называется полугруппой, 
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если в   выполняется ассоциативный закон:          (  )  
  (  )  
Определение. Пусть   – группоид с мультипликативной 
операцией. Элемент    . Тогда   называется правой единицей 
 , если            и   называется левой единицей, если 
            Если   одновременно и правая, и левая единица, 
то   называется просто единицей (либо двусторонней единицей).  
Лемма. Если в группоиде   имеются правая единица    
и левая единица     то они совпадают. 
Доказательство.                 . 
Следствие. Если в группоиде   имеется единица, то она 
определяется однозначно. В то же время отдельно левых и  от-
дельно правых единиц может быть бесконечно много. 
Определение. Пусть    группоид,        – называется 
правым нулем  , если            и   называется левым ну-
лем, если             Если   одновременно и правый, и ле-
вый ноль, то   называется двусторонним нулем. 
Для нулей имеют место предыдущие лемма и следствие.  
Определение. Группоид   называется полугруппой, если для 
любых          (  )   (  ), т. е. операция в   ассоциативна. 
Определение. Полугруппа с единицей называется моноидом.  
42 
 
Примеры полугрупп. 
1)           – полугруппы относительно обычного сло-
жения чисел и относительно обычного умножения чи-
сел. 
2)         ,         ,         ,          – полу-
группы относительно обычного умножения чисел. 
3) Обозначим    – множество всех так называемых преоб-
разований множества  , т. е. отображений   в себя.  
   – полугруппа относительно следующего произведе-
ния преобразований: если       , то        (  )  
(  ) . Если          , то    обозначается   .  
Элементы из    записывают в виде: 
  (
  
    
   
  
   ) 
4) Пусть   – любое множество. Определим умножение в X 
по формуле:            . Ассоциативность этой 
операции очевидна.   называется полугруппой правых 
нулей. 
 
Определение. Группоид   называется конечным, если в нем 
конечное число элементов, называемое порядком   и обознача-
емое    . 
Определение. Подмножество   в группоиде   называется 
подгруппоидом, если для любых           , т. е.   замкну-
то относительно операции в  . 
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Ясно, что любой подгруппоид сам является группоидом 
и подгруппоид полугруппы является полугруппой. 
Определение. Отображение   группоида   в группоид    
называется гомоморфизмом, если для любых         (  )   
  ( ) ( ). 
Определение. Гомоморфизм   группоида   в группоид    
называется изоморфизмом, если   – биекция   на   ;    при 
этом называется группоидом, изоморфным   (обозначение: 
    ). 
С точки зрения общей алгебры изоморфные группоиды 
одинаковы.  
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§ 2. Алгоритм Лайта 
 
Определение. Группоид   порождается элементами 
       , если любой элемент из  , отличный от        ,  пред-
ставлен в виде произведения         с некоторой правильной 
расстановкой скобок (   ). В этом случае пишут, что    
          . 
Определение. Операцией ( ) для элемента   из группоида   
называется бинарная операция на  , определяемая формулой 
     (  ). 
Определение. Операцией ( ) для элемента   из группоида   
называется бинарная операция на  , определенная формулой 
    (  )   
Пусть            . Ясно, что   – полугруппа   для лю-
бого элемента   из   таблицы Кэли для операций ( ) и (◦) совпа-
дают. 
Лемма. Если для любых     из группоида   и некоторых 
    из    (  )  (  )  и  (  )  (  ) , то        
 ((  ) )  ( (  )) . 
Доказательство. 
 ((  ) )   ( (  ))  (  )(  )  ((  ) )  ( (  )) .  
Из леммы вытекает, что для доказательства ассоциативности 
операции в группоиде   достаточно проверить совпадение  
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( )-таблицы Кэли и ( )-таблицы Кэли для каждого элемента   из 
некоторого множества порождающих элементов группоида  . 
Проверку такого совпадения можно организовать следую-
щим образом. 
Чтобы нарисовать таблицу Кэли для ( )-операции, соответ-
ствующей элементу  , надо любой y-столбец в исходной таблице 
Кэли заменить на (  )-столбец, а чтобы получить таблицу Кэли 
для ( )-операции, соответствующей  , надо каждую -строку 
в исходной таблице Кэли заменить на (  )-строку. 
Однако обе таблицы для ( ) операции и ( )-операции рисо-
вать не надо. Рисуем ( ) таблицу Кэли и помечаем каждую -
строку этой таблицы элементом    слева. Этот элемент    ука-
зывает, с какой строкой исходной таблицы надо сравнивать поме-
ченную этим элементом строку рассматриваемой ( )-таблицы. 
Пример. Пусть группоид   задан таблицей Кэли (табл. 2): 
Таблица 2 
Ясно, что        . Проверим совпа-
дение ( )-операции и (◦)-операции для эле-
мента  . Таблица Кэли для ( )-операции с по-
меченными, как указано выше, строками, имеет 
вид (табл. 3): 
                
 
 
 
 a b c d 
a b a d c 
 b a b c d 
c d c b a 
d c d a b 
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Таблица 3 
Первую строку этой таблицы в соответ-
ствии с меткой слева сравниваем с b-строкой 
исходной таблицы Кэли. Получим совпадение 
строк. Вторую строку данной ( )-таблицы 
сравниваем с a-строкой исходной таблицы. 
Получим опять совпадение. И, наконец, сравнивая третью стро-
ку данной таблицы с d-строкой исходной таблицы, а четвертую 
строку данной таблицы с c-строкой исходной таблицы, снова 
получим совпадение строк. Значит, ( )-операция и (◦)-операция 
для элемента   совпадают. 
Аналогично строим ( )-таблицу для элемента   (табл. 4). 
     Таблица 4 
Повторяя процесс сравнения строк этой 
таблицы с соответствующими строками исход-
ной таблицы Кэли, рассмотренной выше, по-
лучим снова требуемые совпадения (читатель 
непременно должен в этом убедиться). Значит, 
( )-операция и (◦)-операция совпадают и для элемента  . 
Следовательно, с учетом леммы   – полугруппа. 
  
 b a d c 
b a b c d 
a b a d c 
d c d a b 
c d c b a 
 c d a b 
c d c b a 
d c d a b 
a b a d c 
b a b c d 
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Упражнения для самостоятельной подготовки 
 
1. Доказать ассоциативность операции, заданной таблицей 
Кэли (табл. 5). 
                        Таблица 5 
 a b c d e f 
a c e f b d a 
b d f e a c b 
c f d a e b c 
d b a d c f e 
e b a d c f e 
f a b c d e f 
 
2. Выписать все таблицы Кэли на множестве       с ассо-
циативной операцией. 
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§ 3. Конгруэнции и гомоморфизмы группоидов 
 
Определение. Эквивалентность   на группоиде G называется 
конгруэнцией, если из того, что       и      , всегда следует, 
что (    ) (    ). 
Если   – конгруэнция на  , то на фактор-множестве можно 
определить бинарную операцию следующим образом:   ̅  ̅  
     ̅ ̅    ̅̅ ̅. Проверим корректность этого определения. Пусть 
 ̅   ̅,  ̅   ̅. Тогда     и    . Из определения выше следует, 
что (  ) (  ), а значит,   ̅̅ ̅    ̅̅ ̅, и корректность доказана. Фак-
тор-множество     с данной бинарной операцией называется 
фактор-группоидом. Очевидно, что если   – полугруппа, то и   
    тоже полугруппа. 
Определение. Эквивалентность   на группоиде   называет-
ся стабильной справа (слева), если из      и     всегда следу-
ет (  ) (  ) ((  ) (  )). 
Лемма 1. Эквивалентность    на группоиде   – конгруэнция 
    стабильна и слева, и справа. 
Доказательство. Необходимость очевидна. Докажем доста-
точность. Пусть       и      .Тогда       (    ) (    ) и 
      (    ) (    ), откуда в силу транзитивности   имеем    
 (    ) (    ), что и требовалось доказать. 
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Пример 1. Построить группоид из   элементов с конгруэн-
цией   с тремя классами по 2 элемента и записать таблицу Кэли 
для    . 
Решение. Удобнее сначала составить таблицу Кэли для 
классов          конгруэнции  . Составляем ее произвольным 
образом (табл. 6): 
Таблица 6 
Затем положим              
                и построим таблицу Кэли 
на множестве                 таким обра-
зом, чтобы произведение любых элементов 
      и       лежало в классе      в соответствии с таблицей 
выше. Здесь тоже большой элемент произвола. Например, таб-
лица Кэли для   может быть такой (табл. 7): 
                       Таблица 7 
 a b c d e f 
a f f d c a a 
b e f c d a a 
c a b b b c d 
d b b a a d c 
e c c d c e f 
f d d c c e f 
Задача решена. 
Более трудными являются задачи обратного типа. 
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Пример 2. Найти нетривиальную конгруэнцию   для груп-
поида              с таблицей Кэли (табл. 8): 
              Таблица 8 
Решение. Предположим, что    . Тогда 
в силу правой стабильности   имеем    ,    , 
   ,     (из первых строк таблицы), откуда 
 ̅    и   тривиальна. 
Предположим теперь, что    . Тогда из 
первой и третьей строки таблицы Кэли имеем     ,    ,    , 
    в силу правой стабильности   и из первого столбца и третье-
го столбца имеем     ,    ,    ,    . Поэтому есть надежда, 
что эквивалентность   с классами       и       является кон-
груэнцией. Проверяем эту гипотезу на исходной таблице Кэли. 
Она оказывается верной, и если        ,        , то     
имеет таблицу Кэли (табл. 9):  
                   Таблица 9 
 X Y 
X Y X 
Y X Y 
Задача решена. 
  
 a b c d 
a b c d c 
b a b a d 
c d a b a 
d a d c b 
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Определение. Пусть   – полугруппа. Тогда непустое под-
множество   в   называется левым идеалом  , если     , т. е. 
    ,     ,     . Аналогично определяется правый идеал. 
Определение. Двусторонним идеалом (или просто «идеа-
лом») полугруппы   называется подмножество   в  , являющее-
ся одновременно и левым, и правым идеалом, т. е.      
и     . 
Очевидно, что идеал в   любого вида является подполу-
группой в  . 
Пусть   – произвольный идеал в полугруппе  . Определим 
эквивалентность   на   следующим образом:      при    , 
 ̅      и при      ̅   . 
Лемма 2. Определенная выше эквивалентность   – кон-
груэнция. 
Доказательство. Пусть    ,    . Если    , то     и 
то, что (  ) (  ) и (  ) (  ), является очевидным. 
Если    , то    , и т. к.   – идеал, то       и   стабильно 
и справа, и слева. Значит, по лемме 1    – конгруэнция. 
Определение. Фактор-полугруппа     по конгруэнции, опи-
санной выше, называется фактор-полугруппой Риса по идеалу   
(или по модулю  ) и обозначается    . 
Лемма 3. Пусть        – гомоморфизм группоидов. Тогда 
отношение   на   такое, что      ( )   ( ) является кон-
груэнцией. 
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Доказательство. Пусть     и    . Тогда  ( )   ( ), от-
куда  (  )   ( ) ( )   ( ) ( )   (  ), т. е.       и, зна-
чит,   стабильно слева. Аналогично,   стабильно справа и, сле-
довательно,   – конгруэнция. ■ 
Рассмотренное выше отношение  , называется ядром гомо-
морфизма  . 
Лемма 4. Если   – произвольная конгруэнция на группоиде 
 , то отображение     
 
 
, определенное формулой  ( )   
  ̅      , является гомоморфизмом   на    . 
Отображение   из леммы 4 называется каноническим и обо-
значается как   .  
Теорема. Пусть   – гомоморфизм группоида   на группоид 
  , а   – его ядро. Тогда существует однозначно определенный 
изоморфизм          такой, что        ( )   (  ( )). 
Доказательство. Гомоморфизм   удовлетворяет равенству 
выше          ( )   ( ̅), т. е.   определяется однозначно. 
Докажем корректность последней формулы. Если  ̅= ̅, то    , 
откуда  ( )   ( ), т. е.  ( ̅)   ( ̅), и корректность доказана. 
Гомоморфность   очевидна. Докажем инъективность. 
Пусть   ( ̅)   ( ̅). Тогда  ( )   ( ), т. е.     и, значит, 
 ̅ =  ̅, откуда следует инъективность. И, наконец,             
такой, что  ( )     в силу сюръективности  , а значит,     
  ( ̅), и сюръективность   доказана. ■  
Содержание теоремы иллюстрируется диаграммой (рис. 16). 
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Рис.16 
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§ 4. Группы 
 
Определение. Группоид   (полугруппа) называется комму-
тативным, если выполняется закон коммутативности, то есть 
      для всех      . 
Если для записи операции в группоиде используется знак  , 
то говорят об аддитивной записи. Коммутативный закон имеет 
вид          
Ассоциативный закон:(   )      (   )  
Единичный элемент в группоиде G в случае аддитивной за-
писи обозначается нулем:                 
Кроме того, при необходимости для записи бинарных отно-
шений используются и другие обозначения:                  
Определение. Пусть   – множество с бинарной операцией, 
записываемой мультипликативно. Тогда   называется группой, 
если: 
1) (  )   (  )          ; 
2) Существует элемент   в   такой, что               
(  – единица группы); 
3)                             (b = a–1 – обратны 
к a) 
Следствие 1. В группе G выполняются законы сокращения: 
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Доказательство.  
          (  )     (  )  (    )  (    )   
            
Следствие 2.      определяется однозначно для любого 
   . 
Доказательство. Пусть   и   – обратные к     Тогда     , 
    , откуда       (  )  (  )      . 
Следствие 3. Если       то      . 
Доказательство.  
Пусть     . Тогда    (  )          , т. е. (    )   
= 1b = a–1. 
Определение. Если в группе   выполняется закон коммута-
тивности, т. е.                    называется коммутатив-
ной, но чаще абелевой группой. 
Операцию в абелевой группе обычно записывают аддитивно. 
Для аддитивной записи аксиомы группы будут выглядеть сле-
дующим образом: 
1)(   )      (   )          ; 
2)                ; 
3)            такой, что           (     – 
противоположный элемент к  ); 
Для абелевой группы – аксиома коммутативности:  
 )        . 
Пример.  
           , операция – обычное сложение чисел; 
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1) замкнутость,              верно; 
2) (   )      (   ); 
3)          , но    ; 
4)        . 
Таким образом,   – коммутативная полугруппа без единицы, 
относительно обычного сложения. 
           , операция – обычное умножение чисел: 
1)             верно; 
2) (  )   (  ); 
3)             единичный элемент; 
4)    
 
    но 
 
 
  . 
Таким образом,   – коммутативный моноид относительно 
обычного умножения. 
     операция – обычное сложение чисел: 
1) (   )      (   ) 
2)                 
3)      такой, что            (    ). 
  абелева группа относительно обычного сложения. 
4.   абелева группа относительно обычного сложения  
5.    абелева группа относительно обычного сложения  
6.    абелева группа относительно обычного сложения. 
7.          – коммутативный моноид относительно 
умножения чисел, но не группа: 
1)           при           ; 
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2) ассоциативность есть; 
3) коммутативность есть; 
4)               ; 
5)      
 
   . 
8.         относительно умножения – абелева группа: 
1)         , при          ; 
2) ассоциативность есть; 
3) коммутативность есть; 
4)               ; 
5) ( 
 
)
  
 
 
 
   , при 
 
 
   . 
9.          – абелева группа относительно умножения. 
10.          – абелева группа относительно умножения. 
Рассмотренные выше примеры – числовые группы и полу-
группы. 
11.     (   )  множество всех невырожденных квад-
ратных вещественных матриц -го порядка.  
1)           (                 
              ), т. е.   замкнуто относитель-
но умножения матриц; 
2) (  )   (  )         ; 
3)              (
   
   
   
) 
4) Если    , то                    
Заметим, что свойства 2–4 известны из линейной алгебры. 
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  называется общей линейной группой над   
      в общем случае при    , т. е.   (   ). Группа 
не является абелевой. 
12.     (   ) – общая линейная группа над . 
13.     (   ) – общая линейная группа над  . 
Определение. Пусть   – группа. Тогда ее подмножество 
    называется подгруппой, если: 
1.   замкнуто относительно операции произведения: 
           ; 
2.   замкнуто относительно операции взятия обратного 
элемента:           . 
То, что  – подгруппа, обозначается как   . 
Следствие 1. Единица группы всегда лежит в любой ее под-
группе. 
Доказательство. Пусть    . Тогда           , 
           , 
Что и требовалось доказать. 
Следствие 2. 
Если   – конечная группа, то второе условие в определении 
подгруппы можно опустить. 
Доказательство. Пусть         замкнуто относительно 
умножения в группе  ,       ,    .  
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Так как      , то существуют натуральные числа    , где 
    такие, что      . Тогда        и             , 
т. к.        . 
Следствие 3. Из определения подгруппы следует, что любая 
подгруппа является группой относительно операции в исходной 
группе. 
Тривиальные примеры подгрупп группы  : 
1)     – единичная подгруппа; 
2) сама группа   является собственной подгруппой. 
Если  – подгруппа в группе  , то пишут    . 
Определение. Подгруппа   группы   называется собствен-
ной подгруппой группы  , если  не совпадает с группой  . 
Определение. Пусть   – группа,   – непустое подмноже-
ство в  . Тогда говорят, что группа   порождается множе-
ством  , если любой элемент         можно представить 
в виде произведения элементов из   с показателями  : 
    
       
  , где               . 
  называется системой образующих (порождающих) груп-
пы  . Если   конечно, то группу   называют конечнопорожден-
ной независимо от конечности   и пишут      . 
Определение. Пусть   – группа,          Подгруппой 
группы  , порожденной множеством  , называется наимень-
шая подгруппа в  , содержащая  .  
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Утверждение. Подгруппа группы  , порожденная множе-
ством  , состоит из всевозможных произведений вида   
     
  
  , где              . 
Доказательство очевидно.  
 
Упражнения для самостоятельной подготовки 
 
1. Какие из указанных числовых множеств с операциями 
являются группами: 
а)   – относительно обычной операции сложения, 
где           или  . 
б)   – относительно обычной операции умножения, 
где           или  . 
в)         – относительно обычного умножения 
чисел, где            или  . 
г)             – относительно обычного сложе-
ния чисел. 
д) множество всех комплексных корней фиксиро-
ванной степени   из   – относительно умножения. 
е) множество комплексных корней всех степеней 
из   относительно умножения. 
2. Доказать, что если группа имеет конечную си-
стему порождающих, то из любой системы порождаю-
61 
 
щих можно выбрать конечную подсистему, порождаю-
щую всю группу. 
 
§ 5. Циклические группы 
 
Определение. Порядок     элемента   в группе   – это 
наименьшее натуральное число   со свойством     . Если 
          , то   называется элементом бесконечного по-
рядка. 
Теорема 1. Пусть      . Тогда  
1)         ; 
2)            , где   – остаток от деления  на  . 
Доказательство. Докажем достаточность первого утвер-
ждения 1.           для некоторого целого  . Тогда 
    (   )      . 
Докажем теперь вторую часть теоремы 
Пусть       , где  – остаток от деления   на  . Тогда 
                  , и теорема доказана. 
Докажем, наконец, необходимость утверждения 1. 
Пусть                          , где        . 
Имеем     , Отсюда в силу минимальности   имеем    . 
Теорема доказана. 
Определение. Группа   называется циклической, если в   
найдется элемент   такой, что любой элемент из   является целой 
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степенью элемента  .   обозначается в этом случае как    , 
элемент   называется порождающим элементом группы  . 
Теорема 2. Пусть       и   конечная группа порядка  . 
Тогда 
1)                и      ; 
2)           взаимно просто с  ; 
3) любая подгруппа группы   циклична, причем для лю-
бого делителя   числа   существует ровно одна под-
группа   порядка . 
Доказательство. Заметим прежде всего, что утверждение 1-е 
следует из 2-го теоремы 1. 
Докажем пункт 2 теоремы 2. Пусть   и n взаимно просты. 
Тогда по известной теореме теории чисел существуют целые 
    такие, что        . Тогда           (  ) , т. е. 
  является целой степенью элемента   . Тогда       . 
Предположим теперь, что   не взаимно просто с  , т. е. су-
ществует натуральное    , делящее   и  . Предположим, что 
  (  )  для некоторого целого  . Тогда       и        . 
Отсюда      делится на   по теореме 1, т. е.         для 
некоторого целого   и        . Отсюда    . Противоречие, 
которое доказывает утверждение 2. 
Докажем пункт 3. Пусть    ,      . Тогда по теореме 
Лагранжа   . Очевидно, что | 
 
 |   . Следовательно,   
 
   – 
циклическая группа порядка  . Пусть    ,        ,     . 
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Имеем      , откуда    делится на  , т. е.   делится на 
 
 
, 
    
 
  , что доказывает единственность подгруппы порядка 
  в  . Теорема доказана. 
Теорема 3. Все циклические подгруппы одного конечного 
порядка изоморфны. Бесконечная циклическая подгруппа изо-
морфна группе   относительно обычного сложения. 
Доказательство. Пусть     и     – две циклические 
подгруппы порядка  . Определим отображение        
    следующим образом: 
 (  )         . 
Это определение корректно, т.к. если      , то       , 
отсюда     делится на  , и тогда        и      , т. е. 
 (  )   (  ). 
  гомоморфно, т. к.  (     )   (    )        
  (  ) (  ). 
Инъективность   также очевидна: (  )   (  )     
        делится на               . 
Сюръективность   очевидна. Следовательно,   – изомор-
физм     на    . Теорема доказана для конечного случая. 
Вторая часть теоремы доказывается аналогично. 
Пример. Пусть             . Изобразим схематично 
все подгруппы группы  . Сначала составим диаграмму Хассе 
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множества                   всех делителей 20 относительно 
отношения делимости (рис. 17):  
 
 
 
 
 
 
 
Рис. 17 
Затем в соответствии с пунктом 3 теоремы 2 строим схему 
подгруппы   (рис. 18): 
 
 
 
 
 
 
 
 
Рис. 16 
Упражнения для самостоятельной подготовки  
Составить схему подгруппы в циклической группе     
порядка   . 
  
10 
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§ 6. Группы подстановок 
 
Определение. Подстановкой на конечном множестве 
  называется любое биективное преобразование этого множе-
ства, то есть взаимно однозначное отображение   на себя. 
Множество всех подстановок на   обозначим   . 
В теории групп подстановок есть два способа записи дей-
ствия подстановки   на элемент       ( ) или ( ) . В данной 
главе используем второй способ. Вместо ( )  иногда пишем 
 ( ) или   . 
Определение. Произведение    подстановок   и   из    
определяется формулой:        (  )  (  ) , то есть на   
сначала действует  , а потом на то, что получилось, действует  .  
Определение. Единичной (или тождественной) подстанов-
кой на   называется такая подстановка   , которая любой эле-
мент   из   оставляет на месте, то есть        (  )   . 
Теорема.    с бинарной операцией умножения подстановок, 
определенной выше, является группой. 
Доказательство. Сначала проверим замкнутость    относи-
тельно рассматриваемого умножения подстановок. Достаточно 
доказать в силу конечности  , что если       , то    – инъек-
тивно.  
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В самом деле, пусть  (  )   (  ). Тогда (  )  (  ) , 
Отсюда    =    в силу инъективности   и, наконец,    , так 
как    инъективно. 
Докажем ассоциативность умножения подстановок. Пусть 
             . 
Тогда  ((  ) )  ( (  ))  ((  ) )  (  )(  )   
  ( (  )). Отсюда в силу произвольности    (  )   (  ). 
Далее,        (   )  (  )   ( )   и  (   )  
( (  ))( )  ( ) . Отсюда          . 
И, наконец, если     , то определено преобразование   
множества   следующим образом: 
             
Так как         влечет       в силу инъективности  , 
то данное определение   корректно. Далее,           влечет 
( )    , ( )    , Отсюда в силу однозначности        . 
Значит     . Очевидно, что        (  )    и  (  )   . 
Стало быть,         . 
Итак, мы проверили все три групповые аксиомы для произ-
ведения подстановок.  
Теорема доказана. 
Если             , то    обозначается как    и называется 
симметрической группой степени  . 
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Далее, если     , то удобно   записывать в следующем 
виде: ( 
   
( ) ( )  
   
 
( ) ). Подстановки в таком виде удоб-
но перемножать. 
Пример. 
(
  
  
    
   
   
   
 
 
)  (
  
  
    
   
   
   
 
 
)   
 (
  
  
    
   
   
   
 
 
). 
 
(
  
  
    
   
   
   
 
 
)
  
 (
  
  
    
   
   
   
 
 
). 
При записи подстановки   из    необязательно числа в верх-
ней строке записывать в порядке возрастания: главное, чтобы 
под каждым элементом верхней строки внизу стоял его образ 
под действием  . И еще: столбцы в данной подстановке   с оди-
наковыми элементами вверху и внизу можно опускать. 
Например, если   (  
  
    
   
   
   
 
 
)    , 
то   (  
  
    
  
  
), так как      и     . 
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Разложение подстановки в произведение 
независимых циклов 
 
Определение. Циклом длины  , где    , называется под-
становка вида ( 
     
     
   
  
  
), которая обозначается (       ). 
Определение. Цикл (  ) длины   называется транспозици-
ей, а цикл (   ) длины 3 называется тройным циклом. 
Определение. Два цикла называются независимыми, если 
множества элементов, передвигаемых этими циклами, не пере-
секаются. 
Теорема 1. Любая подстановка   из   , отличная от   , 
представима в виде произведения попарно независимых циклов, 
причем это представление однозначно с точностью до переста-
новки этих циклов. 
Доказательство. Доказательство существования такого раз-
ложения для   проведем индукцией по  . Так как     , то су-
ществует число    такое, что    . 
Ввиду конечности множества, на котором действует  , су-
ществует такое наименьшее    , что         для некото-
рого целого неотрицательного    . 
Если    , то            , что противоречит мини-
мальности  . Стало быть, элементы              попарно 
различны, а      , то есть   ( 
    
      
     
   
 
) – 
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цикл (            ) длины  . По предположению индукции 
  как подстановка на множестве                      пред-
ставима в виде произведения попарно независимых циклов 
          . Тогда             – требуемое представление 
для   как подстановки из   . Теорема доказана. 
Следствие. Любая подстановка из    представляется в виде 
произведения транспозиций. 
Доказательство. Заметим, что цикл   (          )  
 (    )(    ) (    )  так как под действием правой части 
              ,         ,…,     . Теперь из тео-
ремы 1 следует требуемое. 
Пример. Разложить в произведение независимых циклов 
подстановку  
  (
  
  
    
   
   
    
 
 
    
  
  
 )    . 
Считаем:               . Получили цикл (   ) дли-
ны  . 
Далее берем любой элемент, отличный от      , например  . 
Считаем аналогично:               . Получили еще 
один цикл (   ). 
Теперь берем любой элемент, не содержащийся в построен-
ных иклах, например  . Имеем:          , то есть получи-
ли цикл длины  . 
Ответ:   (   )(   )(  ). 
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Четные и нечетные подстановки 
 
Лемма 1. Если транспозицию (  ) умножить слева на под-
становку   (
  
   
    
   
    
), то    и    поменяются ме-
стами, в остальном   не изменится. 
Доказательство. При умножении   (  ) на   произойдет 
следующее:  
 
  
 
   ,  
 
  
 
   , а если   не принадлежит      , 
то  
 
  
 
   , то есть образ   под действием    равен образу   
под действием  . Лемма доказана. 
Определение. Перестановкой n-го порядка называется лю-
бая последовательность без повторений натуральных чисел от   
до  . 
Определение. Два числа   и   в перестановке образуют ин-
версию, если     и   стоит в данной перестановке раньше  . 
Определение. Перестановка называется четной, если в ней 
четное число инверсий, в противном случае – нечетной. 
Лемма 2. При перестановке двух чисел в перестановке ее 
четность меняется на противоположную. 
Доказательство. Пусть сначала меняются местами рядом 
стоящие   и  . Тогда число инверсий либо уменьшается на   
(при    ), либо увеличивается на   (при    ), то есть в лю-
бом случае четность перестановки меняется. 
Пусть теперь между   и   находятся   чисел           . 
Поменять местами   и   можно следующим образом:   менять 
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местами с числами,  стоящими слева, до того момента, когда он 
не встанет на место  , причем   будет находиться справа от не-
го. Затем   меняем с            , пока   не встанет на старое 
место  . В результате получим подстановку, в которой лишь   
и   поменялись местами по сравнению с исходной подстанов-
кой. Однако результирующая подстановка получилась в резуль-
тате            перемен местами соседних чисел, т. е. 
     раз менялась четность подстановки. Следовательно, чет-
ность результирующей подстановки отличается от четности ис-
ходной. Лемма доказана. 
Определение. Подстановка   (
  
    
   
  
   
  ) называ-
ется четной, если перестановка            четная, в противном 
случае   – нечетная. 
Теорема 2.   (
  
    
   
  
   
  ) четная    можно пред-
ставить в виде произведения четного числа транспозиций. 
Доказательство. Заметим прежде всего то, что любая 
транспозиция – нечетная подстановка, и по леммам 1, 2 при 
умножении подстановки на транспозицию слева ее четность ме-
няется. Следовательно, четные подстановки – это те подстанов-
ки, которые могут быть представлены в виде произведения чет-
ного числа транспозиций. Теорема доказана. 
Теорема 3. Число нечетных подстановок в    равно 
 
 
   
и все четные подстановки образуют подгруппу в   . 
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Доказательство. Пусть   и   – множество всех четных 
и нечетных подстановок в    соответственно. Определим отоб-
ражение              ( )  (  ) . 
 Ясно, что   – инъекция   в  . Пусть   – любая нечетная 
подстановка. Тогда (  )   – четная подстановка и     
  ((  )  ), Отсюда   – сюръекция   на  , а значит, и биек-
ция   и   (инъективность была отмечена выше). Следователь-
но,        . 
То, что   – подгруппа в   , следует из того, что единичная 
подстановка четна, и из теоремы 2. 
Подгруппа всех четных подстановок в    обозначается    
и называется знакопеременной группой n-й степени. 
В виду теоремы 3      
 
 
   
Теорема 4. Любая неединичная подстановка из    предста-
вима в виде произведения тройных циклов.  
Доказательство. Заметим, что (  )(  )      и (  )(  )   
 (   )(   ) (это легко проверить в качестве упражнения). 
Теперь справедливость теоремы 4 следует из теоремы 2. 
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Пример. Представить четную подстановку  
  (
  
  
    
   
   
    
 
 
    
  
  
 ) в виде произведения 
транспозиций и в виде произведения тройных циклов. 
Сначала представим   в виде произведения попарно незави-
симых циклов:   (      )(  ), затем, используя формулу 
в доказательстве следствия к теореме 1, получим (      )   
 (  )(  )(  )(  )(  ) и   (  )(  )(  )(  )(  )(  ). 
Далее, используя формулы в доказательстве теоремы 4, получим 
(  )(  )  (   ), (  )(  )  (   ), (  )(  )  (   )(   ) 
и в результате имеем   (   )(   )(   )(   ). 
 
Упражнения для самостоятельной подготовки  
 
1. Перемножить подстановки в указанном и обратном по-
рядках: 
а) (  
  
    
   
   
   )  (
  
  
    
   
   
   ) 
б) (  
  
    
   
   
   
 
 
)  (
  
  
    
   
   
   
 
 
) 
2. Записать в виде произведения независимых циклов под-
становки: 
а) (  
  
    
   
   
    
 
 
   
 
 
) 
б) (  
  
    
   
   
    
    
  
   
  
    
) 
в) (   
      
    
   
    
    
   
 
   
   
 
  
 
   
  
 
) 
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3. Записать в виде таблицы подстановки: 
а) (     )(     )( ) 
б) (             ) 
в) (          )(        ) 
4. Перемножить подстановки: 
а) ((      )(       ))  ((     )(       )) 
б) ((   )(   )(     ))  ((     )(   ) (   )) 
5. Определить четность подстановок: 
а) (  
  
    
   
   
    
 
 
   
 
 
) 
б) (  
  
    
   
   
    
 
 
   
 
 
   
 
 
) 
в) (  
  
    
   
   
    
 
 
   
 
 
) 
6. Определить четность подстановок: 
а) (       ) 
б) (               ) 
в) (       )(         )(   ) 
7. Доказать, что всякая перестановка       может быть 
представлена как произведение транспозиций вида 
а) (  ) (  )    (   ) 
б) (  ) (  )   (     ) 
8. Доказать, что всякая перестановка       может быть 
представлена как произведение нескольких сомножителей, рав-
ных циклам (  ) и (       )  
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9. Доказать, что всякая четная подстановка может быть 
представлена как произведение циклов вида (   ) (   )    
(   ). 
 
§ 7. Матричные группы 
 
Определение. Пусть   –    или  . Тогда полной линейной 
группой   (   ) степени   над   называется множество всевоз-
можных невырожденных матриц порядка   с элементами из  , 
с бинарной операцией умножения матриц. 
То, что   (   ) – группа, доказано в § 4. 
 
Определение. Специальная линейная группа   (   ) степе-
ни   над   – множество всех матриц порядка   с элементами из 
 , определитель которых равен 1. 
 
Определение. Треугольная группа  
 (   )  {(
   
 
  
   
   
     
   
   
            
                
)                    }  
степени   над   состоит из всевозможных невырожденных 
верхнетреугольных матриц. 
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Определение. Унитриугольная группа   (   )   
 {(
 
 
  
   
 
     
   
   
               
                
)                      } степени   
над   состоит из всевозможных верхнетреугольных матриц, все 
диагональные элементы которых равны 1. 
 
Определение. Ортогональная группа – множество всех мат-
риц   из   (   ) с условием      . 
 
Доказательство того, что все указанные выше множества 
матриц являются группами, предоставляются читателям. 
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Упражнения для самостоятельной подготовки 
 
1. Какие из указанных множеств квадратных вещественных 
матриц фиксированного порядка образуют группу: 
а) множество симметрических (кососимметрических) мат-
риц относительно сложения; 
б) множество симметрических (кососимметрических) мат-
риц относительно умножения; 
в) множество невырожденных матриц относительно сложе-
ния; 
г) множество невырожденных матриц относительно умно-
жения; 
д) множество матриц с фиксированным определителем   
относительно умножения; 
е) множество диагональных матриц относительно сложения; 
ж) множество диагональных матриц относительно умноже-
ния; 
з) множество диагональных матриц, все элементы диагона-
лей которых отличны от  , относительно умножения; 
и) множество верхних треугольных матриц относительно 
умножения; 
к) множество всех ортогональных матриц относительно 
умножения; 
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л) множество верхних нильтреугольных матриц, т. е. матриц 
вида 
(
 
 
 
 
  
   
 
       
   
   
 
 
  
  
    
 
  
  
         
 
  
     
                        )
 
 
 относительно умножения; 
м) множество верхних нильтреугольных матриц относи-
тельно сложения; 
н) множество верхних унитреугольных матриц относитель-
но умножения. 
2. Показать, что множество   ( ) всех целочисленных орто-
гональных матриц порядка   образует группу относительно 
умножения. Найти порядок этой группы. 
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§ 8. Смежные классы 
 
Определение. Пусть        . Левым (правым) смеж-
ным классом группы   по   с представителем   называется 
множество            (           ). 
 
Свойства левых и правых смежных классов. 
Теорема 1. Пусть    . Тогда верны следующие утвер-
ждения: 
1.         . 
2. y         .  
3. Разные левые смежные классы не пересекаются:    
     при      .  
Доказательство. Утверждение 1 следует из того, что    . 
Докажем утверждение 2:                  
                   (  )  (   )     
     . 
                            и по дока-
занному выше      . 
Значит,      . Утверждение 2 доказано. ■ 
Пусть        . Тогда      и     , и по утвержде-
нию 2       и      . Поэтому      . Итак, если два 
левых смежных класса пересекаются, то они совпадают, что эк-
вивалентно утверждению 3. 
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Из теоремы следует, что различные левые смежные классы 
  по   образуют разбиение группы  . Аналогично для правых 
смежных классов. ■ 
Теорема 2. Если     и      , то любые ее левые 
смежные классы имеют одинаковый порядок, равный порядку 
          . 
Доказательство. Рассмотрим отображение        
такое, что  (  )   . Очевидно, что   – биекция. Поэтому 
        . Утверждение доказано. ■ 
Теорема 3. Если    и      , то           . 
Доказательство легко понять: отображение        , 
такое, что  (  )     – биекция. Поэтому          . 
Определение. Пусть          . Тогда её индексом 
       (индексом группы   в  ) называется число левых  смеж-
ных классов. 
Теорема (Лагранжа). 
Если       и    , то              . 
Доказательство. Из предыдущей теоремы следует, что 
               . А из предыдущего утверждения – 
                 . Поэтому         , т. е.          
      .■ 
Замечание. Ввиду теоремы 3 при      ,          – 
это также число и правых смежных классов   по  . 
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Примеры разложения группы на смежные классы. 
Пример 1. Пусть     ,    (   )  . Найти    ,       
и разложить   в виде объединения попарно непересекающихся 
левых смежных классов по  . 
Решение. (   )  (   ), (   )  (   )(   )    – тож-
дественная подстановка. Следовательно,            , 
а       
    
 
 
  
 
  , т. е. имеется   различных левых смеж-
ных классов   по  . Сначала в строку выписываем элементы : 
  (   ) (   ). 
Затем берем любую подстановку    из   , не принадлежа-
щую  , и элементы класса    вписываем под элементами из  . 
Получаем вторую строку: 
    (   )   (   )  . 
Затем берем любую подстановку   , не лежащую в двух уже 
написанных строках, и элементы класса     вписываем под 
второй строкой. Продолжая процесс, мы выпишем все 8 левых 
классов   по   (табл. 10). 
Таблица 10 
                  (   )                (   )  
   (  )         (  )                (  )  
   (  )        (    )            (    )  
   (  )        (    )            (    )  
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Окончание табл. 10 
   (  )        (    )            (    )  
   (   )        (   )            (  )(  )  
   (   )        (   )            (  )(  )  
   (   )        (  )(  )      (   )   
 
Следующий пример относится к так называемым бинарным 
группам. 
Определение. Бинарной группой     называется множество 
всех n-ок  ̅  (        ), где все         , причем 
(        )  (        )  (              ) и сложение 
в       определяются таблицей Кэли (табл. 11): 
Таблица 11 
(такое сложение называется сложением по модулю 2). 
Нетрудно проверить, что относительно данного 
сложения n-ок     является абелевой группой по-
рядка   . 
Пример 2. Найти разложение     по подгруппе 
    ̅  (         )  ̅  (         )  . Поскольку  ̅   ̅   ̅, 
 ̅   ̅   ̅, то     ̅  ̅  ̅  ̅   ̅  . В частности,      , 
       . 
      
  0 1 
  1 0 
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Выпишем элементы   в строку (запятые между нулями 
и единицами в n-ке будем опускать) и далее будем поступать, 
как в примере 1. 
(         )  (         )  (         )  (         )  
(         )  (         )  (         )  (         )  
(         )  (         )  (         )  (         )  
(         )  (         )  (         )  (         )  
(         )  (         )  (         )  (         )  
(         )  (         )  (         )  (         )  
(         )  (         )  (         )  (         )  
(         )  (         )  (         )  (         )  
Заметим, что в роли представителей смежных классов мы 
старались брать n-ки с наименьшим числом единиц, не выпи-
санных в ранее построенных строках.  
 
Упражнения для самостоятельной подготовки  
1. Доказать, что во всякой группе: 
а) пересечение любого набора подгрупп является под-
группой; 
б) объединение двух подгрупп является подгруппой то-
гда и только тогда, когда одна из этих подгрупп содер-
жится в другой; 
в) если подгруппа   содержится в объединении подгрупп 
  и  , то либо    , либо    . 
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2. Доказать, что в группе   : 
а) порядок нечетной подстановки является четным чис-
лом; 
б) порядок любой подстановки является наименьшим 
общим кратным длин независимых циклов, входящих 
в ее разложения. 
3. Существует ли бесконечная группа, все элементы кото-
рой имеют конечный порядок? 
4. Найти все подгруппы в группах: 
а)   ; б)   ; в)   . 
5. Пусть      ,      , тогда                 . 
Доказать, что если подгруппа   группы    содержит 
одно из множеств 
 (   ) (   )   (   )  (   ) (       ) , то     . 
6. Пусть   – правый смежный класс группы   по подгруп-
пе  . Доказать, что если         , то        . 
7. Пусть   – непустое подмножество в группе  , причем 
если         , то        . Доказать, что   является 
правым смежным классом группы   по некоторой под-
группе  .  
8. Разложить      на правые смежные классы по    
(    )  ; 
9. Разложить     по подгруппе 
   (      ) (      ) (      )  . 
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§ 9. Нормальные подгруппы. Фактор-группы 
 
Определение. Подгруппа     называется нормальной 
(инвариантной), если           . Обозначается подгруппа 
как    . Если   – собственная нормальная подгруппа, то обо-
значение выглядит так:   . 
Утверждение.         ,        . 
Доказательство.  
                   
Имеем       (    )       . 
Для любой нормальной подгруппы группы   можно постро-
ить фактор-группу     – множество всех левых смежных клас-
сов           с операцией        (  ). Докажем кор-
ректность этого определения. 
Пусть      ,      . Докажем, что         . 
     ,     
   для некоторых       . 
Так как   , то          для некоторого      . 
Тогда         
             , откуда по теореме 1 
(см. § 8)         .  
Корректность доказана. 
Замкнутость данной операции очевидна:       (  )  
   . 
86 
 
Далее, (    )    (  )    ((  ) )   ( (  ))   
    (  )     (  )    (    ), т. е. данная операция ас-
социативна. 
Ясно, что      – единица для данной операции. Действи-
тельно,           . 
И, наконец,     – обратный элемент. Действительно, 
                . 
Часть информации о самой группе несет в себе    , то есть, 
зная   и    , можно получить информацию и о самой группе  . 
Утверждение. Подгруппа индекса 2  произвольной группы 
  всегда нормальна в этой группе. 
Доказательство. Пусть    . Тогда ясно, что      
  . 
Пусть    . Тогда        и       , т. е. снова 
     . 
Примечание. Если брать подгруппу индекса не 2, а больше, 
то утверждение неверно в общем случае. 
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Упражнения для самостоятельной подготовки 
 
1. Доказать, что подгруппа   группы   нормальна: 
а)   – абелева группа,  – любая ее подгруппа; 
б)      (   ),   – подгруппа матриц с определителем, 
равным  ; 
в)     ,     ; 
г)     ,      (  )(  ) (  )(  ) (  )(  ) . 
2. Найти все нормальные подгруппы, отличные от еди-
ничной и от всей группы в группах: 
а)   ; а)   ; в)   . 
3. Доказать, что фактор-группа группы    по нормальной 
подгруппе    (  )(  ) (  )(  ) (  )(  )  изоморфна 
группе   . 
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§ 10. Изоморфизмы и гомоморфизмы 
 
Определение. Биекция   группы   на группу    называется 
изоморфизмом, если         (  )   ( ) ( ). 
Следствие. Пусть       – изоморфизм. Тогда 
1)  (  )     ; 
2)       (   )  ( ( ))  .  
Доказательство. 
1)  ( )   (    )   (  )   ( )   (  )     . Первый 
пункт доказан. 
2)  (    )   (  )     , 
 (    )   (   )   ( )   . 
Значит,  (   ) ( )      , откуда  ( 
  )  ( ( ))  , 
и второй пункт следствия доказан. 
Пример. 
Рассмотрим биекцию   группы          на группу 
   {(
   
  
)            }, определенную формулой 
 (    )  (
   
  
). Проверим, что   является изоморфизмом 
указанных групп. 
 ((    )(    ))   ((       (     ))   
 (
           
          
);  
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 (    ) (    )  (
   
  
)(
   
  
)   
 (
           
          
) =  ((    )(    )). 
Итак, группа    изоморфна группе    {(   
  
)       
         }. 
Если в определении изоморфизма отказаться от биектив-
ности, то получим понятие гомоморфизма. 
Определение. Отображение   группы   в    называется 
гомоморфизмом, если         (  )   ( ) ( ). 
Следствие, рассмотренное выше, справедливо и для гомо-
морфизма. 
Определение. Ядро гомоморфизма           – это 
       ( )    . Ядро гомоморфизма обозначается      . 
Лемма.       – нормальная подгруппа в  . 
Доказательство. Пусть  ( )   . Тогда      имеем  
  (     )   (   ) ( ) ( )   (   ) ( )   , т. е. 
                           . 
Отсюда следует, что       . 
 
Основная теорема о гомоморфизмах групп. Пусть   – гомо-
морфизм   на группу   . Тогда существует однозначно опреде-
ленный гомоморфизм              такой, что    
    ( )   ( ( )), где   – канонический гомоморфизм   на 
             ( )       . 
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Следующая схема иллюстрирует эту теорему (рис. 19): 
 
 
 
 
 
 
 
 
 
Рис. 19 
 
Определение. Гомоморфизм   в себя называется эндоморфиз-
мом. 
Определение. Изоморфизм   в себя называется автоморфиз-
мом. 
 
  
     
       
ϕ   
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Упражнения для самостоятельной подготовки 
 
1. Найти все гомоморфизмы циклической группы     поряд-
ка 20 в циклическую группу     порядка 4. 
2. Найти все эндоморфизмы группы   относительно сложения. 
3. Найти все автоморфизмы циклической группы порядка  . 
4. Найти все автоморфизмы группы   . 
5. Доказать, что группа порядка   либо коммутативна, либо 
изоморфна группе   . 
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§ 11. Кольца и поля 
 
Определение. Кольцо   – множество с двумя замкнутыми 
бинарными операциями на нем – сложением и умножением, т. е. 
               ,     , причем выполняются свойства: 
1) (   )     (   )  
2)                  (нуль кольца); 
3)        ; 
4)                 (  обозначается –  ); 
5) (   )       ; 
6)  (   )       . 
В кольце могут быть потребованы дополнительные аксиомы: 
7) (  )   (  ) (кольцо ассоциативно); 
8)        (кольцо коммутативно); 
9)                    (существование еди-
ницы); 
10)                      (     )  
(существование обратного). 
Если кольцо удовлетворяет всем десяти свойствам, оно 
называется полем.  
Если кольцо удовлетворяет всем свойствам, кроме комму-
тативности умножения, оно называется телом. 
Замечание. Кольцо  , рассматриваемое только относи-
тельно операции сложения, называется аддитивной группой  . 
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Определение. Подмножество   кольца   называется под-
кольцом, если 
1)             ; 
2)            ; 
3)      (  )   . 
Следствия из аксиом поля: 
1)          , 
         , при    ; 
2)           ; 
3)         при            , такой, что     ; 
4)           . 
Доказательство этих свойств предоставим читателю. 
Определение. Пусть     в кольце   – делители нуля, если 
     , но     .  
Так что следствие четвертое говорит о том, что в поле нет 
делителей нуля. 
Определение. Мультипликативная группа    поля   – это 
группа       относительно левого умножения. 
Примеры. 
1.   – кольцо относительно обычных сложения и умноже-
ния (ассоциативно, коммутативно, с единицей, не явля-
ется полем).  
2.     
 
  – поле ((
 
 
)   
 
 
 
 
 
  ). 
3.     – поля. 
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4.  [ ] – множество всех многочленов с коэффициентами 
из   – ассоциативное, коммутативное кольцо с едини-
цей (  – произвольное поле). 
5.   – тело кватернионов                        , 
      – мнимые единицы (табл. 12, рис. 20):                  
Таблица 12 
 
 
 
     Рис. 20 
  – тело относительно покомпонентной операции сло-
жения кватернионов и относительно умножения кватер-
нионов, индуцированного таблицей выше. 
Пример.  
(      )(    )         (  )    (  )  (  )   (  ) = 
                          . 
Можно доказать, что (          )    
 
 
√           
(          ) при              .  
 i j k 
i -1 k -j 
j -k -1 i 
k j -i -1 
i 
j 
k 
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§ 12. Линейное пространство над произвольным полем   
Определение. Линейное пространство над полем   – это 
множество   с замкнутой бинарной операцией             
и операцией умножения    любого элемента     на любой эле-
мент   из  , причем для этих операций выполняются те же 8 ак-
сиом, которые были для линейного пространства над   или   
в курсе линейной алгебры. Элементы из   называются скалярами, 
элементы из   – векторами. Справедливы и следствия из аксиом: 
1)            ; 
2)     ̅     ; 
3)   ̅   ̅     ; 
4)     ̅      или    ̅. 
Пример.      ̅  (       )          – арифметическое 
линейное пространство над  . 
Теория линейной зависимости вместе со всеми теоремами для 
  и   полностью переносится на случай произвольного поля. 
Определение. Система (       ) в   над   линейно неза-
висима, если              ̅          . 
Определение. Система (       )    – базис в   над  , если: 
1)   – линейно независима; 
2)                              . 
Определение. Если   – базис в   и      , то размерность 
 (    ) равна  .   
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§13. Идеалы и гомоморфизмы ассоциативных колец 
 
Ниже все кольца предполагаются ассоциативными, т. е. та-
кими, в которых умножение элементов является ассоциативной 
операцией: (  )  ( )  . В частности, при рассмотрении про-
изведений         любого числа сомножителей мы можем не 
заботиться о расстановке скобок. 
Определение. Левым (правым) идеалом кольца   называется 
его любое непустое подмножество  , удовлетворяющее двум 
условиям: 
а)   – подгруппа в аддитивной группе  ; 
б)      (    ), т. е.     ,           (    ). 
Определение. Подмножество в кольце  , являющееся одно-
временно левым и правым идеалом, называется идеалом в   (или 
двусторонним идеалом). 
Предложение. Имеют место следующие утверждения: 
1) Идеал любого вида в кольце   содержит ноль этого 
кольца; 
2) идеал любого вида в кольце   является подкольцом в  . 
3) если   коммутативно, то любой его левый и правый 
идеал является двусторонним. 
Доказательство очевидно. 
Определение. Коммутативное кольцо без делителей нуля 
называют целостным. 
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Лемма. Если   – кольцо, то для любого его элемента   под-
множество    является его левым идеалом, а подмножество    – 
правым идеалом. 
Доказательство. Докажем, что    – левый идеал. Пусть 
      . Тогда     ,      для некоторых элементов 
     , откуда           (   )     и (–  )   
 (   )  (  )    , т.е.    – подгруппа в аддитивной груп-
пе  . Далее, если   – любой элемент из  , то     (  )   
 (  )     и, значит,    – левый идеал. Доказательство для 
   аналогичное. 
Идеал    из предыдущий леммы называется главным левым 
идеалом, а идеал    – главным правым идеалом, причем в обоих 
случаях   называется порождающим элементом соответствую-
щего идеала. 
Определение. Коммутативное кольцо называется кольцом 
главных идеалов, если в нем любой идеал является главным. 
Теорема 1. Кольцо целых чисел   и кольцо многочленов 
 [ ] над полем   являются целостными кольцами главных идеа-
лов. 
Доказательство. Целостность обоих колец очевидна. Дока-
жем, что   – кольцо главных идеалов (для  [ ] доказательство 
аналогичное ). Пусть   – идеал в   и пусть   – наименьшее 
натуральное число, содержащееся в  . Предположим, что   – 
любой элемент из    Поделим   на  с остатком, т.е. представим 
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  в виде       , где      . Так как     , то и    , 
откуда в силу минимальности   число   должно равняться  . 
Тогда        , т.е.     . 
Определение. Отображение   кольца   в кольцо    называ-
ется  гомоморфизмом, если          )  (   )     ( )    
   ( )  )  (  )   ( ) ( )  
Лемма. Если        – гомоморфизм колец, то 
1)  ( )   ; 
2)  (  )    ( )     . 
Доказательство. Так как  ( )   (   )   ( )   ( ), то 
 ( ) является нулем кольца   . Далее,       ( )   
  (  (  ))   ( )   (  ), откуда ввиду доказанного пунк-
та первого  (  )    ( ). Лемма доказана. 
Замечание. Если кольца   и    – кольца с единицами, то для 
гомоморфизма         обычно предполагается выполнение 
условия   ( )   , где справа стоит единица кольца   . 
Определение. Ядром кольцевого гомоморфизма         
называется        ( )     и обозначается ядро     . 
Теорема 2.      – идеал в  . 
Доказательство. Поскольку   – групповой гомоморфизм 
аддитивной группы   в аддитивную группу   , то      – под-
группа в  . Пусть теперь        и    . Тогда  (  )   
  ( ) ( )   ( )     и  (  )   ( ) ( )     ( )   , 
откуда    и    лежат в     . Теорема доказана. 
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Пусть теперь   – произвольное кольцо,   – подгруппа в ад-
дитивной группе кольца  . Обозначим множество всех смежных 
классов     аддитивной группы   по ее подгруппе  , как и в 
теории групп,    . Определим операции на     следующим об-
разом:       . 
(   )  (   )  (   )    и (   )(   )  (  )   . 
Теорема 3. Множество     является кольцом относительно 
вышеопределенных операций. 
Доказательство. Корректность определения первой операции 
была уже доказана в теории групп. Докажем корректность опера-
ции умножения. Пусть       ,       . Тогда       , 
      , где      , откуда      (   )(   )     
               , так как   – двусторонний идеал. Тогда 
           , что и требовалось доказать. 
Проверка всех кольцевых аксиом для 
 
 
 очевидна. Проверим, 
например, дистрибутивность. ((   )  (   ))(   )   
 ((   )   )(   )  (   )    (     )     
 (    )  (    )  (   )(   )  (   )(   ). 
Замечание. Если   – кольцо с единицей  , то     также 
кольцо с единицей, где роль единицы выполняет смежный класс 
   . 
Определение. Кольцо     называется фактор-кольцом   по 
идеалу  . 
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Лемма. Определим отображение         следующим об-
разом:       ( )     . Тогда   – гомоморфизм. Доказа-
тельство очевидно. 
Определение. Гомоморфизм   называется каноническим 
гомоморфизмом   на его фактор-кольцо    . 
Также как и в теории групп, имеет место основная теорема 
о гомоморфизмах. 
Теорема 4. Пусть   – гомоморфизмом кольца R на кольцо 
  (т.е. сюръективный гомоморфизм). Тогда существует един-
ственный изоморфизм   кольца        на R такой, что    
    ( )   ( ( )), т.е. следующая диаграмма (рис. 21) коммута-
тивна: 
                                                           
 
 
 
                                             
 
 
 
 
Рис.21 
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Доказательство этой теоремы такое же, как доказательства 
аналогичных теорем в теориях полугрупп и групп, и также име-
ем следующий результат. 
Следствие. Любой гомоморфный образ кольца R изоморфен 
фактор-кольцу   по некоторому двустороннему идеалу  . 
В заключение заметим, что элементы фактор-кольца     
называют классами вычетов кольца R по модулю L, и элементы 
  и   кольца   называются сравнимыми по модулю  , если 
       , т.е.      . Так как смежные классы группы по 
подгруппе образуют разбиение этой группы, то отношение 
сравнения по модулю   является эквивалентностью на  , клас-
сами которой являются классы вычетов по модулю  . Если   и   
сравнимы по модулю  , то пишут         . Особенно важ-
ными для приложений являются кольца классов вычетов кольца 
  по модулю идеала    и кольца  [ ] по модулю главного идеала 
 ( ) [ ]. Эти кольца и связанные с ними результаты мы рас-
смотрим в следующей главе. 
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Глава III. Теория чисел и теория многочленов 
§ 1. Элементарная теория чисел 
 
Определение. Натуральное число   называется простым, 
если     и его натуральными делителями являются лишь   и 
само  . Непростое натуральное число, отличное от единицы, 
называется составным. 
Теорема 1. Множество простых чисел бесконечно.  
Доказательство. Предположим, что         – все простые 
числа. Рассмотрим число          . По предположению n 
составное. Тогда оно должно делиться на    при некотором    . 
Но          , откуда    делит  . Получили противоречие, 
которое доказывает теорему.  
Следующие две теоремы входят в школьную программу, 
и мы их приводим без доказательства. 
Теорема 2 (о делении с остатком). Для любых целых чисел 
  и  , где    , существуют однозначно определенные целые 
числа   и   такие, что       , где          . 
Заметим, что при этом   называется частным, a   – остатком 
при делении   на  . 
Теорема 3 (о разложении натурального числа в произве-
дение простых сомножителей). Любое натуральное число  , 
большее единицы, представляется в виде     
     
  , где 
   , все     , и представление   в таком виде однозначно 
с точностью до перестановки сомножителей. 
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Очевидно, что для любых целых чисел   и   при условии, 
что хотя бы одно из них не равно нулю, существует наибольший 
натуральный общий делитель этих чисел. Он обозначается (   ) 
или    (   ). 
Лемма. Если    – общий делитель   и   и      (   ), то 
   делит  . 
Доказательство легко следует из теоремы 3. 
Наибольший общий делитель натуральных чисел   и   при 
    находится с помощью так называемого алгоритма Евклида. 
Поделим   на   с остатком   , затем   поделим на    с остат-
ком    и т.д. Так как         – строго убывающая последова-
тельность натуральных чисел, то на каком-то шаге    поделится 
на      без остатка. Итак, получим систему равенств: 
          
            
             
……………… 
                   
              
Теорема 4.         (   ). 
Доказательство. Докажем, что      – общий делитель   и  . 
Двигаясь по данной системе равенств снизу вверх, имеем        . 
Переходя ко второму неравенству снизу, получим          , из 
третьего равенства снизу получим           и т. д. Дойдя до вто-
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рого равенства сверху, получим        и, перейдя к верхнему 
равенству, получим       . 
Пусть теперь    – общий делитель   и  . Рассматривая ту же 
цепочку равенств, но уже сверху вниз, получим 
        
             и из предпоследнего равенства –        . 
Таким образом,         (   ). 
Теорема 5. Для любых целых   и  , одновременно не обра-
щающихся в ноль, существуют целые числа   и   так, что 
       , где      (   ). 
Доказательство. Можно считать, что      . Снова ис-
пользуем систему равенств перед теоремой 4. Из первого равен-
ства получим         . Из второго равенства получим 
             (     )         (      ). Обо-
значив (–   )    ,          , имеем           . Далее 
поступаем аналогично. Пусть                 ,       
            , при    . Тогда                 
 (           )  (           )    (           )  
  (           ). 
Продолжая счет таким образом, в итоге получим      
           . 
Вычисление членов последовательностей       удобно ор-
ганизовать с помощью таблицы с применением начальных усло-
вий     ,       ,       ,           и рекуррентных 
соотношений: 
         (   )  ,          (   )  . 
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Пример 1. Найти     (         ) и такие целые числа 
   , что              . 
Решение.                . 
             .  
        .  
Имеем          ,     (         )    . Составим 
таблицу для нахождения     (табл. 13). 
Таблица 13 
      
       
        
        
 
Из таблицы находим     ,    . Итак,      и     
     (  )        . 
Заметим, что при вычислении   ,    рекуррентные формулы 
не понадобились. 
Пример 2. Найти      (         ) и такие целые числа 
   , чтобы              . 
Решение. 
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Откуда    , (  )  (                     ) и последова-
тельности       имеют    членов, т. е.      ,      . 
Составим снова таблицу (табл. 14). 
Таблица 14 
  1 2 3 4 5 6 7 8 9 10 11 
   1 2 1 1 1 1 1 1 3 1 1 
   1 2 3 5 8 13 1 34 123 -157 280 
   1 3 4 7 11 8 29 7 -170 217 -387 
Ответ:     и                    . 
 
Упражнения для самостоятельной подготовки 
Найти наибольший общий делитель следующих пар чисел   и   
и такие целые числа    , чтобы выполнялось        . 
1)              ; 
2)              .  
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§ 2. Взаимно простые числа 
 
Определение. Два ненулевых целых числа   называются 
взаимно простыми, если их наибольший общий делитель ра-
вен  . 
Теорема. Справедливы следующие утверждения: 
1) Ненулевые целые числа   и   взаимно просты  
        , что        . 
2) Если    делится на   и     взаимно просты, то   
делится на  . 
3) Если   делится на  ,   делится на   и     взаимно 
просты, то   делится на   . 
Доказательство. 
1) Необходимость следует из теоремы 5 § 1. Пусть 
дано, что        ,        . Предположим, что   
 ,        . Тогда   делит      , т. е.    , откуда    . 
Достаточность доказана. 
2) Так как   и   взаимно просты, по теореме 5 суще-
ствуют целые     такие, что        . Умножим это 
равенство на  :          . Так как     делится на  , 
   делится на  , то и   делится на  . Пункт 2 доказан. 
3) Так как   и   взаимно просты, то из теоремы 3 
следует, что     
      
  ,     
      
  , где       – 
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простые числа, причем       при любых    , и все 
       . Тогда в силу теоремы 3 
    
  
 
    
  
 
  
  
 
    
  
 
  , где   
       
     для 
всех     и   .  Пункт третий доказан. ■ 
 
§ 3. Теория сравнений 
 
Определение. Пусть    ,      . Мы пишем   
 (     ) и говорим, что   сравнимо с   по модулю  , если 
     делится на  . 
Предложение 1.    (     )  классы вычетов      и 
      в кольце      (фактор-кольце кольца   по главному 
идеалу   ) совпадают. 
Доказательство.    (     )  (   ) делится на    
     , что            ,            
               , что и требовалось доказать.  
Заметим, что последняя равносильность вытекает из того, что 
различные классы вычетов кольца по идеалу не пересекаются. 
Следствие. Отношение сравнения по модулю   является эк-
вивалентностью на  , и классы этой эквивалентности совпадают 
с классами вычетов по модулю идеала   , т. е. с элементами 
фактор-кольца     . 
  
109 
 
Предложение 2.  
1) Для любого целого:              , где    – оста-
ток от деления   на  ; 
2)         , причем  
                  (   )     . 
Доказательство. 
1) Поделим   на   с остатком:       ,      , 
       . Тогда       , откуда           
в силу соответствующего свойства классов вычетов про-
извольного кольца. 
2) Пусть           и          . Тогда 
    делится на   и          , откуда    . Сле-
довательно, классы вычетов, перечисленные в фигурных 
скобках выше, попарно различны. Применяя пункт пер-
вый, получаем второй. 
Замечание. Если   фиксировано, то удобно вместо      
писать просто  ̅. 
Теорема 1.       является коммутативным ассоциативным 
кольцом относительно сложения и умножения, определенных по 
формулам  ̅   ̅     ̅̅ ̅̅ ̅̅ ̅,  ̅   ̅    ̅̅ ̅. При этом роль нуля выпол-
няет нулевой класс   , а роль единицы – (    ). 
Доказательство теоремы следует из общих результатов 
о фактор-кольцах. 
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Теорема 2.      – поле    – простое число. 
Доказательство. 
При              и, значит,      – не поле.  
Пусть теперь    . Необходимость докажем от противного.  
Предположим, что     ,      ,      . Тогда 
 ̅   ̅    ̅̅ ̅, где  ̅  ̅   ̅, т. е.  ̅ и  ̅ – делители нуля, чего не мо-
жет быть в поле. Необходимость доказана. 
Предположим теперь, что   – простое число и      , где 
        – произвольный ненулевой класс вычетов из     . 
Тогда   и   взаимно просты и по теореме шестой предыдущего 
параграфа существуют целые числа   и   такие, что         
и, следовательно,   ̅  ̅   ,   ̅ имеет обратный элемент в     . 
Значит,      – поле. Теорема доказана. 
Таким образом, при простом         – поле порядка  . Оно 
называется полем Галуа и обозначается    или   ( ).  
Теорема 3.  ̅ обратим в         взаимно просто с  . 
Доказательство совершенно аналогично доказательству тео-
ремы 2. 
Определение. Функцией Эйлера называется функция   та-
кая, что для любого натурального   ( ) равно числу натураль-
ных чисел, меньших   и взаимно простых с  . 
Предложение.  ( )   (    )  , где (    )  – группа об-
ратимых элементов кольца     . 
Предложение следует сразу из теоремы 3. 
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Теорема 4 (Эйлера). Если   взаимно просто с  , то   ( )  
       . 
Доказательство. 
В силу предыдущего предложения мультипликативная 
группа (    )  кольца      имеет порядок  ( ), а также по 
теореме 3  ̅  (    ) . Тогда в силу следствия к теореме 2 пара-
графа о циклических группах   ( )̅̅ ̅̅ ̅̅ ̅   ̅, откуда следует спра-
ведливость теоремы. 
Теорема 5 (мультипликативность функции Эйлера). Ес-
ли   и   взаимно просты, то  (  )   ( ) ( ). 
Доказательство. 
Выпишем представителей всех классов   (   )   в прямо-
угольную таблицу (табл. 15):    
                                                                                Таблица 15 
           –   
              ( –  )       –    
       
( –  )     ( –  )       ( –  )     
( –  )  ( –  )   
    –   
Необходимо выяснить, сколько в таблице чисел, взаимно 
простых с     т. е. и с  , и с   одновременно. 
Выясним, сколько чисел, взаимно простых с  . Числа в j-
столбце взаимно просты с   тогда и только тогда, когда   взаим-
но просто с a. Таких столбцов  ( ) штук. Таким образом, чисел, 
взаимно простых с  ,  ( )  штук. 
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Рассмотрим любой столбец, где j взаимно просто с a, перей-
дем в нем к классам вычетов по модулю b. Докажем, что все 
классы вычетов в этом столбце разные. Предположим, что 
    ̅̅ ̅̅ ̅̅ ̅̅      ̅̅ ̅̅ ̅̅ ̅̅ ,           в     . Тогда   ̅    ̅̅̅̅   ̅    ̅ и, 
следовательно,   ̅̅̅̅    ̅. Так как   взаимно просто с b, то в      
существует ( ̅)  . Преобразуем полученное равенство: 
  ̅̅̅̅ ( ̅)     ̅( ̅)    ̅   ,̅ причем          , следова-
тельно,    . 
Доказали, что в столбце все классы по модулю b разные. 
Поэтому по определению функции Эйлера, среди чисел     
        (   )  точно  ( )  чисел, взаимно простых с b.  
В итоге, получаем  ( ) столбцов, в которых все числа вза-
имно просты с a и в каждом  ( ) чисел, взаимно простых с b. 
Общее количество чисел, взаимно простых и с a, и с b, равно 
 ( ) ( ). Теорема доказана. 
В вычислениях функции Эйлера используется также следу-
ющий факт. 
Предложение.  (  )      (   ). 
Доказательство. При     имеем очевидно верное утвер-
ждение:  ( )  (   ). Если    , то ряд натуральных чисел, 
меньших    и делящихся на  , имеет вид        (      ) , 
т. е. количество таких чисел равно       . Тогда  (  )  
 (    )  (      )         , что и требовалось дока-
зать. ■  
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§ 4 Китайская теорема об остатках 
Рассмотрим систему сравнений {
          
          
 
          
       (1) 
где   − неизвестное целое, числа ni попарно взаимно про-
стые. 
Аналогично систему можно рассмотреть для многочленов 
над полем F: 
{
 ( )   (  )     ( )
 ( )   (  )      ( )
 
 ( )   (  )      ( ) 
  
Где   ( )   ( ) – взаимно просты при     над полем  .  
По аналогии с теорией чисел  ( )   ( )    ( )  
 ( )   ( ) делится на  ( ). 
Пусть             ,  
   
 
  
                    . 
Например, пусть               . Тогда         
              .  
Теорема 1. Пусть    − любое частное решение системы (1). 
Тогда все числа из       тоже частные решения системы (1). 
Доказательство.  ̂         ̂           ̂  
                 ̅̅ ̅̅̅, т.к.             . Учитывая, что 
           , в силу (1) имеем  ̂                 ̅̅ ̅̅̅. Значит, 
 ̂ − частное решение. Теорема доказана. 
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Теорема 2. Пусть  ̂ и  ̃ − частные решения системы (1). 
Тогда  ̂   ̃    . 
Доказательство. 
      ̅̅ ̅̅̅  ̂          ,  ̃              ̂   ̃      , т. е. 
  ̂- ̃ делится на   . Т. к. числа    попарно взаимно простые, то по 
3-му свойству взаимно простых чисел  ̂- ̃ делится на         
    , откуда  ̂   ̃    . 
Теорема доказана. ■ 
Следствие. Множество всех решений системы (1), если она 
совместна, представляет собой класс вычетов по модулю , при-
чем единственный. 
Теорема 3. Обозначим как    любое целое число, удовлетво-
ряющее сравнению                     ̅̅ ̅̅̅ (   существует, 
т. к.    взаимно просто с   ). Тогда                
      − частное решение системы (1). 
Доказательство. Фиксируем      ̅̅ ̅̅̅. Требуется доказать 
           , т. е.   ̅̅ ̅    ̅ в      . Имеем   ̅̅ ̅      ̅̅ ̅̅ ̅̅ ̅      ̅̅ ̅̅ ̅̅ ̅  
       ̅̅ ̅̅ ̅̅ ̅    ̅, т. к. в каждом     при      присутствует   . 
Теорема доказана. ■ 
Совокупность теорем 1–3 называется Китайской теоремой 
об остатках. 
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Обобщение китайской теоремы об остатках 
 
Теорема 4. {
          
          
 
          
 совместна  
                   (     ). 
Теорема 5. Если система {
          
          
 
          
 совместна, то при 
любом частном решении    ее общее решение имеет вид 
       , где     (          ).  
 
Примеры к §§ 3, 4. 
1. Решить уравнение в целых числах:          . 
Решение.  
В обеих частях уравнения перейдем к классам вычетов по 
модулю       ̅̅̅̅  ̅    ̅̅̅̅  ̅   ̅ в      .  
Так как   ̅̅̅̅ = ̅, то  ̅ ̅   ̅.  
Подбором находим  ̅    ̅̅ ̅̅ , т. е.         .  
Подставляя найденное выражение для   в исходное урав-
нение, получим   (      )       , откуда 
              , т. е.         . 
Ответ: 
 {
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2. Решить уравнение в целых числах:         
      . 
Решение. Перейдем в обеих частях равенства к классам 
вычетов по модулю      ̅̅̅̅  ̅    ̅̅̅̅  ̅    ̅̅̅̅  ̅   ̅, т.е.  ̅ ̅  
    ̅̅̅̅  ̅   ̅ в      .  
Далее имеем  ̅ ̅       ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ .  
Подбором находим  ̅   в      :  ̅     ̅̅ ̅̅ .  
Умножим обе части уравнения с  ̅ на   ̅̅ ̅̅ , после чего полу-
чим  ̅        ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅      ̅̅ ̅̅ ̅̅ ̅̅ ̅, т. е.               . 
Подставив полученное выражение для   в исходное урав-
нение, получим выражение   через   и  : 
      (        )          
                      
              
Ответ: {
             
              
 
3. Какой остаток имеет число          при делении на 
  ? 
Решение. Посчитаем         ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅  в      .  
Поделим      на    с остатком:              , 
а      поделим на  (  )     с остатком:         
       .  
Учитывая, что по теореме Эйлера  ̅    ̅ в      , имеем 
        ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅   ̅           ̅  .  
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Далее  ̅     ̅̅ ̅̅ ̅    ̅̅̅̅ ,  ̅     ̅̅ ̅̅ ̅   ̅,  ̅    ̅̅̅̅    ̅̅̅̅ , 
 ̅    ̅̅̅̅   ̅,  ̅    ̅   ̅    ̅̅̅̅    ̅̅̅̅ , откуда получаем 
ответ: искомый остаток равен   . 
4. С помощью функции Эйлера решить уравнение 
            . 
Решение. Данное сравнение равносильно уравнению 
  ̅̅̅̅  ̅    ̅̅̅̅  в      , откуда  ̅    ̅̅̅̅      ̅̅̅̅ . Найдем   ̅̅̅̅    
с учетом того, что   ̅̅̅̅     ̅, т.к.     (  ). 
Имеем   ̅̅̅̅      ̅̅̅̅      ̅̅̅̅  
           ,   ̅̅̅̅   (   )̅̅ ̅̅ ̅̅ ̅̅    
    ̅̅ ̅̅ ̅   ̅, откуда   ̅̅̅̅      ̅̅̅̅ . 
Окончательно имеем  ̅    ̅̅̅̅    ̅̅̅̅    ̅̅̅̅ . 
Ответ:         ,      
5. Решить сравнение               с помощью 
алгоритма Евклида. 
Решение. Данную задачу можно свести к нахождению та-
ких целых    , при которых              
    (       ). Такую задачу мы рассматривали в пер-
вом параграфе. Применяем алгоритм Евклида к паре 
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Имеем         (   ), следовательно, искомые     
равны    и    соответственно, где последовательности  
   и    считаются с помощью таблицы, как показано в 
предыдущем параграфе, причем     ,          , 
         ,            . Однако для решения 
поставленной задачи достаточно считать лишь    по ре-
куррентной формуле                (табл. 16). 
Таблица 16 
  1 2 3 4 5 6 
   2 1 2 2 3 2 
   -2 3 -8 19 -65 149 
 
Так, что искомое         . 
Ответ:           ,     . 
6. Решить систему сравнений {
         
         
         
. 
Решение. Эта задача на китайскую теорему.  
          ,             ,             , 
            . 
Находим частные решения сравнений: 
             , где    = 2,     ,     , 
     ,      ,      . 
Имеем              , что равносильно       
        , откуда      . Далее,              , 
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что равносильно 8          , откуда     . 
И, наконец, из сравнения              , которое рав-
носильно             , находим      . Тогда 
                  (  )           (  )  
       – частное решение исходной системы сравнений. 
Ответ:              ,     . 
6. Какие остатки может иметь число вида           
            при делении на 9. 
Решение. Поскольку             , а       
       , то данное выражение можно заменить на 
 ( )              . Далее, при  , взаимно простом 
с  , по теореме Эйлера   ( )        , т. е.     
       . Тогда для решения нашей задачи при  , вза-
имно простом с  , можно  ( ) заменить на  ( )     
   , т. к.             . 
Натуральные числа  , взаимно простые с   и меньшие  , 
исчерпываются числами            . 
Имеем в     : 
 ( ̅)    ̅   ̅, 
 ( ̅)     ̅̅̅̅   ̅, 
 ( ̅)    ̅   ̅    ̅  (  ̅)   ̅    ̅    ̅̅̅̅     ̅̅̅̅   ̅, 
 ( ̅)    ̅   ̅    ̅  (  ̅)   ̅     ̅̅̅̅   ̅, 
  ( ̅)   (  ̅)   ̅   ̅    ̅̅̅̅   ̅, 
 ( ̅)   (  ̅)   ̅   ̅   ̅. 
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Итак, при  , взаимно простом с  , исходное выражение 
может иметь остатки лишь   и  . 
При  ̅   ̅,  ̅   ̅,  ̅   ̅ в       ( )̅̅ ̅̅ ̅̅   ̅. 
Ответ: Исходное выражение при делении на   может 
иметь следующие остатки:  ,  ,  ,  ,  . 
 
Упражнения для самостоятельной подготовки  
1. Решить следующие уравнения в целых числах: 
а)          ; 
б)          ; 
в)              ; 
г)              . 
2. Какие остатки имеют указанные числа   на указанные 
числа  : 
a)                  
б)                   
3. С помощью функции Эйлера решить сравнения: 
а)             ; 
б)             . 
4. Решить сравнения с помощью алгоритма Евклида: 
а)               ;  
б)              . 
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5. Решить следующие системы сравнений: 
а) {   
          
            
          
 
б) {
         
         
          
          
 
 
  
122 
 
§ 5. Элементарная теория многочленов 
 
Напомним, что  [ ] – кольцо многочленов над полем  . 
Это кольцо коммутативно, ассоциативно и с единицей. 
Аналогом простого числа в  [ ] является неприводимый 
многочлен. 
Определение. Многочлен  ( ) из  [ ] неприводим над  , 
если его нельзя представить в виде  ( )   ( ) ( ), где 
      ( )      ( ),       ( )      ( ). 
Из определения следует, что любой многочлен степени   
неприводим. Имеет место аналог теоремы 1 параграфа 1. 
Теорема 1. Даже, если   – конечное поле, число неприво-
димых многочленов над   бесконечно. 
Доказательство этой теоремы гораздо сложнее, чем доказа-
тельство аналогичной теоремы в теории чисел, и мы его опустим. 
Теорема 2 (о делении с остатком в  [ ]). Для любых мно-
гочленов  ( )  ( )   [ ] при  ( )    существуют однознач-
но определенные многочлены  ( ) и  ( ) из  ( ) такие, что 
 ( )   ( ) ( )   ( ), где     ( )      ( ) ( ( ) называ-
ется частным,  ( ) называется остатком при делении  ( ) на 
 ( )). 
Доказательство проводится стандартной индукцией по сте-
пени  ( ), и мы его здесь не приводим. 
  
123 
 
Теорема 3 (о разложении многочлена на неприводимые 
множители). Любой многочлен  ( ) из  [ ] степени    пред-
ставим в виде произведения    ( )   ( ), где    
 , 
  ( )     ( ) – неприводимые многочлены над  , и данное 
представление  ( ) однозначно с точностью до перестановки 
сомножителей   ( ) и их умножения, а также скаляра   перед 
ними на элементы из   . 
Пример.           (  
 
 
) (   )   
  (   ) (  
 
 
)  (   )(    ) и т. д. 
Полезным является следующий результат. 
Следствие к теореме 2 (Теорема Безу). Если     –
 корень многочлена  ( )   [ ], то  ( ) делится на (   ) без 
остатка. 
Доказательство.  ( )   ( )(   )   ( ),  
где     ( )    по теореме 2 для некоторых 
  ( ),  ( )   [ ]. 
Так как     ( )   , то  ( )    – константа из  . Подста-
вив   в обе части равенства для  ( ), получим  ( )   , т. е. 
   . Следствие доказано. 
Предложение 1. 
1) Если     ( )   ,  ( )   [ ] и  ( ) имеет корень в 
 , то  ( ) приводим над  ; 
2) Если     ( )    или  ,  ( )   [ ] и  ( ) приводим 
над  , то  ( ) имеет корень в  . 
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Доказательство. 
1) Следует сразу из теоремы Безу. 
Докажем пункт 2. Если  ( ) приводим над  , то  ( )   
  ( ) ( ), где  ( ) или  ( ) имеет степень  . Пусть, 
например,  ( )      ,      ,    . 
Тогда  ( ) имеет корень ( 
 
 
), который является корнем и  ( ). 
Предложение доказано. 
Следствие. Если  ( )   [ ] и    [ ( )]    или  , то  ( ) 
неприводим над    ( ) не имеет корней в  . 
Пример 1. Найдем все неприводимые многочлены над 
             . 
Пусть  ( )          неприводим над   . Тогда    , 
а значит,    , т. е.  ( )         . Если  ( ) имеет корень 
в  , то этот корень может быть только единицей. Подставив   в 
выражение для  ( ), получим        , т.е.   – корень 
 ( )     . Следовательно, над    имеется единственный не-
приводимый многочлен степени         . 
Пример 2. Найдем все неприводимые многочлены над    
степени  . 
Рассмотрим  ( ) из   [ ] вида  
          . Если 
 ( )   , то          , т.е.    . Поэтому  ( ) непри-
водим над       . 
Таким образом, над    имеется два неприводимых много-
члена       ,        . 
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Пример 3. Найдем все неприводимые многочлены над    
степени 4. 
Пусть снова  ( ) из   [ ] имеет вид  
              . 
 ( )           . Имеется четыре варианта для набо-
ров (     ), удовлетворяющих данному равенству (табл. 17). 
                                       Таблица 17 
 
 
 
 
 
 
 
 
Таким образом, многочлены     ,          ,  
         ,            приводимы. Поэтому канди-
датами на неприводимый многочлен над    степени   остаются 
многочлены:             ,        ,       , 
       . По построению они все не имеют корней в   , но 
последний из них равен (      ) , где        – един-
ственный неприводимый многочлен степени   над   . Так как 
       – единственный неприводимый многочлен степени 2 
над   , то другие кандидаты из четырех многочленов степени  , 
выписанных выше, являются неприводимыми. Таким образом, 
имеется ровно три неприводимых многочлена степени   над 
     
                          . 
α β γ 
0 0 0 
0 1 1 
1 0 1 
1 1 0 
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Пример 4. При каких                   многочлен  ( )  
             неприводим над   ( )? (Для любого 
     ̅̅ ̅̅  мы отождествляем   с соответствующим классом выче-
тов  ̅       ). 
Решение. Используем предложение 1. 
 ( )           . 
  ( )                            . 
 ( )                             . 
 ( )   (  )                          .  
 ( )   (  )                         . 
 ( )   (  )                     . 
Из проведенных вычислений по модулю   делаем вывод, 
что  ( ) неприводим над   ( )       или    , т. е. среди 
рассматриваемых многочленов только многочлены       
     и             являются неприводимыми. 
Пример 5. Разложить  ( )          на неприводимые 
множители над   ( ). 
Решение. Из решения примера 4 выше следует, что   – 
единственный корень  ( ) над   ( ). Разделим  ( ) на    , 
пользуясь схемой Горнера (табл. 18): 
Таблица 18 
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Отсюда следует, что  ( )  (   )(       ). Обозна-
чим  ( )         . Имеем  ( )       в   ( ), следо-
вательно,         неприводим над   ( ). 
Ответ:  ( )  (   )(       ). 
 
Упражнения для самостоятельной подготовки  
1. Найти все неприводимые многочлены над          
степеней 2 и 3. 
2. При каких                   многочлен  ( )      
          неприводим над   ( )? 
3. Разложить  ( )             на неприводимые 
множители над   ( ). 
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§ 6. Теория сравнений для многочленов  
Определение. Пусть   – поле,  ( )   [ ]  ( )   . 
Тогда многочлен  ( ) из  [ ] сравним с многочленом  ( ) из 
 [ ] по модулю  ( ), если  ( )   ( ) делится на  ( ) без 
остатка. Обозначение:  ( )   ( )     ( ). 
Аналогично теории сравнений для чисел имеем следую-
щие результаты: 
Теорема 1. Отношение сравнения на  [ ] по модулю 
 ( ) является отношением эквивалентности, причем  ( )  
 ( )     ( )    ( ) сравним с  ( ) по модулю главного 
идеала  ( ) [ ] кольца  [ ]. 
Определение. Пусть  ( )   [ ]. Тогда   ( )  
 [ ]  ( )   ( )     ( )  называется классом вычетов по мо-
дулю  ( ). 
Этот класс вычетов обозначается как  ( )̅̅ ̅̅ ̅̅  или в развер-
нутом виде  ( )   ( ) [ ]. 
Теорема 2. В предыдущих обозначенияx имеем: 
1)   ( )  ( )   ( )̅̅ ̅̅ ̅̅ ; 
2)  ( )   ( )̅̅ ̅̅ ̅̅   ( )̅̅ ̅̅ ̅̅   ( )̅̅ ̅̅ ̅̅ ; 
3) различные классы вычетов по модулю  ( ) не пере-
секаются; 
4)  ( )̅̅ ̅̅ ̅̅   ( )̅̅ ̅̅ ̅̅ , где  ( ) – остаток от деления  ( ) на 
 ( ). 
Обозначим множество всех классов вычетов по модулю 
 ( )   [ ] ( ( )). 
Как уже было отмечено выше (теорема 1),  [ ] ( ( )) – множе-
ство классов вычетов кольца  [ ] по модулю главного идеала 
 ( ) [ ]. 
Поэтому справедлива следующая теорема. 
Теорема 3.  [ ] ( ( )) – ассоциативное коммутативное 
кольцо с единицей относительно операций:  
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 ( )̅̅ ̅̅ ̅̅   ( )̅̅ ̅̅ ̅̅    ( )   ( )̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ , 
 ( )̅̅ ̅̅ ̅̅   ( )̅̅ ̅̅ ̅̅    ( )   ( )̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ . 
Теорема 4.  [ ] ( ( )) – поле   ( ) не приводим над  . 
Следствие. Если многочлен  ( ) степени   не приводим 
над полем   порядка  , то  [ ] ( ( )) – поле порядка   . 
 
Упражнения для самостоятельной подготовки  
Найти порядки  ̅ в мультипликативных группах полей   [ ] 
(      ) и   [ ] ( 
           ) порядка 16. 
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