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 A PARALLEL NUMERICAL COMPUTATION OF
 
NUCLEON SCATTERING FROM NUCLEI,
 
INCLUDING FULL SPIN COUPLING AND COULOMB
 
FORCES
 
1. INTRODUCTION 
Increasingly sophisticated measurements of nuclear scattering reactions have 
made intermediate energy elastic collisions  a demanding test of theory. New and 
sophisticated techniques for polarizing targets and beams have expanded the num­
ber of physical observables beyond cross-sections and analyzing powers, which were 
the rule only a few years ago. [1,2] Even these quantities are now measured with 
increasing accuracy. Predicting the results of these experiments accordingly requires 
more precise and complete calculations using more accurate theories. This increas­
ing precision and completeness demands a more powerful computing approach. This 
thesis attempts to provide these advances. 
New observables require new theory. Initial analyses of the spin 2 x 2 scat­
tering problem limited themselves to the nucleon- nucleon problem. In that  case, 
the generalized Pauli principle permits the neglect of the f  term in the scatter­
ing amplitude, which would otherwise mix the spin singlet and spin triplet states. 
Singlet-triplet coupling occurs, for instance, when a projectile and target pair whose 
spins are counter-aligned prior to reacting end the reaction with their spins aligned. 
Inclusion of this f term correctly is a necessary prerequisite to predicting the spin 
observables in polarized nuclear target-polarized nucleon beam experiments because 2 
the beam and target are not identical particles and so singlet- triplet coupling may 
occur. 
A long standing challenge in nuclear physics has been the simultaneous treat­
ment of the Coulomb and nuclear forces in momentum space. This is largely because 
the Coulomb potential becomes infinite at zero momentum, yet falls off slowly at 
infinite momentum, where the nuclear potential falls off rapidly. An accurate han­
dling of the Coulomb force is necessary not only because of the magnitude of the 
potential, but also because it is a source of charge-symmetry violation which must 
be fully included in the calculation before more fundamental sources can be inves­
tigated. Because the of the extreme behavior of the Coulomb potential, as well as 
the need to simultaneously treat the strong potential accurately, the Coulomb and 
nuclear problem require high accuracy and great computer resources to predict its 
complete effect. 
Once in place, a sufficiently accurate theory of scattering, and a code to 
predict it, can be used to test the assumptions which underlie it. For instance, charge 
symmetry is an approximate symmetry of the strong force. If all other elements of 
the theory are sufficiently accurate, the degree of violation should manifest itself 
in differences with the results of precise experiments. We attempt to make such 
predictions, noting the reliability of the results and the conclusions which  may be 
drawn. 
PPP is a code to predict these spin z x 2 reactions. It has been developed over 
many years by many people. [3,4] It solves the Lippman-Schwinger equation for a 
microscopic momentum space optical model and predicts the scattering cross section 
and spin observables.  Developed from a code originally written to predict pion 
scattering, it has been modified many times over the years. Only through continued 
modification will it be able to keep up with the advances made in experiment. The 3 
increased number of observables and increased numerical complexity has made the 
calculation larger and more time consuming. Any further advances will, presumably, 
continue to do so. Therefore, a new version of the code, one faster and capable of 
handling larger numbers of variables is a necessity. Hopefully, this thesis provides for 
these requirements. Parallel computing is fast, modular, and increasingly becoming 
the standard for high performance computing. 4 
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Spin observables for elastic p  13C scattering at 500 and 547 
MeV are calculated using a microscopic, momentum-space optical po­
tential in a relativistic Schrodinger equation. Included are the full spin 
dependences, off-energy-shell kinematics and dynamics, several models 
for the nuclear structure, exact treatment of the Coulomb force, and 
spin singlet-triplet mixing. Agreements with data are good for some 
observables but, in other observables, indicate the need for additional 
physics. 
2.1. INTRODUCTION 
Recent experimental advances have combined polarized nuclear targets with 
polarized proton beams to measure more and more of the 36 possible spin observ­
ables describing the elastic scattering of two spin 1/2 particles [5-8]. Most of these 
observables have never been measured before at intermediate energies, and it is of 
basic interest to understand what aspects of nuclear spin dynamics may be revealed 
by them.  This is a challenging problem because, on the one hand, the  connec­
tion between an observable and dynamics is often not direct [9], and,  on the other 
hand, a spin observable often arises from delicate interferences within the scattering 
amplitude. Accordingly, it is not surprising to find a theory that is fine for  pre­
dicting differential cross sections and analyzing powers has problems with the spin 
observables. 
In the present work we report on a microscopic, optical-potential calculation 
of polarized-proton scattering from a polarized 13C nucleus. We use a microscopic, 6 
first order potential in momentum space, including the full spin structure of the 
proton-nucleon and proton-carbon interactions, spin singlettriplet mixing, and  an 
exact treatment of the Coulomb potential via an extension of the Vincent-Phatak 
matching procedure. We solve a relativistic Lippmann-Schwinger equation and make 
comparisons to available data near 500 MeV. While we find good agreement between 
our predictions and experiment for some observables, we also find poor agreement, 
for no apparent reason, with others. 
As part of the present work we have extended the Stapp phase-shift analysis 
of nucleon-nucleon scattering [10,11] to the  more general case of nonidentical spin 
1/2 particles in the angular momentum basis. The requisite coupling of the spin 
singlet and triplet channels is equivalent to including isospin-symmetry breaking 
effects in the NN problem. Related extensions have been made by Gersten et. al. 
[12] in the helicity basis with specialization to one-boson exchange potentials, and 
by Williams et al. [13] in Born approximation. 
In contrast to the full solutions of the p-13C Lippmann-Schwinger equation re­
ported here, the calculations by SeestromMorris et al. [5], Ray et al. [6], Hoffmann, 
Barlett, Ciskowski et al. [7], and Hoffmann, Barlett, Kielhorn et al. [8] are based on 
a relativistic distorted wave impulse approximation. While the basic physics in the 
impulse approximation and optical potential is similar, cancellation effects and the 
large number of partial waves involved make the predictions sensitive to the theoret­
ical differences. On a more phenomenological level, the DWIA studies first adjust 
the optical potential to obtain a best fit to the p  12C scattering data, and then use 
the corresponding distorted wave to predict p  13C scattering. Our calculations, 
in contrast, are independent of p  12C scattering data, contain different multiple 
scattering processes, use different assumptions for off-energy-shell kinematics and 
dynamics, and, although relativistic, contain no negative-energy degrees of freedom. 7 
2.2. SPIN PHENOMENOLOGY 
2.2.1. The T Matrix 
The p  '3C spin 1/2 x 1/2 elastic scattering observables all derive from a T 
matrix which has a spin-space structure much like that for the NN system. If we 
assume rotation invariance, parity conservation, and time reversal invariance, this 
structure is [10,14-16j: 
2 T(k', k) = a + b + (a  b )Qnjinc  ( c  d)Qmam 
C +(c  e(o- )  f (c7 72P  `n 
where we have suppressed the (k', k) dependence of a f . The superscripts "p" and 
"C" in Eq. (2.1) indicate the projectile and target respectively, while the subscripts 
indicates a dot product of a with one of the three independent unit vectors: 
k x k'  k k'  k
rh =  =  (2.2) lk x k''  lk  k'I 
1  kir 
where the vectors k and k' are the incident and scattered proton momenta in the 
COM frame and define the scattering plane. The vector n is normal to the scat­
tering plane, the vector rh is in the scattering plane along the momentum transfer 
q = k'  k direction (sideways to the beam direction), and 1 is in the scattering 
plane (longitudinal to the beam direction).  For on-shell (lc' = k) scattering, the 
vectors I and rh are orthogonal. 
In terms of conventional nuclear forces, the (a -1- b) term in Eq. (2.1)  arises 
from a "central" force, the e and f terms from "spin-orbit" forces, and (a  b), 
(c  d), and (c d) from "tensor" forces. In NN scattering the particles are identical, 
and if the generalized exclusion principle (including isospin) holds true, the f term 
vanishes. In p-'3C scattering, no symmetry principle forbids f and this results in 
the spin singlet and triplet states being coupled. 8 
2.2.2. Polarization Observables 
There are 36 spin observables for the scattering of two spin-1/2 particles 
which can be formed from the amplitudes in Eq. (2.1) [14,15,17]. The observables 
recently measured [5,7,8] are related to the amplitudes in Eq. (2.1) by: 
do-(1) 
d52 
1 
2 
(161J2+1k2  1c12  1d12  le12 +  12 ),  (2.3) 
A(02°1720  1Re(a e 
a  f),  (2.4) 
1 
A00  = 
a 
Re(a* e  b* f),  (2.5) 
D(3) D(3) 
1 = 2a( al­ lbh 
1,112 
Iel2 +If 
2),  (2.6) 
Di  =  Im(b* e  a* f),  (2.7)
a
 
1
D(5)  = Re(a*b  e d  e* f),  (2.8) 50.50  a
 
, A(11 )  1
00-7171  = (1a12 11)12  c12+  Id  le12  f 
2).  (2.9) 2a' 
Here we use the traditional Wolfenstein notation as analyzing powers, polarizations, 
-(n) and depolarizations, as well as the tensor notation .Xpitipt with the subscripts p and 
t denoting the direction of the initial-state projectile and target polarizations, the 
primes denoting the corresponding final-state quantities, and a subscript o signifies 
zero or undetected polarization. The superscript (n) refers to the variable number 
that is tabulated in reference [17], a redundancy we find useful when dealing with 
difficult-to-pronounce and easy-to-confuse variables. 
2.3. OPTICAL POTENTIAL 
Our theoretical input is a microscopic, first order, momentum-space optical 
potential [17,3,18]: 
V(le, k)  f_sf N {(tr+b  tr5,Dp:1;(q) 9 
1-417n  4Pn  A 4.Prt  --tP  -fPn.  4Pn (  \  \ 
I 7- [6a-1)'-'n'n  'e  c+d' m' m  'cd' 1 '1  '"c-f-dV:77-nal  '1 umlj Pi:pV  } 
+z {(t7b + t'7617'ip,t(q) 
15.0  -67104 )1  g.)). ,t7) 657,),F,c,  17cr,  t1cPdc-7,;26  + t PP 
+ tPPc+d(6Pn,
 
de f
 
va+b  TC)  Va_b(O, k')Frn6nC  Vc+d(0, ii)5T6",,C
2 
+  T7)511)5f + ve(1,7i, i;)(6;Di +  Vf  1  jr°  nc )  (2.10) 
where the subscripts on t indicate their origins in terms of the elementary NN 
amplitudes. This potential manifestly contains the spin 1/2 x 1/2 dependence of 
nucleon-nucleon scattering weighted by four, possibly different, form factors describ­
ing the distributions of spin (sp) and matter (mt) for point protons and neutrons 
within the nucleus. The finite size of the nucleon is included in the pN t matrices, 
and thus must be removed from the form factors.  To improve upon this theory 
one could include antisymmetrization of the projectile nucleon with the unstruck 
nucleons in the nucleus, NN correlations within the nucleus, intermediate nuclear 
excitations, Dirac-like relativity, and meson or quark currents. 
If the charge and magnetic form factors of the mirror nuclei 13C and 13N 
were known, if isospin were a perfect symmetry, and if we could remove the meson-
exchange currents from the electromagnetic form factors, then we could deduce the 
strong interaction form factors from these electromagnetic ones. While such is the 
case for the three-nucleon system, it is not yet possible for the 13-nucleon system. 
Instead we assume an independent particle shell model description of 13C as a 1pi 
valence neutron outside of a 12C core of closed lsi  and 1p3 shells. While it is known
2 
that the 12C core is not spherical, and that core excitations play an important role 
in reactions with 12C, we remain consistent with the assumptions of a first order 
2 10 
optical potential that ignores virtually excited intermediate states. For a harmonic 
oscillator shape for the nucleus [19], the corresponding form factors are: 
2 r2- /a2
Pmt(r) = Po  e_r2  (2.11) 1 
3  a2 
e_q2a2/4 Z  2q2 a t (q)  irg:p (  ) = 0,  (2.12)
6 
2a2­ e_92a2/4 
p  (q) =  1  (2.13)
6  3N f (q)' 
(N  2)q2a2  e-q2a2/4  q2  214 a
Pmt  1  e  (2.14)
6  f ( ) 
f(q)  (1  q2/18.2 fm-2) 2,  a = 1.58fm.  (2.15) 
For  13C,  the parameters (N, Z) = (7, 6), the 3 in Eq. (2.13) arises from the spin-
angle function describing the 17,1 valence neutron, and the f(q) is the form factor 
for the elementary nucleon ;20]. Because 12C and 13C have root-mean-square radii 
which differ by only 0.02fm [191, we took the parameters of the charge distribution 
of 12C [19] as the proton parameters for 13C parameters, and, there being no strong 
evidence to the contrary, we assume the parameters for the neutron and proton 
matter distributions are equal. In contrast, Hoffmann et al. [7] and Ray et al. [6] 
vary the neutron size to obtain a better fit the elastic p  12C data. 
The same assumptions for the form factors are made when we parameterize 
them with the Fermi or Wood-Saxon shape, 
poll  0.149r2/R2)
p(r)  (2.16)
1 + e(r-R)la 
(R, a, rrms) = (2.172, 0.5690, 2.38)fm.  (2.17) 
We calculate the p(q) by a numerical Fourier transform.  First we determine the 
partial wave expansion of p(q) at a large value of the momentum transfer  q 
qma. = 5.2fm-1  dm=ef 2km: 11 
48 
p(q)  Epi(km, km)P1(1  q2 12k!,),  (2.18) 
1=0 
rm
 pi(k, km) = 47r(2/ + 1)  drr2p(r)ji( km )ji(km )  (2.19) 
where we use 96 integration points in Eq. (2.19). The numerics were checked by 
reproducing over five decades the form factor published by Frosch et al [211.  For 
momentum transfers larger than gmax we use an analytic expression which falls off 
exponentially in q2 and which matches the magnitude and slope of our numeric one 
at qmax: 
P(q) == P(qm..)e-(42  (q > qmax)  (2.20) 
Because there are no electron scattering measurements for these large values of q, 
Eq. (2.20) provides a well-behaved extrapolation with insignificant influence upon 
our computed cross sections. The off-energy-shell nucleon-nucleon T matrices (t) in 
the optical potential Eq. (2.10) are transformed to the p-'3C COM with a Lorentz 
covariant prescription; and an impulse approximation is made which optimizes the 
factorization approximation [3,181: 
tPN  = (k', Po  q1 tPN(w[E]) 1k, Po)  ,  (2.21) 
k A  1
Po = +  q.  (2.22)
A  2A 
We take w in Eq. (2.21) to be the "3-body energy", 
w2  w3
2B =  (k.'; + kif4  P ")2 ,  (2.23) 
p2  A 1 2 
(k  +  + q k),  p f = 185MeV/c,  (2.24)
A  4q2 p f 
which clearly includes some recoil and binding effects into the first order potential. 
This procedure leads to a different momentum and NN energy for each p-nucleus 
scattering angle. 12 
The off-shell variation of the NN t matrices in each eigenchannel a = (J/S) 
is described with a separable potential, 
c(nt)gc, (K
(K1 `ta(w) I Kt)  9  (COI t.(w) I no)  (2.25)
.9(n o) 
where (K,0  ta(w) no) is the on-shell amplitude determined from the phase-shift anal­
yses of Arndt [22] (see Ref. [18] for a demonstration of the NN phase shift sensi­
tivity). We use the Graz NN potential [23] because its off-shell behavior closely 
approximates that of the Paris potential and provides consistent relativistic propa­
gators in the two- and many-body systems. Because these elementary amplitudes 
are antisymmetrized, our optical potential inherently includes the exchange of the 
projectile and struck nucleon, but not with the other nucleons in the nucleus 
While not obvious from the form of the optical potential Eq.  (2.10), the 
terms arising from the NN spin-orbit amplitude te, when converted to the standard 
form of equation Eq. (2.1), generate the V, and Vf terms in the carbon potential: 
gri)  6nc)  (2.26) 
N tPn  pn +  On  Z t [ e  an  mt  e  Crn  sp  + t76-nc 
and this implies: 
=  [N tie m (pn t  1971 p)  Z tPP (107;,it  )1  ,  (2.27)
2  sP c 
1 
f =  Ntr(P;Int  Pp) + Ztl:P(PI:nt  /97;p)]  (2.28) 
Accordingly, Vf vanishes only if the distributions of neutron spin and neutron matter 
are the same, as well as the distributions of proton matter and spin (equalities not 
realized for '3C). 13 
2.4. COUPLED-CHANNELS LIPPMANN SCHWINGER EQUATION 
Many-body effects and relativity leads to a potential V incorporating com­
plicated nonlocalities. Rather than treat such a potential in coordinate space and 
solve an integro-differential Schrodinger equation, we solve the Lippmann-Schwinger 
equation in momentum space: 
T(p,k),17(P, 1,:.>+ I E+  `1  (2.29) E(p) 
where E(p) = Ep(p) + Ec(p) is the projectile plus  target energy and the + su­
perscript indicates a positive i has been added to the on-shell  energy. To obtain 
one-dimensional integral equations, we expand T and V in spin-angle functions and 
substitute into this equation. A complication arises in our problem from the ability 
of the 1  ( CT"  7c, ) term in the optical potential Eq. (2.10) to mix singlet and triplet 
states: 
(0,0y11,1)  ==  y,(;?,15)  (2.30)
\/2­
Accordingly, an extension of the phase shift analysis used for NN scattering [10,11] 
is needed and is given in the Appendix. We show there that the integral equations 
in the partial-wave basis have form: 
T7:7(73151)/L/  \ p`dp  P  V  ib  (1:s1)(p,k) 
Jo  E+  E(7))  WC') (k' ,p)  ,p)  2, i)  k)
lb 1.  Ib 
(2.31) 
where we leave off the (k', k) dependence of the leftmost  T's and V's, and use 1, 
s, and j to denote the orbital, spin, and total angular momenta. We solve these 
equations on a grid of 40 momentum values for 48 angular  momentum (1) values, 
which is large enough to avoid numerical noise. 14 
The Vincent-Phatak technique for including the  Coulomb potential in 
momentum-space calculations was formulated originally for uncoupled channels and 
low energies [24]. For the present calculation  we have extended it [25] to coupled 
angular-momentum channels and to much larger numbers of partial waves and grid 
points. The Coulomb potential which we add to the optical potential is the Fourier 
transform of a potential arising from the actual  nuclear charge distribution cut-off 
at some radius Rcut: 
ZpZTE2
Vccot(ki, k) =  [p(q)  cos(qR,,t)]  (2.32) 27r2q2 
In the present calculations we take Rcut = 8 fm, and have verified that our pre­
dictions are insensitive to a 1  2 fm variation around this value. In this way the 
short-range nuclear force and the finite-range corrections to the Coulomb force are 
included directly in the Lippmann-Schwinger equation.  The scattering from the 
point-Coulomb potential is included by adding the amplitude for scattering from a 
point-Coulomb potential fTct to the a and b amplitudes: 
7a(0)  a(0) 
(2.33) b(0))  b(8)  frc(8)) 
2.5. RESULTS 
The p  13C experimental observables are determined by computing the a f 
amplitudes and then substituting them into Eqs. (2.3)(2.9).  In trying to under­
stand the observables it is helpful to have a picture of the behavior of these p 13C 
amplitudes as a function of scattering angle. We present such a picture in Fig. 2.1, 
where we set the scale by dividing the amplitudes by  the square root of the  cross 
section.  Note that these amplitudes are for p  13C, and accordingly have  more 
oscillations and a greater falloff with momentum transfer  than the elementary NN 
a- e amplitudes from which they derive. 15 
We see in Fig. 2.1, that a and b are approximately equal in magnitude and 
in phase with each other, that e and f are also approximately equal in magnitude 
and in phase with each other, but that c and d are much smaller than the other 
amplitudes and of opposite phase to each other.  Because the observables in Eq. 
(2.3)(2.9) are the sums of products of these amplitudes,  we generally expect an 
observable to be large if it contains the product of two large amplitudes and to be 
small if it contains only c and d.  However, the converse is not true, cancellation 
between large amplitudes can produce small values for an observable. 
In Fig. 2.2 we compare the predicted cross-sections to cross sections measured 
by Hoffmann et al. [7] at 500 MeV and by Seestrom-Morris et al. [5] at 547 MeV. 
We see that the theory produces good agreement with the forward peak of the 547 
MeV data, is slightly too low for the 500 MeV data,  and slightly too high for the 
larger-angle data. The locations of the minima and maxima in the 500 MeV data 
appear to be predicted well, which is important because the spin observables, being 
inversely proportional to do- IdQ, are sensitive to the locations of these minima. 
Although at first we believed the discrepancy in the 500 MeV forward dif­
ferential cross sections showed the need to include  Coulomb or channel coupling 
effects more correctly, the disagreement persists even with an exact treatment of 
the Coulomb force in a full coupled-channels formalism [25].  To see if the discrep­
ancy is a size effect, in the top part of Fig. 2.3 we present predictions for do-/c/S2 
using slightly smaller rms sizes (0.07 fm) and the harmonic oscillator form for the 
nuclear densities, Eqs.  (2.11)-(2.15). We conclude that  no simple size or shape 
change provides agreement with the forward peak of the 500 MeV data, and that 
there may be a small inconsistency between the 500 and  547 MeV data sets. T f  ----, T  1  I  '---- I  1 ------'  I  , 
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Figure 2.1. The p  13C spin amplitudes a-f of equation (2.1) as a function of 
scattering angle at 500 MeV. The amplitudes are divided by the square root of the 
differential cross sections to match the way they contribute to the spin observables 
in (2.3)-(2.9). 17 
To' 
j
 
500 MeV 
10­ Woods-Saxon
 
Hoffmann  al.
 
IU,o 
10 
-2) 
.) 
1 ­ 1
1 
547 MeV 
3 Woods-Saxon 
! 
.  Sctstrom-Ntorris ct al. 101 
; 
.1. 
L  -1 4.", 
....,  ,, \\ -./  J ...\ \ 
")  ..\ 
_1 
U 
1 io
 
r  ..  . 1 t 
0-3 
0  20  40  60 
e(deg) 
Figure 2.2. Predictions for the  v  `3C differential cross section at 500 MeV (top)
and 547 MeV (bottom) compared, respectively, with  the data of Hoffmann et al. 
and Seestrom-Morris et al. L5.. The nucleus is described with the Wood-Saxon 
shape 12.16\,. 18 
We have already indicated that  a new aspect of the present study is its 
exact treatment of spin singlet-triplet coupling and the ensuing generation of the 
f(6-7,'  6-nc) term of the scattering amplitude Eq.  (2.1).  In Fig. 2.3 we show the 
importance of this f amplitude in the differential  cross section (top) and analyzing 
power (bottom). As expected from Eq.  (2.3), since the modulus squared of all 
amplitudes add to form doldS1 (with four of the amplitudes being large), the f 
contribution is significant but not dominating.  However, as may be expected from 
Eq. (2.9), since these  same six amplitudes contribute to A(0101),. with cancellations 
(bottom of Fig. 2.3), f is more important there. Indeed, the dramatic improvement 
in the prediction of A(0101,,,),  once f is included (bottom of Fig. 2.3), builds confidence 
in our treatment of the f term.  However, the almost complete cancellation of 
(11) amplitudes occurring in our prediction of A00, (we are essentially predicting zero) 
warns that the spin observables may well be very sensitive to otherwise small effects 
in the theory. 
In Fig. 2.4 we show predictions and data for the projectile analyzing power 
Ac,2,,L (top) and the polarized  target asymmetry A2,')  (bottom). As we see from 
comparing the phenomenological forms Eqs.  (2.4) and (2.5), ./121/22')  ex Re(a*e 
b*f ), and so involve identical combinations  of amplitudes with only the sign of 
the b* f term differing. The fact that the computed observables differ significantly 
indicates that the f amplitude is large. Further,  as we see by comparing the top 
and bottom of Fig. 2.4, there is slightly  too much constructive interference in the 
forward A.,,(2;.0 and slightly too much destructive  interference in the forward A. 
Because Fig. 2.1 shows that a and b tend to be in phase with each other, and that 
e and f tend to be in phase with each other, we suspect that our a  e relative 
phase is not quite correct.  In a non coupled-channels, spin  0 x 1/2 Schrodinger 
equation calculation, Arellano et al. [26] find a small forward peak in ./42)0 when 19 
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Figure 2.3. The 547 MeV  p  '3C differential_  cross section (top) and polarized
tarzet-polarized beam analyzing power A(11) (bottom) compared to the data of
SeestrornMorris et al. 15. The nucleus is described with the harmonic oscillator 
shape, (2.11'42.15). The dashed curves are the predictions with no f amplitude. 20 
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full Fermi average is performed; others [6], however, obtain good agreement without 
full-folding but with the Dirac equation. 
In the top part of Fig. 2.5 we compare theoretical and experimental values for 
the depolarization in the normal direction D$3,)o.  The deviation of this observable 
from 1 measures spin-flip scattering which is interesting because it should be sen­
sitive to the valence neutron in 'C. However, as we see from its phenomenological 
form Eq. (2.6), all the large amplitude which enter into D2)  are added together 
in moduli and then the small amplitudes are subtracted. Accordingly, and as is (all 
too) clear in the top part of Fig. 2.5, although our predictions for Dc3r agree well 
with the data, the small deviation from 1 renders the comparison nonrevealing. 
In the middle and bottom parts of Fig. 2.5 we compare theoretical and experi­
mental values for the sideways to longitudinal depolarization Di(o)0  and the sideways 
depolarization Ds(5,),0.  Whereas the phenomenological forms for both observables, 
Eqs. (2.7)-(2.8), indicate they should be large in the forward direction, we see that 
4) 
131(  starts off with a strong destructive interference, while .D.L5).0 commences with a 
strong constructive interference. As we see in Fig. 2.5, the theory does  a very good 
job at predicting the sharp destructive interference in .T:404s)o (which also contains  a 
large contribution from the f amplitude), but does not contain enough constructive 
interference for agreement with the forward part of D2),0 (although the location of 
the precipitous interference minimum in D(350)50 is predicted accurately). Clearly, the 
relative phases of the amplitudes are important here. 
2.6. SUMMARY AND CONCLUSION 
We have examined how well a first order, theoretical optical potential  can 
describe the cross sections and spin observables measured in elastic proton scattering 
from 13C near 500 MeV. The theory includes the full spin dependences for two 22 
7350SO 
_ 
60 
3
1 The de:polarization In 'int  'to7J,  tHe sideways 
to lonzitudinal depolarization .191 (middle), and the sideways depoi,rization D;o5),0 
(bottom). comoared with the 500 MeV data of Hoffmann  et al. r71. 23 
spin 1/2 particles, singlet-triplet mixing, nonlocalities arising from off-energy-shell 
behavior of the NN interaction, and Lorentz covariant, off-shell kinematics. When 
the resulting optical potential is used in a relativistic Schrodinger equation, multiple 
scattering and exchange effects are included. 
These are our first results including the exact singlet-triplet mixing and the 
inclusion of the Coulomb force for coupled-channels. We find that attaining agree­
ment with the new data is quite a challenge. The theory is basically parameterless 
(we did however explore the sensitivity to nuclear size), and the spin observables are 
often the result of delicate interference between as many as six complex amplitudes, 
with slight variation of the amplitudes leading to significantly different predictions. 
To be expected, our agreement is not as good as that found in models whose pa­
rameters are adjusted to the 12C data as a prerequisite to predicting 13C [5-8,29]. 
Nevertheless, the level of agreement is comparable with that found by Arellano et 
al. [26] in a similar study of proton scattering from the simpler spin-0 light nuclei. 
Clearly, improvements are needed and we believe the theory is advanced to 
the stage where they are worthwhile. We have omitted effects known to be impor­
tant. at lower energies such as nuclear correlations, virtual nuclear excitations, Pauli 
exclusion, and the density dependence of the effective interaction. Probably most 
important, our theory does not include effects known to be important at interme­
diate energies, namely the negative energy degrees of freedom present in the Dirac 
equation [6,28,29], and the full folding over Fermi motion [26]. 
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2.8. APPENDIX: SPIN DECOMPOSITION 
We extend the spin 1/2 x 1/2 phase shift analysis [10,11] used for the NN 
problem in order to include the effect of the Vf potential's mixing of singlet and 
triplet states. We assume the conventional expansion of T and V in spin-angle 
functions: 
17(0,k ) = 2  2,(1'-1)1,713,1 sis)(ki, k),Yrsni'  (k),  (2.34) 
jmjll'ss' 
T(0 ,17)  = 2  E  Tj(sis)(k/ k) Y3rnj(k,i) )7tjrni (k). (2.35)  I'l  lisi 
Ti  jmill's5' 
1 
where 1, s, and j are the orbital, spin, and total angular momenta for the target 
plus projectile: 
1  ac),  .5 = 0(.5),1(t). 2(o7P  (2.36) 
The y's in Eq. (2.34)-(2.35) are orthonormal spin-angle functions with the definition 
and properties [28]: 
Yls  =  sms  (9, 0) Isms),  (2.37) 
(21 + 1)(l  in)! 
17094) = (-1)"2  m)!  Pfn(cos e)e-no  (2.38)
47r(/ 
x2)m12drnPi(x) Pim(x) = (1  (2.39)
dxm 
To evaluate the spin matrix elements, we adopt the Madison Convention in 
which the z axis is taken as the beam direction k (0, = 0, = 0), and the scattered 
momentum c, is placed in the xz plane (Of = 0,0f = 0). We then follow a two-step 25 
procedure in which we first evaluate [10] the potential Eq.  (2.10) in the spin basis 
Is, ms), and then invert the angular momentum decomposition of the spin-basis 
matrix elements. The potential in the spin basis is: 
k) = (0,011711,1) =  = 175_1(ki,k;)  =  ),  (2.40) 
-k)  (0,0117 0,0) 
=  Vi+b(k71,  "Va-b(k71,  Vc+d(k7', k)	  Vc--d(k71,1,:),  (2.41) 
17(kt,  E  (1, 011711, 0) 
V'a-fb(  /)  Va_a, k)  (Vc+d( It?  Vcd(k7/, k)) cos 8,  (2.42) 
k) = = Va+b(El, k)  17,4.d(ki,  sine	 -9  + 1,7c_d(1,?,  cost  -9  (2.43) 
2  2' 
I71 o ( k7I  o 
1 1 
=  Ve(ki k)  17,4.d(ci k) sin 0 +  sin 8,  (2.44) 
k) = 
=  To)  Irc+d(kl, T.:,) sin 0	  Vc-d(Ed, k.) sin 6,  (2.45) 
i
 Vii = -17.-b(1,7',17,)+ 17,+d(0,k:-)cos2 9 +  ,)sin2 B.  (2.46) 
2	 2
 
Next we expand the spin matrix elements in angular momentum states: 
2
 su 
(  m's"jV (ki k)  E  (sm mns' m/s)  (1' m;s1 m/s1  jm )  (2.47) 
j.sisiiim,rn,frnirnv 
X (i77/ irrt/SMs )Y/7,'` (0  f)  (kI ,  k).Yin-1:1 (8  ,  cbt)  (sm., srr, 
where  (k, 6i,  and (lc', Of, Of) are the spherical coordinates of the initial and final 
momenta. The Clebsch-Gordon coefficients vanish unless 1 = 1' + 1,11 and  mi = 
mi  777 =  + 772  and parity conservation requires 11- VI= 0,2. In the Madison 
convention the projectile has no angular momentum in its propagation direction and 
so mi = 0, in which case 26 
yin'T (9i,  0,) = yic)(0,0)= \'214 1 
(2.48) 
As an example we consider the V51 term Eq. (2.40) which couples the singlet state 
to triplet state.  Because j is a constant and s' = 0 in the final state, the total 
angular momentum j must equal /'. Parity conservation requires / = /', and because 
ms and mi are 1 and 0, we must have m3. = 1, and ml, = 1. The sum in Eq. (2.47) 
then reduces to a simple sum in the final orbital angular momentum /'. In this way 
we obtain the partial wave decompositions: 
21 + 1  (so Vsa,  Ptl(x = cos  k)  VI  (k  ,  k),  (2.49) 
1=1  V1(1 + 1) 
1 
s(k  k) =  P1(x)(21 + 1) Vzi i(") (k' ,  k),  (2.50) 
1 =0 
1  V(1 =  ./31(x) {(l  2)171+1(tt) (k' ,  k)  1)(1 + 2) V111+12(tt)(k% k)  (2.51) 
1 =0
 
+ (21 + 1)V112('') (k' , k) + (1  1)Viti-1(`') (k', k)  (1  1)1 V111112(`') (k' k)} 
12  1)17;1-1±1(2i)(k/,k)+//711-1(tt)(ki,k) 
27i 
v-11,±1.2(v/)(k,  /7111-22(to(k,, k)} ± -\/(/  1)(l  2)  (2.52) (i 
= 47P11(x) {-V11-1(tt)(k/, k)+  +1(") (k'  ,  k) 
2 
1=1 
I/  -H  2 vi4-1(to(k,  1 k) /  11  V1-1(tt) k
1  7  k)}  (2.53)
1 -4- 1+ 1  1 +z  1 -2 
± 2  1_0(tt)  ,  21 + 1
V01(0, k) =  V", (k  k) +  V
11
i(to (kt k)  (2.54)
472  /  1  1(1 + 1)
1=1
 
_1-1  1  12(20  11  i2 1..1 
VI  ('')(klk)+  (k  k)  711-(u)(k1,k) H  1+21  4:1- 1­
p2(x)  1

1(k',  =  VI i+1(")(k', k) 
/  1  V(1+ 1)(/  2) V111++12('')(ki' k) 1=2 
21 + 1  (to (k k) + 
111/1 11-1(to  1- 1(tt) (k,,  k)  0(11  1_2  (k'  ,  k)  .  (2.55)
1(1 + 1) 
Note that the sums are over the orbital angular momentum of the final state, and 
that we have combined matrix elements of different j values if they multiply the 27 
same Legendre polynomial (the Lippmann-Schwinger equations couple states with 
the same j only). 
We invert Eqs. (2.49)-(2.55) for the partial wave potentials 171"1(si s)(ki ,  k) by 
multipling the equation for each Vm'm by P/'  and numerically evaluating the 
integral: 
Im,m(k', k) =  dx Vm'm(k', k)  '1(cos  k, k)  (2.56) m(k71 , 
--1 
For Eq.  (2.49) and Eq.  (2.50) the inversion is simple because only one Vi'i(sis) is 
involved: 
2
7r 
Viii(st)  ,  k) = 17111(ts)(k` k)  S  (k'  ,  k),  (2.57) 
1(1 +  1) 
(ki k) =  ss(ki k).  (2.58) 
The Eqs. (2.51)-(2.55) contain Vi'i(tt)'s intermixed for differing j and 1 values, and 
so the projection results in five, coupled equations: 
(  , k) \ 
13 
/ 
( tt)  k) 
(2.59) 
1-00(k` , k)  vli(tt)( 
I lo(ki k)  Bpi 
i7111-1(tt)(  (2.60) 
I01(k', k) 
vil1+±12(u)  k) 
\  ,  k) 
171117_12( tt )  k",) 
where Bffm makes up a matrix of coefficients multiplying the V's in Eq.  (2.51)­
(2.55). We solve the matrix equation (2.60) by matrix inversion, 
= B-17.  (2.61) 
Finally, we check the procedure by recombining the potential according to Eq. 
(2.49)-(2.55) and comparing to the original. 28 
The substitution of the partial wave expansions into the three-dimensional 
Lippmann-Schwinger equation leads to the coupled integral equations: 
-r
 T/(")  V (")  p2 dp  Vill")(k/I 7') Kij(st)(V7 73)  2'1" )(PI k) 
,  (2.62)
0  E+ d(")	  I E(p) Vir")	 .7C's)(k'  , p)  (i")(p, k) JI 
V(")  v r; u)	  171)(e,p) V/I's)(e ,r) 
3(20 
JJ	  "  p 2 dp 
,  (2.63) E+  E(p)  j(st)(k,,p)  s)(k, p)  Tir(p,k) 
p` dp  -1(k' P) Ki (tit .7) +1(k' P) 
o	  E+  E(p) 
- 1(k  +  (k' 
,(tt) 
Lc°  p 2 dp  -17:7i-(1°14.1(k  P)  I (k ,P) 
,rj(t.t)  E+  E(p)
 
1.7 +1  171-(-;').7+1(ki,P)  vti?; _1(k/ P)
 
Eqs. (2.62)-(2.63  describe singlet-triplet coupling arising from the V/ term in the 
optical potential Eq. (2.10), which in turn produces an f term in the scattering am­
plitude Eq. (2.1). Eqs. (2.64)-(2.65) describe mixing within the triplet state arising 
from the tensor-force terms Va_b, Vc+d,Vcd in the potential Eq. (2.10). Because the 
total angular momentum j is a conserved quantity, all coupled states have the same 
j superscript. 
Once the T1.3's)'s have been solved for, the matrix elements in the spin basis 
(sims,ITIsms) are computed via Eqs.  (2.49)-(2.55) with the V's replaced by T's. 
The a  f amplitudes are then: 
1 
a=  + Too	  T1-1) ,  (2.66)
2 29 
b =  + T35 +  (2.67) 
1  c=  (Tii  T33 + T1-1)  ,  (2.68) 
d =  (Too  T1_1  TH) /(2 cos 8kk),  (2.69) 
(T10 + T01)  (\/.. sin 9k'k),  (2.70) 
e=  (Tio  Toi),  (2.71)
2 
f  (2.72) 
The on-energy-shell T matrix elements in the partial-wave basis are related to the 
bar phase shifts 112,11i: 
2ipT;;(")(ko. ko)  = cos 25,/e2i6-j  1, 
2ipTij(u)(ko, ko) = cos 2'5,1e2i"  1, 
2ipTI,(tit3).±1(ko,k0) = cos 2C;e2t5iiij  1, 
22:p4T3)_-F1 (ko, ko)  = 
2i pTi j(ts)(ko, k0) 
p = 
i sin 2E-3.  ±6+1: 
i sin 2;y-/ e2(6J+6i.i), 
Ep(ko)Et(ko)
2k0Ep(ko) 
Et(ko) 
where the parameter yl is the mixing angle between the 10, 0) singlet and 
(2.73) 
(2.74) 
(2.75) 
(2.76) 
(2.77) 
(2.78) 
1) triplet 
state and the parameter "e/ is the mixing angle between the 1 and 1+ 2 triplet states. 
In Table 2.1 we give the connection to the a notation of Stapp [11] and the Nspin 
notation used in our computer code Lpotp2. 30 
Table 2.1. Notations for spin 1/2 x 1/2 amplitudes. 
7,333(5s)  7-,33(t5)  (1  .tit)  Ti.Tit)  7,33(t103+1 7-0 (to v(st)
TZic33') 
Spin  0  1+-0  1  1  1  1  1  0<--1 
Al  0  0  0  2  0  -2  0  0 
Stapp  at  ai,t+i  az-i  att-i  al+1  an 
Nspin  1  2  3  4  5  6  7  8 
aTo%tt)  To(to1 
1 
70(tt) 
-L1-1 
7,0(tt) 
-L-11  u. 
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The VincentPhatak procedure for solving the momentum-
space SchrOdinger equation with combined Coulomb-plus-short-range 
potentials is extended to angular momentum states coupled by an opti­
cal potentialas occurs in spin 1/2 x 1/2 scattering. A generalization of 
the BlattBiedenharn phase shift parameterization is derived and ap­
plied to 500 MeV polarized-proton scattering from 3He. The requisite 
high-precision partial-wave expansions and integrations are described. 
3.1. INTRODUCTION 
The theory and equations of quantum mechanics are represented equally 
well in coordinate or momentum space. Bound states problems, which by definition 
deal with normalizable wavefunctions, can actually be solved equally well in either 
space, while scattering problems, which in the time-independent Schrodinger theory 
deal with non-normalizable states, are more challenging in momentum space. This 
challenge arises, in part, because boundary conditions are more naturally imposed in 
coordinate space, and, in part, because non-normalizable states contain singularities 
in momentum space and, accordingly, have no Fourier transforms [31]. In spite of the 
difficulties, momentum-space calculations are important because momentum space 
is where one derives the nonlocal potentials of many-body and field theories, and 
because there are fewer approximations needed in momentum space to handle them. 
The Coulomb problem in momentum space has actually been "solved" a 
number of timespossibly starting with Fock's study of the hydrogen atom [33] 
yet no one numerical approach appears to provides the requisite precision for all 35 
applications. The real "problem" is that the Coulomb potential between a point 
projectile (P) and a target (T), 
ZpZTe2
1/,(1e, k) =  P(q),  (3.1) 
has a 1/q2 singularity arising from the infinite range of the Coulomb potential, 
and this singularity must somehow be regularized before a numerical solution is 
implemented. In (3.1), q = k'  k is the difference between the final and initial 
momenta k' and k, and p(q) is a form factor which accounts for the finite size of the 
target's charge distribution and makes the potential well-behaved at large q (but 
not at q = 0). 
Kwon and Tabakin [34] solved the bound-state problem with the potential 
(3.1) by using Lande's technique of subtracting a term from (3.1) which makes its 
integral finite, and then adding in a correction.  Alternatively, Ciep13'T et al.  [36] 
solved the bound-state problem by using a modification of the VincentPhatak 
(VP) procedure [24]. This procedure gives the Coulomb potential a finite range by 
cutting it off beyond some radius R,At ,  as shown in Fig. 3.1, and then corrects the 
asymptotic behavior of the resulting wavefunctions. If the procedure is successful, 
the calculated scattering will be independent of Rcut 
The VP cutoff procedure was originally formulated for intermediate-energy 
pion scattering from light nuclei [24] where it provided sufficient accuracy for the 
small number of partial waves involved [4]. However, the accuracy has become a con­
cern for intermediate-energy proton scattering where the proton's much larger mass 
leads to correspondingly larger momentum transfers and correspondingly greater 
numbers of partial waves.  Crespo and Tostevin [39] and Picklesimer et al.  [40] 
have documented difficulties with the VP procedure, difficulties which appear as 
a sensitivity of the computed phase shifts to the cutoff radius, or as a several­36 
percent error in the phase shift when compared to coordinate-space calculations. 
Both references [39] and [40] suggest algorithms to reduce the errors. Alternatively, 
Elster et al. [41] applied the two-potential formula to the Coulomb and nuclear po­
tentials and outlined an approach requiring multiple, numeric Fourier transforms 
between coordinate and momentum spaces. In contrast, Arrellano et al.'s study of 
intermediate-energy proton scattering from spinless nuclei [10] simply made the VP 
procedure sufficiently precise by using the high-precision partial wave expansions de­
veloped by Eisenstein and Tabakin [43] (as a check, they transformed the potentials 
to coordinate space and solved the equivalent integro-differential equation). 
In this paper we generalize the VP procedure so that it can be applied to 
intermediate-energy proton scattering from spin 1/2 nuclei in which states of differ­
ing orbital or spin angular momentum are coupled. In the process, we also generalize 
the BlattBiedenharn phase shift parameterization of the scattering of two spin 1/2 
particles so that it can describe channel coupling with a nonsymmetric or nonunitary 
S matrix, as occurs when scattering from an optical potential or when the phase 
shifts are complex. Although our generalizations of the VP procedure and compu­
tations emphasize working directly with S or T matrix elements, the connection to 
phase shifts is indicated. 
In Sec. 3.2 we derive and reformulate the VP procedure for uncoupled chan­
nels.  Since the basic physics can get obscured in the multiple steps of the VP 
procedure for coupled channels, it is important to understand the physics and no­
tation of Sec. 3.2 before proceeding to the couple-channels case.  In Sec. 3.3 we 
present our formulation for coupled channels, and in Sec. 3.4 we give some sample 
calculations of 500 MeV proton scattering from 3He. 37 
3.2. UNCOUPLED STATES (0 x 0, 0 x 1/2) 
Consider scattering from a short-ranged, but nonlocal, nuclear potential 
Vn(e,r) and the infinite-ranged Coulomb potential Vc(r). Because the nuclear po­
tential Vr, is nonlocal, the preferred method to obtain the scattering amplitude is to 
solve the Lippmann-Schwinger equation, 
2  fc°  2 d  Vi(ki P)71.1(13, k) 
, k) = Vi(ki k)  jo  (3.2) P "13 E(ko) + if  E (p)' 
with 173,1.4_(k!, k) the partial-wave matrix element of the momentum-space potential 
"Vn(le, k). Here 1 is the orbital angular momentum and j = + 1/2 d=ef 1+ is the total 
angular momentum. For spin 0 scattering from a spin 0 or spin 1/2 target, there is 
no coupling of different channels in (3.2). 
Eq. (3.2) is valid as long as the coordinate-space potential is of finite range 
which in practice means that at some radius the potential is small enough to be 
ignored without significantly changing the predicted scattering observables. We 
indicate by the shaded area in Fig. 3.1 the region in which the nuclear potential V, 
acts, and the range for the nuclear potential by R. The coordinate-space Coulomb 
potential does not vanish rapidly enough to be considered as having a finite range, 
and although its strength may be weaker than the nuclear potential, it cannot be 
included with the nuclear potential in (3.2). 
The Vincent-Phatak procedure sets the coordinate-space Coulomb potential 
to zero (cuts it off) for all radii r greater than some fixed value Rc.t: 
t (r) = VV(r) 0 (Rcut  r).  (3.3) 
The coordinate-space regions are illustrated in Fig. 3.1 where we assume that Rcut 
is larger than the range R of the nuclear potential.  Since the momentum-space 
transform, 38 
ZpZTe27r2 2 
Vcci`t(kt, k)  [p(q)  cos(gRcut)]  ,  (3.4) 
q 
(67r2), of the truncated Coulomb potential (3.3), has the q  0 limit of ZpZTe2Reu2 
we see that the q = 0 singularity of (3.1) has indeed been removed. Because the 
cutoff Coulomb potential is of finite range (in coordinate space) and without singu­
larities in momentum space, its partial-wave decomposition can be added to that of 
the nuclear potential, 
Vi±(k' , k) =  k)  (3.5) Vccr (ki k), 
and when inserted in the Lippmann-Schwinger equation (3.2), this combined poten­
tial produces a well-defined solution. 
The solutions Ti.4_(ki, k) of the Lippmann-Schwinger equation in momentum 
space (3.2) can readily be transformed into coordinate-space wavefunctions for all 
values of r [12]. Alternatively, just the on-shell element T/±(ko, ko) can be used to 
obtain the wavefunction anyplace outside of the shaded region in Fig. 3.1.  In the 
"outer" region r > Rcut, both the nuclear and cutoff Coulomb potentials vanish, 
and so the (unnormalized) wavefunction there is expressed as a linear combination 
of the regular plus either irregular or outgoing solutions [Fi(kor) plus either Gi(kor) 
or  1//(+)(k0r)] of the potential-free Schrodinger equation [44]: 
e1 i2--(kG) [sin Si±(ko)  (kor) + cos 61±(4) Fi(kor)}  r > Rcut 
{ll3=i4-112(r) =  Fi(kor) + ti±(k0) III(+) (kor)  r > Rcut 
sin[kor  17/2  81±(k0)]  r(> Rc-ut) --+ CX) 
(3.6) 
In (3.6) we have used two equivalent forms for the free partial wavefunctions as well 
as the asymptotic limit. The reduced T matrix element iii±.(ko) in (3.6) is related 
to the "preliminary" phase shift Sit by: 39 
T=V+VGT
 
Figure 3.1. The VP procedure's partition of coordinate space into a region T > R in 
which the nuclear potential  vanishes. and a region r > R,,t in which the Coulomb 
potential is set ecual to zero.  The wavefunction in  the outer region is denoted by 
'LIN and that in the intermediate region by u1(7, r). 40 
T1 +(ko) = et5'±(1`°) sin 81±(ko),  (3.7) 
and to the solution Ti±(ki  , k) of the Lippmann-Schwinger equation (3.2) by: 
EP(ko)ET(ko)
ti±(ko) =  P ETI±(ko , ko),  PE = 2ko  (3.8)
Ep(ko)  ET(ko) 
Note again, we solve the Lippmann-Schwinger equation with a potential 
which is the sum of nuclear and cutoff Coulomb.  Accordingly, the preliminary 
or unmatched phase shift 8j =1±  [which describes the wavefunction (3.6) in the outer 
region of Fig. 3.1], incorporates the effects of the naturally finite-range nuclear po­
tential and of the artificially truncated Coulomb potential.  In particular, effects 
arising from the finite extent of the target's charge distribution is included in the 
charge form factor p(q) in (3.1), and consequently is included in the preliminary 
phase shift 
To describe physical scattering observables we need a wavefunction which 
incorporates the full extent of the Coulomb force (or at least one with a cutoff of 
atomic dimensions, which is essentially at infinity in Fig. 3.1). This, in turn, requires 
that the preliminary phase shifts 83 be corrected for the artificial cutoff. The heart of 
the VP procedure is the observation that while there is no nuclear potential acting 
in the intermediate region between R and Reut of Fig. 3.1, there is the Coulomb 
potential there, and that means the wavefunction in the intermediate region must 
be a linear combination of regular and irregular Coulomb waves: 
F1(77, kor)  tic_,(4)1/1+)(77, kor)  R < r < R,,t 
ui±(77 , r)  .  (3.9) 
sin [kor  17/2  bi± + al  ln(2kor)  r(< R,t) 
Here 77 = Z p ZT,e2 /7; is the Sommerfeld parameter, Fi(77 , kr) is the regular Coulomb 
function, and I-- 11(') (r7, kr) is the outgoing Coulomb function. 
The Coulomb-modified T matrix, 41 
7lic±(k0)  d=ef eial`± sin 61`±,  (3.10) 
is unknown, and the purpose of the VP procedure is to determine it, or equivalently 
the phase shift  This is done by the requiring that at r = Rcut, the intermediate 
region's wavefunction  (77, r) (a linear combination of Coulomb waves) has a loga­
rithmic derivative which matches that of the exterior wavefunction 111_,.(r) (a linear 
combination of free waves): 
ut(77, r)  utt(r)  (3.11)
iii±(77,r)  2//± (r) 
While r is not large enough to match the phases of the asymptotic wavefunctions 
in (3.6) and (3.9), we can match the linear combination of free and Coulomb waves. 
This yields 
ti+(k)[F/(77, kr), Hi(+) (kr)] + [Fi(71, kr), Fi(kr)]
Ti--(k) =  (3.12)
[Fi(kr), H1((7), kr)]  ti_,(k)[111(+)(kr), H1(') (77, kr)]' 
where the brackets indicate Wronskians evaluated at r = Rcut [14]. 
As we expand the intermediate region by taking Rat + oo ,  the intermediate 
region's wavefunction u/4.(kor, 77) becomes the final physical wavefunction from which 
we can extract the experimental scattering observables. Consequently, we can now 
use the standard expression for the scattering amplitude describing scattering from 
a short-range potential in the presence of the Coulomb potential. It is informative to 
note that if, instead of matching, we had set the phase of the asymptotic limit of the 
intermediate-region wavefunction u/_,(kor,7?) (3.9) equal to that of the asymptotic 
limit of the exterior wavefunction ii3,_1±1/2(r) (3.6), we would have obtained 
1n(2k/icut)  (3.13) 
The ln(2kR,,t) term, which arises from the specific distortion of wavefunctions 
caused by the point Coulomb force, is problematic in the Rc,t  co limit. The 42 
detailed analysis [44,45] shows that for all but the most forward of scatterings, the 
standard expansion of the scattering amplitude can be used with 
81±  8 ± + a1.  (3.14) 
When we determine the Coulomb-modified phase shift via matching the wavefunc­
tions' logarithmic derivatives (3.12), we explicitly subtract the ln(2kR,,t) term. 
Substitution of (3.14) into the usual partial-wave expansion of the scattering 
amplitude, and some rearrangement, leads to the final expression for the (spin­
nonflip) amplitude for scattering: 
f(9) == J;t(9)  f"(9),  (3.15) 
exp{2i [a0  771n sin(0/2)]},  (3.16) fpt(6)  2k0 sin2(6 /2) 
f"(8) =  2ilko  1(21  1)e2'  (e276  1) Pi(cos 0)  (3.17) 
1 
=  (2/  1)e21'47P1(cos 9),  (3.18)
ko 
where fpct is the scattering amplitude for a point Coulomb potential, and fr`c is the 
amplitude for nuclear scattering in the presence of the Coulomb [46].  Note, that 
since the Coulomb-modified phase shift 8  is defined in (3.9) relative to Coulomb 
waves which are already shifted by the point Coulomb phase al, the amplitude f" 
also include the effect of Coulomb scattering from the finite extent of the charge 
distribution. 
3.3. COUPLED STATES (,; x 
3.3.1. Basic Analysis 
If the strong interaction couples orbital or spin angular-momentum states, we 
must generalize the VP methodeven though we assume the Coulomb interaction 43 
remains central and does not couple states. We assume rotation invariance, parity 
conservation, and time reversal invariance, in which case the spin-space structure of 
the nucleon-nucleus T matrix is [14,15]: 
2 T(k', k) = a  b  (a  b)O--nPO7nT  (c  d)6-,Pc-7-,T  (3.19) 
6nT)  f(c-inP -1-(c  d)crrci-7  e(crnP 
Although not indicated in (3.19), a f are functions of the initial and final momenta 
k and k'. The superscripts "P" and "T" in Eq. (3.19) indicate the projectile and 
target respectively, while the subscripts n, 1, and m indicates a dot product of P or 
T's a with one of the three independent unit vectors: 
k x k'  k  k'  n=  (3.20) jk x kir m  1k  k' 
Once the a f amplitudes are known, it is straightforward to calculate the 
experimental scattering observables [14,15,17]. For example, the differential cross 
section, beam analyzing power, target analyzing power, and depolarization param­
eter are: 
1  n a = lar + 
, 
( c12 + 1d12 + 1e12 + 1f12),  (3.21) 
2
 
1

=  --R(a*e  b* f),  (3.22)
Q
 
1

= -R(a*e  b* f),  (3.23) 
a 
Dnon,  (la12 + lb 2  (c12  1d12  lel2 + 1f12)  (3.24)
2a
Here we use the tensor notation Xp,ept with the subscripts p and t denoting the 
direction of the initial-state projectile and target polarizations, the primes denoting 
the corresponding final-state quantities, and a subscript o denoting zero or unde­
tected polarization.  Accordingly, only P is polarized in the n direction in (3.22) 
while only T is polarized in the n direction in (3.23). 44 
The origin of the partial-wave analysis [20] is the expansion of the T and V 
matrices in spin-angle functions: 
iT(Iii,k)\  2  /7113,5/5)(kik) 
\V(1(1,k)i  jmilli ss/  \VI"is's)(ki, k))
 
x )gym. ki)  (3.25)
 yjsJm3(k). 
In (3.25), 1, s, and j are the orbital, spin, and total angular momenta of the target 
plus projectile, and yi7 is the spin-angle function. When we substitute the expan­
sions (3.25) into the three-dimensional Lippmann-Schwinger equation, we obtain 
the integral equations coupling states with spin 0 and 1 (the singlet "s" and triplet 
"t" states), as well as those coupling triplet states with differing orbital angular 
momenta: 
(ss)  (ss)  V;13  (k, p) 17.73 .7(  t ) (k, p)

7;  17' 22  p2 dp
 
(3.26)
rro(ts)  o  E+  E(p)  1" 
1:  0(2')  (k'  )  P) 
T I (")  f"  p2 dp  v 
ii  )( ki p)  )(k', p) 
,  (3.27) 
o  E+  E(p)  V.72(3t)(kl, p) Til(35)(ki p) 
,7,3(tt) )  L \ ij 13 1  _1  "  p2 dp  vrielt);  (k',  v1(7,), (k'  -i(tt j-13-1kPI A' ) +  E+  E(p) mj(tt) (tt) o  Tri(tt)  ri(=t) 7,3  t )  L \ 
3+13-1  '1+13-1  vi+1; 1(k ,P) v, +12+1(k ,P)  7+12 IAA A') 
(3.28) 
v;;(110.7  Ki_(;_tIst  (  t 
172 (12 3 + 13) +1  p2 dp  +12) +1(P, k) ±.7t 
E±  E(p)
i77(t)
o 
313 +1  vi_('ith  , p)  vl_(?);  (t  +1(13, k) 
(3.29) 
For the sake of compactness, we leave off the (k', k) dependences of the leftmost T 
and V in (3.26)(3.29), and use E+ as a shorthand for E(k0)  2,6. 45 
Once these partial-wave Lippmann-Schwinger equations are solved, the on­
energy-shell matrix elements Ti-1,35)(ko, ko) can be converted to phase shifts or 
summed to form scattering amplitudes. In Sec. 3.3.2 we show how to extend the 
spin 1/2 x 1/2 phase shift analysis used for two nucleons [11]- [49] to nucleon-nucleus 
scattering with complex potentials. The summation of the partial-wave T matrices 
to form the spin-basis matrix element, (s/m.,,ITIsms), is derived in [20] for the pure 
nuclear case. As discussed in Sec. 3.3.3, when the Coulomb force is present, there 
is a point Coulomb scattering amplitude added to the nonflip spin matrix elements, 
and a Coulomb phase factor (13.1 = exp(2io-i) multiplying some of the partial wave 
matrix elements: 
+ 1  i(st) k)  07 !1, 1) =  Pil(x = cos  k, k)	  (k'  ,  k)  (3.30)
472  V/(1 + 1) 
T(kl, k)  (0, OIT 0, 0) =  Pi(x)(21 + 1) (1.1TIT 3)(k' k)  (3.31) 
1=0 
k) 
1 
P1(x) {(/ + 2)cl'1Tlit1(") (k'  , k)  /(1 + 1)(1 + 2) T11++Tt) (ki ,  k)  (3.32)
47r 
1=0 
+(21 + 1)1.1T1(i")(k', k) + (1  1)c13/T/111(")(k' k)  (1  1)1 Till 1 tt) (k' k)} 
1 
Too(ki, k) E (0, OTIO, 0) =  P1(x) {(1 + 1)(1)1T1-if -1(n) (k' k) +  )1T1171(") (k' k) 
1=0 
-/(1  1)(1 + 2)  k)	  ./(1  1)1T171(")(ki, k)}  (3.33) 
Titi(to(k,, k)  k) 
1=1 
+V/ + 2  i(tt)  1,tl(tt)(2.,7 k)  (3.34) i_tiTif+2  (k  k)  111-2 
+ 2  1-4- 1(to  21 + 1  i()
Toi  k) =  P/1(x) {-T  (k  , k) +  (k  ,  k)  (3.35)
472  / + 1  "  1(1 + 1)Ti
1=1 
1  1,71:1(to,k,,  + 2	  1  :--irzt)
T11-2'  '(k1) k)}
) 1- 1 + 1  "+` 1 1 
1  1 k)  1
T1_1(k', k)  17'11  (k	  11+2 1(tt) (k' k) 472 
1=2 
)  1 '11	  1)(l 
/ + 1 2,1(t)(ki,  1  -1(tt)( Li	 L  1 1 
)	 (3.36) 
1 1(21 + 1)  +	  V/(/  1) 1 46 
The a- f amplitudes needed to calculate the spin observables (3.21)-(3.24) are then 
constructed from the T matrices in the spin basis: 
1 
a(k', k) =  (T11  Too  T1-1) ,  (3.37)
2 
b(k', k) = 
1  (T11 T T1-1)  (3.38) , 
c(k', k) =  (T11  T  T1-1) ,  (3.39)
2 
d(k', k) = 
1 
(Too + T1_1  T11) /(2 cos  Ick)  (3.40) 
e(k', k) - (Tio  To1)  (3.41)
v 2 
f(kl, k) =  (3.42) 
The partial-wave potential matrix elements used as input to (3.26)-(3.29) are 
obtained by first evaluating the potentials in the spin basis (8' rn IV Isms)  ,  and then 
expanding these spin-basis matrix elements in partial waves. The expansions are the 
same as those of the T matrix, (3.30)-(3.36), but with no Coulomb phase factors. 
These expansions are then inverted to obtain the partial wave potentials Vi'i(si .5) (k1, k) 
by numerically projecting out the different Pr (x) dependences and then solving the 
resulting linear equations [20]. 
3.3.2. Extensions for Optical Potentials 
Blatt and Biedenharn were the first to give the extension to the phase shift 
analysis needed to describe the scattering of two spin 1/2 particles in the presence 
of a tensor force which mixes the orbital angular momentum states [48,49]. They 
assumed that the j = 1 + 1 states within the nucleon-nucleon spin triplet have the 
asymptotic forms: 
lim u- _t +1(r) =  .4 +e  (3.43)
r  cc 
lim ui=j,_1(r) = A_  B_ei[kr-(j+lqi.  (3.44)
r--,CC 47 
The S matrix for the coupled system is then defined by the relation among the A's 
and B's: 
.131  S._+ S+_  A+ 
(3.45) 
B_  S_+ S__  A_ 
where we use the shorthand notation: 
± cif  ± 1).  (3.46) 
For NN scattering below pion production threshold, the S matrix must be unitary 
since flux is conserved, and symmetric since all terms in the Schrodinger equation 
are real. For that case, the most general form for S, a unitary and symmetric 2 x 2 
matrix, is given by a similarity transformation with a "mixing" parameter E: 
(3.47) [SI = 
COS EJ  sin c 
(3.48) [U] = 
sin Ej  cos E3 
e225++ 0 
Le  (3.49) 
0 
When dealing with nonidentical particles scattering through an optical po­
tential, the S matrix is no longer unitary (which means the phases shifts become 
complex), and, as well, the S matrix is no longer symmetric (which means there are 
now two mixing parameters). To describe this more general case, we assume (3.47) 
to be valid but with a more general transformation matrix: 
COS E.4__  sin c__F 
[U] =  (3.50) 
Sin EH__ COS E_H_ 
COS  sin
[L,71-1  1  (3.51)
det U  sin c.+._  cos Ey__ 
det U = cos Ey__ cos E__+ + sin E+_ sin E_+.  (3.52) 48 
This leads to the S matrix elements S±±  = Sj,/,±1,1=i±i(ki'D) having the form: 
S++ =  (cos E+_ cos E_+ 62:8++
det ET 
H- sin  sin E___+ e226--),  (3.53) 
1 
S  E_+e2th++
det  (sin -+ cos 
cos E__+ sin 6_+62i6--),  (3.54) 
1 
=  (sin  cos E+_ e216 ++
det 
cos E+_ sin E+_e2i(5--),  (3.55) 
1 
S  =  ccos +_ cos 6_+62i6-­
det 
sin 6.4_ sin E_+e2'5++).  (3.56) 
The T matrix elements used in the VP procedure and computations are simply 
related to the S matrix elements via (3.7) and (3.8): 
2i pETw(ko, ko)  Sti.31,1=3,4,---1(1c0).  (3.57) 
We note that (3.53)-(3.56) reduce to the standard, coupled case [48,49] if 
= E_+, and to the standard uncoupled case if  =  = 0.  For the sym­
metric S matrix case, Stapp [11] also gave a parameterization of the S matrix in 
terms of the "bar" phase shifts, which in some cases is more convenient for the 
phenomenological parameterization of data. Note, however, the bar phases are not 
the ones introduced here, and even for the NN case, the bar phases do not provide 
a diagonal representation of the S matrix as do the Blatt-Biedenharn phases. 
3.3.3. VP Procedure for Coupled Channels 
The general approach we take for applying the VP procedure to channels 
coupled by an optical potential has three steps. First, we transform the states to 49 
a new basis in which there is no channel coupling. Second, we match the exterior 
wavefunction in this basis ic(kr), to an intermediate region wavefunction u(r,77) (a 
linear combination of Coulomb waves). Finally, we return to the original, nondiag­
onal basis to calculate the scattering observables. 
A possible implementation of these steps would be to take  our S matrix 
elements computed via (3.26)-(3.29) and (3.57), assume they have the forms (3.53) 
(3.56) in terms of phase shifts and coupling parameters, and then search for the 
(S__, S÷+, E _,6_,) which satisfy these transcendental equations. The S's would 
then be the phase shifts in the basis in which S is diagonal and we could  use them 
for matching. Instead, we have adopted a more directbut equivalentapproach in 
which we explicitly diagonalize the S matrix, do the VP matching of the wavefunc­
tions in the diagonal basis to obtain the Coulomb-modified T matrix elements, and 
then transform the matrix elements back to the original basis where we calculate 
the observables. 
Considering the complexity of the procedure, we enumerate the steps followed 
in a realistic calculation. 
1. Start with a microscopic, first order, momentum-space optical potential 
[3,17,181: 
Pn n  Pn  Pn Vn(kt, k)  =  N{(t,,+nb + to  (3.58) P )Pmt(q) + [ta_bcrn an + to an 
tPn  4.Pn  -.P  \1  n (  \ tPn afP c+d m m  c-da/ `-'1  + 7- l'ci-clk.Crmal  + 7- al am)] Pspk,q)f 
Z {(tafb  tePPc7P)g,t(q) -t- [taPPb0,136nT  tPPgnt 
,Pp -.P -.T  .1.PP  tPP (  cr-°T  (-7P ar-T  ryP ( a) m°- m  cdcr I  al  7- c-HdY-' m-1  /  mii r sp \  i} 
Here the subscripts ae indicate that these terms originate from nucleon-
nucleon (NN) t's with the same spin-space structure as (3.19). The potential 50 
(3.58) manifestly contains the spin 1/2 x 1/2 dependence of NN scattering 
weighted by form factors describing the distributions of spin (sp) and matter 
(mt) for protons and neutrons within the nucleus. The off-energy-shell NN t's 
in (3.58) are transformed to the projectile-target center of momentum frame 
with a Lorentz covariant prescription which also optimizes the impulse and 
factorization approximations, and the off-shell variation is described with a 
separable potential [3,18]. 
2. Add the regularized Coulomb potential Vcc-ut(kl, k) (3.22) to the optical poten­
tial  k) (3.58).  Since the Coulomb potential is central, this effectively 
modifies the central potential term arising from taPfi.b and taP;_'6. The Coulomb 
potential is accordingly added to the diagonal spin-basis potentials V, Voo, 
and 
Vcs(ki, k)  7 V53(k', k)
 
1/00(k', k)  Voo(le, k)  Vc`iht(le, k).  (3.59)
 
\ Vii(le,k)/  141(k.',k)/ 
3. Project out the partial wave potentials from the spin-basis potentials	 using 
the V versions of (3.30)-(3.36). The spin-independent Coulomb potential is 
thereby included in 1711i(")(1,:', k) and  Vif(u)(ki, k). 
the 4. Solve 
coupled Lippmann-Schwinger equations (3.26)-(3.29) for  Ti-1,3'5)(k/, k).  This 
is equivalent to solving for the wavefunction in the outer region. 
5. Convert the T matrix elements into S matrix elements via (3.57), and construct 
the nondiagonal S matrix,
 
s+
  s±_
[S] =	  (3.60) 51 
6. Explicitly diagonalize the S matrix elements with the similarity transforma­
tion: 
/ e21(5++  0 
[S'] = [U] [S] [U]  =  (3.61) 
e / 0 
/  1  s+­
[U]
J  (3.62) 
1 
1 
(3.63)
det  -s.  1 / A+-S+ 
= S++  S__ 
\/(S++  S__)2	  (3.64) 
We now know the diagonal elements exp(2i61±). 
7. Extract the preliminary phase shift (5_/	  (for the outer-region's wavefunction), 
or equivalently, the normalized preliminary T' matrix (3.7): 
T±± = ei8±± sin 61±.	  (3.65) 
Since we are in a basis in which there is no coupling, we can match the outer 
wavefunctions to the linear combination of Coulomb waves of the intermediate 
region. 
8. Do the VP matching as in (3.12) to obtain the Coulomb-modified amplitude 
(or, equivalently, the phase shift (5±) from the Tit: 
k)[Fi(ri kr), 111+) (kr)] + [F1(77, kr), F1(kr)] 
=  ±+	  .  (3.66) 
[Fi(kr), 111(+) (77  ,  kr)] + t±(k)[H i(+) (kr), 1-11(')(71, kr)]
 52 
9. Now that we know the wavefunction in the intermediate region, we trans­
form back to the original basis to extract the scattering amplitude. Form a 
Coulomb-modified S' matrix in the diagonal basis, 
/ e2i6Z, 
0 
[Sic]  =  (3.67) 
0 
and use the U matrix of (3.61) to transform Si' back to the basis in which we 
calculate the observables: 
[S"] = [U]'[ Sc][U].  (3.68) 
10. Even though the method is guaranteed to diagonalize the S matrix, as an 
independent test, check that the unitarity constraint is preserved throughout: 
< 1,  S111/  < 1.  (3.69) 
11. We have split the total phase shift into the sum of the point Coulomb phase 
cri plus the Coulomb-modified phase shift S. As done for the spinless case, 
we separate out the point-Coulomb scattering amplitude from the nuclear 
amplitude, leaving behind the Coulomb-phase factor, (I)/ = exp(2ic1), in the 
diagonal (mi, = ms) spin-basis amplitudes T, (k', k). Form the partial-wave 
expansions of these amplitudes via (3.30)(3.36). 
12. Add the point Coulomb amplitude to the diagonal spin-basis amplitudes: 
/ T(k, k') \  / T(k, k') \ 
Too(k, k')  Too(k,  + gt(0).  (3.70) 
Tll(k, k')  \Tii(k,k') I 
13. Calculate the scattering amplitudes af via (3.37)(3.42), and from these the 
experimental observables, for example, via (3.21) (3.24). 53 
3.4. SAMPLE CALCULATIONS 
As a first test of our precision with the VP method, we solved the Lippmann-
Schwinger equation with only a point-Coulomb potential. We confirmed that our 
computations reproduced the point-Coulomb phase shifts al [after removal of the 
771n(2kR,) term in (3.9)]. We concluded from this severe test that factoring out 
the overall phase factor of e'w° is helpful, and that 48-64 grid points are required 
in order for our solution of the Lippmann-Schwinger equation to yield four-five 
place precision in mil.  That precision in °i is needed to obtain a point-Coulomb 
scattering amplitude fft which is indistinguishable from the analytic expression on 
a five-decade semi-logarithmic plot. 
As the next test, we computed pure-Coulomb scattering of 500 MeV protons 
from the finite charge distribution of 3He.  While in this case we have no exact 
answer to compare with, we do have the first Born approximation amplitude, 
Lfinite (19 )  fr (0) p(q)  0[(Z a)2].  (3.71) 
We obtained essentially perfect reproduction of (3.71). This means we can include 
finite Coulomb effects, in addition to the long-range Coulomb force, to at least this 
level of precision [(Z a)2  0.02%]. To obtain this agreement we used 48 grid points 
in the solution of the Lippmann-Schwinger equations (3.26)-(3.29), and increased 
the number of Gaussian integration points used in our partial-wave projection, 
1 
k) =  V(k', k) Pi(cos 0kk) d(cos OLk),  (3.72) 
1 
until the partial-wave summation, 
k) 2- t 
1 
lmaz 
(21 + 1)Vi(ki ,  k)Pi(cos 9 k),  (3.73) 
272 
reproduced all oscillations present in Vccut(k', k). We show a reproduction of this 
type in Fig. 3.2 where the many oscillations arising from the cos(07,,t) term in the 54 
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Figure 3.2. The nuclear plus Coulomb potentials in momentum soace for the spin 
triplet state with ms = rni = 1 as a function of the cosine of the angle between 
k and k'. The summation (3.73) of partial-wave potentials essentially overlaps the 
i-out note,tial. 55 
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Figure 33. The differential cross section for 5D0 MeV proton scattering from 3He 
Calculations performed using a cutoff radius in the range 6 fm < Rcu, < 10 fm fall 
within the t,,szo cu;es. The experimental data are from Ha-usser et al. L501. 56 
cut-off Coulomb potential (3.4) is evident. We obtained six-place reproduction of 
k) using l,,  = 48 partial waves and 96 integration points in the partial-
wave projection (3.72). Ten-place reproduction demanded /max = 96. We expect 
these number to scale as kR, and so larger nuclei or higher energies will require more 
partial waves and grid points. For these calculations we used analytic nuclear form 
factors, although we also were successful for '3C using numerical Fourier transforms 
of Wood-Saxon densities [20]. However, we found that noise and instability appear 
for form factors which fall off slowly in q. In those cases, a cure is to impose a rapid 
fall off for q values beyond the limit of experimental measurements. 
An important requirement on the VP method is that the matching radius, 
which we take equal to Rc,t, be larger than the range of the nuclear force (in order to 
be able to express the intermediate region's wavefunction as a linear combination of 
pure Coulomb waves). However, increasing R,,t makes the cut-off Coulomb potential 
more oscillatory and more difficult to handle in momentum space. In fact, it was the 
sensitivity to changes in R,t which led Ref. [39] to search for an alternative to the 
matching method. For p3He at 500 MeV, we find that using R,t < 5 fm produces 
unstable results (presumably cutting off some of the nuclear potential), but as seen 
in Fig. 3.3, we obtain stable results for 6 fm < Rat < 10 fm. 
In Fig. 3.4 we compare the nuclear-plus-Coulomb cross section and polariza­
tion (solid curves) to those calculated without Coulomb (dashed curves). The exact 
handling of the Coulomb potential is seen to have a significant, although small, effect 
in the semi-logarithmic plot of do/dg, and a more pronounced effect for Aoono 
3.5. CONCLUSION 
We have extended the Vincent-Phatak procedure for the exact inclusion of the 
Coulomb potential in momentum space to calculations of proton scattering from spin 57 
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Figure 3.4. The differential cross section and analyzing power (unpola.rized target, 
DrHectile polarized in normal direction) for 500  MeV proton scattering from 3He. 
The solid curves gives the exact results using the VP method and the dashed curves 
,i7es -;-,e results if no Coulomb force is included. The experimental data are from 
Hausser et al. [501. 58 
1/2 nuclei in which spindependent forces couple orbital and spin angular-momenta 
channels. As part of that extension we also generalized the Blatt-Biedenharn phase 
shift analysis for the scattering of two spin 1/2 particles to cases where the S matrix 
is no longer symmetric (optical potentials or complex phase shifts). Although our 
formulation and calculation is for a more complicated spin dependence than exam­
ined by Arrellano et al. [10], we confirm their finding that the VP procedure can be 
made sufficiently accurate for applications to intermediate-energy proton scattering 
by using high-precision partial-wave expansions and large numbers of partial waves. 
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Elastic nucleon scattering from the 3He and 3H mirror nu­
clei is examined as a test of charge symmetry violation. The differ­
ential cross sections at 500 MeV are calculated using a microscopic, 
momentum-space optical potential including the full coupling of two 
spin 1/2 particles and an exact treatment of the Coulomb force. The 
charge-symmetry-breaking effects investigated arise from a violation 
within the nuclear structure, from the p-nucleus Coulomb force, and 
from the mass differences of the charge symmetric states. Measure­
ments likely to reveal reliable information are noted. 
4.1. INTRODUCTION 
Charge symmetry (CS) is an approximate symmetry of the strong force aris­
ing from the nearly equal masses of the up and down quarks. At the nuclear level 
this means that, apart from electromagnetic and weak effects, the interactions of 
nuclear systems must be the same as the interactions of their charge-symmetric 
counterparts as long as the spin-space states involved remain identical. Yet even 
if the nucleon-nucleon strong forces respected this symmetry, in an experimental 
measurement we would expect some CS violation to arise from the Coulomb force, 
from the different masses for the neutron and proton, and from the different masses 
of charge-symmetric (mirror) nuclei.  If the nucleon-nucleon strong force does not 
obey CS [51], we would expect further violation within the nuclear structure and 
within the nucleonnucleus interaction. 
A useful approach to testing CS in scattering from the trinucleon system is 
to remove some experimental uncertainties by forming ratios of cross sections which 63 
should be identically equal if CS were obeyed. For the pion-trinucleon system, charge 
symmetry predicts [2] 
do- I  d52(71-+  3 H )
r1 =  1'  (4.1) 
do. I clf2(7- 3He) 
do-I dQ(71-- 3 H )
r2 =  1.  (4.2) 
do- I dQ(7r+  3He) 
When Pillai et al. [56,57] measured these ratios they found large deviations from 
1 and concluded that substantial CS violation must be occurring. The analysis by 
Kim et al. [58] showed that the ir- trinucleon Coulomb force is largely responsible 
for these ratios differing from 1, specifically, the ratios get relatively large when 
do- jciS2(-,T  3He) have minima, and these minima are sensitive to Coulomb-nuclear 
interference.  In addition, Kim et al.  concluded that meaningful predictions of 
these ratios required a theory which could reproduce accurately the individual cross 
sections, and not just the ratios. 
In a further study, Gibbs and Gibson [59] concluded that the magnitude of 
the ratios r1 and r2 after the ir- trinucleon Coulomb force is included arises from 
CS violation within the nuclear structure. They fit the pion scattering data by 
introducing differences in the root-mean-square nuclear radii, 
R,(3H)  Rp(3He) = 0.030 + 0.008 fm,  (4.3) 
R,(3He)  R,(3H) = 0.035 + 0.007 fm,  (4.4) 
differences which would vanish if CS were good within the nuclear structure [60]. 
While these differences are relatively small compared to the nuclear radius of '  2 fm, 
and probably close to the level of uncertainty in strong-interaction calculations, they 
are approximately the same size as the CS violation found by including the Coulomb 
force in Fadeev calculations of nuclear structure.  It is, accordingly, interesting to 
see if other hadron probes can confirm this degree of CS violation. 64 
For the nucleon-trinucleon system, charge symmetry demands equal cross 
sections for p  3H and n  3He reactions, and, independently, for the p  3He and 
n  3H reactions: 
def  dcr I A2(p  3H) r1 =  (4.5)
do- I cici(n  3He) 
def  do- I dQ(n  3H) r2 =  (4.6)
do- I dQ(p  3He) 
7?.. cl-f r1 x r2 --,-.-- 1,  (4.7) 
where R. is called a "superratio". It is the calculation of these ratios and the sensi­
tivities of these ratios to several aspects of CS violation with which we are concerned 
in this paper. A direct CS violation within the nucleon-nucleon interaction [51] is 
not considered here. 
4.2. THE CALCULATION 
Our calculation is based on a solution of the Lippmann-Schwinger equation 
with a microscopic, nonlocal, momentum-space optical potential including all spin 
x 7;- couplings and an exact treatment of the  Coulomb potential [3,47,25]. The 
potential is the sum of nuclear (nuc) and Coulomb (coul) parts: 
V(ki, k, E) = V"` (k' , k, E) + V`"I  k),  (4.8) 
N {(tNa  tN,nan)prrlt (g k, E)  ki) 
rein eN  e 
n  4Nn -N -3  Nn -N -NU -3 +tc+d(amai ± al am)] pip(q)} Nn -N 3  -N  n tN  ± +dCi,, +tc-dal L a-b  nn  n 
(4.9) +z {(ta74fb  tNePj'71)Pmn 2(0 + 
itNaP .6N 63 n  --L-tNP 
e 
6,13  tNc+PdeimN Crm3  iNc_PdaIN  13 + tNc+Pd(eN Cr-13 +  CliN63 )1i pn sp (q)}
n M 
Here the t's are elementary, two-nucleon T matrices with their superscripts indi­
cating the nucleons involved, and with their subscripts indicating the spin depen­
dences [11]. The o's are Pauli spinors with their superscripts indicating the beam 65 
nucleon and trinucleon target involved, and with their subscripts indicating cr's pro­
jections onto the three independent scattering vectors, nakx k', in cc k  k', and 
1 cc k  k'. The p's are four independent form factors describing the distribution of 
matter (rat) and spin (sp) within the nucleus. 
The nuclear form factors are a key ingredient of the optical potential and 
possibly the most interesting path upon which CS violation enters our calculation. 
If CS were good for the trinucleon structure, the form factors would obey the relation 
pr,),(3He)  p,:(3H),  pP,(3H)  p:(3He),  (a = rat, sp).  (4.10) = = 
The relations (4.10) reflect the CS of mirror nuclei: the distribution of the two "like" 
nucleons is the same in both nuclei, as is the separate distributions of the "unlike" 
nucleons, and this is independent of whether the nucleons are neutrons or protons. 
If we ignore meson-exchange currents, the matter and spin form factors are 
related to the charge (ch) and magnetic (rag) form factors of the trinucleon system 
with the finite proton size removed [3], 
pPrnt(He) = Fch(He)/f,  (4.11) 
pr,'(He) = Fch(H)/ f,  (4.12) 
pr:p(He) = [4,,Fmg(H)  //,,F,,g(He)]/[f(i.L2p  ti,;;)],  (4.13) 
pi:p(He)  p,pitn[F,g(H)  Fing(He)]/[2f(p,;',  (4.14) = 
Here f is the charge form factor of an elementary proton and µp, the nucleons' 
magnetic moments. In previous work we have applied (4.12)-(4.14) with realistic 
charge and magnetic form factors. For the present calculation, however, we make 
some simplifying assumptions which permit a more convenient variation of nuclear 
radii and which help eliminate noise from what is already a numerically challenging 
calculation. Specifically, we assume that the distribution of spin for the unpaired 
nucleon is the same as its distribution of matter, 66 
Table 4.2. The rms radii of the matter distributions for the trinucleon system. The 
first row are the charge symmetric values, the others include CS breaking. 
Rp(3H) R,(3H) Rp(3He) 1(3He) 
CS  1.700  1.880  1.880  1.700 
CSB1  1.700  1.850  1.880  1.735 
CSB2  1.760  1.850  1.880  1.795 
prs'p(He) =  (4.15) 
while the spin distribution for the paired nucleons vanish, 
pPsp(He) = 0.  (4.16) 
To enable convenient variations of the nuclear radii, we use analytic expressions 
[62] for the form factors. (Performing the calculations with numerical, Fadeev form 
factors [63',, changes the predictions somewhat, but not the conclusions.) 
The nuclear RMS radii used in our calculation are given in Table 4.2. Row 
one gives the values used assuming charge symmetry, while rows two and three break 
CS. The 1.88 fm value derives from the 3He charge form factor [62] and the 1.70 fm 
value from the 311 charge form factor [64,65]. The value of 1.76 fm for Rp(3H) in 
row three arises from a recent measurement [66], and is significantly larger than the 
values of previous measurements. It would be valuable to have it confirmed with a 
nucleon probe. 
To obtain sufficient numerical accuracy for the large momentum transfers 
which occur with protons, we discretized the coupled-channels Lippmann-Schwinger 67 
equation over as many as 64 grid points, decomposed the potentials and T matrices 
into 64 partial waves, and included NN partial waves up to l = 4 (higher NN partial 
waves tend to introduce numerical noise). To include the singular, momentum-space 
Coulomb potential, we used a cutoff radius of 7 fm, and verified that our results 
are stable for small variations about this radius [251. With all these effects included 
at the requisite high precision, the calculation is numerically intensive, and so we 
modified the computer code LPOTp to run on a parallel computer [67]. 
4.3. RESULTS 
The calculations we report here are for 500 MeV nucleon scattering. Nearby 
energies yield similar predictions. In the top part of Fig. 4.1 we show the predicted 
differential cross sections for proton and neutron elastic scattering from 3He and 
3H with all CS-breaking effects included. We see that the neutron scattering cross 
sections (dotted and long-dashed curves) do not exhibit a forward Coulomb peak. 
But aside from that, the p 3He and n 3H cross sections, and the p 3H and n 3He cross 
sections, respectively, are nearly equal (as expected from approximate CS). We 
also note that the proton scattering cross sections (solid and short-dashed curves) 
develop distinct oscillations for angles larger than -- 100°. These oscillations are 
a consequence of Coulomb-nuclear interference, and in contrast to pion scattering 
where the large-angle ratios all equal one, nucleon oscillations occur because the 
nuclear cross section have fallen off to a level comparable to the background Coulomb 
cross section. 
An important consequence of the backward-hemisphere oscillations in 
nucleon-trinucleon scattering is that the ratios (4.5)-(4.6) deviate considerably from 
1, as we show in the bottom of Fig. 4.1. Unfortunately, while we really do expect this 
large an experimental CS-violation signal to occur, we suspect that the back-angle .3 
68 
P-H 
p-He 
n-H 
n-He 
r1 -All Effects on 'H 
r2 -All Effects 
0.0  60.0  120.0  180.0 O(deg) 
3Tri
 Figure Figure  '  Too: Differential cross-sections for p and n scattering from  e and 
3H at 500 MeV as a function of CM scattering angle. Bottom: The ratios rl and 
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part is too sensitive to details of Coulomb-nuclear interference and to uncertainties 
in the numerical Coulomb procedure [25] to produce reliable information. Conse­
quently, we consider only forward-hemisphere measurement of the ratios as reliable, 
and henceforth show only them. For example, we notice in the bottom of Fig. 4.1 
that the forward-hemisphere ratios rl and r2 differ smoothly and significantly from 
1. Furthermore, as shown in Figs. 4.2-4.3, when the superratio 7?, (4.7) is formed, 
we do obtain a large signal in the forward hemisphere, quite a bit larger in fact than 
the one for pion scattering. 
In the the top of Fig. 4.2 we show the predicted superratio when all CS vi­
olation effects are included. The solid and dashed curves correspond to the smaller 
and larger nuclear radii given in rows 2 and 3 of Table 4.2. We see that the su­
perratio is sensitive, but not overly sensitive, to the uncertainty in nuclear radii. 
If an experiment could measure the ratio to this level of precision, an independent 
measurement of nuclear size should be possible. 
In the the bottom of Fig. 4.2 we show the predicted superratio including 
the CS violation arising from only the (n,p) and (31-1e,311) mass differences (solid 
curve), and from only the nuclear structure (dashed curve). The mass difference 
effect essentially disappears in comparison to the nuclear structure one.  Since a 
violation in the nuclear structure is of more interest than the mass difference one, 
this is an encouraging finding. 
In the top of Fig. 4.3 we see the sensitivity of the superratio 1Z, to the use of 
nuclear form factors given by analytic fits to electron scattering data (solid curve) 
and given by numerical solutions to Fadeev equations (dashed curve). In the top 
part of this figure, CS violation from only the mass differences is included, and in 
the bottom violation from only the p-nucleus Coulomb force is included. This figure 
shows that the superratio in this angular region is not sensitive to details of the cc 
2.0 
70 
-
CSE: AN Effects 
CSB: AN Effects (larger r 
)  -- -­
CSB via masses alcne 
CSB via structure 
3C.0  60.0 e(deg)  90.0 
Figure 4.2. Ton: The super:ratio R, (4.6), with all CS violating effects included. 
The solid and dashed curves correspond to smaller and large nuclear radii given in 
lines 2 and 3 respectively of Table 4.2. Bottom: The superratio R including the CS 
violation arising from only the (a,p) and (3He,3H) mass differences (solid curve), 
and from CS violation arising from only the nuclear structure (dashed curve). 0 
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Figure 4.3. Top: The sensitivity of the suberratio R to use of nuclear form factors 
given by analytic fits to electron scattering data (solid curve) and given by numerical 
solutions to Fadeev equations (dashed curve). In this case, CS violation from only 
the mass differences are included. Bottom: Same as on top, only now CS violation 
arises from only the p-nucleus Coulomb force. 72 
nuclear form factors, but is sensitive to the nuclear size. In addition, by comparing 
Figs. 4.2 and 4.3 we see the main CS violation arises from the nuclear structure, 
with a somewhat smaller violation arising from the p-nucleus Coulomb force. The 
Coulomb and structure effects are seen to combine in the 40° region in Fig. 4.2 to 
produce a large effect. 
4.4. CONCLUSION 
We have calculated the ratios of differential cross sections for 500 MeV proton 
and neutron elastic scattering from 'He and 3H. We used a microscopic, momentum-
space optical potential and included the Coulomb force and all spin couplings ex­
actly. We found that at large angles the utility of these ratios as a measure of 
charge symmetry breaking is low due to highly sensitive Coulomb-nuclear interfer­
ence. However, the  forward-hemisphere ratio appears to be quite reliable yet still 
sensitive to the important CS violation mechanisms. 
We predict that most of the CS violation in nucleon-trinucleon scattering 
should arise from CS violation at the nuclear structure level, with about 1/3 of the 
effect arising from the proton-nucleus Coulomb interaction. A measurement of the 
ratios of cross sections for nucleon-trinucleon scattering at the 10% level in the for­
ward hemisphere would be a valuable adjoint to the analogous pion measurements. 
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PPP computes a microscopic, momentum-space optical potential and uses it 
as the driving term in the solution of coupled, Lippmann-Schwinger integral equa­
tions in momentum space. The solutions are used to predict all physical observables 
for the scattering of polarized nucleons from a polarized spin-1/2 nucleus. The in­
clusion of all spin degrees of freedom and the exact treatment of the Coulomb force 
leads to sufficient computational expense to make a parallel implementation of the 
previous LPOTp code attractive. This FORTRAN-77 code runs in parallel using 
the message passing library PVM. 
Title of Program: PPP 
Catalogue number: (supplied by Elsevier) 
Program obtainable from: CPC Program Library, Queen's University of Belfast, N. Ireland 
(see application form in this issue) 
Licensing provisions: none 
Computer: IBM SP1; DEC 3000/500-I-DEC 200 4/166 + IBM RS6000/320. 
Installations: Cornell Theory Center; Oregon State University. 
Programming language used: FORTRAN 77, PVM 
Memory required to execute with typical data: 20 MB 
No. of processors used: 1-32; 1-3. 77 
No. of lines in distributed program, including test data, etc.: 14,500 
Nature of physical problem 
Assuming the basic symmetries of nature, the scattering of a polarized nucleon 
from a polarized spin-1/2 nucleus can be described in terms of six complex amplitudes, 
each containing a different combination of the projectile's and the target's spin opera­
tors. These amplitudes, in turn, can be used to predict 36 experimental observables. To 
calculate these amplitudes we envision the scattering of the projectile nucleon from the 
nucleus as the coherent sum of multiple scatterings of the projectile from one, two, three, 
and so forth nucleons within the nucleus. We employ a theoretical optical potential (com­
plex, nonlocal, and energy dependent) to describe the scattering of the projectile from 
a single nucleon bound within the nucleus. This potential incorporates the finite size of 
the projectile-nucleon interaction, proper kinematics to incorporate nucleon and nucleus 
recoil, modification of the elementary interactions due to binding effects, and Lorentz­
invariant relations among the kinematic variables in different reference frames. We use the 
Lippmann-Schwinger equation (a momentum-space transform of the SchrOdinger equation 
for scattering) to sum up all the multiple scatterings generated by the optical potential. 
While the total angular momentum is conserved in the scattering, the individual spins and 
orbital angular momenta of the nucleon and nucleus couple to each other, and this leads 
to coupled integral equations[1] and accordingly larger matrices. Further computational 
intensity arises from the high-precision inclusion of both the strong and Coulomb forces 
in momentum space[2][3]. 78 
Method of solution 
PPP is a parallel extension of and a computational improvement to the serial code 
LP OTp[4]. It takes tables of the nucleon-nucleon (NN) phase shifts as input and uses them 
to generate the elementary NN scattering. It also takes as input nuclear form factors, that 
is, the Fourier transforms of densities describing the distribution of charge and magnetism 
within the target nucleus. The optical potential is constructed in the four-dimensional spin 
basis. The potential is calculated at the points on a grid in momentum space. Because of 
the large number of such points, we have calculated each row of the matrix on a different 
processor as the Phase I parallelization. 
In order to reduce the dimensionality of the coupled integral equations to be solved, 
the equations and potentials are projected onto the angular momentum-energy basis. This 
"partial-wave" projection is computationally expensive, and so as Phase II of the paral­
lelization, we solved the coupled-channels Lippmann-Schwinger integral equations for each 
orbital angular momentum value in parallel. This entails discretizing the integral equations 
into simultaneous linear equations and solving the linear equations via matrix inversion 
using the LAPACK routines zgetrf and zgetri. Although we have found that solutions 
of these equations with Gaussian elimination is  --30% faster than matrix inversion, we 
compute the inverse in order to permit a separate computation of the projectile-nucleus 
wave function. The resulting scattering amplitudes are used to predict the experimental 
observables. 
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5.1. INTRODUCTION 
Recent experimental advances permit the precision measurement of the scat­
tering of polarized proton beams from polarized nuclei, with the projectile polar­
ization measured after, as well as before, the scattering. This has led to demands 
that the theory we have developed for nucleon-nucleus scattering be used to predict 
more and more spin observables and to predict them with greater accuracy. The 
resulting theoretical improvements have led to an increase in the size and complex­
ity of the code LPOTp used for calculating proton scattering.  For example, the 
larger number ( 96) of partial waves required to include the Coulomb potential 
along with the nuclear one, the extra channel couplings arising from the mixing of 
the spin singlet and triplet states, and the larger numbers of grid points needed for 
high accuracy at large momentum transfers all combine to produce a calculation of 
significant computational intensity. For this reason, and to handle future order-of­
magnitude longer calculations in which there is a complete average over the internal 
or Fermi momenta of nucleons within the nucleus, we have extended our serial code 
LPOTp into a parallel one PPP designed to run on a distributed memory com­
puter. This FORTRAN-77 code runs in parallel using the message-passing  Parallel 
Virtual Machine (PVM) library developed at Oak Ridge National Laboratory. [68] 
The test calculations were carried out on an IBM SP1 at the Cornell Theory Center 
and on a cluster of three workstations (DEC 3000/500 + DEC 200 4/166 + IBM 
RS6000/320) locally. 81 
5.2. PROGRAM STRUCTURE 
PPP performs three basic tasks. First it computes the momentum-space opti­
cal potential V(k', k). Second it solves the Lippmann-Schwinger equation, which for 
our problem reduces to 96 sets of coupled, 1D integral equations. Finally, the solu­
tions to these integral equations are used to predict the 36 experimental observables 
describing the scattering of two spin-1/2 particles. Phase I of our parallelization 
corresponds to the first task and Phase II to the second. Although the equations 
for the observables are tedious to enumerate, they are easy to compute and would 
not benefit from a parallel treatment. 
5.2.1. Optical Potential Construction (Phase I) 
PPP inputs tables of the nucleon-nucleon (NN) phase shifts and uses them 
to generate elementary NN scattering matrices t,NN, or what we often refer to as the 
a  f amplitudes. PPP also inputs nuclear form factors p's, which are the Fourier 
transforms of the density distributions of charge and magnetism within the target 
nucleus. From these p's PPP deduces the distributions of matter and spin within 
the nucleus, and then combines the p's and t's to form the optical potential. 
If we assume rotation invariance, parity conservation, and time reversal in-
variance, the experimental observables needed to describe the scattering of two 
spin-1/2 particles all derive from a T matrix which has the spin-space structure: 
2 T(k', k) = a + b + (a  b)o-i;,o'n + (c + d)o-f720-;  (5.1) 
+ (c  d)o-r at  e(o-P  o-t ) +f  ) 
Here k and k' are momenta of the projectile prior to and after  the scattering, 
q =  kl is the magnitude of the momentum transferred to the target nucleus, 82 
and the cr's are Pauli spin operators. The superscripts on the Pauli spinors in (5.1) 
indicate whether they are the spin operator for the projectile p or target t, while 
the subscripts on a indicate dot products with the three independent unit vectors 
which define the three-dimensional space of the scattering process, 
k  k k'  k k' 
n =  m  (5.2)
lk x kJ!'  kir  lk 
The first-order optical potential is constructed in the spin-momentum basis as 
the sum of products of NN scattering matrices, projectile and target spin operators, 
and nuclear forms factors [3,47]: 
(5.3) V(ki,k)  N {(t:-5  to af)Pint(q)  P7p(q)x 
itPnab°-1Crnt  tPen  tPnc+dCfir"ria.,n  tc-d4crl  tc-f-d(  f 
+Z {(t7 b + to-1,),)pPmt(q) + p (q) x 
[t7 b  t7+daro-;  tr do- r  tPPc+d(o-r,'no-f  o-)1} 
where the subscripts on t indicate their origins in terms of the elementary NN 
amplitudes in (5.1), and the superscripts indicate whether proton-proton or proton-
neutron scattering occurs. The potential (5.3) manifestly contains the projectile 
and target spin dependences weighted by four form factors (the p's) describing the 
distributions of spin (sp) and matter (mt) arising from the protons and neutrons 
within the nucleus. 
Inclusion of the Coulomb potential in momentum space (in addition to the 
nuclear optical potential) for two spin -1/2 particles requires our extension [25] of 
the Vincent-Phatak technique to coupled angular-momentum channels and to much 
larger numbers of partial waves and grid points (both ti 96).  The basis of the 
technique is a momentum-space Coulomb potential which is the Fourier transform 
of the coordinate-space potential arising from the actual nuclear charge distribution 
cut off at some radius Rcut: 83 
ZpZte2
k) =  [p(q)  cos(q Rctit)]  (5.4)
272 q2 
Here Zp and Zt are the charge numbers of the projectile and target respectively, and 
the second term in (5.4) arises from the cutoff. The cut-off radius Rat should be 
made as large as possible to guarantee that none of the nuclear force is cut off (R,,t 
equal to two times the nuclear radius seems about right). The final answers should 
be insensitive to a 1-2 fm variation of  In In this way the short-range nuclear force 
and the short-range corrections which account for the finite extent of the nuclear 
charge distribution are included as input to the integral equations. The scattering 
from a point charge is included by adding the amplitude for scattering from a point 
charge fic), to the final projectile-target a and b amplitudes of (5.1): 
a.(9)\  a(19)  gt(19))  (5.5) 
1;,(19)  b(9)  gt0) 
Many-body effects and relativity leads to a potential V which is a nonlo­
cal operator, that is, an integration over all of space is required to determine the 
potential at any one point. Rather than treat such a potential in coordinate space 
and have to solve an integro-differential equation, we solve the Lippmann-Schwinger 
equation in momentum space: 
T(k', k) = V(k', k)  z+d  V(kl, p) T(p, k),  (5.6) 
where E (p) = EP(p)  E t(p) is the projectile plus target energy and the + super­
script on E indicates a +i has been added to the energy to move the zero of the 
denominator infinitesimally off the real axis. 
In order not to deal with three-dimensional integral equations, the T(k', k) 
and V(k', k) in (5.6) are expanded as a series in spin-angle functions: 
V(k', k) = 2  k) )1-17,7,3 (h') yits-7-, (0,  (5.7) 
jm,11'ss' 84 
T(kt, k)  2 E i(v-l)  k)  (f0 yils3m,(  ),  (5.8) = 
where 1, s, and j are the orbital, spin, and total angular momenta for the target 
plus projectile. The determination of Ti3,3's)(k', k) requires the solution of an inte­
gral equation. The potential Vis',/(ss)(ki, k), which is the driving term in the integral 
equation, is determined by a two-step procedure [47]. First, we evaluate the poten­
tial in the momentum-spin basis, that is, we take the spin matrix elements of the 
potential in (5.3). After some manipulations, the sums in Eq. (5.7) reduce to the 
partial wave decompositions; for example, 
Vss(le,k) =  912 E pi(x)(2/ + 1) Vi11("1(k1 , k),  (5.9) 
,  1 + 2  i-i-i(tt)  2/ + 1  *0 
Voi(ki,k) =  E Pi-(x)  "(k  k)  1)V ")(k' k)  (5.10) 
_Ll  1 1-71-1(tt)  _L.  + 2 V
1-1-1(to(k/  k) 
/  1 uz-i(to
i  ''t/  )  v-2 
7 l + 1  11+2 
Note that the sums are over the orbital angular momentum 1 of the final state, 
and that we have combined matrix elements of different total angular momentum 
j values which multiply the same Legendre polynomial. We invert the partial-wave 
expansions for the potential to obtain  Ili'i(ss)(ki, k) by multiplying the equation for 
each V,,,,(ki,k) by .1311m'  ,  and then numerically evaluating the integral: 
1 
Im',n(k', k) =  dx  k)  (5.11) 
--1 
For cases in which only one  Vi'/(ss)(k', k) enters into the  sum, this is simple; for 
example, 
Vii/(")(ki,k) = 7r2/35(ki,k).  (5.12) 
For cases in which only several Vi3,1(53)(ki, k)'s for differing j and l values enters into 
the sum, the projection results in five, coupled equations: 85 
/ /11(e, k) 
100(k', k) 
k)  BM 'm  k)  (5.13) 
/01(kl, k) 
v1/1++12(to(k,, 
\ 1-1-1(k , k) I 
where the B7,1'"' matrix is composed of the coefficients multiplying the V's as in 
equations (5.9) and (5.10). We solve the matrix equation  (5.13) by numeric matrix 
inversion, V = B-1I, and as a check we sum the partial-wave potentials according 
to Eqs. (.9) and (5.10) and compare the sums to  the original three-dimensional 
expressions. 
This partial-wave projection is computationally expensive since we must  do 
it for all values of k and k' on the grid  {  = 1, N} used to solve the integral 
equation (typically a 96 x 96 grid). Accordingly, as  Phase I of the parallelization we 
evaluate each row of the potential matrices 
/ V(ki, ki)  V(ki, kN) 
V(k2, kJ.) 
Vi,,pin(k,k1) =  (5.14) 
V(kN, ki)  V(kN, kN)/ 
in parallel, that is, each row is computed on a different processor. 
The division of labor might have been made differently. Using N grid  points 
for k and k', lmax partial waves [number of values for subscript  1 in Eq. (5.14)], 
and eight spin channels (number of values for subscript spin in Eq. (5.14))] requires 
calculating N x N x lmax x 8 terms. The Phase I parallelization spawns N processes, 
each representing a row of Eq.  (5.14), to calculate N x lmax x 8 terms apiece. 
Alternatively, We might have spawned N x N processes, one for each V element, to 86 
calculate only lmax x 8 terms each. This would have greatly increased my overhead; 
We chose instead to spawn a number as close to, without falling short of, the number 
of processors available as possible. 
5.2.2. Lippmann-Schwinger Equation (Phase II) 
Once the partial-wave expansions of the potentials have been determined, 
the scattering amplitudes are computed by substituting the  potentials into the 
Lippmann-Schwinger equation (5.6), and solving the resulting integral equations. 
The integral equations reduce to coupled, one-dimensional equations of the foi  : 
p2V (kZE  k) 
71,(k`  ,  k,) =  ,  E I dp  (5.15)
E  E(k) 
The subscript a represents the spin channel while the summation over -y spans the 
channels which couple to a. 
The integrand in (5.15) contains an integrable singularity at the "on-shell" 
momentum /cc,.  To permit numerical integration, this singularity is removed by 
subtracting a term from the integrand which leaves the integrand nonsingular, and 
then adding in the integral of the subtracted term: 
1)217 (k1 , p)T (p, k)  [p2 V (lc' , p)T (p, k)  2/Lict3V(ki, ko)T(Ico, k)1 
dp  dp 
o  E  E(  ie  o  E  E(p)  ie  kO  102 -Fie 
co  1 
+2 lik(2)V (k1  , ko)T (ko, k) 10 dP  lc?)  (5.16)
p 2 + if 
j'dp [p2 V (k' , p)T (p, k)  717.Lic(3V(k/, ko)T (ko, k) 
Jo  E E(p)  q  p2 
--71-i, likoV (ki , ko)T (ko, k),  (5.17) 
where the RHS of Eq. (5.16) is evaluated analytically and where p, is the relativistic 
"reduced mass": 
1 dp2  Et(ko)Ei(ko)  (5.18) = =  2 dE  Ei(ko) + El(ko). 87 
We solve the integral equations  (5.15) by approximating the integrals as sums over 
N Gaussian grid points {pili = 1, N} with weights {wili = 1, N}: 
Ta(kl k)  k)  ko)T7(k.,3, k)  (5.19) 
2  k)  2 I.Lk;3  , korty(ko k) 
E  E (pi) 
We convert (5.19) to a set of linear equations,  such as 
( T1.7(")(m, n)  (  ,(,") (rn, n)\  I V; 3C") (m, n)  1/37 st) (m, n) 1 3C
1,j(t.$) v,Tt)(7.71, 
(772, n),/  't,/(ts) (7n, n)  \  n) 
GnL  0  \  Tj1")(rr2,, n) 
(5 20)
 
\  0  G,  TLf.ts)(m,n) 
by defining the supermatrix elements for G, V, and T with an (N -I-1)st,  additional, 
"on-shell," point, such that kN4.1 = ko and the sums over n and m now extend to 
N + 1. 
Va(p,Prn)  (n = 1 -4 N,  7n  1 -4 N) 
Va(ko, pm)  (n  + 1,  m = 1  N) 
V,(m, n)  (5.21) 
ko)  (n = 1  N  rn = N + 1) 
ico)  (n = N + 1,  m = N + 1) 
E (pm))  ( n = 1  > N) 
= 1  (5.22) 
[ 2y  (2w,q/(71-(kij  pi2))  iko2kc  (n = N + 1). 
We solve the 2 x (N+ 1)2 coupled equations (5.20) by rearranging the matrix 
equation: 
[T] = {11  [V G][T]  (5.23) 
[1  VG] [T] = [V]  (5.24)
 
[T] = [1  V G]' [V].  (5.25)
 
Equation (5.25) is solved by matrix inversion using the LAPACK routines zgetrf 
and zg etri. Although we have found that solutions of these equations with Gaussian 88 
Table 5.3. Notations for spin amplitudes. 
jcts) 73(t )  1 
p3j  t  m j( tt).  st)
vicssl)  +t1 3 +1  +1  Vitt) 
a E- N5pin 1 2  3  4  5  6  7 8 
elimination is --30% faster than matrix inversion, we compute the inverse in order 
to permit a separate computation of the projectile-nucleus wave function with the 
same inverse matrix: 
[0] = [1 VG] -1[0].  (5.26) 
As indicated in Table 5.3, there are eight spin channels (represented here as 
a or by the values of  Nwin) for each value of 1, with these spin channels coupled 
0(to  Ito(i.t_t)1  TIT 1t)  7-,_0(1t1t) into pairs of two. (Note the special case, T00  0.) In 
Phase II of our parallelization, the set of coupled integral equations for each of some 
96 1 values is solved as a separate process. Each solution is an ideally exportable 
parallel task since it requires little information, namely the V values, and performs 
many operations for each input datum while inverting the matrices. 
5.2.3. Scattering Observables 
Once we have solved the integral equations for the 711',s's)'s, the matrix el­
ements in the spin basis (sims,ITIsms) are computed via equations such as  (5.9)­
(5.10) with the V's replaced by T's. The proton-nucleus a  f amplitudes needed 
to compute experimental observables are then formed, for example, 89 
a = -2 (Tii + Too  T1-1) ,  f = ivT31.  (5.27) 
The amplitudes in Eq. (5.1) describing the scattering of two spin-1/2 particles can 
form 36 spin observables. For example, the differential cross section and analyzing 
power are: 
do- 1;  112 
ibi2  iC12 + 1(112  If I2),  (5.28) 
A(2)  Re(ase  b* f) 
(5.29) oon.  du /dS2 
5.3. PVM IMPLEMENTATION 
The parallelization of PPP used the PVM package which functions by starting 
independent tasks on processors additional to the first and passing messages between 
the two. This message passing represents an overhead in computational resources 
because it requires additional operations beyond the algorithm and because any 
communication protocol is slower than the internal functioning of a serial CPU. 
Success in parallelization increases with the number of operations to be performed 
by the remote processor, but is inversely proportional to the amount of data which 
needs to be communicated between the master program and slave process. 
A sample of code from the phase II parallelization shows the procedure. 
Once the potential has been calculated, the main program spawns slave processes 
to solve the LS equation.  It must then transmit the potential values, along with 
other important variables, to the slaves by using the PVM communication protocol. 
Once that loop, addressing each slave in turn, has been completed, another loop, 
again adressing each slave in turn, must be initiated to receive the results of the 
calculations. 90 
call pvmfmytid( mytid )
 
call pvmfcatchout(1)
 
Spawn slave processes  *************
 
call pvmfspawn('Conquistador',PVMDEFAULT,'*',1dmax,tids,numt)
 
c  *************  Pack input data and send'to slaves *************
 
do 420 ldum = 1,1dmax
 
call pvmfinitsend(PVMRAW,bufid)
 
call pvmfpack( REAL8, ur(1,1,1), newdim, 1, info)
 
call pvmfpack( REAL8, ui(1,1,1), newdim, 1, info)
 
call pvmfsend( tids(ldum), 1, info)
 
420  continue
 
**********  Receive output from slaves  ******************
 
do 425 ld = 1,1dmax
 
call pvmfrecv(tids(ld), ld, bufid)
 
call pvmfunpack( REAL8, ttr(1), 8,  1, info)
 
425  continue
 
The slave process program will have mirror coding to receive the input data 
message and to send the output back to the master program. The PVM subroutines 
handle all the data encoding and communication protocols. The slave program, 
called conquistador.f here, includes other subroutines at compile time. It might run 91 
on a different processor of the same machine as the main program, or it might exist 
on a separate computer connected only via network. 
program conquistador
 
include '/usr/local/include/fpvm3.h'
 
implicit real*8 (a-h, o-z)
 
integer info, nproc, nhost, mytid, bufid, consti
 
wt(96)  sigbrn(361)
 , ,
 ,
 dimension  den(194)  gp(96)
 
c **** Determine Process ID number for this slave and its parent**
 
call pvmfmytid( mytid )
 
call pvmfparent( mtid )
 
c **** Receive input data and parameters  from parent  ************
 
call pvmfunpack( INTEGER4, consti(1), 5,  1, info)
 
newdim = consti(5)
 
call pvmfunpack( REAL8, ur(1,1,1), newdim, 1, info)
 
c **** Loop over nspin values in which LS equation is solved *****
 
do 410 nspin = 1,8
 
,
 call Fmatrx( den  n1  , nmax  , nspin  ,  ldum, psfac)
 
410  continue
 
c **** Transmit results back to parent process *******************
 
call pvmfinitsend(PVMRAW, bufid)
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call pvmfpack( REAL8, tr(1), 8, 1, info)
 
call pvmfpack( REAL8, ti(1), 8,  1, info)
 
call pvmfsend( mtid, ld, info)
 
call pvmfexit(info)
 
end
 
The subroutines called by the slave process perform the computationally 
involved solution of the LS equation as well as the Coulomb matching [25]. The 
main processor has moved on to instructing other slaves while the work proceeds on 
the slave processor. 
5.4. RESULTS 
It is important to remember that the only goal of parallelizing a code is 
a realtime speed-up.  Traditionally, the goal of optimization has been to reduce 
CPU time; the fewer the operations, the faster the code.  As we have seen, the 
message passing between processes represents an unavoidable increase in the number 
of operations.  Success, therefore, can only be judged in realtime running length. 
Fortunately, the IBM SP1 is a single threaded machine.  This means that each 
processor will not be sharing resources with other programs during successive runs 
of the same calculation, which would lead to widely disparate runtimes. Another 
consideration unnecessary here is a consideration of varying speeds in the processors 
making up the virtual machine. The SP1 consists of identical RS-6000 processors 
connected by fiber optic links. These direct links also help to reduce the latency 
time in message passing. 
Figure 1 plots the phase I parallelization running time of a typical calculation 
versus the number of processors made available to it. The overhead of the parallel 93 
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Figure 5.1. Running time versus number of nodes for phase I. 94 
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Figure 5.2. Running time versus number of nodes for phase II. 95 
calculation is apparent for small numbers of processors. The serial calculation, at 
169 seconds of running time, outperforms the four processor parallel version, using 
219 seconds to complete the same calculation. 
Figure II plots the same variables for the phase II parallelization. The im­
provement in running time is immediate and dramatic. The greater ratio of op­
erations performed by slave tasks to messages passed makes this parallel version 
more effective than serial even for small numbers of processors. Had greater com­
puting resources, allowing us to perform a calculation for every possible number of 
nodes, been available, this graph would contain discontinuities where the average 
number of slave tasks per processor crossed an integer number. For instance, a 22 
node calculation, corresponding to exactly two slave processes per node, would show 
a discontinuously smaller running time than calculations using 21 or fewer nodes, 
which would require at least some nodes to handle three slave tasks. 
5.5. CONCLUSION 
The use of PVM to parallelize PPP has resulted in a factor of five improve­
ment in running time. The unavoidable processes of loading phase shifts and storing 
results cannot be optimized; therefore, any additional attempts to speed the calcu­
lation promise to present a case of diminishing returns.  This speedup makes it 
possible to run larger calculations with more grid points and greater numbers of 
partial waves. This should provide for increased accuracy sufficient to make further 
more sensitive calculations  feasible. 
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6. CONCLUSIONS
 
The theory of the momentum space optical potential for spin 2 x 2 scattering 
has been improved significantly over previous versions. [17] We can now calculate a 
scattering amplitude previously set to zero or included in first Born approximation 
and we no longer need to treat the Coulomb potential approximately. Running time 
has been reduced, calculation size has been increased, and in the process, the code 
has been simplified. The door is now open to further improvements. 
Agreement between prediction and data for specific variables has improved 
dramatically, yet others retain a disparity. [47] In part, this seemingly continual gap 
between theory and experiment is due to the ever-increasing number of observables 
for which data is becoming available. The need for greater accuracy and improved 
theory remains. 
The charge-symmetry violation reflected in differences between the up and 
down quark masses is very small. Seeing it reflected in a gap between a measured 
observable and a theoretical curve will require a great deal of accuracy and an 
improvement in theory. The present code is in a position to help determine the 
accuracy of physical parameters,  such as the neutron radii in trinucleons, which 
are currently insufficiently known to draw any conclusions about charge-symmetry 
violation. [59] 
Further experiments would make such conclusions possible. If they are per­
formed, more accurate theoretical calculations will be required. The groundwork laid 98 
here, with further advances, possibly full-Fermi averaging, inclusion of the second 
order optical potential, Dirac degrees of freedom, or better nucleon-nucleon phase 
shifts, will enable agreement between theory and experiment sufficiently accurate to 
isolate quark-level effects. 99 
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