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Girsanov’s formula for G-Brownian motion
Emi Osuka∗
Abstract
In this paper, we establish Girsanov’s formula for G-Brownian motion. Peng
(2007, 2008) constructed G-Brownian motion on the space of continuous paths
under a sublinear expectation called G-expectation; as obtained by Denis et al.
(2011), G-expectation is represented as the supremum of linear expectations with
respect to martingale measures of a certain class. Our argument is based on this
representation with an enlargement of the associated class of martingale measures,
and on Girsanov’s formula for martingales in the classical stochastic analysis. The
methodology differs from that of Xu et al. (2011), and applies to the multidimen-
sional G-Brownian motion.
1 Introduction
Motivated by risk measures and volatility uncertainty problems in finance, S. Peng intro-
duced the notion of G-Brownian motion. Intuitively, G-Brownian motion is a Brownian
motion whose variance is uncertain. While the classical Brownian motion is defined on
a probability space, G-Brownian motion is defined on a sublinear expectation space,
that is, the triple (Ω,H,E), where Ω is a given set and H is a vector lattice of real-
valued functions on Ω containing 1, which is the domain of a sublinear expectation E.
G-Brownian motion is defined by using two notions concerning distributions on a sub-
linear expectation space: identical distributedness and independence. On a sublinear
expectation space, the notion of distributions cannot be interpreted as that on a prob-
ability space; indeed, as introduced in [6], it also needs to be interpreted as a sublinear
expectation on a class of test functions suitably chosen according to the domain H.
Peng [8, 9] constructed a sublinear expectation space on which the canonical process
of the space Ω = C0([0,∞);Rd) of continuous paths starting from 0 becomes a G-
Brownian motion. The sublinear expectation in this space is called G-expectation.
Itoˆ’s integrals with respect to G-Brownian motion and the quadratic variation process
of G-Brownian motion were also defined in [8, 9]. Recently, L. Denis, M. Hu and
∗Mathematical Institute, Tohoku University, Aoba-ku, Sendai 980-8578, Japan.
e-mail: sa9m06@math.tohoku.ac.jp
phone: +81 227956401, fax: +81 227956400
Key words: G-Brownian motion, G-expectation, sublinear expectation space, Girsanov’s formula,
upper expectation.
Mathematical Subject Classifications (2010): 60H30, 60J65
2S. Peng proved in [1] that G-expectation can be represented as the supremum of linear
expectations, referred to as the upper expectation, with respect to martingale measures
of a certain class.
In this paper, we derive Girsanov’s formula for G-Brownian motion; when we are
given a G-Brownian motion and a drift on the sublinear expectation space of Peng
[8, 9], we construct a new sublinear expectation space on which the G-Brownian motion
with the drift is a G-Brownian motion. Through the construction, G-expectation is
transformed into a weighted G-expectation. The weight has the same form as that in
the classical Girsanov’s formula, in which Itoˆ’s integral for G-Brownian motion and the
quadratic variation process are involved. A remarkable point of the construction is that
not only G-expectation but also its domain is changed. As a sublinear expectation space
is the notion including the domain of a sublinear expectation, in general some care about
the choice of domains is needed when changing sublinear expectations. In the course of
our discussion, it is also required that the notion of distributions is appropriately defined
in the new sublinear expectation space. Those are main reasons why the domain of G-
expectation is changed in order to formulate Girsanov’s formula for G-Brownian motion.
In the classical stochastic analysis, Girsanov’s formula for Brownian motion plays
a fundamental role; it is applied in many directions such as the derivation of large de-
viations of Schilder’s [11], the construction of weak solutions to stochastic differential
equations driven by Brownian motion and so on. Among them is the derivation of a
variational representation for functionals of Brownian motion due to Boue´-Dupuis [2],
where they also showed the usefulness of the representation by applying it to prove
Laplace principles for families of functionals of Brownian motion. Using the main result
of the present paper, we establish in [5] a variational representation for functionals of
G-Brownian motion and show that a similar application is possible under the frame-
work of G-expectation space. Independently of our work [5], Gao [3] also obtains the
representation by using our Girsanov’s formula, and discusses an application to a large
deviation for stochastic flows driven by G-Brownian motion.
The keys to the proof of our main result are: (i) the representation of the up-
per expectation for G-expectation due to Denis-Hu-Peng [1], with an enlargement of
the associated class of martingale measures as given in Soner-Touzi-Zhang [12]; and
(ii) Girsanov’s formula for martingales in the classical stochastic analysis. Our method-
ology is different from that of Xu-Shang-Zhang [13], in which they obtained Girsanov’s
formula for one-dimensional G-Brownian motion; their proof relies on the martingale
characterization of one-dimensional G-Brownian motion in [14], which restricts their
argument to one dimension, whereas the method we employ in this paper equally works
for multidimensional G-Brownian motion. See Remark 5.8.
This paper is organized as follows. From Section 2 through Section 4, we introduce
necessary notions and related results as preliminaries: the notion of distributions on a
sublinear expectation space, the construction of G-expectation, stochastic integrals for
G-Brownian motion, and the upper expectation for G-expectation given by Denis-Hu-
Peng [1]. In Section 5, we state and prove Girsanov’s formula for G-Brownian motion.
31.1 Notation
• Cb,Lip(Rn) : the space of all bounded and Lipschitz continuous functions on Rn
• Cl,Lip(Rn) : the space of all functions ϕ satisfying
|ϕ(x)− ϕ(y)| 6 C(1 + |x|k + |y|k)|x− y| for all x, y ∈ Rn
for some C > 0, k ∈ N depending on ϕ
• Rd×d : all d× d real matrices
• Id : the d× d unit matrix
• |x| := √x · x : the norm of x ∈ Rn, where · is the inner product of Rn
• ‖A‖ := √tr[AA∗] : the norm of A ∈ Rd×d, where A∗ is the transposed matrix of
A
• For a probability measure P , EP denotes the expectation with respect to P
In the sequel, unless otherwise stated, probability spaces we deal with are all assumed
to be completed.
2 Sublinear expectation spaces
Following Peng [6, Chapter I], we introduce the definition of sublinear expectations and
related notions.
Let Ω be a given set and H a vector lattice of real functions on Ω containing 1, that
is, H is a linear space such that 1 ∈ H and that X ∈ H implies |X| ∈ H.
Definition 2.1. A functional E : H → R is called a sublinear expectation if it
satisfies
(i) E[X ] 6 E[Y ] if X 6 Y ,
(ii) E[c] = c for all c ∈ R,
(iii) E[X + Y ] 6 E[X ] + E[Y ] for all X, Y ∈ H,
(iv) E[λX ] = λE[X ] for all λ > 0.
The triple (Ω,H,E) is called a sublinear expectation space.
Definition 2.2. Let (Ω,H,E) be a sublinear expectation space. X = (X1, . . . , Xn)
is called an n-dimensional random vector, denoted by X ∈ Hn, if X i ∈ H for each
i = 1, . . . , n. {Xt; t > 0} is called an n-dimensional stochastic process if for each
t > 0, Xt is an n-dimensional random vector.
4Next we introduce the notion of distributions of random variables under a sublinear
expectation space. Let us consider the following sublinear expectation space:
for all n ∈ N and ϕ ∈ Cl,Lip(Rn), X ∈ Hn implies ϕ(X) ∈ H. (2.1)
Definition 2.3. Let X1 and X2 be two n-dimensional random vectors, and X3 an m-
dimensional random vector defined on a sublinear expectation space (Ω,H,E). X1 and
X2 are called identically distributed if
E[ϕ(X1)] = E[ϕ(X2)] for each ϕ ∈ Cl,Lip(Rn). (2.2)
X3 is said to be independent from X1 if
E[ϕ(X1, X3)] = E[E[ϕ(x,X3)]
∣∣
x=X1
] for each ϕ ∈ Cl,Lip(Rn+m). (2.3)
We remark that, as in (2.1), in order to define the notion of distributions, the essential
requirement for H is thatH is closed under substitutions of its elements into functions ϕ
of a certain class, which may also be chosen, e.g., as Cb,Lip(R
n), the space of all bounded
Lipschitz continuous functions on Rn; then in the above definition, Cl,Lip(R
n) in (2.2)
and Cl,Lip(R
n+m) in (2.3) are replaced by Cb,Lip(R
n) and Cb,Lip(R
n+m), respectively.
3 G-Brownian motion and G-expectation
Following Peng [8, 9], we introduce the construction of G-Brownian motion and related
notions.
Throughout the paper, we fix T > 0 and denote by Θ a fixed non-empty, bounded and
closed subset of Rd×d. Let Ω := C0([0, T ];R
d) be the space of all Rd-valued continuous
functions (ωt)t∈[0,T ] with ω0 = 0, equipped with the distance
ρ(ω1, ω2) := max
t∈[0,T ]
|ω1t − ω2t |.
For each t ∈ [0, T ], we also set Ωt := {ω·∧t : ω ∈ Ω}. We denote by B(Ω) (resp. B(Ωt))
the Borel σ-algebra on Ω (resp. Ωt).
3.1 G-Brownian motion and G-expectation
For each ϕ ∈ Cb,Lip(Rd), we denote by uϕ ∈ C([0, T ]×Rd) the unique viscosity solution
of the following nonlinear partial differential equation called G-heat equation:
∂u
∂t
−G(D2u) = 0 in (0, T )× Rd,
u|t=0 = ϕ in Rd,
(3.1)
where D2u is the Hessian matrix of u and
G(A) := sup
γ∈Θ
{
1
2
tr[γγ∗A]
}
for a d × d symmetric real matrix A; for the existence and uniqueness of a viscosity
solution of (3.1), refer to Appendix C, Section 3 in [6].
5Remark 3.1. If there exists a constant σ0 > 0 such that γγ
∗ > σ0Id for all γ ∈ Θ, then
(3.1) has a unique C1,2-solution.
Let B be the canonical process of Ω. For each t ∈ [0, T ], we denote by Cb,Lip(Ωt) the
set of all bounded Lipschitz cylinder functionals on Ωt:
Cb,Lip(Ωt) := {ϕ(Bt1 , . . . , Btn) : n ∈ N, t1, . . . , tn ∈ [0, t], ϕ ∈ Cb,Lip((Rd)n)},
and we write Cb,Lip(Ω) ≡ Cb,Lip(ΩT ) simply. We can construct a consistent sublinear
expectation E on Cb,Lip(Ω) such that
• for all 0 6 s < t 6 T and ϕ ∈ Cb,Lip(Rd),
E[ϕ(Bt − Bs)] = E[ϕ(Bt−s)] = uϕ(t− s, 0),
• for all n ∈ N, 0 6 t1 < · · · < tn 6 T and ϕ ∈ Cb,Lip((Rd)n),
E[ϕ(Bt1 , . . . , Btn)] = E[ϕ1(Bt1 , . . . , Btn−1)],
where ϕ1(x1, . . . , xn−1) := E[ϕ(x1, . . . , xn−1, B
tn−1
tn + xn−1)] with B
s
t := Bt−Bs for
0 6 s 6 t 6 T .
For tk−1 6 t < tk, the related conditional expectation of ϕ(Bt1 , . . . , Btn) on Cb,Lip(Ωt) is
defined by
Et[ϕ(Bt1 , . . . , Btn)] := ϕn−k(Bt1 , . . . , Btk−1 , Bt),
where ϕn−k(x1, . . . , xk−1, xk) = E[ϕ(x1, . . . , xk−1, B
t
tk
+ xk, . . . , B
t
tn + xk)].
Let L1G(Ωt) be the completion of Cb,Lip(Ωt) under the norm E[| · |], and we write
L1G(Ω) ≡ L1G(ΩT ) simply. We can extend E[·] (resp. Et[·]) to a unique sublinear expec-
tation (resp. a conditional sublinear expectation) on L1G(Ω). It is called G-expectation
(resp. conditional G-expectation).
Definition 3.2. A stochastic process B on (Ω,L1G(Ω),E) is called a G-Brownian
motion if
(i) B0 = 0,
(ii) for all 0 6 s < t 6 T and ϕ ∈ Cb,Lip(Rd),
E[ϕ(Bt − Bs)] = E[ϕ(Bt−s)] = uϕ(t− s, 0),
(iii) for all n ∈ N, 0 6 t1 < · · · < tn 6 T and ϕ ∈ Cb,Lip((Rd)n),
E[ϕ(Bt1 , . . . , Btn)] = E[ϕ1(Bt1 , . . . , Btn−1)],
where ϕ1(x1, . . . , xn−1) := E[ϕ(x1, . . . , xn−1, Btn − Btn−1 + xn−1)].
Note that (ii) means Bt − Bs and Bt−s are identically distributed, and that (iii)
means Btn − Btn−1 is independent from (Bt1 , . . . , Btn−1). From the above definition, we
can see that on the sublinear expectation space (Ω,L1G(Ω),E), the canonical process is
a G-Brownian motion.
63.2 Itoˆ’s integral for G-Brownian motion
For each p > 1, we denote by LpG(Ωt) the completion of Cb,Lip(Ωt) under E[| · |p]1/p. Let
M
p,0
G (Ω) :=
{
n−1∑
k=0
ξk1l[tk,tk+1) : n ∈ N, 0 = t0 < t1 < · · · < tn = T, ξk ∈ LpG(Ωtk)
}
,
and let MpG(Ω) be the completion of M
p,0
G (Ω) under (
∫ T
0
E[| · |p]dt)1/p.
For every h ∈ (M2G(Ω))d, we denote∫ t
0
hs · dBs =
d∑
i=1
∫ t
0
his dB
i
s.
Here each summand denotes Itoˆ’s integral with respect to the i-th coordinate Bi of G-
Brownian motion B, which is defined as an element of L2G(Ωt). For every i, j = 1, . . . , d,
the mutual variation of Bi and Bj
〈Bi, Bj〉t := BitBjt −
∫ t
0
Bis dB
j
s −
∫ t
0
Bjs dB
i
s
is also defined since Bi, Bj ∈ M2G(Ω). We denote by 〈B〉t := (〈Bi, Bj〉t)16i,j6d, 0 6 t 6
T , the quadratic variation of B. For each η ∈ (M1G(Ω))d, we can define∫ t
0
(d〈B〉s ηs) :=
(
d∑
j=1
∫ t
0
ηjs d〈Bi, Bj〉s
)
16i6d
as an element of (L1G(Ωt))d. Noting that η1η2 ∈M1G(Ω) for any η1, η2 ∈M2G(Ω), we also
set, for each h ∈ (M2G(Ω))d,∫ t
0
hs · (d〈B〉s hs) :=
d∑
i,j=1
∫ t
0
his h
j
s d〈Bi, Bj〉s.
3.3 G-martingales
Now we introduce the notion of G-martingales.
Definition 3.3. A process X = {Xt; 0 6 t 6 T} is called a G-martingale if for each
0 6 s 6 t 6 T , we have Xt ∈ L1G(Ωt) and
Es[Xt] = Xs in L1G(Ωs).
We call X a symmetric G-martingale if both X and −X are G-martingales.
For h ∈ (M2G(Ω))d, for example, Itoˆ’s integral process
∫ ·
0
hs · dBs is a symmetric
G-martingale.
∫ ·
0
hs · (d〈B〉s hs)−
∫ ·
0
2G(hsh
∗
s) ds is a G-martingale, but in general, not
a symmetric G-martingale (see [9] Example 50).
74 An upper expectation for G-expectation
We introduce a representation ofG-expectation as an upper expectation proved in Denis-
Hu-Peng [1].
Let W be a standard d-dimensional Brownian motion under a probability measure
P on Ω, and let FW be the filtration generated by W :
FWt := σ(Wu, 0 6 u 6 t) ∨N , FW := {FWt ; t > 0},
where N is the collection of all P -null subsets. For a given bounded and closed set
Θ ⊂ Rd×d, let
AΘ0,T := {all Θ-valued FW -progressively measurable processes on the interval [0, T ]}.
We identify two elements θ, θ′ ∈ AΘ0,T if they are equivalent:
θt(ω) = θ
′
t(ω) dt× P -a.e. (t, ω) ∈ [0, T ]× Ω.
The quotient set of AΘ0,T by this equivalence relation is still denoted by the same symbol
AΘ0,T . For each θ ∈ AΘ0,T , let Pθ be the law of the process {
∫ t
0
θs dWs; 0 6 t 6 T}. Now
we define the capacity c : B(Ω)→ [0, 1] by
c(A) := sup
θ∈AΘ
0,T
Pθ(A) for A ∈ B(Ω).
We introduce capacity-related terminology.
• A property holds quasi-surely (q.s.) if it holds outside a set A with c(A) = 0.
• A mapping X : Ω → R is said to be quasi-continuous (q.c.) if for all ε > 0,
there exists an open set O with c(O) < ε such that X|Oc is continuous.
• We say thatX : Ω→ R has a q.c. version if there exists a q.c. function Y : Ω→ R
with X = Y q.s.
For t ∈ [0, T ], we denote by L0(Ωt) the space of all B(Ωt)-measurable real-valued func-
tions. For t = T , we simply write L0(Ω). For each X ∈ L0(Ω) such that EPθ [X ] exists
for all θ ∈ AΘ0,T , we set
E¯[X ] := sup
θ∈AΘ
0,T
EPθ [X ].
The following theorem plays a key role in the formulation and proof of Girsanov’s
formula.
Theorem 4.1 ([1] Theorem 54). It holds that
L1G(Ωt) = {X ∈ L0(Ωt) : X has a q.c. version, lim
n→∞
E¯[|X|1l{|X|>n}] = 0},
E[X ] = E¯[X ] for all X ∈ L1G(Ω).
85 Main result
In this section, we firstly characterize symmetric G-martingales. We then state and
prove the main result of this paper, Girsanov’s formula for G-Brownian motion. We
also explore a condition that plays a similar role to Novikov’s condition in the classical
stochastic analysis.
5.1 A characterization of symmetric G-martingales
We start with a lemma that characterizes conditional G-expectations. For each θ ∈ AΘ0,T
and t ∈ [0, T ], set
A(t, θ) := {θ′ ∈ AΘ0,T : θ′ = θ on [0, t]},
where the identity between θ′ and θ is to be understood as
θ′s(ω) = θs(ω) ds× P -a.e. (s, ω) ∈ [0, t]× Ω.
Lemma 5.1. For each θ ∈ AΘ0,T , X ∈ L1G(Ω) and t ∈ [0, T ], it holds that
Et[X ] = ess sup
θ′∈A(t,θ)
EPθ′ [X|Ft] Pθ-a.s., (5.1)
where {Ft; 0 6 t 6 T} is the natural filtration of B.
As noted in the proof of Proposition 3.4 of Soner-Touzi-Zhang [12], the validity of
(5.1) for X ∈ Cb,Lip(Ω) follows from [1]; the assertion for X ∈ L1G(Ω) is then seen to hold
by approximations as done in the proof of their proposition. Since there seems to be an
inadequacy in its approximating argument and the family {Pθ : θ ∈ AΘ0,T} of probability
measures is strictly smaller than the one in their proposition, we give a proof of this
lemma for the sake of self-containedness of the paper.
Proof of Lemma 5.1. By Lemma 44 of [1] and by the upper expectation representation
for G-expectation (Theorem 4.1), we see that
E[ϕ(x,BtT )]
∣∣
x=ζ
= ess sup
θ∈AΘ
0,T
EP [ϕ(ζ, B
t,θ
T )|FWt ] P -a.s.
for all t ∈ [0, T ], m ∈ N, ϕ ∈ Cb,Lip(Rm+d) and ζ ∈ L2(Ω,FWt , P ;Rm). Here and below
we write
B
s,θ
t =
∫ t
s
θu dWu for 0 6 s 6 t 6 T.
Then, repeating the same argument as in the proof of Theorem 45 of [1], we see induc-
tively that
E[ϕ(x,Bts1 , B
s1
s2
, . . . , Bsk−1sk )]
∣∣
x=ζ
= ess sup
θ∈AΘ
0,T
EP [ϕ(ζ, B
t,θ
s1
, Bs1,θs2 , . . . , B
sk−1,θ
sk
)|FWt ] (5.2)
9P -a.s. for all t ∈ [0, T ], k,m ∈ N, t 6 s1 < · · · < sk 6 T , ϕ ∈ Cb,Lip(Rm × (Rd)k)
and ζ ∈ L2(Ω,FWt , P ;Rm). Now we fix θ ∈ AΘ0,T and t ∈ [0, T ) arbitrarily. We take
X = ϕ(Bt1 , . . . , Btn) ∈ Cb,Lip(Ω) with a partition 0 = t0 6 t1 < · · · < tn = T , and let
i = 0, 1, . . . , n− 1 be such that t ∈ [ti, ti+1). If we set
ϕ1(x1, . . . , xi, x) := E[ϕ(x1, . . . , xi, B
t
ti+1
+ x, . . . , Bttn + x)]
for (x1, . . . , xi, x) ∈ (Rd)i+1, then we have by (5.2)
ϕ1(B
0,θ
t1 , . . . , B
0,θ
ti , B
0,θ
t ) = ess sup
θ′∈A(t,θ)
EP [ϕ(B
0,θ′
t1 , . . . , B
0,θ′
tn )|FWt ] P -a.s.
Let U ∈ Ft be arbitrary and set V = {B0,θ· ∈ U} ∈ FWt . Then
EPθ [1lUϕ1(Bt1 , . . . , Bti , Bt)] = EP [1lV ϕ1(B
0,θ
t1 , . . . , B
0,θ
ti , B
0,θ
t )]
= EP [1lV ess sup
θ′∈A(t,θ)
EP [ϕ(B
0,θ′
t1 , . . . , B
0,θ′
tn )|FWt ]]
= sup
θ′∈A(t,θ)
EP [1lV ϕ(B
0,θ′
t1 , . . . , B
0,θ′
tn )]
= sup
θ′∈A(t,θ)
EPθ′ [1lUϕ(Bt1 , . . . , Btn)],
where we used Yan’s commutation theorem (see, e.g., [7] Theorem a3) for the third line.
Using Yan’s commutation theorem again, and noting Pθ = Pθ′ on Ft for θ′ ∈ A(t, θ), we
see that this is further rewritten as
EPθ [1lUess sup
θ′∈A(t,θ)
EPθ′ [ϕ(Bt1 , . . . , Btn)|Ft]].
As ϕ1(Bt1 , . . . , Bti, Bt) = Et[ϕ(Bt1 , . . . , Btn)] by definition, it follows that
Et[ϕ(Bt1 , . . . , Btn)] = ess sup
θ′∈A(t,θ)
EPθ′ [ϕ(Bt1 , . . . , Btn)|Ft] Pθ-a.s.
Therefore (5.1) is proved for X ∈ Cb,Lip(Ω).
Now for X ∈ L1G(Ω), we take a sequence {Xn}∞n=1 ⊂ Cb,Lip(Ω) such that
E[|X −Xn|]→ 0 as n→∞.
For each θ ∈ AΘ0,T ,
EPθ [|Et[X ]− ess sup
θ′∈A(t,θ)
EPθ′ [X|Ft]|]
6 EPθ [|Et[X ]− Et[Xn]|] + EPθ [|ess sup
θ′∈A(t,θ)
EPθ′ [X|Ft]− ess sup
θ′∈A(t,θ)
EPθ′ [Xn|Ft]|]
=: In + IIn.
It is easily seen that In 6 E[|X −Xn|]. Also for IIn, we have
IIn 6 EPθ [ess sup
θ′∈A(t,θ)
EPθ′ [|X −Xn||Ft]]
10
= sup
θ′∈A(t,θ)
EPθ′ [|X −Xn|]
6 E[|X −Xn|],
where the equality follows from Yan’s commutation theorem and the identity Pθ = Pθ′
on Ft for θ′ ∈ A(t, θ). Therefore both In and IIn converge to 0 as n→∞, which yields
(5.1) for X ∈ L1G(Ω).
As a consequence of Lemma 5.1, we have the following characterization of symmetric
G-martingales.
Proposition 5.2. X = {Xt; 0 6 t 6 T} is a symmetric G-martingale on (Ω,L1G(Ω),E)
if and only if Xt ∈ L1G(Ωt) for all t ∈ [0, T ] and X is a Pθ-martingale for each θ ∈ AΘ0,T .
Proof. We start with the if part. The condition that Xt ∈ L1G(Ωt), t ∈ [0, T ], means
that X is a process on (Ω,L1G(Ω),E). If X is also a Pθ-martingale for each θ ∈ AΘ0,T , we
have, for 0 6 s 6 t 6 T ,
Xs = ess sup
θ′∈A(s,θ)
EPθ′ [Xt|Fs] Pθ-a.s.
By Lemma 5.1, it follows that Xs = Es[Xt] Pθ-a.s. and that
E[|Es[Xt]−Xs|] = 0.
Similarly, we have Es[−Xt] = −Xs in L1G(Ωs) and hence X is a symmetric G-martingale.
Conversely, if X is a symmetric G-martingale, then Xt ∈ L1G(Ωt) for all t ∈ [0, T ].
Since X is a G-martingale,
0 = E[|Es[Xt]−Xs|] = sup
θ∈AΘ
0,T
EPθ [|Es[Xt]−Xs|].
Therefore, for every θ ∈ AΘ0,T , we have by Lemma 5.1,
Xs = Es[Xt] = ess sup
θ′∈A(t,θ)
EPθ′ [Xt|Fs] > EPθ [Xt|Fs] Pθ-a.s.
Similarly, we deduce Xs 6 EPθ [Xt|Fs] Pθ-a.s. from that −X is a G-martingale. Hence,
X is a Pθ-martingale for each θ ∈ AΘ0,T .
5.2 Girsanov’s formula for G-Brownian motion
Let h ∈ (M2G(Ω))d. We define, for 0 6 t 6 T ,
Dt := exp
(∫ t
0
hs · dBs − 1
2
∫ t
0
hs · (d〈B〉s hs)
)
, (5.3)
Bˆt := Bt −
∫ t
0
(d〈B〉s hs),
11
and we set
Cˆb,Lip(Ω) := {ϕ(Bˆt1 , . . . , Bˆtn) : n ∈ N, t1, . . . , tn ∈ [0, T ], ϕ ∈ Cb,Lip((Rd)n)}.
As Bˆt ∈ (L1G(Ωt))d for each t ∈ [0, T ], we may deduce from Theorem 4.1 that Cˆb,Lip(Ω)
is a subspace of L1G(Ω).
Girsanov’s formula for G-Brownian motion is stated as follows.
Theorem 5.3. Assume that there exists σ0 > 0 such that
γγ∗ > σ0Id for all γ ∈ Θ, (5.4)
and that D is a symmetric G-martingale on (Ω,L1G(Ω),E). Define a sublinear expecta-
tion Eˆ by
Eˆ[X ] := E[XDT ] for X ∈ Cˆb,Lip(Ω). (5.5)
Let Hˆ be the completion of Cˆb,Lip(Ω) under the norm Eˆ[| · |], and extend Eˆ to a unique
sublinear expectation on Hˆ. Then the process {Bˆt; 0 6 t 6 T} is a G-Brownian motion
on the sublinear expectation space (Ω, Hˆ, Eˆ).
We remark that the uniform nondegeneracy of Θ is also assumed in [13].
We prove Theorem 5.3 in the next subsection. Before we proceed to the proof,
there are several things we must verify. The first thing is the well-definedness of the
right-hand side of (5.5), which is immediate from Theorem 4.1 since DT is in L1G(Ω) by
assumption and X is a bounded element of L1G(Ω). The second is that the functional Eˆ
defined by (5.5) is indeed a sublinear expectation. As the assumption on D also yields
E[DT ] = −E[−DT ] = 1, this functional possesses the property (ii) in Definition 2.1. The
other three properties follow readily from the definition. The last thing to be verified
prior to the proof of Theorem 5.3 is that {Bˆt; 0 6 t 6 T} is a stochastic process on
(Ω, Hˆ, Eˆ), which we will check in the next lemma. For a fixed θ ∈ AΘ0,T , set
Qθ(A) := EPθ [1lADT ] for A ∈ B(Ω). (5.6)
Note that, by Theorem 4.1, we have
Eˆ[X ] = sup
θ∈AΘ
0,T
EQθ [X ] (5.7)
for all X ∈ Cˆb,Lip(Ω).
Lemma 5.4. For all t ∈ [0, T ], we have Bˆt ∈ Hˆd. Therefore Bˆ is a stochastic process
on (Ω, Hˆ, Eˆ).
Proof. Fix i = 1, . . . , d and take an arbitrary θ ∈ AΘ0,T . By definition, the i-th coordinate
Bi of the canonical process B is a Pθ-martingale. Note that the process D is also a Pθ-
martingale by Proposition 5.2 and satisfies the following relation with Bi and Bˆi:
Bˆit = B
i
t −
∫ t
0
d〈D,Bi〉s
Ds
.
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Therefore, by Girsanov’s formula, Bˆi is a local martingale under Qθ and
〈Bˆi〉t = 〈Bi〉t for all t ∈ [0, T ], Qθ-a.s. and Pθ-a.s.
By definition, 〈Bi〉T under Pθ is identical in law with
∫ T
0
(θsθ
∗
s)
ii ds, where (θsθ
∗
s)
ii is the
(i, i)-entry of the matrix θsθ
∗
s . We thus deduce that, by the boundedness of Θ, there
exists a constant C > 0 depending only on Θ such that
〈Bˆi〉T 6 CT Qθ-a.s. (5.8)
Moreover, by the time-change formula due to Dambis-Dubins-Schwarz (see, e.g., [4]
Theorem 3.4.6), there exists a standard Brownian motion β under Qθ such that
Bˆit = β〈Bˆi〉t for all t ∈ [0, T ], Qθ-a.s.
Combining these, we have, for some p > 1 (actually, for all p > 1),
sup
θ∈AΘ
0,T
EQθ [|Bˆit|p] 6 sup
θ∈AΘ
0,T
EQθ [ max
06t6CT
|βt|p] = EP [ max
06t6CT
|Wt|p] <∞, (5.9)
where W is a one-dimensional Brownian motion under a probability measure P .
Now define the sequence {ϕn(Bˆit)}∞n=1 ⊂ Cˆb,Lip(Ω) through
ϕn(x) := (x ∧ n) ∨ (−n) for x ∈ R.
This approximates Bˆit under the norm Eˆ[| · |]. Indeed, by (5.9)
sup
θ∈AΘ
0,T
EQθ [|Bˆit − ϕn(Bˆit)|] 6 sup
θ∈AΘ
0,T
EQθ [|Bˆit|1l{|Bˆit |>n}]→ 0 (n→∞). (5.10)
By noting that, from (5.7), Hˆ can be seen as the completion of Cˆb,Lip(Ω) under the norm
supθ∈AΘ
0,T
EQθ [| · |], (5.10) shows Bˆit ∈ Hˆ.
In the proof of Theorem 5.3, it will also be required that Bˆ is a true martingale
under Qθ, which follows immediately from (5.8) and Corollary IV.1.25 of [10]. We state
it in the lemma.
Lemma 5.5. For each θ ∈ AΘ0,T , the process {Bˆt; 0 6 t 6 T} is a Qθ-martingale.
5.3 Proof of Theorem 5.3
A probability measure P on (Ω,B(Ω)) is called a martingale measure if the canon-
ical process B is a martingale with respect to FB under P , where FB is the filtration
generated by B:
FBt := σ(Bu, 0 6 u 6 t) ∨N , FB := {FBt ; 0 6 t 6 T},
where N is the collection of all P -null subsets. Let P be the family of all martingale
measures P satisfying
d〈B〉Pt
dt
∈ {γγ∗ : γ ∈ Θ}, a.e. t ∈ [0, T ], P -a.s.,
where 〈B〉P is the quadratic variation process of B under P . First we prove
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Lemma 5.6. For all X ∈ Cb,Lip(Ω),
E[X ] = sup
P∈P
EP [X ].
In the case that the set Θ ⊂ Rd×d has a form {γ ∈ Rd×d : σ0Id 6 γγ∗ 6 σ1Id}
for some constants 0 < σ0 6 σ1, this lemma follows readily from Proposition 3.4 in
[12]. Notice that the proof below does not use any structures of Θ other than uniform
nondegeneracy (5.4).
Proof of Lemma 5.6. Since {Pθ : θ ∈ AΘ0,T} ⊂ P, it is clear that E[X ] = E¯[X ] 6
supP∈P EP [X ]. We check the reverse inequality
E[X ] > sup
P∈P
EP [X ]. (5.11)
For each n ∈ N, we set the statement p(n) as follows:
p(n) : For all 0 6 t1 < · · · < tn 6 T, and ϕ ∈ Cb,Lip((Rd)n),
sup
P∈P
EP [ϕ(Bt1 , . . . , Btn)] 6 E[ϕ(Bt1 , . . . , Btn)] holds.
We show (5.11) by induction with respect to n.
(i) First we let n = 1, and v be the solution of the following G-heat equation: −
∂v
∂t
−G(D2v) = 0 in (0, t1)× Rd,
v|t=t1 = ϕ in Rd.
Note that v ∈ C1,2((0, t1)× Rd) by assumption (5.4) (see Remark 3.1). For all P ∈ P,
it follows from Itoˆ’s formula that P -a.s.
ϕ(Bt1) = v(t1, Bt1)
= v(0, 0) +
∫ t1
0
(Dv)(t, Bt) · dBt
+
∫ t1
0
(
−G((D2v)(t, Bt)) dt+ 1
2
tr
[
(D2v)(t, Bt) d〈B〉Pt
])
6 v(0, 0) +
∫ t1
0
(Dv)(t, Bt) · dBt.
Taking the expectation under P , we have EP [ϕ(Bt1)] 6 v(0, 0) = E[ϕ(Bt1)]. Hence
sup
P∈P
EP [ϕ(Bt1)] 6 E[ϕ(Bt1)].
(ii) We now assume that p(n) is true for some n ∈ N. Take 0 6 t1 < · · · < tn <
tn+1 6 T and ϕ ∈ Cb,Lip((Rd)n+1) to be arbitrary. By the definition of conditional
G-expectations, it holds that
Etn [ϕ(Bt1 , . . . , Btn , Btn+1)] = v(tn, Btn ;Bt1 , . . . , Btn),
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where v(t, x; x1, . . . , xn) ∈ C1,2((tn, tn+1) × Rd) is the solution of the following G-heat
equation:  −
∂v
∂t
−G(D2xv) = 0 in (tn, tn+1)× Rd,
v(tn+1, x; x1, . . . , xn) = ϕ(x1, . . . , xn, x), x ∈ Rd.
Under each P ∈ P, we apply Itoˆ’s formula (see Remark 5.7) to v(tn+1, Btn+1 ;Bt1 , . . . , Btn)
to obtain P -a.s.
ϕ(Bt1 , . . . , Btn , Btn+1) = v(tn+1, Btn+1 ;Bt1 , . . . , Btn)
= v(tn, Btn ;Bt1 , . . . , Btn) +
∫ tn+1
tn
(Dxv)(t, Bt;Bt1 , . . . , Btn) · dBt
+
∫ tn+1
tn
(
−G((D2xv)(t, Bt;Bt1 , . . . , Btn)) dt+
1
2
tr
[
(D2xv)(t, Bt;Bt1 , . . . , Btn) d〈B〉Pt
])
6 v(tn, Btn ;Bt1 , . . . , Btn) +
∫ tn+1
tn
(Dxv)(t, Bt;Bt1 , . . . , Btn) · dBt . (5.12)
Taking the expectation under P , we have
EP [ϕ(Bt1 , . . . , Btn , Btn+1)] 6 EP [v(tn, Btn ;Bt1 , . . . , Btn)].
Therefore
sup
P∈P
EP [ϕ(Bt1 , . . . , Btn , Btn+1)] 6 sup
P∈P
EP [v(tn, Btn ;Bt1 , . . . , Btn)].
Notice that the function (x1, . . . , xn) 7→ v(tn, xn; x1, . . . , xn) belongs to Cb,Lip((Rd)n).
By the assumption that p(n) is true, we have
sup
P∈P
EP [v(tn, Btn ;Bt1 , . . . , Btn)] 6 E[v(tn, Btn ;Bt1 , . . . , Btn)]
= E[ϕ(Bt1 , . . . , Btn , Btn+1)].
So p(n+ 1) is also true, and hence we complete the induction argument.
Remark 5.7. The second equality in (5.12) may be seen in the following manner: for
each i = 1, . . . , n, define the process M i on [tn, tn+1] by
M it := Bti , tn 6 t 6 tn+1,
and setMt := (t, Bt,M
1
t , . . . ,M
n
t ). Clearly {Mt; tn 6 t 6 tn+1} is an FB-semimartingale.
We may write v(Mt) for v(t, Bt;Bt1 , . . . , Btn), to which Itoˆ’s formula applies to yield the
desired equality.
Now we are in a position to prove Theorem 5.3.
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Proof of Theorem 5.3. It is sufficient to show that for all k ∈ N, t1, . . . , tk ∈ [0, T ], and
ϕ ∈ Cb,Lip((Rd)k),
Eˆ[ϕ(Bˆt1 , . . . , Bˆtk)] = E[ϕ(Bt1 , . . . , Btk)].
Indeed, it is obvious that Bˆ satisfies Definition 3.2 (i). If we obtain the above equation,
it then follows from the right-hand side that Bˆ satisfies Definition 3.2 (ii), (iii) under Eˆ.
Note that, since Hˆ is the completion of Cˆb,Lip(Ω), identical distributedness and indepen-
dence on (Ω, Hˆ, Eˆ) can be, as those on (Ω,L1G(Ω),E) are, checked through test functions
of the class consisting of bounded, Lipschitz cylinder functionals (see Definition 2.3 and
the comment given just after it).
For simplicity, we write ϕ(B) and ϕ(Bˆ) for ϕ(Bt1 , . . . , Btk) and ϕ(Bˆt1 , . . . , Bˆtk),
respectively.
(i) First we show that E[ϕ(B)] 6 Eˆ[ϕ(Bˆ)].
It is enough to show the following:
for all Θ-valued simple process θ on [0, T ], EPθ [ϕ(B)] 6 Eˆ[ϕ(Bˆ)]. (5.13)
To see this, we fix θ ∈ AΘ0,T . Then, for all ε > 0, there exists a Θ-valued simple process
θε on [0, T ] such that
EP [
∫ T
0
‖θεs − θs‖2 ds] < ε2
(see, e.g., [4] Problem 3.2.5). Therefore, if (5.13) holds, we have
EPθ [ϕ(B)] ≡ EPθ [ϕ(Bt1 , . . . , Btk)]
6 EPθε [ϕ(Bt1 , . . . , Btk)] + CϕEP
[ ( k∑
i=1
d∑
j=1
∣∣∣ d∑
l=1
∫ ti
0
(θs − θεs)jl dW ls
∣∣∣2 )1/2]
6 Eˆ[ϕ(Bˆt1 , . . . , Bˆtk)] + CϕEP
[ k∑
i=1
d∑
j=1
∣∣∣ d∑
l=1
∫ ti
0
(θs − θεs)jl dW ls
∣∣∣2 ]1/2
6 Eˆ[ϕ(Bˆ)] + Cϕ
√
kEP
[ ∫ T
0
‖θs − θεs‖2 ds
]1/2
6 Eˆ[ϕ(Bˆ)] + Cϕ
√
kε,
where Cϕ is a Lipschitz constant of ϕ and (θs − θεs)jl is the (j, l)-entry of θs − θεs. Since
ε > 0 is arbitrary, we get
EPθ [ϕ(B)] 6 Eˆ[ϕ(Bˆ)].
Now we show (5.13). Let θ be given in the form
θt = η01l[t0,t1](t) + η1(W )1l(t1,t2](t) + · · ·+ ηn−1(W )1l(tn−1,tn](t) (5.14)
for 0 6 t 6 T , where 0 = t0 < t1 < · · · < tn = T is a partition of [0, T ], η0 ∈ Θ,
and ηi(ω) ≡ ηi(ωt, t 6 ti), ω ∈ Ω, is a Θ-valued measurable functional on Ω for
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i = 1, . . . , n − 1. We now define the sequence of random variables {η˜i}n−1i=1 and the
simple process θ˜ = {θ˜t; 0 6 t 6 T} as follows:
η˜0 := η0,
η˜1 := η1(Wt −
∫ t
0
θ˜∗s h
(θ˜)
s ds, t 6 t1),
...
η˜n−1 := ηn−1(Wt −
∫ t
0
θ˜∗s h
(θ˜)
s ds, t 6 tn−1),
θ˜t := η˜0, t0 6 t 6 t1,
θ˜t := η˜1, t1 < t 6 t2,
...
θ˜t := η˜n−1, tn−1 < t 6 tn,
where h
(θ˜)
s := hs(
∫ ·
0
θ˜u dWu). As the right-hand side of (5.14) is given as a functional
of W , we denote it by θt(W ) with a slight abuse of notation. Then, from the above
construction of θ˜, for all 0 6 t 6 T ,
θ˜t = θt(W −
∫ ·
0
θ˜∗s h
(θ˜)
s ds).
Set
W˜t := Wt −
∫ t
0
θ˜∗s h
(θ˜)
s ds, 0 6 t 6 T,
D
(θ˜)
T := exp
(∫ T
0
θ˜∗t h
(θ˜)
t · dWt −
1
2
∫ T
0
h
(θ˜)
t · (θ˜tθ˜∗t h(θ˜)t ) dt
)
,
P˜ (A) := EP [1lAD
(θ˜)
T ], A ∈ FWT .
Since, by Girsanov’s formula, W˜ is a Brownian motion under P˜ , we have
EPθ [ϕ(B)] = EP˜ [ϕ(
∫ ·
0
θs(W˜ ) dW˜s)]
= EP [ϕ(
∫ ·
0
θ˜s dWs −
∫ ·
0
θ˜sθ˜
∗
s h
(θ˜)
s ds)D
(θ˜)
T ]
= EP
θ˜
[ϕ(B −
∫ ·
0
(d〈B〉s hs))DT ]
6 E[ϕ(B −
∫ ·
0
(d〈B〉s hs))DT ] = Eˆ[ϕ(Bˆ)],
which shows (5.13).
(ii) Next we show that Eˆ[ϕ(Bˆ)] 6 E[ϕ(B)].
For each θ ∈ AΘ0,T , let Qθ be the measure defined by (5.6). By Lemma 5.5, Bˆ is a
Qθ-martingale. Girsanov’s formula also implies that
〈Bˆ〉 = 〈B〉, Pθ-a.s. and Qθ-a.s.
Hence Qθ ◦ Bˆ−1 ∈ P, where Qθ ◦ Bˆ−1(A) := Qθ(Bˆ ∈ A) for each A ∈ B(Ω). Then,
using Lemma 5.6, we have
EPθ [ϕ(Bˆ)DT ] = EQθ◦Bˆ−1 [ϕ(B)] 6 sup
P∈P
EP [ϕ(B)] = E[ϕ(B)].
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Therefore we get
Eˆ[ϕ(Bˆ)] = sup
θ∈AΘ
0,T
EPθ [ϕ(Bˆ)DT ] 6 E[ϕ(B)],
and complete the proof.
Remark 5.8. In [14], a Le´vy-type characterization of one-dimensional G-Brownian mo-
tion is given, and by using that characterization, Xu-Shang-Zhang [13] obtains Gir-
sanov’s formula for one-dimensional G-Brownian motion. On the other hand, as far as
we know, such a characterization is not available in the case of multidimension. We
remark that unlike the classical Brownian motion, components of multidimensional G-
Brownian motion are correlated due to variance uncertainty. The advantage of our
method is to appeal directly to the definition of G-Brownian motion (Definition 3.2),
which enables us to deal with the multidimensional case.
We conclude this subsection with a remark on the construction of Eˆ.
Remark 5.9. The equation (5.5) holds on Hˆ, namely
XDT ∈ L1G(Ω) for all X ∈ Hˆ.
To see this, it is sufficient to check the completeness of L := {X ∈ L1G(Ω) : XDT ∈
L1G(Ω)} with respect to the norm Eˆ[|·|]. Let {Xn}∞n=1 ⊂ L be an Eˆ[|·|]-Cauchy sequence,
that is,
E[|Xn −Xm|DT ]→ 0 (n,m→∞).
This implies {XnDT}∞n=1 ⊂ L1G(Ω) is an E[| · |]-Cauchy sequence. Hence, from complete-
ness of L1G(Ω), there exists a unique Y ∈ L1G(Ω) such that
E[|XnDT − Y |]→ 0 (n→∞).
As X := Y D−1T is in L , we get Eˆ[|Xn −X|]→ 0 (n→∞). Therefore L is complete
under the norm Eˆ[| · |].
5.4 G-Novikov’s condition
For h ∈ (M2G(Ω))d, consider the process D defined by (5.3). In this subsection, we give
a sufficient condition for D to be a symmetric G-martingale, which reads as follows:
there exists ε > 0 such that
E
[
exp
(
1
2
(1 + ε)
∫ T
0
hs · (d〈B〉s hs)
)]
<∞. (5.15)
This condition may be regarded as a sublinear counterpart to the well-known Novikov’s
condition in the classical stochastic analysis, and we refer to it as G-Novikov’s condition.
We remark that in the one-dimensional case, this condition is the same as that imposed
in [13].
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Proposition 5.10. If h ∈ (M2G(Ω))d satisfies G-Novikov’s condition (5.15), then the
process D is a symmetric G-martingale.
Proof. Note that under the condition (5.15), the usual Novikov’s condition is fulfilled
for all θ ∈ AΘ0,T :
EPθ
[
exp
(
1
2
∫ T
0
hs · (d〈B〉s hs)
)]
<∞.
Therefore D is a Pθ-martingale for each θ ∈ AΘ0,T . In view of Proposition 5.2, it remains
to prove that Dt ∈ L1G(Ωt) for each t ∈ [0, T ].
Fix t ∈ [0, T ] and let
p =
1 + ε
2
√
1 + ε− 1 , q =
2
√
1 + ε− 1√
1 + ε
.
Note that p, q > 1 and
p2q2 =
pq(pq − 1)
q − 1 = 1 + ε. (5.16)
Then, for all θ ∈ AΘ0,T ,
EPθ [(Dt)
p]
= EPθ
[
exp
(∫ t
0
phs · dBs − 1
2
∫ t
0
p2qhs · (d〈B〉s hs)
)
× exp
(
p(pq − 1)
2
∫ t
0
hs · (d〈B〉s hs)
)]
6 EPθ
[
exp
(∫ t
0
pqhs · dBs − 1
2
∫ t
0
p2q2hs · (d〈B〉s hs)
)]1/q
× EPθ
[
exp
(
pq(pq − 1)
2(q − 1)
∫ t
0
hs · (d〈B〉s hs)
)]1−1/q
.
By (5.15) and (5.16), we have
E¯
[
exp
(
pq(pq − 1)
2(q − 1)
∫ t
0
hs · (d〈B〉s hs)
)]
<∞,
and Novikov’s condition implies that the process{
exp
(∫ t
0
pqhs · dBs − 1
2
∫ t
0
p2q2hs · (d〈B〉s hs)
)
; 0 6 t 6 T
}
is a Pθ-martingale. Therefore E¯[(Dt)
p] <∞, and hence
lim
N→∞
E¯[Dt1l{Dt>N}] = 0.
MoreoverDt has a q.c. version and belongs to L
0(Ωt) since
∫ t
0
hs·dBs and
∫ t
0
hs·(d〈B〉s hs)
do by their definitions. Therefore, by Theorem 4.1, we have Dt ∈ L1G(Ωt).
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