Abstract-The finite-state Markov channel (FSMC), where the channel transition probability is controlled by a state undergoing a Markov process, is a useful model for the mobile wireless communication channel. In this paper, we investigate the security issue in the mobile wireless communication systems by considering the FSMC with an eavesdropper, which we call the finite-state Markov wiretap channel (FSM-WC). We assume that the state is perfectly known by the legitimate receiver and the eavesdropper, and through a noiseless feedback channel, the legitimate receiver sends his received channel output and the state back to the transmitter after some time delay. Inner and outer bounds on the capacity-equivocation regions of the FSM-WC with delayed state feedback and with or without delayed channel output feedback are provided in this paper, and we show that these bounds meet if the eavesdropper's received symbol is a degraded version of the legitimate receiver's. The above-mentioned results are further explained via a degraded Gaussian fading example.
capacity provided in [3] is a multi-letter characterization, and it is difficult to calculate. A single-letter characterization of the capacity of the FSMC remains open.
It is known to all that for a point-to-point discrete memoryless channel (DMC), feeding back the channel output of the receiver to the transmitter via another noiseless channel does not increase the channel capacity [4] . However, Cover et al. showed that the capacity regions of several multiuser channels, such as multiple-access channel (MAC) and relay channel, can be enhanced by feeding back the receiver's channel output to the transmitter over a noiseless channel, see [5] , [6] . Then, it is natural to ask: does the receiver's channel output feedback help to enhance the capacity of the FSMC? Viswanathan [7] answered this question by considering a practical mobile wireless communication scenario, where the channel state is perfectly obtained by the receiver, and the receiver noiselessly feeds back the state and his own channel output to the transmitter after some time delay. Viswanathan [7] showed that this communication scenario can be modeled as the FSMC with delayed feedback, see Figure 1 . The capacity of the model of Figure 1 is totally determined in [7] , and unlike the works of [5] and [6] , the capacity results in [7] imply that feeding back the receiver's channel output to the transmitter over a noiseless channel does not increase the capacity of FSMC with only delayed state feedback. Other related works on the FSMC with or without feedback are investigated in [8] [9] [10] [11] [12] [13] .
B. The Wiretap Channel
Wyner, in his landmark paper on the wiretap channel [14] , first investigated the information-theoretic security in practical communication systems. In Wyner's wiretap channel model, a transmitter sends a private message to a legitimate receiver via a discrete memoryless main channel, and an eavesdropper eavesdrops the output of the main channel via a discrete memoryless wiretap channel. We say that the perfect secrecy is 1556-6013 © 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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achieved if no information about the private message is leaked to the eavesdropper. The secrecy capacity, which is the maximum reliable transmission rate with perfect secrecy constraint, was characterized by Wyner [14] . After Wyner determined the secrecy capacity of the discrete memoryless wiretap channel model, Leung-Yan-Cheong and Hellman [15] investigated the Gaussian wiretap channel (GWC), where the noise of the main channel and the wiretap channel is Gaussian distributed. It is shown in [15] that the secrecy capacity of the GWC is obtained by subtracting the capacity of the overall wiretap channel 1 from the capacity of the main channel. Wyner's work was generalized by Csiszár and Körner [16] , where common and private messages are sent through a discrete memoryless general broadcast channel. 2 The common message is assumed to be decoded correctly by both the legitimate receiver and the eavesdropper, while the private message is only allowed to be obtained by the legitimate receiver. The secrecy capacity region of this generalized model was characterized in [16] , and later, Liang et al. [17] characterized the secrecy capacity region for the Gaussian case of Csiszár and Körner's model [16] . The work of [14] and [16] lays the foundation of the information-theoretic security in communication systems.
Using the approach of [14] and [16] , the security problems in multi-user communication channels, such as broadcast channel, multiple-access channel, relay channel, and interference channel, have been widely studied, see [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] . Recently, the wiretap channel with states has received much attention, see [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] . These works focus on the scenario that the states are identical independent distributed (i.i.d.), and to the best of the authors' knowledge, only Bloch and Lanema [39] and Sankarasubramaniam et al. [40] investigated the wiretap channel with memory states, where a stochastic algorithm for computing the multi-letter form secrecy capacity of this model was provided. A single-letter characterization for the secrecy capacity of [39] and [40] is still open.
C. Contributions of This Paper and Organization
In practical mobile wireless communication networks, security is a critical issue when people intend to transmit private information, such as the credit card transactions and the banking related data communications. The secure transmission of these private messages in the practical mobile wireless communication networks motivates us to study the finitestate Markov wiretap channel with delayed feedback, see the following Figure 2 . In Figure 2 , the transition probability of the channel at each time instant depends on a state which undergoes a finite-state Markov process. At time i , the receiver 3 receives the channel output Y i and the state S i , and sends them back to the transmitter after a delay time d via a noiseless feedback channel. The channel encoder, at time i , generates the channel input according to the transmitted message W and 1 Here the overall wiretap channel is a cascade of the main channel and the wiretap channel 2 Here note that Wyner's wiretap channel model is a kind of degraded broadcast channel 3 Throughout this paper, the "receiver" is used as a shorthand for "legitimate receiver" • First, for the model of Figure 2 Gaussian fading example. The rest of this paper is organized as follows. In Section II, we show the definitions, notations and the main results of the model of Figure 2 . Degraded Gaussian fading example of the model of Figure 2 is provided in Section III. Final conclusions are presented in Section IV.
II. BASIC NOTATIONS, DEFINITIONS AND THE MAIN RESULT OF THE MODEL OF FIGURE 2
Basic Notations: We use the notation p V (v) to denote the probability mass function Pr{V = v}, where V (capital letter) denotes the random variable, v (lower case letter) denotes the real value of the random variable V . Denote the alphabet in which the random variable V takes values by V (calligraphic letter). Similarly, let U N be a random vector (U 1 , ..., U N ), and u N be a vector value (u 1 , ..., u N ). In the rest of this paper, the log function is taken to the base 2.
Definitions of the model of Figure 2 
• The state process {S i } is assumed to be a stationary irreducible aperiodic ergodic Markov chain. The state process is independent of the transmitted messages, and it is independent of the channel input and outputs given the previous states, i.e.,
Here note that (2.2) also implies that
3)
Denote the 1-step transition probability matrix by K , and denote the steady state probability of {S i } by π. Let the random variables S i and S i−d be the channel states at time i and i −d, respectively. The joint distribution of 
For the model of Figure 2 without receiver's channel output feedback, the i -th time channel input X i is given by 5) and for the model of Figure 2 with receiver's channel output feedback, X i is given by
Here note that the i -th time channel encoder f i is a stochastic encoder.
• The channel decoder is a mapping
with inputs Y N , S N and outputŴ . The average probability of error P e is denoted by
(2.8)
• Since the state is also known by the eavesdropper, the eavesdropper's equivocation to the message W is defined as
• A rate-equivocation pair (R, R e ) (where R, R e > 0) is called achievable if, for any > 0, there exists a channel encoder-decoder (N, , P e ) such that
The capacity-equivocation region is a set composed of all achievable (R, R e ) pairs. Here the capacity-equivocation region of the model of Figure 2 with only delayed state feedback is denoted by R, and R f denotes the capacityequivocation region of the model of Figure 2 with delayed state and receiver's channel output feedback. In the remainder of this section, the bounds on the capacity-equivocation region R are given in Theorem 1 and Theorem 2, and the bounds on R f are given in Theorem 3 and Theorem 4, see the followings.
Main Results on R:
Theorem 1: An inner bound R in on R is given by
where the joint probability 11) and U may be assumed to be a (deterministic) function of V .
Proof: The inner bound R in is achieved by the following key steps:
• First, combining the rate splitting technique used in [16] with the multiplexing coding scheme used in [7] , we divide the transmitted message W into a common mes- 
• Finally, using Fourier-Motzkin elimination (see e.g., [43] )
to eliminate R c,s and R p,s from R iñ s , and multiplexing all the sub-messages, the region R in is obtained. The details of the proof are in Appendix A.
Theorem 2: An outer bound R out on R is given by
where the joint probability P U V SS XY Z (u, v, s,s, x, y, z) satisfies
Proof: The outer bound R out is achieved by the following key steps:
• First, note that the auxiliary random variable U i in [16] is defined as
In this paper, in order to introduce the delayed feedback state
• Using Fano's inequality, the transmission rate R and the equivocation rate R e can be upper bounded by
• Then, using chain rule and Csiszár's equality [16] to eliminate some identities of the bound on the equivocation rate R e , the outer bound R out is obtained. The details of the proof are in Appendix B. Remark 1: There are some notes on Theorem 1 and Theorem 2, see the followings.
• Here note that the inner bound R in is almost the same as the outer bound R out , except the definitions of the joint probability 
and the joint probability P SS XY Z (ssx yz) satisfies
Proof: Replacing V N by X N , and letting W c , U N be constants, the achievability proof of R * is along the lines of the proof of Theorem 1 (see Appendix A). The converse proof of R * is obtained by introducing the degradedness assumption into the proof of Theorem 2 (see Appendix B). The details of the proof are in [44, Appendix C].
• A rate R is called achievable with weak secrecy if, for any > 0, there exists a channel encoder-decoder (N, ,
The secrecy capacity is the maximum achievable rate with weak secrecy, and it can be directly obtained by substituting R e = R into the corresponding capacityequivocation region and maximizing R. Thus, for the degraded case of the model of Figure 2 with only delayed state feedback, the secrecy capacity C * s is given by
Here C * s is obtained by substituting R e = R into R * and maximizing R. Main Results on R f : Theorem 3: An inner bound R f i on the capacityequivocation region R f is given by
where 16) and U may be assumed to be a (deterministic) function of V .
Proof: The output feedback inner bound R f i is constructed according to the inner bound R in in Theorem 1, and it is achieved by the following key steps:
• Similar to the construction of the bound 
-The second part is the upper bound on the rate of the secret key K * . Using the balanced coloring lemma introduced by Ahlswede and Cai [42] , we conclude that the rate of the secret key K * is bounded by Theorem 4: An outer bound R f o on the capacityequivocation region R f is given by
where the joint probability mass function
and U may be assumed to be a (deterministic) function of V .
Proof: The derivation of R f o is almost the same as that of R out , except the bound on R e , and it is achieved by the following two steps. First, by using Fano's inequality, the equivocation rate R e can be upper bounded by
Then, using chain rule and the auxiliary random variables defined in the proof of Theorem 2, the outer bound R f o is obtained. The details of the proof are in Appendix D.
Remark 2: There are some notes on Theorem 3 and Theorem 4, see the followings.
• Since the delayed receiver's channel output feedback is not known by the eavesdropper, it can be used to generate a secret key shared only between the receiver and the transmitter. Comparing R f i with R in , it is easy to see that this secret key helps to enhance the achievable rateequivocation region of the FSM-WC with only delayed state feedback. Here note that the delayed state is also shared by the receiver and the transmitter, but it is known by the eavesdropper, and thus we can not use it to generate a secret key.
• If the eavesdropper's received symbol Z N is a degraded version of Y N , i.e., the Markov chain (X N , S N ) → Y N → Z N holds, the outer bound R f o meets with the inner bound R f i , and they reduce to the following region R f * , where 18) and the joint probability P SS XY Z (ssx yz) satisfies
x|s)PS(s). (2.19)
Proof: Replacing V N by X N , and letting W c , U N be constants, the achievability of (2.18) is along the lines of the proof of Theorem 3 for case 1. The converse proof of (2.18) is obtained by introducing the degradedness assumption into the proof of Theorem 4. The details of the proof are in [44, Appendix F].
• For the degraded case of the model of Figure 2 with delayed state and receiver's channel output feedback, the secrecy capacity C * f s can be directly obtained from the above R f * , and it is given by
Note that (2.20) can also be re-written as
and this is because In this section, we compute the secrecy capacities for the degraded Gaussian fading case of Figure 2 . At the i -th time (1 ≤ i ≤ N), the inputs and the outputs of the channel satisfy
Here g(s i ) and l(s i ) are the fading processes of the channels for the receiver and the eavesdropper, respectively, and they are deterministic functions of s i . The noise N S i is Gaussian distributed with zero mean, and the variance depends on the i -th time state S i of the channel. The random variable
is also Gaussian distributed with zero mean and constant variance σ 2
. At time i , the receiver has access to the state S i and the output Y i . The state S i is fed back to the transmitter through a noiseless feedback channel with a delay time d. The state undergoes a Markov process with steady probability distribution π(s) and 1-step transition probability matrix K . The power constraint of the transmitter is given by
Now we apply (2.15) and (2.20) to determine the secrecy capacities of this degraded Gaussian fading model with or without delayed receiver's channel output feedback, see the remainder of this section.
Secrecy Capacity for the Degraded Gaussian Fading Case of the Model of Figure 2 With Only Delayed State Feedback:
Theorem 5: For the degraded Gaussian fading case of the model of Figure 2 with only delayed state feedback, the secrecy capacity C
is given by can be re-written by 27) where (a) is from the entropy power inequality and the prop-
is increasing while h(g(s)Xs + N s ) is increasing, and the fact that for a given variance, the largest entropy is achieved if the random variable is Gaussian distributed. Furthermore, the "=" in (a) is achieved if Xs ∼ N (0, P(s)) and Xs is independent of N s . Applying (3.27) to (3.26) , the converse proof of Theorem 5 is completed.
(Direct part:) Letting Xs be the random variable X given the delayed states, and substituting Xs ∼ N (0, P(s)) and (3.23) into (3.26), the achievability proof of Theorem 5 is along the lines of that of Theorem 1, and thus we omit the proof here.
The proof of Theorem 5 is completed.
Secrecy Capacity for the Degraded Gaussian Fading Case of the Model of Figure 2 With Delayed State and Receiver's Channel Output Feedback:
Theorem 6: For the degraded Gaussian fading case of the model of Figure 2 with delayed state and receiver's channel output feedback, the secrecy capacity C (g f * ) s is given by
Proof: Defining P(s) as the transmitter's power for the states, the secrecy capacity C g f * s in (2.20) can be re-written as
(3.29) (Converse part:) Defining σ 2 s as the variance of the noise N S given the state S = s, the mutual information I (X; Y |S = s,S =s) in (3.29) can be further bounded by 30) where (a) is from the fact that for a given variance, the largest entropy is achieved if the random variable is Gaussian distributed. Moreover, the differential conditional entropy h(Y |Z , S = s,S =s) can be further bounded by (Direct part:) Letting Xs be the random variable X given the delayed states, and substituting Xs ∼ N (0, P(s)) and (3.23) into (3.29), the achievability proof of Theorem 6 is along the lines of that of Theorem 3, and thus we omit the details here.
Numerical Results of C (g * ) s and C (g f * ) s
In order to gain some intuition on the secrecy capacities
, we consider a simple case that the state alphabet S is composed of only two elements. At each time instant, the state of the channel is G (good state) or B (bad state). For the state G, the noise variance of the channel is σ 2 G . Analogously, for the state B, the noise variance of the channel is σ 2 B . Here note that σ 2 B > σ 2 G . The state process is shown in Figure 3 , where
The steady state probabilities π(G) and π(B) are given by
Define u = 1−g−b and c = g b . The parameter u is related to the channel memory, 4 and the parameter c controls the steady 4 Mushkin and Bar-David [41] has already shown that the channel memory is increasing while u is increasing. . Figure 4 and Figure 5 show the effect of the feedback delay on the secrecy capacities for P 0 = 100, σ 2 G = 1, σ 2 B = 100, σ 2 w = 200 (σ 2 w = 100), c = 1, g(G) = 1, g(B) = 0.5, l(G) = 0.8, l(B) = 0.2, and several values of u. As we can see in Figure 4 and Figure 5 , we find that when the channel is changing rapidly (which implies that the channel memory u is small, for example, u = 0.02), the secrecy capacity goes to the infinite asymptote even if d = 1. However, when the channel is changing slowly (which implies that the channel memory u is large, for example, u = 0.9), a larger feedback delay is tolerable since the secrecy capacity loss compared with feedback without delay (d = 0) is smaller. Moreover, it is easy to see that the delayed receiver's channel output feedback enhances the secrecy capacity C 
IV. CONCLUSIONS
In this paper, we provide inner and outer bounds on the capacity-equivocation regions of the FSM-WC with delayed state feedback, and with or without delayed receiver's channel output feedback. We find that these bounds meet if the channel output for the eavesdropper is a degraded version of that for the legitimate receiver. In the proof of these bounds, we show that the delayed receiver's channel output feedback is used to generate a secret key shared between the receiver and the transmitter, and this key helps to enhance the rate-equivocation region of the FSM-WC with only delayed state feedback. The results of this paper are further explained via a degraded Gaussian fading example. In this example, we show that when the channel is changing rapidly, the secrecy capacities go to the infinite asymptote even if the delayed time d is very small, and when the channel is changing slowly, a larger feedback delay is tolerable since the secrecy capacity loss compared with feedback without delay (d = 0) is smaller.
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APPENDIX A PROOF OF THEOREM 1
The main idea of the proof of Theorem 1 is to construct a hybrid encoding-decoding scheme, which combines the rate splitting technique, Wyner's random binning technique [14] with the classical multiplexing coding for the finite state Markov channel [7] . The details of the proof are as follows.
A. Definitions
• The transmitted message W is split into a common mes- 
R e ≤ I (V ; Y |U, S,S) − I (V ; Z |U, S,S)}
is achievable. Then, using Fourier-Motzkin elimination (see e.g., [43] ) to eliminate R c and R p from R 1 , it is easy to see that the region R is achievable.
• Without loss of generality, we assume that the state takes values in S = {1, 2, ..., k} and that the steady state probability π(l) > 0 for all l ∈ S. Let Ns (1 ≤s ≤ k) be the number satisfying
where 0 ≤ < min{π(s);s ∈ {1, 2, ..., k}} and → 0 as N → ∞. Denote the transmission rates R c and R p for a givens by R c (s) and R p (s) (1 ≤s ≤ k), respectively, and they satisfy
• Divide the common message W c into k sub-messages 
where (a) is from (A1 
B. Construction of the Code-Books
Fix the joint probability mass function P U V SSXY Z (u, v, s,s, x, y, z) satisfying (2.11).
• Construction of U N : Construct k code- 
(A7) 
Since the index b * s of the transmitted v Ns is randomly chosen from the sub-set js of Bs and there are 2 Ns (I (V ;Y |U,S,S=s)−R p (s)) sequences of v Ns in the sub-set js, based on the AEP, the error probability Pr{bs = b * s } (1 ≤s ≤ k) goes to 0 if
Combining (A2) with (A9) and (A13), we have
and combining (A2) with (A11), we have
It remains to show that R e ≤ I (V ; Y |U, S,S) − I (V ; Z |U, S,S) and R e ≤ R p , see the followings.
E. Equivocation Analysis
Since the eavesdropper also knows the state S N and the delayed time d, the equivocation is bounded by
where (a) is from the fact that From (A18), we have
where 2 is small for sufficiently large N. By the definition of R e , we can conclude that R e ≤ I (V ; Y |U, S,S) − I (V ; Z |U, S,S). In addition, note that (A15) implies that R e ≤ R p . Thus, R e ≤ I (V ; Y |U, S,S) − I (V ; Z |U, S,S) and R e ≤ R p are proved, and the achievability proof of the region R 1 is completed. Finally, using Fourier-Motzkin elimination (see e.g., [43] ) to eliminate R c and R p from R 1 , the proof of Theorem 1 is completed.
APPENDIX B PROOF OF THEOREM 2
In this section, we will prove Theorem 2: all the achievable (R, R e ) pairs are contained in the set R out . Since R e ≤ R is obvious, we only need to prove the inequalities R ≤ I (V ; Y |S,S) and R e ≤ I (V ; Y |U, S,S) − I (V ; Z |U, S,S) of Theorem 2 in the remainder of this section.
First, define the following auxiliary random variables,
where J is a random variable uniformly distributed over {1, 2, , ..., N}, and it is independent of Y N , Z N , W and S N .
Proof of R
where ( 
is from the fact that J is a random variable (uniformly distributed over {1, 2, ..., N}), and it is independent of Y N , Z N , W and S N , and from the definitions in (A20), and from δ(P e ) is increasing while P e is increasing, and P e ≤ . Then, letting → 0, we have R ≤ I (V ; Y |S,S).
Proof of R e ≤ I (V ; Y |U, S,S)− I (V ; Z |U, S,S):
By using (2.9) and (2.10), we have
where (1) from (2.10), and (2) is from the Fano's inequality.
Here note that
Substituting (A23) and (A24) into (A22), and using the following two Csiszár's equalities [16] 
we have
APPENDIX C PROOF OF THEOREM 3
Rate splitting, block Markov coding, multiplexing random binning, and the idea of using the delayed receiver's channel output feedback as a secret key [42] are combined to show the achievability of R f i in Theorem 3. The outline of the proof is as follows. Notations and definitions are given in Subsection C-A, the construction of the code-books are shown in Subsection C-B, the encoding and decoding schemes are respectively introduced in Subsection C-C and Subsection C-D, and the equivocation analysis is shown in Subsection C-E.
A. Definitions
The state takes values in S = {1, 2, ..., k} and the steady state probability π(l) > 0 for all l ∈ S. Let Ns = N(π(s)− ), where 1 ≤s ≤ k, 0 ≤ < min{π(s);s ∈ {1, 2, ..., k}} and → 0 as N → ∞. 
is achievable. Then, using Fourier-Motzkin elimination to eliminate R c and R p from R f i , R f i is directly obtained. In order to prove R f i is achievable, it is sufficient to show the following two cases are achievable.
• (Case 1:) for the case that
• (Case 2:) for the case that I (V ; Y |U, S,S) < I (V ; Z |U, S,S), we only need to show that 
Note that R c (s), R p,1 (s) and R p,2 (s) are the transmission rates R c , R p,1 and R p,2 for a givens, respectively. Furthermore, it is easy to see that
The transmission rate R * c of the common message W c is denoted by
It is easy to see that R * c tends to be R c while → 0. Similarly, the transmission rate R * p of the private message W p tends to be R p while → 0.
Let U i (1 ≤ i ≤ n) be the random vector with length N for block i and
The specific values of the above random vectors are denoted by lower case letters. 
B. Construction of the Code-Books

C. Encoding Scheme
For the i -th block (1 ≤ i ≤ n), the transmitted message is w i = (w i,1,c , w i,1, p,1 , w i,1, p,2 , ..., w i,k,c , w i,k, p,1 , w i,k, p,2 ) . The encoding scheme is considered into two steps. First, for block 1 ≤ i ≤ 2d, the encoding scheme is the same as that in Appendix A. Second, for block 2d + 1 ≤ i ≤ n, the encoding scheme is as follows.
• The choosing of u i for block 2d + 1 ≤ i ≤ n is the same as that in block 1 ≤ i ≤ 2d. 
It is easy to see that fors = j , the probability for giving up at the i −d-th block tends to 0 as N → ∞ (here N j = N(π( j ) − ) ). In the case y 
D. Decoding Scheme
Here note that the decoding scheme of the common message w c for all blocks is the same as that in Appendix A, and we omit it here. (W i,1, p,1 , ..., W i,k, p,1 
Substituting (A38) and (A39) into (A34), we have
Thus, choosing sufficiently large n and N (here note that tends to zero while N → ∞), ≥ R * f − is proved. Thus, the achievability proof of R f i for both cases are completed. Finally, using Fourier-Motzkin elimination to eliminate R c and R p from R f i , R f i is obtained. The proof of Theorem 3 is completed.
APPENDIX D PROOF OF THEOREM 4
Since R e ≤ R is obvious, we only need to prove the inequalities R ≤ I (V ; Y |S,S) and R e ≤ H (Y |Z , U, S,S). Define the auxiliary random variables U , V , X, S,S, Y and Z the same as those in (A20). Then it is easy to see that the proof of R ≤ I (V ; Y |S,S) is exactly the same as that in (A21). Now it remains to show R e ≤ H (Y |Z , U, S,S), see the followings.
R e −
(1)
≤ H (Y |U, Z , S,S)
where (1) from (2.10), and (2) is from the Fano's inequality, (3) is from the fact that S i and S i−d are included in S N , the definitions in (A20) and the fact that J is a random variable (uniformly distributed over {1, 2, ..., N}), and it is independent of Y N , Z N , W and S N , and from δ(P e ) is increasing while P e is increasing, and P e ≤ . Letting → 0, R e ≤ H (Y |Z , U, S,S) is proved, and the proof of Theorem 4 is completed.
