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The evolution of a system induced by counter-diabatic driving mimics the adiabatic dynamics without the
requirement of slow driving. Engineering it involves diagonalizing the instantaneous Hamiltonian of the system
and results in the need of auxiliary non-local interactions for matter-waves. Here experimentally realizable
driving protocols are found for a large class of single-particle, many-body, and non-linear systems without
demanding the spectral properties as an input. The method is applied to the fast decompression of Bose-Einstein
condensates in different trapping potentials.
The development of new methods to induce adiabatic dy-
namics is key to the progress of quantum technologies [1].
The emergent field of shortcuts to adiabaticity aims at design-
ing non-adiabatic protocols which reproduce the same target
state that would result in a strictly adiabatic dynamics. In the
last few years, a great deal of attention has been devoted to this
goal, and theoretical efforts [2–13] have been accompanied by
a remarkable experimental progress [14–19]. Among the va-
riety of techniques developed, counter-diabatic driving (CD)
[2], also known as transitionless quantum driving [3], stands
out as a technique to control and engineer the fast evolution of
a system mimicking adiabaticity. Indeed, it is tantamount to
induce a “fast motion video of the adiabatic dynamics”. Con-
sider a time-dependent Hamiltonian ˆH(t) with instantaneous
eigenvalues {εn(t)} and eigenstates {|n(t)〉}. Whenever ˆH(t)
is slowly-varying, the dynamics for the n-th eigenstate in the
adiabatic approximation reads
|ψn(t)〉= e−i
∫ t dt′εn(t′)e−∫ t dt′〈n|∂t′n〉|n(t)〉, (1)
which includes both the dynamical phase and the geometric
phase. The central goal of CD is to find a Hamiltonian ˆHCD
for which the adiabatic approximation to ˆH becomes the exact
solution of the time-dependent Schro¨dinger equation for ˆHCD.
Direct construction of the time evolution operator
ˆUCD(t, t ′ = 0) = ∑
n
|ψn(t)〉〈n(0)|, (2)
allows one to derive the form of ˆHCD,
ˆHCD = ih¯ ˆUCD(t)†∂t ˆUCD(t) = ˆH + ˆH1, (3)
ˆH1 = ih¯∑
n
(|∂tn〉〈n|− 〈n|∂tn〉|n〉〈n|). (4)
It follows that ˆH1 is the auxiliary term required to implement
this type of shortcut. Note that other choices of the phase in
Eq. (1) are possible. An example of relevance is the dynamics
|φn(t)〉 = e−i
∫ t dt′εn(t′)|n(t)〉, associated with the unitary time-
evolution operator ˆU ′CD(t, t ′ = 0) = ∑n |φn(t)〉〈n(0)|, and gen-
erated by the counter-diabatic Hamiltonian
ˆH ′CD = ˆH + ˆH ′1 = ˆH + ih¯∑
n
|∂tn〉〈n|. (5)
The experimental demonstration of the CD technique has re-
cently been reported in effective two-level systems arising in a
Bose-Einstein condensate trapped in an optical lattice [18] as
well as in an electron spin of a single nitrogen-vacancy center
[19]. It can be extended to many-body spin systems undergo-
ing a quantum phase transition, at the cost of implementing
n-body interactions [20], which are necessary to suppress the
universal formation of excitations and defects [21]. Nonethe-
less, the application of this technique to systems with contin-
uous variables such as matter waves seems to be hindered by
the non-local nature of the counter-diabatic Hamiltonian ˆH ′1.
Jarzynski has recently shown that for a quantum piston with
one degree of freedom q and for any power-law trap of the
form V (q) = α|q|b [22], the counter-diabatic term is
ˆH ′1 ∝ (qp+ pq), (6)
where p is the momentum operator canonically conjugated
to q. This is in agreement with previous calculations for a
time-dependent harmonic trap (b = 2) [23]. The implemen-
tation of this non-local Hamiltonian in trapped ions and ul-
tracold atoms by optical means seems challenging. Another
important limitation of the CD technique is that it demands
knowledge of the spectral properties of the Hamiltonian ˆH(t),
that is, of the instantaneous eigenvalues and eigenstates as
a function of t. As a result, the CD is unsuited for systems
obeying an effectively-nonlinear dynamics that often arises in
mean-field/Hartree-Fock approximations, as it is the case for
Bose-Einstein condensates described by the Gross-Pitaevskii
equation and its variants [24]. Further, direct computation of
ˆH1 ( ˆH ′1) in other many-body systems is either impossible due
to the lack of knowledge of the spectral properties, or would
constitute a daunting task as in the case of exactly solvable
models, e.g. by Bethe ansatz in homogeneous potentials.
In this letter, all these difficulties are overcome by refor-
mulating counter-diabatic driving in terms of scaling laws.
Specifically, i) a counter-diabatic driving protocol is derived
for single-particle, many-body, and non-linear systems under-
going self-similar dynamics in a variety of trapping potentials,
ii) the requirement to diagoanalize the Hamiltonian of the sys-
tem ˆH(t) is completely removed, iii ) it is shown that while the
requirement of a non-local counter-diabatic term of the form
ˆH ′1 ∝ (qp+ pq) is a common feature in matter waves (such
as trapped ions, ultracold gases and other strongly-correlated
quantum fluids), it is possible to find an alternative representa-
tion of ˆHCD associated with an auxiliary term ˆH1 which is lo-
2cal and experimentally realizable with well-established tech-
niques.
Let us consider the broad family of many-body systems,
described by the Hamiltonian
ˆH =
N
∑
i=1
[
−
h¯2
2m
∆qi +
1
2
mω2(t)q2i +U(qi, t)
]
+ε(t)∑
i< j
V (qi −q j), (7)
where qi ∈RD (D denoting the effective dimension of the sys-
tem), ∆qi is the Laplace operator, and U(qi, t) represents an
external trap whose time-dependence is of the form U(q, t) =
U(q/γ,0)/γ2, γ = γ(t) being a function of time. The two-
body interaction potential obeys
V(λ q) = λ−α V(q), (8)
which among other relevant examples includes the pseudo-
potential describing s-wave scattering in ultracold gases, for
which α = D. Without loss of generality, we choose the
dimensionless time-dependent coupling constant ε(t) to sat-
isfy ε(0) = 1. We further consider a stationary state at t =
0, Φ(t) = Φ(q1, . . . ,qN ;t), with chemical potential µ , i.e.,
ˆH Φ = µΦ (an assumption we shall remove below).
We begin by pointing out that for a single-particle harmonic
oscillator of a single-degree of freedom, two-eigenstates
|n(ω1)〉 and |n(ω2)〉 corresponding to the n-th mode of two
different traps of frequencies ω1 and ω2 are related by the
scaling transformation
〈q|n(ω2)〉= γ−1/212 〈q/γ12|n(ω1)〉, (9)
where γ12 = [ω1/ω2]
1
2 plays the role of a (adiabatic) scal-
ing factor. Under such type of scaling, the dynamics is self-
similar in real-space. An analogous scaling law, is fulfilled
in the quantum piston and power-law traps recently discussed
by Jarzynski [22], and can be extended to many other systems
[25]. Indeed, exploitation of scaling laws has proved useful
in engineering a type of shortcut to adiabatic which does not
drive the dynamics through the adiabatic manifold of ˆH (t)
[9, 12]. Motivated by this observation, we consider the time-
evolution Φ(t) of the initial state to be described by the simple
scaling
Φ(t) = γ− ND2 e−iµτ(t)/h¯Φ
[ q1
γ(t) , . . . ,
qN
γ(t) ;0
]
, (10)
where the prefactor accounts for the correct normalization and
τ(t) is a function of time soon to be determined. We note
that we will not necessitate knowledge of the precise form of
Φ(t = 0). Direct substitution into the many-body Schro¨dinger
equation for ˆH shows that the ansatz Eq. (10) is actually the
exact time-dependent solution of the counter-diabatic Hamil-
tonian ˆH ′CD, with
γ2 ˆH ′CD =
N
∑
i=1
[
−
h¯2
2m
∆σi +
1
2
mω2(t)γ4σ2i +U(σi,0)
−i
h¯∂τ γ
2γ (σi∂σi + ∂σiσi)
]
+ εγ2−α ∑
i< j
V (σi −σ j),
(11)
where the scaled spatial coordinate and time variables read
σi = qi/γ, τ =
∫ t
γ−2(t ′)dt ′. (12)
One can choose a suitable time-dependence of ω2(t) and ε(t)
to render γ2 ˆH ′CD time-independent, and to reduce it to its form
at t = 0, when ω(0) = ω0 and ε(0) = 1. This requirement
leads to the the consistency conditions
γ(t) =
[
ω0
ω(t)
] 1
2
, (13)
ε(t) =
[
ω0
ω(t)
] α−2
2
. (14)
Under this choice, Φ(0) remains a stationary solution of
γ2 ˆH ′CD with chemical potential µ . Similarly, an initial nonsta-
tionary state follows a trivial dynamics in the scaled variables
[26]. The first consistency equation can be considered the def-
inition of the adiabatic scaling factor in a self-similar dynam-
ics. It agrees with the well-known result of the single-particle
harmonic oscillator. The second condition implies that for a
self-similar dynamics to occur in an interacting-many-body
system it might be necessary to change along the process the
amplitude of the interactions. In ultracold gases, this can be
achieved by means of a Feschbach resonance or a modula-
tion of the transverse confinement. However, for moderate
changes of the scaling factors, this condition can be dropped -
one can set ε(t) = 1- and the dynamics is self-similar to a high
accuracy [12]. In addition, certain systems satisfy the condi-
tion α = 2 so that ε(t) = 1 is fulfilled exactly, and no interac-
tion tuning is required. This is the case of a two-dimensional
Bose gas, as a reflection of the Pitaevskii-Rosch symmetry
[27]. The same is true for the family of Tonks-Girardeau
gases with effectively infinite strength of interactions [28], the
Calogero-Sutherland model [29], etc.
Provided that these equations are satisfied, the scaling
ansatz (10) is an exact solution of the many-body time-
dependent Schro¨dinger equation. This result provides a way
to apply counter-diabatic driving to the broad family of sys-
tems described by Eq. (11) without the need to perform the
explicit computation in (3). By doing so, it removes the re-
quirement to diagonalize the Hamiltonian of the system of in-
terest ˆH(t), a feature particularly useful to design shortcuts to
adiabaticity in interacting many-body systems. As we shall
discuss below, it can be applied as well to non-linear equa-
tions of motion. Further, one can identify the auxiliary CD
3term
ˆH
′
1 =−i
h¯γ˙
2γ
N
∑
i=1
(qi∂qi + ∂qiqi), (15)
which is needed to drive an arbitrary self-similar dynamics of
matter-waves through the adiabatic manifold ˆH (dots denote
derivatives with respect to time t throughout the text).
A non-local term like ˆH ′1 is present in generalized har-
monic oscillators, and following [30], we next find an alter-
native representation of ˆH ′CD in which this term is absent. In
order to do so, we consider the N-body canonical transforma-
tion,
U =
N
∏
i=1
exp
(
imγ˙
2h¯γ q
2
i
)
(16)
whose action on qi, pi, and ˆH ′CD is as follows,
qi → U qiU † = qi, (17)
pi → U piU † = pi −
mγ˙(t)
γ(t) qi, (18)
ˆH
′
CD → ˆHCD(t) = U ˆH
′
CD(t)U
† − ih¯U ∂tU †. (19)
As a result of (18), the kinetic energy term in the Hamilto-
nian is modified, and upon expansion the non-local counter-
diabatic term (15) is cancelled. The new representation
ˆHCD(t) of the counter-diabatic Hamiltonian resembles that of
the original Hamiltonian ˆH ,
ˆHCD =
N
∑
i=1
[
−
h¯2
2m
∆qi +
1
2
mΩ2(t)q2i +U(qi, t)
]
+ε(t)∑
i< j
V (qi −q j), (20)
with the modified time-dependent (squared) frequency
Ω2(t) = ω2(t)− γ¨γ , (21)
this is, the counter-diabatic driving reduces the trap frequency
by a term proportional to the acceleration of the scaling factor,
a result which resembles the outcome of the Duru transforma-
tion in transport problems [31]. For γ(t) in (13), Eq. (21)
reduces to
Ω2(t) = ω2(t)− 3
4
[
ω˙(t)
ω(t)
]2
+
1
2
ω¨(t)
ω(t)
. (22)
Under this canonical transformation the time-evolution of the
initial state, instead of being described by Eq. (10), is mapped
to Φ(t)→ Ψ(t) = U Φ(t), with
Ψ(q1, . . . ,qN ;t) = exp
(
−i
mω˙(t)
4h¯ω(t)
N
∑
i=1
q2i
)
Φ(t), (23)
that is, it acquires the Berry phase which vanishes only as
ω˙/ω → 0 but is non-zero along a shortcut to adiabaticity as-
sisted by CD.
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FIG. 1. Shortcut to adiabaticity by counter-diabatic driving.
The time-dependent frequency ω(t) (solid line) in Eq. (25) does
not suffice to fulfill adiabaticity in a finite time tF. The necessary
counter-diabatic driving of the trap frequency Ω(t) for a shortcut to
an adiabatic expansion is given by Eq. (22) and is displayed here
for three different values of tF (symbols), for an expansion factor
γ(tF) = 2. The values of the product ω0tF correspond to the onset
of the adiabatic limit (◦), a moderate speed-up (✷), and an ultrafast
expansion (⋄),
Let us summarize the results above. To drive the dynamics
of a given state of ˆH mimicking adiabaticity for the driv-
ing ω(t), it suffices to implement instead the counter-diabatic
driving Ω(t) and to fulfill the consistency conditions Eqs. (13)
and (14), which are still referred to the driving ω(t). It is
worth pointing out that the frequency modulation in Eq. (22)
was derived before in a different context, that of a single-
particle time-dependent harmonic oscillator, as the consis-
tency condition for a time-dependent Gaussian variational
ansatz for the instantaneous ground state [32]. CD for self-
similar process is as well related to the inversion of the scaling
laws for a time-dependent harmonic oscillator [5], choosing
γ(t) according to Eq. (13) and promoting ω(t)→ Ω(t) in the
corresponding consistency equation (Ermakov equation).
A possible implementation of a shortcut to adiabaticity as-
sisted by CD would be as follows. Consider the case in which
we are interested in driving a transition from |n(0)〉 to |n(tF)〉
in a time tF. The condition for the CD driving Hamiltonian to
equal the system Hamiltonian ˆHCD(t) = ˆH (t) at t = {0, tF},
leads to the boundary conditions
ω(0) = ω0, ω˙(0) = 0, ω¨(0) = 0,
ω(tF) = ωF , ω˙(tF) = 0, ω¨(tF) = 0, (24)
which can be satisfied by an interpolating ansatz. Choosing it
to be a polynomial ω(t) = ∑6k=1 ak(t/tF)k−1 we find
ω(t) = ω0 + 10δ s3− 15δ s4 + 6δ s5, (25)
where δ = ωF −ω0 and s = t/tF for short.
Using Eq. (22), the required modulation of the trap fre-
quency Ω2(t) to implement a shortcut to adiabaticity in a fi-
nite time tF can be derived. Instances of the resulting counter-
diabatic driving are displayed in Fig. 1. For sufficiently slow
expansions, Ω2(t) approaches ω2(t), as expected. For moder-
ate speed-ups, the non-monotonic behavior of Ω2(t) as func-
tion of t is enhanced. In the limit of exceedingly short ex-
pansion times, Ω2(t) can become temporarily negative. This
4is tantamount to the transient inversion of the trapping po-
tential during which it becomes an expelling barrier, provid-
ing the required speed up. Such modulation can be imple-
mented by applying an offset field in optical traps [33] or us-
ing time-averaging potentials [34]. For expansion times such
that Ω2(t) > 0, the counter-diabatic driving can be imple-
mented as in the experiments with ultracold gases and Bose-
Einstein condensates reported by Schaff et al. where a mag-
netic confinement was used [14, 15].
In the following, we shall illustrate the usefulness of this
new formulation of the counter-diabatic driving by engineer-
ing a shortcut to adiabaticity in systems where the design
based on Eq. (3) is not applicable. This is the case for the
effective non-linear dynamics of Bose-Einstein condensates,
which precludes the application of the superposition princi-
ple, exploited to derive the form of ˆHCD in Eq. (3). Within
a mean-field description, the time-dependent Gross-Pitaevskii
equation (TDGPE)
ih¯∂tΦ(q, t) =
[
−
h¯2
2m
∆q +
1
2
mω2(t)q2
+U(q, t)+ gD|Φ(q, t)|2
]
Φ(q, t), (26)
rules the dynamics of Φ(q, t), the normalized condensate
wavefunction. For a self-similar dynamics of the form
Φ(q, t) = γ−D2 exp(−iµτ(t)/h¯)Φ(q/γ, t = 0) the non-local
auxiliary term ˆH ′1 = −i
h¯γ˙
2γ (q∂q + ∂qq) is required. Alterna-
tively, Ψ(t) = exp
(
i m|q|
2 γ˙
2γ h¯
)
Φ(q, t) satisfies the TDGPE pro-
vided that τ(t), γ(t) and Ω2(t) are given by Eqs. (12), (13),
and (22) respectively, and that gD(t) = gD(0)γD−2. Ψ(t) dif-
fers from the previous scaling laws reported for Bose-Einstein
condensates [35] in that the scaling factor γ(t) follows the adi-
abatic trajectory. Note however that the same protocol holds
exactly beyond mean-field, that is, it induces the time evolu-
tion of the many-body wavefunction according to Eq. (23)
for the microscopic model in Eq. (20) with the Fermi-Huang
pseudopotential (V (q) = gδ (q)d|q|(|q|·)). Many experiments
are performed in the the Thomas-Fermi (TF) regime, where
the mean-field energy dominates over the kinetic energy con-
tribution, and the term with the Laplacian can be dropped. Re-
markably, it is then possible to find an exact counter-diabatic
driving protocol without tuning the interaction strength, so
that g(t) = g(0), in any dimension D. Redefining τ(t) =∫ t γ(t ′)−Ddt ′, it is found that the counter-diabatic frequency
takes the form
Ω2TF(t) =
ω20
γD+2 −
γ¨
γ , (27)
which results in
Ω2TF(t) = ω0ω(t)
[
ω(t)
ω0
]D
2
−
3
4
[
ω˙(t)
ω(t)
]2
+
1
2
ω¨(t)
ω(t)
. (28)
If no auxiliary term is to be present at the beginning and end
of the process, ω(t) has to satisfy the boundary conditions in
(24), as it is the case for the polynomial ansatz in Eq. (25).
Implementation of the driving frequency ΩTF(t) in the labo-
ratory (e.g. as in [15]), would induce a fast motion video of
the adiabatic dynamics of the condensed gas. Using the re-
cently developed non-destructive Faraday imaging, it would
be even possible to track the evolution of the cloud, and to
measure γ(t) in a single experimental realization [36]. This
would constitute a remarkable demonstration of the shortcuts
proposed here.
It should be clear that our results are directly applica-
ble to other self-similar evolutions, in the absence of a har-
monic trap in ˆH (i.e., with ω(t) = 0), as it is the case
for the dynamics in time-dependent power-law potentials re-
cently discussed by Jarzynski [22]. We consider here the ex-
tension to an arbitrary dimension D and power exponent b,
U(q, t) = α|q/ξ (t)|b, where α > 0 and ξ (t)> 0 is the time-
dependent width. Noticing that the scaling factor is then given
by γ(t) = [ξ (t)/ξ (0)] bb+2 , it follows that the local counter-
diabatic driving associated with the single-particle shortcuts
proposed in [22], corresponds to the auxiliary potential
ˆH1 =−
1
2
b
b+ 2m
¨ξ
ξ q
2, (29)
which is applicable to a variety of many-body systems as well
(those for which α = 2), and in particular to Bose-Einstein
condensates in the Thomas-Fermi regime. For systems in
Eq. (11) with α 6= 2, the self-similar dynamics is to be as-
sisted by tuning the strength of the interactions according to
ε(t) = γ(t)α−2. The case b → ∞ corresponds to an expanding
quantum piston [12, 13, 22], where the external trap is a time-
dependent box of width ξ (t), and the counterdiabatic-term re-
duces precisely to the auxiliary potential Uaux(q) =− 12 m
¨ξ
ξ q2
engineered in [12].
Before closing, we discuss an important application at the
single-particle level of relevance to thermal ultracold gases,
and in particular, to trapped ions. A realization of a quantum
engine has been proposed using an Otto cycle with a single ion
in a time-dependent trap as a working medium [37, 38]. Using
shortcuts to adiabaticity, it is possible to engineer a “supera-
diabatic engine” which operates at maximum efficiency and
has tunable output power [39]. The driving protocol proposed
here allows one to achieve this goal by substituting the stan-
dard compression and expansion adiabats by their speeded up
counterparts.
In conclusion, a reformulation of the counter-diabatic driv-
ing technique has been presented which allows the engineer-
ing of shortcuts to adiabaticity in a large class of single- and
many-particle quantum systems confined in time-dependent
traps. In doing so, we have removed the requirement to diag-
onalize the instantaneous Hamiltonian as well as the restric-
tion to linear dynamics. The auxiliary counter-diabatic term
needed to speed up an arbitrary self-smilar dynamics has been
found in all these systems. The resulting protocol drives the
evolution along the adiabatic trajectory of the system of inter-
est and it involves a time-dependent harmonic potential which
can be implemented with well-established experimental tech-
5niques. Extensions of the formulation of counter-diabatic
driving presented in this work can be envisioned to account
for other self-similar processes associated with the conformal
symmetry [40].
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