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Resumo
Nesse trabalho, estabelecemos resultados de existeˆncia e multiplicidade de soluc¸o˜es
para algumas classes de problemas el´ıpticos semilineares perio´dicos e assintoticamente
perio´dicos. Consideramos treˆs tipos de problemas: a equac¸a˜o de Schro¨dinger, caso posi-
tivo definido; a equac¸a˜o de Schro¨dinger, caso indefinido, e uma classe de sistemas hamilto-
nianos. As principais ferramentas utilizadas sa˜o me´todos variacionais, tais como Teorema
do Passo da Montanha, Teoremas de Linking, Variedade de Nehari Generalizada e o
Princ´ıpio de Concentrac¸a˜o de Compacidade de Lions.
Palavras-Chaves: Teorema do Passo da Montanha, Teorema de Linking, equac¸a˜o de




In this work, we establish some results on the existence and multiplicity of solutions
for some classes of semilinear elliptic periodic and asymptotically periodic problems. We
consider three types of problems: the Schro¨dinger equation, positive definite case; the
Schro¨dinger equation, indefinite case, and a class of Hamiltonian systems. The main tools
used are variational methods, such as the Mountain Pass Theorem, Linking Theorems,
Generalized Nehari Manifold and Concentration Compactness Principle of Lions.
Keywords: Mountain Pass Theorem, Linking Theorem, Schro¨dinger semilinear equa-
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• RN e´ o espac¸o euclidiano de dimensa˜o N com pontos x = (x1, · · · , xN).
• E e´ um espac¸o de Hilbert com produto interno (·, ·) e norma induzida ‖ · ‖.
• Br(y) e´ a bola de centro y e raio r em RN ou E. Escreveremos Br no lugar de Br(0).
• on(1) denota uma func¸a˜o dependendo de n ∈ N que tende a 0 quando n→∞.
• o(t) denota uma func¸a˜o dependendo de t ∈ R que tende a 0 quando t→ 0.
• ∇u e´ o gradiente de uma func¸a˜o real u: ∇u = ( ∂u
∂x1
, · · · , ∂u
∂xN
).
• ∆ denota o laplaciano: ∆ = ∑Ni=1 ∂2∂x2i .










• Lp(Ω) e´ o espac¸o usual de Lebesgue com norma | · |p.
• H1(RN) representa o espac¸o de Sobolev usual com norma ‖u‖H1 =
∫
(|∇u|2 + u2).
• F := {ϕ ∈ C(RN ,R) ∩ L∞(RN ,R) : ∀ε > 0, |{x ∈ RN : |ϕ(x)| ≥ ε}| <∞}.
• σ(A) denota o espectro do operador A.
• χΩ representa a func¸a˜o caracter´ıstica do conjunto Ω.
2
Introduc¸a˜o
Neste trabalho, estudaremos resultados sobre existeˆncia e multiplicidade de soluc¸o˜es
para problemas el´ıpticos em RN . Os dois primeiros cap´ıtulos sera˜o dedicados ao estudo
da equac¸a˜o de Schro¨dinger
−∆u+ V (x)u = f(x, u), x ∈ RN , (1)
em que V : RN → R e f : RN×R→ R sa˜o func¸o˜es cont´ınuas. No Cap´ıtulo 1, analisaremos
o caso definido, isto e´, quando o espectro do operador −∆ + V esta´ inteiramente contido
no intervalo (0,+∞). Ja´ no Cap´ıtulo 2, consideraremos o caso indefinido, ou seja, quando
este espectro intercepta o intervalo (−∞, 0). No Cap´ıtulo 3, estudaremos uma classe de
sistema hamiltoniano do tipo{
−∆u+ V (x)u = Fv(x, u, v), x ∈ RN ,
−∆v + V (x)v = Fu(x, u, v), x ∈ RN ,
(2)
em que V : RN → R e´ uma func¸a˜o cont´ınua, F : RN × R2 → R e´ de classe C1 e
Fu, Fv denotam as derivadas parciais de F com respeito a` segunda e terceira varia´vel,
respectivamente.
Em cada um dos problemas citados acima, ale´m de olhar o caso em que o potencial V
e a na˜o linearidade sa˜o perio´dicos na varia´vel x, nos ocuparemos tambe´m com o caso em
que estas func¸o˜es sa˜o perturbac¸o˜es de func¸o˜es perio´dicas no infinito.
Embora tais problemas tenham que ser abordados caso a caso, podemos dizer que a
metodologia para trata´-los e´ muito semelhante. De um modo geral, cada um deles pode
ser visto como a equac¸a˜o de Euler-Lagrange de um funcional I definido em um espac¸o
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de Hilbert apropriado. Assim, estes problemas pertencem a um contexto variacional e
portanto podemos fazer uso das ferramentas variacionais ja´ consolidadas. No entanto,
uma das principais dificuldades que temos que lidar com problemas em RN e´ a perda de
compacidade ocasionada por translac¸o˜es. Com intuito de recuperar alguma informac¸a˜o
sobre o comportamento de sequeˆncias de Cerami (isto e´, sequeˆncias (un) satisfazendo
I(un)→ c e (1 + ‖un‖)‖I ′(un)‖ → 0), sera´ u´til olhar para o problema limite. Por assumir
certas hipo´teses te´cnicas, temos que o funcional I pode ser escrito como
I(u) = I∞(u) + ψ(u).
Desse modo, I e´ uma perturbac¸a˜o do funcional I∞ e ψ e´ a perturbac¸a˜o, que vamos
assumir ser sempre na˜o positiva. O funcional I∞ sera´ invariante por translac¸o˜es inteiras,
ou seja, I∞(u(· − y)) = I∞(u) para todo y ∈ ZN . Uma vez obtida uma sequeˆncia de
Cerami via Teorema do Passo da Montanha, para o Cap´ıtulo 1, ou Teorema de Linking,
para os Cap´ıtulos 2 e 3, provaremos que tal sequeˆncia e´ limitada. Da´ı, teremos que uma
subsequeˆncia converge fraco para um ponto cr´ıtico de I. Se este ponto cr´ıtico for na˜o nulo,
o resultado de existeˆncia segue. Caso contra´rio, usando o Princ´ıpio de Concentrac¸a˜o de
Compacidade de Lions, a menos de translac¸a˜o, obteremos uma subsequeˆncia que converge
para um ponto cr´ıtico na˜o nulo do funcional limite I∞. Comparando os n´ıveis cr´ıticos
e usando o Teorema do Passo da Montanha Local para o Cap´ıtulo 1, ou o Teorema de
Linking Local para os Cap´ıtulos 2 e 3, obteremos a existeˆncia de um ponto cr´ıtico na˜o
nulo para I e portanto concluiremos.
Para descrever em detalhes os resultados obtidos, dividimos o restante desta introduc¸a˜o
em treˆs sec¸o˜es. Em cada uma delas apresentamos de modo sucinto o conteu´do dos
cap´ıtulos subsequentes.
Equac¸a˜o de Schro¨dinger subcr´ıtica: caso definido
No Cap´ıtulo 1, estudaremos a existeˆncia de soluc¸o˜es na˜o triviais para a equac¸a˜o
de Schro¨dinger semilinear (1). Assumiremos que V e´ uma perturbac¸a˜o de uma func¸a˜o
perio´dica no infinito. Com o objetivo de definir mais precisamente o que isto significa,
denotaremos por F a seguinte classe de func¸o˜es
F := {ϕ ∈ C(RN ,R) ∩ L∞(RN ,R) : ∀ε > 0, |{x ∈ RN : |ϕ(x)| ≥ ε}| <∞}.
A nossa hipo´tese no potencial sera´:
(V0) existem uma constante a0 > 0 e uma func¸a˜o V∞ ∈ C(RN ,R), 1-perio´dica em
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x1, . . . , xN , tais que V∞ − V ∈ F e
V∞(x) ≥ V (x) ≥ a0 > 0, para todo x ∈ RN ,
em que x = (x1, . . . , xN) ∈ RN .
Considerando F (x, t) :=
∫ t
0
f(x, s)ds a primitiva de f ∈ C(RN × R,R) e
F̂ (x, t) :=
1
2
f(x, t)t− F (x, t),
assumiremos tambe´m as seguintes hipo´teses:
(f1) F (x, t) ≥ 0 para (x, t) ∈ RN ×R e f(x, t) = o(t) uniformemente em x ∈ RN quando
t→ 0;
(f2) para todo r > 0 vale
q(r) := inf{F̂ (x, t) : x ∈ RN e |t| ≥ r} > 0;
(f3) existem constantes a1 > 0, R1 > 0 e τ > max{1, N/2} tais que
|f(x, t)|τ ≤ a1|t|τ F̂ (x, t),
para todo x ∈ RN , |t| > R1 ;






uniformemente em x ∈ RN ;
(f5) existem p∞ ∈ (2, 2∗), ϕ ∈ F e f∞ ∈ C(RN × R,R), 1-perio´dica em x1, . . . , xN , tais
que:
(i) F (x, t) ≥ F∞(x, t) :=
∫ t
0
f∞(x, s)ds, para todo (x, t) ∈ RN × R;
(ii) |f(x, t)− f∞(x, t)| ≤ ϕ(x)|t|p∞−1, para todo (x, t) ∈ RN × R;
(iii) t 7→ f∞(x, t)|t| e´ crescente em (−∞, 0) e (0,∞), para cada x ∈ R
N .
O principal resultado do Cap´ıtulo 1 e´ o seguinte:
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Teorema 1.1. Suponha que V satisfac¸a (V0) e f satisfac¸a (f1)− (f5). Enta˜o o problema
(1) possui uma soluc¸a˜o na˜o trivial.
Daremos aqui uma descric¸a˜o da demonstrac¸a˜o deste teorema. A hipo´tese (V0) nos
permite usar em H1(RN) a norma equivalente
‖u‖ =
(∫
(|∇u|2 + V (x)u2)
)1/2
.







e´ de classe C1 e possui a geometria do passo da montanha. Assim, podemos usar o Teorema
do Passo da Montanha para obter uma sequeˆncia de Cerami para o funcional I em um
n´ıvel positivo. Para obter a limitac¸a˜o para este tipo de sequeˆncia, usaremos as hipo´teses
(f2)− (f4). Passando para uma subsequeˆncia, temos que o limite fraco sera´ ponto cr´ıtico
para I. Se este limite fraco for na˜o nulo, teremos a existeˆncia de soluc¸a˜o. Se o limite fraco
for nulo, enta˜o o pro´ximo passo e´ usar o Princ´ıpio de Concentrac¸a˜o de Compacidade de
Lions para obter, a menos de translac¸a˜o, uma subsequeˆncia que converge para um limite
fraco na˜o nulo que sera´ soluc¸a˜o do problema perio´dico associado. Comparando os n´ıveis
e usando uma versa˜o local do Teorema do Passo da Montanha, concluiremos a prova.
Para o caso perio´dico podemos obter existeˆncia de soluc¸a˜o de energia mı´nima sem a
necessidade da condic¸a˜o (f5) e nosso resultado sera´:
Teorema 1.2. Suponha que V∞(·) e f∞(·, t) sa˜o func¸o˜es 1-perio´dicas em x1, . . . , xN , e
V∞(x) > 0 para todo x ∈ RN . Se f∞ satisfaz (f1), (f3), (f4) e
(f2)
′ F̂∞(x, t) := 12f∞(x, t)t− F∞(x, t) > 0 para todo t 6= 0,
enta˜o o problema (1) possui uma soluc¸a˜o de energia mı´nima.
Problemas como (1) teˆm sido foco de intensa pesquisa nos u´ltimos anos. Inicialmente,
va´rios autores trataram o caso em que f comporta-se como q(x)|u|p−1u, 1 < p < 2∗−1 e V
sendo uma constante (veja [5, 7]). Nos trabalhos de P.H. Rabinowitz [25] e V. Coti-Zelati
e P.H. Rabinowtz [13], foi imposta a cla´ssica condic¸a˜o devido a Ambrosetti-Rabinowitz:
(AR) existe µ > 2 tal que 0 < µF (x, t) ≤ f(x, t)t, x ∈ RN , t 6= 0.
Essa hipo´tese nos permite mostrar que sequeˆncias de Palais-Smale sa˜o limitadas. Con-
tudo ela e´ bastante restritiva. Neste trabalho utilizamos a condic¸a˜o (f3), que e´ mais fraca
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que a condic¸a˜o (AR), conforme demonstrado no artigo de Y. Ding e C. Lee [14]. Pelo que
temos conhecimento, este foi o primeiro artigo em que tal condic¸a˜o foi usada. Vamos dar
no que segue uma ideia da prova de que a condic¸a˜o (f3) e´ mais fraca que (AR). Supo-
nha que f satisfac¸a (AR) e |f(x, t)| ≤ C|t|p−1, p ∈ (2, 2∗). Usando (AR) e considerando
0 < ν < N + p+Np/2, segue que
1
2





para |t| suficientemente grande. Definido τ = (p− ν)/(p− 2), vemos que τ > N/2. Ale´m







para |t| suficientemente grande. Logo
1
2





Multiplicando ambos os membro dessa desigualdade por f(x, t)t, obtemos (f3) com a1 = 1.
Enfatizamos que, no Teorema 1.1, na˜o estamos supondo periodicidade para as func¸o˜es
V ou f(·, t). Em vez disso, consideramos o caso assintoticamente perio´dico, do mesmo
modo que aparece no artigo de H.F. Lins e E.A.B. Silva [20]. A condic¸a˜o (f5) descreve
esta hipo´tese de assintoticidade perio´dica para a na˜o linearidade f . Um trabalho pioneiro
que aborda problemas como (1.1) e´ devido a S. Alama e Y.Y. Li [1] que foca o caso em
que V ≡ 1 e f assintoticamente perio´dico em um certo sentido. Tambe´m citamos os
artigos [2, 3, 20, 22, 27, 28] para alguns resultados relacionados. Observamos que nossas
sobre f implicam F̂ (x, t) → ∞ quando |t| → ∞. Este tipo de condic¸a˜o foi usada pela
primeira vez em um artigo devido a D.G. Costa e C.A. Magalha˜es [11], onde os autores a
chamaram de condic¸a˜o de na˜o quadraticidade.
Como um exemplo de aplicac¸a˜o de nosso principal resultado, tomemos a ∈ C(RN ,R)
1-perio´dica em x1, . . . , xN com a(x) ≥ 2. Defina as func¸o˜es
f(x, t) := a(x)t ln(1 + t) + e−|x|
2
t(ln(1 + t) + 1− cos(t)), t ≥ 0,
f∞(x, t) := a(x)t ln(1 + t), t ≥ 0,
f(x, t) := −f(x,−t), f∞(x, t) := −f∞(x,−t) para t < 0. Esta func¸a˜o satisfaz (f1)− (f5),
mas na˜o satisfaz (AR). Ale´m disso, f(x, t)/t e´ oscilante e, deste modo, a abordagem
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usando variedade de Nehari como em [30] na˜o e´ aplica´vel.
Finalizamos observando que os resultados do Cap´ıtulo 1 generalizam [24] para o caso
do operador laplaciano e complementam os resultados apresentados em [19] e [29] para o
caso assintoticamente perio´dico.
Equac¸a˜o de Schro¨dinger subcr´ıtica: caso indefinido
No Cap´ıtulo 2, estudaremos a existeˆncia de soluc¸o˜es na˜o triviais para a equac¸a˜o de
Schro¨dinger semilinear (1) considerando o caso em que espectro do operador −∆ + V
conte´m elementos negativos. Neste caso, o potencial V devera´ mudar de sinal.
Para o potencial V , assumiremos as condic¸o˜es:
(V0) V (x) = V (x1, . . . , xN) e´ 1-perio´dica em x1, . . . , xN ;
(V1) 0 6∈ σ(−∆ + V ) e σ(−∆ + V ) ∩ (−∞, 0) 6= ∅.
Estas condic¸o˜es garantem que em H1(RN) existe uma norma ‖ ·‖, equivalente a usual,
tal que ∫
(|∇u|2 + V (x)u2) = ‖u+‖2 − ‖u−‖2, u = u+ + u−, u± ∈ E±,
em que E denota o espac¸o H1(RN) com esta norma equivalente e vale a decomposic¸a˜o
ortogonal E = E− ⊕ E+, com E± sendo subespac¸os de E com dimensa˜o infinita. A
func¸a˜o f ∈ C(RN ×R,R) sera´ como no caso definido. Nesse novo contexto, na˜o podemos
fazer uso direto do Teorema do Passo da Montanha. Comentamos que existem autores
que tratam problemas indefinidos por meio de uma reduc¸a˜o ao Teorema do Passo da
Montanha em E+, como por exemplo J. Wang, J. Xu e F. Zhang [32]. No entanto,
preferimos fazer uso de um teorema de linking devido a W. Kryszewski e A. Szulkin [17]
para obter uma sequeˆncia de Cerami em um n´ıvel positivo, que provamos ser limitada.
Passando para uma subsequeˆncia, temos que o limite fraco sera´ uma soluc¸a˜o fraca de (1).
Se este limite fraco for na˜o nulo, o resultado segue. No caso em que o limite fraco e´ nulo,
usando (f5) e o princ´ıpio de concentrac¸a˜o de compacidade de Lions, teremos, a menos
de translac¸a˜o, uma subsequeˆncia que converge para um limite fraco, e este limite soluc¸a˜o
na˜o nula do problema perio´dico associado. Comparando os n´ıveis, poderemos usar um
teorema abstrato, que descrevemos mais adiante, para garantir que o problema (1) possui
uma soluc¸a˜o na˜o nula.
Nosso principal resultado e´ o seguinte:
Teorema 2.1. Suponha que V satisfac¸a (V0) − (V1) e f satisfac¸a (f1) − (f5). Enta˜o o
problema (1) possui uma soluc¸a˜o na˜o trivial.
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A equac¸a˜o de Schro¨dinger (1) tem sido estudada extensivamente sob as condic¸o˜es
(V0)− (V1). Entre estes trabalhos, podemos citar [14, 15, 17, 18, 23, 29, 31]. Em [17], W.
Kryszewski e A. Szulkin generalizaram um teorema de linking e asseguraram a existeˆncia
de uma soluc¸a˜o na˜o trivial, assumindo periodicidade. Posteriormente, supondo f assinto-
ticamente perio´dica, G. Li e A. Szulkin [18] tambe´m obtiveram soluc¸a˜o para (1). Usando
uma generalizac¸a˜o da variedade de Nehari e assumindo periodicidade, A. Pankov [23] de-
monstrou a existeˆncia de soluc¸a˜o de energia mı´nima para (1). Observamos que em todos
os trabalhos mencionados acima, foi assumida a condic¸a˜o (AR). Ainda podemos citar os
trabalhos [9, 10] para o caso perio´dico e com expoente cr´ıtico.
Ainda assumindo periodicidade, Y. Ding e C. Lee [14] substitu´ıram a condic¸a˜o (AR)
pela hipo´tese (f3) e (f4), obtendo resultados de existeˆncia. Assumindo a condic¸a˜o (f4) e
t 7→ f(x, t)|t| e´ crescente em (−∞, 0) e (0,∞),
os autores A. Szulkin e T. Weth [29], G. E´ve´quoz e T. Weth [15] e J. Wang et al [31]
usaram a variedade de Nehari generalizada e provaram existeˆncia de soluc¸a˜o de energia
mı´nima para (1) sob diversas hipo´teses do potencial V (x) e da na˜o linearidade f . Destes
treˆs, somente [15] na˜o usa periodicidade.
Podemos dizer que o principal objetivo desse cap´ıtulo e´ melhorar os resultados obtidos
em [18], retirando a condic¸a˜o de (AR) e generalizando a classe de func¸o˜es assintoticamente
perio´dicas. Ale´m disso, conforme citado anteriormente, a prova do resultado de existeˆncia
depende de uma versa˜o do Teorema de Linking que, ate´ onde sabemos, na˜o havia sido
considerado na literatura. Nos pro´ximos para´grafos descrevemos em detalhes este resul-
tado.
Seja (E, 〈·, ·〉) um espac¸o de Hilbert real com decomposic¸a˜o ortogonal E = E− ⊕ E+.
Assim, qualquer elemento u ∈ E pode ser escrito de modo u´nico como u = u+ + u−, com










e chamamos de τ -topologia a topologia gerada por esta norma. Dado um conjuntoM ⊂ E,
dizemos que uma homotopia h : [0, 1]×M → E e´ admiss´ıvel se
(i) h e´ τ -cont´ınua, isto e´, se tn → t e un τ→ u enta˜o h(tn, un) τ→ h(t, u);
(ii) para cada (t, u) ∈ [0, 1]×M existe uma vizinhanc¸a U de (t, u) na topologia produto
de [0, 1] e (E, τ) tal que o conjunto {w − h(t, w) : (t, w) ∈ U ∩ ([0, 1] ×M)} esta´
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contido em um subespac¸o de dimensa˜o finita de E.
O s´ımbolo Γ ira´ denotar a seguinte classe de aplicac¸o˜es admiss´ıveis
Γ := { h ∈ C([0, 1]×M,E) : h e´ admiss´ıvel, h(0, ·) = IdM ,
I(h(t, z)) ≤ max{I(u),−1} para todo (t, z) ∈ [0, 1]×M}.








em que J : E → R e´ limitado inferiormente, fracamente sequencialmente semicont´ınuo
inferiormente e J ′ e´ fracamente sequencialmente cont´ınuo. Suponha que existam u0 ∈
E+\{0}, α > 0 e R > r > 0 tais que
inf
{u∈E+:‖u‖=r}




M = {u = tu0 + u− : u− ∈ E−, ‖u‖ ≤ R, t ≥ 0}





I(h(1, u)) = sup
u∈M
I(h0(1, u)),
enta˜o I possui um ponto cr´ıtico u ∈ h0(1,M) que e´ na˜o nulo e satisfaz I(u) = c.
Em [18], G. Li e A. Szulkin provaram que sem hipo´tese de existeˆncia da aplicac¸a˜o h0
no teorema acima, podemos obter uma sequeˆncia de Cerami para o funcional I no n´ıvel
c (veja tambe´m [17] para mais detalhes sobre a τ -topologia) . Contudo, nas condic¸o˜es
do Teorema 2.1, no´s na˜o conseguimos provar que I satisfaz a condic¸a˜o de compacidade
de Cerami. Assim, precisamos usar o teorema abstrato acima, juntamente com um argu-
mento indireto de comparac¸a˜o de n´ıveis com o funcional assinto´tico para obter a soluc¸a˜o
desejada. Vale a pena mencionar que o nosso resultado abstrato pode ser usado em outros





Por u´ltimo, no Cap´ıtulo 3, estabeleceremos resultados de existeˆncia e multiplicidade
de soluc¸a˜o para uma classe de sistemas Hamiltonianos do tipo (2). Consideraremos os
casos em que F e´ perio´dica e assintoticamente perio´dica.
Para o potencial V , assumiremos a seguinte condic¸a˜o de periodicidade:
(V0) V (x) = V (x1, x2, . . . , xN) e´ 1-perio´dica nas varia´veis x1, x2, · · · , xN .
Na Sec¸a˜o 1, iremos tratar o caso em que a na˜o linearidade F e´ perio´dica. Ale´m disso,
motivados pelo caso escalar, assumiremos que F satisfaz as seguintes hipo´teses :
(F0) F (x, z) e´ 1-perio´dica nas varia´veis x1, x2, · · · , xN ;
(F1) existem C > 0 e p ∈ (2, 2N/(N − 2)) tais que
|Fz(x, z)| ≤ C(1 + |z|p−1), para cada (x, z) ∈ RN × R2;
(F2) Fz(x, z) = o(|z|) quando |z| → 0, uniformemente para x ∈ RN ;
(F3)
F (x,z)
|z|2 →∞ quando |z| → ∞, uniformemente para x ∈ RN ;
(F4) existe uma func¸a˜o g : RN × R+ → R+ crescente na segunda varia´vel tal que
Fz(x, z) = g(x, |z|)z, par cada (x, z) ∈ RN × R2.
Em vista das condic¸o˜es (F1) − (F2), podemos usar te´cnicas variacionais para tratar
o problema. Conforme pode ser visto da hipo´tese (F3), estamos interessados no caso em
que F e´ superquadra´tica no infinito. Desde o trabalho seminal de A. Ambrosetti e P.H.
Rabinowitz [4], problemas superlineares no infinito sa˜o objetos de intensa pesquisa. E´
bem conhecido que a condic¸a˜o superlinear introduzida neste artigo, a saber, no contexto
de sistemas,
(AR) existe µ > 2 tal que para todo x ∈ RN , z ∈ R2 \ {0} vale
0 < µF (x, z) ≤ Fz(x, z) · z.
e´ suficiente para provar que sequeˆncias de Palais-Smale do funcional associado sa˜o limi-
tadas. Um ca´lculo padra˜o nos mostra que esta hipo´tese implica que F (x, z) ≥ c|z|µ para
|z| ≥ 1 e, desse modo, a condic¸a˜o (F3) e´ mais fraca que (AR).
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Para a equac¸a˜o escalar −∆u+V (x)u = f(x, u), existem muitos resultados que substi-
tuem a condic¸a˜o (AR) pela condic¸a˜o ana´loga de (F3). Muitos deles abordam o problema
usando projec¸a˜o sobre a variedade de Nehari e, para isso, os autores supo˜em uma condic¸a˜o
de monotonicidade para o quociente f(x, t)/t. A nossa hipo´tese (F4) e´ uma maneira de
estender esta condic¸a˜o de monotonicidade para a na˜o linearidade F .
Com o propo´sito de estabelecer nosso primeiro resultado de existeˆncia, lembramos
que, para algum espac¸o de Banach E e algum funcional I ∈ C1(E,R), temos que soluc¸o˜es
fracas de (2) sa˜o pontos cr´ıticos de I. Dizemos que z0 ∈ E e´ uma soluc¸a˜o de energia
mı´nima para (2) se
I(u0) = inf{I(u) : u ∈ E \ {0} e´ uma soluc¸a˜o fraca de (2)}.
Em nosso primeiro resultado do Cap´ıtulo 3 provamos a existeˆncia deste tipo de soluc¸a˜o:
Teorema 3.1. Suponha que V satisfac¸a (V0) e F satisfac¸a (F0)−(F4) . Enta˜o o problema
(2) possui uma soluc¸a˜o de energia mı´nima.
Devido a natureza do nosso sistema, temos que o funcional associado ao problema
(3.1) e´ fortemente indefinido. Assim, a abordagem usual usando variedade de Nehari
na˜o funciona. Em [23], A. Pankov introduziu a variedade de Nehari generalizada para
tratar funcionais indefinidos e em seu trabalho impoˆs algumas condic¸o˜es te´cnicas sobre a
na˜o linearidade, de modo a garantir que esta variedade fosse regular. Recentemente, A.
Szulkin e T. Weth [30] desenvolveram uma nova abordagem que se baseia em um me´todo
de reduc¸a˜o e nos permite provar que pontos de mı´nimo do funcional I restrito a variedade
de Nehari generalizada sa˜o pontos cr´ıticos do funcional sem restric¸a˜o.
Vale a pena observar que, nas condic¸o˜es do Teorema 3.1, o funcional associado e´
invariante por translac¸o˜es inteiras. Assim, se z e´ uma soluc¸a˜o de (3.1), definindo
(a ∗ z)(x) := z(x+ a), a ∈ ZN ,
temos que a ∗ z tambe´m sera´ soluc¸a˜o de (3.1). Duas soluc¸o˜es z1 e z2 sa˜o ditas geometri-
camente distintas se a ∗ z1 6= z2 para todo a ∈ ZN . Tendo em vista a simetria do nosso
problema, e´ natural perguntar se podemos obter soluc¸o˜es geometricamente distintas da
soluc¸a˜o obtida pelo Teorema 3.1. A resposta e´ positiva. De fato, em nosso pro´ximo
resultado, obtemos infinitas soluc¸o˜es.
Teorema 3.2. Suponha que V satisfac¸a (V0) e F satisfac¸a (F0) − (F4). Enta˜o, existem
infinitas soluc¸o˜es geometricamente distintas para o problema (2).
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Este teorema sera´ provado como uma aplicac¸a˜o de um resultado abstrato devido a T.
Bartsch e Y. Ding [6]. Embora ele garanta a existeˆncia de pontos cr´ıticos para I com
energia crescente, no´s na˜o podemos estimar os n´ıveis de energia das nossas soluc¸o˜es, visto
que usamos um argumento indireto. Outro ponto chave na demonstrac¸a˜o e´ um resultado
te´cnico devido a V. Coti-Zelati e P.H. Rabinowitz [12], o qual fornece informac¸o˜es sobre
o comportamento de sequeˆncias de Palais-Smale na presenc¸a de periodicidade.
Apresentamos aqui um exemplo de uma aplicac¸a˜o para nossos dois u´ltimos teoremas.
Seja a ∈ C(RN ,R) positiva e 1-perio´dica em x1, · · · , xN e considere





2(|z|2 − 1) ln(1 + |z|) + 2|z| − |z|2 + 4 ln(2)− 3], se |z| ≥ 1,
a(x)
4
[− 2|z|2 + 2(1 + |z|2) ln(1 + |z|2)], se |z| < 1.
Podemos ver que esta na˜o linearidade satisfaz (F0)− (F4), com
g(x, t) :=
 a(x) ln(1 + t), se t ≥ 1a(x) ln(1 + t2), se 0 ≤ t < 1.
Contudo, ela na˜o satisfaz a hipo´tese (AR).
Em nosso resultado final, consideramos o caso em que F e´ assintoticamente perio´dica.
Para especificar melhor essa nova condic¸a˜o, precisamos introduzir a func¸a˜o auxiliar
F̂ (x, z) :=
1
2
Fz(x, z)z − F (x, z),
para (x, z) ∈ RN × R2 e considerar as hipo´teses abaixo
(F5) para todo r > 0 vale q(r) := inf{F̂ (x, z) : x ∈ RN e |z| ≥ r} > 0;
(F6) existem constantes c0 > 0, R0 > 0 τ > N/2 tais que
|Fz(x, z)|τ ≤ c0|z|τ F̂ (x, z) para todo (x, z) ∈ RN × R2 satisfazendo |z| ≥ R0;
(F7) existem p∞ ∈ (2, 2∗), ϕ ∈ F e F∞ satisfazendo (F1)− (F5) tais que:
(i) F (x, z) ≥ F∞(x, z) para todo (x, z) ∈ RN × R2 e
(ii) |Fz(x, z)− F∞,z(x, z)| ≤ ϕ(x)|z|p∞−1 para todo (x, z) ∈ RN × R2.
Teorema 3.3. Suponha que V satisfac¸a (V0) e F satisfac¸a (F2) e (F5) − (F7). Enta˜o o
problema (2) possui uma soluc¸a˜o na˜o trivial.
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A demonstrac¸a˜o deste teorema consiste em aplicar o Teorema de Linking para obter
uma sequeˆncia de Cerami em um n´ıvel positivo, que provamos ser limitada. Passando para
uma subsequeˆncia, temos que o limite fraco sera´ uma soluc¸a˜o fraca de (2). Se este limite
fraco for na˜o nulo, o resultado segue. No caso em que o limite fraco e´ nulo, usando (F7) e
o princ´ıpio de concentrac¸a˜o de compacidade de Lions, teremos a menos de translac¸a˜o, que
o limite fraco converge para uma soluc¸a˜o na˜o nula do problema limite, isto e´, o problema
(2) com F∞ no lugar de F . Comparando os n´ıveis, poderemos usar a versa˜o local do
Teorema de Linking estabelecida no Cap´ıtulo 2 para garantir que o problema (3.1) possui
uma soluc¸a˜o na˜o nula.
A condic¸a˜o (F7) foi introduzida por H.F. Lins e E.A.B. Silva [20] no estudo de uma
equac¸a˜o de Schro¨dinger. Pelo que temos conhecimento, a condic¸a˜o (F6) foi introduzida
por Y. Ding e C. Lee [14] como uma alternativa para substituir a condic¸a˜o (AR). Esta
condic¸a˜o tambe´m foi usada em [33] no contexto da equac¸a˜o de Schro¨dinger. Finalmente,
mencionamos o artigo de R. Zhang, J. Chen e F. Zhao [35] onde os autores consideraram
o caso perio´dico de (2) com potencial indefinido. A condic¸a˜o te´cnica (F5) e´ importante
na prova da limitac¸a˜o de sequeˆncias de Cerami (veja [16] para algo relacionado). Esta
hipo´tese e´ claramente satisfeita para o caso perio´dico.
Esta tese e´ organizado da seguinte maneira: no Cap´ıtulo 1 estudamos a equac¸a˜o de
Schro¨dinger definida e assintoticamente perio´dica, no Cap´ıtulo 2 consideramos a equac¸a˜o
de Schro¨dinger indefinida com termos assintoticamente perio´dicos, bem como a versa˜o lo-
cal do Teorema de Linking. O Cap´ıtulo 3 trata de uma classe de sistemas Hamiltonianos
no qual consideramos o caso perio´dico e assintoticamente perio´dico. Acrescentamos um
Apeˆndice com uma descric¸a˜o do me´todo da variedade de Nehari generalizada. Para
facilitar a leitura, no in´ıcio de cada cap´ıtulo faremos uma recapitulac¸a˜o das hipo´teses e
resultados que sera˜o provados. Desse modo, a leitura de cada um deles pode ser feita de
maneira independente, sem preju´ızo para o entendimento.
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CAP´ITULO 1
Equac¸a˜o de Schro¨dinger definida e assintoticamente perio´dica
Neste cap´ıtulo, estudaremos a existeˆncia de soluc¸o˜es na˜o triviais para a equac¸a˜o de
Schro¨dinger semilinear
−∆u+ V (x)u = f(x, u), x ∈ RN , (1.1)
em que V : RN → R e f : RN×R→ R sa˜o func¸o˜es cont´ınuas com V positiva. Nosso prin-
cipal resultado estabelece existeˆncia de soluc¸a˜o para o problema (1.1) sob uma condic¸a˜o
de periodicidade assinto´tica no infinito.
Para descrever precisamente nosso resultado resultado vamos introduzir a seguinte
classe de func¸o˜es:
F := {ϕ ∈ C(RN ,R) ∩ L∞(RN ,R) : ∀ε > 0, |{x ∈ RN : |ϕ(x)| ≥ ε}| <∞}
Vamos supor que V e´ uma perturbac¸a˜o de uma func¸a˜o perio´dica no infinito no seguinte
sentido:
(V0) existem uma constante a0 > 0 e uma func¸a˜o V∞ ∈ C(RN ,R), 1-perio´dica em
x1, . . . , xN , tais que V∞ − V ∈ F e
V∞(x) ≥ V (x) ≥ a0 > 0, para todo x ∈ RN ,
em que x = (x1, . . . , xN) ∈ RN .
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Considerando F (x, t) :=
∫ t
0
f(x, s)ds a primitiva de f e
F̂ (x, t) :=
1
2
f(x, t)t− F (x, t),
assumiremos tambe´m as seguintes hipo´teses:
(f1) F (x, t) ≥ 0 para (x, t) ∈ RN ×R e f(x, t) = o(t) uniformemente em x ∈ RN quando
t→ 0;
(f2) para todo r > 0 vale
q(r) := inf{F̂ (x, t) : x ∈ RN e |t| ≥ r} > 0;
(f3) existem a1 > 0, R1 > 0 e τ > max{1, N/2} tais que
|f(x, t)|τ ≤ a1|t|τ F̂ (x, t),
para todo x ∈ RN , |t| > R1 ;






uniformemente em x ∈ RN ;
(f5) existem p∞ ∈ (2, 2∗), ϕ ∈ F e f∞ ∈ C(RN × R,R), 1-perio´dica em x1, . . . , xN , tais
que:
(i) F (x, t) ≥ F∞(x, t) :=
∫ t
0
f∞(x, s)ds, para todo (x, t) ∈ RN × R;
(ii) |f(x, t)− f∞(x, t)| ≤ ϕ(x)|t|p∞−1, para todo (x, t) ∈ RN × R;
(iii)
f∞(x, ·)
| · | e´ crescente em (−∞, 0) e (0,∞), para cada x ∈ R
N .
O principal resultado deste cap´ıtulo pode ser estabelecido como segue:
Teorema 1.1. Suponha que V satisfaz (V0) e f satisfaz (f1) − (f5). Enta˜o o problema
(1.1) possui uma soluc¸a˜o na˜o trivial.
Com uma pequena alterac¸a˜o em nossos ca´lculos, podemos obter existeˆncia de soluc¸a˜o
de energia mı´nima para o problema perio´dico. Nesta situac¸a˜o, na˜o precisaremos da
condic¸a˜o (f5) e nosso resultado e´ o seguinte:
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Teorema 1.2. Suponha que V∞(·) e f∞(·, t) sa˜o func¸o˜es 1-perio´dicas em x1, . . . , xN , e
V∞(x) > 0 para todo x ∈ RN . Se f∞ satisfaz (f1), (f3), (f4) e
(f2)
′ F̂∞(x, t) := 12f∞(x, t)t− F∞(x, t) > 0 para todo x ∈ RN e t 6= 0,
enta˜o o problema (1.1) possui uma soluc¸a˜o de energia mı´nima.
Este cap´ıtulo possui mais duas sec¸o˜es. Na primeira, apresentaremos as ferramen-
tas principais para obtenc¸a˜o dos nossos resultados, descreveremos a estrutura variacional
associado ao problema (1.1) e provaremos va´rios lemas auxiliares. Na u´ltima sec¸a˜o, de-
monstraremos os Teoremas 1.1 e 1.2.
1.1 Resultados preliminares
Nessa sec¸a˜o, descreveremos a estrutura variacional relacionada ao problema (1.1).
Mostraremos que o funcional associado possui a geometria requerida pelo Teorema do
Passo da Montanha e que sequeˆncias de Cerami sa˜o limitadas. Ale´m disso, apresentaremos
o Teorema Local do Passo da Montanha e alguns lemas que sera˜o u´teis na demonstrac¸a˜o
do nosso principal teorema.
Com intuito de obter os pontos cr´ıticos, iremos usar o seguinte resultado abstrato,
devido a H. F. Lins e E.A.B. Silva [20, Teorema 2.3].
Teorema 1.3 (versa˜o local do Passo da Montanha). Seja E um espac¸o de Banach real.
Suponha que I ∈ C1(E,R) satisfaz I(0) = 0 e
(PM1) existem ρ, α > 0 tais que I(u) ≥ α > 0 para todo ‖u‖ = ρ;
(PM2) existe e ∈ E com ‖e‖ > ρ tal que I(e) ≤ 0.
Denote











enta˜o I possui um ponto cr´ıtico na˜o trivial u ∈ γ0([0, 1]) tal que I(u) = c.
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(|∇u|2 + V (x)u2), u ∈ H1(RN),
e´ equivalente a norma usual de H1(RN). No que segue, iremos denotar por E o espac¸o
H1(RN) munido da norma acima.
Em nosso primeiro lema, obtemos estimativas ba´sicas sobre o crescimento da na˜o
linearidade f .
Lema 1.4. Suponha que f satisfac¸a (f1), (f3) e (f5)-(ii). Enta˜o, dado ε > 0, existe
Cε > 0 e p ∈ (2, 2∗) tais que
|f(x, t)| ≤ ε|t|+ Cε|t|p−1, |F (x, t)| ≤ ε|t|2 + Cε|t|p, (1.2)
para todo (x, t) ∈ RN × R.
Demonstrac¸a˜o. Tomando ε > 0 e usando (f1), obtemos δ > 0 tal que
|f(x, t)| ≤ ε|t|, x ∈ RN , |t| ≤ δ. (1.3)
Por (f3), existe R1 > 0 satisfazendo
|f(x, t)|τ ≤ a1|t|τ F̂ (x, t) ≤ a1
2
|t|τ+1|f(x, t)|, x ∈ RN , |t| ≥ R1.
Da´ı, pondo p = 2τ/(τ − 1) e lembrando que τ > N/2, conclu´ımos que 2 < p < 2∗. Ale´m
disso,
|f(x, t)| ≤ C|t| τ+1τ−1 = C|t|p−1, x ∈ RN , |t| ≥ R1. (1.4)
Segue da continuidade e periodicidade de f∞ que existe M > 0 tal que
|f∞(x, t)| ≤M, x ∈ RN , δ ≤ |t| ≤ R1.
Agora, usando (f5)-(ii), obtemos





|t|p∞−1, x ∈ RN , δ ≤ |t| ≤ R1.















(∇u∇v + V (x)uv)−
∫
f(x, u)v,
para quaisquer u, v ∈ E. Assim, os pontos cr´ıticos de I sa˜o precisamente soluc¸o˜es fracas
do problema (1.1).
Nosso pro´ximo resultado prova que o funcional I satisfaz as condic¸o˜es geome´tricas do
Teorema do Passo da Montanha.
Lema 1.5. Suponha que f satisfac¸a (f1), (f3), (f4) e (f5)-(ii). Enta˜o I satisfaz (PM1)
e (PM2).
Demonstrac¸a˜o. Pelo Lema 1.4 e a desigualdade de Sobolev temos que, para u ∈ E,∫
F (x, u) ≤ ε|u|22 + Cε|u|pp ≤ C1ε‖u‖2 + C2‖u‖p,








quando ‖u‖ → 0. Assim, para ‖u‖ = ρ suficientemente pequeno, temos que I(u) ≥ α > 0.
Isto prova (PM1).
Para provar a condic¸a˜o (PM2), fixemos ϕ ∈ C∞0 (RN) satisfazendo ϕ(x) ≥ 0 em RN e
‖ϕ‖ = 1. Afirmamos que existe R0 > 0 tal que, para todo R > R0, temos que I(Rϕ) < 0.
Se isto for verdade, basta tomar e = Rϕ com R > 0 suficientemente grande para obter
(PM2).
Para demonstrar a afirmac¸a˜o, considerando k = 2/
∫
ϕ2 e usando (f4), obtemos M > 0
satisfazendo
F (x, t) ≥ kt2 para todo |t| ≥M.








Uma vez que ϕ ≥ 0, pela continuidade da medida, podemos escolher R0 > 0 tal
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ϕ2. Segue da definic¸a˜o de k e (1.5) que∫
F (x,Rϕ) ≥ R2 e portanto,
I(Rϕ) ≤ 1
2
R2 −R2 = −1
2
R2 < 0,
para qualquer R > R0.
Dizemos que (un) ⊂ E e´ uma sequeˆncia de Cerami no n´ıvel c ∈ R ((Ce)c abreviada-
mente) para o funcional I, se
I(un)→ c e (1 + ‖un‖)‖I ′(un)‖E∗ → 0
quando n→∞.
Nosso pro´ximo lema nos garante que sequeˆncias de Cerami para o funcional I sa˜o
limitadas.
Lema 1.6. Suponha que f satisfac¸a (f1)− (f4) e (f5)-(ii). Enta˜o qualquer sequeˆncia de
Cerami para I e´ limitada.
Demonstrac¸a˜o. Esta demonstrac¸a˜o e´ uma adaptac¸a˜o de um argumento de [14]. Seja
(un) ⊂ E tal que
lim
n→+∞
I(un) = c e lim
n→+∞
(1 + ‖un‖)‖I ′(un)‖E∗ = 0.
Segue que




F̂ (x, un), (1.6)
onde on(1) denota uma quantidade que se aproxima de zero quando n→ +∞. Suponha
por contradic¸a˜o que, para alguma subsequeˆncia, ainda denotada por (un), temos que












‖un‖ = 1. (1.7)
Seja R1 > 0 dado pela hipo´tese (f3). Para qualquer |t| > R1, temos que













Assim, segue de (f4) que F̂ (x, t) → ∞ quando t → ∞ uniformemente em x ∈ RN . Isto
implica que q(r) > 0 para todo r > 0 e q(r)→∞ quando r →∞, em que q(r) foi definido
em (f2) como q(r) = inf{F̂ (x, t) : x ∈ Rn e |t| ≥ r}.
Para 0 ≤ a < b, definimos
Ωn(a, b) := {x ∈ RN : a ≤ |un(x)| < b}.





F̂ (x, un) +
∫
Ωn(a,b)

























A desigualdade acima implica que |Ωn(b,∞)| ≤ C1/q(b). Lembrando que q(b)→ +∞
quando b→ +∞, conclu´ımos que
lim
b→+∞
|Ωn(b,∞)| = 0 uniformemente em n. (1.9)
Fixado µ ∈ [2, 2∗), pela desigualdade de Ho¨lder e pelas imerso˜es de Sobolev, obtemos,








≤ C2‖vn‖µ|Ωn(b,∞)|(2∗−µ)/2∗ = C2|Ωn(b,∞)|(2∗−µ)/2∗ .





|vn|µ = 0, uniformemente em n. (1.10)
Pondo 2τ ′ = 2τ/(τ−1) ∈ (2, 2∗), podemos usar a condic¸a˜o (f3), (1.8) e a desigualdade
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‖un‖ < ε, para todo n ∈ N. (1.11)
Agora considere C4 > 0 tal que |u|22 ≤ C3‖u‖2 para todo u ∈ E. Por (f1), existe
aε ∈ (0, bε] tal que
|f(x, t)| ≤ ε|t|
C4
,








v2n ≤ ε. (1.12)












Pela condic¸a˜o (f5) e o fato de que ϕ ∈ L∞(RN ,R), obtemos C5 > 0 tal que |f(x, un)| ≤






v2n < ε, para todo n ≥ n0. (1.14)
Finalmente, as estimativas (1.11), (1.12) e (1.14) implicam que∫
f(x, un)vn
‖un‖ ≤ 3ε, para todo n ≥ n0
o que contradiz (1.7), visto que ε e´ arbitra´rio. Portanto (un) e´ limitada em E.
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Observac¸a˜o 1.7. Assumindo que f∞(·, t) e´ perio´dica, podemos obter a estimativa em
(1.14) sem assumir a condic¸a˜o (f5), bastando observar que a continuidade e periodicidade
de f∞ implicam que |f∞(x, t)| ≤ C|t| para todo x ∈ Ωn(a, b). Ale´m disso, neste caso,
temos ainda que F̂∞(x, u) ≥ q(a) > 0 para todo x ∈ Ωn(a, b). Portanto, esse lema
tambe´m e´ va´lido nas condic¸o˜es do Teorema 1.2.
Lema 1.8. Suponha que f satisfac¸a (f1)−(f3) e (f5)−(ii). Seja (un) ⊂ E uma sequeˆncia
de Cerami para I em um n´ıvel c > 0. Se un ⇀ 0 fracamente em E, enta˜o existe uma





|un|2 ≥ β > 0
Demonstrac¸a˜o. Suponha, por contradic¸a˜o, que o lema seja falso. Enta˜o, para qualquer








Da´ı, podemos usar o Lema de Anulamento de Lions [21, Lema I.1] para concluir que∫ |un|s → 0, para qualquer s ∈ (2, 2∗). Segue da segunda desigualdade em (1.2) que
0 ≤ lim sup
n→+∞
∫










onde usamos a limitac¸a˜o de (un) em L
2(RN). Uma vez que ε e´ arbitra´rio, conclu´ımos que∫
F (x, un) → 0. O mesmo argumento e a primeira desigualdade em (1.2) implicam que∫
f(x, un)un → 0.













f(x, un)un − F (x, un)
)
= 0,
o que contradiz c > 0. O lema esta´ demonstrado.
Finalizamos esta sec¸a˜o enunciando dois resultados te´cnicos de convergeˆncia que foram
demonstrados em [20, Lemas 5.1 e 5.2], respectivamente. Apresentamos as demonstrac¸o˜es
aqui por completude.
Lema 1.9. Suponha que V satisfac¸a (V0) e f satisfac¸a (f5). Seja (un) ⊂ E uma sequeˆncia
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limitada e vn(x) = v(x− yn), onde v ∈ E e (yn) ⊂ RN . Se |yn| → ∞, enta˜o temos que
(V∞(·)− V (·))unvn → 0,
(f∞(·, un)− f(·, un)) vn → 0,
fortemente em L1(RN), quando n→∞.
Demonstrac¸a˜o. Dado δ > 0, como v ∈ Ls(RN) para todo s ∈ [2, 2∗], obtemos 0 < ε < δ
tal que, para todo conjunto mensura´vel A ⊂ RN com |A| < ε, vale∫
A
v2 < δ e
∫
A
|v|2∗ < δ. (1.15)
Considere os seguintes conjuntos:
Dε := {x ∈ RN : |V∞(x)− V (x)| ≥ ε} e Dε(R) := Dε ∩ (RN \BR).
Afirmamos que limR→∞ |Dε(R)| = 0. De fato, como V∞ − V ∈ F , segue que |Dε| < ∞.
Considerando (Rn) ⊂ R tal que Rn → ∞, ξ := χDε e ξn := χDε(Rn), obtemos que
|ξ|1 = |Dε|, ou seja, ξ ∈ L1(RN). Ale´m disso, visto que |ξn| ≤ |ξ| e ξn(x) → 0 q.t.p.
x ∈ RN , conclu´ımos a afirmac¸a˜o usando o Teorema da Convergeˆncia Dominada.
Segue da afirmac¸a˜o que existe R > 0 tal que |Dε(R)| < ε. Usando a desigualdade de
Ho¨lder, temos que∫
RN\BR







≤ |V∞|∞|un|2|vn|L2(Dε(R)) + ε|un|2|v|2.
Da´ı, usando (1.15) e a limitac¸a˜o de (un), obtemos C1 > 0 tal que∫
RN\BR
|V∞(x)− V (x)||un||vn| ≤ C1(δ1/2 + δ).
Usando novamente a desigualdade de Ho¨lder, a condic¸a˜o (V0) e o fato que (un) e´
limitada, segue que existe C2 > 0 tal que∫
BR
















Da´ı, como v ∈ L2(RN) e |yn| → ∞, temos que existe n0 ∈ N tal que∫
BR
|V∞(x)− V (x)||un||vn| ≤ C2δ,
para todo n ≥ n0. Portanto (V∞(x)− V (x))unvn → 0 em L1(RN).
A segunda parte da demonstrac¸a˜o e´ obtida por um procedimento ana´logo.








Demonstrac¸a˜o. Suponha por contradic¸a˜o que exista uma subsequeˆncia, que ainda deno-
taremos por (un), ε > 0, tais que∫
|ϕ|||un|s − |u|s|| ≥ ε, (1.16)
para todo n ∈ N. Definido Dδ(R) := {x ∈ RN : |ϕ(x)| ≥ ε, |x| ≥ R}. Uma vez que ϕ ∈ F ,
argumentando como no lema anterior, temos que existe R = Rδ > 0 tal que Dδ(R) < δ.
Aplicando a desigualdade de Ho¨lder, segue que∫
Dδ(R)





[|un|22∗ + |u|22∗] |Dδ(R)| 2∗−22∗ ≤ C1δ 2∗−22∗ ,
para alguma constante C1 > 0. Da definic¸a˜o de Dδ(R) e a limitac¸a˜o de (un), existe C2 > 0
tal que ∫
RN\(BR∩Dδ(R))
|ϕ|||un|s − |u|s| ≤
∫
(|un|s + |u|s) ≤ C2δ.
Por outro lado, uma vez que un ⇀ u em E, podemos assumir que un → u em Lγloc(RN),
γ ∈ [1, 2∗). Assim, para R = Rδ > 0 dado acima, lembrando que ϕ ∈ L∞ e usando o
Teorema da Convergeˆncia Dominada, obtemos n0 ∈ N tal que∫
BR
|ϕ|||un|p − |u|p| ≤ δ,
para todo n ≥ n0. Da´ı, pelas estimativas acima, obtemos∫
|ϕ|||un|p − |u|p| ≤ C1δ 2
∗−2
2∗ + (1 + C2)δ.
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para todo n ≥ n0. Como δ foi tomando de modo arbitra´rio, obtemos uma contradic¸a˜o
com (1.16). Portanto o lema e´ verdadeiro.
1.2 Demonstrac¸o˜es dos Teoremas 1.1 e 1.2








F∞(x, u), para u ∈ E.
Estamos prontos para demonstrar nosso principal resultado como segue:
Demonstrac¸a˜o do Teorema 1.1. Pelo Lema 1.5 e o Teorema do Passo da Montanha,
existe uma sequeˆncia (un) ⊂ E tal que
I(un)→ c ≥ α > 0 e (1 + ‖un‖)‖I ′(un)‖E∗ → 0, quando n→∞. (1.17)
Aplicando o Lema 1.6, podemos assumir que un ⇀ u fracamente em E. Afirmamos
que I ′(u) = 0. De fato, como C∞0 (RN) e´ denso em E, e´ suficiente mostrar que I ′(u)v = 0
para toda v ∈ C∞0 (RN). Temos que
I ′(un)v − I ′(u)v = on(1)−
∫
(f(x, un)− f(x, u)) v. (1.18)
Usando o teorema de imersa˜o de Sobolev, a menos de subsequeˆncia, temos que un → u
em Lsloc(RN) para cada s ∈ [1, 2∗) e
un(x)→ u(x) q.t.p. em K, quando n→∞,
|un(x)| ≤ ws(x) ∈ Ls(K), para todo n ∈ N q.t.p. em K,
onde K denota o suporte da func¸a˜o v. Assim,
f(x, un)→ f(x, u) q.t.p. em K, quando n→∞,
e usando (1.2), obtemos
|f(x, un)v| ≤ ε|w1||v|+ Cε|wp||v| ∈ L1(K).
Enta˜o, tomando o limite em (1.18) e usando o Teorema da Convergeˆncia Dominada
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de Lebesgue, temos
I ′(u)v = lim
n→∞
I ′(un)v = 0,
que implica I ′(u) = 0.
Se u 6= 0, o teorema esta´ demonstrado. Dessa forma, precisamos somente tratar o caso
em que u = 0. Pelo Lema 1.8, existe uma sequeˆncia (yn) ⊂ RN , R > 0 e β > 0 tais que





|un|2 ≥ β > 0. (1.19)
Sem perda de generalidade, podemos assumir que (yn) ⊂ ZN . De fato, se na˜o for assim,
tomamos kn ∈ ZN de modo que |kn−yn| = inf{|k−yn| : k ∈ ZN}. Logo |kn−yn| ≤
√
N/2,











|un|2 ≥ β > 0.
Escrevendo u˜n(x) := un(x+ yn) e observando que∫
(|∇u˜n|2 + V∞(x)u˜2n) =
∫
(|∇un|2 + V∞(x)u2n),
a menos de subsequeˆncia, temos que u˜n ⇀ u˜ em E, u˜n → u˜ em L2loc(RN) e para quase
todo x ∈ RN . Por (1.19), temos que u˜ 6= 0.
Afirmac¸a˜o 1. I ′∞(u˜) = 0
Para provar esta afirmac¸a˜o, vamos tomar v ∈ C∞0 (RN) e definir, para cada n ∈
N, vn(x) := v(x − yn). Argumentando como no in´ıcio da demonstrac¸a˜o e usando a
periodicidade de f∞, obtemos
I ′∞(u˜)v = I
′
∞(u˜n)v + on(1) = I
′
∞(un)vn + on(1)
e, desse modo, e´ suficiente verificar que I ′∞(un)vn = on(1). Observe que, pelo Lema 1.9,
I ′∞(un)vn = I
′(un)vn +
∫
(V∞(x)− V (x))unvn −
∫
(f∞(x, un)− f(x, u)) vn
= I ′(un)vn + on(1).
Assim, por (1.17), a afirmac¸a˜o e´ va´lida.
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Afirmac¸a˜o 2. lim inf
n→∞
∫
F̂ (x, un) ≥
∫
F̂∞(x, u˜)
Usando a definic¸a˜o de F̂ e F̂∞, (f5)-(ii), obtemos
|F̂ (x, un)− F̂∞(x, un)| ≤ 1
2






























onde usamos tambe´m a periodicidade de F̂∞ e o Lema de Fatou.














F̂∞(x, u˜) = I∞(u˜)− 1
2
I ′∞(u˜)u˜ = I∞(u˜),
ou seja, I∞(u˜) ≤ c. Por (f5)-(iii) e o fato de que u˜ e´ um ponto cr´ıtico na˜o nulo para I∞,
conclu´ımos por um argumento padra˜o que maxt≥0 I∞(tu˜) = I∞(u˜). Da´ı, pela definic¸a˜o de





I∞(tu˜) = I∞(u˜) ≤ c
Invocando o Teorema 1.3, conclu´ımos que I possui um ponto cr´ıtico na˜o trivial no
n´ıvel c > 0. Isto finaliza a demonstrac¸a˜o. 
Como corola´rio, demonstraremos agora este mesmo resultado para o caso perio´dico.
Demonstrac¸a˜o do Teorema 1.2. Em primeiro lugar, notamos que os Lemas 2.1, 2.2 e
2.3 ainda sa˜o va´lidos nas condic¸o˜es do Teorema 1.2. Assim, pelo Lema 1.5, obtemos uma
sequeˆncia de Cerami (un) ⊂ E para o funcional I∞ no n´ıvel c∞, em que c∞ e´ o n´ıvel do
passo da montanha de I∞.
Argumentando como na prova do Teorema 1.1, conclu´ımos que un ⇀ u fracamente
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em E com I ′∞(u) = 0. Como antes, precisamos considerar somente o caso em que u = 0.






|un|2 ≥ β > 0. (1.20)
Denotando u˜n(x) := un(x+yn) e observando que ‖u˜n‖H1(RN ) = ‖un‖H1(RN ), a menos de
subsequeˆncia, temos que u˜n ⇀ u˜ fracamente em E, u˜n → u˜ em L2loc(RN) e u˜n(x)→ u˜(x)
q.t.p. em RN . A convergeˆncia local e (1.20) implicam que u˜ 6= 0. Argumentando como
na Afirmac¸a˜o 1 da prova do Teorema 1.1, podemos concluir que I ′∞(u˜) = 0 e portanto
obtemos um ponto cr´ıtico na˜o trivial.
Em vista do resultado de existeˆncia acima, fica bem definido
m∞ = inf{I∞(u) : u ∈ E, u 6= 0 e I ′∞(u) = 0}.
Afirmamos que m∞ > 0 e esse ı´nfimo e´ atingido. De fato, seja (un) ⊂ E uma sequeˆncia
minimizante para m∞, isto e´,
I∞(un)→ m∞, I ′∞(un) = 0 e un 6= 0.
Uma vez que (un) e´ uma sequeˆncia de Cerami para I∞, segue do Lema 1.6 que ela
e´ limitada. Ale´m disso, usando I ′∞(un)un = 0, (V0), (1.2) e a desigualdade de Sobolev,
temos que





f∞(x, un)un ≤ C(ε|un|22 + |un|pp)
≤ C(ε‖un‖2H1(RN ) + ‖un‖pH1(RN )).
Logo, tomando ε pequeno, obtemos k > 0 satisfazendo ‖un‖H1(RN ) ≥ k. Se un → 0 em
Lp, enta˜o teremos pela desigualdade acima que un → 0 em E, absurdo. Assim un 6→ 0 em
Lp(RN) e portanto, pelo Lema de Lions [21, Lema I.1], a menos de translac¸a˜o, obtemos
uma subsequeˆncia (u˜n) que converge para um limite fraco u0 6= 0, tal que I ′∞(u0) = 0 e
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F̂∞(x, u0) = I∞(u0).




Equac¸a˜o de Schro¨dinger indefinida e assintoticamente perio´dica
Este cap´ıtulo sera´ dedicado ao estudo de existeˆncia de soluc¸o˜es na˜o triviais para a
equac¸a˜o de Schro¨dinger semilinear
−∆u+ V (x)u = f(x, u), x ∈ RN , (2.1)
em que V : RN → R e f : RN × R → R sa˜o func¸o˜es cont´ınuas. Nosso objetivo e´
estabelecer existeˆncia de soluc¸a˜o para o problema (2.1) assumindo que V muda de sinal
e f e´ assintoticamente perio´dica.
Como no cap´ıtulo anterior, denotaremos por F a classe de func¸o˜es ϕ ∈ C(RN ,R) ∩
L∞(RN) tal que, para todo  > 0, o conjunto {x ∈ RN : |ϕ(x)| ≥ } possui medida de
Lebesgue finita. Denotaremos por F (x, t) :=
∫ t
0
f(x, s) ds primitiva de f(x, t) e
F̂ (x, t) :=
1
2
f(x, t)t− F (x, t).
Para o potencial V , assumiremos que
(V0) V (x) = V (x1, . . . , xN) e´ 1-perio´dica em x1, . . . , xN ;
(V1) 0 6∈ σ(−∆ + V ) e σ(−∆ + V ) ∩ (−∞, 0) 6= ∅
e f ∈ C(RN × R,R) e´ uma perturbac¸a˜o de uma func¸a˜o perio´dica no infinito no seguinte
sentido:
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(f1) F (x, t) ≥ 0 para todo (x, t) ∈ RN × R e f(x, t) = o(t) uniformemente em x ∈ RN
quando t→ 0;
(f2) para todo r > 0 vale
q(r) := inf{F̂ (x, t) : x ∈ RN e |t| ≥ r} > 0;
(f3) existem constantes a1 > 0, R1 > 0 e τ > max{1, N/2} tais que
|f(x, t)|τ ≤ a1|t|τ F̂ (x, t)
para todo x ∈ RN , |t| ≥ R1;






uniformemente em x ∈ RN quando |t| → ∞;
(f5) existem p∞ ∈ (2, 2∗), ϕ ∈ F e f∞ ∈ C(RN × R,R), 1-perio´dica em x1, . . . , xN , tais
que:
(i) F (x, t) ≥ F∞(x, t) :=
∫ t
0
f∞(x, s)ds, para todo (x, t) ∈ RN × R,
(ii) |f(x, t)− f∞(x, t)| ≤ ϕ(x)|t|p∞−1, para todo (x, t) ∈ RN × R,
(iii) t 7→ f∞(x, t)|t| e´ crescente em (−∞, 0) e (0,∞), para cada x ∈ R
N .
Nosso principal resultado e´ o seguinte:
Teorema 2.1. Suponha que V satisfac¸a (V0) − (V1) e f satisfac¸a (f1) − (f5). Enta˜o o
problema (2.1) possui uma soluc¸a˜o na˜o trivial.
O restante desse cap´ıtulo e´ organizado como segue. Na Sec¸a˜o 2.1 apresentamos duas
verso˜es de teorema de linking. A estrutura variacional e alguns lemas auxiliares sa˜o
estabelecidos na Sec¸a˜o 2.2 e a demonstrac¸a˜o do Teorema 2.1 feita na u´ltima sec¸a˜o.
2.1 Uma versa˜o local do Teorema de Linking
Nessa sec¸a˜o apresentaremos duas ferramentas que sera˜o usadas para obter pontos
cr´ıticos : Uma versa˜o do Teorema de Linking com sequeˆncia de Cerami, devido a G. Li e
A. Szulkin [17] e o Teorema Local de Linking, de nossa autoria.
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Em toda esta sec¸a˜o, denotaremos por E um espac¸o de Hilbert real com produto
escalar (·, ·) e norma induzida ‖ · ‖. Assumiremos que existe uma decomposic¸a˜o ortogonal
E = E− ⊕ E+, de modo que cada elemento u ∈ E e´ escrito de modo u´nico da forma
u = u+ + u−, com u± ∈ E±. Consideraremos tambe´m que E− possui uma sequeˆncia











A topologia em E gerada por ‖ · ‖τ sera´ denotada por τ e todas as noc¸o˜es relacionadas
a ela incluira˜o este s´ımbolo. Pode ser provado que em conjuntos limitados essa topologia
coincide com a topologia produto de E−w × E+, em que E−w e´ o espac¸o E− munido da
topologia fraca. Assim, para uma sequeˆncia limitada (un), temos que un
τ→ u em E se, e
somente se u+n → u+ e u−n ⇀ u− fracamente em E. Outras propriedades desta τ -topologia
podem ser encontradas em [17, Sec¸a˜o 2].
Dado um conjunto M ⊂ E, uma homotopia h : [0, 1]×M → E e´ dita admiss´ıvel se
(i) h e´ τ -cont´ınua, isto e´, se tn → t e un τ→ u enta˜o h(tn, un) τ→ h(t, u);
(ii) para cada (t, u) ∈ [0, 1]×M existe uma vizinhanc¸a U de (t, u) na topologia produto
de [0, 1] e (E, τ) tal que o conjunto {v − h(t, v) : (t, v) ∈ U ∩ ([0, 1] × M)} esta´
contido em um subespac¸o de E, com dimensa˜o finita.
O s´ımbolo Γ denotara´ a seguinte classe de aplicac¸o˜es admiss´ıveis
Γ := { h ∈ C([0, 1]×M,E) : h e´ admiss´ıvel,h(0, ·) = IdM ,
I(h(t, u)) ≤ max{I(u),−1} para todo(t, u) ∈ [0, 1]×M}.
A seguinte versa˜o do Teorema de Linking foi demonstrada em [18, Teorema 2.1]:
Teorema 2.2. Seja I ∈ C1(E,R). Suponha que




(‖u+‖2 − ‖u−‖2)− J(u),
com J ∈ C1(E,R) limitado inferiormente, fracamente sequencialmente semicont´ınuo
inferiormente e J ′ e´ fracamente sequencialmente cont´ınuo;
(L2) existe u0 ∈ E+\{0}, α > 0 e R > r > 0 tais que
I|Nr ≥ α, I|∂M ≤ 0,
33
2.1. UMA VERSA˜O LOCAL DO TEOREMA DE LINKING
em que Nr = {u ∈ E+ : ‖u‖ = r} e M = MR,u0 e´ dado por







enta˜o existe (un) ⊂ E tal que
I(un)→ c ≥ α, (1 + ‖un‖)‖I ′(un)‖ → 0.
Para estabelecer o Teorema 2.1, precisamos relacionar a equac¸a˜o (2.1) com o problema
limite. Para isso, iremos usar uma versa˜o local do teorema acima, descrita a seguir.
Teorema 2.3. Assumindo as mesmas hipo´teses do Teorema 2.2, suponha adicionalmente
que exista h0 ∈ Γ tal que
c = sup I(h0(1,M)). (2.2)
Enta˜o I possui um ponto cr´ıtico na˜o nulo u ∈ h0(1,M) tal que I(u) = c.
Demonstrac¸a˜o. Suponha, por contradic¸a˜o, que D := h0(1,M) na˜o possui nenhum ponto
cr´ıtico de I no n´ıvel c. Isto implica que existem constantes ε, δ > 0 tais que
‖I ′(u)‖ ≥ 8ε
δ
para qualquer u ∈ I−1([c− 2ε, c+ 2ε]) ∩Dτ2δ, (2.3)
em que Dτ2δ denota o conjunto τ -fechado {u ∈ E : ‖u− v‖τ ≤ 2δ, para qualquer v ∈ D}.
De fato, se na˜o fosse assim, obter´ıamos uma sequeˆncia (un) ∈ Dτ2/√n tal que
c− 2
n
≤ I(un) ≤ c+ 2
n
, ‖I ′(un)‖ ≤ 2√
n
,
que implica I(un) → c e I ′(un) → 0. Como Dτ2 e´ τ -compacto, podemos assumir que
un
τ→ u ∈ D. Isto implica que u+n → u+ e u−n ⇀ u− fracamente em E. Uma vez
que I ′ e´ fracamente cont´ınua, obtemos que I ′(u) = 0. Como tanto a norma quanto J sa˜o
fracamente semicont´ınuos inferiormente, segue que I(u) ≥ c. Observando que u ∈ D ⊂ Ic,
obtemos que I(u) ≤ c. Da´ı, conclu´ımos que u e´ um ponto cr´ıtico no n´ıvel c, o que e´ um
absurdo.
Em vista de (2.3) e das hipo´teses de regularidade de I, podemos usar o Lema 2.5 (que
sera´ provado posteriormente), para obter uma homotopia admiss´ıvel η : [0, 1] ×M → E
tal que
η(1, D) ⊂ Ic−ε.
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Considere h : [0, 1]×M → E dado por
h(t, u) :=
 h0(2t, u),η(2t− 1, h0(1, u)).
Enta˜o h ∈ Γ e, para qualquer u ∈M , vale
I(h(1, u)) = I(η(1, h0(1, u))) ≤ c− ε,
uma vez que h0(1, u) ∈ D. Esta desigualdade contradiz a definic¸a˜o de c e conclui a
demonstrac¸a˜o do teorema.
No que segue, iremos provar alguns resultados te´cnicos que garantira˜o a existeˆncia da
deformac¸a˜o usada na prova do Teorema 2.3. Denotaremos por Kc = {u ∈ E : I(u) =
c, I ′(u) = 0} o conjunto dos pontos cr´ıticos de I no n´ıvel c, e os conjuntos de n´ıvel
Iβ = {u ∈ E : I(u) ≤ β}, Iα = {u ∈ E : I(u) ≥ α} e Iβα = Iα ∩ Iβ. Ale´m disso,
assumiremos que
(A) I ∈ C1(E,R) e´ τ -semicont´ınua superiormente e I ′ e´ fracamente sequencialmente
semicont´ınua;
(B) existem α < β, ε¯ > 0 e um conjunto τ -fechado S ⊂ Iβ satisfazendo
‖I ′(u)‖ ≥ ε¯ para todo u ∈ Iβα ∩ S.
Primeiramente, construiremos um campo de vetores que sera´ usado para obter o re-
sultado de deformac¸a˜o. Por uma modificac¸a˜o em um resultado devido a W. Kryszewski
e A. Szulkin [17, Proposic¸a˜o 3.2] (veja tambe´m [34, Lema 6.7]), obtemos o seguinte lema:
Lema 2.4. Suponha que (A) e (B) sa˜o va´lidas. Enta˜o existem uma τ -vizinhanc¸a V de
Iβ e um campo vetorial f : V → E satisfazendo
(a) f e´ localmente lipschitziana e τ -localmente lipschitziana;
(b) cada ponto u ∈ V possui uma τ -vizinhanc¸a Vu tal que f(Vu) esta´ contida em um
subespac¸o de dimensa˜o finita de E;
(c) m := supu∈V ‖f(u)‖ ≤ 2ε¯ e (I ′(u), f(u)) ≥ 0 para todo u ∈ V ;
(d) para todo u ∈ Iβα ∩ S temos que (I ′(u), f(u)) > 1.
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Pela condic¸a˜o (A), temos que u 7→ (I ′(u), g(v)) e´ τ -cont´ınua. Logo, segue que v possui
uma vizinhanc¸a τ -aberta Vv satisfazendo
(I ′(u), g(v)) > 1 para todo u ∈ Vv.
Uma vez que I e´ τ -cont´ınuo superiormente e S e´ τ -fechado, o conjunto V0 := I
−1(−∞, β)∪
(E \ S) e´ τ -aberto. A famı´lia {Vv : v ∈ Iβα ∩ S} ∪ {V0} e´ uma cobertura τ -aberta, do
espac¸o me´trico (Iβ, τ). Portanto, existe um refinamento τ -aberto e τ -localmente finito
{Vj : j ∈ J}. Claramente Iβ ⊂ V :=
⋃
j∈J Vj e V e´ τ -aberto. Seja {λj : j ∈ J} uma
partic¸a˜o τ -Lipschitz da unidade, subordinada a` cobertura {Vj : j ∈ J}. Se Vj ⊂ Vv para





λ(u)vj, u ∈ V.
Pela construc¸a˜o de f , e´ imediato verificar (a) e (d). Usando (B), conclu´ımos que ‖I ′(vj)‖ ≥
ε¯ e enta˜o, ‖vj‖ ≤ 2/ε¯ para todo j ∈ J . Assim, pela definic¸a˜o de f , segue que ‖f(u)‖τ ≤
‖f(u)‖ ≤ 2/ε¯, ou seja, a condic¸a˜o (c) e´ va´lida. Finalmente, para provar (b), vemos que
por construc¸a˜o, qualquer ponto u ∈ V possui uma vizinhanc¸a τ -aberta Vu ⊂ V , de modo
que o conjunto Ju := {j ∈ J : Vj ∩ Vu 6= ∅} e´ finito. Assim, f(Vu) esta´ contido em um
subespac¸o de dimensa˜o finita. Isto completa a demonstrac¸a˜o.
No restante dessa sec¸a˜o vamos denotar por D ⊂ Ic um conjunto na˜o vazio τ -compacto
tal que Kc ∩D = ∅. Nessa condic¸o˜es, se I satisfaz (A), o mesmo argumento utilizado na
prova do Teorema 2.3 mostra que, existem ε > 0, δ > 0 tais que
‖I ′(u)‖ ≥ 8ε
δ
para todo u ∈ Ic+2εc−2ε ∩Dτ2δ,
desse modo, o funcional I satisfaz a condic¸a˜o (B) com S = Dτ2δ, α = c− 2ε, β = c+ 2ε e
ε¯ = 8ε/δ.
Seja ρ : H → R uma func¸a˜o τ -localmente Lipschitz satisfazendo
0 ≤ ρ ≤ 1, ρ ≡ 0 em A := Ic+2εc−2ε ∩Dτ2δ e ρ ≡ 1 em B := Ic+εc−ε ∩Dτδ .
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onde f e m sa˜o como no Lema 2.2. Assim, ‖g(u)‖ ≤ 1 e segue que o problema de Cauchy{
d
dt
w(t, u) = g(w(t, u)),
w(0, u) = u ∈ Ic+2ε (2.5)
possui uma u´nica soluc¸a˜o w(·, u) definida para todo t ≥ 0.
O lema abaixo estabelece a existeˆncia da deformac¸a˜o utilizada na prova do nosso
resultado abstrato.
Lema 2.5. Suponha que D ⊂ E e´ como acima e I satisfac¸a (A). Enta˜o o fluxo η(t, u) :=
w(δt, u) esta´ bem definido sobre R+ × Ic+2ε e satisfaz as seguintes propriedades:
(a) η : [0, 1]× Ic+2ε → E e´ uma homotopia admiss´ıvel;
(b) η(t, u) = u se u 6∈ Ic+2εc−2ε ∩Dτ2δ;
(c) η(1, D) ⊂ Ic−ε ∩Dτδ .
Demonstrac¸a˜o. (a) Tomemos u0 ∈ Ic+2ε e t0 ∈ [0, 1]. O conjunto X := η([0, 1] × u0) e´
compacto, assim τ -compacto. Usando o Lema 2.4(c) e observando que g e´ τ -localmente
lipschitziana, temos que existem nu´meros r, L > 0 tais que U := {u ∈ E : ‖u − X‖τ <
r} ⊂ N e se u, v ∈ U , enta˜o ‖g(u)‖ ≤ L, ‖g(u)− g(v)‖τ ≤ L‖u− v‖τ . Ale´m disso, g(U)
esta´ contida em um subespac¸o E1 ⊂ E de dimensa˜o finita.
Mostraremos agora que η e´ τ -cont´ınua em (t0, u0). Dado σ > 0, seja t ∈ [0, 1] e
u ∈ Ic+2ε tal que ‖u− u0‖τ < σ. Suponha que η(s, u) ∈ U para 0 ≤ s ≤ t. Enta˜o
‖η(t, u)− η(t, u0)‖τ ≤ ‖u− u0‖τ +
∫ t
0
‖g(η(s, u))− g(η(s, u0))‖τ ds
≤ ‖u− u0‖τ + L
∫ t
0
‖η(s, u)− η(s, u0)‖τ ds.
Da´ı, pela desigualdade de Gronwall [34, Lema 6.9], temos que
‖η(t, u)− η(t, u0)‖τ ≤ ‖u− u0‖τeLt ≤ ‖u− u0‖τeL.
Se σ < re−L, obtemos
‖η(t, u)− η(t, u0)‖τ ≤ r.
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Desse modo, segue que η(t, u) ∈ U para cada t ∈ [0, 1]. Assim, se |t− t0| < σ, temos que
‖η(t, u)− η(t0, u0)‖τ ≤ ‖η(t, u)− η(t, u0)‖τ +
∫ t
t0
‖g(η(s, u0))‖τ ds < (eL + L)σ.
Como σ pode ser tomado suficientemente pequeno, segue que η e´ τ -cont´ınua. Para finali-
zar, notamos que para qualquer t ∈ [0, 1] e ‖u − u0‖τ < σ, temos que
u− η(t, u) = − ∫ t
0
g(η(s, u)) ds ∈ E1.
(b) Segue da construc¸a˜o de η.
(c) Para t ≥ 0, podemos usar (2.4) e (2.5) para obter






‖g(w(s, u))‖ds ≤ t,
que implica que w(t,D) ⊂ Dτδ para todo t ∈ [0, δ], ou seja,
η(t,D) ⊂ Dτδ para todo t ∈ [0, 1].












(I ′(w(t, u)), f(w(t, u))) ≤ 0.
Agora, seja u ∈ D ⊂ Ic. Temos dois casos a considerar:
(i) Se I(η(t˜, u)) < c− ε para algum t˜ ∈ [0, 1], enta˜o
I(η(1, u)) ≤ I(η(t˜, u)) < c− ε,
assim η(1, u) ∈ Ic−ε ∩Dτδ .
(ii) Se η(t, u) ∈ Ic+εc−ε ∩Dτδ = B para todo t ∈ [0, 1], enta˜o pelo Lema 2.4(c)-(d), obtemos














em que esta u´ltima desigualdade usamos ε¯ ≤ 2/m e ε¯ = 2ε
δ
. Neste caso, conclu´ımos
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que η(1, D) ⊂ (Ic−ε ∩Dτδ ).
2.2 Estrutura Variacional
Nessa sec¸a˜o, apresentaremos a estrutura variacional associada ao problema (2.1) e
demonstraremos alguns lemas que sera˜o u´teis na prova dos resultados principais.
No que segue, descreveremos va´rios resultados conhecidos associados com a decom-
posic¸a˜o espectral do operador de Schro¨dinger. ([8, 26]). Seja A : D(A) ⊂ L2(RN) →
L2(RN) dado por A(u) := −∆u + V (x)u. Como V ∈ L∞(RN), sabemos que D(A) =
H2(RN). Por (V0)− (V1), vale a decomposic¸a˜o ortogonal
L2(RN) = L+ ⊕ L−, u = u+ + u−,
sendo que A e´ positivo em L+ e negativo em L−.
Seja E := D(|A|1/2) o domı´nio do operador auto-adjunto |A|1/2. Este espac¸o munido
com o produto interno
(u, v) = (|A|1/2u, |A|1/2v)L2
e´ um espac¸o de Hilbert com norma ‖u‖ = ∣∣|A|1/2u∣∣
L2
, onde (·, ·)L2 denota o produto
interno em L2(RN).
A norma ‖ · ‖ e´ equivalente a norma usual de H1(RN) e E = H1(RN) . Desse modo,
E esta´ imerso continuamente em Ls(RN) para s ∈ [2, 2∗] e compactamente em Lsloc(RN)
para s ∈ [1, 2∗). Definindo E± = L± ∩ E, obtemos a decomposic¸a˜o E = E+ ⊕ E−, que e´
ortogonal em relac¸a˜o a` ambos os produtos (·, ·)L2 e (·, ·). Ale´m disso,∫
(|∇u|2 + V (x)u2) = ‖u+‖2 − ‖u−‖2, u = u+ + u−, u± ∈ E±.






(|∇u|2 + V (x)u2)−
∫
F (x, u),









Segue do pro´ximo lema que este funcional esta´ bem definido e e´ de classe C1.
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Lema 2.6. Suponha que (f1), (f3) e (f5)− (ii) sa˜o satisfeitos. Enta˜o, dado  > 0, existe
C > 0 e p ∈ (2, 2∗) tais que
|f(x, t)| ≤ |t|+ C|t|p−1, |F (x, t)| ≤ |t|2 + C|t|p, (2.6)
para todo (x, t) ∈ RN × R.
Demonstrac¸a˜o. Veja Lema 1.4.
Lema 2.7. Suponha f satisfac¸a (f1) − (f3) e (f5)-(ii). Enta˜o qualquer sequeˆncia (Ce)c
para I e´ limitada.
Demonstrac¸a˜o. Seja (un) ⊂ E tal que
lim
n→+∞
I(un) = c e lim
n→+∞
(1 + ‖un‖)‖I ′(un)‖E′ = 0.
Segue que




F̂ (x, un). (2.7)
Argumentando por contradic¸a˜o, suponha que ‖un‖ → ∞. Sendo (un) uma sequeˆncia
(Ce)c, temos que I
′(un)(u+n − u−n ) = on(1) e portanto
on(1) =





n − u−n )
‖un‖2 .






n − v−n )
‖un‖ = 1. (2.8)
Seja R1 > 0 como em (f3). Para todo x ∈ RN e |t| > R1, temos que











Assim, segue de (f4) que F̂ (x, t) → ∞ quando t → ∞ uniformemente em x ∈ RN . Isto,
(f2) e a definic¸a˜o de q implicam que q(r) > 0 para todo r > 0 e q(r)→∞ quando r →∞,
sendo q(r) como definido em (f2).
Para 0 ≤ a < b, definimos
Ωn(a, b) := {x ∈ RN : a ≤ |un(x)| < b}.
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F̂ (x, un) +
∫
Ωn(a,b)

























A desigualdade acima implica que |Ωn(b,∞)| ≤ C1/q(b). Lembrando que q(b)→ +∞
quando b→ +∞, conclu´ımos que
lim
b→+∞
|Ωn(b,∞)| = 0, uniformemente em n.
Fixado µ ∈ [2, 2∗), pela desigualdade de Ho¨lder e as imerso˜es de Sobolev, obtemos para








≤ C2‖vn‖µ|Ωn(b,∞)|(2∗−µ)/2∗ = C2|Ωn(b,∞)|(2∗−µ)/2∗ .





|vn|µ = 0, uniformemente em n. (2.10)
Definido 2τ ′ := 2τ/(τ − 1) ∈ (2, 2∗), podemos usar a condic¸a˜o (f3), (2.9) e a desigual-








































Fixe ε > 0. Esta u´ltima expressa˜o e (2.10) nos permitem concluir que existe bε > 0,




n − v−n )
‖un‖ < ε, para todo n. (2.11)
Agora seja C4 > 0 tal que |u|22 ≤ C4‖u‖2 para todo u ∈ E. Por (f1), existe aε ∈ (0, bε]
tal que
|f(x, t)| ≤ ε|t|
C4
,
















v2n ≤ ε. (2.12)












Para finalizar, por (f5) e o fato de que ϕ ∈ L∞(RN ,R) obtemos C5 > 0 tal que
|f(x, un)| ≤ C5|un| para todo x ∈ Ωn(aε, bε). Da´ı, pela desigualdade anterior, existe








v2n < ε, para todo n ≥ n0. (2.13)
Juntando as estimativas (2.12)-(2.13) temos que∫
f(x, un)(v
+
n − v−n )
‖un‖ ≤ 3ε,
o que contradiz (2.8), uma vez que ε > 0 e´ arbitra´rio. Portanto (un) e´ limitada em E.
Lema 2.8. Suponha que f satisfac¸a (f1)− (f2). Seja (un) ⊂ E uma sequeˆncia de Cerami
para I no n´ıvel c > 0. Se un ⇀ 0 fracamente em E enta˜o existe uma sequeˆncia (yn) ⊂ RN





|un|2 ≥ β > 0
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Demonstrac¸a˜o. Veja Lema 2.8.
Encerramos essa sec¸a˜o enunciando resultados te´cnicos sobre convergeˆncia que ja´ foram
utilizados no cap´ıtulo anterior.
Lema 2.9. Suponha que vale (f5). Seja (un) ⊂ E uma sequeˆncia limitada e vn(x) =
v(x− yn), onde v ∈ E e (yn) ⊂ RN . Se |yn| → ∞, enta˜o
(f∞(x, un)− f(x, un)) vn → 0,
fortemente em L1(RN) quando n→∞.




2.3 Demonstrac¸a˜o do Teorema 2.1
Antes de demonstrar o Teorema 2.1, precisaremos fazer algumas considerac¸o˜es sobre
o problema limite associado a` equac¸a˜o (2.1). Pela hipo´teses (f1) − (f5), observamos que
f∞ satisfaz (2.6) e
(i) f∞ e´ 1-perio´dica em x1, . . . , xN ,
(ii) f∞(x, u) = o(u) uniformemente em x quando u→ 0,
(iii) u 7→ f∞(x,u)|u| e´ crescente sobre (−∞, 0) e (0,∞),
(iv) F∞(x,u)
u2
→∞ uniformemente em x quando |u| → ∞.
Assim, para o problema perio´dico
−∆u+ V∞(x)u = f∞(x, u), x ∈ RN , (2.14)
temos que vale o seguinte resultado de existeˆncia de soluc¸a˜o:
Teorema 2.11. Suponha que V satisfac¸a (V0) − (V1) e f∞ satisfac¸a (i) − (iv) acima.
Enta˜o (2.14) possui uma soluc¸a˜o de energia mı´nima u∞ 6= 0.
Demonstrac¸a˜o. Veja [30, Teorema 40]
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I∞(u∞) = inf{I∞(u) : u ∈ E, u 6= 0 e I ′∞(u) = 0} > 0.
Utilizando a soluc¸a˜o do problema limite acima, vamos definir os conjuntos relacionados
com a estrutura de link para o funcional I. Considerando u0 = u
+
∞, definimos
M = MR,u0 = {u = u− + tu0 : u− ∈ E−, ‖u‖ ≤ R, t ≥ 0}.
e
Nr := {u ∈ E+ : ‖u‖ = r},
em que R > r > 0. O resultado abaixo mostra que R e r podem ser escolhidos de modo
que I satisfac¸a as condic¸o˜es geome´tricas do Teorema 2.2.
Lema 2.12. Suponha que f satisfac¸a (f1) (f3), (f4) e (f5)-(ii). Enta˜o I verifica as
seguintes condic¸o˜es
(i) existem r, α > 0 tais que I|Nr ≥ α;
(ii) existe R > r tal que I|∂MR ≤ 0.
Demonstrac¸a˜o. Para u ∈ Nr, temos que u ∈ E+ com ‖u‖ = r. Usando (2.6) e as imerso˜es
de Sobolev, obtemos ∫
F (x, u) ≤ ε‖u‖2 + Cε‖u‖p.






F (x, u) ≥ 1
4
‖u‖2 + o(‖u‖2) ≥ α > 0
para algum α > 0. Assim, (i) e´ va´lido.
Para verificar (ii), considere u = u− + ρu0 ∈ ∂MR. Se ‖u‖ ≤ R e ρ = 0, temos que
u = u− ∈ E− e (f1) implica que




F (x, u−) ≤ 0.
Assim, resta considerar ‖u‖ = R e ρ > 0. Se a conclusa˜o do lema e´ falsa, podemos obter
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uma sequeˆncia (un) tal que un = u
−


























e u−n /‖un‖ e´ limitada. Logo, passando para uma subsequeˆncia, temos que
ρn
‖un‖ → ρ > 0, (2.15)
Sendo E− fracamente fechado e usando as imerso˜es de Sobolev, podemos assumir que
u−n
‖un‖ ⇀ v ∈ H
− e
u−n
‖un‖ → v q.t.p. x ∈ R
N .
Por (2.15) e ‖un‖ → ∞, obtemos ρn →∞. Defina
Ω := {x ∈ RN : ρu0(x) + v(x) 6= 0}.
Lembrando que u0 ∈ E+ \ {0} e v ∈ E−, segue que |Ω| > 0, e portanto
lim |un(x)| =∞ q.t.p. x ∈ Ω.
































que e´ uma contradic¸a˜o e o lema segue.
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Para poder comparar n´ıveis de energia mais a frente, observando que MR,u0 ⊂ E− ⊕
R+u0 ≡ E− ⊕ R+u∞ e usando [30, Proposic¸a˜o 39 e Teorema 40], conclu´ımos que
sup I∞(MR) ≤ I∞(u∞). (2.16)
Agora podemos concluir a demonstrac¸a˜o do nosso principal resultado.
Demonstrac¸a˜o do Teorema 2.1 Os Lemas 2.6 e 2.12 combinados com o Teorema 2.2
garantem a existeˆncia de uma sequeˆncia (un) ⊂ E tal que
I(un)→ c ≥ α > 0 e (1 + ‖un‖)‖I ′(un)‖E∗ → 0, quando n→∞.
Pelo Lema 2.7, (un) e´ limitada em E e, passando para uma subsequeˆncia, podemos assumir
que un ⇀ u fracamente em E. Afirmamos que I
′(u) = 0. De fato, como C∞0 (RN) e´ denso
em E, e´ suficiente mostrar que I ′(u)v = 0 para toda v ∈ C∞0 (RN). Temos que
I ′(un)v − I ′(u)v = (un − u, v)−
∫
[f(x, un)− f(x, u)]v. (2.17)
Usando as imerso˜es de Sobolev, temos que un → u em Lsloc(RN) para qualquer s ∈ [1, 2∗)
e
un(x)→ u(x) q.t.p. em K = supp(v), quando n→∞,
|un(x)| ≤ ws(x) ∈ Ls(K), para todo n ∈ N e q.t.p em K,
Portanto,
f(x, un)→ f(x, u) q.t.p. em K, quando n→∞.
Usando (2.6) e a desigualdade de Ho¨lder , obtemos
|f(x, un)v| ≤ |w2||v|+ C|wp−1||v| ∈ L1(K).
Pelo Teorema da Convergeˆncia Dominada de Lebesgue e a convergeˆncia fraca un ⇀ u em
E, tomando o limite em (2.17), temos que
I ′(u)v = lim
n→∞
I ′(un)v = 0,
que implica I ′(u) = 0. Se u 6= 0, enta˜o o teorema e´ va´lido. Assim, precisamos somente
tratar o caso u = 0.
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|un|2 ≥ β > 0. (2.18)
Pelo mesmo argumento usado no cap´ıtulo anterior, podemos assumir que (yn) ⊂ ZN .
Escrevendo u˜n(x) := un(x+yn) e observando que ‖u˜n‖ = ‖un‖, a menos de subsequeˆncia,
temos que u˜n ⇀ u˜ em E, u˜n → u˜ em L2loc(RN) e para q.t.p. x ∈ RN . Por (2.18) segue
que u˜ 6= 0.
Afirmac¸a˜o 1. I ′∞(u˜) = 0
Para provar isto, fixemos v ∈ C∞0 (RN). Temos que
I ′∞(u˜n)v − I ′∞(u˜)v = (u˜n − u˜, v)−
∫
(f∞(x, u˜n)− f∞(x, u˜))v.
Os mesmos argumentos usados acima implicam que
I ′∞(u˜)v = lim
n→∞
I ′(u˜n)v.
Seja vn(x) := v(x− yn). Pela periodicidade de f∞, segue que




I ′∞(un)vn − I ′(un)vn =
∫
[f(x, un)− f∞(x, u)]vn.
Usando o Lema 2.9, conclu´ımos que
I ′∞(un)vn − I ′(un)vn → 0 quando n→∞.
Assim,
I ′∞(u˜)v = lim
n→∞
[I ′∞(un)vn − I ′(un)vn] + lim I ′(un)vn → 0,
validando a afirmac¸a˜o.
Afirmac¸a˜o 2. lim inf
n→∞
∫
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Usando a definic¸a˜o de F̂ e F̂∞, a condic¸a˜o (f5), vemos que
|F̂ (x, un)− F̂∞(x, un)| ≤ 1
2










































F̂∞(x, u˜) = I∞(u˜)− 1
2
I ′∞(u˜)u˜ = I∞(u˜),





I∞(u) ≤ I∞(u∞) ≤ I∞(u˜) ≤ c,
ou seja, para h0 = IdM no Teorema 2.3, obtemos
sup I(h0(1,M)) = c > 0.
Aplicando o Teorema 2.3, garantimos a existeˆncia de um ponto cr´ıtico na˜o trivial para I
e, portanto, a prova esta´ completa. 
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CAP´ITULO 3
Sistema Hamiltomiano perio´dico e assintoticamente perio´dico
Neste cap´ıtulo, estabeleceremos resultados de existeˆncia de soluc¸a˜o para uma classe
de sistema hamiltoniano do tipo{
−∆u+ V (x)u = Fv(x, u, v), x ∈ RN ,
−∆v + V (x)v = Fu(x, u, v), x ∈ RN ,
(3.1)
em que V : RN → (0,+∞) e´ uma func¸a˜o cont´ınua, F : RN × R2 → R e´ de classe C1 e
Fu, Fv denotam as derivadas parciais de F com respeito a` segunda e terceira varia´vel, res-
pectivamente. Vamos estudar os casos em que F e´ perio´dica e assintoticamente perio´dica.
Em todo este cap´ıtulo, assumiremos que o potencial V satisfaz a seguinte condic¸a˜o de
periodicidade:
(V0) V (x) = V (x1, x2, . . . , xN) e´ 1-perio´dica nas varia´veis x1, x2, · · · , xN .
Na Sec¸a˜o 1, iremos tratar o caso em que a na˜o linearidade F e´ perio´dica. Ale´m disso,
motivados pelo caso escalar, assumiremos que F satisfaz as seguintes hipo´teses :
(F0) F (x, z) e´ 1-perio´dica nas varia´veis x1, x2, · · · , xN ;
(F1) existem C > 0 e p ∈ (2, 2N/(N − 2)) tais que
|Fz(x, z)| ≤ C(1 + |z|p−1), para cada (x, z) ∈ RN × R2;




|z|2 →∞ quando |z| → ∞, uniformemente para x ∈ RN ;
(F4) existe uma func¸a˜o g : RN × R+ → R+ crescente na segunda varia´vel tal que
Fz(x, z) = g(x, |z|)z, para cada (x, z) ∈ RN × R2.
Teorema 3.1. Suponha que V satisfac¸a (V0) e F satisfac¸a (F0) − (F4) . Enta˜o (3.1)
possui uma soluc¸a˜o de energia mı´nima.
Teorema 3.2. Suponha que V satisfac¸a (V0) e F satisfac¸a (F0) − (F4). Enta˜o, existem
infinitas soluc¸o˜es geometricamente distintas para o problema (3.1).
Apresentamos aqui um exemplo de uma aplicac¸a˜o para nossos dois teoremas acima.
Seja a ∈ C(RN ,R) positiva e 1-perio´dica em x1, · · · , xN e considere




[2(|z|2 − 1) ln(1 + |z|) + 2|z| − |z|2 + 4 ln(2)− 3] , se |z| ≥ 1
a(x)
4
[−2|z|2 + 2(1 + |z|2) ln(1 + |z|2)], se |z| < 1.
Podemos ver que esta na˜o linearidade satisfaz (F0)− (F4), com
g(x, t) :=
 a(x) ln(1 + t), se t ≥ 1a(x) ln(1 + t2), se 0 ≤ t < 1.
Contudo, ela na˜o satisfaz a hipo´tese (AR).
Em nosso resultado final, consideramos o caso em que F na˜o e´ perio´dica. Para espe-
cificar melhor essa nova condic¸a˜o, precisamos introduzir a func¸a˜o auxiliar
F̂ (x, z) :=
1
2
Fz(x, z)z − F (x, z),
para (x, z) ∈ RN × R2 e considerar as hipo´teses abaixo
(F5) para todo r > 0 vale q(r) := inf{F̂ (x, z) : x ∈ RN e |z| ≥ r} > 0;
(F6) existem constantes c0 > 0, R0 > 0 τ > N/2 tais que
|Fz(x, z)|τ ≤ c0|z|τ F̂ (x, z) para todo (x, z) ∈ RN × R2 satisfazendo |z| ≥ R0;
(F7) existem p∞ ∈ (2, 2∗), ϕ ∈ F e F∞ satisfazendo (F1)− (F5) tais que:
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(i) F (x, z) ≥ F∞(x, z) para todo (x, z) ∈ RN × R2 e
(ii) |Fz(x, z)− F∞,z(x, z)| ≤ ϕ(x)|z|p∞−1 para todo (x, z) ∈ RN × R2.
Teorema 3.3. Suponha que V satisfac¸a (V0) e F satisfac¸a (F2) e (F5) − (F7). Enta˜o
(3.1) possui uma soluc¸a˜o na˜o trivial.
O restante deste cap´ıtulo e´ organizado da seguinte maneira: na primeira sec¸a˜o apre-
sentamos os resultados abstratos que iremos necessitar nas principais provas de nossos
resultados. A Sec¸a˜o 2 e´ dedicada a` prova do Teorema 3.1. Na Sec¸a˜o 3 provamos nosso
resultado de multiplicidade e na Sec¸a˜o 4 apresentamos a demonstrac¸a˜o do Teorema 3.3.
3.1 Resultados abstratos
Nessa sec¸a˜o apresentamos os resultados abstratos que sera˜o utilizado nas provas dos
teoremas que envolvem o problema perio´dico. Em toda a sec¸a˜o vamos denotar por E
um espac¸o de Hilbert com uma decomposic¸a˜o ortogonal da forma E = E+ ⊕ E−. Cada
elemento z ∈ E pode ser escrito, univocamente, como z = z+ +z−, com z± ∈ E±. Fixado
z ∈ E e r > 0, consideraremos os seguintes conjuntos
Nr := {z ∈ E+ : ‖z‖ = r}, S+ := N1 = {z ∈ E+ : ‖z‖ = 1}, (3.2)
E(z) := Rz ⊕ E− ≡ Rz+ ⊕ E−,
e
Ê(z) := R+z ⊕ E− ≡ R+z+ ⊕ E−.
Dado um funcional I ∈ C1(E,R), vamos assumir as seguintes hipo´teses






‖z−‖2 − J (z), (3.3)
em que J : E → R e´ fracamente semicont´ınuo inferiormente, J (0) = 0 e, para todo
z 6= 0, vale
J ′(z)z > 2J (z) > 0;
(N2) para cada z ∈ E \ E− a restric¸a˜o do funcional I ao conjunto Ê(z) possui um u´nico
ponto cr´ıtico na˜o trivial, que e´ o u´nico ma´ximo global de I|Ê(z);
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(N3) existe δ > 0 tal que ‖m̂(z)+‖ ≥ δ para todo z ∈ E \ E− e, para cada subconjunto
compacto K ⊂ E \ E−, existe uma constante CK tal que ‖m̂(z)‖ ≤ CK para todo
z ∈ K.
Vamos definir ainda a variedade de Nehari generalizada como sendo
M := {z ∈ E \ E− : I ′(z)(tz + w) = 0, t ∈ R, w ∈ E−}.
Se z 6= 0 e´ um ponto cr´ıtico enta˜o, de acordo com (N1), temos que






J ′(z)z − J (z)
)
> 0, (3.4)
enquanto que I ≤ 0 sobre E−. Note que a condic¸a˜o (N2) acima e a definic¸a˜o de M nos
permitem construir uma aplicac¸a˜o
m̂ : E \ E− →M, m̂(z) :=
{
u´nico ma´ximo global da restric¸a˜o I|Ê(z)
}
.
Vamos denotar por m a restric¸a˜o dessa aplicac¸a˜o ao conjunto S+, isto e´,
m := m̂|S+ .
No pro´ximo lema, reunimos va´rias propriedades associadas aos conceitos acima defi-
nidos.
Lema 3.4. Suponha que I satisfac¸a (N1)− (N3). Enta˜o:
(a) m̂ e´ cont´ınua;
(b) m : S+ →M e´ um homeomorfismo com inversa dada por m−1(z) = z+‖z+‖ , para cada
z ∈M;
(c) o funcional Ψ̂ : E+ \ {0} → R definido por Ψ̂(z) = I(m̂(z)) e´ de classe C1. Ale´m
disso, Ψ := Ψ̂|S+ e´ tambe´m de classe C1 e
Ψ′(z)w = ‖m(z)+‖I ′(m(z))w, para todo w ∈ Tz(S+);
(d) Se (wn) ⊂ S+ e´ uma sequeˆncia de Palais-Smale para Ψ, enta˜o (m(wn)) ⊂ M e´
uma sequeˆncia de Palais-Smale para I. Se (wn) ⊂ M e´ uma sequeˆncia limitada de
Palais-Smale para I, enta˜o (m−1(un)) e´ uma sequeˆncia de Palais-Smale para Ψ ;
(e) infS+ Ψ = infM I.
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Demonstrac¸a˜o. Veja no Apeˆndice.
Na prova do nosso resultado de multiplicidade vamos utilizar um outro resultado
abstrato. Antes de enuncia´-lo vamos introduzir duas novas hipo´teses para o funcional:
(M1) existem r, α > 0 tais que I(z) ≥ α para cada z ∈ Nr;
(M2) existem uma sequeˆncia estritamente crescente de espac¸os Xn ⊂ E+ de dimensa˜o
finita e Rn > 0 tais que
sup I(Xn ⊕ E−) < +∞, sup I
(
(Xn ⊕ E−) \BRn(0)
)
< inf I(Br(0)).
As condic¸o˜es acima fornecem uma geometria do tipo Passo da Montanha para o fun-
cional I. Se fosse poss´ıvel provar a condic¸a˜o de Palais-Smale obter´ıamos uma sequeˆncia
ilimitada de pontos cr´ıticos, usando o Teorema do Passo da Montanha com Simetria.
Contudo, estamos interessados em casos em que as propriedades de compacidade sa˜o
mais fracas. Para introduzir esse novo conceito de compacidade precisamos de algumas
notac¸o˜es descritas a seguir. Para α, β ∈ R, no´s definimos os seguintes conjuntos de n´ıveis
Iβ := {z ∈ E : I(z) ≤ β}, Iα := {z ∈ E : I(u) ≥ α} e Iβα := Iα ∩ Iβ.
Dado um intervalo J ⊂ R, dizemos que A ⊂ E e´ um (PS)J -atrator se toda (PS)c-
sequeˆncia para I com c ∈ J , e todos ε, δ > 0, existe n0 ∈ N tal que, para n ≥ n0,
vale
zn ∈
(A ∩ Ic+δc−δ )ε ,
em que Zε denota {z ∈ E : ‖z − w‖ < ε for any w ∈ Z}.
Segue da definic¸a˜o acima que um conjunto (PS)J -atrator conte´m todos os pontos
cr´ıticos de I com n´ıveis pertencentes a J . Outras propriedades dessa classe de conjuntos
podem ser encontradas em [6], onde os autores provam o resultado abstrato que vamos
utilizar aqui. Para enuncia´-lo precisamos definir ainda algumas notac¸o˜es relacionadas com
a topologia do espac¸o de trabalho: denotamos por Ew o espac¸o E munido da topologia
fraca, a mesma notac¸a˜o valendo para E−w . Consideramos ainda Eσ := E
−
w × E+ o espac¸o
E munido da topologia produto de E−w com E
+.
Enunciamos no que se segue o resultado abstrato que utilizaremos para prova o Teo-
rema 3.2. Para uma demonstrac¸a˜o, veja [6, Teorema 4.2].
Teorema 3.5. Suponha que I ∈ C1(E,R) e´ par e satisfaz (M1)− (M2), I(0) = 0 e
(M3) I
′ : Eσ → E∗w e´ cont´ınuo e I : Eσ → R e semicont´ınuo superiormente;
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(M4) para qualquer intervalo compacto J ⊂ (0,∞) existe um (PS)J-atrator A tal que
inf{‖z+ − w+‖ : z, w ∈ A, z 6= w} > 0.
Enta˜o I tem uma sequeˆncia ilimitada de n´ıveis cr´ıticos.
3.2 Caso perio´dico: existeˆncia
Nessa sec¸a˜o vamos usar o Lema 3.4 e um argumento de minimizac¸a˜o para obter uma
soluc¸a˜o na˜o trivial para o problema (3.1). Vamos denotar por E o espac¸o de Hilbert
H1(RN)×H1(RN) munido da norma
‖(u, v)‖2 =
∫
(|∇u|2 + V (x)u2) +
∫
(|∇v|2 + V (x)v2).
Vamos considerar a seguinte de composic¸a˜o do espac¸o E
E± = {(u,±u) : u ∈ H1(RN)}.
Temos que E+ e E− sa˜o ortogonais tanto em E quanto em L2(RN) × L2(RN). Para

















Assim, z± ∈ E± e z = z+ + z−, de modo que E = E+ ⊕ E− e podemos calcular∫
(∇u∇v + V (x)uv) = 1
2
(‖z+‖2 − ‖z−‖2).
Como H1(RN) esta´ imerso continuamente em Ls(RN) para todo s ∈ [2, 2∗], e a imersa˜o
H1(RN) ↪→ Lsloc(RN), s ∈ [1, 2∗), e´ compacta, verifica-se imediatamente o pro´ximo lema:
Lema 3.6. A imersa˜o E ↪→ Ls := Ls(RN)× Ls(RN), 2 ≤ s ≤ 2∗ e´ cont´ınua e a imersa˜o
E ↪→ Lsloc := Lsloc(RN)× Lsloc(RN), 1 ≤ s < 2∗, e´ compacta.
Usando (F1) e (F2) podemos checar que, para todo ε > 0 dado, existe Cε > 0 tal que
max{|F (x, z)|, |Fz(x, z) · z|} ≤ ε|z|2 + Cε|z|p , (3.5)
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para cada (x, z) ∈ RN × R2. Assim, fica bem definido
J (z) =
∫
F (x, z), z ∈ E,




(‖z+‖2 − ‖z−‖2)− J (z). (3.6)
Ale´m disso, I ∈ C1(E,R) com
I ′(z)w = 〈z+, w+〉 − 〈z−, w−〉 −
∫
Fz(x, z)w, z, w ∈ E.
Portanto, os pontos cr´ıticos de I sa˜o precisamente as soluc¸o˜es fracas do problema (3.1).
Como no´s queremos utilizar as informac¸o˜es do Lema 3.4, provaremos na sequeˆncia que
o funcional I satisfaz as condic¸o˜es (N1)− (N3).
Lema 3.7. Suponha que F satisfac¸a (F1), (F2) e (F4). Enta˜o, para todo z 6= 0, vale
1
2
Fz(x, z)z > F (x, z) > 0.
Ale´m disso, J (0) = 0 e J (z) = ∫ F (x, z) e´ fracamente semicont´ınuo inferiormente.
Demonstrac¸a˜o. Por (F2) temos que F (x, 0) = 0, e portanto J (0) = 0. Tomando z 6= 0 e
usando (F4) obtemos





[F (x, tz)]dt =
∫ 1
0
Fz(x, tz)zdt = |z|2
∫ 1
0
g(x, t|z|)tdt > 0. (3.7)
Esta identidade, (F4) e o fato de que g(x, ·) e´ crescente implicam que
1
2
Fz(x, z)z − F (x, z) = |z|2
(∫ 1
0
[g(x, |z|)− g(x, t|z|)]tdt
)
> 0.
Para a verificac¸a˜o da u´ltima afirmac¸a˜o, seja zn ⇀ z em E. Usando o Lema 3.6 podemos
assumir que, a menos de subsequeˆncia, zn → z em L2loc e zn(x) → z(x) q.t.p. em RN .
Como F e´ na˜o-negativa, segue do Lema de Fatou que
lim inf
n→∞
J (zn) = lim inf
n→∞
∫
F (x, zn) ≥
∫
F (x, z) = J (z)
e isto completa a demonstrac¸a˜o.
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Lema 3.8. Suponha que F satisfac¸a (F2) − (F4). Sejam s ≥ −1 e v, z ∈ R2 com






+ 1)z + (s+ 1)v
)
+ F (x, z)− F (x, z + w) < 0, .
Demonstrac¸a˜o. Seja y = y(s) = w + z = (1 + s)z + v e defina, para s ≥ −1,





+ 1)z + (s+ 1)v
)
+ F (x, z)− F (x, z + w).
Precisamos mostrar que β(s) < 0 sempre que w 6= 0. Se z = 0, segue de (F2) e do Lema
3.7 que β(s) = −F (x, y) < 0. Supondo que z 6= 0, iremos tratar dois casos:
Caso 1: z · y ≤ 0
Se isso ocorre observamos que, por (F4), Fz(x, z)y = g(x, |z|)z · y ≤ 0. Assim, usando




+ s+ 1)Fz(x, z)z + (s+ 1)Fz(x, z)y + F (x, z)− F (x, y) (3.8)
< −1
2
(s+ 1)2Fz(x, z)z + (s+ 1)Fz(x, z)y − F (x, y) < 0.
Caso 2: z · y > 0
Nesse caso, usando o Lema 3.7 obtemos
β(−1) = −1
2
Fz(x, z)z + F (x, z)− F (x, y) < −F (x, y) < 0.
Segue de (F4) que Fz(x, z)z = g(x, |z|)|z|2 > 0, e portanto lims→∞ β(s) = −∞. Por
consequeˆncia β atinge seu ma´ximo em algum ponto s0 ∈ [−1,∞). Se s0 = −1 o resultado




= Fz(x, z)y − Fz(x, y)z.
Usando (F4), obtemos que g(x, |z|)z · y = g(x, |y|)y · z e enta˜o |z| = |y|. Assim,
Fz(x, z)y = g(x, |z|)z · y ≤ g(x, |z|)|z|2 = Fz(x, z)z.
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Fz(x, z)z < 0,
e a prova esta´ completa.
Lema 3.9. Suponha que F satisfac¸a (F1)− (F4). Se z ∈M, enta˜o
I(z + w) < I(z) sempre que z + w ∈ Ê(z), w 6= 0.
Em particular, z e´ o u´nico ma´ximo global de I|Ê(z).
Demonstrac¸a˜o. Seja z ∈M e z+w ∈ Ê(z) com w 6= 0. Pela definic¸a˜o de Ê(z), podemos
escrever z + w = (1 + s)z + v, onde s ≥ −1 e v ∈ E−. Como z ∈ M, denotando
φ := s( s
2
+ 1)z + (s+ 1)v ∈ E(z), temos que
0 = I ′(z)φ = s(
s
2




















+ 1)z + (s+ 1)v) + F (x, z)− F (x, z + w)].
Como w 6= 0, segue do Lema 3.8 que I(z + w) < I(z).
Vamos mostrar agora que a desigualdade provada acima implica que z e´ o u´nico ponto
de ma´ximo da restric¸a˜o I|Ê(z). De fato, dado um elemento de tz + y ∈ Ê(z) \ {z}, basta
considerar w = (t− 1)z + y para obter tz + y = z + w. Note que, se w = 0, enta˜o t = 1
e y = 0, o que na˜o pode ocorrer visto que tz + y 6= z. Assim, w 6= 0 e segue da primeira
parte da prova que I(tz + y) < I(z). Logo z e´ o u´nico ma´ximo global de I|Ê(z).
Lema 3.10. Suponha que F satisfac¸a (F1) − (F2). Enta˜o, para cada z ∈ E \ E− temos
que Ê(z)∩M = {m̂(z)} tem um u´nico elemento, que e´ exatamente o u´nico ma´ximo global
de I|Ê(z).
Demonstrac¸a˜o. Pelo Lema 3.9 e´ suficiente provar queM∩Ê(z) 6= ∅, para cada z ∈ E\E−.
Como Ê(z) = Ê( z
+
‖z+‖), podemos assumir que z ∈ S+.
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Afirmac¸a˜o: existe R > 0 tal que I(w) ≤ 0, sempre que w ∈ Ê(z) \BR(0).
De fato, se isto fosse falso, obter´ıamos uma sequeˆncia (wn) ⊂ Ê(z) tal que ‖wn‖ → ∞
e I(wn) > 0. Pondo zn := wn/‖wn‖ e passando para uma subsequeˆncia, podemos assumir
que zn ⇀ z0 em E e zn(x) → z(x) q.t.p. em RN . Se z0 6= 0, deduzimos pelo Lema de
Fatou e (F3),











o que e´ uma contradic¸a˜o. Supondo z0 = 0, lembrando que F ≥ 0 e usando a desigualdade
acima, obtemos ‖z+n ‖ ≥ ‖z−n ‖ que implica ‖z+n ‖ ≥ 1/
√
2. Isso e o fato de que z ∈ S+
nos permite escrever z+n = snz, com 1/
√
2 ≤ sn ≤ 1. Passando para uma subsequeˆncia,
z+n → sz em E com s > 0, que contradiz zn ⇀ 0. Isso conclui a prova da afirmac¸a˜o.
Usando (F2) e um argumento padra˜o conclu´ımos que I(sz) =
1
2
s2 + o(s2) quando
s → 0. Isso, a afirmac¸a˜o acima e (F1) implicam que 0 < supÊ(z) I < ∞. Como I e´
e´ fracamente semicont´ınuo inferiormente em Ê(z) ∩ BR(0), podemos usar o fato de que
I ≤ 0 em Ê(z) ∩ E−, para concluir que o ma´ximo e´ atingido em algum ponto z˜ ∈ Ê(z)
tal que z˜+ 6= 0. Enta˜o z˜ := m̂(z) ∈M e o lema esta´ provado.




O resultado abaixo, entre outras coisas, relaciona o nu´mero c acima com o conjunto Nr
definido em (3.2):
Lema 3.11. Suponha que F satisfac¸a (F1)− (F2). Enta˜o






(ii) para todo z ∈M, vale ‖z+‖ ≥ max{‖z−‖,√2c}.
Demonstrac¸a˜o. Se z ∈ E+, enta˜o I(z) = 1
2
‖z‖2 − ∫ F (x, z). Assim, podemos usar as
condic¸o˜es (F1) − (F2) para concluir que
∫
F (x, z) = o(‖z‖2) quando ‖z‖ → 0, o que
implica que infNr I > 0 para r > 0 suficientemente pequeno. Ale´m disso, se z ∈M, enta˜o










de onde se conclui que c ≥ infNr I.
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F (x, z) ≤ 1
2
(‖z+‖2 − ‖z−‖2),
o que estabelece a desigualdade.
Lema 3.12. Suponha que F satisfac¸a (F1) − (F2). Se K ⊂ E \ E− e´ compacto, enta˜o
existe uma constante CK tal que ‖m̂(z)‖ ≤ CK, para todo z ∈ K.
Demonstrac¸a˜o. Seja K um subconjunto compacto de E \ E−. Como no lema anterior,
podemos assumir que K ⊂ S+. Suponha, por contradic¸a˜o, que exista uma sequeˆncia
(zn) ⊂ K tal que ‖m̂(zn)‖ → ∞. Como m̂(zn) ∈ Ê(zn), podemos escrever
wn :=
m̂(zn)
‖m̂(zn)‖ = snzn + w
−
n .
Como no Lema 3.10, verifica-se que 1/
√
2 ≤ sn ≤ 1 e sn ≥ ‖w−n ‖. Isto e a compacidade
de K implicam que, a menos de subsequeˆncia, sn → s > 0, zn → z 6= 0 e w−n ⇀ w− em
E. Podemos assumir que wn(x)→ w(x) := sz(x) + w−(x) q.t.p. em RN , com w 6= 0 e
lim
n→∞
|m̂(zn)(x)| =∞, q.t.p. em {x ∈ RN : w(x) 6= 0}.
Por (F3) e pelo Lema de Fatou, obtemos



















uma contradic¸a˜o. O lema esta´ provado.
Lema 3.13. Suponha que F satisfac¸a (F1) − (F3). Enta˜o I e´ coercivo sobre M, i.e.,
I(z)→∞ quando ‖z‖ → ∞, z ∈M. Em particular, todas as sequeˆncias de Palais-Smale
de I em M sa˜o limitadas.
Demonstrac¸a˜o. Suponha, por contradic¸a˜o, que exista uma sequeˆncia (zn) ⊂ M satisfa-
zendo I(zn) ≤ d e limn→∞ ‖zn‖ = ∞. Definindo wn := zn/‖zn‖ temos que, a menos de
uma subsequeˆncia, wn ⇀ w e wn(x) → w(x) q.t.p. em RN . Se w 6= 0, argumentando
como no lema anterior, obtemos uma contradic¸a˜o. Desse modo, devemos ter w = 0.
Afirmamos que, para p ∈ (2, 2∗) dado em (F1), temos que w+n 6→ 0 em Lp(RN) ×
59
3.2. CASO PERIO´DICO: EXISTEˆNCIA




F (x, sw+n ) = 0.
Ale´m disso, como sw+n ∈ Ê(zn), o Lema 3.9 implica que





F (x, sw+n ).
O lado direito da expressa˜o acima tende para s2/4 quando n→ +∞, o que e´ uma absurdo
visto que o nu´mero s > 0 e´ arbitra´rio.
Usando a afirmac¸a˜o provada acima e o Lema de Lions [21, Lema I.1] obtemos β > 0
e uma sequeˆncia (yn) ⊂ ZN tais que∫
B1(yn)
|w+n |2 ≥ β > 0. (3.9)
Passando ao limite segue que w+ 6= 0, contradizendo o fato de que w = 0 e com isso
conclu´ımos a demonstrac¸a˜o.
Demonstrac¸a˜o do Teorema 3.1: De acordo com os lemas provados acima o funcional
I satisfaz (N1) − (N3) e portanto podemos aplicar o Lema 3.4. Utilizando a notac¸a˜o
la´ apresentada, vamos considerar (wn) ⊂ S+ uma sequeˆncia minimizante para Ψ. Pelo
Princ´ıpio Variacional de Ekeland, podemos assumir que Ψ′(wn) → 0 e, usando o Lema
3.4, temos ainda que I ′(zn) → 0 onde zn = m(wn) ∈ M. Segue do Lema 3.13 que (zn)
e´ limitada e portanto podemos assumir que zn ⇀ z em E e zn(x) → z(x) q.t.p. em RN .
Usando essas convergeˆncias, a condic¸a˜o (F1) e um argumento padra˜o conclu´ımos que z e´
uma soluc¸a˜o fraca do problema (3.1).




o(‖zn‖) = I ′(zn)zn = ‖z+n ‖2 − ‖z−n ‖2 −
∫
Fz(x, zn)zn ≤ ‖z+n ‖2 + o(1),
implicando z+n → 0. Contudo, isto contradiz a segunda afirmac¸a˜o do Lema 3.11. Dessa
forma, zn 6→ 0 em Lp(RN)× Lp(RN) e pelo Lema de Lions, vemos que∫
B1(yn)
|zn|2 ≥ β > 0,
para algum β > 0 e (yn) ⊂ ZN . Por translac¸a˜o de (zn), como I e´ ZN -invariante, obtemos
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uma nova sequeˆncia de Palais-Smale que converge fracamente para um ponto cr´ıtico na˜o
nulo de I, que denotaremos por z. Note que, como I na˜o possui pontos cr´ıticos na˜o nulos
em E−, devemos ter z ∈M.
Nosso pro´ximo objetivo e´ provar que
I(z) = c = inf
M
I.
Como podemos assumir, passando para uma subsequeˆncia, que zn(x)→ z(x) para q.t.p.
em x ∈ RN , usando o Lema 3.7 e o Lema de Fatou, temos que







F̂ (x, z) + o(1) = I(z)− 1
2
I ′(z)z + o(1)
= I(z) + o(1),
o que mostra que c ≥ I(z). Como z ∈ M, vale tambe´m a desigualdade reversa c ≤ I(z),
o que mostra que I(z) = c e completa a demonstrac¸a˜o.
3.3 Caso perio´dico: multiplicidade
Nessa subsec¸a˜o vamos provar o resultado de multiplicidade para o sistema (3.1), apli-
cando o Teorema 3.5. O espac¸o E e o funcional I sa˜o os mesmos utilizados na prova do
Teorema 3.1.
Lema 3.14. Suponha que F satisfac¸a (F1)− (F2). Enta˜o I satisfaz (M1).
Demonstrac¸a˜o. Dado ε > 0, podemos usar (F1)− (F2) para obter Cε > 0 tal que
|F (x, z) ≤ ε|z|2 + Cε|z|p,
para todo (x, z) ∈ R × R2. Essa desigualdade e as imerso˜es de Sobolev implicam que∫
F (x, z) = o(‖z‖2) quando ‖z‖ → 0. Assim, lembrando que para todo z ∈ Nr temos que
z = z+ ∈ E+, o resultado segue da definic¸a˜o do funcional.
Lema 3.15. Suponha que F satisfac¸a (F1)−(F4). Enta˜o para todo subespac¸o Xk ⊂ E+ de
dimensa˜o finita temos que I(z)→ −∞ quando ‖z‖ → ∞, z ∈ Xk ⊕ E− . Em particular,
para qualquer r > 0, a condic¸a˜o (M2) e´ satisfeita.
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Demonstrac¸a˜o. Argumentando por contradic¸a˜o, vamos supor que existem M > 0 e (zn) ⊂
Xk ⊕ E− tais que I(zn) ≥ −M e ‖zn‖ → ∞. Definindo wn := zn/‖zn‖, podemos supor
que wn ⇀ w, w
−
n ⇀ w

























Assim, ‖w−n ‖ → 0 e obtemos uma contradic¸a˜o com 1 = ‖wn‖2 = ‖w+n ‖2 + ‖w−n ‖2. Logo,
w+ 6= 0 e, como podemo supor que wn(x)→ w(x) para q.t.p. x ∈ RN , obtemos
lim
n→+∞
|zn(x)| =∞ q.t.p. em Ω := {x ∈ RN : w(x) 6= 0}.
Tomando o limite inferior em (3.10), usando o Lema de Fatou e (F3), obtemos
1
2












o que e´ absurdo.
Lema 3.16. Suponha que F satisfac¸a (F1)− (F2). Enta˜o I satisfaz (M3).
Demonstrac¸a˜o. Para verificar que I ′ : Eτ → E∗w e´ cont´ınua, e´ suficiente mostrar que
J ′ : Eτ → E∗w e´ cont´ınua. Tomando zn → z em Eτ , segue que zn ⇀ z em E e desse
modo, usando as imerso˜es de Sobolev, podemos assumir que zn → z em Lsloc, s ∈ [2, 2∗).
Da´ı, para η ∈ C∞0 (RN) × C∞0 (RN), obtemos que zn → z em Lsloc(K), K = supp(η), e





Fz(x, z)η = J ′(z)η
Como C∞0 (RN) × C∞0 (RN) e´ denso em E, conclu´ımos a primeira continuidade. Para a
segunda parte, basta usar a definic¸a˜o de Eτ e o fato de tanto a norma quanto J (z) serem
fracamente semicont´ınuos inferiormente.
No que segue, vamos denotar por K ⊂ E o conjunto de todos os pontos cr´ıticos do
funcional I. O pro´ximo lema descreve o comportamento das sequeˆncias de Palais-Smale
de I. Sua prova pode ser encontrada em [12] ou [13].
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Lema 3.17. Suponha que F satisfac¸a (F1) − (F4). Se (zn) ⊂ E e´ uma sequeˆncia (PS)c
para I, enta˜o ocorre exatamente uma das situac¸o˜es seguintes:
(i) zn → 0;
(ii) c ≥ θ = inf IK\{0} > 0 e existe um inteiro positivo l ≤ [c/θ], v1, · · · , vl ∈ K \ {0} e
sequeˆncias (ain)n ⊂ ZN , i = 1, 2, · · · , l, tal que, apo´s passar para uma subsequeˆncia








e para i 6= j, temos que |ain − ajn| → ∞ quando n→∞.
Conforme veremos abaixo, esse u´ltimo resultado e´ o ponto chave para a verificac¸a˜o da
condic¸a˜o (M4).
Lema 3.18. Suponha que F satisfac¸a (F1)− (F4). Se o conjunto K/ZN e´ finito, enta˜o I
satisfaz (M4).
Demonstrac¸a˜o. Seja T um conjunto finito formado por uma escolha arbitra´ria de repre-
sentantes das ZN -o´rbitas de K. Como I e´ par, podemos assumir que T = −T . Uma vez
que K \ {0} ⊂ M e infM I > 0, obtemos que
I(z) ≥ θ := inf
K\{0}
I > 0,















zi(· − ai) : 1 ≤ j ≤ l, ai ∈ ZN , zi ∈ B
}
.
Utilizando a Proposic¸a˜o 1.55 em [12] conclu´ımos que
inf{‖z − w‖ : z, w ∈ [B, l], z 6= w} > 0. (3.11)
Fixado um intervalo compacto J ⊂ (0,∞), denotemos
d := max J, l := [d/θ], A := [T , l].
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Observando que [T , l]+ = [T +, l] e usando (3.11), segue que
inf{‖z+1 − z+2 ‖ : z1, z2 ∈ A, z+1 6= z+2 } > 0.
Usando a convergeˆncia forte dada pelo item (ii) do Lema 3.17, podemos concluir que A e´
um (PS)J -atrator para I. Assim, o funcional I satisfaz a hipo´tese (M4).
O resultado de multiplicidade segue agora de uma simples aplicac¸a˜o dos lemas acima
juntamente com o Teorema 3.5. Os detalhes seguem abaixo.
Demonstrac¸a˜o do Teorema 3.2: Basta mostrar que o conjunto K/ZN e´ um conjunto
infinito. De fato, se na˜o fosse assim, poder´ıamos usar os lemas acima para verificar que
I satisfaz (M1) − (M4). Segue de (3.7) que e´ par. Assim, como I(0) = 0, podemos usar
o Teorema 3.5 para obter uma sequeˆncia ilimitada de valores cr´ıticos para I. Uma vez
que I e´ invariante por translac¸a˜o, conclu´ımos que o conjunto K/ZN e´ infinito, o que e´
absurdo.
3.4 Caso assintoticamente perio´dico
Nessa sec¸a˜o vamos analisar o caso que F e´ assintoticamente perio´dica. Inicialmente,









em que F∞ e´ o limite assinto´tico da func¸a˜o F , dado pela condic¸a˜o (F7). Essa u´ltima
hipo´tese nos permite utilizar o Teorema 3.1 para garantir a existeˆncia de uma soluc¸a˜o de
energia mı´nima z∞ ∈ E do problema perio´dico{
−∆u+ V∞(x)u = F∞,v(x, u, v), x ∈ RN ,
−∆v + V∞(x)v = F∞,u(x, u, v), x ∈ RN .
Usando essa soluc¸a˜o definimos os conjuntos para fazermos o link conforme se segue:
MR,z0 := {z = z− + tz0 : z− ∈ E−, ‖z‖ ≤ R, t ≥ 0}.
onde z0 := z
+
∞. Como MR,z0 ⊂ Ê(z0) = Ê(z∞), segue do Lema 3.9 que
sup
MR,z0
I0 ≤ I0(z0). (3.12)
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Precisamos agora encontrar um ponto cr´ıtico para o funcional I definido em (3.6).
Observamos inicialmente que, como na˜o impusemos (diretamente) uma condic¸a˜o de cres-
cimento para F , precisamos primeiro mostrar que o funcional esta´ bem definido. Isso na
verdade e´ uma consequeˆncia do resultado abaixo:
Lema 3.19. Suponha que F satisfac¸a (F2), (F6) e (F7). Enta˜o, dado ε > 0, existe Cε > 0
e q ∈ (2, 2∗) tais que
|Fz(x, z)| ≤ ε|z|+ Cε|z|q−1, |F (x, z)| ≤ ε|z|2 + Cε|z|q, (3.13)
para todo (x, z) ∈ RN × R2.
Demonstrac¸a˜o. Tomando ε > 0 e usando (F2), obtemos δ > 0 tal que
|Fz(x, z)| ≤ ε|z|, x ∈ RN , |z| ≤ δ. (3.14)
Por (F7) existe R > 0 satisfazendo
|Fz(x, z)|τ ≤ c0|z|τ F̂ (x, z) ≤ c0
2
|z|τ+1|Fz(x, z)|, x ∈ RN , |z| ≥ R.
Da´ı, definindo q := 2τ/(τ − 1), podemos usar τ > N/2 para concluir que 2 < q < 2∗.
Ale´m disso,
|Fz(x, z)| ≤ C|z|
τ+1
τ−1 = C|z|q−1, x ∈ RN , |z| ≥ R. (3.15)
Sendo F∞,z = ∂∂zF∞ cont´ınua e perio´dica, obtemos M > 0 tal que
|F∞,z(x, z)| ≤M, x ∈ RN , δ ≤ |z| ≤ R.
Agora, usando (F7), temos





|z|p∞−1, x ∈ RN , δ ≤ |z| ≤ R.
Isto, (3.14) e (3.15) demonstram a primeira desigualdade em (3.13). A segunda segue
diretamente da desigualdade do valor me´dio.
No pro´ximo resultado provamos que o funcional I satisfaz as condic¸o˜es da geometria
do Teorema de Linking.
Lema 3.20. Suponha que F satisfac¸a (F2) e (F5) − (F7). Enta˜o I verifica as seguintes
condic¸o˜es :
65
3.4. CASO ASSINTOTICAMENTE PERIO´DICO
(i) existem r, α > 0, tais que I|Nr ≥ α;
(ii) existe R > r tal que I|∂MR ≤ 0.
Demonstrac¸a˜o. O primeiro item segue do Lema 3.14. Para o segundo, fixe z = z−+ρz0 ∈
∂MR. Se ‖z‖ ≤ R e ρ = 0, temos que z = z− ∈ E−. Da´ı, usando (F7) segue que




F (x, z−) ≤ 0.
Assim, basta considerar o caso em que ‖z‖ = R e ρ > 0. Se a conclusa˜o do lema e´ falsa,
podemos obter uma sequeˆncia (zn) tal que zn = ρnz0 + z
−
n , ρn > 0, ‖zn‖ = Rn → ∞ e























‖zn‖ ≤ 1‖z0‖ e z−n /‖zn‖ e´ limitada. Assim, passando para uma sub-
sequeˆncia, podemos supor que
ρn
‖zn‖ → ρ > 0,
z−n
‖zn‖ ⇀ w ∈ E
− e
z−n (x)
‖zn‖ → w q.t.p. x ∈ R
N , (3.16)
em que usamos o Lema 3.6 e o fato de E− ser fracamente fechado. Usando (3.16),
‖zn‖ → ∞ e a primeira convergeˆncia acima conclu´ımos que ρn →∞. Assim, se
lim
n→∞
|zn(x)| = +∞, q.t.p. em Ω := {x ∈ RN : ρz0(x) + w(x) 6= 0},
































em que usamos o fato de que a expressa˜o dentro da integral acima tende para +∞ em Ω.
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Obtemos assim uma contradic¸a˜o que prova o lema.
Passamos agora a` demonstrac¸a˜o da limitac¸a˜o das sequeˆncias de Cerami.
Lema 3.21. Suponha que F satisfac¸a (F2) e (F5) − (F7). Enta˜o toda sequeˆncia (Ce)c
para I e´ limitada.
Demonstrac¸a˜o. Seja (zn) ⊂ E tal que
lim
n→+∞
I(zn) = c e lim
n→+∞
(1 + ‖zn‖)‖I ′(zn)‖E′ = 0.
Segue que




F̂ (x, zn). (3.18)
Suponha, por contradic¸a˜o, que ‖zn‖ → ∞. Nesse caso, temos que
on(1) =





n − z−n )
‖zn‖2 .






n − w−n )
‖zn‖ = 1. (3.19)
Relembre que em (F5) definimos
q(r) = inf{F̂ (x, z);x ∈ RN , |z| ≥ r}.
Se R0 > 0 e´ dado em (F6), para qualquer |z| > R0 vale










Assim, segue de (F3) que F̂ (x, z) → ∞ quando |z| → ∞ uniformemente em x ∈ RN .
Isto, (F5) e a definic¸a˜o de q implicam que q(r) > 0 para todo r > 0 e q(r) → ∞ quando
r →∞.
Para 0 ≤ a < b, definimos
Ωn(a, b) = {x ∈ RN : a ≤ |zn(x)| < b}.
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 ≤ C1. (3.20)
Esta desigualdade acima implica que |Ωn(b,∞)| ≤ C/q(b). Como q(b)→ +∞ quando
b→ +∞ conclu´ımos que
lim
b→+∞
|Ωn(b,∞)| = 0, uniformemente em n. (3.21)









≤ C2‖wn‖µ|Ωn(b,∞)|(2∗−µ)/2∗ = C2|Ωn(b,∞)|(2∗−µ)/2∗ .





|wn|µ = 0 uniformemente em n. (3.22)
Sabendo que 2τ ′ = 2τ/(τ − 1) ∈ (2, 2∗), podemos usar a condic¸a˜o (F6), (3.20) e a
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Fixe ε > 0. Esta expressa˜o acima e (3.22) nos garantem a existeˆncia de bε > 0 suficiente-




n − w−n )
‖zn‖ < ε, para todo n. (3.23)
Seja C4 > 0 tal que ‖z‖2L2 ≤ C4‖z‖2 para todo z ∈ E e considere ε > 0. Por (F2),
















|wn|2 ≤ ε. (3.24)









Usando (F7) e lembrando que ϕ ∈ L∞(RN), obtemos C5 > 0 tal que |Fz(x, zn)| ≤








|wn|2 < ε, para todo n ≥ n0. (3.26)
Finalmente, as estimativas (3.23), (3.24) e (3.26) implicam∫
Fz(x, zn)(w
+
n − w−n )
‖zn‖ ≤ 3ε,
para todo n ≥ n0. Uma vez que ε > 0 e´ arbitra´rio, a desigualdade acima contradiz (3.19).
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Portanto, (zn) e´ limitada em E.
Lema 3.22. Suponha que (F ) satisfac¸a (F2), (F6) e (F7). Seja (zn) ⊂ E uma (Ce)c
sequeˆncia para I. Se zn ⇀ 0 fracamente em E, enta˜o existe uma sequeˆncia (yn) ⊂ RN ,





|zn|2 ≥ β > 0
Demonstrac¸a˜o. Suponha, por contradic¸a˜o, que o lema e´ falso. Enta˜o, para qualquer








Desse modo, usando o Lema de Lions podemos concluir que |zn|s → 0 para qualquer














onde usamos a limitac¸a˜o de (zn) em L
2. A arbitrariedade de ε implica que
∫
F (x, zn)→ 0.
O mesmo argumento e a primeira desigualdade em (3.13) nos fornece
∫
Fz(x, zn)zn → 0.














Fz(x, zn)zn − F (x, zn)) = 0
que contradiz a hipo´tese c > 0. Portanto, o lema esta´ provado.
Finalizamos esta sec¸a˜o apresentado dois resultados de convergeˆncia ana´logos aos ja´
usados no Cap´ıtulo 1.
Lema 3.23. Suponha que F satisfac¸a (F7). Seja (zn) ⊂ E uma sequeˆncia limitada e
wn(x) := w(x− yn), onde w ∈ E e (yn) ⊂ RN . Se |yn| → ∞, enta˜o temos
[F∞,z(x, zn)− Fz(x, zn)]wn → 0,
fortemente em L1(RN) quando n→∞.
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Finalizamos o cap´ıtulo apresentando a
Demonstrac¸a˜o do Teorema 3.3: Utilizando o Lemas 3.20 e o Teorema 2.2 obtemos
(zn) ⊂ E tal que
I(zn)→ c ≥ α > 0 e (1 + ‖zn‖)‖I ′(zn)‖E∗ → 0, quando n→∞. (3.27)
Usando o Lema 3.21 podemos supor que zn ⇀ z fracamente em E. Afirmamos que
I ′(z) = 0. De fato, por densidade, e´ suficiente verificar que I ′(z)η = 0 para toda η ∈
C∞0 (RN)× C∞0 (RN). Temos que
I ′(zn)η − I ′(z)η = 〈zn − z, η〉E −
∫
[Fz(x, zn)− Fz(x, z)]η. (3.28)
Usando as imerso˜es de Sobolev podemos assumir, passando para uma subsequeˆncia, que
zn → z em Lsloc para cada s ∈ [1, 2∗) e
zn(x)→ z(x) q.t.p. em K,
|zn(x)| ≤ ws(x) ∈ Ls(K), q.t.p. em K,
em que K denota o suporte de η. Assim Fz(x, zn)η → Fz(x, z)η q.t.p. em K. Ale´m disso,
usando (3.13) e a desigualdade de Ho¨lder obtemos
|Fz(x, zn)η| ≤ ε|w2||η|+ Cε|wp−1||η| ∈ L1(K).
Pelo Teorema da Convergeˆncia Dominada de Lebesgue e a convergeˆncia fraca zn ⇀ z em
E, tomando o limite em (3.28), conclu´ımos que
I ′(z)η = lim
n→∞
I ′(zn)η = 0,
implicando que I ′(z) = 0.
Se z 6= 0 enta˜o obtemos uma soluc¸a˜o na˜o trivial para o problema. Desse modo, e´
suficiente tratar o caso em que z = 0. Pelo Lema 3.22, existe uma sequeˆncia (yn) ⊂ ZN ,





|zn|2 ≥ β > 0. (3.29)
Escrevendo z˜n(x) := zn(x+ yn) e passando para uma subsequeˆncia, temos que z˜n ⇀ z˜ em
E, z˜n → z˜ em L2loc e z˜n(x)→ z˜(x) para q.t.p. x ∈ RN . Por (3.29), temos que z˜ 6= 0.
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Afirmac¸a˜o 1. I ′∞(z˜) = 0.
Para provar isto fixamos η ∈ C∞0 (RN) × C∞0 (RN) e definimos, para cada n ∈ N, a
translac¸a˜o ηn(x) = η(x − yn). Argumentando como acima e usando a periodicidade de
F∞ obtemos
I ′∞(z˜n)η = I
′
∞(z˜)η + on(1) = I
′(zn)ηn + on(1),
de modo que e´ suficiente mostrar que I ′(zn)ηn = on(1). Mas, pelo Lema 3.23,
I ′∞(zn)ηn = I
′(zn)ηn −
∫
[Fz(x, zn)− F∞,z(x, z)]ηn = I ′(zn)ηn + on(1),
e a afirmac¸a˜o segue do fato de (zn) ser uma sequeˆncia de Cerami.
Afirmac¸a˜o 2. lim inf
n→∞
∫
F̂ (x, z˜n) ≥
∫
F̂∞(x, z˜)
De fato, usando a definic¸a˜o de F̂ , F̂∞, a primeira parte da equac¸a˜o (3.7) e (F7),
obtemos
|F̂ (x, zn)− F̂∞(x, zn)| ≤ 1
2
|Fz(x, zn)− F∞,z(x, zn)||zn|+
∫ 1
0
















A desigualdade acima e o Lema 3.24 nos permite usar o Lema de Fatou e a periodicidade














o que prova a veracidade da segunda afirmac¸a˜o.











F̂∞(x, z˜) = I∞(z˜)− 1
2
I ′∞(z˜)z˜ = I∞(z˜),
Usando agora a definic¸a˜o de c dada no Teorema 2.2, o fato de que F ≥ F∞, (3.12) temos
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I∞(z) ≤ I∞(z0) ≤ I∞(z˜) ≤ c.
Desse modo, se definirmos h0 : [0, 1] × MR → E por h0(t, z) = z, para todo (t, z) ∈
[0, 1]×MR, a desigualdade acima implica
sup I(h0(1,MR)) = c > 0.
Segue do Teorema 2.3 que I possui um ponto cr´ıtico na˜o trivial.
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Apeˆndice
Neste apeˆndice descrevemos em detalhes o me´todo da variedade de Nehari generalizada
e resultados relacionados. Este conteu´do foi extra´ıdo de [30].
Seja E um espac¸o de Hilbert com uma decomposic¸a˜o ortogonal E = E−⊕E+ de modo
que, para cada u ∈ E, podemos escrever
u = u− + u+, com u± ∈ E±.
Considere
S+ := S ∩ E+ = {u ∈ E : ‖u‖ = 1},
e, para cada u ∈ E \ E−,
E(u) := Ru⊕ E+ = Ru+ e Ê(u) := Ru⊕ E− = Ru+ ⊕ E−,
em que R+ = [0,∞). Para I ∈ C1(E,R) faremos as seguintes suposic¸o˜es:




‖u+ + ‖2 1
2
‖u−‖2 − J(u),
com J(0) = 0, 1
2
J ′(u)u > J(u) > 0 para todo u 6= 0 e J fracamente semicont´ınuo
inferiormente;
(N2) Para cada w ∈ E \E−, existe um u´nico ponto cr´ıtico na˜o nulo m̂(w) de I|Ê(w). Ale´m
disso, m̂(w) e´ o u´nico ma´ximo global de I|Ê(w);
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(N3) existe δ > 0 tal que ‖m̂(w)+‖ ≥ δ para todo w ∈ E \ E− e, para cada subconjunto
compacto K ⊂ E \ E−, existe uma constante CK tal que ‖m̂(w)‖ ≤ CK para todo
w ∈ K.
Vamos definir ainda a variedade de Nehari generalizada como sendo
M = {u ∈ E \ E− : I ′(u)(tu+ v) = 0, t ∈ R, v ∈ E−}.
Se u 6= 0 e´ um ponto cr´ıtico de I, enta˜o de acordo com (N1), temos que









enquanto que I ≤ 0 sobre E−. Note que a condic¸a˜o (N2) acima e a definic¸a˜o de M nos
permitem construir uma aplicac¸a˜o
m̂ : E \ E− →M, m̂(u) :=
{
u´nico ma´ximo global da restric¸a˜o I|Ê(u)
}
.
Vamos denotar por m a restric¸a˜o dessa aplicac¸a˜o ao conjunto S+, isto e´,
m := m̂|S+ .








Se este ı´nfimo e´ atingido, enta˜o por (30) temos que c > 0.
Proposic¸a˜o A.1. Suponha que I satisfac¸a (N1)− (N3). Enta˜o:
(i) a aplicac¸a˜o m̂ e´ cont´ınua;
(ii) a aplicac¸a˜o m e´ um homeomorfismo entre S+ e M.
Demonstrac¸a˜o. (i) Seja (wn) ⊂ E\E−, wn → w 6∈ E−. Desde que m̂(wn) = m̂(w+n /‖w+n ‖),
podemos assumir, sem perda de generalidade que wn ∈ S+. Pela definic¸a˜o de Ê(wn),
podemos escrever m̂(wn) = snwn + vn, com sn ≥ 0 e vn ∈ E−. Usando (N3) vemos que
(m̂(wn)) e´ limitada, e portanto, passando para uma subsequeˆncia, segue que sn → s e
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vn ⇀ v∗ ∈ E−. Por outro lado, temos que m̂(w) = sw + v, com v ∈ E−. Vamos provar
que v∗ = v. Por (N2), obtemos
I(m̂(wn)) ≥ I(snwn + v)→ I(sw + v) = I(m̂(w)),

















‖v∗‖ − J(sw + v∗) ≤ I(m̂(w)).
Logo I(m̂(w)) = I(sw + v∗), com sw + v∗ ∈ Ê(w). Pela condic¸a˜o (N2), conclu´ımos que
m̂(w) = sw + v∗ = sw + v, donde v∗ = v. Com isso, temos mostrado que toda sequeˆncia
wn → w possui uma subsequeˆncia (wk) satisfazendo m̂(wk) → m̂(w). Para concluir a
prova, suponha por contradic¸a˜o que m̂ na˜o e´ cont´ınua em w. Logo, existem ε > 0 e (wn)
tal que wn → w com ‖m̂(wn)− m̂(w)‖ ≥ ε. Aplicando o argumento acima, obtemos uma
subsequeˆncia (wk) de (wn) tal que m̂(wk) → m̂(w), o que e´ um absurdo, e portanto vale
a continuidade.
(ii) Isto e´ uma consequeˆncia imediata do item anterior e do fato de que m−1 e´ cont´ınua.
Seja Ψ̂ : E+ \ {0} → R definida por
Ψ̂(w) := I(m̂(w))
e Ψ := Ψ̂|S+ .






para todo w, z ∈ E+, w 6= 0.
Demonstrac¸a˜o. Seja w ∈ E+ \ {0}, z ∈ E+ e denote m̂(w) = sww + vw, com sw ≥ 0,
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vw ∈ E−. Usando (N2) a o Teorema do Valor Me´dio, obtemos
Ψ̂(w + tz)− Ψ̂(w) = I(sw+tz(w + tz) + vw+tz)− I(sww + vw)
≤ I(sw+tz(w + tz) + vw+tz)− I(sw+tzw + vw+tz)
= I ′(sw+tzw + vw+tz + τtsw+tztz)sw+tztz,
para |t| suficientemente pequeno e algum τt ∈ (0, 1). De modo ana´logo, temos que
Ψ̂(w + tz)− Ψ̂(w) = I(sw+tz(w + tz) + vw+tz)− I(sww + vw)
≥ I(sw(w + tz) + vw)− I(sww + vw)
= I ′(sww + vw + σtswtz)swtz,
para algum σt ∈ (0, 1). Da´ı, usando a continuidade provada acima e a continuidade das
projec¸o˜es e de I ′, conclu´ımos que
Ψ̂′(w)z = swI ′(sww + vw)z.
Para finalizar, basta observar que m̂(w)+ = sww.
Corola´rio A.3. Suponha que I satisfac¸a (N1)− (N3). Enta˜o:
(a) Ψ := Ψ̂|S+ e´ de classe C1 e
Ψ′(w)z = ‖m(w)+‖I ′(m(w))z, para todo z ∈ Tz(S+);
(b) Se (wn) ⊂ S+ e´ uma sequeˆncia de Palais-Smale para Ψ, enta˜o (m(wn)) ⊂ M e´
uma sequeˆncia de Palais-Smale para I. Se (wn) ⊂ M e´ uma sequeˆncia limitada de
Palais-Smale para I, enta˜o (m−1(un)) e´ uma sequeˆncia de Palais-Smale para Ψ ;







Demonstrac¸a˜o. (a) Segue da proposic¸a˜o anterior, bastando observar que se w ∈ S, enta˜o
m̂(u) = m(u).
(b) Por (N1) temos que E = Tw(S
+)⊕ E(w) para todo w ∈ S+. Denotando u = m(w) e
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I ′(u)z = ‖u+‖‖I ′(u)‖E∗ .
Esta expressa˜o juntamente com o fato que ‖u+‖ ≥ δ > 0 para todo u ∈M implicam
no resultado.
(c) Como ‖Ψ′(w)‖ = ‖m(w)+‖‖I ′(m(w))‖E∗ , segue que Ψ′(w) = 0 se, e somente se
I ′(m(w)) = 0.
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