Abstract. We study the structured total least squares (STLS) problem of system of linear equations Ax = b, where A has a block circulant structure with N blocks. We show that by applying the discrete Fourier transform (DFT), the STLS problem decomposes into N unstructured total least squares (TLS) problems. The N solutions of these problems are then assembled to generate the optimal global solution of the STLS problem. Similar results are obtained for elementary block circulant matrices. Here the optimal solution is obtained by assembling two solutions: one of an unstructured TLS problem and the second of a multidimensional TLS problem.
In this paper we study the STLS problem, where the matrix A has either a block circulant (BC) 
Here A 0 and A 1 represent the within channel and cross channel transfer matrices, respectively, and w k is the kth noise vector. For the two channel case (N = 2), this system is illustrated in Figure 1 . System (1) reflects the situation where the effect of all of the interfering vectors x i , i = k on the kth output b k is the same (i.e., independent of k).
Systems with BC structure appear in the context of multichannel signal estimation [13, 14] , image restoration [15] , cyclic convolution filter banks [3] , texture synthesis and recognition [16] , and more.
We will present efficient algorithms, which obtain a (global) solution for both the BC and the EBC cases. The analysis relies heavily on the theory of discrete Fourier transform (DFT) for block circulant matrices. Elements of this theory that are needed for our purposes are collected in section 3. We show that for the BC case, under the DFT, the original STLS problem, which is of size Nm × Nn, decomposes into N (unstructured) TLS problems of size m × n. The solution is then obtained by solving the N small problems (possibly in parallel), using the SVD of each system, and then taking the inverse DFT. We thus obtain that the solution of the STLS problem with a BC matrix is explicitly expressed by N singular value decomposition of N appropriate matrices (N being the number of different blocks in A). The solution of the EBC is similarly derived with one exception. In the EBC case the STLS problem decomposes under the DFT to two smaller problems: a TLS problem and a multidimensional TLS problem (cf. section 2).
The paper is organized as follows. In section 2 we briefly review both the classical TLS problem and the multidimensional TLS problem. We recall the SVD-based solution of both problems. Section 3 contains a summary of the results on the DFT of BC matrices and block vectors. Sections 4 and 5 present the solution of the STLS problem with BC and EBC matrices, respectively. Section 6 presents computational results that demonstrate the fact that the algorithm devised in this paper gives the global optimum while other algorithms in the literature do not necessarily converge to the global optimum.
The results in this paper are valid both for the real and complex case. We denote by F the real field (R) or the complex field (C). Vectors in F m are denoted by boldface lowercase letters, e.g., y. Matrices in 
Review of the TLS Method.
For the sake of completeness, we briefly review the known results on the (unstructured) TLS and the multidimensional TLS problems [4, 1, 6] . Given a linear system Ax ≈ b, where A ∈ F m×n (m > n), b ∈ F m , and x ∈ F n . The TLS problem is to find a perturbation matrix ΔA ∈ F m×n and a perturbation vector Δb ∈ F m of minimum norm such that the system (A − ΔA)x = b − Δb is consistent. More precisely, for some positive constant α > 0 we seek to solve the following minimization problem:
The algorithm for the solution of this problem was derived in [4] and is based on one SVD calculation.
Algorithm TLS (see [4] ).
is a matrix that satisfies U * U = I, and Σ = diag(σ 1 , σ 2 , . . . , σ n+1 ), where
, then the solution of (TLS) is given by
where u n+1 and v n+1 are the (n + 1)th columns of U and V, respectively, and for every i, j, V i,j is the (i,j)th component of V. A known generalization of the TLS problem deals with the case in which we have multiple right-hand side vectors; i.e., we are given k linear systems
Here we seek to find minimum weight perturbations ΔA ∈ F m×n and Δb 1 , . . . ,
The problem is equivalent to finding a minimal weight perturbations ΔA ∈ F m×n and ΔB ∈ F m×k such that the system (A − ΔA)X = B − ΔB is consistent. This is the multidimensional TLS (MTLS):
Algorithm MTLS (see [6, 1] ).
and where
, and Σ 2 ∈ F k×k . Σ 1 and Σ 2 are both diagonal matrices with real positive diagonal, V is a unitary matrix, and U satisfies
, then the solution of (MTLS) is given by
Block circulant matrices and the DFT. The aim of this section is to give a short summary of results on DFT defined on block circulant matrices and block vectors that are used in the paper. Subsection 3.1 (but not subsection 3.2) is based on [13] .
A block circulant matrix is a matrix of the form
where each submatrix A j is a k × l matrix. The dimensions k and l will be clear from the context and therefore are not part of the notation.
3.1. The DFT of block circulant matrices. From the definition of block circulant matrices we have the following facts.
Lemma 3.1.
are also a block circulant matrix, where
, where
We now define the DFT and its inverse, which are the main mathematical tools used in the paper. 
where
is the BC matrix
, where the jth block is given by
In particular, we have
The proof of this fact relies heavily on the useful identity
The following properties of F j are generalizations to the block circulant case of wellknown properties of the DFT for vectors.
Lemma 3.2. Let A, B, and C be block circulant matrices
An important special case of block circulant matrices are elementary block circulant matrices, which are matrices of the form
In this case there are also only two different DFT components:
It is also easy to see that there are only two different inverse DFT components:
The DFT of block vectors.
T whose jth block (subvector) is given by
Remark. Notice that the definition of the DFT for block vectors is slightly different from the definition of the DFT for block circulant matrices (ω −ij instead of ω ij ). Although the difference seems negligible, it is crucial to define the DFT for block vectors in that manner; otherwise, some critical properties will be lost (cf. Lemma 3.4).
The inverse DFT of f is defined by
The following properties of the DFT and the inverse DFT will be useful later on.
Then we have the following:
(Linearity): For every two scalars
2. It directly follows from the definition of the DFT for block vectors. Lemma 3.4 shows a connection between the DFT of block circulant matrices and the DFT of block vectors; this connection is one of the key ingredients in the analysis of the total least squares for block circulant systems.
4. STLS in the case of block circulant matrices.
The algorithm.
Suppose that A has a block circulant structure, i.e.,
, where A i ∈ F m×n , and we wish to find a perturbation matrix ΔA, which also has a block circulant structure. We assume that the system is overdetermined, i.e., m > n. The STLS problem for block circulant matrices can be written as
In order to solve this problem, we will first apply the DFT on both sides of the consistency equation
It will be useful to treat b ∈ F Nm and Δb ∈ F Nm as block vectors, i.e., (b
By applying the block vector DFT, f , on both sides of (7) we obtain
Using property 2 of Lemma 3.3 we have
which is equivalent to the following system of N equations:
Finally, using Lemma 3.4 we have that (7) is equivalent to the following N "small" linear systems (in the unknown variables being f 0 (x), . . . , f N −1 (x)):
The objective function ΔA 2 + Δb 2 can also be expressed solely by its DFT components. Indeed, from Lemma 3.3 we have
Also, by the definition of Frobenius norm we have that ΔA 2 = Tr(ΔA * ΔA). Since ΔA is block circulant, then by Lemma 3.1 we have that ΔA * ΔA is also block circulant, and thus we can write
, and therefore
Moreover,
We thus obtained that (6) 
Making the change of variables
we obtain the following equivalent minimization problem:
Since (10) is separable in the variables
we actually need to solve N small TLS problems and then use the inverse DFT in order to find the values of (ΔA, Δb, x).
We summarize the above by presenting the block circulant TLS (BCTLS) algorithm for solving the STLS problem (6). The algorithm is essentially as simple as the classical SVD-based algorithm since its main effort consists of solving N small unstructured TLS problems.
Algorithm BCTLS. Nm×Nn is a block circulant matrix, Δb ∈ F Nm , and x ∈ F Nn is the STLS solution. 1. Calculate the N DFT components of A,
and the N DFT components of b,
2. For every 0 ≤ j ≤ N −1, call the TLS algorithm with input F j (A), f j (b),
and obtain an output (G j , c j , z j ). 3. Denote G = C(G 0 , G 1 , . . . , G N −1 
Remark.
Step 2 of Algorithm BCTLS requires N executions of algorithm TLS, and hence the following condition must be satisfied (see step 2 of algorithm TLS):
We claim that condition (15) implies that the matrix A is full column rank, which is the same as A * A being nonsingular. Indeed, condition (15) implies in particular that σ n (F j (A)) > 0 for every 0 ≤ j ≤ N − 1, which is the same as saying that F j (A) * F j (A) is nonsingular for every 0 ≤ j ≤ N − 1. By Lemma 3.2 we obtain that F j (A * A) is nonsingular for every 0 ≤ j ≤ N −1. By [13, Theorem 3.1], the eigenvalues of A * A are the Nn eigenvalues of the N matrices F j (A * A). The latter matrices are nonsingular, and hence have only nonzero eigenvalues. Therefore, all the eigenvalues of A * A are different from zero, and, as a result, A * A is nonsingular. From (14) it seems as if x is a complex vector even in the real case F = R. However, we claim that in fact it is a real vector. This is proved in the following theorem. 
Proof of (i). For every 0 ≤
Taking the complex conjugate of both sides of (16) and using fact (i), we obtain that the SVD of
Since (G j , c j , z j ) is the output of the TLS algorithm with input 
which is a real-valued matrix. The proof for the case where N is even and for the vector Δb are almost identical.
2 ), where T .
Ignoring the special structure of A and applying the (unstructured) TLS algorithm, the TLS solution is 
Applying the TLS algorithm on the three sets of inputs (F j (A), f j (b), 1/3) we derive the three DFT components of x:
and the solution of the STLS is given by 
It is interesting to note that in this particular case it so happens that
Notice also that, as claimed in Theorem 4.1, x ST LS is a real vector.
STLS in the case of elementary block circulant systems.
In this section we assume that A is an elementary block circulant matrix, i.e., A = M(A 0 , A 1 ), A 0 , A 1 ∈ F m×n (m > n) (see section 3), and we wish to find a perturbation matrix ΔA, which also has an elementary block circulant structure. In this case, the STLS problem becomes
Remark. Although an EBC matrix is a special case of a BC matrix, we cannot apply the BCTLS algorithm to solve (21) since an EBC matrix possesses additional special structure, A j = A k ∀j = k(j, k = 0), which is not guaranteed to be produced by the BCTLS algorithm.
As in the case of the block circulant structure, we will apply the DFT on both sides of the consistency equation (A−ΔA)x = b−Δb and obtain that the consistency equation is equivalent to N "small" linear systems: the linear system
and the N − 1 linear systems
From (9) and (8) we have that
Thus we obtain that in the case of EBC structure, the STLS problem (21) is reduced to
which is separable with respect to the groups of variables (G 0 , c 0 , z 0 ) and the variables set
Therefore, the solution of the minimization problem (22) is the sum of the two minimization problems min G0,c0,z0
The minimization problem (23) is a TLS problem, and the second problem (24) is an MTLS problem. This gives rise to the following algorithm for solving the STLS problem for EBC matrices.
Algorithm EBCTLS for elementary block circulant matrices. Input: A, b, where
Nm×Nm is an EBC matrix and
Nm×Nm is an elementary block circulant matrix, Δb ∈ F Nm , and x ∈ F Nn is the STLS solution. 1. Calculate the two different DFT components of A,
Call the TLS algorithm with input
N and obtain an output (G 0 , c 0 , z 0 ).
Call the MTLS algorithm with input (F
) and obtain an output G 1 , c 1 , c 2 , . . . , c N −1 and z 1 
Remarks.
1. Steps 2 and 3 of Algorithm BCTLS require the following conditions to be satisfied (see step 2 of the TLS and MTLS algorithms):
2. In the case F = R, the EBCTLS algorithm generates a real solution ΔA, Δb, and x. The proof is almost identical to the proof of Theorem 4.1.
Computational results.
In this section we compare the SVD-based algorithms, BCTLS and EBCTLS, which find the global optimum of the STLS problem with BC and EBC matrices, respectively, to the following three methods.
1. The least squares (LS) method. Here, we enforce ΔA to be zero, and we choose a minimal norm Δb. This is of course a very naive algorithm, and it assumes that the nominal value of the matrix is the true value. If the matrix A has full column rank, then the LS solution is given by x LS = (A T A) −1 A T b and Δb = b − Ax LS (see, e.g., [1] ). 2. The TLS method. The (unstructured) TLS method disregards the linear structure of the matrix A and seeks a perturbation matrix ΔA and a perturbation vector Δb that minimize ΔA 2 + Δb 2 subject to the consistency equation b − Δb ∈ Range(A − ΔA). 3. The structured total least norm (STLN) method. This method was introduced and studied in [7] . The STLN method (with 2-norm) is an iterative method for solving STLS problems with arbitrary linear structure. In each iteration of the STLN algorithm, a least squares problem is solved. In our problem, the size of the matrix in the least squares problem is (Nm+2mn)×(Nn+2mn). If N m, n, then the complexity per iteration of the STLN method is O(m 3 n 3 ), which is computationally very demanding. The algorithm is essentially a Newton-like method applied to a nonconvex function. There is no theoretical proof of convergence and, even when convergence occurs, there is no guarantee that it converges to a global optimum. The first example considers a block circulant structure with N = 2, m = 28, n = 4. We assume that there is a "correct" system, The results given in the In this example the STLN algorithm converged to the global optimum. The average number of iterations of the STLN algorithm was 14 and ranged between 11 and 17. It also can be seen that both the BCTLS and the STLN solutions were better than the LS solution in all aspects.
In our second example, we considered an EBC matrix with N = 3, m = 16, and n = 4. Hence, A (c) is given by As can be seen from the above table, the STLN method in this case is suboptimal and does not converge to a global optimum. Moreover, in 17 out of the 100 instances the STLN algorithm did not converge at all, and in all 83 other cases it converged, after hundreds of iterations, but not to a global optimum.
