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Abstract—Multiple-message broadcast is a generalization of
the traditional broadcast problem. It is to disseminate k dis-
tinct (1  k  n) messages stored at k arbitrary nodes to
the entire network with the fewest timeslots. In this paper,
we study this basic communication primitive in unstructured
wireless networks under the physical interference model (also
known as the SINR model). The unstructured wireless network
assumes unknown network topology, no collision detection and
asynchronous communications. Our proposed randomized dis-
tributed algorithm can accomplish multiple-message broadcast
in O((D + k) log n + log2 n) timeslots with high probability,
where D is the network diameter and n is the number of
nodes in the network. To our best knowledge, this work is
the first one to consider distributively implementing multiple-
message broadcasting in unstructured wireless networks under
a global interference model, which may shed some light on how to
efficiently solve in general a “global” problem in a “local” fashion
with “global” interference constraints in asynchronous wireless
ad hoc networks. Apart from the algorithm, we also show an

(D+k+logn) lower bound for randomized distributed multiple
message broadcast algorithms under the assumed network model.
I. INTRODUCTION
Multiple-message broadcast is a basic operation in many
applications in wireless networks, such as updating of routing
tables, topology learning of the underlying network, and many
kinds of data aggregation functions in sensor networks. Due
to the fundamental importance of this problem, many efficient
distributed protocols and algorithms have been proposed in the
literature. However, most previous work assumed a simplified
environment without some of the more realistic constraints. In
this paper, we study the multiple-message broadcast problem
under the unstructured wireless network model [15] which is
more accurate in representing real wireless ad-hoc and sensor
networks than other simplified models. The unstructured wire-
less network model assumes asynchronous communications,
no predefined structure, no collision detection, and that nodes
have no knowledge of the network topology such as neigh-
borhood information and the network diameter. To deal with
interferences, our work employs the widely-used Signal-to-
Interference-plus-Noise-Ratio (SINR) model (also known as
the physical interference model), which takes into account the
interferences from all simultaneously transmitting nodes. The
SINR model assumes that a signal fades with the distance to
the power of some path-loss exponent , and a signal can
be successfully decoded at the receiver if and only if (iff)
the ratio of the received signal strength and the accumulation
of the interference caused by the other simultaneously sending
nodes plus noise is above a hardware-defined threshold . The
constraints of the unstructured wireless network model and the
global nature of the SINR model together pose a challenge to
the design of efficient distributed protocols.
In practice, synchronization incurs extra time and message
overhead, which may be unaffordable to tiny sensors. So it
is meaningful to design efficient algorithms for asynchronous
environments. It is also well-known that in real distributed
systems, where all messages arrive after an unknown and
variable delay, nodes have no current information about the
other nodes’ clock values. It is therefore impossible to syn-
chronize the clocks perfectly. As pointed out in [16], even if
the message delays were always the same and the nodes knew
this value exactly, the clocks still could not be synchronized
perfectly because of the variable hardware clock drifts. So
far, results on distributed algorithm design under asynchronous
communication environments have been rather limited [1], [2],
[3], [4], [10], [11], [13], [20].
In this paper, we propose an asynchronous randomized
distributed multiple-message broadcast algorithm for unstruc-
tured wireless networks under the SINR model. We show
that the proposed algorithm can disseminate all messages
to all nodes in O((D + k) log n + log2 n) timeslots with
high probability, where D is the network diameter (cf. the
definition in Section III), k is the number of messages
to be disseminated, and n is the number of nodes in the
network. In addition, we also derive an 
(D + k + log n)
lower bound for randomized distributed algorithms solving the
problem. The proposed algorithm consists of three processes:
Leader election, Local information collection and Broadcast.
The leader election process constructs a connected backbone
network to be used by the broadcast process, which takes place
after the elected leaders have collected the stored messages
from neighboring nodes in the local information collection
process. Here we emphasize that, under the asynchronous
circumstance, we can not make use of a commonly adopted
TDMA (Time-Division Multiple-Access) scheme to coordinate
the transmissions of neighboring nodes. Also because of the
asynchronous environment, these three processes can not be
divided into phases. Instead, all the three processes may be
executed concurrently by different nodes in the network. So
the challenge is how to guarantee successful transmissions
only based on local information when communications are
asynchronous. Our solution is by appropriately adjusting the
nodes’ transmission probabilities to bound the interference at
a receiver caused by “far-away” nodes. Using a novel trans-
mission probability updating strategy, we show that the sum of
transmission probabilities of nodes in any local region can be
bounded. As a result, the interference at a receiver caused by
far-away nodes can also be bounded by a constant during the
execution of the algorithm, which translates into a sufficient
condition for locally determining whether a transmission is
successful or not under the SINR model. We then show that
such a strategy can guarantee that a message can be broadcast
to the whole network within the stated time bound. In the
algorithm, each node executes the program only based on its
own clock.
Although there is a recently proposed randomized
O(D + k + log2 n) time distributed multiple-message
broadcast algorithm [20] under the SINR model, it re-
lies heavily on synchronous communications. With a
global clock and synchronized communications, their al-
gorithm can adopt a TDMA-like scheme to achieve effi-
cient message delivery. This renders the algorithm inap-
plicable in asynchronous environments. Furthermore, com-
paring with the best known minfO(k log n log + (D +
n= log n) log n log); O((klog n + D) log)g time re-
sults [1], [11] under the graph based model, which assumes
local interference, synchronous communications and some
prior information about the neighborhood (e.g., the maximum
degree ), our proposed algorithm is faster in spite of the fact
that we adopt a much harsher communication model.
II. RELATED WORK
To our best knowledge, the unstructured wireless network
model was first formally proposed in [15]. Due to the con-
ceived practicality of this model, it has been widely adopted
in designing efficient distributed protocols for many important
problems in wireless networks, such as the network initializa-
tion problem [15], the maximal independent set problem [17],
and the coloring problem [19]. Different from our paper here,
all the above algorithms were proposed under the graph based
interference model which naturally and artificially suits the
design of distributed algorithms.
The SINR interference model has been shown to be superior
in terms of increased network throughput as compared to
the graph based models [7]. However, the global interference
feature of the SINR model makes designing local or distributed
algorithms difficult, and there have been only a handful of
recent studies [6], [23], [21], [22] assuming the SINR model,
let alone for unstructured wireless networks.
As a basic broadcast primitive, the multiple-message broad-
cast problem has been extensively studied by the distributed
computing community since the 1990s. It appears that all pre-
vious work except [20] adopted the graph based radio network
model. In the radio network model, synchronous communica-
tions are assumed and a transmission can be successful if and
only if there is only one neighbor transmitting a message to the
receiver. The synchronized communication and local interfer-
ence as defined in graph based models simplify the design of
distributed protocols. In addition, it was commonly assumed
that nodes know some or all the network parameters, e.g., 
and D. Under this model, the best known randomized dis-
tributed results have time complexity minfO(k log n log +
(D + n= log n) log n log); O((klog n + D) log)g [1],
[11]. The best known lower bound under the graph-based
radio network model is 
(k + D log(n=D)) in expecta-
tion [4]. Furthermore, under the radio network model, how to
use network coding to accelerate multiple-message broadcast
was studied. In [10], by combining randomized techniques
and simple coding, Khabbazian and Kowalski presented a
faster O(k log + (D + log n) log n log) time randomized
algorithm. In [12], based on a proposed Analog Network
Coding based algorithm that implements an abstract MAC
layer service, Khabbazian et al. also gave a randomized
multiple message broadcast algorithm of time complexity
O((D+k log(nk )) log+k(+ log(
nk
 ))) with probabil-
ity guarantee 1 . The O(D+k+log2 n) time randomized al-
gorithm in [20] under the SINR model breaks the lower bound
for graph based interference models. However, the algorithm
in that paper can only work in a synchronous environment.
Regarding deterministic distributed solutions, the state-of-the-
art result was given in a recent paper [3] which completes
multiple-message broadcast in O(k log3 n + n log4 n) time.
The highest lower bound for the time complexity of a deter-
ministic solution is 
(k+n log n) [4]. Furthermore, In [13], by
assuming the existence of an abstract MAC layer, Kuhn et al.
presented a multiple-message broadcast protocol for regional
networks with running time O((D+ k)Fprog + (k  1)Fack),
where Fprog and Fack are progress and acknowledgement
bounds, respectively. The multiple-message broadcast problem
was also studied in networks with multiple channels [8] and
in dynamic networks [14].
III. DEFINITIONS AND MODEL
Given a network consisting of n nodes arbitrarily distributed
on the plane and an arbitrary subset of k  n nodes, each of
which has been given a distinct message, the multiple-message
broadcast problem is to disseminate all these k messages to
every node in the network. We assume that the nodes have no
knowledge of both k and which k nodes are in the subset.
Let d(u; v) denote the Euclidean distance between two
nodes u; v. We say two nodes are independent in terms of
a given distance d if d(u; v) > d. An independent set I in
terms of d is defined as a set of nodes where every pair of
nodes are independent. Then if the independent set I satisfies
the condition that for each node v, either v 2 I , or there is
a node u 2 I such that d(u; v)  d, I is called a maximal
independent set in terms of d. We define a dominating set S
as a set of nodes in which for any node v, either v 2 S, or
there is a node in S which is within distance d from v. Let
G = (V;E), where V is the set of nodes, and E is the set of
links that connect every pair of nodes within distance d. Then
a dominating set S is said to be connected in terms of d if the
subgraph G[S] of G induced by S is connected.
In order to make sure that all nodes can receive all k
messages, we assume that the nodes are already woken up
before the algorithm starts. At the beginning, the nodes have
no knowledge about neighborhood, i.e., they do not know their
neighbors, not even their number. The nodes also do not have
any estimate of the maximum network degree (the maximum
number of neighbors of any node). The only prior knowledge
given to the nodes is an estimate of the number of nodes in
the network. A polynomial estimate n is enough, the bias of
which will only affect the performance of our algorithm by
a constant factor. Although the exact number of nodes may
be difficult to predict in practice, a polynomial estimate can
be easily provided [5]. We assume each node has a unique
ID, which does not need to be in the interval [1; n]. We will
not perform any special computation using the IDs. They are
only used by the receiver to identify the senders and tell them
apart. There is no collision detection mechanism assumed in
the nodes, i.e., nodes can not distinguish between a collision
and the case where there is no transmission.
We assume that the time is divided into timeslots. Note
however that the proposed algorithm itself does not rely on
synchronous communications in any way. The sole purpose of
assumming slotted channels is to ease the algorithm analysis.
As shown in [18], [15] where the slotted and unslotted
ALOHA systems are compared, the difference is just a factor
of two if one analyzes the algorithm in a synchronized timeslot
setting as opposed to the realistic unslotted setting.
We employ the SINR interference model (also called the
physical interference model). In the SINR model, the signal
strength fades with the distance according to some path-loss
exponent , and a successful transmission occurs iff the SINR
value at the receiver of the link is above a hardware related
threshold . Formally, a message sent by node u to node v
can be correctly received at v iff
Pu=d(u; v)

N +
P
w2V nfu;vg Pw=d(w; v)
 ; (1)
where Pu (Pw) is the transmission power for node u (w); 
is the path-loss exponent whose value is normally between
2 and 6;  is a hardware determined threshold which is
greater than 1; N is the ambient noise, d(u; v) denotes the
Euclidean distance between u; v and
P
w2V nfu;vg
Pw
d(w;v) is
the interference experienced by the receiver v caused by all
simultaneously transmitting nodes in the network.
Given a transmission power P for a node v, the trans-
mission range R of v is defined as the maximum distance
at which a node u can receive a clear transmission from v
(SINR  ) when there are no other simultaneous transmis-
sions in the network. By the SINR constraint (1), we define
R = (P=cN)1=, where c > 1 is a constant determined by
the environment. Based on the transmission ranges of nodes,
we define a communication graph G = (V;E), where V is
the set of nodes in the network, and a link (u; v) exists in
E if and only if the distance from u to v is not larger than
the transmission range of u. Furthermore, if all nodes have
the same transmission range RT , the obtained communication
graph is denoted as GRT . Obviously, in this case, GRT can be
seen as an undirected graph. We say a network is connected
in terms of d if the communication graph Gd is connected.
Let PM and RM be the maximum transmission power and
the corresponding maximum transmission range of nodes,
respectively. By the above definitions, RM = (PM=cN)1=.
We denote D as the diameter of the communication graph
GRM .
IV. ALGORITHM
A. Algorithm Description
In this section, we describe our randomized distributed
multiple-message broadcast algorithm. As briefly mentioned
in Section I, the algorithm is divided into three processes:
Leader election, Local information collection and Broadcast.
Note that although this general framework of using the three
processes has appeared before under different settings [11],
[13], [20], [21], what remains tricky and difficult is how to
implement each process efficiently under a particular network
and interference model. Here we briefly outline how the three
processes are implemented under the unstructured wireless
network model and the physical interference model. At first,
a leader election protocol is executed to construct a connected
dominating set in terms of range RM . The nodes in the
connected dominating set are called leaders; the others are
non-leaders, each of which chooses one of the neighboring
leaders as its leader. A cluster consists of a leader v and
non-leaders that have chosen v as their leader. After that,
all non-leaders transmit their stored messages to their leaders.
Finally, all the leaders which comprise a connected backbone
network are responsible for broadcasting the messages. In
order to compute the connected dominating set, we execute the
MIS (Maximal Independent Set) algorithm in [22] to obtain
a maximal independent set in terms of RM=3.1 Obviously,
when nodes adopt the maximum transmission power whose
corresponding transmission range is RM , the MIS nodes form
a connected dominating set in terms of RM according to the
fact that a connected dominating set can be constructed by
connecting each pair of MIS nodes within three hops [2]. We
introduce the protocols for completing the local information
collection and broadcast in the next paragraph. During the
local information collection and broadcast processes, all nodes
use the maximum transmission power PM . As mentioned
before, due to the asynchronous communications, these
three processes may be executed concurrently by different
nodes in the network. Next we describe the algorithm from
the view of a node.
1We assume that the network is connected in terms of RM=3.
Each node v is assigned a queueing set Mv storing the re-
ceived messages. Furthermore, for each leader v, it is assigned
another set Qv to store the IDs of non-leaders in its cluster that
have sent messages to v. After starting the algorithm, a node
v first executes the MIS algorithm to decide whether joining
the MIS and becoming a leader. After that, if v becomes
a leader, it starts executing the local information collection
process as given in Algorithm 1. During this process, if v
receives a message from a non-leader u in its cluster, it adds
the received message to Mv and adds u’s ID to Qv. If Qv
is not empty, v will transmit an Ackv(u) message for  log n
timeslots with a constant probability for the first node u in
Qv, by which v informs u that it has received u’s message.
Then v deletes u from Qv. We set two counters sv and tv
to decide when v stops the information collection process.
Specifically, sv is used to count the number of timeslots that
v has not received a new message from a non-leader in its
cluster, and tv is used to count the number of Ack messages
that have been transmitted by v. If the quitting condition of
sv > tv  logn+2 log2 n+3 log n is satisfied, v stops the
local information collection process and starts the broadcast
process as given in Algorithm 2. In the analysis, we will show
that with high probability, all non-leaders in v’ cluster have
sent their initially stored messages to v before the quitting
condition is satisfied. In the broadcast process, v locally
broadcasts each message stored in Mv to all its neighbors
by transmitting the message with a constant probability for
(log n) timeslots.
If v becomes a non-leader after executing the MIS algo-
rithm, it chooses the first node that sent a dominating message
to it as the leader, as shown in the MIS algorithm [22]. If
initially, v has a message that it wants to share in the network,
it starts the local information collection process as shown
in Algorithm 3. Otherwise, it just listens. During the local
information collection process, by continuously transmitting
a combined message including the stored information and
the IDs of v and its leader with a specified transmission
probability, v endeavors to send the stored message to its
leader. Due to the lack of an accurate upper bound on the
number of nodes in a node’s transmission range, we can
not use this parameter to assign an appropriate transmission
probability. So we set a non-leader v’s initial transmission
probability as a very small value ( 1n ) determined by n. v
doubles its transmission probability every 2 log n ( is a
constant determined later) timeslots if it does not receive Ack
messages from its leader. In order to bound the interference
at a receiver caused by far-away nodes, as shown in the
analysis, we need to ensure that in any local region, the sum of
transmission probabilities of nodes should be upper bounded
by a constant. For this purpose, if v received an Ack message
from its leader which is not for v, it stops increasing the
transmission probability for 2 log n timeslots. Finally, after
receiving an Acku(v) message from v’s leader u, v quits
the information collection process. From then on, it listens
to messages sent by leaders.
We set the constant parameters used in the algorithm
as follows to guarantee that our algorithm can accomplish
multiple-message broadcast with high probability:  = 1 3 ,
 = 484
(RI+RM;0:5RM )
(1 1=) . In the above definitions,  is the up-
per bound of the transmission probability sum of nodes in any
disk with radius RM=2 that are executing the MIS algorithm.
In [22], it has been proved that  is a known constant less than
1
3 with probability 1 O(n 1). (R1; R2) denotes the number
of disks with radius R2 needed to cover a disk with radius R1,
where R1 > R2. And RI = RM

360
1 1=c   1 2
1=( 2)
which
is used to define far-away nodes in the analysis, where  is a
constant larger than 1 chosen such that RI > 2RM .
Algorithm 1 Local Information Collection for a Leader v
Initially, Qv = ;;Mv = ;; sv = 0; tv = 0
1: if sv > tv   log n+ 2 log2 n+ 3 log n then
2: start the broadcast process as shown in Algorithm 2
3: else if Qv is not empty then
4: for  log n timeslots do delete the first node u from Qv
and transmit Ackv(u) with probability =16; sv = sv+1;
5: end for
6: tv = tv + 1;
7: else sv = sv + 1;
8: end if
9: end if
Message Received
1: if v received a message from another leader u that has not
been received before
then add the message into Mv
end if
2: if v received a message from a non-leader u in its cluster
that has not been received before
then add the message intoMv and add u into Qv; sv = 0.
end if
Algorithm 2 Broadcast for a Leader v
1: if Mv is not empty then
2: for  log n timeslots do delete the first message from
Mv and transmit this message with probability =16
3: end for
4: else listen;
5: end if
Message Received
1: if v received a message from another leader u that has not
been received
then add the message into Mv
end if
B. Analysis
In this section, we show that with probability at least 1  
O(n 1), all messages can be delivered to the whole network in
O((D+k) log n+log2 n) timeslots. We use Dv, Tv and Iv to
denote the disks of radii RM=2, RM and RI centered at node
Algorithm 3 Local Information Collection for a Non-Leader
v
Initially, pv = 16n ; dv = 0;
1: dv = dv + 1
2: if v initially stores a message and the message Acku(v)
from its leader u has not been received then transmit the
message with probability pv;
3: else listen
4: end if
Update pv and dv
5: if dv > 2 log n
then pv = 2pv; dv = 0.
end if
6: if received Ackw from its leader for some node w that has
not been received before
then dv = 0;
end if
v respectively. The notation Edv denotes the disk of radius d
centered at v. Without confusion, we also use these notations
to denote the nodes located in the corresponding disks.
To prove the correctness and efficiency of the algorithm,
the basic idea is to show that under the condition that the sum
of transmission probabilities of nodes in any local region is
bounded by a constant, a sufficient condition for successful
transmissions can be obtained. Based on this, it can be shown
that all three processes are correctly executed in the stated
time bound. The condition on the transmission probability
sum, as will be shown, can be guaranteed by the transmission
probability adjustment strategy used in the algorithm.
We first give a property which states that the number of
leaders and the transmission probability sum of non-leaders
in any disk Dv are bounded by constants. The following
Property 1 (i) can be obtained using a standard area argument,
and Property 1 (ii) is guaranteed by the adopted probability
adjustment strategy in Algorithm 3. In Lemma 8, Property 1
will be shown to be correct with probability 1 O(n 1).
Property 1: For any disk Dv and in any timeslot t through-
out the execution of the algorithm,
(i) there are at most 16 leaders in Dv;
(ii) the sum of transmission probabilities of non-leaders is
at most 2.
Based on the above property and the transmission probabil-
ity for leaders, the transmission probability sum of nodes in
any disk Dv that are executing the local information collection
and broadcast processes is at most 2+ 16 16 = 3.
In [22], it is shown that as long as the transmission
probability sum in any local region can be bounded by a
constant, the MIS algorithm is correct even if there are some
other algorithms executing concurrently in the network. The
following Lemma 1 has been proved and Property 2 is also
shown to be correct with probability at least 1   O(n 1)
in [22].
Lemma 1: After executing the MIS algorithm for O(log2 n)
timeslots, a maximal independent set can be correctly com-
puted with probability at least 1 O(n 1).
Property 2: During the execution of the MIS algorithm, in
any timeslot and for any disk Dv, the transmission probability
sum of nodes is upper bounded by
P
u2Dv pu  , where 
is a known constant less than 1=3.
Based on above Property 1 and Property 2, we can bound
the transmission probability sum of nodes in any disk Dv , as
shown in the following Lemma 2.
Lemma 2: Assume that Property 1 and Property 2 hold.
For any disk Dv and in any timeslot t during the algorithm
execution, the sum of transmission probabilities of nodes in
Dv is at most 1.
Now we are ready to derive a sufficient condition for
successful transmissions. For two disks D1 and D2 with radii
R1 and R2 respectively, where R1 > R2, recall that (R1; R2)
is the number of disks D2 needed to cover D1. Let v be the
center of D1. Due to the limit of the ratio of the area of D1
to the area of smaller disks D2 is 3
p
3
2 [9] and all disks D2
that intersect D1 is contained in the region ER1+2R2v , we can
easily obtain the following lemma.
Lemma 3: ([6]) (R1; R2)  23p3 
(R1+2R2)
2
R22
:
We define the probabilistic interference at a receiver as the
expected interference experienced by the receiver. Formally,
for a node v 2 V , the probabilistic interference at v in a certain
timeslot t, is defined as: 	v =
P
u2V nfvg
Pupu
d(u;v) , where Pu
is the transmission power and pu is the sending probability of
node u in timeslot t.
Benefiting from Lemma 2, the probabilistic interference at
a receiver from far-away nodes (with distance larger than RI )
can be bounded by a constant, which is used to obtain a
sufficient condition for successful transmissions, as shown in
the following Lemma 4.
Lemma 4: Assume that Property 1 and Property 2 hold.
If v is the only transmitting node in ERI+RMv , then v can
successfully transmit its message to all nodes in Tv with
probability 1  1 .
Proof: We first prove a claim which states that the
probabilistic interference from far-away nodes can be bounded
by a constant.
Claim 1: For every node u, the probabilistic interference
caused by nodes outside Iu can be bounded as: 	v=2Iuu 
(1 1=c)PM
RM
.
Proof: We use an area argument. Denote Rl = fv 2
V : lRI  d(u; v)  (l + 1)RIg and let S be a maximum
independent set in terms of RM whose nodes are in Rl. Note
that S is also a dominating set, which means that
P
v2S Tv
covers all nodes of Rl. Note also that all disks Dv for v 2 S
are mutually disjoint and all nodes in these disks are contained
in R+l = fv 2 V : lRI   RM2  d(u; v)  (l + 1)RI + RM2 g.
So jIj  Area(R+l )=Area(disk(RM=2)). Then we can upper
bound the probabilistic interference caused by nodes in Rl as
follows,
	Rlu =
X
v2Rl
	vu
 Area(R
+
l )
Area(disk(RM=2))
max
i2S
f
X
v2Ti\Rl
PM  pv
(lRI)
g
=
(((l + 1)RI +RM=2)
2   (lRI  RM=2)2)
(RM=2)2
max
i2S
f
X
v2Ti\Rl
PM  pv
(lRI)
g
=
4(2l + 1)(R2I +RIRM )
R2M
 PM
(lRI)
max
i2S
f
X
v2Ti\Rl
pvg
(2)
By Lemma 2 and Lemma 3, the sum of transmission
probabilities of nodes in each Ti can be bounded as follows:
X
v2Ti
pv  2
3
p
3
 (RM + 2 
RM
2 )
2
(RM2 )
2

X
v2Dw
pv  20 (3)
Note that RM < RI2 . Then we have
	v=2Iuu =
1X
l=1
	Rlu

1X
l=1
4(2l + 1)(R2I +RIRM )
R2M
 PM
(lRI)
 20

1X
l=1
120PMR
2
I(2l + 1)
R2MR

I l


1X
l=1
360PMR
2
I
R2MR

I (l   1)
 360PMR
2
I
R2MR

I
   1
  2
 (1  1=c)PM
RM
(4)
We are now ready to prove the lemma. By the above claim
and using Markov inequality, with probability at least 1 1=,
the interference at node u that is caused by nodes outside Iu
is at most (1 1=c)PMRM . Then if v is the only transmitting node,
with probability 1   1=, the SINR at any node u in Tv can
be lower bounded as
SINR 
PM
d(u;v)
N + (1 1=c)PMRM

PM
RM
PM
cRM
+ (1 1=c)PMRM
= 
(5)
So by the the SINR constraint (1), u can successfully receive
the message sent from v.
With the sufficient condition given in Lemma 4, we next
show that a leader can send a message to all its neighbors in
 log n timeslots with high probability.
Lemma 5: Assume that Property 1 and Property 2 hold.
Then a leader v can successfully send a message to all its
neighbors in  log n timeslots with probability at least 1  
O(n 3).
Proof: Denote Ponly as the probability that v is the only
transmitting node in ERI+RMv . We can lower bound Ponly as
follows.
Ponly = pv
Y
u2ERI+RMv nfvg
(1  pu)
 
16
Y
u2ERI+RMv
(1  pu)
 
16


1
4
P
u2ERI+RMv
pu
 
16


1
4
(RI+RM ;0:5RM )
(6)
The last inequality is by Lemma 3 and Lemma 2. Then by
Lemma 4, the probability Pno that v fails to send a message
to all nodes in Tv is at most
Pno  (1  (1  1=) 
16


1
4
(RI+RM ;0:5RM )
) logn
 e (1 1=) 16  logn( 14 )(RI+RM;0:5RM )
 n 3
(7)
In order to ensure the correctness of our multiple-message
broadcast algorithm, we need to show that all messages are
collected by the leaders. This requires that any leader can not
quit the local information collection process until it receives
all the messages initially stored at the non-leaders in its cluster,
which is guaranteed by the following Lemma 6.
Lemma 6: Assume that Property 1 and Property 2 hold.
With probability at least 1 O(n 2), a leader v will not quit
the local information collection process until all non-leaders
in its cluster have sent their stored messages to v.
Proof: Otherwise, assume that v quits the local informa-
tion collection process in timeslot t when there are still some
non-leaders in its cluster that fail to send their messages to v.
Denote the set of these non-leaders as S, where jSj > 0. By
Algorithm 1, v quits only if the condition sv > tv   log n+
2 log2 n + 3 log n is satisfied, which means that from
t  (tv  log n+2 log2 n+3 logn) 1, v does not receive
any new message from non-leaders in its cluster. Note that
v transmits every Ack message for  log n timeslots. Thus, v
has completed the transmissions of all tv Ack messages by the
timeslot t (tv  log n+2 log2 n+3 log n)+tv log n 1.
From then on, these non-leaders do not receive any Ack
message from v before t. Furthermore, by Algorithm 3, from
t (tv 3 log n+2 log2 n+ log n)+tv log n 1, for each
node u 2 S, it stops increasing its transmission probability
for at most 2 logn timeslots. Then each node in S will
double its transmission probability every 2 log n timeslots.
By the timeslot t   (tv   log n + 2 log2 n + 3 log n) +
tv log n + 2 log n + 2 log
2 n   1 = t    log n   1, each
node in S has a constant transmission probability =16. Using
a similar argument as in proving Lemma 5, we have that
with probability at least 1   O(n 2), each node in S has
successfully sent their messages to v by t   1, which makes
sv be reset as 0. Thus, v does not quit the local information
collection process in timeslot t with probability 1 O(n 2).
This contradiction completes the proof.
For a node v, denote vk as the number of nodes within
distance RM from v that initially store a message. Let
k = maxfvkg. Clearly, k  k, since there are totally
k messages. In the following lemma, we bound the number of
timeslots that a leader spends in executing the local informa-
tion process.
Lemma 7: Assume that Property 1 and Property 2 hold.
With probability at least 1 O(n 2), for a leader v, the local
information collection process takes O(k log n + log2 n)
timeslots.
Proof: Denote by S the set of non-leaders in v’s clus-
ter that take part in the local information collection pro-
cess. In Lemma 6, it has been shown that with probability
1   O(n 2), the information collection process will end
after v has collected all information from non-leaders in S
for O(k log n + log2 n) timeslots, since tv  k. So we
only need to show that each non-leader in S takes at most
O(k log n+log
2 n) timeslots to successfully send the stored
message to v. By Algorithm 1, each node u 2 S doubles
its transmission probability every 2 log n timeslots if it does
not receive an Ack message from v. Thus after at most
(k   1 + logn)  2 log n timeslots, either u receives an
Ackv(u) message from v which means that v has received the
message transmitted by u, or u has a constant transmission
probability of =16, since u can receive at most k   1
Ack message from v that are not for u, and each of these
Ack message can make u stop increasing the transmission
probability for at most 2 log n timeslots. Then using a similar
argument as in the proof of Lemma 5, it can be shown that
with probability 1   O(n 3), v will successfully receive the
message transmitted by u in the subsequent  log n timeslots.
Thus, after transmitting for O(k log n + log2 n) timeslots,
each node in S can successfully send a message to v with
probability 1 O(n 2). Combining all together, the lemma is
proved.
Before the proof of the main theorem, we show the correct-
ness of Property 1 in the following Lemma 8.
Lemma 8: Property 1 is correct with probability at least
1 O(n 1).
Proof: (i) Using an area argument as in the proof of
Lemma 4, this property can be easily obtained as long as the
MIS is correctly computed as shown in Lemma 1.
(ii) For a leader u, denote Su to be the set of non-leaders
in u’s cluster. We first prove the following claim.
Claim 2: In any timeslot during the local information col-
lection process, for a leader u, with probability at least
1   O(n 2), Pw2Su pw(t)  8 , where pw(t) is the trans-
mission probability of node w in timeslot t.
Proof: Otherwise, assume that t is the first violating
timeslot. By Algorithm 1, a non-leader doubles its transmis-
sion probability at most once in 2 log n timeslots. Thus, dur-
ing the interval I = [t  2 log n; t), 16 <
P
w2Su pw(t) 

8 . Obviously, before any violating timeslot, there exists such
an interval I . Next we show that in timeslot t, with probability
at least 1   O(n 3), Pw2Su pw(t) will not exceed 8 . This
contradiction will help complete the proof of the claim.
First, we prove that at least one node in Su can suc-
cessfully send a message to u during the interval I1 =
[t 2 log n; t  log n). Using an argument similar to that
in proving Lemma 4, it can be shown that if a node w is
the only transmitting node in ERIu , u can successfully receive
the message sent by w with probability at least 1   1 . Let
Ponly denote the probability that a node w 2 Su is the only
transmitting node in ERIu . Let C be a cover of E
RI
u using the
minimum number of disks with radius RM=2. Then we can
lower bound Ponly as follows.
Ponly =
X
w2Su
pw
Y
w
02ERIu nfwg
(1  pw0 )

X
w2Su
pw
Y
Dj2C
Y
w
02Dj
(1  pw0 )

X
w2Su
pw
Y
Dj2C

1
4
P
w
02Dj
p
w
0

X
w2Su
pw

1
4
(RI ;RM=2)Pw02Dj pw0
 
16


1
4
(RI ;RM=2)
(8)
So during I1, the probability PT that there is no node in
Su successfully transmitting a message to u is at most
PT  (1  (1  1

)  
16
(
1
4
)(RI ;RM=2)) logn  n 3 (9)
Thus, by the timeslot t    log n   1, with probability 1  
O(n 3), u can receive at least one message from non-leaders
in its cluster. By Algorithm 1, as long as Qu is not empty,
u transmits an Ack message every  log n timeslots. And a
non-leader stops transmitting after receiving the Ack message
for it. As shown above, Qu is not empty by the timeslot t 
 log n 1. Thus, u starts transmitting a new Acku(w)message
from a timeslot t1 in the interval [t 2 log n+1; t  logn].
By Lemma 5, with probability 1   O(n 3), u can send the
Ack message to all its neighbors in  log n timeslots. So
all nodes received the Acku(w) message during the interval
[t1; t1+ log n). Furthermore, by Algorithm 1, after receiving
the Acku(w) message, each non-leader in Su stops increasing
its transmission probability for 2 log n timeslots except the
node w that will stop transmitting. Let t
0
be the first timeslot
that all nodes in Sv have received Acku(w). All nodes
keep their transmission probabilities unchanged in the interval
(t
0
; t
0
+2 logn  (t0   t1)] = (t0 ; t1+2 log n]. Note that t
is in this interval. So
P
w2Su pw(t
)  Pw2Su pw(t0)  8 ,
since t
0 2 I . Combing all together, with probability at least
1 O(n 3), Pw2Su pw(t)  8 , which contradicts with the
definition of t.
We still need to bound the number of potential violating
timeslots for leader u. As shown above, before any potential
violating timeslot, there is a new Acku(w) message trans-
mitted by u and the node w 2 Su stops transmitting after
receiving this message. So there are at most k potential
violating timeslots. Thus, with probability 1 O(n 2), there
is no violating timeslot for u. The claim is proved.
From (i), we know that there are at most 16 leaders in
a disk Dv. Based on the above claim, it is easy to get that
with probability 1 O(n 2), Property 1 (ii) is correct for Dv
during the execution of the algorithm. So Property 1 (ii) is
correct for all disks with probability 1   O(n 1). Thus, the
lemma holds.
The following Lemma 9 is given in [13], which analyzes the
pipelining effect of the multiple-message broadcast process.
Let Fprog denote the maximum number of timeslots needed
for a successful transmission. For a graph G, define dG(u; v)
as the number of edges in the shortest path from u to v in G.
Lemma 9: Assume that in timeslot t0, a node u receives a
new messagem. Let v be a node at distance d = dG(u; v) from
v. For integers l  1, we define td;l = t0+(d+2l  2)Fprog .
Then for all integers l  1, at least one of the following two
statements is true:
(i) v received the message m by the time td;l;
(ii) there exists a set M , jM j = minfl; kg, such that for
every m
0 2M , v has received m0 by the timeslot td;l.
Based on above lemmas, we next prove the main theorem.
Theorem 1: With probability 1   O(n 1), all nodes will
receive all k messages after executing the multiple-message
broadcast algorithm for O((D + k) log n+ log2 n) timeslots.
Proof: By Lemma 1 and Lemma 7, the leader elec-
tion process and the local information collection process are
completed by all nodes after executing the algorithm for
O(k log n+ log
2 n) timeslots with probability 1 O(n 1).
Next we analyze the completion time for the broadcast process.
Denote by tb the first timeslot that all nodes have com-
pleted the local information collection process. To simplify
the analysis, we assume that all leaders synchronously start
the broadcast process from the timeslot tb + 1. Clearly, this
assumption does not affect the analysis of the completion
time of the broadcast process, since some leaders have started
the broadcast process before tb. By Lemma 5, a leader can
successfully send a message to all its neighbors in  log n
timeslots with probability 1 O(n 3). Thus all messages can
be successfully transmitted by all leaders to their neighbors
with probability 1 O(n 1). Denote D1 as the diameter of the
subgraph induced by nodes in the computed connected domi-
nating set. Clearly, D1 = O(D). Then based on Lemma 9, by
the timeslot tb+(D1+2k 2) log n, all nodes in the network
have received all k messages with probability 1 O(n 1).
Finally note that all the above analyses are based on
Property 1 and Property 2. It has been proved that both
properties are correct with probability 1 O(n 1). Combining
everything together and note that k  k, we complete the
proof of the theorem.
V. LOWER BOUND
In this section, we present Theorem 2 which gives a lower
bound on the timeslots needed for accomplishing multiple-
message broadcast.
Theorem 2: For any D > 1, if all nodes use the same
transmission power, there exists an unstructured wireless net-
work with diameter D such that any randomized distributed
algorithm needs 
(D + k + log n) timeslots to accomplish
multiple-message broadcast with probability at least 1  1n .
Proof: Since 
(D+ k) is a trivial lower bound, we only
need to show that any randomized distributed algorithm needs

(log n) timeslots to accomplish multiple-message broadcast
with probability 1  1n . The lower bound is proved under the
synchronous communication circumstance, which of course
also holds in asynchronous communication models.
We consider the following network with diameter D: n  2
nodes locate on a line which constitute a connected network
with diameter D  1, and the other two nodes u;w are within
the transmission range of the first node v of the line but are
out of the transmission ranges of the other nodes. Furthermore,
the distance between any two nodes of u; v; w is the same. We
assume that there are messages initially stored at u and w. So
u and w must send their stored messages to v.
We now claim that any node in fu; v; wg can successfully
receive a message from the other two nodes only if these
two nodes do not transmit at the same time. Without loss of
generality, we prove this for v. Assume that u and w both
transmit in a timeslot. Then for each node of u;w, the SINR
at v is at most P=r

N+P=r < 1  , where r is the distance
between u;w and v. So v can not receive any message from
u;w.
Furthermore, for a given randomized algorithm, the trans-
mission probability of each node in each timeslot can be
known before it receives a message from its neighbor. By
the pigeon hole principle, there must exist three nodes such
that for the first logn4 timeslots, either all these three nodes
have transmission probability at least 12 or less than
1
2 in
each timeslot. We construct the network such that these three
nodes are u; v and w. Next we show that with probability at
least 
( 1p
n
), there are no successful transmissions between
any pair of nodes in fu; v; wg in the first logn4 timeslots. We
prove this for u and v. In a timeslot, the probability that u
can successfully transmit a message to v or the other way
around is at most pu(1 pv)(1 pw)+pv(1 pu)(1 pw) 
pu(1 pv)+pv(1 pu)  34 . Then in the first logn4 timeslots,
the successful probability is at most 1  ( 14 )logn=4 = 1  1pn .
So after logn4 timeslots, the probability that there is at least one
successful transmission between any pair of nodes in fu; v; wg
is at most 1  
( 1p
n
), which completes the proof.
VI. CONCLUSION
In this paper, we present the first randomized distributed
multiple-message broadcast algorithm for unstructured wire-
less networks under the SINR model. Our algorithm can
disseminate all messages to the whole network in O((D +
k) log n+log2 n) timeslots with high probability. We also give
an 
(D + k + log n) lower bound for any randomized algo-
rithm. Although a harsher network model is assumed in this
work, our algorithm turns out to be even faster than existing
ones designed under the graph interference models [1], [11].
We believe this work can shed some light on how to deal
with global interferences and asynchronous communications
when designing distributed protocols for unstructured wireless
networks.
There are some interesting and meaningful directions for
future work. The first direction is to consider the case in which
messages arrive at the network at arbitrary times. The second
one is to design deterministic distributed protocols for the
multiple-message broadcast problem under the SINR model.
For the sake of energy efficiency, it will also be interesting to
see if we can design distributed multiple-message broadcast
algorithms under the SINR model with non-uniform power
assignments, i.e., different nodes can use different powers.
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