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Abstract. In this paper, we present a novel method to compute an explicit formula for
the inverse of the confluent Vandermonde matrices. Our proposed results may have many
interesting perspectives in diverse areas of mathematics and natural sciences, notably on the
situations where the Vandermonde matrices have acquired much usefulness. The method
presented here is direct and straightforward, it gives explicit and compact formulas not exist
in the large literature on this essential topic. Several examples are presented to highlight the
results. Our main tools are some elementary basic linear algebra.
1. Introduction
The Vandermonde matrices are of considerable importance in diverse areas of mathematics,
physics, and engineering. Both the Vandermonde matrices and its inverses have been widely
used in many applications include interpolation, discrete Fourier transform, coding theory, hy-
persurfaces, systems theory, etc. The necessity of such a result is needed and required. It is
a well-known fact that the direct calculation of the inverse of such matrices is a very difficult
problem numerically and algebraically. Methods to compute the inverse of a Vandermonde
matrix are very well studied. D. Kalman shows in [6] that Vandermonde matrices have real-
ized serious importance in differential and difference equations due to their normal appearance.
The computation of the inverse of the usual Vandermonde matrix is relatively feasible and is
provided in the literature but the inverse of the confluent Vandermonde matrix is completely
difficult to achieve. Therefore, many theoretical and numerical methods have been developed
for the computation of the inverse of the usual Vandermonde matrix given in the literature by
many authors for example [2, 3, 8, 9, 13, 16]. By remarking that there is a solid relation between
interpolation polynomials and inversion of the confluent Vandermonde matrices, we can derive
an efficient and simple method to inverse this types of matrices. An inversion procedure for
such a matrix has been produced in [1] only in a particular case where the multiplicities are
equal to 2. Our general method is entirely different.
In the literature, several methods and algorithms have been presented for calculating the
inverse of the confluent Vandermonde matrices (see for example [4, 5, 11, 14]). However, the
most widely used method is the partial fraction expansion it aims to give a recursive algorithm
for computing the inverse of the confluent Vandermonde matrices but the result is not presented
in a more compact form (see for example [4]).
Using the change of basis matrix, we exhibit the general solution to this problem, as an
application we derive simply the inverse of another type of Vandermonde matrices. Our results
are obtained simply using minimum knowledge. Detailed examples and concluding remarks are
presented.
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2. Explicit inverse of confluent Vandermonde matrices and applications to
solving corresponding linear systems
In this section, we present our method to obtain the explicit inverse of the confluent Van-
dermonde matrices.
Let
P (x) = (x− α1)
m1(x− α2)
m2 · · · (x − αs)
ms (2.1)
be a polynomial of degree n and α1, α2, . . . , αs be distinct elements of a field F of characteristic
zero, and m1,m2, . . . ,ms positive integers. Let
Ljkj (x)[P ] = Pj(x)(x − αj)
kj
mj−1−kj∑
i=0
1
i!
g
(i)
j (αj)(x − αj)
i (2.2)
where 1 ≤ j ≤ s; 0 ≤ kj ≤ mj − 1 and
Pj(x) =
s∏
i=1,i6=j
(x− αi)
mi =
P (x)
(x− αj)mj
, 1 ≤ j ≤ s (2.3)
and
gj(x) = (Pj(x))
−1 (2.4)
The polynomials Ljkj (x)[P ] satisfy L
(l)
jkj
(αi)[P ] = l!δijδlkj , here and further L
(l)
jkj
(x)[P ] means
the lth derivative of Ljkj (x)[P ] (for more details, see [12]).
The generalization of Hermite’s interpolation formula allowed us to write every polynomial in
terms of its derivatives at any given point. Exactly in his paper, A. Spitzbart [12] generalize
Hermite’s interpolation formula which permits us to write every polynomial Q of degree less
than or equal to n− 1 as
Q =
s∑
j=1
(
mj−1∑
kj=0
1
kj !
Q(kj)(αj)Ljkj (x)[P ]) (2.5)
These formulas will be used later to get the researched inverse of the confluent Vandermonde
matrix.
D. Kalman [6] defined the confluent Vandermonde matrix associated with the polynomial
P (x) = (x− α1)
m1(x− α2)
m2 · · · (x− αs)
ms of degree n = m1 +m2 + · · ·+ms by
VG(P ) = (V1V2 . . . Vs) (2.6)
where α1, α2, . . . , αs are distinct elements of F.
The block matrix Vk is of order n×mk, k = 1, . . . , s and defined to be the matrix
Vk = VG((x − αk)
mk)
with entry
(Vk)ij =
{ (
i−1
j−1
)
α
i−j
k if i ≥ j;
0, otherwise .
where
(
q
p
)
is the binomial coefficients given by
(
q
p
)
=
{
q!
p!(q−p)! if p ≤ q
0 otherwise
Throughout this article, F denotes a field of characteristic zero.
In the following, we state a particular case of Vandermonde matrices
Proposition 2.1. Let there be given the polynomials Li(x) = (x−α)
i, i = 0, 1, . . . , n−1, where
α is an arbitrary element of F, The family of polynomials Li(x), 0 ≤ i ≤ n − 1 is a basis of
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Fn−1[x]. The transpose of the change of basis matrix from this basis to the canonical basis is
the corresponding Vandermonde matrix
VG((x − α)
n) =


1 0 0 · · · 0
α 1 0 · · · 0
α2 2α 1 · · · 0
α3 3α2 3α · · · 0
α4 4α3 6α2 · · · 0
α5 5α4 10α3 · · · 0
...
...
... · · ·
...
αn−1 (n− 1)αn−2 (n−1)(n−2)2 α
n−3 · · · 1


(2.7)
Then the corresponding inverse is
V −1G ((x− α)
n) =


1 0 0 · · · 0
−α 1 0 · · · 0
α2 −2α 1 · · · 0
−α3 3α2 −3α · · · 0(
4
0
)
(−α)4
(
4
1
)
(−α)3
(
4
2
)
(−α)2 · · · 0
...
...
... · · ·
...(
n−1
0
)
(−α)n−1
(
n−1
1
)
(−α)n−2
(
n−1
2
)
(−α)n−3 · · · 1


Proof. This result can be shown easily using the fact that
Li(x) =
i∑
j=0
(
i
j
)
(−α)i−jxj (2.8)
for i = 0, 1, . . . , n− 1. 
Now, we state a fundamental result which is to be proved
Theorem 2.2. Let P (x) = (x−α1)
m1(x−α2)
m2 · · · (x−αs)
ms , where α1, α2, . . . , αs be differents
elements of F and m1,m2, . . . ,ms be positive integers, such that m1 +m2 + · · ·+ms = n. The
family of polynomials
B′ ={L10(x)[P ], L11(x)[P ], . . . , L1m1−1(x)[P ], . . . , Ls0(x)[P ],
Ls1(x)[P ], . . . , Lsms−1(x)[P ]} (2.9)
is a basis of Fn−1[x].
Proof. Since Ljkj (x)[P ] is of degree less than or equal to n−1 for all 1 ≤ j ≤ s; 0 ≤ kj ≤ mj−1,
it suffices to verify that these polynomials are linearly independent. Let ujkj ∈ F such that
m1−1∑
i=0
u1iL1i(x) +
m2−1∑
i=0
u2iL2i(x) + · · ·+
ms−1∑
i=0
usiLsi(x) = 0
We differentiate this identity l times, for l ≤ max(m1 − 1,m2 − 1, . . . ,ms − 1), and let x = αr,
we obtain
m1−1∑
i=0
u1il!δr1δli +
m2−1∑
i=0
u2il!δr2δli + · · ·+
ms−1∑
i=0
usil!δrsδli = 0
and then
m1−1∑
i=0
u1iδr1δli +
m2−1∑
i=0
u2iδr2δli + · · ·+
ms−1∑
i=0
usiδrsδli = 0
Thus, by a little manipulation of the last equality, the proof is completed. 
Remark 2.3.
• The coordinates in this basis of a polynomial Q of degree less than or equal to n− 1 are
given explicitly by (2.5).
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• The partial fractions decomposition is a powerful tool in many situations for example
in the determination of the Jordan-Chevalley decomposition. Here we give a direct and
simple method for obtaining the explicit formula for the partial fractions. Consider the
polynomial R(x) = (x− a1)
m1(x− a2)
m2 · · · (x− as)
ms of degree n and a1, a2, . . . , as be
distinct elements of F. We have
s∑
j=1
Lj0(x)[R] = 1
Consequently, we obtain
1
R(x)
=
s∑
j=1
mj−1∑
kj=0
g
(kj)
j (aj)
kj !(x − aj)mj−kj
where gj(x) is defined by (2.4).
Let us consider the following linear confluent Vandermonde system
s∑
j=1
mj−1∑
kj=0
xjkj
(
r
kj
)
α
r−j
j = ur, 0 ≤ r ≤ n− 1 (2.10)
The determination of the xjkj is still related to the computation of the inverse of the conflu-
ent Vandermonde matrix. This topic was the subject of several papers. Therefore, various
numerical and theoretical procedures have been developed for such as inversion. Recently, this
issue has gained a regain of interest due to its appearance in applied mathematics, engineering
computation, and many applications. In this section, we present a novel method to invert the
confluent Vandermonde matrix and solve the system (2.10). Our method is merely based on
the interpolation polynomials. Consequently, an explicit expression for the inverse is obtained
directly.
Our main result is the following theorem which gives an explicit closed-form of the confluent
Vandermonde inverse matrix.
Theorem 2.4. Using the same notation above, the explicit inverse of the confluent Vander-
monde matrix VG(P ), where
P (x) = (x− α1)
m1(x− α2)
m2 · · · (x − αs)
ms
has the form
V −1G (P ) =


L1m1
L2m2
...
Lsms

 (2.11)
for r = 1, 2, . . . , s the block matrix Lrmr is of order mr × n and given by
Lrmr = (
1
(j − 1)!
L
(j−1)
r(i−1)(0)[P ])1≤i≤mr ,1≤j≤n (2.12)
More precisely
Lrmr =


Lr0(0)[P ] L
(1)
r0 (0)[P ] · · ·
1
(n−1)!L
(n−1)
r0 (0)[P ]
Lr1(0)[P ] L
(1)
r1 (0)[P ] · · ·
1
(n−1)!L
(n−1)
r1 (0)[P ]
...
... · · ·
...
Lrmr−1(0)[P ] L
(1)
rmr−1
(0)[P ] · · · 1(n−1)!L
(n−1)
rmr−1
(0)[P ]


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Proof. Let us write, every Q ∈ Fn−1[x] as
Q =
s∑
j=1
mj−1∑
kj=0
1
kj !
Q(kj)(αj)Ljkj (x)[P ] (2.13)
In particular, for Q = xr, r = 0, 1, . . . , n− 1, we have
xr =
s∑
j=1
mj−1∑
kj=0
1
kj !
(xr)(kj)(αj)Ljkj (x)[P ] (2.14)
Thus, formula (2.14) can be representated in matrix form as
(
VG((x− α1)
m1) · · · VG((x− αs)
ms)
)


L10(x)[P ]
L11(x)[P ]
...
Lsms−1(x)[P ]

 =


1
x
...
xn−1


Using Taylor’s Theorem, we get
Ljkj (x)[P ] =
n−1∑
i=0
L
(i)
jkj
(0)[P ]
i!
xi, (2.15)
for all 1 ≤ j ≤ s and 0 ≤ kj ≤ mj − 1. From which we deduce

L10(x)[P ]
L11(x)[P ]
...
Lsms−1(x)[P ]

 =


L1m1
L2m2
...
Lsms




1
x
...
xn−1

 (2.16)
Finally, we get the desired conclusion. 
As a consequence, we obtain
Corollary 2.5. The solutions xjkj , j = 1, 2, . . . , s of the linear confluent Vandermonde system
(2.10) are given by
xjkj =
n−1∑
i=0
ui
i!
L
(i)
jkj
(0)[P ] (2.17)
where the Ljkj (x)[P ], 1 ≤ j ≤ k; 0 ≤ kj ≤ mj − 1, are described in (2.2). The solution xjkj can
be represented in matrix expression as follows
xjkj =
(
Ljkj (0)[P ] · · ·
1
(n−1)!L
(n−1)
jkj
(0)[P ]
)


u0
u1
...
un−1

 (2.18)
An interesting particular case is the following
Corollary 2.6. Let α1, α2 be two distinct elements of F and m1,m2 be two positive integers.
Let VG be the following confluent Vandermonde matrix
VG =


1 0 · · · 0 1 0 · · · 0
α1 1 · · · 0 α2 1 · · · 0
α21 2α1 · · · 0 α
2
2 2α2 · · · 0
α31 3α
2
1 · · · 0 α
3
2 3α
2
2 · · · 0
α41 4α
3
1 · · · 0 α
4
2 4α
3
2 · · · 0
α51 5α
4
1 · · · 0 α
5
2 5α
4
2 · · · 0
...
... · · ·
...
...
... · · ·
...
αn−11 (n− 1)α
n−2
1 · · · 1 α
n−1
2 (n− 1)α
n−2
2 · · · 1


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where m1 +m2 = n. Then the inverse of VG is
V −1G =


a11 a12 a13 · · · a1n
a21 a22 a23 · · · a2n
...
...
... · · ·
...
am11 am12 am13 · · · am1n
b11 b12 b13 · · · b1n
b21 b22 b23 · · · b2n
...
...
... · · ·
...
bm21 bm22 bm23 · · · bm2n


where
aij =
m1−i∑
p=0
(−1)m2+i+j
(
m2+p−1
m2−1
)
(α1 − α2)m2+p
j−1∑
r=0
(
i+ p− 1
r
)(
m2
j − 1− r
)
α
p+i−1−r
1 α
m2−j+1+r
2
and
bij =
m2−i∑
p=0
(−1)m1+i+j
(
m1+p−1
m1−1
)
(α2 − α1)m1+p
j−1∑
r=0
(
m1
j − 1− r
)(
i+ p− 1
r
)
α
m1−j+1+r
1 α
p+i−1−r
2
for 1 ≤ j ≤ n and 1 ≤ i ≤ mp with p = 1, 2.
Proof. Let P (x) = (x− α1)
m1(x− α2)
m2 . Then we can see easily that for all 0 ≤ k1 ≤ m1 − 1
and 0 ≤ k2 ≤ m2 − 1, we have
 L1k1(x)[P ] =
∑m1−k1−1
i=0
(−1)i(m2+i−1m2−1 )
(α1−α2)m2+i
(x− α1)
i+k1 (x− α2)
m2
L2k2(x)[P ] =
∑m2−k2−1
i=0
(−1)i(m1+i−1m1−1 )
(α2−α1)m1+i
(x− α1)
m1(x− α2)
i+k2
As a consequence of Theorem 2.4, we get the result using only Leibniz’s rule. 
With the following example, we illustrate the use of Theorem 2.4
Example 2.7. Let α1, α2 distinct elements of F. We wish to inverse the matrix
K =


1 0 0 1
α1 1 0 α2
α21 2α1 1 α
2
2
α31 3α
2
1 3α1 α
3
2


In this case, we consider
P1(x) = (x− α2), g1(x) = (P1(x))
−1
P2(x) = (x − α1)
3, g2(x) = (P2(x))
−1
On the other hand
L1k1(x)[P ] = P1(x)(x − α1)
k1
2−k1∑
i=0
1
i!
g
(i)
1 (α1)(x− α1)
i, 0 ≤ k1 ≤ 2
and
L20(x)[P ] = P2(x)g2(α2)
Make on the polynomials Ljkj (x)[P ] elementary operations and expressing them in the canonical
basis of F3[x], we then obtain

L10(x)[P ] =
−3α21α2+3α1α
2
2−α
3
2
(α1−α2)3
+
3α21
(α1−α2)3
x+ −3α1(α1−α2)3x
2 + 1(α1−α2)3x
3
L11(x)[P ] =
2α21α2−α1α
2
2
(α1−α2)2
+
α22−2α
2
1−2α1α2
(α1−α2)2
x+ 3α1(α1−α2)2x
2 + −1(α1−α2)2 x
3
L12(x)[P ] =
−α21α2
(α1−α2)
+
α21+2α1α2
(α1−α2)
x− 2α1+α2(α1−α2)x
2 + 1(α1−α2)x
3
L20(x)[P ] =
−α31
(α2−α1)3
+
3α21
(α2−α1)3
x− 3α1(α2−α1)3 x
2 + 1(α2−α1)3x
3
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Using Theorem 2.4, we get
K−1 =


−3α21α2+3α1α
2
2−α
3
2
(α1−α2)3
3α21
(α1−α2)3
−3α1
(α1−α2)3
1
(α1−α2)3
2α21α2−α1α
2
2
(α1−α2)2
α22−2α
2
1−2α1α2
(α1−α2)2
3α1
(α1−α2)2
−1
(α1−α2)2
−α21α2
(α1−α2)
α21+2α1α2
(α1−α2)
−2α1−α2
(α1−α2)
1
(α1−α2)
−α31
(α2−α1)3
3α21
(α2−α1)3
−3α1
(α2−α1)3
1
(α2−α1)3


Remark 2.8. A companion matrix is an essential tool in the area of linear algebra. Companion
matrice is extensively employed in control theory, more precisely in the observable canonical form
as well as the controllable canonical form. It plays a crucial role in linear recursive sequences
and linear differential equations. The usual and confluent Vandermonde matrices are deeply
connected with the companion matrix. If we write the polynomial P defined in (2.1) as
P (x) = xn −
n∑
i=1
aix
n−i (2.19)
Then the companion matrix of the polynomial P noted CP is defined to be
CP =


0 1 0 · · · 0 0
0 0 1 · · · 0 0
...
...
...
...
...
0 0 0 · · · 0 1
an an−1 an−2 · · · a2 a1

 (2.20)
It may be noted that the confluent Vandermonde matrix is the change of basis matrix which
makes the companion matrix into Jordan canonical form J:
CP = VG(P )JV
−1
G (P ) (2.21)
Now, we are concerned with a more general case
Definition 2.9. Let α1, α2, . . . , αs be non-zero distinct pairwise elements of F and ri = (ri1, ri2 . . . , rimi), i =
1, . . . , s where the rij are nonnegative integers and let us denote rs = (r1, r2, . . . , rs). The rs-
confluent Vandermonde matrix related to α1, α2, . . . , αs is defined to be the following matrix
V rsG (P ) =
(
V r1G ((x− α1)
m1) V r2G ((x− α2)
m2) · · · V rsG ((x − αs)
ms)
)
For k = 1, 2, . . . , s the block matrix (V rkG ((x − αk)
mk) is of order n×mk with entry
(V rkG ((x − αk)
mk))ij =
{ (
i−1
j−1
)
α
rkj+i−j
k if i ≥ j;
0, otherwise .
(2.22)
For any rs, the inverse of the rs-confluent Vandermonde matrix related to α1, α2, . . . , αs is
obtained easily once the inverse of the confluent Vandermonde is available.
Example 2.10. We now apply our method to derive the inverse of the following r2-confluent
Vandermonde matrix
K =


αr111 0 0 α
r21
2
αr11+11 α
r12
1 0 α
r21+1
2
αr11+21 2α
r12+1
1 α
r13
1 α
r21+2
2
αr11+31 3α
r12+2
1 3α
r13+1
1 α
r21+3
2


where α1, α2 are non-zero distinct elements of F. Using the Example 2.7, we obtain
K−1 =


−3α21α2+3α1α
2
2−α
3
2
α
r11
1
(α1−α2)3
3α21
α
r11
1
(α1−α2)3
−3α1
α
r11
1
(α1−α2)3
1
α
r11
1
(α1−α2)3
2α21α2−α1α
2
2
α
r12
1
(α1−α2)2
α22−2α
2
1−2α1α2
α
r12
1
(α1−α2)2
3α1
α
r12
1
(α1−α2)2
−1
α
r12
1
(α1−α2)2
−α21α2
α
r13
1
(α1−α2)
α21+2α1α2
α
r13
1
(α1−α2)
−2α1−α2
α
r13
1
(α1−α2)
1
α
r13
1
(α1−α2)
−α31
α
r21
2
(α2−α1)3
3α21
α
r21
2
(α2−α1)3
−3α1
α
r21
2
(α2−α1)3
1
α
r21
2
(α2−α1)3


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3. Explicit inverse of usual Vandermonde matrices and application
In linear algebra, nonsingular linear Vandermonde systems appear naturally in several situ-
ations. Various methods have been presented to determine explicit solutions of the nonsingular
linear Vandermonde systems see, e.g. [8]. We are interested to present a new method for deter-
mining solutions to this type of linear system. Let us fix k element u0, u1, . . . , uk−1 of K, and
consider the following nonsingular linear Vandermonde system,
k∑
i=1
αni xi = un, n = 0, 1, . . . , k − 1 (3.1)
where αi, i = 1, 2, . . . , k are pairwise distinct elements of K. The most elegant method for
solving the system (3.1) is based on the determination of the inverse of the usual Vandermonde
matrix V defined by
V =


1 1 · · · 1
α1 α2 · · · αk
α21 α
2
2 · · · α
2
k
...
... · · ·
...
αk−21 α
k−2
2 · · · α
k−2
k
αk−11 α
k−1
2 · · · α
k−1
k


(3.2)
There are two famous methods of calculating the explicit inverse of the usual Vandermonde
matrices. The first one is the LU factorization it aims to provide an explicit formula of the
inverse with a compact expression but it is necessary to compute the matrices L and U , their
inverses, and the matrix product U−1L−1 (see [7, 15, 17]). The second inversion method is based
on the use of the elementary symmetric functions of roots defined by the following expressions

σ0(α1, α2, . . . , αk) = 1
σ1(α1, α2, . . . , αk) = α1 + α2 + · · ·+ αk
...
...
...
σr(α1, α2, . . . , αk) =
∑
1≤j1<···<jr≤k
αj1αj2 · · ·αjr
...
...
...
σk(α1, α2, . . . , αk) = α1α2 · · ·αk
(3.3)
Let us denote
σr(j) = σr(α1, . . . , αj−1, αj+1, . . . , αk) (3.4)
where r = 1, 2, . . . , k. It has been demonstrated in [3] that the explicit inverse of the usual
Vandermonde matrices, using the elementary symmetric functions of roots, is
V −1 = (vij)1≤i,j≤k (3.5)
where the vij ’s are given by
vij =
(−1)k+jσk−j(i)∏k
p=1,p6=i(αi − αp)
(3.6)
With our main result, we can easily obtain the inverse of the matrix V without utilizing the
elementary symmetric function of root and the LU factorization. When m1 = m2 = · · · =
mk = 1 it suffices to take
Lj0(x)[P ] = gj(αj)Pj(x), 1 ≤ j ≤ k. (3.7)
which coincides with the polynomials of Lagrange. That is, this polynomials are defined by
Lj0(x)[P ] =
k∏
i=1,i6=j
x− αi
αj − αi
(3.8)
for 1 ≤ j ≤ k. More precisely, we have the following corollary
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Corollary 3.1. Let α1, α2, . . . , αk distinct elements of F. The inverse of the usual Vander-
monde matrix
V =


1 1 · · · 1
α1 α2 · · · αk
α21 α
2
2 · · · α
2
k
...
... · · ·
...
αk−21 α
k−2
2 · · · α
k−2
k
αk−11 α
k−1
2 · · · α
k−1
k


(3.9)
is given by
V −1 =


s1(0) s
(1)
1 (0)
1
2!s
(2)
1 (0) · · ·
1
(k−1)!s
(k−1)
1 (0)
s2(0) s
(1)
2 (0)
1
2!s
(2)
2 (0) · · ·
1
(k−1)!s
(k−1)
2 (0)
s3(0) s
(1)
3 (0)
1
2!s
(2)
3 (0) · · ·
1
(k−1)!s
(k−1)
3 (0)
...
...
... · · ·
...
sk(0) s
(1)
k (0)
1
2!s
(2)
k (0) · · ·
1
(k−1)!s
(k−1)
k (0)


(3.10)
where
sj(x) =
k∏
i=1,i6=j
x− αi
αj − αi
Proof. It is a particular case of the main result. 
Remark 3.2. In the case of Corollary 3.1, the companion matrix CP defined by (2.20) is
diagonalizable. It is a well-known fact that the characetristic polynomial of CP is P (x) =∏k
j=1(x − αj). Let vi the vector colomn defined by
vi = (1, αi, α
2
i , . . . , α
k−1
i )
T , 1 ≤ i ≤ k
for i = 1, 2, . . . , k. It is easy to check
CP vi = αivi, 1 ≤ i ≤ k
which means that vi, 1 ≤ i ≤ k, are eigenvectors of CP . Consequently, we have
CP = V DV
−1
where D is the diagonal matrix D = diag(α1, α2, . . . , αk) and V is the usual Vandermonde
matrix defined by (3.2).
Proposition 3.3. The solutions xi, i = 1, 2, . . . , k of the nonsingular linear Vandermonde
system (3.1) are given by
xi =
k−1∑
j=0
uj
j!
s
(j)
i (0) (3.11)
where
sj(x) =
k∏
i=1,i6=j
x− αi
αj − αi
The solution xi can be represented in matrix expression as follows
xi =
(
si(0)
1
1!s
(1)
i (0) · · ·
1
(k−1)!s
(k−1)
i (0)
)


u0
u1
...
uk−1

 (3.12)
Remark 3.4.
• The Vandermonde systems represent a fundamental tool in the control and system theory
see e.g.[8]. The usual Vandermonde matrix has received much interest in cryptography,
it is a helpful tool in decoding the Reed-Solomon codes see, e.g. [10].
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• In the large literature, solutions of the linear system of Vandermonde (3.1) are not
known under the form (3.11).
Example 3.5. For giving illustration, let α1, α2, α3, α4 distinct elements of F. We wish to
inverse the matrix
K =


1 1 1 1
α1 α2 α3 α4
α21 α
2
2 α
2
3 α
2
4
α31 α
3
2 α
3
3 α
3
4


we consider 

s1(x)[P ] =
(x−α2)(x−α3)(x−α4)
(α1−α2)(α1−α3)(α1−α4)
s2(x)[P ] =
(x−α1)(x−α3)(x−α4)
(α2−α1)(α2−α3)(α2−α4)
s3(x)[P ] =
(x−α1)(x−α2)(x−α4)
(α3−α1)(α3−α2)(α3−α4)
s4(x)[P ] =
(x−α1)(x−α2)(x−α3)
(α4−α1)(α4−α2)(α4−α3)
Expressing these polynomials in the canonical basis of F3[x], we obtain

s1(x)[P ] =
−(α2α3α4)+(α2α3+α2α4+α3α4)x−(α2+α3+α4)x
2+x3
(α1−α2)(α1−α3)(α1−α4)
s2(x)[P ] =
−(α1α3α4)+(α1α3+α1α4+α3α4)x−(α1+α3+α4)x
2+x3
(α2−α1)(α2−α3)(α2−α4)
s3(x)[P ] =
−(α1α2α4)+(α1α2+α1α4+α2α4)x−(α1+α2+α4)x
2+x3
(α3−α1)(α3−α2)(α3−α4)
s4(x)[P ] =
−(α1α2α3)+(α1α2+α1α3+α2α3)x−(α1+α2+α4)x
2+x3
(α4−α1)(α4−α2)(α4−α3)
Using Corollary 3.1, the inverse of the matrix K is

−(α2α3α4)
(α1−α2)(α1−α3)(α1−α4)
(α2α3+α2α4+α3α4)
(α1−α2)(α1−α3)(α1−α4)
−(α2+α3+α4)
(α1−α2)(α1−α3)(α1−α4)
1
(α1−α2)(α1−α3)(α1−α4)
−(α1α3α4)
(α2−α1)(α2−α3)(α2−α4)
(α1α3+α1α4+α3α4)
(α2−α1)(α2−α3)(α2−α4)
−(α1+α3+α4)
(α2−α1)(α2−α3)(α2−α4)
1
(α2−α1)(α2−α3)(α2−α4)
−(α1α2α4)
(α3−α1)(α3−α2)(α3−α4)
(α1α2+α1α4+α2α4)
(α3−α1)(α3−α2)(α3−α4)
−(α1+α2+α4)
(α3−α1)(α3−α2)(α3−α4)
1
(α3−α1)(α3−α2)(α3−α4)
−(α1α2α3)
(α4−α1)(α4−α2)(α4−α3)
(α1α2+α1α3+α2α3)
(α4−α1)(α4−α2)(α4−α3)
−(α1+α2+α3)
(α4−α1)(α4−α2)(α4−α3)
1
(α4−α1)(α4−α2)(α4−α3)


4. Conclusion
The important role of the generalization of Hermite’s interpolation for the confluent Vander-
mondes matrices has shown, in providing a new method for inverting this kind of matrices. It is
well known that obtaining the inverse of the confluent Vandermonde matrices is fairly difficult
but with our method, we have made the problem to a calculation of Taylor’s expansion.
Furthermore, the comparison with the existing methods and algorithms leads us to say that
our method is direct and is manageable for inverting the confluent Vandermonde matrices. The
advantage of our method is that is direct and straightforward, it gives explicit and compact
formulas not exist in the large literature on this essential topic.
Certainly, Our results may have many intersting perspectives in diverse areas of mathematics
and natural sciences, notably on the situations where the Vandermonde matrices have acquired
much usefulness.
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