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Abstract
In the ﬁeld of research, Social Network Analysis is prevalent domain which pulls the attention of many data mining experts. Social
network analysis is the speciﬁc ﬁeld of sociology and anthropology. It shares a number of characteristics common to real network.
Some real networks like Facebook, Twitter exhibit the concept of community structure within the network. Social network is
represented as a network graph. Detecting the communities involves ﬁnding the densely connected nodes. Overlapping communities
are possible if a node is a member of more than one community. This paper discusses various modularity based approaches on
detecting the overlapping communities in the social networks. This work aims in providing the characteristics and limitations of
modularity based overlapping community detection algorithms.
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1. Introduction
As real world scenario is dynamic and evolving, Social network is used intensively in wide range of applications
and represented as a network graph with nodes and edges. Nodes represent the individual users/actors/items/resources
whereas edge represents the link/ﬂow of interaction/relationship among the users. The arrangement of nodes and edges
in a graph is coined as topology. Some common techniques involved in social network includes Recommendation
Systems, Link Analysis, Expert Identiﬁcation, Inﬂuence Propagation, Trust & Distrust Relationship Prediction,
Opinion Mining, Mood Analysis and Community Detection1–3. Recommendation systems analyze the available
data and suggest something the actor might be interested in. As a result a new link is introduced in the network.
Recommending friends or recommending resources happens through collaborative ﬁltering and Content-based
ﬁltering. Each node represents entity and the analyzes of links among the nodes gives the behavior pattern of different
activities. Link analysis helps in ﬁnding this behavior pattern of a social network. Strategy of ﬁnding an expert in
a required domain by analyzing the social network is coined as Expert Identiﬁcation. With the help of previous log
information, Inﬂuence Propagation between the nodes is identiﬁed. Two models are used in Inﬂuence Propagation
namely IndependentCascadeModel and Linear ThresholdModel. Based on attributes of a node, a relationship or a link
in a social network is identiﬁed as Trustable or not. This study is termed as Prediction of Trust or Distrust relationship.
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Opinion mining involves building a system to collect and categorize opinions about a product or a person. It uses ideas
of machine learning, text mining and natural language processing. The levels of opinion mining are document level,
sentence level and phrase level. To track the mood of public about a particular product, mood analysis is performed.
Set of actors interacting with each other frequently forms a Community. Detecting the community involves clustering
of similar actors in social network graph. Different types of communities are node-centric community, link-centric
community, network-centric community and hierarchy-centric community. Various community detection approaches
have been proposed namely graph-based approach4, link-based approach5, agent and dynamic based approach25,26,
fuzzy-based approach20–22 and modularity scoring based approach6–19,23, 24. This paper analyzes the modularity
based algorithms in detail.
2. Related Works
Social network is a network graph holding nodes with edges connected to it. Community detection aims to identify
the community in the graph. Community is a module containing the set of nodes with major activities/interaction/
similarity among them. Overlapping communities are possible if any of the nodes has participated in the formation of
different modules. Each node’s strength or membership value in different modules varies accordingly. Various metrics
are utilized to measure the strength of the community. Most popular of it is modularity measure. This modularity is
the strength of partition of network as a community. Section 3 explains the modularity based community detection
approach in detail.
3. Modularity Scoring based Clustering Approach
A community is said to be strong if it has more internal interaction within the community. To qualify the strength
of a community, parameters like quality functions, density, conductance and modularity are used. This work reviews
on the adaptation of the modularity measure in a undirected or directed, weighted or unweighted graph. Modularity
deﬁnes the strength of partition of network into communities. It quantiﬁes the association between a node and a
community based on some parameters. In this paper, different version of belonging factor in modularity measure is
considered. Belonging factor is a measure explaining the degree to which a node u belongs to a community C .
3.1 Modularity based disjoint community detection
Newman’s modularity6 measure considers the intra connection and inter connection between the nodes. As like
other properties of communities say, node degree, betweenness, centrality or clustering coefﬁcients, modularity
measures the strength of formation of communities in a social network. This modularity is deﬁned in equation (1)
Q = 1
2m
∑
uv
[
Auv − KuKν2m
]
δ(Cu,Cv ) (1)
where Auv represents the adjacency matrix with row and column as node u and v respectively Auv value is 1, if there
is an edge between u and v and 0, otherwise. Ku , Kv is the degree of node u and v respectively, m is total number of
edges in the graph δ(Cu,Cv ) is represented as equation (2)
δ(Cu ,Cv ) =
{
1, (u, ν) ∈ C
0, otherwise
(2)
At any particular time t , it can produce only two communities in a network. Hierarchical partitioning with two sub
communities and further partitioned into two smaller communities. Thus only binary partition is possible. It limits its
application only to an undirected and unweighted graph in a social network.
In order to overcome the limitations of Newman’s modularity, Leicht et al.7 deﬁnes the modularity measure for
directed graph. The extended deﬁnition is the null-model directed graph with Puv . This Puv is the probability of having
the link starting from node u to node v. Generally in directed graph, link from node u to node v is different from the
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link from node v to node u. The same concept is been applied. The Puv is not equal to Pvu . Thus the modularity for
directed graph is given in equation (3)
Q = 1
m
∑
uv
[
Auv − K
out
u K inν
m
]
δ(Cu ,Cv ) (3)
Note that K outu is the out-degree of node u and K inv is the in-degree of node v. The in-degree is the number of incoming
edges to a node and out-degree is the number of outgoing edges from a node. This work can identify the community
well. But Newman6 and Leicht7 modularity measure does not take into account the overlaps among the communities.
This problem is resolved by Nicosia et al.8 by introducing the concept of overlapping communities based on edge.
3.2 Modularity based overlapping community detection
In case of overlapping communities, each node may belong to one or many communities. But the strength of
participation of node in all overlapped communities may not be equal. This reason leads to design of array values
namely “belonging factors”. This array is deﬁned as, C = {ai,1, ai,2, . . . , ai,|C |} for any node i belonging to
communities 1, 2, . . . , |C|. In a directed graph G(V , E), coefﬁcient ai,c expresses how strongly node i belongs to
community c. In general for any node i ,
|C |∑
c=1
ai,c = 1.
Thus it introduces the belonging coefﬁcient to the equation (3) given by Leicht7, instead of δ(Cu,Cv ). This belonging
coefﬁcient β are used to weight the probability of having a link starting at node u and link pointing to node v.
Accordingly, modiﬁed modularity is given in equation (4)
Q = 1
m
∑
c
∑
uv
[
βl(u,v),c Auv −
βoutl(u,v),cK
out
u β
in
l(u,v),cK
in
v )
m
]
(4)
This equation (4) has more computation overhead with belonging coefﬁcient of link from node u to node v, out-degree
belonging coefﬁcient from node u and in-degree belonging coefﬁcient from node v. Thus time computation to compute
this belonging coefﬁcient is more compared to modularity computation.
3.2.1 Modularity with fuzzy concept
Nepusz et al.9 considered the belonging coefﬁcient as the probability of the event that node u is in community c.
The probability that node u and node v belongs to same community C is the dot product of their membership vector
denoted as Suv = ∑c∈C au,cav,c Suv is the similarity measure between nodes i and j . Thus replacing the δ(Cu,Cv )
in equation (3) with similarity measure Suv , equation (5) is obtained
Q = 1
m
∑
c∈C
∑
uv
[
Auv − KuKν
m
]
au,cav,c (5)
Thus the concept of overlapping community detection is deﬁned. If the communities are disjoint, there exists only one
community c for every node u with au,c as 1. Then the equation (5) will get reduced to equation (2). The simple dot
product of membership vector doesn’t holds good. Since the membership vector ranges from 0 to 1, the dot product of
decimal values may lead to a small value decreasing the modularity measure unnecessarily.
Chen et al.10gives the generalized belonging function calculating the modularity for undirected graph. It is given by
equation (6)
Q = 1
2m
∑
c∈C
∑
uv
[
Auv − KuKν2m
]
f (au,c, av,c) (6)
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It is same as equation (5) but only difference is how the value f (au,c, av,c) is computed. The belonging coefﬁcient
function f (au,c, av,c) can be the product or average of au,c, av,c. If it is a product the equation is same as equation (5).
Or if it is a average, it becomes equation (7)
Q = 1
2m
∑
c∈C
∑
uv
[
Auv − KuKν2m
]
[(au,c + av,c)/2] (7)
Compared to similarity measure based on dot product as in equation (5) introduced by Nepusz et al.9, equation (7)
with average belonging coefﬁcient works better. But it limits the equation to be applied only to undirected graph.
Shen et al.11 redeﬁnes the modularity deﬁnition in equation (5). The belonging coefﬁcient of node u is calculated
as the reciprocal of the number of communities to which the node u belongs to au,c = 1Ou where Ou is the number of
communities containing node u. Thus equation (5) becomes,
Q = 1
m
∑
c∈C
∑
uv
[
Auv − KuKν
m
]
1
OuOν
(8)
This computation is very simple and straight forward. The strength of node u in the number of communities Ou is
considered as equal. Practically this does not sound good. The participation of node u in each of the communities is
based on its importance. And it is not always same.
EAGLE algorithm12 works with two stages. First stage generates a dendogram by combining the similar group
of nodes together and second stage breaks the dendogram into communities. In ﬁrst stage to compute the similarity
between group of nodes or between communities, equation (9) is introduced.
S = 1
2m
∑
u∈C1,v∈C2,u =v
[
Auv − KuKν2m
]
(9)
While combining communities together based on similarity measure, equation (5) is used to ﬁnd the strength of the
newly formed communities. In second stage, overlapping community structure is considered as the cover of network
instead of partition of network. Therefore to quantify the overlapping communities, the measure of cover of network
is used as in equation (10). For a graph G(V , E) and a partition P of the network G,
Q = 1
2m
∑
c∈P
∑
uv
δucδvc
[
Auv − kuKν2m
]
(10)
In equation (8), δuc denotes whether the node u belongs to community C . The value of δuc is 1 when the node u
belongs to community C and 0, otherwise. This algorithm has two drawbacks. It is applicable only to undirected and
unweighted graph. The parameter δucδvc in equation (10) may not reﬂect the belonging coefﬁcient of node to more
than one community. To be speciﬁc, overlapping among the communities is not support in this algorithm. In order
to cover the overlapping communities as well, EAGLE algorithm is extended to introduce the belonging coefﬁcient
αuc. This belonging coefﬁcient αuc reﬂects the value how much node u belongs to community c. With the belonging
coefﬁcient αuc, the strength of community C in network is measured as,
Q = 1
2m
∑
c∈P
∑
uv
αucαvc
[
Auv − kuKν2m
]
(11)
Belonging coefﬁcient always satisﬁes a normalization property as 0 ≤ αuc ≤ 1, for every node u and for every
community c and
∑
c∈C αuc = 1. Though the extension in EAGLE algorithm considers the belongingness of a node
but still it could not solve either weighted graph or directed graph.
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3.2.2 Modularity using graph structure clique
Chen et al.13 proposed another extension to the modularity function. The belonging coefﬁcient of a node is deﬁned
based on the graph structure namely clique. Clique is a strongly connected component of a graph. In this case, the
belonging coefﬁcient of node u to community c is deﬁned as,
αu,c = 1
αu
∑
k∈C
Mcuk
Muk
Auk (12)
Muk denotes the number of maximal cliques in the network containing edge (u, k) and Mcuk is the number of maximal
cliques in community c that contains edge (u, k) and au = ∑c∈C ∑k∈C McukMuk Auk is a normalization term. Now the
equation (5) on substituting equation (11) becomes,
Q = 1
m
∑
c∈C
∑
uv
[
Auv − KuKν
m
][
1
αu
∑
k∈C
Mcuk
Muk
Auk
][
1
αν
∑
k∈C
Mcνk
Mνk
Avk
]
(13)
The limitation of Shen et al. equation is the requirement of densely connected components namely clique in the social
network graph. This condition may not be possible in all real time scenarios. The real time graph is highly sparse in
nature. It also gives a new way to ﬁnd the belonging coefﬁcient of node i to community c in a graph based structure
as in equation (12) and equation (13)
au,c = k∈C Auk
c′∈Cik∈c′ Auk
(14)
Where ci is set of communities to which node i belongs consequently, extended modularity deﬁnition for overlapping
community structure is given in equation (15)
Q = 1
m
∑
c∈C
∑
uv
[
Auv − KuKν
m
] [
k∈C Auk
c′∈Cik∈c′ Auk
] [
k∈c Aνk
c′∈Cik∈c′ , Aνk
]
(15)
Densely connected component is required for this equation (15) to be applied.
3.2.3 Modularity using random walk
Feng et al.14 measures the belonging coefﬁcient of members by Random walk. This belonging coefﬁcient describes
the closeness of the nodes connected to a community. Nodes with the largest belonging coefﬁcients correspond to core
members. Transition probability of taking a random walk from node u to node v is given by Puv = Auνdu where Auv is
lif there is a link between node u and node v, 0 otherwise, du is degree of node u. Given source node s, the probability
walking from node u to node s with t steps is
qts(u) =
N∑
v=1
qT−1s (ν)Puv (16)
The belonging coefﬁcient is the probability walking from node u to node s within T steps is in equation (17)
BCts(u) =
t∑
r=1
qts(u) (17)
This gives how close the node i is connected to community with sources.
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3.2.4 Modularity using similarity measure
Lee et al.15 computes the symmetric measure given by Newman’s formula for modularity computation. This
symmetric measure is a distance based on a community C getting embedded in another community C ′. The formula
to compute the similarity measure is in equation (18)
δ(Cu ,Cv ) = 1 − |Cu ∩ Cν |
min(|Cu |, |Cν |) (18)
Extended modularity function Q on applying the equation (17) in equation (2) the equation (19) is derived
Q = 1
m
∑
c∈C
∑
uv
[
Auv − KuKν
m
] [
1 − |Cu ∩ Cν |
min(|Cu |, |Cν |)
]
(19)
3.2.5 Modularity with edge types
A new formula is deﬁned to measure the strength of community in the novel algorithm namely OCDLCE17. It is
deﬁned as the ratio of its internal edges and external edges. The proposed algorithm relies on both inside edge and
outside edge rather than inner edges alone. The formula is deﬁned in the equation (20)
M = Min
Mout
=
1
2uν Auνθ(u, v)
uν Auνλ(u, v)
(20)
where Min represents the internal edges whose end points are both in community C and Mout represents the external
edges which means only one of its end points belongs to community C . The value of θ(u, ν) is 1 if both nodes u, v
belongs to community C , 0 otherwise and λ(u, ν) is 1 if just only one of node u or v belong to community C , else
0. It traverses each edge of network and ﬁnds local communities by checking the intersection neighbour set of its
endpoints. Its time complexity is O(m) where m is the number of edges.
3.2.6 Modularity based on conductance
Li et al.18 uses the graph based approach with one of its components as conductance. The conductance deﬁnes the
measure of how well-knit the graph is. Conductance is used to measure the belonging coefﬁcient. It is deﬁned in the
equation (21)
ϕ(c) = |θ(c)|
min(Vol(C),Vol(C ′))
(21)
where θ(c) is the cut size and Vol (c) is is the sum of vertex degree in the set C . This formula holds good for a
undirected and unweighted graph. But it limits the size of the social graph. Finding the cut size is not always possible
as social network data is large and dynamic in the real time environment. A slight modiﬁcation is made to the equation
of conductance to support the weighted graph is given by Lu et al.19. Lu et al. computed the conductance based on the
weights of the cut edges of community C instead of cut size of Clique. This conductance equation (22) is applicable to
the weighted graph. This is the ﬁrst work in community detection which considers the weighted graph in the analysis
ϕ(c) = cut (C,G/C)
wc
(22)
where cut (C,G/C) is weights of the cut edges of C and wc is weights of all edges in community C including the
cut edges. When edge weight is more in intra cluster module, i.e wc is too high, the conductance is low. Hence the
community identiﬁed is better. Once better community is formed, belonging degree of node u in communityCB(u,C)
is deﬁned based on the equation (23) with Ku is the total degree of node u
B(u,C) = ν∈Cwuν
Ku
(23)
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To measure the strength of the community formed, modularity measure is computed as in equation (24)
Q = 1
2m
∑
uv
δ(ρu, ρv )
[
Auv − kuKν2m
]
(24)
where ρu = argc∈Cu max B(u,C) and δ(ρu, ρv ) is 1 if node u and v are in the same community and 0 otherwise.
According to this algorithm, A neighbouring node is eligible to be added into a community only if newly formed
community has a lower conductance. The time complexity to compute is O(m2) with m as number of vertices. It is
applicable for the weighted graph and undirected graph. Its application in directed graph still not yet resolved. There
should be a algorithm which can solve any type of graph either weighted or unweighted and directed or undirected.
When the social network gets evolved in a large and dynamic real time environment, the algorithm should work without
any limitations.
4. Analysis of Typical Network Graph
Consider the graph shown in the Fig. 1. It has 9 nodes connected with one another.
Based on Newman’s modularity6, the two disjoint communities are identiﬁed. The strength of partition of nodes to
form the community is measured as modularity. The modularity value of the community structure formed in the Fig. 2
is 0.7567. Usually the modularity value ranges from −1 to 1. The value −1 represents the community strength is
minimum and +1 represents the maximum strength of a community. The identiﬁed community are represented using
large oval shapes of varying thickness.
Fig. 1. Example Graph with 9 Nodes.
Fig. 2. Disjoint Community Structure of the Graph.
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Fig. 3. Overlapping Community Structure of the Graph.
Table 1. Summary of Modularity Score.
Author/Algorithm Name Modularity score
Newman et al. 0.7567
Nepusz et al. 0.7457
Chen et al.10 0.7851
Shen et al.11 0.7400
EAGLE algorithm 0.7425
Chen et al.13 0.6425
Feng Jiao et al.14 0.3317
Lee et al. −0.2738
OCDLCE algorithm 0.5000
The formed communities are C1 = {1, 2, 3, 4} and C2 = {5, 6, 7, 8, 9}. Apart from Newman’s approach, all other
approaches7–19 result in formation of overlapping community. It is shown in the Fig. 3. For the given sample graph in
the Fig. 1, the overlapping community is detected. It is represented with different color each represent the community
detected.
Figure 3 represents that the two communitiesC1 andC2 identiﬁed are {1, 2, 3, 4, 5} and {5, 6, 7, 8, 9}. The common
node betweenC1 andC2, i.e.C1∩C2 = {5}. The node 5 participates in both the communitiesC1 andC2 with varying
participation strength in each community. This participation strength is measured as belonging degree. Its value differs
according to each researcher’s view and may depend on the domain/application chosen. The Modularity scores are
calculated for the typical network graph considered in Fig. 1. The Modularity scores computed are listed in the Table 1.
This value is computed based on the adjacency matrix designed for the graph and the degree of each node in the
graph. For example, In equation (1) Newman et al., The value of adjacency matrix Auv is 1 if there is an edge between
the nodes and 0, otherwise Ku denotes the degree of node u. Similarly Kv represents the degree of node v. δ(u, v)
is 1 if node u and node v belongs to community C and 0, otherwise. With seed elements selected, nodes are added
to community at each iteration thus producing the modularity score as 0.7567. From the Table 1 it can be inferred
that the modularity measure is maximum for Chen et al.10 equation. It requires the belonging coefﬁcient for each of
the overlapping node to its participating community. This requirement of belonging coefﬁcient may be an overhead
compared to the work of Shen et al.11. Yet there is a trade off between modularity score and overhead. Lee et al.
modularity equation yields a low community strength/modularity score for the same scenario. But his work can be
preferred in a sparse network environment.
5. Modularity Approaches in Community Detection
Various algorithms of community detection are analyzed based on modularity. The summarized view of the
algorithms which have been discussed in Section 3 is depicted in Table 2. It gives the review of modularity adaptation
based community detection algorithms.
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Table 2. Overview of Modularity Adaptation based Community Detection.
Author
Name/Algorithm Techniques Used Observations
Girvan-Newman6 It includes the adjacency matrix and the probability
of an edge between the vertices proportional to their
degree.
The algorithm runs slowly, taking time complexity as
O(m2n) on a network of n vertices and m edges. It is
impractical to apply for a network with more than a
few thousand nodes. Not applicable to directed graph.
Leicht et al.7 To apply for the directed graph, the starting and end
point of line is noted. The probability of link from
node u to node v is different for a link from node v to
node u.
Communities are identiﬁed well. But not applicable
for weighted or overlapped communities.
Nicosia et al.8 Based on belonging factor of edges, strength of
participation of node in a community changes.
This belonging factor is deﬁned for both indegree
as well as outdegree edges. Has little computational
overhead because of this. Not applicable for weighted
graph.
Nepusz et al.9 The probability that node u and node v belongs
to same community C is the dot product of their
belonging factor.
Simple dot product does not holds good. Since factor
value ranges from 0 to 1, dot product results in
minimal value. Not applicable for weighted graph.
Chen et al.10 Generalized the belonging function. This function
later can be modiﬁed as dot product or average or
anything else.
Not applicable for directed or unweighted graph.
Shen et al.11 Redeﬁnes the belonging function as the reciprocal of
number of communities to which node u belongs to.
Used in most of the research paper. The strength of
node u in the number of communities are considered
equal but practical scenario has variant in intensity of
node participation.
EAGLE algorithm12 It uses two stages of approaches namely agglo-
merative approach and divisive approach.
Only applied to undirected and unweighted graph.
Chen et al.13 Graph partitioning technique namely Clique is used
to ﬁnd the belonging coefﬁcient of a node.
Sparse graph if taken for computation cannot be
solved.
Feng jiao et al.14 Belonging coefﬁcient is based on random walk.
Probability of taking a random walk from node i to
node j is considered for computation.
This algorithm gives the measure of closeness of a
node in a community.
Lee et al.15 The distance based on a community C getting
embedded in the other community C’ is computed as
symmetric measure. It is used in modularity function
to ﬁnd the strength of community.
Not applicable for weighted network.
OCDLCE17 Modularity is deﬁned as the ratio of its internal edges
and external edges in a community.
Its time complexity is O(m) with m-number of edges.
Li et al.18 Similar to graph based approaches with conductance
as measure. This conductance show how well-knit the
graph is.
It is not applicable to weighted graph too. And it
limits the size of the social graph.
Lu et al.19 Extended Li et al. work with inclusion of weight of a
social graph in the formula of conductance.
It is the modularity approach which works for a
weighted graph.
6. Conclusions
In this work, several state-of-the-art modularity based community detection algorithmswith disjoint and overlapped
communities are analyzed. Quantitative analysis is performed with the modularity score to infer the best available
method. Chen et al.10 algorithm proves to be the best with high modularity score. But computational overhead is high
since it requires belonging coefﬁcient of each node. Newman et al. modularity score is equivalent to Chen et al.10 with
a limitation of detecting only disjoint communities. Shen et al.11 computation of modularity is simple compared to
Chen et al.10. Few algorithms cannot be applied to directed graphs namely Newman et al.6, Chen et al.10, Shen et al.11,
EAGLE algorithm12. Lu et al.19 have worked on graph with weights in it. The analysis can be applied in a dynamic
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social network with machine learning techniques involved in it. Edge weights have a major role in determining the
strength of node in a community. Few researches are made considering this edge weight as a key role in community
detection in the social network ﬁeld.
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