We refine the techniques of our previous papers [KM1], [KM2] to prove that the average order of vanishing of L-functions of primitive automorphic forms of weight 2 and prime level q satisfies
Introduction
In the papers [KM1] and [KM2] , we have shown, among other results, that the analytic rank of the abelian variety J 0 (q) = Jac X 0 (q) (i.e. the order of vanishing at the central critical point of their Hasse-Weil L-functions, see [MSD] ) satisfies rank a J 0 (q) ≤ C dim J 0 (q) for all prime numbers q, C being some absolute constant. It is our purpose here to show how to compute an admissible value of C. To put the result in perspective, recall that it is conjectured [Br1] that rankJ 0 (q) = rank a J 0 (q) ∼ 1 2 dim J 0 (q) (based on the consideration of the sign of the functional equation of automorphic Lfunctions), the first equality being the famous conjecture of Birch and Swinnerton-Dyer in this particular case. Assuming the Riemann Hypothesis for automorphic L-functions, Iwaniec, Luo and Sarnak have recently proved that one could take C = 99 100 ; the best known previously was C = 23 22 [KM1] , or C = 1 (using also the Riemann Hypothesis for Dirichlet L-functions).
Theorem 1 Assume that the Birch and Swinnerton-Dyer conjecture holds for the abelian varieties J 0 (q), q prime. Then for q large enough we have rankJ 0 (q) ≤ 6.5 dim J 0 (q).
(1)
By Eichler-Shimura theory, we have a factorization
where the product is over the finite set (of cardinality |S 2 (q) * | = dim J 0 (q)) of all primitive weight 2 forms of level q. Hence, assuming the Birch and Swinnerton-Dyer conjecture for the J 0 (q), Theorem 1 is equivalent with 
is the central critical point in the analytic normalization of automorphic Lfunctions).
The proof essentially follows that of [KM1] , [KM2] , keeping track of the constant involved. To get a good bound, we refine somewhat the previous method, and this requires some very technical arguments. We will present the main steps in outline, leading to the computation of C; all technical results are reserved for the later sections of the paper, or for the appendices. We emphasize that at some points we have made (almost) arbitrary choices of some of the parameters involved. It is likely that the constant can be slightly improved by other adjustments.
understood to be real numbers > 0 which are stated to exist such that the inequality holds. We note log n the n-th iterate of log.
The function E(x) is defined by
(in terms of the incomplete Gamma function).
Computation of the constant
We recall the necessary notations. For any f ∈ S 2 (q) * , its Fourier expansion is written as
(where, as usual, e(z) = exp(2πiz)), and its Hecke L-function is
The Petersson inner-product is denoted by (f, g) for two forms f and g. We use the symbol h f to denote summations over modular forms with the so-called harmonic weight
.
Step 1: harmonic average
Instead of Theorem 2, it is enough to prove Theorem 3 For q prime, large enough, we have
Indeed, the corresponding unweighted inequality
can be obtained by the same technique for removing the harmonic weight already employed in [KM2, Section 5] , [KM3] (see also [Kow, Ch. 3] for a somewhat more detailed treatment).
Step 2: the explicit formula
Let ϕ be a test function, C ∞ , even, with support in [−1, 1], such that ϕ(0) = 1 and which is such that the Laplace transformφ of ϕ, defined bŷ
(which is an entire function) satisfies the positivity condition
Let λ be a parameter, λ = θ log q for some parameter θ > 0 which will be fixed later on. We let ϕ λ (x) = ϕ x λ so thatφ λ (s) = λφ(λs). By successive integrations by parts we have the inequalities, for all integer k ≥ 0 and all s ∈ C:
where || · || 1 is the L 1 -norm.
where
This is the consequence of the explicit formulae of Riemann-Weil-Mestre, already used in this context by Brumer and Murty. See Section 3.1 for a short account.
Let T > 0 be another parameter to will be chosen later. We write the sum Z as Z = Z T + Z T , where Z T is that part where ρ runs over the zeros with |γ| ≤ T and Z T is the part where |γ| > T . We further write Z T = Z ′ T + Z ′′ T , where in Z ′′ T we consider those zeros ρ = β + iγ with β − 1 2 > log 2 q log q , and therefore Z ′ T is the sum containing the (hypothetical) zeros very near to 1 2 . As the intuition suggests, Z ′ T will be the most difficult term to manage.
2.3
Step 3: zeros "far" from the critical point Proposition 2 Assume that T = log 2 q/ log q. Then we have
See Section 3.2 for the proof.
2.4
Step 4: zeros close to the critical point Let λ = a∆ log q, and subdivide the rectangle [
with |n| ≪ log 2 q (T is now assumed to be chosen as in Proposition 2). For any fixed n ≥ 0, let
Proposition 3 Let 0 < ∆ < 1 2 , M = q ∆ , λ = a∆ log q with 0 < a < 1, so θ = a∆. Let ψ be any of the three functions
Then we have, as
For the proof, see Section 3.3.
Step 5: choosing the test function
For any ε > 0, we let g ε be any even real-valued smooth function on R, which is strictly increasing for x < 0 and satisfies
and we let
Then ϕ ε satisfies all the assumptions described at the beginning of Section 2.2. Moreover, for ε → 0, it is clear that ϕ ε converges, in the sense of distribution, to ϕ 0 , where
Proposition 4 With notations and parameters chosen as in Propositions 2 and 3, we have as
Now we recapitulate the computations leading to our value of C:
1. For ϕ 0 , we haveφ
By Proposition 1, Proposition 2, Proposition 3 and Proposition 4 rank
for any η > 0 where H(a) is equal to
and a, 0 < a < 1, can be chosen at will (we have taken ∆ = 1 2 , which by continuity explains the η occuring on the right-hand side).
By Lemma 3 below, we have
4. Similarly, we can compute, for each value of a, the limits
using Lemma 2 and the definition in Proposition 3.
5. We choose a = 0.48 (after a few numerical experimentations with (9), with no attempt to optimize beyond the second decimal). We get, for some η > 0 small enough, by computing H(0.48) ≃ 6.498
Thus Theorem 1 is proved.
Remark. A file containing the (commented) PARI/GP programs used for the computations described above is available from the authors upon request.
3 The intermediate statements
Proposition 1
By reasoning as in [KM1] , we have the inequality (for q → +∞)
with
Hence the result.
Proposition 2
As usual, we let N (f ; σ, t 1 , t 2 ) denote the number of non-trivial zeros of
To estimate Z T and Z ′ T , we use the following density theorem for the zeros of automorphic L-functions, a strengthened version of Theorem 1.3 of [KM2] , which is the case where ∆ < 1/4.
Theorem 4
There exists an absolute constant B > 0 such that for any ∆ < 1 2 , any σ ≥ 1 2 + (log q) −1 , and any t 1 < t 2 with t 2 − t 1 ≥ (log q) −1 , we have
For the proof of this result, see Appendix A Recall that
and similarly Z ′′ T is the sum over zeros ρ = β + iγ with β − 1 2 > log 2 q log q , |γ| ≤ T . We subdivide the two strips defined by
into small squares of size λ −1 . From Theorem 4 and from (4) we obtain
if θ < ∆ < 1 2 . For T = log 2 q/ log q and then k large enough so that the resulting bound gives
as q tends to infinity. Similarly, we see that
Proposition 3
In Appendix B, we will establish another density theorem, more precise than Theorem 4 close to the critical line.
Theorem 5 Let notations be as in the statement of Proposition 3. Then for any
where we have written u = λ(σ − For any fixed n ≥ 0, let
By integration by parts, taking ψ to be any of the three functions indicated in Proposition 3, (note ψ =
Then we use Theorem 5 in the short range of δ (δ ≤ log 2 q log q ) and Theorem 4 for the remaining range, getting
Remark. It can be verified using Lemma 2 below that with the choice of the test functions ϕ ε indicated in
Step 5 above, the error terms encountered o a,ϕε ( 1 n j ) actually do not depend on ε.
Proof. The integral can be transformed into
and then we use the following formulae to finish the computation:
Of these, (12) is immediate from the definition (2), while (13) can be proved for instance by the following computation, using (2) 
Final estimates for the test function
The convergence of ϕ ε to ϕ 0 can be made slightly more precise.
Lemma 2 Let h be any continuous function on R. Then as ε → 0 + , we have
where the ± superscript indicate a limit from above or below.
The proof is left to the reader.
Lemma 3 As ε → 0 + , we have
This follows from the previous lemma by direct computations.
Thus we are led to take ψ = |ϕ ε | for n = 0, 1, 2, and ψ = |ϕ ′′ ε |/n 2 for n > 2. From the previous steps (7) and (8), we get
which is Proposition 4.
A Proof of Theorem 4
Let s = σ + it with 1 2 ≤ σ ≤ 1, and write σ = 1 2 + δ. We have introduced in [KM2] the following "mollifier" M (f, s), which is a smoothed partial sum of the Dirichlet series representing the inverse of L(f, s): take ∆ with 0 < ∆ < 1 2 , a with 0 < a < 1, and let M = q ∆ . Then we define first the continuous function g M,a by
and then we let (here ε(n) is the trivial Dirichlet character modulo q)
and finally
Then we have, for σ = Re(s) > 1
where the coefficients c f (n) satisfy
Consider also the following arithmetic functions
and the following coefficients, supported on squarefree integers k
The following lemma, when ∆ < 1 4 and a = 1 2 , is contained in Section 3.4 of [KM2] (see also [Kow, 5.3 
]).
Lemma 4 For any ∆ with 0 < ∆ < 1 2 , any 0 < a < 1, there exists an absolute constant B > 0 and a real number γ = γ(∆) > 0 such that we have
uniformly for s with σ −
log q ] and t = Im(s) ∈ R. As in the previous works ([Kow, Prop. 11]), we deduce from this lemma and from (15), by convexity, the Corollary 1 With the same notations, for any a ′ with 0 < a ′ < a and any σ ≥ 1 2 (log q) −1 , we have
) .
Theorem 4 is derived from this following [Kow] , [KM2] (see also below Appendix B).
We now sketch the proof of Lemma 4. The extension of the arguments of [KM2] to all a is immediate; less clear is the extension to ∆ < 1 2 . This follows by an application of the methods of Iwaniec and Sarnak [IS] . Let s = σ + it and
the mollified second moment. As in [KM2, 3.3] , we obtain an expression
(see (25) for the definition of ∆(m, n)), where U s is a certain function, similar to the function V s used below in Section C. The estimate of (25) for the remainder term J (m, n) = ∆(m, n) − δ(m, n) is sufficient to allow a mollifier of length M = q ∆ with ∆ < 1 4 . To go further, we use the explicit expression as a series of Kloosterman sums
this is similar to what is done in [KM3] , see also the Appendix to [Kow] , and [IS] . This makes it possible to exploit the particular properties of the coefficients η t (n) involved in the sum so as, in effect, to detect cancellation when they are summed agains the Kloosterman sums, going beyond the Weil bound (which gives (25).) Briefly, opening the Kloosterman sum and exchanging the order of summation of n and r, we first study, for a fixed a mod qr, (a, qr) = 1, and a fixed m < q, the sum
The following summation formula is crucial.
Lemma 5 
where J + and K + are the following modified Bessel functions:
This can be proved either by appealing to the modularity of the Eisenstein series with Fourier coefficients η t (n), or by classical abelian harmonic analysis (2-dimensionnal Poisson summation formula), see [D-I] . One can check that for t → 0, this gives back the classical Voronoï formula used in [KM3] for instance. After applying this transformation with
(more precisely, one has to multiply this by a test function ξ which vanishes near 0 and is 1 for x ≥ 1, as in [KM3] , because of convergence difficulties due to the fact that the weight is 2), all the terms can be further estimated and shown to be small enough if m < q, which (since m = m 1 m 2 in the application to M 2 ) means that we can take a mollifier of length M = q ∆ for any ∆ < 1 2 , see [IS] for the full details in the case t = 0, [KM3] and [Kow, Ch. 6 ] for a similar problem, from which the techniques to do this can be adapted also.
Remark. The suspicious reader can simply take Lemma 4 in the state it is proved in [KM2] , namely for ∆ < 1 4 and compute that value of the explicit constant in Theorem 1 which is thereby obtained is 10.6 (for a = 0.56).
B Proof of Theorem 5
Theorem 5 is proved, like the other density theorem, by following the idea of Selberg [Sel, Lemma 14] (see [Kow, 5.2] ); the next lemma provides the detector used to count zeros.
Lemma 6 Let h be an holomorphic function in a neighborhood of the domain
Re(s) ≥ σ ′ , t 1 ≤ Im(s) ≤ t 2 .
Assume that in this region it satisfies
uniformly for Re(s) → +∞. Then, denoting the zeros of h (with multiplicity) by ρ = β + iγ, we have
We apply this lemma to the functions h(s) = L(f, s)M (f, s); the zeros of L(f, s) are zeros of h with at least the same multiplicity.
We will need two estimates given by the following propositions, which refine Lemma 4.
Proposition 5
With the notations and hypotheses of Lemma 4, there exists an absolute constant B > 0 such that we have for any a ′ < a and any σ ≥ 1 2 + (log q) −1 the estimate
Proposition 6 With notations as in Lemma 4
, assume that |t| ≤ 1 and
Then we have as
The first proposition is proved in Appendix C and the second one in Appendix D. Now let σ be such that 1 log q
and t 1 , t 2 such that t 2 − t 1 = λ −1 , where as in the statement of Theorem 5, we have λ = a∆ log q, and
We let
µ λ where µ > 0 is some parameter to be chosen later. For f ∈ S 2 (q) * and any ε > 0, we have by (15)
uniformly for Re(s) → +∞, and Lemma 6 can be applied in the region Re(s)
< a∆ log q which means as soon as 2µ + 1 > π.
The zeros ρ = β + iγ of L(f, s), in the region β ≥ σ, t 1 ≤ γ ≤ t 2 , are among those of h = LM in the above enlarged region. Moreover we see easily that for any such ρ the inequality
holds: this is the detector. Summing over the forms f ∈ S 2 (q) * , we derive, by the inequality
In the two last integrals, for β in the range β ≥ 1 2 + (log 2 q) 2 log q we use Corollary 5. Those two last terms are then error terms, namely they are
Now to treat the main contributions (the first integral and the values of β ≤ 1 2 + (log 2 q) 2 log q ), we use the fine Lemma 6. We find that the two last integrals are actually convergent even if 2µ + 1 = π (ie. a ′ = a), and are decreasing functions of µ; so we henceforth replace µ by its smallest possible value, namely 2µ + 1 = π). For the first term we take a ′ = a − 1 (log 2 q) 1/2 so that (recall (20)) the error term in (21) is
2 ) (log 2 q) 3 log q ).
We get (recall that c was defined in the statement of Theorem 5)
2 . The first integral inside the brackets is equal to
while the second integral is built from integrals of the form
which are evaluated in terms of the function E:
which concludes the proof of Theorem 5.
Remark. In [KM2] , we had applied Selberg's lemma to the function h(s) = 1 − (L(f, s)M (f, s) − 1) 2 , using the inequality log(1 + |x| 2 ) ≤ |x| 2 ;
this procedure would have resulted in the loss of a factor 2 in the present case.
C Proof of Proposition 5
We begin with a lemma.
Lemma 7 With the same hypotheses as in Lemma 4, for any a ′ with 0 < a ′ < a, we have
for some absolute constant B > 0.
Proof. First, for σ > 2 and a ′ < a, we have by (15)
We now proceed as for the estimate of the second moment. Fix an integer N ≥ 3 and a real polynomial G which is such that
By the usual contour-shifts and the functional equation of the L-function L(f, s), we obtain for f ∈ S 2 (q) * and 1 2 < Re(s) < 1 the identity
where we have denotedq = √ q 2π , and where
The asymptotics of the function V s are easily determined by shifting the line of integration: we see that for some absolute constant B > 0, we have
for y → 0, and
for y → +∞. These properties and an appeal to the Petersson formula, in the form of its corollary ( [Du] , [KM2] for instance)
yield for the average of the values of the L-functions at s the formula, for any m < q
Incorporating the mollifier, we deduce that there exists an absolute constant B > 0 such that for any a with 0 < a < 1 and any ∆ with 0 < ∆ < 1 2 , there exists γ = γ(∆) > 0 for which the estimate
holds. The lemma follows from this and (22), again by an easy convexity argument. 2
The estimates for the first and second moments, Corollary 1 and Lemma 7, now obviously imply Proposition 5.
D Proof of Proposition 6
The starting point is still Lemma 4. We will estimate more precisely the sum
to obtain the lemma. First note that from the definition (16), y k is supported on squarefree integers k ≤ M . Recall also that one assume
Under this hypothesis, as in [KM2, 3.4] , we obtain the equality (note that t has disappeared on the right-hand side) for k squarefree
where C is the curve defined by C := [− κ log(U + 2) − iU, − κ log(U + 2)
+ iU ] ∪ {− κ log(|t| + 2) + it, |t| ≥ U } with U = exp((log 2 q) 3 ), and κ > 0 an absolute constant such that ζ(1 + s) admits no zeros on and to the right of C. Notice that κ/log(U + 2) > 4δ. The classical estimates of Hadamard and de la Vallée Poussin (see [Tit, Ch. 3] ) for ζ and ζ −1 can be written in the form |ζ(1 + s)| ≤ K log(|Im(s)| + 1), |ζ(1 + s) −1 | ≤ K log(|Im(s)| + 1) for some absolute constant K > 0, for all s ∈ C. Let ω s (k) = p|k (1 − p −s ) −1 .
For k ≤ M a , k squarefree, the above formula thus yields
It follows that
log U κ log M + log U U log M .
By our hypothesis on δ and our choice of U the last error term is O a (M −2aδ (log 2 q) 3 log q ).
Next comes the case M a < k < M . In this case we use the integral representation 
The third term in the inner sum is ≪ ω 3/4 (k) hence gives a negligible contribution because of our hypothesis on δ. We get the estimate
which gives therefore
+O a M −2aδ ( log U κ log M + log U U log M ) and once again the error term is O a (M −2aδ (log 2 q) 3 log q ).
Therefore, we have to estimate the sum S defined by
