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ABSTRAKT
Cieľom práce bolo navrhnúť zabezpečenú sieť s popisom zabezpečenia na vrstvách
ISO/OSI modelu. Popis protokolov, ktoré je možné využiť k dosiahnutiu požadovanej
bezpečnosti sieťovej infraštruktúry. V teoretickej časti bola pozornosť venovaná rozboru
celej problematiky, ktorá sa následne uplatní v praktickej časti. Praktická časť obsahuje
návrh sieťového modelu, simulačného riešenia, konfiguráciu zariadení a následné testo-
vanie bezpečnosti.
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ABSTRACT
The goal of this work was to create a design of a secured network infrastructure with
decribing different ways of securing at ISO/OSI layers. Create a list of protocols which
can be used to achieve a secured network design. In the theoretical part of this work
the attention was placed to analyze possible solutions, which can be appllied in a prac-
tical part of the work. The practical part involves a design of a network topology and
simulation. The part of the simulation was device configuration and network security
testing.
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ÚVOD
Bezpečnosť sieťovej infraštruktúry je v dnešnej dobe jedna z najviac populárnych
tém. Je to z dôvodu, že po celom svete je nátlak všetko informatizovať. Z toho vy-
plýva, že doteraz veci, ktoré boli vykonávané klasickou papierovou formou sa trans-
formujú do digitálnej verzie. Nesprávne chránená sieť je otvorená voči útokom a k od-
cudzeniu citlivých dát. Veľké spoločnosti investujú nemalé finančné prostriedky, aby
si zabezpečili svoje sieťové zdroje. Nad zabezpečením pracujú bezpečnostní špecia-
listi, ktor9 sú vysoko školení ľudia. Menšie firmy si túto možnosť dovoliť nemôžu,
práve kôli financiám a tak sa to snažia riešiť vlastnými vedomosťami, ktoré často
vedú k zlyhaniu alebo k slabému zabezpečeniu siete. V dnešnej dobe rada firiem
ponúka outsourcig správy siete, čo je práve výhodné z finančného hľadiska pre malé
firmy, kedy si môžu zabezpečiť vlastnú sieť z relatívne malých poplatkov.
Každá sieťová infraštruktúra je tak dobre zabezpečená ako je jeho najslabší člá-
nok. Týmto článkom každej schémy zabezpečenia je ľudský faktor. Často môžeme
čítať, že sekretárka spustila nejakú aplikáciu alebo použila len tak niekde zahodenú
flashku a spôsobila zavírenie celej sieťovej infraštruktúry. Dôvodom, prečo si útoč-
níci vyberajú práve osoby s nižšou informatickou vedomosťou je to, že zďaleka ľahšie
previesť takýto útok, ako keby útočník hľadal tzv. back doory do zabezpečenia siete.
Populárna je tiež krádež identít. Americká organizácia Federal Trade Commis-
sion v minulom roku obdržala viac ako štvrť milióna stiažností o krádežiach identít
a to ide len o nahlásené prípady. Krádež identity je hlavným dôvodom sťažností
tejto organizácie. Najhoršou časťou samozrejme nie je samostatná krádež vašich in-
formácií, ale škody, ktoré zlodeji neskôr s týmito informáciami spôsobia. Podvody
s kreditnými kartami. Podvody s hypotékami a vybavením. Vyprázdnené bankové
účty. [1]
Úlohou v tejto práci bolo popísať metódy zabezpečenia na všetkých vrstvách
ISO/OSI modelu. Teoretická časť obsahuje teoretický popis sieťových zariadení, slu-
žieb, protokolov a autentizačných metód použitých v praktickej časti.
Praktická časť obsahuje návrh sieťového modelu, simulačného riešenia, konfigu-
ráciu zariadení a následné testovanie bezpečnosti. Všetky dosiahnuté výsledky sú
popísané v tomto dokumente. Výstupy simulácie a konfiguračné súbory sú obsahom
priloženej prílohy.
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1 RIEŠENIE ŠTUDENTSKEJ PRÁCE
1.1 Návrh sieťovej infraštruktúry
Pri návrhu zabezpečenej siete musíme brať ohľady aj na iné aspekty ako len na sa-
motné zabezpečenie našej sieťovej infraštruktúry. Musíme zaistiť aj rôzne iné požia-
davky pri implementovaní návrhu. Každá správne navrhnutá sieťová infraštruktúra
by mala zohľadňovať nasledovné veci:
• Škálovitosť,
• Redundanciu,




Na obr. 1.1 vidíme doporučené rozdelenie sieťovej infraštruktúry:
Obr. 1.1: Hierarchycká štruktúra LAN siete





Na obr. 1.1 vidíme schému doporučenej škálovitosti sieťového modelu. Každá
jedna vrstva má svoju úlohu, ktorú musí spĺňať.
Úlohou prístupovej vrstvy je pripájanie koncových staníc, tlačiarní, IP telefó-
nov a mobilných zariadení do sieťovej infraštruktúry. Na prístupovom prepínači je
nakonfigurované zabezpečenie portov, tzv. port security. Uskutočňuje sa priraďova-
nie zariadení do jednotlivých VLAN. Je vhodné, aby prepínače v prístupovej časti
podporovali PoE. Doporučuje sa agregácia liniek vzhľadom na možné poruchy zaria-
dení alebo pasívnych prvkov. Samozrejmosťou je podpora QoS v celej infraštruktúre
a to nielen na prístupovej vrstve.
Distribučná vrstva má za úlohu prepojenie prístupovej a transportnej vrstvy.
Musí podporovať L3 funkcie, prenosové rýchlosti v jednotkách rádovo Gb/s, ACL,
agregáciu liniek, redundantné komponenty a samozrejme QoS.
Transportná vrstva slúži ako vysokorýchlostné prepojenie medzi ostatnými
prvkami transportnej vrstvy. Prechádza ňou celý dátový tok určený pre ďalšie lo-
kality, prepojené na transportnej vrstve. Tieto prepínače musia podporovať vysoko-
rýchlostné linky, rádovo v desiatkách Gb/s. Ďalej sa musí zaručiť agregácia liniek,
redundantné komponenty a znova samozrejmosťou je L3 funkcia a QoS. [2]
1.2 Filtrácia dátového toku
Filtráciou sa rozumie kontrola dátového toku podľa vopred definovaných pravidiel,
ktorý prechádza aktívnym prvkom. Týmto prvkom môžu byť smerovače, prepínače,
firewally. Toto zariadenie má za úlohu rozhodnúť, ktoré dáta môžu byť prenesené zo
vstupu na výstup. Pritom akceptované sú len dáta, ktoré vyhovujú vopred definova-
ným pravidlám. Filtrácia dat môže prebiehať na nasledovných úrovniach ISO/OSI
modelu:
• Na Linkovej vrstve,
• Na Sieťovej vrstve,
• Na Transportnej vrstve,
• Na Aplikačnej vrstve.
Aby filtrácia mohla byť vykonávaná, tak dané zariadenie musí vedieť pracovať
s jednotlivými dátovými jednotkami na rôznych úrovniach ISO/OSI modelu. V prí-
pade filtrácie na linkovej vrstve je potrebné, aby použité zariadenie vedelo čítať
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hlavičku rámca. Ak sa jedná o sieťovú vrstvu tak je nutné, aby zariadenie vedelo
narábať s hlavičkou IP paketu a v prípade transportnej vrstvy sa jedná o datagrami
a segmenty. V prípade filtrácie na aplikačnej vrstve je situácia už troška iná, tu sa
už nemôžeme baviť o hlavičkách daných vrstiev ISO/OSI modelu. Aplikačný filter
musí poznať celý aplikačný protokol a musí filtrovať všetky aplikačné dáta.
1.2.1 Filtrácia na Linkovej vrstve
Filtrácia na tejto vrstve sa ani nemôže nazývať filtráciou, skôr ako riadenie prístupu
koncového zariadenia do siete. Existuje však kontrola, ktorá zaisťuje integritu dát
a nazýva sa kontrolný súčet (CRC). Tento proces zaisťuje to, že dáta odoslané jed-
ným užívateľom sú rovnaké ako dáta prijaté druhým užívateľom. Tento kontrolný
súčet, anglickým názvom hash, vyrobí z ľubovolnej postupnosti reťazec, ktorý bude
vždy konštantnej dĺžky nezávisle od vstupného reťazca. Ak sa tieto kontrolné súčty
nerovnajú, tak zariadenie automaticky zahadzuje daný rámec.
Obr. 1.2: Formát rámca protokolu Ethernet IEEE 802.3
Pri riadení prístupu k prepínaču máme na mysli bezpečnostné opatrenie, ktoré
zabráni prístupu nepovoleného zariadenia do sieti. Jedinečným identifikátorom kaž-
dého zariadenia v sieti je jeho MAC adresa. Tento identifikátor sa použije na vy-
tvorenie pravidla prístupu. V praxi to znamená, že na každom porte prepínači je
registrovaná MAC adresa a iba zariadenie s touto MAC adresou má povolenie ko-
munikovať po sieti. Táto vlastnosť má i svoje nevýhody:
• K danému portu na prepínači je možné pripojiť len jedno zariadenie→ minuli
sme 1 port na prepínači výhradne pre jeden počítač.
• Ak sa jedná o prenosné zariadenie pripojené fyzickým vodičom, tak toto za-
riadenie nie je možné prenášať. Nieje možnosť preniesť si zariadenie a pichnúť
ho do iného portu na inom prepínači. I keď toto má svoje riešenie, ale to
spomenieme neskôr.
• V dnešnej dobe MAC adresa je ľahko podvrhnuteľná, keďže po zavedení ope-
račného systému sa táto adresa nakopíruje do operačnej pamäti, kde sa dá
následne pomocou programov jednoducho zmeniť. Príklady na takéto prog-
ramy: change mac address 4.0, MacMakeUp 1.95d, GhostMAC 1 a ďalšie.
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1.2.2 Filtrácia na sieťovej vrstve
Tento typ filtrácie sa väčšinou vyskytuje na hraničných smerovačoch medzi dvoma
sieťami. V mhohých prípadoch sa jedná o privátnu sieť (intranet) pripojenú do in-
ternetu. Táto filtrácia má za úlohu riadenie prístupu na základe IP adresy v hlavičke
paketu. Keďže hlavička IP paketu obsahuje adresu odosielateľa a adresu prijímateľa,
je možnosť filtrácie odosielaných a prijímaných paketov. Podrobnú špecifikáciu IP
protokolu verzie 4 nájdeme v dokumente RFC 791.
Obr. 1.3: Hlavička paketu verzie 4
Ako sme už predtým spomenuli, filtrácia prebieha na hraničných smerovačoch
medzi dvoma sieťami. Tieto smerovače musia mať dostatočný výpočetný výkon, aby
zvládli pracovať s veľkým objemom dát. Takmer všade kde je tento výpočetný výkon
požadovaný, sa použijú cisco smerovače. [3]
Obr. 1.4: Zapojenie hraničných smerovačov medzi rozhraním intranetu a WAN
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Access Controll Lists (ACL)
Na filtráciu dát na smerovačoch a prepínačoch sa používajú tzv. Access Control
Listy (ACL). Umožňujú filtráciu dátového toku na sieťovej a sčasti na transportnej
vrstve. Na cisco smerovačoch a prepínačoch je možnosť konfigurovať nasledovné typy
filtrov:
• Štandardné access controll listy,
• Rozšírené access controll listy,
• Dynamické access controll listy,
• Reflexívne access control listy.
Štandardné access controll listy
Filtrácia prebieha len na základe zdrojovej IP adresy. Tento typ má veľmi slabý úči-
nok na obmedzenie komunikácie na sieti. Zmysel tohto filtra je len vtedy, ak chceme
znemožniť celú komunikáciu z danej IP adresy. Nebude sa rozlišovať cieľová adresa,
či iné informácie z vyšších vrstiev.
Rozšírené access controll listy
Filtrácia neprebieha len na základe IP adries v hlavičke IP protokolu, ale aj na zá-
klade segmentu alebo datagramu na transportnej vrstve. Pomocou tohto rozšírenia
sa dajú nakonfigurovať už veľmi precízne filtre, ktoré nám umožňujú nasledovné
možnosti:
• Možnosť konfigurácie cieľovej IP adresy vo filtry,
• Možnosť konfigurácie typu protokolu (IP, ICMP, UDP, TCP, . . . ),
• Možnosť konfigurácie konkrétneho portu UDP datagramu alebo TCP seg-
mentu.
Dynamické access controll listy
V praxi je tento filter veľmi málo používaný. Jeho nevýhodou je, že užívateľ sa musí
najprv na tomto smerovači autentizovať, napríklad pomocou telnetu alebo ssh a
týmto sa otvorí priechod smerovačom do cieľovej siete.
Reflexívne access control listy
Sledujú reláciu vyššieho protokolu TCP alebo UDP a povolujú smerom von zriadiť
reláciu a smerom dovnútra len pakety patriace k tejto relácii.
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Aplikovanie ACL pravidiel na vstupný port
Paket, ktorý prišiel na vstupný port smerovača, sa začne porovnávať, či vyhovuje
nejakej podmienke v listu, pritom zaleží na poradí pravidiel v zozname. Ak už raz
paket vyhovel nejakej podmienke tak, sa pošle na výstupný port a nebude sa ďalej
kontrolovať, či vyhovuje aj inému pravidlu. Ak paket nevyhovie ani jednej pod-
mienke, tak na konci listu sa aplikuje pravidlo zamietni (deny). Celý priebeh vidíme
na obr. 1.5
Obr. 1.5: Bloková schéma priebehu filtrácie na prichádzajúcej komunikácie
Aplikovanie ACL pravidiel na výstupný port
Postup je podobný ako pri vstupnom porte, ale tentokrát sa kontroluje aj to, či sme-
rovač má platnú cestu do cieľovej siete. Toto pravidlo sa aplikuje ešte pred tým ako
pravidlá v ACL listu. Z tohto vyplýva, že ak by paket aj vyhovel nejakej podmienke,
tak to ešte neznamená, že paket bude doručený do svojej destinácie. Celý priebeh
kontroly paketu je zobrazený na obr. 1.6 [4]
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Obr. 1.6: Bloková schéma priebehu filtrácie na odchádzajúcej komunikácie
1.3 Firewally
Sú zariadenia, ktoré majú za úlohu kontrolovať dátový tok prechádzajúci cez jeho ro-
zhrania analyzovaním prenášaných paketov. Ak paket, ktorý nemá povolenie aby bol
prenesený zo vstupného rozhrania na výstupný, bude jednoducho zahodený. V prí-
pade ak paket toto povolenie má, tak sa jednoducho prenesie zo vstupného rozhrania
na výstupný. O tom, ktorý paket môže byť prenesený, zariadenie rozhodne podľa
vopred definovaných pravidiel. Firewall vytvára hraničný bod medzi zabezpečnou a
nezabezpečenou časťou sieťovej infraštruktúry.
Rozdelenie firewallov podľa hardwarového prevedenia:
• Aplikačné - inštalované väčšinou na osobné počítače ako aplikácia,
• Hardwarové - samostatná jednotka s vlastnou výpočetnou jednotkou, pamä-
ťou, vstupnými a výstupnými obvodmi.
Rozdelenie firewallov podľa funkcie:
• Paketový firewall - pracuje s informáciami obsiahnutými v hlavičke IP pro-
tokolu,
• Stavový firewall - pracuje so záhlavím TCP segmentu alebo UDP datagramu,
• Proxy Firewall - pracuje na aplikačnej vrstve a rozumie všetkým aplikačným
protokolom. [5]
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Obr. 1.7: Rozdelenie firewallov
1.4 VPN
Virtual private network, ďalej len VPN je virtuálny šifrovaný tunel medzi dvomi
sieťovými infraštruktúrami. VPN zaisťuje šifrovanie a autentizáciu užívateľa alebo
vzdialeného zariadenia (smerovač, server, ...). Komunikácia cez internet funguje v ne-
zabezpečenom móde a pri prenose citlivých dát môže prísť ku kompromitácii prená-
šaných dát. VPN pre šifrovanie používa protokol IPsec, špecifikovaný v RFC 4301.
Funguje na úrovni IP protokolu a z toho dôvodu je nezávislý na používanom ope-
račnom systému. Nezaisťuje šifrovanie medzi užívateľskou aplikáciou a operačným
systémom. IPSec podporuje dva režimy zabezpečenia prenášaných dát:
• Transportný mód – Šifrujú sa len prenášané dáta, hlavička IP protokolu
ostáva v nezašifrovanej forme aby sedel kontrolný súčet IP paketu, obr. 1.8.
Obr. 1.8: IPSec Transportý mód
• Tunelový mód – Šifruje sa hlavička pôvodného IP protokolu spolu s prenáša-
nými dátami. Následne sa pridá nová hlavička protokolu IPSec a nová hlavička
IP protokolu, obr. 1.9.
Výhodou tunelového módu je to, že vytvára zabezpečený dátový tok cez neza-
bezpečenú sieťovú infraštruktúru, ako je napríklad už spomínaný internet, obr. 1.10.
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Obr. 1.9: IPSec Tunelový mód
Často je využívaný na prepojenie vzdialených pobočiek firiem po celom svete, vy-
užíva sa na vzdialenú prácu zamestnancov firiem pracujúcich z domu alebo na ceste.
Obr. 1.10: Pripájanie vzdialeného klienta cez VPN tunel
Prepojenie pomocou VPN sa často používa aj vo WAN infraštruktúre obr. 1.11.
Medzi dvomi smerovačmi sa vytvorí tzv. GRE (Generic Routing Encapsularion)
tunel, ktorý vyvinula firma cisco. Tento protokol umožňuje zapúzdrenie rôznych
smerovacích protokolov do PPP (point-to-point) linky. [6]
Pomocou GRE protokolu sa nešifrujú žiadne dáta, slúži len na pripojenie vlastnej
hlavičky na smerovačoch, vďaka ktorému je možné smerovať dátový tok. Aby sme
zabezpečili prenášané dáta musíme nakonfigurovať VPN tunel medzi smerovačmi.
Upresnime si rozdiely medzi VPN tunelom a GRE tunelom. Hlavným rozdielom
je to, že GRE tunel podporuje multikastové adresovanie prechádzajúcich paketov
GRE tunelom, kým VPN tunel nie. Dôvodom potreby multikastovej adresácie je,
že smerovacie protokoly, ako sú napríklad EIGRP alebo OSPF, môžu šíriť svoje
smerovacie updaty cez tento tunel. Firma cisco doporučuje používanie GRE tunelu
namiesto samotného VPN tunelu. [7]
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Obr. 1.11: IPSec Tunelový mód medzi dvomi smerovačmi
1.5 IPS/IDS
1.5.1 Úvod
V dnešnej dobe sa kladie veľký dôraz na bezpečnosť sieťovej infraštruktúry na mno-
hých miestach. Jedna z možností, ako zabezpečiť našu sieť, je sledovanie a apliko-
vanie potrebných opatrení pri porušení bezpečnosti na sieťovej komunikácii. Sieťová
komunikácia generuje množstvo logov, ktorých ručná kontrola správcov sietí je ne-
možná, preto sa v praxi aplikovali takzvané IPS a IDS systémy. Skratky pochádzajú
z anglických názvov Intrusion Detection System a Intrusion Prevention System. Aj
z názvov je možné si vydedukovať, že IDS slúži len na detekovanie škodlivých dát
po sieti, kým IPS je schopný inteligentne zareagovať na možné incidenty.
Tieto zariadenia je potrebné zapájať na také miesto v sieti, kde máme prístup čo
k najväčšiemu množstvu prenášaných dát. Prevedenie týchto zariadení je rôzne,
môžu byť v prevedení ako samostatné zariadenia s jedným vstupom a jedným vý-
stupom, ďalej to môžu byť súčasti už existujúcich zariadení ako napríklad firewally,
smerovače či prepínače. Často sa môžeme stretnúť s čisto softwarovým riešením,
keď je špeciálny program nainštalovaný na klasický počítač alebo na server. Každé
z týchto prevedení ma svoje výhody i nevýhody, zhrnieme si to v nasledujúcich
bodoch:
• Samostatné zariadenie má výhodu v tom, že bolo navrhnuté špeciálne pre túto
implementáciu. Obsahujú rôzny hardware, vďaka ktorému vedia rýchlejšie a
efektívnejšie pracovať s dátami.
• Integrované systémy v iných sieťových zariadeniach zväčša v cenovo nižšej
kategórii môžu byť dosť neefektívne, keďže môžu úplne vyťažiť hardwarové
zdroje týchto zariadení. U zariadení z cenovo vyššej kategórie sa môže už
spoľahnúť na dostatočný hardwarový výkon.
• Softwarové riešenie je väčšinou cenovo najdostupnejšie riešenie, keďže sú mo-
mentálne na trhu aj voľne šíriteľné programy postačujúce na tento účel. Inšta-
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lujú sa na klasické počítače či servre, kde monitorujú komunikáciu priamo na
sieťových kartách. Takouto voľne šíriteľnou aplikáciou je napríklad veľmi po-
pulárna Suricata. Musíme si pripomenúť, že aj malý dátový tok na sieti môže
spôsobiť veľké množstvo logov a v prípade, že sa počítač alebo server pou-
žíva aj na iné služby, môže úplne vyčerpať hardwarové zdroje a tak zapríčiniť
nedostupnosť služieb na týchto zariadeniach.
Incidenty na ktoré môže IPS/IDS systém zareagovať:
• Rôzne DOS útoky na zariadenia,
• Rozosielanie spamu,
• Šírenie škodlivého kódu ako sú napríklad vírusy, červy, trojské kone, . . .
• Odpočúvanie sieťovej komunikácie,
• Neautorizovaný prístup k zariadeniam na sieti.
Incidenty na ktoré nemôže IPS/IDS systém nedokáže zareagovať:
• Šifrované správy. Užívateľ si napríklad môže vytvoriť VPN tunel medzi dvoma
zariadeniami v sieti alebo i dokonca mimo lokálnej siete. Zašifrovanie celého
paketu protkolom IPsec správcovi znemožňuje monitoring prenášaných dát.
• Šifrovanie prenášaných dát rôznymi aplikačnými protokolmi.
• Dochádza k fragmentácii IP datagramov a z toho vyplýva navyšovanie jittru.
Zariadenie si musí uložiť jednotlivé fragmenty do svojej vyrovnávacej pamäti,
kým mu nepríde celý datagram a nevie zanalyzovať všetky dáta.
1.5.2 Detekcia a prevencia útokov
Detekcia na bázi signatúr
Ide o najznámejší typ detekcie, ktorá prebieha na báze signatúr. Funguje na prin-
cípe porovnávania obsahu prechádzajúcich paketov so známými vzorkami v databáze
bezpečnostných hrozieb. Týmto spôsobom detekcie sme schopní odfiltrovať veľké
množstvo škodlivého prenosu na sieti, avšak pri prepracovaných škodlivých algorit-
moch môže nastať situácia, že táto metoda nezareaguje a tak celé filtrovanie bude
neúčinné. Musíme si ujasniť nasledovnú vec: vždy musí niekto najprv zdetekovať
škodlivé dáta a následne na to aplikovať riešenie. Tieto riešenia sa potom prejavia
v aktualizáciách signatúrových databáz. Z tohto dôvodu je veľmi dôležité mať vždy
aktuálnu databázu!
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Detekcia na báze anomálií
Používa detekciu pomocou sledovania anomálií definované v profiloch, ktoré repre-
zentujú normálne správanie užívateľov, počítačov, sieťových pripojení a aplikácií.
Profily sú vytvárané ako monitoring bežného prenosu za daný časový interval, dni,
týždne. Tento proces sa nazýva učiaci. Ak IPS/IDS spozoruje nejaké zvýšené množ-
stvo určitého typu dát napríklad webu, mailu, použije štatistické metódy na po-
rovnanie aktuálnej komunikácie k vopred definovanému maximu profilu. Napríklad
IPS/IDS zdetekuje zvýšené množstvo odoslaných mailov oproti bežnému stavu, tak
nahlási administrátorovi anomáliu. Môžu byť definované rôzne atribúty v profiloch
ako je napríklad neúspešné pokusy o prihlásenie, zvýšený množstvo webových spo-
jení, zvýšené množstvo odoslaného mailu, . . .
Profily prevádzkované môžu byť statické alebo dynamické. Raz vygenerovaný
statický profil sa časom nemení a ostáva nemenný kým administrátor nevygeneruje
nový. V dnešnej dobe, kedy sa dátový tok po sieti zvyšuje zo dňa na deň môže
byť dosť neefektívna. Predstavme si jednoduchú situáciu, keď zamestnanec zmení
pozíciu vo vnútri firmy a bude generovať zvýšené množstvo mailovej komunikácie
kvôli podpore zákazníkov. Administrátor musí vygenerovať nový profil, ktorý trvá
tak dlho, ako je učiaci čas zadefinovaný.
Oproti tomu dynamický profil s týmto problém nemá. Sleduje sieťovú komuni-
káciu celý čas a mení vlastnosti definovaného profilu po celú dobu jeho fungovania.
Nevýhodou tohto profilu je, že útočník alebo červ môže postupne zvyšovať prenesené
dáta po sieti na danú hodnotu a potom začať s útokom.
Výhodou metódy detekcie na báze anomálií je, že môže byť veľmi efektívna i v prí-
pade vopred nepoznaných útokov. Výhodou v porovnaní s detekciou na báze signatúr
je to, že nepotrebuje mať vytvorenú signatúru v databáze a môžeme tak predísť už
prvotnému útoku.
Nevýhodou tejto detekcie môže byť, že užívateľ potrebuje rázovo generovať väčší
sieťový tok a vyústi to v generovanie logov.
Detekcia na báze analýzy stavových protokolov
Pracuje na báze analýzy kontextu správ a vyhodnocovania podobnosti s vopred
definovanými aktivitami pre daný komunikačný protokol. Jeho hlavnou vlastnosťou
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je to, že dokáže porozumieť stavovom na vrstvách ISO/OSI modelu. To znamená, že
dokáže sledovať nielenže posielané dáta cez sieť, ale dokáže pracovať aj s aplikáciami
pre ktoré sú tieto dáta potrebné.
Veľkou nevýhodou detekcie na báze analýzy stavových protokolov je to, že pra-
cujú len so štandardizovanými protokolmi a aplikáciami. U rôznych výrobcov sa tieto
vlastnosti môžu diametrálne odlišovať. Každý výrobca si môže definovať vlastné pra-
vidlá pre analýzu stavov a pre vyhodnocovanie hrozieb. Ďalšou veľkou nevýhodou sú
pomerne vysoké nároky na hardware a hlavne na jeho výpočetný výkon. Zariadenie
musí uchovávať vo svojej vyrovnávacej pamäti fragmenty správ a potom vyhodno-
covať jeho prenášané dáta. Je pomerne náročný pre implementáciu na miesta, kde
sa v častých intervaloch menia používané programy, vo firmách, kde sa pracuje na
vývoji a testovaní nových aplikácií.
1.6 RADIUS
1.6.1 Úvod
Remote Autnentication Dial In User Service v preklade znamená vzdialená vytáčaná
služba pre vzdialenú autentifikáciu. Patrí do skupiny AAA protokolov (authentica-
tion, authorization and accounting) a je využívaný pre bezpečný prístup k sieti.
Vďaka tomuto protokolu už užívateľ nebude viazaný k jednej prípojke niekde v bu-
dove, ale dostáva mobilitu tzn., že sa može sa premiestňovať nielenže v budove ale
taktiež môže pracovať na ďiaľku napríklad z domu. Samotný protokol je špecifiko-
vaný v dokumente RFC2865. [8]
Medzi jeho najdôležitejšie vlastnosti patrí vysoká bezpečnosť, keďže všetky dáta
sa po sieti posielajú v šifrovanej podobe a pritom sa žiadne heslo neposiela. Prená-
šané dáta sú šifrované symetrickým kľúčom, ktorý pozná len klient a server. Výmena
dát medzi serverom a užívateľov nastáva až po úspešnej autentizácie klienta a servra.
Aj keď by útočník mapoval celý prenos po sieti, nedostal by nič iného ako zhluk za-
šifrovaného reťazca. Pre šifrovanie sa používa algoritmus MD5.
Maximálna veľkosť paketu je 4 096B z toho vyhradených pre hlavičku je 20B
a zvyšok je pre možné nastaviteľné atribúty. Paket protokolu RADIUS je zobrazený
na obr. 1.12. Celý paket je následne zabalený do UDP datagramu ku ktorému sa
priradí cieľový port s číslom 1812. Voľba protokolu UDP nieje náhoda, pretože je
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potreba rýchlej odozvy medzi požiadavkami a odpoveďami. Protokol pracuje na
aplikačnej vrstve OSI/ISO modelu.
Obr. 1.12: Štruktúra RADIUS datagramu
1.6.2 Postup autentizácie užívateľa
RADIUS využíva typ komunikácie klient/server, na servery sa autentizujú a autori-
zujú užívatelia do systému. Server sa stará o sprístupnení služieb na žiadosť klienta.
Klient je zodpovedný za odosielanie úžívateľských informácií a spracovanie požiada-
viek pochádzajúcich od servera. Na klientovi a taktiež na serveri je nainštalovaný
software, pomocou ktorého sa vie autentizovať na klientskej stanici a následne na
serveri. Zjednodušený priebeh autentizácie je znázornený na obrázku 1.13.
Obr. 1.13: Úspešná autentifikácia klienta
Podrobný popis autentizácie nájdeme v dokumente RFC2866.
Neúspešný pokus o autentifikáciu zamietne server správou Access-Denied, popis
je znázornený na obr. 1.14.
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Obr. 1.14: Neúspešná autentifikácia klienta
Možné dôvody neúspešnej autentifikácie:
• Užívateľ zadal svoj login nesprávne. Server bez nejakej notifikácie zahodí
požiadavku a funguje ďalej akoby sa nič nestalo.
• Užívateľ zadá nesprávne heslo prístupu. Server pošle už spomínanú Access-
Reject správu.
• Daný port na zariadení na na RADIUS serveri zakázaný.
• Vyprší časový interval pre prijatie odpovede od servera. Riešením
tohto problému je používanie viacerých serverov, kde v prípade vypršania ča-
sového limitu odpovede, sa môže klient autentifikovať na inom serveri. [9]
1.7 Kerberos
1.7.1 Úvod
Kerberos je sieťový autentizačný protokol umožňujúci komukoľvek komunikujúcemu
v nezabezpečenej sieti napr. internetu, preukázať bezpečne svoju identitu niekomu
ďalšiemu. Kerberos zabraňuje odpočúvaniu alebo zopakovaniu už predtým realizo-
vanej komunikácie. Bol vytvorený primárne pre model klient-server a poskytuje vzá-
jomnú autentifikáciu klienta a servera, zároveň zaručuje integritu posielaných dat.
Kerberos nie je žiadna novinka, vytvorený bol už v roku 1987 kedy sa počítačová
bezpečnosť takmer vôbec neriešila. Vyvinutý bol na MIT Massachusetts a názov
dostal podľa trojhlavého psa, strážcu podsvetia Kerbera. Toto pomenovanie je veľmi
vydarené pretože protokol kerberos v sebe zahŕňa 3 nasledovné funkcie:
• klient,
• server,
• KDC (Key Distributuion Center). [10]
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Základ tvorí pár symetrických kľúčov, ktorými sa vedia server i klient navzájom
jednoznačne identifikovať. Ďalej sa tento kľúč používa k zašifrovaniu prenášaných dat
a tým je zabezpečená predtým spomenutá integrita dát. Aktuálna verzia kerbera,
verzia V5 popísaná v RFC4120, využíva šifrovanie AES, krorým bol nahradený
predtým používaný algoritmus DES. Každý KDC server sa skladá z dvoch častí:
• Autentizačný server (Authentication Server, AS),
• Lístkový server (Ticket Granting Server, TGS).
1.7.2 Popis činnosti
Klient zadá svoje prihlasovacie meno a heslo na lokálnom počítači z ktorého žiada
prístup k službám vzdialeného servera. Na klientskom PC sa spočíta jednosmerný
hash nad heslom, ktoré zadal klient. Následne kontaktuje autentizačný server so
žiadosťou o službu, Správa A na obr. 1.15. Obsahom žiadosti je len prihlasovacie
meno, ktoré nie je šifrované. Pri tejto žiadosti sa žiadne heslo ani hash neposiela.
Obr. 1.15: Autentizácia klienta na AS serveri
Autentizačný server AS sa pozrie do svojej databáze a hľadá zhodu s prihlaso-
vacím menom užívateľa, ktorý sa snaží autentifikovať. Ak AS server nájde zhodu
s prihlasovacím menom, tak spočíta svoj vlastný hash nad heslom klienta (kľúč K1),
ktoré má uložené vo vlastnej databáze. Heslo na serveri a heslo užívaťeľa sú rovnaké,
z toho vyplýva hash spočítaný klientom a serverom by mal byť rovnaký. Po náleze
prihlasovacieho mena a spočítaní hashu AS odpovie klientovi dvomi správami:
• Správa B: obsahuje Klient/TGS kľúč K2, ktorý je šifrovaný kľúčom K1,
• Správa C: obsahuje TGT tiket, ktorý obsahuje ID klienta, jeho sieťovú adresu,
životnosť tohto tiketu. Všetko sa zašifruje kľúčom K2.
Po obdržaní správ B a C sa pokúsi klient dešifrovať správu A svojím tajným
kľúčom K1 spočítaným na lokálnej stanici. Ak dešifrovanie prebehne úspešne tak
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Obr. 1.16: Potvrdenie autentifikácie serverom
klient sa dostáva ku kľúču K2. Tento kľúč sa bude používať pre komunikáciu s TGS
serverom. Teraz klient má už dostatočné znalosti aby sa mohol autentizovať voči
TGS serveru. Klient momentálne sa k správe C nedostane lebo nepozná kľúč K3,
ktorým je šifrovaná správa C.
Autentizácia užívateľa prebieha spôsobom, že posiela TGS serveru dve správy:
• Správa D: obsahuje správu C a k nej je pripojené ešte ID služby, o ktorú sa
uchádza,
• Správa E: obsahuje autentifikátor zložený z ID klienta a časovej značky. Celá
správa je zašifrovaná kľúčom K2.
Obr. 1.17: Žiadosť o autiorizáciu prístupu k službe
TGS server po obdržaní správ D a E prichádza k rozšifrovaniu správy D, ktorá
obsahuje správu C a je možné ju dešifrovať kľúčom K3. Takto získava kľúč K2 a
z toho vyplýva že ďalej dokáže dešifrovať správu E. Ako reakcia server odošle dve
správy:
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• Správa F: Obsahuje Klient/server tiket (zložený z ID klienta, jeho IP adresy,
dobu platnosti a klient/server kľúč K4. Celú správu F následne zašifruje kľú-
čom K5,
• Správa G: Obsahuje Klient/server kľúč K4. Správa je následne zašifrovaná
kľúčom K2.
Obr. 1.18: Odpoveď TGS servera na žiadosť autiorizácie klienta
Po obdržaní správ F a G klient má dostatok informácií k autentizácii k vzdia-
lenému serveru. Po úspešnej autentifikácii klient odosiela dve správy vzdialenému
serveru:
• Správa H: Obsahuje klient/server ticket ktorú stanica obdržala od TGS servera
v predchádzajúcom kroku. Správa je šifrována kľúčom K4,
• Správa I: Obsahuje nový autentifikátor, v ktorom sa nachádza ID klienta a
časová značka. Celá správa je zašifrovaná kľúčom K4.
Obr. 1.19: Žiadosť klienta o prístup k službe servera
Vzdialený server dešifruje správu pomocou vlastného tajného kľúča K5. Takto
sa dostane k správe F čo obsahuje autentifikátor klienta. Server, aby potvrdil svoju
identitu a prístup k svojim službám odosiela správu J. Táto správa obsahuje časovú
značku zo správy I inkrementovanú o hodnotu 1. Celá správa je následne šifrovaná
klient/server kľúčom K4.
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Obr. 1.20: Potvrdenie identity serveru
Klient dešifruje správu J klient/server kľúčom K4. Následne skontroluje, či hod-
nota časovej značky je korektná. Ak sa vyhodnotí ako korektná, tak klient môže
dôverovať vzdialenému serveru a môže využívať služby poskitované serverom a tak-
tiež server môže poskytovať služby, o ktoré klient žiada. [11]
1.7.3 Nevýhody protokolu Kerberos
• Protokol Kerberos má veľmi prísne požiadavky na synchronizáciu času klientov
a serverov. Pri veľkých časových rozdieloch v systémoch sa môže stať, že žia-
dosť klienta alebo servera jednoducho vyprší a požiadavka bude vyhodnotená
ako neúspešná. Štandardne je časový rozdiel vo verzii V5 nastavený na 5 mi-
nút. Riešením je použitie centrálneho časového servera a synchronizácia časov
v systémoch pomocou protokolu NTP.
• Veľké riziko spočíva vo výpadku centrálneho KDC servera. Pri výpadku na-
stáva problém s používaním protokolu a je nemožné sa autentifikovať k vzdia-
leným staniciam. Riešením tejto situácie je zriadenie záložných KDC serverov,
ktoré vedia nahradiť centrálny server pri výpadku.
• Administračný protokol nie je štandardizovaný a líši sa podľa implementácie.
• Priebeh celej autentifikácie systémov je riadená centrálne cez KDC server a




2.1 Popis a nastavenie prostredia GNS3
GNS3 je open-sourcová aplikácia, ktorá nám ponúka simuláciu komplexných sietí
a snaží sa byť čo najviac identická reálnym zariadeniam bez nutnosti používania
dedikovaného hardwaru ako sú smerovače, prepínače, firewally. Ponúka intuitívne
grafické rozhranie pre návrh a konfiguráciu simulovaných sietí. Samotná aplikácia
je navrhnutá ako multiplatformná a pobeží na všetkých známych operačných sys-
témoch ako je Windows, Linux a MacOS X. Program GNS3 sa skladá z rôznych
emulačných nástrojov pre rôzne zariadenia. Použité sú nasledovné nástroje:
• Dynamips - slúži pre emuláciu Cisco IOS operačných systémov,
• Qemu - je emulátor, ktorý podporuje emuláciu Cisco ASA, PIX a IPS zaria-
dení,
• VirtualBox - slúži na virtualizáciu operačných systémov či už desktopových
alebo serverových a taktiež podporuje virtualizáciu operačných systémov, ako
je JunOS či Check Point.
2.1.1 Nastavenie emulácie Cisco zariadení
Aby sme boli schopní používať zariadenia od firmy Cisco, budeme najprv potre-
bovať obraz operačného systému IOS. Nastavenie týchto zariadení je zobrazené na
obr. 2.1. Ako prvé musíme uviesť cestu k používanému obrazu a súboru s názvom
baseconfig. Tento súbor obsahuje len základné nastavenia zariadení, je možné tento
súbor ľubovoľne editovať podľa uváženia užívateľa. Ďalej si vyberieme platformu a
model zariadenia. Hodnota v políčku IDLE PC slúži na delenie výkonu procesoru
stolného počítača. Ak túto hodnotu nenastavíme, tak zariadeniu bude pridelený celý
výkon inštalovaného procesoru, kde beží samotná aplikácia. Hodnota Default RAM
sa vyplní automaticky po výbere typu zariadenia. Týmto spôsobom si nastavíme
dva typy zariadení. Ako prepínač použijeme model C3640 a ako smerovač použijeme
model C7200.
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Obr. 2.1: Nastavenie operačných systémov pre cisco zariadenia
2.1.2 Nastavenie rozhraní pre Cisco zariadenia
Pre nastavenie rozhraní zariadení musíme dvakrát kliknúť na zariadenie a otvorí
sa nové okno pre konfiguráciu zariadenia. Preklikneme sa do záložky Slots a tu
máme možnosť priradiť jednotlivé rozhrania. Pre prepínač si zvolíme rozhranie
NM-16ESW. Ak by sme nastavovali smerovač, tak na výber máme rôzne typy roz-
hraní od klasického Ethernetu po sériové linky. Na obr. 2.2 je znázornené nastavenie
pre prepínač.
Obr. 2.2: Nastavenie rohraní pre prepínač v programe GNS3
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2.1.3 Nastavenie VirtualBoxu
Pre prepojenie virtulizovaných staníc nainštalovaných vo VirtualBoxe s GNS3 je
nutné nastaviť virtuálne rozhrania, cez ktoré je umožnená komunikácia. K virtuál-
nej stanici sa priradí špeciálny adaptér tzv. host only adapter a ten sa bude pre
virtualizovaný systém tváriť ako štandardné rozhranie. V samotnej aplikácii GNS3
je málo nastavení, stačí definovať, ktoré virtuálne stanice chceme z VirtualBoxu
použiť. Na obr. 2.3 je znázornené možné definovanie virtuálnych staníc. Stanici sa
automaticky priradí jedno nové rozhranie, ktoré slúži pre komunikáciu medzi apliká-
ciami VirtualBoxu a GNS3, pomocou tohto rozhrania môžeme spúšťať, pozastaviť,
reštartovať a zastaviť virtuálny stroj. Pre operačný systém vo virtuálnej stanici sa
toto rozhranie bude tváriť ako primárne, my však toto rozhranie vôbec nemusíme
nastavovať, respektíve musíme ponechať, aby IP adresu získavalo z DHCP servera.
Virtualbox automaticky priradí IP adresu, cez ktorú bude komunikovať so stanicou.
Druhé rozhranie je nám plne k dispozícii a môžeme ho ľubovolne konfigurovať.
Obr. 2.3: Potvrdenie identity servea
33
2.2 Firewally firmy Check Point
Firewallové zabezpečenie našej sieťe sme riešili pomocou produktov od firmy Check
Point. Ich dlhoročné pôsobenie na trhu firewallov je znateľné, keďže ponúkajú ši-
roké možnosti, ktoré pokrývajú zabezpečenie najrôznejších koncových zariadení, od
mobilných telefónov a prenosných zariadení až po serverové zariadenia.
Check Point Firewally používajú technológiu stavovej inšpekcie, analyzujú každý
paket, ktorý prechádza firewallom. Pri analyzovaní je cieľom priradiť každý jeden
paket k aktívnému spojeniu alebo vytvoriť nové spojenie v spojovacej tabuľke. Modul
stavovej inšpekcie sa nachádza v kerneli operačného systému, ktorý pracuje pod
sieťovou vrstou ISO/OSI modelu. Toto je ideálne miesto, pretože dochádza k analýze
celého dátového toku v tomto mieste, pred tým ako by sa dostal do operačného
systému. [12]
2.2.1 Inštalácia manažmentového serveru
Pre správu každého firewallu je potrebný aspoň jeden manažmentový server, cez
ktorý sa budú správcovia pripájať na spravovaný firewall. Firma Check Point ako
prvá zaviedla grafické rozhranie pre správu svojich firewallov ešte niekedy začiatkom
90. rokov. K manažmentovému serveru sa pripájajú správci pomocou špeciálneho
softwaru s názvom Smart Dash Board, ktorý sprostredkuje zabezpečenú komuniká-
ciu. Z manažmentového serveru sa následne spravujú pripojené firewally a poprípade
redundantné manažmentové servery. Každý manažmentový server plní nasledovné
úlohy:
• Uchovávajú sa na ňom všetky definované objekty a pravidlá,
• Je to interná certifikačná autorita, ktorá pomocou SICu (Secure Internal Com-
munications) autentizuje jednotlivé zariadenia,
• Všetky licencie sú uchovávané a spravované z tohto jedného miesta,
• Zhromažďujú sa na ňom logy zo spravovaných zariadení.
Inštalácia manažmentu do Virtual Boxu
Firma Check Point podporuje široké možnosti inštalácie produktov na rôzne typy
hardwaru. Vďaka tejto širokej podpore nieje problém nainštalovať jeho produkty do
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virtualizovaného prostredia ako je napríklad Virtual Box. Bez problémovo sa dá na-
inštalovať aj do iných virtuálných prostredí ako sú napríklad VMWare a Xen. My si
vyberieme už spomínaný Virtual Box vďaka jednoduchej integrácie virtualizovaného
stroja do nášho symulačného programu GNS3.
Aby nám všetko správne fungovalo musíme splniť nasledovné kroky pri konfigu-
rácii Virtual Boxu:
• Pridanie nových adaptérov pre internú komunikáciu medzi Virtual Boxom a
GNS3. Pre každé rozhranie je nutné pridať nový adaptér. Nastavenie adaptérov
je zobrazené na obr. 2.4
• Pridáme novú virtuálnu stanicu, pomenujeme ju. Operačný systém vyberieme
Other a veziu Other/Unknown.
• Nastavíme veľkosť RAM pamäte na 512MB.
• Vytvoríme nový virtuálny pevný disk. V novom sprievodcovi budeme postu-
povat ďalej bez zmeny nastavení. Veľkosť disku nastavíme na 10GB.
• Máme vytvorený nový virtuálny stroj ale ešte musíme donastaviť sieťové roz-
hrania a obraz iso pre inštaláciu SPLATu.
• Sieťové rozhrania zmeníme podľa kroku jedna na interné adaptéry, všetko iné
necháme ako je v základnej konfigurácii.
• Nastavíme bootovacie médium na obraz so SPLATom.
• Máme všetko prednastavené, môžeme sa posunúť k inštalácii.
Obr. 2.4: Nastavenie adaptérov v programe VirtualBox
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Inštalácia SPLATu
Postup inštalácie je nasledovný:
• Spustíme virtuálny stroj a stlačíme enter pre spustenie inicializácie inštalácie.
• Po chvíli čakania sa nám zobrazí nové okno a potvrdíme inštaláciu tlačítkom
OK. Spustí sa nám sprievodca inštaláciou.
• Vyberieme rozloženie klávesnice, nastavíme IP adresu, masku a bránu rozhra-
nia.
• Povolíme správu cez zabezpečené webowé rozhranie.
• Potvrdíme inštaláciu a sme hotoví s inštaláciou SPLATu. Nasleduje potrebné
reštartovanie virtuálu.
Inštalácia manažmentu
Postup inštalácie je nasledovný:
• Po prvom nabehnutí sa nás systém spýta na login a heslo. Defaultný login a
heslo po inštalácii je admin/admin.
• Nasleduje nutná zmena prihlasovacích údajov, vyplníme si podľa našich pred-
stáv.
• Aby sme nainštalovali manažment server nad operačným systémom SPLAT,
musíme zadať príkaz sysconfig.
• Spustí sa nám sprievodca inštaláciou. Nastavíme len základné veci a zvyšok
nastavíme neskôr. Momentálne si vystačíme s nastavením:
– Hostname,
– Domain Name,
– Set time zone,
– Set date,
– Set local time.
• Preskočíme importovanie nastavení z TFTP servra.
• Sprievodca sa nás spýta, či chceme novú inštaláciu, zvolíme si ano.
• Budeme upozornení na inštalačné balíky, my si zvolíme len Security Manage-
ment. Potvrdíme, že bude primárny.
• Po nakopírovaní konfiguračných súborov sa nás sprievodca spýta, či chceme
pridať licenciu, zvolíme že nie. Pre testovacie účely nám postačí 15 denná
skúšobná verzia.
• Pridáme nového administrátora.
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• Povolíme pripojenie grafického správcu (Smart Dash Board).
• Po nastavení certifikačnej autority a vygenerovaní certifikátu sa nás sprievodca
spýta na export fingerprintu certifikátu. My ho potrebovať nebudeme, v prí-
pade že ano, sme ho schopný v budúcnu bez problémov vyexportovať.
• Po doinštalovaní vykonáme reštartovanie virtuálu a inštaláciu máme úspešne
hotovú.
Na manažmentový server je možné sa pripojiť pomocou prihlasovacieho mena a
hesla alebo certifikátom a heslom. Na obrázku obr. 2.5 je zobrazené prihlasovacie
okno programu Smart Dash Board.
Obr. 2.5: Prihlasovacie okno programu SmartDashoard
Nastavenie rozhraní firewallu
Pri inštalácii firewallu sme zadávali IP adresu pre rozhranie. Pomocou tejto adresy
sa teraz môžeme pripojiť na webové rozhranie firewallu. Samozrejme, je možné túto
konfiguráciu uskutočniť aj cez SSH. Keďže medzi rozhraním prepínača a firewallu
máme nastavenú linku ako trunk, tak musíme zaistiť, aby firewall bol schopný prijí-
mať tagované rámce a správne ich priradiť do VLAN. Check Point trunk rozhrania
rieši spôsobom, že pre každú VLAN sa vytvorí virtuálne rozhranie nad fyzickým, toto
znázorňuje obr. 2.6 . Tomuto virtuálnemu rozhraniu sa priradí IP adresa a VLAN
tag. Aby trunk mohol správne fungovať, tak je treba nastaviť na strane prepínača
zapúzdrenie rámcov na dot1Q namiesto ISL.
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Obr. 2.6: Nastavenie rozhraní na firewallu
Nastavenie smerovania
Pre komunikáciu so vzdialenými sieťami je treba nastaviť smerovanie. Väčšina fire-
wallov je schopných sa zúčastniť dynamických smerovacích procesov, ale keďže toto
nieje primárnou úlohou firewallu, my si zvolíme statické smerovanie. Jeho nevýhodou
je nutnosť ručne nastaviť cesty pre každú sieť. Ako bránu pre firewall si nastavíme
smerovač postavený na linuxe. Všetky adresy, ktoré nebudú staticky definované sa
prepošlú na smerovač, ktorý tvorí hraničný prvok smerom do internetu. Smerova-
ciu tabuľku je možné nakonfigurovať pomocou webového rozhrania alebo cez SSH
pripojenie. Výpis smerovacej tabuľky je zobrazený vo výpise nižšie:
[fw1]# netstat -rn
Kernel IP routing table
Destination Gateway Genmask Flags MSS Window irtt Iface
10.0.1.0 10.0.0.1 30 UG 0 0 0 eth2
10.0.2.0 0.0.0.0 30 U 0 0 0 eth4
192.168.100.0 0.0.0.0 24 U 0 0 0 eth1.10
10.0.0.0 0.0.0.0 24 U 0 0 0 eth2
192.168.12.0 10.0.0.1 24 UG 0 0 0 eth2
192.168.11.0 0.0.0.0 24 U 0 0 0 eth3
192.168.120.0 10.0.0.1 24 UG 0 0 0 eth2
192.168.10.0 0.0.0.0 24 U 0 0 0 eth1.10
127.0.0.0 0.0.0.0 8 U 0 0 0 lo
0.0.0.0 10.0.2.2 0 UG 0 0 0 eth4
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2.2.2 Pridanie nového firewallu do správy manažmentu
Po úspešnom prihlásení na manažmentový server sa zobrazí nové okno pre správu.
Toto okno je zobrazené na obr. 2.7. V ľavom stĺpci sa vieme preklikávať medzi
záložkami pre správu firewallu. Z ľava prvá záložka Network Objects slúži pre správu
objektov ako samotných produktov Check Point či správu objektov, ktoré si definoval
sám správca. Druhá záložka Services obsahuje automaticky definované služby ako
sú napríklad služby TCP, UDP, ICMP. Z tejto záložky si môžeme pomocou funkcie
drag and drop priradiť službu k definovaným pravidlám. Tretia záložka Resources
obsahuje zdroje ako sú napríklad SMTP, FTP, CIFS a i. Štvrtá záložka Servers and
OPSEC Applications obsahuje servery, ktoré slúžia ako certifikačné autority. Ďalšia
složka je Users and Administrators, slúži pre správu užívateľov. Posledná záložka
VPN Communities slúži pre správu VPN pripojení.
Obr. 2.7: Grafické rozhranie manažmentového serveru
Asi pre nás najdôležitejšou záložkou je Network Objects. V skupine Check Point
sú všetky zariadenia od firmy Check Point, ktoré sú spravované z tohto manaž-
mentu. Pridávanie nových zariadení prebieha pravým kliknutím na Check Point,
zobrazí sa kontextové menu kde vyberieme Security Gateway/Management. V no-
vom okne obr. 2.8, môžeme previesť pridávanie zariadení. V spodnej časti tohto
okna je možnosť výberu tzv. Bladov, ktorý slúži ako doplnok pre náš FW. My si
zaznačíme nasledovné: Firewall, IPSec VPN, Monitoring a IPS.
V tomto okne vyplníme meno zariadenia, pod ktorým sa nám bude zobrazovať
v Smart Dash Boarde. Ďalej vyplníme IP adresu a klikneme na tlačítko Communica-
tion. Zobrazí sa nám ďalšie okno, obr. 2.9. Vyplníme SIC heslo, ktoré sme nastavili na
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Obr. 2.8: Pridávanie nového firewallu do správy manažmentu
manažmentovom serveri a klikneme na tlačítko Initialize. Ak inicializácia prebehne
úspešne, tak sa nám dole zmení stav certifikátu na Trust established. Týmto sme do-
siahli, že firewall bude dôverovať manažmentu a celá komunikácia je šifrovaná SSL
certifikátom. Aj v tomto prípade manažmentový server vystupuje ako certifikačná
autorita a po vypršaní certifikátu je potrebné túto aktiváciu SICu znova previesť.
Certifikát je platný päť rokov.
Po zatvorení tohto okna sa vrátime k obr. 2.8, kde sa nám vypnili políčka s har-
dwarom, verziou základného systému a verziou operačného systému. V prípade, že
by sme nezostavili spojenie SIC, tak by sme tieto políčka museli ručne vyplňovať.
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Obr. 2.9: Nastavenie SICu
Na pravej strane klikneme na položku Topology, tu si môžeme nastaviť rozhrania
firewallu. V našom prípade pri komunikácii pomocou SICu stačí postupovať podľa
obr. 2.10. Po tomto kroku sa nám načítajú rozhrania a k nim patriace ip adresy.
Je doporučené skontrolovať nastavenia rozhraní a ich pridelenie ako externé, interné
poprípade vedúce do DMZ. Po týchto krokoch máme hotové základné nastavenie
firewallu. K položkám Check Point sa nám pridal nový firewall.
Obr. 2.10: Nastavenia rozhraní
2.2.3 Základné nastavenie FW
Ako dobrý postup na začiatok je vytvorenie si sieťových objektov, ktoré nám ná-
sledne uľahčia správu pravidiel a taktiež sú potrebné pre prípadné zavedenie NATu
alebo VPNniek. Pravým kliknutím na položku Networks → Network pridáme novú
sieť medzi objekty.
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Podobným postupom si pridáme koncové stanice, servery a ostatné zariadenia
medzi položky. Vyberieme si z kontextového menu pridanie stanice typu Host, zo-
brazí sa nám nové okno, ktoré je zobrazené na obr. 2.11. V tomto okne vyplníme
názov stanice, IP adresu, v prípade, že sa jedná o server, tak máme možnosť do-
ladenia nastavení. Check Point nám ponúka tri typy serverov: Web, Mail a DNS.
Napríklad pre web server si môžeme nastaviť, aké aplikácie respektíve služby be-
žia na pozadí. Ako dodatočnú ochranu si môžeme nastaviť ochranu voči známym
útokom na tieto servery, viz. obr. 2.12.
Obr. 2.11: Pridanie nového serveru do správy
Obr. 2.12: Dodatočné nastavenia zabezpečenia pre webový server
Ďalej je výhodné si založiť pre každý FW zvlášť Policy, kde budú definované
pravidlá filtrácie pre každý FW samostatne. Toto dosiahneme kliknutím na File →
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New. Pomenujeme si novú policy, napríklad fw1 (názov policy sa nemôže zhodovať
so žiadným objektom definovaným v Smart Dashboardu). Inštalácia Policy prebieha
kliknutím na položku Policy v hornom menu a výberom možnosti Install.
Ako dobrý postup je skontrolovanie nastavení v Policy → Global Properties.
Tu máme možnosť konfigurácie globálnych nastavení pre každý spravovaný objekt
jednotne. Máme tu veľké množstvo dodatočných nastavení. Pre naše potreby je
vhodné zaškrtnúť možnosti podľa obr. 2.11.
Obr. 2.13: Globálne nastavenia firewallov
Vytváranie nových pravidiel pre filtrovanie dátového toku prebieha pridaním
nového pravidla Rules→ Add Rule. Týmto sa nám pridalo nové pravidlo do tabuľky.
Názorná ukážka je na obr. 2.7. Na konci zoznamu pravidiel je dobré uviesť tzv.
cleanup pravidlo pre logovanie zahodenej komunikácie.
Možno po bližšom preskúmaní a odmyslení pravidla na riadku číslo 6. z obr. 2.7
si kladiete otázku, či nieje potrebné pridať pravidlo pre komunikáciu medzi ma-
nažmentovým serverom a firewallom. Odpoveď znie nie, dôvod je ten, že všetky
tieto objekty dôverujú jednej certifikačnej autorite pomocou SICu a pravidlo, ktoré
povoluje komunikáciu medzi manažmentom a firewallom je definované v tzv. Im-
plied Rules. Sú to defaultné pravidlá, ktoré sú pridávané automaticky. Vďaka týmto
pravidlám Check Point zaisťuje bezproblémovú komunikáciu a správu zariadení pat-
riacich k jednému manažmentu.
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2.3 Konfigurácia prepínačov cisco
Hneď na začiatku musíme uviesť, že podpora prepínačov v programe GNS3 nie
je úplne bezproblémová, pretože priamo v programe neexistuje možnosť používa-
nia ani jedného skutočného zariadenia. Možnosť simulácie prepínačov je realizovaná
spôsobom, že si zoberieme smerovač, napríklad C3640 a zapojíme rozhranie typu
NM-16ESW. Toto rozhranie je riešené softwarovo, ktoré funguje takmer rovnako
ako klasický prepínač avšak má určité limitácie, ktoré sú uvedené na stránkach pro-
jektu.
2.3.1 Nastavenie VLAN a rozhraní
Pre začiatok si uvedieme nastavie VLAN, ktoré sme použili. Tu narážame hneď
na dva problémy. Pridávanie a odoberanie respektíve každá zmena, ktorá sa týka
VLAN, musí byť spravovaná cez príkaz vlan database. Týmto sa dostávame do
úrovne, ktorá bola prebratá zo starého CatOS operačného systému. Pri klasickom
hardwarovom riešení sa dajú pridávať VLAN siete pohodlne v konfiguračnom móde
rozhrania. Nastavenie VLAN sietí pre prepínač switch-lan1 je zobrazené nižšie, ob-
dobne sú konfigurované aj ostatné prepínače viz. prílohu s konfiguračnými súbormi.
switch-lan1#vlan database
switch-lan1(vlan)#vlan 10 name ADMINS
switch-lan1#vlan database
switch-lan1(vlan)#vlan 100 name USERS
switch-lan1#vlan database
switch-lan1(vlan)#vlan 666 name VLAN666
Vytvorili sme celkovo tri VLAN siete. Prvé dve slúžia pre oddelenie komunikácie
užívateľov a správcov sietí. Tretia VLAN slúži len na priradenie nepripojených roz-
hraní z bezpečnostných dôvodov. Keďže v GNS3 nieje podporovaný DTP protokol,
tak ho vypínať ani nemusíme. Tento protokol slúži k automatickému nastavovaniu
typu rozhraní access/trunk. Dobrou praxou je tieto rozhrania manuálne nastaviť









switch-lan1(config-if)#switchport access vlan 10
switch-lan1(config=if)#interface fastEthernet 0/2
switch-lan1(config-if)#switchport mode access
switch-lan1(config-if)#switchport access vlan 100
2.3.2 Nastavenie DHCP servera
Konfigurácia DHCP serveru na prepínači je štandardým spôsobom priraďovania
IP adries koncovým staniciam. Nastavovanie je veľmi jednoduché a intuitívne. Je
vhodné rezervovať niekoľko adries, ktoré sa nebudú prideľovať DHCP serverom. Zvo-
lili sme vždy prvých 10 adries z každého rozsahu, pre naše účely by to malo plne
postačovať. Keďže máme vytvorené dve VLAN siete musíme vytvoriť dva DHCP
pooly, konfigurácia je uvedená nižšie:
switch(config)#ip dhcp excluded-address 192.168.10.1 192.168.10.10
switch(config)#ip dhcp excluded-address 192.168.100.1 192.168.100.10









Pre priradenie správnej adresy z DHCP poolu sa používa jednoduchá a bežná
metóda. Server sa pozrie na adresu rozhrania, v našom prípade rozhraniu VLAN10
a VLAN100, z ktorej prišla žiadosť a podľa nej sa dohľadáva príslušný DHCP pool.
Z tohto adresného priestoru sa následne priradí IP adresa pre zariadenie, ak by
takéto rozhranie neexistovalo tak žiadosť bude ignorovaná. [13]
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2.3.3 Nastavenie zabezpečenia rozhraní
Kôli bezpečnosti sa na prepínačoch definujú MAC adresy staticky pripojených za-
riadení. Pomocou možnosti port security sa definuje maximálny počet MAC adries
na rozhranie a následná reakcia pri porušení nastavenej hodnoty. Z dôvodu limitácie
možností nastavení prepínačov sa musíme uspokojiť len s prvou možnosťou staticky
definovať MAC adresy pre každé z rozhraní. Musíme si ale uvedomiť, že táto možnosť
je akceptovateľná len v prípade portov, ktoré vedú ku koncovému zariadeniu ako sú
počítače, servery a pod. U portov, ktoré sú nastavené ako trunk medzi prepínačom
a FW sa vyskytnú minimálne dve MAC adresy. Počet adries sa bude rovnať počtu
VLAN+1. Počet VLAN je rovný počtu virtuálnych rozhraní na FW a jednému
fizickému rozhraniu, pomocou ktorého sú zariadenia prepojené.
switch-lan1(config)#mac-address-table static 0800.27f5.2259
interface FastEthernet0/1 vlan 10
switch-lan1(config)#mac-address-table static 0800.2704.23f4
interface FastEthernet0/2 vlan 100
2.3.4 Nastavenie logovania zariadenia
Nastavenie logovania je dôležité z dôvodu, že v prípade príde k nejakému zlyhaniu
alebo preťaženiu hardwaru, respektíve k logovaniu zadávaných príkazov a i. K úspeš-
nému logovaniu je potrebné nakonfigurovať zariadenie, ktoré bude logy posielať a
nastaviť server, kde sa budú správy posielať zo zariadenia. Na strane prepínača
resperktíve smerovača je potrebné zapnúť logovanie a nastaviť adresu servera, kde
sa budú správy posielať. Konfiguráciu serveru pre logy si popíšeme neskôr, keď sa
budeme venovať konfigurácii serverov.
switch-lan1(config)#logging trap notifications
switch-lan1(config)#logging 192.168.11.10
2.3.5 Nastavenie vzdialeného prístupu na zariadenie
Ďalej sa budeme venovať nastavovaní prístupu k zariadeniu, keďže bez vzdialenej
správy na zariadeniach žiadne zmeny nevykonáme. K zariadeniu sa môžeme prihlásiť
štyrmi spôsobmi:
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• pomocou konzoly - používa sa v prípade ak máme k zariadeniu fyzický
prístup,
• pomocou Telnetu - používa sa pre vzdialenú správu ale z bezpečnostných
dôvodov sa neodporúča,
• pomocou SSH - používa sa pre vzdialenú správu, bezpečná náhrada Telnetu,
• pomocou AUX prístupu - používa sa pre vzdialenú správu, keď výstup zo
zariadenia je pripojený k modemu, cez ktorý sa dá na zariadenie vzdialene
prihlásiť.
Pre realizáciu SSH pripojenia na zariadenie je potrebné nakonfigurovať SSH ser-
ver. K tomu budeme najprv potrebovať vygenerovať RSA kľúč, ktorý používajú
klienti pre autentizáciu a šifrovanie prenosu. Aby sme TELNET pripojenie na zaria-
denie úplne zakázali a povolili len SSH je treba zmeniť nastavenia VTY pripojenia.
Ďalej je treba pridať nového užívateľa a rovno mu priradíme plné oprávnenia. [14]
Celá konfigurácia je uvedená nižšie:
switch(config)#crypto key generate rsa general-keys modulus 2048
switch(config)#username admin privilege 15 secret 5 <heslo>
switch-lan1(config)#ip ssh authentication-retries 5
switch-lan1(config)#ip ssh maxstartups 3
switch-lan1(config)#ip ssh time-out 60
switch-lan1(config)#ip ssh version 2
switch(config)#line vty 0 4
switch-lan1(config-line)#transport input ssh
2.3.6 Nastavenie autentizácie protokolom TACACS+
Ako prvé musíme povoliť funkciu AAA na prepínači. Na druhom riadku nastavíme
overovanie pomocou protokolu TACACS+. Na tomto riadku sme definovali skupinu
default, ktorá zahrňuje vzdialenú správu pomocou protokolou talnet alebo SSH.
Na treťom riadku nastavíme IP adresu serveru kde beží služba TACACS+ a
heslo, ktoré sme definovali na ACS serveru. Pre úspešné pripojenie cez SSH ešte
musíme priradiť skupinu, ktorá sa bude pripájať pomocou overovania AAA. [15]
switch-lan1(config)#aaa new-model
switch-lan1(config)#aaa authentication login default group tacacs+
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switch-lan1(config)#tacacs-server host 192.168.11.10
switch-lan1(config)#tacacs-server key 7 <HESLO>




2.4 Konfigurácia smerovačov cisco
V tejto kapitole si popíšeme dôležité nastavenia smerovačov, ktoré sú zapojené ako
hraničné prvky medzi vzdialenými pobočkami. Popíšeme si nastavenie smerovania a
zabezpečenie smerovacieho protokolu OSPF, popíšeme si konfiguráciu GRE tunelu
medzi smerovačmi. Práca je natoľko rozsiahlá, že si nemôžeme popísať všetko do
detailu, celý konfiguračný súbor nájdeme v prílohe práce.
2.4.1 Nastavenie smerovacieho protokolu OSPF
Pre smerovanie sme použili link-state smerovací protokol OSPF a doplnili sme ho
statickými záznammi pre siete, ktoré sa nachádzajú za firewallmi. Na smerovačoch
beží jeden smerovací proces OSPF, do krorého sme pridali lohálne pripojené siete.
Rozhrania kde netreba aby sa posielali smerovacie správy nastavíme ako passive-
interface. Musíme si uvedomiť riziko posielania správ zo smerovacími informáciami
mimo zabezpečenú sieť. Hlavne keď sú smerovacie správy v nešifrovanej podobe a
môže si ich útočník bez problémov zachitiť a zneužiť.
Statické smerovanie je potrebné z dôvodu dosiahnuteľnosti sietí, ktoré ležia za
firewallmi. Je to z dôvodu že firewall nieje primárne určený pre pre prácu so smerova-
cími protokolmi. Na firewalloch je nastavené len statické smerovanie. Ako defaultná




R1(config-router)#network 10.0.0.0 0.0.0.3 area 0
R1(config-router)#network 10.112.63.128 0.0.0.3 area 0
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R1(config-router)#network 145.122.32.0 0.0.0.3 area 0
R1(config)#ip route 0.0.0.0 0.0.0.0 10.0.0.1
R1(config)#ip route 192.168.12.0 255.255.255.0 10.112.63.130
R1(config)#ip route 192.168.120.0 255.255.255.0 10.112.63.130
2.4.2 Zabezpečenie smerovacieho protokolu OSPF
Z dôvodu zvýšenej bezpečnosti sme nastavili pre smerovací proces aby posielal správy
zašifrovane. Tieto nastavenia sa robia vždy na rozhraniach medzi dvomi susednými
smerovačmi kde beži OSPF protokol. Správy sú zašifrované symetrickým kľúčom,
to znamená že susedné smerovače sú nakonfigurované rovnakým kľúčom. Nastavenie
šifrovania je zobrazené nižšie aj s výpisom susedných smerovačov, kde beží smerovací
protokol OSPF.
R1(config)#interface FastEthernet1/1
R1(config-if)#ip address 10.112.63.129 255.255.255.252
R1(config-if)#ip ospf authentication message-digest
R1(config-if)#ip ospf message-digest-key 1 md5 <HESLO>
R1#show ip ospf neighbor
Neighbor ID Pri State Dead Time Address Interface
145.122.32.2 1 FULL/DR 00:00:31 145.122.32.2 FastEther0/1
10.112.63.130 1 FULL/BDR 00:00:37 10.112.63.130 FastEther1/1
2.5 Inštalácia smerovača postaveného na linuxe
Pôvodným cieľom zavedenia linuxového smerovača v našej práci bolo spojazdnenie
proxy-fireallu, ale nakoľko na vyriešenie problému sme neprišli, tak sme ho nasta-
vili pre smerovanie a celá interná sieť bude skrytá za jednou IP adresou. Interné
adresy sa prekladajú na jednu verejnú pomocou prekladu portov. Na smerovači je
nainštalovaný operačný systém Debian s najnovšou verziou Wheeze. Celý systém sa
inštaluje do virtualizovaného prostredia pomocou Virtual Boxu, nastavenie je rov-




Konfiguračný súbor s nastaveniami jednotlivých rozhraní nájdeme v konfiguračnom
súbore:
/etc/network/interfaces
Nakonfigurovanie rozhraní spravíme podľa výpisu nižšie:
auto lo
iface lo inet loopback
auto eth0
allow-hotplug eth0
iface eth0 inet dhcp
auto eth1
allow-hotplug eth0





Po nakonfigurovaní rozhraní spravíme reštartovanie démonu pre sieťové služby:
/etc/init.d/networking restart
Aby sme povolili smerovanie IPV4 v jadre operačného systému musíme zeditovať
súbor s premennými jadra. V súbore:
/etc/sysctl.conf
odkomentujeme riadok s premennou:
net.ipv4.ip_forward=1
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2.5.2 Preklad adries NAT
Preklad adries NAT zabezpečíme pomocou súčasti každej linoxovej distribúcie ip-
tables. Pre každú jednu sieť, pri ktorej chceme aby dochádzalo k prekladu adries,
musíme povoliť práve v iptables. [16]
iptables -t nat -A POSTROUTING -s 10.0.2.0/30 -o eth0 -j MASQUERADE
iptables -t nat -A POSTROUTING -s 192.168.10.0/24 -o eth0 -j MASQUERADE
iptables -t nat -A POSTROUTING -s 192.168.11.0/24 -o eth0 -j MASQUERADE
iptables -t nat -A POSTROUTING -s 192.168.12.0/24 -o eth0 -j MASQUERADE
iptables -t nat -A POSTROUTING -s 192.168.100.0/24 -o eth0 -j MASQUERADE
iptables -t nat -A POSTROUTING -s 192.168.120.0/24 -o eth0 -j MASQUERADE
Overiť nastavenia natu je možné pomocou príkazu:
root@server:~# iptables -t nat -L
Chain PREROUTING (policy ACCEPT)
target prot opt source destination
Chain POSTROUTING (policy ACCEPT)
target prot opt source destination
MASQUERADE all -- 10.0.2.0/30 anywhere
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MASQUERADE all -- 192.168.10.0/24 anywhere
MASQUERADE all -- 192.168.12.0/24 anywhere
MASQUERADE all -- 192.168.100.0/24 anywhere
MASQUERADE all -- 192.168.120.0/24 anywhere
Chain OUTPUT (policy ACCEPT)
target prot opt source destination
2.5.3 Nastavenie smerovania
Máme vyriešený preklad adries ale komunikácia, ktorá pochádza z iného zariadenia
ako FW1 je zahadzovaná, pretože smerovač nepozná siete za FW1. Aby bola komu-
nikácia úspešná, musíme pridať cesty k týmto sieťam, toto vykonáme príkazmi:
route add -net 192.168.10.0 netmask 255.255.255.0 gw 10.0.2.1 dev eth1
route add -net 192.168.11.0 netmask 255.255.255.0 gw 10.0.2.1 dev eth1
route add -net 192.168.12.0 netmask 255.255.255.0 gw 10.0.2.1 dev eth1
route add -net 192.168.100.0 netmask 255.255.255.0 gw 10.0.2.1 dev eth1
route add -net 192.168.120.0 netmask 255.255.255.0 gw 10.0.2.1 dev eth1
Po nastavení týchto smerovacích informácií bude linuxový smerovač preposielať
všetky dáta patriace do internej siete na FW1, ktorý už tieto siete pozná a dokáže
ich smerovať ďalej. [17]
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Vo výpise nižšie vidíme výpis smerovacej tabuľky smerovača:
root@server:~# netstat -rn
Kernel IP routing table
Destination Gateway Genmask Flags MSS Window irtt Iface
10.0.2.0 0.0.0.0 255.255.255.252 U 0 0 0 eth1
192.168.100.0 10.0.2.1 255.255.255.0 UG 0 0 0 eth1
10.0.2.0 0.0.0.0 255.255.255.0 U 0 0 0 eth0
192.168.12.0 10.0.2.1 255.255.255.0 UG 0 0 0 eth1
192.168.120.0 10.0.2.1 255.255.255.0 UG 0 0 0 eth1
192.168.11.0 10.0.2.1 255.255.255.0 UG 0 0 0 eth1
192.168.10.0 10.0.2.1 255.255.255.0 UG 0 0 0 eth1
169.254.0.0 0.0.0.0 255.255.0.0 U 0 0 0 eth0
0.0.0.0 10.0.2.2 0.0.0.0 UG 0 0 0 eth0
Aby sa nastavenia iptables zachovali aj po reštarte systému, tak ich je treba
zapísať do súboru /etc/rc.local.
2.6 Inštalácia doménového radiča
Počítače v sieťach Microsoft Windows sú organizované do pracovných skupín a do
domén. V každej doméne, ktorá predstavuje skupinu rovnakého mena, je určený
jeden počítač ako správca domény - doménový radič. Jednou z nich je autentizácia,
t.j. proces, ktorý slúži k overovaniu prístupu užívateľov k jednotlivým zdieľaným
prostriedkom. Na základe toho je prístup užívateľa k prostriedku povolený alebo
odopretý. Každý doménový radič používa security account manager (SAM), ktorý
udržiava zoznam kombinácií meno - heslo, čo je najčastejší spôsob autentizácie. Je
to výhodnejšie, ako keby každý počítač si mal udržiavať vlastnú databázu prístupov
v počte až stovky záznamov pre každý sieťový prostriedok.
Ak ľubovolný klient požaduje prístup k prostriedku niektorého servera, tak sa
tento server najskôr opýta doménového radiča, či požadujúci užívateľ je autentizo-
vaný. Ak je, tak server zariadí spojenie s príslušnými prístupovými právami. Tie
sa priraďujú prostriedku a užívateľovi. Ak užívateľ nie je autentizovaný, spojenie
sa odoprie. Pri úspešnej autentizácii doménový radič zasiela klientovi autentizačný
znak - token, ktorým sa užívateľ preukazuje pri požadovaní ďalších služieb v doméne.
Nemusí sa teda znova autentizovať. [18]
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Inštaláciu samotného doménového radiča si nebudeme popisovať, jedná sa o naj-
základnejšiu inštaláciu, ktorú môžeme nájsť na webových stránkach napríklad tu.
Máme vytvorený radič domény, ktorý bude plniť svoju úlohu v doméne lab.local.
V našej simulácii budeme potrebovať dva typy účtov, jeden pre správcov siete s ad-
ministrátorkými oprávneniami a druhý typ účtu pre klasických užívateľov s užíva-
teľským oprávnením. My sme si vytvorili účty admin1 a admin2 pre správcov, pre
užívateľov user1 a user2. Pomocou týchto účtov im bude možné sa prihlasovať do
domény.
2.7 Inštalácia cisco ACS servra
Pre autorizáciu a autentifikáciu užívateľov na sieťové zariadenia sme nainštalovali
ACS (Secure Access Control System) server od firmy Cisco. Pre naše potreby stačí
60 dňová skúšobná verzia programu, ktorá je dostupná priamo zo stránok cisco.
Samotný program sme inštalovali na doménový radič kde máme vytvorené účty v
active directory. Naším zámerom bolo namapovať užívateľské účty z active directory.
Dostali sme sa však do problému, keďže ACS server nepodporuje štruktúru užíva-
teľských účtov v active directory. Program podporuje verzie len z verzií Windows
Server 2000 a Windows Server 2003. Existuje však verzia ACS, konkrétne verzia 5.2
a vyššie, ktorá už podporuje nové systémy ako Windows Server 2008 a Windows
Server 2012. Zo stránok ale verzia 5.2 nieje volne dostupná ani v skúšobnej forme.
Musíme sa uspokojiť s manuálnou správou užívateľských účtov. Toto vo výsledku
znamená, že každý účet, ktorý budeme potrebovať musíme ručne zadať do ACS
databázy.
Cisco ACS server zahrňuje všetky prepodklady pre splnenie AAA požiadavkov.
Je zodpovedný za overovanie užívateľov a pridelovanie oprávnení podľa vopred de-
finovaných pravidiel. Pre naše potreby stačí funkcia AAA a server TACACS+. Na
voľbu máme možnosť overovania aj pomocou protokolu RADIUS, ale keďže navrhu-
jeme zabezpečenú, tak ostaneme pri prvej voľbe. Ich hlavným rozdielom je, že pro-
tokol RADIUS šifruje len heslá vymenené medzi serverom a klientom. U protokolu
TACACS prebieha celá komunikácia šifrovane.
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2.7.1 Pridávanie nových zariadení do správy ACS
Aby sme na vzdialené zariadenie mohli pripojiť, najprv musíme pridať toto zariade-
nie do správy ACS serveru. Pridanie zariadenia je zobrazené na obr. 2.14. Musíme
vypniť názov zariadenia, IP adresu a zdielané tajomstvo pre vzájomnú autentizá-
ciu. Nastavenie pre protokol RADIUS preskočíme a pokračujeme s výberom typu
autentizácie. Pre naše účely budú tieto nastavenia dostatočné.
Obr. 2.14: Pridávanie nových zariadení do Cisco ACS služby
2.7.2 Správa užívateľov
Pre správu užívateľských účtov slúži na pravej strane záložka User Setup. Po klik-
nutí na túto záložku sa zobrazí nové okno, kde si vieme zobraziť všetkých užívateľov
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v databázy obr. 2.15. Na pravej strane máme vylistovaných všetkých užívateľov z da-
tabáze. Dôležitý sĺpec je Network Access Profile. Ak sa v tomto stĺpci nachádza text
Default to znamená, že užívateľský účet sa nachádza len v lokálnej databáze ACS
serveru. Z pôvodnej myšlienky, že užívatelia budú mapovaný z active directory by
tam bolo zobrazené Windows Active Directory. Účty samozrejme možeme mapovať
aj z iných systémov ako LDAP a podobne.
Obr. 2.15: Výpiz užívateľov z databázy Cisco ACS
2.7.3 Pridávanie užívateľov
Užívatelia sa pridávajú spôsobom že sa vypní užívateľské meno a slačíme tlačidlo
Add/Edit obr. 2.15. Následne sa zobrazí nové okno, kde sa definujú atribúty pre
užívateľský účet obr. 2.16. Vyberieme si možnosť autentifikácie voči databáze ACS,
ďalej prihlasovacie heslo, ktorým sa budeme prihlasovať na zariadenia. Posledná vec,
ktorú musíme vyplniť je skupina, do ktorého bude účet priradený. Nám stačí skupina
Default, keďže budeme evidovať len správcov, ktorí majú rovnaké oprávnenia.
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Obr. 2.16: Pridávanie nových užívateľov do správy Cisco ACS
2.8 Konfigurácia syslog servera
Pre logovanie správ v každej sieti je potrebný syslog server. V našej symulácii úlohu
logovacieho servera bude plniť doménový radič, kde bude nainštalovaný Kiwi Sys-
log Server dostupný na stránkach výrobcu. Dôvodom inštalácie syslog servra na
doménový radič je ten, aby sa nemusel inštalovať nový viruálny počítač, ktorý by
spotreboval zbytočne hardwarové zdroje našeho počítača. V praxi sa väčšinou pre
syslog server používa dedikovaný hardware.
Inštalácia je veľmi jednoduchá, stačí si naištalovať aplikáciu, ktorá sa pre ope-
račný systém bude chovať ako služba. Po inštalácii stačí spustiť službu Kiwi Syslog
Server a sme pripravení na prijímanie logovacích správ. Ukážka prijatých správ je
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zobrazená na obr. 2.17.
Obr. 2.17: Prijaté log správy na Kiwi Syslog servery
2.9 Konfigurácia webového servera
Webový server potrebuje z dôvodu následnej simulácie útokov. Z tohto dôvodu si
inštaláciu popíšeme len veľmi stručne. Rovnako ako doménový radič sme ho in-
štalovali do virtualizovaného prostredia vo VirtualBoxe. Nainštalovaný je operačný
systém Windows Server 2012 Standard Edition. Pridali sme rolu webového servera
IIS a spustili ho. Žiadne ďalšie nastavenia nepotrebujeme.
2.10 Testovanie topológie
2.10.1 Testovanie SYN-Flood útoku
Test sme uskutočnili pomocou programu hping3 spusteneho z linuxového smerovača.
Tento program umožňuje genorovanie veľkého množstva TCP spojení pre konkrétny
port s veľkým množstvom dodatočných nastavení. Dokumentácia pre detailnejšie
informácie sa nachádza na stránkach hpingu.
Pre simuláciu sme použili nasledovný príkaz:
root@server:~#hping3 -i u1 -S -p 80 -c 1000 192.168.11.11
Na obr. 2.19 máme zobrazenú štatistiku dátového toku prichádzajúceho na we-
bový server. Z obr. 2.18 môžeme vidieť, že server odpovedal celkom na tri požiadavky
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Obr. 2.18: Výpis štatistiky programu hping3
programu hping3, tieto požiadavky sú reprezentované tromi výkyvmi v grafe sieťovej
komunikácie, obr. 2.19. Štvrtá požiadavka je z webového prehliadača z pc1.
Obr. 2.19: Vyťaženie sieťových zdrojov webového servera
Pre dôkladnejšiu analýzu máme na obr. 2.20 ukážku z IPS bladu firewallu fw1.
Úlohou tejto jednotky je analýza a prevencia útokov na základe ich správania. FW1
považoval toto veľké množsvo vygenerovaných SYN TCP spojení za SYN-Flood
útok. Pre testovanie útokov sme musel doinštalovať IPS blad na firewally, obr. 2.8.
Obr. 2.20: Výpis z IPS senzoru firewallu
Zaujímavý je výstup zobrazený na obr. 2.20, kde máme znázornenú celú komu-
nikáciu prechádzajúcu firewallom FW1. Je to celá komunikácia, ktorá je povolená
alebo zamietnutá pravidlami definovanými na firewallu. Je zrejmé, že filtrácia pomo-
cou pravidiel nezabraňuje SYN-Flood útoku. Jeho úlohou je len povoliť komunikáciu
na základe pravidiel a ďalej už neskúma stav protokolu. Z tohto dôvodu firma Check
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Point zaviedla na svojich firewalloch funkciu IPS, ktorá týmto útokom dokonale za-
braňuje.
2.10.2 Smurf útok na firewalll
Príkaz pre spustenie smurf útoku:
root@server:~#hping3 -1 --flood -a 10.0.2.2 10.0.2.3
Firewall zareagoval na útok ako snahu podvrhnúť zdrojovú IP adresu odosiela-
teľa. Komunikácia bola okamžite zakázaná, ktorú zobrazuje obr. 2.21 zachytený zo
SmartView Trackra.
Obr. 2.21: Ukážka zo SmartView trackra pre firewall blade
2.10.3 Testovanie otvorených portov na zariadeniach
Zbytočne otvorené porty služieb sú v každej sieťovej infraštruktúre veľkým rizikom,
pretože umožňujú útočníkom získať prístup k daným službám. Proces skenovania
portov spočíva v naväzovaní TCP alebo UDP spojení s každou bežiacou službou
na koncovom zariadení. Pre skenovanie portov sme použili linuxový program nmap,
ktorý má veľké množstvo konfiguračných možností. Ako náhrada programu Nmap
pre windows je Zenmap. Výstupy zo skenovania sa nachádzajú v prílohe B.1.
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2.11 Výsledky
Z dôvodu možností zabezpečenia siete sme zvolili šttruktúru, ktorá je zobrazená na
obr. 2.22. Topológia sa môže rozdeliť na tri celky:
• Lokálna sieť A,
• Lokálna sieť B,
• Zóna DMZ,
• WAN infraštruktúra,
• Pripojenie do internetu.
V nasledujúcom texte je popísané zabezpečenie jednotlivých funkcií z pohľadu
správcov a užívateľov.
2.11.1 Lokálna sieť A
Sieť je rozdelená do dvoch logických celkov pre správcom sietí a užívateľov. Obe
sekcie majú svoju VLAN sieť, z čoho plynie že komunikácia medzi dvomi celkami je
možná až po presmerovaní jednej VLANy do druhej. Toto smerovanie je uskutočnené
na firewally FW1, kde sme definovali, ktorí že užívatelia nesmú žiadnym spôsobom
zasahovať do siete správcov. Opačný smer komunikácie je však povolený.
Do siete VLAN-ADMINS je pripojený ešte manažmentový server pre Check Po-
int zariadenia. Správcovia sa pripájajú na toto zariadenie, odkial môžu vykonávať
správu firewallov FW1 a FW2.
Na prepínači switch-lan1 beží DHCP server pre dynamické priraďovanie IP ad-
ries na lokálnej sieti. Každá VLAN sieť má vlastný pool, odkiaľ sa priraďujú adresy.
Z každého rozsahu je prvých 10 adries vyhradených pre statické priradenia serverom
a iným zariadeniam. Keďže sme museli priradiť IP adresu VLAN-USERS, tak sa uží-
vatelia mohli pripojiť na zariadenie, pre toto obmedzenie sme použili rozšírený ACL
s názvom USERS-NET a aplikovali sme ho na rozhranie VLAN-USERS. V týchto
pravidlách sme zakázali prístup na toto zariadenie pomocou protokolu SSH, telnet.
Pre autentizáciu užívateľov je nakonfigurované overovanie voči TACACS+ serveru,
ktorý beží na doménovom radiči.
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Obr. 2.22: Návrh výslednej topológie
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2.11.2 Zóna DMZ
Do tejto zóny sa pridávajú zariadenia, ktoré chceme aby boli dostupné z lokálnej
siete ale aj z internetu. Obsahuje prepínač a dva servery. Dedikovaný web server
slúži pre testovanie útokov. Na servery DC bežia služby AD, DNS, syslog a Cisco
ACS.
Na prepínači máme nastavenú VLAN, do ktorej sú pripojené všetky servery
z bezpečnostných dôvodov. Ďalej máme nastavenú autentizáciu užívateľov voči TA-
CACS+ serveru, ktorý beží na doménovom radiči. Ďalej je nastavený vzdialený prí-
stup cez SSH. Všetky pravidlá pre filtrovanie komunikácie sú nastavené na firewally
FW1.
2.11.3 Zóna Internet
Táto zóna tvorí rozhranie medzi lokálnou sieťou a internetom. Na oddelenie týchto
zón slúži smerovač postavený na operačnom systéme linux. Beží na ňom smerovanie
a preklad adries NAT. Pôvodnou myšlienkou bolo zahrnúť i funkciu proxy servera
ale vzhľadom k opakovaným problémom s inštaláciami balíčkami sme od tejto fun-
kcie upustili. Celá komunikácia beží cez tento prvok, ktorý tvorí bránu pre každé
zariadenie pre prístup do internetu.
2.11.4 WAN infraštruktúra
Na prepojenie cez wan infraštruktúru je použitá prenajatá linka medzi hlavnou a
vzdialenou pobočkou. Na zabezpečenie WAN liniek je použitá site-to-site VPN-ka
medzi FW1 a FW2.
Na smerovačoch beží smerovací protokol OSPF. Z hľadiska bezpečnosti sme na-
stavili passive interface pre rozhrania kde posielanie aktualizácií zo smerovacieho
procesu je zbytočné. Správy, ktoré si vymieňajú smerovače pre udržiavanie kon-
zistentných smerovaích tabuliek. Pre doplnenie protokolu OSPF smerovače majú
nastavené aj statické smerovanie pre siete, ktoré sa nachádzajú za firewallmi FW1
a FW2.
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2.11.5 Lokálna sieť B
Táto sieť bola navrhnutá s rovnakou myšlienkou ako lokálna sieť A. Na prepínači
sú vytvorené rovnako dve VLAN siete pre užívateľov a správcov. Nastavenie pre
zabezpečenie, vzdialený prístup a autentizáciu sú tiež identické. Z tohto dôvodu pre
podrobnejší popis pozri popis nastavenia pre lokálnu sieť A.
2.11.6 Popis firewallov
Hlavné body zabezpečenia tvoria firewally FW1 a FW2. Celá komunikácia po sieti
prebiaha cez tieto prvky a tak vďaka ideálnemu rozmiestneniu môžeme efektívne
aplikovať filtráciu.
Medzi FW1 a FW2 je vytvorený IPSec VPN tunel vďaka, ktorému dochádza
k šifrovaniu prenášaných dát. Pomocou pravidiel pre filtráciu máme možnosť nasta-
viť, ktoré dáta sa majú cez VPN tunel posielať. Ak by sme potrebovali definovať
viacero VPN tunelov medzi zariadeniami je to bezproblémové ale musíme si dávať
pozor aby sa dve rovnaké siete nenachádzali v rozličných tuneloch.
Pre vzdialenú správu firewallow sa použí používa pripojenie SSH alebo HTTPS
a pripojenie pomocou Smart Dashboardu, ktorý sme si už popésali. SSH a HTTPS
pripojenie sa používa pre správu operačného systému SPLAT, ktorý tvorí základ
pre software od Check Pointu. Pomocou tohto pripojenia môžeme konfigurovať na-
stavenia pre software firewallu. Príkladom môže byť konfigurácia rozhraní, smerova-
nia, systémové nastavenia, nastavenia týkajúce sa certifikačnej autority a podobne.
Smart Dashboard sa používa pre správu aplikácie firewallu ako pridávanie zariadení,
definovanie pravidiel, správa VPN pripojení, inštalácia politík a iné.
Lokálne rozhrania firewallov sú nastavené ako trunk porty a z toho vyplíva že
komunikácia medzi správcami a užívateľmi je oddelená. Povoliť respektíve zakázať
komunikáciu medzi týmito dvomi sieťami môžeme spravovať priamo z firewallu.
Môžeme spravovať komunikáciu v najširšom slova smyslu. Je to oveľa výhodnejšie




Táto práca sa zaoberá komplexným riešením zabezpečenia sieťovej infraštruktúry
malého podniku. Popisujú sa v nej technológie používané v praxi na bežne dostup-
ných zariadeniach. Aby sme náš návrh mohli realizovať sme sa museli posunúť do
virtualizovaného prostredia, nakoľko sme nemali prístup k fyzickým zariadeniam.
Vďaka tejto metodike realizácie sme narazili na množstvo problémov, ktoré sa nám
nie vždy podarilo odstrániť a preto sme museli často meniť našu koncepciu.
Ako simulačný nástroj sme použili GNS3, ktorý obsahuje množstvo doplnkov,
vďaka ktorým môžeme rozšíriť možnosti programu. V porovnaní s inými progra-
mami ako je OPNET IT Guru, Cisco Packet Tracer, konfigurácia je identická sku-
točným zariadením. Tento potenciál je možné využiť ak nemáme prístup k reálnym
zariadeniam.
Ako zabezpečiť sieť, aby bola odolná voči všetkým možnostiam útoku je veľmi
komplexná otázka. Aj najlepšie navrhnutá schéma zapojenia a konfigurácie má svoje
zraniteľnosti. Pri návrhu sa môžeme koncentrovať na danú skupinu útokov, ale tak
necháme našu infraštruktúru otvorenú iným ohrozeniam. Podľa môjho názoru si
treba nájsť zlatú strednú cestu medzi efektivitou a cenou.
Ak si to vezmeme všeobecne, tak nezabezpečené protokoly ako je HTTP, Telnet,
FTP je dobré úplne zakázať a vyhýbať sa ich používaniu. Zvážiť, či komunikácia
medzi užívateľmi cez nezabezpečenú sieť by nemala byť šifrovaná nejakou formou
SSL, GPG alebo iné. Je rozumné zakázať šifrovanú komunikáciu medzi užívateľmi,
aby nemohli posielať súbory, ktorými ohrozujú bezpečnosť siete. Dobrým príkladom
je Skype, ktorý komunikuje svojím vlastným protokolom cez port 80, čo pôvodne
patrí protokolu HTTP a navyše komunikácia prebieha šifrovane, z toho vyplíva, že je
nemožné kontrolovať priebeh komunikácie. Zakázanie používania aplikácií, ktorých
pôvod je neznámi alebo je nedôveryhodný. Prideľovať prístupy zamestnancom len
na miesta, kde ich vážne potrebujú k vykonávaniu svojej činnosti. Kontrolovať a
aktualizovať OS a antivírusové programy. Pravidelné zálohovanie môže ušetriť kopu
námah po páde systému a obnove dát.
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Podľa pôvodnej koncepcie FW1 a FW2 mali byť Cisco ASA 5500 firewally. Kon-
figurácia týchto fiewallov ponúka možnosť ich nastaviť ako transparentný. Výhodou
takto nastavených zariadení je to, že na nich nedochádza k smerovaniu a zhľadiska
siete sa správajú transparentne. Podporujú všetky možnosti filtrácie komunikácie.
Charakteristické sú tým, že sa môžu nakonfigurovať kontexty, ktoré slúžia ako vir-
tuálne firewally fungujúce na fyzickom zariadení. Každý kontext sme chceli priradiť
do zvlášť VLAN, aby sme oddelili sieť užívateľov a správcov. Kombinácia transpa-
rentného firewallu a nastavenia multiple context zatiaľ v GNS3, nie je podporovaná.
Rozhodli sme sa túto komplikáciu vyriešiť tým, že firewall bude pracovať ako sme-
rovač. Táto voľba nám vyriešila problém s kontextami avšak nevyriešila všetky. Po
úspešnej konfigurácii väčšiny zariadení sme narazili na problém s nastaveniami VPN.
Po správnej konfigurácii oboch firewallov sme nedokázali vytvoriť VPN tunel. Pri
simulácii sme používali operačný systém priamo dostupný z webových stránok firmy
Cisco. Každá inštalácia firewallu musí byť aktivovaná pomocou licenčného čísla. Bez
tejto aktivácie nie sme schopný vygenerovať VPN spojenie.
Aby sme nahradili tieto zariadenia plnohodnotnými sme rozhodli použiť zaria-
denia od firmy Check Point. Na stránkach výrobcu po registrácii máme dostupnú
skúšobnú verziu softwaru. Nevýhodou tohto riešenia je to, že ich musíme najprv
nainštalovať do VirtualBoxu a prepojiť ho s GNS3. Vďaka tomuto kroku sme do
našej simulácie dostali firewall s neobmedzenými možnosťami.
Možnosť využitia simulácie v tejto práce vidím, ako výukový materiál pre školy,
osoby pripravujúce sa na certifikát alebo testovanie možností mimo produkčnú in-
fraštruktúru. GNS3 je jediný momentálny simulačný program, ktorý používa reálne
operačné systémy zariadení a je schopný medzi nimi zaisťovať kooperativitu. Plánuje
sa vydať nová verzia programu v budúcnosti, ktorá by mala mať väčšiu podporu z
hľadiska riešenia Cisco prepínačov a zariadení od iných výrobcov.
Z dôvodu rozsiahlosti práce do príloh pridávam konfiguračné súbory zariadení,
použitých v programu GNS3. Nie je možné odovzdať celý výsledok práce, nakoľko
inštalácie virtualizovaných zariadení zaberajú toľko miesta, že nieje možné ich odo-
vzdať na žiadnom médiu.
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ZOZNAM SYMBOLOV, VELIČÍN A SKRATIEK
AAA Authentication, Authorization, Accounting
ACL Access Controll List – Prístupový zoznam
ACS Cisco Secure Access Control Server – Server pre správu zabezpečenia
AD Active Directory – Stromová štruktúra domény Windows
AS Authentication Server – Autentizačný server
BGP Border Gateway Protokol – Smerovací protokol
CIFS Common Internet File System – Súborový systém
CRC Cyclic Redundancy Check – Kontrolný súčet
DHCP Dynamic Host Configuration Protocol – Služba pre dynamické pridelovanie
IP adries
DMZ Demilitarized Zone – Demilitarizačná zóna
DNS Domain Name System – Služba pre preklad názvov domén na IP adresy
DOS Denial Of Service – Odmietnutie služby
DTP Dynamic Trunking Protocol – Protokol pre automatické vyjednávanie stavu
rozhrania
EIGRP Enhanced Interior Gateway Routing Protocol – Smerovací protokol
FTP File Transfer Protocol – Protokol pre vzdialenú správu súborov
FW Firewall – Firewall
GPG GNU Privacy Group – Program pre šifrovanie dát
GRE Generic Routing Encapsulation – Virtuálny L2 tunel
ICMP Internet Control Message Protocol – Protokol sieťovej vrstvy
IDS Intrusion Detection System – Systém pre detekciu útokov
IP Internet Protokol – Protokol sieťovej vrstvy
IPS Intrusion Prevention System – Systém pre preveciu útokov
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IPSec IP Security – Zabezpečený IP protokol
IPv4 Internet Protokol version 4 – IP Protokol verzie štyri
IS-IS Intermediate System To Intermediate System – Smerovací protokol
ISL Inter-Switch Link – Protokol pracujúci na linkovej vrstve
KDC Key Distribution Center – Služba protokolu kerberos
L2 Zariadenie pracujúce na linkovej vrstve ISO/OSI modelu
L3 Zariadenie pracujúce na sieťovej vrstve ISO/OSI modelu
LAN Local Area Network – Lokálna sieť
LDAP Lightweight Directory Access Protocol – Služba pre správu užívateľov
NAT Network Address Translation – Protokol pre preklad adries
NTP Network Time Protocol – Protokol pre synchronizáciu času
OS Operating System – Oepračný systém
ISO/OSI Open Systems Interconnection – ISO/OSI sieťový model
OSPF Open Shortest Path First – Smerovací protokol
PC Personal Computer – Osobný počítač
PoE napájanie cez ehternet – Power over Ethernet
PPP Point–to–Point – Spojenie bod–bod
QoS Quality of Service – kvalita služby
RADIUS Remote Authentication Dial In User Service – Autentizačný protokol
RAM Random-access memory – Pamäť s náhodným prístupom
RDP Remote Desktop Protocol – Protokol pre vzdialenú správu
RIP Routing Information Protokol – Smerovací protokol
RSA RSA algorithm – Algoritmus pre šifrovanie
SAM Security Account Manager – Správa užívateľských mien a hesiel
SIC Secure Internal Communication – Zabezpečený komunikačný kanál
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SMTP Simple Mail Transfer Protocol – Služba pre posielanie mailov
SSH Secure Shell – Protokol zabezpečenú vzdialenú správu
TCP Transmission Control Protocol – Protokol transportnej vrstvy
TFTP Trivial File Transfer Protocol – Protokol pre prenos súborov
TGC Ticket Granting Server – Lístkový server
UDP User Datagram Protocol – Protokol transportnej vrstvy
VLAN virtuálna LAN – Virtual LAN
VPN Virtual Private Network – Virtuálna privátna sieť
VTY Virtual Terminal – Vzdialený terminál
WAN Wide Area Network – Rozliahla sieť
XMPP Extensible Messaging and Presence Protocol – Komunikačný protokol
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A POUŽITÉ IP ADRESY V TOPOLÓGII
Tab. A.1: Použité IP adresy v topológii
Zariadenie Rozhranie IP Adresa Maska siete Adresa Siete VLAN
FW1 Eth2.10 192.168.10.1 255.255.255.0 192.168.10.0 10
FW1 Eth2.100 192.168.100.1 255.255.255.0 192.168.100.0 100
FW1 Eth3 10.0.0.1 255.255.255.252 10.0.0.0
FW1 Eth4 192.168.11.1 255.255.255.0 192.168.11.0
FW1 Eth5 10.10.10.1 255.255.255.252 10.10.10.0
FW2 Eth2 10.0.1.1 255.255.255.252 10.0.1.0
FW2 Eth3.12 192.168.12.1 255.255.255.0 192.168.12.0 12
FW2 Eth3.120 192.168.120.1 255.255.255.0 192.168.12.0 120
CP man Eth1 192.168.10.2 255.255.255.0 192.168.10.0 10
switch-lan1 VLAN10 192.168.10.3 255.255.255.0 192.168.10.0 10
switch-lan1 VLAN100 192.168.100.3 255.255.255.0 192.168.100.0 100
switch-lan2 VLAN12 192.168.12.3 255.255.255.0 192.168.12.0 12
switch-lan2 VLAN120 192.168.120.3 255.255.255.0 192.168.120.0 120
switch-dmz VLAN11 192.168.11.3 255.255.255.0 192.168.11.0 11
PC1 DHCP 255.255.255.0 192.168.10.0 10
PC2 DHCP 255.255.255.0 192.168.100.0 100
PC3 DHCP 255.255.255.0 192.168.12.0 12
PC4 DHCP 255.255.255.0 192.168.120.0 120
DC 192.168.11.10 255.255.255.0 192.168.11.0 11
Web-server 192.168.11.11 255.255.255.0 192.168.11.0 11
linux-smerovač 192.168.11.11 255.255.255.0 192.168.11.0 11
R1 Fa0/0 10.0.0.2 255.255.255.252 10.0.0.0
R1 Fa0/1 145.122.32.1 255.255.255.252 145.122.32.0
R1 Fa1/1 10.112.63.129 255.255.255.252 10.112.63.128
R2 Fa0/1 145.122.32.2 255.255.255.252 145.122.32.0
R2 Fa1/0 32.10.0.66 255.255.255.252 32.10.0.64
R3 Fa0/0 10.0.1.2 255.255.255.252 10.0.1.0
R3 Fa1/0 32.10.0.65 255.255.255.252 32.10.0.64
R3 Fa1/1 10.112.63.130 255.255.255.252 10.112.63.130
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B VÝSLEDKY SKENOVANIA SIETE
Obr. B.1: Výstup skenovania portov na prepínači switch-lan1 z VLANy ADMINS
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Obr. B.2: Výstup skenovania portov na prepínači switch-lan1 z VLANy USERS
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Obr. B.3: Výstup skenovania portov na firewally FW1 z linuxového smerovača
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Obr. B.4: Vyťaženie sieťových zdrojov webového servera
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