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Abstract
This paper introduces the Sylvester graphi-
cal lasso (SyGlasso) that captures multiway
dependencies present in tensor-valued data.
The model is based on the Sylvester equation
that defines a generative model. The pro-
posed model complements the tensor graph-
ical lasso (Greenewald et al., 2019) that im-
poses a Kronecker sum model for the in-
verse covariance matrix by providing an al-
ternative Kronecker sum model that is gen-
erative and interpretable. A nodewise re-
gression approach is adopted for estimating
the conditional independence relationships
among variables. The statistical convergence
of the method is established, and empirical
studies are provided to demonstrate the re-
covery of meaningful conditional dependency
graphs. We apply the SyGlasso to an elec-
troencephalography (EEG) study to compare
the brain connectivity of alcoholic and non-
alcoholic subjects. We demonstrate that our
model can simultaneously estimate both the
brain connectivity and its temporal depen-
dencies.
1 Introduction
Estimating conditional independence patterns of mul-
tivariate data has long been a topic of interest for
statisticians. In the past decade, researchers have fo-
cused on imposing sparsity on the precision matrix (in-
verse covariance matrix) to develop efficient estimators
in the high-dimensional statistics regime where n p.
The success of the `1-penalized method for estimating
multivariate dependencies was demonstrated in Mein-
shausen and Bühlmann (2006) and Friedman et al.
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(2008) for the multivariate setting. This has naturally
led researchers to generalize these methods to mul-
tiway tensor-valued data. Such generalizations are of
benefit for many applications, including the estimation
of brain connectivity in neuroscience, reconstruction of
molecular networks, and detecting anomalies in social
networks over time.
The first generalizations of multivariate analysis
to the tensor-variate settings were presented by
Dawid (1981), where the matrix-variate (a.k.a. two-
dimensional tensor) distribution was first introduced
to model the dependency structures among both rows
and columns. Dawid (1981) extended the multivari-
ate setting by rewriting the tensor-variate data as
a vectorized (vec) representation of the tensor sam-
ples X ∈ Rm1×···×mk and analyzing the overall preci-
sion matrix Ω = E
(
vec(X )vec(X )T ) ∈ Rm×m, where
m =
∏K
k=1mk. Even for a two-dimensional tensor
X ∈ Rm1×m2 , the computation complexity and sample
complexity is high since the number of parameters in
the precision matrix grows quadratically asm2. There-
fore, in the regime of tensor-variate data, unstructured
precision matrix estimation has posed challenges due
to the large number of samples needed for accurate
structure recovery.
To address the sample complexity challenges, spar-
sity can be imposed on the precision matrix Ω by
using a sparse Kronecker product (KP) or Kronecker
sum (KS) decompositions of Ω. The earliest and
most popular form of sparse structured precision ma-
trix estimation represents Ω as the Kronecker prod-
uct of smaller precision matrices. Tsiligkaridis et al.
(2013) and Zhou (2014) proposed to model the preci-
sion matrix as a sparse Kronecker product of the co-
variance matrices along each mode of the tensor in
the form Ω = Ψ1 ⊗ · · · ⊗ΨK . The KP structure on
the precision matrix has the nice property that the
corresponding covariance matrix is also a KP. Zhou
(2014) provides a theoretical framework for estimat-
ing the Ω under KP structure and showed that the
precision matrices can be estimated from a single in-
stance under the matrix-variate normal distribution.
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Lyu et al. (2019) extended the KP structured model
to tensor-valued data, and provided new theoretical
insights into the KP model. An alternative, called the
Bigraphical Lasso, was proposed by Kalaitzis et al.
(2013) to model conditional dependency structures of
precision matrices by using a Kronecker sum repre-
sentation Ω = Ψ1 ⊕ Ψ2 = (Ψ1 ⊗ I) + (I ⊗ Ψ2).
On the other hand, Rudelson and Zhou (2017) and
Park et al. (2017) studied the KS structure on the
covariance matrix Σ = A ⊕ B which corresponds to
errors-in-variables models. More recently, Greenewald
et al. (2019) proposed a model that generalized the KS
structure to model tensor-valued data, called the Ter-
aLasso. As shown in their paper, compared to the KP
structure, KS structure on the precision matrix leads
to a non-separable covariance matrix that provides a
richer model than the KP structure.
KP vs KS: The KP model admits a simple stochas-
tic representation as X = C−1ZD−1, where A =
CCT ,B = DDT , and Z is white Gaussian. It can be
shown using properties of KP that X ∼ N (0, (A ⊗
B)−1). Unlike the KP model, the KS model does
not have a simple stochastic representation. From
another perspective, the Kronecker structures can be
characterized by the product graphs of the individ-
ual components. Kalaitzis et al. (2013) first motivated
the KS structure on the precision matrix by relating
(Ψ1 ⊕ · · · ⊕ΨK) to the associated Cartesian product
graph. Thus, the overall structure of Ω naturally leads
to an interpretable model that brings the individual
components together. The KP, however, corresponds
to the direct tensor product of the individual graphs
and leads to a denser dependency structure in the pre-
cision matrix Greenewald et al. (2019).
The Sylvester Graphical Lasso (SyGlasso): We
propose a Sylvester-structured graphical model to esti-
mate precision matrices associated with tensor data.
Similar to the KP- and KS-structured graphical mod-
els, we simultaneously learnK graphs along each mode
of the tensor data. However, instead of a KS or KP
model for the precision matrix, the Sylvester struc-
tured graphical model uses a KS model for the square
root factor of the precision matrix. The model is
estimated by joint sparse regression models that im-
pose sparsity on the individual components Ψk for
k = 1, . . . ,K. The Sylvester model reduces to a
squared KS representation for the precision matrix
Ω = (Ψ1⊕· · ·⊕ΨK)2, which is motivated by a stochas-
tic representation of multivariate data with such a pre-
cision matrix. SyGlasso is the first KS-based graphi-
cal lasso model that admits a stochastic representation
(i.e., Sylvester). Thus, our proposed SyGlasso puts the
KS representations on similar ground as the KP rep-
resentations in terms of interpretablility.
Notations
We adopt the notations used by Kolda and Bader
(2009). A K-th order tensor is denoted by boldface
Euler script letters, e.g, X ∈ Rm1×···×mK . X reduces
to a vector for K = 1 and to a matrix for K = 2. The
(i1, . . . , iK)-th element of X is denoted by X i1,...,iK ,
and we define the vectorization of X to be vec(X ) :=
(X 1,1,...,1,X 2,1,...,1, . . . ,Xm1,1,...,1,X 1,2,...,1,
. . . ,Xm1,m2,...,mk)T ∈ Rm with m =
∏K
k=1mk.
There are several tensor algebra concepts that we re-
call. A fiber is the higher order analogue of the row
and column of matrices. It is obtained by fixing all
but one of the indices of the tensor, e.g., the mode-
k fiber of X is X i1,...,ik−1,:,ik+1,...,iK . Matricization,
also known as unfolding, is the process of transform-
ing a tensor into a matrix. The mode-k matriciza-
tion of a tensor X , denoted by X (k), arranges the
mode-k fibers to be the columns of the resulting ma-
trix. It is possible to multiply a tensor by a matrix
– the k-mode product of a tensor X ∈ Rm1×···×mK
and a matrix A ∈ RJ×mk , denoted as X ×k A, is
of size m1 × · · · × mk−1 × J × mk+1 × . . .mk. Its
entry is defined as (X ×k A)i1,...,ik−1,j,ik+1,...,iK :=∑mk
ik=1
X i1,...,iKAj,ik . In addition, for a list of matrices
{A1, . . . ,AK} with Ak ∈ Rmk×mk , k = 1, . . . ,K, we
define X × {A1, . . . ,AK} := X ×1 A1 ×2 · · · ×K AK .
Lastly, we define the K-way Kronecker product as⊗K
k=1 Ψk = Ψ1 ⊗ · · · ⊗ ΨK , and the equivalent no-
tation for the Kronecker sum as
⊕K
k=1 Ψk = Ψ1 ⊕
· · · ⊕ ΨK =
∑K
k=1 I[d1:k−1] ⊗ Ψk ⊗ I[dk+1:K ], where
I[dk:`] = Idk ⊗ · · · ⊗ Id` .
2 Sylvester Graphical Lasso
Let a random tensor X ∈ Rm1×···×mK be generated
by the following representation:
X ×1 Ψ1 + · · ·+X ×K ΨK = T , (1)
where Ψk ∈ Rmk×mk , k = 1, . . . ,K are sparse sym-
metric positive definite matrices and T is a random
tensor of the same order as X . Equation (1) is known
as the Sylvester tensor equation. The equation often
arises in finite difference discretization of linear par-
tial equations in high dimension (Bai et al., 2003) and
discretization of separable PDEs (Kressner and Tobler,
2010; Grasedyck, 2004). When K = 2 it reduces to the
Sylvester matrix equation Ψ1X + XΨ2T = T which
has wide application in control theory, signal process-
ing and system identification (see, for example Datta
and Zou (2017) and references therein).
It is not difficult to verify that the Sylvester repre-
sentation (1) is equivalent to the following system of
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linear equations:(
K⊕
k=1
Ψk
)
vec(X ) = vec(T ), (2)
If T is a random tensor such that vec(T ) has
zero mean and identity covariance, it follows from
(2) that any X generated from the stochastic rela-
tion (1) satisfies E vec(X ) = 0 and Σ = Ω−1 :=
E vec(X ) vec(X )T =
(⊕K
k=1 Ψk
)−2
. In particular,
when vec(T ) ∼ N (0, Im), we have that vec(X ) ∼
N
(
0,
(⊕K
k=1 Ψk
)−2)
.
This paper proposes a procedure for estimating Ω with
N independent copies of the tensor data {X i}Ni=1 that
are generated from (1). For the rest of the paper, we
assume that the last mode of the data tensor corre-
sponds to the observations mode. For example, when
K = 2, X ∈ Rm1×m2×N is the matrix-variate data
with N observations. Our goal is to estimate the K
precision matrices {Ψk}Kk=1 each of which describes
the conditional independence of k-th data dimension.
The resulting precision matrix is Ω =
(⊕K
k=1 Ψk
)2
.
By rewriting (2) element-wise, we first observe that(
K∑
k=1
(Ψk)ik,ik
)
X i[1:K]
= −
K∑
k=1
∑
jk 6=ik
(Ψk)ik,jkX i[1:k],jk,i[k+1:K] + T i[1:K] .
(3)
Note that the left-hand side of (3) involves only the
summation of the diagonals of the Ψ’s and the right-
hand side is composed of columns of Ψ’s that exclude
the diagonal terms. Equation (3) can be interpreted
as an autogregressive model relating the (i1, . . . , iK)-th
element of the data tensor (scaled by the sum of diag-
onals) to other elements in the fibers of the data ten-
sor. The columns of Ψ′s act as regression coefficients.
The formulation in (3) naturally leads us to consider a
pseudolikelihood-based estimation procedure (Besag,
1977) for estimating Ω. It is known that inference us-
ing pseudo-likelihood is consistent and enjoys the same√
N convergence rate as the MLE in general (Varin
et al., 2011). This procedure can also be more robust
to model misspecification. Specifically, we define the
sparse estimate of the underlying precision matrices
along each axis of the data as the solution of the fol-
lowing convex optimization problem:
min
Ψk∈Rmk×mk
k=1,...K
−N
∑
i1,...,iK
logWi[1:K]
+
1
2
∑
i1,...,iK
‖(I) + (II)‖22 +
K∑
k=1
Pλk(Ψk).
(4)
where Pλk(·) is a penalty function indexed by the tun-
ing parameter λk and
(I) = Wi[1:K]X i[1:K]
(II) =
K∑
k=1
∑
jk 6=ik
(Ψk)ik,jkX i[1:k],jk,i[k+1:K] ,
with Wi[1:K] :=
∑K
k=1(Ψk)ik,ik . Here we focus on the
`1-norm penalty, i.e., Pλk(Ψk) = λk‖Ψk‖1,off.
The optimization problem (4) can be put into the fol-
lowing matrix form:
min
Ψk∈Rmk×mk
k=1,...K
− N
2
log |(diag(Ψ1)⊕ · · · ⊕ diag(ΨK))2|
+
N
2
tr(S(Ψ1 ⊕ · · · ⊕ΨK)2) +
K∑
k=1
Pλk(Ψk)
where diag(Ψk) ∈ Rmk×mk is a matrix of the di-
agonal entries of Ψk and S ∈ Rm×m is the sam-
ple covariance matrix, i.e., S = 1N vec(X )T vec(X ).
Note that the pseudolikelihood above approximates
the `1-penalized Gaussian negative log-likelihood in
the log-determinant term by including only the Kro-
necker sum of the diagonal matrices instead of the Kro-
necker sum of the full matrices. Further discussion of
pseudolikelihood- and likelihood-based approaches for
(inverse) covariance estimations can be found in Khare
et al. (2015).
We also note that when K = 1 the objective (4)
reduces to the objective of the CONCORD estima-
tor (Khare et al., 2015), and is similar to those of
SPACE (Peng et al., 2009) and Symmetric lasso (Fried-
man et al., 2010). Our framework is a generalization
of these methods to higher order tensor-valued data,
when the Sylvester representation (1) holds.
Remark: In our formulation Ω = (
⊕K
k=1 Ψk)
2 does
not uniquely determine {Ψk}Kk=1 due to the trace am-
biguity: scaled identity factors can be added to/sub-
tracted from the Ψ′ks without changing the matrix Ω.
To address this non-identifiability, we rewrite the over-
all precision matrix Ω as
Ω =
(
K⊕
k=1
Ψk
)2
=
(
K⊕
k=1
Ψoffk +
K⊕
k=1
diag(Ψk)
)2
,
where Ψoffk = Ψk − diag(Ψk), and estimate the off-
diagonal entries Ψoffk and
⊕K
k=1 diag(Ψk) separately.
This allows us to reconstruct the overall precision ma-
trix Ω when Ψoffk is penalized with an `1 penalty.
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2.1 Estimation of the graphical model
Let QN (W , {Ψoffk }Kk=1) denote the objective function
in (4), where W = ⊕Kk=1 diag(Ψk). We adopt a con-
vergent alternating minimization approach (Khare and
Rajaratnam, 2014) that cycles between optimizing Ψk
and W while fixing other parameters. In particular,
for 1 ≤ k ≤ K, 1 ≤ ik < jk ≤ mk, define
Tikjk(Ψ
off
k ) = arg min
(Ψ˜l)m,n=(Ψl)m,n
∀(l,m,n)6=(k,ik,jk)
QN (W˜ , {Ψ˜offk }Kk=1)
T (W) = arg min
Ψ˜offk =Ψ
off
k∀k
QN (W˜ , {Ψ˜offk }Kk=1).
(5)
For each (k, ik, jk), Tikjk(Ψoffk ) updates the (ik, jk)-th
entry with the minimizer of QN (W , {Ψ}Kk=1) with re-
spect to (Ψk)offikjk holding all other variables constant.
Similarly, T (W) updates Wi[1:K] with the solution of
minQN (W , {Ψ}Kk=1) with respect to Wi[1:K] holding
all other variables constant. The closed form updates
Tikjk(Ψ
off
k ) and T (W) are detailed in Appendix A.
Algorithm 1: Nodewise SyGlasso
Input: Standardized data X , penalty parameter λk
Output: {Ψˆk}Kk=1, Ωˆ =
(⊕K
k=1 Ψˆk
)2
Initialize {Ψˆ(0)k }Kk=1, Ωˆ(0) =
(⊕K
k=1 Ψˆ
(0)
k
)2
while not converged do
# Update off-diagonal elements;
for k ← 1, . . . ,K do
for ik ← 1, . . . ,mk − 1 do
for jk ← ik + 1, . . . ,mk do
(Ψˆ
(t+1)
k )ik,jk ← (Tik,jk(Ψ(t)k ))ik,jk ;
from (9) in Appendix A.1
end
end
end
# Update diagonal elements;
Wˆ(t+1) ← T (W(t)) from (10) in Appendix A.2
end
3 Large Sample Properties
We show that under suitable conditions, the Sylvester
graphical lasso (SyGlasso) estimator (Algorithm 1)
achieves both model selection consistency and estima-
tion consistency. As in other studies (Khare et al.,
2015; Peng et al., 2009)1, for the convergence analysis
1When K = 1 it is possible to relax this assumption to
require only accurate estimates of the diagonals, see Khare
et al. (2015); Peng et al. (2009) for details.
we make standard assumptions that the diagonal of Ω
is known. We analyze the theoretical properties of the
SyGlasso under the assumption that W is given. In
practice, we can estimate W using Algorithm 1, and
if the diagonals of each individual Ψk are desired, we
can incorporate any available prior knowledge of the
variation along each data dimension.
We estimate {Ψoffk }Kk=1 by solving the following `1 pe-
nalized problem:
min
β
LN
(
W ,β,X
)
+
K∑
k=1
λk‖Ψk‖1,off, (6)
where LN
(
W ,β,X
)
:= 1N
∑N
s=1 L
(
W ,β,X s
)
, with
L
(
W ,β,X s
)
= −N
∑
i[1:K]
logWi[1:K]
+
1
2
∑
i1,...,iK
((I) + (II))2.
(7)
where
(I) = Wi[1:K]X i[1:K]
(II) =
K∑
k=1
∑
jk 6=ik
(Ψk)ik,jkX i[1:k−1],jk,i[k+1:K]
β = ((Ψ1)1,2, (Ψ1)1,3, . . . , (Ψ1)1,m1 , . . . , (Ψk)mk−1,mk)
T
and β denotes the off-diagonal entries of all Ψ′ks.
We first state the regularity conditions needed for es-
tablishing convergence of the SyGlasso estimator. Let
Ak := {(i, j) : (Ψk)i,j 6= 0, i 6= j} and qk := |Ak|
for k = 1, . . . ,K be the true edge set and the num-
ber of edges, respectively. Let A = ∪Kk=1Ak. We use
β¯, Ω¯,W¯ to emphasize that they are the true values of
the corresponding parameters.
(A1 - Subgaussianity) The data X 1, . . . ,XN are
i.i.d subgaussian random tensors, that is, vec(X i) ∼ x,
where x is a subgaussian random vector in Rp, i.e.,
there exist a constant c > 0, such that for every a ∈
Rp, EeaT x ≤ ecaT Σ¯a, and there exist ρj > 0 such that
Eetx
2
j ≤ K whenever |t| < ρj , for 1 ≤ j ≤ p.
(A2 - Bounded eigenvalues) There exist constants
0 < Λmin ≤ Λmax < ∞, such that the mini-
mum and maximum eigenvalues of Ω are bounded
with λmin(Ω¯) = (
∑K
k=1 λmax(Ψk))
−2 ≥ Λmin and
λmax(Ω¯) = (
∑K
k=1 λmin(Ψk))
−2 ≤ Λmax.
(A3 - Incoherence condition) There exists a con-
stant δ < 1 such that for k = 1, . . . ,K and all
(i, j) ∈ Ak
|L¯′′ij,Ak(W¯ , β¯)[L¯
′′
Ak,Ak(W¯ , β¯)]−1sign(β¯Ak)| ≤ δ,
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where for each k and 1 ≤ i < j ≤ mk, 1 ≤ k < l ≤ mk,
L¯
′′
ij,kl(W¯ , β¯) := EW¯,β¯
(
∂2L(W ,β,X )
∂(Ψk)i,j∂(Ψk)k,l
|W=W¯,β=β¯
)
.
Note that conditions analogous to (A3) have been used
in Meinshausen and Bühlmann (2006) and Peng et al.
(2009) to establish high-dimensional model selection
consistency of the nodewise graphical lasso in the case
of K = 1. Zhao and Yu (2006) show that such a condi-
tion is almost necessary and sufficient for model selec-
tion consistency in lasso regression, and they provide
some examples when this condition is satisfied.
Inspired by Meinshausen and Bühlmann (2006) and
Peng et al. (2009) we prove the following properties:
1. Theorem 3.1 establishes estimation consistency
and sign consistency for the nodewise SyGlasso
restricted to the true support, i.e., βAc = 0,
2. Theorem 3.2 shows that no wrong edge is selected
with probability tending to one,
3. Theorem 3.3 establishes consistency result of the
nodewise SyGlasso.
Theorem 3.1. Suppose that conditions (A1-A2) are
satisfied. Suppose further that λN,k = O(
√
mk log p
N )
for all k and N > O(maxk qkmk log p) as N → ∞.
Then there exists a constant C(β¯), such that for any
η > 0, the following hold with probability at least
1−O(exp(−η log p)):
• There exists a global minimizer βˆA of the re-
stricted SyGlasso problem:
min
β:βAc=0
LN (W¯ ,β,X ) +
K∑
k=1
λk‖Ψk‖1,off. (8)
• (Estimation consistency) Any solution βˆA of (8)
satisfies:
‖βˆA − βA‖2 ≤ C(β¯)
√
K max
k
√
qkλN,k.
• (Sign consistency) If further the minimal sig-
nal strength satisfies: min(i,j)∈Ak |(Ψk)i,j | ≥
2C(β¯)
√
K maxk
√
qkλN,k for each k, then
sign(βˆAk)=sign(β¯Ak).
Theorem 3.2. Suppose that the conditions of Theo-
rem of 3,1 and (A3) are satisfied. Suppose further that
p = O(Nκ) for some κ ≥ 0. Then for η > 0, for N
sufficiently large, the solution of (8) satisfies:
PW¯,β¯
(
max
(i,j)∈Ack
|L′N,ij(W¯ , βˆAk ,X )| < λN,k
)
≥ 1−O(exp(−η log p))
for each k, where L′N,ij := ∂LN/∂(Ψk)ij .
Theorem 3.3. Assume the conditions of Theorem 3.2.
Then there exists a constant C(β¯) > 0 such that for
any η > 0 the following events hold with probability
at least 1−O(exp(−η log p)):
• There exists a global minimizer βˆ to problem (4).
• (Estimation consistency) Any minimizer βˆ of (4)
satisfies:
‖βˆ − β‖2 ≤ C(β¯)
√
K max
k
√
qkλN,k.
• (Sign consistency) If min(i,j)∈Ak |(Ψk)i,j | ≥
2C(β¯) maxk
√
qkλN,k for each k, then
sign(βˆ)=sign(β¯).
Proofs of the above theorems are given in Appendix
B.
4 Numerical Illustrations
We evaluate the proposed SyGlasso estimator (Algo-
rithm 1) in terms of optimization and graph recov-
ery accuracy. We also compare the graph recovery
performance with other models recently proposed for
matrix- and tensor-variate precision matrices. We first
illustrate the differences among these models by inves-
tigating the sparsity pattern of Ω with K = 3 modes
and mk = 4,∀k. For simplicity, we generate Ψk for
k = 1, 2, 3 as identical 4 × 4 precision matrices that
follow a one dimensional autoregressive-1 (AR1) pro-
cess. We recall the KP and KS models:
Kronecker Product (KP): The KP model restricts
the precision matrix and the covariance matrix to be
separable across the K data dimensions and suffers
from a multiplicative explosion in the number of edges.
As they are separable models and the constructed Ω
corresponds to the direct product of the K graphs,
KP is unable to capture more complex nested patterns
captured by the KS and SyGlasso models as shown in
Figure 1 (c) and (d).
Kronecker Sum (KS): The covariance matrix un-
der the KS precision matrix assumption is nonsepara-
ble across K data dimensions, and the KS-structured
models can be motivated from a maximum entropy
point of view. Contrary to the KP structure, the num-
ber of edges in the KS structure grows as the sum of
the edges of the individual graphs (as a result of Carte-
sian product of the associated graphs), which leads to
a more controllable number of edges in Ω.
We compare these methods under different model as-
sumptions to explore the flexibility of the proposed
SyGlasso model under model mismatch. To empiri-
cally assess the efficiency of the proposed model, we
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(a) Ψk (b) KP Ω
(c) KS Ω (d) SyGlasso Ω
Figure 1: Comparison of SyGlasso to Kronecker sum
(KS) and product (KP) structures. All models are
composed of the same components Ψk for k = 1, 2, 3
generated as an AR(1) model with mk = 4 as shown
in (a). The AR(1) components are brought together
to create the final 64×64 precision matrix Ω following
(b) the KP structure with Ω =
⊗3
k=1 Ψk, (c) the KS
structure with Ω =
⊕3
k=1 Ψk, and (d) the proposed
Sylvester model with Ω =
(⊕3
k=1 Ψk
)2
. The KP does
not capture nested structures as it simply replicates
the individual component with different multiplicative
scales. The SyGlasso model admits a precision matrix
structure that strikes a balance between KS and KP.
generate tensor-valued data based on three different
precision matrices. The Ψk’s are generated from one
of 1) AR1(ρ), 2) Star-Block (SB), or 3) Erdos-Renyi
(ER) random graph models described in Appendix C.
We test SyGlasso with K = 2 under: 1) SB with
ρ = 0.6 and sub-blocks of size 16 and AR1(ρ = 0.6);
2) SB with ρ = 0.6 and sub-blocks of size 16 and ER
with 256 randomly selected edges. In both scenarios
we set m1 = 128 and m2 = 256 with 10 samples. Fig-
ure 2 shows the iterative optimization performance of
Algorithm 1. All the plots for the various scenarios ex-
hibit iterative optimization approximation errors that
quickly converge to values below the statistical errors.
Note that these plots also suggest that our algorithm
can attain linear convergence rates. We also test our
method for model selection accuracy over a range of
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Figure 2: Performance of the SyGlasso estima-
tor against the number of iterations under different
topologies of Ψk’s. The solid line shows the statis-
tical error log(‖Ψˆ(t)k − Ψk‖F \‖Ψk‖F ), and the dot-
ted line shows the optimization error log(‖Ψˆ(t)k −
Ψˆk‖F \‖Ψˆk‖F ), where Ψˆk is the final SyGlasso estima-
tor. The performances of Ψ1 and Ψ2 are represented
by red and blue lines, respectively.
penalty parameters (we set λk = λ, ∀k). Figure 3 dis-
plays the sum of false positive rate and false nega-
tive rate (FPR+FNR), it suggests that the nodewise
SyGlasso estimator is able to fully recover the graph
structures for each mode of the tensor data.
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Figure 3: The performance of model selection mea-
sured by FPR + FNR. The performances of Ψ1 and
Ψ2 are represented by red and blue lines, respectively.
With an appropriate choice of λ, the SyGlasso recovers
the dependency structures encoded in each Ψk.
We compare the proposed SyGlasso to the TeraLasso
estimator (Greenewald et al., 2019), and to the Tlasso
estimator proposed by Lyu et al. (2019) for KP, on
data generated using precision matrices (Ψ1 ⊕ Ψ2 ⊕
Ψ3)
2, Ψ1 ⊕Ψ2 ⊕Ψ3, and Ψ1 ⊗Ψ2 ⊗Ψ3, where Ψ’s
are each 16 × 16 ER graphs with 16 nonzero edges.
We use the Matthews correlation coefficient (MCC) to
compare model selection performances. The MCC is
defined as (Matthews, 1975)
MCC =
TP× TN− FP× FN√
(TP + FP)(TP + FN)(TN + FP)(TN + FN)
,
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where we follow Greenewald et al. (2019) to consider
each nonzero off-diagonal element of Ψk as a single
edge.
The results shown in Figure 4 indicate that all three es-
timators perform well when N = 5, even under model
misspecification. In the single sample scenario, the
graph recovery performance of each estimator does
well under each true underlying data generating pro-
cess. Note that for data generated using KP, the Sy-
Glasso performs surprisingly well and is comparable to
Tlasso. These results seem to indicate that SyGlasso
is very robust under model misspecification. The su-
perior performance of SyGlasso under KP model, even
with one sample, suggests again that SyGlasso struc-
ture has a flavor of both KS and KP structures, as
seen in Figure 1. This follows from the observation
that (Ψ1⊕Ψ2)2 = Im1⊗Ψ21 +Ψ22⊗Im2 +2Ψ1⊗Ψ2 =
Ψ21 ⊕Ψ22 + 2Ψ1 ⊗Ψ2.
5 EEG Analysis
We revisit the alcoholism study conducted by Zhang
et al. (1995) to explore multiway relationships in EEG
measurements of alcoholic and control subjects. Each
of 77 alcoholic subjects and 45 control subjects was vi-
sually stimulated by either a single picture or a pair of
pictures on a computer monitor. Following the analy-
ses of Zhu et al. (2016) and Qiao et al. (2019), we focus
on the α frequency band (8 - 13 Hz) that is known to
be responsible for the inhibitory control of the sub-
jects (see Knyazev (2007) for more details). The EEG
signals were bandpass filtered with the cosine-tapered
window to extract α-band signals. Previous Gaussian
graphical models applied to such α frequency band fil-
tered EEG data could only estimate the connectivity
of the electrodes as they cannot be generalized to ten-
sor valued data. The SyGlasso reveals similar depen-
dency structure as reported in Zhu et al. (2016) and
Qiao et al. (2019) while recovering the chain structure
of the temporal relationship.
Specifically, after the band-pass filter was applied,
we work with the tensor data X alcoholic,X control ∈
Rmnodes×mtime×mtrial corresponding to an alcoholic
subject and a control subject. We simultaneously es-
timate Ψnode ∈ Rmnode×mnode that encodes the de-
pendency structure among electrodes and Ψtime ∈
Rmtime×mtime that shows the relationship among time
points that span the duration of each trial. Previous
studies consider the average of all trials, for each sub-
ject and use the number of subjects as observations
to estimate the dependency structures among 64 elec-
trodes. Instead, we look at one subject at a time and
consider different experimental trials as observations.
Our analysis focuses on recovering the precision ma-
N = 1 N = 5
Sy
G
la
ss
o
0.25
0.50
0.75
1.00
0.0 0.5 1.0 1.5 2.0 2.5 3.0
λ
M
C
C
SyGlasso
TeraLasso
Tlasso
0.25
0.50
0.75
1.00
0.0 0.5 1.0 1.5 2.0 2.5 3.0
λ
M
C
C
SyGlasso
TeraLasso
Tlasso
K
S
0.25
0.50
0.75
1.00
0.0 0.5 1.0 1.5 2.0 2.5 3.0
λ
M
C
C
SyGlasso
TeraLasso
Tlasso
0.25
0.50
0.75
1.00
0.0 0.5 1.0 1.5 2.0 2.5 3.0
λ
M
C
C
SyGlasso
TeraLasso
Tlasso
K
P
0.25
0.50
0.75
1.00
0.0 0.5 1.0 1.5 2.0 2.5 3.0
λ
M
C
C
SyGlasso
TeraLasso
Tlasso
0.25
0.50
0.75
1.00
0.0 0.5 1.0 1.5 2.0 2.5 3.0
λ
M
C
C
SyGlasso
TeraLasso
Tlasso
Figure 4: Performance of SyGlasso, TeraLasso (KS),
and Tlasso (KP) measured by MCC under model mis-
specification. MCC of 1 represents a perfect recovery
of the sparsity pattern in Ω, and MCC of 0 corresponds
to random guess. From top to bottom, the synthetic
data were generated with the precision matrices from
SyGlasso, KS, and KP models. The left column shows
the results for a single sample (N = 1), and the right
column shows the results for N = 5 observations. Note
that the SyGlasso has better performance for a single
sample (left column) when data is generated from the
matched Kronecker model and as good performance
for the mismatched Kronecker models.
trices of electrodes and time points, but it can be eas-
ily generalized to estimate the dependency structure
among trials as well.
Figure 5 shows the result of the SyGlasso estimated
network of electrodes. For comparison, both graphs
were thresholded to match 5% sparsity level. Similar
to the findings of Qiao et al. (2019), our estimated
graph Ψnode for the alcoholic group shows the asym-
metry between the left and the right side of the brain
compared to the more balanced control group. Our
finding is also consistent with the result in Hayden
et al. (2006) and Zhu et al. (2016) that showed frontal
asymmetry of the alcoholic subjects.
The Sylvester Graphical Lasso (SyGlasso)
(a) Alcoholic subject (b) Control subject
Figure 5: Estimated brain connectivity results from
SyGlasso for (a) the alcoholic subject and (b) the con-
trol subject. The blue nodes correspond to the frontal
region, and the yellow nodes correspond to the parietal
and occipital regions. The alcoholic subject has asym-
metric brain connections in the frontal region com-
pared to the control subject.
(a) Alcoholic subject (b) Control subject
Figure 6: Support (off-diagonals) of SyGlasso-
estimated temporal Sylvester factor Ψˆtime of the pre-
cision matrix for (a) the alcoholic subject and (b) the
control subject. Both subjects exhibit banded condi-
tional dependency structures over time.
While previous analyses on this EEG data using graph-
ical models only focused on the precision matrix of
the electrodes, here we exhibit in Figure 6 the sec-
ond precision matrix that encodes temporal depen-
dency. Overall both subjects exhibit banded depen-
dency structures over time, since adjacent timepoints
are conditionally dependent. However, note that the
conditional dependency structure of the timepoints for
the alcoholic subject appears to be more chaotic.
6 Discussion
This paper proposed Sylvester-structured graphical
model and an inference algorithm, the SyGlasso, that
can be applied to tensor-valued data. The current
tools available for researchers are limited to Kronecker
product and Kronecker sum models on either the co-
variance or the precision matrix. Our model is moti-
vated by a generative stochastic representation based
on the Sylvester equation. We showed that the result-
ing precision matrix corresponds to the squared Kro-
necker sum of the precision matrices Ψk along each
mode. The individual components Ψk’s are estimated
by the nodewise regression based approach.
There are several promising future directions to take
the proposed SyGlasso. First is to relax the assump-
tion that the diagonals of the factors are fixed - an as-
sumption that is standard among the Kronecker struc-
tured models for theoretical analysis. Practically, Sy-
Glasso is able to recover the off-diagonals of the in-
dividual Ψk and the diagonal of Ω, which only re-
quires to estimating
⊕K
k=1 diag(Ψk) instead of all di-
agonal entries diag(Ψk) for all k. However, we believe
that analyzing the sparsity pattern of the squared Kro-
necker sum matrix would help us estimate the diago-
nal entries of the individual components Ψk’s. In ad-
dition, it would be worthwhile to study optimization
procedures that perform matrix-wise estimation of Ψk
(yielding simultaneous estimates for both off-diagonal
and diagonal entries) and compare its empirical and
theoretical properties with the approach proposed in
this paper.
Secondly, in terms of the statistical properties, our the-
oretical results guarantee sparsistency of the individ-
ual graphs with a slower convergence rate than that is
proposed in Greenewald et al. (2019), while empirical
evidence suggests that a faster rate can be achieved.
Improvement of this statistical convergence rate analy-
sis will be worthwhile. Also, our results do not guaran-
tee the statistical convergence of individual Ψk’s nor Ω
with respect to the operator norm. Similar to the so-
lution proposed in Zhou et al. (2011), we plan to adopt
a two-step procedure using SyGlasso for variable selec-
tion followed by refitting the precision matrix Ω using
maximum likelihood estimation with edge constraint.
Lastly, an exciting future direction is to investigate the
utility of SyGlasso as a tool to perform system identi-
fication for systems that can be modeled by Sylvester
approximations to differential equations. Such dynam-
ical systems include, for example, physical processes
governed by separable elliptic PDEs as described in
Grasedyck (2004), Kressner and Tobler (2010). It
is likely that myriad physical processes can be well-
modeled using a Sylvester equation, leading to sparse
precision matrices (e.g., a space-time process satisfying
the Poisson equation).
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Appendix
A provides the detailed derivation of the updates for Algorithm 1.
B provides the proofs of theorems stated in Section 3.
C provides details on the simulated data in Section 4.
A Derivation of the Nodewise Tensor Lasso Estimator
A.1 Off-Diagonal updates
For 1 ≤ ik < jk ≤ mk, Tikjk(Ψoffk ) can be computed in closed form:
(Tikjk(Ψk))
off
ikjk
=
Sλk
N
(
FX ,{Ψk}Kk=1
)
( 1NX (k)X T(k))ikik + ( 1NX (k)X T(k))jkjk
, (9)
where
FX ,{Ψk}Kk=1 = −
1
N
((
(W(k) ◦X (k))X T(k)
)
ikjk
+
(
(W(k) ◦X (k))X T(k)
)
jkik
+
(
X (k)(X ×k Ψoff,ikjkk )T(k)
)
jkik
+
(
X (k)(X ×k Ψoff,ikjkk )T(k)
)
ikjk
+
∑
l 6=k
(
X (k)(X ×l Ψoffl )T(k)
)
ikjk
+
∑
l 6=k
(
X (k)(X ×l Ψoffl )T(k)
)
jkik
)
.
Here the ◦ operator denotes the Hadamard product between matrices; Ψoff,ikjkk is Ψoffk with the (ik, jk) entry
being zero; and Sλ(x) := sign(x)(|x| − λ)+ is the soft-thresholding operator.
A.2 Diagonal updates
For W ,
(T (W))i[1:K] =
−
(
X T(N)Y(N)
)
i[1:K]
+
√(
X T(N)Y(N)
)2
i[1:K]
+ 4
(
X (N)X T(N)
)
i[1:K]
2
(
X (N)X T(N)
)
i[1:K]
. (10)
Here we define Y := ∑Kk=1 (X ×k Ψoffk ). Equations (9) and (10) give necessary ingredients for designing
a coordinate descent approach to minimizing the objective function in (4). The optimization procedure is
summarized in Algorithm 1.
A.3 Derivation of updates
Note that for 1 ≤ ik < jk ≤ mk, 1 ≤ k ≤ K,
QN ({Ψk}Kk=1)
= (N/2)
( ∑
i[1:k−1,k+1:K]
(X iki[1:K]
2
+X jki[1:K]
2
)
)(
(Ψk)ikjk
)2
+NFX ,{Ψ}Kk=1(Ψk)ikjk + λk|(Ψk)ikjk |
+ terms independent of (Ψk)ikjk ,
where
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FX ,{Ψ}Kk=1 = −
∑
i[1:k−1,k+1:K]
(
Wiki[1:K]X iki[1:K]X
jk
i[1:K]
+Wjki[1:K]X
jk
i[1:K]
X iki[1:K]
+ (Ψk)
T
ik,\{ik,jk}X
\{ik,jk}
i[1:K]
X jki[1:K]
+ (Ψk)
T
jk,\{ik,jk}X
\{ik,jk}
i[1:K]
X iki[1:K]
+
∑
l∈[1:k−1,k+1:K]
(Ψl)
T
il,\ilX
ik,\il
i[1:K]
X jki[1:K]
+
∑
l∈[1:k−1,k+1:K]
(Ψl)
T
il,\ilX
jk,\il
i[1:K]
X iki[1:K]
)
.
Here X iki[1:K] denotes the element of X indexed by i[1:K] except that the kth index is replaced by ik and X
ik,jl
i[1:K]
denotes the element of X indexed by i[1:K] except that the k, lth indices are replaced by ik, jl. Note the following
equivalence: ∑
i[1:k−1,k+1:K]
Wiki[1:K]X iki[1:K]X
jk
i[1:K]
=
(
(W(k) ◦X (k))X T(k)
)
ikjk∑
i[1:k−1,k+1:K]
X iki[1:K]X
jk
i[1:K]
= (X (k)X T(k))ikjk
∑
i[1:k−1,k+1:K]
(Ψl)
T
il,.
X ik,.i[1:K]X
jk
i[1:K]
=
(
X (k)(X ×l Ψl)T(k)
)
jkik
,
where W is a tensor of the same dimensions of X , formed by tensorize values in W , and in the case of N > 1
the last mode ofW is the observation mode similarly to X but with exact replicates. Using the tensor notation
and standard sub-differential method, Equation (9) then follows.
For Wi[1:K] , using similar tensor operations,
∂
∂Wi[1:K]
QN (W , {Ψoffk }Kk=1) = 0
⇐⇒ − 1Wi[1:K]
+W2i[1:K]X 2i[1:K] +Wi[1:K]
(
X i[1:K]
K∑
k=1
(X ×k Ψoffk )i[1:K])
)
= 0
⇐⇒ W2i[1:K]
(
X T(N)X (N)
)
i[1:K]
+Wi[1:K]
(
X T(N)
K∑
k=1
(X ×k Ψoffk )
)
i[1:K]
− 1 = 0
which is a quadratic equation in Wi[1:K] and since Wi[1:K] > 0, so the positive root has been retained as the
solution. Note that the estimation for one entry ofW is independent of the other entries. So during the estimation
process we update all the entries at once by noting that diag
(
X T(N)X (N)
)
=
((
X T(N)X (N)
)
i[1:K]
,∀i[1:K]
)
.
B Proofs of Main Theorems
We first list some properties of the loss function.
Lemma B.1. The following is true for the loss function:
(i) There exist constants 0 < ΛLmin ≤ ΛLmax <∞ such that for Sk := {(ik, jk) : 1 ≤ ik < jk ≤ mk}, k = 1, . . . ,K,
ΛLmin ≤ λmin(L¯′′Sk,Sk(β¯)) ≤ λmax(L¯′′Sk,Sk(β¯)) ≤ ΛLmax
(ii) There exists a constant K(β¯) <∞ such that for all 1 ≤ ik < jk ≤ mk, L¯′′ikjk,ikjk(β¯) ≤ K(β¯)
(iii) There exist constant M1(β¯),M2(β¯) <∞, such that for any 1 ≤ ik < jk ≤ mk
VarW¯,β¯(L
′
ikjk
(W¯ , β¯,X )) ≤M1(β¯), VarW¯,β¯(L′′ikjk,ikjk(W¯ , β¯,X )) ≤M2(β¯)
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(iv) There exists a constant 0 < g(β¯) <∞, such that for all (i, j) ∈ Ak
L¯′′ij,ij(W¯ , β¯)− L¯′′ij,Aijk (W¯ , β¯)[L¯
′′
Aijk ,Aijk
(W¯ , β¯)]−1L¯′′Aijk ,ij(W¯ , β¯) ≥ g(β¯),
where Aijk := Ak/{(i, j)}.
(v) There exists a constant M(β¯) <∞, such that for any (i, j) ∈ Ack
‖L¯′′ij,Ak(W¯ , β¯)[L¯′′Ak,Ak(W¯ , β¯)]−1‖2 ≤M(β¯).
proof of Lemma B.1. We prove (i). (ii− v) are then direct consequences, and the proofs follow from the proofs
of B1.1-B1.4 in Peng et al. (2009), with the modifications being that the indexing is now with respect to each k
for 1 ≤ k ≤ K.
Consider the loss function in matrix form as in (5). Then L¯′′Sk,Sk(β¯) is equivalent to
∂2
∂Ψoffk ∂Ψ
off
k
L(W , {Ψoffk }Kk=1),
which is
∂2
∂Ψoffk ∂Ψ
off
k
(
tr(ΨTk SΨk) + first order terms in Ψk + terms independent of Ψk
)
=
∂2
∂Ψoffk ∂Ψ
off
k
(
tr((Ψoffk + diag(Ψk))
TS(Ψoffk + diag(Ψk))) + first order terms in Ψ
off
k
+ terms independent of Ψoffk
)
=
∂2
∂Ψoffk ∂Ψ
off
k
(
tr((Ψoffk )
TSΨoffk ) + first order terms in Ψ
off
k + terms independent of Ψ
off
k
)
= S =
1
N
vec(X )T vec(X ).
Thus L¯′′Sk,Sk(β) = EW,β(S). Then for any non-zero a ∈ Rp, we have
aT L¯′′Sk,Sk(β¯)a = a
T Σ¯a ≥ ‖a‖22λmin(Σ¯).
Similarly, aT L¯′′Sk,Sk(β¯)a ≤ ‖a‖22λmax(Σ¯). By (A2), Σ¯ has bounded eigenvalues, thus the lemma is proved.
Lemma B.2. Suppose conditions (A1-A2) hold, then for any η > 0, there exist constant c0,η, c1,η, c2,η, c3,η, such
that for any u ∈ Rqk the following events hold with probability at least 1−O(exp(−η log p)) for sufficiently large
N :
(i) ‖L′N,Ak(W¯ , β¯,X )‖2 ≤ c0,η
√
qk
log p
N
(ii) |uTL′N,Ak(W¯ , β¯,X )| ≤ c1,η‖u‖2
√
qk
log p
N
(iii) |uTL′′N,AkAk(W¯ , β¯,X )u− uT L¯′′AkAk(β¯)u| ≤ c2,η‖u‖22qk
√
log p
N
(iv) |L′′N,AkAk(W¯ , β¯,X )u− L¯′′AkAk(β¯)u| ≤ c3,η‖u‖22qk
√
log p
N
proof of Lemma B.2. (i) By Cauchy-Schwartz inequality,
‖L′N,Ak(W¯ , β¯,X )‖2 ≤
√
qk max
i∈Ak
|L′N,i(W¯ , β¯,X )|.
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Then note that
L′N,i(W ,β,X )
=
∑
i[1:k−1,k+1:K]
(ei[1:k−1],p,i[k+1:K](W ,β)X i[1:k−1],q,i[k+1:K] + ei[1:k−1],q,i[k+1:K](W ,β)X i[1:k−1],p,i[k+1:K]),
where ei[1:k−1],p,i[k+1:K]X i[1:k−1],q,i[k+1:K](W ,β) is defined by
wi[1:k−1],p,i[k+1:K]X i[1:k−1],p,i[k+1:K] +
∑
jk 6=p
(Ψk)p,jkX i[1:k−1],jk,i[k+1:K] +
∑
l 6=k
∑
jl 6=il
(Ψl)il,jlX i[1:k−1],p,i[k+1:K] .
Then evaluated at the true parameter values (W¯ , β¯), we have ei[1:k−1],p,i[k+1:K](W¯ , β¯) uncorrelated
with X i[1:k−1],\p,i[k+1:K] and E(W¯,β¯)(ei[1:k−1],p,i[k+1:K](W¯ , β¯)) = 0. Also, since X is subgaussian and
Var(L′N,i(W¯ , β¯,X )) is bounded by Lemma C.1. ∀i, L′N,i(W¯ , β¯,X ) has subexponential tails. Thus, by Bernstein
inequality,
P (‖L′N,Ak(W¯ , β¯,X )‖2 ≤ c0,η
√
qk
log p
N
)
≥ P (√qk max
i∈Ak
|L′N,i(W¯ , β¯,X )| ≤ c0,η
√
qk
log p
N
) ≥ 1−O(exp(−η log p)).
(iii) By Cauchy-Schwartz,
|uTL′′N,AkAk(W¯ , β¯,X )u− uT L¯′′AkAk(β¯)u|
≤ ‖u‖2‖uTL′′N,AkAk(W¯ , β¯,X )− uT L¯′′AkAk(β¯)‖2
≤ ‖u‖2√qk max
i
|uTL′′N,Ak,i(W¯ , β¯,X )− uT L¯′′Ak,i(β¯)|
= ‖u‖2√qk|uTL′′N,Ak,imax(W¯ , β¯,X )− uT L¯′′Ak,imax(β¯)|
= ‖u‖2√qk|
qk∑
j=1
(ujL
′′
N,j,imax(W¯ , β¯,X )− ujL¯′′j,imax(β¯))|
≤ ‖u‖2qk|ujmax ||L′′N,jmax,imax(W¯ , β¯,X )− L¯′′jmax,imax(β¯))|
≤ ‖u‖22qk|L′′N,jmax,imax(W¯ , β¯,X )− L¯′′jmax,imax(β¯))|.
Then by Bernstein inequality,
P (|uTL′′N,AkAk(W¯ , β¯,X )u− uT L¯′′AkAk(β¯)u| ≤ c2,η‖u‖22qk
√
log p
N
)
≥ P (‖u‖22qk|L′′N,jmax,imax(W¯ , β¯,X )− L¯′′jmax,imax(β¯))| ≤ c2,η‖u‖22qk
√
log p
N
)
≥ 1−O(exp(−η log p)).
(ii) and (iv) can be proved using similar arguments.
Lemma C.3. and C.4. are used later to prove Theorem 1.
Lemma B.3. Assuming conditions of Theorem 1. Then there exists a constant C1(β¯) > 0 such that for any
η > 0, there exists a global minimizer of the restricted problem (8) within the disc:
{β : ‖β − β¯‖2 ≤ C1(β¯)
√
K max
k
√
qkλN,k}
with probability at least 1−O(exp(−η log p)) for sufficiently large N .
Yu Wang, Byoungwook Jang, Alfred Hero
proof of Lemma B.3. Let αN = maxk
√
qkλN,k. Further for 1 ≤ k ≤ K let Ck > 0 and uk ∈ Rmk(mk−1)/2 such
that ukAck = 0, ‖u
k‖2 = Ck, and u = (u1, . . . , uK) with
√
K mink Ck ≤ ‖u‖2 ≤
√
K maxk Ck.
Then by Cauchy-Schwartz and triangle inequality, we have
‖β¯k + αNuk − αNuk‖1 ≤ ‖β¯k + αNuk‖1 + αN‖uk‖1,
and
‖β¯k‖1 − ‖β¯k + αNuk‖1 ≤ αN‖uk‖1 ≤ αN√qk‖uk‖2 = CkαN√qk.
Thus,
QN (β¯ + αNu,X , {λN,k}Kk=1)−QN (β¯,X , {λN,k}Kk=1)
= LN (β¯ + αNu,X )− LN (β¯,X )−
K∑
k=1
λN,k
(‖β¯k‖1 − ‖β¯k + αNuk‖1)
≥ LN (β¯ + αNu,X )− LN (β¯,X )−
K∑
k=1
λN,kCkαN
√
qk
≥ LN (β¯ + αNu,X )− LN (β¯,X )− αNK max
k
Ck
√
qkλN,k
≥ LN (β¯ + αNu,X )− LN (β¯,X )−Kα2N max
k
Ck.
Next,
LN (β¯ + αNu,X )− LN (β¯,X ) = αNuTAL′N,A(β¯,X ) +
1
2
α2Nu
T
AL
′′
N,AA(β¯,X )uA
= αN
K∑
k=1
(ukAk)
TL′N,Ak(β¯,X ) +
1
2
α2N
K∑
k=1
(ukAk)
TL′′N,AkAk(β¯,X )ukAk
= αN
K∑
k=1
(ukAk)
TL′N,Ak(β¯,X ) +
1
2
α2N
K∑
k=1
(ukAk)
T (L′′N,AkAk(β¯,X )− L¯′′N,AkAk(β¯,X ))ukAk
+
1
2
α2N
K∑
k=1
(ukAk)
T L¯′′N,AkAk(β¯,X )ukAk
≥ 1
2
α2N
K∑
k=1
(ukAk)
T L¯′′N,AkAk(β¯,X )ukAk − αNK(maxk c1,η‖u
k
Ak‖2
√
qk
log p
N
)
− 1
2
α2NK(max
k
c2,η‖ukAk‖22qk
√
log p
N
).
Here the first equality is due to the second order expansion of the loss function and the inequality is due to Lemma
B.2. For sufficiently large N , by assumption that λN,k
√
N/ log p → ∞ if mk → ∞ and
√
log p/N = o(1), the
second term in the last line above is o(αN
√
qkλN,k) = o(α
2
N ); the last term is o(α
2
N ). Therefore, for sufficiently
large N
QN (β¯ + αNu,X , {λN,k}Kk=1)−QN (β¯,X , {λN,k}Kk=1) ≥
1
2
α2N
K∑
k=1
(ukAk)
T L¯′′N,AkAk(β¯,X )ukAk
−Kα2N max
k
Ck
≥ 1
2
α2NK min
k
(
(ukAk)
T L¯′′N,AkAk(β¯,X )ukAk
)
−Kα2N max
k
Ck,
with probability at least 1− O(N−η). By Lemma B.1., for each k, (ukAk)T L¯′′N,AkAk(β¯,X )ukAk ≥ ΛLmin‖ukAk‖22 =
ΛLmin(Ck)
2. So, if we choose mink Ck and maxk Ck such that the upper bound is minimized, then for N sufficiently
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large, the following holds
inf
u:u(Ak)c=0,‖uk‖2=Ck,k=1,...,K
QN (β¯ + αNu,X , {λN,k}Kk=1) > QN (β¯,X , {λN,k}Kk=1),
with probability at least 1−O(exp(−η log p)), which means any solution to the problem defined in (8) is within
the disc {β : ‖β − β¯‖2 ≤ αN‖u‖2 ≤ αN
√
K maxk Ck} with probability at least 1−O(exp(−η log p)).
Lemma B.4. Assuming conditions of Theorems 1. Then there exists a constant C2(β¯) > 0, such that for any
η > 0, for sufficiently large N , the following event holds with probability at least 1−O(exp(−η log p)): if for any
β ∈ S = {β : ‖β − β¯‖2 ≥ C2(β¯)
√
K maxk
√
qkλN,k,βAcN = 0}, then ‖L′N,AN (W¯ , β¯,X )‖2 >
√
K maxk
√
qkλN,k.
proof of Lemma B.4. Let αN = maxk
√
qkλN,k. For β ∈ S, we have β = β¯+αNu, with u(A)c and ‖u‖2 ≥ C2(β¯).
Note that by Taylor expansion of L′N,A(W¯ ,β,X ) at β¯
L′N,A(W¯ ,β,X ) = L′N,A(W¯ ,β,X ) + αNL′′N,AA(W¯ ,β,X )uA
= L′N,A(W¯ ,β,X ) + αN
(
L′′N,AA(W¯ ,β,X )− L¯′′N,AA(β¯)
)
uA
+ αN L¯
′′
N,AA(β¯)uA.
By triangle inequality and similar proof strategies as in Lemma B.3., for sufficiently large N
‖L′N,A(W¯ ,β,X )‖2 ≥ ‖L′N,A(W¯ ,β,X )‖2 + αN‖L′′N,AA(W¯ ,β,X )uA − L¯′′N,AA(β¯)uA‖2
+ αN‖L¯′′N,AA(β¯)uA‖2
≥ αN‖L¯′′N,AA(β¯)uA‖2 + o(αN )
with probability at least 1 − O(exp(−η log p)). By Lemma B.1., ‖L¯′′N,AA(β¯)uA‖2 ≥ ΛLmin(β¯)‖uA‖2. Therefore,
taking C2(β¯) to be 1/ΛLmin(β¯) +  completes the proof.
proof of Theorem 1. By the Karush-Kuhn-Tucker condition, for any solution βˆ of (8), it satisfies
‖L′N,Ak(W , βˆ,X )‖∞ ≤ λN,k. Thus,
‖L′N,AN (W , βˆ,X )‖2 ≤
√
K max
k
‖L′N,Ak(W , βˆ,X )‖2
≤
√
K max
k
√
qk‖L′N,Ak(W , βˆ,X )‖∞
≤
√
K max
k
√
qkλN,k.
Then by Lemmas B.4., for any η > 0, for N sufficiently large, all solutions of (8) are inside the disc {β :
‖β− β¯‖2 ≤ C2(β¯) maxk√qkλN,k,βAcN = 0} with probability at least 1−O(exp(−η log p)). If we further assume
that min(i,j)∈Ak |β¯i,j | ≥ 2C(β¯) maxk
√
qkλN,k for each k, then
1−O(exp(−η log p))
≤ PW¯,β¯(‖βˆA − β¯A‖2 ≤ C2(β¯) max
k
√
qkλN,k, min
(i,j)∈Ak
|β¯i,j | ≥ 2C(β¯) max
k
√
qkλN,k,∀k)
≤ PW¯,β¯(sign(βˆAkikjk) = sign(β¯Akikjk),∀(ik, jk) ∈ Ak,∀k).
proof of Theorem 2. Let EN,k = {sign(βˆAkikjk) = sign(β¯Akikjk)}. Then by Theorem 1, PW¯,β¯(EN,k) ≥ 1 −
O(exp(−η log p)) for large N . On EN,k, By the KKT condition and the expansion of L′N,Ak(W¯ , βˆAk ,X ) at
β¯Ak
−λN,ksign(β¯Ak)
= L′N,Ak(W¯ , βˆAk ,X )
= L′N,Ak(W¯ , β¯Ak ,X ) + L′′N,AkAk(W¯ , β¯,X )vN,k
= L¯′′AkAkvN,k + L
′
N,Ak(W¯ , β¯Ak ,X ) + (L′′N,AkAk(W¯ , β¯,X )− L¯′′AkAk)vN,k,
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where vN,k = βˆAk − β¯Ak . By rearranging the terms
vN,k =
− λN,k[L¯′′AkAk ]−1sign(β¯Ak)− [L¯′′AkAk ]−1[L′N,Ak(W¯ , β¯Ak ,X ) +DN,AkAk(W¯ , β¯Ak)vN,k],
(11)
where DN,AkAk = L′′N,AkAk(W¯ , β¯,X )− L¯′′AkAk . Next, for fixed (i, j) ∈ Ack, by expanding L′N,Ak(W¯ , βˆAk ,X ) at
β¯Ak
L′N,ij(W¯ , βˆAk ,X ) = L′N,ij(W¯ , β¯Ak ,X ) + L′′N,ij,Ak(W¯ , β¯Ak ,X )vN,k. (12)
Then combining (11) and (12) we get
L′N,ij(W¯ , βˆAk ,X )
= −λN,kL¯′′ij,Ak(β¯Ak)[L¯′′AkAk ]−1sign(β¯Ak)− L¯′′ij,Ak(β¯Ak)[L¯′′AkAk ]−1L′N,Ak(W¯ , β¯Ak ,X )
+ [DN,ij,Ak(W¯ , β¯Ak)− L¯′′ij,Ak(β¯Ak)[L¯′′AkAk ]−1DN,AkAk(W¯ , β¯Ak)]vN,k
+ L′N,ij(W¯ , β¯Ak ,X ).
(13)
By the incoherence condition outlined in condition (A3), for any (i, j) ∈ Ak,
|L¯′′ij,Ak(W¯ , β¯)[L¯
′′
Ak,Ak(W¯ , β¯)]−1sign(β¯Ak)| ≤ δ < 1.
Thus, following straightforwardly (with the modification that we are considering each Ak instead of A) from the
proofs of Theorem 2 of Peng et al. (2009), the remaining terms in (13) can be shown to be all o(λN,k), and the
event max(i,j)∈Ack |L′N,ij(W¯ , βˆAk ,X )| < λN,k with probability at least 1−O(exp(−η log p)) for sufficiently large
N . Thus, it has been proved that for sufficiently large N , no wrong edge will be included for each true edge set
Ak and hence, no wrong edge will be included in A = ∪kAk.
proof of Theorem 3. By Theorem 1 and Theorem 2, with probability tending to 1, any solution of the restricted
problem is also a solution of the original problem. On the other hand, by Theorem 2 and the KKT condition,
with probability tending to 1, any solution of the original problem is also a solution of the restricted problem.
Therefore, Theorem 3 follows.
C Simulated Precision Matrix
1. AR1(ρ): The covariance matrix of the form A = (ρ|i−j|)ij for ρ ∈ (0, 1).
2. Star-Block (SB): A block-diagonal covariance matrix, where each block’s precision matrix corresponds
to a star-structured graph with (Ψk)ij = 1. Then, for ρ ∈ (0, 1), we have that Aij = ρ if (i, j) ∈ E and
Aij = ρ
2 for (i, j) 6∈ E, where E is the corresponding edge set.
3. Erdos-Renyi random graph (ER): The precision matrix is initialized at A = 0.25I, and d edges are
randomly selected. For the selected edge (i, j), we randomly choose ψ ∈ [0.6, 0.8] and update Aij = Aji →
Aij − ψ and Aii → Aii + ψ, Ajj → Ajj + ψ.
