Abstract. We study the problem of nding the minimum bisection of a graph into two parts of prescribed sizes. We formulate two lower bounds on the problem by relaxing node-and edge-incidence vectors of cuts. We prove that both relaxations provide the same bound. The main fact we prove is that the duality between the relaxed edge-and node-vectors preserves very natural cardinality constraints on cuts.
1. Introduction. We consider the problem of decomposing a weighted graph G on n nodes into two parts of prescribed sizes n 1 and n 2 , n 1 + n 2 = n, so that the total sum of the edge weights between the parts is minimum. For an edge weight function c, and k := n 1 ? n 2 , we denote the minimum by b(G; c; k):
We consider two lower bounds (G; c; k) and (G; c; k) on the bisection number b(G; c; k), and call them the node-and edge-relaxation, respectively. We prove that these two bounds are equal by means of duality. An interesting fact that we want to emphasize is that the duality preserves certain cardinality constraints which are trivially satis ed by the integer vectors. To be speci c, let (S; V n S) be a bipartition of the node set V , and let x = (x i ) 2 < n and y = (y ij ) 2 < ( n 2 ) be the node-and edge-incidence vectors of this bipartition, respectively, de ned by We will show in Section 4 that the correspondence between an x satisfying (3) and a y satisfying (4) remains preserved even if (1) is relaxed to P n i=1 x 2 i = n and (2) is relaxed to 
for each vector b = (b 1 ; : : :; b n ) 2 < n . This condition will correspond to a positive semidefiniteness constraint of a matrix derived from y. Notation. We x some notation that will be used throughout the paper. Given a symmetric n n matrix M, we denote by 1 : : : n its eigenvalues. The minimum and maximum eigenvalue of M will also be denoted as min (M) and max (M), respectively. We will frequently use the Rayleigh expression for the extreme eigenvalues min (M) = min kxk=1 x t Mx and max (M) = max kxk=1 x t Mx : (6) The eigenspace of an eigenvalue (M) will be denoted as Eig( (M)). We write M 0 to denote that M is positive semi-de nite, i.e. x t Mx 0 8x.
Finally, we will use U and X k to denote the following special subsets of vectors of < n , U := fu 2 < n j n X i=1 u i = 0g (7) X k := fx 2 < n j kxk = 1 and n X i=1 x i = k p n g : (8) Capital letters will be used sometimes to denote the corresponding diagonal matrix, as U = diag(u) for a vector u 2 < n .
We use e to denote the n-vector of ones, and de ne J := ee t to be the all-ones matrix.
Let y = (y ij ) 2 < ( n 2 ) , 1 i < j n, be a vector of ? n 2 variables. We associate to y the n n symmetric matrix Y = (y ij ) with zero diagonal and entries ij and ji equal y ij ; i < j.
We will feel free to consider real n n matrices as vectors in < n 2 and vice versa. G = (V; E) denotes a graph on n nodes, with node set V and edge set E. We assume V = f1; : : :; ng. An edge-weight function is denoted by c. We consider c as a vector in < ( n 2 ) where c ij is the weight of an edge e = ij for ij 2 E, and c ij = 0 for ij = 2 E, i < j.
Occasionally, we use also the symmetric weight matrix C = (C ij ) where C ij = C ji = c ij and C ii = 0 for all i. The pair (G; c) denotes the weighted graph G with edge weights c. We now state the problems under consideration.
Graph bisection. Let (G; c) be a weighted graph on n nodes an n 1 ; n 2 be a pair of positive integers satisfying n 1 + n 2 = n. Let k be such that n 1 = n?k 2 and n 2 = n+k 2 . We de ne the bisection width b(G; c; k) as the minimum total weight of an edge-cut induced by a bipartition of G into two parts of sizes n 1 and n 2 , respectively. That is, b(G; c; k) := min jSj=n1;S V X i2S;j = 2S c ij :
Clearly, the integer k has to satisfy 0 k n, and n ? k 0 (mod 2). We will call any such k admissible.
Graph bisection under inequality constraints. The previous problem can be formulated also in a slightly more general version where the sizes n 1 and n 2 are not exactly prescribed but rather constrained by a condition` n 2 ? n 1 k where the bounds`and k are given in advance. Obviously, the exact bisection corresponds to the case when`= k.
Given a weighted graph (G; c) and the bounds`; k; where 0 ` k n; let b(G; c;`; k) denote the minimum total weight of an edge-cut induced by a bipartition (S; V n S) satisfying` jSj ? jV n Sj k.
Max-Cut. Given a weighted graph (G; c), the max-cut problem asks to nd a bipartition (S; V n S) such that the total weight of the edges between S and V n S is maximum.
Thus, the max-cut problem can be viewed as a special case of the constrained bisection problem by setting the bounds`= 0 and k = n, and the objective function is c 0 := ?c.
It is advantageous however to focus on the max-cut problem independently. The max-cut problem is an unconstrained optimization problem, and hence the main ideas of our paper become also most transparent for it. We note the following identity relating node and edge incidence vectors of bipartitions.
Let (S; V n S) be a bipartition with node-incidence vector x and matrix Y corresponding to the edge-incidence vector y. Then 1 2 J ? Y = 1 2 xx t : (10) The paper is organized as follows. In Section 2 we develop and summarize the mathematical tools to derive our main results. These tools are based on a duality theory over convex cones. In Section 3 we apply these tools to show that the node relaxation and the positive semide nite edge relaxation of max-cut form a pair of dual programs satisfying strong duality. We show how existing optimality certi cates for the node relaxation are related to the complementary slackness condition of the two programs. In Sections 4 and 5 we show a similar duality result for the bisection problem with and without constraints. We point out that the results of Section 3 are implied by the subsequent sections. We have chosen to study the max-cut problem independently, because this allows us to develop our basic proof strategy in more detail and it may help the reader in getting used to our use of duality. In the last section we propose a computational framework where the two approaches are combined.
2. Duality over cones. In this section we summarize the tools necessary to prove our main results. For a closed convex cone C < n , let C = fx 2 < n j x t y 0 8y 2 Cg.
It is well known that C = C for every closed convex cone.
Let A be a matrix, b; c vectors, and and S closed convex cones. Consider the following pair of problems. minc t y subject to Ay ? b 2 S; y 2 (11) maxb t x subject to c ? A t x 2 ; x 2 S
Problem (11) (i) (weak duality) If y is a feasible solution of (11) and x is a feasible solution of (12) , then b t x c t y.
(ii) (strong duality) Assume that (11) satis es the generalized Slater condition. If both (11) and (12) have a feasible solution, then minc t y = maxb t x:
(iii) (complementary slackness) If y is an optimal solution of (11) and x is an optimal solution of (12), then both y t (c?A t x) = 0 and x t (Ay ? b) = 0.
In our applications we are mostly interested in the cone of positive semide nite matrices, which we denote by Psd.
Psd := fA 2 < n n : A = A t ; A 0g:
We will use the usual inner product in the space of real square matrices: hA; Bi := trAB t = X i;j a ij b ij :
(Note that this is consistent with the inner product for vectors, if we consider the matrices as vectors in < n 2 :) To describe the dual cone Psd we introduce the set Skew := fA 2 < n n : A = ?A t g; of real skewsymmetric matrices, and point out that skewsymmetric matrices are orthogonal to symmetric matrices, i.e. hA; Bi = 0 for A = A t ; B 2 Skew: Let C 1 := fA 2 < n n : hJ; Ai = 0g: Then C 1 is a closed convex cone, and clearly C 1 = ftJ : t 2 <g: We will also need the following subcone K := Psd \ C 1 of Psd. To conclude we show that U t SU 0 implies S + tJ 0 for some t 2 <: Suppose not. Then, for all t 2 <, S + tJ and therefore R := P t (S + tJ)P = u t Su + tn u t SU U t Su U t SU 6 0: Let x t = ( a t ) be a unit vector such that x t Rx < 0: Then 0 > x t Rx = 2 (u t Su + tn) + 2 u t SUa + a t U t SUa:
Clearly 6 = 0, so without loss of generality > 0 and 2 + a t a = 1: The inequality is true only if tn + u t Su + 2 u t SUa < 0 which in turn implies t < 1 n ( 2 ku t SUk ? u t Su):
So for each > 0 the possible values for t, such that x t Rx < 0 are bounded from above, a contradiction. Therefore U t SU 0 implies S + tJ 0 for some t 2 <: Thus X 2 K implies X = S +S = (S + tJ +S) + (?tJ) 2 Psd + C 1 :
As a nal tool we derive a max? min relationship for the following optimization problem in two real variables s and t. Let M be a (given) symmetric matrix of size n n, n 2, and let k be a constant satisfying 0 < k < n (k not necessarily integer). Assume that f(t) f(0), i.e. n( + tn) ? k 2 t n 0 , which yields t ? n( ? 0) n 2 ?k 2 :
(ii) Upper bound. Take x = (1; ?1; 0; : : :; 0) t : (Here the assumption n 2 is used.)
x t x (M). Assume that f(t) f(0), i.e. n ? k 2 t n 0 , which yields t n( ? 0) k 2 : Since f(t) f(0) may hold only for t belonging to a closed interval containing zero, and the objective function (13) is continuous, the maximum is attained for some t and s = min (M + tJ).
The following lemma is crucial for the proof of Theorem 2.1. We recall that X k := fx 2 < n j kxk = 1 and P n i=1 x i = k p n g Lemma 2.4. Let s and t be the optimum for the program (13){ (15) . Then X k \ Eig( min (M + tJ ? sI)) is nonempty.
Proof. Let us denote M(s; t) := M + tJ ? sI, and set f(s; t) := ns ? k 2 t and g(s; t) := min (M(s; t)): Hence, the problem (13){(15) can be re-written as maxf(s; t) (16) g(s; t) 0 (17) Let s and t denote the optimum solution, which exists by Lemma 2.3. We distinguish three cases.
Case (i). Assume that the eigenvalue min (M(s; t)) is simple. Using e.g. Theorem 2 of 7], we get that the function g(s; t) is di erentiable at the point (s; t), and its partial derivatives are given by @g(s; t)
where x = (x i ) is the eigenvector of min M(s; t) of norm one. The partial derivatives of the objective function f are @f(s; t) @s = n @f(s; t) @t = ?k 2
Using the Kuhn-Tucker optimality condition, by which rf(s; t) + rg(s; t) = 0 for some 2 <, we get = n, and hence ( P n i=1 x i ) 2 = k 2 n : Case (ii). Assume that the eigenvalue min M(s; t) is multiple, and that there exists an eigenvector x such that kxk 2 = 1 and P n i=1 x i > k p n . Clearly, y := ?x is an eigenvector of unit length satisfying P n i=1 y i < ? k p n . Since fx 2 < n j kxk = 1g\Eig( min (M +tJ ?sI))
is compact and connected, we conclude that there exists an eigenvector x of norm one satisfying P n i=1 x i = k p n . Case (iii). Assume that neither case (i) nor case (ii) occur. We will derive a contradiction. Let E denote the eigenspace of min M(s; t), S = fx j kxk = 1g, and E 1 = E \ S.
Set := k 2 n , and~ := max x2E 1 x t Jx. If neither case (i) nor case (ii) occur, then~ < : Let be chosen so that~ < < . Now consider := minfx t (M + tJ ? sI)x : x t Jx ; x t x = 1g:
The feasible set is compact and nonempty so the minimum indeed exists. (The feasible set is nonempty, since x t Jx = n > k 2 n = > for x = e p n .) is positive semide nite, so thats;t are feasible for problem (13){(15). We distinguish two cases. Suppose x t x = 1; x t Jx : Then, using x t Jx n; x t Mx , we get x tM x ? ?n ( ? n) = 0: Suppose x t x = 1; x t Jx : Then x tM x x t Mx 0: Finally f(s;t) = f( s; t) + ( ? ) > f( s; t), contradicting optimality of s; t.
Let us remark that the proof of part (iii) in Lemma 2.4 is due to Ch. Helmberg, and it simpli es our previous more complicated arguments. Using the notions of node-and edge-incidence vectors de ned by (1) and (2), and the property (10) (which shows that 1 2 J ? Y 0), it is easy to obtain Lemma 3.1. Both '(G; c) and (G; c) are upper bounds on mc(G; c).
We will now show that the two relaxations form a pair of dual programs, satisfying strong duality, thus ' and de ne the same bound.
Theorem 3.1. Let (G; c) be a weighted graph. Then '(G; c) = (G; c).
Proof. Let us rst re-write the de nition of the bound (G; c) in a form which allows dualization by Lemma 2.1. Let M be the n 2 ? n 2 matrix de ned such that w = My is the symmetric matrix corresponding to y with main diagonal zero, and written as a vector in < n 2 . In other words, the entry M (i;j);fk;`g (lying in the (i; j)-th row and the fk;`g-th column, which are indexed by ordered and unordered pairs, respectively) is de ned by M (i;j);fk;`g := 1 if fi; jg = fk;`g 0 otherwise.
We denote by j 2 < n 2 the matrix J written as a vector. We have (identifying vectors of size n 2 with square matrices) (G; c) = maxc t y (21) 
We point out that A. Schrijver 19] proposed formulation (20) with Y instead of y to derive tractable relaxations of the max-cut problem. This formulation of Schrijver was in fact the motivation for us to study the more general bisection problems described in the present paper.
In the rest of this section, we show the way in which the optimum solution Y of (20) The next theorem describes the mutual relation between an optimal Y in the edgerelaxation (20) and an optimality certi cate. Since X 0, we have z t Xz` 0 for every`, and hence z t Xz`= 0 for every`, since the sum (39) of these nonnegative terms is zero. This proves that z 1 ; : : :; z m are eigenvectors of X corresponding to eigenvalue zero, which is the minimum eigenvalue of X. This proves the claim.
Since the constraints (29) and (31) are equivalent (they di er only by a diagonal shift), we conclude that z 1 ; : : :; z m are eigenvectors of max (L + diag(u)). The property (33) follows immediately from (34). Let us remark that m can be substantially smaller than t. In particular, m = 1 if Eig( max (L + U)) \ f?1; 1g n 6 = ;, i.e. the eigenspace contains a 1-vector x. Then x determines a cut of size '(G; c), and hence mc(G; c) = '(G; c). However, it is NP-hard to determine the minimum size of an optimality certi cate ( 6] ).
The optimality certi cate from 5] recalled in Theorem 3.2 is related to an optimality criterion of Overton, formulated in 12] for a more general problem. We will re-phrase this criterion.
Let (G; c) be a weighted graph, and u 2 U. Let q 1 ; : : :; q t be an orthonormal basis of the eigenspace Eig( max (L + U)) where t denotes the dimension of the eigenspace. Let r 1 ; : : :; r n denote the rows of the matrix Q = q 1 ; : : :; q t ]. The connection between Overton's criterion and the optimality certi cate of Theorem 3.2 is the following.
Let E = Eig( max (L + U)). Let z 1 ; : : :; z m 2 E be an optimality certi cate, and q 1 ; : : :; q t 2 E be an orthonormal basis of E. Let Our main result is again that (G; c; k) can alternatively be obtained as the optimum of another optimization problem. The importance of the result consists in the fact that our new formulations allow adding further constraints which have already proved to be useful in the approximation of graph partition problems. We postpone the more detailed discussion to the last section.
We introduce the positive semide nite edge relaxation (G; c; k) as the optimum value of the following semi-de nite linear program. In subsection 6.4 the condition (45), which is equivalent to (5) is further strengthened. It is also useful to mention that the constraint (45) implies that 0 y 1 by considering 2 2 submatrices of Y .
We now formulate our main theorem. Theorem 4.1. Let (G; c) be a weighted graph. Then (G; c; k) = (G; c; k) for any admissible k.
Proof. We rst formulate the program (44){(46) which de nes the bound (G; c; k) as a program of the form (11). We set := < ( n 2 ) and S := f(w; 0) 2 < n 2 +1 j w 2 Psdg. Then clearly = f0g < ( n 2 ) and S = f(x; t) j x 2 Psd ; t 2 <g. We recall the de nition of the operator M from the proof of Theorem 3.1, that maps y 2 < ( In 17] the general partitioning problem into subsets of speci ed sizes is investigated. In the special case of partitioning into just two sets the approach chosen in 17] is equivalent to the relaxation (43). To see the equivalence we note that in 17] a partition (S 1 ; S 2 ) with jS 1 j = n 1 is represented by an n 2 0-1-matrix X = (x ij ) where x ij = 1 if and only if i 2 S j . The relaxation in 17] for bisection is then obtained by optimizing over all matrices X = (y z), satisfying the constraints y t y = n 1 ; z t z = n ? n 1 ; y t z = 0; y + z = e; e t y = n 1 ; e t z = n ? n 1 :
(The rst set of constraints describes X as having orthogonal columns of speci ed lengths, while the second set describes the bisection into speci ed sizes n 1 ; n ? n 1 .) De ning x := y ? z shows that x normalized to unit length lies in X k . Conversely taking x 2 X k we can set w := p nx, and y := (e?w)=2; z = (e+w)=2: Then the matrix X = (y z) can easily be shown to satisfy the constraints above. This shows the equivalence of the two approaches. Remark 4.3. One of the early relaxations of graph partitioning was proposed in 9]. In the case of bisections, this approach amounts to optimizing over all matrices X satisfying just the orthogonality constraints described above. Therefore this relaxation is never better than the relaxation from 17] or (43).
5. Graph bisection under inequality constraints. In this section we will point out how the results of the previous section carry over to the constrained case. We introduce lower bounds (G; c;`; k) and (G; c;`; k) on b(G; c;`; k), which are obtained by relaxation of node and edge incidence vectors, respectively. Let us introduce Proof. Using the duality given by Lemma 2.1, the dual problem to the de nition of (G; c;`; k) can be transformed to the following problem. (78) We omit further details of the proof, since it is quite analogous to that of Theorem 4.1.
6. Computational Aspects. Two di erent practical approaches to the graph partition problems have been pursued so far; (i)`polyhedral' approach, based on solving a linear relaxation, and (ii)`eigenvalue' approach based on optimizing a convex function involving the maximum (or minimum) eigenvalue of a matrix. The theory developed in this paper suggests how to naturally merge these two approaches into a more powerful computational scheme. Let us rst recall some details about the individual techniques. The eigenvalue bound '(G; c) has several interesting properties which resemble the behaviour of the actual value mc(G; c) ( 5, 6] ). In particular, the ratio '(G;c) mc(G;c) tends to 1 for random graphs G, i.e. the bound is asymptotically optimal. However, the worst case ratio is not yet known.
The bounds (G; c; k) and '(G; c) can be computed, for arbitrary required precision, in polynomial time by using the ellipsoid method. However, for practical experiments we have used the Bundle Trust algorithm ( 18] ) in combination with a Lanczos routine for computing the maximum eigenvalue. Recently, several other methods have been proposed for minimization of the maximum eigenvalue of a parametrized matrix ( 1, 13] ), but their practical e ciency has not yet been investigated thoroughly.
6.3. Semi-in nite programs. Our main theorem opens new ways to derive even tighter relaxations of the graph bisection problem, by combining the polyhedral approach relying on a (partial) description of the cut polytope with the semi-in nite edge relaxation introduced in this paper. Speci cally, we propose to merge the above approaches in the following semi-in nite program, which presents a lower bound on the bisection b(G; c; k). 
It is not di cult to see that the inequalities (87) are valid for the edge-cut incidence vectors. (Proof. Let x = (x ij ) be the edge-cut incidence vector of a partition (S; V n S).
Then, say, 
is valid for all edge-cut incidence vectors by an argument similar to that above for the inequalities (87). Clearly, every inequality (87) is dominated by a gap-inequality. However, the class (87) might be easier to handle, since it is NP-complete to determine the gap for given b 1 ; : : :; b n .
The gap-inequalities with = 1 are called the hypermetric inequalities, and have been quite intensively studied in the literature. An important theoretical result about the hypermetric inequalities was proved in 8], telling that, for every n, the hypermetric inequalities de ne a polytope.
The use of hypermetric inequalities in max-cut computation, and a heuristic search for violated ones, was proposed by G. Rinaldi and C. De Simone 16] at the workshop on graph partition problems at Rome 1991.
The class of inequalities (87) contains all hypermetric inequalities. We propose to search for possible violated inequalitites (87) in the`neighbourhood' of the eigenspace of min ( 1 Lemma 2.4. Finally we thank an anonymous referee for the careful review of the paper and the constructive comments.
