Underwater Image Super-Resolution using Deep Residual Multipliers by Islam, Md Jahidul et al.
Underwater Image Super-Resolution using Deep Residual Multipliers
Md Jahidul Islam1, Sadman Sakib Enan2, Peigen Luo3, and Junaed Sattar4
Abstract—We present a deep residual network-based genera-
tive model for single image super-resolution (SISR) of underwa-
ter imagery for use by autonomous underwater robots. We also
provide an adversarial training pipeline for learning SISR from
paired data. In order to supervise the training, we formulate
an objective function that evaluates the perceptual quality of
an image based on its global content, color, and local style
information. Additionally, we present USR-248, a large-scale
dataset of three sets of underwater images of ‘high’ (640×480)
and ‘low’ (80 × 60, 160 × 120, and 320 × 240) resolution.
USR-248 contains over 7K paired instances in each set of data
for supervised training of 2×, 4×, or 8× SISR models. Fur-
thermore, we validate the effectiveness of our proposed model
through qualitative and quantitative experiments and compare
the results with several state-of-the-art models’ performances.
We also analyze its practical feasibility for applications such
as scene understanding and attention modeling in noisy visual
conditions.
I. INTRODUCTION
Visually-guided autonomous underwater vehicles require
image synthesis and scene understanding in many important
applications such as the monitoring of marine species and
coral reefs [1], [2], inspection of submarine cables and
wreckage [3], human-robot collaboration [4], and more.
Autonomous Underwater Vehicles (AUVs) and Remotely
Operated Vehicles (ROVs) are widely used in these ap-
plications, where they harness the synthesized images for
visual attention modeling to make navigation decisions such
as ‘where to look or go next’, ‘which snapshots should
be recorded’, etc. However, despite often using high-end
cameras, underwater images are often greatly affected [5]
by poor visibility, absorption, and scattering. Consequently,
the objects of interest may appear blurred as the images lack
important details. This problem exacerbates when the camera
(i.e., robot) cannot get close to the objects to get a closer
view, e.g., while following a fast-moving target, or surveying
distant coral reefs or seabed. Fast and accurate techniques for
Single Image Super-Resolution (SISR) can alleviate these
problems by restoring the perceptual and statistical qualities
of the low-resolution image patches.
The existing literature based on deep Convolutional Neural
Networks (CNNs) provides good solutions for automatic
SISR [6], [7], [8]. In particular, several Generative Adver-
sarial Network (GAN)-based models provide state-of-the-art
performance [9], [10] in learning to enhance image resolution
from a large collection of paired or unpaired data [11].
However, there are a few challenges involved in adopting
The authors are with the Interactive Robotics and Vision Laboratory,
Department of Computer Science and Engineering, Minnesota Robotics
Institute, University of Minnesota- Twin Cities, US.
E-mail:{1islam034, 2enan0001, 3luo00034, 4junaed}@umn.edu
Input 
160 x 120
640 x 480
Generated: SRDRM-GAN Generated: SRDRM
640 x 480
(a) Zoom-in capability: HR image generation from LR image patches
Input
160 x 120
Scaled for comparison SRDRM: 4x output G. truth (640 x 480)
(b) Realistic HR image generation: comparison with the ground truths
Fig. 1: Demonstration of underwater image super-resolution using
our proposed models: SRDRM and SRDRM-GAN.
such models for underwater imagery. First, the underwater
images suffer from a set of unique distortions. For instance,
they tend to have a dominating green or blue hue because
the red wavelengths get absorbed in deep water [12]. Other
factors such as the lighting variations in different depths,
amount of particles in the water, and scattering cause ir-
regular non-linear distortions which result in low-contrast
and blurry images [5]. Consequently, the off-the-shelf SISR
models trained on arbitrary images fail to generate realistic
higher resolution underwater images. Secondly, the lack of
large-scale underwater dataset restricts extensive research
attempts for the training and performance evaluation of SISR
models on underwater images. Because of the high costs and
difficulties associated with acquiring real-world underwater
data, the existing datasets (that were originally proposed for
training object detection and image enhancement models)
often contain synthetic images [12] and/or their resolution are
typically limited to 256× 256 [5]. Due to these challenges,
designing SISR models for underwater imagery and inves-
tigating their applicability in real-world underwater robotic
applications have not been explored in-depth in the literature.
We attempt to address these challenges by designing a
novel SISR model that can learn to generate 2×, 4×, or
8× higher resolution (HR) underwater images from the
respective low-resolution (LR) inputs. We also present a
large-scale underwater dataset that provides the three sets of
LR-HR pairs of images used to train the proposed model. In
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addition, we perform thorough experimental evaluations of
the proposed model and demonstrate its effectiveness com-
pared to several state-of-the-art SISR models. Specifically,
we make the following contributions in this paper:
(a) We present a fully-convolutional deep residual network-
based generative model for underwater SISR, which we
refer to as SRDRM. We also formulate an adversarial
training pipeline (i.e., SRDM-GAN) by designing a multi-
modal objective function that evaluates the perceptual
image quality based on its global content, color, and local
style information. In our implementation, SRDRM and
SRDM-GAN learn to generate 640 × 480 images from
respective inputs of size 80×60, 160×120, or 320×240.
The model and associated training pipelines are available
at https://github.com/xahidbuffon/srdrm.
(b) In addition, we present USR-248, a collection of
three sets of underwater images with more than 7K
HR-LR pairs of images in each set. These images
are rigorously collected during several oceanic explo-
rations and field experiments, and also from a few
publicly available online resources. As mentioned ear-
lier, the USR-248 dataset can be used for supervised
training of 2×, 4×, or 8× SISR models; we make
this available at http://irvlab.cs.umn.edu/
resources/usr-248-dataset.
(c) Furthermore, we perform a number of qualitative and
quantitative experiments that validate that the proposed
model can learn to enhance underwater image resolution
from both traditional and adversarial training. We also
analyze its feasibility and effectiveness for improving
visual perception in underwater robotic applications; a
few sample demonstrations are highlighted in Fig. 1.
II. RELATED WORK
A. Single Image Super-resolution (SISR)
SISR has been studied [13], [14], [15] for nearly two
decades in the area of signal processing and computer vision.
Some of the classical SISR methods include statistical meth-
ods [16], [17], [18], patch-based methods [19], [20], [21],
sparse representation-based methods [22], random forest-
based method [23], etc. In recent years, with the rapid
development of deep learning-based techniques, this area of
research has been making incredible progress. In the pioneer-
ing work, Dong et al. [6] proposed a three-layer CNN-based
end-to-end model named SRCNN, that can learn a non-linear
LR-HR mapping without requiring any hand-crafted features.
Soon after, Johnson et al. [24] showed that replacing the
per-pixel loss with a perceptual loss (that quantifies image
quality) gives better results for CNN-based SISR models.
On the other hand, Kim et al. proposed deeper networks
such as VDSR [25], DRCN [26] and used contemporary
techniques such as gradient clipping, skip connection, and
recursive-supervision in order to improve the training further.
Moreover, the sparse coding-based networks [27], residual
block-based networks (e.g., EDSR [8], DRRN [28]), and
other CNN-based models [29], [30] have been proposed that
outperform SRCNN for SISR. These methods, however, have
rather complex training pipelines, and are often prone to poor
performance for large scaling factors (i.e., 4× and higher).
Thus far, researchers have been trying to address these issues
by using Laplacian pyramid-based networks (LapSRN) [31],
dense skip connections (SRDenseNet) [32], deep residual
networks (RDN) [33], etc.
The CNN-based SISR models learn a sequence of non-
linear filters from a large number of training images. This
end-to-end learning of LR-HR mapping provide significantly
better performance [34] compared to using hand-crafted
filters, or traditional methods based on bicubic interpola-
tion. On the other hand, Generative Adversarial Networks
(GANs) [35] employ a two-player min-max game where the
‘generator’ tries to fool the ‘discriminator’ by generating fake
images that appear to be real (i.e., sampled from the HR
distribution). Simultaneously, the discriminator tries to get
better at discarding fake images and eventually (in equilib-
rium) the generator learns the underlying LR-HR mapping.
GANs are known to provide state-of-the art performance
for style transfer [36] and image-to-image translation [37]
problems in general. As for SISR, the GAN-based models
can recover finer texture details [38], [39], [40] while super-
resolving at large up-scaling factors. For instance, Ledig et
al. showed that SRGAN [10] can reconstruct high-frequency
details for an up-scaling factor of 4. Moreover, ESRGAN [9]
incorporates a residual-in-residual dense block that improves
the SISR performance. Furthermore, DeblurGAN [41] uses
conditional GANs [42] that allow constraining the generator
to learn a pixel-to-pixel mapping [37] within the LR-HR
domain. Recently, inspired by the success of CycleGAN [43]
and DualGAN [44], Yuan et al. [11] proposed a cycle-in-
cycle GAN-based model that can be trained using unpaired
data. However, such unsupervised training of GAN-based
SISR models are prone to instability and often produce
inconsistent results.
B. SISR for Underwater Imagery
SISR techniques for underwater imagery, on the other
hand, are significantly less studied. As mentioned in the
previous section, this is mostly due to the lack of large-scale
datasets (containing LR-HR pairs of images) that capture the
distribution of the unique distortions prevalent in underwater
imagery. The existing datasets are only suitable for underwa-
ter object detection [4] and image enhancement [5] tasks, as
their image resolution is typically limited to 256× 256, and
they often contain synthetic images [12]. Consequently, the
performance and applicability of existing and novel SISR
models for underwater imagery have not been explored in
depth.
Nevertheless, a few research attempts have been made
for underwater SISR which primarily focus on reconstruct-
ing better quality underwater images from their noisy or
blurred counterparts [45], [46], [47]. Other similar ap-
proaches have used SISR models to enhance underwater
image sequence [48], and to improve fish recognition per-
formance [49]. Although these models perform reasonably
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Fig. 2: The proposed USR-248 dataset has one HR set and three corresponding LR sets of images; hence, there are three possible
combinations (i.e., 2×, 4× and 8×) for supervised training of SISR models.
well for the respective applications, there is still significant
room for improvement to match the state-of-the-art SISR
performance. We attempt to address these aspects in this
paper.
III. USR-248 DATASET
The USR-248 dataset contains a large collection of HR un-
derwater images and their respective LR pairs. As mentioned
earlier, there are three sets of LR images of size 80 × 60,
160 × 120, and 320 × 240; whereas, the HR images are of
size 640×480. Each set has over 7K RGB images, which are
partitioned into train, validation, and test sets of size 6888,
345, and 112, respectively. A few sample images from the
dataset are provided in Fig. 2.
To prepare the dataset, we collected HR underwater
images: (i) during various oceanic explorations and field
experiments, and (ii) from publicly available FlickrTM images
and YouTubeTM videos. The field experiments are performed
in a number of different locations over a diverse set of
visibility conditions. Multiple GoPros [50], Aqua AUV’s
uEye cameras [51], low-light USB cameras [52], and Trident
ROV’s HD camera [53] are used to collect HR images
during the experiments. On the other hand, we compiled a
large sample of HR underwater images containing natural
scenes from FlickrTM and YouTubeTM. We avoided multiple
instances of similar scenes and made sure they contain
different objects of interest (e.g., coral reefs, fish, divers,
wrecks/ruins, etc.) in a variety of backgrounds. Fig. 3 shows
the modality in the data in terms of object categories. Once
the HR images are selected and resized to 640× 480, three
sets of LR images are generated by compressing and then
gradually downsizing the images to 320×240, 160×120, and
80×60; a comparison of the average file sizes for these image
sets are shown in Fig. 2c. Overall, USR-248 provides large-
scale paired data for training 2×, 4×, and 8× underwater
SISR models. It also includes the respective validation and
test sets that are used to evaluate our proposed model.
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Fig. 3: Modality in the USR-248 dataset based on major objects of
interest in the scene.
IV. SRDRM AND SRDRM-GAN MODEL
We now present the design and network architecture of the
proposed model. We also provide details on the objective
function formulation and associated training pipeline. We
refer to the proposed model as SRDRM when it is trained as
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Fig. 4: Network architecture of the proposed model.
a standalone generative model; for adversarial training, we
refer to it as SRDRM-GAN.
A. Deep Residual Multiplier (DRM)
The core element of the proposed model is a fully-
convolutional deep residual block, designed to learn 2× in-
terpolation in the RGB image space. We denote this building
block as Deep Residual Multiplier (DRM) as it scales the
input features’ spatial dimensions by a factor of two. As illus-
trated in Figure 4a, DRM consists of a convolutional (conv)
layer, followed by 8 repeated residual layers, then another
conv layer, and finally a de-convolutional (i.e., deconv)
layer for up-scaling. Each of the repeated residual layers
(consisting of two conv layers) is designed by following the
principles outlined in the EDSR model [8]. Several choices of
hyper-parameters, e.g., the number of filters in each layer, the
use of ReLU non-linearity [54], and/or Batch Normalization
(BN) [55] are annotated in Fig. 4a. As a whole, DRM is a
10 layer residual network that learns to scale up the spatial
dimension of input features by a factor of two. It uses a
series of 2D convolutions of size 3× 3 (in repeated residual
block) and 4 × 4 (in the rest of the network) to learn this
spatial interpolation from paired training data.
B. SRDRM Architecture
As Fig. 4b demonstrates, the SRDRM makes use of n ∈
{1, 2, 3} DRM blocks in order to learn to generate 2n×
HR outputs. An additional conv layer with tanh non-
linearity [56] is added after the final DRM block in order to
reshape the output features to the desired shape. Specifically,
it generates a 2nw × 2nh × 3 output for an input of size
w × h× 3.
C. SRDRM-GAN Architecture
For adversarial training, we use the same SRDRM model
as the generator and employ a Markovian PatchGAN [37]-
based model for the discriminator. As illustrated by Fig. 4c,
nine conv layers are used to transform a 640 × 480 × 6
input (real and generated image) to a 40 × 30 × 1 output
that represents the averaged validity responses of the dis-
criminator. At each layer, 3×3 convolutional filters are used
with a stride size of 2, followed by a Leaky-ReLU non-
linearity [57] and BN. Although traditionally PatchGANs use
70 × 70 patches [37], [44], we use a patch-size of 40 × 30
as our input/output image-shapes are of 4:3.
D. Objective Function Formulation
At first, we define the SISR problem as learning a function
or mapping G : {X} → Y , where X (Y ) represents the
LR (HR) image domain. Then, we formulate an objective
function that evaluates the following properties of G(X)
compared to Y :
• Global similarity and perceptual loss: existing meth-
ods have shown that adding an L1 (L2) loss to the
objective function enables the generator to learn to
sample from a globally similar space in an L1 (L2)
sense [37]. In our implementation, we measure the
global similarity loss as:
L2(G) = EX,Y
[∣∣∣∣Y −G(X)∣∣∣∣
2
]
.
Additionally, as suggested in [58], we define a percep-
tual loss function based on the per-channel disparity
between G(X) and Y as:
LP (G) = EX,Y
[∣∣∣∣(512+ r¯)r2 +4g2 +(767− r¯)b2∣∣∣∣
2
]
.
Here, r, g, and b denote the normalized numeric
differences of the red, green, and blue channels between
G(X) and Y , respectively; whereas r¯ denotes the mean
of r.
• Image content loss: being inspired by the success of
state-of-the-art SISR models [34], we also formulate the
content loss as:
LC(G) = EX,Y
[∣∣∣∣Φ(Y )− Φ(G(X))∣∣∣∣
2
]
.
Here, the function Φ(·) denotes the high-level features
extracted by the block5 conv4 layer of a pre-trained
VGG-19 network.
Finally, we formulate the multi-modal objective function
for the generator as:
LG(G) = λcLC(G) + λpLP (G) + λ2L2(G).
Here, λc, λp, and λ2 are scalars that are empirically tuned as
hyper-parameters. Therefore, the generator G needs to solve
the following minimization problem:
G∗ = arg min
G
LG(G). (1)
On the other hand, adversarial training requires a two-
player min-max game [35] between the generator G and
discriminator D, which is expressed as:
L(G,D) = EX,Y
[
logD(Y )
]
+ EX,Y
[
log(1−D(X,G(X)))
]
. (2)
Here, the generator tries to minimize L(G,D) while the dis-
criminator tries to maximize it. Therefore, the optimization
problem for adversarial training becomes:
G∗ = arg min
G
max
D
LGAN (G,D) + LG(G). (3)
E. Implementation
We use TensorFlow libraries [59] to implement the pro-
posed SRDRM and SRDRM-GAN models. We trained both
the models on the USR-248 dataset up to 20 epochs with a
batch-size of 4, using two NVIDIATM GeForce GTX 1080
graphics cards. We also implement a number of state-of-
the-art generative and adversarial models for performance
comparison in the same setup. Specifically, we consider three
generative models named SRCNN [6], SRResNet [10], [34],
and DSRCNN [60], and three adversarial models named
SRGAN [10], ESRGAN [9], and EDSRGAN [8]. We already
provided a brief discussion on the state-of-the-art SISR mod-
els in Section II. Next, we present the experimental results
based on qualitative analysis and quantitative evaluations in
terms of standard metrics.
V. EXPERIMENTAL RESULTS
A. Qualitative Evaluations
At first, we analyze the sharpness and color consistency
in the generated images of SRDRM and SRDRM-GAN.
As Fig. 5 suggests, both models generate images that are
comparable to the ground truths for 4× SISR. We observe
even better results for 2× SISR, as it is a relatively less chal-
lenging problem. We demonstrate this relative performance
margins at various scales in Fig. 6. This comparison shows
that the global contrast and texture is mostly recovered in the
2× and 4× HR images generated by SRDRM and SRDRM-
GAN. On the other hand, the 8× HR images miss the
finer details and lack the sharpness in high-texture regions.
The state-of-the-art SISR models have also reported such
difficulties beyond the 4× scale [34].
Next, in Fig. 7-9, we provide a qualitative performance
comparison with the state-of-the-art models for 4× SISR.
We select multiple 160 × 120 patches on the test images
containing interesting textures and objects in contrasting
background. Then, we apply all the SISR models (trained
on 4× USR-248 data) to generate respective HR images of
size 640× 480. In the evaluation, we observe that SRDRM
performs at least as well as and often better compared to the
generative models, i.e., SRResNet, SRCNN, and DSRCNN.
Moreover, SRResNet and SRGAN are prone to inconsistent
coloring and over-saturation in bright regions. On the other
hand, ESRGAN and EDSRGAN often fail to restore the
sharpness and global contrast. Furthermore, SRDRM-GAN
generates sharper images and does a better texture recovery
than SRDRM (and other generative models) in general. We
postulate that the PatchGAN-based discriminator contributes
to this, as it forces the generator to learn high-frequency local
texture and style information [37].
B. Quantitative Evaluation
We consider two standard metrics [61], [5] named Peak
Signal-to-Noise Ratio (PSNR) and Structural Similarity
(SSIM) in order to quantitatively compare the SISR models’
performances. The PSNR approximates the reconstruction
quality of a generated image x compared to its ground truth
y based on their Mean Squared Error (MSE) as follows:
MSE(x,y) =
1
mn
m∑
i=1
n∑
j=1
|xi,j − yi,j |2
PSNR(x,y) = 20 log10
[
255/MSE(x,y)
]
.
(4)
On the other hand, the SSIM [62] compares the image
patches based on three properties: luminance, contrast, and
structure. It is defined as:
SSIM(x,y) =
( 2µxµy + c1
µ2x + µ
2
y + c1
)( 2σxy + c2
σ2x + σ
2
y + c2
)
. (5)
Here, µx (µy) denotes the mean, and σ2x (σ
2
y) denotes the
variance of x (y); whereas σxy denotes the cross-correlation
between x and y. Additionally, c1 = (255×0.01)2 and c2 =
(255× 0.03)2 are constants that ensure numeric stability.
In addition, we consider Underwater Image Quality Mea-
sure (UIQM) [63], [64], which is a linear combination of
three metrics: image colorfulness, sharpness, and contrast.
The UIQM is expressed as follows:
UIQM(x) = 0.0282× UICM(x) + 0.2953× UISM(x)
+ 3.5753× UIConM(x)
(6)
Here, the constant values are c1 = 0.0282, c2 = 0.2953,
and c3 = 3.5753; We follow the standard definition of Eq. 6
and relevant procedures for computing UICM, UISM, and
UIConM that are described in [5].
We use a total of 452K test images for the evaluation; we
illustrate the comparison in Table I. The results indicate that
SRDRM-GAN, SRDRM, SRGAN, and SRResNet produce
comparable values for PSNR and SSIM, and perform better
than other models. Moreover, SRDRM-GAN outperforms
other models by considerable margins in terms of UIQM
measure. We also compare the quantitative performance of
SRDRM and SRDRM-GAN for different scales (i.e., 2×,
4×, and 8×) in Table II and II, respectively. These statistics
are consistent with our qualitative analysis.
SRDRM-GANSRDRM G. Truth (HR) Scaled Input (LR) 
Fig. 5: Color consistency and sharpness of the generated 4× HR images compared to the ground truth.
2x
SRDRM SRDRM-GAN
4x
8x
Fig. 6: Global contrast and texture recovery by SRDRM and SRDRM-GAN for 2×, 4×, and 8× SISR.
C. Practical Feasibility
The qualitative and quantitative results suggest that SR-
DRM and SRDRM-GAN provide good quality HR visual-
izations for LR image patches, which is potentially useful in
tracking fast-moving targets, attention modeling, and detailed
understanding of underwater scenes. Therefore, AUVs and
ROVs can use this to zoom in a particular region of interest
(RoI) for detailed and improved visual perception. One
operational consideration for using such deep learning-based
models in embedded robotic platforms is the computational
complexity. As we demonstrate in Table IV, the memory
requirement for the proposed model is only 3.5-12 MB and
it runs at 4-7 fps on NVIDIATM Jetson TX2, which (and
similar other embedded computing boards) are widely used
by underwater robots [51], [65]. Therefore, it essentially
takes about 140-246 milliseconds for a robot to take a closer
look at a LR RoI. These results validate the feasibility of
using the proposed model for improving real-time perception
SRDRM-GAN ESRGAN EDSRGAN SRGAN
SRDRM SRResNet SRCNN DSRCNN
SRDRM-GAN ESRGAN EDSRGAN SRGAN
SRDRM SRResNet SRCNN DSRCNN
Fig. 7: Qualitative performance comparison of SRDRM and SRDRM-GAN with SRCNN [6], SRResNet [10], [34], DSRCNN [60],
SRGAN [10], ESRGAN [9], and EDSRGAN [8]. (contd.)
SRDRM-GAN ESRGAN EDSRGAN SRGAN
SRDRM SRResNet SRCNN DSRCNN
SRDRM-GAN ESRGAN EDSRGAN SRGAN
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Fig. 8: Qualitative performance comparison of SRDRM and SRDRM-GAN with SRCNN [6], SRResNet [10], [34], DSRCNN [60],
SRGAN [10], ESRGAN [9], and EDSRGAN [8]. (contd.)
SRDRM-GAN ESRGAN EDSRGAN SRGAN
SRDRM SRResNet SRCNN DSRCNN
Fig. 9: Qualitative performance comparison of SRDRM and SRDRM-GAN with SRCNN [6], SRResNet [10], [34], DSRCNN [60],
SRGAN [10], ESRGAN [9], and EDSRGAN [8].
TABLE I: Comparison for average PSNR, SSIM, and UIQM values.
PSNR SSIM UIQM
Model
(
G(x),y
) (
G(x),y
) (
G(x)
)
SRResNet 24.21± 3.45 0.70± 0.08 2.21± 0.70
SRCNN 23.75± 3.26 0.69± 0.12 2.27± 0.68
DSRCNN 23.91± 3.41 0.68± 0.10 2.33± 0.62
SRDRM 24.96± 3.36 0.72± 0.11 2.35± 0.71
SRDRM-GAN 24.77± 3.32 0.70± 0.12 2.81± 0.56
ESRGAN 20.99± 3.12 0.58± 0.15 2.33± 0.55
EDSRGAN 21.88± 2.76 0.62± 0.14 2.42± 0.84
SRGAN 24.76± 3.42 0.69± 0.13 2.75± 0.66
TABLE II: comparison 2x, 4x, 8x. (SRDRM)
Metric 2× 4× 8×
PSNR
(
G(x),y
)
26.16± 3.52 24.96± 3.36 22.83± 2.63
SSIM
(
G(x),y
)
0.77± 0.10 0.72± 0.11 0.66± 0.07
UIQM
(
G(x)
)
2.47± 0.69 2.35± 0.71 2.17± 0.55
of visually-guided underwater robots.
VI. CONCLUSION
In this paper, we present a fully-convolutional deep
residual network-based model for underwater image super-
resolution at 2×, 4×, and 8× scales. We also provide
generative and adversarial training pipelines driven by a
multi-modal objective function, which is designed to eval-
uate image quality based on its content, color, and texture
information. In addition, we present a large-scale dataset
named USR-248 which contains paired underwater images of
various resolutions for supervised training of SISR models.
TABLE III: comparison 2x, 4x, 8x. (SRDRM-GAN)
Metric 2× 4× 8×
PSNR
(
G(x),y
)
26.77± 4.05 24.77± 3.32 22.13± 3.05
SSIM
(
G(x),y
)
0.817± 0.07 0.70± 0.12 0.59± 0.16
UIQM
(
G(x)
)
2.87± 0.55 2.81± 0.56 2.77± 0.59
TABLE IV: Run-time and memory requirement of SRDRM (same
as SRDRM-GAN) on NVIDIATM Jetson TX2.
Model 2× 4× 8×
Inference-time (ms) 140.6 ms 145.7 ms 245.7 ms
Frames per second (fps) 7.11 fps 6.86 fps 4.07 fps
Model-size 3.5 MB 8 MB 12 MB
Furthermore, we perform thorough qualitative and quantita-
tive evaluations which suggest that the proposed model can
learn to restore image qualities at a higher resolution for an
improved visual perception. In the future, we seek to improve
its performance for 8× SISR, and plan to further investigate
its applicability in other underwater robotic applications.
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