ABSTRACT. In this paper we present two efficient algorithms for endosing a simple root of the nonlinear equation f(x) = 0 in the interval [a, b] -They improve recent methods of Alefeld and Potra by achieving higher efficiency indices and avoiding the solution of a quadratic equation per iteration. The efficiency indices of our methods are 1.5537... and 1.618... , respectively. We show that our second method is an optimal algorithm in some sense. Our numerical experiments show that the two methods of the present paper compare well with the above methods of Alefeld and Potra as well as efficient solvers of Dekker, Brent, and Le. The second method in this paper has the best behavior of all, especially when the termination tolerance is small.
INTRODUCTION
In arecent paper, Alefeld and Potra [2] proposed three efficient methods for enc10sing a simple zero X* of a continuous function fex) in the interval 
lim (bn -an) = O.
n-+oo
The asymptotic efficiency indices of each of those three methods, in the sense of Ostrowski [10] , are Y2 = 1.4142... ,~= 1.5874... , and 1(3 + JT3)/2 = 1.4892. .. , respectively. The numerical experiments in that paper show that the practica1 behavior of those methods is comparable to that of the efficient equation solvers of Dekker [6] and Brent [5] , although they perform slightly worse on some problems. Although there are many enclosing methods for solving the equation
where fex) is continuous on [a, b] and has a simple root x* in [a, b] , most of them do not have nice asymptotic convergence properties of the diameters {(bn-an)}~l . For example, in case of Dekker's method, the diameters bn-an may remain greater than a relative large positive quantity until the last iteration when a "<>-step" is taken. In case of Le's Algorithm LZ4 of [8] , the convergence properties of {(bn -an)}~1 have not been proved except that the total number of function evaluations will be bounded by four times that needed by the bisection method, which is also the upper bound of the number of function evaluations required by our second method in this paper. For other examples, like Brent's method, the Illinois method, the Anderson-Björck method, the Regula Falsi method, Snyder's method, the Pegasus method, and so on, only the convergence rate of {Ixn-X*I}~l ' where Xn is the current estimate of X*, has been studied and not the convergence rate of the diameters (bn -an) . In case fex) is convex on [a, b] , the c1assical Newton-Fourier method [10, p. 248], J. W. Schmidt's method [12] , and the methods of Alefeld and Potra [1] produce a sequence of enc10sing intervals whose diameters are superlinearly convergent to zero. The highest asymptotic efficiency index of those methods, 1.5537..., is attained by a method of J. W. Schmidt [12] and a slight modification of this method due to Alefeld and Potra [1] .
In the paper of Alefeld and Potra [2] three iterative methods are proposed that produce enclosing intervals satisfying (1) and (2) without any convexity assumptions on f. Surprisingly enough, under appropriate smoothness assumptions, one of the methods of [2] has the efficiency index 1.5874..., which is higher than the efficiency index of the above-mentioned method of J. W. Schmidt [12] .
In the present paper two new algorithms for enc10sing zeros of nonconvex functions are presented. Our first method requires at most 3, while our second method requires at most 4 function evaluations per step. Both methods reduce the length of the enc10sing interval by at least one half at each step, so that in the worst case scenario our methods require 3 times, respectively 4 times, more function evaluations than the bisection method. As the bisection method, or the methods of Brent [5] , Dekker [6] , or Le [8, 9] , our methods are applicable to rather general problems involving discontinuous functions and derivatives, multiple zeros, etc. (see Theorem 3.1). However, in case of simple zeros of C3-functions we can prove that, asymptotically, our first method requires only 2, and our second method only 3 function evaluations per step. Moreover, in this case the sequence of diameters {(bn -an)}~l converges to zero with Rorder at least 1 + V2 = 2.414... for our first method, and R-order at least 2 + vs = 4.236. .. for our second method. Hence the corresponding efficiency indices are VI + V2 = 1.5537... and </2 + vs = (1 + VS)/2 = 1.618... , respectively. As far as we know, the latter is the highest efficiency index for iterative methods that produce monotone enc10sing intervals for simple zeros of sufficiently smooth functions. This paper improves the results of [2] in two ways. First, by making better use of available information, we obtain a higher efficiency index. Second, our new algorithms do not use the exact solution of a quadratic equation at each step. Instead, we use 2 or 3 Newton steps to get a convenient approximation. This modification saves the work of computing the square root, makes the subroutine program much simpler, and preserves the good convergence properties. For convenience of comparison, we list the three algorithms of [2] in the Appendix of this paper.
In our numerical experiments we compared our methods with the methods in [2], with the methods of Dekker [6] and Brent [5] which are used in many stan-dard software packages, and also with the AIgorithm LZ4 of Le [8] . The results are presented in §5. The numerical results show that the two methods of the present paper compare weIl with the other six methods. The second method in this paper has the best behavior of aIl, especiaIly when the termination tolerance is small.
In §6, we show that in a certain sense our second method is an optimal procedure.
PRELIMINARY SUBROUTINES AND LEMMAS
In this section we present some notations and results to be used later. We
If f(c) = 0, then print c and stop
After caIling the above subroutine, we will have a new interval
The above subroutine has a, b, d , and k as inputs and r as output. It is
Furthermore, k is a positive integer and r is an approximation of the unique zero Z of the quadratic polynomial 
where L = 1+ 2 + . . . + 2k-l = 2k -1. 0
The next lemma can be proved in a straightforward manner; it will be needed in §6. The following theorem is a basic property of the above two algorithms, whose proof is straightforward and hence will be omitted. In what follows we show that under certain smoothness assumptions, AIgorithm 1 and Algorithm 2 produce intervals whose diameters {(bn -an)}~l converge to zero with R-orders at least 1 + v'2 = 2.414... and 2 +V5 = 4.236... , respectively.
First, we have the following two lemmas.
Lemma 4.1 (Alefeld and Potra [2]). Assume that f is continuously differentiable in [a, b] and f(a)f(b) < 0, and x* isasimplezeroof f(x) in [a, b]. Suppose that Algorithm 1 (or Algorithm 2) does not terminate after a finite number of iterations. Then there is an n3 such that for all n > n3, the quantities cn and
Un in step 1.6 (or in step 2.8) satisfy that 
l(bn-l -an-d < (bn-l -an-d.
Since AO= mina<x<b 1f'(x)1 > 0 and bn-an --t 0, then for any fixed 0< t5< AO there is an nI such that for all n > nI we have that bn -an < 1 and .
Combining (11) and (12), we have that (ii) For Algorithm 2, when ;1> nl , we have that where A3 = 2 (O.25~~) .
Finally, similar to (12) , by Lemma 2.1 and (10),
w ere 11.4 -2t5 .
Combining (13), (14), and (15), when n > n2 > nI, we get
with'2 = AerI + A4 maxa5,x91f'(x)l.
0
The following two theorems show the asymptotic convergenceproperties of AIgorithm 1 and Algorithm 2, respectively. This shows that for all n > NI we will have an+1 = an
AO n an n-I an-I and using (21), we obtain (17 (24)
The rest of the proof is similar to the corresponding part of the proof of Theo- In this section we present some numerical experiments. We compared our methods with the methods in [2], with the methods of Dekker [6] and Brent [5] , and also with the Algorithm LZ4 of Le [8] . In our experiments, the parameter J1 in all the methods of this paper and [2] was chosen as 0.5. For Dekker's method we translated the ALGOL 60 routine Zeroin presented in [6] into Fortran; for Brent's method we simply used the Fortran routine Zero presented in the Appendix of [5] , while for the Algorithm LZ4 of Le we used his Fortran code. The machine used was Encore-Multimax, and double precision was used. The test problems are listed in Table 5 .1. The termination criterion was the one used by Brent [5] , i.e. Here, u E {a, b} is such that If(u)1= min{lf(a)l, If(b)l}, macheps is the relative machine precision, which in our case is 2.2204460492504x 10-16, and tol is a user-given nonnegative number.
Owing to the above termination criterion, a natural modification of the subroutine bracket was employed in our implementations of all the methods in this paper and in [2] . The modified subroutine is the following: Subroutine bracket(a, b, c, Ci,b) (or bracket(a, b, c, Ci,b, d) ). In our experiments we tested all the problems listed in Table 5 .1 with different user-given tol (tol = 10-7 , 10-10, 10-15, and 0). The total number of function evaluations in solving all the problems (145 cases) are listed in Table 5 .2, where BR and DE stand for Brent's method and Dekker's method, respectively, and "unsolved" means a problem is not solved within 1000 iterations. From there we see that our two methods compare well with the other six methods. The second method in this paper has the best behavior of all, especially when the termination tolerance is small. This reconfirms the fact that the efficiency , l+n n = 100(100)1000 -0.859 if x < 0
It is clear that AIgorithms land 2 are special cases of Algorithm 3. Furthermore, similar to Theorem 4.3 and Theorem 4.5, we see that for AIgorithm 3,
