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Optimierung und Steuerung" 
Gäste im Forschungsschwerpunkt und im EG-Projekt 
Preprints im Schwerpunktprogramm der DFG 
Vorträge im Forschungsschwerpunkt 
Seite 
Berichtszeitraum: 1. Januar bis 31. ~ezeniber 1990 
Kurze Statistik des Instituts für Mathematik 
An diesem Institut wirkten im Jahre 1990 
20 Professoren, davon 4 Lehrstühle in Reiner Mathematik, 
3 Lehrstühle in Angewandter ~athematik, 
2 Lehrstühle für Informatik (2. Zt. eine Stelle unbesetzt), 
9 C 21C3-Professoren für Mathematik 
(davon 5 Fiebiger-Professuren), 
2 C 3-Professoren für Informatik; 
54 wissenschaftliche Mitarbeiter, davon 24 auf Universitatsstellen, 
30 auf Dritt mittelstellen. 
Es studierten: 
254 das Fach Diplommathematik, 
369 das Fach Diplomwirtschaftsmathernatik. 
Rufe ergingen 1990 an 
Prof. Bock (Heidelberg), 
Prof. Grötschel (TU Berlin), 
Dr. Jünger (Paderborn). 
Preise und wissenschaitliche Auszeichnungen: 
Kurt Becku rts-Preis für die Professoren Grötschel und Hoff mann, 
Leibniz-Preis der Deutschen Forschungsgemeinschaft für Professor Hoffmann, 
Studentenpreis der Deutschen Gesellschaft für Operations Research für Herrn 
Ascheuer. 
Überregionale Forschungsprojekte: 
Forschungsschwerpunkt "Anwendungsbezogene Optimierung und Steuerung" 
(Sprecher: Prof. Hoffmann); gefördert von der Deutschen Forschungsgemeinschaft, 
"Dynamik von Mehrkörpersystemen, MUS-Integration" 
(Arbeitsgruppe Prof. Bock); gefordert von der Deutschen Forschungsgemeinschaft, 
"Darstellungstheorie endlicher Gruppen und endlich-dimensionaler Algebren" 
(Arbeitsgruppe Prof. Ritter); gefördert von der Deutschen Forschungsgemeinschaft, 
"Globale Analysis, Differentialgeometrie und ihre Anwendungen" 
(Arbeitsgruppe Prof. Brüning und Prof. Heintze); gefördert von der Europaischen 
Gemeinschaft. 
Einrichtung eines Graduiertenkollegs Mathematik 
Von der Deutschen Forschungsgemeinschaft ist 1990 am lnstitut für Mathematik ein 
Graduiertenkolleg mit 36 Kollegplätzen und 20 Promotionsstipendien eingerichtet 
worden. Die historisch-philosophische Komponente ~ird~getragen durch das lnstitut 
für Philosophie der Universität Augsburg. 
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Mitarbeiter des Instituts 
Hochschullehrer 
Professor Dr. Bemd Aulbach 
Professor Dr. Hans Georg Bock 
Professor Dr. Karl Heinz Borgwardt 
Professor Dr. Jochen Brüning 
Professor Dr. Fritz Colonius 
Professor Dr. Walter Dosch 
Professor Dr. Jost-Hinrich Eschenburg 
Professor Dr. Norbert Gaffke 
Professor Dr. Peter Gritzmann 
Professor Dr. Martin Grötschel 
Professor Dr. Ernst Heintze 
Assistenten 
Markus Abt 
Dr. Robert Boltje 
David Burns, Ph. D. 
Marlene Chlebowitz 





Dr. Paul Kötzner 
Wolfgang Kolbe 









Professor Dr. Karl-Heinz Hoffmann 
Professor Dr. Hansjörg Kielhöfer 
Professor Dr. Burkhard Külshammer 
Professor Dr. Bernhard Möller 
Professor Dr. Friedrich Pukelsheim 
Professor Dr. Jürgen Ritter 
Professor Dr. Reinhard Schertz 
Professor Dr. Hans-Joachim Töpfer 
Privatdozent Dr. Peter Knabner 
Privatdozent Dr. Reiner Lauterbach 
Thornas Mitulla 
Norbert Peyerimhoff 
Dr. Johann Reiter 
Dr. Johannes Schlöder 
Dr. Herbert Schröder 
Mechthild Stoer 
Dr. Theo Ungerer 
Gerhard Wilhelms 
Jürgen Wittmann 
Dr. Eberhard Zehendner 
Dons Zepf 








Dr. Stefan Hilger 





























Gäste am Institut 
Prof. Dr. R. Araque, Universite Catholique de Louvain, Louvain-la-Neuve, Belgien 
Mai 1990 
Prof. Dr. A. Bachern, Universitat Köln 
März 1990 
Prof. Dr. E. Bayer, Besancon, Frankreich 
Dezember 1 990 
Prof. Dr. M. Bayer, University of Kansas, Lawrence, USA 
Juli 1990 
Prof. B. Bergery, Nancy, Frankreich 
März 1990 
Prof. Dr. R. E. Bixby, Rice University, Houston, Texas, USA 
Juli 1990 
Prof. Dr. A. Björner, Royal Institute of Technology, Stockholm, Schweden 
Februar 1990 
Prof. Dr. H. Broer, Groningen, Niederlande 
Mai 1990 
G. Dahl, Norwegian Telecom, Kjeller, Norwegen 
Dezember 1990 
Prof. J. Dennis, RlCE University, Houston, USA 
Januar 1990 
Prof. Dr. M. Deza, CNRS, Universitd de Paris Dauphine, Pans, Frankreich 
März 1990 
Prof. Dr. J. Eichhorn, Universität Greifswald 
Februar 1990 
Prof. Dr. L. Erbe, University Edmonton, Canada 
Juli 1990 
- 
Prof. C. Fabian, Academia de Studii Economice, Bukarest, Soz. Rep. Rumänien 
September 1990 
Dr. R. Förster, TU Braunschweig 
Mai 1990 
Prof. R. Gardner, University of California, Davis, USA 
(Alexander von Humboldt- Stiftung) 
Apnl - Juli 1990 
Prof. Dr. P. Gilkey, University of Oregon, Eugene, USA 
Dezember 1990 
Prof. Dr. I. Gohberg, Tel -Aviv University 
Januar 1990 
Prof. P. Gruber, TU Wien, Österreich 
September 1990 
Prof. T. Healey, Cornell University, Ithaca, N.Y., USA 
Juli 1990, August 1990 
Prof. Dr. S. Helgasson, Massachusetts Institute of Technology, Boston, USA 
Juni 1990 
Prof. Dr. K. Hoechsmann, Vancouver, Canada 
Juli 1990 
Prof. Dr. M. Jarden, Te1 Aviv, Israel 
Februar 1990 
Prof. Dr. H. Kalf, LMU-München 
Februar 1990 
Prof. F. Kirillova, Mathematics Institute, Minsk University, USSR 
September 1990 
Prof. Dr. P. Kleinschmidt, Universität Passau 
Juni 1990 
Prof. Dr. M. V. Kritz, LNCC Rio de Janeiro, Brasilien 
(Stipendium CAPES) 
Januar 1990 - Januar 1991 
Dr. M. Laurent, CNRS, Universitd de Paris Dauphine, Paris, Frankreich 
März 1990 
Prof. Dr. B. Levitan, Moscow University 
Mai - Juni 1990 
Prof. Dr. L. LovAsz, Eötvös Lorand Universitat, Budapest, Ungarn 
Januar 1990 
Dr. H. Martini, Dresden 
(DAAD) 
April 1990, November 1990 
Dr. P. Moson, TU Budapest, Ungarn 
April 1990 
Prof. M. Mrozek, Jagiellonian University Cracow, Polen 
Juli 1990 
Prof. C. Olmos, ICTP Miramare, Trieste, Italien 
Januar 1990, Mai 1990 
Prof. Dr. M. Padberg, New York University, New York, USA 
(gefordert durch einen US Senior Scientist Award der Alexander von 
Humboldt-Stiftung) 
Juli 1990, September - Dezember 1990 
Prof. Dr. P. Pansu, Ecole Polytechnique, Paris 
Februar 1990 
M. Peszynska, Polnische Akademie der Wissenschaften, Warschau 
(Stipendium DAAD) 
Oktober 1990 - Juli 1991 
Prof. H. H. Phu, Inst. of Mathematics, Nghia Do, Hanoi , Vietnam 
Juli - Dezember 1990 
Prof. Dr. G. Rinaldi, lstituto di Analisi dei Sistemi ed lnformatica del CNR, Rom, Italien 
April - Juni 1990 
Prof. K. R. Schneider, Akademie der Wissenschaften, Ost-Berlin, DDR 
Februar 1990 
Prof. Dr. B.-W. Schulze, Karl-Weierstraß-Institut Berlin 
Dezember 1990 
Prof. Dr. R.T. Seeley, University of Massachusetts, Boston, USA 
Juli 1990 
Prof. Dr. S.K. Sehgal, Edmonton, Canada 
Mai 1990 
Prof. Dr. M. Shubin, Moscow University 
Juni -. Juli 1990 
Prof. Dr. J. Sjöstrand, Universit6 de Paris Sud 
Januar 1990 
Prof. Dr. R. Stanley, Massachusetts Institute of Technology, Cambridge, USA 
Juni 1990 
Dr. U. Streit, Technische Hochschule Chemnitz 
Oktober 1990 
Prof. Dr. M. Taylor, Manchester, England 
November 1990 
Prof. Dr. T. Terlaky, Eötvös Lorand Universitgt, Budapest, Ungarn 
Februar 1990 
Prof. G. Thorbergsson, University of Notre Dame, Indiana, USA 
Juni 1990 
Prof. Dr. K. Tmemper, University of Texas at Dallas, Richardson, USA 
(gefördert durch einen US Senior Scientist Award der Alexander von 
Humboldt-Stiftung) 
Januar - Juli 1990 
Prof. Dr. A. Weiss, Edmonton, Canada 
Oktober - November 1990 
Dr. A. Zochowski, Polnische Akademie der Wissenschaften, Warschau 
(Alexander von Hurnboldt-Stiftung) 
Oktober 1990 - September 1991 
Lehre 
Im Fach Diplom-Mathematik studierten: 
im 1. Sem. 55 
im 2. Sem. 5 
im 3. Sem. 44 
im 4. Sem. 6 
im 5. Sem. 27 
im 6. Sem. 1 
im 7. Sem. 20 
im 8. Sem. 4 
im 9. Sem. 22 
im 10. Sem. 1 
im 11. Sem. 27 
im 12. Sem. 2 














im 1. Sem. 
im 2. Sem. 
im 3. Sem. 
im 4. Sem. 
im 5. Sem. 
im 6. Sem. . 
im 7. Sem. 
im 8. Sem. 
im 9. Sem. 
im 10. Sem. 
im 1 1. Sem. 
im 12. Sem. 




















Zum WS 90191 haben 60 Studierende das Studium der Diplom-Mathematik 
aufgenommen. 
Im Fach ~iploh=Wirtschaftsmathernatik studierten: 
im 1. Sem. 
im 2. Sem. 
im 3. Sem. 
im 4. Sem. 
im 5. Sem. 
im 6. Sem. 
im 7. Sem. 
im 8. Sem. 
im 9. Sem. 
im 10. Sem. 
im 1 1. Sem. 
im 12. Sem. 














im 1. Sem. 
im 2. Sem. 
im 3. Sem. 
im 4. Sem. 
im 5. Sem. 
im 6. Sem. 
im 7. Sem. 
im 8. Sem. 
im 9. Sem. 
im 10. Sem. 
im 11. Sem. 
im 12. Sem. 



















Zum WS 90/91 haben 80 Studierende das Studium der Diplom- 
Wirtschaftsmathematik aufgenommen. 
Für das Lehramt an Gymnasien immatrikulierten sich zum WS 90191 60 Studenten. 
Lehweranstaltungen Im WS 89/90 
A Mathematik für dle Diplom-Studlengänge 
Abkürzungen: 
PV = Pflichtveranstaltungen, WPV = Wahlpflichtveranstaltung, WV = Wahlveranstaltung, 





06 001 Überblicke Mathematik 
(Themen und Termine werden gesondert 
angekündigt) 
06 002 EinfOhning in Geschichte u.Philosophie d. 
Mathematik 
Typ: PV Brüningl 
Std.: 2 Mainzer 
06 003 Übungen zu Einführung i. Geschichte U. 
Philosophie d. Mathematik 
Typ: Ü Brüningl 
Std.: 2 Mainzer 
Ab 1. Semester 
Typ: PV 
Std. : 4 
Brüning 06 004 Analysis I 
06 005 Übungen zu Analysis I 










06 007 Übungen zu Linearer Algebra I 
- Scheinerwerb - 
Kiel höferl 
Kötzne rlN. N . 
06 008 Informatik I 
(mit integriertem Programrnierkurs) 
Typ: PV 
Std. : 6 
Töpfer 
06 009 Übungen zu lnformatik I 





06 01 0 Programmieren (PASCAL) Typ: K 
Std.: 2 
Kolbe 
06 01 1 Übungen zu Programmieren 




Ab 3. Semester 
06 012 Analysis III 
06 01 3 Übungen zu Analysis III 
- Scheinerwerb - 
06 014 Numerik I 
06 01 5 Übungen zu Numerik I 
- Scheinerwerb - 
06 01 6 Wahrscheinlichkeitstheorie 
06 01 7 Übungen zu Wahrscheinlichkeitstheorie 
- Scheinerwerb - 
06 01 8 Optimierungsmethoden I 
06 01 9 Übungen zu Optimierungsmethoden I 
- Scheinerwerb - 
06 020 Gewöhnliche Differentialgleichungen 
06 021 Übungen zu Gew. Differentialgleichungen 
- Scheinerwerb - 
06 022 Algebra I 
06 023 Übungen zu Algebra I 
- Scheinerwerb - 
06 024 lnformatik ill 
06 025 Übungen zu lnformatik 111 
- Scheinerwerb - 
06 026 Maschinennahe Programmierung 
06 027 Übungen zu Maschinenn. Programmierung 
- Scheinerwerb - 
Typ: PV 
Std. : 4 
Typ: Ü - 
Std.: 2 
Typ: PV 











































Typ: WV Schulthess 
Std.: 2 
Typ: Ü Schulthessl 
Std.: 2 Nietterl 
Froitzheim 
Ab 5. Semester 
06 028 Mathematische Statistik II Typ: WV Pukelsheim 
Std.: 4 
Typ: Ü Pukelsheiml 
Std.: 2 Abt 
06 029 Übungen zu Math. Statistik II 
- Scheinerwerb - 
06 030 Operations Research I Typ: WV Grötschel 
Std. : 4 
Typ: Ü Grötschell 
Std.: 2 ZieglertZepf 
06 031 Übungen zu Operations Research I 
- Scheinerwerb - 
06 032 Optimale Steuerung partieller Differential- 
gleichungen 
Typ: WV Colonius 
Std.: 4 
Typ: U Coloniusl 
Std.: 2 N.N. 
06 033 Übungen zu Steuerung partieller Differential- 
gleichungen 
- Scheinerwerb - 
Typ: WV Knabner 
Std.: 4 
06 034 Numerische Behandlung partieller Differential- 
gleichungen 
Typ: Ü Knabner 
Std.: 2 
06 035 Übungen zu Numerische Behandlung partieller 
Differentialgleichungen 
06 036 Lie-Gruppen Typ: WV Ritter 
Std.: 4 
06 037 Übungen zu Lie-Gruppen Typ: Ü RitterlBoltje 
Std.: 2 
06 038 Unendlichdimensionale dynamische Systeme Typ: WV Lauterbach 
Std. : 4 
Typ: Ü Lauterbach 
Std.: 2 
06 039 Übungen zu Unendl. dynamische Systeme 
- Scheinerwerb - 
Typ: WV Schertz 
Std.: 4 
06 040 Algebraische Kurven 
06 041 Übungen zu Algebraische Kurven 
- Scheinerwerb - 
Typ:Ü Schertz 
Std.: 2 
Typ: WV Hoffmann 
Std.: 4 
06 042 Inverse Probleme 
Typ: Ü Hoff mannt 
Std.: 2 Tiihonen 
06 043 Übungen zu Inverse Probleme 
- Scheinerwerb - 
06 044 Polynomiale geometrische Algorithmen 
06 045 Nichtparametrische statistische Verfahren 
06 046 Multivariate Statistische Verfahren I1 
06 047 Theorie der Programmiersprachen 
06 048 Übungen zu Theorie der Programmiersprachen 
- Scheineweb - 
06 049 Algorithmische Sprachen 
06 050 Übungen zu Algonthmische Sprachen 
- Scheinetwerb - 
06 051 Software Engineering 
06 220 Moderne Rechnerarchitekturen 
06 221 Übungen zu Moderne Rechnerarchitekturen 
(1 4-tägig) 
06 052 Stochastische Prozesse und Instabilitäten 
mit Anwendung in der Physik 
06 053 Übungen zu Stochastische Prozesse und 
Instabilitäten mit Anwendung in der Physik 
Seminare 
06 054 Seminar über Analysis 
06 055 Seminar über Analysis 
06 056 Seminar über Analysis 
Typ: WV Grötschel 
Std.: 2 
Typ: W. Gaffke 
Std.: 2 
Typ: WV Mathar 
Std.: 2 




Typ: WV Schulthess 
Std.: 2 
Typ: Ü Schulthessl 
Std.: 2 Froitzheim 
1 4-tagig 
Typ: WV Mrva 
Std.: 2 
Typ: WPV Schulthessl 
Std.: 2 Klein 
Typ: Ü Schulthess/ 
Std.: 2 Klein 
Typ:WV Hänggi 
Std.: 4 
Typ: Ü HBnggilJung 
Std.: 2 Hontscha/ 
H' walisz 
Typ: S Kielhöferl 
Std.: 2 Lauterbach 
Typ: S Aulbach 
Std.: 2 
Typ: S Brüning 
Std.: 2 
06 057 Seminar über Funktionentheorie Typ: S Aulbachl 
Std.: 2 Garay 
06 058 Seminar über Geometrie U. Zahlentheorie Typ: S Eschenburgl 
Std.: 2 HeintzeIRitter 
06 059 Seminar über Differentialgeometrie 
06 200 Seminar zur Numerik 
06 201 Seminar zur Kontrolltheorie 
06 202 Seminar über Parallele Algorithmen 
06 203 Seminar über Statistik 
Typ: S Eschenburg/ 
Std.: 2 Heintze 
Typ: S Bock 
Std.: 2 
Typ: S Colonius 
Std.: 2 
Typ: S Hoffmannl 
Std.: 2 Knabner 
Typ: S Pukelsheim 
Std.: 2 
06 204 Seminar über Alternativen zum Simplexverfahren Typ: S Borgwardt 
Std.: 2 
06 205 Seminar über Geschichte der linearen Optimierung Typ: S Grötschel 
Std.: 2 
06 206 Seminar über Programmiersprachen 
06 207 Seminar über theoretische Physik 
Typ: S Schulthess 
Std.: 2 




06 208 Oberseminar zur Globalen Analysis und Geometrie Typ: S Eschenburgl 
Std.: 2 Heintzel 
Brüning 
06 209 Oberseminar zur Zahlentheorie 
06 21 0 Oberseminar zur Analysis 
06 21 1 Diplomandenseminar 
Typ: S Ritter 
Std.: 2 
Typ: S Aulbachl 
Std.: 2 Kielhöferl 
Lauterbach 
Typ: S Hoffmann 
Std.: 2 
06 21 2 Diplomandenseminar Typ: S Bock 
Std.: 2 
06 21 3 Diplomandenserninar 
06 21 4 Diplornandenserninar 
06 21 5 Diplomandenseminar 
Typ: S Pukelsheiml 
Std.: 2 Gaffke 
Typ: S Grötschel 
Std.: 2 
Typ: S Töpfer1 
Std.: 2 Zehendner1N.N. 
0621 6 Mathematisches Kolloquium Typ: Ko Alle Dozenten 
(Themen werden gesondert angekündigt) Std.: 1 der Mathematik 
U. lnformatik 
Lehrveranstaltungen im SS 1990 
Mathematik für die Diplom-Studiengänge 
Abkürzungen: 
PV = Pflichtveranstaltungen, WV = Wahlveranstaltung, K = Kurs, Ü = Übung, 
PS = Proseminar, S = Seminar, Ko = Kolloquium 
FOr alle Semester 
06 001 Überblicke Mathematik 
(Themen und Termine werden gesondert 
angekündigt) 
06 002 Kurs Philosophie und Geschichte der 
Geometrie 
Ab 2. Semester 
06 003 Analysis II 
06 004 Ubungen zu Analysis I1 
- Scheinerwerb - 
06 005 Lineare Algebra I1 
06 006 Übungen zu Lineare Algebra II 
- Scheinerwerb - 






Typ: K Brüningl 
Std.:2 Mainzer 
Typ: PV Brüning 
Std.: 4 
Typ: Ü Brilningl 
Std.: 2 Leschl 
Schröder 
Typ: PV Kielhöfer 
Std.:'4 
Typ: Ü Kielhöferl 
Std.: 2 Kötzner 
Typ: PV Töpfer 
Std.: 4 + 2 
06 008 Übungen zu lnformatik II mit integriertem 
Programmierkurs 
- Scheinetwerb - 
Typ:Ü Töpfer1 
Std.:2 Zehendner 
06 009 Programmierkurs (FORTRAN) Typ: K Kolbe 
Std.: 2 
06 01 0 Übungen zum Programmierkurs 
- Scheinerwerb - 
Typ: Ü Kolbe 
Std.: 2 
06 01 1 Englisch für Mathematiker Typ: WV Herpichböhm 
Std.: 2 
Ab 4. Semester 
06 012 Numerische Mathematik II Typ: PV Bock 
Std.: 4 
06 013 Übungen zu Numerische Math. II 
- Scheinetwerb - 
Typ: Ü BocW 
Std.: 2 Schlöder 
06 014 Mathematische Statistik I Typ: PV Pukelsheim 
Std.: 4 
06 015 Übungen zu Math. Statistik I 
- Scheinerwerb - 
Typ: Ü Pukelsheiml 
Std.: 2 Gutmair 
06 01 6 Optimierungsmethoden II Typ: PV Colonius 
Std.: 4 
06 01 7 Übungen zu Optimierungsmethoden II 
- Scheinerwerb - 
Typ: Ü Coloniusl 
Std.: 2 Ziegler 
06 018 Funktionentheorie Typ: WV Lauterbach 
Std.: 4 
06 01 9 Übungen zu Funktionentheorie 
- Scheinetwerb - 
Typ: Ü Lauterbach 
Std.: 2 
06 020 Globale Analysis Typ: WV Eschenburg 
Std.: 4 
06 021 Übungen zu Globale Analysis 
- Scheine~verb -
Typ: Ü Eschenburgl 
Std.: 2 Drees 
06 022 Physikalische und elektronische Grundlagen Typ: WV Klein 
der Informatik Std.: 4 
06 023 Übungen zu Phys. U. elektr. Grundlagen d. lnformatik Typ: Ü Klein1 
- Scheinerwerb - Std.: 2 Ungerer 
Ab 6. Semester 
06 024 Stochastische Prozesse Typ: WV Pukelsheim 
Std.: 4 
06 025 Übungen zu Stochastische Prozesse 
- Scheinerwerb - 
Typ: Ü Pukelsheim/ 
Std.: 2 Abt 
06 026 Operations Research II Typ: WV Grötschel 
Std.: 4 
06 027 Übungen zu Operations Research II 
- Scheinerwerb - 
Typ: 0 Grötschell 
Std.: 2 Zepf 
06 028 Algebra I1 Typ: WV Heintze 
Std.: 4 
06 029 Übungen zu Algebra I1 
- Scheinerwerb - 
Typ: Ü HeintzeICram 
Std.: 2 
06 032 Elliptische Kutven l l  Typ: WV Schertz 
Std. : 4 
06 033 Übungen zu Elliptische Kurven I I  
- Scheinewuerb - 
Typ: Ü Schertz 
Std. : 2 
06 034 Einführung in die Zahlentheorie Typ: WV Ritter 
Std.: 4 
06 035 Übungen zu Einführung in die Zahlentheorie 
- Scheinewuerb - 
Typ: Ü Ritter/ 
Std.: 2 Wittmann 
06 036 Qualitative Theorie gewöhnlicher 
Differentialgleichungen 
Typ: WV Aulbach 
Std.: 4 
06 037 Übungen zu Qualitative Theorie gewöhnlicher 
Differentialgleichungen 
- Scheinetwerb - 
Typ: Ü Aulbach 
Std.: 2 
06 038 Variationsungleichungen Typ: WV Hoffmann 
Std.: 4 
06 039 Übungen zu Variationsungleichungen 
- Scheinerwerb - 
Typ: Ü Hoffmannl 
Std.: 2 . Eichenseher 
06 040 Lösen großer Gleichungssysteme Typ: WV Knabner 
Std.: 4 
06 041 Übungen zu Lösen großer Gleichungssysteme Typ: ÜV Knabner 
- Scheinewerb - Std.: 2 
06 042 Spieltheorie Typ: W Borgwardt 
Std.: 4 
Typ: Ü Borgwardt 
Std.: 2 
06 043 Übungen zu Spieltheorie 
Typ: WV Schröder 
Std.: 2 
06 044 Topologie 
06 045 Spektralsequenzen Typ: W Eschenburg 
Std.: 1 
Typ: PV die Dozenten 
Std.:2 der Angew. 
Mathematik 
06 046 Numerik - Praktikum 
Typ: WV Albrecht 
Std.: 2 
06 047 Datenbanksysteme 
06 048 Funktionale Programmierung Typ: W Dosch 
Std.: 2 
06 049 Übungen zu Funktionale Programmierung 
- Scheineniverb - 
Typ: Ü Doschl 
Std.: 2 Wilhelms 
06 050 Termersetzung Typ: W Dosch 
Std.: 2 
06 068 Algorithmische Geometrie Typ: WV Gritzmann 
Std.: 4 
Typ: Ü Gritzmann 
Std.: 2 
06 069 Übungen zu Algorithmische Geometrie 
06070 Strukturtheorie binärer Matroide Typ: WV Truemper 
Std.: 4 
Seminare 
06 051 Proseminar über Analysis Typ: PS Heintze 
Std.: 2 
06 052 Proseminar Stabilität und Kontrolle 
diskreter Prozesse 
Typ: PS Colonius 
Std.: 2 
06 053 Seminar zur Numerik Typ: S BocW 
Std.: 2 Schlöder 
06 054 Seminar über Differentialgeometrie Typ: S Eschenburgl 
Std.: 2 Heintze 
06 055 Seminar über Analysis 
06 056 Seminar über Analysis 
Typ:S Aulbach 
Std.: 2 
Typ: S - Brüningl 
Std.: 2 Leschl 
Schröder 
Typ: S Kielhöferl 
Std.: 2 Lauterbach 
06 057 Seminar über Analysis 
06 058 Seminar über Optimierung Typ: S Grötschel 
Std. : 2 
06 059 Seminar über Numerik Typ: S Hoffmannl 
Std.: 2 Knabner 
06 071 Seminar Typ: S Gritzmann 
Std.: 2 
Sonstige Veranstaitungen 
06 060 Oberseminar über Algebra U. Zahlentheorie Typ: S 
Std.: 2 
06 061 Oberseminar über Globaie Analysis, 






06 062 Diplomandenseminar Typ: S 
Std.: 2 
Bock 
06 063 Diplomandenseminar Typ: S 
Std.: 2 
Grötschel 
06 064 Diplomandenseminar Typ: S 
Std.: 2 
Hoffmann 





06 067 Mathematisches Kolloquium 







Die folgenden Arbeiten von Mitgliedern des Instituts erschienen im Jahre 1990 in 
wissenschaftlichen Zeitschriften oder Tagungsbänden. . . 
Aulbach, B.; Hilger, S.: A Unified Approach to Continuous and Discrete Dynamics. In 
"Coll. Math. Soc. Jdnos Bolyai 53: Qualitative Theory of Differential Equations", 
(1 990) 37-56, North Holland, Amsterdam. 
Aulbach, B.; Hilger, S.: Linear Bynamic Process with lnhomogeneous Time Scale. In 
"Nonlinear Dynamics and Quantum Dynamical Systems", (1990) 9-20, 
Akademie-Verlag, Berlin. 
Baake, E.; Strasser, R. J.: A Differential Equation Model for the Description of the Fast 
Fluorescence Rise (OIDP-Transient) in Leaves. In M. Baltscheffsky (ed.), Current 
Research in Photosynthesis, 11. 138 - 141, Kluwer 1990. 
Pfündel, E.; Baske.: A Qualitative Description of Fluorescence Excitation Spectra in 
lntact Bean Leaves Greened Under lnterrnittent Light. Photosynth. Res. (1990), 250 
- 59. 
Steinbach, M.; -km H. C; ; Longman, R. W.: Time Optimal Control of SCARA Robots. 
AlAA Guidance, Navigation and Control Conference. Portland, Oregon 1990. 
Boltje, R.: A Canonical Brauer lnduction Formula. Astdrisque 181 - 182 (1990), 31 - 59. 
Brüning, J.; Peyerimhoff, N.; Schröder, H.: The 3-operator on Algebraic Curves. 
Commun. Math. Phys. 129, 525 - 534 (1 990). 
Brüning, J.: L2-index Theorems on Certain Complete Manifolds. J. Differ. Geom. 32, 
491 - 532 (1 990). 
Colonius, F.; Kliemann, W.: Stability Radii and Lyapunov Exponents. Control of 
Uncertain Systems, D. Hinrichsen, B. Martensson, eds., Birkhäuser 1990, 19 - 55. 
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Diplomarbeiten 
Thomas Bönsch: "Verbesserte Abschätzungen für die durchschnittliche 
Qualität von Greedy-Algorithmen zur Losung des .Subset-Sum- 
Maximierungsproblems", 129 S. 
Betreuer: Prof. Borgwardt 
Heer Bönsch befaßt sich in seiner Arbeit mit dem sogenannten Subset-Sum- 
Maximie rungsproblem, also der Aufgabe, von gegebenen Zahlen a, ,...,an geeignete 
Zahlen auszuwählen, so daß ihre Summe so nahe wie möglich bei einer weiteren 
vorgegebenen Zahl b liegt, aber diese nicht überschreitet. Es handelt sich hier um 
ein wohlbekanntes Standardproblem der kombinatorischen Optimierung, das zur 
Klasse der NP-vollständigen Probleme gehört. Zu dieser Aufgabenstellung gibt es 
eine umfangreiche Literatur, die sich mit exakten Lösungsverfahren und Heunstiken 
besch&ftigt. In der Arbeit von Herrn Bönsch geht es darum, eine Variante des 
Greedy-Algorithmus auf ihre durchschnittliche Qualitht zu untersuchen. Es handelt 
sich hierbei um den sogenannten Greedy 3 S Algorithmus, der bereits in der 
Diplomarbeit von Birgit Tremel und einer gemeinsamen Veröffentlichung von 
Borgwardt und Tremel untersucht wurde. Die Aufgabe von Herrn Bönsch war es, den 
Erwartungswert der Lücke, die dieser Greedy-Algorithmus bei seiner Ausführung 
ainterläßt, sehr genau abzuschätzen. 
11 
Herr Bönsch kann in seiner Arbeit eine neue obere Schranke von be- 
24(n+2) 
rechnen und dann in sorgfältiger Kleinarbeit die bekannte untere Schranke 
61 
auf verbessern. Dies ist das Hauptergebnis der Arbeit. 
1 82(n+2) 
Die Diplomarbeit folgt zwar in der Methodik und Konzeption bekannten Vorlagen (U. 
a. von Herrn Borgwardt), es sind jedoch erhebliche Schwierigkeiten zu meistern. Herr 
Bönsch berechnet auf Ober 60 Seiten komplizierte Integrale und ist in der Lage, 
diese so umzuformen und zu vereinfachen, so daß er am Ende zu den genannten 
Absch6tzungen kommt. 
Herr Bönsch untersucht in seiner Arbeit noch weitere Fragen, die als äußerst schwierig 
zu bezeichnen sind und bei denen explizite Lösungen nicht zu erwarten sind. Die 
Beiträge von Herrn Bönsch zu diesen Problemen sind durchaus bemerkenswert. 
Ralf Bruns-Falkenhain: "Implementationen der wichtigsten Varianten von 
Innere-Punkte-Verfahren zur Linearen Optimierung", 95 S. 
Betreuer: Prof. Borgwardt 
Herr Bruns-Falkenhain hatte die Aufgabe, an relativ Weinen dicht besetzten linearen 
Optimierungsproblemen numerische Erfahrungen mit Innere-Punkte-Verfahren zu 
sammeln und diese zu implementieren. Er hatte dabei freie Auswahl und entschied 
sich 
a) für die projektive Methode von Karmarkar - die beirr: Polynomialitätsbeweis zu 
theoretischen Zwecken verwendet worden war (Zusammenfassung von 
primalem und dualem Problem); 
b) für die affine Variante von Vanderbei et al., die schnell und einfach sein soll, bei 
der aber kein Polynomialitätsbeweis geführt werden kann; 
C) für das von Renegar vorgeschlagene Path-Following-Verfahren, welches 
Methoden der nichtlinearen Optimierung zur Konstruktion einer gegen den 
Optimalpunkt des LP konvergierenden Punktfolge einsetzt. Hierbei werden 
jeweils die "Zentren" von bestimmten aufeinanderfolgenden Polyedern an- 
genähert. 
Der Autor beschreibt zunächst sehr ausführlich die Theorie der drei Algorithmen 
und gibt die hierzu gehörigen Beweise an. Dieser Aspekt nimmt den Hauptteil der 
Arbeit ein. Anschließend geht er auf einige Details der Implementierung ein. Dies 
sind allerdings recht knapp gehaltene Bemerkungen. Es folgen Ausführungen 
über Testprobleme und über numerische Auffällig keiten an hand einer Palette von 
gelösten und untersuchten Problemen. 
Das angefugte Programm macht die durchgeführte lmplementierung transparent. 
Im Vergleich der drei hier vewendeten Methoden kommt er zu relativ signifikanten 
Aussagen, wie etwa: Algorithmus b) läuft am schnellsten, a) ist langsam und 
ungenau und bekommt prima1 degenerierte Probleme nicht in den Griff, C) ist 
langsam, aber genau und robust. 
Rudolf Donig: "Systematische empirische Tests zum durchschnittlichen 
Rechenzeitverhalten von Varianten des Simplexverfahrens", 90 S. + 
Anhang 
Betreuer: Prof. Borgwardt 
Der Autor hatte sich ver Beginn dieser Diplomarbeit durch Betriebspraktikum und 
Ferienarbeit bei der SIEMENS AG, München, das Know How im Umgang mit 
Vektorrechnern angeeignet. Diese Gelegenheit wollten wir im Rahmen einer 
Diplomarbeit und in Zusammenarbeit mit Prof. Haan (SIEMENS) dazu ausnutzen, 
anliegende Experimente zum Simplexverfahren auszuführen. Dabei geht es 
insbesondere um die mittlere Schrittzahl und die mittlere Rechenzeit zur Lösung von 
LP's, wenn 
- die Probleme mit Hilfe des "Rotationssymmetrie-Verteilungs-Modells" erzeugt 
werden 
- verschiedene geläufige Varianten Verwendung finden. 
Herr Donig sollte beispielhaft Fragen untersuchen wie: 
- Lassen sich die Varianten bezüglich ihrer Schnelligkeit klassifizieren? 
- Wie verhalten sich die Kenngrößen in Bezug auf die Dimensionen m und n? 
- Reprasentiert die einzige bisher theoretisch analysierte Variante, der 
Schatteneckenalgorithmus, hinreichend gut das Verhalten anderer Varianten? 
- Wie werden asymptotisch nachgewiesene Verhaltensmuster für den 
Schatteneckenalgorithmus durch reale Experimente mit moderaten 
Dimensionen angenähert? 
- Ändern sich die Beurteilungen der Varianten, wenn andere Verteilungen 
zugrundegelegt werden? (Usw.). 
Herr Donig hat in den beiden einleitenden Kapiteln die wesentlichsten Sachverhalte 
über den Simplexalgorithmus aus der Vorlesung Optimierung I aufgelistet. Danach 
berichtet er über die Implementierung des Auswertungsprogramms auf den 
Vektorrechner. In ansprechender Form erläutert er die Vorzüge und Besonderheiten 
des Vektorrechners und zeigt auf, wie diese Vorzüge ausgenutzt werden sollen und 
können. Danach beschreibt er den globalen Aufbau seines Auswertungs- 
Programms und quasi die Versuchsanordnung. Schließlich kommt er zu den 
Auswertungen und Interpretationen der Experiment-Resultate. Der Anhang enthält 
eine Auflistung des Auswertungsprogramms und anschließend aller ermittelten 
Resultate aus den Experimenten. 
Eibl Siegfried: "PC-unterstützte Verfahren zur Regressionsanalyse", 88 S. 
Betreuer: Prof. Pukelcheim 
Der Ausgangspunkt für diese Arbeit sind Versuchsbeobachtungen, die in einem 
Versuch bei der Siemens AG im Sommer 1988 gewonnen wurden. 
Zunächst werden die zur Regressionsanalyse nötigen Grundlagen und 
Bezeichnungen eingeführt. Mit den dabei angesprochenen Analysemethoden wird 
eine erste Auswertung durchgeführt, die auch als Vergleich für die noch folgenden 
Untersuchungen dient. Diese beinhalten eine allgemeine Erklärung von 
Faktorversuchsplänen, Datentransformation, Zeitreihenuntersuchungen und die 
Überprüfung der Anpassung des Modells. Die Ergebnisse der Versuche sollen in der 
Fertigung Eingang finden. Daher wird auch ein leicht zu interpretierendes 
Vorhersagediagramm erstellt. In einem umfangreichen Teil der Arbeit werden die zur 
Analyse der Daten verwendeten Statistikpakete ANOVA, MlNlTAB und ISP 
vorgestellt und - trotz ihres unterschiedlichen Aufbaus - ein Vergleich gewagt. 
Cornelia Fischer-Jun: "Über die konvexe HOlle von n Punkten aus einer 
Gleichverteilung über einem konvexen Polygon", 57 S. 
Betreuer: Prof. Gaffke 
Von A. RBnyi und R. Sulanke (1963) stammt eine asymptotische Formel für die 
mittlere Eckenzahl (= Kantenzahl) der konvexen Hülle von n zufiilligen Punkten in 
der Ebene; die Formel ist bis auf den Restterm o(1) exakt. Voraussetzung ist dabei, 
daß die n erzeugenden Punkte stochastisch unabhängig und identisch verteilt sind 
gemäß der Gieichverteilung über einem konvexen Polygon mit r Ecken. Die 
Originalarbeit von Renyi & Sulanke weist bei der Herfeitung zahlreiche Lücken auf. In 
der Diplomarbeit wird ein vollständiger Beweis erbracht. Ferner werden notwendige 
Ergänzungen hinsichtlich des konstanten Terms der Formel gegeben. 
Edith Frank: "Innere-Punkt-Verfahren für Lineare Optimierung", 79 S. 
Betreuer: Prof. Borgwardt 
Es war die Aufgabe von Frau Frank, die wichtigsten Konzepte für 
Innere-Punkt-Verfahren der Linearen Optimierung zu beschreiben, zu erklären, so 
weit vertretbar beweismäßig abzusichern, und miteinander zu vergleichen. 
Die Aufgabe erstreckte sich nicht auf Implementierung und  ragen der praktischen 
Effizienz. 
Frau Frank hat diese Aufgabe gelöst, indem sie insbesondere die Arbeiten von 
Karmarkar (projektiver Algorithmus), von ToddIBurell (primal-dualer Algorithmus), 
von VanderbeiIMeketonlFreedman (affiner Algorithmus) und von BayerILagarias -- 
(Pfad-folgende Methode zum homogenen affinen Algorithmus) ausgewertet und 
seminarmäßig aufgearbeitet hat. Darüber hinaus wurde in Anlehnung an die 
Vorlesung ein Abschnitt über Transformation in die benötigte Form und relativ 
selbständig ein Abschnitt über den Rundungsrnechanismus zur exakten Lösung in 
die Arbeit aufgenommen. 
Jutta Hacker: "Gleichgewichtsfiguren rotierender Flüssigkeiten" 
Betreuer: Prof. Hoffmann 
Karlheinz Haude: "Theorie und Analyse von Schwärzungskurven" 
Betreuer: Prof. Hoff mann 
Werner Hlawa: "Konvergenzresultate inhomogener Markow-Ketten und 
Simulated Annealing", 97 S. 
Betreuer: Prof. Gaffke 
Heuristische Lösungen für kombinatorische Optimierungsprobleme basieren oft auf 
lokalen Verbesserungen und finden daher meist nur lokale Optima der Zielfunktion. 
Au ßerdem ist aufgrund der lokalen Nachbarschaftssuche das Ergebnis stark vom 
Startpunkt abhängig. Simulated Annealing versucht, diesen "lokalen Optima Fallen" 
zu entkommen, indem - mit einer gewissen Wahrscheinlichkeit - schlechtere 
Lösungen zugelassen und in die Minimumsuche einbezogen werden. In der 
'Diplomarbeit wird mit Methoden und Resultaten aus der Theorie der inhomogenen 
Markow-Ketten bewiesen, daß der Standard Simulated Annealing Algorithmus (mit 
variabler Nachbarschaft) in Wahrscheinlichkeit gegen die Menge der (globalen) 
Optima konvergiert, unabhängig vom Startpunkt. Für einige Testprobleme ist ein 
PASCAL-Code dokumentiert. Anhand von Probeläufen wird das praktische 
Verhalten des Algorithmus diskutiert. 
Marianne Holzer: "Ein mathematisches Modell zur Züchtung von Kristallen 
- Numerische Simulation des Czochralski-Verfahrens unter 
Berücksichtigung von Konvektion" 
Betreuer: Prof. Hoffmann 
Marco Holzmann: "Existenz positiver radialsymmetrischer Losungen von 
sphärischen elliptischen Randwertproblemen", 92 S. 
Betreuer: Prof. Kielhöfer 
Im ersten Teil der Arbeit werden die Symmetrieeigenschaften positiver Lösungen 
erarbeitet. Vorlage ist die Originalarbeit von Gidas, Ni und Nirenberg, welche voll- 
sthndig ausgearbeitet und mit Ergänzungen versehen wurde. Im zweiten Teil wird die 
Existenz positiver Losungen nach dem Vorbild einiger Arbeiten von Smoller und 
Wasserman bewiesen. Hier mußten nicht nur Fehler der genannten Autoren ausge- 
merzt, sondern auch erhebliche Lücken geschlossen werden. 
Peter Jagodzinski: "Ein iteratives Verfahren zur linearen Programmierung", 
156 S. 
Betreuer: Prof. Grötschel 
Seit etwa 6 Jahren werden intensive Untersuchungen darüber angestellt, wie .man 
Verfahren der nichtlinearen Optimierung so modifizieren kann, da0 man polynomiale 
undIoder praktisch effiziente Algorithmen zur Losung linearer Programme erhält. Herr 
Jagodzinski untersucht in seiner Diplomarbeit diesbezüglich das Newton-Verfahren 
und ein Polygonzugverfahren und baut dabei wesentlich auf Ergebnissen von Be;*,e 
und Betke & Henk auf. Herr Jagodzinski hat die beiden Verfahren implementiert und 
ihre praktische Effizienz anhand der NETLIB-Probleme getestet. 
Ulrike Keß: "Vergleich von Versuchsplanen für ein industrielles 
Fertigungsproblem", 1 09 S. 
Betreuer: Prof. Pukelsheim 
Grundlage für diese Arbeit ist eine bei der Firma Siemens AG, Augsburg, 
durchgeführte Versuchsreihe zur Besichtigung eines Werkstücks. Im ersten Kapitel 
werden die zur Auswertung der Versuchsreihe notwendigen statistischen 
Grundlagen vorgestellt. Im zweiten Kapitel werden die für Faktorversuchspläne 
üblichen Bezeichnungen sowie Modellannahmen erarbeitet. Diese Theorie wird 
dann im Kapitel 3 auf Versuchspläne mit zweistufigen Einflußfaktoren angewendet, 
die die Grundlage für die Versuchsreihe bildeten. Kapitel 4 enthält die Auswertung 
der drei durchgeführten Versuche. Die in der Versuchsreihe verwendeten 
Versuchspläne werden dann mit Versuchsplänen verglichen, die mit Hilfe des 
Computerpakets ACED erstellt wurden. Dazu werden exakte und approximative 
Versuchspläne sowie vier Optimalitätskriterien im Kapitel 5 eingeführt. Im sechsten 
Kapitel werden dann die von ACED erstellten Versuchspläne untersucht und die 
Unterschiede zu den verwendeten dargelegt. 
Ulrike Krampf: "Zur Modellierung der Zuverlässigkeit von Zentraleinheiten 
durch die Weibullverteilung", 60 S. + 142 S. Anhang 
Betreuer: Prof. Gaffke 
Das zeitliche Auftreten von Hardware-Fehlern bei Zentraleinheiten wird statistisch 
modelliert. Zugrundegelegt wird ein Erneuerungsprozeß mit Weibull-verteilten 
Wartezeiten (Zeiten zwischen zwei aufeinanderfolgenden Ausfällen). Im Mittelpunkt 
der Untersuchungen stehen verschiedene Schätzverfahren für die beiden Parameter 
der Weibull-Verteilung, die in der Praxis verwendet werden undloder in der Literatur 
vorgeschlagen wurden. Eine beträchtliche Schwierigkeit besteht in der vorhandenen 
Zensierung der Wartezeiten, da die Beobachtungszeiträume stets beschränkte 
Zeitintervalle sind. Durch Simulation werden fünf verschiedene Schätzverfahren 
verglichen. Die Ergebnisse zeigen, daß die Maximum Likelihood (ML) und die 
Hazard Plot (HP) Methoden den übrigen drei weit überlegen sind. Allerdings wird die 
Schatzung für den Skalenparameter auch unter ML und HP sehr ungenau, wenn die 
Beobachtungszeitraume klein im Vergleich zur Intensität des Ausfallsprozesses sind. 
Die Simulationsprogramme (C-Codes) und numerischen Ergebnisse sind im Anhang 
dokumentiert. 
Sabine Krull: "Identifizierung von Parametern eines Grundwasserleiters 
mit Lagrange-Methoden", 101 S. + 164 C. Anhang 
Betreuer: Prof. Hoff mann 
Die Modellierung des Flusses von Grundwasser führt zu partiellen 
Differentialgleichungen in drei Raumdimensionen. Je nach Typ des 
Grundwasserleiters und nach physikalisch sinnvollen vereinfachenden Annahmen 
ergeben sich elliptische oder parabolische lineare oder quasilineare 
Differentialgleichungen 2. Ordnung, wobei als ~oeffizienien (Parameter) gewisse 
hydrogeologische Großen eingehen. Ziel der Arbeit war es, in einem gegebenen 
realen Modell, dem Grundwassermodell "Aachtal", aus Messungen des 
Grundwasserstandes solche Großen zu rekonstruieren. Dazu wird das 
Identifizierungsproblern als Optimierungsproblem formuliert und mit Methoden der 
nichtlinearen Optimierung - hier mit einem augmentierten Lagrange-Verfahren - 
gel8st, wobei die Differentialgleichungen mit einem Finite-Elemente-Ansatz 
behandelt werden. 
Die Arbeit beschreibt die physikalische Herleitung des Grundwassermodells, stellt 
den Algorithmus vor und enthält Implementierungen von Testbeispielen und 
schließlich des Grundwassermodells "Aachtal". Leider zeigt sich, daß das Verfahren 
zwar für die Testbeispiele gute Ergebnisse liefert, daß man das reale Problem jedoch 
mit den wenigen vorgegebenen Grundwassermeßwerten nicht lösen kann. 
Roland Limmer: "Berechnung der Klassenzahl gewisser KOrper 5-ten 
Grades mittels elliptischer Funktionen", 54 S. 
Betreuer: Prof. Schertz 
Die aus der komplexen Multiplikation bekannten Klassenzahlformeln für Teilkörper K 
quadratischer Erweiterungen imagindr-quadratischer Zahlkörper stellen eine aus 
theoretischer Sicht interessante Beziehung zwischen Klassenzahl, Einheitengruppe 
und singulären Werten von Modulfunktionen dar, die sich "im Prinzip" auch zur 
simultanen Berechnung von Klassenzahl und Einheitengruppe eignet. Die damit 
verbundenen Schwierigkeiten theoretischer und rechnerischer Art sind jedoch so 
erheblich, daß ein effektiver Algorithmus bislang nur für Körper 3-ten Grades bekannt 
ist. Die Arbeit von Herrn Limmer enthält einen solchen Algorithmus für Körper 5-ten 
Grades. 
Thomas Merz: "Mehrsprachige Textverarbeitung", 96 S. 
Betreuer: Prof. Töpfer 
In dieser Arbeit wird am Beispiel eines existierenden Textsystems gezeigt, wie 
mehrsprachige Textverarbeitung implementiert werden kann. Mit der vorgestellten 
Implementierung können neben der lateinischen auch die griechische, kyrillische 
und arabische Schrift in beliebiger Mischung verwendet werden. Damit werden alle 
wichtigen Buchstabenschriften der Welt erfaßt. Es wurde ein erprobtes und am Markt 
eingeführtes Textsystem so erweitert und umgebaut, daß es für mehrsprachige 
Textverarbeitung eingesetzt werden kann. Zielmaschinen der vorgestellten 
Implementierung sind alle Rechner mit dem Betriebssystem UNIX. 
Thomas Mitulla: "Objektorientierte Graphik in der Ebene", 11 3 S. 
Betreuer: Prof. Tapfer 
Objektorientierte Graphikprogramme gewinnen immer mehr an Bedeutung, da sie 
es dem Benutzer erleichtern, komplexe Bilder zu erzeugen bzw. zu manipulieren. In 
den ersten beiden Teilen der Arbeit werd,en die mathematischen und. 
algorithmischen Grundlagen der zweidimensionalen Computergraphik dargestellt. 
Der dritte Teil beschreibt die Umsetzung der theoretischen Überlegungen in ein 
selbstentwickeltes Graphikprogramm mit Namen PC-DRAW. PC-DRAW bietet die 
Möglichkeit, die erstellten Graphiken in die Bildbeschreibungssprache 
POSTSCRIPT umzuwandeln und diese anschließend in das Satzsystem TEX 
einzubinden. 
Peter Moll: "Die ASTOR-Sprache - Formale Definition und Übersetzung in 
Maschinencode -", 185 S. 
Betreuer: Prof. ~öpfer  
In der vorliegenden Arbeit wird eine formale Syntaxdefinition der ASTOR-Sprache 
im Hinblick auf die lmplementierung eines Ein- aß-Übersetzers von 
LL(1)-Grammatiken entworfen. Weiterhin wurde eine Grundlage zum Erstellen eines 
Teilcompilers, der eine abstrakte Maschinenschnittstelle realisiert, entworfen und in 
seinen wesentlichen Bestandteilen programmiert. Die ASTOR-Sprache ist als 
Entwicklung einer Zwischensprache für parallele Rechnerarchitekturen geplant und 
steht zwischen den höheren Programmiersprachen und der Architekturebene. 
Dabei vereint sie die Anforderungen einer strukturierten Softwareentwicklung mit 
den Elementen der Parallelprogrammierung. Zur Implementierung der 
Sprachkonzepte dieser Sprache wird ein Testcompiler vorgestellt, der Änderungen 
des Sprachumfangs erlaubt und einen Syntaxcheck von ASTOR-Programmen 
ermöglicht. Der dadurch begonnene Entwurf einer abstrakten Maschinenschnittstelle 
soll durch Klärung der Anforderungen an eine solche Schnittstelle auch die 
Festlegung eines konkreten Maschinenbefehlsatzes für die ASTOR-Architektur 
unterstützen. 
Petra Mutzel: "Implementierung und Analyse eines Max-Cut-Algorithmus 
für planare Graphen", Pbändig, 98 S. + 125 S. Anhang 
Betreuer: Prof. Grötschel 
Von F. Hadlock wurde 1975 gezeigt, daß das ungewichtete Max-Cut-Problem für 
ebene Graphen polynomial lösbar ist. Dieses Verfahren funktioniert jedoch nicht 
mehr, wenn der Graph auch negative Kantengewichte besitzt. In dieser Arbeit wird 
eine Verallgemeinerung des Verfahrens von Hadlock vorgestellt. Die Aufgabe wird 
dabei in mehreren Schrittenauf ein betragsminimales T-Verbindungsproblem im 
dualen Graphen reduziert, welches im wesentlichen durch einen 
Kürzeste-Wege-Algorithmus und einen Matching-Algorithmus in polynomialer Zeit 
gelöst werden kann. Um den dualen Graphen zu erhalten, mu\ss\ man eine ebene 
topologische Einbettung des Graphen kennen. Dafür ist ein Verfahren zum Testen 
eines Graphen auf Planarität nötig, sowie ein Algorithmus, der im positiven Falle eine 
ebene Einbettung des Graphen in linearer Zeit erstellt. Dabei wird der lineare 
Planaritätstest von Hopcroft und Tarjan verwendet. ober die dazugehörige 
Einbettung wurde bisher noch kein korrektes Verfahren veröffentlicht. Das 
Max-Cut-Verfahren wurde auf einer SUN implementiert und erwies sich, angewandt 
auf Probleme des VLSI, als sehr effizient. Besonders überraschend waren die sehr 
kurzen Rechenzeiten des neu entwickelten Algorithmus zur Einbettung von Graphen. 
Josef Pfister: "Zellenplazierung bei Sea-of-Gates: Ein Branch & 
Bound-Algorithmus", gbändig, 93 S. + Anhang 
Betreuer: Prof. Grötschel 
In dieser Diplomarbeit wird ein Thema aus dem VLSI-Design behandelt. Es geht um 
Plazierung von Zellen auf Chips, wobei als Produktionstechnologie das 
Sea-of-Gates Verfahren zugrunde gelegt wird. Hier können vorentworfene Zellen 
nicht frei auf dem Chip, sondern nur jeweils an gewissen, fest vorgegebenen 
Einbauplätzen plazieri werden. Daher ist es moglich, diese Aufgabe in ein 
ganzzahliges Optimierungsproblem umzuwandeln. Der Autor beschreibt und 
analysiert verschiedene Heuristiken für dieses Problem und berichtet über 
numerische Erfahrungen mit diesen Verfahren. 
Dirk Rau: "Über die Algebra der dreiwertigen monotonen Booleschen 
Funktionen", 123 S. 
Betreuer: Prof. Dosch 
Die Auswertung Booiescher Ausdrücke in Programmiersprachen kann nicht nur das 
Ergebnis awahra oder ,falsch.: liefern, sondern auch undefiniert sein oder nicht 
terminieren. In der denotationellen Semantik erweitert 'man deshalb die 
Wahrheitswerte um ein Fehlerelement zu einem dreielementigen Bereich. Aufgabe 
der Diplomarbeit war es, diese Algebra unter folgenden Gesichtspunkten zu 
untersuchen: Gültigkeit der Gesetze der Booleschen Algebra, Anzahl und Struktur 
der n-stelligen monotonen Booleschen Funktionen, Basen für die Menge der 
monotonen und die Teilmenge der sequentiellen Booleschen Funktionen, Existenz 
von Normalformen, Überführung von Termen in Normalform. 
Sonja Reis: "Effizienzbetrachtungen für Blockpläne mit Kontroll- und 
Testbehandlungen", 67 S. 
Betreuer: Prof. Gaffke 
Die Arbeit beschäftigt sich mit statistischen Verfahren und Konzepten, die in der 
biometrischen Literatur unter den Namen "Bioassays" und "Parallel Line Assays" 
betrachtet werden. Von der Fragestellung her handelt es sich um die Planung und 
Analyse von Dosis-Wirkungs-Experimenten, die den Vergleich zweier Wirkstoffe (in 
jeweils unterschiedlichen Dosierungen) zum Ziel haben. Zur Modellierung werden 
zwei spezielle lineare Modelle mit standardmäßiger Kovarianzstruktur vetwendet: Ein 
Regressionsmodell mit zwei parallelen Geraden und das Zwei-Faktor-Modell ohne 
Wechselwirkungen. Für das zweite Modell werden effiziente Versuchspläne 
(vollständige Blockpläne, Balanced lncomplete Block Designs, Group Divisible 
Designs, Partially Balanced Designs) und Konstruktionsverfahren diskutiert. 
Markus Reiser: " Eine Termersetzungssemantik für die Sprache FP", 105 
A 
a. 
Betreuer: Prof. Dosch 
1978 stellte J. BACKUS die Sprache FP vor; darin werden funktionale Programme 
Ober einer universellen Objektstruktur durch Kombinatoren aus Elementarfunktionen 
aufgebaut. Aufgabe der Diplomarbeit war es, für die Sprache FP eine formale 
Reduktionssemantik durch Termersetzungsregeln aufzustellen. Für das 
hierarchische Regelsystem sollten die Terminierungs- und Konfluenzeigenschaften 
untersucht werden. Die strikte Semantik von FP wurde durch Einführung eines 
Definieriheitsprädikats korrekt realisiert. 
Sabine Rieder:-"Versuchspli3ne mit vorgegebenen Tragerpunkten", 73 S. 
Betreuer: Prof. Pukeisheim 
Die Arbeit untersucht Probleme optimaler Versuchsplanung in linearen statistischen 
Modellen. Bei vorgegebenen Trägerpunkten kann ein Versuchsplan mit dem 
endlich-dimensionalen Gewichtsvektor identifiziert werden, der angibt, welcher Anteil 
an Beobachtungen zum jeweiligen Trägerpunkt auszuführen ist. Mit sogenannten 
lnformationsfunktionen wird die Güte von Versuchsplanen gemessen. 
In dieser Arbeit werden lnformationsfunktionen - über die Menge der möglichen 
Versuchsplane hinaus - "gobal" definiert, ihr Subdifferential vollständi$ bestimmt, die 
Differenzierbarkeit untersucht und eine Optimalitätsbedingung als "~quivalenrsatz" 
formuliert. Diese Untersuchungen werden im Rahmen der approximativen Theorie 
durchgeführt. 
Die Realisierung eines approximativen, optimalen Versuchsplans bei einer 
vorgegebenen endlichen Beobachtungsanzahl ist im allgemeinen nicht möglich. 
Exakte Versuchspläne können aber durch geeignetes Runden optimaler 
approximativer Versuchspltine bestimmt werden. Dazu werden verschiedene 
Rundungsverfahren vorgestellt, systematisiert und eingeordnet. Schließlich wird der 
Effizienzverlust, d. h. die durch die Rundung entstehende Abweichung vom 
Optimalwert der lnformationsfunktion ausgehend von drei verschiedenen Ansätzen, 
abgeschätzt. 
Gerhard Schnaubelt: "Automatisierung einer Lagerverwaitung", 123 S. 
Betreuer: Prof. Töpfer 
Ziel dieser Arbeit ist ein PC-Programm, das über eine serielle Schnittstelle mit 
einem mikroprozessorgesteuertem Umlaufregal zusammenarbeitet. Es wird 
zunächst ein Überblick über die Problemstellung und die vorhandene 
Hardwareumgebung gegeben. Im zweiten Teil wird die asynchrone serielle 
Schnittstelle betrachtet. Es werden Routinen zur lnitialisierung und zum schnellen 
Senden und Empfangen vorgestellt. Im dritten Teil wird die zugrundeliegende 
Datenstruktur erläutert, dabei wird ein Unit entwickelt, das unter Turbo-Pascal die 
Verwendung von dynamisch allozierten Arrays mit Elementen variabler Größe 
ermöglicht. Im letzten Abschnitt werden die einzelnen Menuepunkte des 
Programms beschrieben. 
Volker Schulz: "Ein effizientes Kollokationsverfahren zur numerischen 
Behandlung von Mehrpunktrandwertaufgaben in der Parameter- 
identifizierung und optimalen Steuerung, 102 S. 
Betreuer: Prof. Bock 
Die Modellbildung, Simulation und optimale Steuerung dynamischer Systeme 
erfordert die Behandlung numerisch sehr anspruchsvoller Randwertaufgaben mit 
inneren Punkt-, least-squares- und Schaltbedingungen. Zur Behandlung dieser sehr 
allgemeinen Problemklasse wurde im Rahmen der Diplomarbeit ein 
Kollokationsverfahren entwickelt. Es verwendet eine sogenannte 
Runge-Kutta-Darstellung der Kollokationspolynome. Die spezielle Implementierung 
reduziert den Grad der Nichtlinearität in einer großen Klasse wichtiger 
Anwendungsprobleme aus der Parameteridentifizierung. Das diskretisierte 
Randwertproblem wird mit Hilfe einer verallgemeinerten Gauß-Newton-Methode 
geklöst. Schließlich wird die Effizienz des Algorithmus an praktischen Beispielen aus 
Chemie und Medizin demonstriert. 
Dietmar Schuhmann: "Effiziente Berechnung unterer Schranken fOr 
m-Salesman Probleme", 91 S. 
Betreuer: Prof. Grötschel 
In dieser Arbeit werden Methoden der nichtlinearen, nichtdifferenzierbaren 
Optimierung angewandt, um untere Schranken für den Wert einer Optimallösung von 
kombinatorischen Optimierungsproblemen zu berechnen. Der Autor beschreibt die 
Schwierigkeiten, die bei der Minimierung nicht-glatter Funktionen auftreten können 
und zeigt dann, wie man mit der Bündel-Methode 'einige der Probleme beheben 
kann. Herr Schuhmann hat ferner - mit erheblichem Programmieraufwand - ein 
Bündelverfahren zur Berechnung von unteren Schranken für msalesman-Probleme 
implementiert und in einer Serie großer Beispiele dieses Problemtyps die Effizienz 
des Verfahrens getestet. 
Wolfgang Seifert: "Identifizierung von Parametern eines Grundwasser- 
leiters mit adaptiven numerischen Verfahren", Pbändig, 158 S. + 109 S. 
Anhang 
'Betreuer: Prof. Hoffmann 
Eine Möglichkeit zur Beschreibung der Strömungsvorgänge in einem 
Grundwasserleiter sind die sog. Grundwassermodelle. Aus mathematischer Sicht 
handelt es sich hierbei um (linear) partielle Differentialgleichungen 2. Ordnung. 
Diese Differentialgleichungen enthalten gewisse Parameter, welche etwa die 
Durchldssigkeit des Grundwasserleiters oder auch die Entnahme von Grundwasser 
über Brunnen beschreiben. Ziel einer Parameteridentifizierung ist es, aus 
gemessenen Grundwasserständen und bekannten Parametern die restlichen 
unbekannten Parameter zu bestimmen. 
In dieser Arbeit wurden sog. adaptive numerische Verfahren zur 
Parameteridentifizierung auf den Fall der simultanen Identifizierung mehrerer 
Parameter verallgemeinert und analysiert. Anschließend wurden zwei Varianten 
dieser Verfahren implementiert und anhand von konstruierten Beispielen getestet. 
Ein Hauptaugenmerk lag dabei auf dem Verhalten des ldentifizierungsprozecses 
gegenüber Störungen in den Eingangsdaten. Die dabei erzielten Ergebnisse waren 
durchaus erfolgversprechend. 
Dann wurde eines dieser Verfahren auf ein in der Praxis (Wasserwirtschaft) 
verwendetes Grundwassermodell angewandt. Bei den Rechnungen mit diesen 
konkreten Felddaten zeigte sich allerdings eine hohe Sensitivitdt des 
ldentifizierungsprozesses gegenüber Störungen (in den Grundwasserständen), was 
die Brauchbarkeit der gewonnenen Parameterwerte stark in Frage stellte. Wir sind 
allerdings der Meinung, da8 diese hohe Sensitivitdt vom (Identifizierungs-) Problem, 
und nicht vom verwendeten Verfahren herrührt. 
Herrmann Seitz: "Zuverlässigkeit von Zentraleinheiten im Feldeinsatz", 74 
S. + ,.8 S. Anhang 
Betreuer: Prof. Gaffke 
Umfangreiches Datenmaterial über die Ausfälle von Zentraleinheiten (Zeitpunkte von 
Hardware-Fehlern) soll statistisch analysiert werden, um Aussagen Ober die Qualität 
der Maschinen zu erhalten. Zundchst ist ein -geeignetes mathematisches Modell zu 
finden. In der Arbeit wird untersucht, wie weit eine Modellierung durch stochastisch 
unabhängige, exponential-, Weibull- oder gemischt-exponential verteilte Wartezeiten 
mit den Daten vereinbar ist, (Wartezeit = Zeit zwischen zwei aufeinanderfolgenden 
Ausfällen einer Maschine). Die Ergebnisse sind bemerkenswert: Die erste Wartezeit 
(Zeit zwischen Installation und erstem Ausfall) nimmt eine Sonderstellung ein, sie 
scheint stochastisch größer als die folgenden Wartezeiten zu sein. 
Exponentialverteilungen sind mit den Daten nicht vereinbar. Weibull-Verteilungen 
und Mischungen zweier Exponentialverteilungen liefern eine gute Anpassung. 
Graphiken und C-Codes zweier Anpassungstests sind im Anhang dokumentiert. 
Erika Süß: "Minimierung der Chipfläche bei Zellen variabler Größe", 50 S. 
Betreuer: Prof. Grötschel 
Die Diplomarbeit von Frau Süß behandelt ein Teilproblem des VLSI-Designs. Als 
Entwurfsstil wird das Konzept "Allgemeine Zellen" zugrundegelegt. Hierbei werden 
zunachst Zellen in einer festen Größe durch ein Verfahren, das man gelegentlich 
"Vorplazierer nennt, auf einem Master-Chip plaziert. Im Anschluß daran soll die 
erzielte Chipfläche dadurch verkleinert werden, daß die Ausformung der Zellen 
variiert wird. Die bereits plazierten Zellen können also in einem vorgegebenen 
Rahmen in ihrer Höhe reduziert (und dabei in ihrer Breite vergrößert) werden (oder 
umgekehrt), mit dem Ziel, die Gesamtfläche des Chips so klein wie möglich zu 
machen. Die Zellen können jedoch in ihrer relativen Lage nicht mehr verändert 
werden. Aufgabe von Frau Süß war es, ein Verfahren zu entwerfen, zu analysieren 
und zu implementieren, das zu dieser Fragestellung einen Beitrag leistet. 
Christine Steiner: "Multilineare Schätzer für Kumulanten in linearen 
Modellen", 59 S. 
Betreuer: Prof. Pukelsheim 
In ihrem Ausatz "k-Statistics and Dispersions Effects in Regression" beschäftigen sich 
Peter McCullagh und Daryl Pregiborn mit der Berechnung von multilinearen 
Schätzern von Kumulanten in linearen Modellen. Sie unterscheiden dabei zwischen 
den k-Statistiken, die erwartungstreue Schätzer sind, und den I-Statistiken, die in der 
Klasse der linearen erwartungstreuen polynomialen Schätzer diejenigen sind, die 
die minimale Varianz haben. Diese beiden Schätzer werden dann mit Hilfe einer 
Simulation am Computer verglichen. Im letzten Teil des Aufsatzes wird dann eine 
Anwendung für die k-Statistiken bei der Analyse von Streuungseffekten aufgezeigt. 
Hierfür wird dann noch ein Beispiel aus der Industrie gebracht. 
Das Ziel dieser Arbeit ist es, die Ergebnisse des oben erwähnten Aufsatzes 
übersichtlicher darzustellen und fehlende Rechnungen zu ergänzen. Dazu werden 
im Kapitel 1 einige Hilfsmittel eingeführt, die für die Berechnungen in den späteren 
Kapiteln benötigt werden. Im zweiten Kapitel werden dann die Schätzer berechnet. 
Ebenso wird die Differenz zwischen den k-Statistiken und den entsprechenden 
I-Statistiken abgeschätzt. Das Kapitel 3 beschäftigt sich dann mit dem Vergleich von 
empirischen und theoretischen Werten. Die empirischen Werte werden dabei mittels 
einer Simulation am Computer ermittelt. Der Anwendung für die k-Statistiken bei der 
Analyse von Streuungseffekten im Kapitel 4 folgt im Kapitel 5 ein Beispiel aus der 
Industrie, das sich mit der Herstellung vom Mikroprozessoren beschäftigt. 
Andreas Wagner: "Triangulierung und lnterpolation von unregelmaßig 
verteilten Daten", 99 S. 
Betreuer: Prof. Töpfer 
Diese Arbeit befaßt sich mit der Theorie und den Algorithmen zu folgenden Gebieten: 
(a) Der Konstruktion einer Thiessen-Triangulierung von N unregelmäißig verteilten 
Punkten in der Ebene, wie sie von R.J. Renka entwickelt wurde. (b) Der 
lnterpolation der Daten auf ein regelmtißiges Rechteckgitter unter Benutzung der 
Triangulierung. Hier wird das aus der Methode der Finiten Elemente bekannte 
C'-1 8-Parameter Dreieckselement, wie es von Hiroshi Akima implementiert wurde, 
benutzt. (C) Der grafischen Ausgabe, der durch das Rechteckgitter gegebenen 
Flache, in einem drei- dimensionalen Drahtmodell auf dem Bildschirm. 
Georg Zangl: "Subgradientenmethoden zur Berechnung E-optimaler 
approximativer Versuchspläne", 61 S. 
Betreuer: Prof. Gaffke 
Algorithmen zur Berechnung E-optimaler approximativer Versuchspläne sind bisher 
theoretisch wie praktisch wenig entwickelt. Das hat seinen Grund in der 
Nichtdifferenzierbarkeit des E-Kriteriums. In der Diplomarbeit wird die 
Subgradienten-Projektions-Methode von Poljak (1 967) auf ein duales (und ebenfalls 
nicht-differenzierbares) Problem angewendet. Ein PASCAL-Code für multiple 
Regression erster Ordnung mit verschiedenen Versuchsbereichen und für einfache 
Regression zweiter Ordnung ist dokumentiert. Wie zu befürchten war, zeigen die 
numerischen Ergebnisse insgesamt ein schlechtes Konvergenzverhalten des 
Algorithmus. 
Einige unserer Studenten der Wirtschaftsmathematik haben ihre 
Diplomarbeit unter der Erstbetreuung eines Dozenten der 
Wirtschaftswissenschaftlichen Fakultdt geschrieben. Zweitgutachter war 
jeweils ein Mitglied des Instituts für Mathematik. 
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Michael Bentlage: "Risikoanalyse und Absicherungsmöglichkeiten von 
Aktien- und Optionsportfolios in einem Wertpapierhandelshaus", 74 S. 
Erstbetreuer: Prof. Stehle, Zweitbetreuer: Prof. Borgwardt 
Der Autor untersucht die Möglichkeiten, ein Wertpapierportfolio abzusichern. Er 
beschreibt danach Kriterien, wie solche Absicherungen zu beurteilen sind und 
charakterisiert Anleger mit Versicherungsbedürfnis. 
In einem zweiten Abschnitt werden systematische Risikoanalyseinstrumente 
erörtert. Schließlich wird gezeigt und diskutiert, wie mit Hilfe der Optionspreis- 
theorie Absicherungen erfolgen können. Insbesondere wird dabei die Rolle der 
Futures besprochen. Die Arbeit endet mit einer Auflistung von empirischen 
Ergebnissen. 
Axel Lehrmann: "Alternative MOglichkeiten zur Begrenzung von Zinsände- 
rungsrisiken von Portefeuilles festverzinslicher Wertpapiere", 87 C. 
Erstbetreuer: Prof. Stehle, Zweitbetreuer: Prof. Borgwardt 
Der Autor beschreibt und erklärt vier prinzipielle Methoden, um Portefeuilles 
festverzinslicher Wertpapiere gegen Zinsschwankungen abzusichern, nämlich 
Immunisierung, Stop-Loss-Order, Rentenoptionen und lnterest Rate Futures. 
Bei der ersten Methode wird durch Konvexkombination von Anleihen erreicht, daß 
die "erwartete" Bindungszeit einer Anleihe mit dem Planungszeitraum übereinstimmt. 
STOP-LOSS ist simpel die Anweisung, zu verkaufen, ehe der Verlust eine gewisse 
Höhe überschritten hat (hier geht man in eine risikolose Anlage über). Bei der 
Optionsmethode wird man zu einem Portfeuille aus Anleihen zusätzliche 
Verkaufsoptionen kaufen, so daß bei Unterschreitung eines gewissen Wertes das 
(oder Teile des) Portefeuille zu einem vorher gesicherten Preis abgestoßen werden 
konnen. 
Schließlich kann man mit Futures vereinbaren, ein "standardisiertes" 
Finanzinstrument zu einem festgelegten zukünftigen Zeitpunkt zu kaufen oder zu 
verkaufen. Der Verlust aus dem eigenen Portfolio soll dann mit dem Gewinn aus 
dieser Transaktion kompensiert werden (bzw. umgekehrt). Auf diese letzte Methode 
geht der Autor im Detail ein. Er vergleicht die Methoden, insgesamt auch bezüglich 
Transaktionskosten. In einer empirischen Untersuchung vergleicht er verschiedene 
Hedge-Ratios bei der Absicherung durch Futures bezüglich ihre Effizienz. 
Günter Mayer: "Alternative Anlagestrategien zur Nachbildung eines 
Aktienindexes", 81 S. 
Erstbetreuer: Prof. Stehle, Zweitbetreuer: Prof. Borgwardt 
Der Autor beschäftigt sich mit der Frage, wie bestimmte Aktienkursindizes, z. B. 
Commerzbank-, DAX-, VWD-, FAZ-Index durch einen Anleger simuliert werden 
können. Insbesondere bei Fonds ist es psychologisch und werbemäßig relevant, da ß 
das Portefeuille mindestens ebenso gut abschneidet wie der Index. Theoretisch ist 
dies auf den ersten Blick kein Problem, praktisch aber stößt der Anleger schnell an 
seine Kapitalgrenze, so daß er nicht fähig ist, den lndex beliebig genau zu 
approximieren. Außerdem ist zu beachten, daß die Indizes in vielerlei Beziehungen 
einer gewissen Dynamik unterliegen, die Gewichtungen verändern sich laufend 
aufgrund von Wertveränderungen, Kapitaierhöhungen, Pleiten usw. Zu fragen ist 
hier, ob der Anleger das Anfallen der dabei zur Simulation anfallenden 
Transaktionskosten irgendwie begrenzen kann. 
Herr Mayer erörtert zunachst einmal die Probleme bei der Zusammenstellung eines 
lndex und betont insbesondere die Gewichtungsproblematik. Der 
Commerzbank-Index wird näher studiert. Danach bespricht er Aktienindexfonds, also 
Fonds, die einen lndex nachbilden. Dabei ist dem Konzept der Markteffizienz 
erhöhte Aufmerksamkeit zu widmen. 
Im nächsten Kapitel werden Modelle zur Portfolio-Selection-Theorie diskutiert. 
Wesentlich sind hier die Annahmen über das Anlegerverhalten sowie die Methode 
der Beta-Faktoren. Diese Faktoren geben grob gesprochen an, wie beweglich bzw. 
starr sich bestimmte Titel bei Änderungen des Gesamtindex verhalten. Der Anleger 
steht also vor der Frage, wie er sein Portefeuille zusammenstellen soll, damit auch 
diesbezüglich eine repräsentative Auswahl zusammenkommt. 
Im nächsten Abschnitt geht es um erfolgversprechende Kriterien, die sich z. B. an 
den Beta-Faktoren oder am Marktwert orientieren. 
Im letzten Abschnitt schließlich werden aufschlußreiche empirische Untersuchungen 
der vorgestellten Strategien und des damit erreichbaren Erfolges anhand 
historischer Kursverläufe vorgenommen. Gerade auch dieser Teil der Arbeit stellt 
eine interessante und beeindruckende Leistung dar. 
Zu erwäihnen ist noch, daß der Autor Gebrauch macht von mathematischer 
Regressionstheorie und quadratische Optimierungsprobleme löst. 
Martin Schleibinger: "Immunisierung von Wertpapier-Portfolios - Ein 
Computerprogramm zur EntscheidungsunterstOtzung in der 
Anlageplanung", 98 S. + Anhang 
Erstbetreuer: Prof. Barnberg, Zweitbetreuer: Prof. Borgwardt 
Ziel der vorgelegten Arbeit ist die Analyse der praktischen Anwendbarkeit der 
Modelle zur Immunisierung von Bondportfolios gegen Zinsgnderungsrisiken. Zum 
Beispiel sollen Steuern und Transaktionskosten mit berücksichtigt werden. Bei 
der formalen Darstellung der wichtigsten Grundlagen baut der Autor auf die Arbeit 
von Sigmund Kapfer auf: 
Neben den erwähnten Erweiterungen wird auch noch untersucht, ob man auch 
Mehrperioden-Modelle erfolgreich einsetzen kann. Der Autor stellt eine Strategie zur 
Verfügung, die das Zinsänderungsrisiko stark eingrenzen kann, wenn man sich 
bei den Zinsänderungsprozessen auf eine entsprechende Klasse einschrankt. 
Zusätzlich wurde ein sehr umfangreiches Programm implementiert, das die 
Anwendung dieser lmmunisierungsstrategie ermöglicht. 
Dissertationen 
K. Liu (Erstgutachter: Km-H. Hoffmann): Thermodynamik des 
Ferromagnetismus 
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Habilitationen 
H. Schröder: Zur K-Theorie reller C*-Algebren und Anwendung auf die 
lndextheorie reeller Operatoren, VI + 160 S. (3 1.07.1990) 
Mit der Verbindung von topologischer K-Theorie und der analytischen Theorie der 
Pseudodifferentialoperatoren nimmt der lndexsatz von Atiyah und Singer für 
elliptische Operatoren auf kompakten Mannigfaltigkeiten eine zentrale Stellung in der 
globalen Analysis ein. Er entsprang teilweise dem Bemühen die Ganzzahligkeit bzw. 
das Verschwinden charakteristischer Zahlen zu erklären, indem man diese als Indizes 
spezieller Differentialoperatoren identifizierte. Solche Resultate bildeten auch die 
ersten Anwendungen in den sechziger Jahren und viele neue sind danach 
hinzugekommen, besonders seit Anfang der siebziger Jahre, als man das 
lndexproblem allgemeiner formulierte und abstrakte Operatoren betrachtete sowie 
allgemeinere "Mannigfaltigkeiten" zuließ. In den letzten Jahren hat diese Entwicklung 
einen erneuten Aufschwung erfahren durch das Interesse an elliptischen Operatoren, 
deren lndizes a priori in der K-Gruppe einer C'-Algebra liegen. Die topologische 
K-Theorie wird dabei durch die Operator-K-Theorie ersetzt. Numerische lndizes erhält 
man nach Connes mit Hilfe zyklischer Kozykel, die die Spur auf einer C*-Algebra 
verallgemeinern und eine kohomologische Fassung der Indexsätze erlauben. 
Die Habilitationsschrift ist als der Beginn eines Programms zu sehen, dessen Ziel eine 
reelle Version des longitudinalen lndexsatzes auf Blätterungen ist und das als 
mögliche Anwendungen die Übertragung der Resultate von Hitchin bezüglich der 
KO-Invarianten, wie etwa der Kervaire-Charakteristik, sieht. Für eine kompakte 
Mannigfaltigkeit ungerader Dimension ist die Kervaire-Charakteristik als ParitCit der 
Summe aller "geradenw Betti-Zahlen definiert und als lndex eines reellen 
schiefsymmetrischen Operators (d.i. die Parität seiner Kerndimension) darstellbar. 
Connes' Methoden lassen sich hierbei nicht verwenden, denn dieser lndex besitzt 
keine kohomologische Interpretation. Man muß daher den K-theoretischen Zugang 
wählen, insbesondere also die reellen C*-Algebren und ihre K-Gruppen genauer 
untersuchen. 
Die Arbeit gliedert sich wie folgt. Das erste Kapitel behandelt die K-Theorie reeller 
C*-Algebren, wobei die wichtigsten Methoden zur Berechnung von K-Gruppen 
(Bottscher Periodizitätssatz, Pimsner-Voiculescu-Sequenz, Mayer-Vietoris-Sequenz) 
bereitgestellt werden. In Abschnitt 1.6 wird darüberhinaus der Frage nachgegangen 
für welche reellen C'-Algebren die Homotopiegruppen der regularen Gruppe bereits 
durch die K-Gruppen festgelegt sind. Das zweite Kapitel gibt eine detaillierte 
Beschreibung der Kasparovschen KK-Theorie im reellen Fall. Dabei wurde im Hinblick 
auf Anwendungen in der lndextheorie statt der in mancherlei Hinsicht eleganteren 
Version nach Cuntz das ursprüngliche "Fredholmbildw nach Kasparov gewahlt. In 2.6 
sind Pimsners exakte Sequenzen für Kovarianzalgebren mit Gruppen, die auf Bäumen 
arbeiten, auf den Fall der reellen Gruppen-C'-Algebren übertragen und als 
Anwendung die K-Gruppen der Gruppen-C*-Algebren für die Fundamentalgruppen 
kompakter Flächen, sowie die der endlich erzeugten freien Gruppen berechnet 
worden. Die Indexsätze für reelle elliptische Operatoren bzw. für Operatoren über 
reellen C+-Algebren wurden in Kapitel 3 hergeleitet und zwar aus den obengenannten 
Gründen in ihrer K-theoretischen Fassung. Das Hauptergebnis ist die "Produktformel", 
die sofort die Indexsätze für Pseudodifferentialoperatoren und Familien von 
Pseudodifferentialoperatoren liefert und, obwohl nicht explizit formuliert, auch den 
klassischen mod 2-lndexsatz enthalt. Der letzte Abschnitt gibt einen Überblick über die 
möglichen Anwendungen. 
e A u s w h e  f31.7.1990): Nichtkommutative Differentialgeometrie - 
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: Volume Bounds for Lattice Polytopes With Few lnterior Points - Deutsche 
Mathematiker-Vereinigung, Jahrestagung, Bremen 
Baake, E.: Modellierung und Parameteridentifizierung in der Lichtreaktion der 
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Geometrie, Optimierung und Informatik - Universitätstag Donauwörth 
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Gemeinsame Tagung ehemaliger Stipendiaten von DAAD und Alexander 
von Humboldt-Stiftung, Saigon und HanoiNietnam 
: Identifizierung von Parametern in partiellen Differentialgleichungen - 
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der angewandten Mathematik? Welche mathematischen Theorien und 
Methoden sind an diesem Thema beteiligt? - Tagung Schwerpunkt 
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Ritter, J.: Die multiplikative Struktur für ganzzahlige Gruppenringe - Universitdt Essen 
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Reportreihe 
Die Reportreihe wuchs im Jahre 1990 um die folgenden Nummem: 
205. Ungerer, T.: Entwicklungstendenzen bei Datenflußrechnem, 31. S. 
Die vorliegende Arbeit gibt eine Einführun in das Gebiet der Datenflußrechner 
und einen Uberblick über Entwicklun sten enzen von den Anfän en bis heute. 8 8 Im einzelnen werden die Datenflu rechner MIT Static Data # ow Computer, 
Manchester Dataflow Com uter, MIT Tagged-Token Dataflow Machine, 
SIGMA-1, Monsoon und P- /SC vorgestellt und ihre Stärken und Schwächen 
diskutiert. 
Fe 
215. Zehendner, E.: Structure-Oriented Computer Architectures, 21 S. 
Structure-oriented Computer architecture is a new research direction that tries to join the arallel processing facilities and decentralized control of multiprocessors P or data low architectures with the efficient memory access and pipelining 
techniques of data structure architectures. The paper shows the main concepts 
and the motivation for introducing this new term. 
21 6. Brüning, J.: On L2-Index Theorems for Complete Manifolds, 44 S. 
In this work we prove a fairly general index theorem for singular Riemannian 
manifolds. We assume that the manifold has, near the singularity, a distin uished B coordinate but the metric on the Cross section is described only very imp icitly in 
terms of estimates for eometric Operators. Thus the result has a great potential 
for ap lications. We emonstrate this only in one-example here, namely for P C! multip y warped products. The index formula itself is not explicit in the 
non-fredholm case in general, but we prove a rather surprising index theorem for 
the signature operator for a large class of manifolds where the signature operator 
is not Fredholm but has a finite Ln-index. 
217. Heale , T. J.; KielhUfer, H.: Positivity of Global Branches of Fully Nonlinear Elliptic 
Boun d ary Value Problems, 7 S. 
We consider a bifurcation problem for a general class of full nonlinear, 
second-order elliptic e uations on a regular bounded domain 9 to homogeneous Dirich et boundary data. We assume that the 
about the trival solution possesses a positive solution for at 
parameter value. With no other growth or si n conditions imposed upon the 
Kn B nonlinearit , we establish the existence of a g obal branch of nontrivial positive solutions. oreover, if there is only one such isolated value of the parameter, we 
deduce that the branch of positive solutions is unbounded. 
218. Ungerer, T.; Zehendner, E.: Das ASTOR-Projekt, 62 S. 
Die vorliegende Arbeit zieht eine Zwischenbilanz über das gesamte 
ASTOR-Projekt. ASTOR steht für Augsburger Strukturorientierung. 
Das ASTOR-Projekt besteht aus Entwurf, Simulation, 0 timierung und 
einer para 7 lelen Rechnerarchitektur - der ASTOR-Architektur. Bewertun einer parallellen Programmiersprache - Der AST0 -Sprache - und 
ASTOR-Sprache und ASTOR-Architektur wurden gemeinsam entwickelt und 
optimal aufeinander ab estimmt. Im Rahmen des ASTOR-Projektes wurde die 
Entwurfsmethode der 8 trukturorientierung entwickelt und auf den Entwurf der 
ASTOR-Architektu r angewandt. 
219. Schertz, R.: Galoismodulstruktur und Elliptische Funktionen, 39 S. 
Sei K ein imaginär-quadratischer Zahlkörper, f ein ganzes Ideal in K und K(f) 
der Strahlklassenkörper modulo f über K . Gestütz auf elliptische Funktionen 
werden für Erweiterungen vom Typ K(f)/K(P) , P \ ffl f ' 2  , ähnlich explizite 
Ergebnisse über die Galoismodulstruktur hergeleitet, wie sie durch Leopoldt für 
Kreiskörper gefunden wurden. 
220. KlelhUfer, H.: Asymptotics of Global Positive Branches of Au+ &tu) = 0 , 17 S. 
The smallest eigenvalue of Au + &fl(0)u = 0 gives rise to a global positive branch 
of Au+ &flu) = 0 in R e  IR2 together with homogeneous Dirichlet boundary 
conditions (flO) = O,fl(0) # 0). The theory, however, guarantees only that this 
branch is a continuum. We present a result that in a reasonably large class of 
problems this branch is actually an unbounded smooth curve. In the second part 
we study the asymptotic behavior of this positive smooth curve when f has 
exponential rowth. All result apply also to branches amanating at higher W eigenvalues. s shown in P] they have a fixed nodal structure when restricted to 
a propnate fixed-point spaces. 
&lumnentiei: Smoothness and Asymptotics of Global Branches 
221. SchrUder, H.: The Homotopy Type of the Regular Group of a Banach Algebra, 52 
S. 
222. SchrUder, H.: Index Theory and Related Topics, 53 S. 
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äquivalent sind, so gibt es doch eine Reihe von signifikanten Unterschieden. Das Ziel 
des Forschungsvorhabens ist es, die beiden Varianten so weit wie möglich zu 
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In dieser Arbeit sollen Resolvententwicklungen für gewisse singulare 
Sturm-Liouville-Operatoren mit operatorwertigen Koeffizienten konstruiert werden. 
Diese treten zum Beispiel beim Studium des Laplace-Beltrami-Operators auf 
projektiven Kurven und anderen singulären Räumen auf. Als Anwendung- erhält man 
über Wärmeleitungsasymptotiken neue Indexsätze und Spektralinvarianten. 
F. Colonius 
Lyapunov Exponenten bilinearer Kontrollsysteme. Stabilität und Stabilisierung. 
Gemeinsam mit Prof. W. Kliemann. Gefördert durch die DFG seit dem 01.06.1 990. 
Das gleiche Projekt fördert die National Science Foundation (USA) seit dem 
01.01.1989. 
F. Colonius 
Stabilität und Stabilisierung nichtlinearer Kontrollsysteme 
Gemeinsam mit Prof. W. Kliemann. Projekt im Rahmen des DFG-Schwerpunktes "An- 
wendungsbezogene Optimierung und Steuerung", seit dem 01.07,1990. 
In den obigen Forschungsprojekten werden Methoden aus der Theorie dynamischer 
Systeme und der optimalen Steuerung angewandt zur theoretischen und numeri- 
schen Lösung von Stabilitätsproblemen bei nichtlinearen Kontrollsystemen. 
W. Bosch, B. Möller 
Funktionale Modellienrng verteiiter Systeme 
Das vom Deutschen Akademischen Austauschdienst geförderte und gemeinsam mit 
der Technischen Universität München und der Universidad Polit6cnica de Madrid 
durchgeführte Projekt beschäftigt sich mit dem Entwurf und der funktionalen 
Modellierung verteilter Systeme. Als formales Beschreibungsmittel dienen 
stromverarbeitende Funktionen, die durch ~ekursionsgleichungen spezifiziert sind. 
Ein Anwendungsbeispiel ist die funktionale Modellierung synchroner und 




.Flächen im Raum heißen nicht-negativ gekrümmt, wenn sie ein konvexes 
Raumgebiet beranden; sie heißen flach oder mit Krümmung Null, wenn sie 
stückweise auf eine Ebene abgerollt werden können, andernfalls gewölbt. Es gibt 
nicht-negative gekrümmte Flächen, die in einem kleinen Bereich gewölbt, aber 
außerhalb dieses Bereiches flach sind, z. B. die Oberflache eines Kegels mit 
abgerundeter Spitze. Die höherdimensionalen Analoga der Flächen sind die 
Riemannschen Räume. Die Begriffe "Krümmung", "flach", "gewölbt" lassen sich auf 
solche Räume übertragen, aber merkwürdigerweise gibt es keine Räume 
nicht-negativer Krümmung, die in einem kleinen Bereich gewolbt und außerhalb 
flach sind (cf [GW]). Das zweidimensionale Beispiel Iäßt sich also nicht auf Räume 
übertragen, obwohl es abgerundete Kegel auch in 3 und mehr Dimensionen gibt. 
Diese höher-dimensionalen Kegel sind jedoch außen nicht flach, sondern ihre 
Krümmung fällt wie l/r2 gegen Null, wobei r der Abstand zur (abgerundeten) 
Kegelspitze ist. Das Ziel des vorliegenden Arbeitsprogramms ist zu beweisen, daß 
dies der Grenzfall ist: Fdllt die Krümmung eines Raumes starker als I/$ , wobei r 
den Abstand von einem festen Punkt bezeichnet, so muß der Raum überall flach 
sein. 
Die bisher erzielten Ergebnisse zeigen, daß das gewünschte Resultat wohl erreicht 
werden kann, wenn die Krümmung wie 1/$4 fällt, für beliebig kleines positives 6, 
und wenn die Dimension nicht 2,4 oder 8 ist. 
P. Gntzmann 
DFG-Forschungsprojekte zum Gebiet "Computational Convexity". Beginn: 
01.08.1989; ab 01.06.1 990 eingegliedert in den DFG-Schwerpunkt "Anwen- 
dungsbezogene Optimierung und Steuerung". 
Computational Convexity beschreibt ein Teilgebiet der angewandten Mathematik, in 
dem Fragestellungen und Methoden aus den Bereichen Konvexgeometrie, 
Mathematische Programmierung und Informatik zusammenfließen. Die 
Fragestellungen sind algorithmischer Natur; die studienen Objekte sind 
geometrischer Art, wobei der Begriff der Konvexität eine besondere Bedeutung hat, 
und motiviert sind die Fragen oft durch praktische Anwendungen innerhalb der 
Mathematischen Programmierung und der Informatik. 
Typische Problemstellungen fragen nach der Komplexität der Berechnung 
geometrischer Funktionale, nach möglichst effizienten algorithmischen Varianten 
konvexgeometrischer Sätze oder nach effizienten algorithmischen Konstruktionen 
geometrischer Objekte. Der Schwerpunkt liegt dabei auf hochdimensionalen 
Phänomenen. Zugrunde gelegt werden meistens "finite precision" 
Computer-Modelle. 
Fragen des "pattern recognition", wie sie zum Beispiel in der Diagnose von 
Brustkrebs auftreten, führen etwa auf das Problem, die Dicke von Polytopen zu 
bestimmen; die Entwickiung dynamischer Varianten des Göbner Basen Algorithmus 
zur Lösung von Systemen von Polynomgleichungen in der Computer-Algebra steht 
im Zusammenhang mit der Frage nach effizienten Algorithmen zur Berechnung der 
(Vektor- oder Minkowski-) Summe von Polytopen. Ebenfalls zur Cornputational 
Convexity gehören X-ray Probleme, die für manche Anwendungen in der Robotics 
wichtige Frage der Rekonstruktion von Polytopen, für die nur "Röntgenbilder in ' 
bestimmten Richtungen bekannt sind. Andere Probleme werden motiviert durch 
Fragestellungen der physikalischen Chemie. 
Projekt beim DFG-Forschungsschwerpunkt: 
"Anwendungsbezogene Optimierung und Steuerung" mit dem Thema 
"Kombinatorische Optimierung" 
Projekt mit der Siemens AG, München: 
"Entwicklung hochoptimaler Plazierungsverfahren" 
Projekt mit der Siemens AG (jetzt Siemens-Nixdorf AG), 
Augsburg, Werk für Systeme: 
"Optimale Steuerung des FALKE-Automaten" 
Projekt mit der Siemens AG (jetzt Siemens-Nixdorf AG), 
Augsburg, Werk für Arbeitsplatzsysteme: 
"Simulation und Optimierung der PC-Fertigung" 
Projekt mit den Stadtwerken Passau, Passau 
"Optimierung der Disposition von Anrufsammeltaxis" 
K-H. Hoffmann 
Steuerung von Schmelz- und Kristallisationsvorgängen (Phasenüber~&nge) 
im Rahmen des Schwerpunktprogramms "Anwendungsbezogene Optimierung und 
Steuerung" der Deutschen Forschungsgemeinschaft 
K.-H. Hoffmann 
Filtration and Nonlinear Diffusion Processes 
im Rahmen der Stimulierungsaktion der Europäischen Gemeinschaften 
H. Kielhöfer 
Verzweigung mit Symmetn'e 
Dieses Forschungsprojekt wird von der DFG zur Bezahlung zweier wissen- 
schaftlicher Mitarbeiter gefördert. In diesem Projekt soll die Struktur-globaler 
Lösungszweige nichtlinearer elliptischer Randwertprobleme studiert werden. Unter 
"Struktur" ist dabei zu verstehen: Positivität, Symmetrien, Symmetriebrechung, 
Knotenlinien der Lösungen selbst, sowie Glattheit und Asymptotik der gesamten 
Losungszweige. 
F. Pukelsheim 
Teilobjekt "Versuchsplanung" am Forschungsschwerpunkt "Anwendungsbezogene 
Optimierung und Steuerung" 
J. Ritter 
a) Im Rahmen des DFG-Schwerpunktprogramms "Darsteilungstheorie von 
endlichen Gruppen und endlich-dimensionalen Algebren" 20 000 DM als 
Gastmittel für die kanadischen Gäste: Prof. Dr. S. K. Sehgal, Edmonton, Prof. Dr. 
U. Hoechsmann, Vancouver, Prof. Dr. A. Weiss, Edmonton. 
b) Unterstützung in Höhe von DM 1750 seitens der Albert-Leimer-Stiftung für Prof. 
Dr. M. Jarden, Tel Aviv, Israel. 
1. Jarden/Ritter: "The Frattini Subgroup Of The Absolute Gaiois Group Of A Local 
Fieid", erscheint in Israel J. Math. 
2. Ritter/Sehgal: "Construction of Units in Group Rings of Monomial and Symrnetric 
Groups", erscheint im Journal of Algebra 
3. HoechsmanntRitter: "The Artin-Hasse Power Series and p-adic Group Rings", 
erscheint im Journal of Number Theory 
4. RitterlWeiss: "Galois-stable Genera of lrreducible Lattices of Orders" 
5. ClifftRitterrWeiss: "Integral Realizations of Absolutely lrreducible Representations 
of Solvable Groups in Brauer Fieids" 
Eine BAT Ila-Stelle sowie eine studentische Hilfskraftstelle (1 9 Wochenstunden). 
Klassenzahlberechnung mittels elliptischer Einheiten 
Für die Klassenzahl der Teilkörper K abelscher Erweiterungen imaginar- 
quadratischer Zahlkörper besteht ein Zusammenhang zur Einheitengruppe von K 
und zu ausgezeichneten Werten von Modulfunktionen. 
Ziel des Projektes ist es, diesen theoretischen Zusammenhang für numerische 
Rechnungen nutzbar zu machen und entsprechende Computerprogramme zu 
entwickeln. 
Zuordnuna zum Soezialaebiet; Modulfunktionen/komplexe Multiplikation, Zahlen- 
theoretisches Rechnen 
n7ieruHaushalt  der Universität 
Konstruktionsprobleme in der komplexen Muttiplikation 
Wie in verschiedenen Arbeiten gezeigt wurde, kann man mittels der 
Weierstra ß'schen 
I! 
-Funktion in gewissen algebraischen Zahlkörpern 
Ganzheitsbasen und inheitengruppen konstruieren. Ziel des Projektes ist es, die 
theoretischen Grundlagen für die Ausdehnung dieser Konstruktion auf andere 
Körperklassen zu schaffen. 
r n n  uo d U a zum S~ezialaeb ie t.  Modulfunktionen/komplexe Multiplikation, Zahlen- 
theoretisches Rechnen 
ussichtlicher Abschlu ß: 1993 
Finanzieruna: DFG 
Veröffentlichunaen zum Proiekt; 
Konstruktion -von Potenzganzheitsbasen in Strahlklassenkörpern über 
imaginär-quadratischen Zahlkörpern. Journal Reine und Angewandte Mathematik 
398 (1 989). 
Zur expliziten Berechnung von Ganzheitsbasen in Strahlklassenkörpern. Journal of 
Number Theory (1 990). 
Uber die Nenner normierter Teilwerte der Weierstraß'schen @-Funktion. Journal of 
Number Theoty (1990). 
Betrie bspraktikum 
Die Studienordnungen für die Augsburger Mathematikstudenten sehen ein 
Pflichtpraktikum in Industrie, Wirtschaft und Verwaltung vor. Die Zusammenarbeit mit 
den Institutionen und Firmen in der näheren und weiteren Region war auch im Jahr 
1990 vorbildlich; es wurden mehr Praktikumsplätze zur Verfügung gestellt als 
gebraucht wurden. In der folgenden Liste sind die Praktikumsplätze 
zusammengestellt, die von Studenten der Studiengänge Diplom-Mathematik und 
Diplom-Wirtschaftsmathematik im Jahre 1990 belegt wurden: 
8 Praktikumsplätze: Siemens AG, München 
6 Praktikumsplätze: NCR, Augsburg 
5 Prakti kumsplätze: Siemens AG, Augsburg 
je 2 Praktikumspl&tze: lndustriebetriebsanlagengesellschaft, Ottobrunn 
KUKA, Augsburg 
je 1 Praktikumsplatz: BASYS., Augsburg 
Bayerische Hypotheken- U. Wechselbank, München 
Bayerische Landesbank,München 
Bayerische Rückversicherung AG, München 
Bayer. Vereinsbank, München 
Deutsche Bank, Augsburg 
Deutsche Bank, Frankfurt 
Deutsche Genossenschaftsbank, Augsburg 













Mercedes Benz, Sindelfingen 
Programmsysteme Nemetschek, München 
RHG Leibbrand oHG, Eching 
Rhode & Schwarz, Memmingen 
Statistisches Amt, München 
Das Institut für Mathematik dankt den beteiligten Institutionen und Firmen auf das 
herzlichste. 
Sonstige Aktivitäten 
Borgwardt, K. H .: Operations Research 
Brüning, J.: Analysis 
Research and Lecture Notes in Mathematics 
Grötschel, M: Discrete & Computational Geometry 
Computhg 
Mathematical Programming Sehs  A 
Mathematical Programming Sefies B 
Mathematics of Operations Research 
Matemdtica Aplicada e Computacional 
SIAM Journal on Discrete Mathematics 
Zeitschrift für Operations Research 
Matemdtica Aplicada e Computacional 
Surveys on Mathematics for lndustry 
Heintze, E.: Differential Geometry and Applications 
Hoff man n, K.-H .: Numerical Functional Analysis and Optimization 
Matemdtica Aplicada e Computacional 
Zeitschrift für Operations Research /Senes A: Theory 
The Mathematical Scientist 
International Series on Numeficai Mathematics 
DMV -Mifteilungen der Deutschen Mathematiker- Vereinigung 
Eumpean J. Appl. Mathematics 
Journal of Intelligent Material Systems and Structures 
Mathematical Methods in the Applied Science 
De Gruyter Series in Nonlinear Analysis 
Jahrbuch der Universität Augsburg 
Kiel höfe r, H. : Dynamics Reported 
Pukelsheim, F.: Linear Algebra and Its Applications, Special lssue on Linear Algebra 
and Statistics 
Journal of Statistical Planning and lnference 
Statistics 
Technometrics 
The IMS Bulletin 
Bock, H. G.: Mitorganisator der "Arbeitstagung Analyse dynamischer Systeme in 
Medizin, Biologie und Ökologie", Bad Münster am Stein - April 1990 
Brüning, J.: "25 Years of Microlocal Analysis", Irsee, Schw8bisches 
Bildungszentrum - 01 .-07.07.1990 - 
Hoffmann, K.-H.: International Conference on Optimal Control of Partial Differential 
Equations (IFIP, Working Group 7.2, TC7) (mit W. Krabs) in 
Irseelßayern vom 9. - 12, April 1990 
Bock, H. G.: Mitglied des Arbeitskreises "Mathematik in Forschung und Praxis" 
am Wissenschaftszentrum Nordrhein-Westfalen, Düsseldorf 
Hoffmann, Km-H.: Zentraler Auswahlausschuß der Alexander von Humboldt-Stiftung 
Wissenschaftsrat 
Bock, H. G.: Die Arbeitsgruppe Bock beteiligte sich mit einem Ausstellungsstand 
zum Thema "Simulation und Optimierung dynamischer Prozesse" 
auf der Hannover-Industrie-Messe 1990 
U n i v e m s e m  . . inar "Mathematik für Smler"  
Vom 29.07. - 05.08.90 wurde das dritte Augsburger Universitätsseminar "Mathematik 
für Schüler" von Herrn Heintze und Herrn Eschenburg in den Häusern der 
Kurt-Bösch-Stiftung in SionISitten (Wallis) durchgeführt. An diesem Seminar nahmen 
10 Schüler aus Schwaben und 2 aus dem Wallis teil. Das Thema war Geometrie, 
wobei sowohl über allgemeine Ansatze (affine Geometrie, projektive Geometrie) als 
auch Ober spezielle Probleme (Platonische und Archimedische Körper, 
Isoperimetrisches Problem) gesprochen wurde. Neben der Mathematik stand auch 
eine Wanderung sowie ein Besuch der "ProvinsH-Weinkellerei in Sion auf dem 
Programm. 
Der rundum erfreuliche Verlauf des Seminars ist nicht zuletzt unseren Mitarbeitern 
Drees, Heber und Tetzlaff zu verdanken, die uns sehr tatkriiftig unterstützt haben. 
DFG-Forschungsschwerpunkt 
"Anwendungsbezogene Optimierung und Steuerungw 
Ins vierte Jahr ging der von der Deutschen Forschungsgemeinschaft eingerichtete 
Forschungsschwerpunkt "Anwendungsbezogene Optimierung und Steuerung". Eine 
Beschreibung dieses Schwerpunktes findet man in früheren Jahresberichten. Die 
Koordination in Augsburg erfolgt durch Prof. Dr. K.-H. Hoffmann. 
Kooperationsarbeiten "SPP Anwendungsbezogene Optimierung und Steuerung" 
Langfristige Gastaufenthalte im Jahre 1990: 
Prof. A. Khludnev 
Akademie der Wissenschaften 
Novosibirsk, UdSSR 
Prof. Anders Björner 
Royal Institute of Techn. 
Stockholm, Schweden 
Rof. Giovanni Rinaldi 
Istituto di Analisi &i Sisterni 
ed Informatica 
Rom, Italien 
Prof. Richard Stanley 
Massachusetts Institute of Technology 
Cambridge, Massachusetts, USA 
Prof. Gunter Meyer 
Georgia Tech., 
Atlanta, Georgia, USA 
Prof. Riilr5 5nowalter 
The Univeriiry of Texas 
Austin, Texas, USA 
Dr. Tomas Roubicek 
Czech. Academy of Sciences, 
Rag, CSFR 
Prof. Jaroslav Haslinger 
Czech. Academy of Sciences 









Prof. Jan Sokolowski - 
Polish Academy of Sciences 
Warschau, Polen 
Kurzzeitige Gastaufenthalte im Jahre 1990: 
Prof. L. LovBsz, Eötvös Lorand 
University, Budapest, Ungarn 
Prof. L. v,Woifersdorf 
Bergakademie Freiberg i. Sachs. 
Prof. Gianpietro del Piero 
Universita degli studi di Udine 
Dr. N.Logothetis 




Fraunhofer Institut Stungart 
Prof. Tomh Terlaky 
Eötvös Universität Buhpest 
Prof. Henning Läuter 
Akademie der Wissenschaften 
der DDR, Berlin 
Dip1.-Ing. Dr. J. Schenk 
Technische Universität Graz 
Prof. Etzel Ritter von Stockert 
Universidade de Rio & Janeiro 
z. Zt. Universität Bonn 
Prof. Michel Deza 
CNRS , Universit6 de Paris D. 
Dr. Monique Laurent 
CNRS, Universitd de Paris D. 
Prof. Achim Bachern 
Universität Köln 






















Prof. Jerzy Baksalary 
z.Zt. Uni Tampere, Finnland 
Prof. Toby Mitchell 
Oak Ridge N.Lab., Tennessy 
Prof. Samarski 
Universität Moskau, UdSSR 
Pruf. E. M. Semenov 
Universität Varonez, UdSSR 
Dr. R. Förster 
TU Braunschweig 
Prof. Jürgen Gerlach 
Radford University, VA, USA 
Dr. Rafae1 Araque 
Universite Louvain-la-Neuve, Belgien 
Prof. W. Kliemann 
Iowa State University, USA 
Prof. V. Kolmanovskii 
MIEM Moskau, UdSSR 
Nasser Hassan Sweilam 
Universität GizaAgypten 
Prof. P. Kleinschmidt 
Universität Passau . 
Dr. SC. J. Groh 
F-Schiller-Universität Jena, DDR 
Prof. M. Padberg 
New York University, USA 
Prof. Harold Henderson 
Ruak.Agric.Centre, Hamilton, Neuseeland 
Prof. R. Seidel 
Univ.of Cal.,Berkeley, USA 
Prof. R. Bixby 
Rice University, Houston,Texas 
Prof. Ron Guenther 
Onegon State University, USA 
Frau Prof. M. Bayer 
Univ.of Kansas, USA 
Prof. F. Tröltzsch 



















Prof. Csaba Fabian 
Bukarest, Rumänien 
Dr. J. Steinbach 
TU Chemnitz, DDR 
Frau Dr. S. Pickenhain 
K-Marx-Univ. Leipz 
Dr. Alois Kastner-Maresch 
Universität Baputh 
Dr. maus Jansen 
Univasittit Trier 
Prof. Avner Fiedman 





Dr. Jürgen Pilz 
Bergakademie Freiberg i. Sachsen 
Götz Grammel 
Universität Kaiserslautern 
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Nr. Autw Titel 
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189 Grötschel M., Monma C., Polyhedrai Appaches to Network Survivabiiity 
Stoer M. 
190 Ascheuer N., Escu&ro L., A Cutting Plane Approach to the Sequential Ordering 
Grötschel M., Stoer M. Problem (with applications to job scheduling in 
manufactinlng) 
195 Ziegler G. M. Linear Pmgramming in Oriented Matroids 
196 Gaffke N., Mathar R. On a Class of Algorithms fiom Experimental Design Theory 
198 Knabner P., Travelling Waves in the Transport of Reactive Solutes 







Puke! sheim F., 
Torsney B. 
Draper N., Gaffke N., 
Pukelsheim F. 
Knabner P., 
Van Duijn C. J. 
Martin A., Weismantel R. 








Deza M., Grötschel M., 
Laurent M. 
Large-Time Solutions of Two-Phase Stefan Problem with 
Delay (submitted to Journal of Mathematical Analysis und 
Applications) 
Mathematical Models of Dynamical Martensitic 
Transformations in Shape Memory Alloys (submitted to J. 
Intelligent Material Systems und Structures) 
Optimal weights for experimental designs on linearly 
independent Support points 
First and Second Order Rotatability of Experimental 
Designs, Moment Matnces, and Information Functions 
Travelling Waves in the Tninsport of Reactive Solutes 
through Porous Media: Adsorption and Ion Exchange - 
On the Complexity of some Optimization Models for the 
Placement of E l e c W c  Chips 
On the Limited Power of Linear Probes and Other 
Optimization Oracles (Proc. 6th ACM Symp. Comput. 
Geom., Berkeley 1990, 92 -1 01) 
Minkowski Addition of Polytopes: Computational 
Complexity and Applications to Gröbner Bases 
Inner and Outer j-Radii of Convex Bodies in Finite- 
Dimensional Normed Spaces (Discrete Comput. Geom.) 
Optimal Control of a Class of Phase Change Processes with 
Temllnal State Observation (subrnitted to SIAM Journal on 
Control und Optimim'on) 
Complete Descriptions of Small Multicut Polytopes 
Baxnette D. W., On Valences of Polyhedra (J. Cornb. Th. A ) 
Gritzrnann P., Höhne R. 
Gritzrnann P., Klee V. Computational Complexity of Inner and Outer j-Radii of 
Polytopes in Finite-Dimensional N d  Spaces 
Colonius F., Kliemann W. Some Aspects of Control Systems as Dynamical Sys- 
Colonius F., Kliemann W. Linear Control Semigroups acting on Projective Space 
Ziegler G. M. Some minimal non-orientable matroids of rank three 
Chen Z., Hoffmann K.-H. Numencal Solutions of the Optimal Control Problem 
Govemed by a Phase Field Model (to appear in Proceedings 
of International Corlference on Control and Estimation of 
Distributed Parameter Systems, JUS, 8-14, 1990, Vorau, 
Austria) 
Chen Z. Numerical Solutions of Two-Phase Continuous Casting 
Problem (to appear in Proceedings of Conference on 
Numerical Methods for Free Boundary Problems, July 
23-27,1990, Jyväskyld, Finland) 
Nordström K. The concentration ellipsoid of a random vector ~visited 
Baksalary J., Adjusted orthogonality properties in multi-way block 
Pdcelsheim F. &signs 
Pdcelsheim F. Neuere statistische Methoden für die Versuchsplanung bei 
indusmellen Fertigungsprozessen 
Borgwardt K.H., Empirical Studies on the Average Efficiency of 
Damm R., Donig R., Simplex-Variants under Rotation-Symmetry 
Joas G. (submitted to ORSA Journal of Computing) 
Friedman A., Knabner P. A Transport Model with Micro- and Macro-Structw 
Abt M. A Computer Experiment for Fluorescence Induction in 
Photosynthesis 
Lasinger R. Integration of Covariance Kemels and Stationarity 
Christof T., Jünger M., A complete description of the traveling salesman polytope on 
Reinelt G. 8 nodes 
Reinelt G. TSPLIB - A traveling salesman problem library 
Borgwardt &H., Average Saving Effects in Enumerative Methods for 
Bnank J. Solving Knapsack-Problems 
Gritzmann P., Good and Bad Radii of Convex Polygons 
Habsieger L., Klee V. 
Phu H. X. 
Phu H. X. 
Method of Onenting Curves for Solving Optimal Control 
Problems with S tate Constraints 
Gamma-Subdifferential and Gamma-Convexity of Functions 
on the Real Line 
260 Roubicek T. Minimization on Convex Compactifications and Relaxation 
of Nonconvex Variational Problems 
261 Knabner P. Finite-Element-Approximation of Solute Transport in 
Porous Media with General Adsorption Processes 
262 Hoffmann K.-H., Adaptive Methods for Identification Problems in Ground- 
Knabner P., Seifert W. water Hydrology 
263 Hilpert M. Numerical Simulation of Cmhralski Crystal Growih 
264 Gritzmann P„ Wills J. M. Lattice Points 
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J a n u a r  
Dr. N. Logothetis, British Telecom, London: 
"Experimental Design in M-I ine  and On-Line Quality Controi" 
Prof. Dr. John Dennis, Rice-University Houston, Texas, USA: 
" A  new algorithm based on a convenient trust q i o n  subproblern for nonlinear programming" 
Prof, Dr. Gianpietro del Piero, Universität Udine, Italien: 
'Mechariics of Fracmed Continuum" 
F e b r u a r  
Prof. Dr. Anders Bjömer, Royal Institute of Technology, Smkholm, Schweden: 
"The Moebius Function and its Applications" 
Prof. Dr. Henning Läuter, Akademie der Wissenschaften der DDR, Berlin: 
"Statistische Verfahren zur Produktionskonnolle und -steuerungn 
"Eigenschaften von Schätzungen nichtlinearer Parameter" 
Prof. Dr. Tamas Terlaky, EUtvös Lorand University, Budapest: 
"Simple finite pivot rules for quadratic programmuig" 
Dip1.-Math. Thomas Reinen, Universitä Bonn: 
"Projektionsmethoden bei Differentiell-Algebraischen Gleichungen (DAE)" 
Dip1.-Math. Johannes Krauth, Fraunhofer-Institut, Stuttgart: 
"W - Ein interaktives Mocieiiierungsprogramm'' 
M ä r z  
Prof. Dr. Michel Deza, CNRS, Universie de Paris Dauphine, LAMSADE, Paris: 
"Connections between the cut cone and functional anal ysis" 
Prof. Dr. Monique Lamnt, CNRS, Universitt? de P d s  Dauphine, LAMSA.DE, Paris: 
"Hypermeaics and geomeay of numbers" 
A p r i l  
Prof. Toby J. Mitchell, Oak Ridge National Laboratory, Tennessee, USA: 
"Design and Analysis of Computer Experiments" 
M a i  
Prof. Dr. Samarski, Universität Moskau, UdSSR: 
"Merence Schernes for Mathematical Methods in Industrial Problems" 
Rof. Dr. E. M, Semenov, Universiiüt Voronez, UdSSR: 
“Geometrie properties of Operators in Lp-spaces" 
Prof. Dr. K. Malanowski, Institute for Systems Research, Polish Academy of Sciences, 
Warschau: 
"Stability and Sensitivity of Solutions to Optimization Problems in Hilbert Spaces" 
h f .  Jeny K. Baksaiary, z. Zt. Universität Tampere, Finnland: 
"Some properties of tweway elimination of heterogeneity &signsW 
Dr. R. Förster, Technische Universität Braunschweig: 
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