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Abstract
This dissertation uses the connections between loops and their associated per-
mutation groups to study certain varieties of loops. We first define a variety of
loops generalizing commutative automorphic loops and show this new variety is
power associative. We show a correspondence to Bruck loops of odd order and use
this correspondence to give structural results for our new variety, which in turn hold
for commutative automorphic loops. Next, we study a variety of loops that gener-
alize both Moufang and Steiner loops. We extend on known results for Moufang
loops and then extend two different doubling constructions for creating Moufang
and other varieties of loops. We then give a general construction to create simple
RCC loops from GL(2,q) for q a prime power. Finally, we consider a generalization
of Bruck loops, and show that different companions of pseudoautomorphism live in
certain subloops.
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Chapter 1
Introduction
Loop theory studies algebraic structures generalizing groups. Informally, loops
are “nonassociative groups,” that is, they have identity elements 1x = x1 = x, and
equations ax = b, ya = b can be uniquely solved, but the structure need not be
associative. Loops (and quasigroups) are not just generalizations for the sake of
generalization. They appear quite naturally in many parts of mathematics. Histor-
ically, loop theory is most closely connected with combinatorics, particularly latin
squares. Indeed, normalized latin squares are precisely the multiplication tables of
finite loops. Loops are also the coordinatizing structures for 3-nets, which are close
relatives of projective planes.
Just as in group theory, in a loop one considers the left and right translation maps
y 7→ xy and y 7→ yx. Thus, for a given loop, we can associate several permutation
groups generated by these maps. It is therefore easy to see why deep problems in
loop theory often lead to deep and interesting problems in group theory and other
areas of mathematics. This dissertation focuses on the connections between several
varieties of loops and their associated permutation groups.
1
1.1 Preliminaries
In this section, we introduce basic notions of quasigroup and loop theory. Stan-
dard references for both are [8, 42].
Let Q be a set and · a binary operation on Q. Then (Q, ·) is a magma. A magma
is a quasigroup if for any a,b ∈ Q there exists a unique x,y ∈ Q such that a · x = b
and y · a = b. We define the left translation by a in Q as the mapping La : Q→ Q
given by
xLa = ax.
Similarly, we define the right translation by a in Q as the mapping Ra : Q→Q given
by
xRa = xa.
It is clear that (Q, ·) is a quasigroup if and only if La and Ra are bijections for all
a ∈ Q. In the finite case, the multiplication table for a finite quasigroup is precisely
a latin square. Since La and Ra are bijections, the inverse mappings exist and we
can define L−1a and R−1a . Defining /,\ as
xL−1a = a\x xR−1a = x/a,
we see that
a\(a · x) = xLaL−1a = b = a · (a\x) = xL−1a La,
(x ·a)/a = xRaR−1a = b = (x/a) ·a = xR−1a Ra.
Thus, a quasigroup can be seen as a universal algebra (Q, ·,/,\). Each of the three
definitions is equivalent, however the last ensures that quasigroups are closed under
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homomorphic images, and hence a variety. We will use either of the three equivalent
definitions interchangeably.
A quasigroup Q is a loop if Q contains a neutral element 1 ∈ Q such that
1 · x = x = x ·1.
holds for all x ∈ Q. It is clear that if Q has a neutral element, it is unique. In the
finite case, the multiplication table of a finite loop is precisely a normalized latin
square.
Quasigroups, and hence loops, need not be associative. In fact, associative loops
are exactly groups. To avoid excessive parentheses, we use the following conven-
tion:
• multiplication · will be less binding than divisions \,/,
• divisions are less binding than juxtaposition.
For example xy/z · y\xy reads as ((xy)/z)(y\(xy)).
We define the left section of Q and right section of Q as LQ = {Lx | x ∈ Q}
and RQ = {Rx | x ∈ Q} respectively. We then have the left multiplication group
of Q, Mltλ (Q) = 〈LQ〉 and right multiplication group of Q, Mltρ(Q) = 〈RQ〉 and
the multiplication group of Q, Mlt(Q) = 〈Mltλ (Q),Mltρ(Q)〉. We also define the
right inner mapping group of Q Innρ(Q) = {θ ∈Mltρ(Q) | 1θ = 1}, the left inner
mapping group of Q Innλ (Q) = {θ ∈ Mltλ (Q) | 1θ = 1} and the inner mapping
group of Q, Mlt(Q)1 = Inn(Q) = {θ ∈Mlt(Q) | 1θ = 1}.
The following proposition uses right translations to check whether a magma
(Q, ·) is a loop or not.
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Proposition 1.1.1. ([28]) Let (Q, ·) be a magma with 1 ∈ Q an identity element.
Then Q is a loop if and only if RxR−1y is fixed point free for every x,y ∈Q with x 6= y
and x,y 6= 1.
Proof. This follows from Lemmas 2.1 and 2.2.
Consider the following special mappings:
Tx = RxL−1x , Rx,y = RxRyR
−1
xy , Lx,y = LxLyL
−1
yx .
Note that Tx is conjugation, measuring the lack commutativity, and Lx,y,Rx,y mea-
sure the lack of associativity. Hence, Lx,y,Rx,y are trivial precisely when Q is a
group.
Lemma 1.1.2 ([8]). Inn(Q) = 〈Tx,Lx,y,Rx,y | ∀x,y ∈ Q〉.
For a loop Q, a subset S of Q is a subloop if (S, ·,\,/) is a loop. A subloop N
of a loop Q is a normal subloop, N E Q, if it is invariant under Inn(Q). Moreover,
using Lemma 1.1.2, we have that a subloop N is normal if and only if
xN = Nx x(yN) = (xy)N (Nx)y = N(xy)
holds for all x,y ∈ Q.
In a loop Q with identity 1, for all x ∈Q there exists a unique left inverse xλ and
unique right inverse xρ such that xλ x = xxρ = 1. Note xλ = xρ exactly when x has
a unique two-sided inverse denoted by x−1. When Q has two-sided inverses for all
x,y ∈ Q, we can define the left inverse property, (LIP), x−1(xy) = y⇔ Lx−1 = L−1x
and the right inverse property, (RIP), (yx)x−1 = y⇔ Rx−1 = R−1x . A loop Q has the
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inverse property, (IP), if Q has both the (LIP) and (RIP). Similarly, we define the
antiautomorphic inverse property, (AAIP), (xy)−1 = y−1x−1 and the automorphic
inverse property, (AIP), (xy)−1 = x−1y−1. Note that an IP loop satisfies (AAIP).
Finally we define the weak commutative inverse property, (WCIP), (xy)−1y = x−1.
In a loop with two-sided inverses, let J : Q→Q be the mapping defined by xJ =
x−1. Then (AAIP) is equivalent to LxJ = JRx−1 , (AIP) is equivalent to LxJ = JLx−1
and (WCIP) is equivalent to RxJRx = J.
In a loop Q, we define the left alternative property, (LAP) as x(xy) = x2y. Sim-
ilarly, we have the right alternative property, (RAP), (yx)x = yx2. A loop Q is said
to be alternative if Q satisfies both (LAP) and (RAP) for all x,y∈Q. We also define
the flexible law, (FLEX), as x(yx) = (xy)x and a loop is called flexible if it satisfies
(FLEX) for all x,y ∈ Q.
In a loop Q, we set xn = 1Lnx for all x ∈ Q and for all n ∈ Z. A loop Q is power-
associative if every 1-generated subloop is a group. That is, 〈x〉 is a subgroup for
all x ∈ Q. This is easily seen to be equivalent to xmxn = xm+n for every x ∈ Q and
for all m,n ∈ Z. Similarly, Q is diassociative if 〈x,y〉 is a subgroup for all x,y ∈ Q.
For a loop Q, we have the following subsets:
the left nucleus of Q, Nλ (Q) = {a ∈ Q | a · xy = ax · y ∀x,y ∈ Q },
the middle nucleus of Q, Nµ(Q) = {a ∈ Q | x ·ay = xa · y ∀x,y ∈ Q },
the right nucleus of Q, Nρ(Q) = {a ∈ Q | x · ya = xy ·a ∀x,y ∈ Q },
the nucleus of Q, N(Q) = Nλ (Q)∩Nµ(Q)∩Nρ(Q),
the commutant of Q, C(Q) = {a ∈ Q | xa = ax ∀x ∈ Q},
the center of Q, Z(Q) = N(Q)∩C(Q).
For a loop Q, the nuclei N(Q),Nλ (Q),Nµ(Q), and Nρ(Q) are all subloops of Q and
the center Z(Q) is a normal subloop of Q. However, the commutant, C(Q) need not
5
be a subloop in general of Q.
Proposition 1.1.3. Let Q be a loop. Then a ∈C(Q)∩Nλ (Q)⇔ Ra ∈ Z(Mltρ(Q)).
Proof. Let a ∈C(Q)∩Nλ (Q). Then ∀x,y ∈ Q,
yRaRx = ya · x = ay · x = a · yx = yx ·a = yRxRa.
Hence, Ra ∈ Z(Mltρ(Q)). Conversely, let Ra ∈ Z(Mltρ(Q)). Then ax = 1RaRx =
1RxRa = xa. Hence a ∈C(Q). Moreover,
a · yx = yx ·a = yRxRa = yRaRx = ya · x = ay · x.
Thus, a ∈C(Q)∩Nλ (Q).
A bijection θ : Q → Q is an automorphism if (xy)θ = xθ · yθ for all x,y ∈
Q. We therefore have the automorphism group of Q, Aut(Q) = {θ : Q → Q |
θ is an automorphism of Q}. A triple (α,β ,γ) of permutations of a loop Q is an
autotopism if for all x,y ∈Q, xα ·yβ = (xy)γ . The set Atp(Q) of all autotopisms of
Q is a group under composition. Of particular interest here are the three subgroups
Atpλ (Q) = {(α,β ,γ) ∈ Atp(Q) | 1β = 1} ,
Atpµ(Q) = {(α,β ,γ) ∈ Atp(Q) | 1γ = 1} ,
Atpρ(Q) = {(α,β ,γ) ∈ Atp(Q) | 1α = 1} .
For instance, say, (α,β ,γ) ∈ Atpλ (Q). For all x ∈ Q, xα = xα · 1 = xα · 1β =
(x1)γ = xγ . Thus α = γ . Set a = 1α . For all x ∈ Q, xα = (1x)α = 1α · xβ = a · xβ
Thus α = βLa, and so every element of Atpλ (Q) has the form (βLa,β ,βLa) for
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some a ∈Q. Conversely, it is easy to see that if a triple of permutations of that form
is an autotopism, then 1β = 1.
By similar arguments for the other two cases, we have the following characteri-
zations:
Atpλ (Q) = Atp(Q)∩{(βLa,β ,βLa) | β ∈ Sym(Q),a ∈ Q} ,
Atpµ(Q) = Atp(Q)∩{(γR−1c\1,γL−1c ,γ) | γ ∈ Sym(Q),c ∈ Q} ,
Atpρ(Q) = Atp(Q)∩{(α,αRb,αRb) | α ∈ Sym(Q),b ∈ Q} .
Since these special types of autotopisms are entirely determined by a single permu-
tation and an element of the loop, it is customary to focus on those instead of on the
autotopisms themselves. This motivates the following definitions.
Let Q be a loop. If β ∈ Sym(Q) and a ∈ Q satisfy
a · (xy)β = (a · xβ )(yβ ) (1.1.1)
for all x,y ∈ Q, then β is called a left pseudoautomorphism with companion a. If
γ ∈ Sym(Q) and c ∈ Q satisfy
(xy)γ = [(xγ)/(c\1)][c\(yγ)] (1.1.2)
for all x,y ∈ Q, then γ is called a middle pseudoautomorphism with companion c.
Finally, if α ∈ Sym(Q) and b ∈ Q satisfy
(xy)α ·b = (xα)(yα ·b) (1.1.3)
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for all x,y ∈ Q, then α is called a right pseudoautomorphism with companion b.
We denote the identity mapping on Q by ι .
Lemma 1.1.4. Let Q be a loop. The nuclei are characterized as follows:
Nλ (Q) = {a ∈ Q | (ιLa, ι , ιLa) ∈ Atp(Q)}
= {a ∈ Q | ι is a left pseudoautomorphism with companion a} ,
Nµ(Q) = {c ∈ Q | (ιRc, ιL−1c , ι) ∈ Atp(Q)}
= {c ∈ Q | ι is a middle pseudoautomorphism with companion c} ,
Nρ(Q) = {b ∈ Q | (ι , ιRb, ιRb) ∈ Atp(Q)}
= {b ∈ Q | ι is a right pseudoautomorphism with companion b} .
Proof. Perhaps the only claim which is not immediately obvious is the character-
ization of the middle nucleus. Suppose ι is a middle pseudoautomorphism with
companion c. Then for all x,y ∈ Q, xy = [x/(c\1)][c\y]. Replace y with cy to get
x · cy = [x/(c\1)]y. Set y = 1 so that xc = x/(c\1). Thus x · cy = xc · y, that is,
c ∈ Nµ(Q). The reverse inclusion is similarly straightforward.
Observe that a permutation σ is an automorphism if and only if it is a pseudoau-
tomorphism of any of the three types with companion 1. The following is also clear
from Lemma 1.1.4.
Lemma 1.1.5. Let Q be a loop. If σ ∈ Sym(Q) is a left [middle, right] pseu-
doautomorphism with companion c ∈ Q then σ is an automorphism if and only if
c ∈ Nλ (Q) [Nµ(Q), Nρ(Q)].
Finally, for a flexible loop Q, the mapping θ : Q→ Q is a semiautomorphism
of Q if (i) 1θ = 1 and (ii) (xyx)θ = xθyθxθ . Note that every automorphism is a
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semiautomorphism and in a flexible loop with (AAIP), inversion is a semiautomor-
phism.
1.2 Special Varieties of loops.
A loop Q is a Moufang loop if any of the following equivalent identities hold for
all x,y,z ∈ Q
xy · zx = x(yz · x), x(y · xz) = (xy · x)z, x(y · zy) = (x · yz)y.
Moufang loops are easily the most studied variety of loops. The first main structural
result for Moufang loops is Moufang’s Theorem, proved originally by Moufang
[38]. We say that x,y,z associate if xy · z = x · yz.
Theorem 1.2.1. (Moufang’s Theorem) Let Q be a Moufang loop with x,y,z ∈ Q,
not necessarily distinct. Then 〈x,y,z〉 is a subgroup if and only if x,y,z associate.
This immediately proves Moufang loops are power associative. Moreover, Mo-
ufang loops are diassociative (since the Moufang identities immediately imply
(LAP), (RAP), and (FLEX) and hence are inverse property, alternative, flexible
loops).
Many natural examples of Moufang loops are known. One example is typified
by the sphere S7 under octonion multiplication, or more generally, the set of all
nonzero octonions under multiplication. Even more generally, one can take the set
of all invertible elements in an alternative ring. Moufang loops are closely related
to groups with triality (and in fact, these notions are essentially the same [12]). The
deepest questions in the theory of Moufang loops are often resolved by formulating
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them in group theoretic terms and using the corresponding powerful tools of group
theory. For instance, all finite simple Moufang loops are classified because finite
simple groups with triality are classified [36].
A loop Q is said to be a (left) Bruck loop if it satisfies the (left) Bol identity
[x(yx)]z = x[y(xz)] for all x,y,z ∈ Q and the (AIP). Bruck loops have also been
called “K-loops” [30] or “gyrocommutative gyrogroups” [47]. Dually, we define
a (right)Bruck loop. In a Bruck loop Q, inverses are two-sided, and moreover, in
a (left) Bruck loop, the (LIP) holds. Dually, in a (right) Bruck loop, (RIP) holds.
Bruck loops have been intensively studied in recent years [1, 2, 4, 6, 5, 17, 30, 39].
The interest in Bruck loops is partly because they are a naturally occurring class.
The set {v ∈R3 | |v|< c} of all relativistic velocity vectors forms a loop where the
operation is Einstein’s velocity addition formula. This is an example of a Bruck
loop [47]. Another example of a Bruck loop is given on the set H+(n,C) of all
n× n positive definite Hermitian matrices by the polar decomposition. Given two
such matrices A and B, let AB= PU be the polar decomposition where P is positive
definite Hermitian and U is unitary. Defining A◦B= P gives H+(n,C) the structure
of a Bruck loop [30].
A loop Q is an automorphic loop if every inner mapping of Q is an automor-
phism of Q (i.e. Inn(Q)≤ Aut(Q)). From Lemma 1.1.2, we have
Proposition 1.2.2 ([9]). A loop Q is automorphic if and only if for all x,y,u,v ∈Q;
(uv)Rx,y = uRx,y · vRx,y,
(uv)Lx,y = uLx,y · vLx,y,
(uv)Tx = uTx · vTx.
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Hence, the class of automorphic loops form a variety. Note that the variety of
automorphic loops contains groups and commutative Moufang loops [8]. Automor-
phic loops were first studied by Bruck and Paige [9]. Recently, automorphic loops
were shown to satisfy the Odd Order Theorem [33]. For automorphic loops of odd
order, the Cauchy Theorem is known [33]. Also, automorphic loops satisfy the
elementwise Lagrange Theorem (i.e. the order of an element divides the order of
the loop) [33]. Finally, it has been shown in commutative automorphic loops that
the Odd Order, Lagrange and Cauchy Theorems, as well as the nontriviality of the
center of finite commutative automorphic p-loops (p odd) all hold [26, 25, 27].
We say a subset S of a group G is closed under conjugation if x−1yx ∈ S for all
x,y ∈ S. A loop Q is a right conjugacy closed loop (or RCC loop) if RQ is closed
under conjugation. That is, R−1x RyRx ∈ RQ for all x,y ∈ Q. Much of the literature
deals with two-sided conjugacy closed loops (CC loops) which are RCC loops that
are also left conjugacy closed (LCC), that is, L−1x LyLx ∈ LQ for all x,y ∈ Q.
A loop Q is a Steiner loop if for all x,y ∈ Q
xy = yx x(yx) = y.
Note that this implies xx= 1 for all x∈Q, and hence Steiner loops have exponent 2.
Steiner loops arise in combinatorics, since they correspond to Steiner triple systems.
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1.3 Summary of Results
The dissertation is organized as follows. Commutative automorphic loops and
Bruck loops have a deep connection in the odd order case, that is, one can construct
a Bruck loop from a commutative automorphic loop of odd order using the left
multiplication group. In Chapter 2 we define a new variety of loops, Γ-loops (§2.1)
which generalize commutative automorphic loops. Our first major result is that Γ-
loops are power-associative (§2.2). We then go on to construct Bruck loops from
uniquely 2-divisible Γ-loops and construct Γ-loops from Bruck loops of odd order
(§2.3) using the left multiplication group as before. Our main goal is showing
a categorical isomorphism between (left) Bruck loops of odd order and Γ-loops
of odd order (§2.4). Once this has been established, we can use the well known
structure of Bruck loops of odd order to derive the Odd Order, Lagrange and Cauchy
Theorems for Γ-loops of odd order, as well as the nontriviality of the center of
finite Γ-p-loops (p odd) (§2.5). This answer in the affirmative a question posed
by Jedlicˇka, Kinyon and Vojteˇchovsky´ about the existence of Hall pi-subloops and
Sylow p-subloops in commutative automorphic loops. Finally we give a general
construction for creating commutative automorphic loops (§2.6).
Both Moufang and Steiner loops are IP loops in which every inner mapping is
a semiautomorphism. Hence, in Chapter 3, we study a variety of IP loops with
this property as their defining axiom, called semiautomorphic, inverse property
loops. Our first result shows an equivalence to a previously defined variety of loops
(§3.1). Since semiautomorphic, inverse property loops generalize Moufang and
Steiner loops, we extend several known results for Moufang and Steiner loops. In
particular, the commutant is a subloop and if a is in the commutant, then a2 is a
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Moufang element, a3 is a C-element and a6 is in the center (§3.2). We then give
two constructions for semiautomorphic inverse property loops based on Chein’s and
de Barros and Juriaans’ doubling constructions (§3.3). In (§3.4) we consider what
happens when we use the previous constructions multiple times. Finally we end by
considering these new constructions on other diassociative loops (§3.5) .
In Chapter 4 we give constructions for creating simple RCC loops using the
general linear group GL(2,q) for q a prime power. Simple RCC loops are known to
exist, however, it is unclear for which orders there exist simple RCC loops. Using
this construction, we can create simple RCC loops of order q2−1 and q2−12 .
In Chapter 5 we show that in a weak commutative inverse property loop, such
as a (right) Bruck loop, if α is a right [left] pseudoautomorphism with companion
c, then c [c2] must lie in the left nucleus. In particular, for any such loop with trivial
left nucleus, every right pseudoautomorphism is an automorphism and if the squar-
ing map is a permutation, then every left pseudoautomorphism is an automorphism
as well. We also show that every pseudoautomorphism of a commutative inverse
property loop is an automorphism, generalizing a well-known result of Bruck.
Throughout this dissertation, we often use the GAP system [22], more specif-
ically the LOOPS package [40], for constructing and analyzing various examples.
We also use the automated deduction program PROVER9 and the finite model
builder MACE4, both developed by McCune [37]. Many of the results presented
in this dissertation can also be found in [20, 19, 21].
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Chapter 2
Γ-Loops
Let G be a uniquely 2-divisible group, that is, a group in which the map x 7→ x2
is a bijection. On G we define two new binary operations as follows:
x⊕ y = (xy2x)1/2 , (2.0.1)
x◦ y = xy[y,x]1/2 . (2.0.2)
Here a1/2 denotes the unique b ∈G satisfying b2 = a and [y,x] = y−1x−1yx. Then it
turns out that both (G,⊕) and (G,◦) are loops with neutral element 1. Both loops
are power-associative, which informally means that integer powers of elements can
be defined unambiguously. Further, powers in G, powers in (G,⊕) and powers in
(G,◦) all coincide.
For (G,⊕) all of this is well-known with the basic ideas dating back to Bruck
[8] and Glauberman [17]. (G,⊕) is an example of a Bruck loop. Jedlicˇka, Kinyon
and Vojteˇchovsky´ [26] showed that starting with a uniquely 2-divisible commuta-
tive automorphic loop (Q,◦), one can define a Bruck loop (Q,⊕◦) on the same
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underlying set Q by
x⊕◦ y = (x−1\◦(y2 ◦ x))1/2 . (2.0.3)
Here a\◦b is the unique solution c to a ◦ c = b. We will extend this result to Γ-
loops and thus obtain a functor from the category of uniquely 2-divisible Γ-loops
to the category of uniquely 2-divisible Bruck loops, which restricts to a functor
B : ΓLpo BrLpo from the category ΓLpo of Γ-loops of odd order to the category
BrLpo of Bruck loops of odd order.
2.1 Γ-loops
It is not immediately obvious that (G,◦) is a loop. It is well-known in one special
case. If G is nilpotent of class at most 2, then (G,◦) is an abelian group (and in fact,
coincides with (G,⊕)). In this case, the passage from G to (G,◦) is called the “Baer
trick” [24]. In the general case, (G,◦) turns out to live in a variety of loops which
we will call Γ-loops, on which we focus the rest of this chapter. For finite loops, we
can characterize unique 2-divisibility in different ways.
Theorem 2.1.1 ([26]). A finite commutative loop Q is uniquely 2-divisible if and
only if it has odd order. Similarly, a finite power-associative loop Q is uniquely
2-divisible if and only if each element of Q has odd order.
We now define a new variety of loops, Γ-loops. Note that by commutativity,
Γ-loops have two-sided inverses.
Definition 2.1.2. A loop (Q, ·) is a Γ-loop if the following hold
(Γ1) Q is commutative.
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(Γ2) Q has the (AIP).
(Γ3) ∀x ∈ Q, LxLx−1 = Lx−1Lx.
(Γ4) ∀x,y ∈ Q, PxPyPx = PyPx where Px = RxL−1x−1 = LxL−1x−1 .
Note that a loop satisfying the AIP necessarily satisfies (x\y)−1 = x−1\y−1 and
(x/y)−1 = x−1/y−1. We will use this without comment in what follows.
Our conventions for conjugation and commutators in groups are
xy = y−1xy and [x,y] = x−1y−1xy = x−1xy = (y−1)xy .
The following identities are easily verified and will be used without reference.
Lemma 2.1.3. Let G be a group. Then for all x,y ∈ G,
(i) [x,y]−1 = [y,x]
(ii) [x,y−1] = [y,x]y−1 and [x−1,y] = [y,x]x−1 ,
(iii) [xy,x−1] = [x,yx−1],
(iv) [x−1,y−1] = [x,y](xy)−1 .
Moreover if G is uniquely 2-divisible,
(v) (x1/2)−1 = (x−1)1/2,
(vi) (xy)1/2 = (x1/2)y.
Lemma 2.1.4. Let G be a uniquely 2-divisible group. Then
(i) x◦ y = y◦ x,
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(ii) (x◦ y)−1 = x−1 ◦ y−1,
(iii) xyx = {x(y◦ x)x(y◦ x)−1}1/2(y◦ x).
Proof. For (i), we have
x◦ y = xy[y,x]1/2 = yx[x,y][y,x]1/2 = yx[x,y]([x,y]−1)1/2 = yx[x,y]1/2 = y◦ x .
Similarly for (ii),
x−1 ◦ y−1 = x−1y−1[y−1,x−1]1/2 = (yx)−1([y,x](yx)−1)1/2
= (yx)−1([y,x]1/2)(yx)
−1
= (yx)−1(yx)[y,x]1/2(yx)−1
= [y,x]1/2(yx)−1 = ([x,y]1/2)−1(yx)−1
= (yx[x,y]1/2)−1 = (y◦ x)−1
= (x◦ y)−1.
For (iii), using (i) and (ii) from above,
yx(y◦ x)−1 = yx(x−1 ◦ y−1) = yxx−1y−1[y−1,x−1]1/2
= [y−1,x−1]1/2 = (xyy−1x−1yxy−1x−1)1/2
= (xy[y,x](xy)−1)1/2 = xy[y,x]1/2(xy)−1
= (x◦ y)(xy)−1 = (y◦ x)y−1x−1.
Hence we have
{xyx(y◦ x)−1}2 = xyx(y◦ x)−1 xyx(y◦ x)−1 = x(y◦ x)y−1x−1xyx(y◦ x)−1
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= x(y◦ x)x(y◦ x)−1 .
Thus xyx = {x(y◦ x)x(y◦ x)−1}1/2(y◦ x), as claimed.
Theorem 2.1.5. Let G be a uniquely 2-divisible group. Then (G,◦) is a Γ-loop.
Proof. To see (Q,◦) is a loop, fix a,b ∈ Q and let x = {a−1ba−1b−1}1/2b. Thus,
we compute
x = {a−1ba−1b−1}1/2b ⇔
(xb−1)2 = a−1ba−1b−1 ⇔
xb−1x = a−1ba−1 ⇔
xa = bx−1a−1b ⇔
[x,a] = (x−1a−1b)2 ⇔
ax[x,a]1/2 = b ⇔
a◦ x = b.
Note that this gives the following expression for \◦:
a\◦b = {a−1ba−1b−1}1/2b .
Moreover,
1◦ x = 1x[x,1]1/2 = x = x1[1,x]1/2 = x◦1
and hence 1 ∈ Q is the neutral element in (Q,◦). It is easy to see that inverses
coincide in G and (G,◦). Therefore, (Γ1) and (Γ2) are exactly Lemma 2.1.4(i) and
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(ii). For (Γ3), first note
x−1 ◦ (xy) = y[xy,x−1]1/2 = y[x,yx−1]1/2 = (yx−1)◦ x = x◦ (yx−1). (2.1.1)
Similarly,
x−1 ◦ y = x−1y[y,x−1]1/2 = x−1y([x,y]1/2)x−1 = y[y,x][x,y]1/2x−1 = y[y,x]1/2x−1.
(2.1.2)
Therefore
x−1 ◦ (x◦ y) = x−1 ◦ (xy[y,x]1/2) (2.1.1)= x◦ ((y[y,x]1/2)x−1) (2.1.2)= x◦ (x−1 ◦ y).
For (Γ4), rewriting Lemma 2.1.4(iii) gives
xyx = {x(y◦ x)x(y◦ x)−1}1/2(y◦ x) = x−1\◦(y◦ x) = yPx. (2.1.3)
Let yΨx = xyx, that is, yΨx = yPx. Hence, PxPyPx =ΨxΨyΨx =ΨyΨx = PyPx .
Lemma 2.1.6. Commutative automorphic loops are Γ-loops.
Proof. This follows from Lemmas 2.6, 2.7 and 3.3 in [26].
Example 2.1.7. The smallest known Γ-loop constructed from a group of odd order
has order 375, and its underlying group is the smallest group of odd order that is
not metabelian, with GAP library number [375;2]. Later we will show an example
of a subloop of order 75 which is also not automorphic, and that subloop is the
smallest known nonautomorphic Γ-loop of odd order.
Example 2.1.8. The following is the smallest Γ-loop which is neither a commutative
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automorphic nor commutative semiautomorphic loop, found by MACE4 [37].
· 0 1 2 3 4 5
0 0 1 2 3 4 5
1 1 0 3 5 2 4
2 2 3 0 4 5 1
3 3 5 4 0 1 2
4 4 2 5 1 0 3
5 5 4 1 2 3 0
Table 2.1: The smallest Γ-loop
2.2 Γ-Loops are power-associative
Recall our definition xn = 1Lnx for all n ∈ Z.
Proposition 2.2.1. Let Q be a Γ-loop. Then x−n = (x−1)n = (xn)−1.
Proof. The first equality, (1)L−nx = (1)Lnx−1 , is equivalent to 1 = (1)L
n
x−1L
n
x . By
(Γ3), Lnx−1L
n
x = (Lx−1Lx)
n. But since Lx−1Lx ∈ Inn(Q), we are done. The second
equality follows from (Γ2).
Proposition 2.2.2. Let Q be a Γ-loop. Then
Px = LxL−1x−1 = L
−1
x−1Lx (P1)
PxLx = LxPx (P2)
Proof. These follow from (Γ3).
Lemma 2.2.3. Let Q be a Γ-loop. Then ∀k,n ∈ Z we have the following:
(a) xnPx = xn+2
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(b) Pnx = Pxn
(c) xkPxn = xk+2n
Proof. Note that 1Px = x2 by (Γ3). For all n, we have
xnPx = 1LnxPx
(P2)= 1PxLnx = x
2Lnx = 1L
2
xL
n
x = 1L
n+2
x = x
n+2 .
For (b), the cases n = 0,1 are trivially true. For n > 1 ,
Pnx = PxP
n−2
x Px = PxPxn−2Px
(Γ4)
= Pxn−2Px
(a)
= Pxn .
If n =−1 then Px−1 = Lx−1L−1x = (LxL−1x−1)−1 = P−1x . Thus we have for any n < 0,
Pnx = (P
−n
x )
−1 = P−1x−n = P(x−n)−1 = Pxn ,
by Proposition 2.2.1.
For (c), let k be fixed. Then
xkPxn
(b)
= xkPnx
(a)
= xk+2Pn−1x
(a)
= . . .
(a)
= xk+2n .
For m ∈ N0 = N∪{0}, we define PA(m) to be the statement:
∀i ∈ {−m, ...,m} and ∀ j ∈ {−m−1, ...,m+1}, xix j = xi+ j .
Lemma 2.2.4. Let Q be a Γ-loop. Then PA(m) holds for all m ∈ N0.
Proof. We induct on m. PA(0) is obvious. Assume PA(m) holds for some m ≥ 0.
We establish PA(m+1) by proving xix j = xi+ j for each of the following cases:
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(1) i ∈ {−m−1, . . . ,m+1}, j ∈ {−m, . . . ,m},
(2) i ∈ {−m, . . . ,m}, j = m+1 or j =−m−1,
(3) i = m+1, j =−m−1 or i =−m−1, j = m+1,
(4) i = m+1, j = m+1 or i =−m−1, j =−m−1,
(5) i ∈ {−m−1, . . . ,m+1}, j = m+2 or j =−m−2.
By (Γ2) and Proposition 2.2.1, xix j = xi+ j implies x−ix− j = x−i− j. So in each of
cases (2), (3), (4) and (5), we only need to establish one of the subcases.
Case (1) follows from PA(m) (with the roles of i and j reversed) and commuta-
tivity. Case (2) also follows from PA(m). Case (3) follows from Proposition 2.2.1:
xm+1x−m−1 = xm+1x−(m+1) = 1.
For case (4),
xm+1xm+1 = (1)L−1
x−(m+1)Lxm+1
(P1)= (1)Pxm+1
(2.2.3c)
= x2m+2 .
Finally, for case (5), first suppose i ∈ {−m−1, . . . ,−1}. Then −2m−2≤ 2i≤
−2, and so −m≤ m+2+2i≤ m, that is, m+2+2i ∈ {−m, . . . ,m}. Thus
xixm+2 = (xm+2)PxiLx−i
(2.2.3c)
= x−ixm+2+2i PA(m)= xm+2+i .
Now suppose i ∈ {1, . . . ,m+1}. Then −2m−2≤−i≤−2, and so −m≤ m+2−
2i≤ m, that is, m+ i−2i ∈ {−m, . . . ,m}. Thus
xixm+2
(2.2.3c)
= (xm+2−2i)PxiLxi
(P2)= (xixm+2−2i)Pxi
PA(m)
= (xm+2−i)Pxi
(2.2.3c)
= xm+2+i .
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Theorem 2.2.5. Γ-loops are power-associative.
Proof. This follows immediately from Lemma 2.2.4. Indeed, xkx` = xk+` with 0≤
|k| ≤ |`| follows from PA(|`|).
By Theorem 2.1.5 and Theorem 2.2.5, for a uniquely 2-divisible group G and
its corresponding Γ-loop (G,◦), we have powers coinciding.
Corollary 2.2.6. Let G be a uniquely 2-divisible group and (G,◦) its associated
Γ-loop. Then powers in G coincide with powers in (G,◦).
2.3 Twisted subgroups and uniquely 2-divisible
Bruck loops
In this section, we first review the notion of twisted subgroup of a group and
the connection between uniquely 2-divisible twisted subgroups and uniquely 2-
divisible Bruck loops. We follow the notations and definitions used by Foguel,
Kinyon and Phillips [16], and refer the reader to that paper for a more complete
discussion of the following results.
Definition 2.3.1. A twisted subgroup of a group G is a subset T ⊆G such that 1∈ T
and for all x,y ∈ T , x−1 ∈ T and xyx ∈ T .
Example 2.3.2 ([16]). Let G be a group and τ ∈ Aut(G) with τ2 = 1. Let K(τ) =
{g ∈ Q | gτ = g−1}. Then K(τ) is a twisted subgroup.
Proposition 2.3.3. Let G be uniquely 2-divisible group and let τ ∈ Aut(G) satisfy
τ2 = 1. Then K(τ) is closed under ◦ and \◦ and hence is a subloop of (G,◦).
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Proof. Let x,y ∈ K(τ). Then
(x◦ y)τ = (xy[y,x]1/2)τ = xτyτ[yτ,xτ]1/2 = x−1y−1[y−1,x−1]1/2
= x−1 ◦ y−1 = (x◦ y)−1
by (Γ2). Similarly, (Γ2) also gives (x\◦y)τ = (x\◦y)−1.
Theorem 2.3.4 ([16]). Let Q be a Bruck loop. Then LQ is a twisted subgroup of
Mltλ (Q). If Q has odd order, then Mltλ (Q) has odd order. Moreover, there exists a
unique τ ∈ Aut(Mltλ (Q)) where τ2 = 1 and LQ = {θ ∈Mltλ (Q) | θτ = θ−1}. On
generators, (Lx)τ = Lx−1 .
Corollary 2.3.5. Let (Q, ·) be a Bruck loop of odd order. Then (LQ,◦) is a Γ-loop.
Proof. This follows from Proposition 2.3.3 and Theorem 2.3.4.
We have a bijection from LQ to Q given by Lx 7→ 1Lx = x. This allows us to
define a Γ-loop operation directly on Q as follows:
x◦ y = 1(Lx ◦Ly)
where we reuse the same symbol ◦. By construction, the Γ-loops (LQ,◦) and (Q,◦)
are isomorphic.
Proposition 2.3.6. Let (Q, ·) be a Bruck loop of odd order. Then (Q,◦) is a Γ-loop.
Moreover, powers in (Q,◦) coincide with powers in (Q, ·).
Proof. For powers coinciding, suppose xn denotes powers in (Q, ·). Since Bruck
loops are left power-alternative [44], xn = 1Lxn = 1Lnx . By Corollary 2.2.6, L
n
x coin-
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cides with the nth power of Lx in (LQ,◦). Thus xn is the nth power of x in (Q,◦).
Since this argument is clearly reversible, we have the desired result.
The following example shows that finiteness is needed in order to construct a
Γ-loop (Q,◦) from a Bruck loop (Q, ·), ensuring that square roots make sense in
Mltλ (Q).
Example 2.3.7 ([31]). Let Q be the set of real positive definite 2×2 matrices. Then
(Q,⊕) is a uniquely 2-divisible Bruck loop and LQ is a uniquely 2-divisible twisted
subgroup of Mltλ (Q). However, Mltλ (Q) = PSL(2,R), which is not a uniquely
2-divisible group.
For a uniquely 2-divisible Γ-loop (Q, ·), we set
x⊕· y = (x−1\·(y2x))1/2 ,
and if ◦ is another Γ-loop operation on the same underlying set, we similarly define
⊕◦. Our next goal is to generalize Lemma 3.5 of [26] and show that (Q,⊕·) is a
Bruck loop.
Lemma 2.3.8. Let Q be a Γ-loop. Then
(yPx)2 = x2PyPx.
Proof. By Proposition 2.2.3(a), we have that x2 = 1Px. Hence,
x2PyPx = 1PxPyPx
(Γ4)
= 1PyPx = (yPx)
2
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by Proposition 2.2.3(a) again.
Theorem 2.3.9. Let (Q, ·) be a uniquely 2-divisible Γ-loop. Then (Q,⊕·) is a Bruck
loop. Moreover, powers in (Q, ·) coincide with powers in (Q,⊕·).
Proof. Note that (x⊕· (y⊕· x))⊕· z = x⊕· (y⊕· (x⊕· z)) is equivalent to λxλyλx =
λx⊕·(y⊕·x) where yλx = x⊕· y. Let xδ = x2. Then yλx = x⊕· y = (x−1\·(y2x))1/2 =
yδPxδ−1. Thus,
λxλyλx = δPxδ−1δPyδ−1δPxδ−1 = δPxPyPxδ−1
(Γ4)
= δPyPxδ
−1.
But by Proposition 2.3.8,
yPx =(x2PyPx)1/2 =(x−1\·[(y−1\·(x2y))x])1/2 = x⊕· (y−1\·(x2y))1/2 = x⊕· (y⊕·x).
Thus,
λxλyλx = δPyPxδ
−1 = δPx⊕·(y⊕·x)δ
−1 = λx⊕·(y⊕·x).
The fact that (Q,⊕·) has AIP is straightforward from (Γ2). Powers coinciding fol-
lows from power-associativity of (Q, ·) and (Q,⊕·).
We now have a construction of Γ-loops from Bruck loops and a construction
of Bruck loops from Γ-loops. In the next section, we will show that when we
iterate these constructions, we get nothing new, but in the meantime, we will use
the following notation conventions. Our “starting loop” will always be denoted
by (Q, ·). The Bruck loops constructed from a particular Γ-loop operation will be
distinguished by subscripts. The Γ-loop operation constructed from any Bruck loop
will be denoted simply by ◦; as it turns out, we will not need to construct Γ-loops
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for (seemingly) distinct Bruck loops.
So for instance, if we start with a Bruck loop, construct a Γ-loop and then an-
other Bruck loop, we will follow this sequence:
(Q, ·) (Q,◦) (Q,⊕◦) .
If we start with a Γ-loop, construct a Bruck loop and then a Γ-loop, we will follow
this sequence:
(Q, ·) (Q,⊕·) (Q,◦)
All of this is just a temporary inconvenience, as our goal in the next section is to
show that the starting and ending loops in both sequences are not only isomorphic,
they are in fact identical.
Given a Bruck loop (Q, ·) of odd order, we wish to give the explicit equation
of the left division (and hence right division by commutativity) operation in (Q,◦).
We will need the following two facts for Bol loops, both well known.
Proposition 2.3.10 ([17, 44]). In a Bruck loop Q, the identity (xy)2 = x · y2x holds
for all x,y ∈ Q.
Proposition 2.3.11. Let (Q, ·) be a Bruck loop of odd order and let (Q,◦) be its
Γ-loop. For all a,b ∈ Q,
b/◦a = (a−1b1/2)/·b−1/2 .
Proof. Let a,b ∈Q be fixed and set x = (a−1b1/2)/·b−1/2. Then xb−1/2 = a−1b1/2.
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Squaring both sides gives
x ·b−1x = a−1 ·ba−1
using Proposition 2.3.10. But this is equivalent to Lx·b−1x = La−1·ba−1 and since
(Q, ·) is a Bruck loop, we have LxL−1b Lx = L−1a LbL−1a . This in turn is equivalent to
[La,Lx] = (L−1a L−1x Lb)2 and therefore LxLa[La,Lx]1/2 = Lb. That is, Lx ◦La = Lb.
Hence, 1(Lx ◦La) = 1Lb and so x◦a = b.
Let (G, ·) be a uniquely 2-divisible group. We have its Bruck loop (G,⊕) and
also the Bruck loop (G,⊕◦) of the Γ-loop (G,◦). We now show these coincide.
Theorem 2.3.12. Let (G, ·) be a uniquely 2-divisible group. Then (G,⊕)= (G,⊕◦).
Proof. Recall (2.1.3) from Theorem 2.1.5, we have xyx = yPx for all x,y ∈ G. Re-
placing y by y2 and applying square roots gives x⊕ y = (xy2x)1/2 = (y2Px)1/2 =
(x−1\◦(y2 ◦ x))1/2 = x⊕◦ y.
Corollary 2.3.13. Let (G, ·) be a uniquely 2-divisible group, let (H,◦)≤ (G,◦) and
suppose that H is closed under taking square roots. Then H is a twisted subgroup
of G. In particular, if G is a finite group of odd order and (H,◦)≤ (G,◦), then H is
a twisted subgroup of G.
Proof. Again, from (2.1.3) in Theorem 2.1.5, we have xyx = yPx = (x−1\◦(y ◦
x))1/2 ∈ H for all x,y ∈ H. Finally, since powers coincide in H and (H,◦), x−1 ∈
H.
Example 2.3.14. Let G be the smallest nonmetabelian group of odd order from
Example 2.1.7. Then there exists a twisted subgroup H of G with |H| = 75. Here
(H,◦) is the smallest known example of a nonautomorphic Γ-loop of odd order.
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2.4 Inverse functors
We turn to our main results which is showing the newly constructed functor
G : BrLpo  ΓLpo is the inverse functor of B. That is, G ◦B is the identity
functor on ΓLpo and B ◦G is the identity functor on BrLpo. We will need the
following lemma for our main result.
Lemma 2.4.1. Let (Q, ·) be a uniquely 2-divisible Γ-loop and (Q,⊕·) be its Bruck
loop. Then
x⊕· (xy)−1/2 = y−1⊕· (xy)1/2 . (2.4.1)
Proof. First note that x⊕· (xy)−1/2 = y−1⊕· (xy)1/2⇔ x−1\(x−1y−1 · x) = y\(xy ·
y−1). Therefore we compute
x−1\(x−1y−1 · x) (Γ1)= x−1\(x · x−1y−1) (Γ3)= x−1\(x−1 · xy−1) = xy−1
(Γ1)
= y−1x = y\(y · y−1x) (Γ3)= y\(y−1 · yx) (Γ1)= y\(yx · y−1) .
Now let G : BrLpo ΓLpo be the functor given on objects by assigning to each
Bruck loop of odd order (Q, ·) its corresponding Γ-loop (Q,◦), and letB : ΓLpo 
BrLpo be the functor given on objects by assigning to each Γ-loop of odd order
(Q, ·) its corresponding Bruck loop (Q,⊕·).
Note that both categories are defined as a variety of finite loops of odd order. We
claim the morphisms in both categories are homomorphisms. Indeed, it is clear that
finiteness is preserved under homomorphisms. For unique square roots, suppose
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θ : Q1 7→ Q2 is a loop homomorphism in either category. Then
(x1/2θ)2 = (x1/2)2θ = xθ .
Thus, taking square roots in Q2, we have x1/2θ = (xθ)1/2. Therefore, any loop
homomorphism in either category preserves square roots. Moreover, the functors
in either direction preserve powers, hence are functors not only of finite loops, but
finite loops with unique square roots.
Theorem 2.4.2.
(A) B ◦G is the identity functor on ΓLpo.
(B) G ◦B is the identity functor on BrLpo.
Proof. (A) Let (Q, ·) be a Γ-loop of odd order, let (Q,⊕·) be its corresponding
Bruck loop and let (Q,◦) be the Γ-loop of (Q,⊕·). Lemma 2.4.1 and Proposition
2.3.11 imply
x = (x⊕· (xy)−1/2)/⊕·(xy)−1/2 = (y−1⊕· (xy)1/2)/⊕·(xy)−1/2 = (xy)/◦y.
Thus xy = x◦ y, as claimed.
(B) Let (Q, ·) be a Bruck loop of odd order, let (Q,◦) be its corresponding Γ-
loop and let (Q,⊕◦) be the Bruck loop of (Q,◦). Recalling that the map x 7→ Lx
(left translations in (Q, ·)) is an isomorphism of (Q,◦) with (LQ,◦), we have
L(x⊕◦y)2 = Lx−1\◦(y2◦x) = L
−1
x \◦(L2y ◦Lx) = (Lx⊕◦ Ly)2
= (Lx⊕Ly)2 = LxL2yLx = Lx·(y2·x)
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= L(xy)2 ,
using Theorem 2.3.12 and Proposition 2.3.10. Thus (xy)2 = (x⊕◦ y)2 and so the
desired result follows from taking square roots.
We note in passing that we have proven a result which can be stated purely in
terms of Bruck loops of odd order:
Let (Q, ·) be a Bruck loop of odd order. For each x,y ∈ Q, the equation
xz−1/2 = y−1z1/2
has a unique solution z ∈ Q. Indeed, z = x◦ y where (Q,◦) is the Γ-loop of (Q, ·).
We conclude this section by discussing the intersection of the varieties of Bruck
loops and Γ-loops.
Proposition 2.4.3. A loop is both a Bruck loop and Γ-loop if and only if it is a
commutative Moufang loop.
Proof. The “if” direction is clear. For the converse, commutative Bruck loops are
commutative Moufang loops [45].
The following result quickly follows from the fact that Moufang loops are di-
associative (i.e. the subloop 〈x,y〉 is a group for all x,y) and the definitions of the
operations.
Proposition 2.4.4. Let (Q, ·) be a uniquely 2-divisible commutative Moufang loop.
Then (Q, ·) = (Q,◦) = (Q,⊕·).
Proposition 2.4.5. Let (Q, ·) be a Γ-loop of exponent 3. Then (Q, ·) is a commuta-
tive Moufang loop.
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Proof. The associated Bruck loop (Q,⊕·) is a commutative Moufang loop [45].
Moreover, recalling Proposition 2.4.1, x⊕· (xy)−1/2 = y−1⊕· (xy)1/2 holds for all
x,y ∈ Q. Hence, using diassociativity, we have
x = (y−1⊕· (xy)1/2)⊕· (xy)1/2 = y−1⊕· (xy).
Thus, xy= y⊕· x= x⊕· y, and therefore, (Q, ·) = (Q,⊕·) is a commutative Moufang
loop.
2.5 Γ-loops of odd order
Finite Bruck loops of odd order are known to have many remarkable properties,
all found by Glauberman [17, 18]. For instance, they satisfy Lagrange’s Theorem,
the Odd Order Theorem, the Sylow and Hall Existence Theorems and finite Bruck
p-loops (p odd) are centrally nilpotent. Using the isomorphism of the categories
ΓLpo and BrLpo, we immediately get the same results for Γ-loops of odd order.
We will take notational advantage of Theorem 2.4.2 and write simply ⊕ for the
Bruck loop operation of a Γ-loop of odd order.
Proposition 2.5.1. Let (Q, ·) be a Γ-loop with |Q|= p2 for p prime. Then (Q, ·) is
an abelian group.
Proof. Loops of order 4 are abelian groups [42], so assume p> 2. For odd primes,
Bruck loops of order p2 are abelian groups [10]. Thus since (Q,⊕) is an abelian
group, so is its Γ-loop, which, by Theorem 2.4.2, coincides with (Q, ·).
Lemma 2.5.2. Let (Q, ·) be a Γ-loop of odd order and let (Q,⊕) be its Bruck loop.
Then the derived subloops of (Q, ·) and (Q,⊕) coincide. In particular, the derived
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series of (Q, ·) and (Q,⊕) coincide.
Proof. By the categorical isomorphism (Theorem 2.4.2), any normal subloop of
(Q,⊕) is a normal subloop of (Q, ·) and vice versa, since normal subloops are
kernels of homomorphisms [8]. If S is the derived subloop of (Q,⊕), then S is a
normal subloop of (Q, ·) such that (Q/S, ·) is an abelian group. If M were a smaller
normal subloop of (Q, ·) with this property, then it would have the same property
for (Q,⊕), a contradiction. The converse is proven similarly.
Theorem 2.5.3 (Odd Order Theorem). Γ-loops of odd order are solvable.
Proof. Let (Q, ·) be a Γ-loop of odd order and let (Q,⊕) be its Bruck loop. Then
(Q,⊕) is solvable ([18], Theorem 14(b), p. 412), and so the desired result follows
from Lemma 2.5.2.
Theorem 2.5.4 (Lagrange and Cauchy Theorems). Let (Q, ·) be a Γ-loop of odd
order. Then:
(L) If A≤ B≤ Q then |A| divides |B|.
(C) If an odd prime p divides |Q|, then Q has an element an order of p.
Proof. Both subloops A and B give subloops (A,⊕) and (B,⊕) of (Q,⊕). The result
follows from ([17], Corollary 4, p. 395). Similarly, if an odd prime p divides |Q|,
then (Q,⊕) has an element of order p ([17], Corollary 1, p. 394). Hence, Q has an
element of order p.
Theorem 2.5.5. Let Q be a Γ-loop of odd order and let p be an odd prime. Then
|Q| is a power of p if and only if every element of Q has order a power of p.
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Remark 2.5.6. Note that this is false for p = 2 by Example 2.1.8.
Proof. If |Q| is a power of p, then by Theorem 2.5.4(L) every element has order
a power of p. On the other hand, if |Q| is divisible by an odd prime q, then by
Theorem 2.5.4(C), Q contains an element of order q. Therefore, if every element is
order p, |Q| must have order a power of p.
Thus, in the odd order case, we can define p-subloops of Γ-loops. Moreover,
we can now show the existence of Hall pi-subloops and Sylow p-subloops.
Theorem 2.5.7 (Sylow subloops). Γ-loops of odd order have Sylow p-subloops.
Proof. Let (Q, ·) be a Γ-loop of odd order and (Q,⊕) its Bruck loop. Then (Q,⊕)
has a Sylow p-subloop ([17], Corollary 3, p. 394), say (P,⊕). But then (P,◦) is a
Sylow p-subloop of (Q, ·) by Theorem 2.4.2.
Theorem 2.5.8 (Hall subloops). Γ-loops of odd order have Hall pi-subloops.
Proof. Let (Q, ·) be a Γ-loop of odd order and (Q,⊕) its Bruck loop. Then (Q,⊕)
has a Hall pi- subloop ([17], Theorem 8, p. 392), say (H,⊕). But then (H,◦) is a
Hall pi-subloop of (Q, ·) by Theorem 2.4.2.
Theorem 2.5.9. Let (Q, ·) be a Bruck loop of odd order. Then Z(Q, ·) = Z(Q,◦).
Proof. Let a ∈ Z(Q, ·) and recall a(a ◦ x)−1/2 = x−1(a ◦ x)1/2 from Lemma 2.4.1
holds for any x ∈ Q. Then
x ·a(a◦ x)−1/2 = (a◦ x)1/2⇔ xa · (a◦ x)−1/2 = (a◦ x)1/2⇔ xa = a◦ x.
Moreover, for any x,y,z ∈ Q,
z[Ly,Lxa] = zL−1y L
−1
xa LyLxa = xa · y((xa)−1 · y−1z) = x · y(x−1 · y−1z) = z[Ly,Lx].
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Thus, for all x,y ∈ Q, noting Lax = LaLx,
(a◦ x)◦ y = ax◦ y = Lax ◦Ly = LaLx ◦Ly
= LaLxLy[Ly,LaLx]1/2 = LaLxLy[Ly,Lx]1/2 = LaLx◦y
= La(x◦y) = La◦(x◦y) = a◦ (x◦ y) .
Therefore a ∈ Z(Q,◦) by commutativity of (Q,◦). Similarly, let a ∈ Z(Q,◦) and
let (Q,⊕) be its corresponding Bruck loop. It is enough to show that ax = xa and
xa · y = x ·ay since in a Bruck loop, xa · y = x ·ay⇔ a · xy = ax · y. We compute
ay = a⊕ y = (a−1\◦(y2 ◦a))1/2 = (a2 ◦ y2)1/2 = a◦ y = y◦a = ya.
Moreover,
xa · y = xa⊕ y = ((xa)−1\◦(y2 ◦ (xa)))1/2 = ((x◦a)−1\◦(y2 ◦ (x◦a)))1/2
= (x−1\◦((a◦ y)2 ◦ x))1/2 = x⊕ (ay) = x ·ay.
Therefore a ∈ Z(Q, ·).
Define Z0(Q) = 1 and Zn+1(Q),n≥ 0 as the preimage of Z(Q/Zn(Q)) under the
natural projection. This defines the upper central series
1≤ Z1(Q)≤ Z2(Q)≤ . . .≤ Zn(Q)≤ . . .≤ Q
of Q. If for some n we have Zn−1(Q)< Zn(Q) = Q, then Q is said to be (centrally)
nilpotent of class n.
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Theorem 2.5.10. Let p be an odd prime. Then finite Γ p-loops are centrally nilpo-
tent.
Proof. Since Z(Q, ·) = Z(Q,⊕), it follows by induction that Zn(Q, ·) = Zn(Q,⊕)
for all n > 0. But (Q,⊕) is centrally nilpotent of class, say, n ([17], Theorem 7, p.
390). Therefore, (Q, ·) is centrally nilpotent of class n.
2.6 Constructing commutative automorphic loops
One can certainly wonder when (G,◦) constructs a commutative automorphic
loop. Let G be a uniquely 2-divisible, non-abelian group and with |G|= pq where
p,q are odd primes and p|(q−1). Then G∼=ZpoZq where Zp ≤Z∗q with multipli-
cation in G defined by (a,b)(c,d) = (a+bc,bd) for some a,c ∈ Zp and b,d ∈ Zq.
For ease of calculations, we have the following.
Lemma 2.6.1. Let x,y ∈ G, with x = (a,b),y = (c,d). Then
(i) (0,1) is the identity in G,
(ii) x−1 = (−b−1a,b−1) and
(iii) x1/2 = ( a
1+b
q+1
2
,b
q+1
2 ).
Proof. Let x,y ∈ G with x = (a,b),y = (c,d) as before. For (i),
(0,1)(a,b) = (0+1(a),1(b)) = (a,b).
For (ii), we have
xx−1 = (a,b)(−b−1a,b−1) = (a+b(−b−1a),bb−1) = (0,1).
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Finally, for (iii),
x1/2x1/2 = (
a
1+b
q+1
2
,b
q+1
2 )(
a
1+b
q+1
2
,b
q+1
2 )
= (
a
1+b
q+1
2
+b
q+1
2
a
1+b
q+1
2
,b
q+1
2 b
q+1
2 )
= (
a(1+b
q+1
2 )
1+b
q+1
2
,bq+1)
= (a,b).
Using these three facts, we now compute x◦ y = xy[y,x]1/2.
Lemma 2.6.2. Let x,y ∈G, with x= (a,b),y= (c,d). Then x◦y= (1/2[(1+d)a+
(1+b)c],bd).
Proof. We compute
x◦ y = xy[y,x]1/2
= (a+bc,bd)[(−d−1c+d−1(−b−1a),d−1b−1)(c+da,db)]1/2
= (a+bc,bd)[−d−1c+d−1(−b−1a)+d−1b−1(c+da),d−1b−1db]1/2
= (a+bc,bd)[−d−1c+−d−1b−1a+d−1b−1c+b−1a,1]1/2
= (a+bc,bd)[
−d−1c+−d−1b−1a+d−1b−1c+b−1a
2
,1]
= (a+bc+bd[
−d−1c+−d−1b−1a+d−1b−1c+b−1a
2
],bd)
= (a+bc+
−bc+−a+ c+da
2
,bd)
= ((1/2)[(1+d)a+(1+b)c],bd).
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To simplify following proofs, we have the following:
Proposition 2.6.3. Let x ∈ (G,◦) with x = (a,b). Define φ : G→ G with xφ =
((b−1)α+aβ ,b) where α,β ∈ Aut(G). Then φ ∈ Aut(G).
Proof. Let x = (a,b),y = (c,d). Then we have
(x◦ y)φ = ((bd−1)α+((1/2)[(1+d)a+(1+b)c])β ,bd).
On the other hand
xφ ◦ yφ = ((b−1)α+aβ ,b)◦ ((d−1)α+ cβ ,d)
= ((1/2)[(1+d)[(b−1)α+aβ ]+ (1+b)[(d−1)α+ cβ ]],bd)
= ((1/2)[(2(bd−1))α+[(1+d)a+(1+b)c]β ],bd)
= ((bd−1)α+((1/2)[(1+d)a+(1+b)c])β ,bd).
Then we have the following.
Theorem 2.6.4. For all x,y ∈ G, define x◦ y = xy[y,x]1/2. Then (G,◦) is a commu-
tative automorphic loop.
Proof. Let x,y,u,v ∈ (G,◦) with x = (a,b),y = (c,d),u = (m,n), and v = (k, l).
Note
x\y = (2c− (1+b
−1d)a
1+b
,b−1d).
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We need only to show (u ◦ v)Lx,y = uLx,y ◦ vLx,y, since we have shown (G,◦) is a
commutative loop. Thus we compute
uLx,y = (y◦ x)\(y◦ (x◦u))
= (
1
2
[(1+b)c+(1+d)a],db)\[(c,d)◦ ((1/2)[(1+n)a+(1+b)m],bn)]
= (
1
2
[(1+b)c+(1+d)a],db)\{(1/2)[(1+bn)c+(1+d)((1/2)[(1+n)a+(1+b)m])],dbn}
= (
(1+bn)c+(1+d)((1/2)[(1+n)a+(1+b)m])− (1+n)((1/2)[(1+b)c+(1+d)a])
1+db
,n)
= (
1
2(bd+1)
(c+m−bc+bm− cn+dm+bcn+bdm),n)
= (
1
2(bd+1)
[(bc− c)(n−1)+(b+d+bd+1)m],n).
We let α = bc− c and β = (b+d+bd+1) and thus, by Proposition 2.6.3, Lx,y is
an automorphism and hence, (u◦ v)Lx,y = uLx,y ◦ vLx,y.
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Chapter 3
Semiautomorphic Inverse Property
Loops
In this chapter, we focus a class of loops generalizing both Moufang loops and
Steiner loops. Recall in a flexible loop Q, a permutation θ : Q→ Q is a semiauto-
morphism if
(xyx)θ = xθ · yθ · xθ , 1θ = 1
for all x,y ∈ Q. Every inner mapping θ of a Moufang loop and a Steiner loop is a
semiautomorphism.
3.1 Semiautomorphic inverse property loops
Definition 3.1.1. A loop Q is said to be a semiautomorphic, inverse property
loop (or just semiautomorphic IP loop) if
1. Q is flexible;
40
2. Q has the inverse property;
3. Every inner mapping is a semiautomorphism, that is, for each θ ∈ Inn(Q),
xθ · yθ · xθ = (x · y · x)θ for all x,y ∈ Q.
Remark 3.1.2. We could have dispensed with flexibility as part of the definition and
simply fixed a convention for what a semiautomorphism is, such as xθ · (yθ · xθ) =
(x · (y · x))θ . However, it is easy to show that flexibility is then a consequence.
If θ is a semiautomorphism of a flexible loop Q, then for all x ∈ Q, xθ =
(xx−1x)θ = xθ · x−1θ · xθ , and cancelling gives 1 = xθ · x−1θ . Thus recalling the
inversion map J : Q→ Q by xJ = x−1, we have θ J = θ for any semiautomorphism
θ .
It follows that any semiautomorphic IP loop is an example of a variety of loops
which have already appeared in the literature called“J-loops” or “RIF loops” (RIF
= Respects Inverses and Flexible). J-loops were introduced in [23] and RIF loops
were introduced in [32]. Commutative RIF loops were studied in [35]. Recalling
that a loop is diassociative if any subloop generated by at most two elements is
associative, we have the following, which follows from the main result of [32].
Proposition 3.1.3. [32]. Every semiautomorphic IP loop is diassociative.
Remark 3.1.4. Throughout, we will make explicit use of diassociativity for simpli-
fications, without reference.
Our first main result, proved at the end of this section, is the converse of our
observation that every semiautomorphic IP loop is a RIF loop (eschewing the some-
what cryptic “RIF” terminology).
Theorem 3.1.5. Let Q be a loop. The following are equivalent.
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1. Q is a semiautomorphic IP loop;
2. Q is a flexible IP loop such that θ J = θ for all θ ∈ Inn(Q).
Lemma 3.1.6. [23, 32]. Let Q be an IP loop. Then the following are equivalent:
(3.1.6.1) For all θ ∈ Inn(Q), x−1θ = (xθ)−1.
(3.1.6.2) Q is flexible and Rx,y = Lx−1,y−1 for all x,y ∈ Q.
(3.1.6.3) RxyLxy = LyLxRxRy for all x,y ∈ Q.
(3.1.6.4) LxyRxy = RxRyLyLx for all x,y ∈ Q.
By flexibility, the left hand sides of (3.1.6.3) and (3.1.6.4) are equal and thus we
can equate (3.1.6.3) with either side of (3.1.6.4). For convenience, define
Px = LxRx = RxLx
by flexibility. Then in an IP loop conditions (3.1.6.3) and (3.1.6.4) can be written
as
LxPyRx = Pyx, (RIF1)
RxPyLx = Pxy. (RIF2)
We will use the RIF acronym as an equation label for historical reference. We also
use the ARIF condition,
RxRyxy = RxyxRy, LxLyxy = LxyxLy, (ARIF)
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which hold in any loop satisfying the conditions of Lemma 3.1.6; see [32].
Theorem 3.1.7. Let Q be an IP loop satisfying (RIF1) and (RIF2). Then every
inner mapping is a semiautomorphism.
Proof. By (3.1.6.2), it is enough to show that each Tx and each Rx,z is a semiau-
tomorphism. Note that an inner mapping θ is a semiautomorphism if and only if
Pxθ = θPxθ for all x ∈ Q. First, 1 = 1Tx = 1Rx,y by definition. Thus we compute
PyTx = PyRx Lx−1
(RIF1)
= Lx−1 PyxLx−1
(RIF2)
= Lx−1RxPx−1yx = TxPyTx .
For Rx,y, we compute
PyRx,z = PyRx RzR(xz)−1
(RIF1)
= Lx−1 PyxRz R(xz)−1
(RIF1)
= Lx−1Lz−1 Pyx·zR(xz)−1
(RIF1)
= Lx−1Lz−1LxzP(yx·z)(xz)−1
= Lx−1,z−1 PyRx,z
(3.1.6.2)
= Rx,zPyRx,z.
Hence, we have shown that semiautomorphic IP loops coincide with the variety
formerly known as RIF loops.
Proof of Theorem 3.1.5. This follows immediately from Theorem 3.1.7 and the ear-
lier observation that semiautomorphisms preserve inverses.
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3.2 Commutant of a Semiautomorphic loop
In general, the commutant of a loop is not a subloop, although it is known to be
so in certain cases. In a Moufang loop Q, it is noted in [8] that C(Q) is a subloop
and an explicit proof is given in [42]. In this section we will prove the same result
for semiautomorphic IP loops, proved towards the end of the section.
Theorem 3.2.1. The commutant of a semiautomorphic IP loop is a subloop.
The set of Moufang elements, are
M(Q) = {a ∈ Q | a(xy ·a) = ax · ya,a(x ·ay) = (ax ·a)y,(ya · x)a = y(a · xa), ∀x,y ∈ Q}.
The set M(Q) of Moufang elements is also a subloop of any loop [43]. Toward
showing C(Q) is a subloop, we also show that for any a ∈C(Q), a2 is a Moufang
element.
Theorem 3.2.2. Let Q be a semiautomorphic IP loop and let a ∈C(Q). Then a2 is
a Moufang element.
This immediately gives us that for each a ∈C(Q), a6 ∈ Z(Q), where Z(Q) de-
notes the center of Q (Corollary 3.2.14). This simultaneously generalizes two re-
sults: that in a Moufang loop, the cube of any commutant element is central [8], and
that in a commutative semiautomorphic IP loop, the sixth power of any element is
central [35].
We note that in an IP loop Q, to verify that a subset S is a subloop, it is sufficient
to check that S is closed under multiplication and taking inverses. The proof will
occupy most of this section and will require some technical lemmas. We note that
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in a semiautomorphic IP loop Q, each θ ∈ Inn(Q) preserves powers, that is, xnθ =
(xθ)n for all x ∈ Q, n ∈ Z. We will use this without comment in what follows.
Lemma 3.2.3. [35]. In a semiautomorphic IP loop Q, a ∈ M(Q) if and only if
(yx ·a)x = y · xax for all x,y ∈ Q.
Lemma 3.2.4. Let Q be a dissociative loop and a ∈C(Q). Then 〈a〉 ⊆C(Q).
Proof. We simply note anx = xLan = xLna = xR
n
a = xRan = xa
n.
Lemma 3.2.5. Let Q be a diassociative loop. For all a∈C(Q), x∈Q and all n∈Z,
(xa)n = xnan.
Proof. This follows easily from Lemma 3.2.4 and an induction argument.
Lemma 3.2.6. Let Q be a semiautomorphic IP loop and let a∈C(Q). For all x ∈Q
PaLxRaL−1x = LxRaL
−1
x Pa. (3.2.6.1)
Proof. We have PaLxRaL−1x = PaθRa where θ = LxRaL−1x R−1a ∈ Inn(Q). Since θ is
a semiautomorphism, Paθ = θPaθ . We have aθ = aLxRaL−1x R−1a = a by diassocia-
tivity, and so PaLxRaL−1x = LxRaL−1x R−1a PaRa = LxRaL−1x Pa, as claimed.
Lemma 3.2.7. Let Q be a semiautomorphic IP loop and let a∈C(Q). For all x ∈Q
R2ax = RaR
2
xRa L
2
ax = LaL
2
xLa. (3.2.7.1)
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Proof. Using diassociativity, we have
x = (x ·ay)(ya)−1 = (x ·ay)2[(x ·ay)−1(ya)−1] = (x ·ay)2[ya · x ·ay]−1,
and so
x = (x ·ay)2R−1(ya·x·ay). (3.2.7.2)
Our intermediate goal is to prove
[(xy)2]Lx−1LaLax = (a · xy)2 (3.2.7.3)
We have
[(xy)2]Lx−1LaLax = [(xy)
2]θLa2 = a
2 · [(xy)2]θ
where θ = Lx−1LaLaxLa−2 ∈ Inn(Q). Since inner mappings preserve powers, we
then have
[(xy)2]Lx−1LaLax = a
2 · [(xy)θ ]2 = [a · (xy)θ ]2 .
Now
a · (xy)θ = (ax ·a(x−1 · xy))La−2La = (ax)RayPa−1 La
(RIF1)
= PyL−1ay La = [(ay)
−1]R(ax)PyLa
= (x ·ay)R(ay·x·ay)−1R(ax)PyLa = (x ·ay)ϕ ,
where ϕ = R−1xPayR(ax)PyLa and where the fifth equality follows from diassociativity.
Thus
[(xy)2]Lx−1LaLax = [(x ·ay)ϕ]2 .
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Since
xPay
(RIF1)
= (xa)PyLa = a · (ax)Py ,
we see that ϕ = R−1a·(ax)PyR(ax)PyLa is an inner mapping. So putting our calculations
together, we have
[(xy)2]Lx−1LaLax = [(x ·ay)2]ϕ = [(x ·ay)2]R(ay·x·ay)−1 R(ax)PyLa
(3.2.7.2)
= xR(ax)PyLa = aRxPyLx La
(RIF1)
= aPxyLa = a · xy ·a · xy
= (a · xy)2 .
This establishes (3.2.7.3). Now in (3.2.7.3), replace y with x−1y and rearrange to
get
(ax)−1 · (ay)2 = a · x−1y2 .
Then replace x with (ax)−1 and simplify to get
x · (ay)2 = a(ax · y2) ,
that is, xR(ay)2 = xRaRy2Ra. This establishes half of the desired result, and the other
half follows by a dual argument.
Lemma 3.2.8. Let Q be a semiautomorphic IP loop and let a∈C(Q). For all x ∈Q
RxR−1a2xRa = RaRxR
−1
a2x. (3.2.8.1)
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Proof. Since x = ax · (a2x)−1 ·ax, we have
RxR−1a2xRa = Rax·(a2x)−1·axR(a2x)−1 Ra
(ARIF)
= RaxR(a2x)−1·ax·(a2x)−1Ra .
Now (a2x)−1 ·ax · (a2x)−1 = a−1 · (ax)−1 ·a−1 and Rax = R2axR(ax)−1 , and so by the
above,
RxR−1a2xRa = R
2
ax R(ax)−1Ra−1·(ax)−1·a−1 Ra
(ARIF)
= R2axR(ax)−1·a−1·(ax)−1Ra−1Ra .
We have R2ax = RaRx2Ra by Lemma 3.2.7 and (ax)
−1 · a−1 · (ax)−1 = (a2x)−1 · a ·
(a2x)−1, and so
RxR−1a2xRa = RaRx2 RaR(a2x)−1·a·(a2x)−1
(ARIF)
= RaRx2Ra·(a2x)−1·aR(a2x)−1
= RaRx2Rx−1R
−1
(a2x) = RaRxR
−1
(a2x) ,
as claimed.
Lemma 3.2.9. Let Q be a semiautomorphic IP loop and let a∈C(Q). For all x ∈Q
(xy)−1 ·ax = ax · (yx)−1. (3.2.9.1)
Proof. By diassociativity, ax= (xy ·y−1)a= (xy · (a · (a2y)−1 ·a))a, and so we have
(xy)−1 ·ax = (xy)−1 · (xy · (a · (a2y)−1 ·a))a = [(a2y)−1]PaLxyRaL(xy)−1
(3.2.6.1)
= [(a2y)−1]LxyRaL(xy)−1Pa = xRyR(a2y)−1Ra L(xy)−1Pa
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(3.2.8.1)
= xRaRyR(a2y)−1L(xy)−1Ra.
Now
(xa · y)(a2y)−1 = (a2y)−1 Pxa·y R(xa·y)−1
(RIF2)
= (a2y)−1LyPxa RyR(xa·y)−1
= (x2)RyR(xa·y)−1 = (x
2y)R(xa·y)−1 ,
using diassociativity in the third equality. Combining this with the calculation
above, we have
(xy)−1 ·ax = (x2y)R(xa·y)−1 L(xy)−1Pa = [(xa · y)−1]Lx2yL(xy)−1Pa .
Since x2y = xy · y−1 · xy, we get
(xy)−1 ·ax = [(xa · y)−1]Ly Ly−1Lxy·y−1·xy L(xy)−1Pa
(ARIF)
= [(xa · y)−1]LyLy−1·xy·y−1 LxyL(xy)−1 Pa
= [(xa · y)−1]LyLy−1·xy·y−1Pa.
Now [(xa · y)−1]Ly = (xa)−1 and y−1 · xy · y−1 = y−1x, and so
(xy)−1 ·ax = [(xa)−1]Ly−1xPa = (y−1x)R(xa)−1PaL(ax)−1 Lax
(RIF1)
= (y−1x)Px−1 Lax = (x
−1y−1)Lax
= ax · (yx)−1,
using (xa)−1 ·a = x−1 in the second equality. This completes the proof.
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Lemma 3.2.10. Let Q be a semiautomorphic IP loop and let a ∈ C(Q). For all
x ∈ Q
Tax = Tx (3.2.10.1)
Proof. Invert both sides of (3.2.9.1) to get
(ax)−1 · xy = yx · (ax)−1
which is
LxL−1ax = RxR
−1
ax .
Rearranging gives
L−1ax Rax = L
−1
x Rx,
which establishes the claim.
We are now ready to prove the two main results of this section.
Proof of Theorem 3.2.2. Let a ∈C(Q). Then for all x ∈C(Q),
RxRa2Rx = Rx PaRx
(RIF1)
= RxL−1x Pax = Tx Pax
= TaxPax = RaxL−1ax RaxLax = RaxL
−1
ax LaxRax
= R2ax = R(ax)2 = Rxa2x,
where the fourth equality follows from Lemma 3.2.10. Hence,
(yx ·a2)x = yRxRa2Rx = yRxa2x = y(x ·a2 · x).
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By Lemma 3.2.3, we have the desired result.
Proof of Theorem 3.2.1. Let a,b ∈C(Q). Then, for all x,y ∈ Q,
ab · x ·ab (RIF2)= a(b · xa ·b) = (xa ·b)b ·a = (xa ·b2) ·a
= x ·ab2a = x · (ab)2 = (x ·ab) ·ab,
where the fourth equality follows from the fact that b2 is a Moufang element, The-
orem 3.2.2. Hence, cancelling ab on the right gives ab · x = x ·ab.
Lemma 3.2.11. [8]. Let Q be an IP loop. Then for every x ∈M(Q)∩C(Q), x3 ∈
Z(Q).
Thus, we have the following,
Corollary 3.2.12. Let Q be a semiautomorphic IP loop. If a ∈ C(Q), then a6 ∈
Z(Q).
Proof. This immediately follows from Theorem 3.2.2 and Lemma 3.2.11.
An element a of a loop Q is a C-element if it satisfies the following equation for
all x,y ∈ Q.
x(a ·ay) = (xa ·a)y (C0)
We denote C0(Q) be the set of all C-elements in a loop Q.
Lemma 3.2.13. [11]. In an IP loop Q, a ∈C0(Q) if and only if a2 ∈ N(Q).
Hence we have the following,
Corollary 3.2.14. Let Q be a semiautomorphic IP loop. If a ∈C(Q), then a3 is a
C-element.
Proof. This follows immediately from Theorem 3.2.12 and Lemma 3.2.13.
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3.3 Constructing semiautomorphic IP loops
We now discuss two constructions for semiautomorphic IP loops. There is a
well-known doubling construction of Chein which builds nonassociative Moufang
loops from nonabelian groups. The construction itself makes sense even when one
starts with a loop instead of a group. It turns out that if one applies the construc-
tion to a semiautomorphic IP loop, the result is another semiautomorphic IP loop
(Theorem 3.3.5). In particular, this allows us to construct nonMoufang, nonSteiner,
semiautomorphic IP loops by starting with nonassociative Moufang loops.
The following will be used without comment.
Lemma 3.3.1. [34]. Let Q be an IP loop and ∗ : Q→Q a map such that gg∗ ∈ Z(Q)
for every g ∈ Q. Then g∗g = gg∗ ∈ Z(Q) for every g ∈ Q.
Proof. Since Q in an IP loop,
g∗g = (g−1 ·gg∗)g = (gg∗ ·g−1)g = gg∗.
Theorem 3.3.2. Let Q be an IP Loop and ∗ be an involutory antiautomorphism.
Then ∀x,y ∈ Q,
x · yy∗ = xy · y∗, (3.3.2.1)
xx∗ · y = x · x∗y, (3.3.2.2)
x(yy∗) · x∗ = xy · y∗x∗. (3.3.2.3)
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Proof. For (3.3.2.1), simply note that
x · yy∗ = (xy · y−1) · yy∗ = xy · (y−1 · yy∗) = xy · y∗.
Similarly for (3.3.2.2), since xx∗ ∈ Z(Q), we have x−1(xx∗ ·y) = (x−1 ·xx∗)y = x∗y.
Multiply by x on the left to get xx∗ · y = x · x∗y.
For (3.3.2.3), we see yy∗ = yy∗ · x−1x = x−1(yy∗ · x) (3.3.2.2)= x−1 · y(y∗x). Now
replace x and y with y−1x and y∗ and get x−1y∗ · yx = yy∗. Now,
x∗y · z = (x−1 · xx∗)y · z = xx∗(x−1y · z) (3.3.2.2)= x · x∗(x−1y · z).
Now, we substitute z = (yx) and y = y∗ getting
x∗y∗ · yx = x · x∗(x−1y∗ · yx) = xx∗ · (yy∗) (3.3.2.2)= y(xx∗) · y∗.
Since x∗y∗ · yx = yx · x∗y∗, we have yx · x∗y∗ = y(xx∗) · y∗.
3.3.1 Generalizing Chein’s Construction
We first need a technical lemma.
Lemma 3.3.3. Let Q be a semiautomorphic IP loop and let ∗ be a semiautomor-
phism of Q such that
(g∗)∗ = g, (3.3.3.1)
g∗h · (k ·g∗h)∗ = (g ·h∗k)∗g ·h∗. (3.3.3.2)
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Then for all g,h ∈ Q,
g(hg)∗ = (g∗h)∗g∗, (3.3.3.2.i)
((gh)∗g)∗ = (g∗h∗)∗g∗, (3.3.3.2.ii)
(g(hg)∗)∗ = g∗(h∗g∗)∗. (3.3.3.2.iii)
Proof. Recall that (x−1)∗ = (x∗)−1 for all x ∈ Q since ∗ is a semiautomorphism.
For (3.3.3.2.i), simply let g = 1 in (3.3.3.2). For (3.3.3.2.ii), we see
g∗ = ((g∗h)−1)∗((g∗h)∗ ·g∗) = ((g∗h)−1)∗(g(hg)∗) = (h−1(g−1)∗)∗(g(hg)∗).
Replace h with h−1 and then interchange g and h gives h = (gh−1)∗(h∗(g−1h∗)∗).
Applying this to (3.3.3.2), we get
(hg)∗ = (h(gh−1 ·h))∗ = (h∗ ·(gh−1)∗) ·h∗
= ((g−1h)∗((h∗(g−1h∗))∗ · (gh−1)∗))∗h∗
(3.3.3.2)
= (((gh−1)∗)∗h)((g−1h∗)∗(((gh−1)∗)∗h))∗
= (gh−1 ·h)((g−1h∗)∗(gh−1 ·h))∗ = g((g−1h∗)∗g)∗.
Using this and (3.3.3.2.i), we have
(g(hg)∗)∗ (3.3.3.2.i)= ((g∗h)∗g∗)∗ = g∗(((g−1)∗((g∗h)∗)∗)∗g∗)∗
= g∗ (((g−1)∗(g∗h))∗g∗)∗ = g∗(h∗g∗)∗
(3.3.3.2.i)
= (gh∗)∗g.
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Therefore, we have (g∗h∗)∗g∗ = (g∗(hg∗)∗)∗ = ((gh)∗g)∗. Lastly, (3.3.3.2.iii) fol-
lows from (3.3.3.2.ii) and the previously stated fact that semiautomorphisms respect
inverses. We use these results without comment in what follows.
Lemma 3.3.4. Let Q be a semiautomorphic IP loop, let g0 ∈ Z(Q) be fixed and let
∗ be a semiautomorphism of Q such that, for all g,h,k ∈ Q
(g∗)∗ = g, (3.3.4.1)
(gg0)∗ = g∗g0, (3.3.4.2)
g∗h · (k ·g∗h)∗ = (g ·h∗k)∗g ·h∗. (3.3.4.3)
For an indeterminate t, define multiplication ◦ on Q∪Qt by
g◦h = gh, g◦ (ht) = (g∗h∗)∗t, gt ◦h = (gh∗)t, gt ◦ht = g0(g∗h)∗,
where g,h ∈ Q. Then (Q∪Qt,◦) is a semiautomorphic IP loop.
Proof. To show (Q∪Qt,◦) satisfies (RIF1), eight cases arise, depending on whether
our elements are from Q or Qt. Note that by Lemma 3.3.1, any time we see an
expression xx∗ = x∗x for any x ∈Q, we can commute and associate this term to any
place in our equation. Similarly for g0, however here we will always put g0 to the
far left of our equations. We will do this without reference. Let x,y,z ∈ (Q∪Qt,◦).
Case 1. x,y,z ∈ Q. Then we are finished.
Case 2. x,y ∈ Q and z ∈ Qt, so let x = g,y = h,z = kt for some g,h,k ∈ Q. Thus
(x◦ y)◦ (z◦ (x◦ y)) = (g◦h)◦ (kt ◦ (g◦h))
= gh◦ (k · (gh)∗)t
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= [(gh)∗(k · (gh)∗)∗]∗ t
(3.3.3.2.i)
= [gh · (k∗ ·gh)∗]t
(3.3.4.3)
= [(g∗ ·h∗k∗)∗g∗ ·h∗]t
= ((g∗ ·h∗k∗)∗g∗)t ◦h
= ((g∗ ·h∗k∗)∗t ◦g)◦h
= ((g◦ (h∗k∗)∗t)◦g)◦h
= ((g◦ (h◦ kt))◦g)◦h
= ((x◦ (y◦ z))◦ x)◦ y.
Case 3. x,z ∈ Q and y ∈ Qt, so let x = g,y = ht,z = k for some g,h,k ∈ Q. Thus
(x◦ y)◦ (z◦ (x◦ y)) = (g◦ht)◦ (k ◦ (g◦ht))
= (g∗h∗)∗t ◦ (k ◦ (g∗h∗)∗t)
= (g∗h∗)∗t ◦ (k∗ ·g∗h∗)t
= g0[g∗h∗ · (k∗ ·g∗h∗)∗]∗
(3.3.4.3)
= g0[(g ·hk∗)∗g∗ ·h]∗
(3.3.3.2.ii)
= g0[(g∗(hk∗)∗ ·g∗)∗ ·h]∗
= (((g∗(hk∗)∗)∗) ·g∗)t ◦ht
= (g∗(hk∗)∗t ◦g)◦ht
= ((g◦ (hk∗)t)◦g)◦ht
= ((g◦ (ht ◦ k))g◦)◦ht
= ((x◦ (y◦ z))◦ x)◦ y.
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Case 4. y,z ∈ Q and x ∈ Qt, so let x = gt,y = h,z = k for some g,h,k ∈ Q. Thus
(x◦ y)◦ (z◦ (x◦ y)) = (gt ◦h)◦ (k ◦ (gt ◦h))
= (gh∗)t ◦ (k ◦ (gh∗)t)
= (gh∗)t ◦ (k∗ · (gh∗)∗)∗t
= g0 [(gh∗)∗ · (k∗ · (gh∗)∗)∗]∗
(3.3.3.2.iii)
= g0[gh∗ · (k ·gh∗)∗]
(3.3.4.3)
= g0[((g · (hk)∗)∗ ·g)∗h]
= ((g · (hk)∗)t ◦gt)◦h
= ((gt ◦ (h◦ k))◦gt)◦h
= ((x◦ (y◦ z))◦ x)◦ y.
Case 5. z ∈ Q and x,y ∈ Qt, so let x = gt,y = ht,z = k for some g,h,k ∈ Q. Thus
(x◦ y)◦ (z◦ (x◦ y)) = (gt ◦ht)◦ (k ◦ (gt ◦ht))
= g0g0((g∗h)∗ ◦ (k · (g∗h)∗))
= g0g0(g∗h · (k∗ · (g∗h)))∗
(RIF1)
= g0g0((g∗ ·hk∗)g∗ ·h)∗
= g0(((g∗ ·hk∗)g∗)∗t ◦ht)
= g0(((g∗ ·hk∗)∗ ◦gt)◦ht)
= (((gt ◦hk∗)t)◦gt)◦ht
= ((gt ◦ (ht ◦ k))◦gt)◦ht
= ((x◦ (y◦ z))◦ x)◦ y.
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Case 6. x,z ∈ Q and y ∈ Qt, so let x = gt,y = h,z = kt for some g,h,k ∈ Q. Thus
(x◦ y)◦ (z◦ (x◦ y)) = (gt ◦h)◦ (kt ◦ (gt ◦h))
= (gh∗)t ◦ (kt ◦ (gh∗)t)
= g0((gh∗)t ◦ (k∗ ·gh∗)∗)
= g0((gh∗) · (k∗ ·gh∗))t
(RIF1)
= g0((g ·h∗k∗)g ·h∗)t
(3.3.3.2.i)
= g0(((g∗ · (h∗k∗)∗)g∗)∗ ·h∗)t
= g0(((g∗ · (h∗k∗)∗)g∗)∗t ◦h)
= g0(((g∗ · (h∗k∗)∗)∗ ◦gt)◦h)
= ((gt ◦ (h∗k∗)∗t)◦gt)◦h
= ((gt ◦ (h◦ kt))◦gt)◦h
= ((x◦ (y◦ z))◦ x)◦ y.
Case 7. x ∈ Q and y,z ∈ Qt, so let x = g,y = ht,z = kt for some g,h,k ∈ Q. Thus
(x◦ y)◦ (z◦ (x◦ y)) = (g◦ht)◦ (kt ◦ (g◦ht))
= (g∗h∗)∗t ◦ (kt ◦ (g∗h∗)∗t)
= g0((g∗h∗)∗t ◦ (k∗ · (g∗h∗)∗)∗)
= g0((g∗h∗)∗ · (k∗ · (g∗h∗)∗))t
(3.3.3.2.i)
= g0((g∗h∗) · (k · (g∗h∗)))∗t
(RIF1)
= g0 ((g∗ ·h∗k)g∗ ·h∗)∗ t
(3.3.3.2.i)
= g0((g(h∗k)∗ ·g)∗ ·h∗)∗t
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= g0((g · (h∗k)∗)g◦ht)
= ((g◦ (ht ◦ kt))◦g)◦ht
= ((x◦ (y◦ z))◦ x)◦ y.
Case 8. x,y,z ∈ Qt, so let x = gt,y = ht,z = kt for some g,h,k ∈ Q. Thus
(x◦ y)◦ (z◦ (x◦ y)) = (gt ◦ht)◦ (kt ◦ (gt ◦ht))
= g0g0((g∗h)∗ ◦ (kt ◦ (g∗h)∗))
= g0g0((g∗h)∗ ◦ (k · (g∗h)∗)t)
= g0g0((g∗h)∗ · (k · (g∗h)∗)∗)∗t
(3.3.4.3)
= g0g0((g ·h∗k)∗g ·h∗)∗t
= g0g0((g ·h∗k)∗g)∗ ◦ht
= g0((g ·h∗k)t ◦gt)◦ht
= g0((gt ◦ (h∗k)∗)◦gt)◦ht
= ((gt ◦ (ht ◦ kt))◦gt)◦ht
= ((x◦ (y◦ z))◦ x)◦ y.
Now, to see (Q∪Qt,◦) is an IP loop, suppose x ∈Qt and let x = gt for some g ∈Q.
Then note
1◦ x = 1◦gt = (1g∗)∗t = gt = x = gt = (g1∗)t = gt ◦1 = x◦1.
Moreover, x−1 = (gt)−1 = (g−10 g
−∗)t, where g−∗ = (g−1)∗ = (g∗)−1. For x−1 ◦ (x◦
y) = y, we have 4 cases:
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Case 1. x,y ∈ Q, so we are done.
Case 2. x ∈ Q and y ∈ Qt, so let x = g,y = ht for some g,h ∈ Q. Thus
g−1 ◦ (g◦ht) = g−1 ◦ (g∗h)∗t = (g−∗(g∗h∗))∗t = (h∗)∗t = ht.
Case 3. x ∈ Qt and y ∈ Q, so let x = gt,y = h for some g,h ∈ Q. Thus
(gt)−1 ◦ (gt ◦h) = (g−10 g−∗)t ◦ (gh∗)t = g0[(g−10 g−∗)∗ ·gh∗]∗
= g0[g−10 (g
−∗)∗ ·gh∗]∗ = g0[g−10 g−1 ·gh∗]∗
= g0(g−10 h
∗)∗ = g0 ·g−10 (h∗)∗ = h.
Case 4. x ∈ Qt and y ∈ Qt, so let x = gt,y = ht for some g,h ∈ Q. Thus
(gt)−1 ◦ (gt ◦ht) = (g−10 g−∗)t ◦ (g0(g∗h)∗) = [g−10 g−∗ · (g0(g−∗h)∗)∗]∗t
= [g−10 g
−∗ ·g0((g∗h)∗)∗]∗t = [g−10 g−∗ ·g0(g∗h)]∗t
= (g−∗ ·g∗h)t = ht.
Finally, (y◦ x)◦ x−1 follows by a similar argument.
Theorem 3.3.5. Let Q be a semiautomorphic IP loop, g0 ∈ Z(Q), and ∗ an involu-
tory antiautomorphism of G such that g∗0 = g0,gg
∗ ∈ Z(Q) for every g ∈ Q. For an
indeterminate t, define multiplication ◦ on Q∪Qt by
g◦h = gh, g◦ (ht) = (hg)t, gt ◦h = (gh∗)t, gt ◦ht = g0h∗g,
where g,h ∈ Q. Then (Q∪Qt,◦) is a semiautomorphic IP loop.
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Proof. We see that by letting ∗ be an involutory antiautomorphism, (3.3.4.1),
(3.3.4.2) and (3.3.4.3) of Lemma 3.3.4 are satisfied. Note that multiplication in
Lemma 3.3.4 becomes the multiplication in Theorem 3.3.5.
3.3.2 Generalizing de Barros-Juriaans’ Construction
We now give our second construction, which is based on another doubling tech-
nique of de Barros and Juriaans. It was already noted (without human proof) that
applying the de Barros-Juriaans construction to a group gives what we are now call-
ing a semiautomorphic IP loop. Here we show that just as with the Chein construc-
tion, starting with a semiautomorphic IP loop in the de Barros-Juriaans construction
yields another semiautomorphic IP loop (Theorem 3.3.6).
Theorem 3.3.6. Let Q be a semiautomorphic IP loop, g0 ∈ Z(Q), and ∗ an involu-
tory antiautomorphism of Q such that g∗0 = g0,gg
∗ ∈ Z(Q) for every g ∈ Q. For an
indeterminate t, define multiplication ◦ on Q∪Qt by
g◦h = gh, g◦ (ht) = (gh)t, gt ◦h = (h∗g)t, gt ◦ht = g0gh∗,
where g,h ∈ Q. Then (Q∪Qt,◦) is a semiautomorphic IP loop.
Proof. As before, we consider eight cases.
Case 1. x,y,z ∈ Q. Then we are finished.
Case 2. x,y ∈ Q and z ∈ Qt, so let x = g,y = h,z = kt for some g,h,k ∈ Q. Thus
(x◦ y)◦ (z◦ (x◦ y)) = (g◦h)◦ (kt ◦ (g◦h))
= gh◦ ((gh)∗ · k)t
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= (gh · ((gh)∗ · k))t
(3.3.2.2)
= ((gh · (gh)∗)k)t
= ((gh ·h∗g∗)k)t
(3.3.2.3)
= (((g ·hh∗)g∗)k)t
= ((gg∗ ·hh∗)k)t
= (g∗g · (h∗h · k))t
= (h∗ · (g∗g ·hk))t
(3.3.2.2)
= (h∗(g∗(g ·hk)))t
= (g∗(g ·hk))t ◦h
= (((g ·hk)t)◦g)◦h
= ((g◦ (hk)t)◦g)◦h
= ((g◦ (h◦ kt))◦g)◦h
= ((x◦ (y◦ z))◦ x)◦ y.
Case 3. x,z ∈ Q and y ∈ Qt, so let x = g,y = ht,z = k for some g,h,k ∈ Q. Thus
(x◦ y)◦ (z◦ (x◦ y)) = (g◦ht)◦ (k ◦ (g◦ht))
= (gh)t ◦ (k ◦ (gh)t)
= (gh)t ◦ (k ·gh)t
= g0(gh · (k ·gh)∗)
= g0(gh · ((gh)∗ · k∗))
= g0((gh · (gh)∗)k∗)
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= g0(gh ·h∗g∗)k
(3.3.2.3)
= g0(g(hh∗) ·g∗)k
= g0(hh∗gg∗)k
= g0(gg∗(k ·hh∗))
(3.3.2.1)
= g0(gg∗(kh ·h∗))
= g0((g∗g · k∗h)h∗)
(3.3.2.2)
= g0(g∗(g · k∗h) ·h∗)
= (g∗(g · k∗h))t ◦ht
= ((g · k∗h)t ◦g)◦ht
= (((g◦ (k∗h)t))◦g)◦ht
= ((g◦ (ht ◦ k))◦g)◦ht
= ((x◦ (y◦ z))◦ x)◦ y.
Case 4. y,z ∈ Q and x ∈ Qt, so let x = gt,y = h,z = k for some g,h,k ∈ Q. Thus
(x◦ y)◦ (z◦ (x◦ y)) = (gt ◦h)◦ (k ◦ (gt ◦h))
= (h∗g)t ◦ (k ◦ (h∗g)t)
= (h∗g)t ◦ (k ·h∗g)t
= g0(h∗g) · (k ·h∗g)∗
= g0((h∗g) · ((h∗g)∗ · k∗))
(3.3.2.2)
= g0((h∗g · (h∗g)∗)k∗)
= g0((h∗g ·g∗h)k∗)
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(3.3.2.3)
= g0((h∗ ·gg∗)h · k∗)
= g0((gg∗ ·hh∗)k∗)
= g0((k∗ ·h∗h) ·gg∗)
(3.3.2.2)
= g0((k∗h∗ ·h) ·gg∗)
= g0(k∗h∗ ·gg∗)h
(3.3.2.1)
= g0((k∗h∗ ·g)g∗)h
= g0(((hk)∗ ·g)g∗)h
= (((hk)∗g)t ◦gt)h
= ((gt ◦hk)◦gt)◦h
= ((x◦ (y◦ z))◦ x)◦ y.
Case 5. z ∈ Q and x,y ∈ Qt, so let x = gt,y = ht,z = k for some g,h,k ∈ Q. Thus
(x◦ y)◦ (z◦ (x◦ y)) = (gt ◦ht)◦ (k ◦ (gt ◦ht))
= g0(gh∗)◦ (k ◦g0(gh∗))
= g0g0(gh∗ · (k ·gh∗))
(RIF1)
= g0g0((g ·h∗k)g ·h∗)
= g0g0((g · (k∗h)∗)g ·h∗)
= g0(((g · (k∗h)∗)g)t ◦ht)
= g0((g · (k∗h)∗)◦gt)◦ht
= ((gt ◦ (k∗h)t)◦gt)◦ht
= (gt ◦ ((ht ◦ k)◦gt))◦ht
64
= ((x◦ (y◦ z))◦ x)◦ y.
Case 6. x,z ∈ Q and y ∈ Qt, so let x = gt,y = h,z = kt for some g,h,k ∈ Q. Thus
(x◦ y)◦ (z◦ (x◦ y)) = (gt ◦h)◦ (kt ◦ (gt ◦h))
= (h∗g)t ◦ (kt ◦ (h∗g)t)
= g0((h∗g)t ◦ (k · (h∗g)∗))
= g0((k · (h∗g)∗)∗ ·h∗g)t
= g0((h∗g · k∗) · (h∗g))t
(RIF2)
= g0(h∗ · (g · (hk)∗)g)t
= g0((g · (hk)∗)g)t ◦h
= g0((g · (hk)∗)◦gt)◦h
= ((gt ◦ (hk)t)◦gt)◦h
= ((gt ◦ (h◦ kt))◦gt)◦h
= ((x◦ (y◦ z))◦ x)◦ y.
Case 7. x ∈ Q and y,z ∈ Qt, so let x = g,y = ht,z = kt for some g,h,k ∈ Q. Thus
(x◦ y)◦ (z◦ (x◦ y)) = (g◦ht)◦ (kt ◦ (g◦ht))
= (gh)t ◦ (kt ◦ (gh)t)
= g0((gh)t ◦ (k · (gh)∗))
= g0((k · (gh)∗)∗ · (gh)t)
= g0((gh · k∗) ·gh)t
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(RIF1)
= g0(((g ·hk∗)g ·h)t)
= g0(((g◦hk∗)◦g)◦ht)
= ((g◦ (ht ◦ kt))◦g)◦ht
= ((x◦ (y◦ z))◦ x)◦ y.
Case 8. x,y,z ∈ Qt, so let x = gt,y = ht,z = kt for some g,h,k ∈ Q. Thus
(x◦ y)◦ (z◦ (x◦ y)) = (gt ◦ht)◦ (kt ◦ (gt ◦ht))
= g0g0(gh∗ ◦ (kt ◦gh∗))
= g0g0(gh∗ ◦ ((gh∗)∗k)t)
= g0g0((gh∗ · (gh∗)∗)k)t
= g0g0((gh∗ ·hg∗)k)t
(3.3.2.3)
= g0g0((g(h∗h) ·g∗)k)t
= g0g0((g∗g ·h∗h)k)t
= g0g0((k ·h∗h) ·gg∗)t
= g0g0((kh∗ ·gg∗)h)t
(3.3.2.2)
= g0g0((kh∗ ·g)g∗ ·h)t
= g0g0((hk∗)∗ ·g)g∗ ◦ht
= g0(((hk∗)∗ ·g)t ◦gt)◦ht
= g0((gt ◦ (hk∗))◦gt)◦ht
= ((gt ◦ (ht ◦ kt))◦gt)◦ht
= ((x◦ (y◦ z))◦ x)◦ y.
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The argument for IP is similar to the argument in Theorem 3.3.5.
3.4 Connections between the extended Chein and ex-
tended de Barros-Juriaans constructions
Proposition 3.4.1. Let Q be a semiautomorphic IP loop and let g0 ∈ Z(Q). Then
g0 ∈ Z(Q∪Qt,◦) in either construction.
Proof. Suppose (Q∪Qt,◦) has the multiplication as in Theorem (3.3.5) and let
g0 ∈ Z(Q). First note
g0 ◦ht = (hg0)t = (hg∗0)t = ht ◦g0.
Hence, g0 ∈C(Q∪Qt). Now, let x,y ∈ Q∪Qt. It is enough to show g0 ◦ (x ◦ y) =
(g0 ◦ x)◦ y and x◦ (y◦g0) = (x◦ y)◦g0. We have the following cases:
Case 1. x,y ∈ Q, so we are done.
Case 2. x ∈ Q and y ∈ Qt, so let x = g,y = ht for some g,h ∈ Q. Thus
g0 ◦ (g◦ht) = g0 ◦ (hg)t = (hg ·g0)t = (h ·g0g)t = g0g◦ht = (g0 ◦g)◦ht,
g◦ (ht ◦g0) = g◦ (hg0)t = (hg0 ·g)t = (hg ·g0)t = (hg)t ◦g0 = (g◦ht)◦g0.
Case 3. x ∈ Qt and y ∈ Q, so let x = gt,y = h for some g,h ∈ Q. Thus
g0 ◦ (gt ◦h) = g0 ◦ (gh∗)t = (g0 ·gh∗)t = (gg0 ·h∗)t = (gg0)◦h = (g0 ◦gt)◦h,
gt ◦ (h◦g0) = gt ◦ (hg0) = (g ·h∗g0)t = (gh∗ ·g0)t = (gh∗)t ◦g0 = (gt ◦h)◦g0.
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Case 4. x ∈ Qt and y ∈ Qt, so let x = gt,y = ht for some g,h ∈ Q. Thus
g0 ◦ (gt ◦ht) = g0 ◦g0(h∗g) = g0 ·g0(h∗g) = g0 ·h∗(gg0) = (gg0)t ◦ht
= (g0 ◦gt)◦ht,
gt ◦ (ht ◦g0) = gt ◦ (hg0)t = g0 · (hg0)∗g = g0 · (h∗g0 ·g) = (g0 ·h∗g)◦g0
= (gt ◦ht)◦g0.
The argument is similar if the multiplication is define as in Theorem (3.3.6).
Proposition 3.4.2. Let Q be a semiautomorphic IP loop and ∗ an antiautomorphism
of Q. Reusing the symbol ∗, we extend ∗ on Q∪Qt as
g∗ = g∗,
(gt)∗ = gt.
Then in either construction, the extend ∗ is an antiautomorphism of (Q∪Qt,◦).
Proof. Suppose (Q∪Qt,◦) has the multiplication as in Theorem (3.3.5) and let
x,y ∈ Q∪Qt. Then we have the 4 following cases:
Case 1. x,y ∈ Q, so we are done.
Case 2. x ∈ Q and y ∈ Qt, so let x = g,y = ht for some g,h ∈ Q. Thus
(g◦ht)∗ = ((hg)t)∗ = (hg)t = ht ◦g∗ = (ht)∗ ◦g∗.
Case 3. x ∈ Qt and y ∈ Q, so let x = gt,y = h for some g,h ∈ Q. Thus
(gt ◦h)∗ = ((gh∗)t)∗ = (gh∗)t = h∗ ◦gt = h∗ ◦ (gt)∗.
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Case 4. x ∈ Qt and y ∈ Qt, so let x = gt,y = ht for some g,h ∈ Q. Thus
(gt ◦ht)∗ = (g0h∗g)∗ = g0g∗h = ht ◦gt = (ht)∗ ◦ (gt)∗.
The argument is similar if the multiplication is define as in Theorem (3.3.6).
Theorem 3.4.3. Let Q be a semiautomorphic IP loop with g0 = 1 and ∗ an anti-
automorphism (which we can extend by Proposition (3.4.2)). Let Q1 = (Q∪Qs,◦)
with multiplication from Theorem 3.3.6 and Q2 = (Q∪ (Qs)t) where we apply the
multiplication from Theorem 3.3.5 twice. Then Q1 ∼= Q2.
Proof. Note the multiplication in Q2 is as follows (where we reuse ◦ for both mul-
tiplications):
g◦2 h = gh
g◦2 (hs)t = (hs◦g)t = ((hg∗)s)t,
(gs)t ◦2 h = (gs◦h∗)t = ((gh)s)t,
(gs)t ◦2 (hs)t = ((hs)∗ ◦gs) = (g∗h).
(Q2,◦2) h (hs)t
g gh ((hg∗)s)t
(gs)t (((gh)s)t) (g∗h)
Table 3.1: Multiplication Table for (Q2,◦2)
Consider the bijection φ : Q1 7→ Q2 by
gφ = g (gs)φ = (g∗s)t.
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To show (x◦1 y)φ = xφ ◦2 yφ , we have 4 cases.
Case 1. x,y ∈ Q, so let x = g,y = h for some g,h ∈ Q. Thus
(g◦1 h)φ = (gh)φ = gh = gφ ◦2 hφ .
Case 2. x ∈ Q and y ∈ Qt, so let x = g,y = hs for some g,h ∈ Q. Thus
(g◦1 hs)φ = ((gh)s)φ = ((gh)∗s)t = ((h∗g∗)s)t = g◦2 (h∗s)t
= gφ ◦2 (hs)φ .
Case 3. x ∈ Qs and y ∈ Q, so let x = gs,y = h for some g,h ∈ Q. Thus
(gs◦1 h)φ = ((h∗g)s)φ = ((h∗g)∗s)t = ((g∗h)s)t = (g∗s)t ◦2 h = (gs)φ ◦2 hφ .
Case 4. x ∈ Qs and y ∈ Qs, so let x = gs,y = hs for some g,h ∈ Q. Thus
(gs◦1 hs)φ = (gh∗)φ = (g∗s)t ◦2 (h∗s)t = (gs)φ ◦2 (hs)φ .
Proposition 3.4.4. Let Q be a semiautomorphic IP loop and ∗ an antiautomorphism
of Q. Let c ∈ Z(Q) such that c2 = 1 and c∗ = c. Then, reusing the symbol ∗, we
extend ∗ on Q∪Qt as
g∗ = g∗,
(gt)∗ = c ·gt.
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Then in either construction, the extend ∗ is an antiautomorphism of (Q∪Qt,◦).
Proof. Suppose (Q∪Qt,◦) has the multiplication as in Theorem (3.3.5) and let
x,y ∈ Q∪Qt. Then we have the 4 following cases:
Case 1. x,y ∈ Q, so we are done.
Case 2. x ∈ Q and y ∈ Qt, so let x = g,y = ht for some g,h ∈ Q. Thus
(g◦ht)∗ = ((hg)t)∗ = c · (hg)t = ht ◦g∗ = (ht)∗ ◦g∗.
Case 3. x ∈ Qt and y ∈ Q, so let x = gt,y = h for some g,h ∈ Q. Thus
(gt ◦h)∗ = ((gh∗)t)∗ = c · (gh∗)t = h∗ ◦ (c ·gt) = h∗ ◦ (gt)∗.
Case 4. x ∈ Qt and y ∈ Qt, so let x = gt,y = ht for some g,h ∈ Q. Thus
(gt ◦ht)∗ = (g0h∗g)∗ = g0g∗h = (c ·ht)◦ (c ·gt) = (ht)∗ ◦ (gt)∗.
The argument is similar if the multiplication is define as in Theorem (3.3.6).
Theorem 3.4.5. Let Q be a semiautomorphic IP loop with g0 ∈Q, g20 = 1 and ∗ an
antiautomorphism extending as in Proposition 3.4.4. Then doubling Q twice first
using the multiplication in Theorem 3.3.6 followed by the multiplication in Theorem
3.3.5 is equivalent to doubling Q twice using the multiplication in Theorem 3.3.5
twice.
Proof. Let
Q1 = ((Q∪Qs)∪ (Q∪Qs)t,◦1) = (Q∪Qs∪Qt ∪ (Qs)t,◦1)
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be the loop formed by first using the doubling construction in Theorem 3.3.6 and
then doubled again using the multiplication in Theorem 3.3.5. Similarly, define
Q2 = ((Q∪Qs)∪ (Q∪Qs)t,◦2) = (Q∪Qs∪Qt ∪ (Qs)t,◦2)
where we double Q twice using the multiplication in Theorem 3.3.5 twice. Then
we have the following tables.
(Q1,◦1) h hs ht (hs)t
g gh (gh)s (hg)t ((g∗h)s)t
gs (h∗g)s g0(gh∗) ((hg)s)t (g0 ·hg∗)t
gt (gh∗)t [g0 · ((gh)s)]t g0(h∗g) ((g∗h)s)
(gs)t (((hg)s)t) gh∗t g0((h∗g)s) g0(hg∗)
Table 3.2: Multiplication Table for (Q1,◦1).
(Q2,◦2) h hs ht (hs)t
g gh (hg)s (hg)t ((hg∗)s)t
gs (gh∗)s g0(h∗g) ((gh)s)t (g0 ·g∗h)t
gt (gh∗)t [g0 · ((hg)s)]t g0(h∗g) ((hg∗)s)
(gs)t (((gh)s)t) (h∗g)t g0((gh∗)s) g0(g∗h)
Table 3.3: Multiplication Table for (Q2,◦2).
Consider the bijection φ : Q1→ Q2 defined as:
gφ = g (gs)φ = (g∗s)t (gt)φ = g0 ·gt ((gs)t)φ = g∗s.
To see that φ is indeed an isomorphism, we have the following 16 cases:
Case 1. x,y ∈ Q, so let x = g,y = h for some g,h ∈ Q. Thus
(g◦1 h)φ = (gh)φ = gh = gφ ◦2 hφ .
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Case 2. x ∈ Q and y ∈ Qs, so let x = g,y = hs for some g,h ∈ Q. Thus
(g◦1 hs)φ = ((gh)s)φ = ((gh)∗s)t = ((h∗g∗)s)t = g◦2 (h∗s)t = gφ ◦2 (hs)φ .
Case 3. x ∈ Qs and y ∈ Q, so let x = gs,y = h for some g,h ∈ Q. Thus
(gs◦1 h)φ = ((h∗g)s)φ = ((h∗g)∗s)t = ((g∗h)s)t = (g∗s)t ◦2 h = (gs)φ ◦2 hφ .
Case 4. x ∈ Qs and y ∈ Qs, so let x = gs,y = hs for some g,h ∈ Q. Thus
(gs◦1 hs)φ = (g0 ·gh∗)φ = g0 ·gh∗ = g30 ·gh∗ = (g0 ·g∗s)t ◦2 (g0 ·h∗s)t
= (gs)φ ◦2 (hs)φ .
Case 5. x ∈ Qt and y ∈ Q, so let x = gt,y = h for some g,h ∈ Q. Thus
(gt ◦1 h)φ = ((gh∗)t)φ = g0 · (gh∗∗)t = g0(gt)◦2 h = (gt)φ ◦2 hφ .
Case 6. x ∈ Q and y ∈ Qt, so let x = g,y = ht for some g,h ∈ Q. Thus
(g◦1 ht)φ = ((hg)t)φ = g0 · (hg)t = g◦2 (g0 ·ht) = gφ ◦2 (ht)φ .
Case 7. x ∈ Qt and y ∈ Qt, so let x = gt,y = ht for some g,h ∈ Q. Thus
(gt ◦1 ht)φ = (g0 ·h∗g)φ = g0h∗g = g0(gt)◦2 g0(ht) = (gt)φ ◦2 (ht)φ .
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Case 8. x ∈ Qs and y ∈ Qt, so let x = gs,y = ht for some g,h ∈ Q. Thus
(gs◦1 ht)φ = [((hg)s)t]φ =(hg)∗= g20 ·(g∗h∗)s=(g∗s)t ◦2 (g0 ·ht)= (gs)φ ◦2 (ht)φ .
Case 9. x ∈ Qs and y ∈ (Qs)t, so let x = gs,y = (hs)t for some g,h ∈ Q. Thus
(gs◦1 (hs)t)φ = ((g0 ·hg∗)t)φ = g20 · (hg∗)t = (g∗s)t ◦2 (h∗s) = (gs)φ ◦2 ((hs)t)φ .
Case 10. x ∈ Qt and y ∈ Qs, so let x = gt,y = ht for some g,h ∈ Q. Thus
(gt ◦1 hs)φ = ((g0 · (gh)s)t)φ = g0 · (gh)∗s = g30 · (h∗g∗)s = (g0 ·gt)◦2 (h∗s)t
= (gt)φ ◦2 (hs)φ .
Case 11. x ∈ Qt and y ∈ (Qs)t, so let x = gt,y = (hs)t for some g,h ∈ Q. Thus
(gt ◦1 (hs)t)φ = (g20 · (g∗h)s)φ = ((h∗g)s)t = (g0 ·gt)◦2 (h∗s) = (gt)φ ◦2 ((hs)t)φ .
Case 12. x ∈ (Qs)t and y ∈ Qs, so let x = (gs)t,y = hs for some g,h ∈ Q. Thus
((gs)t ◦1 hs)φ = (gh∗)t)φ = g0 · (gh∗)t = g0 · (gh∗)t = (g∗s)◦2 (h∗s)t
= ((gs)t)φ ◦2 (hs)φ .
Case 13. x ∈ (Qs)t and y ∈ Qt, so let x = (gs)t,y = ht for some g,h ∈ Q. Thus
((gs)t ◦1 ht)φ = (g0 · (h∗g)s)φ = g0 · ((h∗g)∗s)t = g0 · ((g∗h)s)t = (g∗s)◦2 (g0 ·ht)
= ((gs)t)φ ◦2 (ht)φ .
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Case 14. x∈ (Qs)t and y∈ (Qs)t, so let x= (gs)t,y= (hs)t for some g,h∈Q. Thus
((gs)t ◦1 (hs)t)φ = (g0 ·hg∗)φ = g0 ·hg∗ = (g∗s)◦2 (h∗s) = ((gs)t)φ ◦2 ((hs)t)φ .
Case 15. x ∈ (Qs)t and y ∈ Q, so let x = (gs)t,y = h for some g,h ∈ Q. Thus
((gs)t ◦1 h)φ = (((hs)s)t)φ = (hg)∗s = (g∗h∗)s = (g∗s)◦2 h = ((gs)t)φ ◦2 hφ .
Case 16. x ∈ Q and y ∈ (Qs)t, so let x = g,y = (hs)t for some g,h ∈ Q. Thus
(g◦1 (hs)t)φ = (((g∗h)s)t)φ = (g∗h)∗s = (h∗g)s = g◦2 (h∗s) = gφ ◦2 ((hs)t)φ .
3.5 Conclusion
A loop Q is a C-loop if C0(Q) = Q (i.e. x · y(yz) = (xy)y · z holds for all x,y,z).
Since C-loops are closely related to Moufang and Steiner loops, it is natural to see
examples of C-loops arise in this context.
Theorem 3.5.1. Let Q be a semiautomorphic IP loop, g0 ∈ Z(Q), and ∗ an involu-
tory antiautomorphism of Q such that g∗0 = g0,gg
∗ ∈ Z(Q) for every g ∈ Q. Then,
using either multiplication in Theorem 3.3.5 or 3.3.6, the following are equivalent:
(i) (Q∪Qt,◦) is commutative.
(ii) g∗ = g for all g ∈ Q.
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Moreover, if either hold, then g2 ∈ Z(Q) for all g ∈ Q and Q is a commutative
C-loop.
Proof. Let (Q∪Qt,◦) have the multiplication from Theorem 3.3.5. If (Q∪Qt,◦)
is commutative, then (gh∗)t = gt ◦ h = h ◦ gt = (gh)t. Letting g = 1, we have the
desired result. Alternatively, ∗ is antiautomorphism of Q, and since g∗ = g, we have
hg= h∗g∗ = (gh)∗ = gh. Hence, (Q∪Qt,◦) is commutative. Finally, if either (i) or
(ii) holds, then g2 = gg∗ ∈ Z(Q) for all g ∈ Q. Therefore, by [11] and the fact that
Q is an IP loop, Q is a commutative C-loop.
Example 3.5.2. Let Q be the Steiner loop of order 16 with GAP library number
[16;2]. Then |Z(Q)|= 2. Let g0 ∈ Z(Q), g0 6= 1 and g∗ = g−1. Then (Q∪Qt,◦) is
a commutative C-loop.
Corollary 3.5.3. Let Q be a Steiner loop. Then, for either multiplication in Theorem
3.3.5 or 3.3.6, if (Q∪Qt,◦) is a Steiner loop, then (Q∪Qt,◦)∼= Q×Q.
Proof. Let (Q∪Qt,◦) have the multiplication from Theorem 3.3.5. If (Q∪Qt,◦) is
Steiner, hence commutative, then g∗= g by Theorem 3.5.1. Moreover, 1= gt ◦gt =
g0(g∗g) = g0(g2) = g0.
Recall that semiautomorphic IP loops are generalized by flexible loops satisfy-
ing (ARIF). Hence, it is natural to ask what (Q∪Qt,◦) would be if Q started as a
flexible loop satisfying (ARIF).
Theorem 3.5.4. Let Q be a flexible loop satisfying (ARIF), g0 ∈ Z(Q), and ∗ an
involutory antiautomorphism of Q such that g∗0 = g0,gg
∗ ∈ Z(Q) for every g ∈ Q.
For an indeterminate t, define multiplication ◦ on Q∪Qt by either multiplication in
Theorem 3.3.5 or 3.3.6. Then (Q∪Qt,◦) is a flexible loop satisfying (ARIF).
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Proof. Case 1a x,y,z ∈ G. Then we are finished.
Case 2a x,y ∈ G and z ∈ Gt, so let x = g,y = h,z = kt. Thus
(z◦ x)◦ (y◦ x◦ y) = (kt ◦g)◦ (hgh)
= (kg∗)t ◦ (h◦g◦h)
= (kg∗ ◦ (hgh)∗)t
= (kg∗ · (h∗g∗h∗))t
(ARIF)
= (k(g∗h∗g∗) ·h∗)t
= (k(ghg)∗ ·h∗)t
= (k(ghg)∗)t ◦h
= (kt ◦ (ghg))◦h
= (z◦ (x◦ y◦ x))◦ y.
Case 3a x,z ∈ G and y ∈ Gt, so let x = g,y = ht,z = k. Thus
(z◦ x)◦ (y◦ x◦ y) = (k ◦g)◦ (ht ◦g◦ht)
= kg◦ (ht ◦ (hg)t)
= g0(kg◦ (hg)∗h)
= g0(kg · (g∗h∗ ·h))
(3.3.2.1)
= g0(kg · (g∗ ·h∗h))
= g0((kg ·g∗) ·h∗h)
(3.3.2.1)
= g0((k ·gg∗) ·h∗h)
= g0(gg∗ · (h∗h · k))
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(3.3.2.2)
= g0(gg∗ · (h∗ ·hk))
= g0(h∗ · (h ·gg∗)k)
(3.3.2.1)
= g0(h∗ · (hg ·g∗)k)
= ((hg ·g∗)k)t ◦ht
= (k ◦ (hg ·g∗)t)◦ht
= (k ◦ ((hg)t ◦h))◦ht
= (k ◦ (g◦ht ◦g))◦ht
= (z◦ (x◦ y◦ x))◦ y.
Case 4a y,z ∈ G and x ∈ Gt, so let x = gt,y = h,z = k. Thus
(z◦ x)◦ (y◦ x◦ y) = (k ◦gt)◦ (h◦gt ◦h)
= (gk)t ◦ (h◦gt ◦h)
= (gk)t ◦ ((gh)t ◦h)
= (gk)t ◦ (gh ·h∗)t
= g0((gh ·h∗)∗ ·gk)
= g0((h ·h∗g∗) ·gk)
(3.3.2.2)
= g0((hh∗ ·g∗) ·gk)
= g0(hh∗ · (g∗ ·gk))
(3.3.2.2)
= g0(hh∗ · (g∗g · k))
= g0((k ·h∗h) ·g∗g)
(3.3.2.2)
= g0((kh∗ ·h) ·g∗g)
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= g0((k(h∗ ·g∗g) ·h))
(3.3.2.1)
= g0((k(h∗g∗ ·g) ·h))
= g0((k((gh)∗ ·g) ·h))
= (k ◦ (gt ◦ (gh)t))◦h
= (k ◦ (gt ◦h◦gt))◦h
= (z◦ (x◦ y◦ x))◦ y.
Case 5a z ∈ G and x,y ∈ Gt, so let x = gt,y = ht,z = k. Thus
(z◦ x)◦ (y◦ x◦ y) = (k ◦gt)(ht ◦gt ◦ht)
= (gk)t ◦ (ht ◦gt ◦ht)
= g0((gk)t ◦ (g∗h◦ht))
= g0((gk)t ◦ (h ·g∗h)t)
= g0g0((h ·g∗h)∗ ·gk)
= g0g0((h∗gh∗) ·gk)
(ARIF)
= g0g0(h∗ · (gh∗g)k)
= g0(((g ·h∗g)k)t ◦ht)
= g0((k ◦ (g ·h∗g)t)◦ht)
= g0(k ◦ (h∗g◦gt)◦ht)
= (k ◦ (gt ·ht ◦gt))◦ht
= (z◦ (x◦ y◦ x))◦ y.
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Case 6a x,z ∈ G and y ∈ Gt, so let x = gt,y = h,z = kt. Thus
(z◦ x)◦ (y◦ x◦ y) = (kt ◦gt)◦ (h◦gt ◦h)
= g0(g∗k ◦ (h◦gt ◦h))
= g0(g∗k ◦ (h◦ (gh∗)t))
= g0(g∗k ◦ (gh∗ ·h)t)
= g0((gh∗ ·h) ·g∗k)t
(3.3.2.1)
= g0((g ·h∗h) ·g∗k)t
= g0(h∗h · (g ·g∗k))t
(3.3.2.2)
= g0(h∗h · (gg∗ · k))t
= g0((k ·hh∗) ·gg∗)t
(3.3.2.1)
= g0((kh ·h∗) ·gg∗)t
= g0(k(gg∗ ·h) ·h∗)t
(3.3.2.2)
= g0(k(g ·g∗h) ·h∗)t
= g0(k(h∗g∗ ·g)∗ ·h∗)t
= g0(k((gh)∗ ·g)∗ ·h∗)t
= g0((k((gh)∗ ·g))t ◦h)
= g0((kt ◦ ((gh)∗ ·g))◦h)
= (kt ◦ (gt ◦ (gh)t))◦h
= (kt ◦ (gt ◦h◦gt))◦h
= (z◦ (x◦ y◦ x))◦ y.
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Case 7a x ∈ G and y,z ∈ Gt, so let x = g,y = ht,z = kt. Thus
(z◦ x)◦ (y◦ x◦ y) = (kt ◦g)◦ (ht ◦g◦ht)
= (kg∗)t ◦ (ht ◦g◦ht)
= (kg∗)t ◦ ((hg∗)t ◦ht)
= g0((kg∗)t ◦ (h∗ ·hg∗))
= g0(kg∗ · (h∗ ·hg∗)∗)t
= g0(kg∗ · (gh∗ ·h))t
(3.3.2.1)
= g0(kg∗ · (g ·h∗h))t
= g0((kg∗ ·g) ·h∗h)t
(3.3.2.1)
= g0((k ·g∗g) ·h∗h)t
= g0(g∗g · (hh∗ · k))t
(3.3.2.2)
= g0(g∗g · (h ·h∗k))t
= g0(h · (gg∗ ·h∗)k)t
(3.3.2.2)
= g0(h · (g ·g∗h∗)k)t
= g0(h · (hg ·g∗)∗k)t
= g0((hg ·g∗)∗k ◦ht)
= (kt ◦ (hg ·g∗)t)◦ht
= (kt ◦ ((hg)t ◦g))◦ht
= (kt ◦ (g◦ht ◦g))◦ht
= (z◦ (x◦ y◦ x))◦ y.
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Case 8a x,y,z ∈ Gt, so let x = gt,y = ht,z = kt. Thus
(z◦ x)◦ (y◦ x◦ y) = (kt ◦gt)◦ (ht ◦gt ◦ht)
= g0(g∗k ◦ (ht ◦gt ◦ht))
= g0g0(g∗k ◦ (g∗h◦ht))
= g0g0(g∗k ◦ (h ·g∗h)t)
= g0g0((h ·g∗h) ·g∗k)t
(ARIF)
= g0g0(h · (g∗hg∗)k)t
= g0g0(h · (gh∗g)∗k)t
= g0g0((gh∗g)∗k ◦ht)
= g0((kt ◦ (g ·h∗g)t)◦ht)
= g0((kt ◦ (h∗g◦gt))◦ht)
= (kt ◦ (gt ◦ht ◦gt))◦ht
= (z◦ (x◦ y◦ x))◦ y.
Case 1b x,y,z ∈ G. Then we are finished.
Case 2b x,y ∈ G and z ∈ Gt, so let x = g,y = h,z = kt. Thus
(z◦ x)◦ (y◦ x◦ y) = (kt ◦g)◦ (h◦g◦h)
= (g∗k)t ◦ (hgh)
= ((hgh)∗(g∗k))t
= ((h∗g∗h∗)(g∗k))t
(ARIF)
= (h∗(g∗h∗g∗)k)t
82
= (h∗(ghg)∗k)t
= ((ghg)∗ · k)t ◦h
= (kt ◦ (g◦h◦g))◦h
= (z◦ (x◦ y◦ x))◦ y.
Case 3b x,z ∈ G and y ∈ Gt, so let x = g,y = ht,z = k. Thus
(z◦ x)◦ (y◦ x◦ y) = (k ◦g)◦ (ht ◦g◦ht)
= kg◦ (ht ◦ (gh)t)
= g0(kg◦ (h · (gh)∗))
= g0(kg · (h ·h∗g∗))
(3.3.2.2)
= g0(kg · (hh∗ ·g∗))
= g0((kg ·g∗) ·hh∗)
(3.3.2.1)
= g0((k ·gg∗) ·hh∗)
= g0((k ·hh∗) ·gg∗)
(3.3.2.1)
= g0((kh ·h∗) ·gg∗)
= g0(k(g∗g ·h) ·h∗)
(3.3.2.2)
= g0(k(g∗ ·gh) ·h∗)
= (k(g∗ ·gh))t ◦ht
= (k ◦ (g∗ ·gh)t)◦ht
= (k ◦ ((gh)t ◦g))◦ht
= (k ◦ (g◦ht ◦g))◦ht
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= (z◦ (x◦ y◦ x))◦ y.
Case 4b y,z ∈ G and x ∈ Gt, so let x = gt,y = h,z = k. Thus
(z◦ x)◦ (y◦ x◦ y) = (k ◦gt)(h◦gt ◦h)
= (kg)t ◦ (h◦gt ◦h)
= (kg)t ◦ ((hg)t ◦h)
= (kg)t ◦ (h∗ ·hg)t
= g0(kg · (h∗ ·hg)∗)
= g0(kg · (g∗h∗ ·h))
(3.3.2.1)
= g0(kg · (g∗ ·h∗h))
= g0((kg ·g∗) ·h∗h)
(3.3.2.1)
= g0((k ·gg∗) ·h∗h)
= g0((k ·h∗h) ·gg∗)
(3.3.2.1)
= g0((kh∗ ·h) ·gg∗)
= g0(k(h∗ ·gg∗) ·h)
(3.3.2.1)
= g0(k(h∗g ·g∗) ·h)
= k((h∗g)t ◦gt)◦h
= (k ◦ (gt ◦h◦gt))◦h
= (z◦ (x◦ y◦ x))◦ y.
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Case 5b z ∈ G and x,y ∈ Gt, so let x = gt,y = ht,z = k. Thus
(z◦ x)◦ (y◦ x◦ y) = (k ◦gt)◦ (ht ◦gt ◦ht)
= (kg)t ◦ (ht ◦gt ◦ht)
= g0((kg)t ◦ (hg∗ ◦ht))
= g0((kg)t ◦ (hg∗ ·h)t)
= g0g0(kg · (hg∗ ·h)∗)
= g0g0(kg · (h∗gh∗))
(ARIF)
= g0g0(k(gh∗g) ·h∗)
= g0((k(gh∗g))t ◦ht)
= g0((k ◦ (gh∗g)t)◦ht)
= g0(k ◦ (gh∗ ◦gt)◦ht)
= (k ◦ (gt ◦ht ◦gt))◦ht
= (z◦ (x◦ y◦ x))◦ y.
Case 6b x,z ∈ G and y ∈ Gt, so let x = gt,y = h,z = kt. Thus
(z◦ x)◦ (y◦ x◦ y) = (kt ◦gt)◦ (h◦gt ◦h)
= g0(kg∗ ◦ (h◦gt ◦h))
= g0(kg∗ ◦ ((hg)t ◦h))
= g0(kg∗ ◦ (h∗ ·hg)t)
= g0(kg∗ · (h∗ ·hg))t
(3.3.2.2)
= g0(kg∗ · (h∗h ·g))t
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= g0((kg∗ ·g) ·h∗h)t
(3.3.2.1)
= g0((k ·g∗g) ·h∗h)t
= g0(g∗g · (h∗h · k))t
(3.3.2.2)
= g0(g∗g · (h∗ ·hk))t
= g0(h∗ · (gg∗ ·h)k)t
(3.3.2.2)
= g0(g∗ · (g ·g∗h)k)t
= g0(h∗ · (h∗h ·g∗)∗k)t
= g0(((h∗g ·g∗)∗k)t ◦h)
= g0((kt ◦ (h∗g ·g∗))◦h)
= (kt ◦ ((h∗g)t ◦gt))◦h
= (kt ◦ (gt ◦h◦gt))◦h
= (z◦ (x◦ y◦ x))◦ y.
Case 7b x ∈ G and y,z ∈ Gt, so let x = g,y = ht,z = kt. Thus
(z◦ x)◦ (y◦ x◦ y) = (kt ◦g)◦ (ht ◦g◦ht)
= (g∗k)t ◦ (ht ◦g◦ht)
= (g∗k)t ◦ ((g∗h)t ◦ht)
= g0((g∗k)t ◦ (g∗h ·h∗))
= g0((g∗h ·h∗)∗ ·g∗k)t
= g0((h ·h∗g) ·g∗k)t
(3.3.2.2)
= g0((hh∗ ·g) ·g∗k)t
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= g0(hh∗ · (g ·g∗k))t
(3.3.2.2)
= g0(hh∗ · (gg∗ · k))t
= g0((k ·h∗h) ·g∗g)t
(3.3.2.1)
= g0((kh∗ ·h) ·g∗g)t
= g0(k(h∗ ·g∗g) ·h)t
(3.3.2.1)
= g0(k(h∗g∗ ·g) ·h)t
= g0(k((gh)∗ ·g) ·h)t
= g0(k(g∗ ·gh)∗ ·h)t
= g0(k(g∗ ·gh)∗ ◦ht)
= (kt ◦ (g∗ ·gh)t)◦ht
= (kt ◦ ((gh)t ◦g))◦ht
= (kt ◦ (g◦ht ◦g))◦ht
= (z◦ (x◦ y◦ x))◦ y.
Case 8b x,y,z ∈ Gt, so let x = gt,y = ht,z = kt. Thus
(z◦ x)◦ (y◦ x◦ y) = (kt ◦gt)◦ (ht ◦gt ◦ht)
= g0(kg∗ ◦ (ht ◦gt ◦ht))
= g0g0(kg∗ ◦ (hg∗ ◦ht))
= g0g0(kg∗ ◦ (hg∗ ·h)t)
= g0g0(kg∗ · (hg∗ ·h))t
(ARIF)
= g0g0(k(g∗hg∗) ·h)t
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= g0g0(k(gh∗ ·g)∗ ·h)t
= g0g0(k(gh∗ ·g)∗ ◦ht)
= g0((kt ◦ (gh∗ ·g)t)◦ht)
= g0((kt ◦ (gh∗ ◦gt))◦ht)
= (kt ◦ (gt ◦ht ◦gt))◦ht
= (z◦ (x◦ y◦ x))◦ y.
Example 3.5.5. Let G be the Symmetric Group on 3 letters, S3. Define g0 = 1
and g∗ = g−1 for all g ∈ G. Then (G∪Gt,◦) with the multiplication in Theorem
3.3.5 gives a Moufang loop of order 12, the smallest example of a nonassociative
Moufang loop. Moreover, (G∪Gt,◦) with the multiplication in Theorem 3.3.6 gives
a semiautomorphic IP loop of order 12, the smallest example that is non-Moufang
and non-Steiner.
Flexible C-loops satisfy (ARIF) but not necessarily (RIF1) or (RIF2). Note that
by Example 3.5.5, if Q was a flexible C-loop, (Q∪Qt,◦) isn’t necessarily a flexible
C-loop. The following is an example showing that we cannot generalize Theorems
3.1.7 and 3.2.1 to flexible loops satisfying (ARIF).
Example 3.5.6. Let (Q, ·) be a loop with multiplication given by the table below.
Then Q is a nonsemiautomorphic IP loop, flexible C-loop of order 20 were Rx,y
and Lx,y are not semiautomorphisms and the commutant is not a subloop, found by
MACE4 [37].
Example 3.5.7. Let Q a commutative Moufang loop of order 81. Define g0 = 1 and
g∗ = g−1 for all g ∈ G. Then (Q∪Qt,◦) with multiplication from Theorem 3.3.5
gives a semiautomorphic IP loop where N(Q)5 Q.
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· 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
1 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
2 2 4 1 3 7 8 6 5 10 12 9 11 19 20 17 18 16 15 14 13
3 3 1 4 2 8 7 5 6 11 9 12 10 20 19 18 17 15 16 13 14
4 4 3 2 1 6 5 8 7 12 11 10 9 14 13 16 15 18 17 20 19
5 5 7 8 6 4 1 3 2 13 17 18 14 12 9 19 20 11 10 16 15
6 6 8 7 5 1 4 2 3 14 18 17 13 9 12 20 19 10 11 15 16
7 7 6 5 8 3 2 1 4 15 19 20 16 17 18 9 12 13 14 10 11
8 8 5 6 7 2 3 4 1 16 20 19 15 18 17 12 9 14 13 11 10
9 9 10 11 12 13 14 16 15 1 2 3 4 5 6 8 7 19 20 17 18
10 10 12 9 11 17 18 20 19 2 4 1 3 16 15 13 14 6 5 7 8
11 11 9 12 10 18 17 19 20 3 1 4 2 15 16 14 13 5 6 8 7
12 12 11 10 9 14 13 15 16 4 3 2 1 6 5 7 8 20 19 18 17
13 13 19 20 14 12 9 18 17 5 15 16 6 4 1 11 10 7 8 3 2
14 14 20 19 13 9 12 17 18 6 16 15 5 1 4 10 11 8 7 2 3
15 15 17 18 16 19 20 12 9 7 14 13 8 10 11 4 1 3 2 6 5
16 16 18 17 15 20 19 9 12 8 13 14 7 11 10 1 4 2 3 5 6
17 17 16 15 18 11 10 14 13 19 6 5 20 8 7 3 2 1 4 9 12
18 18 15 16 17 10 11 13 14 20 5 6 19 7 8 2 3 4 1 12 9
19 19 14 13 20 16 15 11 10 17 8 7 18 3 2 6 5 9 12 1 4
20 20 13 14 19 15 16 10 11 18 7 8 17 2 3 5 6 12 9 4 1
Table 3.4: A non-semiautomorphic flexible C-loop
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Chapter 4
Simple Right Conjugacy Closed
Loops
Most of the literature on the one-sided conjugacy closed loops deals with left
conjugacy closed loops [3, 13, 14, 41]. RCC loops are the more natural choice here
since our permutations act on the right.
For (two-sided) CC-loops, the existence of nonassociative simple loops is set-
tled in the negative by Basarab’s Theorem [3]: The factor of a CC-loop by its (nec-
essarily normal) nucleus is an abelian group. It follows that a simple CC-loop must
have nucleus coinciding with the whole loop, hence is a group.
In the one-sided case, nonassociative simple RCC loops are known to exist. The
first example occurring in the literature seems to be the simple Bol loop of exponent
2 and order 96 constructed by G. Nagy [39], because a right Bol loop of exponent
2 is necessarily an RCC loop. Other examples arose in the computer search for
nonassociative, finite simple automorphic loops [28].
In this chapter we give the first general construction of a large class of nonas-
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sociative, finite simple RCC loops. Our construction by no means accounts for all
such loops; for example, Nagy’s Bol loop of exponent 2 does not fit this construc-
tion. Thus a full classification of finite simple RCC loops is still elusive. Neverthe-
less, we have found by exhaustive computer search that our construction accounts
for all finite simple RCC loops up to order 15.
4.1 Right Conjugacy Closed loops
Proposition 4.1.1. For a loop Q, the following are equivalent:
1. Q is an RCC loop,
2. The following holds for all x,y,z ∈ Q:
R−1x RyRx = Rx\yx. (RCC1)
3. The following holds for all x,y,z ∈ Q:
(xy)z = (xz) · z\(yz). (RCC2)
4. For all x ∈ Q, (Ra,RaL−1a ,Ra) ∈ Atp(Q).
Proof. If Q is an RCC loop, then ∀x,y∈Q, we have R−1x RyRx = Rz⇔ RyRx = RxRz.
Hence, applying this to 1 gives yx= xz, and thus, z= x\yx. Similarly, (RCC1) holds
if and only if RyRz = RzRz\yz for all y,z ∈ Q, which is clearly equivalent to (RCC2).
Finally, (Ra,RaL−1a ,Ra) ∈ Atp(Q) is simply (RCC2).
Proposition 4.1.2. Let Q be a RCC loop. Then
91
(i) Nµ(Q) = Nρ(Q)E Q and
(ii) C(Q)≤ Nλ (Q).
Proof. For (i), note that
(idQ,Ra,Ra)(Ra,L−1a , idQ) = (Ra,RaL
−1
a ,Ra) ∈ Atp(Q).
Therefore, if (idQ,Ra,Ra) or (Ra,L−1a , idQ) is in Atp(Q), the other one is as well.
For normality, see [13].
For (ii), let a ∈C(Q). Then, using (RCC2), we have
ax · y = xa · y = xy · y\(ay) = xy ·a = a · xy.
Our goal is to construct simple RCC loops. Therefore, it is vital to understand
the structure of normal subloops of an RCC loop. Let Q be a RCC-loop with N EQ
and consider RN = {Rx | x∈N}. Fix x∈N and then ∀y∈Q, RyRxR−1y =R(yx/y) ∈RN
since yx/y ∈ N. Hence, normal subloops of Q correspond to unions of conjugacy
classes in RQ.
4.2 Constructing Simple RCC loops
Let Fq be the finite field of order where q = pn for a prime p and some n > 0.
For a matrix M, let Det(M) denote the determinant of the matrix M, Tr(M) denote
the trace of the matrix M and Char(M) denote the characteristic polynomial of the
matrix M. All matrices will be of size 2×2 (i.e. M ∈ GL(2,q)), hence Char(M) =
x2−Tr(M)x+Det(M) ∈ Fq[x].
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First, let f (x) = x2− rx+ s be irreducible in Fq[x]. For each b ∈ Fq, define
M(0,b) =
b 0
0 b

and for a 6= 0,
M(a,b) =
r−b f (b)−a
a b
 .
Note that Det(M(a,b)) = s and Tr(M(a,b)) = r and thus Char(M(a,b)) = f (x).
Lemma 4.2.1. Let f (x) = x2− rx+ s be irreducible in Fq[x]. The conjugacy class
of all matrices in GL(2,q) with characteristic polynomial f (x) is precisely the set
{M(a,b) | a,b ∈ Fq} for a 6= 0.
Proof. Note that if two elements of GL(2,q) are conjugate then they both have
the same characteristic polynomial, and hence for a 2× 2 matrix, have the same
determinant and trace [46]. Now suppose M =
c d
a b
 has Char(M) = f (x). Note
that a 6= 0 since f (x) is irreducible; otherwise, M would have c and b as eigenvalues.
Now r = Tr(M) = c+b, so that c = r−b. Also, s = Det(M) = (r−b)b−da, and
so −da = b2− rb+ s = f (b). Hence d = f (b)/(−a). Therefore M = M(a,b) as
claimed.
Let f (x) = x2− rx+ s be irreducible in Fq[x]. Let Q = F2q\{[0,0]}, written as a
set of row vectors. Define a binary operation ◦ f on Q by
[a,b]◦ f [c,d] = [a,b]M(c,d).
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Note that
[a,b]◦ f [c,d] = [a(r−d)+bc,−a f (d)c +bd] c 6= 0,
[a,b]◦ f [c,d] = [ad,bd] c = 0.
It is clear that ◦ f is closed on Q. Indeed, if [a,b]◦ f [c,d] = [0,0] and c = 0, then
either both a = b = 0 or d = 0.
For c 6= 0, if d = 0, then ar+bc = −asc = 0. Thus, either a = 0 implying b = 0
or s = 0. For d 6= 0, we have
r−d = −bc
a
=−d+ r− s
d
implying s = 0. Therefore, [a,b]◦ f [c,d] = [0,0] if and only if either [a,b] = [0,0]
or [c,d] = [0,0].
Remark 4.2.2. To keep notation clear, [x,y] denotes an element in Q; R[x,y] denotes
the right translation by [x,y]; and M(x,y) denotes the matrix associated with the right
translation by [x,y].
Theorem 4.2.3. (Q,◦ f ) is a loop.
Proof. First note that R(Q,◦ f ) = {M(a,b) | a,b∈ Fq}\{M(0,0)} by the definition of ◦ f .
That is, R[a,b] corresponds uniquely to M(a,b) by construction. Now, by Proposition
1.1.1, it is enough to show that each R[y,z]R
−1
[u,v] is fixed-point free.
Let M(y,z),M(u,v) ∈ R(Q,◦ f ) and suppose M(y,z)M−1(u,v) has a fixed point. Then,
M(y,z)M
−1
(u,v) has an eigenvalue of 1. Let g(x) =Char(M(y,z)M
−1
(u,v)). Then
g(x) = x2−Tr(M(y,z)M−1(u,v))x+Det(M(y,z)M−1(u,v)),
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0 = g(1) = 12−Tr(M(y,z)M−1(u,v))+Det(M(y,z)M−1(u,v))
= 1−Tr(M(y,z)M−1(u,v))+1.
Thus, Tr(M(y,z)M
−1
(u,v)) = 2. Therefore, g(x) = x
2−2x+1 = (x−1)2. Then, either
M(y,z)M
−1
(u,v) =
1 0
0 1
 or M(y,z)M−1(u,v) is similar to
1 1
0 1
. In the first case, we
have M(y,z) = M(u,v). For the second, suppose M(y,z) 6= M(u,v) and let P ∈ GL(2,q)
such that PM(y,z)M
−1
(u,v)P
−1 =
1 1
0 1
. Then define A = PM(y,z)P−1 and
B = PM(u,v)P−1, so that AB−1 =
1 1
0 1
. Note that A and B have the same deter-
minant and trace as M(y,z) and M(u,v), respectively and hence Char(A) =Char(B) =
f (x). Let A =
a b
c d
 ,B =
e f
g h
. Then [1,0]A = [1,1]B and [0,1]A = [0,1]B.
Hence a = e+ g,b = f + h,c = g,d = h. Thus A =
e+g f +h
g h
 and since
Tr(A) = Tr(B), g = 0. Hence, A,B are upper triangular matrices and therefore
Char(A) = f (x) is reducible, which is a contradiction.
Lemma 4.2.4. In (Q,◦ f )
(i) for a 6= 0, R−1
[a,b] = M
−1
(a,b) =r−b f (b)−a
a b

−1
= 1s
 b f (b)/a
−a r−b
= 1s M[−a,r−b],
(ii) R[0,b] =
1
b
1 0
0 1
,
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(iii) R[a,b],[c,d] = M(a,b)M(c,d)M
−1
[a,b]◦ f [c,d] =s −(a2s f (d)−abcds−abcd+abcr+acdr−acr2+acrs+c2 f (b))(ac(bc−ad+ar))
0 1
,
(iv) R[a,b],[0,d] = M(a,b)M(0,d)M
−1
[a,b]◦ f [0,d] =
d2 (d−1)(b−r+bd)a
0 1
,
(v) R[0,b],[c,d] = M(0,b)M(c,d)M
−1
[0,b]◦ f [c,d] =
b2 (b−1)(d−r+bd)c
0 1
 and
(vi) R[0,b],[0,d] = M(0,b)M(0,d)M
−1
[0,b]◦ f [0,d] =
1 0
0 1
.
Proof. For (i), simply note
[x,y]
r−b f (b)−a
a b

r−b f (b)−a
a b

−1
= [x(r−b)+ay,−x( f (b))
c
+by]
 bs f (b)sa
−a
s
r−b
s

= [x,y].
Similarly, for (ii). For (iii), using (i), we have
M−1(a,b)◦ f (c,d) =

−a f (d)
c +bd
s
f (−a f (d)c +bd)
sa
−(a(r−d)+bc)
s
r−(−a f (d)c +bd)
s
 .
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Therefore, we have
r−b f (b)−a
a b

r−d f (d)−c
c d


−a f (d)
c +bd
s
f (−a f (d)c +bd)
sa
−(a(r−d)+bc)
s
r−(−a f (d)c +bd)
s

=
s −(a2s f (d)−abcds−abcd+abcr+acdr−acr2+acrs+c2 f (b))(ac(bc−ad+ar))
0 1
 .
A similar calculation gives (iv). Finally, (v) and (vi) follow from (iv) and Lemma
1.1.3.
It is well known that the center of GL(n,q) are scalar multiples of I [46]. Thus,
we have the following:
Lemma 4.2.5. C(Q,◦ f ) = {[0,b] | ∀b ∈ Fq b 6= 0}. That is, the only elements of
C(Q,◦ f ) are in the set {R[a,b] | [a,b] ∈C(Q,◦ f )}.
Proof. Using Propositions 1.1.3, 4.1.2 and the above remark, we are done.
Now, the loop (Q,◦ f ) has been constructed such that R(Q,◦ f ) is a union of con-
jugacy classes in GL(2,q), namely the center Z(GL(2,q)) (scalar matrices) and the
conjugacy class of matrices M with Char(M) = f (x).
Theorem 4.2.6. (Q,◦ f ) is an RCC loop.
Proof. Let [a,b] ∈ (Q,◦ f ) . First, if a = 0 then, M(0,b) =
b 0
0 b
 and
[0,b] ∈C(Q,◦)∩Nλ (Q,◦)⇒ R(0,b) ∈ Z(Mltρ(Q,◦))
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by Proposition 1.1.3 and Lemma 4.2.5. Therefore, for any [c,d] ∈ (Q,◦),
R[c,d]R[0,b]R
−1
[c,d] = M(c,d)M(0,b)M
−1
(c,d) = M(c,d)M
−1
(c,d)M(0,b) = M(0,b) = R[0,b].
Else, let [c,d] ∈ (Q,◦) and see that
Det(M(c,d)M(a,b)M
−1
(c,d)) = Det(M(c,d))Det(M(a,b))Det(M
−1
(c,d))
= sss−1 = s = Det(M(a,b)).
Similarly, Tr(M(c,d)M(a,b)M
−1
(c,d)) = r. Hence R[c,d]R[a,b]R
−1
[c,d] ∈ R(Q,◦).
Lemma 4.2.7. Let q 6= 3. Then C(Q,◦ f ) = Nλ (Q,◦ f ). If q = 3 and r 6= 0, then
C(Q,◦ f ) = Nλ (Q,◦ f ).
Proof. For q = 2, |(Q,◦ f )| = 3, and is an abelian group. Let q > 3 and note that
there exists a d ∈ Fq such that d2 6= 1. Suppose [x,y] ∈ Nλ (Q,◦ f ). Then for any
a ∈ Fq\{0},
([x,y]◦ f [a,0])◦ f [0,d] = [x,y]◦ f ([a,0]◦ f [0,d]),
or equivalently, [x,y]R[a,0],[0,d] = [x,y]. Hence, by Proposition 4.2.4(iv), d2x = x.
But d2 6= 1, and thus we have x = 0. When q = 3 and r = 0, C(Q,◦ f )< Nλ (Q,◦ f ).
Finally, for r 6= 0, let d 6= 1. Then, as before, Proposition 4.2.4(iv) gives
y− rx(d−1)
a
= y.
But r 6= 0 and hence, x = 0.
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As noted before, normal subloops of Q correspond to unions of conjugacy
classes of matrices in GL(2,q) which are contained in R(Q,◦ f ). R(Q,◦ f ) itself is
the union of conjugacy classes, namely, {M(a,b)|a,b ∈ Q,a,b 6= 0}, which has size
q2−q, and the q−1 one-element conjugacy classes in the center of GL(2,q). Since
the order of a normal subloop of Q must divide |Q|= q2−1, we have the following.
Lemma 4.2.8. The only non-trivial normal subgroups of (Q,◦ f ) are C(Q,◦ f ) and
{[0,1], [0,−1]}.
Proof. Using the above remark, the only options are matrices of the form
b 0
0 b
.
Hence, either we have the C(Q,◦ f ) or {[0,1], [0,−1]} ≤C(Q,◦ f ).
Theorem 4.2.9. Let f (x) = x2− rx+ s be irreducible. If r 6= 0, then (Q,◦ f ) is
simple. If r = 0, then Z(Q,◦ f ) = {[0,±1]} and (Q,◦ f )/Z(Q,◦ f ) is simple
Proof. Let Tr(M(a,b)) 6= 0 and suppose (N,◦ f ) / (Q,◦ f ). Then, by Lemma 4.2.7,
(N,◦ f ) ≤ C(Q,◦ f ) = Nλ (Q,◦ f ). Fix [0,z] ∈ (N,◦ f ) and let [0,a], [0,c] ∈ (Q,◦ f ).
Then
[c,0]◦ f ([a,0]◦ f [0,z]) = ([c,0]◦ f [a,0])◦ f [0,z].
Thus, [cr, −csaz ] = [crz,
−csz
a ]. Hence z = 1. That is, if
(N,◦ f )/ (Q,◦ f )⇔ (N,◦ f ) = {[0,1]}.
Therefore, the only normal subloops are trivial and (Q,◦ f ) is simple.
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Else, let [a,b], [c,d] ∈ (Q,◦ f ) and [0,z] ∈ (N,◦ f ) Note that
M(a,b) =
−b s+b2−a
a b
 M(c,d) =
−d s+d2−c
c d
 .
Now,
[c,d]◦ f ([a,b]◦ f [0,z]) = ([c,d]◦ f [a,b])◦ f [0,z].
implies
[z(ad−bc),bdz− c(b
2z2+ s)
az
] = [z(ad−bc),z(bd− c(b
2+ s)
a
)].
This is only solvable when z = ±1, and hence, Z(Q,◦ f ) = {[0,±1]}. Therefore,
(Q,◦ f ) is not simple. However, (Q,◦ f )/Z(Q,◦ f ) is simple, since our same compu-
tation would for z =±1 in (Q,◦ f )/Z(Q,◦ f ), but [0,1] = [0,−1] in this loop. Thus,
the only possible normal subloops are again trivial.
4.3 Conclusion
The following is an example for constructing a simple RCC loop of order 8,
from GL(2,3).
Example 4.3.1. Let q = 3 and hence the elements of (Q,◦ f ) are
{1 = [0,1],2 = [0,2],3 = [1,0],4 = [1,1],5 = [1,2],6 = [2,0],7 = [2,1],8 = [2,2]}.
Let f (x) = x2+2x+2 be irreducible in F3. Then conjugacy class of all matrices in
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GL(2,3) with characteristic polynomial f (x) are

1 1
1 0
 ,
0 1
1 1
 ,
2 2
1 2
 ,
1 2
2 0
 ,
0 2
2 1
 ,
2 1
2 2

 .
Hence, the full set of matrices are

1 0
0 1
 ,
2 0
0 2
 ,
1 1
1 0
 ,
0 1
1 1
 ,
2 2
1 2
 ,
1 2
2 0
 ,
0 2
2 1
 ,
2 1
2 2
 ,
so that
M(0,1) =
1 0
0 1
 ,M(0,2) =
2 0
0 2
M(1,0) =
1 1
1 0
 , . . .
Now, act on elements in (Q,◦ f ) by the matrices above, giving the permutations for
R(Q,◦ f ). For example, M(2,2) =
2 1
2 2
 gives the permutation (1,8,6,5,2,4,3,7)
because
[0,1]
2 1
2 2
= [2,2], [0,2]
2 1
2 2
= [1,1], [1,0]
2 1
2 2
= [2,1],
[1,1]
2 1
2 2
= [2,1], [1,2]
2 1
2 2
= [0,2], [2,0]
2 1
2 2
= [1,2],
[2,1]
2 1
2 2
= [0,1], [2,2]
2 1
2 2
= [2,0].
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Hence, we have
R(Q,◦ f ) = {(),(1,2)(3,6)(4,8)(5,7),(1,3,4,7,2,6,8,5),(1,4,5,6,2,8,7,3),
(1,5,3,8,2,7,6,4),(1,6,7,4,2,3,5,8),(1,7,8,3,2,5,4,6),
(1,8,6,5,2,4,3,7)}.
Since r 6= 0, (Q,◦ f ) is simple and has the following multiplication table.
◦ f 1 2 3 4 5 6 7 8
1 1 2 3 4 5 6 7 8
2 2 1 6 8 7 3 5 4
3 3 6 4 1 8 5 2 7
4 4 8 7 5 1 2 6 3
5 5 7 1 6 3 8 4 2
6 6 3 8 2 4 7 1 5
7 7 5 2 3 6 4 8 1
8 8 4 5 7 2 1 3 6
Table 4.1: Multiplication Table for (Q,◦ f )
We now consider two questions:
1. What group is Mltρ(Q,◦ f )?
2. How many nonisomorphic RCC loops can be made from GL(2,q)?
For (1), we have Mltρ(Q) = Innρ(Q) ·RQ. Indeed, for θ ∈ Mltρ(Q) set a = 1θ .
Then ψ = θR−1a fixes 1, hence is an element of Innρ(Q). Therefore, θ = ψRa and
since Innρ(Q)∩RQ = ι , we have the factorization.
Conjecture 1. Innρ(Q,◦ f ) = {
x y
0 1
 | x = a2sm a,y ∈ Fq m ∈ Z}.
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We know x must have this form from Lemma 4.2.4. The question is whether we
can have any value for y ∈ Fq. We do have the following.
Lemma 4.3.2. Let H = {
x y
0 1
 | x,y ∈ Fq}. Then GL(2,q) = R(Q,◦ f ) ·H.
Proof. Note that |R(Q,◦ f )|= q2−1 and |H|= q(q−1). We have |GL(2,q)|= (q2−
1)(q2− q) = q(q+ 1)(q− 1)2 = |RQ||H| . Since R(Q,◦ f )∩H =
1 0
0 1
, we have
the desired result.
Hence, question (1) reduces to what subgroups of H can occur as Innρ(Q,◦ f )?
For question (2), there are q
2−q
2 irreducible polynomials of degree 2 over Fq
[15]. Hence, one would think that we would create the same number of nonisomor-
phic RCC loops for a given q. This is not true, however. For example, when q = 4,
there are 6 irreducible polynomials over F4 and we create 6 RCC loops associated
to each polynomial. However, only 3 are nonisomorphic, and each is simple. For
q = 8, we have only 10 nonisomorphic RCC loops, instead of 28 we can construct.
However, when q is a prime, we seem have a one-to-one correspondence on the
number of nonisomorphic RCC loops and the number of irreducible polynomials
over Fq
Conjecture 2. Let p be a prime number.
1. If q = p, then the number of nonisomorphic RCC loops constructed from
GL(2,q) is q
2−q
2 .
2. If q = p2, then the number of nonisomorphic RCC loops constructed from
GL(2,q) is q
2−q
4 .
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The following table gives a count of RCC loops constructed from GL(2,q).
Note that RCC loops of order p a prime are groups [13]. Our list is complete for
simple RCC loops up to and including order 15. That is, there is no simple RCC
loop of order 15 or less that is not counted in this list. Also, for the loops of order
24, 10 loops are constructed from GL(2,5) and 3 are constructed from GL(2,7).
q Order Number of Number of Number of Exhaustive
primitive non-isomorphic, Simple RCC loops
polynomials nonassociative
RCC Loops
3 8 3 3 2 X
5 12 2 2 2 X
4 15 6 3 3 X
5,7 24 10,3 13 11
9 40 2 2 2
7 48 21 21 18
11 60 5 5 5
8 63 28 10 10
9 80 36 18 16
13 84 6 6 6
11 120 55 55 50
13 168 78 78 72
16 255 120 30 30
Table 4.2: Table of RCC Loops
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Chapter 5
Pseudoautomorphisms of Bruck
loops and their generalizations
Bruck loops are the motivation for our main result in this section, but we will
state and prove it in much more generality (hence the generalizations mentioned
in the title). The class of loops we will consider are those with two-sided inverses
such that (WIP) holds. These were introduced by Johnson and Sharma [29] who
called them weak commutative inverse property loops (WCIP loops). It is clear that
any loop with the RIP and AIP satisfies WCIP. This applies in particular to (right)
Bruck loops or even to the more general class of Kikkawa loops [30]. In fact, it
is evident that any two of the properties RIP, AIP and WCIP imply the third. This
chapter is joint work with M.K. Kinyon.
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5.1 Weak commutative inverse property loops
Lemma 5.1.1. A loop Q has the WCIP if and only if for all x,y ∈ Q,
y−1\x−1 = x\y . (WCIP2)
Proof. Replacing y in (WCIP) with x\y and rearranging, we obtain (WCIP2). Re-
placing y in (WCIP2) with xy and rearranging, we obtain (WCIP).
In particular, Lemma 5.1.1 shows that a loop Q has the WCIP if and only if the
isotrophic loop [42] (Q,◦) defined by x◦ y = x−1\y is commutative.
Before turning to our main result, we will show that in the present setting we
can dispense with the notion of middle pseudoautomorphism. In a loop Q with
two-sided inverses, we will denote the inversion map by J : Q→ Q;x 7→ x−1.
Lemma 5.1.2. Let Q be loop with WCIP. If (α,β ,γ) ∈ Atp(Q), then
(JγJ,β ,JαJ) ∈ Atp(Q).
Proof. Since (α,β ,γ) ∈ Atp(Q), we have xα · yβ = (xy)γ for all x,y ∈ Q. Thus
(xy)γJ ·yβ = (xα ·yβ )J ·yβ = xαJ using the WCIP. Replace x with (xy)−1 and use
the WCIP again to get xJγJ · yβ = (xy)JαJ for all x,y ∈ Q. Thus (JγJ,β ,JαJ) ∈
Atp(Q).
Lemma 5.1.3. Let Q be a loop with WCIP and let σ ∈ Sym(Q). Then σ is a middle
pseudoautomorphism with companion c if and only if JσJ is a right pseudoauto-
morphism with companion c−1.
Proof. Suppose σ is a middle pseudoautomorphism with companion c so that
(σR−1c−1,σL
−1
c ,σ) is an autotopism. By Lemma 5.1.2, (JσJ,σL−1c ,JσR
−1
c−1J) ∈
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Atp(Q). Since the first component fixes 1, this autotopism lies in Atpρ(Q), and
so the second and third components coincide and have the form JσJRd for some d.
To determine d, we compute d = 1JσR−1c−1J = c
−1. Thus (JσJ,JσJRc,JσJRc) ∈
Atpρ(Q), that is, σ is a right pseudoautomorphism with companion c−1. The con-
verse is similar.
As an aside, we mention that a similar result holds for loops with the right
inverse property: σ is a middle pseudoautomorphism with companion c if and only
if σ is a right pseudoautomorphism with companion c. In place of Lemma 5.1.2, the
argument uses the fact that in RIP loops, (α,β ,γ) ∈ Atp(Q) implies (γ,JβJ,α) ∈
Atp(Q) [30].
As a corollary of Lemmas 1.1.4 and 5.1.3, we re-obtain a fact from [29].
Corollary 5.1.4. In a loop Q with WCIP, Nµ(Q) = Nρ(Q).
Our main result is the following.
Theorem 5.1.5. Let Q be a WCIP loop, let σ be a permutation of Q and let c ∈ Q.
1. If σ is a right pseudoautomorphism of Q with companion c, then c ∈ Nλ (Q).
2. If σ is a left pseudoautomorphism of Q with companion c, then c−1 is also a
companion of σ and c2 ∈ Nλ (Q).
Proof. (1) Since 1 = yy−1 = y · x(x\y−1), we have
c = 1σ · c = yσ · ((x(x\y−1))σ · c) = yσ · [xσ · ((x\y−1)σ · c)] .
Thus
xσ\(yσ\c) = (x\y−1)σ · c . (5.1.1)
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Exchanging the roles of x and y, we also have
yσ\(xσ\c) = (y\x−1)σ · c . (5.1.2)
By (WCIP2), the right sides of 5.1.1 and 5.1.2 are equal, and so
xσ\(yσ\c) = yσ\(xσ\c) . (5.1.3)
Replacing x with xσ−1 and y with yσ−1 in 5.1.3, we have x\(y\c) = y\(x\c), and
so
x(y\(x\c)) = y\c . (5.1.4)
Setting x = c in 5.1.4, we obtain
y\c = cy−1 . (5.1.5)
Using 5.1.5 in 5.1.4, we have
x(y\(cx−1)) = cy−1 . (5.1.6)
Taking y = cx−1 in 5.1.6, we get
c(cx−1)−1 = x . (5.1.7)
Now in 5.1.6, replace x with cx−1 and use 5.1.7 and (WCIP2) to obtain
cx−1 · (x−1\y−1) = cy−1 . (5.1.8)
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Finally, in 5.1.8, replace x with x−1 and y with y−1, and then replace y with xy to
get
cx · y = c · xy ,
which shows c ∈ Nλ (Q), as claimed.
(2) Since (σLc,σ ,σLc) ∈ Atp(Q), we have (JσLcJ,σ ,JσLcJ) ∈ Atp(Q) by
Lemma 5.1.1. Since 1σ = 1, this autotopism lies in Atpλ (Q). Thus JσLcJ = σLd
where d = 1JσLcJ = c−1. Hence (σLc−1,σ ,σLc−1) ∈Atp(Q), which shows that σ
has c−1 as a companion. We have
(L−1c−1σ
−1,σ−1,L−1c−1σ
−1)(σLc,σ ,σLc) = (L−1c−1Lc, ι ,L
−1
c−1Lc) ∈ Atp(Q) .
Therefore L−1c−1Lc = Le where e= 1L
−1
c−1Lc = c
2. Thus (Lc2, ι ,Lc2) ∈Atp(Q), that is,
c2 ∈ Nλ (Q).
Corollary 5.1.6. Let Q be a WCIP loop with trivial left nucleus. Then every right
pseudoautomorphism is an automorphism. If, in addition, every element of Q has a
unique square root, then every left pseudoautomorphism is an automorphism.
Example 5.1.7. The relativistic Bruck loop (or relativistic gyrocommutative gy-
rogroup) is the set of relativistic velocity vectors with Einstein’s velocity addition
as the operation [47]. This is isomorphic to the natural Bruck loop structure on
the set of positive definite symmetric Lorentz transformations [30, Ch. 10]. The
left nucleus is trivial, because it is precisely the set of fixed points of the action of
the special orthogonal group. In addition, every element of the loop has a unique
square root. Thus we obtain: In the relativistic Bruck loop, every pseudoautomor-
phism is an automorphism.
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Finally, we generalize a well-known result of Bruck [7], who proved the follow-
ing for commutative Moufang loops.
Corollary 5.1.8. Every pseudoautomorphism of a commutative, inverse property
loop is an automorphism.
Proof. In an inverse property loop, all nuclei coincide, so by Theorem 5.1.5 and its
left/right dual, the companion of any pseudoautomorphism lies in the nucleus of Q.
By Lemma 1.1.5, we have the desired result.
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Appendix A
GAP Functions
############################################################################
DeclareGlobalFunction( "GammaLoop", IsLoop );
############################################################################
##
#F GammaLoop( G )
##
## Returns the Gamma loop from a group (Bruck loop) of odd order.
InstallGlobalFunction( GammaLoop, function( G )
local ej, ei, n, comm, squares, row, rowperm, i, j;
n := Size( G );
squares := List( [ 1..n ], i -> Elements(G)[i]*Elements(G)[i] );
row := List([1..n], j-> []);
rowperm := List([1..n], i-> []);
for i in [1..n] do
for j in [1..n] do
ej := Elements(G)[j]; ei := Elements(G)[i];
comm := ej^-1*ei^-1*ej*ei;
row[j] := Position(Elements(G),ei*ej*Elements(G)[Position(squares,comm)]);
od;
rowperm[i] := PermList(row);
od;
return LoopByLeftSection(rowperm);
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end);
############################################################################
DeclareGlobalFunction( "BruckLoop", IsLoop );
############################################################################
##
#F BruckLoop( G )
##
## Returns the Bruck loop from a group (Gamma loop) of odd order.
InstallGlobalFunction( BruckLoop, function( G )
local n, ct, square, el_i, lsec, i, j;
n := Size( G );
ct := CanonicalCayleyTable( CayleyTable( G ) );
square := PermList(List( [ 1..n ], i -> ct[i][i] ));
lsec := [];
for i in [1..n] do
el_i := Elements(G)[i];
Add(lsec,
square*RightTranslation(G,el_i)*
LeftTranslation(G,RightDivision(el_i,el_i*el_i))^-1*square^-1
);
od;
return LoopByLeftSection( lsec );
end);
############################################################################
DeclareGlobalFunction( "LoopBJ", IsLoop );
############################################################################
##
#F LoopBJ( G )
##
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## Returns the de Barros/Juriaans loop constructed from a loop <G>. This
## program is just a modification of the LoopMG2.
InstallGlobalFunction( LoopBJ, function( G )
local T, inv, n, L, i, j;
T := MultiplicationTable( Elements( G ) );
n := Size( G );
inv := List( [1..n], i->Position( T[i], 1 ) ); #inverses
L := List( [1..2*n], i->[]);
for i in [1..n] do for j in [1..n] do
L[ i ][ j ] := T[ i ][ j ]; # g*h = gh
L[ i ][ j+n ] := T[ i ][ j ] + n; # g*hu = (gh)u
L[ i+n ][ j ] := T[ inv[j] ][ i ] + n; # gu*h = (h^{-1}g)u
L[ i+n ][ j+n ] := T[ i ][ inv[ j ] ]; # gu*hu = gh^{-1}
od; od;
return LoopByCayleyTable( L );
end);
############################################################################
InstallGlobalFunction( GeneralLoopMG2, function( G , a )
############################################################################
##
## GeneralLoopMG2 ( G , a)
##
## Returns the Chein MG2 loop constructed from a loop <G> and an center
## element a such that aa=1. This program is just a modification of the
## LoopMG2.
local T, inv, n, L, i, j;
T := MultiplicationTable( Elements( G ) );
a:=Position(T[a],1);
118
n := Size( G );
inv := List( [1..n], i->Position( T[i], 1 ) ); #inverses
L := List( [1..2*n], i->[]);
for i in [1..n] do for j in [1..n] do
L[ i ][ j ] := T[ i ][ j ]; # g*h = gh
L[ i ][ j+n ] := T[ j ][ i ] + n; # g*hu = (hg)u
L[ i+n ][ j ] := T[ i ][ inv[ j ] ] + n; # gu*h = (gh^{-1})u
L[ i+n ][ j+n ] := T [ a ] [ T [inv[ j ] ][ i ] ]; # gu*hu = a(h^{-1}g)
od; od;
return LoopByCayleyTable( L );
end);
############################################################################
InstallGlobalFunction( GeneralLoopBJ, function( G , a )
############################################################################
##
## GeneralLoopBJ ( G , a)
##
## Returns the de Barros/Juriaans loop constructed from a loop <G> and
## an center element a such that aa=1. This program is just a modification
## of the LoopMG2.
local T, inv, n, L, i, j;
T := MultiplicationTable( Elements( G ) );
a:=Position(T[a],1);
n := Size( G );
inv := List( [1..n], i->Position( T[i], 1 ) ); #inverses
L := List( [1..2*n], i->[]);
for i in [1..n] do for j in [1..n] do
L[ i ][ j ] := T[ i ][ j ]; # g*h = gh
L[ i ][ j+n ] := T[ i ][ j ] + n; # g*hu = (gh)u
L[ i+n ][ j ] := T[ inv[j] ][ i ] + n; # gu*h = (h^{-1}g)u
L[ i+n ][ j+n ] := T [ a ] [ T [ i ][ inv[ j ] ] ]; # gu*hu = a(gh^{-1})
119
od; od;
return LoopByCayleyTable( L );
end);
############################################################################
DeclareProperty( "IsSemiautomorphicIPLoop", IsLoop );
############################################################################
##
## IsSemiautomorphicIPLoop( Q )
##
## Determines if the left inner mapping group of Q is a subgroup
## of the automorphism group of Q.
InstallMethod( IsSemiautomorphicIPLoop, "for loop",
[ IsLoop ],
function( Q )
return (
ForAll(Q,x-> ForAll(Q,y-> ForAll(Q,z->
(x*y)*(z*(x*y))=x*(y*((z*x)*y))
)))
); end);
############################################################################
DeclareProperty( "IsARIFLoop", IsLoop );
############################################################################
##
#P IsARIFLoop( Q )
##
InstallMethod( IsARIFLoop, "for loop",
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[ IsLoop ],
function( Q )
return (
ForAll(Q,x-> ForAll(Q,y-> ForAll(Q,z->
(z*x)*((y*x)*y)=(z*((x*y)*x))*y
)))
); end);
############################################################################
InstallGlobalFunction( SomeSimpleRCCLoops, function( q )
############################################################################
##
## SomeRCCLoops ( q )
##
## Returns a list of RCC loops constructed from GF( q )
local lps, g, cen, cc, rsec, mats, elm, img, a, b, i, j;
lps := [];
elm := Elements(GF(q));
g := GL(2,q);
cen := Center(g);
cc:=Filtered(ConjugacyClasses(g),x-> Size(x) = q*(q-1));
for i in [1..Size(cc)] do
rsec := [];
mats := Union(cc[i],Elements(cen));
for a in mats do
b := List([1..q*q-1],i-> []);
for j in [1..q*q-1] do
img := [elm[QuoInt(j,q)+1],elm[RemInt(j,q)+1]]^a;
b[j] := (Position(elm,img[1])-1)*q + Position(elm,img[2]) - 1;
od;
Add(rsec,PermList(b));
od;
Add(lps,LoopByRightSection(rsec));
od;
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return(lps);
end);
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