The probabilistic representation of weak solutions to a parabolic boundary value problem is established in the following framework. The boundary value problem consists of a second order parabolic equation defined on a time-varying Lipschitz domain in a Euclidean space and of a mixed boundary condition composed of a Robin and the homogeneous Dirichlet conditions. It is assumed that the time-varying domain is included in a fixed smooth domain and that a certain part of the boundary of the time-varying domain is also included in the boundary of the fixed domain, say the fixed boundary. The Robin condition is imposed on a part of the boundary included in the fixed one and the Dirichlet condition on the rest of the boundary. Such a parabolic boundary value problem always has a unique weak solution for given data; however it does not possess a classical or strong solution in general, even in the case of equations with constant coefficients. The stochastic solution to the boundary value problem is also considered and, by showing the equality between both the solutions, it is obtained the probabilistic representation for the weak solution. Furthermore, it is ensured that, for the weak solution, the stochastic solution gives a version which is continuous up to the lateral boundary of the domain except the border of the adjoining place imposed each of the boundary conditions. As an application, it is shown the continuity property of a functional (cost function) related to an optimal stopping problem motivated by an inverse problem determining the shape of a domain.
Introduction
The probabilistic representation of solutions to second order parabolic equations is a useful tool to analyze these solutions (e.g., boundary sensitive analysis of solutions in [7] , numerical analysis of solutions in [8] ) and has several applications (e.g., the literature cited in [11] , [24] , [31] , and [16] ). For classical solutions to elliptic or parabolic equations, such probabilistic representation has been studied extensively in [11] . Parabolic equations encountered in applications have often no solutions with sufficient regularity. Several authors have studied the probabilistic representation of weak solutions to parabolic equations on a whole Euclidean space via backward stochastic differential equations (e.g., [24] , [31] ).
This paper concerns with the probabilistic representation of weak solutions to a parabolic equation with a mixed boundary condition on a time-varying Lipschitz domain in a Euclidean space: the boundary condition is composed of a Robin and the homogeneous Dirichlet conditions. Such a parabolic equation is treated in [19] to study an inverse problem determining the shape of a time-varying domain; in general, it does not possess a classical or strong solution, even if the equation has constant coefficients.
The probabilistic representation is considered in the following framework: The timevarying domain is included in a fixed smooth domain and a certain part of the boundary of the time-varying domain is also included in the boundary of the fixed domain, say the fixed boundary. The Robin condition is imposed on a part of the boundary included in the fixed boundary and the homogeneous Dirichlet condition is imposed on the rest of the boundary; we call the place setting the Robin condition (resp. Dirichlet condition) the Robin part (resp. Dirichlet part). Accordingly the Dirichlet part may be varied with time and both of the parts may be adjoining. As a basic stochastic process for the representation, we take the corresponding oblique reflecting diffusion process on the closure of the fixed domain to the parabolic equation.
Then the probabilistic representation of a weak solution is given by the stochastic solution, which is the expectation of the quantity obtained by applying Itô's formula formally to the weak solution and the diffusion process. The equality within the domain is verified based on an appropriate approximation of the weak solution; the boundedness and regularity of the weak solution and a Poincaré type inequality with weight (see Lemma 4.1 of [19] ) play key roles. To show the equality on the lateral boundary, we need to examine the continuity up to the boundary for the stochastic solution, since the boundary values of weak solutions are given by their traces on the boundary.
The continuity of the stochastic solution is shown through the coupled martingale formulation for the oblique reflecting diffusion process (see [14] , [29] , [18] for such martingale formulations), because we have to use the continuity of the local time with respect to random parameter and to treat the weak convergence property of functionals which contain the local time. Then we ensure that the stochastic solution is continuous up to the lateral boundary except the border between the Robin and Dirichlet parts: it is derived from the continuity property of the local time and the entrance time to the Dirichlet part and further from a certain estimate for the distribution of the entrance time in the case the process starts from a point near the Dirichlet part.
The paper is organized as follows. In Section 2, we provide a necessary setting and assumptions: they are concerned with the considered domain and the parabolic boundary value problem. The main result (Theorem 3.1 and Corollary 3.1) is stated with proof in Section 3 after describing the coupled martingale problem for the oblique reflecting diffusion process. In Section 4, as a simple application of the main result, 2
we show the continuity of a functional whose argument is a domain belonging to an admissible class. In Appendix, we provide several technical details for the proof of the main result: the boundedness and regularity of weak solutions; no attainability of the process to closed null sets of the boundary; the continuity of the entrance time to the Dirichlet part; the estimate for the distribution of the entrance time; a variant of the mapping theorem in weak convergence of probability measures.
Preliminaries and a parabolic boundary value problem
We start with introducing necessary notations for describing the parabolic boundary value problem. It is treated in the backward form adapted to the probabilistic consideration. In what follows, we treat the time-varying domain in R n as a non-cylindrical domain in the time-space R 1+n = R t × R n x . For a subset G of R 1+n , denote the t-section of G by G(t) := G ∩ ({t} × R n ) .
If necessary, we identify G(t) with the set {x : (t, x) ∈ G} in R n .
For a bounded open subset G of R 1+n , we consider its parabolic boundary, lateral boundary and ceiling (the time reversed notion of the bottom in the forward form) in the backward form and denote by ∂ P G, ∂ L G and ∂ C G, respectively, which are subsets of the boundary ∂G in R 1+n . Here, for the precise definition (in the forward form), we refer to page 1787 in [6] . For 0 ≤ a < b and E ⊂ R n , denote by E a,b := (a, b) × E the cylindrical set determined by a, b and E; in particular, we put E T := E 0,T . Now we denote the usual Sobolev space on an open set E in R n with a nonnegative integral order r by H r (E); that is,
where ∂ α x f indicates the weak derivative of f with respect to multi-index α. Moreover, we recall Sobolev spaces and another function space on a domain G in the time-space R 1+n : For nonnegative integers r and s, we set
where letḡ(t, x) := g(t, x)1 G(t) (x). These function spaces are equipped with the following norms, respectively:
For a Lipschitz domain E in R n , denote by γ ∂E the boundary trace operator from
; it can be given by the following pointwise limit (see [10] , p. 133): 3
where B r (x) = {y ∈ R n : |y − x| < r} (r > 0) and H n−1 stands for the (n − 1)-dimensional Hausdorff measure (then H n−1 | ∂E is the surface measure on ∂E). More generally, if ∆ is an open subset of ∂E, V is a neighborhood of ∆ in E and v ∈ H 1 (V ∩ E), then the limit in (2.1) by replacing E with V ∩ E exists H n−1 -a.e. x ∈ ∆. Hence, if necessary, we use the notion of boundary trace in this extended sense; the limit is also denoted by γ ∆ v(x).
We need the notion of regularized distance for the Euclidean distance. Following Theorem 2 on page 171 of [25] , we summarize the fundamental properties. For a closed set F in a Euclidean space, there exists a function ∆ F , the regularized distance for the Euclidean distance ρ F := d(·, F ), such that (i) there are positive constants c 1 , c 2 satisfying c 1 ρ F ≤ ∆ F ≤ c 2 ρ F for every closed set F , where c 1 is taken as an absolute constant and c 2 is taken as a constant depending only on and increasing with the dimension of the Euclidean space; (ii) ∆ F is a C ∞ function in F c and for any multiindex α there is a positive constant
for every closed set F. For a subset A of the Euclidean space, letρ A := c −1
1 c 2 > 1; so that, in what follows, we useρ A instead of ∆Ā in R n and R 1+n , where c 2 is taken as the constant in the time-space. This paper concerns with a domain which varies with time of (0, T ) in a fixed bounded Lipschitz domain Ω in R n . Therefore the time-varying domain, say D, is described as a domain of R 1+n in the cylindrical domain Ω T . Moreover we take a Lipschitz dissection of the boundary Γ := ∂Ω of Ω; Γ = Γ ′ ∪ Π ∪ Γ ′′ . Here by a Lipschitz dissection of Γ we mean that Γ ′ and Γ ′′ are disjoint open subsets of Γ and Π is an (n − 2)-dimensional closed Lipschitz surface in Γ (see [23] for the precise definition). In the following, we further need the notion of Lipschitz lateral surface with extreme time edges in the time-space (see Condition 3.1 in [19] for the definition).
We first impose the following condition on the considered domain D. 
Therefore the time-varying portion of the lateral boundary of D is included in the
In the paper, we mainly treat the case where Σ has no connected component included in [0, T ] × Ω and Π = ∅, although we can treat some of general types of division of ∂ L D into two parts: one includes the time-varying portion and the other does not. The case treated here is a typical one where each of both the parts has a component adjoining each other; such a case needs a complicated treatment to obtain the result.
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and a ≡ a(t, x) be an n × n real matrixvalued function, n-dimensional real vector-valued functions and a real-valued function defined on Ω T respectively, and σ(t, x) a real-valued function defined on Γ ′ T . Furthermore suppose that A(t, x) is symmetric and positive definite. For such A, a, b and a, define a second-order differential operator L ≡ L x (t) on Ω T :
As mentioned in the beginning, we treat the parabolic equation in the backward form and hence we consider weak solutions to the terminal-boundary value problem for the parabolic equation. Define the parabolic operator P ≡ P x (t) on D in the backward form, and the conormal derivative ∂/∂N ≡ ∂/∂N x (t) relative to L and the boundary operator B ≡ B x (t) on Γ ′ T by
where n = n(t, x) is the inward unit normal vector at
) under Condition 2.1. Now consider the following terminal-boundary value problem on the domain D:
In what follows, assume that h is extended onto Ω with value zero outside D(T ), and f , f are extended onto Ω T with value zero outside D. On the problem (2.2) we impose the following assumption.
Assumption 2.1
The coefficients and source terms of the terminal-boundary value problem (2.2) satisfy the following conditions.
(i) There exists a constant ν > 0 such that for every (t,
(ii) The coefficients of the parabolic operator P and σ are bounded measurable on Ω T and Γ ′ T , respectively.
) stands for the L 2 space with respect to the measure dt × dx (resp. dt × S(dx), here S(dx) is the surface measure on Γ). Moreover,
The notion of weak solutions to (2.2) is defined as follows.
to the terminal-boundary value problem (2.2) if it satisfies the following conditions:
By the results in [19] , we see that, under Assumption 2.1, there exists a unique weak solution in V 0,1 (D) to the problem (2.2). Moreover, in the proof of the main theorem, the boundedness of the weak solution plays a key role. The boundedness result is shown in Appendix A.1. There we use the following norms: for a measurable function ϕ(t, x) on Ω T or on Ξ T for a measurable subset Ξ of Γ and q, r ≥ 1, let
3. Main result 3.1. Coupled martingale problem To state and prove the main result, we use the coupled martingale formulation for the oblique reflecting diffusion process associated with the parabolic and boundary operators. For this purpose, we need a further assumption on the domain Ω, the set Σ, and the coefficients and the source terms in (2.2).
(ii) Let
• j and Σ j the boundary of Σ j , the interior of Σ j and the closure of Σ j in ∂ L D, respectively, and let Λ = δΣ 2 . Suppose that In what follows, assume that such coefficients and source terms defined on [0, ∞)×Ω in such a way as A(t, x) = A(T, x), a(t, x) = a(T, x), and so on for t ≥ T and x ∈ Ω. According to the extension of the coefficients and the source terms, we also extend the domain D and a subset Ξ of the lateral boundary ∂ L D to D (∞) and Ξ (∞) along the time axis as follows:
In addition, if necessary, σ and ψ are appropriately extended onto Γ T with the same property and further extended onto Γ (∞) in the same way as above. Under Assumption 3.1, the operator L and the boundary operator B are rewritable in the non-divergence and in the oblique derivative forms, respectively:
Then we consider the coupled martingale problem associated with (P 0 , B 0 ) as in [29] , [18] .
We assume that W , V and U each are equipped with the locally uniform convergence topology. Denote generic elements of U , W and V by ω, w and v, respectively; that is, ω = (w, v). Then put
and define the σ fields U s t (0 ≤ s ≤ t < ∞) and U generated by (X(r, ·), L(r, ·)) (r ∈ [s, t]) and by (X(r, ·), L(r, ·)) (r ∈ [0, ∞)), respectively. We now introduce two spaces of test functions for the coupled martingale problem: C with 2α + |β| ≤ 2 and C 0 (Ω) for the space of continuous functions on Ω with sptf ⊂ Ω. By [29] , [18] , under Assumptions 2.1 and 3.1, for each (s, x) ∈ [0, ∞) × Ω, the coupled martingale problem associated with (P 0 , B 0 ) has a unique solution starting from (s, x), say P s,x ; that is, P s,x is a unique probability measure on (U , U) satisfying the following conditions:
is a martingale on the filtered probability space (U , U, P s,x ; U s t ).
We know that, under the condition (i), the condition (iii) is equivalent to the fact: for every g ∈ C 1,2 b ([0, ∞) × Ω), the process {M g (t); t ≥ s} is a martingale on the filtered probability space (U , U, P s,x ; U 0 t ); that is, the filtration {U s t } may be replaced with {U 0 t }. Moreover we note that the condition (ii) is equivalent to the con-
. This is also equivalent to the condition that, for every h ∈ C 0 (Ω), the process M h (t) :
. Accordingly we have another equivalent formulation of the coupled martingale problem as in the following remark.
Remark 3.1 A probability measure P on (U , U) is called a solution to the coupled martingale problem associated with (P 0 , B 0 ) starting from (s, x) ∈ [0, ∞) × Ω, if it satisfies the following conditions:
,M h (t)); t ≥ s} is a two-dimensional martingale on the filtered probability space (U , U, P ; U 0 t ). (There are various equivalent types of the condition in (ii) just above as in Theorem 4.2.1 of [27] .) By this unified martingale formulation, the fundamental facts on the martingale problem described in §6.1 and §6.2 of [27] can be directly applied to the coupled martingale problem (see also [9] , Chap. 4 for a general treatment of martingale problems and the Markov property of their solutions).
The coupled martingale formulation for diffusion processes with reflecting barrier is crucial for our treatments, since the continuity in (t, ω) of the canonical process L(t, ω) for the local time on the boundary is essentially used. By virtue of the fundamental facts derived from the unified martingale formulation, noted in Remark 3.1, the uniqueness of solutions implies that the family {P s,x ; (s, x) ∈ [0, ∞) × Ω} is strong Markov in the sense as in Theorem 6.2.2 of [27] .
In addition, we need the uniform exponential integrability of L(T ):
(see Proof of Theorem 4.3 in [18] and also Proposition 3.5 in [7] ). Moreover, under Assumptions 2.1 and 3.1, the transition probability P s,x (X(t) ∈ dy) has a transition density p(s, x; t, y) with respect to the n-dimensional Lebesgue measure L n (dy) = dy, which is a fundamental solution to the parabolic equation P 0 u = 0 on Ω with the boundary condition B 0 u = 0. In addition, the transition density and its first order derivatives in x have the usual upper Gaussian bound: for every T > 0, there exist positive constants K and C such that
for every 0 ≤ s < t ≤ T, x, y ∈ Ω and |α| ≤ 1 (see [12] , [18] ). 8
Statement and proof of the main result
For a Borel set G in [0, ∞) × Ω and s ≥ 0, we set 
Then, under Condition 2.1, Assumptions 2.1 and 3.1, we have the following probabilistic representation of the weak solution u = u D to the problem (2.2).
Theorem 3.1 The equality
holds in the following each case:
Furthermore, the right hand side of (3.
Proof. We first verify the equality (3.3) in the case (i). Throughout the proof, we extend u D onto Ω T with value zero outside D and use the same symbol for the extension.
In the following, we take ε > 0 and δ > 0 satisfying the conditions:
(1) The set {y ∈ Ω : ρ Π (y) ≤ 2ε} is contained in a tubular neighborhood of Γ in Ω (see [13] , Chap. 14, Appendix for such a neighborhood).
For such ε and δ, let
Using the argument on page 27 in [19] , we know that the family {u
Moreover, we see that u
which is verified in Appendix A.2. Hence, applying the smoothing procedure in Theorem 3 on page 127 in [10] separately to the time variable and the space variable, we can take an approximating sequence u
We recall briefly the smoothing procedure for functions to use again it later. It is based on a partition of unity for Ω 
Then, for s ∈ (0, T ) and sufficiently small ε and δ mentioned above, definê
and, for 0 < s < s
we further take ε and δ so small that (s, x) ∈ D ε,δ . Then
From now on, denote by I 0 (s, x; s ′ , ε, δ, m) the left hand side and by I j (s, x; s ′ , ε, δ, m) the j th term of the right hand side (j = 1, 2, 3) of (3.6). For showing the assertion (i) of the theorem, it is enough to verify the following equalities:
for each s ∈ (0, T ), a.e. x ∈ D(s), and
for (s, x) ∈ D. Here " lim m→∞ " means that there is a subsequence {m k } ∞ k=1 (independent of s, x; s ′ , ε and δ) of {m} ∞ m=1 and the limit takes through the subsequence, and " lim s ′ ↓s " means that for each s ∈ (0, T ) there is a subsequence {s ℓ } ∞ ℓ=1 with s ℓ ↓ s (ℓ → ∞) and the limit takes through the subsequence.
In the following, for a given ε > 0, we take δ > 0 as δ <
as follows:
In the equality above, we denote by I 0,j (s, x; s ′ , ε, δ, m) the j th difference of the right hand side (j = 1, 2, 3) and by I 0,4 (s, x; ε, δ; m) the fourth difference of the right hand side. Since u
for every (s, x) ∈ D and m ∈ N . It holds that P s,x (σ ε ↑ σ s (Π) as ε ↓ 0) = 1 by the continuity of the sample paths X(·) and P s,x (σ s (Π) = ∞) = 1 (see Appendix A.3). The continuity of the sample paths X(·) implies also P s,
Next examine the terms I 0,2 and I 0,3 . Since u
as m → ∞, using the upper Gaussian bound (3.2) for the transition density, we have
Here u D (t, ·) is extended onto R n with value zero outside Ω. Let
Noting that
For the term I 0,3 , letting
we get for each s ∈ (0, T )
as in the calculation on I 0,2 . Thus, combining (3.11) with (3.12), for each s ∈ (0, T ), we can select a subsequence {s ℓ } ∞ ℓ=1 with s ℓ ↓ s such that lim ℓ→∞ J 0,2 (s, x; s ℓ ) = 0 and lim
be its approximating sequence given by the smoothing procedure described above. Then
Using (3.4), (3.13) and fact that u
accordingly, we can select a subsequence
for each s ∈ (0, T ) and x ∈ Ω \ N (s) with L n (N (s)) = 0. Now we show that
for each s ∈ (0, T ) and x ∈ Ω \ (Σ 2 (s) ∪ N (s)). Let Υ := Σ 2(∞) ∪ Π and for η > 0 set
By the procedure of constructing u Thus we have checked the relationship (3.7). Next we will verify the equality (3.10). For a given (s, x) ∈ D, without generality, we further take ε and δ so small that
We divide I 3 (s, x; s ′ , ε, δ, m) into the four terms:
and denote by I 3j (s, x; s ′ , ε, δ, m) the j th divided term of I 3 (s, x; s ′ , ε, δ, m) (j = 1, 2, 3, 4). Then it is easily seen that for j 
Note that
In the sequel, for a given ε > 0, we write ε * := ε/c * , and further take δ > 0 so small that
where
Thenμ 2c * δ (t, y) = 1 ifρ Σ (∞) (t, y) ≥ 4c * δ, so that the equality also holds on a neighbor-
In addition, for η > 0, let
By definition, P s,x (σ δ ≤σ δ ) = 1. Moreover
Here, by the equalityũ D ε,δ;m (t, y) = 0 on a neighborhood of (Γ ′(−ε) ) T , we see that
On the other hand, lettingD *
Since, for each ε and δ,ũ 
as m → ∞.
In the following, we will show that the integral of (3.21) converges to zero as δ ↓ 0 for a given ε. Let ν δ :
on D in the strong form. Letting f ε and g ε the first and second terms of the right hand side of (3.22), we note
Here, for variables ξ and η, the notations ξ η and ξ ≈ η designate the relationships ξ ≤ cη and c 1 η ≤ ξ ≤ c 2 η with some positive constants c and c 1 , c 2 , respectively. Now we take a number in (0, δ * ε ), say δ 0 , and put
. Therefore, by (3.23), for s ′ ∈ (s, T ) and sufficiently small ε > 0,
|f ε (t, y)| dy −→ 0 as δ ↓ 0. 
Similar integrals for the other terms consisting of the function g ε also converge to zero as δ ↓ 0; hence for s ′ ∈ (s, T ) and sufficiently small ε > 0
|g ε (t, y)|dy −→ 0 as δ ↓ 0.
These ensure that
as a result, for each (s, x) ∈ D, s ′ ∈ (s, T ) and sufficiently small ε > 0,
That is,
for each (s, x) ∈ D, s ′ ∈ (s, T ) and sufficiently small ε > 0. Now we divide the first and second terms of the left hand side of (3.20) as follows:
and
Here we indicate byĨ andĨ k the left hand side and the k th term of the right hand side of (3.28) (k = 1, 2, 3, 4) , and byJ andJ k the left hand side and the k th term of the right hand side of (3.29) (k = 1, 2, 3, 4), respectively. Then by (3.18) and (3.19),
These equalities in (3.30) imply Moreover, the inequality 0 Noting the facts that P s,x (σ ε ↑ ∞ as ε ↓ 0) = 1 and P s,x (σ s (Σ (∞) ) = T ) = 0 (which is derived from the facts {σ s (Σ (∞) ) = T } ⊂ {X(T ) ∈ Σ(T )} and L n (Σ(T )) = 0), we also have
for each (s, x) ∈ D. Therefore (3.10) is verified. The equalities (3.8) and (3.9) are verified more easily by using the upper Gaussian bound of the transition density and the regularity of the weak solution. Thus the proof in the case (i) is complete.
Next we proceed to verify the equality (3.3) in the case (ii). In the first stage, we show that the right hand side of (3.3), say v D , is continuous up to the Robin part. 3), we will show that there exists a measurable subset U of U such that P s,
of ω is bounded on U and its restriction into U is continuous. Combining the continuity property of {P s,x } on weak convergence and with a mapping theorem in weak convergence given in Appendix A.6 (see Theorem A.4), we ensure that
′ , and also the first term of the right hand side of (3.33) is continuous in (s, x) with s ∈ [0, T ], x ∈ D(s) ∪ Γ ′ . By virtue of the fact P s,x (σ 0 (Σ (∞) ) = T ) = 0 with the semicontinuity of functions 1 (T,∞) (ξ) and 1 [T,∞) (ξ), it follows that 1 (T,∞) (σ 0 (Σ (∞) )) is continuous on U ∩ {σ 0 (Σ (∞) ) = T }. Hence the third term of the right hand side of (3.33) is continuous in (s, x) with s ∈ [0, T ], x ∈ D(s) ∪ Γ ′ . As a result, the trace of v D into the set Γ ′ T coincides with its ordinary boundary value almost everywhere with respect to the measure ds × S(dx).
Finally we examine the continuity of v D on the Dirichlet part Σ. Since v D = 0 on Σ, it is enough to see that for every (
In the case of (s 0 , x 0 ) ∈ Σ 2 , by using the same way as in the proof of Theorem 13.1 in [30] , we have for any η > 0 (2) . The continuity property is verified as in the more complicated case of (s 0 , x 0 ) ∈ Σ 1 ; so it is omitted. Next consider the case of (s 0 , x 0 ) ∈ Σ 1 . Take an arbitrarily fixed positive number η. Then we see that for any ǫ > 0 there exists δ ∈ (0, η) such that
for every (s, x) ∈ D with d((s, x), (s 0 , x 0 )) < δ; which will be verified in Appendix A.5. Then the continuity property (3.34) is proved as follows. From now on, suppose that (s, x) ∈ D with d((s, x), (s 0 , x 0 )) < δ. We examine the second term of v D :
Denote by I and II the first and second terms in the braces of the right hand side of the inequality just above, respectively. Then we have In addition, the continuity and Lipschitz continuity of the source terms f, ψ and the terminal value h in (iv) of Assumption 3.1 are relaxed as follows. 
Then the conclusion of Theorem 3.1 holds.
Proof. For given p 1 , p 2 , p 3 , choose q 1 , q 2 , q 3 and r 1 , r 2 , r 3 in such a way:
First assume that f, ψ, h satisfy the condition (iv) of Assumption 3.1. Then, using the upper Gaussian bound (3.2) and the estimate (1.2) in Lemma 7.1.1 in [27] and noting Theorems 4.1 and 4.3 in [18] , we have the following: there exist positive constants
where q * i and r * i (i = 1, 2, 3) indicate the conjugate Hölder exponents of q i and r i (i = 1, 2, 3), respectively.
, choose sequences {f m }, {ψ m } and {h m } such that each f m , ψ m , h m has the same condition for f , ψ, h in the condition (iv) of Assumption 3.1, respectively, and
as 
Remark 3.2 Note that if the weak solution u
D is continuous on D, then the equality (3.7) holds everywhere on D; hence the equality (3.3) in the case (i) holds everywhere on D and the equality is verified in a more simple way. On the other hand, combining the result on the Hölder continuity of bounded weak solutions of parabolic equations on cylindrical domains with Dirichlet boundary conditions (e.g., Theorem 1.1 on page 419 of [22] ) with a localization argument as in the proof of the existence of weak solutions in [19] , we see that the weak solution u D has a version which is continuous within D and up to the Dirichlet part (except the Robin part and the border between both parts).
A simple application
Here we apply the probabilistic representation of weak solutions given in Theorem 3.1 to show the continuity of a functional concerned with an estimation problem treated in [19] for the shape of a domain.
Let D be the class of domains satisfying the properties described in Condition 2.1 and Assumption 3.1. Hence the lateral boundary of each domain of D includes Γ ′ T commonly, but the rest of the lateral boundary may be varied each other and suppose that its shape is unknown. The operator L on Ω T and B on Γ ′ T are given and the terminal-boundary problem (2.2) on each domain D ∈ D is considered with given source terms and terminal value.
We want to estimate the shape of the unknown portion (i.e., the Dirichlet part Σ) via thermal data on a part Γ ω of the accessible portion Γ ′ of the boundary of each section D(t) for t ∈ [0, T ]; the thermal data is regarded as the boundary value of the weak solution of the initial-boundary value problem corresponding to the terminal-boundary value problem (2.2) on some domain of D (see outline of the proof of Theorem A.1 in Appendix on the correspondence between forward and backward problems). In the sequel, we treat the solution in the backward form as before, that is, the solution to the terminal-boundary value problem (2.2). Then consider the following functional V(D) for D ∈ D associated to the inverse problem:
We examine a certain continuity property of the functional V(D) related to the Hausdroff metric d H on the space of non-empty compact sets in R 1+n . To verify the result, we use the first exit time from some sets: For a Borel set G of R 1+n , let
then set τ s;T (G) := τ s (G) ∧ T and also σ s;T (G) := σ s (G) ∧ T. 
, and for ε > 0 set
By assumption, for any ε > 0, Σ m ⊂D +ε \D −ε for sufficiently large m ∈ N . Take a sufficiently small ε > 0. Then we see that, for (s,
for sufficiently large m. On the other hand, by using the continuity of the sample paths of X(·) and that each point of Σ 2 is regular for the set Ω T \ D (see A.4 in details), it holds
T ; that is, the convergence property (4.1) is verified. Using the continuity of the functional V(D) and the result on the uniqueness in shape identification in [19] , we can show that any minimizing sequence for the functional converges to a unique optimal domain in some cases, under certain a priori information. Furthermore, based on the functional V(D) and the probabilistic representation of solutions, the paper [16] gives an algorithm for reconstruction of the position and shape of unknown cavities.
Remark 4.1 A probabilistic cost function which plays the same role as V(D) is given by
where the symbol "E 0,ν " designates the expectation with respect to the probability measure P 0,ν (·) := Γ ω P 0,x (·)ν(dx) with a given initial distribution ν on Γ ω and γ ≥ 0; the initial distribution ν and the weight t γ may be chosen according to actual applications. Such a cost function driven by local times is used in [21] to provide an algorithm for an inverse problem determining coefficients of thermal conductivity.
A. Appendix A.1. Boundedness of weak solutions The following boundedness result for weak solutions is proved by the method given by Ladyzenskaja et al in [22] . They treat the case of a Dirichlet boundary condition and the case without boundary condition on a cylindrical domain in the time-space. However, their method is applicable to the case of a mixed boundary condition on a non-cylindrical domain under some additional considerations.
Theorem A.1 In addition to Definition 2.1 and Assumption 2.1(i), suppose that the following integrability conditions for the coefficients and the source terms of the terminal-boundary problem (2.2) are fulfilled: 
for some κ ∈ (0, 1), and further A ∞;D ∨ |a| ∞;D ∨ |b| ∞;D < ∞ and |f | 2;D < ∞;
for a pair (q,r) satisfying the relationships
for someκ ∈ (0, 1).
Moreover assume that ess sup x∈D(T ) h(x) ≤ǩ withǩ ≥ 0. Then for any weak solution u in V 0,1 (D) to the problem (2.2) there is a positive constant K such that ess sup (t,x)∈D u(t, x) ≤ K. We begin with preparing key results corresponding to those in [22] . Let
, denote byū the extension of u by zero:
Thenū ∈ V 0,1 (Ω T ) with the properties:
ess sup (t,x)∈Ω Tū (t, x) = ess sup (t,x)∈D u(t, x) (see Proof of Lemma 4.1 and Lemma A.1 in [19] ; see also Example 10.2.1 in [3] ).
Therefore it is enough to show that ess sup (t,x)∈Ω Tū (t, x) ≤ K for an arbitrarily given weak solution u. First we recall the key estimates (3.3), (3.8) and (3.10), (3.11) in Chapter II of [22] for functions in V 0,1 (Ω T ) as the following lemmas.
Lemma A.1 Take a pair (q, r) with the following conditions:
Then there is a positive constant β such that
Lemma A.2 Take a pair (q,r) with the following conditions:
Then there is a positive constantβ such that
for every v ∈ V 0,1 (Ω T ).
Given v ∈ V 0,1 (Ω T ), for each t ∈ (0, T ), we can take the following versionṽ which is quasi-continuous with respect to the space variable:
In what follows, we always take the version for any element of V 0,1 (Ω T ). Hence we can regard as v = γ Γ v on the lateral boundary.
For v ∈ V 0,1 (Ω T ), k ∈ R and t ∈ (0, T ) we set
Moreover, define
where "mes" and " mes" denote the n-dimensional Lebesgue measure and the surface measure on Γ, respectively. Then we have the following result which is a miner modification of Theorem 6.1 in Chapter II of [22] (see also Remark 6.2 for the theorem), and is proved in the same way.
A.2. Regularity of weak solutions As described in the outline of the proof of Theorem A.1, the extensionū 
, because we suppose f = 0. Therefore, noting Assumption 3.1 and then using Theorem 3.3 in [17] , we see thatū 
More generally, we show the following.
We begin with noting the precise form of the density of the joint distribution of the entrance time and the entrance place of the process {X(t)} on the boundary Γ. Let σ s (Γ) = inf{t ≥ s : X(t) ∈ Γ} and denote by p 0 (s, x; t, y) the fundamental solution of the equation P 0 u = 0 on Ω with the homogeneous Dirichlet boundary condition (see [15] for the fundamental solution). Then P s,x (σ s (Γ) < ∞) = 1 for s ≥ 0 and x ∈ Ω (see Corollary 3.3 and its consequence in [20] ) and P s,x (X(t) ∈ dy; σ s (Γ) > t) = p 0 (s, x; t, y)dy (0 ≤ s < t, x ∈ Ω, dy ⊂ Ω). Now we denote the formal adjoint operator of L 0 by L * 0 . For the operators, we specify the time variable s or t of those coefficients and the space variable x or y acting on a test function ϕ(s, x; t, y) under the operations such as L 0 = L 0;x (s) and L * 0 = L * 0;y (t). Then we know the following.
where ∂/∂N * y (t) denotes the conormal derivative associated with L * 0;y (t).
Proof of Proposition A.1 . We first note that for s ≥ 0 and x ∈ Γ it holds P s,x (X(t) ∈ Ω for some t ∈ (a, a + h) with any a ≥ s and h > 0) = 1, (A.7)
because the sample paths X(·) are continuous, Ω is an open set and P s,x (X(t) ∈ Γ) = 0 for every t > s. To verify the proposition, we divide the case x ∈ Ω \ Ξ(s) into two 28
cases: the case of x ∈ Ω and the case of x ∈ Γ \ Ξ(s). We only treat the first case, since the second case can be treated in the same way. Take a sequence {ε m } ∞ m=1 with ε m ↓ 0 (m → ∞), and set
Without generality, we may suppose that x ∈ Ω 1 (⊂ Ω m ). For s ≥ 0 and m = 1, 2, . . . , define the hitting times σ (k) (m) and τ (k) (m) (k = 0, 1, 2, . . .) as follows:
By using (A.7), we see that
Since Ξ is closed, using the strong Markov property,
Hence from the assumption that S(Ξ(r)) = 0 for almost every 0 ≤ r < ∞ and Lemma A.3, it follows that
Consequently, we have P s,x (σ s (Ξ) < ∞) = 0, that is, P s,x (σ s (Ξ) = ∞) = 1; hence the proposition is proved.
A.4. The continuity of
). Therefore it is enough to examine the continuity of σ 0 (Σ 1(∞) ) and σ 0 (Σ 2(∞) ).
(1) The continuity of σ 0 (Σ 1(∞) ) For a given s ≥ 0 and ω ∈ U , suppose that L(r, ω) = 0 (0 ≤ r ≤ s), and let , ω) )L(dr, ω) for every u ≥ s, then the equality τ s (0, ω) = s implies that X(u, ω) ∈ Γ for some u ∈ (s, s + h] with every h > 0.
For each s ≥ 0 let
Then {M (t); t ≥ s} is an n-dimensional square integrable continuous martingale on the filtered probability space (U , U, P s,x ; U s t ) (x ∈ Ω) with the quadratic variational processes M i , M j (i, j = 1, 2, . . . , n) :
where M i (t) is the i th component of M (t) and a ij (r, z) is the (i, j) entry of the diffusion matrix A(r, z). Moreover let
Approximating the integral t s β(r, X(r, ω))L(dr, ω) by a Riemann sum, we get the continuity of the map
where we suppose that C([s, ∞) → R n ) is equipped with the locally uniform convergence topology. Therefore the map U ∋ ω →X(·, ω) ∈ C([s, ∞) → R n ) is also continuous, and we see the following:
Indeed, letting n = n(x) the outward unit normal vector to the boundary Γ = ∂Ω at x, we see that {m(t) := M (t) • n; t ≥ s} is a square integrable continuous martingale with the quadratic variational process
By the uniform ellipticity of the diffusion matrix A, we have m (t) ≈ t − s. Therefore {B(t) := m( m −1 (t)); t ≥ 0} is a one-dimensional Brownian motion on (U , U, P s,x ; U s m −1 (t) ). Hence the law of the iterated logarithm for the Brownian motion {B(t)} yields the law for {m(t)}. Sincê
the behavior of {X(t) • n} at time near the starting time s is governed by that of {m(t)}; hence {X(t) • n} hits Ω and Ω c instantaneously. Since Γ is of class C 2,α , if necessary, via a local flattening of the boundary, we therefore see that the process {X(t)} has also the same property as {X(t) • n} and (1-4) is verified.
By (1-2), if τ s (0, ω) > s, then there exists an h = h(ω) > 0 such that L(t, ω) = 0 for every t ∈ [s, s + h]. Therefore, if P s,x (τ s (0) > s) > 0, then it holds P s,x (X(t) =X(t) for every t ∈ (s, s + h] with some h > 0) > 0.
This contradicts the fact (1-4) and hence we get the following:
This implies the following fact:
Indeed, since (s, x) ∈ Σ • 1(∞) ⊂ [0, ∞) × Γ, using the fact (1-5), we have P s,x (X(t) ∈ Γ with some t ∈ (s, s + h] for every h > 0) = 1.
On the other hand, P s,x ((s, X(s)) = (s, x) ∈ Σ • 1(∞) ) = 1 and the set Σ
and open in [0, ∞) × Γ. Therefore, when t is sufficiently close to s and X(t, ω) ∈ Γ, it holds that (t, X(t, ω)) ∈ Σ
that is, the fact (1-6) is verified.
Since P s,x σ s (Σ 1(∞) ) = σ s (Σ • 1(∞) ) = 1, the strong Markov property yields
Thus we state the continuity property of σ 0 (Σ 1(∞) ) in the following.
Lemma A.4 Let
provided τ ∞ (0) = ∞. Then, for s ≥ 0 and x ∈ D(s)∪Γ ′ , P s,x U 1 = 1 and σ 0 (Σ 1(∞) ) U 1 is continuous.
Proof. The fact P s,x U 1 = 1 is derived from the facts (3.32), (1-1), (1-7) and P s,x σ s (Σ 1(∞) ) = σ 0 (Σ 1(∞) ), σ s (δΣ 1(∞) ) = σ 0 (δΣ 1(∞) ), L(t) = In the sequel, for an arbitrarily given ω 0 ∈ U 1 with σ 0 (Σ 1(∞) )(ω 0 ) < ∞, we examine the continuity property of σ 0 (Σ 1(∞) ) at ω 0 . In the case where σ := lim inf ω→ω 0 σ 0 (Σ 1(∞) )(ω) < ∞, we take a sequence {ω m } Therefore we find a δ 1 ∈ (0, η) for which In the same way as in the proof of the continuity of σ 0 (Σ 1(∞) ), we see that σ 0 (Γ ′ ) has an analogous continuity property like as Lemma A.4 with respect to the probability measures P s,x for (s, x) ∈ [0, ∞) × (Ω ∪ Γ ′′ ). Therefore, using Theorem A. Noting the relationships: ∞) )) = 1, P s,x (σ s (Γ) < s + 2η; σ s (Γ) = σ s (Γ ′ )) ≤ P s 0 ,x 0 (σ s 0 (Γ ′ ) < s 0 + 4η) + ǫ for (s, x) ∈ D with d((s, x), (s 0 , x 0 )) < δ, we ensure that the right hand side of (A.9) is dominated by P s,x (σ s (Σ (∞) ) < s + 2η) + P s 0 ,x 0 (σ s 0 (Γ ′ ) < s 0 + 4η) + ǫ.
Hence
P s,x (σ s (Σ (∞) ) ≥ s + 2η) < P s 0 ,x 0 (σ s 0 (Γ ′ ) < s 0 + 4η) + 2ǫ;
that is, (3-3) is verified and the proof of (3.36) is complete.
A.6. Mapping theorem
We need the following variation of the usual mapping theorem with respect to weak convergence of probability measures (see [28] and also [4] , [5] for the usual one). Using Skorohod's theorem (cf. Theorem 6.7 in [4] ) as in the proof of Theorem 25.7 in [5] , we have Theorem A.4 Let S be a polish space with Borel field S ≡ B(S) and S ′ a separable metric space with Borel field S ′ ≡ B(S ′ ). Consider a family of probability measures {µ n ; n = 0, 1, . . .} on (S, S) with µ n → µ 0 weakly as n → ∞. Suppose that h : S → S ′ is a measurable map such that there exists a set S ∈ S with the properties: µ n ( S) = 1 for n = 0, 1, . . . and the restriction h| S is continuous. Then µ n h −1 → µ 0 h −1 weakly as n → ∞. Here µ n h −1 (dy) := µ n (h −1 (dy)).
