In this paper we propose new algorithms for multiple modular exponentiation operations.
Introduction
Most number-theoretic cryptosystems [1]- [5] are based on modular exponentiation (ME) which requires a large number of processing steps. Therefore a significant problem is how to reduce the time needed to perform a modular exponentiation operation. The problem can be posed as follows: given A , B and p, compute C = A B (mod p ). Theoretically, the problem is closely connected to addition chains. In general, an addition chain for a given positive integer, B , is a sequence of positive integers a 0 =1, a 1 , a 2 ,..., a r = B , where r is the number of additions and for all i =1,2,..., r , a i = a j + a k for some . Any addition chain corresponds to some algorithm for the evaluation of A B (mod p ). The shortest addition chains produce optimal algorithms for ME (in terms of the number of multiplications); however, obtaining at least one of the shortest addition chains for a given integer is an NP-complete problem [6] . A typical technique for computing an addition chain with a fairly small length, is based on the binary decomposition of B [12] .
Obviously the number of modular multiplications (MM) strongly depends on the Hamming weight of B . Since the average number of ones in an n -bit number is equal to n /2, then the average number of multiplications required is .
There are several algorithms that reduce the number of multiplications to n + o ( n ), namely, those proposed by Valski [7] , Yao [8] , Pippenger [9] , Yacobi [10] and Kochergin [11] ; the technique by Kochergin [11] requires MMs, and is the best of the quoted literature. Notwithstanding their optimality, these algorithms are mainly of theoretical interest, partly because of their irregular nature, and partly because some of them assume a 'free' complex preprocessing of B (say, factorizing B before proceeding further [12] ).
There are several algorithms based on different (non-binary) representations of B [13] - [16] .
The most popular are, perhaps, the algorithms using a signed-digit binary representation of B ;
that is, representing B in the form:
(1) k j i < ≤ 3 2 ---n n n n log -----------n log n log log -------------------o n log n log log -------------------
This general representation is redundant but the canonic signed-digit binary representation (CSDBR) is unique, and there are several proofs [14] , [17] - [19] showing that, on average, 2/3 of the digits are zeros. Using a CSDBR corresponds to addition-subtraction chains [20] - [21] with a rule in place of . This idea leads us to the evaluation of A B using multiplications and divisions. For integers, division (or multiplication by the multiplicative inverse modulo p ) is a costly operation. However, in some cryptosystems, A is a constant, so can be precomputed in advance. Another argument in favour of addition-subtraction chains comes from so-called elliptic curve cryptosystems [19] , [21] - [23] , where the division in Z p is replaced by a subtraction, which has the same cost as addition.
A detailed survey of fast exponentiation methods has been published in [24] . Recently, several cryptographic protocols using multiple modular exponentiations (or multi-exponentiations) an example with k =3 can be found in [3] .
In this paper we concentrate our attention on the case k =2; that is, given integers m and n , compute , where p is a prime. In terms of addition chains, this can be associated with vector addition chains (VAC), as defined by Strauss [26] .
It has been recognized [30] , that the separate computation of powers:
is not optimal even if one uses optimal algorithms for the computation of and . A very simple example is the following: the computation of based on separate multiplications needs 3 MMs, whereas the same can be computed as requiring only 2 MMs.
It is worth while pointing out that the fastest algorithms for discrete logarithms over finite fields, proposed by Gordon [40] and Adleman-Demarrais [41] , are based on modular multiexponentiation with fixed bases. Any improvement in the computational time of this operation will immediately result in improving the performance of these algorithms. Some algorithms in
computer algebra, coding theory and control theory also require the computation of multiexponentiations [27] [28] [29] . This paper is organized as follows. In Section 2 we define the problem of finding the vector addition chain, in the language of Gaussian integers, using an efficient representation of complex numbers [31] . Section 3 introduces the use of signed-digit complex arithmetic; this number representation has some features that are significantly different from CSDBR. Section 4 demonstrates the computation of multi-exponentiations via signed-digit complex arithmetic. Section 5 concludes the paper.
An Algorithm Based on Gaussian integers
Gaussian integers are complex numbers of the form , where a and b are integers. They have been intensely studied in number theory and find many applications in digital signal processing algorithms.
The problem of computing is equivalent to finding some vector addition chain for the vector (m,n). In terms of Gaussian integers it can be stated as follows: given a Gaussian integer , find a set of Gaussian integers , , ,..., , such that for every l there exist integers k and j, such that . We will refer to this as the Gaussian addition chain.Therefore, the doubleexponentiation problem consists of finding a sufficiently short Gaussian addition chain.
In 1989 Pekmestzi [31] introduced the following 'binary-like' representation of complex numbers:
where . This number representation can be considered as a binary representation (the base is 2) with complex digits. Similar representations have been studied by various authors [32] - [35] . The digit encoding [31] is shown in Table 1 :
As an example of using the representation in eqn. 
Algorithm I
Using Pekmestzi's arithmetic we now propose the following algorithm:
Input: m, n, x, y and p: positive integers, p-prime;
Output:
Step 1: Find the representation of in the form of eqn. (2) . Encode the complex digit according to Table 1 . s is represented as a binary string of length 2h, where . We denote this string as .
Step 2: z= 1; q= x*y (mod p);
Step 3: k=2h-1;
Step 4:
Step 5: k=k-2.
If (k>0) go to Step 4 Otherwise Output z. 
This algorithm produces a corresponding Gaussian addition chain for a given Gaussian integer. Using the above example (Gaussian integer s=4893+5096i), we have the following addition chain requiring 22 modular multiplications.
(0,1),(1,0),(1,1),(2,2),(4,4), (8, 8) , (9, 9) , (18, 18) , (19, 19) The complexity analysis of this algorithm is straightforward: the worst case appears when all of the complex digits of are nonzero and in this case we have modular multiplications. On average of the complex digits of s are expected to be zero, so the average number of MMs is . It is clear that multi-exponentiation, based on separate exponentiations using the binary method, needs on average exponentiations. Even the use of optimal algorithms for separate exponentiations will require MMs, to perform multi-exponentiation, so the method presented here is clearly superior.
Algorithm 1 is of the same complexity as the algorithm for multi-exponentiations demonstrated in [42] , pp.618. In the next section we will generalize this complex arithmetic to obtain an algorithm with lower complexity.
A signed-digit complex arithmetic
The Canonic Signed-Digit (CSD) system provides a unique representation without consecutive nonzero digits. The complex arithmetic proposed by Pekmestzi, is a starting point from which we may obtain a signed-digit representation of Gaussian integers. Since, in CSD arithmetic, the set of digits is extended by the digit '-1', a natural generalization of the Pekmestzi arithmetic is the following:
Clearly, this representation is redundant; however, as we will argue, it is not trivial to define a minimal (or canonic) representation.
A most straightforward technique for finding some representation of in the form of eqn. (3) is to find CSD representations of x and y and to combine them; that is, if a and b are the corresponding signed-digits (0,1 or -1) of x and y, respectively, then the corresponding digit of z is . However, as we see in the following example, the direct combination of the minimal real forms does not guarantee minimality (in terms of nonzero digits) of the representation.
Example: Let . The CSD representations of 10 and 5 are (1010) 2 and (0101) 2 respectively, therefore the corresponding signed-digit representation of z is: which is not minimal, since we can represent z as:
The existence of reduction rules, such as: (4) where represents the reduction rule mapping, is a key point in finding faster algorithms for multi-exponentiations based on this arithmetic.
The above example demonstrates that finding a minimal representation of a complex number is not a trivial task; however, a representation based on a single combination of CSD representations is a good starting point for finding more sparse representations (i.e. representations with smaller numbers of non-zero digits).
The reduction rule of eqn. (4) is an example of reducing 4 consecutive nonzero complex digits to 3. There are several combinations of two successive non-zeros reducing to one non-zero, but they cannot arise from combining canonic SD representations of the real and imaginary parts.
In the following we analyze the possibility of reducing 3 consecutive nonzero digits to 2; the total number of possible triples of complex digits obtained in this way is 121.
The following theorem, using the explicit knowledge that no consecutive non-zero digits occur in a CSD representation, provides the total number of Gaussian integer CSD n-tuples for a given n. An analysis of the complete set of triples uncovers the existence of 8 possible ways to reduce a combination of three nonzero digits to two, namely those given in Table 2 .
We performed computer simulations with 10,000 randomly chosen 512-bit integers. It was observed that in about 7% of the cases there existed the possibility of reducing three nonzero consecutive complex digits to two. This confirms the heuristics based on probabilistic considerations.
It is always possible to analyze more complicated reductions; however, we will restrict ourselves to reductions appropriate for the multi-exponentiation algorithm.
Multi-exponentiation based on the new arithmetic
We now apply the above arithmetic for computation of . As we have already mentioned in the introduction, we will only consider the cases when and are 'easy' operations. These correspond to one of the following situations: 
1. x and y are constants; therefore and can be precomputed in advance. Note that this is exactly the case we have in signature verification using DSS.
2. When the operation is executed over an elliptic curve, where the division is replaced by subtraction.
Algorithm 2
Let us consider the following algorithm:
Input: m, n, x, y and p: positive integers, p-prime;
Output:
Step 1: Precompute ; ; ; ; ; .
Step 2: Find the canonic signed-digit representation of m and n: and , ;
Step 3: Obtain a complex-digit representation of : , where ;
Step 4: set s=1; j=max(M, N)
Step 5:
Step 6: j=j-1 Now let us analyze the average and worst case behavior of this algorithm. We will make a simplifying assumption of a uniform distribution of complex digits in order to provide a concise, if slightly inaccurate, analysis. The fact that the distribution is not uniform is due to the fact that some CSD representations do not exist (e.g. (-1, 0, -1) ) and so the mapped complex digit (-1,0,-1-i) also does not exist. We still have the possibility for reduction of the nonzero digits, so the estimations obtained may not be the best possible, and the application of further nonzero digits reduction rules (such as (1,i,1,i) -> (1+i,0,1-i,-i)) will slightly decrease the multiplicative constant. Assuming a uniform distribution of the digits allows us to demonstrate that the difficult-to-obtain canonic form will not lead to major computational savings. Such an assumption is not precise, since the triples of digits in the CSD representation of reals are not equally probable. Also, from a practical view point, the application of all possible reduction rules will take exponential time, which is impractical, and the further reduction obtained will be marginal at best.
Since the average proportion of zeros in the CSD representation of real integers is
; therefore the probability that a randomly chosen complex digit, , is zero is (based on the assumption of uniform distribution). The average number of modular multiplications in this case is which is considerably better than . We can obtain more savings using our representation as triples, and it is likely that we can further reduce the nonzero digits by the application of reductions such as ). Such extra steps will slightly decrease the multiplicative constant, but this comes at the price of very complex preprocessing of the exponents, which requires exponential time. This is to be compared with the application of the rules given in
Step 5 of Algorithm 2 which require only linear time.
An Example
Consider the evaluation of . The representation of the number in Pekmestzi arithmetic is: (1,1),(2,2), (4, 4) , (8, 8) , (8, 9) , (16, 18) , (17, 18) , (34, 36) (5) (based on the CSD representation of the real and imaginary parts) and (6) (based on eqn. (5) plus the reduction rules of Table 2 ).
As we can see, the number of nonzero digits decreases, and so the corresponding vector addition-subtraction chains will be shorter:
(1,1),(2,2),(4,4), (8, 8) , (9, 9) , (18, 18) , (36, 36) , (35, 37) (1,1),(2,2), (4, 4) , (8, 8) , (9, 9) , (18, 18) , (36, 36) , (35, 37) Let us compare the proposed technique with published algorithms. In all cases the expected number of modular multiplications is , therefore the major figure of merit is the constant . In Shamir's method [3] it is 1.75. If one uses the method proposed by
Yen, Laih and Lenstra (sliding window) [30] the value of varies for the different window sizes. In our technique the window size is 1. Table 3 shows the values of for different approaches.
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Comments and conclusions
In this paper we have presented new algorithms for modular exponentiations based on complex arithmetic representations. The applicability of the proposed algorithms based on signeddigit complex arithmetic crucially depends on the assumption that the inverse elements of x and y can be precomputed in advance. Let us comment on this.
The general formulation of the problem for evaluation modular exponentiations is: given x, y and z (or x i , r i and z in the case of multi-exponentiation), compute (or respectively). In cryptographic algorithms, however, some of the parameters are constants (the keys) and some of the parameters (those forming the message) are variables.
In the RSA cryptosystem, say, the major operation is a single exponentiation , where y and z are constants and x is the message. If one uses an addition-subtraction chain for computing C, then the time needed to evaluate must be included in the total estimation of the complexity of the algorithm. The computation of is usually performed using the Euclidean algorithm for computing the greatest common divisor, or, equivalently,
1. The same can be achieved by using higher radices than two. We are grateful to P. Montgomery for pointing this out during the ARITH13 presentation. Yen-Laih-Lenstra (window size = 1) 1.75
Yen-Laih-Lenstra (window size = 2) 1.625 Algorithm-I 1.75
Algorithm-II (without Table 2 reductions) 1.556
Algorithm-II (with Table 2 reductions) 1.534
via the continued fraction expansion of . The computational complexity of this problem has been a subject of considerable analysis and it is well-known that the average number of divisions necessary to evaluate is [12] . The most precise estimation is due to Norton [36] . For uniformly distributed integers in the interval and any positive real , the Euclidean algorithm requires an average of:
steps, where is the Riemann and T is Porters constant. In discrete-log based cryptosystems, typically x and z are constants, therefore the computation of can be performed in advance and excluded from the total run-time estimation. These considerations are not necessary when one deals with elliptic-curve cryptosystems, because the division is replaced by a subtraction. An addition (subtraction) formula on elliptic curves does not contain a modular division particularly when homogeneous coordinates are used [19] .
The technique proposed in this paper is based on signed-digit complex arithmetic. It is mainly oriented towards an efficient implementation of the Digital Signature Standard where it is possible to precompute the modular inversion of the public and private keys. Our method seems inappropriate to cases where this is not possible. As we have already pointed out, the canonic signed-digit representation of the real and imaginary parts of a given Gaussian integer does not guarantee a canonic signed-digit complex representation. Therefore, in order to obtain an optimal arithmetic algorithm for modular exponentiation, one has to find an algorithm for determination of the canonic complex-digit representation for Gaussian integers. Applying a succession of all possible reduction rules will reach the minimal representation; however, it needs exponentially many operations. Hence, the polynomial-time determination of a CSD complex representation is an important open problem.
The generalization of the proposed arithmetic to spaces with more dimensions is another avenue for possible improvements. The main results on this subject are still under investigation.
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Appendix
Let us denote as the number of the sequences satisfying the conditions in the theorem and such that the last element, , is equal to . Recall that belongs to the set . Then for the nine we have the following recurrence relations:
Obviously and
Denote as . Then for , and we have the following system of recurrence equations:
with initial conditions . After some manipulations we obtain the following equation for :
with initial conditions: , and .
The solution of eqn. (7) is:
, and therefore and .
The number, , of sequences we are looking for is equal to:
and so the theorem is proved. 
