Abstract. We prove that
Introduction
The variety of subspaces of L 1 is very rich and over the years, there was put tremendous effort in characterizing them. In [1] , using the theorem of de Finetti, Bretagnolle and Dacunha-Castelle proved that an Orlicz space ℓ M is isomorphic to a subspace of L 1 if and only if M is equivalent to a 2-concave Orlicz function. The corresponding finite-dimensional version was proved in [4] and [11] by Kwapień and Schütt, using combinatorial and probabilistic tools. To be more precise, in [11] , combined with the main result from [4] , the author first proved that an Orlicz function M has to be equivalent to a 2-concave Orlicz function if the corresponding Orlicz space ℓ n M is isomorphic to a subspace of L 1 , and also obtained the inverse result, i.e., ℓ n M is isomorphic to a subspace of L 1 if M is 2-concave. Following the ideas of [11] and using results obtained in [7] , we extend the first result from [11] to the case of Musielak-Orlicz spaces (definitions are given below). These generalized Orlicz spaces are defined using a different Orlicz function in each component. The first main result which we will prove in Section 3 is the following: ] and extended linearly. Then, for all x ∈ R n ,
where c 1 , c 2 are positive absolute constants.
In fact, as shown in [11] there is always an Orlicz function satisfying condition (1.1).
Given strictly 2-concave Orlicz functions M 1 , . . . , M n , in Section 4 we show how to choose the matrix (a i,j ) i,j ∈ R n×n so that (1.2) is equivalent to the MusielakOrlicz norm · ΣM i , where we closely follow the ideas of [11] . The second main result is the following:
. . , M n be strictly convex, twice differentiable and strictly 2-concave Orlicz functions so that M * i (1) = 1 for all i = 1, . . . , n. For all i, j = 1, . . . , n let
Then, for all x ∈ R n ,
The new idea here is to consider averages over matrices instead of just taking the average over a vector (see also [7] ). This corresponds to the idea of considering random variables which are not necessarily identically distributed. In fact, using this idea the results obtained in [2] can also be extended to the case of Musielak-Orlicz spaces. We would also like to emphasize that, although the proofs are quite similar to the ones in [11] , the results we obtain provide important and crucial tools to find more general classes of subspaces of L 1 , e.g., Orlicz-Lorentz spaces, MusielakOrlicz-Lorentz spaces. Hence, it is seems absolutely essential to have them at hand. Moreover, it seems that these general classes of spaces cannot be obtained from the results in [4] , [5] or [11] and, therefore, an extension of the combinatorial results to the more general setting is crucial to find easily applicable characterizations to decide whether a given Banach space is isomorphic to a subspace of
Additionally, in view of the combinatorial approach we use in this work, we would like to point out that combinatorial inequalities, first studied in [4] , [5] and later extended in [8] and [12] , turned out to be very fruitful to characterize subspaces of L 1 . For instance, in [8] the authors recently obtained combinatorial results similar to Theorem 1.1 and gave an easily applicable characterization for products of Orlicz spaces, i.e., spaces of the form ℓ n M (ℓ n N ), to embed into L 1 . Hence, the combinatorial inequalities are interesting in themselves. For further applications of those combinatorial methods see [6] , [7] , [10] , [12] or [13] .
Preliminaries
function. The n-dimensional Orlicz space ℓ n M is R n equipped with the norm
Given an Orlicz function M we define its conjugate function M * via the Legendre-
For instance, taking
A more detailed and thorough introduction to Orlicz spaces can be found in [3] and [9] . Let M 1 , . . . , M n be Orlicz functions. We define the Musielak-Orlicz space ℓ n ΣM i to be R n equipped with the norm
These spaces may be considered as generalized Orlicz spaces. In fact, one can easily show, using Young's inequality, that the norm of the dual space (ℓ
which is the analog result as for the classical Orlicz spaces. We will use the notation a ∼ b to express that there exist two positive absolute constants c 1 , c 2 such that c 1 a ≤ b ≤ c 2 a. Similarly, we write a b if there exists a positive absolute constant c such that a ≤ cb. The letters c, C, c 1 , c 2 , . . . will denote positive absolute constants, whose value may change from line to line. Furthermore, for a non-empty set I ⊂ {1, . . . , m}, m ∈ N, we write |I| for the cardinality of I. Given a matrix a = (a i,j ) n i,j=1 ∈ R n×n we denote the decreasing rearrangement of |a i,j |, i, j = 1, . . . , n by s(1), . . . , s(n 2 ). We say that two Orlicz functions M and N are equivalent if there are positive absolute constants c 1 and c 2 such that for all t ≥ 0
In this case we write N ∼ M. If two Orlicz functions are equivalent so are their norms. We say that two sequences of Orlicz functions
are uniformly equivalent, if there are positive absolute constants c 1 and c 2 such that for all t ≥ 0 and all i = 1, . . . , n
In this case, the corresponding Musielak-Orlicz norms are equivalent. In the following, π, σ are permutations of {1, . . . , n} and we write Ave π to denote the average over all permutations in the group S n , i.e., Ave
equipped with the norm
The Banach-Mazur distance of two Banach spaces X and Y is defined by
Let (X n ) n be a sequence of n-dimensional normed spaces and let Z also be a normed space. If there exists a constant C > 0 such that for all n ∈ N there exists a normed space Y n ≤ Z with dim(Y n ) = n and d(X n , Y n ) ≤ C, then we say that (X n ) n embeds uniformly into Z or in short: X n embeds into Z. For a detailed introduction to the concept of Banach-Mazur distances, see for example [14] .
The following result was obtained in [5] :
Lemma 2.1. For all n ∈ N and all numbers a(i, j, k), i, j, k = 1, . . . , n
where s (1), . . . , s(n 3 ) is the decreasing rearrangement (d.r.a.) of the numbers |a(i, j, k)|, i, j, k = 1, . . . , n. Now, let n, N ∈ N with n ≤ N. For a matrix a ∈ R n×N with a i1 ≥ . . . ≥ a i,N > 0, i = 1, . . . , n, we define a norm on R n by
The next lemma is a generalization of a result from [5] and was recently obtained in [7] : Then, for all x ∈ R n , 1 2
This is a very useful result to estimate Orlicz norms (in case all rows of a are the same) respectively Musielak-Orlicz norms in general.
Generating Musielak-Orlicz Spaces
It was shown in [7] that an ℓ ∞ -average over permutations, i.e., Ave π max 1≤i≤n |x i a i,π(i) | is equivalent to a Musielak-Orlicz norm depending on the matrix a ∈ R n×n . In proving the main theorem, we will extend this result to the more sophisticated case of an ℓ 2 -average. This is crucial because this ℓ 2 -average in (1.2) is equivalent to the L 1 -norm and, therefore, gives rise to a subspace of L 1 . Following the ideas of [11] , we will now prove the main theorem. Though the proof is quite similar to the one in [11] , for the sake of completeness and because it is easier to read, we include the details here. Therefore, for all x ∈ R n ,
We apply Lemma 2.1 to the 3-dimensional matrix (x i a i,j b k ) n i,j,k=1 and obtain
where s(1), . . . , s(n 3 ) is the d.r.a. of |x i a i,j b k |, i, j, k = 1, . . . , n. Thus
The latter expression can be written in the following way:
. . , I n chosen so that the upper sum is maximal, i.e.,
Lemma 2.2 yields
where the functions N 1 , . . . , N n are defined for all ℓ = 1, . . . , n by
are affine between the given values, extended linearly, and for each i = 1, . . . , n the sequence
Again, by a change of variable, for all i = 1, . . . , n we can write 
. . , n, we obtain
and, therefore, for all i = 1, . . . , n
Hence, for all i = 1, . . . , n
Now we prove the lower estimate. For all i = 1, . . . , n and all ℓ = 1, . . . , n
where we chose m i.e., we get
Hence,
Thus, for all i = 1, . . . , n and all ℓ = 1, . . . , n,
and since the functions are affine on the intervals [
] and then extended linearly, this establishes the upper inequalities for all values and hence 1 2
Therefore, there exist positive absolute constants c 1 , c 2 such that
Before we can prove Theorem 1.2, which is crucial to obtain the embedding of 2-concave Musielak-Orlicz spaces into L 1 , we need some technical results. The following lemma was obtained in [11] but we just state the part of the lemma we need: 
is well defined, non-negative, decreasing and differentiable on (0, 1]. (ii) The integral 1 0 f (t)dt is finite and for all t ∈ [0, 1]
Furthermore, it is easy to observe that M ′ −1 exists for any strictly convex Orlicz function M and that, additionally, M * ′ (t) = M ′ −1 (t). If the Orlicz function is twice differentiable then so is M * −1 . Moreover, if M is strictly 2-concave then (M * −1 ) 2 is strictly concave, and hence
So we can apply Lemma 4.1 to the functions H i (t) = (M * −1 i ) 2 (t), i = 1, . . . , n, which we will do to prove the theorem.
Proof. (Theorem 1.2) For each i = 1, . . . , n we choose H i (t) = (M * −1 i ) 2 (t) which is well defined (see remarks above). Part (i) of Lemma 4.1 yields that for any i = 1, . . . , n the sequence a i,1 , . . . , a i,n given by (1.3), is positive and decreasing. As in Lemma 4.1, we define for every i = 1, . . . , n
Then, in terms of those functions,
Part (ii) of Lemma 4.1 gives
and hence, for all j = 1, . . . , n
Because for all i = 1, . . . , n the functions f i are non-negative and decreasing, we obtain for all i, j = 1, . . . , n a i,j = n .
We apply Theorem 1.1 and because the functions we obtain from this theorem are uniformly equivalent, we get that for all x ∈ R n c 1 x ΣM i ≤ Ave The condition M * i (1) = 1, i = 1, . . . , n in the theorem is just a matter of normalization to assure that constants do not depend on the Orlicz functions. Moreover, assuming M to be twice differentiable, strictly convex and strictly 2-concave can surely be omitted by approximation arguments. Strictly speaking, in the last part of the proof we would have to switch to equivalent Orlicz functions which we did not for reasons of simplicity. Now, from Theorem 1.2 we immediately obtain the following corollary: Corollary 4.2. Let M 1 , . . . , M n be strictly convex, twice differentiable and strictly 2-concave Orlicz functions. Then there exists a constant C > 1 such that for every n ∈ N, there is a subspace Y n of L
