Bilateral facial asymmetry is frequently exhibited by humans but its combined evaluation across demographic traits including gender and ethnicity is still an open research problem. In this study we measure and evaluate facial asymmetry across gender and different ethnic groups and investigate the differences in asymmetric facial dimensions among the subjects from two public face datasets, the MORPH and FERET. To this end, we detect 28 facial asymmetric dimensions from each face image using an anthropometric technique. An exploratory analysis is then performed via a multiple linear regression model to determine the impact of gender and ethnicity on facial asymmetry. Post-hoc Tukey test has been used to validate the results of the proposed method. The results show that out of 28 asymmetric dimensions, females differ in 25 dimensions from males. African, Asian, Hispanic and other ethnic groups have asymmetric dimensions that differ significantly from those of Europeans. These findings could be important to certain applications like the design of facial fits, as well as guidelines for facial cosmetic surgeons. Lastly, we train a neural network classifier that employs asymmetric dimensions for gender and race classification. The experimental results show that our trained classifier outperforms the support vector machine (SVM) and k-nearest neighbors (kNN) classifiers.
Introduction
Bilateral asymmetry is an inherent facial characteristic, which describes the left-right morphological differences [1] . It is well known that asymmetry is caused by functional, congenital or developmental factors [2] . Previous studies such as [3] [4] [5] [6] suggest that facial asymmetry can be used to estimate the age group, gender and race. A relationship between symmetry and sexual dimorphism has been investigated in [3] . The study suggests that symmetry and gender-specific features are related in male and female faces. Similarly, in [4] , the authors observed that facial masculinization covaries with bilateral asymmetry in males' faces. A relationship between asymmetry and age has been discussed in [5, 6] . The studies suggest that facial asymmetry becomes more pronounced with aging.
Previously, facial asymmetry has been measured and evaluated across aging variations in [2, 6, 7] . In [2] , asymmetry has been measured on 3D face images to perform orthognathic surgery for treatment of facial asymmetry. The study also evaluates the contributions of facial soft tissues, dental and skeletal differences in the development of facial asymmetry. In [5] , the relationship between facial asymmetry and age has been investigated on 3D face images. The study suggests that asymmetry is an inherent facial characteristic that increases with age. Densely sampled asymmetric facial features (DSAF) have been proposed in [6] to recognize face images across aging variations. In [7] , horizontal and vertical asymmetric dimensions have been used to estimate the age group of a query face image. The knowledge learned from age group estimation is then used to recognize face images across aging variations. Facial asymmetry-based descriptors have been used in [8] for demographic estimation and face recognition tasks.
In most of the existing methods, face descriptors based on asymmetry have been used to recognize face images. In contrast, facial asymmetry based anthropometric dimensions have been used only in Reference [7] for age group estimation task. In contrary to the previous methods, in this study we aim to explore the impact of gender and ethnicity on facial asymmetry based anthropometric dimensions. More precisely, we will measure and evaluate facial asymmetry across gender and different ethnic groups. Moreover, we will use a linear regression model to explore the impact of gender and ethnicity on facial asymmetry based anthropometric dimensions.
Such a study will be significant for a number of practical applications such as the development of personal protective equipment like respiratory protective equipment (RPE) [9] and the development of computer models for planning plastic surgeries [10] . The effectiveness of RPE relies heavily upon respirator fit and is thus influenced directly by facial dimensions. Facial dimension changes are influenced by such factors as facial asymmetry, gender, and ethnicity [11, 12] . Therefore, it is mandatory for RPE researchers, design engineers and manufacturers to address all design and use issues that can potentially impact the efficacy of RPE. For example, in case of tight-fitting face-pieces a good seal with the wearer's face is mandatory to avoid any leakage. A fit test based on facial asymmetric dimensions can ensure that RPE would protect the wearer. Planning facial plastic surgery requires prior knowledge of asymmetric facial dimensions in accordance with the gender and ethnicity of patient because facial asymmetry is related with attractiveness [13] . Therefore, it is incumbent upon plastic surgeons to retain asymmetric facial dimensions during the procedure. A computer-assisted tool may be used to preview the possible surgery results incorporating the asymmetric dimensions to maintain the desired level of facial attractiveness. However, identification of demographic informative asymmetric facial dimensions has not been investigated to any significant degree. In this study, we aim to identify such demographic informative dimensions using a linear regression model. The motivation of this study is to answer the following questions.
(i) Does facial asymmetry vary across gender and ethnicity? (ii) What is correlation between facial asymmetry of male and female faces? (iii) What is correlation between facial asymmetry of different ethnic groups? (iv) What is the impact of gender and ethnicity on asymmetric anthropometric dimensions?
The main contributions of this study are as follows.
(i) To the best of our knowledge, this is the first study to evaluate facial asymmetry variations across gender and ethnicity. (ii) Using a linear regression model, we have identified such asymmetric dimensions which are significant to discriminate the subjects belonging to different populations. (iii) A neural network classifier has been used to classify face images based on gender and ethnicity.
Rest of this study is organized as follows. Section 2 describes some related studies on facial demographic analysis. Experiments and results are presented in Section 3. Section 4 analyses the results while Section 5 concludes this study.
Literature Review
There is a considerable literature on facial demographic analysis using anthropometric measurements. Milutinovic et al. [14] utilized facial proportions to evaluate face beauty. A correlation was established between given face images, symmetry and an ideal set of proportions to differentiate between anonymous and attractive females. The authors conclude that attractive faces bear uniformity between different facial sub-regions. Kim et al. [15] , evaluated the facial appearance of young women against a preferred face appearance and compared the results with the general population. Zhuang et al. [16] evaluated the facial anthropometric variations across age groups, gender and race for face images. The authors observed significant variations in facial anthropometric variations between male and female faces of different ethnic groups across different age groups.
The above presented methods suggest that the impact of demographic variations on facial asymmetry has not been investigated to any significant level. Being a demographic informative feature, there is need to explore the differences in facial asymmetry among different populations of varying ethnicity and gender. In the following sections, we propose a linear regression-based approach to analyze the impact of gender and ethnicity on asymmetric facial dimensions.
Methods
In this section, we present the proposed methodology and details of its different stages including image datasets, preprocessing, dimensions selection, regression analysis and development of regression model and its validation. was established between given face images, symmetry and an ideal set of proportions to differentiate between anonymous and attractive females. The authors conclude that attractive faces bear uniformity between different facial sub-regions. Kim et al. [15] , evaluated the facial appearance of young women against a preferred face appearance and compared the results with the general population. Zhuang et al. [16] evaluated the facial anthropometric variations across age groups, gender and race for face images. The authors observed significant variations in facial anthropometric variations between male and female faces of different ethnic groups across different age groups. The above presented methods suggest that the impact of demographic variations on facial asymmetry has not been investigated to any significant level. Being a demographic informative feature, there is need to explore the differences in facial asymmetry among different populations of varying ethnicity and gender. In the following sections, we propose a linear regression-based approach to analyze the impact of gender and ethnicity on asymmetric facial dimensions.
In this section, we present the proposed methodology and details of its different stages including image datasets, preprocessing, dimensions selection, regression analysis and development of regression model and its validation. 
Image Datasets
To determine the impact of demographic traits (gender and ethnicity) on asymmetric dimensions, we selected two standard face image datasets, called MORPH II (termed as MORPH in the rest of the study) [17] and FERET [18] . These datasets have been used extensively in demographic estimation and recognition tasks such as [7, 8, 19] . The MORPH dataset contains 55,000 unique face images of more than 13,000 subjects. The dataset contains face images of male and female subjects across different ethnicities including African, European, Asian, Hispanic and others. The FERET dataset contains 3580 face images of 1196 male and female subjects belonging to Asian, European, African, Hispanic, and other ethnicities. In this study, we selected 10,458 frontal face images from the MORPH database to form a subset of frontal face images such that there is one image per subject. Similarly, 1020 frontal face images were selected from the FERET dataset. The distribution of the face images by gender and ethnicity is shown in Table 1 . Some example face images from the MORPH and FERET datasets are shown in Figure 2 . 
Preprocessing
Face images were first preprocessed to remove unwanted background appearances followed by an alignment procedure based on supervised decent method (SDM) [20] such that all face images have equal interpupillary distance. The main steps of the SDM method are shown in Algorithm 1. More precisely, the SDM relies on a regressor that is started from a raw initial shape guess based on mean landmarks initialized using face detector and progressively refines this estimate using descent directions and bias terms , resulting in a final shape estimate . Contrary to the original work [20] , we use landmarks detected by Face++ API. The descent directions and the bias terms are learned by minimizing the following objective function in training. 
where, are facial landmarks detected using Face++ API [21] . Figure 3 shows example preprocessed face images from MORPH and FERET datasets. 
Face images were first preprocessed to remove unwanted background appearances followed by an alignment procedure based on supervised decent method (SDM) [20] such that all face images have equal interpupillary distance. The main steps of the SDM method are shown in Algorithm 1. More precisely, the SDM relies on a regressor that is started from a raw initial shape guess g o based on mean landmarks initialized using face detector and progressively refines this estimate using descent directions d n and bias terms b n , resulting in a final shape estimate g n . Contrary to the original work [20] , we use landmarks detected by Face++ API. The descent directions and the bias terms are learned by minimizing the following objective function in training.
arg min
where, g + are facial landmarks detected using Face++ API [21] . Figure 3 shows example preprocessed face images from MORPH and FERET datasets.
Algorithm 1 Face alignment using SDM method
Input: Face image f, decent directions d n , bias terms b n , initial guess g o
Output: Final estimate g n . 
Collection of Asymmetric Dimensions
Once face images were aligned, the coordinates of selected landmarks were used to calculate 28 bilateral facial measurements expressed in millimeters reference to the fixed eye coordinates as shown in Figure 4 . The eyes were chosen as reference points because these are the most salient features of the face [22] . Euclidean distances was used to calculate the bilateral measurements. Finally, the right sided facial measurements ERi were subtracted from the corresponding left sided measurements ELi to calculate the asymmetric facial dimensions Di as illustrated in Equation (2) . (2) This approach enables the calculation of anthropometric asymmetric dimensions. Algorithm 2 shows the main steps involved in calculating asymmetric facial dimensions.
To verify the reliability of the chosen method in detecting asymmetric dimensions, we compute the same set of asymmetric dimensions using the active appearance model (AAM) [23] for landmarks detection followed by an image processing software application called ImageJ [24] for recording bilateral distances. For this purpose, first we computed the mean and standard deviation of each of the asymmetric dimensions obtained using the selected method given in Algorithm 2 before data normalization. Figures 5 and 6 respectively present the mean values for the MORPH and FERET datasets in the form of box plots. The corresponding standard deviations are shown in Figures 7 and  8 for the MORPH and FERET datasets, respectively. The values were expressed in millimeters, with males and females grouped, and considering the five ethnic groups including European, African, Asian, Hispanic and others. We compared the Intraclass Correlation Coefficients (ICC), and coefficient of variation (CV) for both methods to test the reliability in detecting asymmetric dimensions. The proposed approach resulted in ICC > 0.90 with p-value < 0.001 and ICC > 0.92 with p-value < 0.001 for MORPH and FERET datasets respectively. 
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Once face images were aligned, the coordinates of selected landmarks were used to calculate 28 bilateral facial measurements expressed in millimeters reference to the fixed eye coordinates as shown in Figure 4 . The eyes were chosen as reference points because these are the most salient features of the face [22] . Euclidean distances was used to calculate the bilateral measurements. Finally, the right sided facial measurements ERi were subtracted from the corresponding left sided measurements ELi to calculate the asymmetric facial dimensions Di as illustrated in Equation (2). (2) This approach enables the calculation of anthropometric asymmetric dimensions. Algorithm 2 shows the main steps involved in calculating asymmetric facial dimensions.
To verify the reliability of the chosen method in detecting asymmetric dimensions, we compute the same set of asymmetric dimensions using the active appearance model (AAM) [23] for landmarks detection followed by an image processing software application called ImageJ [24] for recording bilateral distances. For this purpose, first we computed the mean and standard deviation of each of the asymmetric dimensions obtained using the selected method given in Algorithm 2 before data normalization. The eyes were chosen as reference points because these are the most salient features of the face [22] . Euclidean distances was used to calculate the bilateral measurements. Finally, the right sided facial measurements ER i were subtracted from the corresponding left sided measurements EL i to calculate the asymmetric facial dimensions D i as illustrated in Equation (2).
This approach enables the calculation of anthropometric asymmetric dimensions. Algorithm 2 shows the main steps involved in calculating asymmetric facial dimensions.
To verify the reliability of the chosen method in detecting asymmetric dimensions, we compute the same set of asymmetric dimensions using the active appearance model (AAM) [23] for landmarks detection followed by an image processing software application called ImageJ [24] for recording bilateral distances. For this purpose, first we computed the mean and standard deviation of each of the asymmetric dimensions obtained using the selected method given in Algorithm 2 before data normalization. For the proposed method, CV < 4.3% for MORPH and CV < 4.5% for FERET. In contrast, AAM algorithm with ImageJ resulted in ICC > 0.87 with p-value < 0.001 and ICC > 0.89 with p-value < 0.001 for MORPH and FERET datasets, respectively. Similarly, CV < 4.8% each for MORPH and FERET datasets is achieved for AAM with ImageJ method. The comparative results show that the proposed method is more reliable in detecting asymmetric dimensions compared to AAM with ImageJ toolbox.
Data Normalization
Data normalization aims to make values of different variables lie within the same ranges. In certain scenarios, the variable values may be too small or large and the variables with higher values may affect the development of a model, despite their insignificance. Such scenarios require data normalization before developing regression models. To this end, we use respective mean and variance to normalize the variable values as shown in Equation (3) [25] .
where, ̂ is the normalized data variable, is the ith value of the jth variable, ̅ is mean of the jth variable and denotes the standard deviation. This type of normalization is called linear normalization with zero mean and unit variance.
Data Analysis
To correlate the facial asymmetry between different populations, the mean values of the normalized asymmetric dimensions were calculated and plotted in Figure 9a  The facial asymmetry patterns for both male and female subjects are nearly identical in shape and shown increase for the lower parts of the face which is mainly due to the functional adaptation of masticatory activity in these parts as suggested in Reference [26] .  Facial asymmetry is slightly more pronounced in males compared to females. This is due to a difference in growth patterns and facial proportions between males and females [27] . Moreover, the masticatory frequencies are significantly higher in males resulting in pronounced facial asymmetry for lower part of the face [28] .  Like gender, facial asymmetry patterns are nearly identical for all ethnic groups. However, face images from African and "other" ethnic groups have more pronounced asymmetry compared to rest of the groups. This occurrence could be explained by the larger facial dimensions and development of increased masticatory activity of the subjects from these ethnic groups [11, 29] . For the proposed method, CV < 4.3% for MORPH and CV < 4.5% for FERET. In contrast, AAM algorithm with ImageJ resulted in ICC > 0.87 with p-value < 0.001 and ICC > 0.89 with p-value < 0.001 for MORPH and FERET datasets, respectively. Similarly, CV < 4.8% each for MORPH and FERET datasets is achieved for AAM with ImageJ method. The comparative results show that the proposed method is more reliable in detecting asymmetric dimensions compared to AAM with ImageJ toolbox.
Data Normalization
where,ŝ ij is the normalized data variable, s ij is the ith value of the jth variable, s j is mean of the jth variable and σ j denotes the standard deviation. This type of normalization is called linear normalization with zero mean and unit variance.
Data Analysis
To correlate the facial asymmetry between different populations, the mean values (µ) of the normalized asymmetric dimensions were calculated and plotted in Figure 9a • The facial asymmetry patterns for both male and female subjects are nearly identical in shape and shown increase for the lower parts of the face which is mainly due to the functional adaptation of masticatory activity in these parts as suggested in Reference [26] .
•
Facial asymmetry is slightly more pronounced in males compared to females. This is due to a difference in growth patterns and facial proportions between males and females [27] . Moreover, the masticatory frequencies are significantly higher in males resulting in pronounced facial asymmetry for lower part of the face [28] .
• Like gender, facial asymmetry patterns are nearly identical for all ethnic groups. However, face images from African and "other" ethnic groups have more pronounced asymmetry compared to rest of the groups. This occurrence could be explained by the larger facial dimensions and development of increased masticatory activity of the subjects from these ethnic groups [11, 29] . 
Regression Analysis
In this study, the 28 asymmetric dimensions were used as explanatory variables, while gender and ethnicity have been used as dependent variables. To analyze the co-relation between multiple explanatory variables and dependent variables, we propose to use a multiple regression model. The choice of the regression model is motivated by its ability to handle the unbalanced sample sizes present in the dataset. For example, the number of subjects with Asian origin are very small compared to African and European subjects. Secondly, due to absence of any interactions in the model, the individual demographic features are independent of each other. More precisely, we can assess the effect of a single variable, keeping all other variables constant. The linear model aims to find the best possible linear combination of independent variables that produces a predicted result as close as possible to the observed result across all the subjects. The regression model has been fit using the SPSS software. This software is chosen due to its powerful analytical features.
In the following analysis, European male subjects were assumed to form the baseline with asymmetric dimensions measured in millimeters and then individual effects were estimated for the rest of the demographic groups, i.e., females, and four ethnic groups (African, Asian, Hispanic, and others). We report the results of linear regression model in Tables 2 and 3 for MORPH and FERET datasets, respectively. We report the average change from baseline to a group value along with standard error (SE) for each group value. The SE is a measure of the accuracy of predictions. 
In the following analysis, European male subjects were assumed to form the baseline with asymmetric dimensions measured in millimeters and then individual effects were estimated for the rest of the demographic groups, i.e., females, and four ethnic groups (African, Asian, Hispanic, and others). We report the results of linear regression model in Tables 2 and 3 for MORPH and FERET datasets, respectively. We report the average change from baseline to a group value along with standard error (SE) for each group value. The SE is a measure of the accuracy of predictions. Consider the asymmetric dimension D1 with baseline average of 0.50 in Table 2 . This shows that a European male subject would have asymmetric dimension D1 equal to 0.50 mm as predicted by linear regression model. In contrast, a female subject would have a smaller asymmetric dimension D1 by 1.25 mm. Similarly, a subject from African ethnicity would have a larger asymmetric dimension D1 by 1.75 mm.
Analysis of the Results
In this section, we analyze the regression results to check the impact of gender and ethnicity on facial asymmetry.
Gender
The asymmetric anthropometric measurements show that female subjects have smaller asymmetric dimensions compared to that of male subjects. The asymmetric dimensions D8, D9 and D10 are not significantly different from male faces. The most prominent difference between male and female subjects is observed for asymmetric dimensions D2, D3, and D4. One can observe that out of 28 dimensions, female subjects differ in 25 dimensions from male subjects. There is no significant difference between male and female subjects for symmetric dimensions D8, D9, and D10. This is because the cheek area contains more fat giving it a flatter look for both male and female subjects. The most significant difference is for asymmetric dimensions belonging to the eyebrows area (D2 through D4). This is because female subjects use facial makeup which cofound the left and right sided facial symmetry in female subjects [30] . Unless synthetic, the real make up contains bilateral differences among the deep face makeup areas such as eyes [31] . We also observe a major difference between male and female subjects for asymmetric dimensions including D17, D18, and D19. This difference can be attributed to narrow nose bridge for female subjects compared to male subjects. The highest asymmetric distance between male and female subjects belongs to asymmetric dimension D18 which is 5.00 mm, both for the MORPH and FEERET datasets suggesting the most asymmetric dimension of male subjects.
A collinearity check is one of the most important checks of the linear regression model, which aims to analyze the co-relation between the explanatory variables. Where one or more explanatory variables are collinear, they show a weak discriminative power. In this study we have used collinearity analysis to show the co-relation between base-line and demographic-adjusted asymmetric dimensions. Figure 11a ,b show the collinearity analysis for base line asymmetric dimensions versus gender-adjusted asymmetric dimensions for MORPH and FERET datasets respectively. It depicts that dimensions D8, D9 and D10 are most insignificant asymmetric dimensions and thus carry no discriminative information between two demographic groups. 
Ethnicity

African vs. European
The African subjects have more asymmetric facial dimensions compared to European subjects. The comparative results suggest that out of 28 dimensions, Africans have 25 dimensions significantly different from Europeans, with the exception of D14, D15, and D16. This is because Africans have wide faces, with relatively wider nose, and thicker lips. This results in larger asymmetric facial measurements for the subjects belonging to African ethnicity. In contrast, Europeans have thinner 
Ethnicity
African vs. European
The African subjects have more asymmetric facial dimensions compared to European subjects. The comparative results suggest that out of 28 dimensions, Africans have 25 dimensions significantly different from Europeans, with the exception of D14, D15, and D16. This is because Africans have wide faces, with relatively wider nose, and thicker lips. This results in larger asymmetric facial measurements for the subjects belonging to African ethnicity. In contrast, Europeans have thinner lips owing to a genetic trait [32] . The collinearity analysis shown in Figure 12a ,b suggest that the most significant differences occur for the asymmetric dimensions D17, D18, and D19 ranging from 3.5 mm to 4.25 mm both for MORPH and FERET datasets, owing to wider nose bridge of the Africans compared to the Europeans. The results suggest that most of the asymmetric dimensions are larger for Africans than European subjects.
Symmetry 2018, 10, x FOR PEER REVIEW 13 of 23 lips owing to a genetic trait [32] . The collinearity analysis shown in Figure 12a ,b suggest that the most significant differences occur for the asymmetric dimensions D17, D18, and D19 ranging from 3.5 mm to 4.25 mm both for MORPH and FERET datasets, owing to wider nose bridge of the Africans compared to the Europeans. The results suggest that most of the asymmetric dimensions are larger for Africans than European subjects. 
Asian vs. European
The results show that the Asian subjects have relatively smaller asymmetric dimensions compared to Europeans except D1 to D8 dimensions, ranging from a minimum of −2.25 to maximum of 2.25 mm. The dimensions D5, D6, and D7 are not significantly different from the baseline dimensions of the Europeans. This is because Asian subjects have smaller eyes compared to Europeans making the corresponding asymmetric dimensions small. There is significant difference between asymmetric dimensions D14, D15, and D16, suggesting prominent facial asymmetry across the length of the face. Collinearity analysis for the baseline versus Asian ethnicity adjusted asymmetric dimensions has been shown in Figure 13a ,b for the MORPH and FERET datasets, respectively. It is evident that the dimensions D14, D15, and D16 are the most significant in discriminating the two ethnic groups. 
Hispanic vs. European
Hispanic subjects have smaller asymmetric dimensions including D1 through D10 compared to European subjects. The results suggest that there is no significant difference between asymmetric dimensions of Hispanic against European subjects, except D1, D2, D3, and D4. This is because, Hispanic subjects have relatively smaller eyes making small asymmetric dimensions. The collinearity analysis shown in Figure 14a ,b for MORPH and FERET datasets suggests that there is no significant difference between asymmetric dimensions D13 through D17 between the subjects belonging to Hispanic and European ethnicities owing to similar face width of the subjects belonging to both ethnicities.
Hispanic subjects have smaller asymmetric dimensions including D1 through D10 compared to European subjects. The results suggest that there is no significant difference between asymmetric dimensions of Hispanic against European subjects, except D1, D2, D3, and D4. This is because, Hispanic subjects have relatively smaller eyes making small asymmetric dimensions. The collinearity analysis shown in Figure 14a ,b for MORPH and FERET datasets suggests that there is no significant difference between asymmetric dimensions D13 through D17 between the subjects belonging to Hispanic and European ethnicities owing to similar face width of the subjects belonging to both ethnicities. 
Other Ethnicities vs. European
The subjects from other ethnic group differ from European subjects mainly in asymmetric dimensions D15, D16, D17, D18 and D19. These dimensions are higher for the subjects belonging to other ethnic groups compared to the European subjects. The collinearity analysis given in Figure 15a ,b for MORPH and FERET datasets show that the most of the asymmetric dimensions are different for these two ethnic groups.
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The subjects from other ethnic group differ from European subjects mainly in asymmetric dimensions D15, D16, D17, D18 and D19. These dimensions are higher for the subjects belonging to other ethnic groups compared to the European subjects. The collinearity analysis given in Figure  15a ,b for MORPH and FERET datasets show that the most of the asymmetric dimensions are different for these two ethnic groups. 
Validation of Linear Regression Model
To validate the performance of linear model in identifying the most discriminative asymmetric dimensions among different demographic groups, we used the post-hoc Tukey test. This test was used to search for the significant statistical differences between base line and different demographic groups. The post-hoc test results shown in Tables 4 and 5 for the MORH and FERET datasets, respectively, indicate the significance level of average change from base line to each demographic group value. A direct comparison between the significance levels reported in Tables 2 and 3 show consistency with post-hoc results reported in Tables 4 and 5 for MORPH and FERET datasets, respectively. This validates the efficacy of the proposed linear model in identifying gender and ethnic-informative asymmetric dimensions. 
Gender and Ethnicity Classification
After dimension detection, we aim to perform gender and race classification based on asymmetric dimensions. For this purpose, we train a neural network classifier, which takes asymmetric dimensions as the input for the classification task. As we want to perform gender and race classification, we train two separate classifiers with different number of neurons in the output layer. The choice of this classifier is motivated by its superior performance for the underlying classification task. As shown in Figure 16 , the neural network classifier we use takes the asymmetric dimensions as input and outputs the gender or race classification.
The neural network structure shown in Figure 16 has three layers: input, hidden and output, and is trained from scratch using stochastic gradient method [33] . The input layer accepts 28 asymmetric dimensions as the input. The hidden layer is followed by an output layer which is learned to classify face images into one of the two groups, male or female in case of gender classification task. In case of ethnicity classification, a face image is classified into one of the five ethnic groups, i.e., European, African, Asian, Hispanic or others. For ethnicity classification task, the output layer contains five neurons, while for gender classification task, there are two neurons in the output layer. The nodes of hidden layer are connected with the input and the output layers via two fully connected layers of weights. The training cycle of a neural network classifier consists of three steps. First, a training example is passed through the network to update the outputs of the nodes. The output of a node is computed in terms of its previous layer input and a sigmoid function [33] . Second, the classification errors are back-propagated to update the nodes using the gradient decent on L2 loss function. Finally, the current node weights are updated using the updated node outputs and gradient decent. This three step procedure is repeated for each training example in each training epoch. It is worthwhile to note that a five-fold cross validation methodology is adopted in training the neural network classifiers, such that training and test accuracies are well balanced.
classification errors are back-propagated to update the nodes using the gradient decent on L2 loss function. Finally, the current node weights are updated using the updated node outputs and gradient decent. This three step procedure is repeated for each training example in each training epoch. It is worthwhile to note that a five-fold cross validation methodology is adopted in training the neural network classifiers, such that training and test accuracies are well balanced. Once trained, our classifiers can be used to predict the gender or ethnicity of a test face image by taking the argmax as classifier output. The classification accuracy of the network is calculated in terms of correctly classified face images out of the total number of test images.
Gender and Ethnicity Classification Experiments
To assess the performance of neural network classifiers, we use the following two experimental settings.
(i) Split the gender and ethnicity subsets from MORPH into 70% training data and 30% test data and evaluate the classification performance. (ii) We use gender and ethnicity subsets from FERET as test data and train the classifiers on the corresponding MORPH subsets. This allows us to check the cross-dataset performance of classifiers. Tables 6 and 7 respectively display the classification accuracies for gender and ethnicity classification tasks on MORPH and FERET datasets. Once trained, our classifiers can be used to predict the gender or ethnicity of a test face image by taking the argmax as classifier output. The classification accuracy of the network is calculated in terms of correctly classified face images out of the total number of test images.
(i) Split the gender and ethnicity subsets from MORPH into 70% training data and 30% test data and evaluate the classification performance. (ii) We use gender and ethnicity subsets from FERET as test data and train the classifiers on the corresponding MORPH subsets. This allows us to check the cross-dataset performance of classifiers. Tables 6 and 7 respectively display the classification accuracies for gender and ethnicity classification tasks on MORPH and FERET datasets. From Table 6 , we observe that neural network classifier results in classification accuracy of 83.97% and 83.00% for male and female subjects, respectively, on the MORPH subset. In case of the FERET dataset accuracies of 82.50% and 82.11% are achieved for male and female subjects, respectively. Similarly, the neural network classifier achieves classification accuracies of 80.50%, 82.00%, 81.23%, 80.75% and 83.51% for European, African, Asian, Hispanic and other ethnic groups, respectively, on the MORPH dataset. In case of the FERET subsets, classification accuracies of 80.01%, 80.65%, 80.30%, 79.64.00% and 83.00% are achieved for European, African, Asian, Hispanic and other ethnic groups, respectively. Finally, gender classification accuracies of 77.95% and 77.13% are achieved by the state-of-the-art Face++ API as shown in Table 6 .
We also compare the gender and race classification accuracies of neural network classifier with those achieved with SVM [34] and kNN classifiers. As shown in Table 6 , our classifier achieves overall gender classification accuracies of 83.48% and 82.30% on the MORPH and FERET datasets, respectively. In contrast, SVM [34] classifier achieves overall gender classification accuracies of 79.95% and 79.56% for male and female subjects, respectively. Similarly, kNN classifier gives overall gender classification accuracies of 78.12% and 77.70% for the MORPH and FERET datasets, respectively. As shown in Table 7 , for ethnicity classification task, the neural network classifier achieves overall accuracies of 81.59% and 80.72% on the MORPH and FERET datasets, respectively. In contrast, SVM classifier [34] gives accuracies of 79.13% and 78.92% on the MORPH and FERET datasets, respectively. Similarly, kNN classifier achieves overall accuracy of 77.88% on the MORPH dataset and 76.71% on the FERET dataset. Face++ API [21] achieves overall ethnicity classification accuracy of 77.16% on the MORPH dataset and 76.18% on the FERET dataset.
From the above presented results, we make the following key observations.
• This study suggests that anthropometric asymmetric dimensions may provide an indication of gender and ethnicity. The evaluation results suggest that male faces are more asymmetric than female faces. Similarly, the face images of the subjects from African and other ethnic groups show more pronounced asymmetry followed by Asians, Hispanics and Europeans, respectively.
•
We used a linear regression model to evaluate the impact of gender and ethnicity on facial asymmetry. It is observed that certain anthropometric asymmetric dimensions are significantly different among the subjects from varying gender and ethnicities.
As the designs of facial masks that are not compatible with the asymmetric measurements could result in undesired events, the anthropometric analysis presented in this study could be significant for design of RPE and planning facial cosmetic surgery. We also train a neural network classifier from scratch to use asymmetric dimensions for gender and ethnicity classification.
The classification results on the MORPH and FERET datasets show that the neural network classifier outperforms other classifiers including SVM [34] and kNN for the underlying tasks. The better performance of this classifier can be attributed to its ability to generate complex decision boundaries in the feature space. Second, the parameters of the first layer can be optimized for underlying classification task. The SVM classifier generates relatively lower classification accuracies. This is because SVM merely computes global matching scores using Euclidean distance between training and test samples. This global matching is very sensitive to variations in asymmetric dimensions of the subjects belonging to different population. Similarly, the poor performance of the kNN classifier can be attributed to its inherent limitation of generating classification errors on a small subset of discriminative features [35] . Facial anthropometric based gender and race classification accuracies outperform state-of-the-art Face++ API [21] . The better performance can be attributed to fact that different population has different bilateral facial asymmetry. Thus, gender and ethnicity-specific dimensions result into better classification performance.
The generalization ability of the proposed method was evaluated using cross-database testing of the FERET on the MORPH dataset. As expected, cross-database testing accuracies are lower than intra-database testing. As shown in Tables 6 and 7 , the gender and ethnicity classification accuracies are still comparable to intra-database testing. This shows the generalization ability of the proposed method in classifying face images across gender and ethnicity.
The results presented in Table 6 show that the classification accuracies for male subjects are slightly higher than the female subjects. This is because male faces are more asymmetric than female faces. This is in line facial asymmetry evaluation presented in Section 3. Similarly, from results presented in Table 7 show the highest classification accuracies for the subjects belonging to other ethnic groups, followed by African, Asian, Hispanic and Europeans. This is because faces of the subjects from other ethnicities are more asymmetrical than the rest of the groups. The ethnicity classification results are also in line with our asymmetry evaluation results presented in Section 3.
Conclusions
This paper has highlighted the impact of gender and ethnicity on asymmetric anthropometric dimensions. The statistical results suggest that there are significant differences in asymmetric facial dimension between male and female subjects. We noted similar trends among the subjects belonging to five distinct ethnicities, including European, Asian, African, Hispanic and others. The study suggests that (i) facial asymmetry varies with gender and race; (ii) the proposed linear regression model is a reliable method to detect gender and ethnicity-specific asymmetric dimensions; and (iii) both the gender and ethnicity affects the asymmetric facial dimensions significantly. Taken together, our findings compare well with post-hoc Tukey test outcomes, both for the MORPH and FERET datasets; (iv) the anthropometric asymmetric facial dimensions can be effectively used to classify face images belonging to different population. We observed that a neural network classifier trained from scratch for gender and race classification task can outperform the traditional classifiers, such as SVM and kNN. Finally, we observed that a neural network classifier trained from scratch for gender and race classification task can outperform the traditional classifiers, such as SVM and kNN.
We believe that these findings could be important to certain applications like the design and manufacture of RPE, as well as computer-aided techniques for planning plastic surgery. The future research directions may include the analysis of age-wise impact of gender and ethnicity on facial asymmetric dimensions. 
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