We study the parameterized complexity of approximating the k-Dominating Set (DomSet) problem where an integer k and a graph G on n vertices are given as input, and the goal is to find a dom-
INTRODUCTION
In the dominating set problem (DomSet), we are given an undirected graph G on n vertices and an integer k, and the goal is to decide whether there is a subset of vertices S ⊆ V (G) of size k such that every vertex outside S has a neighbor in S (i.e., S dominates every vertex in G and is thus called a dominating set). Often regarded as one of the classical problems in computational complexity, DomSet was first shown to be NP-complete in the seminal work of Karp [43] 1 .
Given the strong negative results for k-DomSet discussed in the previous paragraph, it is natural to ask whether we can somehow incorporate the ideas from the area of approximation algorithms to come up with a fix parameter approximation (FPT-approximation) algorithm for k-DomSet. To motivate the notion of FPT-approximation algorithms, first notice that the seemingly reasonable O (log n)approximation given by the greedy algorithm can become unjustifiable when the optimum k is small since it is even possible that the overhead paid is unbounded in terms of k. As a result, FPTapproximation algorithms require the approximation ratios to be bounded only in terms of k; specifically, for any computable function F , we say that an algorithm is an F (k )-FPT-approximation algorithm for k-DomSet if it runs in FPT time and, on any input (G,k ) such that the minimum dominating set of G is of size at most k, it outputs a dominating set of size at most F (k ) · k.
This brings us to the main question addressed in our work: Is there an F (k )-FPT-approximation algorithm for k-DomSet for some computable function F ? This question, which dates back to late 1990s (see, e.g., [30] ), has attracted significant attention in literature [11-13, 18-20, 29-31, 38] . In fact, it is even listed in the seminal textbook of Downey and Fellows [29] as one of the six "most infamous" open questions 3 in the area of Parameterized Complexity. While earlier attempts fell short of ruling out either F (k ) that is super constant or all FPT algorithms (see Section 1.2 for more details), the last couple of years have seen significant progresses on the problem. In a remarkable result of Chen and Lin [19] , it was shown that no FPTapproximation for k-DomSet exists for any constant ratio unless W [1] = FPT. They also proved that, assuming ETH, the inapproximability ratio can be improved to log 1/4−ε k for any constant ε > 0. Very recently, Chalermsook et al. [13] proved, under the Gap Exponential Time Hypothesis (Gap-ETH) 4 , that no F (k )-approximation algorithm for k-DomSet exists for any computable function F . Such non-existence of FPT-approximation algorithms is referred to in literature as the total FPT-inapproximability of k-DomSet.
Although Chalermsook et al. 's result on the surface seems to settle the parameterized complexity of approximating dominating set, several aspects of the result are somewhat unsatisfactory. First, while Gap-ETH may be plausible, it is quite strong and, in a sense, does much of the work in the proof. Specifically, Gap-ETH itself already gives the gap in hardness of approximation; once there is such a gap, it is not hard 5 to build on it and prove other inapproximability results. As an example, in the analogous situation in NP-hardness of approximation, once one inapproximability result can be shown, others follow via relatively simple gap-preserving reductions (see, e.g., [55] ). On the other hand, creating a gap in the first place requires the PCP Theorem [7, 8] , which involves several new technical ideas such as local checkability of codes and proof composition 6 . Hence, it is desirable to bypass Gap-ETH and prove total FPT-inapproximability under assumptions that do not involve hardness of approximation in the first place. Drawing a parallel to the theory of NP-hardness of approximation once again, it is imaginable that a success in bypassing Gap-ETH may also reveal a "PCP-like Theorem" for parameterized complexity.
An additional reason one may wish to bypass Gap-ETH for the total FPT-inapproximability of k-DomSet is that the latter is a statement purely about parameterized complexity, so one expects it to hold under a standard parameterized complexity assumption. Given that Chen and Lin [19] proved W[1]-hardness of approximating k-DomSet to within any constant factor, a concrete question here is whether we can show W[1]-hardness of approximation for every function F (k ):
Open Question 1. Can we base the total FPT-inapproximability of k-DomSet on W [1] FPT?
Another issue not completely resolved by [13] is the running time lower bound. While the work gives a quite strong running time lower bound that rules out anyT (k )·n o (k ) -time F (k )-approximation algorithm for any computable functions T and F , it is still possible that, say, an O (n 0.5k )-time algorithm can provide a very good (even constant ratio) approximation for k-DomSet. Given the aforementioned O (n k −ε ) running time lower bound for exact algorithms of k-DomSet by Pătras , cu and Williams [57] , it seems reasonable to ask whether such a lower bound can also be established for approximation algorithms:
Open Question 2. Is it hard to approximate k-DomSet in O (n k−ε )time?
This question has perplexed researchers, as even with the running time of, say, O (n k −0.1 ), no F (k )-approximation algorithm is known for k-DomSet for any computable function F .
Our Contributions
Our contributions are twofold. Firstly, at a higher level, we prove parameterized inapproximabilty results for k-DomSet, answering the two aforementioned open questions (and more). Secondly, at a lower level, we demonstrate a connection between communication complexity and parameterized inapproximability, allowing us to translate running time lower bounds for parameterized problems into parameterized hardness of approximation. This latter part of the contribution extends ideas from a recent breakthrough of Abboud et al. [3] , who discovered similar connections and used them to establish inapproximability for problems in P. In this subsection, we only focus on the first part of our contributions. The second part will be discussed in detail in Section 2.
Parameterized Inapproximability of Dominating Set. Our first batch of results are the inapproximability results for k-DomSet under various standard assumptions in parameterized complexity and fine-grained complexity: W[1] FPT, ETH, SETH and the k-SUM Hypothesis. First, we show total inapproximability of k-DomSet under W[1] FPT. In fact, we show an even stronger 7 inapproximation ratio of (log n) 1/poly(k ) : 7 Note that the factor of the form (log n) 1/poly(k ) is stronger than that of the form F (k ). To see this, assume that we have an F (k )-FPT-approximation algorithm for some computable function F . We can turn this into a (log n) 1/poly(k ) -approximation algorithm by first checking which of the two ratios is smaller. If F (k ) is smaller, then just run the F (k )-FPT-approximation algorithm. Otherwise, use brute force search to solve the problem. Since the latter case can only occur when n ≤ exp(F (k ) poly(k ) ), we have that the running time remains FPT. Theorem 1.1. Assuming W [1] FPT, no FPT time algorithm can approximate k-DomSet to within a factor of (log n) 1/poly(k ) .
Our result above improves upon the constant factor inapproximability result of Chen and Lin [19] and resolves the question of whether we can base total FPT inapproximability of k-DomSet on a purely parameterized complexity assumption. Furthermore, if we are willing to assume the stronger ETH, we can even rule out all T (k ) · n o (k ) -time algorithms: Theorem 1.2. Assuming ETH, no T (k ) · n o (k ) -time algorithm can approximate k-DomSet to within a factor of (log n) 1/poly(k ) .
Note that the running time lower bound and approximation ratio ruled out by the above theorem are exactly the same as those of Charlermsook et al. 's result based on Gap-ETH [13] . In other words, we successfully bypass Gap-ETH from their result completely. Prior to this, the best known ETH-based inapproximability result for k-DomSet due to Chen and Lin [19] ruled out only (log 1/4+ε k )-
Assuming the even stronger SETH, we can rule out O (n k −ε )-time approximation algorithms for k-DomSet, matching the running time lower bound from [57] while excluding not only exact but also approximation algorithms. We note, however, that the approximation ratio we get in this case is not (log n) 1/poly(k ) anymore, but rather (log n) 1/poly(k,e (ε )) for some function e, which arises from SETH and the Sparsification Lemma [40] . Theorem 1.3. There is a function e : R + → N such that, assuming SETH, for every integer k ≥ 2 and for every ε > 0, no O (n k −ε )time algorithm can approximate k-DomSet to within a factor of (log n) 1/poly(k,e (ε )) .
Finally, to demonstrate the flexibility of our proof techniques (which will be discussed at length in the next section), we apply the framework to the k-SUM Hypothesis 8 which yields an n ⌈k /2⌉−ε running time lower bound for approximating k-DomSet as stated below. Theorem 1.4. Assuming the k-SUM Hypothesis, for every integer k ≥ 3 and for every ε > 0, no O (n ⌈k /2⌉−ε )-time algorithm can approximate k-DomSet to within a factor of (log n) 1/poly(k ) .
We remark here that the k-SUM problem is known to be W[1]hard [2, 27] and our proof of Theorem 1.4 indeed yields an alternative proof of W[1]-hardness of approximating k-DomSet (Theorem 1.1). Nevertheless, we provide a different self-contained W[1]hardness reduction directly from Clique since the ideas there are also useful for our ETH-hardness result (Theorem 1.2).
Comparison to Previous Works
In addition to the lower bounds previously mentioned, the parameterized inapproximability of k-DomSet has also been investigated in several other works [11, 20, 31, 38] . Specifically, Downey et al. [31] showed that obtaining an additive constant approximation for k-DomSet is W[2]-hard. On the other hand, in [20, 38] , the authors ruled out (log k ) 1+ε -approximation in time exp(exp((log k ) 1+ε )) · poly(n) for some fixed constant ε > 0 by assuming ETH and the projection game conjecture proposed in [53] . Further, Bonnet et al. [11] ruled out (1 + ε)-FPT-approximation, for some fixed constant ε > 0, assuming Gap-ETH 9 . We note that, with the exception of W[2]-hardness results [27, 31] , our results subsume all other aforementioned lower bounds regarding k-DomSet, both for approximation [11, 13, 19, 20, 38] and exact algorithms [17, 57] .
While our techniques will be discussed at a much greater length in the next section (in particular we compare our technique with [3] in Section 2.2), we note that our general approach is to first show inapproximability of a parameterized variant of the Label Cover problem called MaxCover and then reduce MaxCover to k-DomSet. The first step employs the connection between communication complexity and inapproximability of MaxCover, whereas the second step follows directly from the reduction in [13] (which is in turn based on [33] ). While MaxCover was not explicitly defined until [13] , its connection to k-DomSet had been implicitly used both in the work of Pătras , cu and Williams [57] and that of Chen and Lin [19] .
From this perspective, the main difference between our work and [13, 19, 57] is the source of hardness for MaxCover. Recall that Pătras , cu and Williams [57] ruled out only exact algorithms; in this case, a relatively simple reduction gave hardness for the exact version of MaxCover. On the other hand, both Chalermsook et al. [13] and Chen and Lin [19] ruled out approximation algorithms, meaning that they needed gaps in their hardness results for MaxCover. Chalermsook et al. obtained their initial gap from their assumption (Gap-ETH), after which they amplified it to arrive at an arbitrarily large gap for MaxCover. On the other hand, [19] derived their gap from the hardness of approximating Maximum k-Intersection shown in Lin's earlier breakthrough work [49] . Lin's proof [49] made use of certain combinatorial objects called threshold graphs to prove inapproximability of Maximum k-Intersection. Unfortunately, this construction was not very flexible, in the sense that it produced MaxCover instances with parameters that were not sufficient for proving total-FPT-inapproximability for k-DomSet. Moreover, his technique (i.e., threshold graphs) was limited to reductions from k-Clique and was unable to provide a tight running time lower bound under ETH. By resorting to the connection between MaxCover and communication complexity, we can generate MaxCover instances with wider ranges of parameters from much more general assumptions, allowing us to overcome the aforementioned barriers.
Organization. Section 2 gives the overview of our contribution; it covers most of the main ideas including the proof sketch of our W[1]-hardness of approximation result (Theorem 1.1). After that, in Section 3, we define additional notations and preliminaries needed to formalize our proofs. Section 4 provides a definition for Product Space Problems (PSP) and rewrites the hypotheses in these terms. Next, in Section 5, we establish a general theorem converting
CONNECTING COMMUNICATION COMPLEXITY AND PARAMETERIZED INAPPROXIMABILITY: AN OVERVIEW
This section is devoted to presenting our connection between communication complexity and parameterized inapproximability (which is one of our main contributions as discussed in the introduction) and serves as an overview for all the proofs in this paper. As mentioned previously, our discovery of this connection is inspired by the work of Abboud et al. [3] who showed the connection between the communication protocols and hardness of approximation for problems in P. More specifically, they showed how a Merlin-Arthur protocol for Set Disjointness with certain parameters implies the SETH-hardness of approximation for a problem called PCP-Vectors and used it as the starting point to prove inapproximability of other problems in P. We extend this idea by identifying a communication problem associated with each of the complexity assumptions (W [1] FPT, ETH, SETH and k-SUM Hypothesis) and then prove a generic theorem that translates communication protocols for these problems to conditional hardness of approximation for a parameterized variant of the Label Cover problem called MaxCover [13] . Since the hardness of MaxCover is known to imply the hardness of k-DomSet [13] (see Section 3.2), we have arrived at our inapproximability results for k-DomSet. As the latter part is not the contribution of this paper, we will focus on explaining the connection between communication complexity and the hardness of approximating MaxCover, which is defined below. Definition 1. The input for MaxCover is a label cover instance Γ, which consists of a bipartite graph G = (U ,W ; E) such that U is partitioned into U 1 ∪ · · · ∪U q and W is partitioned into W 1 ∪ · · · ∪W h . We refer to U i 's and W j 's as left and right super-nodes of Γ.
A solution to MaxCover is called a labeling, which is a subset of vertices S ⊆ W formed by picking a vertex w j from each W j (i.e., |S ∩ W j | = 1 for all j ∈ [h]). We say that a labeling S covers a left super-node U i if there exists a vertex u i ∈ U i such that u i is a neighbor of every vertex in S. The goal in MaxCover is to find a labeling that covers the maximum fraction of left super-nodes.
For concreteness, we focus on the W[1]-hardness proof (Theorem 1.1); at the end of this subsection, we will discuss how this fits into a larger framework that encapsulates other hypotheses as well.
For the purpose of our current discussion, it suffices to think of MaxCover as being parameterized by h, the number of right supernodes; from this viewpoint, we would like to show that it is W[1]hard to approximate MaxCover to within (log n) 1/poly(h) factor. For simplicity, we shall be somewhat imprecise in our overview below, all proofs will be formalized later in the paper.
We reduce from the k-Clique problem, which is well-known to be W[1]-hard [27] . The input to k-Clique is an integer k and a graph which we will call G ′ = (V ′ ,E ′ ) to avoid confusion with the label cover graph. The goal is to determine whether G ′ contains a clique of size k. Recall that, to prove the desired W[1]-hardness, it suffices to provide an FPT-reduction from any k-Clique instance (G ′ ,k ) to approximate MaxCover instance G = (U ,W ; E); this is an FPT-time reduction such that the new parameter h is bounded by a function of the original parameter k. Furthermore, since we want a hardness of approximation result for the latter, we will also show that, when (G ′ ,k ) is a YES instance of k-Clique, there is a labeling of G that covers all the left super-nodes. On the other hand, when (G ′ ,k ) is a NO instance of k-Clique, we wish to show that every labeling of G will cover at most 1/(log n) 1/poly(h) fraction of the left super-nodes.
If we had such a reduction, then we would have arrived at the total FPT-inapproximability of MaxCover under W[1] FPT. But, how would we come up with such a reduction? We will do this by devising a specific kind of protocol for a communication problem!
A Communication Problem for k-Clique
The communication problem related to k-Clique we consider is a multi-party problem where there are h = k 2 players, each associated with a two-element subset {i, j} of [k]. The players cannot communicate with each other. Rather, there is a referee that they can send messages to. Each player {i, j} is given two vertices u The communication protocol that we are looking for is a one-round protocol with public randomness and by the end of which the referee is the one who outputs the answer. Specifically, the protocol proceeds as follows. First, the players and the referee together toss r random coins. Then, each player sends an ℓ-bit message to the referee. Finally, the referee decides, based on the messages received and the randomness, either to accept or reject. The protocol is said to have perfect completeness and soundness s if (1) when there is a desired clique, the referee always accepts and (2) when there is no such clique, the referee accepts with probability at most s. The model described here is referred to in the literature as the multiparty Simultaneous Message Passing (SMP) model [9, 34, 70] . We refer to a protocol in the SMP model as an SMP protocol.
From Communication Protocol to MaxCover. Before providing a protocol for the previously described communication problem, let us describe how to turn the protocol into a label cover instance and v as the alleged i-th and j-th vertices of the clique.
• Let q = 2 r . We associate each element in [q] with an r -bit string.
For each γ ∈ {0, 1} r , the left super-node U γ contains one node corresponding to each accepting configuration on randomness γ ; that is, for each h-tuple of ℓ-bit strings (m {1,2} , . . . ,
eree on randomness γ and message m {1,2} , . . . ,m {k −1,k } from all the players accepts. • The edges in E are defined as follows. Recall that a node a in a right super-node W {i,j } corresponds to an input that each player receives in the protocol. For each γ ∈ {0, 1} r , suppose the message produced on this randomness by the {i, j}-th player on the input corresponding to a is m a,γ . We connect a to every accepting configuration on randomness γ that agrees with the message m a,γ . Specifically, for every γ ∈ {0, 1} r , a is connected
Consider any labeling S ⊆ W . It is not hard to see that, if we run the protocol where the {i, j}-th player is given the edge corresponding to the unique element in S ∩ W {i,j } as an input, then the referee accepts a random string γ ∈ {0, 1} r if and only if the left super-node U γ is covered by the labeling S. In other words, the fraction of the left super-nodes covered by S is exactly equal to the acceptance probability of the protocol. This means that if (G ′ ,k ) is a YESinstance of k-Clique, then we can select S corresponding to the edges of a k-clique and every left super-node will be covered. On the other hand, if (G ′ ,k ) is a NO-instance of k-Clique, there is no subset S that corresponds to a valid k-clique, meaning that every labeling S covers at most s fraction of the edges. Hence, we have indeed arrived at hardness of approximation for MaxCover. Before we move on to describe the protocol, let us note that the running time of the reduction is poly(2 r +ℓh , |E ′ |), which also gives an upper bound on the number of vertices in the label cover graph G.
SMP Protocol. Observe first that the trivial protocol, where every player sends the whole input to the referee, does not suffice for us because the message length ℓ is Ω(log n), meaning that the running time of the reduction is n Ω(h) = n Ω(k 2 ) which is not FPT time.
Nevertheless, there still is a simple protocol that does the job. Notice that the input vertices u {i,j } i and u {i,j } j given to Player {i, j} are already promised to form an edge. Hence, the only thing the referee needs to check is whether each alleged vertex of the clique sent to different players are the same; namely, he only needs to verify that, for every
In other words, he only needs to check equalities for each of the k unknowns. The equality problem and its variants are extensively studied in communication complexity (see, e.g., [46, 70] ). In our case, the protocol can be easily derived using any error-correcting code. Specifically, for an outcome γ ∈ {0, 1} r of the random coin tosses, every Player {i, j} encodes each of his input (u In the protocol described above, the message length ℓ is now only two bits (one bit per vertex), the randomness r used is logarithmic in the block length of the code, the soundness s is one minus the relative distance of the code. If we use a binary code with constant rate and constant relative distance (aka good codes), then r will be simply O (log log n); this means that the running time of the reduction is poly(n, exp(O (k 2 ))) as desired. While the soundness in this case will just be some constant less than one, we can amplify the soundness by repeating the protocol multiple times independently; this increases the randomness and message length, but it is still not hard to see that, with the right number of repetitions, all parameters lie within the desired ranges. With this, we have completed our sketch for the proof of W[1]-hardness of approximating MaxCover.
A Framework for Parameterized Hardness of Approximation
The W[1]-hardness proof sketched above is an example of a much more general connection between communication protocol and the hardness of approximating MaxCover. To gain insight on this, consider any function f :
. This function naturally induces both a communication problem and a computational problem. The communication problem for f is one where there are k players, each player i receives an input a i ∈ X i , and they together wish to compute f (a 1 , . . . ,a k ). The computational problem for f , which we call the Product Space Problem 10 of f (abbreviated as PSP( f )), is one where the input consists of subsets
The sketch reduction to MaxCover above in fact not only applies to the specific communication problem of k-Clique: the analogous construction is a generic way to translate any SMP protocol for the communication problem of any function f to a reduction from PSP( f ) to MaxCover. To phrase it somewhat differently, if we have an SMP protocol for f with certain parameters and PSP( f ) is hard to solve, then MaxCover is hard to approximate.
This brings us to the framework we use in this paper. It consists of only two steps. First, we rewrite the problem in the hypotheses as Product Space Problems of some family of functions F . This gives us the conditional hardness for solving PSP(F ). Second, we devise an SMP protocol for every function f ∈ F . Given the connection outlined in the previous paragraph, this automatically yields the parameterized hardness of approximating MaxCover.
To gain more intuition into the framework, note that in the case of k-Clique above, the function f ∈ F we consider is just the function f :
a copy of the edge set. The function f "checks" that the edges selected form a clique, i.e., that, for every i ∈ [k], the alleged i-th vertex of the clique specified in the {i, j}-coordinate is equal for every j i. Since this is a generalization of the equality function, we call such a class of functions "multi-equality". It turns out that 3-CNF-SAT can also be written as PSP of multi-equality; each X i contains assignments to 1/k fraction of the clauses and the function f checks that each variable is assigned the same value across all X i 's they appear in. A protocol essentially the same as the one given above also works in this setting and immediately gives our 10 The naming comes from the product structure of the domain of f .
ETH-hardness result (Theorem 1.2)! Unfortunately, this does not suffice for our SETH-hardness. In that case, the function used is the k-way set disjointness; this interpretation of SETH is well-known (see, e.g., [69] ) and is also used in [3] . Lastly, the k-SUM problem is already written in PSP form where f is just the Sum-Zero function that checks whether the sum of k specified numbers equals to zero.
Let us note that in the actual proof, we have to be more careful about the parameters than in the above sketch. Specifically, the reduction from MaxCover to k-DomSet from [13] incurs a blow-up in size that is exponential in terms of the number of vertices in each left super-node (i.e., exponential in |U γ |). This means that we need |U 1 |, . . . , |U r | = o(log n). In the context of communication protocol, this translates to keeping the message length O (log log n)
where O (·) hides a sufficiently small constant. Nevertheless, for the protocol for k-Clique reduction (and more generally for multiequality), this does not pose a problem for us since the message length before repetitions is O (1) bits; we can make sure that we apply only O (log log n) repetitions to the protocol.
For Sum-Zero, known protocols either violate the above requirement on message length [54] or use too much randomness [67] . Nonetheless, a simple observation allows us to compose Nisan's protocol [54] and Viola's protocol [67] and arrive at a protocol with the best of both parameters. This new protocol may also be of independent interest beyond the scope of our work.
On the other hand, well-known communication complexity lower bounds on set disjointness [10, 42, 61] rule out the existence of protocols with parameters we wish to have! [3] also ran into this issue; in our language, they got around this problem by allowing the referee to receive an advice. This will also be the route we take. Even with advice, however, devising a protocol with the desired parameters is a technically challenging issue. In particular, until very recently, no protocol for set disjointness with O (log log n) message length (and o(n) advice length) was known. This was overcome in the work of Rubinstein [63] who used algebraic geometric codes to give such a protocol for the two-player case. We extend his protocol in a straightforward manner to the k-player case; this extension was also suggested to us by Rubinstein [62] .
A diagram illustrating the overview of our approach can be found in Figure 1 .
Comparison to Abboud et al. The main result of Abboud et al. [3] is their SETH-hardness of the gap label cover problem which they call PCP-Vectors. In fact, PCP-Vectors is equivalent to MaxCover when h = 2 (i.e., the number of right super nodes is two). However, formulating the label cover problem as MaxCover is beneficial for us as our goal it to reduce to graph problems.
In their work, they merge the roles of the referee and the first player as it is necessary to achieve the goal of proving hardness of approximation for important problems in P (which are usually defined on one or two sets of vectors). However, by doing this the details of the proof become a little convoluted. On the contrary, our framework with the SMP model is arguably a cleaner framework to work with and it works well for our goal of proving hardness of approximation for parameterized problems. Reduction from [13] (Section 3.2) Figure 1 : Overview of Our Framework. The first step is to reformulate each hypothesis in terms of hardness of a PSP problem, which is done in Section 4. Using the connection between SMP protocols and MaxCover outlined earlier (and formalized in Section 5), our task is now to devise SMP protocols with certain parameters for the corresponding communication problems. These protocols are stated without proofs in Section 5.2; the proofs can be found in the full version [45] .
Finally, we note that our observation that the hardness of approximating MaxCover can be obtained from any arbitrary hypothesis as long as there is an underlying product structure (as formalized via PSPs) is a new contribution of this paper.
PRELIMINARIES AND BACKGROUNDS
We use standard graph terminology. Let G be any graph. The vertex and edge sets of G are denoted by V (G) and E (G), respectively. We say that a subset of vertices 
Problem Definitions
• Clique. In the k-Clique problem, we are given a graph G, and the goal is to decide whether G has a clique of size k. • k-SAT. In the k-SAT problem (k-CNF-SAT), we are given a CNF formula Φ with at most k literals in a clause and the goal is to decide whether Φ is satisfiable. the goal is to determine whether there exist x 1 ∈ S 1 , . . . ,x k ∈ S k such that x 1 + · · · + x k = 0. That is, we wish to pick one integer from each subset so that they sum to zero. • MaxCover. Recall that we already defined the MaxCover problem in the previous section (Definition 1). For succinctness, we define an additional notation here: given a label cover instance
, we abuse the notation MaxCover and use it for the optimum as well, i.e.,
The terminologies for MaxCover are from [13] . Note, however, that our definitions are phrased somewhat different than theirs; in our definitions, the input graphs are the so-called label-extended graphs whereas in their definitions, the input graphs are the constraint graphs. Nevertheless, it is not hard to see that the two versions are in fact equivalent. Another difference is that we use MaxCover to denote the fraction of left super-nodes covered by the optimal labeling whereas [13] uses the notion for the number of covered left super-nodes. The former notation is somewhat more convenient for us as the value is between zero and one.
Hardness of DomSet from MaxCover
The relation between MaxCover and DomSet has been observed in literature. The k-prover system introduced by Feige in [33] can be casted as a special case of MaxCover with projection property, and it has been shown that this proof system can be transformed into an instance of DomSet. We note, however, that the optimal value of the DomSet instance produced by Feige's k-prover system has size dependent on the number of left super-nodes rather than k, the number of right super-nodes. Recently, Chalermsook et al. [13] observed that even without the projection property, the relation between MaxCover and DomSet still holds, and the value of the optimal solution can be reduced to k. This is stated formally below.
Theorem 1 (Reduction from MaxCover to DomSet [13] ). There is an algorithm that, given a MaxCover instance
The Hypotheses
We now discuss the hypotheses on which our results are based.
W [1] FPT Hypothesis. The first hypothesis is W [1] FPT, which is one of the most popular hypotheses used in the area of parameterized complexity since many fundamental parameterized problems turn out to be W[1]-hard. For the interest of space, we do not give the full definition of W-hierarchy; we refer the readers to standard textbook in the field (e.g. [23, 29] ) for the definition and discussions regarding the hierarchy. Rather, since it is well-know that k-Clique is W[1]-complete, we will use a more convenient formulation of W [1] FPT, which simply states that k-Clique is not in FPT:
FPT Hypothesis). For any computable function T : N → N, no algorithm can solve k-Clique in T (k ) · poly(n) time where n denotes the number of vertices in the input graph.
Exponential Time Hypothesis and Strong Exponential Time Hypothesis. Our second hypothesis is the Exponential Time Hypothesis (ETH), which can be stated as follows.
Hypothesis 2 (Exponential Time Hypothesis (ETH) [39, 40, 66] ). There exists δ > 0 such that no algorithm can solve 3-CNF-SAT in O (2 δ n ) time where n is the number of variables. Moreover, this holds even when restricted to formulae in which each variable appears in at most three clauses.
Note that the original version of the hypothesis from [39] does not enforce the requirement that each variable appears in at most three clauses. To arrive at the above formulation, we first apply the Sparsification Lemma of [40] , which implies that we can assume without loss of generality that the number of clauses m is O (n). We then apply Tovey's reduction [66] which produces a 3-CNF instance with at most 3m + n = O (n) variables and every variable occurs in at most three clauses. This means that the bounded occurrence restriction is also without loss of generality.
We will also use a stronger hypothesis called the Strong Exponential Time Hypothesis (SETH): Hypothesis 3 (Strong Exponential Time Hypothesis (SETH) [39, 40] ). For every ε > 0, there exists k = k (ε) ∈ N such that no algorithm can solve k-CNF-SAT in O (2 (1−ε )n ) time where n is the number of variables. Moreover, this holds even when the number of clauses m is at most c (ε ) · n where c (ε) denotes a constant that depends only on ε.
Again, we note that, in the original form [39] , the bound on the number of clauses is not enforced. However, the Sparsification Lemma [40] allows us to do so without loss of generality.
k-SUM Hypothesis. Our final hypothesis is the k-SUM Hypothesis, which can be stated as follows.
Hypothesis 4 (k-SUM Hypothesis [1] ). For every integer k ≥ 3 and every ε > 0, no O (n ⌈k /2⌉−ε ) time algorithm can solve k-SUM where n denotes the total number of input integers, i.e., n = |S 1 | + · · · + |S k |.
Moreover, this holds even when M = n 2k .
The above hypothesis is a natural extension of the more well-known 3-SUM Hypothesis [35, 56] , which states that 3-SUM cannot be solved in O (n 2−ε ) time for any ε > 0. Moreover, the k-SUM Hypothesis is closely related to the question of whether SUBSET-SUM can be solved in O (2 (1/2−ε )n ) time; if the answer to this question is negative, then k-SUM cannot be solved in O (n k /2−ε ) time for every ε > 0,k ∈ N. We remark that, if one is only willing to assume this latter weaker lower bound of O (n k /2−ε ) instead of O (n ⌈k /2⌉−ε ), our reduction would give an O (n k /2−ε ) running time lower bound for approximating k-DomSet. Finally, we note that the assumption that M = n 2k can be made WLOG since there is a randomized reduction from the general version of the problem (where M is, say, 2 n ) to this version of the problem and this reduction can be derandomized under a certain circuit complexity assumption [2] .
PRODUCT SPACE PROBLEMS AND POPULAR HYPOTHESES
In this section, we define a class of computational problems called Product Space Problems (PSP). As the name suggests, a problem in this class is defined on a class of functions whose domain is a k-ary Cartesian Product, i.e., f : X 1 × · · · × X k → {0, 1}. The input of the problem are subsets 11 A 1 ⊆ X 1 , . . . ,A k ⊆ X k , and the goal is to determine whether there exists (a 1 , . . . ,a k ) ∈ A 1 × · · · × A k such that f (a 1 , . . . ,a k ) = 1. The size of the problem is determined by max In all the PSPs considered in this paper, the input length m(N ,k ) is always at most poly(k ) · log N and f N ,k is always computable in time poly(m (N ,k ) ). In such a case, there is a trivial N k +o k (1) -time algorithm to solve PSP(k, F , N ): enumerating all (a 1 , . . . ,a k ) ∈ A 1 × · · · × A k and check whether f N ,k (a 1 , . . . ,a k ) = 1. The rest of this section is devoted to rephrasing the hypotheses (SETH, ETH, W [1] FPT and the k-SUM Hypothesis) in terms of lower bounds for PSPs. The function families F 's, and running time lower bounds will depend on the hypotheses. For example, SETH will corresponds to set disjointness whereas W [1] FPT will correspond to a generalization of equality called "multi-equality"; the former will give an N k (1−o (1)) running time lower bound whereas the latter only rules out FPT time algorithms.
We would like to remark that the class of problems called 'locallycharacterizable sets' introduced in [37] and the class of counting problems called 'counting local patterns' introduced in [36] are closely related to PSPs.
k-SUM Hypothesis
To familiarize the readers with our notations, we will start with the k-SUM Hypothesis, which is readily in the PSP form. Namely, the functions in the family are the Sum-Zero functions that checks if the sum of k integers is zero:
where we think of each x i as a number in [−2 m−1 , 2 m−1 − 1], and the addition is over Z.
The function family F SumZero can now be defined as follows. 
Set Disjointness and SETH
We recall the k-way disjointness function, which has been studied extensively in literature (see, e.g., [47] and references therein).
The function family F Disj c can now be defined as follows. All that remains is to show the construction of A . For every partial assignment σ to the variables x (i−1) * (n/k )+1 , . . . ,x i * (n/k ) we build an m-bit vector a σ ∈ A ϕ i as follows: ∀j ∈ [m], we have a σ (j) = 0 is σ satisfies the j th clause, and a σ (j) = 1 otherwise (i.e., the clause is not satisfied, or its satisfiability is indeterminate). It is easy to verify that there exists (a 1 , . . . ,a k ) ∈ A ϕ 1 × · · · × A ϕ k such that Disj m,k (a 1 , . . . ,a k ) = 1 if and only if ϕ is satisfiable.
We remark that we can prove a similar statement as that of Proposition 4.2 for ETH: assuming ETH, there exists k 0 such that for every k > k 0 there exists c := c k 0 ∈ N such that no O (N o (k ) )-time algorithm can solve PSP(k, F Disj c , N ) for all N ∈ N. However, instead of associating ETH with Disj, we will associate with the Boolean function MultEq (which will be defined in the next subsection) and its corresponding PSP. This is because, associating ETH with MultEq provides a more elementary proof of Theorem 1.2 (in particular we will not need to use algebraic geometric codes -which are essentially inevitable if we associate ETH with Disj).
W[1] FPT Hypothesis and ETH
Again, we recall the k-way Equality function which has been studied extensively in literature (see, e.g., [4, 6, 16, 22, 48, 58] ). Definition 6 (Equality). Let k,m ∈ N. The function Eq m,k :
Unfortunately, the PSP associated with Eq is in fact not hard: given sets A 1 , . . . ,A k , it is easy to find whether they share an element by just sorting the combined list of A 1 ∪ · · · ∪ A k . Hence, we will need a generalization of the equality function to state our hard problem. Before we do so, let us first state an intermediate helper function, which is a variant of the usual equality function where some of the k inputs may be designed as "null" and the function only checks the equality over the non-null inputs. We call this function the Selective-Equality (SelEq) function. For notational convenience, in the definition below, each of the k inputs is now viewed as (x i ,y i ) ∈ {0, 1} m−1 × {⊥, ⊤}; if y i = ⊥, then (x i ,y i ) represents the "null" input.
Definition 7 (Selective-Equality). Let k,m ∈ N. The function SelEq m,k :
Next, we introduce the variant of Eq whose associated PSP is hard under W [1] FPT and ETH. In the settings of both Equality and Selective-Equality defined above, there is only one unknown that is given in each of the k inputs a 1 ∈ A 1 , . . . ,a k ∈ A k and the functions check whether they are equal. The following function, which we name Multi-Equality, is the t-unknown version of Selective-Equality. Specifically, the i th part of the input is now a tuple ((x i,1 ,y i,1 ), . . . , (x i,t ,y i,t )) where x i,1 , . . . ,x i,t are bit strings representing the supposed values of the t unknowns while, similar to Selective-Equality, each y i,q ∈ {⊥, ⊤} is a symbol indicating whether (x i,q ,y i,q ) is the "null" input. Below is the formal definition of MultEq; note that for convenience, we use (
as a shorthand for ((x i,1 ,y i,1 ), . . . , (x i,t ,y i,t )), i.e., the i th part of the input.
Definition 8 (Multi-Equality). Let k,t ∈ N and let m ∈ N be any positive integer such that m is divisible by t. Let m ′ = m/t. The function MultEq m,k,t : k ((x 1,q ,y 1,q ) , . . . , (x k,q ,y k,q )).
Next, we define the family F MultEq ; note that in the definition below, we simply choose t (k ), the number of unknowns, to be k + k 2 + k 3 . As we will see later, this is needed for ETH-hardness. For W[1]-hardness, it suffices to use a smaller number of variables. However, we choose to define t (k ) in such a way so that we can conveniently use one family for both ETH and W[1]-hardness.
We next show a reduction from k-Clique to PSP(k ′ , F MultEq ) where k ′ = k 2 . The overall idea of the reduction is simple. First, we associate the integers in [k ′ ] naturally with the elements of [k ] 2 . We then create the sets A {i,j } {i,j } ⊆[k ],i j in such a way that each element of the set A {i,j } corresponds to picking an edge between the i-th and the j-th vertices in the supposed k-clique. Then, MultEq is used to check that these edges are consistent, i.e., that, for every i ∈ [k], a {i,j } and a {i,j ′ } pick the same vertex to be the i th vertex in the clique for all j, j ′ ∈ [k] \ {i}. This idea is formalized in the following proposition and its proof. Proof. Given a Clique instance 12 (G,k ), the reduction proceeds as follows. For convenience, we assume that the vertex set V (G) is [N ]. Furthermore, we associate the elements of [k ′ ] naturally with the elements of [k ] 2 . For the sake of conciseness, we sometimes abuse notation and think of {i, j} as an ordered pair (i, j) where i < j.
Note that in the definition above, we view u,v and 0 as ( m (N ′ ,k ′ ) /t (k ′ ) − 1)-bit strings, where m : N × N → N is as in Definition 9. Also note that each set A {i,j } has size at most N 2 = N ′ , meaning that (A {i,j } ) {i,j } ⊆[k ] is indeed a valid instance of PSP(k ′ , F MultEq , N ′ ). For brevity, below we will use f as a shorthand for MultEq m (N ′ ,k ′ ),k ′ ,t (k ′ ) . 12 We assume without loss of generality that G does not contain any self-loop.
(⇒) Suppose that (G,k ) is a YES instance for Clique, i.e., there exists a k-clique {u 1 , . . . ,u k } in G. Assume without loss of generality that u 1 < · · · < u k . We claim that f a
To see that this is the case, observe that for every q ∈ [t (k ′ )] and for every {i, j} ⊆ [k] such that i < j, we have either a ⊤) . This means that, SelEq a , we can recover the k-clique as follows. For each i ∈ [k], pick an arbitrary j (i) ∈ [k] that is not equal to i. Let u i be x * {i,j },i . We claim that u 1 , . . . ,u k forms a k-clique in G. To show this, it suffices to argue that, for every distinct i,i ′ ∈ [k], there is an edge between u i and u i ′ in G. To see that Proof. Suppose for the sake of contradiction that, for some computable function T : N → N, there is aT (k )·poly(N ) time algorithm A that can solve PSP(k, F MultEq , N ) for every N ,k ∈ N. We will show that this algorithm can also be used to solve k-Clique parameterized by k in FPT time.
Given an instance (G,k ) of k-Clique, we first run the reduction from Proposition 4.3 to produce an instance (A 1 , . . . ,A k ′ ) of PSP(k ′ , F MultEq , N ′ ) in poly(N ,k ) time where N = |V (G)|, N ′ = N 2 and k ′ = k 2 . We then run A on (A 1 , . . . ,A k ′ ), which takes time T (k ′ ) · poly(N ′ ). This means that we can also solve our k-
Next, we will prove ETH-hardness of PSP(k, F MultEq ). Specifically, we will reduce a 3-CNF-SAT instance ϕ where each variable appears in at most three clauses to an instance of PSP(k, F MultEq , N ) where N = 2 O (n/k ) and n denotes the number of variables in ϕ. The overall idea is to partition the set of clauses into k parts of equal size and use each element in A j to represent a partial assignment that satisfies all the clauses in the j th partition. This indeed means that each group has size 2 O (n/k ) as intended. However, choosing the unknowns are not as straightforward as in the reduction from k-Clique above; in particular, if we view each variable by itself as an unknown, then we would have n unknowns, which is much more than the designated t (k ) = k + k 2 + k 3 unknowns! This is where we use the fact that each variable appears in at most three clauses: we group the variables of ϕ together based on which partitions they appear in and view each group as a single variable. Since each variable appears in at most three clauses, the number of ways they can appear in the k partitions is k + k 2 + k 3 which is indeed equal to t (k ). The ideas are formalized below. The formal proof is provided in the full version [44] 
COMMUNICATION PROTOCOLS AND REDUCTION TO GAP LABEL COVER
In this section, we first introduce a communication model for multiparty communication known in literature as the Simultaneous Message Passing model. Then, we introduce a notion of "efficient" communication protocols, and connect the existence of such protocols to a reduction from PSP to a gap version of MaxCover.
Efficient Protocols in Simultaneous Message Passing Model
The two-player Simultaneous Message Passing (SMP) model was introduced by Yao [70] and has been extensively studied in literature [46] . In the multiparty setting, the SMP model is considered popularly with the number-on-forehead model, where each player can see the input of all the other players but not his own [9, 14] .
In this paper, we consider the multiparty SMP model where the inputs are given as in the number-in-hand model (like in [34, 68] ).
Simultaneous Message Passing Model. Let f : {0, 1} m×k → {0, 1}. In the k-player simultaneous message passing communication model, we have k players each with an input x i ∈ {0, 1} m and a referee who is given an advice µ ∈ {0, 1} * (at the same time when the players are given the input). The communication task is for the referee to determine if f (x 1 , . . . ,x k ) = 1. The players are allowed to only send messages to the referee. In the randomized setting, we allow the players and the referee to jointly toss some random coins before sending messages, i.e., we allow public randomness.
Next, we introduce the notion of efficient protocols, which are in a nutshell one-round randomized protocols where the players and the referee are in a computationally bounded setting.
Efficient Protocols. Let π be a communication protocol for a problem in the SMP model. We say that π is a (w,r , ℓ,s)-efficient protocol if the following holds:
• The referee receives w bits of advice.
• The protocol is one-round with public randomness, i.e., the following actions happen sequentially: (1) The players receive inputs and the referee receives his advice.
(2) The players and the referee jointly toss r random coins.
(3) Each player on seeing the randomness (i.e., results of r coin tosses) deterministically sends an ℓ-bit message to the referee. (4) Based on the advice, the randomness, and the total ℓ · k bits sent from the players, the referee outputs accept or reject. • The protocol has completeness 1 and soundness s, i.e.,
-If f (x 1 , . . . ,x k ) = 1, then there exists an advice on which the referee always accepts. -If f (x 1 , . . . ,x k ) = 0, then, on any advice, the referee accepts with probability at most s. • The players and the referee are computationally bounded, i.e., all of them perform all their computations in poly(m)-time.
The following proposition follows immediately from the definition of an efficient protocol and will be very useful in later sections for gap amplification.
Proposition 5.1. Let z ∈ N and π be a communication protocol for a problem in the SMP model. Suppose π is a (w,r , ℓ,s)-efficient protocol. Then there exists a (w,z · r ,z · ℓ,s z )-efficient protocol for the same problem.
Lower Bounds for Gap-MaxCover
The following theorem is our main conceptual contribution: we show below that the existence of efficient protocols can translate (exact) hardness of PSPs to hardness of approximating MaxCover. • The running time of the reduction is 2 w +r +ℓk poly(m(N ,k )).
h ; E µ ) has the following parameters: -Γ µ has at most Nk right nodes, i.e., |W µ | ≤ Nk, -Γ µ has k right super nodes, i.e., h = k, -Γ µ has 2 r left super nodes, i.e., q = 2 r , -Γ µ 's left alphabet size is at most 2 ℓk , i.e., |U
Proof. Given a (w,r , ℓ,s)-efficient protocol π of f N ,k and an instance (A 1 , . . . ,A k ) of PSP(k, F , N ), we will generate 2 w instances of MaxCover. Specifically, for each µ ∈ {0, 1} w , we construct an
of MaxCover as follows.
• Let h = k. For each j ∈ [h], the right super-node W µ j contains one node for each x j ∈ A j . • Let q = 2 r . For each random string γ ∈ {0, 1} r , the left-super node U µ γ contains one node for each of the possible accepting messages from the k players, i.e., each vertex in U µ γ corresponds to (m 1 , . . . ,m k ) ∈ ({0, 1} ℓ ) k where in the protocol π the referee, on an advice µ and a random string γ , accepts if the messages he received from the k players are m 1 , . . . ,m k .
• We add an edge between x j ∈ W µ j and (m 1 , . . . ,m k ) ∈ U µ γ if m j is equal to the message that j sends on an input x j and a random string γ in the protocol π .
Observe that there is a bijection between labelings of Γ µ and elements of A 1 × · · · × A k . Now consider a labeling S ⊆ W µ of Γ µ and the corresponding (x 1 , . . . ,x k ) ∈ A 1 × · · · × A k . For each random string γ ∈ {0, 1} r , observe that the referee accepts on an input (x 1 , . . . ,x k ), an advice µ, and a random string γ if and only if there is a vertex u ∈ U γ (corresponding to the messages sent by the players) that has an edge to every vertex in S. Therefore, the acceptance probability of the protocol on advice µ is the same as the fraction of left supernodes covered by S. The completeness and soundness then easily follows:
Completeness. If there exists (x 1 , . . . ,x k ) ∈ A 1 ×· · ·×A k such that f N ,k (x 1 , . . . ,x k ) = 1, then there is an advice µ ∈ {0, 1} w on which the referee always accepts for this input (x 1 , . . . ,x k ), meaning that the corresponding labeling covers every left super-node of Γ µ , i.e., MaxCover(Γ µ ) = 1.
Soundness. If f N ,k (x 1 , . . . ,x k ) = 0 for every (x 1 , . . . ,x k ) ∈ A 1 × · · · × A k , then, for any advice µ ∈ {0, 1} w , the referee accepts with probability at most s on every input (x 1 , . . . ,x k ) ∈ A 1 × · · · × A k . This means that, for any µ ∈ {0, 1} w , no labeling covers more than s fraction of left the super-nodes. In other words, MaxCover(Γ µ ) ≤ s for all µ ∈ {0, 1} w .
For the rest of this subsection, we will use the following shorthand. Let Γ = (U = U 1 ∪ · · · ∪ U q ,W = W 1 ∪ · · · ∪W h ; E) be a label cover instance, and we use the shorthand Γ(N ,k,r , ℓ) to say that the label cover instance has the following parameters:
• Γ has at most N k right nodes, i.e., |W | ≤ Nk, • Γ has k right super nodes, i.e., h = k, • Γ has 2 r left super nodes, i.e., q = 2 r , • Γ has left alphabet size of at most 2 ℓk , i.e., |U 1 |, . . . , |U q | ≤ 2 ℓk .
The rest of this section is devoted to combining Theorem 5.2 with the results in Section 4 to obtain conditional hardness for the gap-MaxCover problem, assuming that we have efficient protocols with certain parameters. These protocols are stated in Lemma 5.4, 5.6 and 5.9. The proofs are provided in the full version [44] .
Understanding the Parameters. Before we state the exact dependency of parameters, let us first discuss some intuition behind it. First of all, if we start with an instance of PSP(k, F , N ), Theorem 5.2 will produce 2 w instances of Γ(N ,k,r , ℓ). Roughly speaking, since we want the lower bounds from PSP to translate to MaxCover, we would like the number of instances to be N o (1) , meaning that we want w = o(log N ). Recall that in all function families we consider m = Θ k (log N ). Hence, this requirement is the same as w = o k (m).
Moreover, we would like the instance size of Γ(N ,k,r , ℓ) to also be O k (N ), meaning that the number of left vertices, 2 r +ℓk has to be O k (N ). Thus, it suffices to have a protocol where r + ℓk = o k (m).
If we additionally want the hardness to translate also to k-DomSet, the parameter dependencies become more subtle. Specifically, applying Theorem 1 to the MaxCover instances results in a blow-up of j ∈[q] k |U j | = 2 r · k 2 ℓk = 2 r +(log k ) ·2 ℓk . We also want this to be at most N o (1) , meaning that we need r + (log k ) · 2 ℓk = o(log N ) = o k (m). In other words, it suffices for us to require that ℓk < (log m) /β for some constant β > 1. The exact parameter dependencies are formalized below.
SETH.
In this subsubsection, we prove Theorem 1.3. where each player is given m bits as input, and the referee is given at most m /α bits of advice.
ETH.
In this subsubsection, we prove Theorem 1.2. Lemma 5.6. For every t,k ∈ N and every m ∈ N such that m is divisible by t, there is a (0,O ((log m) 2 ), (log 2 m) /2k, ( 1 /m) 1 /O (k t ) )-efficient protocol for MultEq m,k,t in the k-player SMP model.
W[1]
FPT. In this subsubsection, we prove Theorem 1.1. 
CONCLUSION AND OPEN QUESTIONS
We showed the parameterized inapproximability results for Another direction is to look beyond k-DomSet and try to prove inapproximability of other parameterized problems. Since k-DomSet is W[2]-complete, there are already known reductions from it to other W[2]-hard problems. Some of these reductions such as those for k-Set Cover, k-Hitting Set, k-DomSet on tournaments [28] and k-Contiguous Set [15] are gap-preserving reductions (in the sense of [13, Definition 3.4] ) and total inapproximability under W [1] FPT translate directly to those problems. In this sense, one may wish to go beyond W[2]-hard problems and prove hardness of approximation for problems in W [1] . One of the most well-studied W[1]complete problems is k-Clique which we saw earlier in our proof; in its optimization variant, one wishes to find a clique of maximum size in the graph. Note that in this case a k-approximation is trivial since we can just output one vertex. It was shown in [13] that no o(k )-approximation is possible in FPT time assuming Gap-ETH. Since this rules out all non-trivial approximation algorithms, such a non-existential result is also referred to as the total FPT-inapproximability of k-Clique. Hence, the question is whether one can bypass Gap-ETH for this result as well:
Open Question 4. Can we base total inapproximability of k-Clique on W[1] FPT or ETH?
Again, we note that known results do not even rule out 1.01-FPTapproximation algorithms for k-Clique under W[1] FPT or ETH.
Another direction is to look beyond parameterized complexity questions. As mentioned earlier, Abboud et al. [3] used the hardness of approximating of PCP-Vectors as a starting point of their inapproximability results of problems in P. Since MaxCover is equivalent to PCP-Vectors when the number of right super-nodes is two, it may be possible that MaxCover for larger number of right super-nodes can also be used to prove hardness of problems in P as well. At the moment, we do not have any natural candidate in this direction.
