We present a method for controlling the spatial properties of a high-order harmonic beam on a subcycle time scale. By adding a second-harmonic field to the driving laser field, we modify the spatiotemporal structure of the harmonic beam and manipulate it with attosecond resolution. Such a manipulation maps the subcycle dynamics of a recolliding electron to the spatial domain. DOI: 10.1103/PhysRevA.80.011806 PACS number͑s͒: 42.65.Ky, 42.65.Re Time-space coupling is commonly used in third-order processes to generate and manipulate femtosecond pulses ͓1͔. This coupling is also applied to map weak temporal variations to the spatial domain and therefore to enhance the sensitivity of the nonlinear measurements by orders of magnitude ͓2͔. One example is the measurement of femtosecond dynamics in solids, liquids, or gases via transient grating spectroscopy, in which weak temporal information is transferred into the spatial domain where it is measured against zero background ͓3͔. Extending this approach into the evolving field of attosecond science will play an important role in a broad range of experiments.
Time-space coupling is commonly used in third-order processes to generate and manipulate femtosecond pulses ͓1͔. This coupling is also applied to map weak temporal variations to the spatial domain and therefore to enhance the sensitivity of the nonlinear measurements by orders of magnitude ͓2͔. One example is the measurement of femtosecond dynamics in solids, liquids, or gases via transient grating spectroscopy, in which weak temporal information is transferred into the spatial domain where it is measured against zero background ͓3͔. Extending this approach into the evolving field of attosecond science will play an important role in a broad range of experiments.
With the advent of attosecond technology, time-resolved studies of the ultrafast dynamics of bound electrons have become feasible ͓4͔. Attosecond extreme ultraviolet ͑XUV͒ pulses can be produced during the interaction between a strong laser field and a gas of atoms. In each optical cycle of the laser field an electron is removed from the atom, accelerated by the strong laser field, and recollides with the parent ion ͓5,6͔. There are two approaches to perform time-resolved measurements with attosecond resolution. In one approach the attosecond pulse is used to pump a fast dynamic process ͓4͔. In the other approach the ionized electron is utilized as an ultrafast probe to measure molecular dynamics ͓7-10͔. Recently a significant breakthrough in the study of high harmonic generation ͑HHG͒ processes demonstrated that the recollision electron can probe different molecular orbitals. This advance allows the observation of internal dynamics in molecular systems. McFarland et al. ͓11͔ showed that high harmonics in N 2 molecules are generated by the interplay between the highest occupied molecular orbital ͑HOMO͒ and the HOMO-1 orbital. Smirnova et al. ͓12͔ demonstrated that tunnel ionization in CO 2 molecules launches a wave packet composed of the HOMO and HOMO-2 orbitals, which evolves during the optical cycle. Li et al. ͓13͔ showed that the HOMO orbital switches during a molecular vibration of NO 2 dimers. These studies open the door to the observation of internal electronic processes in molecules.
Common to these studies is the extraction of temporal information from the harmonic spectrum, in which the freeelectron dynamics, the structure of the orbitals and their temporal evolution are all imprinted. In small molecules the observation of the different orbitals can be achieved in a simple manner by scanning a single parameter of the light matter interaction such as the alignment angle ͓11͔, the bond length ͓13͔, or the laser intensity ͓12͔. However, internal electronic processes in complex molecules involve a large number of degrees of freedom which leads us to ask whether we can decouple the free-electron dynamics from the different orbitals and resolve them independently. Decoupling the numerous degrees of freedom requires increasing the dimensionality and the contrast of the measurement.
In this Rapid Communication we introduce an additional domain in the measurement of harmonic spectra via the macroscopic coupling between space and time. Spatiotemporal coupling in high harmonic generation has been shown to offer an important degree of control over the coherence properties of the harmonic radiation ͓14-16͔. Recently it has been demonstrated that HHG produced by a grating of rotationally excited molecules probe the excitation with notably high contrast ͓17͔. Here we introduce the concept of how one can engineer the space-time coupling in the strong field recollision process, in order to utilize the spatial domain in reconstruction of bound-state dynamics from harmonic spectra. We show both experimental and theoretical results supporting our predictions.
We couple space and time by manipulating the recollision process, adding a somewhat weaker second-harmonic ͑blue͒ field to the strong infrared ͑IR͒ laser field and controlling the relative delay between the two pulses and the relative size of the two beams. By changing the recollision time across the near field spatial distribution of a harmonic, we alter its phase front, and this is imprinted on the far-field spatial profile. The manipulation of the electron recollision dynamics therefore constitutes an induced optical element ͓18͔. In our case the dynamics is dominated by the recollision process. However, if the initial state changes between the time of ionization and recollision, this dynamics will also dramatically affect both the shape and the temporal properties of the induced element. Thus, attosecond dynamics will be imprinted on the far-field distribution of the high harmonics and can be resolved with subcycle accuracy and very high contrast. As a specific example, we will discuss ground-state dynamics in CO 2 molecules in the conclusion part of this Rapid Communication.
We introduce the basic mechanism of our approach by first analyzing the single atom response to the two-color field and then extending the analysis to include macroscopic ef-fects. In our experiment, the intensity of the blue light is 10% of the IR intensity. This means that the two-color electric field is strongly asymmetric in time with one half cycle being much stronger than the other for most delays. For any given delay we can identify two families of electron trajectories in each calculation, each with short and long trajectories that are released in the two different half cycles of the field ͓19͔. The complete harmonic spectrum generated by the two-color field consists of the coherent sum of the contributions from both families. However, for most delays the spectrum is strongly dominated by the family in which electrons are released in the stronger of the two half cycles and are reaccelerated back to the ion cores in the weaker half cycle ͓19͔. In the following we consider the influence of the red-blue delay on the electron dynamics for the short trajectory in the dominant family of trajectories ͓20͔.
In a one-color field, the short trajectory contribution to a high-order harmonic is characterized by its intensity dependent phase = ␣U p / , where U p / is the ponderomotive energy measured in units of the laser photon energy. The phase coefficient ␣ is directly related to the electron's travel time ͓21͔. For a bichromatic field with a given delay t d and a given red-blue intensity ratio, we calculate the phase coefficient ␣͑t d ͒ via the quasiclassical action as outlined in ͓21͔ for a monochromatic field. As is the case for a one-color field, ␣͑t d ͒ varies with return energy. We concentrate here on a return energy of E ret =1U p , corresponding to harmonics in the low-plateau range of the spectrum. Figure 1 shows the variation in ␣͑t d ͒ with delay. The figure shows that ␣ varies by a factor of 2 and that the variation is asymmetric: there is a slow increase starting around −0.2T 1 until about 0, followed by a sharp decrease, where T 1 is the fundamental field period. The two families give rise to similar cut-off energies and similar yields around 0.05T 1 , at which point the other family becomes dominant and the delay dependence is repeated. The change in ␣ with delays is due to the change in the electron's travel time imposed by the second field. The travel time can be either shorter or longer than in the IR alone case, yielding a phase coefficient which is smaller or larger than the IR-alone value of 0.4 rad.
The macroscopic consequences of the delay dependence demonstrated in Fig. 1 can be appreciated by considering the simplest possible case of the two beams having the same focal spot size so that their intensity ratio stays constant across the focus. Since the intensity dependent phase is proportional to ␣, Fig. 1 predicts that as we change the delay from −0.2T 1 toward 0 we will increase the curvature of the harmonic phase front across the laser focus and therefore impose a larger divergence on the harmonic beam. Because of the large change in ␣ with delay, this manipulation will lead to a significant variation in the harmonic divergence, acting as an effective positive or negative lens compared to the IR-alone case.
Now we turn to experiment. We demonstrate subcycle spatial control by generating high harmonics in argon with a two-color field. The 800 nm 50 Hz fundamental pulse has a duration of 30 fs. The second-harmonic field is produced using a BaB 2 O 4 ͑BBO͒ crystal placed before the focusing mirror and the conversion efficiency is about 2%. The relative phase of the IR and the blue fields is controlled with a piece of glass. Group-velocity dispersion is compensated using a birefringent crystal ͑calcite͒. To obtain two parallel polarized fields, a zero-order wave plate rotates the fundamental and the second-harmonic fields by 90°and 180°, respectively ͑see Ref. ͓22͔͒. The BBO aperture is smaller than the IR beam size, therefore the second-harmonic field is generated by an almost uniform IR field. As a result, the two colors have approximately the same beam diameters before the focusing mirror. The IR beam is focused at approximately 3 ϫ 10 14 W / cm 2 in the jet with a focal spot of ϳ100 m, while the blue focus is about half the size of the IR focus which gives an intensity ratio of ϳ0.1. The IR is focused a few mm before the center of the jet. The gas jet length is about 500 m, and the gas pressure is a few torrs. The harmonic spectrum is measured by an XUV spectrometer.
Figures 2͑a͒-2͑c͒ shows the far-field distribution of harmonics 18, 21, and 24. As we scan the delay, we observe strong modulations of the far-field profile. In the figure we observe an arrow like structure as the spatial profile slowly broadens with delay from a narrow collimated structure to an annular beam and then abruptly changes back to the narrow structure. At the delays where the divergence is maximized we observe a contribution of both off-axis and on-axis radiations. Odd and even harmonics are modulated in phase, but the contrast is in general lower for odd than for even harmonics.
The experimental results shown in Fig. 2 can be interpreted as a direct mapping of a subcycle temporal manipulation of the electron dynamics controlled by the strength and phase of the blue field into the macroscopic spatial domain as predicted by our simple model discussed in connection with Fig. 1. Figure 2 also shows a comparison to complete calculations of the macroscopic harmonic response to the two-color electric field distributions via the coupled solutions of the Maxwell wave equation and the time-dependent Schrödinger equation. Details on our approach can be found in ͓23͔. In the calculations we have chosen parameters to closely match the experimental ones, in terms of the pulse durations and peak intensities, the focusing conditions of the two beams, the length, and pressure of the argon gas jet. The blue focus ͑40 m͒ is thus approximately half the size of the IR focus ͑90 m͒. In Figs. 2͑d͒-2͑f͒ we show the calculated far-field spatial profiles of harmonics 18, 21, and 24. The qualitative agreement between the theoretical and the experimental results is very good-the spatial profiles change dramatically with delay, forming the same arrowlike structure in the figure, and the modulation of the odd harmonics is reduced compared to the even harmonics. The divergence also increases with harmonic order due to the increase in ␣ with return energy. Quantitatively, the theoretical far-field profiles are somewhat narrower than the experimental ones although the changes in divergence with delay are similar.
In the experiment and calculations shown in Fig. 2 we have achieved additional control over the harmonic divergence as compared to the simple prediction in Fig. 1 by allowing the two beams to have different focal waists. This means we can tune both their relative strengths and phases across the beam profile. The additional control is illustrated in Fig. 3 , which presents the result of macroscopic calculations as described above. The figure shows the radial phase variation in the 19th harmonic at the end of a low-pressure 0.5 mm long argon gas jet for delay of t d =0 ͓Fig. 3͑a͔͒ and t d = 0.125T 1 ͓Fig. 3͑b͔͒. For clarity we show only the short trajectory contribution to the 19th harmonic. For both delays, we compare the radial phase variation caused by a 90 m IR beam alone to the phases caused by the IR beam combined with a small blue beam ͑40 m͒ or with a large blue beam ͑90 m͒. The size of the blue beam clearly offers additional control of the harmonic phase front. When the blue beam is small, for instance, the harmonic beam has an inner region dominated by red-blue dynamics and an outer region dominated by IR-alone dynamics. The smaller size of the blue beam also explains why the odd harmonics exhibit a reduced modulation of their spatial profile compared to the even harmonics. The blue beam induces an effective aperture in the near field. The even harmonics are only generated where the blue light overlaps the IR light and breaks the half-cycle periodicity of the IR field. The generation of odd harmonics does not require such an overlap. However, since the blue light is strong enough, odd harmonics are modulated as well and experience the blue beam as an effective aperture.
The modification of the far-field profile with the red-blue delay indicates that the induced optical element changes within the optical cycle. Our theoretical analysis allows us to resolve the time dependence of the basic mechanism. We separate the two families of electron trajectories to be initiated-one when the electric field is positive, the other when it is negative ͓19͔. The resulting spatial profiles for the harmonic 20 are shown in Figs. 4͑a͒ and 4͑b͒ . Figure 4͑c͒ shows the full calculation, corresponding to the coherent sum of the two separate contributions. Comparing Figs. 4͑a͒-4͑c͒ we can follow the temporal evolution of the beam profile. The negative family dominates the harmonic emission at delays between 0.075T 1 and 0.3T 1 . Starting at 0.3T 1 , the contribution of the positive family becomes significant, leading to a far field composed of both a narrow beam and an annular beam. At delays larger than 0.35T 1 , the negative family no longer contributes and the spatial profile is dominated by the narrow beam due to the positive family. This analysis clearly shows that the spatial properties of the beam change within the optical cycle and can be accurately manipulated by the two field delays. If we focus on delays around 0.3T 1 , where the two families contribute equally, we observe a rapid variation in the beam divergence with delay. The beam profile changes from a narrow shape to a ring shape within a few hundred attoseconds. In this Rapid Communication we have focused on the manipulation of the free-electron dynamics. However, our approach can be applied to map the ground-state dynamics into the far-field distribution as well. There are two main advantages proposed in this Rapid Communication, compared to previous experiments which utilize the recolliding electron as a fast probed. The first is the probing applied by the recolliding electron. Using a two-color scheme we can accurately tune the trajectory length and therefore the probing time. The second is the reading-using the spatiotemporal coupling we read the probing with very high contrast.
In the following we describe a proposed scheme to measure inner-orbital dynamics in CO 2 molecules. Tunnel ionization in CO 2 molecules launches a wave packet composed of the HOMO and HOMO-2 orbitals which evolves during the optical cycle. Destructive interference between the two orbitals occurs when their phase difference reaches the value of , leading to a minimum observed in the HHG spectrum ͓12͔. Scanning the two-color delay will change the electron trajectories-the probing time-and therefore will modify the timing of the destructive interference and the position of the minima in the HHG spectrum. Adding the macroscopic scale where electron trajectories are naturally scanned across the beam's profile, the minima will be located at a specific distance from the center of the beam leading to a clear diffraction pattern at the far field. The diffraction pattern would allow us to resolve the hole dynamics with notably high contrast.
As in many spatiotemporal schemes, mapping the dynamics to the far-field profile improves the contrast of the measurement by orders of magnitude. Such schemes, applied in the picosecond and femtosecond regimes have become the method of choice to resolve molecular dynamics. We expect that its extension into the attosecond regime will play an important role in resolving electron's dynamic. FIG. 4 . ͑Color online͒ ͓͑a͒ and ͑b͔͒ Separate contributions to harmonic 20 from trajectories initiated during ͑a͒ positive or ͑b͒ negative half-cycles of the two-color field, ͑c͒ shows the full calculation.
