This is a brief survey of certain constants associated with random lattice models, including self-avoiding walks, polyominoes, the LenzIsing model, monomers and dimers, ice models, hard squares and hexagons, and percolation models.
Introduction
Random lattice models give rise to combinatorial problems that are often easily-stated but intractable. This article briefly presents several such problems, each involving the numerical estimation of asymptotic growth constants. Emphasis is given to recent developments. The author has been collecting and writing about various mathematical constants for five years. His large evolving website [18] provides further discussion and references; updates and corrections from readers are always welcome.
Self-Avoiding Walks
Let L denote the d-dimensional cubic lattice whose sites (vertices) are precisely all integer points in d-dimensional space. An n-step self-avoiding walk ω on L, beginning at the origin, is a sequence of sites ω(0), ω(1), ω(2), ..., ω(n) with ω(0) = 0, |ω(j + 1) − ω(j)| = 1 for all j and ω(i) = ω(j) for all i = j.
The number of such walks ω is denoted by c(n). For example, c(0) = 1, c(1) = 2d and c(2) = 2d(2d − 1).
What can be said about the asymptotics of c(n)? It is known that µ = lim n→∞ c(n)
1 n exists and is nonzero. The value µ is called the connective constant and clearly depends on d. The current best rigorous lower and upper bounds for µ, plus the best known estimates for µ, are given in the following table [33] , [1] , [37] , [15] , [23] : The upper bounds were computed only recently [37] via the Goulden-Jackson cluster method [38] . Similar techniques can be used to estimate other constants associated with the combinatorics of words, e.g., the asymptotics of ternary square-free words and of binary cube-free words [18] . The connective constant values µ given above apply not only to the growth of the number of self-avoiding walks, but also to the growth of numbers of self-avoiding polygons and of self-avoiding walks with prescribed endpoints [27] .
For d = 2 and 3, there apparently is a positive constant γ such that
exists and is nonzero [33] , [10] , [12] . These constants are conjectured to be 43 32 if d = 2 and 1.1575... if d = 3.
Another interesting object of study is the mean square displacement
where the summation is over all n-step self-avoiding walks ω on L, weighted with uniform probability. Like c(n), it's believed for d = 2 and 3 that there is a positive constant ν such that
exists and is nonzero; moreover [33] , [10] , [31] it's conjectured that ν = 3 4 if d = 2 and ν = 0.5877... if d = 3. The critical exponents γ and ν are thought to be universal in the sense that they are lattice-independent (although dimension-dependent). No one has yet discovered a proof of their existence on L, let alone a proof of universality.
Polyminoes
A domino is a pair of adjacent squares.
<FIGURE 1>
Generalizing, a polyomino or lattice animal of order n is a connected set of n adjacent squares, e.g., for n = 3,
<FIGURE 2>
Define A(n) to be the number of polyminoes of order n, where it's agreed that two polyminoes are distinct iff they have different shapes or different orientations. There are different senses in which polyminoes are defined, e.g., free versus fixed, bond versus site, simply-connected versus not necessarily so, and others. For brevity's sake, we focus only on the fixed, site, possibly multiply-connected case.
Redelmeier [43] computed A(n) up to n = 24 and Conway and Guttmann [16] extended the sequence to n = 25. It is known that the limit
exists and is nonzero. The best known bounds on α are 3.791 ≤ α ≤ 4.649551 as discussed in [29] , [42] , [49] , [21] . Improvements are possible using the new value A (25) . The best known estimate, obtained via series expansion analysis by differential approximants [16] , is α = 4.06265... A more precise asymptotic expression [16] for A(n) is
where C = 0.316..., but such an empirical result is far from being rigorously proved.
To eliminate boundary effects, L N is wrapped around to form a d-dimensional torus so that, without exception, every site has 2d nearest neighbors.
Let's agree that a nonempty subgraph of L N is connected and contains at least one bond (edge). Suppose that several subgraphs are drawn on L N with the property that
• each bond of L N is used at most once
• each site of L N is used an even number of times (possibly zero).
Call such a configuration on L N an even polygonal drawing.
<FIGURE 3>
Note that an even polygonal drawing is the union of simple, closed, bond-disjoint polygons but need not be connected. Other names in the literature for these configurations include closed or Eulerian subgraphs. Let B(r) be the number of even polygonal drawings for which there are exactly r bonds. For example, when d = 2, it follows [13] that B(4) = N, B(6) = 2N and B(8) = 
N(9N + 375) . Computing B(r)
for larger r is quite complicated, especially considering that in > 2 dimensions, the drawings can intertwine and be knotted! Define the high temperature zero magnetic field free energy for the Ising model to be the series
where z is called the activity. If T denotes temperature, then tanh −1 (z) ∝ 1/T . Coefficients β k of this series, as polynomials in d, are given here [24] :
The radius of convergence [22] , [9] , [36] , [20] , [10] for β(z) is
which is important since knowledge of z c gives the critical temperature or Curie point T c of the model. The exact two dimensional result is a famous outcome of work by Kramers and Wannier and by Onsager.
Here is a related problem. Suppose that several subgraphs are drawn on L N with the property that
• all sites of L N , except two, are even
• the two remaining sites are odd and must lie in the same (connected) subgraph.
Call this configuration an odd polygonal drawing. Note that an odd polygonal drawing is the bond-disjoint union of an even polygonal drawing and an (undirected) self-avoiding walk linking the two odd sites.
<FIGURE 4>
Enumerating odd polygonal drawings gives rise to what physicists call the high temperature zero field magnetic susceptibility
Coefficients χ k of this series, as polynomials in d, are listed in [20] . The radius of convergence of χ(z) is the same as that for
Wu, McCoy, Tracy, Barouch [52] , [19] determined an exact formula for this coefficient in terms of the Painlevé III function. The expression is complicated: can a simpler formula in terms of other mathematical constants (e.g., Glaisher's constant [18] ) be found? An exact analog of this formula for d = 3 is also evidently not known. For d = 2, let g(n) denote the number of distinct monomer-dimer coverings of L N , then clearly g(1) = 1, g(2) = 7 and asymptotically [3] , [25] 
Monomers and Dimers
No exact expression for the constant κ is known. Baxter's approach for estimating κ was based on the corner transfer matrix variational approach. A natural way for physicists to discuss the monomer-dimer problem is to introduce an activity z for the number of monomers. The constant κ then corresponds to the situation in which z = 1. Values of g(n) were recently computed [26] up to n = 21.
The above contrasts with the special case of dimer coverings. An exact expression is known here for d = 2, due to Kastelyn, Fisher and Temperley. If f (n) is the number of distinct dimer coverings of L N , then f (n) = 0 if n is odd and asymptotically [40] lim n→∞ n even f (n) where the constant λ is known only imprecisely. The current best rigorous bounds [41] , [14] , [44] are 0.44007584 ≤ λ ≤ 0.463107 and the best known estimate [8] is λ = 0.4466... . This constant is known as the residual entropy for square ice. Interestingly, 3θ(n) is also the number of ways of coloring the square faces of L N with three colors so that no two adjacent faces are colored alike [4] . Values of θ(n) were recently computed [26] up to n = 13, and relevant computational complexity issues were discussed in [35] . The residual entropy W for ordinary hexagonal ice Ice-Ih and for cubic ice Ice-Ic (both complicated three-dimensional lattices) satisfy [39] 1.5067 < W < 1.5070 and are equal within the limits of Nagle's estimation error. These configurations are not the same as the simple models mathematicians tend to focus on. It would be interesting to see the value of W for the customary n × n × n cubic lattice L 3 , either with the ice rule in effect (two arrows point out and four arrows point in) or with Eulerian orientation (three arrows point out and three arrows point in). No one appears to have done this.
Ice Models

Hard Squares and Hexagons
Consider the set of all n × n binary matrices. What is the number F (n) of such matrices with no pairs of adjacent 1's? Two 1's are said to be adjacent if they lie in positions (i, j) and (i + 1, j), or if they lie in positions (i, j) and (i, j + 1), for some i, j. Equivalently, F (n) is the number of configurations of non-attacking Princes on an n × n chessboard, where a "Prince" attacks the four adjacent, non-diagonal places. Let N = n 2 , then
is the hard square entropy constant [6] , [11] , [34] , [5] . Essentially nothing is known about the arithmetic character of ξ.
Instead of an n × n binary matrix, consider an n × n binary array which looks like: 
(here n = 4). What is the number G(n) of such arrays with no pairs of adjacent 1's? Two 1's here are said to be adjacent if they lie in positions (i, j) and (i + 1, j), or in (i, j) and (i, j + 1), or in (i, j) and (i + 1, j + 1), for some i, j. Equivalently, G(n) is the number of configurations of non-attacking Kings on an n × n chessboard with regular hexagonal cells. It's surprising that the hard hexagon entropy constant This is a consequence of Baxter's exact solution of the hard hexagon model [4] , [2] via theta elliptic functions and the Rogers-Ramanujan identities from number theory! Just as series for the Ising model were defined using counts of even polygonal drawings with exactly r bonds, series for the hard hexagon model can be defined using counts of non-attacking configurations of exactly r Kings (and likewise for the hard square model). The radius of convergence for the hexagon series has no known analogous formula [4] . These values are important since they correspond to the critical activity (e.g., temperature or density) at which a phase transition occurs in the model. nonattacking Kings, was discussed in [51] , [30] .
Percolation Models
Let M be a random n × n binary matrix satisfying
• m ij = 1 with probability p, 0 with probability 1 − p for each i, j
• m ij and m kl are independent for all (i, j) = (k, l). has one 1-cluster, two 2-clusters and one 4-cluster. The total number of clusters is 4 in this case. For arbitrary n, the total cluster count is a random variable with normalized expected value
The limit K S (p) of K n exists as n approaches infinity, and K S (p) is called the mean cluster count per site or the mean cluster density for the site percolation 
(here n = 4). One should associate a ij not with a site of the n × n square lattice (as one does for m ij ) but with a bond. An s-cluster here is an isolated, connected subgraph of the graph of all bonds associated with 1's. For example, the array
has one 1-cluster, one 2-cluster and one 4-cluster. For bond percolation models such as this, one often includes 0-clusters in the total count as well, that is, isolated sites with no attached 1's bonds. In this case there are seven 0-clusters, hence the total number of clusters C 4 is 10. The limiting mean cluster density
exists as n approaches infinity and similar smoothness properties hold. Remarkably, however, an exact integral expression exists at p = for the limiting mean cluster density [47] , [17] 
which Adamchik [54] recently simplified to
An analogous expression for the limiting variance of cluster density was computed in [54] . In the same way, the bond percolation model on the triangular lattice gives a known limiting mean cluster density at a specific value of p (discussed below), but the relevant variance is not known here. Let's turn attention away from mean cluster density K(p) and instead toward mean cluster size S(p). In the examples given earlier, S 4 = (1 + 2 + 2 + 4)/4 = 9/4 for the site case, S 4 = (1 + 2 + 4)/3 = 7/3 for the bond case, and S(p) is the limiting value of E(S n ) as n approaches infinity. The critical probability or percolation threshold p c is defined to be [46] , [27] p c = inf 0<p<1 S(p)=∞ p that is, the concentration at which an infinite cluster appears in the infinite lattice.
For site percolation on the square lattice, there are rigorous bounds [50] , [48] 0.556 < p c < 0.679492 and an estimate [53] p c = 0.5927460.... based on extensive simulation. Ziff [54] has additionally calculated that K S (p c ) = 0.0275981... via simulation. In contrast, for bond percolation on the square and triangular lattices, there are exact results due to Sykes and Essam. Keston [27] proved that p c = 1 2 on the square lattice, corresponding to the expression K B ( 1 2 ) above. On the triangular lattice, Wierman [27] proved that p c = 2 · sin π 18 = 0.347296355333860698...
corresponding to another exact expression [7] , [54] K B (p c ) = Similar results apply for the hexagonal lattice by duality. Much energy has been placed into the computation of universal exponents for random lattice models in d-dimensional space (akin to what we briefly mentioned for self-avoiding walks). The existence of such exponents is hypothesized on the basis of both theoretical procedures (finite size scaling and renormalization group methods) and experimental data. We shall not attempt to discuss this important subject, but instead refer readers to [33] , [46] , [27] .
