Abstract: In this paper, we investigated the effect of a competing noise source on the intelligibility of target speech. We are currently investigating the possibility of realizing a network-based conference system in which individual users participating from stand-alone PCs share a common virtual space. We are currently focusing on the acoustic aspects of this conferencing system. The intelligibility improvement of the primary speech when the competing sources are localized away from the listener on the horizontal plane was investigated. The primary speaker was placed directly in front of the listener, and a single competing source was placed on the horizontal plane at various azimuths and distances. DRT intelligibility tests showed that intelligibility scores of over 70% are achieved when the competing source is placed at azimuths of more than 45 away from the primary speech source. Increasing the distance of the competing source further enhances the intelligibility scores, as expected. These results show the feasibility of a multiparty audio conferencing system with a carefully controlled speaker location for intelligible speech.
INTRODUCTION
Novel communication systems that can be characterized by multiple user participation such as a social networking service (SNS) are constantly being introduced due to user interest in massive ''mingling'' systems. Most existing systems are mainly text-based, but there is growing interest in pseudo-real-time communication systems, that integrate video and audio conferencing capabilities.
Voiscape [1] is an example of such a system. This system integrates both audio and image (still and moving) in a virtual 3-D environment. Avatars indicating participants and sound-generating objects are placed on arbitrary locations in this virtual space. Each participant's speech and sound objects are localized at corresponding locations. The user is free to move around in this space, and the sound image locations are altered according to relative position changes.
The focus of Voiscape is in the sound localization of avatar speech and sound objects. Thus, the main concern is that the perceived positions of sound and video objects match in virtual space. Thus, the relative distance between the sound objects are not controlled.
In [2] , Sugita developed a prototype video conference system where the speech sources of a large number of users are localized to positions according to actual geometric locations. In other words, if a user is located far away in the real world, his/her speech is also located far away in virtual space, at corresponding azimuths. Similar to our aims, their system also tries to improve intelligibility by localizing each user's speech to different locations. However, they do not seem to have strategies to control relative distances between the localized sources. Thus, many sources of speech can be localized at neighboring locations, degrading the intelligibility.
It is well known that speech intelligibility is affected by the location of surrounding competing sounds. For example, Hawley et al. have undergone an extensive evaluation of the speech intelligibility of English phonetically balanced words with competing speech [3] . They have found that the relative angle between the target speech and the competing speech significantly effects intelligibility. Accordingly, we are focusing on an acoustic conferencing environment in virtual space, where the intelligibility of the Ã e-mail: ykitashima@acm.org y e-mail: kkondo@yz.yamagata-u.ac.jp speech of the primary speaker with whom the user is currently having a conversation is kept high. At the same time, the other speakers' speech as well as sound-generating objects are kept in the background thereby preserving their ''presence.'' This can be accomplished by sound image localization. We further aim to enhance the intelligibility of the speaker of interest (the primary speaker) by detecting the primary speaker localizing his/ her speech directly in front and close to the user, while other objects are localized away and to the sides of the user.
We initially experimented with simple localization using only the interaural time difference (ITD) and interaural level difference (ILD) [4, 5] . We implemented a prototype system using OpenAL [6] , an open-source audio processing library.
Since the prototype showed limited but promising localization of speech, we employed a more accurate localization using head-related impulse response (HRIR). We conducted intelligibility testing using localized speech via HRIR with a single competing sound.
There are many reports on intelligibility tests with competing sources localized at various relative positions. For example, as stated before, Hawley et al. evaluated the speech intelligibility of English phonetically balanced words with competing speech [3] . Their tests were conducted with sources located in the frontal half horizontal plane. The distances of the sources were also fixed. However, since we would like to control the location of speech (the competing speech) in all directions, we need intelligibility with competing speech in all directions spanning 360
. We also would like to control the relative distances from the listener to both the primary speech and the competing speech. Finally, we wanted intelligibility for Japanese words as well.
Accordingly, we used the Japanese diagnostic rhyme test (DRT) [7, 8] to test the intelligibility of Japanese speech. With DRT, it is possible to systematically measure intelligibility according to phonetic attributes. DRT words for primary speech were localized directly in front, while the competing sounds were localized on the same horizontal plane at various angles and distances.
We found that it is possible to maintain high intelligibility for the primary speech as long as the competing source is placed at 45
away. This suggests the possibility of realizing an acoustic conference system with highly intelligible speech with sound localization if the relative positions of sound sources are controlled carefully.
In the next section, we describe the prototype system architecture, followed by the experimental setup of the DRT intelligibility test with sound localization. This is followed by the interpretation of the test results, and finally the conclusions are given.
PROTOTYPE SYSTEM ARCHITECTURE
In this section, we describe the prototype conference system architecture. The prototype system includes one server and multiple clients. Figure 1 shows the overall system concept. Each participant uses their PC client through a network to connect to a common virtual conference space, which is controlled by the server. The avatars as well as their speech are localized in the virtual space according to their functions relative to other participants. In other words, when an arbitrary participant A is actively talking to participant B, the avatar and the localized speech of A is located close to B in the virtual space rendered for participant B. Note that the virtual space location is different for each participant. Figure 2 shows the client architecture. Clients mainly collect user response, as well as input/output speech, and display the participant's view into the virtual space. The 3-dimensional audio portions are implemented using Open-AL. However, the OpenAL can currently handle only ITDs and ILDs. As will be described in later chapters, HRIR will let us localize speech more accurately. Thus, we have further experimented using HRIRs to localize speech.
The client also collects information about the participant, and sends these data to the server. The information being sent includes user IDs, location information and the process IDs. Figure 3 shows the server architecture. The position server's main function is position management. Thus, the server maintains a list of all the users logged in the system, as well as their default location within the virtual conference space.
INTELLIGIBILITY OF LOCALIZED SPEECH WITH COMPETING SOURCE
This section describes the experimental setup of the intelligibility test we conducted using the Japanese DRT [7, 8] . These tests are designed to evaluate the effect of competing source location on the intelligibility of read word speech. We will first briefly describe the Japanese DRT, followed by the generation procedures of the speech and competing sounds to be played out during testing, and the location of the sound sources relative to the listener.
Experimental Setup
Is this section, we briefly describe the experimental setup. The tests were ran semi-automatically on a Windows PC. The test sounds were played out using headphones. Both the target speech and the competing noise were played out at 44.1 kHz, using 16-bit PCM. Note, however, that both the target speech and the competing sounds were originally sampled at 16 kHz, and thus have frequency ranges below 8 kHz.
DRT Intelligibility Test
The Diagnostic Rhyme Test (DRT) uses word pairs that are different only by one initial phoneme as an evaluation list. It is an intelligibility test method in which the subject hears one word, and is presented a set of two rhyming words from which the subject must choose. Most Japanese syllables are formed by only a vowel, or a consonant and a vowel. (The geminate consonant, the Japanese syllabic nasal sound and the contracted sound are excluded.) In this study, we did not use words that start with a vowel. Therefore, changing one initial phoneme means changing the consonant. Consonants were categorized into six attributes, and intelligibility was measured in terms of these attributes. We chose a word pair list consisting of 120 words, or 60 word pairs, with 10 word pairs per taxonomy. Table 1 shows the phonetic taxonomy used in the DRT.
During the test, the subject listens to the sound of one word. Both words in the word pair is presented visually on the screen, and the subject selects one of the words as the correct word. At this point, the subject can repeatedly hear the same sound. When the next button is selected, the following sound is presented. This procedure is repeated until the predetermined number of words are tested. The words are presented in random order. The selected word is recorded and processed using the personal computer automatically. The percentage of correct response is adjusted for chance, and is evaluated using the following expression.
Chance-adjusted percentage correct response ½% ¼ ðCorrect responses À Incorrect responsesÞ Total number of responses Â 100
Orientation of the Sound Sources
In this section, we describe the assumed location of the sound sources within the virtual acoustic space during the DRT tests. Figure 4 depicts this orientation.
This experiment is conducted with one target speech source and one competing noise source. The listener is located in the center and is facing in the direction of the arrow. The target speech source, in other words, the read DRT word speech, is located in front, and is shown with the star symbol. The competing noise is located in one of the eight azimuths, and in one of the three radii around the listener. The noise employed was babble noise, a mixture of speech recorded in a cafeteria. This noise sample was obtained from the SPIB database [9] . The target speech source was collected from one female speaker. As noted before, we collected 120 words in the DRT test word set.
Ten subjects participated in the test. All were male students in their early twenties with normal hearing. Each subject tested the intelligibility of 120 test words with a competing source at one of eight azimuths, and one of three distances from the listener. Thus, each subject tested 2,880 words.
Test Signal Generation Procedure
The test signals were generated as shown in Figure 5 . Target speech and competing noise were localized separately before being added to left and right channels, respectively. Test signals were localized at specified positions using the KEMAR-HRIR obtained from MIT [10] . This HRIR was measured from a distance of 1.4 m and sampled at 44.1 kHz. The length of each HRIR is 512 samples. We only used the right-ear HRIR for our tests, and used the mirror image of the right-ear HRIR for the left channel, as suggested in the provided readme file. As stated before, the target speech source was localized at an azimuth of 0 , while the noise was localized at one of the eight azimuths; 0, 45, 90, 135, 180, 225, 270, and 315
. All signals were localized on the horizontal plane, with an elevation of 0 . As stated above, refers to the noise level normalization factor. This factor is used to adjust the noise level to the same level as that of the target speech. is calculated as follows.
Here, s½i is the signal, and n½i is the noise. The noise level is further adjusted according to the relative distance d from the listener. This distance is normalized by the distance of the primary speech from the listener. In other words, the distance from the primary speech to the listener is normalized to be 1.0. The noise level is normalized by the reciprocal of the normalized distance d.
RESULTS
In this section, we describe the results of the intelligibility tests. First, the overall DRT score for all phonetic attributes combined is given. This is followed by DRT scores for each phonetic taxonomy. Figure 6 shows the overall DRT scores with competing noise source azimuth. As can be seen, at most angles, and at any noise-to-listener distance, the DRT scores remain consistently high, at above 80%. However, at 0 and 180 , the DRT scores show significantly lower scores. This is especially true when the distance is 1, with DRT scores at around 50%. However, at longer noise-to-listener distances, the DRT score degradations at 0 and 180 become less significant. Thus, intelligibility can be kept at high levels, well above 70%, as long as the angle between the target speech the competing source is more than 45 . If the noise-to-listener distance is more than twice the distance to the primary source, the DRT scores are high at any azimuth. Figure 6 is replotted in Fig. 7 with the noise-to-listener distance as the horizontal axis. This figure further reveals that at angles excluding 0 and 180 , the DRT scores are high at any distance. It also reveals that at 0 and 180 , the DRT scores degrade quickly as distance is reduced. Figure 6 is again replotted in Fig. 8 with the noise-toprimary speaker distance as the horizontal axis. This figure shows that at angles excluding 0 and 180 , the DRT scores improve slightly as the noise-to-primary speaker distance is increased. At 0 and 180 , the DRT scores degrade rapidly as the distance approaches 0; i.e., the primary speech and competing noise become closer.
Overall Intelligibility Scores

Intelligibility Scores Based on Phonetic Attributes
Figures 9-14 show DRT scores with various noise-tolistener distances in terms of phonetic attributes, namely, voicing, sustention, sibilation, nasality, graveness and , while graveness shows the most significant degradation. Interestingly, with voicing and sibilation, significant DRT score degradation is seen at a distance of 1.0 only. Other attributes show a more gradual decrease. The reason for this may be because these two attributes, especially voicing, include relatively high energy phones, and are not as affected by competing speech. However, we still do not have concrete evidence to support this hypothesis, and would like to conduct further experiments. Also, one should keep in mind that since these two attributes are relatively insensitive to competing speech, critical evaluation of intelligibility with competing speech should be conducted using attributes other than these two.
Figures 15-20 are replots of Figs. 9-14 with noise-toprimary-speaker distance as the horizontal axis. These figures show that the distance between the primary speaker and the competing noise affects the DRT scores, although its significance differs for each phonetic attribute. It also shows that distance has much more significance on the median plane, i.e., azimuths of 0 and 180 . Once again, voicing and sibilation show almost no degradation. The only degradation we see in these two attributes are at distances of 1 for 0 , and 3 for 180 , the shortest distances Normalized Distance Fig. 7 Noise-to-listener distance vs. overall DRT scores. Fig. 8 Noise-to-speaker distance vs. overall DRT scores. Fig. 9 Noise-to-listener distance vs. DRT scores (voicing). Fig. 10 Noise-to-listener distance vs. DRT scores (sustention). Fig. 11 Noise-to-listener distance vs. DRT scores (sibilation). tested for these angles. For other attributes, we see a gradual decrease in the DRT scores as the distance decreases. However, the competing source on the median plane again shows a large effect on the DRT scores.
Normalized Distance
CONCLUSION AND FUTURE WORK
We studied the speech intelligibility of localized sound sources in virtual acoustic space. Speech and competing sound sources were localized on the horizontal plane using KEMAR HRTF. Intelligibility tests using the Japanese DRT were conducted with the speech source directly in front of the listener, and one competing noise source at various angles and distances. As expected, the relative angle between the speech source and the competing source seen from the listener, as well as the relative distance between the speech and the noise were shown to have an effect on intelligibility. However, the effect is much more significant when the noise source is in the median plane. It was also found that intelligibility can be kept above 70% when the competing source is placed at azimuths of more than 45 away from the primary speech source. The increase in the distance of the competing source further enhances the intelligibility scores as expected. We also analyzed intelligibility in terms of phonetic attributes. Fig. 15 Noise-to-speaker distance vs. DRT scores (voicing). Fig. 17 Noise-to-speaker distance vs. DRT scores (sibilation). Fig. 16 Noise-to-speaker distance vs. DRT scores (sustention).
Normalized Distance
Fig. 14 Noise-to-listener distance vs. DRT scores (compactness). Fig. 13 Noise-to-listener distance vs. DRT scores (graveness). Fig. 12 Noise-to-listener distance vs. DRT scores (nasality).
All attributes showed similarly high DRT scores at all noise azimuths except 0 and 180 . Voicing and sibilation showed a relatively small amount of degradation at 0 and 180 , while graveness showed the most significant degradation.
These results show that it is possible to maintain speech intelligibility in a multiparty audio conferencing system by controlling the primary speaker location to be at least 45 from other virtual sound sources including other speakers. However, it is to be noted that the minimum separation of 45 mentioned here comes from the limitation of the minimum resolution of our experiments. It may be quite possible to obtain the same level of intelligibility at smaller angles. Thus, we need to further conduct experiments to investigate the effect of competing sources at angles smaller than 45 from the primary source for optimum source configuration.
After initial intelligibility studies, we are planning to prototype an audio conference system with controlled localization of speech sources according to the function of each speaker relative to the listener. The primary speaker with whom the listener is conversing is kept in front and close by, while other speakers may be localized to the sides and far away. This will maintain the intelligibility of the primary speaker, while at the same time preserve the presence of other participants. This system may eventually lead to an informal audio conferencing system where users can casually ''mingle'' with other participants. Fig. 19 Noise-to-speaker distance vs. DRT scores (graveness). Fig. 18 Noise-to-speaker distance vs. DRT scores (nasality). recognition systems and multimedia signal processing. In 1999, he joined the Faculty of Engineering at Yamagata University, Yonezawa, Yamagata, Japan. His current interests include broad aspects of speech and audio signal processing, multimedia signal processing, and speech and audio quality evaluation methods. Dr. Kondo is a senior member of the IEEE, as well as a member of the International Speech Communication Association (ISCA), and the IEICE of Japan.
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