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a b s t r a c t
Let V1, V2 and V3 be vector spaces over any field k. An element T ∈ V1 ⊗ V2 ⊗ V3 induces
for each i = 1, 2, 3 a k-linear map Ti : V ∗i → ⊗j≠i Vj where V ∗i is the dual vector space
of Vi. We characterize all integer triplets (r1, r2, r3) such that there exists a tensor T with
ri = rank Ti, and we explain how these ranks are related to the higher secant varieties
of various Segre varieties. We also study the case T ∈ V1 ⊗ · · · ⊗ Vn with n > 3, giving
necessary conditions on the ranks of all induced linear maps.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
Tensors are fundamental and important objects in mathematics, physics and engineering. They are the natural
generalization of matrices to higher ‘‘dimensions’’, but even the basic notion of matrix rank is far more difficult to handle
for tensors in general.
Let k be any field, and consider k-vector spaces V1, . . . , Vn. A decomposable tensor is an element of the tensor product
V1⊗ · · ·⊗ Vn of the form v1⊗ · · ·⊗ vn with each vi ∈ Vi. An element T ∈ V1⊗ · · ·⊗ Vn is usually written as a sum of
decomposable tensors, i.e. T =∑sj=1 v1j⊗ · · ·⊗ vnj. Theminimal number s needed in such a presentation is called the tensor
rank of T . Computing the tensor rank is hard, but knowing this number in non-trivial cases is of great interest. For example,
the complexity of matrix multiplication is given by the tensor rank of the multiplication tensor. Strassen’s celebrated result
allows a fast algorithm for this multiplication; see [11,8]. For more on tensor ranks and its applications, see [7].
The concept of tensor rank is closely related to higher secant varieties of Segre varieties in projective algebraic geometry.
The tensor rank is clearly constant on the equivalence class [T ] ∈ P(V1⊗ · · ·⊗ Vn) of a tensor T ∈ V1⊗ · · ·⊗ Vn under
non-zero scalar multiplication. The Segre variety, i.e. the image of the Segre embedding
P(V1)× · · · × P(Vn) −→ P(V1⊗ · · ·⊗ Vn),
consists precisely of the decomposable tensors. Its sth higher secant variety is the closure in the Zariski topology of the union
of all linear spaces spanned by s points on P(V1) × · · · × P(Vn). It is therefore the closure of the set of tensors with tensor
rank at most s. It will in general contain points with tensor rank greater than s, and we say that these points have border
rank at most s; see [3,9]. For more on Segre varieties and their higher secant varieties, see [1,4–6].
Since the tensor rank is very hard to compute, one is sometimes satisfied with turning the tensor into a matrix and
computing its matrix rank. The so-calledm-mode vectors are obtained from a tensor T =∑ ci1···inv1i1 ⊗ · · ·⊗ vnin by fixing
all indices except themth index. The matrix whose column vectors are allm-mode vectors for a fixedm is sometimes called
a flattening or unfolding of the tensor [10,2]. For a tensor T ∈ V1⊗ · · ·⊗ Vn the transpose of this matrix is simply a matrix
representation of the induced k-linear homomorphism Tm : V ∗m →⊗j≠m Vj.
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In this paper, we first consider tensors T ∈ V1⊗ V2⊗ V3. From a geometric point of view, we may identify the three
spaces P(V1)× P(V2⊗ V3), P(V2)× P(V1⊗ V3) and P(V3)× P(V1⊗ V2)with their images inside P(V1⊗ V2⊗ V3) by means
of Segre embeddings. Of course, they all contain the embedding of P(V1)× P(V2)× P(V3).
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Pick a closed point [T ] ∈ P(V1⊗V2⊗V3). For each i let ri be the smallest integer such that [T ] lies on the rith higher secant
variety of P(Vi)× P(⊗j≠iVj). This gives us a triplet (r1, r2, r3) of positive integers, and we ask what the possible triplets are
when T varies.
From an algebraic point of view, a point T on the affine cone over P(V1 ⊗ V2 ⊗ V3) is just an element of V1 ⊗ V2 ⊗ V3, or
a trilinear map V ∗1 × V ∗2 × V ∗3 → k. Such a T induces for each i = 1, 2, 3 a k-linear homomorphism Ti : V ∗i →⊗j≠iVj.
The rank of Ti is the dimension of its image im Ti = Ti(V ∗i ). If rank Ti = 1, then im Ti is spanned by a single non-zero
vector w ∈ ⊗j≠iVj. Therefore, T = v ⊗ w for some non-zero v ∈ Vi. This means that [T ], as a point in P(V1 ⊗ V2 ⊗ V3), lies
on P(Vi)× P(⊗j≠iVj).
Furthermore, it is a well known fact that the rank of Ti is equal to the smallest integer k such that the matrix of Ti can be
written as a sum of k matrices of rank 1. The set of T ’s such that rank Ti ≤ k, as a subset of P(V1 ⊗ V2 ⊗ V3), is defined by
a set of (k + 1) × (k + 1)minors and is therefore closed. It follows that this subset equals the kth higher secant variety of
P(Vi)×P(⊗j≠iVj). Hence rank Ti = ri if and only if [T ] is a point on the rith higher secant variety of P(Vi)×P(⊗j≠iVj) and not
a point on the (ri− 1)th higher secant variety. Thus our question becomes; what triplets of ranks (ri = rank Ti) are possible
when T ∈ V1⊗ V2⊗ V3?
In Section 2 we solve this question by characterizing such triplets completely. Indeed, we prove the following.
Theorem 2. Let V1, V2 and V3 be finite dimensional vector spaces, and suppose for each i = 1, 2, 3 that ri is an integer such that
0 ≤ ri ≤ dim Vi. Then there exists T ∈ V1 ⊗ V2 ⊗ V3 with rank Ti = ri for all i if and only if
ri ≤
∏
j≠i
rj for all i.
In Section 3 we turn to the general case T ∈ V1⊗ · · ·⊗ Vn. For any subset I ⊆ {1, . . . , n}, T induces a k-linear homo-
morphism TI : ⊗i∈IV ∗i → ⊗i/∈IVi, and we ask which tuples of ranks (rank TI) we get when T varies. Theorem 7 is a simple
generalization of Theorem 2 in case |I| = 1, while Theorem 8 treats any I .
Theorem 8. Let V1, V2, . . . , Vn be finite dimensional vector spaces, and let T ∈ V1 ⊗ · · · ⊗ Vn. For any J1, . . . , Jm ⊆ {1, . . . , n},
let I = J1 ∩ · · · ∩ Jm or I = J1 ∪ · · · ∪ Jm. Then
rank TI ≤
m∏
j=1
rank TJj .
Applying Theorem 8 to the trilinear case (n = 3) implies the necessity of the inequalities in Theorem 2. These inequalities
are however not sufficient when n ≥ 4. There are further restrictions on the ranks already for n = 4, and we treat a special
case in Remark 9.
We also get some information about the tensor rank of T ∈ V1⊗ V2⊗ V3. More precisely, we prove that tensorrank(T ) ≤
rank(T1) rank(T2), see Remark 10.
We would like to thank Anthony Geramita who introduced us to this interesting rank problem. He first thought of it
while investigating higher secant varieties of the Segre Varieties, and he proposed the problem of studying the relationship
between the various ranks during the Curves Seminar at Queen’s University. There he gave the first example showing that
not all triplets of ranks are possible and asked what the relationship is.
2. The trilinear case
There are several equivalent ways to define how an element T ∈ V1⊗ V2⊗ V3 induces the maps Ti, and below we have
chosen a simple one.
Definition 1. Let T ∈ V1 ⊗ V2 ⊗ V3. For each i = 1, 2, 3, we define a map Ti : V ∗i → ⊗j≠iVj as follows. For any α : Vi → k,
extend it by identity to αˆ = α⊗ id(⊗j≠i Vj) : V1⊗ V2⊗ V3 →⊗j≠i Vj, and define Ti(α) = αˆ(T ).
In other words, if T =∑ u⊗ v ⊗ w, then the induced map T1 : V ∗1 → V2 ⊗ V3 is given by T1(α) =∑α(u) v ⊗ w, and
similarly for T2 and T3.
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As the proof of the following theorem shows, the trilinear case is combinatorial in its essence.
Theorem 2. Let V1, V2 and V3 be finite dimensional vector spaces, and suppose for each i = 1, 2, 3 that ri is an integer such that
0 ≤ ri ≤ dim Vi. Then there exists T ∈ V1 ⊗ V2 ⊗ V3 with rank Ti = ri for all i if and only if
ri ≤
∏
j≠i
rj for all i.
Proof. In addition to the Ti maps, T also induces a map T12 : V ∗1 ⊗ V ∗2 → V3. If T =
∑
u ⊗ v ⊗ w, then T12(α⊗β) =∑
α(u)β(v)w. Note that T12 is the dual map of T3, hence rank T12 = rank T3 = r3.
Let {vi} be a basis for V2, and {v∗i } the dual basis for V ∗2 . Then v =
∑
i v
∗
i (v)vi for any v ∈ V2. If T =
∑
u ⊗ v ⊗ w, it
follows for any α ∈ V ∗1 that
T1(α) =
−
α(u) v⊗w =
−
i
−
α(u)v∗i (v)vi⊗w =
−
i
vi⊗ T12(α⊗ v∗i ).
This shows that im T1 ⊆ V2 ⊗ im T12. Similarly, im T1 ⊆ im T13 ⊗ V3, and hence im T1 ⊆ (V2 ⊗ im T12) ∩ (im T13 ⊗ V3) =
im T12 ⊗ im T13. It follows that
r1 = dimk im T1 ≤ dimk(im T12 ⊗ im T13) = r2r3.
By symmetry we have ri ≤∏j≠i rj for all i. This proves the only if part.
To prove the if part, assume that ri ≤∏j≠i rj for all i. We construct T as follows: Let Xi = {1, . . . , ri}. Wemay assume that
r3 ≤ r2 ≤ r1. Then the only inequality that is not trivial, is r1 ≤ r2r3. This inequality makes it possible to find an injective
function f : X1 ↩→ X2 × X3, and by the hypothesis on r1, we may choose this function such that the compositions with
the projections X2 × X3 → Xj are both surjective. Indeed, just fill the ‘‘diagonal’’ first by defining f (k) = (k,min(k, r3)) for
k ≤ r2. Let
H = {(x, f (x)) | x ∈ X1} ⊆ X1 × X2 × X3.
Let {vij | j = 1, . . . , dimk Vi} be any basis for Vi, and define T by
T =
−
(a,b,c)∈H
v1a ⊗ v2b ⊗ v3c ∈ V1 ⊗ V2 ⊗ V3.
Now for any i, the image under Ti of any basis element v∗ij with j ∈ Xi is non-zero (and zero if j /∈ Xi), since the projection
H → Xi is surjective. And since the injectivity of f implies that two distinct elements of H have at least two different
coordinates, these images are trivially linearly independent. It follows that rank Ti = dimk im Ti = ri, as required. 
Remark 3. When we constructed T in the proof of Theorem 2, we made several choices. The first choice was to construct T
by choosing a suitable H ⊆ X1 × X2 × X3. This meant that all of T ’s coefficients in the given basis are either 0 or 1, which
turned out to be enough. Next, in order to get rank Ti = ri, it was necessary to require that all projections H → Xi were
surjective, since |Xi| = ri. The second restriction onH , that any two different element have at least two different coordinates
(i.e. if x = (x1, x2, x3) and y = (y1, y2, y3) are in H , then either x = y or there exists at least two j such that xj ≠ yj), was on
the other hand not necessary. It was just a simple condition to ensure that the images (under any Ti) of the basis elements
were linearly independent, and it is a condition that is not too restrictive.
Next we will explain how to find the matrices for the Ti’s in a given basis. It was in this way we first found and proved
Theorem2. Let si = dimk Vi and fix bases forV1,V2 andV3. Any T ∈ V1⊗V2⊗V3 corresponds to a box of dimensions s1×s2×s3
filled with the coefficients of T . The matrix defining T1 can be obtained by ‘‘collapsing’’ this box in the corresponding
direction, sometimes called a flattening or unfolding of the tensor. This means arranging the entries of parallel planes as
column vectors in any chosen order. In other words we look at V2 ⊗ V3 as a vector space of dimension s2s3 and forget about
T ’s internal structure with respect to this tensor product.
Example 4. Assume that the Vi’s are all two dimensional, and for i = 1, 2, 3 let {vij | j = 0, 1} be a basis for Vi. Let ϕijk =
v1i ⊗ v2j ⊗ v3k, and define
T = ϕ100 + 2ϕ010 + 3ϕ110 + 4ϕ001 + 5ϕ101 + 6ϕ011 + 7ϕ111.
We can picture T as a 2× 2× 2 box where the entries are the coefficients of T , as seen below.
6 7
4

5

2 3
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
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From this we see that the matrices representing the Ti’s are as follows (arranging the entries of any face into a column
vector in a fixed order):
T1 =
0 12 34 5
6 7
 T2 =
0 21 34 6
5 7
 T3 =
0 41 52 6
3 7
 .
Hence in this case we get rank Ti = 2 for all i.
In the geometric setting Theorem2 tells us that if [T ] is a point on the rth and sth higher secant varieties of P(V1)×P(V2⊗
V3) and P(V2)×P(V1⊗V3), and no lower secant varieties, then [T ] sits on the tth higher secant variety of P(V3)×P(V1⊗V2),
and no lower secant variety, where t can be any integer betweenmax( rs ,
s
r ) and rs. If r = 1, that is if T ∈ P(V1)×P(V2⊗V3),
then we get t = s.
Example 5. Let T = ϕ000 + ϕ010 + ϕ101 + ϕ111 (cf. Example 4). This time we see that the ranks are rank Ti = (2, 1, 2). Since
rank T2 = 1, we realize that T ∈ P(V2)×P(V1⊗ V3). And since the other two ranks are equal to 2, [T ] sits on the 2nd higher
secant variety of the other two spaces, i.e. their secant varieties. Furthermore, since T obviously is a sum of two tensors of
rank 1, its tensor rank is 2, and [T ] sits on the secant variety of P(V1)× P(V2)× P(V3).
3. The general case
We would like to generalize Theorem 2 to the case T ∈ V1 ⊗ · · · ⊗ Vn, any n, and we start with a straight forward
generalization of Definition 1.
Definition 6. Let T ∈ V1 ⊗ · · · ⊗ Vn. For any I ⊆ {1, . . . , n}, we define a map
TI :
⊗
i∈I
Vi
∗ → ⊗
i/∈I
Vi
as follows. For any α : ⊗i∈I Vi → k, extend it by identity on⊗i/∈I Vi to
αˆ = α⊗ id⊗
i/∈I
Vi
 : V1 ⊗ · · · ⊗ Vn → ⊗
i/∈I
Vi,
and define TI(α) = αˆ(T ).
We can write this definition as a commutative diagram. To simplify its notation, let N = {1, 2, . . . , n}, and for any I ⊆ N ,
letWI = ⊗i∈IVi and IC = N \ I . Furthermore, let id(V ) : V → V be the identity map, and let δ(V ) : k → V ⊗ V ∗ be the dual
of the evaluation map V ∗ ⊗ V → k. Consider T ∈ WN to be a mapW ∗N → k. Then the map TI : W ∗I → WIC is defined as the
composition
W ∗I ⊗W ∗IC ⊗WIC W ∗N ⊗WIC
T⊗id(WIC )

W ∗I
id(W∗I )⊗δ(W∗IC )
O
TI
/ WIC
We note that T ∗I = TIC , hence these maps have the same rank. Now for any J ⊇ I , we have a commutative diagram
W ∗I ⊗W ∗J\I ⊗WJ\I W ∗J ⊗WJ\I
TJ⊗id(WJ\I )

W ∗I
id(W∗I )⊗δ(W∗J\I )
O
TI
/ WIC WJC ⊗WJ\I
It follows that
im TI ⊆ im

TJ ⊗ id(WJ\I)
 = im(TJ)⊗WJ\I .
This is the inclusion we used to prove the only if part of Theorem 2 in the trilinear case. The next theorem is a
generalization to the case of any n.
Theorem 7. Let V1, V2, . . . , Vn be finite dimensional vector spaces and r1, r2, . . . , rn be integers such that 0 ≤ ri ≤ dimk Vi.
Then there exists T ∈ V1 ⊗ · · · ⊗ Vn with rank Ti = ri for all i if and only if
ri ≤
∏
j≠i
rj for all i.
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Proof. This is an easy generalization of the proof of Theorem 2. Let ri = rank Ti for all i. Fix one i. For all j ≠ i let Jj be the
complement of {j} inside {1, 2, . . . , n}. Note that im(TJj) ⊆ Vj and rank TJj = rj. The inclusion im TI ⊆ im(TJ) ⊗WJ\I , from
the discussion before this theorem, implies that im Ti ⊆ im(TJj) ⊗
⊗k≠i,jVk for all j ≠ i. Hence im Ti ⊆ ⊗j≠i im(TJj), and
therefore ri ≤∏j≠i rj. Alternatively, these inequalities are implied by the more general inequalities proven in Theorem 8.
Conversely, assume for each i that ri ≤ ∏j≠i rj. Let Xi = {1, . . . , ri}. We may assume that rj ≤ r1 for all j. This, and the
inequality r1 ≤∏j≠1 rj, allows us to find an injective function f : X1 ↩→ X2 × · · · × Xn such that the compositions with the
projections X2 × · · · × Xn → Xj are surjective for all j ≠ 1. Let H ⊆ X1 × · · · × Xn be the graph of f , i.e.
H = {x = (x1, . . . , xn) | (x2, . . . , xn) = f (x1)}.
Let {vij | j = 1, . . . , dimk Vi} be a basis for Vi, and define T by
T =
−
x∈H
v1x1 ⊗ · · · ⊗ vnxn ∈ V1 ⊗ · · · ⊗ Vn.
As in the proof of Theorem 2, this T satisfies rank Ti = ri for all i. 
This gives us a complete characterization of the possible i-mode ranks of the tensor T! But there are other ranks thatmight
be of interest when n > 3. Indeed, the tensor T induces maps TI : (⊗i∈I Vi)∗ →⊗i/∈I Vi for all I ⊆ {1, 2, . . . , n}, not just the
cardinality one case (|I| = 1) covered by Theorem 7. (Remember that covering |I| ≤ n2 is enough since rank TIC = rank TI .)
The next theorem treats all subsets of indices, but only giving necessary conditions.
Theorem 8. Let V1, V2, . . . , Vn be finite dimensional vector spaces, and let T ∈ V1 ⊗ · · · ⊗ Vn. For any J1, . . . , Jm ⊆ {1, . . . , n},
let I = J1 ∩ · · · ∩ Jm or I = J1 ∪ · · · ∪ Jm. Then
rank TI ≤
m∏
j=1
rank TJj .
Proof. Since rank TIC = rank TI and (J1 ∪ · · · ∪ Jm)C = JC1 ∩ · · · ∩ JCm, it is enough to prove the theorem for I = J1 ∩ · · · ∩ Jm.
And it is clearly enough to prove the inequality when m = 2. When m = 2, the index set {1, . . . , n} is the disjoint union
of I1 = I , I2 = J1 \ I , I3 = J2 \ I and I4 = (J1 ∪ J2)C. Redefining ⊗i∈IjVi to be Vj we have reduced the problem to proving
rank T1 ≤ rank T12 rank T13 in the n = 4 case.
Letting r = rank T12, we can find ϕ1, . . . , ϕr ∈ V1 ⊗ V2 andψ1, . . . , ψr ∈ V3 ⊗ V4 such that T =∑ri=1 ϕi ⊗ψi. Choosing
bases {vij} for all Vi’s, we may write ϕi =∑a,b αiab v1a ⊗ v2b and ψi =∑c,d β icd v3c ⊗ v4d, and hence
T =
r−
i=1
−
a,b,c,d
αiab β
i
cd v1a ⊗ v2b ⊗ v3c ⊗ v4d. (1)
Then for any b and d, we see that T24(v∗2b ⊗ v∗4d) =
∑
i
∑
a,c α
i
ab β
i
cd v1a ⊗ v3c . Let s = rank T24 = rank T13 and choose
(b1, d1), . . . , (bs, ds) such that im T24 is spanned by {T24(v∗2bj ⊗ v∗4dj) | j = 1, . . . , s}. Now for any (b, d)we can find λ1bd, . . . ,
λsbd such that T24(v
∗
2b ⊗ v∗4d) =
∑s
j=1 λ
j
bd T24(v
∗
2bj
⊗ v∗4dj). This is equivalent to
r−
i=1
αiab β
i
cd =
r−
i=1
s−
j=1
λ
j
bd α
i
abj β
i
cdj for all a, b, c and d.
Putting this into (1) gives
T =
−
a,b,c,d
r−
i=1
s−
j=1
λ
j
bd α
i
abj β
i
cdj v1a ⊗ v2b ⊗ v3c ⊗ v4d
=
−
i,j
−
a
αiabj v1a

⊗
−
c
β icdj v3c

⊗
−
b,d
λ
j
bd v2b ⊗ v4d

. (2)
This expresses T1 as a sum of rs maps (matrices) of rank 1. Hence it follows that rank T1 ≤ rs = rank T12 rank T13, which is
what we wanted. 
Remark 9. Consider the 2n-tuple (rank TI)I⊆{1,...,n}. Half the numbers are equal since rank TIC = rank TI . Furthermore,
rank T∅ = 1 for all T ≠ 0. Theorem 2 characterizes what is left of the tuple in the n = 3 case. It is natural to ask whether
Theorem 8 does the same in the general case. We will now prove that it does not, even for n = 4.
Let rI = rank TI . When n = 4, Theorem 8 gives the following inequalities for all permutations (a, b, c, d) of (1, 2, 3, 4):
rab ≤ rarb, ra ≤ rbrab, ra ≤ rabrac .
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(The theorem gives other inequalities as well, but the rest are trivial or implied by these.) If r12 = 1, then these inequalities
reduce to r1 = r2, r3 = r4 and
max(r1, r3) ≤ r13 ≤ r1r3, max(r1, r3) ≤ r14 ≤ r1r3.
But r12 = 1 actually implies r13 = r14 = r1r3, as the following argument shows.
Let si = dimk Vi, and let {vij | j = 1, 2, . . . , si} be a basis for Vi. Assume that rank T12 = 1. Then T = T ′ ⊗ T ′′ for some
T ′ = ∑ij aij v1i ⊗ v2j ∈ V1 ⊗ V2 and T ′′ = ∑ij bij v3i ⊗ v4j ∈ V3 ⊗ V4. The coefficients of T ′ and T ′′ form an s1 × s2 matrix
A = (aij) and an s3 × s4 matrix B = (bij), respectively. Arrange the entries of A and B into column vectors vec A and vec B
(any order). Then the matrices representing the maps TI (1 ≤ |I| ≤ n2 ) are as follows.
T1 = vec(B)⊗
K
AT
T2 = vec(B)⊗
K
A
T3 = BT⊗
K
vec(A)
T4 = B⊗
K
vec(A)
T12 = vec(B) vec(A)T
T13 = BT⊗
K
AT
T14 = B⊗
K
AT.
Here⊗K is the Kronecker product. Since A and B are non-zero, it follows that
rank T1 = rank T2 = rank A,
rank T3 = rank T4 = rank B,
rank T13 = rank T14 = rank A rank B.
Thus r1 = r2, r3 = r4 and r13 = r14 = r1r3, with no restrictions on r1 and r3 except r1 ≤ min(s1, s2) and r3 ≤ min(s3, s4).
Remark 10. The proof of Theorem 8 even gives us an upper bound on the tensor rank in the trilinear case. The final
equation (2) is valid for any T ∈ V1⊗V2⊗V3⊗V4. By letting V4 = k, this equation expresses T as a sum of rs decomposable
tensors, proving that the tensor rank of an element T ∈ V1 ⊗ V2 ⊗ V3 is at most rs = rank T2 rank T3. This is stronger than
the inequality rank T1 ≤ rank T2 rank T3 of Theorem 2 since the rank of any Ti is bounded above by the tensor rank of T .
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