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Hausdorff measure of sets of distributional chaotic pairs for shift
maps
Dalian Yuan *, Ercai Chen †, and Zijie Lin ‡
Abstract
Let σK :
∑
K →
∑
K be a shift map. For an interval [p, q] ⊂ [0, 1], letDσK ([p, q])
denote the set of pairs for which the density spectrum of the ǫ-approach time set equals
[p, q] when ǫ is small andEσK ([p, q]) the set of pairs for which the density spectrum of
the ǫ-approach time set converges to [p, q] when ǫ → 0+. Then dimH DσK ([p, q]) =
dimH EσK ([p, q]) = 2 − q. Moreover, H 2−q(EσK ([p, q])) = 1 when q = 0 and
H 2−q(EσK ([p, q])) = +∞ when q > 0. Meanwhile, H 2−q(DσK ([p, q])) = +∞
when q = 1 and H 2−q(DσK ([p, q])) = 0 when q < 1.
Keywords. Distributional density spectrum, Hausdorff measure, distributional chaotic pair,
shift map.
MSC2010: 37B05/10/20, 37C45, 28A75/78/80
1 Introduction
The notion of chaos to describe the approaching-and-dispersing processes between trajec-
tories in a dynamical system was first used in [22]. Suppose (X, ρ, f) is a topological
dynamical system (TDS for short), namely, (X, ρ) is a compact metric space and f a con-
tinuous surjective self-map onX. Then (x, y) ∈ X ×X is said to be a Li–Yorke pair ([5])
if
lim inf
i→∞
(f i(x), f i(y)) = 0 and lim sup
i→∞
(f i(x), f i(y)) > 0.
A set C ⊂ X is called a (Li–Yorke) scrambled set if each pair of different points in C
forms a Li–Yorke pair. In general, f is said to be Li–Yorke chaotic if it has an uncountable
scrambled set. It is proved in [22] that an interval map that has a periodic point of period 3 is
Li–Yorke chaotic. The existence of asymptotic pairs and Li–Yorke scrambled sets contained
in the stable sets are studied in [19].
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Based on Li–Yorke chaos, different types of chaos, such as Devaney chaos ([9]), generic
chaos ([33]), ω-chaos ([21]), and Strong chaos ([39]) have been studied.
Distributional chaos, which was first introduced in [34] and was generalized in [3],
[30] and [31], has been the focus of chaos study for more than ten years. By describing
the densities of trajectory approach time sets, distributional chaos reveals more rigorous
complexity hidden in Li–Yorke chaos.
We will now briefly review the definitions of the three types of distributional chaos. Let
(X, ρ, f) be a TDS. For x, y ∈ X, define the lower distributional function Fx,y and upper
distributional function F ∗x,y from (0,+∞) to [0, 1] by
Fx,y(ǫ) = lim inf
n→∞
1
n
#
({
0 ≤ i < n : ρ (f i(x), f i(y)) < ǫ}) ,
F ∗x,y(ǫ) = lim sup
n→∞
1
n
#
({
0 ≤ i < n : ρ (f i(x), f i(y)) < ǫ}) , (1.1)
where #(·) denotes the cardinality of a set. A couple (x, y) ∈ X ×X is called a DC1 pair
if
F ∗x,y(ǫ) ≡ 1 on (0,+∞) and Fx,y(ǫ) ≡ 0 on some (0, ǫ0] ,
a DC2 pair if
F ∗x,y(ǫ) ≡ 1 on (0,+∞) and Fx,y(ǫ) < 1 on some (0, ǫ0] ,
and a DC3 pair if
Fx,y(ǫ) < F
∗
x,y(ǫ) on some (ǫ0, ǫ1] .
A set C ⊂ X is said to be a DCi (i = 1, 2 or 3) scrambled set if each pair of different
points in C forms aDCi pair. In general, f is said to beDCi chaotic if it has an uncountable
DCi scrambled set.
A pair (x, y) ∈ X ×X is said to be a mean Li–Yorke pair if
lim inf
n→∞
1
n
n−1∑
i=0
ρ(f i(x), f i(y)) = 0 and lim sup
n→∞
1
n
n−1∑
i=0
ρ(f i(x), f i(y)) > 0.
A set C ⊂ X is called a mean Li–Yorke chaotic set if each pair of different points in C
forms a mean Li–Yorke pair. In general, f is said to be mean Li–Yorke chaotic if it has an
uncountable mean Li–Yorke chaotic set. It is proved in [18] that the intersections of the sets
of asymptotic tuples and mean Li–Yorke tuples with the set of topological entropy tuples
are dense in the set of topological entropy tuples. It is observed in [10] that DC2 chaos is
equivalent to mean Li–Yorke chaos (see [10] for details).
Cardinality (uncountable or not) is a simple description of the size of a scrambled set.
In fact, measures are widely used to characterize the sizes of scrambled sets. The Lebesgue
measures of scrambled sets are investigated in [36], [35] and [25]. The Bowen entropy
dimensions of scrambled sets are studied in [17] and [16]. The Hausdorff dimensions of
strong scrambled sets and DC1 scrambled sets are discussed in [39] and [29], respectively.
In the more recent paper [6], the Lebesgue measure of Li–Yorke pairs for interval maps is
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thoroughly discussed. In the present paper we study the Hausdorff measure of the set of
distributional chaos pairs for shift maps.
A pair (x, y) from a TDS is a DC1 pair if and only if the approach time sets of x, y have
upper density 1 and lower density 0, and is a DC2 pair if and only if the approach time sets
have upper density 1 and lower density < 1. So the set of DC1 pairs and the set of DC2
pairs are saturated sets with diverging Birkhoff averages of approach time sets. They are
fractals generated by the distributional functions. This viewpoint motivates the application
of multifractal analysis to the study of chaos, so as to investigate distributional chaos in a
more refined way than in terms of DC1 and DC2.
To give a more detailed description of our results, we introduce several definitions and
notations. Let C([0, 1]) be the set of nonempty compact sub-intervals of [0, 1]. Let (X, ρ, f)
be a TDS. For [p, q] ∈ C([0, 1]), define
Ef ([p, q]) = {(x, y) ∈ X ×X : lim
ǫ→0+
F ∗x,y(ǫ) = q, lim
ǫ→0+
Fx,y(ǫ) = p},
Df ([p, q]) = {(x, y) ∈ X ×X : F ∗x,y(ǫ) = q, Fx,y(ǫ) = p on some (0, ǫ0]}.
For J ⊂ C([0, 1]), write
Ef (J ) =
⋃
I∈J
Ef (I), Df (J ) =
⋃
I∈J
Df (I).
The sets Ef ([p, q]) and [p, q] ∈ C([0, 1]) form a spectral decomposition of the product space
X ×X, while Ef ([p, q]) and Df ([p, q]) are generalizations of the relations DC1 and DC2.
In fact, for the map f , the relation DC1 equals Df ([0, 1]) and the relation DC2 equals
Ef ({[p, 1] : 0 ≤ p < 1}).
For [p, q] ∈ C([0, 1]), we calculate the Hausdorff measures of the sets EσK ([p, q]) and
DσK ([p, q]). They are as follows.
Theorem 1.1. Let [p, q] ∈ C([0, 1]). Then
H
2−q(EσK ([p, q])) =
{
1, q = 0,
+∞, 0 < q ≤ 1
and
H
2−q(DσK ([p, q])) =
{
0, 0 ≤ q < 1,
+∞, q = 1.
As an application, we get the following corollaries for the size of mean Li–Yorke chaos
in symbolic space.
Corollary 1.2. Let LY(σK) be the set of all Li–Yorke pairs of the symbolic space (ΣK , σK).
Then dimH LY(σK) = 2,H
2(LY(σK)) = 1.
Corollary 1.3. Let MLY(σK) be the set of all mean Li–Yorke pairs of the symbolic space
(ΣK , σK). Then dimH MLY(σK) = 1,H
1(MLY(σK)) = +∞.
3
The main body of this paper is organized as follows.
In Section 2, some necessary definitions and notations are specified.
In Section 3, the distributional functions Ff and Ef are defined. The distributional
chaotic relations Ef ([p, q]), Df ([p, q])(f), Ef (J ) and Df (J ) are introduced. Some prop-
erties of certain invariances of these relations are discussed.
Section 4 is a review of the basic properties of Hausdorff measure on symbolic spaces.
Some useful lemmas are proved.
In Section 5, we give an useful variational inequality for calculating the Hausdoff di-
mensions and Hausdorff measures of the sets EσK ([p, q]) and DσK ([p, q]).
In Section 6, we study the Hausdorff dimensions of EσK (J ) and DσK (J ). It is proved
that for ∅ 6= J ⊂ C([0, 1]),
dimH EσK (J ) = dimH DσK (J ) = 2− inf{sup I : I ∈ J }. (1.2)
In particular, for [p, q] ∈ C([0, 1]),
dimH EσK ([p, q]) = dimH DσK ([p, q]) = 2− q. (1.3)
From (1.2) we have that the Hausdorff dimension of the set of DC1 (or DC2) pairs for σK
is 1. We will prove Corollary 1.2.
Section 7 is the proof of Theorem 1.1.
2 Some definitions and notations
For a number a and sets of numbers B,C , we make use of the following notation:
a+B = B + a = {a+ b : b ∈ B}, aB = Ba = {ab : b ∈ B},
B + C = {b+ c : b ∈ B, c ∈ C}, BC = {bc : b ∈ B, c ∈ C}.
When X is a set, P(X) denotes the power set of X. For A ⊂ X, Ac denotes the comple-
ment of A, X \ A. We use ∆ = ∆(X) to denote the diagonal {(x, x) : x ∈ X} inX ×X.
In this paper we use ρ to denote any metric. Suppose that X is a metric space. For ǫ > 0
we use ∆ǫ to denote the set {(x, y) ∈ X × X : ρ(x, y) < ǫ}. For x ∈ X and nonempty
sets A,B ⊂ X, define
Bǫ(x) = {y ∈ X : ρ(x, y) < ǫ}, Bǫ(A) =
⋃
y∈A
Bǫ(y),
ρ(A,B) = inf{ρ(a, b) : a ∈ A, b ∈ B}, ρ(x,A) = ρ(A, x) = ρ({x}, A).
We use | · | to denote the diameter of a set.
Let Y =
∏
0≤i<αXi, where α is an ordinal number ≤ ω0. If x ∈ Y , we use xj to
denote the (j + 1)th coordinate of x. If (yi) is a sequence in Y , we use yi,j to denote the
(j + 1)th coordinate of yi, i.e., yi,j = (yi)j .
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For a product Y =
∏
0≤i<nXi of finitely many metric spaces, unless otherwise speci-
fied, we endow Y with the sup metric
ρ(x, y) = sup
0≤i<n
ρ(xi, yi).
Suppose X is a nonempty separable metric space. We use C(X) to denote the set of
nonempty compact connected subsets of X. For a sequence α = (xn)n≥0 of points in
X, we use ω(α) to denote the set of limit points of α set, i.e.,
ω(α) = {x ∈ X : for each neighborhood Uof x, xn ∈ U for infinitely many n}.
Lemma 2.1. LetX be a nonempty compact metric space. Suppose (xi)i≥0 is a sequence of
points in X with limi→∞ ρ(xi, xi+1) = 0. Then ω(xi : i ≥ 0) ∈ C(x).
We omit the proof of Lemma 2.1, for it is easy.
Let α = (ni)i≥0 be a sequence of positive integers with infinitely many ni ≥ 2. Write
Σα =
∏
i≥0
{0, · · · , ni − 1} = {(xi)i≥0 : xi ∈ {0, · · · , ni − 1}, i ≥ 0}.
For x, y ∈ Σα, write
δ(x, y) = inf{i ≥ 0 : xi 6= yi},
where δ(x, x) = +∞. Endow Σα with the metric
ρ(x, y) =
∏
0≤i<δ(x,y)
n−1i .
Write
Wα,i =
∏
0≤j<i
{0, · · · , nj − 1}, Wα =
⋃
i≥0
Wα,i.
If ω ∈Wα,i, then ω is called a word with length |ω| = i. Write
[ω] = {x ∈ Σα : x0 · · · xi−1 = ω} ,
where x0 · · · xi−1 is the concatenation of letters x0 · · · xi−1. In addition, [ω] is said to be a
cylinder in Σα of length i. ForW ⊂Wα, write
[W ] =
⋃
{[ω] : ω ∈Wα} .
Suppose each ni = k. Then we write Σk,Wk,i,Wk for Σα,Wα,i,Wα respectively.
The properties stated in the lemma below are direct.
Lemma 2.2. Let α = (ni)i≥0 be a sequence of positive integers with infinitely many ni ≥ 2.
Then Σα =
∏
i≥0{0, · · · , ni − 1} is a Cantor space. For each word ω ∈ Wα, the cylinder
[ω] is closed and open with diameter |[ω]| =∏0≤i<|ω| n−1i . The set {[ω] : ω ∈ Wα} ∪ {∅}
is a base of the topology of Σα.
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Throughout this paper, K ≥ 2 denotes a fixed natural number. By Lemma 2.2, ΣK is
a Cantor space, each cylinder [ω] is a closed and open subset of ΣK with diameter K
−|ω|,
and the set {[ω] : ω ∈ WK} ∪ {∅} is a topological base for ΣK . Define the shift map σK
on ΣK as the map (σK(x))i = xi+1, i ≥ 0. It is a K to 1 continuous map.
Suppose ∅ 6= Ai ⊂WK,ni , i ≥ 0. We write∏
i≥0
Ai = {ω0ω1 · · · ∈ ΣK : wi ∈ Aj, j ≥ 0} .
where ω0ω1 · · · is the concatenation of words ω0, ω1, · · · .
Let N ⊂ N. For n ≥ 1, write ζn(N) = #(N ∩ {0, · · · , n − 1}) and µn(N) = ζn(N)n .
Put µ(N) = ω(µn(N) : n ≥ 1) and call it the density spectrum of N . By Lemma
2.1, µ(N) is a nonempty subinterval of [0, 1], i.e., µ(N) ∈ C([0, 1]). We call µ∗(N) :=
inf µ(N) the lower density of N and µ∗(N) := supµ(N) the upper density of N .
When µ(N) = [p, p], we also write µ(N) = p.
Define a partial order  on C([0, 1]) by
I  J ↔ inf I ≤ inf J and sup I ≤ supJ.
The properties stated in the lemma below are direct.
Lemma 2.3. Let N ,M ⊂ N. Write N = {ni : 0 ≤ i < #(N)} with ni < ni+1.
(a) IfM ⊂ N , then µ(M)  µ(N).
(b) If lim inf i→∞(ni+1 − ni) ≥ k ≥ 1, then
µ(N + {0, · · · , k − 1}) = µ((N − {0, · · · , k − 1}) ∩ N) = kµN.
So, if limi→∞(ni+1 − ni) = +∞, then µ(N) = 0.
(c) µ(kN + {0, · · · , k − 1}) = µ((kN − {0, · · · , k − 1}) ∩ N) = µ(N) for k ≥ 1. ✷
3 Distributional functions and distributional chaotic relations
Let (X, ρ, f) be a TDS. For x ∈ X and A ⊂ X, define the recurrence time set Nf (x,A)
by
Nf (x,A) = {i ≥ 0 : f i(x) ∈ A}.
Define Ff : (X ×X)× (0,+∞)→ C([0, 1]) by
Ff ((x, y), ǫ) = µ(Nf×f ((x, y),∆ǫ)). (3.1)
For (x, y) ∈ X ×X,
0 < ǫ0 < ǫ1 ⇒ Nf×f ((x, y),∆ǫ0) ⊂ Nf×f ((x, y),∆ǫ1)
⇒ Ff ((x, y), ǫ0)  Ff ((x, y), ǫ1).
(3.2)
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By (3.2), we define Ef : X ×X → C([0, 1]) by
Ef (x, y) = [ lim
ǫ→0+
inf Ff ((x, y), ǫ), lim
ǫ→0+
supFf ((x, y), ǫ)]. (3.3)
For [p, q] ∈ C([0, 1]). Write
Ef ([p, q]) = {(x, y) ∈ X ×X : Ef (x, y) = [p, q]}
and define
Df ([p, q]) = {(x, y) ∈ X ×X : Ff ((x, y), ǫ) ≡ [p, q] on some interval (0, ǫ0]}.
Note that Df ([p, q]) ⊂ Ef ([p, q]). For J ⊂ C([0, 1]), put
Ef (J ) =
⋃
I∈J
Ef (I), Df (J ) =
⋃
I∈J
Df (I).
Remark 3.1. The distributional chaotic relation with respect to DC1 is Df ([0, 1]) and the
distributional chaotic relation with respect to DC2 is Ef ({[p, 1] : 0 ≤ p < 1}).
Lemma 3.2. Let (X, f) be a TDS and n ≥ 1. Then
Efn = Ef
and, for [p, q] ∈ C([0, 1]),
Efn([p, q]) = Ef ([p, q]) and Dfn([p, q]) = Df ([p, q]).
Proof. By the uniform continuity of f , we may choose positive numbers ǫi → 0+ such that,
for each (x, y) ∈ X ×X and i ≥ 0,
ρ(x, y) < ǫi+1 ⇒ ρ(f j(x), f j(y)) < ǫi for 0 ≤ j < n. (3.4)
Let (x, y) ∈ X ×X. We are to verify
nNfn×fn((x, y),∆ǫi+1) + {0, · · · , n − 1} ⊂ Nf×f ((x, y),∆ǫi) (3.5)
and
(nNfn×fn((x, y),∆cǫi)− {0, · · · , n− 1}) ∩ N ⊂ Nf×f ((x, y),∆cǫi+1). (3.6)
Suppose i ∈ Nfn×fn((x, y),∆ǫi+1) and 0 ≤ j < n. Then ρ(f in(x), f in(y)) < ǫi+1. By
(3.4), ρ(f in+j(x), f in+j(y)) < ǫi, which means in + j ∈ Nf×f ((x, y),∆ǫi). So (3.5)
holds. Suppose i ≥ 0 satisfies i ∈ Nfn×fn((x, y),∆cǫi), 0 ≤ j < n and in − j ≥ 0. Now
ρ(f in(x), f in(y)) ≥ ǫi. By (3.4), ρ(f in−j(x), f in−j(y)) ≥ ǫi+1, which means in − j ∈
Nf×f ((x, y),∆cǫi+1). So (3.6) holds.
Eq(˙3.6) leads to
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Nf×f ((x, y),∆ǫi+1)
=(Nf×f ((x, y),∆cǫi+1))
c
⊂((nNfn×fn((x, y),∆cǫi)− {0, · · · , n − 1} ∩N)c
=N \ (nNfn×fn((x, y),∆cǫi)− {0, · · · , n − 1})
=(n(Nfn×fn((x, y),∆cǫi))
c − {0, · · · , n − 1}) ∩ N
=(nNfn×fn((x, y),∆ǫi)− {0, · · · , n− 1}) ∩N.
(3.7)
Eqs (3.5) and (3.7) lead to
nNfn×fn((x, y),∆ǫi+2) + {0, · · · , n− 1}
⊂Nf×f ((x, y),∆ǫi+1)
⊂(nNfn×fn((x, y),∆ǫi)− {0, · · · , n− 1}) ∩N.
(3.8)
Applying (c) of Lemma 2.3 to (3.8), we get
Ffn((x, y), ǫi+2)  Ff ((x, y), ǫi+1)  Ffn((x, y), ǫi). (3.9)
Letting i→∞ in (3.9) we obtain
Efn(x, y) = Ef (x, y). (3.10)
So Efn = Ef and, for [p, q] ∈ C([0, 1]),
Efn([p, q]) = E−1fn ([p, q]) = E−1f ([p, q]) = Ef ([p, q]).
For (x, y) ∈ X ×X and ǫ > 0, put
Gf,ǫ(x, y)
=[inf Ff ((x, y), ǫ) − inf Ef (x, y), supFf ((x, y), ǫ) − sup Ef (x, y)]
∈C([0, 1]).
(3.11)
Then, by (3.9) and (3.10), we have
Gfn,ǫi+2(x, y)  Gf,ǫi+1(x, y)  Gfn,ǫi(x, y). (3.12)
So
if Gf,ǫi(x, y) = [0, 0] then Gfn,ǫi+1(x, y) = [0, 0] (3.13)
and
if Gfn,ǫi(x, y) = [0, 0] then Gf,ǫi+1(x, y) = [0, 0]. (3.14)
Now (3.13), (3.14), (3.11) and (3.10) imply
(x, y) ∈ Dfn([p, q])⇔ (x, y) ∈ Df ([p, q]).
Then Dfn([p, q]) = Df ([p, q]).
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4 Hausdorff measure on symbolic spaces
We will now briefly review the concept of Hausdorff measure and Hausdorff dimension.
See [13] for more details. Let X be a separable metric space. Then A ⊂ P(X) is called a
cover of X if
⋃A = X. A cover A with |A| := supA∈A |A| < δ is called a δ-cover. Let
C (X) denote the set of countable covers ofX and C (X, δ) the set of countable δ-covers of
X. For 0 ≤ s ≤ +∞ and δ > 0, define the H sδ measure of X as
H
s
δ (X) = infA∈C (X,δ)
∑
A∈A
|A|s,
where 00 = 0+∞ = 0. It is obvious that H sδ (X) is nondecreasing while δ decreases. Then
define the s-dimensional Hausdorff measure of X as
H
s(X) = lim
δ→0+
H
s
δ (X) = sup
δ>0
H
s
δ (X) ∈ [0,+∞].
For 0 ≤ s < t, by
H
s
δ (X) ≥ δs−tH tδ (X), 0 < δ < 1,
if H t(X) > 0, then H s(X) = +∞. Then there is a unique value dimH X ∈ [0,+∞],
called the Hausdorff dimension of X, such that
0 ≤ s < dimH X ⇒ H s(X) = +∞ and dimH X < s ≤ +∞⇒ H s(X) = 0.
The next two lemmas are well known.
Lemma 4.1. Let X be a separable metric space and A a countable set of subsets of X.
Then, for 0 ≤ s ≤ +∞,
sup
A∈A
H
s(A) ≤ H s
(⋃
A
)
≤
∑
A∈A
H
s(A). (4.1)
Thus
dimH
⋃
A = sup
A∈A
dimH A. ✷ (4.2)
Lemma 4.2. Suppose X,Y are separable metric spaces and π is a surjective map from X
to Y . Let s, c ∈ (0,+∞). If for some δ0 > 0,
ρ(π(x), π(y)) ≤ c(ρ(x, y))s while x, y ∈ X with 0 < ρ(x, y) < δ0,
then
H
t(Y ) ≤ ctH st(X) for t ∈ (0,+∞),
and thus
dimH Y ≤ 1
s
dimH X. ✷
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Lemma 4.3. Let X, Y be separable metric spaces. Suppose π : X → Y is surjective with
lim
δ→0+
inf
{
ln ρ(π(x), π(y))
ln ρ(x, y)
: (x, y) ∈ X ×X, 0 < ρ(x, y) < δ
}
= s.
Then
s dimH Y ≤ dimH X. (4.3)
So, if s > 0, or s ≥ 0 and dimH X > 0, then
dimH Y ≤ 1
s
dimH X. (4.4)
Proof. If s ≤ 0, the inequality (4.3) is obvious. Then suppose s > 0. Let 0 < τ < s. Pick
0 < δ0 < 1 such that
ln ρ(π(x), π(y))
ln ρ(x, y)
≥ τ, i.e. ρ(π(x), π(y)) ≤ (ρ(x, y))τ ,
for (x, y) ∈ X ×X and 0 < ρ(x, y) < δ0.
By Lemma(4.2), dimH Y ≤ 1τ dimH X, i.e. τ dimH Y ≤ dimH X. Letting τ ր s we get
(4.3).
Lemma 4.4. Let α = (ni)i≥0 be a sequence of positive integers with infinitely many ni ≥ 2.
Let Σα =
∏
i≥0{0, · · · , ni − 1}. Then dimH Σα = 1 and H 1(Σα) = 1.
Proof. Let δ > 0. Choose k with
∏
0≤i≤k n
−1
i < δ. Then {[ω] : ω ∈ Wα,k} is a finite
δ-cover of Σα with ∑
ω∈Wα,k
|[ω]| =
∏
0≤i<k
ni ·
∏
0≤i<k
n−1i = 1.
Since δ > 0 was arbitrary, we have H 1(Σα) ≤ 1 and thus dimH Σα ≤ 1.
Let (Ai)i≥0 be a countable cover of Σα. We are to show∑
i≥0
|Ai| ≥ 1. (4.5)
Let ǫ > 0. For each i, let Bi be a cylinder containing Ai with
|Bi| < |Ai|+ 2−iǫ.
Now (Bi) is a sequence of closed and open sets covering Σα. SinceΣα is compact and each
Bi is open, we can choose a finite subcover (Bij )0≤j<k. Suppose Bij = [ωij ], 0 ≤ j < k.
Let lij be the length of ωij and put l = sup0≤j<k lij . Then
|[ωij ]| =
∏
0≤i<lij
n−1i
=
∏
lij≤i<l
ni ·
∏
0≤i<l
n−1i
=
∑
{|[ω]| : ω ∈Wα,l, ω|{0,··· ,lij−1} = ωij}.
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Now ∑
|Ai| ≥
∑
|Bi| − 2ǫ
≥
∑
0≤j<k
|Bij | − 2ǫ
=
∑
0≤j<k
|[ωij ]| − 2ǫ
≥
∑
{|[ω]| : ω ∈Wα,l} − 2ǫ
=
∏
0≤i<l
ni ·
∏
0≤i<l
n−1i − 2ǫ
= 1− 2ǫ.
Since ǫ > 0 was arbitrary, we have
∑ |Ai| ≥ 1. Since (Ai) was arbitrary, we have
H 1(Σα) ≥ 1 and thus dimH Σα ≥ 1.
Lemma 4.5. Suppose, for i ≥ 0, that ∅ 6= Ai ⊂WK,ni and #(Ai) = ai. Then
dimH
∏
i≥0
Ai ≥ lim inf
j→∞
∑
0≤i<j ln ai∑
0≤i<j+1 lnKni
. (4.6)
Proof. Write X =
∏
i≥0Ai and Y =
∏
i≥0{0, · · · , ai − 1}. If there are at most finitely
many ai ≥ 2, then (4.6) is obviously true. Then suppose there are infinitely many ai ≥ 2.
Note that, by Lemma 4.4, dimH Y = 1.
Write Ai = {ωi,j : 0 ≤ j < ai}. Let π : X → Y , and suppose that
π(ω0,j0 , ω1,j1 · · · ) = j0j1 · · · .
It is obvious that π is a bijection.
For x, y ∈ X with ∑
0≤i<j
ni ≤ δ(x, y) <
∑
0≤i<j+1
ni,
we have δ(π(x), π(y)) = j and
ln ρ(π(x), π(y))
ln ρ(x, y)
=
∑
0≤i<j ln ai
lnKδ(x,y)
≥
∑
0≤i<j ln ai∑
0≤i<j+1 lnKni
.
So
lim
δ→0+
inf
{
ln ρ(π(x), π(y))
ln ρ(x, y)
: (x, y) ∈ X ×X, 0 < ρ(x, y) < δ
}
≥ lim inf
j←∞
∑
0≤i<j ln ai∑
0≤i<j+1 lnKni
.
Applying Lemma 4.3 to this last inequality and using the fact that dimH Y = 1, we get
(4.6).
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Let (X, f), (Y, g) be TDSs and π : X → Y be surjective and continuous. If π satisfies
π ◦ f = g ◦ π, then we call π a semi-conjugation from f to g. In this case we say g
is a factor of f and f an extension of g. If in addition π is injective, then we call π a
conjugation from f to g.
Define
τK : WK → N, τK(ω) =
∑
0≤i<|ω|
Kiωi.
For n ≥ 1, define
τK,n : ΣK → ΣKn , (τK,n(x))i = τK(x|{in,··· ,(i+1)n−1}), i ≥ 0.
Lemma 4.6. Let n ≥ 1.
(a) τK,n is a conjugation from σ
n
K to σKn .
(b) For x, y ∈ ΣK ,
ρ(x, y) ≤ ρ(τK,n(x), τK,n(y)) ≤ Knρ(x, y).
(c) For X ⊂ ΣK and 0 ≤ s ≤ +∞,
H
s(X) ≤ H s(τK,n(X)) ≤ KsnH s(X).
So
dimH τK,n(X) = dimH X.
Proof. We prove (b) first. Let x, y ∈ ΣK . If x = y, then the inequalities in (b) are obvious.
Suppose x 6= y, δ(x, y) = in + j, and 0 ≤ j < n. Then δ(τK,n(x), τK,n(y)) = i. So
ρ(x, y) = K−in−j ≤ K−in = ρ(τK,n(x), τK,n(y)) ≤ K−in−j+n = Knρ(x, y).
Next we prove (a). By (b), τK,n is injective and continuous. Suppose x ∈ ΣKn. For
i ≥ 0, xi ∈ {0, · · · ,Kn − 1}, and so there are unique zi,j ∈ {0, · · · ,K − 1}, 0 ≤ j < n,
with xi =
∑
0≤j<nK
jzij . Define y ∈ ΣK by yin+j = zij for i ≥ 0 and 0 ≤ j < n. Then
τK,n(y) = x. So τK,n is surjective. Now, using (b) again we see that τ
−1
K,n is continuous. So
τK,n is a homeomorphism from ΣK to ΣKn.
Let x ∈ ΣK . Then
(σKn(τK,n(x)))i =
∑
0≤j<n
Kjx(i+1)n+j
=
∑
0≤j<n
Kj(σnK(x))in+j
= (τK,n(σ
n
K(x)))i, i ≥ 0.
So σKn ◦ τK,n = τK,n ◦ σnK .
Now (c) follows from (b) and Lemma 4.2.
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Define
πK : ΣK × ΣK → ΣK2 , (πK(x0, x1))i = x0,i +Kx1,i ∈ {0, · · · ,K2 − 1}, i ≥ 0,
where (x0, x1) ∈ ΣK×ΣK , x0,i, x1,i ∈ {0, · · · ,K−1} are the (i+1)th coordinate values
of x0, x1 respectively.
Lemma 4.7. (a) πK is a conjugation from σK × σK to σK2 .
(b) For (x0, x1), (y0, y1) ∈ ΣK × ΣK ,
ρ(πK(x0, x1), πK(y0, y1)) = (ρ((x0, x1), (y0, y1)))
2.
(c) For X ⊂ ΣK × ΣK and 0 ≤ s ≤ +∞,
H
s(X) = H
s
2 (πK(X)).
So
dimH πK(X) =
1
2
dimH X.
Proof. We prove (b) first. Let (x0, x1), (y0, y1) ∈ ΣK × ΣK . If (x0, x1) = (y0, y1), then
ρ(πK(x0, x1), πK(y0, y1)) = 0 = (ρ((x0, x1), (y0, y1)))
2.
Suppose (x0, x1) 6= (y0, y1). Let i be the least natural number satisfying
x0,i 6= y0,i or x1,i 6= y1,i.
Then δ(πK(x0, x1), πK(y0, y1)) = i. So
ρ(πK(x0, x1), πK(y0, y1)) = (K
2)−i = (K−i)2 = (ρ((x0, x1), (y0, y1)))2.
Next we prove (a). By (b), πK is injective and continuous. Suppose x ∈ ΣK2 . For
i ≥ 0, xi ∈ {0, · · · ,K2 − 1}, and so there are unique z0,i, z1,i ∈ {0, · · · ,K − 1} with
xi = z0,i + Kz1,i. Put y0 = (z0,i)i≥0, y1 = (z1,i)i≥0. Then (y0, y1) ∈ ΣK × ΣK and
πK(y0, y1) = x. So πK is surjective. Now, use (b) again and we see π
−1
K is continuous. So
πK is a homeomorphism from ΣK × ΣK to ΣK2 .
Let (x0, x1) ∈ ΣK × ΣK . Then
(σK2(πK(x0, x1)))i = (πK(x0, x1))i+1
= x0,i+1 +Kx1,i+1
= (σK(x0))i +K(σK(x1))i
= (πK(σK(x0), σK(x1)))i, i ≥ 0.
So σK2 ◦ πK = πK ◦ (σk × σk).
Now (c) follows from (b) and Lemma 4.2.
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5 Variational inequality
In this section, we will prove a variational inequality (Lemma 5.8) for calculating the Haus-
doff dimensions and Hausdorff measures of the sets EσK ([p, q]) and DσK ([p, q]).
Letm ≥ 2. Denote
Qm =

p = (p0, · · · , pm−1) ∈ [0, 1]m :
∑
0≤i<m
pi = 1

 . (5.1)
Let K = (Ki)0≤i<m be a partition of {0, · · · ,K − 1}. Define
fK : Qm → [0,+∞), fK(p) =
∑
0≤i<m
−pi ln pi
#(Ki)
, (5.2)
where 0 ln 0 = 0.
Lemma 5.1. (a) fK is continuous and strictly concave.
(b) fK(Qm) ⊂ [0, lnK] and fK(p) = lnK if and only if pi = #(Ki)K for 0 ≤ i < m.
(c) Let pi ∈ [0, 1], 2 ≤ i < m, be fixed and satisfy
1−
∑
2≤i<m
pi = a > 0.
For c ∈ [0, 1], define qc ∈ Qm by
(qc)i =


ca, i = 0,
(1− c)a, i = 1,
pi, 2 ≤ i < m.
Define H : [0, 1]→ [0, lnK] by
H(c) = fK(qc) = −ca ln ca
#(K0)
− (1− c)a ln (1− c)a
#(K1)
+
∑
2≤i<m
−pi ln pi
#(Ki)
.
Then H is continuous and strictly concave and takes its maximal value at
c =
#(K0)
#(K0) + #(K1)
.
Proof. Define φ : [0,+∞) → R, φ(x) = x lnx. Then φ is continuous and, since φ′′(x) =
1
x
> 0, strictly convex.
(a) The continuity of fK can be shown by the uniform continuity of the functions
fK,j : [0, 1]→ [0,+∞), fK,j(x) = −x ln x
#(Kj)
, 0 ≤ j < m.
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Let pi ∈ Qm, 0 < ci < 1, 0 ≤ i < n, with
∑
0≤i<n ci = 1 and, for some i0, i1,
pi0 6= pi1 . Recall that pi,j is used to denote the (j + 1)th coordinate of pi. Then
fK

 ∑
0≤i<n
cipi

− ∑
0≤i<n
cifK(pi)
=
∑
0≤j<m

− ∑
0≤i<n
cipi,j · ln
∑
0≤i<n cipi,j
#(Kj)


−
∑
0≤i<n
ci
∑
0≤j<m
(
−pi,j ln pi,j
#(Kj)
)
=
∑
0≤j<m

− ∑
0≤i<n
cipi,j · ln
∑
0≤i<n
cipi,j


−
∑
0≤i<n
ci
∑
0≤j<m
(−pi,j ln pi,j)
=
∑
0≤j<m

 ∑
0≤i<n
ciφ(pi,j)− φ

 ∑
0≤i<n
cipi,j




>0 (by the strict convexity of φ).
So fK is strictly concave.
(b) Let K1 = ({i})0≤i<K . Then for q ∈ QK ,
fK1(q) =
∑
0≤i<K
(−qi ln qi) = −
∑
0≤i<K
φ(qi) = −K
∑
0≤i<K
1
K
φ(qi)
≤ −Kφ

 ∑
0≤i<K
1
K
qi

 = −Kφ( 1
K
)
= lnK
and fK1(q) = lnK if and only if each qi =
1
K
. Define ψ : Qm → QK by
(ψ(p))i =
pji
#(Kji)
, 0 ≤ i < K,
where ji is the unique number with i ∈ Kji . Suppose p ∈ Qm. Then
fK(p) =
∑
0≤j<m
(
−pj ln pj
#(Kj)
)
=
∑
0≤j<m
∑
i∈Kj
(
− pj
#(Kj)
ln
pj
#(Kj)
)
=
∑
0≤i<K
(−(ψ(p))i ln(ψ(p))i) = fK1(ψ(p)).
Then fK = fK1 ◦ ψ. So
sup fK(Qm) ≤ sup fK1(QK) = lnK
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and
fK(p) = lnK ⇔ (ψ(p))i = 1
K
for 0 ≤ i < K
⇔ pj = #(Kj)
K
for 0 ≤ j < m.
(c) We have
H ′(c) = a
(
ln
1− c
c
− ln #(K1)
#(K0)
)
.
So
H ′
(
#(K0)
#(K0) + #(K1)
)
= 0.
Now the conclusion follows from the fact that
H ′′(c) = −a
c
− a
1− c < 0, c ∈ (0, 1).
We define the function gK : Qm → [0,+∞) by
gK(p) =
fK(p)
lnK
=
∑
0≤i<m−pi ln pi#(Ki)
lnK
. (5.3)
By Lemma 5.1, for gK, we have the following properties.
Lemma 5.2. (a) gK is continuous and strictly concave.
(b) gK(Qm) ⊂ [0, 1] and gK(p) = 1 if and only if pi = #(Ki)K for 0 ≤ i < m.
(c) Let pi ∈ [0, 1], 2 ≤ i < m, be fixed and satisfy
1−
∑
2≤i<m
pi = a > 0.
For c ∈ [0, 1], define qc ∈ Qm by
(qc)i =


ca, i = 0,
(1− c)a, i = 1,
pi, 2 ≤ i < m.
Define h : [0, 1]→ [0, 1] by
h(c) = gK(qc) =
−ca ln ca#(K0) − (1− c)a ln
(1−c)a
#(K1)
+
∑
2≤i<m−pi ln pi#(Ki)
lnK
.
Then h is continuous and strictly concave and takes its maximal value at
c =
#(K0)
#(K0) + #(K1)
. ✷
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For n ≥ 1, write
Qm,n = {p ∈ Qm : npi ∈ N for 0 ≤ i < m}.
Lemma 5.3. Let p ∈ Qm and n ≥ 1. Then there is q ∈ Qm,n with
ρ(p, q) <
m− 1
n
. (5.4)
Proof. For 0 ≤ i < m − 1, let qi be the number with pi − 1n < qi ≤ pi and nqi ∈ N. Put
qm−1 = 1−
∑
0≤i<m−1 qi. Put q = (qi)0≤i<m. Then q ∈ Qm,n and
ρ(p, q) = sup
0≤i<m
|pi − qi| < m− 1
n
.
Lemma 5.4. #(Qm,n) ≤ (n+ 1)m.
Proof. Let
A =
{(
ij
n
)
0≤j<m
: 0 ≤ ij < n+ 1
}
.
Then #(A) = (n+ 1)m and Qm,n ⊂ A.
For ω ∈WK,n, define µK,n(ω) ∈ Qm by
(µK,n(ω))i =
1
n
#({0 ≤ j < n : ωj ∈ Ki}), 0 ≤ i < m.
For p ∈ Qm,n, write
AK,p,n = {ω ∈WK,n : µK,n(ω) = p}
and
aK,p,n = #(AK,p,n).
For P ⊂ Qm,n, write
AK,P,n = {ω ∈WK,n : µK,n(ω) ∈ P}
and
aK,P,n = #(AK,P,n).
The following lemma is direct.
Lemma 5.5. For n ≥ 1 and p ∈ Qm,n,
aK,p,n =
∏
0≤i<m
C
npi
n−∑
0≤j<i npj
(#(Ki))
npi =
n!
∏
0≤i<m(#(Ki))
npi∏
0≤i<m(npi)!
. ✷ (5.5)
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We will now review Stirling’s Formula, which says
lnn! = n lnn− n+ ln
√
2πn+ ǫn where lim
n→∞ ǫn = 0. (5.6)
Lemma 5.6.∣∣∣∣ 1n ln aK,p,n − fK(p)
∣∣∣∣ ≤ 1n(m+ 1)(ln
√
2πn+ E), for p ∈ Qm,n, (5.7)
where E = supn≥1 |ǫn| with ǫn as in (5.6). Thus
lim
n→∞ sup
{∣∣∣∣ 1n ln aK,p,n − fK(p)
∣∣∣∣ : p ∈ Qm,n
}
= 0. (5.8)
Proof. Applying (5.6) to (5.5), we get
ln aK,p,n
=
∑
0≤i<m
npi ln#(Ki) +

n lnn− ∑
0≤i<m
npi lnnpi

−

n− ∑
0≤i<m
npi


+

ln√2πn− ∑
0≤i<m
ln
√
2πnpi

+

ǫn − ∑
0≤i<m
ǫnpi


=
∑
0≤i<m
npi ln#(Ki) +

n lnn− ∑
0≤i<m
npi lnnpi


+

ln√2πn− ∑
0≤i<m
ln
√
2πnpi

+

ǫn − ∑
0≤i<m
ǫnpi


=
∑
0≤i<m
npi ln#(Ki)−
∑
0≤i<m
npi ln pi
+

ln√2πn− ∑
0≤i<m
ln
√
2πnpi

+

ǫn − ∑
0≤i<m
ǫnpi


=−
∑
0≤i<m
npi ln
pi
#(Ki)
+

ln√2πn− ∑
0≤i<m
ln
√
2πnpi

+

ǫn − ∑
0≤i<m
ǫnpi


=nfK(p) +

ln√2πn− ∑
0≤i<m
ln
√
2πnpi

+

ǫn − ∑
0≤i<m
ǫnpi

 ,
i.e.,
1
n
ln aK,p,n
=fK(p) +
1
n

ln√2πn − ∑
0≤i<m
ln
√
2πnpi

+ 1
n

ǫn − ∑
0≤i<m
ǫnpi

 . (5.9)
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Since
∣∣∣ln√2πn−∑0≤i<m ln√2πnpi∣∣∣ ≤ (m + 1) ln√2πn, (5.9) leads to (5.7). Now
(5.8) follows from (5.7) and the fact ln
√
2πn
n
→ 0.
Let x ∈ ΣK . For n ≥ 1, define µK,n(x) ∈ Qm by
(µK,n(x))i =
1
n
#({0 ≤ j < n : xj ∈ Ki}), 0 ≤ i < m.
Define
µK(x) = ω(µK,n(x) : n ≥ 1) ⊂ Qm.
We call µK(x) the distributional density spectrum of x on K.
Lemma 5.7. Let x ∈ ΣK . Then µK(x) ∈ C(Qm).
Proof. Apply Lemma 2.1 to
ρ(µK,n(x), µK,n+1(x)) ≤ 1
n+ 1
→ 0, n→∞.
Lemma 5.8. Let ∅ 6= P ⊂ Qm. Then dimH{x ∈ ΣK : µK(x) ∩ P 6= ∅} ≤ sup gK(P ).
Proof. Suppose sup gK(P ) = s.
Let ǫ > 0. By the uniform continuity of fK, we may take δ > 0 such that
|fK(p)− fK(q)| < ǫ lnK for p, q ∈ Qm with ρ(p, q) < δ. (5.10)
Take n0 such that
(m+ 1)(ln
√
2πn+ E)
n
< ǫ lnK for n ≥ n0, (5.11)
where E = supn≥1 |ǫn| with ǫn as in (5.6).
Let
Pi = Qm,i+1 ∩Bδ(P ), i ≥ 0.
If i ≥ m−1
δ
− 1, then m−1
i+1 ≤ δ and, by Lemma 5.3, Pi 6= ∅ and P ⊂ Bδ(Pi).
Let n1 ≥ sup(n0, m−1δ − 1). Suppose i ≥ n1 and q ∈ Pi. Then
ln aK,q,i+1
≤(i+ 1)fK(q) + (m+ 1)(ln
√
2π(i + 1) + E) (by (5.7))
≤(i+ 1)(fK(p) + ǫ lnK) + (i+ 1)ǫ lnK (by (5.10) and (5.11))
=(i+ 1)(s lnK + ǫ lnK) + (i+ 1)ǫ lnK
=(i+ 1)(s + 2ǫ) lnK.
(5.12)
By (5.12), we have
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aK,Pi,i+1 ≤ (i+ 2)me(i+1)(s+2ǫ) lnK = (i+ 2)mK(i+1)(s+2ǫ) for n ≥ n1. (5.13)
Now, if n ≥ n1, it follows from (5.13) that∑
ω∈AK,Pi,i+1
|[ω]|s+4ǫ = aK,Pi,i+1K−(i+1)(s+4ǫ)
≤ (i+ 2)mK(i+1)(s+2ǫ)K−(i+1)(s+4ǫ)
= (i+ 2)mK−2(i+1)ǫ
= (i+ 2)mK−(i+1)ǫ ·K−(i+1)ǫ.
(5.14)
Note that (i+ 2)mK−(i+1)ǫ → 0. So, by (5.14), we can take n2 ≥ n1 such that∑
ω∈AK,Pi,i+1
|[ω]|s+4ǫ < K−(i+1)ǫ for i ≥ n2. (5.15)
By ∑
i≥n
K−(i+1)ǫ =
K−(n+1)ǫ
1−K−ǫ → 0, n→∞,
we take n3 ≥ n2 such that ∑
i≥n
K−(i+1)ǫ < 1 for n ≥ n3. (5.16)
Eqs (5.15) and (5.16) lead to
∑
i≥n
∑
ω∈AK,Pi,i+1
|[ω]|s+4ǫ < 1 for n ≥ n3. (5.17)
Suppose x ∈ {y ∈ ΣK : µK(y) ∩ P 6= ∅}. Then there are infinitely many i with
ρ(µK,i+1(x), P ) < δ. For such i, we have µK,i+1(x) ∈ Pi and thus x ∈ [AK,Pi,i+1]. So
{x ∈ ΣK : µK(x) ∩ P 6= ∅} ⊂
⋃
i≥n
[AK,Pi,i+1] for n ≥ 0,
and thus, for n ≥ 0, An := {[ω] : ω ∈ AK,Pi,i+1, i ≥ n} is a countable cover of
{x ∈ ΣK : µK(x) ∩ P 6= ∅}. Note that, for [ω] ∈ An, |[ω]| ≤ K−(n+1).
Suppose n ≥ n3. Now we have
H
s+4ǫ
K−n
({x ∈ ΣK : µK(x) ∩ P 6= ∅}) ≤
∑
[ω]∈An
|[ω]|s+4ǫ
=
∑
i≥n
∑
ω∈AK,Pi,i+1
|[ω]|s+4ǫ
< 1.
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Letting n→∞, we have
H
s+4ǫ({x ∈ ΣK : µK(x) ∩ P 6= ∅}) ≤ 1.
Then
dimH{x ∈ ΣK : µK(x) ∩ P 6= ∅} ≤ s+ 4ǫ.
Since ǫ > 0 was arbitrary, we have
dimH{x ∈ ΣK : µK(x) ∩ P 6= ∅} ≤ s.
6 Hausdorff dimensions of EσK(J ) and DσK(J )
We will recall some of the notation defined at the beginning of this section.
τK :WK → N, τK(ω) =
∑
0≤i<|ω|
Kiωi
τK,n : ΣK → ΣKn, (τK,n(x))i = τK(x|{in,··· ,(i+1)n−1}), i ≥ 0, n ≥ 1
πK : ΣK ×ΣK → ΣK2, (πK(x0, x1))i = x0,i +Kx1,i ∈ {0, · · · ,K2 − 1}, i ≥ 0
Q2 =
{
p = (p0, p1) ∈ [0, 1]2 : p0 + p1 = 1
}
Additionally, we write
EK = {i+Ki : 0 ≤ i < K} ⊂ {0, · · · ,K2 − 1}.
Then
EnK =
∏
0≤i<n
EK ⊂ {0, · · · ,K2 − 1}n, n ≥ 1.
Lemma 6.1. Let ∅ 6= J ⊂ C([0, 1]). Then
dimH EσK (J ) ≤ 2− inf{sup I : I ∈ J }.
Proof. Let X = πK(EJ (σK)). Let
q = inf{sup I : I ∈ J }. (6.1)
By Lemma 4.7, to prove Lemma 6.1, it is enough to show dimH X ≤ 1 − q2 . If q = 0, the
inequality is obvious. So we suppose q > 0.
Let Pq = {r = (r0, r1) ∈ Q2 : r0 ≥ q}. For n ≥ 1, write
Kn,0 = τK2(E
n
K), Kn,1 = {0, · · · ,K2n − 1} \Kn,0; Kn = (Kn,0,Kn,1).
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Suppose x = πK(y, z) ∈ X, where (y, z) ∈ EJ (σK) = E−1σK (J ). Then for any n ≥ 1,
q ≤ supEσK (y, z) (by EσK (y, z) ∈ J and (6.1))
= supEσn
K
(y, z) (by Lemma 3.2)
= lim
i→∞
lim sup
j→∞
1
j
#({0 ≤ k < j : y|{kn,··· ,(k+i)n−1} = z|{kn,··· ,(k+i)n−1}})
= lim
i→∞
lim sup
j→∞
1
j
#({0 ≤ k < j : σknK2(x)|{0,··· ,in−1} ∈ EinK })
= lim
i→∞
lim sup
j→∞
1
j
#({0 ≤ k < j : σkK2n(τK2,n(x))|{0,··· ,i−1} ∈ Kin,0})
≤ lim sup
j→∞
1
j
#({0 ≤ k < j : (σkK2n(τK2,n(x)))0 ∈ Kn,0})
= sup{p0 : p = (p0, p1) ∈ µKn(τK2,n(x))}
∈ {p0 : p = (p0, p1) ∈ µKn(τK2,n(x))} (by the compactness of µKn(τK2,n(x))).
So µKn(τK2,n(x)) ∩ Pq 6= ∅, i.e., τK2,n(x) ∈ {x′ ∈ ΣK : µK(x′) ∩ Pq 6= ∅}. Then
τK2,n(X) ⊂ {x′ ∈ ΣK : µK(x′) ∩ Pq 6= ∅}. (6.2)
Now
dimH X = dimH τK2,n(X) (by Lemma 4.6)
≤ dimH{x′ ∈ ΣK : µK(x′) ∩ Pq 6= ∅} (by (6.2))
≤ sup gKn(Pq) (by Lemma 5.8).
(6.3)
Let n ≥ − ln qlnK . Then
#(Kn,0)
#(Kn,0) + #(Kn,1)
=
Kn
K2n
=
1
Kn
≤ q. (6.4)
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For n ≥ − ln qlnK , we have
sup gKn(Pq)
= sup gKn
({
p = (p0, p1) ∈ Q2 : p0 ≥ q ≥ #(Kn,0)
#(Kn,0) + #(Kn,1
})
by (6.4)
=gKn(q) (by Lemma 5.2 (c))
=
−q ln q
Kn
− (1− q) ln 1−q
K2n−Kn
lnK2n
=
−q ln q − (1− q) ln(1− q)
lnK2n
+
q lnKn + (1− q) ln(K2n −Kn)
lnK2n
→1
2
q + (1− q) (n→∞)
=1− q
2
.
(6.5)
In (6.3) let n→∞. Then using (6.5), we get dimH X ≤ 1− q2 .
If (X, ρ, f) is a TDS, then (x, y) ∈ X ×X is said to be an asymptotical pair if
lim
i→∞
ρ(f i(x), f i(y)) = 0,
a proximal pair if
lim inf
i→∞
ρ(f i(x), f i(y)) = 0,
a (δ-)distal pair if
lim inf
i→∞
ρ(f i(x), f i(y))(≥ δ) > 0,
and a (δ-)Li–Yorke pair if
lim inf
i→∞
ρ(f i(x), f i(y)) = 0, lim sup
i→∞
ρ(f i(x), f i(y))(≥ δ) > 0.
We use Asym(f), Prox(f), Dist(f) and LY(f) to denote the set of asymptotical pairs, the
set of proximal pairs, the set of distal pairs and the set of Li–Yorke pairs of f , respectively.
The properties stated in the two lemmas below are direct.
Lemma 6.2. Let (X, ρ, f) be a TDS. Then
Asym(f) ⊂ Df ([1, 1]),
Dist(f) ⊂ Df ([0, 0]),
Prox(f) = X ×X \Dist(f),
LY(f) = Prox(f) \ Asym(f) = X ×X \ (Dist(f) ∪Asym(f)).
Recall that N ⊂ N is said to be syndetic if for some k ≥ 1 we have N − {0, · · · , k −
1} ⊃ N.
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Lemma 6.3. Let x, y ∈ ΣK .
(a) (x, y) is an asymptotic pair for σK if and only if {i ≥ 0 : xi 6= yi} is finite.
(b) (x, y) is a distal pair for σK if and only if {i ≥ 0 : xi 6= yi} is syndetic. ✷
Let N ⊂ N with both N and N c infinite. Write
LN = N \ (N + 1) = {lN,0 < lN,1 < · · · },
RN = (N + 1) \N = {rN,0 < rN,1 < · · · }.
Note that lN,i < rN,i < lN,i+1 for i ≥ 0, N = N ∩
⋃
i≥0[lN,i, rN,i) and
RN ⊂ LNc ⊂ RN ∪ {0}. (6.6)
Lemma 6.4. Let N ⊂ N with both N and N c infinite. Then for n ≥ 1,
{i ≥ 0 : {i, · · · , i+ n− 1} ⊂ N} = N \ (RN − {0, · · · , n− 1}).
Proof. Let n ≥ 1. Then {i, · · · , i+ n− 1} ⊂ N if and only if i ∈ N , and {i, · · · , i+ n−
1} ∩RN = ∅ if and only if i ∈ N and i 6∈ RN − {0, · · · , n− 1}.
Recall that ζn(N) = #(N ∩ {0, · · · , n− 1}).
For i ≥ 0, write
tN,2i = lN,i, tN,2i+1 = rN,i;
dN,i = tN,i+1 − tN,i;
tN,i,j = tN,i + j, 0 ≤ j < dN,i;
eNi = ζtN,i+1(N) =
∑
0≤2j<i+1
dN,2j , fN,i = ζtN,i+1(N
c) = tN,i+1 − eN,i.
Lemma 6.5. Let N ⊂ N with both N and N c infinite. Then
µ(N) =
[
lim inf
i→∞
eN,2i+1
tN,2i+2
, lim sup
i→∞
eN,2i
tN,2i+1
]
.
Proof. It is obvious that
µ(N) ⊃
[
lim inf
i→∞
eN,2i+1
tN,2i+2
, lim sup
i→∞
eN,2i
tN,2i+1
]
Note that, for 0 ≤ j < dN,2i+2,
eN,2i+1
tN,2i+2
≤ eN,2i+1 + j + 1
tN,2i+2 + j + 1
=
ζtN,2i+2,j+1(N)
tN,2i+2,j + 1
≤ eN,2i+1 + dN,2i+2
tN,2i+2 + dN,2i+2
=
eN,2i+2
tN,2i+3
(6.7)
and for 0 ≤ j < dN,2i+1,
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eN,2i+1
tN,2i+2
=
eN,2i
tN,2i+2
≤ eN,2i
tN,2i+1 + j + 1
=
ζtN,2i+1,j+1(N)
tN,2i+1,j + 1
=
ζtN,2i+1(N)
tN,2i+1,j + 1
≤ ζtN,2i+1(N)
tN,2i+1
=
eN,2i
tN,2i+1
.
(6.8)
Eqs (6.7) and (6.8) lead to
lim inf
i→∞
eN,2i+1
tN,2i+2
≤ inf µ(N) ≤ supµ(N) ≤ lim sup
i→∞
eN,2i
tN,2i+1
.
So
µ(N) ⊂
[
lim inf
i→∞
eN,2i+1
tN,2i+2
, lim sup
i→∞
eN,2i
tN,2i+1
]
.
Let [p, q] ∈ C([0, 1]). Define
M([p, q]) =
{
N ⊂ N : eN,2i+1
tN,2i+2
→ p, eN,2i
tN,2i+1
→ q and dN,i →∞
}
.
Note that, by Lemma 6.5, for N ∈M([p, q]), µ(N) = [p, q].
Lemma 6.6. ([37]) Let [p, q] ∈ C([0, 1]). ThenM([p, q]) 6= ∅.
Let N ⊂ N with both N and N c infinite. Define
γN : N → N, γN (n) = ζn(N) = #(N ∩ {0, · · · , n− 1}).
In fact, γN is the unique order preserving bijective map from N to N. More intuitively, if
N = {n0 < n1 < · · · }, then γN (ni) = i, i ≥ 0. Define ΦN,a : ΣK → ΣK by
(ΦN,a(x))i =
{
aγN(i), i ∈ N,
xγNc(i), i ∈ N c.
More intuitively, in the case lN,0 = 0,
ΦN,a(x) =a0 · · · arN,0−1x0 · · · x(lN,1−rN,0)−1
arN,0 · · · arN,0+(rN,1−lN,1)−1xlN,1−rN,0 · · · x(lN,1−rN,0)+(lN,2−rN,1)−1
· · ·
=a0 · · · adN,0−1x0 · · · xdN,1−1
adN,0 · · · adN,0+dN,2−1xdN,1 · · · xdN,1+dN,3−1
· · ·
=a0 · · · aeN,0−1xfN,0 · · · xfN,1−1
aeN,1 · · · aeN,2−1xfN,2 · · · xfN,3−1
· · · .
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Note that ΦN,a is a continuous injection. The idea of the definition of ΦN,a comes from
[25]. Our definition is slightly different from the corresponding one in [25].
Lemma 6.7. Let a, b, c ∈ ΣK . Suppose (a, b) is (K−k+1)-distal for σK . Let [p, q] ∈
C([0, 1]) and N ∈ M([p, q]). Write x = ΦN,c(a), y = ΦN,c(b). Then
FσK ((x, y), ǫ) ≡ [p, q] for 0 < ǫ ≤ K−k+1.
Thus, (x, y) ∈ D[p,q](σK).
Proof. Suppose 0 < ǫ ≤ K−k+1. LetM = NσK×σK ((x, y),∆ǫ)). TakemwithK−m < ǫ.
Let
Mm = (RN − {0, · · · ,m− 1}) ∩ N, Mk = (RNc − {0, · · · , k − 1}) ∩ N.
Since limi→∞ tN,i+1 − tN,i = +∞, Lemma 2.3 implies µ(Mm) = µ(Mk) = 0.
Suppose i ∈ N \Mm. Then Lemma 6.4 implies that {i, · · · , i+m− 1} ⊂ N . So, by
the definition of x, y,
σiK(x)|{0,··· ,m−1} = σiK(y)|{0,··· ,m−1} = σγN (i)K (c)|{0,··· ,m−1},
which means ρ(σiK(x), σ
i
K(y)) ≤ K−m < ǫ and thus i ∈M . Then N \Mm ⊂M . So
µ(M)  µ(N \Mm) = µ(N) = [p, q]. (6.9)
Since (a, b) is (K−k+1)-distal for σK , we may choose t ∈ N such that
σiK(a)|{0,··· ,k−1} 6= σiK(b)|{0,··· ,k−1} for i ≥ t. (6.10)
Let s be a number such that γNc(s) = t. Suppose i ∈ N c \Mk \ {0, · · · , s− 1}. Then
γNc(i) ≥ t (6.11)
By Lemma 6.4,
{i, · · · , i+ k − 1} ⊂ N c. (6.12)
Now (6.11), (6.12), (6.10), and the definitions of x and y imply
σiK(x)|{0,··· ,k−1} = σγNc (i)K (a)|{0,··· ,k−1} 6= σγNc (i)K (b)|{0,··· ,k−1} = σiK(y)|{0,··· ,k−1},
which means ρ(σiK(x), σ
i
K(y)) ≥ K−k+1 ≥ ǫ and thus i ∈M c. Then
N c \Mk \ {0, · · · , s− 1} ⊂M c,
i.e. M ⊂ N ∪Mk ∪ {0, · · · , s − 1}. Now
µ(M)  µ(N ∪Mk ∪ {0, · · · , s − 1}) = µ(N) = [p, q]. (6.13)
It follows from (6.9) and (6.13) that FσK ((x, y), ǫ) = [p, q].
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Lemma 6.8. Let [p, q] ∈ C([0, 1]). Then dimH DσK ([p, q]) ≥ 2− q.
Proof. By Lemma 6.6, pick N ∈ M([p, q]). For n ≥ 1, we define
Xn =
∏
i≥0
Ci,
where
Ci =
{
EnK , i ∈ N,
WK2,n \ EnK , i ∈ N c.
Let Yn = π
−1
K (Xn).
Suppose x = πK(y, z) ∈ Xn, where (y, z) ∈ Yn ⊂ ΣK × ΣK . Then there are
a, b, c ∈ ΣK with
y = ΦnN+{0,··· ,n−1},a(b), z = ΦnN+{0,··· ,n−1},a(c) (6.14)
and
πK(b, c) ∈
∏
i≥0
Ci. (6.15)
By (6.15) and the definitions ofBi and πK , for each i ≥ 0, b|{i,··· ,i+2n−2} 6= c|{i,··· ,i+2n−2},
i.e., ρ(σiK(b), σ
i
K(c)) ≥ K−2n+2. So (b, c) is a (K−2n+2)-distal pair for σK . Note that,
sinceN ∈ M([p, q]), part (c) of Lemma 2.3 implies that nN+{0, · · · , n−1} ∈ M([p, q]).
Then, by (6.15), (6.14) and Lemma 6.7, (y, z) ∈ D[p,q](σK). So
Yn ⊂ DσK ([p, q]). (6.16)
Note that since, for each k ≥ 0,
Kn = #({i+Ki : 0 ≤ i < K}n) ≤ #(Ck) ≤ #(WK2,n\{i+Ki : 0 ≤ i < K}n) = K2n−Kn,
we have
lnKn
lnK2n
≤
∑
0≤k<tN,i,j ln#(Ck)∑
0≤k<tN,i,j lnK
2n
≤ ln(K
2n −Kn)
lnK2n
.
Then
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∑
0≤k<tN,2i,j ln#(Ck)∑
0≤k<tN,2i,j+1 lnK
2n
=
∑
0≤k<tN,2i ln#(Ck) +
∑
0≤k<j ln#(CtN,2i+k)
(tN,2i + j) lnK2n
· tN,2i + j
tN,2i + j + 1
=
eN,2i−1 lnKn + fN,2i−1 ln(K2n −Kn) + j lnKn
(tN,2i + j) lnK2n
· tN,2i + j
tN,2i + j + 1
≥ eN,2i−1 lnK
n + fN,2i−1 ln(K2n −Kn) + dN,2i lnKn
(tN,2i + dN,2i) lnK2n
· tN,2i
tN,2i + 1
=
eN,2i lnK
n + fN,2i ln(K
2n −Kn)
tN,2i+1 lnK2n
· tN,2i
tN,2i + 1
→ q
2
+ (1− q) · ln(K
2n −Kn)
lnK2n
, i→∞,
(6.17)
and
∑
0≤k<tN,2i+1,j ln#(Ck)∑
0≤k<tN,2i+1,j+1 lnK
2n
=
∑
0≤k<tN,2i+1 ln#(Ck) +
∑
0≤k<j ln#(CtN,2i+1+k)
(tN,2i+1 + j) lnK2n
· tN,2i+1 + j
tN,2i+1 + j + 1
=
eN,2i lnK
n + fN,2i ln(K
2n −Kn) + j ln(K2n −Kn)
(tN,2i+1 + j) lnK2n
· tN,2i+1 + j
tN,2i+1 + j + 1
≥ eN,2i lnK
n + fN,2i ln(K
2n −Kn)
tN,2i+1 lnK2n
· tN,2i+1
tN,2i+1 + 1
→ q
2
+ (1− q) · ln(K
2n −Kn)
lnK2n
, i→∞.
(6.18)
Eqs (6.17) and (6.18) lead to
lim inf
∑
0≤i<j ln#(Ci)∑
0≤i<j+1 lnK2n
≥ q
2
+ (1− q) · ln(K
2n −Kn)
lnK2n
. (6.19)
Applying Lemma 4.5 to (6.19), we get
dimH Xn ≥ q
2
+ (1− q) · ln(K
2n −Kn)
lnK2n
. (6.20)
Now
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dimH DσK ([p, q]) ≥ dimH Yn (by (6.16))
= 2dimH Xn (by Lemma 4.7)
≥ 2
(
q
2
+ (1− q) · ln(K
2n −Kn)
lnK2n
)
(by (6.20))
→ 2− q, n→∞.
(6.21)
Since (6.21) holds for any n ≥ 1, we have dimH DσK ([p, q]) ≥ 2− q.
Lemma 6.9. Let ∅ 6= J ⊂ C([0, 1]). Then
dimH DσK (J ) ≥ 2− inf{sup I : I ∈ J }.
Proof. Let q = inf{sup I : I ∈ J }. Suppose ǫ > 0. Pick [p0, p1] ∈ J with p1 < q + ǫ.
Using Lemma 6.8, we get
dimH DσK (J ) ≥ dimH DσK ([p0, p1]) = 2− p1 > 2− q − ǫ. (6.22)
Since (6.22) holds for any ǫ > 0, it follows that dimH DσK (J ) ≥ 2− q.
Theorem 6.10. Let ∅ 6= J ⊂ C([0, 1]). Then
dimH EσK (J ) = dimH DσK (J ) = 2− inf{sup I : I ∈ J }.
Proof. Apply Lemma 6.1 and Lemma 6.9 toDσK (J ) ⊂ EσK (J ).
Corollary 6.11. Let [p, q] ∈ C([0, 1]). Then
dimH EσK ([p, q]) = dimH DσK ([p, q]) = 2− q.
Corollary 6.12. For J ⊂ C([0, 1]),
dimH EσK (J ) = sup
I∈J
dimH EσK (I), dimH DσK (J ) = sup
I∈J
dimH DσK (I).
Proof. This follows directly from Theorem 6.10 and Corollary 6.11.
Corollary 6.13. For σK , the distributional chaos relation with respect to DC1 and the
distributional chaos relation with respect to DC2 are of Hausdorff dimension 1. ✷
Theorem 6.14.
dimH Asym(σK) = 1
and
dimH Prox(σK) = dimHDist(σK) = dimH LY(σK) = 2.
Moreover,
H
1(Asym(σK)) = +∞,
H
2(Prox(σK)) = H
2(LY(σK)) = 1,
H
2(Dist(σK)) = 0.
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Proof. SinceAsym(σK) ⊂ DσK([1, 1]) and dimH DσK ([1, 1]) = 1, we have dimH Asym(σK) ≤
1. Since∆(ΣK) ⊂ Asym(σK) and dimH ∆(ΣK) = dimH ΣK = 1, we have dimH Asym(σK) ≥
1. Thus dimH Asym(σK) = 1. Next we show H
1(Asym(σK)) = +∞.
Note that the map
εK : ΣK → ENK =
∏
i≥0
EK ⊂ ΣK2 , (εK(x))i = xi +Kxi, i ≥ 0
is a homeomorphism with
ρ(εK(x), εK(y)) = (K
2)−δ(x,y) = (K−δ(x,y))2 = (ρ(x, y))2, x, y ∈ ΣK . (6.23)
Eq. (6.23) and Lemma 4.2 lead to
H
1
2 (ENK) = H
1(ΣK) = 1. (6.24)
For n ≥ 0 and ω ∈WK2,n, write
ωENK = {x ∈ ΣK2 : x|{0,··· ,n−1} = ω, x|{n,n+1,··· } ∈ ENK}
Then the map
σnK2 : ωE
N
K → ENK
is a homeomorphism with
ρ(σnK2(x), σ
n
K2(y)) = K
2nρ(x, y), x, y ∈ ωENK . (6.25)
Applying Lemma 4.2 to (6.25) and then using (6.24), we get
H
1
2 (ωENK) = K
−n
H
1
2 (ENK) = K
−n. (6.26)
Let
Xn =
⋃
ω∈W
K2,n
ωENK .
Since each ωENK is compact and thus H
1
2 measurable (see, e.g., [13]), by (6.26),
H
1
2 (Xn) = #(WK2,n)K
−n = K2nK−n = Kn. (6.27)
Let X = πK(Asym(σK)). Then
X =
⋃
n≥0
Xn. (6.28)
By (6.28) and (6.27),
H
1
2 (X) ≥ Kn for n ≥ 0.
So H
1
2 (X) = +∞. Now Lemma 4.7 implies that H 1(Asym(σK)) = +∞.
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For n ≥ 1, let Yn =
∏
i≥0(WK2,n\{i+Ki : 0 ≤ i < K}n). We have
dimH Yn =
ln#(Cn)
lnK2n
=
ln(K2n −Kn)
lnK2n
.
Then
dimH Yn < 1 and dimH Yn → 1, n→∞. (6.29)
Suppose y, z ∈ ΣK with πK(y, z) ∈ Yn. Because y|{in,··· ,(i+1)n−1} 6= z|{in,··· ,(i+1)n−1}
for i ≥ 0, we have y|{i,··· ,i+2n−2} 6= z|{i,··· ,i+2n−2} for i ≥ 0. So (y, z) is a (K−2n+2)-
distal pair for σK . Then
Yn ⊂ πK(Dist(σK)). (6.30)
On the other hand, suppose (y, z) is a distal pair for σK . Then there is some n ≥ 0
with inf i≥0 ρ(σiK(y), σ
i
K(z)) ≥ K−n, i.e., x|{i,··· ,i+n} 6= y|{i,··· ,i+n} for each i ≥ 0, thus
πK(y, z) ∈ Yn+1. So
πK(Dist(σK)) ⊂
⋃
n≥1
Yn. (6.31)
Eqs (6.30) and (6.31) lead to
πK(Dist(σK)) =
⋃
n≥1
Yn. (6.32)
Applying Lemma 4.1 to (6.29), we obtain
dimH
⋃
n≥1
Yn = 1 and H
1

⋃
n≥1
Yn

 = 0. (6.33)
Applying Lemma 4.7 and (6.33) to (6.32), we have
dimH Dist(σK) = 2 and H
2(Dist(σK)) = 0.
Since H 2(Dist(σK)) = H
2(Asym(σK)) = 0, by Lemma 4.1, we have
H
2(Prox(σK)) = H
2(X×X \Dist(σK)) = H 2(X×X) = 1
and
H
2(LY(σK)) = H
2(Prox(σK) \ Asym(σK)) = H 2(Prox(σK)) = 1.
So
dimH LY(σK) = dimH Prox(σK) = 2.
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7 The Hausdorff measures of EσK([p, q]) and DσK([p, q])
We will now review some measure theoretical properties of H 1 for (ΣK , σK). For each
column [ω] in ΣK , H
1([ω]) = K−|ω|. Let BΣK be the set of Borel subsets of ΣK . Then
each member of BΣK is H 1 measurable, so H 1 is a probability measure on (ΣK ,BΣK ).
The measure H 1 is ergodic for σK . We say x ∈ ΣK is a generic point for (H 1, σK)
provided 1
j
∑
0≤i<j δσiK(x) → H
1, j → ∞, under the weak* topology, where δx is the
measure δx(A) = 1⇔ x ∈ A. Let GH 1,σK denote the set of generic points for (H 1, σK).
Then GH 1,σK ∈ BΣK , H 1(GH 1,σK ) = 1 and
µ(NσK (x,A)) = H
1(A) for x ∈ GH 1,σK and A ∈ BΣK . (7.1)
See, e.g., [38].
Lemma 7.1. Suppose (x, y) ∈ ΣK × ΣK with πK(x, y) ∈ GH 1,σ
K2
. Then
FσK ((x, y),K−k+1) = K−k for k ≥ 0.
In particular, (x, y) ∈ EσK ([0, 0]).
Proof. Let πK(y, z) = x ∈ GH 1,σ
K2
. For k ≥ 0, by the definition of πK and (7.1), we
have
FσK ((y, z),K−k+1) = µ({i ≥ 0 : y|[i,i+k) = z|[i,i+k)})
= µ(Nσ
K2
(x, [EkK ])) = (K
2)−kKk = K−k.
Lemma 7.2. H 2(EσK ([0, 0])) = 1.
Proof. Lemma 7.1 implies π−1K (GH 1,σK2 ) ⊂ E[0,0](σK). So it follows from Lemma 4.7
that
1 ≥ H 2(E[0,0](σK)) ≥ H 2(π−1K (GH 1,σK2 )) = H
1(GH 1,σK ) = 1.
Lemma 7.3. Suppose [p, q] ∈ C([0, 1]), N ∈ M([p, q]), a, b, c ∈ ΣK with πK(b, c) = x ∈
GH 1,σK and y = ΦN,c(a), z = ΦN,c(b). Then
FσK ((y, z), t) =
{
[p+ (1− p)K−k, q + (1− q)K−k], K−k < t ≤ K−k+1, k ≥ 1
1, t > 1.
In particular, (y, z) ∈ EσK ([p, q]).
Proof. If t > 1 = diam(ΣK), then FσK ((y, z), t) = 1. Let k ≥ 1 be a fixed integer and
K−k < t ≤ K−k+1.
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Let
N1 = {i ≥ 0 : ρ(σiK(y), σiK(z)) < t} = {i ≥ 0 : ρ(σiK(y), σiK(z)) < K−k},
N2 = {i ≥ 0 : ρ(σiK(b), σiK(c)) < t} = {i ≥ 0 : ρ(σiK(b), σiK(c)) < K−k}
= {i ≥ 0 : σiK2(x) ∈ [EkK ]},
N3 = ({tN,2j+1 : j ≥ 0} − {0, 1, · · · , k − 1}) ∩N,
N4 = N \N3,
N5 = ({tN,2j : j ≥ 0} − {0, 1, · · · , k − 1}) ∩ N,
N6 = N
c \N5,
N7 = γNc(N5),
N8 = γNc(N6) = N
c
7 .
To prove the lemma, it is enough to show
µ(N1) = [p+ (1− p)K−k, q + (1− q)K−k]. (7.2)
Since x ∈ GH 1,σ
K2
, we have
µ(N2) = H
1([EkK ]) = (K
2)−kKk = K−k. (7.3)
Since tN,2j+3− tN,2j+1 = dN,2j+1+dN,2j+2 →∞, tN,2j+2− tN,2j = dN,2j +dN,2j+1 →
∞, γNc(tN,2j+2)− γNc(tN,2j) = dN,2j+1 →∞, then, by Lemma 2.3,
µ(N3) = µ(N5) = µ(N7) = 0. (7.4)
Then
µ(N4 ⊔N6) = µ(N8) = 1 (7.5)
Let
J = ω
(
ζn(N1 ∩ (N4 ⊔N6))
n
: n ∈ (N4 ⊔N6) + 1
)
.
By (7.5) and Lemma 2.3, to prove (7.2) it is enough to prove
inf J = p+ (1− p)K−k, supJ = q + (q − 1)K−k. (7.6)
Suppose i ∈ N4. Then, for some j ≥ 0, i ∈ [tN,2j, tN,2j+1 − k + 1) ∩ N ⊂ N .
Then i + {0, 1, · · · , k − 1} ⊂ N and y|[i,i+k) = z|[i,i+k) = a|[i−fN,2j ,i−fN,2j+k). Thus
ρ(σiK(y), σ
i
K(z)) ≤ K−k, which means i ∈ N1. So
N4 ⊂ N1. (7.7)
Suppose i ∈ N6. Then, i ∈ [0, tN,0 − k + 1) ∩ N ⊂ N c or, for some j ≥ 0, i ∈
[tN,2j+1, tN,2j+2 − k + 1) ∩ N ⊂ N c. Then i + {0, 1, · · · , k − 1} ⊂ N c and y|[i,i+k) =
b|[γNc (i),γNc (i)+k), z|[i,i+k) = c|[γNc (i),γNc (i)+k), Thus
ρ(σiK(y), σ
i
K(z)) ≤ K−k ⇔ ρ(σγNc (i)K (b), σγNc (i)K (c)) ≤ K−k.
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So, if i ∈ N1, then γNc(i) ∈ N2. Hence
γNc(N1 ∩N6) ⊂ N2 ∩ γNc(N6) = N2 ∩N8. (7.8)
On the other hand, suppose i ∈ N8. Then, γ−1Nc(i) ∈ [0, tN,0−k+1)∩N ⊂ N c or, for some
j ≥ 0, γ−1Nc(i) ∈ [tN,2j+1, tN,2j+2−k+1)∩N ⊂ N c. Then γ−1Nc(i)+{0, 1, · · · , k−1} ⊂ N c
and y|[γ−1
Nc
(i),γ−1
Nc
(i)+k) = b|[i,i+k), z|[γ−1
Nc
(i),γ−1
Nc
(i)+k) = c|[i,i+k), Thus
ρ(σ
γ−1
Nc
(i)
K (y), σ
γ−1
Nc
(i)
K (z)) ≤ K−k ⇔ ρ(σiK(b), σiK(c)) ≤ K−k.
So, if i ∈ N2, then γ−1Nc(i) ∈ N1. Then
γ−1Nc(N2 ∩N8) ⊂ N1 ∩ γ−1Nc(N8) = N1 ∩N6. (7.9)
Eqs (7.8) and (7.9) lead to
N1 ∩N6 = γ−1Nc(N2 ∩N8). (7.10)
Combining (7.7) and (7.10) we get
N1 ∩ (N4 ⊔N6) = N4 ⊔ (N1 ∩N6) = N4 ⊔ γ−1Nc(N2 ∩N8). (7.11)
Suppose p = q = 0, i.e., µ(N) = 0. For n ∈ γ−1Nc(N2 ∩N8) we have
ζn(γ
−1
Nc(N2 ∩N8)
n
=
#(γ−1Nc(N2 ∩N8) ∩ {0, 1, · · · , n− 1})
n
=
#((N2 ∩N8) ∩ {0, 1, · · · , γNc(n)− 1})
n
(since γNc(n) ∈ N2 ∩N8)
=
ζγNc (n)(N2 ∩N8)
n
=
ζγNc (n)(N2 ∩N8)
γNc(n)
· γNc(n)
n
→K−k while n→∞
(by µ(N2) = K
−k, µ(N8) = µ(N c) = 1 and Lemma 2.3).
Applying Lemma 2.3 for this limit we see µ(γ−1Nc(N2 ∩ N8)) = K−k. Since µ(N4) ≤
µ(N) = 0, we have
µ(N4 ⊔ γ−1Nc(N2 ∩N8)) = µ(γ−1Nc(N2 ∩N8)) = K−k. (7.12)
Now (7.6) follows from (7.12) and (7.11).
Suppose q > 0. As dN,j → ∞, we may choose j∗ ≥ k such that if j ≥ j∗, then
dN,j ≥ k.
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Suppose j ≥ j∗. Then tN,2j+1 − k ∈ N4 and tN,2j+2 − k ∈ N6. Now
ζtN,2j+1−k+1(N4 ⊔ (N1 ∩N6))
tN,2j+1 − k + 1
=
ζtN,2j+1−k+1(N4)
tN,2j+1 − k + 1 +
ζtN,2j+1−k+1(N1 ∩N6)
tN,2j+1 − k + 1
=
ζtN,2j+1−k+1(N4)
tN,2j+1 − k + 1 +
ζtN,2j−k+1(N1 ∩N6)
tN,2j+1 − k + 1 (since [tN,2j − k + 1, tN,2j+1 − k + 1) ∩N6 = ∅)
=
ζtN,2j+1−k+1(N4)
tN,2j+1 − k + 1 +
ζtN,2j−k+1(γ
−1
Nc(N2 ∩N8))
tN,2j+1 − k + 1 (by (7.10)),
where
ζtN,2j+1−k+1(N4)
tN,2j+1 − k + 1
=
(
ζtN,2j+1(N)
tN,2j+1
− ζtN,2j+1(N3)
tN,2j+1
)
· tN,2j+1
tN,2j+1 − k + 1 (since [tN,2j − k + 1, tN,2j+1) ∩ N ⊂ N3)
→q while i→∞ (since ζtN,2j+1(N)
tN,2j+1
→ q and µ(N3) = 0)
and
ζtN,2j−k+1(γ
−1
Nc(N2 ∩N8))
tN,2j+1 − k + 1
=
ζγNc (tN,2j−k)+1(N2 ∩N8)
tN,2j+1 − k + 1 (since γN
c(tN,2j − k) ∈ N8)
=
ζγNc (tN,2j−k)+1(N2)
tN,2j+1 − k + 1 −
ζγNc(tN,2j−k)+1(N7)
tN,2j+1 − k + 1
=
(
ζγNc (tN,2j−k)+1(N2)
γNc(tN,2j − k) + 1 −
ζγNc(tN,2j−k)+1(N7)
γNc(tN,2j − k) + 1
)
· γNc(tN,2j − k) + 1
tN,2j+1 − k + 1
=
(
ζγNc (tN,2j−k)+1(N2)
γNc(tN,2j − k) + 1 −
ζγNc(tN,2j−k)+1(N7)
γNc(tN,2j − k) + 1
)
· ζtN,2j−k+1(N
c)
tN,2j+1 − k + 1
→K−k(1− q) while i→∞ (since µ(N2) = K−k, µ(N7) = 0 and
ζtN,2j+1(N
c)
tN,2j+1
→ 1− q).
ζtN,2j+2−k+1(N4 ⊔ (N1 ∩N6))
tN,2j+2 − k + 1
=
ζtN,2j+2−k+1(N4)
tN,2j+2 − k + 1 +
ζtN,2j+2−k+1(N1 ∩N6)
tN,2j+2 − k + 1
=
ζtN,2j+2−k+1(N4)
tN,2j+2 − k + 1 +
ζtN,2j+2−k+1(γ
−1
Nc(N2 ∩N8))
tN,2j+2 − k + 1 (by (7.10)),
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where
ζtN,2j+2−k+1(N4)
tN,2j+2 − k + 1
=
(
ζtN,2j+2(N)
tN,2j+2
− ζtN,2j+2(N3)
tN,2j+2
)
· tN,2j+2
tN,2j+2 − k + 1 (since [tN,2j+2 − k + 1, tN,2j+2) ∩ N ⊂ N
c)
→p while i→∞ (since ζtN,2j+2(N)
tN,2j+2
→ p and µ(N3) = 0)
and
ζtN,2j+2−k+1(γ
−1
Nc(N2 ∩N8))
tN,2j+2 − k + 1
=
ζγNc (tN,2j+2−k)+1(N2 ∩N8)
tN,2j+2 − k + 1 (since γN
c(tN,2j+2 − k) ∈ N8)
=
ζγNc (tN,2j+2−k)+1(N2)
tN,2j+2 − k + 1 −
ζγNc(tN,2j+2−k)+1(N7)
tN,2j+2 − k + 1
=
(
ζγNc (tN,2j+2−k)+1(N2)
γNc(tN,2j+2 − k) + 1 −
ζγNc(tN,2j+2−k)+1(N7)
γNc(tN,2j+2 − k) + 1
)
· γNc(tN,2j+2 − k) + 1
tN,2j+2 − k + 1
=
(
ζγNc (tN,2j+2−k)+1(N2)
γNc(tN,2j+2 − k) + 1 −
ζγNc(tN,2j+2−k)+1(N7)
γNc(tN,2j+2 − k) + 1
)
· ζtN,2j+2−k+1(N
c)
tN,2j+2 − k + 1
→K−k(1− p) while i→∞ (since µ(N2) = K−k, µ(N7) = 0 and
ζtN,2j+2(N
c)
tN,2j+2
→ 1− p).
Then
lim
j→∞
ζtN,2j−k+1(N4 ⊔ (N1 ∩N6))
tN,2j − k + 1 = p+ (1− p)K
−k (7.13)
and
lim
j→∞
ζtN,2j+1−k+1(N4 ⊔ (N1 ∩N6))
tN,2j+1 − k + 1 = q + (1− q)K
−k (7.14)
So
inf J ≤ p+ (1− p)K−k, supJ ≥ q + (1− q)K−k. (7.15)
Let
J0 = ω
(
ζn(N1 ∩ (N4 ⊔N6))
n
: n ∈ N4 + 1
)
and
J1 = ω
(
ζn(N1 ∩ (N4 ⊔N6))
n
: n ∈ N6 + 1
)
Then
J = J0 ∪ J1. (7.16)
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Suppose tN,2j,r ∈ N4 with j ≥ j∗ + 1. Then tN,2j ≤ tN,2j,r < tN,2j+1 − k + 1. We
have
ζtN,2j+1−k+1(N4 ⊔ (N1 ∩N6))
tN,2j+1 − k + 1
≥ζtN,2j+1−k+1(N4 ⊔ (N1 ∩N6))− ((tN,2j+1 − k + 1)− (tN,2j + r + 1))
tN,2j+1 − k + 1− ((tN,2j+1 − k + 1)− (tN,2j + r + 1))
=
ζtN,2j,r+1(N4 ⊔ (N1 ∩N6))
tN,2j,r + 1
(since [tN,2j + r + 1, tN,2j − k + 1) ∩ N ⊂ N4)
=
ζtN,2j (N4 ⊔ (N1 ∩N6)) + r + 1
tN,2j + r + 1
(since [tN,2j , tN,2j + r + 1) ∩ N ⊂ N4)
≥ζtN,2j (N4 ⊔ (N1 ∩N6))
tN,2j
=
ζtN,2j−k+1(N4 ⊔ (N1 ∩N6))
tN,2j
(since [tN,2j − k + 1, tN,2j) ∩ (N4 ⊔N6) = ∅)
=
ζtN,2j−k+1(N4 ⊔ (N1 ∩N6))
tN,2j − k + 1 ·
tN,2j − k + 1
tN,2j
.
That is,
ζtN,2j−k+1(N4 ⊔ (N1 ∩N6))
tN,2j − k + 1 ·
tN,2j − k + 1
tN,2j
≤ζtN,2j,r+1(N4 ⊔ (N1 ∩N6))
tN,2j,r + 1
≤ζtN,2j+1−k+1(N4 ⊔ (N1 ∩N6))
tN,2j+1 − k + 1 .
(7.17)
It follows from (7.17), (7.13) and (7.14) that
J0 ⊂ [p+ (1− p)K−k, q + (1− q)K−k]. (7.18)
Suppose tN,2j+1,r ∈ N6 with j ≥ j∗. Then tN,2j+1 ≤ tN,2j+1,r < tN,2j+2− k+1. We
have
ζtN,2j+1,r+1(N4 ⊔ (N1 ∩N6))
tN,2j+1,r + 1
=
ζtN,2j+1−k+1(N4) + ζtN,2j+1,r+1(N1 ∩N6)
tN,2j+1 + r + 1
=
ζtN,2j+1−k+1(N4)
tN,2j+1 + r + 1
+
ζγNc (tN,2j+1,r)+1(N2 ∩N8)
γNc(tN,2j+1,r) + 1
· γNc(tN,2j+1,r) + 1
tN,2j+1 + r + 1
=
ζtN,2j+1−k+1(N4)
tN,2j+1 + r + 1
+
ζγNc (tN,2j+1,r)+1(N2 ∩N8)
γNc(tN,2j+1,r) + 1
· ζtN,2j+1,r (N
c) + 1
tN,2j+1 + r + 1
=
ζtN,2j+1−k+1(N4)
tN,2j+1 + r + 1
+
ζγNc (tN,2j+1,r)+1(N2 ∩N8)
γNc(tN,2j+1,r) + 1
· ζtN,2j+1(N
c) + r + 1
tN,2j+1 + r + 1
(since [tN,2j+1, tN,2j+1,r) ∩ N ⊂ N c)
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That is,
ζtN,2j+1,r+1(N4 ⊔ (N1 ∩N6))
tN,2j+1,r + 1
=
ζtN,2j+1−k+1(N4)
tN,2j+1 + r + 1
+
ζγNc (tN,2j+1,r)+1(N2 ∩N8)
γNc(tN,2j+1,r) + 1
· ζtN,2j+1(N
c) + r + 1
tN,2j+1 + r + 1
(7.19)
Let ǫ > 0. Define the function
g :
[
0,
q
p
− 1 + ǫ
]
→ R, g(s) = q +K
−k(1− q + s)
1 + s
.
Since q > 0, g is well defined (and, in the case p = 0, g(+∞) = K−k). Note that g(s) is
non-increasing and hence
g
([
0,
q
p
− 1 + ǫ
])
=
[
g
(
q
p
− 1 + ǫ
)
, g(0)
]
=
[
pq +K−k(1− p)q +K−kpǫ
q + pǫ
, q +K−k(1− q)
]
.
(7.20)
Since q > 0, the limit
tN,2j+2
tN,2j+1
=
eN,2j
tN,2j+1
eN,2j
tN,2j+2
=
eN,2j
tN,2j+1
eN,2j+1
tN,2j+2
→ q
p
, →∞
holds (and equals +∞ when p = 0). Then
dN,2j+1
tN,2j+1
→ q
p
− 1, j →∞.
So we can take j∗∗ ≥ j∗ such that if j ≥ j∗∗ + 1, then
dN,2j+1
tN,2j+1
→ q
p
− 1 + ǫ.
Let j ≥ j∗∗ + 1 and tN,2j+1,r ∈ N6. Then tN,2j+1,r ∈ [tN,2j+1, tN,2j+2 − k + 1). Write
s =
r + 1
tN,2j+1
.
Then 0 < s < q
p
− 1 + ǫ. Using (7.19) we get
ζtN,2j+1,r+1(N4 ⊔ (N1 ∩N6))
tN,2j+1,r + 1
− g(s)
=

 ζtN,2j+1−k+1(N4)tN,2j+1
1 + s
− q
1 + s


+

ζγNc (tN,2j+1,r)+1(N2 ∩N8)
γNc(tN,2j+1,r) + 1
·
ζtN,2j+1 (N
c)+r+1
tN,2j+1
+ s
1 + s
−K−k · 1− q + s
1 + s


→0 independent from r, while j →∞.
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This limit together with (7.20) lead to
J1 ⊂
[
pq +K−k(1− p)q +K−kpǫ
q + pǫ
, q +K−k(1− q)
]
.
Letting ǫ→ 0 we get
J1 ⊂ [p+K−k(1− p), q +K−k(1− q)]. (7.21)
Now (7.6) follows from (7.18), (7.21), (7.16) and (7.15).
For convenience of our later use, we construct N ∈ M([p, q]) in Example 7.4 below.
Our constructions are similar to those in [37].
Example 7.4. Let [p, q] ∈ C([0, 1]). We choose a δ ∈ (0, 1), set c0 = 0 and c1 = 1, and
choose a ci ∈ (0, 1), i ≥ 2, such that
for i ≥ 1, c2i+1 =


1√
2i+ 1
, if q = 0,
q − q√
2i+ 1
, if 0 < q ≤ 1,
(7.22)
and
c2i+2 < c2i+1 − δ√
2i+ 2
, i ≥ 0, and c2i → p, i→∞. (7.23)
Set t0 = 0 and t1 = 1. Define iteratively t2i+2 to be the least integer satisfying t2i+2 ≥
t2i+1 + 1 and ∑
0≤2j<2i+2(t2j+1 − t2j)
t2i+2
< c2i+2 (7.24)
and t2i+3 the least integer satisfying t2i+3 ≥ t2i+2 + 1 and∑
0≤2j<2i+3(t2j+1 − t2j)
t2i+3
≥ c2i+3. (7.25)
Let
N =

⋃
j≥0
[t2j , t2j+1)

 ∩ N.
Then for j ≥ 0, tN,j = tj . By (7.25), (7.22), (7.24) and (7.23),
eN,2j
tN,2j+1
→ q and eN,2j+1
tN,2j+2
→ p while j →∞. (7.26)
and 

eN,2j+2
tN,2j+3
=
eN,2j+1 ++dN,2j+2
tN,2j+2 + dN,2j+2
≥ c2j+3,
eN,2j+1
tN,2j+2
< c2j+1 − δ√
2j + 2
,
(7.27)
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

fN,2j+1
tN,2j+2
=
fN,2j+1 + dN,2j+1
tN,2j+1 + dN,2j+1
> 1− c2j+1 + δ√
2j + 2
,
fN,2j
tN,2j+1
≤ 1− c2j+1.
(7.28)
From (7.27) and (7.22) we get
dN,2j+2 >
c2j+3 − c2j+1 + δ√2j+2
1− c2j+3 · tN,2j+2
≥
δ√
2j+2
−
∣∣∣ 1√2j+3 − 1√2j+1
∣∣∣
1
· (2j + 2)
→∞, j →∞.
(7.29)
From (7.28) we get
dN,2j+1 >
δ√
2j+2
1− c2j+1 + δ√2j+2
· tN,2j+1
≥
δ√
2j+2
1 + δ
· (2j + 1)
→∞, j →∞.
(7.30)
By (7.26), (7.29) and (7.30), N ∈ M([p, q]). Suppose q > 0. Since
eN,2i − 1 < c2i+1(tN,2i+1 − 1) =
(
q − q√
2i+ 1
)
(tN,2i+1 − 1)
for large i, then, for large i,
fN,2i − (1− q)tN,2i+1
=fN,2i − tN,2i+1 + qtN,2i+1
=qtN,2i+1 − eN,2i
>qtN,2i+1 −
(
q − q√
2i+ 1
)
(tN,2i+1 − 1)− 1
=
q√
2i+ 1
· tN,2i+1 +
(
q − q√
2i+ 1
)
− 1
≥ q√
2i+ 1
(2i+ 1)− 1
→+∞, i→∞.
That is,
lim
i→∞
(fN,2i − (1− q)tN,2i+1) = +∞ while q > 0. (7.31)
Lemma 7.5. Let 0 < q ≤ 1 and 0 ≤ p ≤ q. Then H 2−q(EσK ([p, q])) = +∞.
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Proof. Let G = GH 1,σ
K2
. Let N ∈M([0, 1]) be as in Example 7.4. Define
X = {ΦN,x(y) : x ∈ ENK , y ∈ G}.
Lemma 7.3 implies that πK(EσK ([p, q])) ⊃ X. Then, by Lemma 4.7, to proveH 2−q(EσK ([p, q])) =
+∞ it is enough to prove H 1− q2 (X) = +∞.
For i ≥ 0 let
Vi = {v ∈ ΣK,i : [v] ∩X 6= ∅}.
Since G is dense in ΣK2, by the definition of X, we can check
Vi = {v ∈ ΣK,i : vj ∈ EK for j ∈ N ∩ {0, 1, · · · , i− 1}}. (7.32)
Suppose ω ∈ VtN,2j+1,r+1. Define the set
Gω = {y ∈ G : yi = ωγ−1
Nc
(i) for i ∈ {0, 1, · · · , γNc(tN,2j+1,r)}}.
Let v ∈Wk be the longest word with Gω ⊂ [v]. Then
|v| = γNc(tN,2j+1,r) + 1 = ζtN,2j+1,r+1(N c) = fN,2j + r + 1.
So
H
1(Gω) = H
1(G ∩ [v]) = H 1([v]) = (K2)−(fN,2j+r+1). (7.33)
Define the function hω : G→ R by
hω(y) =
{
K−eN,2j , y ∈ Gω,
0, otherwise.
Clearly hω is a continuous function on G and, by (7.33),∫
G
hωdH
1 = K−eN,2j (K2)−(fN,2j+r+1). (7.34)
Moreover,
|[ω]|1− q2 = (K2)−(tN,2j+1,r+1)(1− q2 )
= (K2)−(eN,2j+fN,2j+r+1)(1−
q
2
)
= K−eN,2j (K2)−(fN,2j+r+1)KfN,2jq−eN,2j(1−q)+(r+1)q
≥ K−eN,2j (K2)−(fN,2j+r+1)KfN,2jq−eN,2j(1−q)
= KfN,2jq−eN,2j(1−q)
∫
G
hωdH
1
= KtN,2j+1q−eN,2j
∫
G
hωdH
1
= KfN,2j−tN,2j+1(1−q)
∫
G
hωdH
1.
(7.35)
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LetM > 0. Because of (7.31), we may choose j∗ such that
KfN,2j−tN,2j+1(1−q) ≥M, j ≥ j∗. (7.36)
Then, for ω ∈ VtN,2j+1,r+1, it follows from (7.35) and (7.36) that
|[ω]|1− q2 ≥M
∫
G
hωdH
1, j ≥ j∗. (7.37)
Let k ≥ tN,2j∗+1, B ∈ CX,(K2)−k and ǫ > 0. Since X is perfect, then we may choose
B0 ∈ CX,K−k such that for each B0 ∈ B0 we have #(B0) ≥ 2, for each B ∈ B0 with
B ⊂ B0 and ∑
B∈B0
|B|1− q2 <
∑
B∈B
|B|1− q2 + ǫ. (7.38)
Let B1 = {[ωB ] ∩X : B ∈ B0}, where [ωB] is the longest column in ΣK that contains
B. Since each |[ωB]| = |B|, ∑
B∈B1
|B|1− q2 ≤
∑
B∈B0
|B|1− q2 . (7.39)
Note that for any v, ω ∈ {ωB : B ∈ B0}, one of the three statements
[v] ⊂ [ω], [ω] ⊂ [v], [v] = [ω]
is true. Then we may choose a subcover B2 ⊂ B1 with [ωB ], B ∈ B2, pairwise disjoint.
Then ∑
B∈B2
|B|1− q2 ≤
∑
B∈B1
|B|1− q2 (7.40)
Suppose B ∈ B2 with |ωB | = tN,2j,r + 1 ∈ N + 1. Put
CB = {[ω] ∩X : ω ∈ VtN,2j,r+1, ω|[0,tN,2j,r+1) = ωB}.
Then
⋃ CB = B. By (7.32), it follows that CB containsKdN,2j−r pairwise disjoint members
of diameter (K2)−tN,2j+1 . Then∑
C∈CB
|C|1− q2 = KdN,2j−r(K2)−tN,2j+1(1− q2 )
= KdN,2j−r(K2)−tN,2j+1,r(1−
q
2
)(K2)−(dN,2j−r)(1−
q
2
)
= (K2)−tN,2j+1,r(1−
q
2
)(K2)−(dN,2j−r)(
1
2
− q
2
)
≤ (K2)−tN,2j+1,r(1− q2 )
= |B|1− q2 .
(7.41)
Let
B3 = {C : C ∈ CB, B ∈ B2, |ωB| ∈ N + 1} ∪ {B : B ∈ B2, |ωB| ∈ N c + 1}.
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Then B3 is a cover of X and a set of pairwise disjoint subsets of X, |ωB| ∈ N c + 1 for
B ∈ B3 and, by (7.41), ∑
B∈B3
|B|1− q2 ≤
∑
B∈B2
|B|1− q2 (7.42)
Let j0 ≤ j1. Suppose y ∈ G and ω ∈ VtN,2j0+1,r+1 such that
yi = ωγ−1
Nc
(i) for i ∈ {0, 1, · · · , γNc(tN,2j0+1,r)}
and Vω is a maximal subset of
⋃
tN,2j1+1+1≤t≤tN,2j1+2+1 Vt such that
(i) for v ∈ Vω , |v| ≥ |ω| and v|[0,|ω|) = ω,
(ii) for v ∈ Vω,
yi = ωγ−1
Nc
(i) for i ∈ {0, 1, · · · , γNc(|v|)},
(iii) for v0 6= v1 ∈ Vω, [v0] ∩ [v1] = ∅.
Then
#(Vω) = K
#(N∩[tN,2j0+2,tN,2j1+1)) = KeN,2j1−eN,2j0 .
Thus ∑
v∈Vω
hv(y) = K
eN,2j1−eN,2j0K−eN,2j1 = K−eN,2j0 = hω(y). (7.43)
Let y ∈ G. Put Xy = {ΦN,x(y) : x ∈ ENK} and Cy = {B ∈ B3 : B ∩Xy 6= ∅}. Since
Xy is compact, Cy coversXy and the members of Cy are open inX and are pairwise disjoint.
Hence Cy is finite. Suppose sup{|ωB | : B ∈ Cx} ∈ [tN,2j1+1 + 1, tN,2j1+2 + 1). For each
ω ∈ {ωB : B ∈ Cx} choose Vω to be a maximal subset of
⋃
tN,2j1+1+1≤t≤tN,2j1+2+1 Vt
satisfying (i), (ii) and (iii). Using (7.43) we have∑
B∈Cx
hωB (y) =
∑
B∈Cx
∑
v∈VωB
hv(y) = K
eN,2j1K−eN,2j1 = 1. (7.44)
Eq. (7.44) leads to ∑
B∈B3
hωB (y) ≡ 1 for y ∈ G. (7.45)
Note that, for B ∈ B3, |ωB | ≥ tN,2j∗+1 + 1. Then it follows from (7.37) and (7.45) that∑
B∈B3
|B|1− q2 =
∑
B∈B3
|[ωB]|1−
q
2 ≥M
∫
G
hωdH
1
=M
∫
G

∑
B∈B3
hωB

 dH 1 =MH 1(G) =M.
(7.46)
By (7.38), (7.39), (7.40), (7.42) and (7.46),∑
B∈B
|B|1− q2 ≥M − ǫ. (7.47)
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Since (7.47) holds for each B ∈ CX,(K2)−k ,
H
1− q
2
(K2)−k
(X) ≥M − ǫ. (7.48)
Letting k →∞ in (7.48) and then lettingM →∞, we get H 1− q2 (X) = +∞.
We sum up Lemma 7.2 and Lemma 7.5 into the following theorem.
Theorem 7.6. H 2(EσK ([0, 0])) = 1 and, for 0 < q ≤ 1 and 0 ≤ p ≤ q,H 2−q(EσK ([p, q])) =
+∞.
To calculate the Hausdorff measure of DσK ([p, q]), we need some lemmas.
Lemma 7.7. Suppose 0 ≤ l < r, n ≥ 1 and 0 ≤ ji < n, i = 0, 1. Then
|#((nN+ j0) ∩ [l, r))−#((nN+ j1) ∩ [l, r))| ≤ 1.
Proof. Let k be the maximal integer satisfying l + kn ≤ r. Then
#((nN+ j0) ∩ [l, l + kn)) = #((nN+ j1) ∩ [l, l + kn))
and
#((nN+ j0) ∩ [l + kn, r)),#((nN + j1) ∩ [l + kn, r)) ∈ {0, 1}.
Lemma 7.8. Let N ⊂ N with both N and N c infinite. Suppose tk →∞ satisfy
lim
k→∞
ζtk(N)
tk
= p and lim
k→∞
ζtk(LN )
tk
= 0. (7.49)
Then, for n ≥ 1 and 0 ≤ j < n,
lim
k→∞
ζtk(N ∩ (nN+ j))
tk
=
p
n
. (7.50)
Proof. Let n ≥ 1 and 0 ≤ j < n. Note that N ∩{0, 1, · · · , tk − 1} is the union of ζtk(LN )
integer intervals. Then, for 0 ≤ j′ < n, by Lemma 7.7,
|ζtk(N ∩ (nN+ j)) − ζtk(N ∩ (nN+ j′))| ≤ ζtk(LN ). (7.51)
Sum (7.51) over 0 ≤ j′ < n and divide the resulting formula by ntk. We get∣∣∣∣ζtk(N ∩ (nN+ j))tk −
ζtk(N)
ntk
∣∣∣∣ ≤ ζtk(LN )ntk . (7.52)
Now (7.50) follows from (7.52) and (7.49).
Lemma 7.9. For 0 ≤ p ≤ q < 1, H 2−q(DσK ([p, q])) = 0.
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Proof. Suppose 0 ≤ p ≤ q < 1. Let X = πK(DσK ([p, q])) ⊂ ΣK2 . Then, by Lemma 4.6,
to prove H 2−q(DσK ([p, q])) = 0 it is enough to prove H
1− q
2 (X) = 0.
For n ≥ 1 let
Xn = {x ∈ X : µ∗(Nσ
K2
(x, [EkK ])) ≡ q for k ≥ n}. (7.53)
Then
Xn ⊂ Xn+1 for n ≥ 1 and X =
⋃
n≥1
Xn. (7.54)
Fix n ≥ 1 and x ∈ Xn. For k ≥ 1 write
Nk = NσK2 (x, [E
k
K ]) = {i ≥ 0 : x|[i,i+k) ∈ EkK}.
Form ≥ k ≥ 1,
i ∈ Nm ⇔ x|[i,i+m) ∈ EmK ⇔ x|[i+j,i+j+k) ∈ EkK for j ∈ {0, 1, · · · ,m− k}
⇔ i+ {0, 1, · · · ,m− k} ⊂ Nk.
Then it follows from Lemma 6.4 that
Nm = Nk \ (RNk − {0, 1, · · · ,m− k}) form ≥ k ≥ 1. (7.55)
Since x ∈ Xn, by (7.54) and (7.53), we may choose tk →∞ such that
lim
k→∞
ζtk(Nk)
tk
= q. (7.56)
Form ≥ n, since Nm ⊃ Nk for k ≥ m, using (7.56) we have
q ≥ lim sup
k→∞
ζtk(Nm)
tk
≥ lim inf
k→∞
ζtk(Nm)
tk
≥ lim
k→∞
ζtk(Nk)
tk
= q.
Then
ζtk(Nm)
tk
= q form ≥ n. (7.57)
By (7.55), Nm = Nm+1 ⊔ (RNm − 1). Then
0 ≤ ζtk(RNm)
tk
≤ ζtk(RNm − 1)
tk
=
ζtk(Nm)
tk
− ζtk(Nm+1)
tk
(7.58)
It follows from (7.58) and (7.57) that
lim
k→∞
ζtk(RNm)
tk
= 0 form ≥ n. (7.59)
Since ζtk(RNm) ≤ ζtk(LNm) ≤ ζtk(RNm) + 1, we know from (7.59) that
lim
k→∞
ζtk(LNm)
tk
= lim
k→∞
ζtk(RNm)
tk
= 0 form ≥ n. (7.60)
45
Letm ≥ n. It follows from (7.57), (7.60) and Lemma 7.8 that
lim
k→∞
ζtk(Nm ∩mN)
tk
=
q
m
. (7.61)
Note that
Nσ
K2m
(τK2,m(x), [EK,m]) ∩
[
0,
⌊
tk
m
⌋)
=
Nm ∩mN ∩ [0, tk)
m
,
where ⌊a⌋ denotes the maximal integer no larger than a for a ∈ R. Then
ζ⌊ tk
m
⌋(Nσ
K2m
(τK2,m(x), [EK,m]))⌊
tk
m
⌋
=
#(Nm ∩mN ∩ [0, tk))⌊
tk
m
⌋
=
ζtk(Nm ∩mN)
tk
m
·
tk
m⌊
tk
m
⌋ .
(7.62)
It follows from (7.62) and (7.61) that
lim
k→∞
ζ⌊ tk
m
⌋(Nσ
K2m
(τK2,m(x), [EK,m]))⌊
tk
m
⌋ = q. (7.63)
In particular, for s ≥ 1,
lim
k→∞
ζ⌊ tk
sn
⌋(Nσ
K2sn
(τK2,sn(x), [EK,sn]))⌊
tk
sn
⌋ = q. (7.64)
Now putMn = N
c
n. Then, by (7.57),
lim
k→∞
ζtk(Mn)
tk
= 1− q. (7.65)
Since RMn ⊂ LMn and LMn ⊂ RNn ∪ {0},
lim
k→∞
ζtk(LMn)
tk
= lim
k→∞
ζtk(RMn)
tk
= 0. (7.66)
Let s ≥ 1. Write
Mn,s =Mn \ (RMn − {0, 1, · · · , sn− 1}) = {i ≥ 0 : i+ {0, 1, · · · , sn− 1} ⊂Mn}.
Since LMn,s ⊂ LMn and RMn,s ⊂ RMn − sn+ 1, we have by (7.66) that
lim
k→∞
ζtk(LMn,s)
tk
= lim
k→∞
ζtk(RMn,s)
tk
= 0. (7.67)
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Note thatMn,s ⊂Mn ⊂Mn,s ⊔ (RMn − 1− {0, 1, · · · , sn− 1}). Then
ζtk(Mn,s)
tk
≤ ζtk(Mn)
tk
≤ ζtk(Mn,s)
tk
+
ζtk(RMn − 1− {0, 1, · · · , sn− 1})
tk
≤ ζtk(Mn,s)
tk
+ sn · ζtk(RMn − 1)
tk
.
(7.68)
Eqs (7.68), (7.65) and (7.67) lead to
lim
k→∞
ζtk(Mn,s)
tk
= 1− q. (7.69)
It follows from (7.69), (7.67) and Lemma 7.8 that
lim
k→∞
ζtk(Mn,s)
tk
=
1− q
sn
. (7.70)
Similar to (7.62), we have
ζ⌊ tk
sn
⌋(Nσ
K2sn
(τK2,sn(x), [τK2n(F
s
K,n)]))⌊
tk
sn
⌋
=
#(Mn,s ∩ snN ∩ [0, tk))⌊
tk
sn
⌋
=
ζtk(Mn,s ∩ snN)
tk
sn
·
tk
sn⌊
tk
sn
⌋ .
(7.71)
Eqs (7.71) and (7.70) lead to
lim
k→∞
ζ⌊ tk
sn
⌋(Nσ
K2sn
(τK2,sn(x), [τK2n(F
s
K,n)]))⌊
tk
sn
⌋ = 1− q. (7.72)
Write
Ksn,0 = EK,sn, Ksn,1 = τK2n(F
s
K,n), Ksn,2 = {0, 1, · · ·K2sn− 1}\ (Ksn,0 ⊔Ksn,1)
and
Ksn = (Ksn,0,Ksn,1,Ksn,2).
Let
r = (q, 1− q, 0).
By (7.64) and (7.72), τK2,sn(x) ∈ VKsn,r. As x ∈ Xn was arbitrary,
τK2,sn(Xn) ⊂ VKsn,r. (7.73)
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Using Lemma 4.6 and Lemma 5.8 for (7.73) we have
dimH Xn
≤gKsn(r)
=
−q ln q#(EK,sn) − (1− q) ln
1−q
#(F s
K,n
)
lnK2sn
=
−q ln q
Ksn
− (1− q) ln 1−q(K2n−Kn)s
lnK2sn
=
−q ln q + q lnKsn − (1− q) ln(1− q) + (1− q) ln(K2n −Kn)s
lnK2sn
Then
dimH Xn − (1− q
2
)
≤−q ln q + q lnK
sn − (1− q) ln(1− q) + (1− q) ln(K2n −Kn)s
lnK2sn
− (1− q
2
)
=
−q ln q − (1− q) ln(1− q) + (1− q) ln(K2n −Kn)s − (1− q) lnK2sn
lnK2sn
=
−q ln q − (1− q) ln(1− q) + (1− q)s ln(1−K−n)
lnK2sn
<0 for large s.
Then dimH Xn < 1− q2 and thus H 1−
q
2 (Xn) = 0.
Now
H
1− q
2 (X) = H 1−
q
2 (
⋃
n≥0
Xn) ≤
∑
n≥0
H
1− q
2 (Xn) = 0.
Lemma 7.10. For 0 ≤ p ≤ 1, H 1(DσK ([p, 1])) = +∞.
Proof. Let 0 ≤ p ≤ 1. PickM ∈ M([p, 1]). LetN = 2M + {0, 1}. Then N ∈ M([p, 1]).
Define X ⊂ ΣK2 by
X = {x ∈ ΣK2 : x|[2i,2i+2) ∈ E2K for i ∈M and x|[2i,2i+2) ∈ FK,2 for i ∈M c}
= {ΦN,x(y) : x ∈ ENK , y ∈ FNK,2}.
Since π−1K (E
N
K) = δΣK and π
−1
K (F
N
K,2) = Dist(σK), by Lemma 6.7, π
−1
K (X) ⊂ DσK ([p, 1]).
Then, by Lemma 4.7, to prove H 1(DσK ([p, 1])) = +∞ it is enough to prove H
1
2 (X) =
+∞. Let
Y = τK2,2(X)
= {x ∈ ΣK4 : xi ∈ τK2(EK,2) for i ∈M and xi ∈ τK2(FK,2) for i ∈M c}.
By Lemma 4.6, to prove H
1
2 (X) = +∞ it is enough to prove H 12 (Y ) = +∞.
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Let
Z = (τK2(EK,2))
N ⊂ ΣK4.
Define φ : {0, 1, · · · ,K2 − 1} → τK2(EK,2) and Φ : ΣK2 → Z by
φ(i+Kj) = (i+Ki) +K2(j +Kj), i, j ∈ {0, 1, · · · ,K − 1}
and
Φ(x) = (φ(xi))i≥0, x ∈ ΣK2.
Then Φ is a bijection from ΣK2 to Z with
ρ(Φ(x),Φ(y)) = (ρ(x, y))2, x, y ∈ ΣK2 .
So
H
1
2 (Z) = H
1
2 (ΣK2) = 1.
Define
Ψ = {(ψi)i∈Mc : each ψi is an injection from τK2(EK,2) into τK2(FK,2)}.
For ψ ∈ Ψ define
Yψ = {x ∈ Y : xi ∈ ψi(τK2(EK,2)) for i ∈M2}.
and define Tψ : Z → Yψ by
(Tψ(x))i = xi for i ∈M and (Tψ(x))i = ψi(xi) for i ∈M2.
Then Tψ is an isometry between Z and Yψ. So
H
1
2 (Yψ) = H
1
2 (Z) = 1.
Since
#(τK2(FK,2))
#(τK2(EK,2))
=
#(FK,2)
#(EK,2)
=
K4 −K2
K2
= K2 − 1 ≥ 3,
then there is an uncountable set Ψ0 ⊂ Ψ such that the sets Yψ and ψ ∈ Ψ0 are pairwise
disjoint. Since each Yψ is compact and thus H
1
2 measurable,
H
1
2 (Y ) ≥
∑
ψ∈Ψ0
H
1
2 (Yψ) = +∞.
We sum up Lemma 7.9 and Lemma 7.10 into the following theorem.
Theorem 7.11. For 0 ≤ p ≤ q < 1, H 2−q(DσK ([p, q])) = 0. For 0 ≤ p ≤ 1,
H 1(DσK ([p, 1])) = +∞.
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