Distributed and cloud storage systems are used to reliably store large-scale data. To enhance data reliability, erasure codes have been recently proposed and used in real-world distributed and cloud storage systems. Conventional erasure codes are not suitable for distributed storage systems, as they cause significant repair bandwidth and disk I/O. As a solution, a class of erasure codes called locally repairable codes (LRCs) have been proposed, where repairing failed nodes requires access to a small number of available nodes, hence reducing the repair bandwidth and disk I/O. Because of their practical importance, LRCs and in particular their achievable minimum distance have been the topic of many recent studies. In this paper, we find an achievable bound on the minimum distance of a class of LRCs. Furthermore, we show how to construct codes that achieve our proposed bound and compare our results with the existing bounds in the literature.
I. INTRODUCTION

A. Motivation
Reliability is one of the most important measures of performance in distributed and cloud storage systems. Since hardware and software failures can result in data unavailability or even permanent data loss, it is crucial to add redundancy to the stored data. This way, the lost data can be restored using the available redundancies. The simplest solution for adding redundancy is to store multiple replicas of the data. This simple solution, known as the replication method, is widely used in distributed storage systems [1] . However, with the rapid growth of data and the significant storage overhead (and therefore maintenance cost) of replication method, this solution is becoming less attractive.
Using channel codes (in particular, those suitable for recovering erasures, also known as erasure codes) is another way for introducing redundancy in distributed and cloud storage systems. Erasure codes can provide the redundancy needed in distributed storage systems with significantly lower storage overhead compared to replication solution. Recently, erasure codes have been employed in real-world distributed and cloud storage systems, such as Google File Systems [2] , Microsoft Windows Azure Storage [3] , and Facebook HDFS-RAID [1] . In order to use erasure codes in a distributed storage system, first the original data is divided into k information blocks and then by using an (n, k) erasure code n encoded blocks are generated and stored in n different storage nodes. By using an (n, k) erasure code with minimum distance d, the distributed storage system is able to tolerate up to d 1 node failures. In an (n, k, d) erasure code, the minimum distance d is bounded to
This bound is known as the Singleton bound. Maximum distance separable codes (MDS codes) are a class of erasure codes where the Singleton bound is achieved, i.e., d = n k + 1.
One problem with using conventional erasure codes in distributed storage systems is the high repair cost. While, in the replication method, a failed node is recovered by accessing only one available replica, in erasure codes, recovering one failure may need accessing many nodes, resulting in huge amounts of disk I/O and data traffic. For example, MDS codes provide the largest possible minimum distance for a given storage overhead n k, but, recovering even a single node failure needs access to k available nodes. Considering the size of data centers, the high traffic load caused by conventional optimal erasure codes cannot be tolerated [1] . Hence, reducing the number of nodes that must be accessed during the recovery process of a failed node is essential for distributed and cloud storage systems.
More recently, locally repairable codes (LRCs) are suggested to reduce the number of required nodes during the recovery process of a failed node [4] - [9] . For LRCs, the maximum number of nodes required to be accessed to recover a missing block is defined as the locality of the code. It is desirable to find codes that have a large minimum distance d as well as a small locality r. Naturally, there is a bound on how much d can be improved for a given n, k and r. In [4] and [5] the following bound is established,
LRCs that achieve this bound with equality are called optimal.
Using optimal LRCs in distributed and cloud storage systems leads to high tolerance against node failures, improved storage efficiency, repair bandwidth, and disk I/O. Recently, there have been a lot of studies on LRCs. For example, In [7] - [9] , in order to decrease the computational complexity associated with coding, LRCs over small fields are proposed. In [6] , a class of LRCs called t-LRCs are introduced having t disjoint recovery groups for each node. By generalizing (1), an upper bound for t-LRCs is proposed in [6] . In [10] , an upper bound on the minimum distance of LRCs depending on the alphabet size is established.
Since the bound in (1) is not always achievable, finding the largest achieveable minimum distance has attracted a lot of interests recently [6] , [11] , [12] . In this paper, we will present some new results on this problem.
B. Related Work
Unlike the Singleton bound which is achievable for all n and k (n > k), the bound in (1) is not achievable for every n, k, r. Therefore, finding the largest possible minimum distance for an LRC in terms of code parameters n, k and r is an interesting topic. Thus, recently, there have been many studies on this problem.
When (r + 1) | n, a class of (n, k, r) LRCs with minimum distance equal to the upper bound (1) was introduced in [4] and [5] . However, when r + 1 6 | n, there is no guarantee that an LRC with d equal to the bound in (1) exists.
In [11] , Prakash et al. improve the upper bound (1). The authors, represent a recursive solution to find the largest possible minimum distance and they propose a tight bound on the minimum distance d for an (n, k, r) LRC. In their recursive solution, they define e m for an (n, k, r) LRC as
e and e b = n. Then, a unique integer l is found such that e l < k + l < e l+1 is satisfied. Finally, the minimum distance d is upper bounded by
Using integer programming, another upper bound on the minimum distance d for an (n, k, r) LRC is obtained in [12] . They have 3 main results in their work. The first one is an integer programing based bound on the minimum distance which does not have a closed form. The second result, is an explicit upper bound on the minimum distance which is established by solving the integer programing for the LRCs with n 1 > n 2 , where n 1 = d n r+1 e and n 2 = n 1 (r + 1) n. In this case their bound is
n1 n2 c and ⌫ = n 1 (n 1 n 2 ). The third result of their work is designing LRCs with n 1 > n 2 that achieve the bound in (3).
C. Our Contributions
In this paper, we find an achievable upper bound on the minimum distance for a class of LRCs. Defining z 1 ⌘ n mod (r + 1), z 2 ⌘ d 2 mod (r + 1), z 3 ⌘ k + d k r e mod (r+1) and z 4 ⌘ k mod r 1 , we show that when z 1 z 3 ,
, is an achievable bound on the minimum distance.
The remainder of this paper is organized as follows. Section II covers the required preliminaries. In Section III, we present our main results. In Section IV, we propose a consrtuction 1 We will use z 2 and z 4 later. method for LRCs that achieve our proposed bound. In Section V, we compare our results with former bounds on the minimum distance of LRCs. Finally, in Section VI, we conclude the paper.
Notations: We denote matrices and vectors by capital bold letters and bold letters, respectively. F q and (·) T stand for a finite field of order q and matrix transpose operation, respectively. I a and 0 b⇥c represent an identity matrix of size a and a zero matrix of size b ⇥ c, respectively. For an integer a, [a] = {1, · · · , a}. |A| represents the cardinality of set A.
II. PRELIMINARIES
Systematic linear block codes: The generator matrix of an (n, k) systematic linear block code can be presented as satisfying GH T = 0 1⇥(n k) . Minimum distance of code (d): The minimum distance d of an erasure code is defined as the minimum Hamming distance between any two codewords of that code. Any (n, k) erasure code with minimum distance d tolerates any d 1 symbol erasures.
Locality: In an (n, k) linear block code, r i (denoting the locality of the i-th encoded block) is defined as the minimum number of other blocks needed for recovering y i . In other words, in the case that y i is missing, at least r i other blocks are required to reconstruct it. Locality of a code, denoted r, is defined as the maximum of r i for i 2 [n], i.e. r = max i2[n] r i . Tanner/Factor graph ( [13] , [14] ): Consider an (n, k) linear block code. Tanner graph (Factor graph) of this code is a bipartite graph including n variable nodes on one side (usually shown by circles) and n k check nodes on the other side (usually shown by squares). In the parity check matrix H 2 F (n k)⇥n q associated with this code, columns and rows are representative of variable and check nodes, respectively. There exists an edge between j-th (j 2 [n]) variable node and i-th (i 2 [n k]) check node in the Tanner graph iff element h i,j (element of i-th row and j-th column of H) is non zero.
Local groups, local and global check nodes and parity nodes: In the Tanner graph of an (n, k, r) LRC there are k variable nodes representing the k information blocks. The remaining n k variable nodes are called parity nodes. A minimal set of check nodes (each having at most r + 1 edges) that cover all variable nodes are called local check nodes. Variable nodes connected to a local check node constitute a local group. Therefore, a failed variable node can be reconstructed within its local group. Note that the locality r i of each variable node is the size of its local group minus one. Check nodes which are not local are called global check nodes. Furthermore, parity nodes associated with local check nodes are called local parity nodes; and the rest of parity nodes associated with global check nodes are called global parity nodes.
The following theorem will be used in establishing our results. The theorem, taken from [15] , relates the Tanner graph of an (n, k) linear block code to its minimum distance d.
Theorem 1. For an (n, k, d) linear block code with Tanner graph T , a necessary and sufficient condition to achieve the minimum distance d is that every check nodes cover at least + k variable nodes, where 2 {n k d + 2, n k d + 3, · · · , n k}. Proof. Please see the proof in [15] .
III. RESULTS
Let us define z 1 ⌘ n mod (r+1), z 2 ⌘ d 2 mod (r+1), z 3 ⌘ k+d k r e mod (r+1) and z 4 ⌘ k mod r. In this section we study the minimum distance associated with a class of (n, k, r) LRCs where z 1 z 3 . Before stating and proving our main result, we need to prove a series of lemmas and theorems. Notice that when z 1 = 0 or in other words r + 1|n, the bound in (1) is known to be achievable [4] , [5] . Hence, in the rest of our discussion, we always assume z 1 6 = 0. resulting, z 4 + 1 | r + 1, which is possible only when z 4 = r contradicting our assumption. Hence, in order to have z 3 = 0, r | k must be satisfied. Lemma 4. In an (n, k, r) LRC, where, z 1 > z 3 , and z 1 , z 2 , z 3 6 = 0, we have z 1 > z 2 Proof. For the proof we use the bound in (1) and the fact that the largest minimum distance of an (n, k, r) LRC is either equal to this bound or one less than the bound [16] . Hence, we consider two cases. Case 1: d 2 = n k d k r e. In this case, since z 1 > z 3 , z 2 = z 1 z 3 . Now, since z 3 > 0, z 1 > z 2 . This proves the lemma.
Case 2: d 2 = n k d k r e 1 In this case, since z 1 z 3 + 1, z 2 = z 1 z 3 1 and using z 3 > 0, again z 1 > z 2 . Lemma 5. In an (n, k, r) LRC where z 1 z 3 we have
Proof. By contradiction, we assume that
resulting
Now from Theorem 1, we know that in the Tanner graph of an (n, k, r) LRC with minimum distance d, any check nodes, where 2 {n k d + 2, n k d + 3, · · · , n k}, must cover at least + k variable nodes. Hence, because of (7) any d n r+1 e b d 2 r+1 c 1 check nodes must cover more than n d+2 variable nodes.
Considering that in an (n, k, r) LRC there are at least d n r+1 e local check nodes, we choose d n r+1 e b d 2 r+1 c 1 check nodes out of local check nodes where each of them covers at most r+1 variable nodes. Therefore, d n r+1 e b d 2 r+1 c 1 local check nodes cover at most (r + 1)
⌘ variable nodes. We now show that this coverage is less than n d + 2, hence contradicting the assumption. To show this, we define s 1 , s 2 , s 3 such that 2 n = (r + 1)s 1 + z 1 ,
Hence, the number of variable nodes covered by the selected group of local check nodes is = (n d + 2) (z 1 z 2 ).
In the following we consider three cases. Case 1: z 1 , z 2 , z 3 6 = 0, z 1 6 = z 3 . In this case, using Lemma 4 we conclude that z 1 > z 2 , hence the coverage of the selected group of local check nodes is less than n d + 2. Therefore, the minimum distance could not be d. In other words, (5) must be satisfied. Case 2: z 3 = 0 and z 1 , z 2 6 = 0. In this case, we can easily verify that if Case 2 of the proof of Lemma 4 has happened we have z 1 > z 2 . Hence, similar to above, the coverage of the selected group of local check nodes is less than n d + 2 and (5) must be satisfied.
In Case 1 of the proof of Lemma 4, however, we get
Then, knowing that the bound in (1) is achieved with equality, we can replace d 2 with n k d k r e in (6). Using Lemma 3, after some manipulations we get k r < 1 2 which is impossible. Hence, (5) must be satisfied. Case 3: z 2 = 0 or equivalently (z 1 = z 3 ). In an (n, k, r) LRC with minimum distance d, where z 2 = 0 (in other words r + 1 | d 2) and we can conclude from Lemma 2
which is equivalent to (5) . Hence the lemma is proved.
Using the above lemma, we can establish the following bound on the minimum distance. Later, in Section IV, by construction, we show that this bound is achievable. l 1 1 2 3 4 5 g 1 g 2 g 3 l 3 l 1 6 7 8 9 10 Figure 1 : Tanner graph of an (n, k, r) = (16, 10, 5) LRC with the same parameters as the LRC used in Facebook HDFS-RAID [1] , with minimum distance d = 5 equal to our proposed bound in (8) . Here l 1 , l 2 and l 3 are local and g 1 , g 2 and g 3 are global parity nodes.
IV. ACHIEVABILITY OF OUR PROPOSED BOUND
In this section, given (n, k, r) where z 1 z 3 , by constructing the Tanner graph T of an LRC which achieves the bound in (8), we prove the achievability of our proposed bound.
To construct T , first we divide the n k check nodes into two groups:`= d n r+1 e local check nodes (forming`local groups) and n k `global check nodes. Each local group has a maximum of r + 1 variable nodes and the union of all local groups is the set of all n variable nodes. Each global check node is connected to all variable nodes.
This simple construction has minimum distance d equal to our proposed bound in (8) . In order to see why, notice that based on Theorem 1, minimum distance d is achieved if any check nodes cover at least + k variable nodes, where 2 {n k d + 2, n k d + 3, · · · , n k}. It is easy to argue that because each global check node is connected to all variable nodes, and because (by definition) no local group is completely covered by the other local groups, here it is sufficient to verify that any n k d + 2 local check nodes cover at least n d + 2 variable nodes. Now, by Theorem 6, we know that n k d + 2 l n r + 1
Thus, it is sufficient to show that d n r+1 e b d 2 r+1 c =` b d 2 r+1 c local check nodes cover at least n d + 2 variable nodes. This is equivalent to showing that disconnecting b d 2 r+1 c local check nodes does not cause more than d 2 variable nodes to become disconnected from the local check nodes. This is always true since the maximum degree of each local check node is r + 1, hence we have (r + 1)
Therefore, (n, k, r) LRCs where z 1 z 3 with d n r+1 e local groups can always achieve our bound in (8) .
In the following example we construct a Tanner graph for a code that achieves the minimum distance equal to our proposed bound in (8) . 
