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Abstract – Observation of growing academic data can
be carried using data mining methods, for example, to
obtain  knowledge  related  to  the  determinants  of
timeliness  of  students  graduation.  This  study
conducted  a   performance  comparison  of  the
classification  algorithms  using  decision  tree  (DT),
support vector  machine (SVM), and artificial neural
network  (ANN).  This  study  used  students  academic
data  from  Faculty  of  Engineering,  Universitas
Jenderal  Soedirman  in  the  2014/2015  odd  semester
until  the  2017/2018 odd semester  and the  attributes
that  conform  to  the  academic  regulations.  The
analytical  method  used  is  CRISP-DM.   The  results
showed that SVM provided the best performance in an
accuracy of 90.55% and AUC of 0.959, compared to
other algorithms. A Model with SVM algorithm can be
implemented in an early warning system for timeliness
of student graduation.
Keywords – graduation timeliness;  data mining; data
classification; data mining algorithms comparison
Abstrak – Observasi  terhadap data  akademik  yang
bertumbuh  dapat  dilakukan  menggunakan  metode
data  mining,  misalnya  untuk  memperoleh
pengetahuan  terkait  faktor  penentu  ketepatan  studi
mahasiswa.  Penelitian  ini  melakukan  perbandingan
kinerja  algoritme  klasifikasi  decission  tree,  support
vector machine (SVM), dan artificial neural network
(ANN).  Penelitian  ini  menggunakan  data  akademik
mahasiswa  Fakultas  Teknik  Universitas  Jenderal
Soedirman  di  semester  gasal  2014/2015  hingga
semester  gasal  2017/2018  dan  atribut-atribut  yang
mengacu  pada  peraturan  akademik  yang  berlaku.
Metode analisis yang digunakan adalah CRISP-DM.
Hasil  penelitian  menunjukan  bahwa  SVM
memberikan  unjuk  kerja  terbaik,  yaitu  akurasi
90,55%  dan  AUC  0,959,  dibandingkan  dengan
algoritme lain.  Model  dengan algoritme SVM dapat
digunakan  dalam  sistem  peringatan  dini  ketepatan
studi mahasiswa.
Kata  Kunci  –  ketepatan  waktu  studi;  data  mining;
klasifikasi data; perbandingan algoritme data mining
I.  PENDAHULUAN
Akreditasi  perguruan  tinggi  sebagai  satuan
penyelenggara  pendidikan tinggi  menyediakan  metode
evaluasi  terhadap  institusi  perguruan  tinggi  dalam
mengukur,  menetapkan  mutu  dan  kelayakan
programnya.  Salah  satu  elemen  penilaian  akreditasi
adalah  ketepatan  masa  studi  mahasiswa  merupakan
salah satu elemen penilaian akreditasi dan tertuang pada
matriks  penilaian  instrumen  akreditasi  program  studi
dan  perguruan  tinggi  oleh  Badan  Akreditasi  Nasional
Perguruan Tinggi (BAN-PT) [1].  Waktu tempuh studi
mahasiswa  rata-rata  pada  sebuah  program  pendidikan
S1 adalah 4 tahun. Beberapa mahasiswa memiliki waktu
tempuh studi lebih dari 4 tahun. Masa studi yang tidak
terpantau dengan baik mengakibatkan minimnya jumlah
mahasiswa yang lulus tepat waktu [2], [3].
Data  mining  untuk  mengumpulkan  dan
menggunakan  data  historis  untuk  menemukan  pola
waktu tempuh studi dapat digunakan sehingga pola [4].
Kajian data mining untuk menganalisis data pendidikan
dengan menggunakan educational  data mining (EDM)
menghasilkan basis data perguruan tinggi, berupa data
pribadi  maupun akademik  mahasiswa.  Hasil  EDM ini
memberikan  manfaat  bagi  para  pemangku  kebijakan
dalam proses pengambilan keputusan [5]-[7].
Karamouiz dan Vretoz [8] melakukan studi tentang
indikator  efektivitas  lembaga  pendidikan  berdasarkan
tingkat  kelulusan  siswa  menggunakan  artificial  neural
network (ANN).  Prediksi tingkat kelulusan mahasiswa
telah  dilakukan menggunakan  naive  bayes  dalam [9]-
[11], C4.5 dalam [9], k-nearest neighbors (kNN) [12],
algoritme apriori  dalam [13],  dan ANN [14].  Dengan
beragam  data  kelulusan  mahasiswa,  akurasi  prediksi
naive  bayes  mencapai  80,85%  [9]  dan  80,72%  [10],
akurasi C4.5 sebesar 85,7% [9], akurasi kNN 80% [12]. *) Penulis korespondensi (Ari Fadli)
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Tingkat akurasi prediksi di atas menggunakan data
yang  beragam.  Perbandingan  beragam  algoritme
prediksi  dengan  menggunakan  data  yang  sama
dilakukan  dalam [15].  Algoritme  decision  tree,  naïve
bayes,  ANN,  support  vector  machine  (SVM),  dan
logistic regression (LR) digunakan untuk memprediksi
tingkat  kelulusan  mahasiswa  berdasarkan  data  dalam
satu tahun ajaran pertama. 
Berbeda dengan [15] yang menggunakan data dalam
satu  tahun  ajaran  pertama,  penelitian  ini  melakukan
studi  penerapan  algoritme  decision  tree,  ANN,  dan
SVM  untuk  prediksi  tingkat  kelulusan  mahasiswa
menggunakan data mahasiswa dalam 4 tahun terakhir.
Penelitian  ini  menggunakan  atribut  IP  semester  tahap
evaluasi,  IPK  akhir  semester,  jumlah  matakuliah  dan
SKS  yang  diulang,  nilai  PKL,  KKN,  seminar,  ujian
pendadaran, publikasi artikel ilmiah, dan jumlah nilai E.
Penelitian  ini  juga mengembangkan purwarupa sistem
peringatan  dini  ketepatan  waktu  studi  mahasiswa
menggunakan algoritme-algoritme data mining ini yang
dapat  digunakan  untuk  meningkatkan  rasio  ketepatan
waktu  studi  mahasiswa,  melakukan  pemautauan  masa
studi  mahasiswa,  dan  memetakan  mahasiswa  yang
berpotensi mengalami keterlambatan masa studi.
II. METODE PENELITIAN
Alur  penelitian  ini  mengacu  pada  kerangka
penelitian  seperti  Gambar  1.  Penelitian  menggunakan
data  akademik  Fakultas  Teknik  Universitas  Jenderal
Soedirman  (FT  Unsoed),  tahun  ajaran  2014/2015
semester  gasal  sampai  dengan  2017/2018  semester
gasal.  Data  akademik  tersebut  memiliki  atribut  nim,
nama  mhs,  kodenim,  prodi,  fakultas,  tahunangkatan,
kodekul,  nama  mata  kuliah,  sks,  sks  tatap  muka,  sks
praktikum,  nilai  huruf,  bobot  nilai,  matakuliah  b/u,
tahun  kurikulum,  nip  dosen  pengampu,  nama  dosen
pengampu,  kelas,  tahunakademik,  status  KRS,  jenis
kelamin. 
Untuk  mengukur  kinerja  algoritme  berdasarkan
akurasinya, penelitian ini menggunakan model analisis
CRISP-DM  sebagai  standar  model  proses  untuk  data
mining  [16].  Tahap pemahaman bisnis  mengacu  pada
standard  evaluasi  yang  diberikan  kepada  mahasiswa
berdasarkan  peraturan  akademik  yang  berlaku  di  FT
Unsoed.  Evaluasi  dua  tahun  pertama  mahasiswa
diperbolehkan  melanjutkan  studi  apabila  telah
memperoleh SKS ≥ 40 dengan IPK ≥ 2.00. Evaluasi dua
tahun  kedua  mahasiswa  diperbolehkan  melanjutkan
studi  apabila  telah  meperoleh  lebih  dari  SKS  ≥  80
dengan IPK ≥ 2.00. Evaluasi keberhasilkan studi pada
akhir program studi sarjana mahasiswa dinyatakan telah
menyelesaikan  studi  program  sarjana  apabila  telah
mengumpulkan 144-160 SKS, sesuai dengan ketentuan
fakultas masing-masing dengan persyaratan berikut: a)
indeks prestasi kumulatif sekurang-kurangnya 2.00 dan
tidak ada nilai E, b) telah berhasil melaksanakan studi
akhir  yaitu  PKL,  KKN,  skripsi,  seminar,  ujian
pendadaran, dan c) telah mengunggah artikel ilmiah ke
e-SIA.
Tahap  pemahaman  data  dilakukan  dengan
pengumpulan data akademik 2014/2015 semester gasal
sampai dengan 2017/2018 semester gasal. Penanganan
missing  value  sebagai  kondisi  data  tidak  lengkap
Gambar 1. Alur penelitian
Tabel 1. Atribut data mentah




4 Kode Nim Varchar
5 Prodi Varchar
6 Fakultas Varchar
7 Tahun Angkatan Varchar
8 Kodekul Varchar
9 Nama Mata Kuliah Varchar
10 SKS Integer
11 Bobot Nilai Integer
12 B/U Varchar
13 Tahun Akademik Varchar
14 Ujian Pendadaran Boolean
15 Artikel Ilmiah Boolean
16 Jumlah MK Ulang Integer
17 Jumlah SKS MK Ulang Integer
Tabel 2. Atribut dataset











11 Ujian Pendadaran Integer
12 Artikel Ilmiah Integer
13 Jumlah MK Ulang Integer
14 Jumlah SKS MK Ulang Integer
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dilakukan  dengan  menghapus  data  kosong.  Hasil
pemahaman data adalah berupa atribut dari  basis data
akademik (Tabel 1). Tahap persiapan data menghasilkan
dataset  yang  menjadi  masukan  algoritme  di  tahap
pemodelan (Tabel 2).
Pemodelan sistem meliputi  4 langkah (Gambar 2),
yaitu pemilihan teknik pemodelan, rancangan pengujian,
pembangunan  dan  evaluasi  model.   Pada  rancangan
pengujian  ditentukan  terkait  jumlah  data  yang
digunakan  pada  tahap  pelatihan  dan  pengujian   serta
penentuan nilai parameter yang ada pada setiap model
yang  akan  digunakan.  Model  dibangun  berdasarkan
algoritme data  mining  yaitu  decision  tree,  ANN,  dan
SVM  dengan  memanfaatkan  perangkat  Rapid  Miner.
Evaluasi model dilakukan dengan menggunakan metode
validasi  10-Fold  cross  validation.  Tahap  evaluasi
dilakukan setelah tahap pemodelan  (Gambar 3) untuk
menginterpretasikan  terhadap  hasil  data  mining  pada
proses  pemodelan  fase  sebelumya.  Evaluasi  ini
dilakukan untuk menyesuaikan model. Dalam penelitian
ini,  tahap  penyebaran,  pemantauan  dan  pemeliharaan
sistem tidak dilakukan.
III. HASIL DAN PEMBAHASAN
Implementasi  model  dilakukan  menggunakan
perangkat  Rapid  Miner.   Model  klasifikasi  yang
dirancang  adalah  model  SVM  (Gambar  4),  ANN
(Gambar 5), dan model decision tree (Gambar 6). Nilai
akurasi algoritme terlihat dari matrik confussion dalam
Tabel 3 (SVM), Tabel 4 (ANN), dan Tabel 5 (decision
tree).
Matriks  confussion  dari  algoritme SVM (Tabel  3)
menunjukkan bahwa dari 139 data menghasilkan presisi
kelas  91,07%  untuk  prediksi  Ya  dan  90,36%  untuk
prediksi Tidak dengan class recall sebesar 86,44% dan
93,75%.  Akurasi  algoritme  ini  diperoleh  sebesar
90,55% ± 6,75% dan mikro 90,65%. 
Matriks  confussion  dari  algoritme ANN (Tabel  4)
menunjukkan bahwa dari 139 data menghasilkan presisi
kelas 86,44% untuk prediksi Ya dan 90% untuk prediksi
Tidak  dengan  class  recall  sebesar  86,44%  dan  90%.
Akurasi  algoritme  ini  diperoleh  sebesar  88,35%  ±
8,44% dan mikro 88,49%. 
Matriks  confussion  dari  algoritme  decision  tree
(Tabel  5)  menunjukkan  bahwa  dari  139  data
menghasilkan presisi  kelas  82,61% untuk prediksi  Ya
dan 88,89% untuk  prediksi  Tidak  dengan  class  recall
sebesar  84,75%  dan  90%.  Akurasi  algoritme  ini
diperoleh sebesar 87,64% ± 8,92% dan mikro 87,77%.
Perbandingan  nilai  akurasi  dan  perhitungan  luas
daerah  di  bawah  kurva  (AUC)  dari  algoritme  data
mining  ydang  digunakan  untuk  membangun
pengetahuan  faktor  penentu  kecepatan  waktu  studi
mahasiswa  disajikan  dalam Tabel  6.  Algoritme  SVM
memberikan nilai terbaik, yaitu akurasi sebesar 90,55 %
dan  nilai  AUC  sebesar  0,959.  Akurasi  terendah
diperoleh dengan menggunakan algoritme decision tree,
yaitu sebesar 87,64%. Hasil ini selaras dengan [14] yang
Gambar 3 Tahapan dalam evaluasi model
Gambar 2. Tahapan dalam pemodelan









Prediksi Ya 51 5 91.07 %
Prediksi Tidak 8 75 90.36 %
Class Recall 86.44% 93.75%










Prediksi Ya 50 8 82.61
Prediksi Tidak 9 72 88.89
Class Recall 84.75 90.00









Prediksi Ya 51 8 86.44
Prediksi Tidak 8 72 90.00
Class Recall 86.44 90.00
Tabel 6. Hasil komparasi algoritme data mining
Parameter Decission Tree ANN SVM
Accuracy 87.64% 88.35% 90.55%
AUC 0.886 0.934 0.959
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memperoleh akurasi terbaik menggunakan SVM dan LR
sebesar  100%, sedangkan paling rendah menggunakan
naive bayes sebesar  75,16% dan decision tree sebesar
80,01%.  Perbedaan  akurasi  dari  hasil  penelitian  ini
dengan [15] disebabkan jumlah data yang berbeda, yaitu
139 data mahasiswa berbanding dengan 651 data.
Hasil tersebut menunjukkan bahwa algoritme SVM
memiliki kinerja yang baik dalam membangun sebuah
model  yang  digunakan  untuk  menemukan  informasi
berdasarkan  dengan  dataset  yang  disesuaikan  dengan
tiga tahap evaluasi yang ada pada aturan akademik yaitu
dua  tahun  pertama,  dua  tahun  kedua  dan  akhir  studi
berdasarkan  atribut  yang telah  ditentukan  sebelumnya
(Tabel  2).  Informasi  yang  diperoleh  tersebut
memberikan  pengetahuan  untuk  pemantauan  evaluasi
ketepatan masa studi mahasiswa di setiap fase evaluasi
(Gambar 7), yang berbeda dengan [9], [15] yang hanya
menggunakan dataset mahasiswa di satu tahun pertama,
dengan  [12]  yang  menggunakan  dataset  dua  tahun
pertama, dan dengan [11], [13], [14] yang menggunakan
dataset mahasiswa yang telah menyelesaikan studinya.
Mahasiswa dapat memperoleh ruang gerak yang lebih
Gambar 4. Desain model klasifikasi SVM
Gambar 5. Desain model klasifikasi ANN
Gambar 6. Desain model klasifikasi decission tree
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dalam proses perbaikan diri karena peringatan diberikan
secara berjenjang. 
Penelitian  ini  tidak  melakukan  proses  verifikasi,
seperti  dengan  uji  statistik,  sebagaimana  [15]  yang
melakukan  verifikasi  akurasi  dengan  uji  T  untuk
menaikkan  tingkat  kepercayaan.  Perbaikan  kinerja
masih  dapat  dilakukan  dengan  melakukan  proses
penalaan parameter  pada proses  validasi,  sebagaimana
[11],  [12]  untuk  memperoleh  nilai  akurasi  prediksi
terbaik atau mempersiapkan data menggunakan metode
cross-tabulation seperti [14].
IV. KESIMPULAN
Hasil  perbandingan unjuk kerja  algoritme decision
tree, ANN dan SVM yang menggunakan data akademik
mahasiswa  aktif  di  FT  Unsoed  menunjukkan  bahwa
algoritme  SVM  memberikan  nilai  terbaik,  yaitu
accuracy  sebesar  90,55%  dan  AUC  sebesar  0,959.
Model  dengan  algoritme  SVM  memiliki  kinerja  yang
baik  yang  dapat  digunakan  untuk  memberikan
pengetahuan  dari  basis  data  mahasiswa  dan
diimplementasikan  menjadi  sebuah  sistem  peringatan
dini  ketepatan  studi  mahasiswa  sehingga  dapat
digunakan  oleh  para  pemangku  kebijakan  dalam
melakukan  pemantauan  masa  studi  mahasiswa  dan
memetakan  mahasiswa  yang  berpotensi  mengalami
keterlambatan masa studi.
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