Abstract -Optimal optoacoustic tomographic sampling is often hindered by the frequency-dependent directivity of ultrasound sensors, which can only be accounted for with an accurate 3-D model. Herein, we introduce a 3-D model-based reconstruction method applicable to optoacoustic imaging systems employing detection elements with arbitrary size and shape. The computational complexity and memory requirements are mitigated by introducing an efficient graphic processing unit (GPU)-based implementation of the iterative inversion. On-the-fly calculation of the entries of the model-matrix via a small look-up table avoids otherwise unfeasible storage of matrices typically occupying more than 300GB of memory. Superior imaging performance of the suggested method with respect to standard optoacoustic image reconstruction methods is first validated quantitatively using tissue-mimicking phantoms. Significant improvements in the spatial resolution, contrast to noise ratio and overall 3-D image quality are also reported in real tissues by imaging the finger of a healthy volunteer with a hand-held volumetric optoacoustic imaging system.
commonly based on acquisition geometries that maximize the detection angular coverage around the imaged volume [5] [6] [7] [8] .
Ideally, point-like detectors exhibiting infinite bandwidth would render the best quality reconstructions in optoacoustic tomography (OAT). In reality, finite-size detectors are used instead to provide sufficient sensitivity, particularly in realtime imaging applications that do not permit signal averaging [9] . The associated frequency-dependent directivity of the finite-sized sensing elements may lead to additional artifacts in the reconstructed images [10] , [11] . In some cases, the transducer aperture is purposely shaped such that the dimensionality of the imaging (tomographic) problem is reduced into two dimensions or a single dimension. For example, cylindricallyfocused transducers are used in cross-sectional OAT, where image reconstruction is performed in two-dimensional (2D) slices through a 3-D object [12] , [13] . The resulting 2D reconstruction problem is theoretically simpler and less computationally demanding than in the 3-D imaging case, and real-time OAT reconstructions were achieved with both analytical backprojection-type inversion algorithms and more accurate model-based (MB) schemes [14] . The latter were also shown efficient in accounting for the transducer dimensions [10] , [11] , [15] and acoustic heterogeneities in the sample [16] , [17] as well as for negative artifact removal [18] . Another imaging approach employing dimensionality reduction is acoustic-resolution OA microscopy, where a largeaperture spherically-focused transducer is raster-scanned to form images [19] . In this case, one may assume the collected signals to represent depth-profiles for each position of the transducer, so that 2D or 3-D images can be rendered by simply stacking up the individual OA waveforms. However, also in this case, a more accurate image reconstruction approach would generally account for the frequency-dependent sensitivity field of the transducer [20] , [21] .
It is important to take into account that dimensionality reduction readily introduces modeling errors since the actual size and shape of the transducers cannot be properly accounted for within the one or two dimensions as ultrasound propagation is inherently three dimensional. Consequently, a 3-D model is generally necessary for optimizing image reconstruction, which significantly elevates the computational complexity due to the increased number of variables. In fact, 3-D modeling is further challenged by the vast amount of memory required to store the resulting model matrices. One approach seeks to reduce the memory overhead by calculating the model-matrix on-the-fly within each step of an iterative algorithm, which can be further accelerated via graphics processing unit (GPU) implementation [23] . Recently, we introduced a new discretization method to obtain a linear forward model from the continuous 2D OA wave equation [14] . This has allowed for a more efficient GPU implementation of the inversion procedure as only a few operations are required to calculate entries of the model-matrix. Hence, parallel computations can be performed with extremely low memory overhead.
The current work deals with a generalization of the efficient MB inversion framework for full 3-D OA reconstruction problems, for which the low-memory overhead becomes paramount. We further extend the methodology to explicitly account for the 3-D transducer shape. The improvement in imaging performance is demonstrated in numerical simulations and experimental measurements in phantoms and living tissues.
II. METHODS

A. Discretization of the 3-D Time-Domain OA Forward Model
When the duration of the excitation laser pulse is short enough to fulfill both the acoustic and thermal confinement regimes, the pressure field emitted due to the optical excitation as a function of space r and time t can be expressed as [24] p(r, t) = 4πc
where H (r ) is the absorbed energy per unit volume in the tissue, is the dimensionless Grüneisen parameter and c is the speed of sound. In the following, we omit the constant term 4πc for simplicity since it does not affect model-based reconstruction. The integral is performed along a spherical surface S(r, t) with radius |r − r| = ct. The discretization of the forward model in (1) is done by considering N voxels on a Cartesian grid representing a volume enclosing all the OA sources. The location of each image voxel is represented by r i . The amount of absorbed energy at an arbitrary location in space H (r ) is approximated by the weighted superposition of interpolation functions K (r ) shifted to the different voxel positions r i , i.e.,
where h i is the absorption at voxel i . Then, (1) can be expressed as
By defining A variety of interpolation methods can be applied for calculating K (r − r i ). Herein, the standard trilinear interpolation method is suggested [24] . Trilinear interpolation represents a trade-off between accuracy and computational complexity. Higher order interpolation methods may further improve image quality. However, modeling errors due to acoustic heterogeneities or the frequency response of the transducer(s) are generally the main error source. The corresponding interpolation function is given by
where is the voxel size ( Fig. 1 ) and r = (x, y, z). Nonzero values of the interpolation function only exist in the -neighborhood of voxel i , i.e. h i only contributes to H (r ) when r is less than a voxel away from voxel i . Thereby, the surface integral in (3) differs from zero only when the surface intersects the -neighborhood, as illustrated in Fig. 1 . Let the distance between the measuring location r and the voxel location r i be denoted by s. Since the voxel size is typically several orders of magnitude smaller than s, the spherical surface integral in the neighborhood of the r i voxel can be approximated by a planar surface integral. Errors may be produced in the near field region for optoacoustic sensing elements placed in direct contact with the region of interest [25] . The integral value depends on the distance d from its surface (denoted by S ) to the voxel r i , and on the direction from r i to r , which can be parameterized with two angles α and β. Thus, with ct = s − d, (4) can be reformulated as
with
and
Considering that d I (d, α, β) is in the order of max (I (d,α,β) ) , the first term in (7) can be neglected, i.e.,
A detailed description of the calculation of
The discrete forward model in (5) can be used to define an inverse problem for the OA reconstruction. Specifically, collecting the time-discrete pressure signals from all transducers in a vector p and the optical absorption values at pixel positions h i in a vector h, the corresponding linear model can be expressed in a matrix form as
where A is the model matrix representing a particular reconstruction problem. The columns of A represent the OA signals associated to each voxel of the grid. The reconstruction problem consists in finding the absorption vectorĥ for which the theoretical model better matches the experimentally measured pressure signals p m . Typically, the aim is to solve a least squares problem defined aŝ
where additional regularization terms may further be needed in some cases [26] , [27] . The least squares problem in (12) can be solved iteratively e.g. with the LSQR method [22] .
B. Transducer Shape
Most ultrasound sensors have a finite aperture (size) which directly corresponds to their directional sensitivity. Thereby, reconstruction algorithms assuming point-like sensors would usually result in inaccurate reconstructions. In particular, the sensitivity of commonly used piezoelectric sensors scales with size, which in turn increases their directivity. The signal p S T collected by a finite-size transducer perfectly matched to water can be assumed to be proportional to the integral of the pressure on the transducer surface, i.e., it can be approximated in arbitrary units as
The integral in (13) can be discretized by dividing the surface S T into a finite set of surface elements with positions r j and area r j . Thereby
where M is the number of divided surface elements of one transducer. Assuming all transducers have the same shape, the linear forward model is altered as follows
That is, the model matrix is replaced by a weighted sum of M model matrices, one for each discrete surface element of the transducer. Clearly, the computational complexity of methods involving matrix-vector products increases linearly with the number of surface elements M. On the other hand, the discretization of the transducer surface into sub-areas allows accounting for the frequency-dependent directivity.
C. GPU Implementation
In each iteration of the LSQR algorithm, the most time consuming operations are the two matrix-vector products Av and A T u, where v and u are updated for subsequent iterations. As previously mentioned, the interpolation function K (r ) only has a small support in the order of the voxel size [see (6) ]. Therefore, for most voxel positions r i , the integral in (4) is zero, and hence the model-matrix is sparse. However, despite its sparsity, the size of the 3-D model-matrix is generally very large, which leads to computational inefficiency and memory overhead.
In order to accelerate the inversion process, computations can be parallelized on a GPU. However, it is not possible to store the entire model matrix on the GPU due to the large memory requirements. Instead, the matrix-vector multiplications must be calculated on-the-fly for each iteration of the inversion process. The discretization approach introduced in section II-A is particularly efficient for on-the-fly calculations since the term d I (d, α, β) in (9) is independent of the voxel position and only depends on three parameters. Due to symmetries, the values of
are pre-calculated and saved in a small look-up table as suggested in [14] for the 2D case. Thus, the calculation of the entries of the model matrix p i (r, t) simply involves a small number of floating-point operations and a search in a look-up table. For reconstruction in this paper, we used a look-up table with 50 values for d, α and β respectively.
The computational complexity of the suggested approach is higher than that of the CPU implementation of the LSQR algorithm with a pre-calculated model matrix since such model matrix needs to be repetitively generated. However, the order of complexity remains the same as the complexity per iteration of the LSQR method is directly proportional to the number of non-zero entries of the model matrix. The order of complexity is O(g N L) where g is the oversampling ratio, N is the number of voxels and L is the number of transducers.
The GPU implementation of the two most important kernels corresponding to the operations A T u and Av are further described in detail in Appendix A.
D. Numerical Simulations
The performance of the suggested GPU-based MB reconstruction method was first tested in numerical simulations. Fig. 2a ) depicts the simulated scanning geometry, where each black dot represents the center of a given transducer position and the red dots represent 300μm microspheres placed in the central region of the imaged volume. Specifically, an OA setup with unfocused transducers (diameter 1cm) fully surrounding the image object was simulated, where 3780 transducer scanning positions covering an angle of 360 • around the imaged object and 100 • in the elevational direction were considered. The pressure signals were simulated by discretizing the transducer shape into 24 surface elements (Fig. 2b) , where the pressure waves at the central position of each surface element were calculated analytically [28] . MB reconstructions were performed by assuming point detectors and by considering finite-sized sensors discretized to 24 surface elements. In both cases, 2000 time instants sampled at 40 MHz were considered for each transducer position and a region of interest of 2 × 2 × 1cm 3 was discretized to 4 million voxels.
E. Experimental Measurements
The MB reconstruction approach was subsequently tested experimentally. For this, a custom-made 3-D OA imaging system was used, which is described in detail elsewhere [29] . In short, it consists of an array of 512 adjacent piezoelectric elements densely distributed on a spherical surface. The spherical aperture covers an angle of 140 • (solid angle of 1.316π). Each element has an approximate size of 2.5 × 2.5mm 2 
In the first experiment, a 50μm diameter absorbing microsphere was embedded in a light scattering phantom (phantom 1) created by molding 1.3% of agar powder (by weight) and 1% Intralipid (by volume). The phantom was first positioned so that the microsphere was located at the geometrical center of the spherical array's surface, toward which all the array elements are directed. Subsequently, the phantom was scanned with the angular-dependent sensitivity of the transducer elements playing a increasing role as the microsphere moves toward periphery. In the second experiment, a group of 50μm diameter microspheres were randomly distributed in another scattering agar-based phantom with (phantom 2). Both phantoms were imaged by setting the laser illumination wavelength to 720nm. The energy density at the sample surface was approximately 19mJ/cm 2 . The recorded signals were averaged 500 times to enhance the signal-to-noise ratio (SNR).
A third experiment was done to test the performance of the suggested algorithm in real biological tissues. For this, the finger of a healthy volunteer was imaged with the same OA system by setting the laser wavelength to 800nm to ensure deeper tissue penetration. The OA system was operated in a hand-held mode, hence no signal averaging was possible due to motion.
In order to best evaluate the algorithm's performance, the images in all the experiments were reconstructed with three different methods, namely, the back-projection (BP) algorithm [9] , the MB-based algorithm introduced in section II considering point detectors (MB-PD) and the same MB algorithm but accounting for the finite size and shape of the transducers (MB-FS). Since the region of interest is small compared to the distance of the transducers to the region of interest, the weighting factor in [30] marginally affects the results and was not considered. Each individual detection element of the array was split into 16 surface elements for reconstructing with the MB-FS method. Before reconstruction, the acquired signals were band-pass filtered between 0.5MHz and 15MHz. All experimental reconstructions were performed using an image grid of 200 × 200 × 200 voxels and 5 LSQR iterations. The computations were performed on a AMD Radeon HD 7900 series GPU. The reconstruction was implemented using the OpenCL framework and executed in Matlab (MathWorks, Natick, MA) as a mex function. Fig. 2 shows the results of the numerical simulations described in section II-D, demonstrating the benefits of modeling the transducer shape. In particular, Fig. 2c) and d) show the maximum intensity projections (MIPs) of the 3-D images reconstructed with the MB-PD and MB-FS methods, respectively. It can be readily recognized that the shape of the reconstructed microspheres located away from the center of the field of view is distorted by the MB-PD method (Fig. 2c) . Specifically, the lateral blur generated by the non-ideal spatial impulse response of the transducers is readily visible [10] . On the contrary, the shape is restored when the MB-FS is employed (Fig. 2d) . Fig. 3 shows the reconstructed images of phantom 1. Fig. 3a) shows the MIPs of the 3-D images obtained with the microsphere at the center (left) and at the periphery (right) of the field of view. The images in Fig. 3a) were reconstructed with the MB-PD method. The zoomed-in images of the red and blue rectangular areas are shown in Fig. 3b ) for all three reconstruction methods. When the microsphere was located at the center of the field of view, no significant difference in the images reconstructed with the three methods was observed. However, the lateral blur associated with the spatial impulse response of the transducers was again evident in the BP and MB-PD images when the microsphere was located near the edge of the imaged field of view. These images can be erroneously interpreted as if two separate microspheres were present. A more accurate reconstruction is obtained with the MB-FS method. The distortion and correction effects become even more apparent when inspecting Fig. 3c) , where the profiles along the lines marked in Fig. 3b ) are plotted in yellow, green and magenta for the BP, MB-PD and MB-FS methods, respectively. For the microsphere located at the edge, the profile for the MB-FS method correctly shows a single peak while the profiles for the BP and the MB-PD methods have two peaks, although the Full Width at Half Maximum (FWHM) values for the different methods have no significant differences. Fig. 4 shows the images obtained from phantom 2. The MIPs of the images reconstructed with the MB-PD method are presented in Fig. 4a) . The zoom-ins of two selected off-center areas (marked in red and blue) are shown in Figs. 4b) and 4c) for the MB-PD, MB-FS and BP methods, respectively. Note that the cropped volumes in Fig. 4b ) and c) do not contain all the visible particles in the MIPs of Fig. 4a) . Again, the microsphere shape distortions can be readily rectified in both off-center areas using the MB-FS method.
III. RESULTS A. Simulations
B. Experimental Measurements
Finally, two representative 3-D snapshots from the in vivo finger imaging experiment are shown in Fig. 5 . Images acquired from an index finger are shown in Fig. 5a ), whereas Fig. 5b ) shows data from a little finger. One may note that the images reconstructed with the BP algorithm are severely affected by noise. Here strong artifacts appear in the background, hampering a clear identification of the shape of the vascular structures. On the other hand, the MB methods (MB-PD and MB-FS) are generally less sensitive to noise, yielding a significantly better image quality. The higher noise content of the images reconstructed with the back-projection algorithm is mainly attributed to the presence of streak-type artifacts [24] and the overall better performance of iterative reconstruction methods [31] . Sparsity-based reconstruction can further improve contrast and reduce image artifacts in three-dimensional optoacoustic tomography [32] . For a more quantified assessment, we calculated the signal-to-noise ratio (SNR) in the reconstructed images as the maximum signal value in selected regions of interest (red rectangles) divided by the root mean squared noise in selected background regions (yellow rectangles). The SNR values for the MB-PD, MB-FS and BP methods are 17.74, 38.55, and 10.54 for Fig. 5a ) and 7.68, 25.93 and 5.61 for Fig. 5b) , respectively. Evidently, the MB-FS method significantly outperforms the other methods in terms of SNR but also in terms of the shape and overall appearance of the vascular structures (as exemplified with blue arrows). Reconstruction time for single image volumes consisting of 8 million voxels was 0.5s, 64s and 17min for the BP, MB-PD and MB-FS methods, respectively. The run time of the GPU-based method introduced herein is significantly faster than the previouslysuggested CPU-based algorithm [24] . For comparison purposes, the number of voxels in the images of Fig. 5 was reduced to 100 × 100 × 50, so that model-based reconstruction can be performed on the CPU. Specifically, the calculations were done on a workstation with an Intel(R) Xeon(R) CPU X5650 @2.67 GHz processor and 144 GB RAM. The CPU calculation of the model matrix for the MB-PD method took around 3.7 hours and required approximately 17.6 GB of memory for storage. Once the model matrix was stored, the CPU LSQR inversion time was 47.6s. On the other hand, GPU reconstruction for the MB-PS method with the same number of voxels took 4.6s. Note that apart from the large computational time, the conventional model-based approach is further hampered by high memory requirements that may prevent high-resolution reconstruction, particularly when using the MB-FS method.
IV. DISCUSSION AND CONCLUSIONS
In this work, we have introduced an efficient 3-D MB reconstruction procedure generally applicable to a broad range of OA imaging techniques. The developed MB reconstruction framework may not only benefit the 3-D imaging systems but also approaches based on cross-sectional or one-dimensional data acquisition. Indeed, simplifications commonly made during 2D OAT or acoustic-resolution OA microscopy reconstructions may lead to substantial image artifacts and poorly quantified information in the images, thus methods accounting for the actual 3-D shape of the transducer are generally preferable.
In practice, 3-D MB reconstructions are hampered by the large memory overhead and computational complexity, so that computer processing unit (CPU)-based implementations are usually impractical. For example, while the model-matrix for the reconstruction of the finger images showcased herein is more than 99% sparse (i.e. contains less than 1% nonzero entries), it requires nearly 300GB of memory to be stored in a sparse representation, which is too large to fit into the memory of a standard computer. Thus, reconstructions based on a-priori calculated model matrix [24] becomes unfeasible for high-resolution imaging or for a large number of simultaneously recorded signals (projections). Furthermore, due to the high computational complexity, it may take hours to days to calculate the full forward model matrix, whereas several model-matrices need to be additionally calculated in order to account for the size and shape of the transducer.
On the other hand, efficient implementation of a 3-D MB reconstruction procedure on a GPU is also not straightforward. This is because model matrices representing a full 3-D model cannot generally be saved on the internal GPU memory (typically only a few GB in size) in order to perform parallel calculations.We reduce this memory overhead by on-the-fly calculation of the matrix-vector products Au and A T v without the need for calculating and storing the entire modelmatrix [26] . To further reduce computational complexity, we introduced herein a new 3-D MB approach that stores a small look-up table occupying less than 500KB of memory on the GPU, from which the elements of the model-matrix can be calculated. Calculation of entries in the model-matrix only involves the subtraction, division and multiplication operations between the entries of the look-up table (cf. (7)). In this way, the reconstruction time for typical 3-D MB is reduced to tens of seconds when considering point detectors and increases linearly with the number of sub-elements when taking into account the detector shape.
The advantages of the suggested MB reconstruction algorithm were illustrated by comparing the results with those rendered with a standard back-projection algorithm. It was experimentally shown in phantoms and in vivo experiments that tomographic reconstructions in 3-D optoacoustic imaging systems can be substantially improved when accounting for the correct detector shape, which was evinced by the higher SNR and better visibility of vascular structures in the images, especially for off-the-center regions of the detection geometry. Generally, the capability to account for the size and shape of the transducer can be exploited in other systems e.g. based on cylindrically-focused transducers, where accurate 3-D models have shown to contribute to the improvement of spatial resolution and overall image quality in cross-sectional optoacoustic reconstructions [15] . In addition, the in vivo experiment performed with the 3-D hand-held imaging device, has clearly shown that the conventional backprojection inversion is more sensitive to noise, whereas the MB schemes achieved significantly higher image quality even without modeling the finite size of the transducers.
The approach to calculate the matrix-vector products suggested in this work can be directly incorporated in other inversion procedures. For example, matrix-vector multiplications also dominate the complexity of algorithms employing compressed sensing approaches [32] [33] [34] .
In conclusion, we have introduced an efficient 3-D MB reconstruction approach that is applicable to arbitrary OA acquisition geometries employing detection elements with arbitrary size and shape. Significant improvements in the spatial resolution, contrast to noise ratio and overall image quality were accomplished when applying the newly introduced approach to 3-D data acquired from a finger of a healthy volunteer using a hand-held volumetric optoacoustic imaging system. The high computational efficiency and low memory requirements of the proposed reconstruction framework anticipate its practical applicability in realistic imaging scenarios involving large datasets, which may also contain multi-spectral and time-lapse optoacoustic data.
APPENDIX A
The GPU implementations of A T u and Av are given in Algorithm 1 and Algorithm 2 respectively. 
APPENDIX B
In the following, we describe in detail how the term I (d, α, β) and d I (d, α, β) in (8) and (9) are calculated as a function of d for given values of α and β.
The calculations described herein were done using the MATLAB symbolic toolbox. Since the results are stored in a look-up table, the complexity of the calculation is not a major concern. The resulting expression for d I (d, α, β) depends on how a plane intersects a cube.
We assume that the distance d is normalized by . Thus, the aim is to calculate the integral of the function
on the plane
where
We parameterize the plane as
where y and z are chosen such that n, y, and z form an orthonormal basis. 
Due to the piecewise definition of the function f (r), the calculation of the integral in (20) is not straightforward and needs to be performed separately for each octant. The following description is for the first octant (r 1 , r 2 The intersection is a convex polygon. To calculate the integral, the extreme points of the polygon are expressed in terms of the coordinates v and u. Therefore, the intersection points of the plane g(v, u; d) with the edges of the cube C need to be calculated (Fig. 6) . Note that the intersection points vary with different values of d. The twelve edges of the cube (i = 1, . . . , 12) can be parameterized as w i e i + s i (22) with w i ∈ [0, 1]. e i is a unit vector parallel to the edge and s i is a shift vector perpendicular to e i . The intersection with the u i (d) ). If the number of intersection points is less than three, the integral is zero. For n ≥ 3 intersection points, an integral with piecewise linear limits needs to be calculated, i.e.,
