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Priporocˇilni sistemi so vseprisotna tehnologija na spletu in lahko kljucˇno
vplivajo na poslovne rezultate podjetij. V diplomskem delu se soocˇimo z
razvojem produkcijskega priporocˇilnega sistema za spletno stran, ki ponuja
ekolosˇke nastanitve, ki dosegajo dolocˇene ekolosˇke standarde (npr. uporaba
soncˇne energije, filtriranje in ponovna uporaba vode, recikliranje odpadkov
itd.). Najprej pregledamo tehnologije velikih podatkovnih mnozˇic (angl. big
data) in ponudnike strojnega ucˇenja v oblaku. Nato izberemo najustreznejˇso
platformo in jo uporabimo za zbiranje podatkov in razvoj priporocˇilnega
sistema, ki vracˇa priporocˇila za uporabnika z uporabo algoritma matricˇne
faktorizacije (angl. Alternating Least Squares, ALS ) ter obenem vracˇa tudi
podobne priporocˇilne objekte z uporabo Jaccardove podobnosti in evklidske
razdalje. Na koncu sistem interno ocenimo na zˇe zbranih podatkih z uporabo
statisticˇne mere Precision@k. Rezultati evalvacije so pokazali 19% tocˇnost
napovedi, kar je bistveno boljˇse od nakljucˇnega priporocˇanja, ki dosezˇe 1%
tocˇnost. Predlagamo tudi mozˇno implementacijo na spletni strani z namenom
izboljˇsanja poslovnih rezultatov.
Kljucˇne besede: priporocˇilni sistem, vzporedno racˇunanje, strojno ucˇenje,
velike podatkovne mnozˇice, matricˇna faktorizacija.

Abstract
Recommender systems are present almost everywhere on the web and can
be the key to potentially improved business results. In this thesis we de-
velop a production-ready recommender system for a website that offers eco-
sustainable accommodations, that meet certain requirements (e.g. usage of
solar energy, water filtering and reuse, waste recycling etc.). First we examine
crucial big data technologies and some of the cloud-based machine learning
platforms. We proceed to choose the best platform and use it to collect data
and develop a recommender system, which returns predictions for a user,
based on a matrix factorization algorithm (Alternating Least Squares, ALS ).
It also returns similar items based on Jaccard similarity and euclidian dis-
tance. We conclude with system evaluation by using Precision@k statistical
measure. The evaluation results have shown 19% precision accuracy, which
greatly exceeds the results of random recommendation that achieves 1% pre-
cision accuracy. We also propose a potential website implementation with
the intention of improving business results.





V danasˇnji internetni dobi uporabniki pricˇakujejo takojˇsnje in tocˇne odgovore
na poljubne poizvedbe. Podjetja se zato osredotocˇajo na ustvarjanje informa-
cij, ki so ciljane na tocˇno dolocˇenega uporabnika, saj je to nujno potrebno za
poslovni uspeh. Primer tega so ciljani oglasi in personalizirani priporocˇilni
sistemi, ki se pogosto pojavljajo na spletnih straneh. Nastanitvena dejav-
nost je poleg spletnih trgovin najbolj izpostavljena panoga spletnega trzˇenja
in posledicˇno zahteva velika vlaganja za pridobitev konkurencˇne prednosti.
Ljudje morajo pogosto sprejemati odlocˇitve brez lastnih izkusˇenj ali zna-
nja o alternativnih mozˇnostih. V vsakodnevnem zˇivljenju se v takem primeru
obrnemo na priporocˇila in mnenja drugih ljudi. V preteklosti je bilo izrazˇanje
priporocˇil vedno eksplicitno [20]. Sodobni priporocˇilni sistemi pa iz mnozˇice
implicitnih podatkov generirajo in ponujajo priporocˇila, ki so personalizirana
in osnovana na implicitnih dejanjih ali pa eksplicitnih mnenjih in ocenah mi-
lijonov drugih uporabnikov.
Priporocˇilni sistemi in dinamicˇno uravnavanje cen so kljucˇnega pomena,
saj lahko pomenijo znatno izboljˇsanje poslovnih rezultatov podjetij. Pod-
jetja, kot so TripAdvisor, Booking.com in Agoda.com, implementirajo pri-
porocˇila skozi celotno uporabniˇsko izkusˇnjo, vse od zacˇetka, ko uporabnik
prvicˇ pride na spletno stran ter so mu priporocˇene najbolj priljubljene desti-
nacije in nastanitve, do specificˇnega iskanja, ko uporabnik zˇe povsem speci-
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ficira svoje zˇelje in mu sistem ponudi nastanitve, podobne njegovim iskalnim
zahtevam.
Soocˇamo se z izjemno rastjo uporabnikov in uporabe racˇunalniˇskih teh-
nologij (na podrocˇjih ekonomije, medicine, socialnih omrezˇij, medijev, ...)
in svetovnega spleta, kar obenem pomeni, da generiramo vecˇ podatkov kot
kadarkoli prej. Ti podatki so vecˇinoma kompleksni in nestrukturirani, kar
pomeni, da ne ustrezajo nobeni vnaprej definirani obliki. Obenem se generi-
rajo izjemno hitro in v zelo velikih kolicˇinah. Taksˇnih podatkov ne moremo
obdelati z uporabo tradicionalnih metod obdelave podatkov. Skupno jih
imenujemo velike podatkovne mnozˇice (angl. big data).
Izzivi, ki jih taksˇni podatki ustvarjajo, so kako shraniti veliko kolicˇino
nestrukturiranih podatkov in kako obdelati te podatke ter posledicˇno najti
in pridobiti znanje iz taksˇnih podatkov.
Resˇitve, ki odgovarjajo na ta vprasˇanja, pomagajo organizacijam odkriti
novo znanje in pridobiti dodano vrednost iz njihovih podatkov. Ena najpo-
gostejˇsih in v zadnjem cˇasu najbolj zanimivih aplikacij tako pridobljenega
znanja so zˇe omenjeni priporocˇilni sistemi. Ker imamo na voljo izjemno ve-
like kolicˇine podatkov v obliki velikih podatkovnih mnozˇic, lahko priporocˇilni
sistemi ustvarijo kvalitetnejˇse napovedne modele in personalizirana ter kva-
litetnejˇsa priporocˇila kot kdajkoli prej.
1.1 Opis problema
V nasˇem delu se ukvarjamo s priporocˇilnimi sistemi, konkretno z razvojem
priporocˇilnega sistema za priporocˇanje nastanitev. Priporocˇilni sistem raz-
vijemo za spletno stran http://www.ecobnb.com, ki ponuja nastanitve, ki
dosegajo dolocˇene ekolosˇke standarde. Kot ekolosˇko ustrezna nastanitev je
definirana vsaka, ki ponuja vsaj pet od desetih zahtevanih storitev. Primeri
teh zahtevanih storitev so uporaba soncˇne energije, filtriranje in ponovna
uporaba vode, recikliranje odpadkov itd.
Splosˇen namen priporocˇilnih sistemov je ustvariti smiselna priporocˇila za
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nekega uporabnika glede na njegove pretekle interakcije, kar je shematsko pri-
kazano na sliki 1.1. Entitete, ki jih sistem uporabniku priporocˇi, imenujemo
priporocˇilni objekti (angl. recommended items). Poleg priporocˇanja uporab-
niku implementiramo tudi priporocˇanje podobnih priporocˇilnih objektov na
osnovi lastnosti teh objektov. Glavni problem in koncˇni cilj sistema sta
priporocˇiti taksˇne priporocˇilne objekte, da bodo uporabniku zanimivi [18].
Razvijemo torej sistem, ki bo uporabniku ponudil personaliziran seznam na-
stanitev, za katere oceni, da bodo uporabniku zanimive in obenem omogocˇa
tudi priporocˇanje podobnih nastanitev, za katere oceni da so po dolocˇenih
lastnostih podobne trenutno opazovani nastanitvi. Med temi lastnostmi naj-
demo tudi prej omenjene zahtevane ekolosˇke standarde. Gre torej za sˇirsˇo
mnozˇico lastnosti nastanitev, ki vkljucˇuje ekolosˇke standarde (npr. uporaba
soncˇne energije), tip nastanitve (npr. hostel, kmetija, hotel itd.), tematike
(npr. druzˇina, pari, mladi itd.) in storitve (npr. bazen, internet, zajtrk itd.).
Jedro problema, s katerim se soocˇamo, predstavlja priporocˇilni algoritem.
Ta problem najprej resˇujemo z uporabo algoritma matricˇne faktorizacije. Za
implementacijo matricˇne faktorizacije uporabimo algoritem Alternating Least
Squares (ALS). Uporaba tega algoritma je smiselna skupaj z uporabo poraz-
deljenih tehnologij za shranjevanje in obdelavo velikih podatkovnih mnozˇic,
saj se algoritem lahko zelo uspesˇno izvaja vzporedno na vecˇ vozliˇscˇih. Poleg
tega razvijemo tudi lasten algoritem z implementacijo Jaccardove podobno-
sti in evklidske razdalje, ki izracˇuna skupno oceno podobnosti med dvema
priporocˇilnima objektoma.
1.2 Namen naloge in rezultati
Namen naloge je razviti priporocˇilni sistem za mednarodno turisticˇno spletno
stran, ki je osnovan na porazdeljenih in skalabilnih tehnologijah velikih po-
datkovnih mnozˇic. Za algoritem uporabimo matricˇno faktorizacijo ter lasten
algoritem na osnovi Jaccardove podobnosti in evklidske razdalje.
Priporocˇilni sistem bo uporabniku na voljo kot storitev (angl. ”Recom-












Slika 1.1: Shematski prikaz splosˇnega delovanja priporocˇilnih sistemov.
mendation as a Service”), kar pomeni, da bo uporabnik lahko sistem prepro-
sto vkljucˇil v lastno resˇitev, medtem ko bo sistem postavljen in se bo izvajal
na oddaljeni strojni opremi v oblaku.
Priporocˇilni sistem bo ponujal dve glavni funkcionalnosti:
1. priporocˇanje nastanitev, za katere je najbolj verjetno, da bi uporabnika
zanimale (samo za uporabnike z minimalno potrebno preteklo interak-
cijo s spletno stranjo),
2. priporocˇanje podobnih nastanitev (similar items) podani nastanitvi.
Na koncu ocenimo uspesˇnost razvitega sistema z uporabo statisticˇne mere
Precision@k.
1.3 Struktura naloge
V prvem delu diplomske naloge (poglavje 1) opisujemo problem in namen
nasˇega dela ter koncˇni pricˇakovani izdelek. Nasˇe delo podrobno opiˇsemo in
ga povezˇemo z ustreznimi publikacijami.
V naslednjem delu (poglavje 2) podajamo grob pregled podrocˇja pri-
porocˇilnih sistemov. Potem podrobneje analiziramo podrocˇje velikih podat-
kovnih mnozˇic ter opiˇsemo vsako izmed tehnologij, ki sestavljajo sklad za
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strojno ucˇenje, ki podpira uporabo velikih podatkovnih mnozˇic. Nato pre-
gledamo nekatere izmed glavnih ponudnikov strojnega ucˇenja v oblaku in
njihove resˇitve.
V sledecˇem poglavju (poglavje 3) nasˇ priporocˇilni sistem podrobneje raz-
delamo. Najprej razdelamo arhitekturo, kjer sestavne dele izbranega strezˇnika
za strojno ucˇenje umestimo v celotno visokonivojsko arhitekturo. Za tem
opiˇsemo storitev, ki izpostavlja nasˇ sistem navzven in jo uporabljamo za zbi-
ranje podatkov. Na koncu podrobneje opiˇsemo podrocˇje priporocˇilnih siste-
mov in podrobno analiziramo teoreticˇno ozadje, torej algoritme in konceptu-
alni postopek resˇevanja nasˇega problema, skupaj s pripadajocˇimi enacˇbami.
V zadnjem poglavju (poglavje 4) natancˇno opiˇsemo vse faze implementa-
cije nasˇe resˇitve za priporocˇanje nastanitev v turizmu, podrobneje opiˇsemo
podatke in se osredotocˇimo na evalvacijo in rezultate ter implementacijo sis-
tema v produkcijskem okolju.
1.4 Projekti in povezane publikacije
Problem, ki ga bomo v diplomskem delu resˇevali in podrobneje opisali, je
del evropskega projekta ”EcoDots”, pri katerem sodeluje tudi Odsek za in-
teligentne sisteme (E9) kot del raziskovalnega Instituta “Jozˇef Stefan”. Del
projekta, ki ga bomo opisali, obsega razvoj priporocˇilnega sistema za spletno
stran, ki ponuja ekolosˇke nastanitve na obmocˇju srednje in JV Evrope.
Prva sˇtudija podrocˇja velikih podatkov, priporocˇilnih sistemov in stroj-
nega ucˇenja v oblaku je bila na omenjenem odseku izvedena v letu 2014 in si-
cer v obliki projekta Analiza nakupovalnih navad kupcev v spletnih trgovinah.
Tekom tega projekta smo se v razvojni skupini prvicˇ seznanili s podrocˇjem
velikih podatkovnih mnozˇic, analizirali ponudnike strojnega ucˇenja v oblaku,
ki so bili takrat v zgodnji fazi razvoja, ter podrocˇjem priporocˇilnih sistemov.
Projekt se je zakljucˇil z objavo delovnega porocˇila in cˇlanka na konferenci
Inteligentni sistemi [23].
Kasneje v letu 2014 in 2015 smo znanje, pridobljeno na prejˇsnjem pro-
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jektu, uporabili za razvoj priporocˇilnega sistema v omenjenem projektu ”Eco-
Dots”.
Celotna analiza strojnega ucˇenja v oblaku in podrocˇja velikih podatkov
se je vseskozi izvajala pod okriljem projekta Raziskovalci na zacˇetku kariere.
Projekt se je zakljucˇil v letu 2015 s pripravo obsezˇnega delovnega porocˇila z
naslovom Raziskave prilagodljivih domenskih napovednih modelov.
Avtor in tematika. Avtor tega diplomskega dela sem kot del razvojne
ekipe ter soavtor sodeloval pri vseh nasˇtetih projektih in publikacijah. Te-
matika se kot plod mojega dela na dolocˇenih mestih delno prekriva, vendar
se obenem znatno razlikuje v poudarkih in podrobnostih. Diplomsko delo




2.1 Priporocˇilni sistemi in algoritmi
Priporocˇilni sistemi so danes vsenavzocˇi in spreminjajo nacˇin, na katerega
uporabniki najdejo informacije, produkte, druge ljudi itd. Ti sistemi anali-
zirajo vzorce vedenja uporabnikov in tako predvidijo, kaj bi nek uporabnik
preferiral iz mnozˇice predmetov, s katerimi prej sˇe ni imel interakcije.
Cilj priporocˇilnega sistema je generirati smiselna priporocˇila predmetov
ali izdelkov neki mnozˇici uporabnikov. Amazonov priporocˇilni sistem za
knjige in Netflixov priporocˇilni sistem za filme sta primera najnaprednejˇsih in
najuspesˇnejˇsih industrijsko mocˇnih priporocˇilnih sistemov [15, 29]. Omenjena
priporocˇilna sistema sta pripravljena na strezˇenje velikemu sˇtevilu uporab-
nikov v realnem cˇasu in se tako uspesˇno soocˇata z nekaterimi izzivi velikih
podatkovnih mnozˇic [18].
Nacˇrtovanje in razvoj taksˇnega sistema sta v veliki meri odvisna od do-
mene in specificˇnih karakteristik podatkov, ki so na voljo. Pri omenjenih
sistemih je na voljo velika mnozˇica interakcij med uporabniki in predmeti,
saj redno pridobivata ocene uporabnikov za dolocˇen predmet. Te ocene so
cela sˇtevila na lestvici od 1 (uporabniku predmet ni vsˇecˇ) do 5 (uporab-
niku je predmet zelo vsˇecˇ). Taksˇni podatki vsebujejo informacijo o kvaliteti
interakcij med uporabniki in predmeti ter so zelo ustrezni za ucˇenje in po-
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sledicˇno generiranje priporocˇil. Poleg teh imata sistema na voljo sˇe dodatne
podatke o uporabnikih (npr. demografski podatki) in predmetih (npr. opisi,
kljucˇne besede itd.), ki jih lahko uporabita kot dodatne parametre pri ucˇenju
in sklepanju [18]. Tekmovanje “Netflix prize” je spodbudilo izjemen razvoj
na podrocˇju priporocˇilnih sistemov, kjer so se uveljavile predvsem metode za
matricˇno faktorizacijo [12, 3, 11]. Te metode izracˇunajo priblizˇke neznanih
preferencˇnih vrednosti z uporabo matricˇnega razcepa in minimizacije enacˇb
z metodo gradientnega spusta [12, 27]. S porastom porazdeljenih sistemov
in pojavom velikih podatkovnih mnozˇic pa gre smer razvoja v vzporedne
algoritme [24], katerih primer je metoda Alternating Least Squares (ALS)
[12, 28, 25].
Priporocˇilni sistemi se razlikujejo v nacˇinu, na katerega analizirajo po-
datke in se posledicˇno naucˇijo in sklepajo na povezave med uporabniki in
predmeti ter najdejo najboljˇse pare uporabnik-predmet [18].
V splosˇnem poznamo vecˇ vrst priporocˇilnih sistemov. Vecˇino izmed njih
lahko klasificiramo v eno izmed dveh glavnih velikih skupin [2, 19, 1, 10, 14].
2.1.1 Skupinsko filtriranje (angl. collaborative filtering).
Gre za najbolj pogosto in najuspesˇnejˇso vrsto priporocˇilnih sistemov. Ideja
algoritma je generirati priporocˇilo na osnovi mnenj oziroma ocen drugih upo-
rabnikov, ki so imeli v preteklosti podobne preference kot nasˇ uporabnik
[19, 1, 10, 14]. Taksˇen sistem zahteva uporabniˇsko zgodovino in se upo-
rablja predvsem za priporocˇanje specificˇnemu uporabniku – personalizirana
priporocˇila.
Modeli s skritimi spremenljivkami. V zadnjem cˇasu so se uveljavili
algoritmi, ki iz ucˇnih podatkov zgradijo model, na podlagi katerega lahko
vracˇajo priporocˇila poljubnemu uporabniku. Taksˇen model se najvecˇkrat
zgradi z uporabo matricˇne faktorizacije. Izracˇun neznanih spremenljivk v
matrikah razcepa se lahko izvede z metodo stohasticˇnega gradientnega spusta
(SGD) ali pa metodo Alternating Least Squares (ALS) [12, 24, 27, 28, 25].
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Taksˇen uporabljen postopek podrobno opiˇsemo v poglavju 3.
2.1.2 Vsebinsko filtriranje (angl. content-based filte-
ring).
Govorimo o drugacˇni vrsti sistemov, ki se osredotocˇa na primerjavo opisov
predmetov, s katerimi je uporabnik imel interakcijo, ter opisov predmetov,
s katerimi ta isti uporabnik sˇe ni imel interakcije in jih zˇelimo priporocˇiti
[2, 18, 1, 14]. Tovrsten sistem ne potrebuje uporabniˇske zgodovine, ampak
samo opise oziroma lastnosti predmetov.
Jaccardov koeficient in evklidska razdalja. Pri vsebinskem filtriranju
se med profili priporocˇilnih objektov racˇuna podobnost. Najvecˇkrat se upo-
rabi kosinusna razdalja, v primeru binarnih atributov podatkov pa je smiselna
uporaba Jaccardovega koeficienta, ki meri podobnost med dvema koncˇnima
mnozˇicama vzorcev. Z georafskimi koordinatami je smiselno uporabiti ev-
klidsko razdaljo [15], ki meri oddaljenost med dvema tocˇkama, tipicˇno v dvo-
dimenzionalni evklidski ravnini. Definicije podobnosti in postopek izracˇuna
vsake izmed njih podrobno predstavimo v poglavju 3. Predstavimo tudi pre-
dlog postopka zdruzˇevanja razlicˇnih mer podobnosti.
2.1.3 Hibridni pristopi.
Obstajajo tudi druge vrste priporocˇilnih sistemov, kot so sistemi na osnovi
populacije (angl. demographic-based) in sodelovanje prek vsebine (angl. col-
laboration via content), ki so pogosto zdruzˇena oblika ali hibrid zgoraj ome-
njenih. Ti sistemi imajo potencial, vendar so bistveno manj pogosti in ne
igrajo vidnejˇse vloge v primerjavi s prvima dvema skupinama, saj zahtevajo
zelo specificˇen razvoj glede na problemsko domeno in podatke.
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2.2 Tehnologije velikih podatkovnih mnozˇic
Smiselna analogija za opis tega, kaj so velike podatkovne mnozˇice (angl. big
data) in kaksˇne mozˇnosti odpirajo, se ponuja v iskanju oziroma rudarjenju
zlata. V preteklosti so rudarji zlahka opazili kosce ali zˇile zlata, saj so bile
opazne zˇe na povrsˇju. Predpostavimo, da so z informacijami bogati podatki
zlato. Njihovo vrednost zlahka prepoznamo in vlagamo vire v lusˇcˇenje infor-
macij. Vendar pa obstaja mozˇnost, da se zlato nahaja tudi drugje, morda
v blizˇini ali pa dalecˇ, a ni zlahka opazno. Potrebnih pa bi bilo ogromno
resursov, da bi pregledali vso sˇirsˇo okolico, brez zagotovil za najdbe. Enako
velja za podatke v podatkovnih skladiˇscˇih. Ti podatki so pomembni, imajo
vrednost in jim zaupamo ter vlagamo resurse v njihovo obdelavo in analizo
[30].
Danes pa rudarji delajo drugacˇe. Nove tehnologije omogocˇajo preisko-
vanje ogromnih kolicˇin zemlje (z informacijami revni podatki), da najdejo
skoraj nevidne sledi zlata (z informacijami bogati podatki). Z drugimi bese-
dami, v veliki kolicˇini odpadnega materiala lahko s pravo opremo najdemo
tudi veliko zlata. Enako velja za danasˇnje podatke. Na voljo jih je vecˇ kot
kdajkoli prej in na voljo so tudi orodja za odkrivanje zakonitosti v velikih
podatkovnih mnozˇicah (angl. big data) [30].
Trije V-ji velikih podatkovnih mnozˇic. Trije izzivi, v anglesˇcˇini pogo-
sto imenovani ”Three Vs of big data (3Vs)”, so obenem tudi tri dimenzije, ki




Velikost (Volume). Kolicˇina podatkov, ki jih velika podjetja (Twitter,
Facebook, Google itd.) hranijo, je eksplodirala. Omenjena podjetja generi-
rajo terabajte podatkov vsakodnevno. Posledicˇno je sama velikost podatkov
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postala izziv, saj lahko podjetja analizirajo cˇedalje manjˇsi delezˇ vseh podat-
kov, ki jih hranijo [31].
Raznolikost (Variety). Zaradi razlicˇnih nacˇinov zbiranja podatkov so ti
postali kompleksni, saj niso vecˇ le relacijski, marvecˇ tudi surovi, nestruktu-
rirani, multimedijski itd. Vse te oblike podatkov povecˇujejo raznolikost. Vecˇ
kot 80% danasˇnjih podatkov je nestrukturiranih [31].
Hitrost (Velocity). Danes podatki niso vecˇ staticˇni, ampak se vseskozi
spreminjajo. Tradicionalno hitrost pomeni, kako hitro podatki prihajajo ter
kako hitro morajo biti obdelati in shranjeni. Danes pa lahko govorimo o toku
podatkov v realnem cˇasu [31].
2.2.1 Analiza tehnologij
Tehnolosˇke resˇitve, ki ponujajo implementacije odgovorov na izzive velikih
podatkov, so vecˇinoma odprtokodne in splosˇno dostopne. V nadaljevanju
pregledamo in v grobem opiˇsemo tehnologije, uporabljene v nasˇem sistemu.
Opisi posameznih komponent si sledijo v smiselnem vrstnem redu tako, kot
si sledijo v izbranem strezˇniku za strojno ucˇenje Prediction.IO od spodaj
navzgor (angl. bottom-up approach).
Apache Hadoop
Apache Hadoop je odprtokododno ogrodje (angl. open source framework)
za pisanje in poganjanje porazdeljenih aplikacij, ki obdelujejo velike kolicˇine
podatkov [13]. Kljucˇne lastnosti, ki definirajo Hadoop, so [13]:
1. Dostopnost - Hadoop se lahko uporablja na grucˇah, sestavljenih iz
velikega sˇtevila poceni racˇunalnikov, ali pa na oblacˇnih storitvah za
racˇunanje, kakrsˇne na primer ponuja Amazon (Amazon Web Services,
AWS).
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2. Robustnost - Zaradi potencialne uporabe na velikem sˇtevilu poceni
racˇunalnikov je Hadoop zasnovan s predpostavko pogostih okvar strojne
opreme. Posledicˇno je zelo odporen na taksˇne okvare in zagotavlja vi-
soko stabilnost.
3. Skalabilnost - Hadoop se stopnjuje linearno za obdelavo velikih kolicˇin
podatkov z dodajanjem vozliˇscˇ v grucˇo.
4. Preprostost - Hadoop omogocˇa uporabnikom, da zelo hitro spiˇsejo
ucˇinkovito kodo za vzporedno racˇunanje.
Apache HBase
HBase se uvrsˇcˇa med stolpicˇno orientirane podatkovne baze, saj podatke
shranjuje na disk v stolpicˇno orientiranem formatu. Pomembna prednost
baze HBase je v tem, da omogocˇa zelo hiter dostop do dolocˇene celice ali
sekvence celic z uporabo kljucˇev [5].
V splosˇnem se HBase uporablja za shranjevanje in pridobivanje podat-
kov z uporabo nakljucˇnega dostopa (angl. random read), kar pomeni, da
lahko podatke zapisujemo na poljuben nacˇin in jih hitro preberemo iz baze,
kadarkoli jih potrebujemo. Podpira shranjevanje strukturiranih in nestruk-
turiranih podatkov (z dolocˇeno velikostno omejitvijo). Tipi podatkov niso
pomembni, kar pomeni, da lahko uporabimo dinamicˇen in fleksibilen podat-
kovni model, ki ne omejuje oblike in tipa podatkov za shranjevanje, kot je to
tipicˇno za relacijske sheme.
HBase je ustvarjena za uporabo na grucˇi racˇunalnikov in ne samo na
enem. To grucˇo lahko sestavlja vecˇje sˇtevilo poceni racˇunalnikov. Vsako
vozliˇscˇe prispeva delezˇ shrambe, pomnilnika in racˇunske mocˇi. To zago-
tavlja veliko fleksibilnost in odpornost na potencialno okvaro posameznega
racˇunalnika, saj nobeno vozliˇscˇe ni unikatno, temvecˇ so kopije manjˇsih enot
podatkov prisotne na vecˇih vozliˇscˇih [4].
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Apache Spark
Spark razsˇirja popularni model Hadoop MapReduce z namenom podpore
vecˇ vrst racˇunskih operacij, kot so interaktivne poizvedbe in obdelava toka
podatkov v realnem cˇasu. Pri velikih kolicˇinah podatkov je pomembna hi-
trost obdelave. Spark omogocˇa hranjenje vmesnih rezultatov med obdelavo
podatkov znotraj pomnilnika (RAM), kar je bistvena prednost in prinese zna-
tne pohitritve. Obenem je tudi ucˇinkovitejˇsi kot MapReduce za kompleksne
aplikacije, ki se izvajajo na navideznem pomnilniku (HDD) [7].
Spark MLlib. Gre za knjizˇnico, ki vsebuje pogoste algoritme za strojno
ucˇenje, kot so na primer klasifikacija, regresija, razvrsˇcˇanje v skupine oz. grucˇenje,
skupinsko filtriranje itd.
Za to diplomsko delo je kljucˇna podpora MLlib za algoritme skupinskega
filtriranja (CF), ki se najpogosteje uporabljajo v priporocˇilnih sistemih.
Elasticsearch
Elasticsearch je odprtokodni iskalni strezˇnik, ki uporablja knjizˇnico Apache
Lucene, vendar zakriva kompleksne podrobnosti implementacije in ponuja
uporabniku preprost programski vmesnik za uporabo. Podatke shranjuje v
obliki dokumentov JSON, vendar brez vnaprej definirane sheme [6].
2.3 Strojno ucˇenje v oblaku
Skupaj z razvojem opisanih tehnologij, ki podpirajo shranjevanje in obde-
lavo velikih kolicˇin nestrukturiranih podatkov, se je razvijala tudi ideja, kako
uporabiti te tehnologije za strojno ucˇenje in to na preprost nacˇin ponuditi
razvijalcem in uporabnikom, ki niso eksperti v strojnem ucˇenju in podatkovni
znanosti (angl. data science).
V zadnjih petih letih se je na trgu pojavila mnozˇica ponudnikov t.i. stroj-
nega ucˇenja kot storitev (angl. Machine Learning as a Service, MLaaS) ozi-
roma strojnega ucˇenja v oblaku (angl. cloud-based machine learning). Uve-
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ljavil se je tudi izraz “platforma kot storitev” (angl. Platform as a Service,
PaaS ), ki nakazuje celostno arhitekturno podporo, od podatkovne shrambe,
prek algoritmov do programskih vmesnikov za komunikacijo z odjemalcem.
Vecˇini je skupno to, da nudijo strojno in programsko opremo v oblaku ter
ju uporabniku izpostavijo samo preko programskih vmesnikov kot storitev
REST. Na ta nacˇin se uporabniku ni potrebno ukvarjati z namestitvijo in
vzdrzˇevanjem, temvecˇ lahko prenese le svoje podatke na oddaljen sistem,
kjer se ti podatki obdelajo. Sistem se na njih naucˇi in zgradi model ter nato
vracˇa rezultate.
2.3.1 Primerjava platform MLaaS
V prvi fazi izbora ustreznega podpornega sistema MLaaS za nasˇ problem
analiziramo in med seboj primerjamo vecˇ ponudnikov. Osredotocˇimo se na
pregled objektivnih lastnosti platforme, kjer smo najvecˇji poudarek namenili
odprtosti resˇitve, ki omogocˇa razumevanje in mozˇnost lastne modifikacije, ter
algoritmom za strojno ucˇenje. Primerjava je vidna v tabeli 2.1.
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Tabela 2.1: Primerjava lastnosti ponudnikov MLaaS, ki so zanimive za raz-
vijalce.
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Prediction.IO je edina izmed primerjanih platform MLaaS, ki nudi po-
poln vpogled v programsko kodo in s tem omogocˇa podrobno razumevanje
vseh delov sistema. Kljucˇno omogocˇa tudi poljubno spreminjanje program-
ske kode in s tem implementacijo lastnih algoritmov strojnega ucˇenja (ali
spremembo obstojecˇih) ter lastnega shranjevanja podatkov. Dodana vre-
dnost za razvijalca so implementacije dolocˇenih algoritmov strojnega ucˇenja
v obliki predlog. Zaradi teh prednosti in podrobne dokumentacije za razvoj
priporocˇilnega sistema izberemo platformo Prediction.IO, ki jo podrobneje
opiˇsemo v nadaljevanju.
2.4 Obstojecˇe resˇitve
Resˇitve, ki ponujajo celoten sklad s podporo shranjevanju podatkov, stroj-
nemu ucˇenju in algoritmom ter komunikaciji z odjemalci, so zelo nedavne in
jih primerjamo v prejˇsnjem razdelku. Obstaja pa mnozˇica zˇe uveljavljenih
resˇitev v obliki knjizˇnic, ki se osredotocˇajo na algoritme priporocˇanja.
Omejimo se na resˇitve, ki so odprtokodne in prosto dostopne.
Apache Mahout. Gre za paket knjizˇnic za strojno ucˇenje, ki so skalabilne
in podpirajo sˇiroko paleto algoritmov za strojno ucˇenje, vkljucˇno z algoritmi
skupinskega filtriranja. Matricˇna faktorizacija je podprta in implementirana
na racˇunskem modelu Hadoop MapReduce.
MyMediaLite. Je knjizˇnica, razvita v programskem jeziku C#, ki imple-
mentira mnozˇico algoritmov skupinskega filtriranja. Podpira tudi matricˇno
faktorizacijo, ki je implementirana na platformi. NET.
LibRec. Zelo nedavna, knjizˇnica razvita v programskem jeziku Java. Pod-
pira veliko mnozˇico algoritmov skupinskega filtriranja, vkljucˇno z matricˇno
faktorizacijo in algoritmom ALS.
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Apache Spark MLlib. Knjizˇnica z mnogimi algoritmi skupinskega filtri-
ranja. Je tesno povezana s knjizˇnico Apache Mahout, saj se nekatere imple-
mentacije algoritmov prekrivajo. Bistvena razlika je v racˇunskem modelu,
saj je MLlib implementirana nad modelom Apache Spark, ki je za dolocˇene
naloge bistveno hitrejˇsi od modela MapReduce, ki ga uporablja Mahout.
Razlika in prednost nasˇega sistema. Nasˇ priporocˇilni sistem se razli-
kuje od ostalih resˇitev predvsem v tem, da podatke zbiramo v realnem cˇasu,
jih sami oblikujemo in glede na to obliko prilagodimo algoritem matricˇne
faktorizacije, da lahko uporabi zbrane podatke. Konkretno implicitne akcije
smiselno pretvorimo v izkaz razlicˇnih preferenc, ki jih algoritem nato uporabi
za izgradnjo modela. Dodatno implementiramo funkcionalnost priporocˇanja
podobnih nastanitev, kar dosezˇemo z uporabo algoritma Jaccardove podob-
nosti in evklidske razdalje, ki ju smiselno zdruzˇimo v skupno vrednost po-
dobnosti.
Znotraj enega sistema razvijemo priporocˇanje za uporabnika na osnovi
matricˇne faktorizacije ter priporocˇanje podobnih nastanitev na osnovi last-
nosti posameznih nastanitev. Implementiramo algoritem skupinskega filtri-
ranja in algoritem na osnovi vsebinskega filtriranja v enotno storitev, kar v
nobeni izmed ostalih resˇitev ni omogocˇeno. Ostale resˇitve se vecˇinoma osre-
dotocˇajo samo na skupinsko filtriranje in vedno zahtevajo locˇene podatke in
locˇen razvoj algoritmov iz razlicˇnih skupin priporocˇilnih algoritmov. Nasˇa
resˇitev ponuja prednost, saj se lahko uporabi tako v okolju, kjer so na voljo
zgolj zgodovinske interakcije med uporabniki in priporocˇilnimi objekti, kot v
okolju, kjer imamo na voljo le lastnosti priporocˇilnega objekta.
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Poglavje 3
Opis predlagane resˇitve
Priporocˇilni sistemi so danes skorajda obvezna funkcionalnost aplikacij, ki se
ukvarjajo s trzˇenjem prek spleta (angl. e-Commerce). V preteklosti so bili
priporocˇilni sistemi redkost, saj je implementacija taksˇnega sistema zahte-
vala veliko resursov in specificˇnih znanj. Zaradi tega so bili taksˇni sistemi v
domeni velikih podjetij, kot so Amazon, Ebay itd.
19








sprejema JSON s podatki o interakcijah med 
uporabniki in nastanitvami
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//ki vsebuje JSON z akcijo
//zahtevek HTTP POST,
//ki vsebuje JSON z akcijo
//JSON s priporočili
//zahtevek HTTP GET,
//ki vsebuje JSON z id-jem
//uporabnika ali nastanitve
//zahtevek HTTP GET
Strežnik za strojno učenje v oblaku
Slika 3.1: Nacˇrt priporocˇilnega sistema.
V naslednjem razdelku podrobneje opiˇsemo nacˇrt priporocˇilnega sistema,
prikazanega na skici 3.1, ki ustreza zgradbi strezˇnika za strojno ucˇenje Predic-
tion.IO in prikazuje interakcijo med odjemalcem in priporocˇilnim sistemom,
tako v fazi zbiranja podatkov kot v fazi pridobivanja priporocˇil.
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3.1 Zgradba strezˇnika za strojno ucˇenje
Strezˇnik Prediction.IO za strojno ucˇenje v oblaku, ki smo ga uporabili za nasˇ
projekt, v grobem sestoji iz naslednjih treh komponent:
• PredictionIO platforma (angl. PredictionIO platform). Odpr-
tokoden sklad, sestavljen iz opisanih porazdeljenih in skalabilnih teh-
nologij, ki uspesˇno resˇujejo izzive velikih podatkovnih mnozˇic. Sklad
omogocˇa izgradnjo pogona in evalvacije ter postavitev pogona kot sto-
ritev v oblaku.
• Dogodkovni strezˇnik (angl. Event Server). Programski vmesnik
za zbiranje podatkov v realnem cˇasu, ki zagotavlja enotno obliko zbra-
nih podatkov, ne glede na izvorno platformo.
• Galerija predlog (angl. Template Gallery). Spletno mesto, ki
ponuja vnaprej razvite splosˇne pogone, imenovane predloge. Predloge
aplicirajo algoritme strojnega ucˇenja na realnih problemih in se lahko
prilagodijo lastni problemski domeni.
Nasˇtete komponente smo predvideli v nasˇem nacˇrtu in jih lahko prepo-
znamo na sliki 3.1.
3.1.1 Arhitektura MVC za strojno ucˇenje v oblaku
MVC (angl. model-view-controller) je uveljavljen tip arhitekture, ki je naj-
pogosteje v uporabi pri razvoju spletnih aplikacij. Platforme MVC za razvoj
spletnih aplikacij, kot so Django, Ruby on Rails, Spring MVC, ASP.net itd.,
so razsˇirjene in priljubljene.
Zaradi prednosti arhitekture MVC bi bilo podoben pristop smotrno imple-
mentirati in uporabljati tudi na podrocˇju strojnega ucˇenja v oblaku. Predic-
tion.IO predstavlja enega izmed prvih poskusov uveljavitve taksˇnega pristopa
na tem podrocˇju. Arhitektura MVC se kazˇe v modularni zasnovi posame-
znega pogona, ki jo opiˇse kratica DASE:
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• D – Data Source/Data Preparator. Ta del je odgovoren za branje po-
datkov iz podatkovne shrambe in potencialno predprocesiranje oziroma
pripravo podatkov za uporabo v algoritmu.
• A – Algorithm. Tu se ucˇni podatki v tocˇno dolocˇeni obliki uporabijo
v algoritmu, katerega rezultat je napovedni model.
• S – Serving. Sprejema poizvedbe, jih posreduje napovednemu modelu
in vracˇa rezultate. Nujno potrebna komponenta za komunikacijo med
odjemalcem in pogonom.
• E – Evaluator. Opcijska komponenta, kjer se na poljuben nacˇin z
uporabo neke statisticˇne mere oceni relativna kvaliteta algoritma.
Taksˇna arhitektura na nivoju aplikacije omogocˇa to, da lahko razvijalec
zamenja le algoritem, ostali deli pogona pa ostanejo enaki in bo aplikacija sˇe
vedno delovala. Jedrni del vsake komponente torej ostane enak, kar omogocˇa
vecˇkratno uporabo iste kode in zmanjˇsa zahtevno programiranje.
Dogodkovni strezˇnik
Prva kljucˇna komponenta znotraj izbranega strezˇnika za strojno ucˇenje Pre-
diction.IO je dogodkovni strezˇnik (angl. event server). Gre za program-
ski vmesnik, ki sprejema ucˇne podatke s strani odjemalcev v realnem cˇasu.
Sprejemanje podatkov se izvaja v skladu s t.i. dogodkovno paradigmo, kar
pomeni, da vsaka enota podatkov predstavlja en dogodek. Na strezˇniku ob-
stajajo dolocˇene omejitve in vnaprej definirani dogodki, ki se uporabljajo
za tipicˇne primere podatkov, ki jih ne moremo opisati na dogodkoven nacˇin
(npr. podatki o uporabnikih in priporocˇilnih objektih).
Primer enote podatka. Primer preprostega dogodkovnega podatka je:
uporabnik U1 na odjemalcu izvede ogled izdelka I1. Taksˇen dogodek vsebuje
kljucˇne povezane podatke za hrambo, ki so uporabnik U1, priporocˇilni objekt
I1 in interakcija med njima, v tem primeru akcija ogled (angl. view).
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Primer podatka, ki ga ne moremo opisati na dogodkoven nacˇin, je: na
odjemalcu smo dodali nov izdelek I2 v ponudbo. Tega izdelka do sedaj ni
bilo na voljo. Taksˇne podatke, ki tipicˇno opiˇsejo uporabnike ali priporocˇilne
objekte, hranimo v isti shrambi, v skupini dogodkov $set, kjer akcija $set
predstavlja nastavitev lastnosti uporabnika ali priporocˇilnega objekta, ne pa
interakcije.
Podatkovna shramba
Ko je dogodek sprejet, se shrani v podatkovno shrambo (angl. event data-
store). V strezˇniku Prediction.IO je privzeto to podatkovna baza Apache
HBase, kamor se shrani vsak dogodek v realnem cˇasu. Podprte so tudi alter-
nativne mozˇnosti za podatkovno shrambo, kot so MongoDB, MySQL itd.
Pogon
Pogon (angl. engine) je neodvisna celostna aplikacija za strojno ucˇenje. Se-
stavljena je iz vseh komponent DASE oziroma nujno vsaj prvih treh, saj je
evalvacija opcijska. Engine zdruzˇi vse komponente DASE v delujocˇo aplika-
cijo, ki se lahko postavi kot storitev.
Pogon izvaja naslednje naloge:
• prebere in uporabi ucˇne podatke v algoritmu za izgradnjo napovednega
modela,
• omogocˇa dostop zunanjim odjemalcem preko spletne storitve,
• sprejema poizvedbe in vracˇa rezultate, bodisi v realnem cˇasu, bodisi v
paketu (batch).
3.2 Storitev REST za zbiranje podatkov
Dogodkovni strezˇnik ponuja zˇe razvit programski vmesnik, ki se preprosto
uporablja za zbiranje podatkov. Vendar mu manjkata avtentikacija in avto-
rizacija, kar je kljucˇna pomankljivost za produkcijske sisteme. V kolikor bi
24 POGLAVJE 3. OPIS PREDLAGANE RESˇITVE
nekdo zˇelel dogodkovni strezˇnik direktno uporabiti za zbiranje podatkov, bi
to pomenilo izpostavljanje odprtega programskega vmesnika in prosto upo-
rabo komurkoli, kar pa za produkcijsko okolje ni sprejemljivo.
Z namenom odprave te pomankljivosti ter boljˇsega razhrosˇcˇevanja in pre-
gleda interakcije med odjemalcem in strezˇnikom, smo razvili sˇe en dodaten
vmesen programski vmesnik, kjer smo poskrbeli za osnovno varnost in locˇili
razvojno ter produkcijsko okolje.
Tehnologija storitve. Zˇeleli smo uporabiti preprosto in ucˇinkovito ogrodje
za razvoj programskega vmesnika, ki po potrebi omogocˇa nadgradnje za po-
trebne dodatne funkcionalnosti. Odlocˇili smo se za Python Flask, ki ponuja
izjemno modularno zasnovo, kjer je jedro storitve zelo preprosto, vsaka do-
datna funkcionalnost pa se lahko zlahka implementira nad tem preprostim
jedrom.
3.3 Teoreticˇno ozadje in metodologija
V literaturi se tipicˇno omenjata dve veliki strategiji za priporocˇilne sisteme
[2, 12, 2], ki smo ju zˇe omenili v poglavju 2 in ju bomo podrobneje opisali v
nadaljevanju. To sta:
1. vsebinsko filtriranje ali content-based filtering,
2. skupinsko filtriranje ali collaborative filtering.
Vsebinsko filtriranje (angl. content-based filtering). Gre za pristop,
ki ustvari profil za vsak priporocˇilni objekt v sistemu. Taksˇen profil opisuje
priporocˇilni objekt z nekimi lastnostmi objekta, ki so vnaprej poznane.
Film lahko opiˇsemo z zˇanrom, ki pripada filmu, igralci, ki v filmu nasto-
pajo, rezˇiserjem, ki je film posnel, itd. Podobno lahko opiˇsemo neko nasta-
nitev s filtri, ki tej nastanitvi pripadajo (npr. internet, TV, kopalnica, bazen
itd.), geografskimi koordinatami (tipicˇno zemljepisna sˇirina in dolzˇina), ce-
novnim rangom itd.
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Taksˇni profili omogocˇajo priporocˇilnemu sistemu najdbo povezav med po-
dobnimi profili, kar implicitno pomeni najdbo podobnih priporocˇilnih objek-
tov v sistemu. Problem taksˇnega sistema je pogosto pridobitev podatkov,
ki so potrebni za ustvarjanje tovrstnih profilov priporocˇilnih objektov. Za
ustvarjanje profila in opis priporocˇilnega objekta namrecˇ rabimo podatke
iz zunanjih virov (npr. podatkovne baze), ki pa jih ne moremo pridobiti z
opazovanjem, ampak so obstojecˇa lastnost vsakega priporocˇilnega objekta.
Zelo znan primer taksˇnega sistema z vsebinskim filtriranjem je Music
Genome Project. To je sistem, ki je v uporabi na spletni strani http:
//www.pandora.com in deluje tako, da glasbeni strokovnjaki vsaki pesmi
dodelijo stotine razlicˇnih glasbenih lastnosti oz. karakteristik. Te lastnosti
skupaj sestavljajo unikaten profil vsake pesmi in pomagajo sistemu najti in
predvajati pesmi, podobne tisti, ki jo uporabnik trenutno poslusˇa [12].
Skupinsko filtriranje (angl. Collaborative Filtering, CF). Gre za
drugacˇen pristop, ki se zanasˇa zgolj na zgodovino interakcij med uporabniki
in priporocˇilnimi objekti. To pomeni, da ne potrebuje dodatnih informacij
oz. lastnosti priporocˇilnih objektov za izgradnjo profila, kar poenostavi pri-
dobitev ustreznih podatkov. CF analizira pretekle povezave oz. interakcije
med uporabniki in priporocˇilnimi objekti ter na podlagi taksˇne zgodovine
predvidi najbolj verjetne nove povezave, ki jih vrne kot priporocˇila.
Modeliranje preteklih interakcij med uporabniki in priporocˇilnimi objekti
je ena glavnih prednosti CF sistemov, saj taksˇnih interakcij ne moremo mo-
delirati z vsebinskim filtriranjem. Literatura v splosˇnem navaja sisteme CF
kot bolj natancˇne v primerjavi z vsebinskim filtriranjem [12], vendar imajo
tudi znano tezˇavo, imenovano hladen zacˇetek (angl. cold start). Ta pojav
je tipicˇno viden pri novih uporabnikih ali priporocˇilnih objektih v sistemu,
saj sistem nima dovolj ali pa sploh nobenih podatkov o novih vnosih, kar
onemogocˇa smiselno delovanje. Nujna je namrecˇ cˇim bolj obsezˇna zgodovina
interakcij, ki pa pri novih uporabnikih sploh ne obstaja in zato sistem ne
more generirati smiselnih priporocˇil.
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Dve najpogosteje omenjani podrocˇji metod CF sta [12]:
1. metode za lokalno ucˇenje iz najblizˇjih sosedov (angl. neighborhood me-
thods),
2. modeli s skritimi spremenljivkami (angl. latent factor models).
Metode za lokalno ucˇenje iz najblizˇjih sosedov se osredotocˇajo na izracˇun
relacij med uporabniki in priporocˇilnimi objekti, tipicˇno z uporabo mere po-
dobnosti, medtem ko modeli s skritimi spremenljivkami poskusˇajo opisati re-
lacije z ustvarjanjem numericˇnih faktorjev. Obe metodi podrobneje opiˇsemo
v razdelkih 3.3.1 in 3.3.2.
Umestitev problema. Problem, s katerim se v diplomskem delu soocˇamo,
bi lahko uvrstili v oba opisana razreda. Po eni strani se uvrsˇcˇa v razred
skupinskega filtriranja, saj se zanasˇa na uporabo preteklih interakcij med
uporabniki in priporocˇilnimi objekti. Na drugi strani pa lahko z ustreznim
pridobivanjem dodatnih podatkov in predprocesiranjem problem uvrstimo
tudi v razred vsebinskega filtriranja.
Ker so prevladujocˇi podatki interakcije med uporabniki in priporocˇilnimi
objekti in ker smo se osredotocˇili na zbiranje teh podatkov v realnem cˇasu,
nasˇ problem definiramo kot problem skupinskega filtriranja.
3.3.1 Metode najblizˇjih sosedov
Metode najblizˇjih sosedov se naprej delijo na dva klasicˇna pristopa, ki se
razlikujeta glede na uporabo podatkov [12].
Pristop na osnovi uporabnikov (angl. user-based). Prvi pristop je
orientiran na uporabnike (angl. user-based). Ta pristop uporablja podatke o
uporabnikih, in sicer tako, da poiˇscˇe druge uporabnike, ki so podobno ocenili
iste priporocˇilne objekte, kot jih je ocenil nasˇ izbrani uporabnik. Ko najde
taksˇne uporabnike, pogleda, katere druge priporocˇilne objekte so ti podobni
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uporabniki visoko ocenili, in jih priporocˇi nasˇemu izbranemu uporabniku. Ta
postopek lahko opiˇsemo v dveh korakih:
1. Poiˇscˇi uporabnike, ki iste priporocˇilne objekte ocenjujejo podobno kot
nasˇ izbrani uporabnik. Najdi torej uporabnike, ki imajo podobne pre-
ferencˇne vzorce kot uporabnik, za katerega generiramo priporocˇila.
2. Uporabi preference teh podobnih uporabnikov, ki so bili najdeni v ko-
raku 1, in predlagaj tiste priporocˇilne objekte, ki so jih ti podobni
uporabniki visoko ocenili. Opcijsko: med temi priporocˇilnimi objekti
izberi samo tiste, s katerimi nasˇ uporabnik sˇe ni imel interakcije.
Ta koraka zapiˇsemo v psevdokodi:
Algoritem 1: Priporocˇanje s pristopom na osnovi uporabnikov.
1 function naOsnoviUporabnikov (U, I)
Input : Mnozˇica uporabnikov U in mnozˇica priporocˇilnih objektov I1
Output: Najviˇsje rangirani priporocˇilni objekti I2
2 foreach priporocˇilni objekt i za katerega uporabnik u sˇe nima
preference do
3 foreach uporabnik v, ki ima preferenco za priporocˇilni objekt i do
4 Izracˇunaj podobnost s med uporabnikoma u in v;
5 Izracˇunaj tekocˇe povprecˇje preferenc uporabnika v za
priporocˇilni objekt i, utezˇeno s podobnostjo s;




Taksˇni priporocˇilni sistemi so bili v preteklosti popularni in so se pojavili
med prvimi, saj so najbolj intuitivni, vendar se soocˇajo s kar nekaj tezˇavami:
• Slabo se obnesejo v sistemih, kjer je v podatkih veliko priporocˇilnih
objektov, a malo izkazov preferenc. To je pogosta situacija v danasˇnjih
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velikih spletnih trgovinah, kjer je na voljo milijone izdelkov, vendar
mnogi izmed njih nimajo veliko ali pa sploh nobene ocene.
• Velika poraba resursov in cˇasovna zahtevnost za izracˇun podobnosti
med vsemi pari uporabnikov.
• Uporabniˇski profili se pogosto in hitro spreminjajo, kar posledicˇno zah-
teva pogosto osvezˇevanje modela za priporocˇila. Konkretno to pomeni
ponovno izgradnjo oz. ucˇenje na spremenjenih podatkih.
Pristop na osnovi priporocˇilnih objektov (angl. item-based). Nasˇtete
tezˇave za sisteme, kjer je vecˇ uporabnikov kot priporocˇilnih objektov in izka-
zov preferenc, resˇuje pristop, ki temelji na priporocˇilnih objektih (angl. item-
based). Ta pristop se razlikuje od prejˇsnjega v tem, da najprej izracˇuna
podobnosti med vsemi priporocˇilnimi objekti, nato pa, ko zˇelimo vrniti na-
poved, sistem pogleda najviˇsje ocenjene priporocˇilne objekte izbranega upo-
rabnika in ustvari utezˇen seznam najbolj podobnih priporocˇilnih objektov.
Prej izracˇunano podobnost torej utezˇimo z znanimi ocenami in povprecˇimo.
Na koncu priporocˇimo priporocˇilne objekte z najviˇsjimi izracˇunanimi vre-
dnostmi [21, 22]. Ta postopek lahko povzamemo v dveh korakih:
1. Z uporabo ene izmed znanih funkcij za izracˇun podobnosti izracˇunaj
podobnost med vsemi pari priporocˇilnih objektov. Funkcijo izberi
glede na tip podatkov (npr. evklidska razdalja, kosinusna razdalja,
Manhattanska razdalja, Jaccardov koeficient, Pearsonov koeficient, log-
likelihood ratio itd.).
2. Glede na izracˇunane podobnosti ustvari seznam vrednosti, ki so pov-
precˇene utezˇene podobnosti neznanih priporocˇilnih objektov in pri-
porocˇilnih objektov, ki jih je izbrani uporabnik ocenil. Utezˇi so znane
ocene nasˇega uporabnika, podobnost pa je izracˇunana v koraku 1. Pri-
porocˇi izdelke z najviˇsjimi izracˇunanimi vrednostmi.
Koraka zapiˇsemo v psevdokodi:
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Algoritem 2: Priporocˇanje s pristopom na osnovi priporocˇilnih objek-
tov.
1 function naOsnoviPriporocˇilnihObjektov (U, I)
Input : Mnozˇica uporabnikov U in priporocˇilnih objektov I1
Output: Najviˇsje rangirani priporocˇilni objekti I2
2 foreach priporocˇilni objekt i za katerega uporabnik u sˇe nima
preference do
3 foreach priporocˇilni objekt j za katerega uporabnik u zˇe ima
preferenco do
4 Izracˇunaj podobnost s med priporocˇilnima objektoma i in j;
5 Izracˇunaj tekocˇe povprecˇje preferenc uporabnika u za
priporocˇilni objekt j, utezˇeno s podobnostjo s;




3.3.2 Modeli s skritimi spremenljivkami
Modeli s skritimi spremenljivkami so alternativa metodam najblizˇjih sosedov,
ki smo jih opisali. Te metode uporabljajo skrite spremenljivke, ki v realnosti
ne obstajajo, vendar nam tipicˇno pomagajo opisati odnose med pojavi. V
nasˇem primeru zˇelimo modelirati odnose med uporabniki in izdelki v obliki
preferencˇnih vrednosti oz. ocen, ki jih uporabniki izrazijo za priporocˇilne
objekte. Eden izmed najuspesˇnejˇsih nacˇinov realizacije taksˇnih modelov je
matricˇna faktorizacija [12].
Vsaka preferencˇna vrednost oz. ocena je lahko opisana s poljubno veliko
mnozˇico skritih spremenljivk, ki so zelo specificˇni za izbrano problemsko do-
meno. Tako se na primer spremenljivke, ki opisujejo kolicˇino akcije v filmu ali
pa kompleksnost likov v filmu, mocˇno razlikujejo od spremenljivk, ki opisujejo
preferencˇno oceno za neko nastanitev. Cilj je pridobiti te skrite spremenljivke
iz preferencˇnih vrednosti in jih nato shraniti v model ter kasneje uporabiti
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za napoved neznanih preferencˇnih vrednosti oz. generiranje priporocˇil [12].
Matricˇna faktorizacija preslikuje uporabnike in priporocˇilne objekte v
skupen prostor skritih spremenljivk dimenzije f . Interakcije med uporabniki
in priporocˇilnimi objekti lahko modeliramo kot notranje produkte vektorjev v
tem prostoru. Vsak priporocˇilni objekt i je predstavljen z vektorjem qi ∈ Rf
in vsak uporabnik u je predstavljen z vektorjem pu ∈ Rf .
Za nek poljuben priporocˇilni objekt i vsak element vektorja qi predstavlja
vrednost, ki pove, do kaksˇne mere ta priporocˇilni objekt vsebuje neko skrito
spremenljivko oz. skrito lastnost. Viˇsja pozitivna vrednost pomeni vecˇjo
prisotnost te skrite lastnosti, medtem ko nizˇja ali negativna vrednost pomeni
odsotnost te skrite lastnosti oz. spremenljivke v opisu priporocˇilnega objekta.
Za poljubnega uporabnika u elementi vektorja pu predstavljajo interes
uporabnika za priporocˇilne objekte, ki imajo visoko prisotnost ustreznih skri-
tih spremenljivk, torej spremenljivk na enakem indeksu v qi.
Skalarni produkt qTi pu prikazuje interakcijo med uporabnikom u in pri-
porocˇilnim objektom i. Ta interakcija pomeni interes uporabnika za skrite
lastnosti nekega priporocˇilnega objekta. Omenjeni interes se prikazˇe s pri-
blizˇkom preferencˇne vrednosti rˆui = q
T
i pu.
Najvecˇji izziv je izracˇun preslikave vsakega priporocˇilnega objekta in upo-
rabnika v vektor skritih spremenljivk qi, pu ∈ Rf . Ko imamo taksˇno presli-
kavo izracˇunano in shranjeno, lahko sistem preprosto oceni, kaksˇno prefe-
rencˇno vrednost bo uporabnik pripisal nekemu poljubnemu priporocˇilnemu
objektu.
Za resˇevanje omenjenega izziva se najpogosteje predlaga algoritem SVD
(angl. singular value decomposition), ki je uveljavljena tehnika za pridobiva-
nje skritih spremenljivk. Tezˇava je v tem, da je pri skupinskem filtriranju po-
treben razcep matrike preferencˇnih vrednosti, vendar vseh elementov matrike
ne poznamo, kar pomeni, da ima mnogo manjkajocˇih vrednosti, ki jih ne mo-
remo definirati kot 0. SVD tradicionalno ni definiran, ko vsi elementi matrike
niso poznani. Zaradi tega SVD ni primeren in moramo uporabiti alternati-
ven pristop, kot sta na primer stohasticˇni gradientni spust (angl. stochastic
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gradient descent, SGD) in ALS (angl. alternating least squares) [12].
Predlog za pristop, ki smo ga uporabili:
• Vsakega uporabnika in vsak priporocˇilni objekt opiˇsemo z vektorjem
skritih spremenljivk poljubne dolzˇine, ki pa mora biti vedno manjˇsa od
dimenzij osnovne matrike.
• Vsaka znana preferencˇna vrednost je izracˇunana kot najboljˇsi priblizˇek
v skalarnem produktu med vektorjem skritih spremenljivk uporabnika,
ki je to preferencˇno vrednost izrazil, in vektorjem skritih spremen-
ljivk priporocˇilnega objekta, za katerega je bila ta preferencˇna vrednost
izrazˇena.
• Izracˇun neznanih preferencˇnih vrednosti se izvede z enakim skalarnim
produktom.
• Kvadratna napaka je mera izgube.
Aplikacija opisanega splosˇnega pristopa v nasˇem priporocˇilnem sistemu je
sledecˇa:
• Matriko preferencˇnih vrednosti R razbijemo na produkt matrike upo-
rabnikov U in matrike priporocˇilnih objektov V, kot prikazuje slika 3.2.
Slika 3.2: Razcep delno definirane matrike preferencˇnih vrednosti R [26].
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• Vsaka vrstica matrike V oz. stolpec matrike V T predstavlja vektor
skritih spremenljivk priporocˇilnega objekta qi.
• Vsaka vrstica matrike U predstavlja vektor skritih spremenljivk upo-
rabnika pu.
• Matrika R je dimenzij n×m, matrika U je dimenzij n×rang, matrika V
pa dimenzij rang×m. Rang je poljubno izbrano celo sˇtevilo, ki dolocˇa
dolzˇino vektorja oz. sˇtevilo skritih spremenljivk v vektorju. Tipicˇno
vecˇje sˇtevilo skritih spremenljivk bolj natancˇno opiˇse relacijo, vendar
po dolocˇeni meji razmerje med racˇunsko zahtevnostjo in izboljˇsanjem
rezultatov ni vecˇ ugodno. Parameter rang je za velike sisteme, kjer je
matrika R velika, vedno zelo manjˇsi od m in n (rang << m, n).
Matrika R v eni dimenziji predstavlja uporabnike, v drugi pa priporocˇilne
objekte. Vsaka vrednost preseka vrstice in stolpca predstavlja preferencˇno
vrednost uporabnika vrstice i za priporocˇilni objekt stolpca j. Kot zˇe ome-
njeno, je pomembno, da ta matrika ni samo delno prazna, ampak delno
definirana, kar pomeni, da mankajocˇih vnosov ne smemo interpretirati kot 0,
ampak kot neznanke. Omenili smo, da standardne metode razcepa v taksˇnih
primerih niso primerne, zato ne moremo uporabiti metode SVD.
Razcep se mora izvesti samo z uporabo znanih preferencˇnih vrednosti.
To se resˇuje tako, da sistem poiˇscˇe vektorje uporabnikov in priporocˇilnih
objektov s taksˇnimi latentnimi faktorji, da je kvadratna napaka skalarnih
produktov, glede na znane preferencˇne vrednosti, najmanjˇsa. Minimiza-






(rui − qTi pu)2 + λ(‖qi‖2 + ‖pu‖2) (3.1)
V enacˇbi (3.1) je K mnozˇica parov uporabnikov in priporocˇilnih objektov
(u, i), za katere je preferencˇna vrednost rui znana [12]. Sistem se naucˇi in
zgradi model s tem, ko vektorje latentnih faktorjev ustvari tako, da produkte
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teh vektorjev priblizˇamo zˇe znanim preferencˇnim ocenam. Koncˇni cilj je
posplosˇitev vektorjev z namenom napovedovanja neznanih preferencˇnih vre-
dnosti. Zaradi tega sistem ne sme prekomerno prilagajati vektorjev znanim
preferencˇnim vrednostim (angl. overfitting). To dosezˇe z regularizacijo, ki jo
uravnavamo z regularizacijsko konstanto λ v enacˇbi (3.1).
Minimizacija enacˇbe.
Minimizacijo enacˇbe (3.1) lahko izvedemo z uporabo algoritma stohasticˇnega
gradientnega spusta (SGD) ali algoritma Alternating Least Squares (ALS).
Stohasticˇni gradientni spust (SGD). Gradientni spust je standardna
matematicˇna optimizacijska metoda, ki deluje na osnovi racˇunanja odvodov.
Funkcija napake (3.1), ki jo zˇelimo minimizirati, mora biti zato diferencia-













Slika 3.3: Prikaz gradientnega spusta.
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V opisanem primeru matricˇne faktorizacije algoritem iterira cˇez vse znane
preferencˇne vrednosti rui. Za vsako vrednost sistem izracˇuna priblizˇek rui in
izracˇuna napako eui = rui− qTi pu. Nato algoritem modificira skrite spremen-
ljivke glede na faktor hitrosti ucˇenja (angl. learning rate) v obratni smeri
gradienta ter uposˇteva regularizacijo:
• qi ← qi + γ · (eui · pu − λ · qi),
• pu ← pu + γ · (eui · qi − λ · pu),
kjer γ predstavlja faktor hitrosti ucˇenja, λ pa regularizacijski parameter.
Ta algoritem zapiˇsemo s psevdokodo:
Algoritem 3: Matricˇna faktorizacija z metodo stohasticˇnega gradien-
tnega spusta.
1 function SGD (matrika ocen R):
2 Matrika uporabnikov U ← initSmallRandom();
3 Matrika priporocˇilnih objektov V ← initSmallRandom();
4 for iteracija in numIterations do
5 for uporabnik u in U.height do
6 for priporocˇilni objekt i in V.width do
7 napaka← R[u, i]− U [u, :] · V [:, i];
// prilagodi skrite spremenljivke U[u,:] in
V[:,i]
// rang je sˇtevilo skritih spremenljivk v
vektorju
8 for f in rang do
9 U [u, f ] = U [u, f ] + γ · (napaka · I[f, i]− λ · U [u, f ]);
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V enacˇbi (3.1) sta tako qi kot pu neznanki, zato funkcija ni konveksna.
To resˇujemo tako, da neznanke na zacˇetku inicializiramo z nakljucˇnimi vre-
dnostmi. SGD v osnovni razlicˇici popravlja po en vektor skritih spremenljivk
naenkrat.
Alternating Least Squares (ALS). Algoritem ALS izmenjuje med fik-
siranjem qi-jev in pu-jev. Na zacˇetku inicializiramo eno izmed matrik z na-
kljucˇnimi vrednostmi. S tem pretvorimo enacˇbo na kvadratni optimizacijski
problem, ki ga lahko sistem resˇi optimalno. Ko fiksiramo vse pu-je (celo-
tno matriko U), sistem ponovno izracˇuna vse qi-je (celotno matriko V ) z
resˇevanjem z metodo najmanjˇsih kvadratov in nato obratno. S tem se enacˇba
(3.1) poenostavlja, dokler ne konvergira [12].
Algoritem ALS zapiˇsemo s psevdokodo:
Algoritem 4: Matricˇna faktorizacija z metodo ALS.
1 function ALS (Matrika ocen R):
2 Matrika priporocˇilnih objektov V ← initSmallRandom();
3 Matrika uporabnikov U ;
4 for iteracija in numIterations do
// f je enacˇba (3.1)
5 Izracˇunaj matriko U , ki minimizira f , za fiksirano matriko V ;
// vecˇ vektorjev matrike prilagajaj vzporedno
6 Izracˇunaj matriko V , ki minimizira f , za fiksirano matriko U ;
// vecˇ vektorjev matrike prilagajaj vzporedno
7 end
Taksˇen algoritem je kompleksnejˇsi kot stohasticˇni gradientni spust, vendar
je v sistemih, ki podpirajo vzporedno racˇunanje, mnogo bolj ustrezen. Sistem
lahko namrecˇ izracˇuna vsak qi neodvisno od ostalih faktorjev priporocˇilnega
objekta in izracˇuna vsak pu neodvisno od ostalih faktorjev uporabnika. To
pomeni, da lahko teoreticˇno v sistemu s 100 jedri izracˇunamo po 100 vektorjev
qi ali pu naenkrat, in ne samo po enega. Zaradi tega se lahko algoritem v
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zelo veliki meri izvaja vzporedno. To se sklada s paradigmo tehnologij
velikih podatkovnih mnozˇic, ki smo jih opisali. Zato je ta algoritem primeren
za uporabo v taksˇnih sistemih in smo ga tudi uporabili v nasˇem strezˇniku
za strojno ucˇenje v oblaku, ki je razvit za uporabo z velikimi podatkovnimi
mnozˇicami [12].
3.3.3 Priporocˇanje podobnih priporocˇilnih objektov na
osnovi vsebinskega filtriranja
Poleg priporocˇil za uporabnika, kjer uporabimo metodo matricˇne faktoriza-
cije, smo zˇeleli implementirati tudi priporocˇanje podobnih nastanitev, kjer
smo za osnovno idejo uporabili prej opisano vsebinsko filtriranje. Razlika pri
nasˇi implementaciji je v tem, da se v tej fazi nismo osredotocˇili na uporabnika
in zato nismo povezali uporabniˇskega profila s profilom nastanitev, ampak
smo ustvarili samo profile nastanitev in na podlagi lastnosti posamezne na-
stanitve priporocˇili univerzalno podobne. Taksˇen algoritem zahteva zbiranje
podatkov, ki opisujejo nek priporocˇilni objekt oz. nastanitev z namenom kre-
acije vsebinskih profilov teh nastanitev. Uporabili smo pripadajocˇe filtre in
geografske koordinate vsake nastanitve.
Te podatke smo pridobili v obliki datotek .csv, kot izvoz iz podatkovne
baze razvijalca spletnega mesta http://www.ecobnb.com. Vsak filter je
predstavljen s celosˇtevilsko vrednostjo, kjer dolocˇena vrednost pomeni uni-
katen filter (npr. 123 je unikatna celosˇtevilska predstavitev filtra internet).
Geografski koordinati dolzˇine in sˇirine pa sta predstavljeni z vrednostmi Do-
uble.
Filtri in izracˇun podobnosti. V prvi fazi smo vse filtre, ki pripadajo
dolocˇeni nastanitvi, pretvorili v binarni vektor filtrov, ki opisuje dano nasta-
nitev. Taksˇen vektor je vedno enake dolzˇine, in sicer toliksˇne, kolikorsˇna je
najvecˇja celosˇtevilska vrednost filtra v bazi. Vsaka enica v taksˇnem vektorju
predstavlja prisotnost filtra na tem indeksu, vsaka nicˇla pa odsotnost filtra
na tem indeksu. Indeks v vektorju predstavlja osnovno celosˇtevilsko vrednost
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filtra. Tako na primer vektor [0, 1, 1, 0] opiˇse nastanitev, ki ima filtra 2 in 3,
nima pa filtrov 1 in 4.
V naslednjem koraku smo te binarne vektorje uporabili za izracˇun po-
dobnosti med dvema nastanitvama. Uporabili smo Jaccardov koeficient za
izracˇun podobnosti.
Zaradi binarnih vhodnih vektorjev, s katerimi predstavimo lastnosti na-
stanitve, je bolj kot uporaba kosinusne podobnosti smiselna uporaba Jaccar-




V enacˇbi (3.2)A predstavlja mnozˇico filtrov prve nastanitve, B pa mnozˇico
filtrov druge nastanitve. Presek predstavlja sˇtevilo filtrov, ki se pojavijo v
obeh mnozˇicah. Rezultat Jaccard(A,B) je definiran na intervalu [0, 1], kjer
viˇsja vrednost pomeni vecˇjo podobnost.
Geografske koordinate in evklidska razdalja. Poleg opisanih filtrov
smo zbirali tudi podatke o geografskih koordinatih, ki smo jih smiselno upo-
rabili za izracˇun podobnosti z uporabo evklidske razdalje. Podatki so omejeni
na nastanitve na obmocˇju srednje in JV Evrope, torej na relativno ozkem ge-
ografskem obmocˇju. Koordinate so osnovane na storitvi Google Maps, ki im-
plementira valjno kartografsko projekcijo Mercatorja [9]. Ker so koordinate
v dvodimenzionalnem prostoru, smo uporabili klasicˇno enacˇbo za evklidsko
razdaljo (3.3).
distance = d(p, q) =
√
(q1 − p1)2 + (q2 − p2)2 (3.3)
V enacˇbi (3.3) sta p in q tocˇki v dvodimenzionalnem prostoru. Rezultat
razdalje je skalar, ki je omejen z intervalom [0,∞), kjer 0 pomeni popolnoma
enaki koordinati, vsaka vecˇja vrednost pa bolj oddaljeni nastanitvi.
Zdruzˇena podobnost. V zadnji fazi smo za izracˇun podobnosti zˇeleli
zdruzˇiti obe izracˇunani vrednosti, torej evklidsko razdaljo in Jaccardovo
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podobnost, v enotno oceno podobnosti med dvema nastanitvama. Zaradi
razlicˇnih intervalov omejenosti posameznih ocen je potrebno najprej izvesti
normalizacijo. Poleg tega je pomembna razlika v tem, da pri Jaccardovi po-
dobnosti vecˇja vrednost pomeni viˇsjo podobnost, med tem ko pri evklidski
razdalji manjˇsa vrednost pomeni viˇsjo podobnost, kar se ticˇe lokacije.
Izziv, ki se pri tem problemu pojavi in smo ga zˇe nakazali, je ustrezno
uravnovesˇenje obeh individualnih ocen podobnosti. Zagotoviti je potrebno,
da nobena izmed njiju ne prevlada.
Kot omenjeno je potrebno uposˇtevati, da pri evklidski razdalji nizˇja vre-
dnost pomeni viˇsjo podobnost, kar je ravno obratno kot pri Jaccardovem koe-




1 + d(p, q)
(3.4)
V enacˇbi (3.4) dobimo v primeru najnizˇje mozˇne evklidske razdalje 0
(enake koordinate) najvecˇjo podobnost 1. V nasprotnem primeru z velikimi
vrednostmi evklidske razdalje podobnost relativno hitro konvergira proti 0.
V zadnjem koraku obe podobnosti zdruzˇimo v zdruzˇeno oceno podobnosti
z enacˇbo (3.5).
similarity =
(wc · simc) + (we · sime)
wc + we
(3.5)
V enacˇbi (3.5) sta wc in we utezˇi, s katerima uravnavamo prispevek po-
samezne podobnosti k skupni podobnosti.
Poglavje 4
Uporaba za priporocˇanje v
nastanitveni dejavnosti
Nastanitvena dejavnost je poleg spletnih trgovin najbolj izpostavljena pa-
noga spletnega trzˇenja in posledicˇno zahteva velika vlaganja za pridobitev
konkurencˇne prednosti. Zˇe v uvodu smo nakazali, da so priporocˇilni sistemi
in dinamicˇno uravnavanje cen kljucˇnega pomena, saj lahko pomenijo znatno
izboljˇsanje poslovnih rezultatov.
4.1 Opis produkcijskega problema
Spletno mesto http://www.ecobnb.com se specializira v ponudbo ekolosˇkih
nastanitev, ki v zadnjem cˇasu postajajo vse bolj priljubljena trzˇna niˇsa.
Ekolosˇke nastanitve morajo dosegati vsaj pet od desetih pogojev, ki jih defi-
nira ponudnik Ecobnb. Primer taksˇnih pogojev so: uporaba soncˇne energije,
filtriranje in ponovna uporaba vode itd.
Soocˇimo se s problemom razvoja in implementacije priporocˇilnega sis-
tema, ki ga zˇelimo implementirati v realnem produkcijskem okolju v njihovi
spletni aplikaciji. Sistem ponudimo kot storitev v oblaku, ki jo lahko spletna
aplikacija uporablja kot storitev REST. Podatke zbiramo v realnem cˇasu in
s tem periodicˇno povecˇujemo ucˇno mnozˇico. Sistem mora ponujati mozˇnost
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porazdeljenega delovanja in skalabilnosti ter mora arhitekturno ustrezati po-
tencialni uporabi z velikimi podatkovnimi mnozˇicami na grucˇi racˇunalnikov.
Sistem ocenimo z uporabo statisticˇne mere Precision@k in v zadnji fazi
predlagamo implementacijo prikaza priporocˇil nastanitev v realnem cˇasu na
spletnem mestu http://www.ecobnb.com.
4.2 Opis podatkov in transformacij
Kot opisano v poglavju 3, na spletnem mestu v realnem cˇasu belezˇimo vse ak-
cije uporabnikov. Kljucˇno pri tem je, da identificiramo unikatne uporabnike
in belezˇimo akcije, ki pripadajo istemu uporabniku, prek daljˇsega cˇasovnega
obdobja. To razvijalci spletne aplikacije dosezˇejo z uporabo dolgo trajajocˇih
piˇskotkov.
Podatke zˇelimo pridobivati v obliki, ki bi zˇe v osnovi ustrezala tipicˇni
“uporabnik – akcija – priporocˇilni objekt” obliki, ki je najpogosteje v uporabi
v algoritmih skupinskega filtriranja. S tem namenom razvijemo in uporabimo
storitev REST, ki je opisana v poglavju 3. Storitev v skladu z dogodkovno
paradigmo sprejema podatke v realnem cˇasu. Vsakicˇ, ko se na spletni strani
zgodi akcija uporabnika, se storitvi posˇlje zahtevek HTTP POST s sledecˇo
obliko:
’ p r ope r t i e s ’ : {
’ act ion ’ : <Str ing >,
’ r e source ’ : <Str ing >,
’ parameter ’ : <St r ing / Int /Double/ L i s t / nested JSON>,
’ t r a c k i n g i d ’ : <Str ing >,
’ timestamp ’ : <date t ime in ISO format>
}
V zgoraj navedenem zahtevku JSON imamo naslednje kljucˇne parametre:
• action: akcija, ki jo nek uporabnik izvede na spletni strani. Vedno jo
navedemo v obliki site-action, kjer site predstavlja eno izmed strani
4.2. OPIS PODATKOV IN TRANSFORMACIJ 41
oziroma podstrani spletnega mesta ecobnb.com, action pa predstavlja
dejansko akcijo uporabnika,
• resource: objekt, nad katerim je akcija izvrsˇena. Tipicˇno gre za nek
objekt na spletni strani, ki je ustrezno predstavljen tudi v podatkovni
bazi,
• parameter: dejanska vrednost resource-a, nad katerim se izvrsˇi akcija.
Definirani so pricˇakovani tipi vrednosti,
• tracking id: unikaten identifikator uporabnika, ki je izvedel akcijo. Ker
uporabniki vecˇinoma niso prijavljeni v spletno stran, gre za dolgo tra-
jajocˇ id piˇskotka,
• timestamp: cˇas, ob katerem se je dogodek izvrsˇil na strani odjemalca,
torej na spletnem mestu ecobnb.com.
Vnaprej smo definirali mnozˇico potencialno izvedljivih akcij na odjemalcu.
Poleg tega definiramo tudi mnozˇico objektov, nad katerimi se te akcije lahko
izvedejo. Na ta nacˇin imamo pricˇakovano in vnaprej definirano obliko po-
datkov, kjer lahko zlahka zaznamo anomalije.
V drugi fazi smo te podatke prilagodili za uporabo z algoritmom ALS,
opisanim v poglavju 3. Algoritem iz podatkov najprej zgradi matriko, kjer
ena os predstavlja uporabnike, druga pa nastanitve. Vsaka vrednost v ma-
triki predstavlja preferencˇno vrednost uporabnika te vrstice za nastanitev
tega stolpca. V realnih sistemih se seveda dogaja, da isti uporabniki izkazˇejo
vecˇje sˇtevilo razlicˇnih preferenc za neko nastanitev. Tipicˇno si jo najprej ogle-
dujejo, nato odprejo poizvedbo, jo potencialno preklicˇejo in morda kasneje
posˇljejo. Zaradi tega v tej matriki ne moremo predstavljati le ene prefe-
rencˇne vrednosti, ampak je ta problem v MLlib implementaciji resˇen tako,
da je vrednost v matriki vedno najviˇsja med vsemi izrazˇenimi preferencˇnimi
vrednostmi nekega unikatnega uporabnika nad to nastanitvijo (angl. maxi-
mum).
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Primer: Uporabnik X si najprej trikrat ogleda nastanitev Y, nato odpre
okno za poizvedbo, ga zapre, si nastanitev sˇe dvakrat ogleda, ponovno odpre
okno za poizvedbo in poizvedbo posˇlje.
V takem primeru preferencˇna vrednost uporabnika X za nastanitev Y
v matriki predstavlja vrednost 5.0, saj ohranimo najviˇsjo izmed izkazanih
preferenc.
V nasˇem primeru je sˇlo za implicitne akcije, saj spletno mesto ne podpira
eksplicitnih izrazˇanj preferenc, kot so na primer ocene. V tej fazi smo torej
implicitne akcije pretvorili v virtualne ocene oziroma preferencˇne vrednosti s
sledecˇim preslikovanjem:
• accommodation-view ⇒ vrednost 2.0
Ogled nastanitve predstavlja osnoven izkaz preference uporabnika in ga
ustrezno preslikamo v nizko vrednost.
• accommodation-inquire open ⇒ vrednost 4.0
Cˇe uporabnik po ogledu nastanitve odpre okno za kontakt s ponudni-
kom, to predstavlja vecˇjo preferenco in to akcijo preslikamo v srednje
visoko vrednost.
• accommodation-inquire send ⇒ vrednost 5.0
V kolikor uporabnik posˇlje poizvedbo za nastanitev, to kazˇe na najviˇsji
interes in preferenco, zato taksˇno akcijo preslikamo v najviˇsjo vrednost.
• accommodation-inquire cancel ⇒ vrednost 4.0
Cˇe uporabnik zapre okno za poizvedbo, to tipicˇno pomeni, da ima
visok interes, vendar se nato v zadnjem koraku premisli. Taksˇen primer
preslikamo v srednje visoko vrednost.
4.3 Poskusi in rezultati
Priporocˇilni sistemi so tradicionalno tezˇavni za objektivno ocenjevanje [8], saj
uporabniki zelo subjektivno reagirajo na priporocˇila. Zaradi manjˇse razvojne
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skupine in omejitev pri razvoju vzporedna vpeljava priporocˇilnega sistema in
belezˇenje uporabe v realnem cˇasu nista bila mozˇna. Posledicˇno smo se odlocˇili
za statisticˇno mero Precision@k, ki smo jo uporabili s precˇnim preverjanjem
(angl. cross-validation) na zbranih podatkih in nam sluzˇi kot oporna mera
za napredovanje ali nazadovanje sistema med verzijami.
Precision@k. Gre za eno izmed standardnih mer v sistemih za pridobiva-
nje informacij (kot so priporocˇilni sistemi). Preciznost je definirana kot delezˇ
relevantnih pridobljenih priporocˇilnih objektov med vsemi pridobljenimi pri-
porocˇilnimi objekti, kar prikazuje enacˇba (4.1) [17]:
Preciznost =
#(relevantni pridobljeni priporocˇilni objekti)
#(vsi pridobljeni priporocˇilni objekti)
(4.1)
V sistemih, kot so iskalniki ali priporocˇilni sistemi, je pomembno, da se
boljˇsi rezultati pojavijo prej v skupnem rezultatu. To je tipicˇno vidno pri
iskalnikih kot so Google, kjer uporabniki vecˇinoma klikajo le zadetke na prvi
strani rezultatov. Podobno velja za priporocˇilni sistem, kjer imamo v realni
aplikaciji omejitev sˇtevila prikazanih priporocˇil. Zelo pomembno je torej, da
se najboljˇsa (torej relevantna) priporocˇila pojavijo med omejenim sˇtevilom
priporocˇenih. Posledicˇno zˇelimo merjenje preciznosti izvesti na omejenem
sˇtevilu vrnjenih priporocˇil, kar imenujemo Precision@k, kjer k pomeni sˇtevilo
prvih k vrnjenih priporocˇil, za katere merimo preciznost (npr. Precision@10
pomeni merjenje preciznosti med prvimi desetimi vrnjenimi rezultati). Pred-
nost te mere je v tem, da ne potrebujemo znanja o sˇtevilu vseh relevantnih
priporocˇilnih objektov. Na drugi strani pa je kljucˇna slabost vecˇja nestabil-
nost, saj ima sˇtevilo vseh obstojecˇih relevantnih priporocˇilnih objektov velik
vpliv na rezultat [17]. Opisano definicijo prikazuje enacˇba (4.2):
Preciznost@k =
#(relevantni priporocˇeni objekti med k)
k priporocˇenih priporocˇilnih objektov
(4.2)
Priporocˇilni sistem smo ocenili z uporabo opisane mere Precision@k tako,
da smo izvedli precˇno preverjanje. Mnozˇico vseh podatkov smo nakljucˇno
razdelili v ucˇno in testno mnozˇico, kjer ucˇna mnozˇica predstavlja 80% vseh
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podatkov, testna pa 20%. To smo izvedli 5-krat, kjer smo vsakicˇ vzeli
drugacˇno mnozˇico 80% primerov kot ucˇne in preostalo mnozˇico 20% pri-
merov kot testne podatke. Nato smo za vsakega uporabnika merili, koliko
izmed k vrnjenih priporocˇil, ki jih vracˇamo glede na model, ustvarjen z ucˇno
mnozˇico, se pojavi tudi v testni mnozˇici [8].
Razred Evaluator. V Prediction.IO strezˇniku je za ocenjevanje potrebno
sprogramirati poseben razred imenovan Evaluation, ki je locˇen od pogona in
ni nujno potreben za delovanje. Kljub temu je del standardne arhitekture
DASE (E = Evaluation).
Parametri algoritma. Zaradi matematicˇne narave algoritma ALS, opisa-
nega v poglavju 3, ki uporablja skrite spremenljivke, razvijalec ne more ve-
deti, koliko skritih spremenljivk bo najbolje opisalo matriko s preferencˇnimi
vrednostmi. Dolzˇino vektorjev skritih spremenljivk dolocˇimo s parametrom
rang, ki je tipicˇno vedno zelo manjˇsi od dimenzij osnovne matrike prefe-
rencˇnih vrednosti (rang << m,n), sploh ko je ta matrika zelo velika. Smi-
selno je testirati tudi razlicˇno sˇtevilo iteracij za izgradnjo ucˇnega modela,
torej iteracij, v katerih se skrite spremenljivke spreminjajo in prilagajajo
znanim preferencˇnim vrednostim. To lahko dolocˇamo s parametrom nu-
mIterations. Posplosˇevanje modela in izogibanje prevelikemu prilagajanju
ucˇnim podatkom se uravnava z regularizacijskim parametrom λ, ki je tipicˇno
majhna vrednost, saj s tem omejimo velikost skritih spremenljivk.
Parametri ocenjevanja. Poleg parametrov algoritma lahko uravnavamo
tudi parametre ocenjevanja. Parameter kFold predstavlja sˇtevilo, ki ga upo-
rabimo za delitev podatkov na ucˇno in testno mnozˇico, ter obenem sˇtevilo
iteracij za to delitev. V nasˇem primeru smo parameter kFold nastavili na
kFold = 5, kar pomeni, da gre vedno za fiksno 5-kratno delitev podat-
kov v razmerju 80% ucˇni, 20% testni. Parameter queryNum pa pove, ko-
liko poizvedb generiramo za vsakega uporabnika. Pri metriki Precision@k
je v skladu s tem potreben pogoj k <= queryNum. Tretji parameter
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je threshold, ki predstavlja mejo relevantnosti za nasˇo mero Precision@k.
S tem parametrom uravnavamo, ali so za sistem relevantni samo nakupi
nastanitev (threshold = 4.0), ali pa so relevantni tudi ogledi nastanitev
(threshold = 2.0). Mejo relevantnosti je smiselno nastaviti tako, da ni pre-
nizka, saj bi s tem povzrocˇili relevantnost prevelikega sˇtevila dogodkov. Obe-
nem tudi ne sme biti previsoka, saj s tem lahko povzrocˇimo anomalijo, kjer
noben dogodek ni relevanten.
Sistem testiramo z uporabo omenjenega razreda Evaluator, kjer smo oce-
njevanje izvedli z razlicˇnimi vrednostmi opisanih parametrov algoritma. Na-
men tega je bil poiskati mnozˇico parametrov algoritma, pri katerih se sistem
najbolje obnese.
Za parametre ocenjevanja smo izbrali smiselne vrednosti glede na pro-
blem, s katerim se soocˇamo. Za prag (angl. threshold) smo izbrali vrednost
2.0, kar pomeni, da kot relevantni dogodek uposˇtevamo ogled in rezervacijo
nastanitve. S tem smo dolocˇili vecˇino akcij kot relevantne, kar je smiselno
glede na majhno povprecˇno sˇtevilo akcij na uporabnika. V kolikor sistem
priporocˇi nastanitev, nad katero je bila dejansko izvedena kakrsˇnakoli akcija
(ogled, rezervacija, nakup itd.), to pomeni uspesˇno priporocˇilo. Parameter k
smo nastavili na vrednosti 3, 5 in 10, kar ustreza omejitvi na spletni strani,
kjer so 3 nastanitve vidne takoj, ko uporabnik izvede iskanje. V primeru pre-
mikanja po prvi strani zadetkov pa lahko uporabnik vidi do 10 nastanitev.
Testiranje. Izkazalo se je, da so rezultati najboljˇsi z naslednjimi parametri
algoritma:
• rang = 20,
• numIterations = 5,
• λ = 0.01.
Ob teh parametrih smo izbrali naslednje smiselne vrednosti parametrov
ocenjevanja:
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• kFold = 5,
• k = 3, 5, 10, kjer je k skupno sˇtevilo vrnjenih priporocˇil, za katere
merimo preciznost (Precision@k),
• threshold = 2.0.
Najboljˇse vrednosti za parametre rang, numIterations in λ so dolocˇene
eksperimentalno. Sˇtevilo iteracij prilagajanja faktorjev in dolzˇina vektorjev
latentnih faktorjev oba bistveno vplivata na cˇas izvajanja ucˇenja in evalvacije
sistema. Nad dolocˇeno mejo se cˇas izvajanja bistveno povecˇuje, medtem ko
se Precision@k skorajda ne spreminja ali pa celo rahlo poslabsˇa. Izbrali smo
torej vrednosti, pri katerih je cˇas izvajanja sprejemljiv za produkcijski sistem,
obenem pa se rezultati z vecˇjima vrednostima parametrov ne izboljˇsujejo.
Najboljˇsi rezultat Precision@k, ki smo ga dosegli z uporabo optimalnih
parametrov algoritma, je 0,1879. To pomeni, da je v 19% primerov pri-
porocˇenih nastanitev uporabnik tudi dejansko imel interakcijo s priporocˇeno
nastanitvijo. Interakcija pomeni izvedbo ene izmed mozˇnih akcij (ogled, re-
zervacija, nakup itd.). Rezultati ocenjevanja so prikazani v tabeli 4.1.
rang numIterations Precision@3 Precision@5 Precision@10
5 5 1,74% 1,60% 1,25%
5 10 5,38% 4,09% 2,68%
10 5 8,90% 6,43% 4,05%
10 10 17,66% 11,48% 6,29%
20 5 18,79% 12,18% 6,69%
20 10 16,69% 11,01% 6,16%
Nakljucˇno priporocˇanje 0,97% 0,94% 0,92%
Tabela 4.1: Evalvacija s parametri ocenjevanja threshold = 2.0, kFold = 5
in k = 3, 5, 10.
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Interpretacija rezultatov. Kot smo zˇe omenili, so priporocˇilni sistemi
tezˇavni za objektivno ocenjevanje, saj uporabniki v realnem svetu zelo sub-
jektivno reagirajo na priporocˇila. To se tipicˇno kazˇe v tem, da uporabniki
klikajo na priporocˇila zˇe samo zato, ker so na voljo, cˇetudi so ta nakljucˇna.
V opisanem primeru problema smo za prag relevantnosti izbrali akcijo
ogled (threshold = 2.0) in sicer zato, ker ima povprecˇen unikaten uporab-
nik le 2-3 akcije v zgodovini. V kolikor bi za prag relevantnosti izbrali ak-
cijo rezervacija (threshold = 4.0), bi bilo zelo smiselno rezultate postaviti
v kontekst z normalizacijo. V tem primeru bi bila namrecˇ povprecˇna vre-
dnost v sˇtevcu enacˇbe 4.2 manj kot 1, vendar lahko za namen interpretacije
predpostavimo, da je v sˇtevcu kar vrednost 1, saj uporabnik ponavadi po
vecˇih ogledih rezervira le eno nastanitev. Ob tej predpostavki mera Preci-
sion@k postane pesimisticˇna, saj nikoli ne more dosecˇi vrednosti 1 (100%
natancˇnost). Zato rezultate normaliziramo, tako da dobljene natancˇnosti
delimo z najvecˇjo mozˇno vrednostjo Precision@k za izbrani k. Najboljˇsi















= 0, 6690→ 66, 90%
(4.3)
V tabeli 4.1 opazimo zmanjˇsevanje natancˇnosti z vecˇanjem parametra k,
torej sˇtevila priporocˇenih nastanitev. Glede na majhno povprecˇno sˇtevilo
akcij na unikatnega uporabnika (med 2 in 3) je to smiselno, saj ponavadi
relevantne nastanitve pravilno napovemo zˇe zgodaj, torej med prvimi tremi
ali petimi priporocˇenimi (k = 3, 5). Ker v povprecˇju s prvima dvema pravilno
napovedanima nastanitvama pokrijemo vse akcije povprecˇnega unikatnega
uporabnika, lahko z vecˇanjem sˇtevila priporocˇenih nastanitev vracˇamo samo
sˇe nerelevantne nastanitve. Posledicˇno se natancˇnost z vecˇanjem parametra
k zmanjˇsuje.
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Rezultati natancˇnosti napovedi v obmocˇju 10-20% sami po sebi ne izgle-
dajo najboljˇsi, vendar se je potrebno zavedati, da v produkcijskem okolju
potencialno 10% povecˇanje prodaje pomeni velik poslovni uspeh. Amazon je
po uvedbi svojega priporocˇilnega sistema, ki velja za enega najboljˇsih, dose-
gel 29% povecˇanje prodaje v primerjavi z letom prej. Del te izboljˇsave lahko
pripiˇsemo trendu povecˇevanja spletnih nakupov, del pa uvedbi priporocˇilnega
sistema [16].
Primerjava z nakljucˇnim priporocˇanjem. Nasˇ najboljˇsi rezultat je smi-
selno primerjati z nakljucˇnim priporocˇanjem, kjer uporabimo enake parame-
tre ocenjevanja. Na ta nacˇin jasno prikazˇemo izboljˇsanje kvalitete priporocˇil.
S tem namenom smo v istem strezˇniku Prediction.IO razvili preprost sis-
tem nakljucˇnega priporocˇanja, ki le izbere nakljucˇne nastanitve iz baze in jih
vrne kot priporocˇilo. Taksˇen sistem se zaradi velikega sˇtevila priporocˇilnih
objektov in uporabnikov pricˇakovano obnese zelo slabo in bistveno slabsˇe od
nasˇega razvitega priporocˇilnega sistema.
Primerjava je jasno razvidna na sliki 4.1, ki prikazuje oba rezultata z
uporabo mere preciznosti (Precision@k), ki smo jo izbrali in opisali. Razbe-
remo lahko, da je nasˇ sistem bistveno uspesˇnejˇsi kot nakljucˇno priporocˇanje,
saj dosegamo rezultat 19%, ki je bistveno viˇsji od rezultata nakljucˇnega pri-
porocˇanja, ki je pod 1%.












Algoritem ALS Naključno priporočanje
Precision@k v odstotkih
Slika 4.1: Primerjava rezultatov nasˇega sistema in nakljucˇnega priporocˇanja
z uporabo mere Precision@k. Rezultati so v odstotkih.
4.4 Implementacija na spletni strani
Opisan algoritem ALS je na spletni strani smiselno uporabiti za priporocˇanje
nastanitev uporabniku, za katerega poznamo zgodovino. V primeru, da se na
strani pojavi nov uporabnik, mu priporocˇimo najbolj priljubljene nastanitve.
V kolikor pa je uporabnik zˇe imel interakcijo s spletno stranjo, predlagamo
implementacijo zavihka ”Order by: best match”, ki bi bil privzeto izbran.
Na ta nacˇin bi uporabnik ob iskanju privzeto dobil prikazan personaliziran
seznam nastanitev. Taksˇen predlog je prikazan na sliki 4.2.
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Slika 4.2: Prikaz koncepta predlagane implementacije priporocˇil za uporab-
nika na spletni strani.
Podobno bi drugi implementirani algoritem za priporocˇanje podobnih na-
stanitev implementirali na strani s podrobnostmi individualne nastanitve.
Trenutno je na taksˇnem mestu implementiran prikaz najblizˇjih nastanitev,
kot je prikazano na sliki 4.3. Na enakem mestu bi torej prikazovali najbolj
podobne glede na izracˇunano podobnost, opisano v poglavju 3.
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Slika 4.3: Prikaz koncepta predlagane implementacije priporocˇil podobnih
nastanitev na spletni strani.
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Soocˇili smo se z realnim problemom razvoja priporocˇilnega sistema v pro-
dukcijskem okolju.
V prvem poglavju smo opisali problem, ki zajema izbor platforme za
strojno ucˇenje v oblaku, zbiranje podatkov v produkcijskem sistemu in razvoj
priporocˇilnega sistema, ki ga lahko ponudimo kot storitev. Zastavili smo
cilj, ki je delujocˇ priporocˇilni sistem, ki omogocˇa porazdeljeno uporabo in
zagotavlja skalabilnost za uporabo z velikimi podatkovnimi mnozˇicami.
Tekom drugega poglavja smo se seznanili s podrocˇjem velikih podatkov
ter izpostavili kljucˇne razlike v primerjavi s tradicionalno podatkovno anali-
tiko. Analizirali smo najpomembnejˇse tehnologije na podrocˇju velikih podat-
kov (Apache Hadoop, HBase, Spark, MLlib, Elasticsearch), ki skupaj lahko
sestavljajo zaokrozˇen sklad za strojno ucˇenje. Spoznali smo nekaj izmed
glavnih ponudnikov strojnega ucˇenja v oblaku, jih primerjali in na podlagi
primerjave izbrali najustreznejˇsega za nasˇ problem.
V tretjem poglavju smo podrobneje razdelali podrocˇje priporocˇilnih siste-
mov, predstavili arhitekturo izbranega strezˇnika za strojno ucˇenje v oblaku in
obenem izpostavili paradigmo MVC v tej arhitekturi. Nato smo opisali stori-
tev REST za zbiranje podatkov in natancˇno razdelali metodologijo. Opisali
smo skupinsko filtriranje, algoritem matricˇne faktorizacije in optimizacijske
metode. Nato smo predstavili lastno mero za podobnost na osnovi Jaccar-
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dove podobnosti in evklidske razdalje.
Zadnje poglavje je izpostavilo podroben opis podatkov ter predvsem oce-
njevanje nasˇega sistema z uporabo statisticˇne mere Precision@k, kjer smo
dosegli najboljˇsi rezultat 19%. Koncˇali smo s predlogom mozˇne implemen-
tacije v produkcijskem okolju.
5.1 Pomen
V diplomski nalogi smo resˇili problem uporabe knjizˇnic za strojno ucˇenje, ki
zˇe implementirajo osnovne verzije mnogih algoritmov, vendar se ne ukvarjajo
z zbiranjem in hranjenjem podatkov ter komunikacijo z odjemalci. Z uporabo
strezˇnika za strojno ucˇenje Prediction.IO razvijemo produkcijsko storitev, ki
zbira podatke, zbrane podatke uporabi v algoritmu matricˇne faktorizacije za
izgradnjo napovednega modela ter komunicira z uporabniki. To storitev bo
na preprost nacˇin uporabljal ponudnik ekolosˇkih nastanitev Ecobnb.
Delo je v zadnji fazi razvoja, kjer se bo na spletni strani implementi-
ral prikaz priporocˇenih nastanitev. Glede na rezultate evalvacije, kjer smo
dosegli 19% Precision@k na zˇe zbranih podatkih, pricˇakujemo izboljˇsanje
poslovnih rezultatov podjetja Ecobnb. Rezultat je bistveno boljˇsi kot pri na-
kljucˇnem priporocˇanju, ki dosezˇe 1%. Koncˇni uporabniki sistema bodo ljudje,
ki bodo prek ponudnika Ecobnb iskali ekolosˇke nastanitve na obmocˇju srednje
in JV Evrope. Sistem bo tem koncˇnim uporabnikom zmanjˇsal pregledova-
nje velikega sˇtevila nastanitev in poenostavil iskanje s smiselnimi priporocˇili.
Obenem pricˇakujemo povecˇanje sˇtevila rezervacij nastanitev ter zviˇsanje za-
dovoljstva koncˇnih uporabnikov, kar bi pomenilo poslovni uspeh podjetja
Ecobnb.
V relativno kratkem cˇasu in na preprost nacˇin smo uporabili kompleksne
algoritme strojnega ucˇenja za priporocˇanje uporabniku na osnovi matricˇne
faktorizacije. Poleg tega smo v obstojecˇ sistem dodali lasten algoritem za
priporocˇanje podobnih priporocˇilnih objektov, ki je osnovan na Jaccardovi
podobnosti (podobno kot Amazon-ov priporocˇilni sistem) in nadgrajen z upo-
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rabo evklidske razdalje. Obe razdalji smo zdruzˇili v eno podobnost. S tem
smo pokazali, da implementacija priporocˇilnega sistema danes ne zahteva vecˇ
toliko vlaganj in ekspertnega znanja kot v preteklosti.
5.2 Nadaljnje delo
Delo je sˇe v aktivni fazi razvoja in ponuja kar nekaj mozˇnosti nadaljnega
dela. V prihodnosti so smiselne sledecˇe nadgradnje:
• uspesˇnost priporocˇanja zaradi unikatnosti podatkov in problema tezˇko
primerjamo z drugimi resˇitvami. Znotraj lastnega sistema pa je smi-
selna implementacija vecˇ razlicˇnih algoritmov in njihova medsebojna
primerjava na istih podatkih,
• uporaba matricˇne faktorizacije in algoritma ALS, prilagojenih za im-
plicitne podatke,
• implementacija prikaza priporocˇil na spletni strani (v aktivnem ra-
zvoju),
• merjenje izboljˇsanja poslovnih rezultatov po implementaciji prikazova-
nja priporocˇil,
• zbiranje podatkov o akcijah, ki niso povezane z nastanitvami (npr. de-
mografski profili),
• nadgradnja podatkov o nastanitvah s cenovnimi razredi, ki so tipicˇno
zelo pomembni.
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