Synchrotron radiation is critically important to the determination of virus structures. Methods of data reduction and phase determination are explained. Some examples are mentioned.
Introduction
The smallest spherical viruses have a diameter of at least 200 A Ê [e.g. satellite tobacco necrosis virus (Liljas et al., 1982) and satellite tobacco mosaic virus (Larson et al., 1993) ]. Many spherical viruses, such as southern bean mosaic virus (Abad-Zapatero et al., 1980) or rhinoviruses (Rossmann et al., 1985) , have diameters of $300 A Ê , and many other viruses have much larger diameters [e.g. bluetongue virus (Grimes et al., 1998) ], with iridiviruses (Van Etten et al., 1991) having diameters of as much as 2000 A Ê . Because of their spherical shape, these viruses are usually fairly easy to crystallize but, because of their size, the resolution, indexing and intensity measurements of the individual Bragg re¯ections create severe experimental problems. Fortunately, the use of synchrotron radiation (Figs. 1 and 2) has made it possible to solve these problems in most cases.
Data collection
Synchrotron radiation offers a number of advantages for the recording of diffraction patterns of viruses:
(i) The large unit cells mean that the number of Bragg re¯ections is very large, often requiring the recording of millions of re¯ections for a medium resolution ($3 A Ê ) data set. In turn, this implies that a larger number of exposures are required, each with only a small oscillation angle (0.15± 0.50 , depending on the unit-cell size). Furthermore, the large unit-cell size means that each re¯ection is weaker than that of, for example, a protein crystal in proportion to the volume of the cell. The higher intensity of synchrotron radiation thus allows data collection of a complete data set in a period of days instead of years.
(ii) High-intensity synchrotron radiation allows data to be collected on unstable intermediates which alter the structure of the virus in a period of minutes. For instance, low pH destabilizes rhinoviruses but, nevertheless, exposures of less than 1 min allowed the analysis of the effect of pH on human rhinovirus 14 (HRV14) (Giranda et al., 1992) . Laue photography and suitable undulators can also be used effectively for reducing exposure times.
(iii) Radiation can be better controlled by high-intensity synchrotron radiation, both because less damaging shorterwavelength radiation can be selected and because radiation damage is often time dependent. An excellent example is that of the structure determination of Mengo virus , where a single short exposure produced an excellent diffraction pattern, leaving the crystal completely dead for any subsequent exposure. Although frozen crystals are far more stable, radiation damage is still a problem. In general, intense synchrotron radiation helps to keep the damage to a minimum because of the shorter exposure, but the radiation also heats the crystal, which may be a problem.
(iv) The quality of the data can be much improved using synchrotron radiation compared with the results using much weaker laboratory X-ray sources. This is not only due to the reduced radiation damage but also to reduced background. The latter is due to the shorter exposure times, the cleaner monochromated radiation, the tighter focal spots, and the possibility of using reduced oscillation angles. The synchrotron radiation, therefore, facilitates large unitcell data collection.
(v) As a consequence of the improved quality of diffraction patterns recorded with synchrotron radiation, the limit of resolution is often greatly enhanced. Carefully selected`Fankuchen'-cut monochromating crystals greatly improve the energy resolution of the selected X-ray beam, an essential requirement for the large unit cells of virus crystals.
(vi) The ability to select a speci®c monochromated radiation from the white synchrotron radiation to collect multiple-wavelength anomalous dispersion (MAD) data is another very important advantage of synchrotron radiation, although its use for virus structure determination is not so relevant.
Data reduction
The high throughput of recorded diffraction data requires considerable automation of data processing and reduction to structure amplitudes. There is clearly an associated demand on computer storage and performance. Data reduction proceeds in a number of stages:
(i) Auto-indexing. The shortage of available synchrotron beam time, the need for reducing radiation damage, and the dif®culty of optically orienting frozen crystals implies that, in general, crystals are mounted in a random orientation. The indexing, therefore, must be determined directly from the diffraction pattern, a process of`shooting ®rst and thinking later' dubbed the`American method' (Rossmann & Erickson, 1983) . A variety of early techniques were developed for this purpose Kabsch, 1988; Kim, 1989) but none were entirely satisfactory. The program DENZO (Otwinowski & Minor, 1997) revolutionized the procedure in providing a highly stable, reliable and automatic procedure, capable of suggesting likely Bravais lattices. Unfortunately, the nature of the algorithm has never been revealed, and the computer source code is not made available. However, a procedure at least as reliable has now been established (Steller et al., Figure 1 View of the new F1 beamline containment facility at the Cornell High Energy Synchrotron Source (CHESS). (a) General view through the hutch door. Note the incoming beamline at the back of the hutch and the liquid-nitrogen dewar. (b) More detailed view of the camera (Thiel et al., 1998) with the Quad4 ADSC detector on the left, the black TV camera for viewing the crystal at a 45 angle, and the cold nitrogen liquid stream delivery tube on the right. (These photographs were taken by Dan Thiel at CHESS.) 1997) and is available as part of the Data Processing Suite (DPS) of programs and as part of MOSFILM (Collaborative Computational Project, Number 4, 1994).
(ii) Pre-re®nement. Auto-indexing is dependent upon the measurement of the position of recorded re¯ections, as well as many camera parameters, such as the crystal-to-detector distance, pixel size, assumption of the X-ray beam being normal to the detector surface, and other dif®cult-tomeasure parameters. It is, therefore, necessary to re®ne these parameters using not only the re¯ection positions but also their intensities (Rossmann, 1979) . This procedure establishes crystal orientation de®ned by the orientation matrix [A] , where x Ah and x is a position of the Bragg re¯ection with indices h in reciprocal space de®ned with respect to the camera axes and X-ray beam. In turn, X is de®ned with respect to the camera axes by the matrix [Q] , where X QR and R are the coordinates of the re¯ection with respect to the scan directions on the detector.
(iii) Integration. With the [A] and [Q] matrices, it is then possible to predict the position of every full and partial re¯ection, as well as the degree of partiality. This then allows the measurement of intensity of each recorded re¯ection, either by integration or pro®le ®tting (Rossmann, 1979) . The average pro®le can be learned by taking a weighted average of the re¯ections surrounding re¯ections after background subtraction. This procedure should now be improved for partial re¯ections that are far more numerous for crystals with large mosaic spread, as is the case for frozen crystals. Furthermore, frozen crystals would now allow the determination of three-dimensional pro®les.
(iv) Post-re®nement, scaling and averaging of data. The process of scaling data together from differently recorded diffraction images has been discussed by Hamilton et al. (1965) and Fox & Holmes (1966) . However, these techni- Figure 2 0.3 oscillation photograph of an HRV14 crystal taken on the old A1 beamline at CHESS. The highest-resolution re¯ections are 1.5 A Ê at the corners, and the resolution cut-off at the edge, along the spindle axis, is 3.0 A Ê . [Reprinted with permission from Arnold et al. (1987) . Copyright by the International Union of Crystallography.] ques do not permit the use of partial re¯ections. Because these dominate when frozen crystals are used, the Hamilton, Rollett and Sparks procedure needed modi®-cation (Bolotovsky et al., 1998) . Once the scale factors have been established, it is possible to perform`post-re®nement' of cell dimensions, crystal orientation and mosaic spread, a procedure introduced by Winkler et al. (1979) . This depends only upon intensities and is completely independent of camera parameters. It is, therefore, a highly accurate procedure and one which is essential for successful electron density averaging, for, if the cell parameters are inaccurate, so will be the superposition of densities thought to be equivalent. Post-re®nement does require knowledge of the relative scale factors between images (Rossmann et al., 1979) ; thus, it has been usual to perform alternate cycles of scale factor and crystal parameter re®nement. However, the procedure of Bolotovsky et al. (1998) does not explicitly differentiate between these two procedures. When scaling and post-re®nement have converged, the data available for each independent re¯ection need to be analyzed for outliers and then averaged. Error estimates of intensities can be determined, both from the quality of the pro®le ®tting and the divergence of the independent measurements of any re¯ections. Methods based on statistical estimates or error from the counts recorded for re¯ections (apparently used by DENZO and SCALEPACK) are not at all reliable and omit the obvious possibility of comparing observations.
Phase determination
Spherical viruses invariably have icosahedral (532) symmetry for reasons ®rst recognized by Crick & Watson (1956 , 1957 . As ®vefold symmetry cannot be incorporated into a periodic crystal lattice, there will always occur at least a ®vefold redundancy of information in the diffraction pattern. However, quite often the whole virus particle [or even two particles (Muckelbauer et al., 1995) ] forms the crystallographic asymmetric unit. Thus, there is always ample non-crystallographic symmetry (NCS) redundancy in crystals of icosahedral viruses. Rossmann & Blow (1962) ®rst pointed out the importance of this feature for the determination of the structure of viruses.
The NCS can be used to ®nd the orientation of each virus particle in the crystal unit cell by means of a rotation function (Rossmann & Blow, 1962; Tong & Rossmann, 1990) . Finding the position of a virus particle within the cell can be more dif®cult. If a virus twofold axis happens to be parallel to a crystallographic evenfold axis, then a Patterson function will readily determine the particle position. Otherwise, a search with a homologous virus of known structure or the sites of icosahedrally distributed heavy atoms may be necessary.
NCS is particularly powerful for improving initial phase determination by electron-density averaging. It can also be used for gradual phase extension from low resolution to the limit of the available data. Initial phasing could start from isomorphous replacement information , a homologous viral structure (Luo et al., 1989) , a low-resolution electron microscope structure (Rayment et al., 1983; Ban et al., 1998) , an atomic model based on the structure of viral capsid proteins (Grimes et al., 1998) , or simply a hollow shell model (Tsao et al., 1992) .
Assumption of the NCS can help in determining the position of heavy atoms . The use of heavy metal clusters is also a powerful phasing start, as was performed to help in the determination of a ribosomal subunit (Ban et al., 1998) .
Although anomalous dispersion has become a very powerful tool in the determination of many protein structures, this has not yet been useful for the structure determination of viruses. That is because the impact of an anomalous scatterer on the structure amplitudes is likely to be very small. Nevertheless, such anomalous scatterers will be distributed in an icosahedral fashion and, hence, the impact need only be considered in proportion to the molecular weight of the non-crystallographic asymmetric unit, perhaps only 30 000 Da in a favorable case. Thus, it seems possible that, in some future problems, Se might be used in the form of SeMet amino acids (Hendrickson, 1991; Smith, 1997) as an initial MAD phasing start in conjunction with NCS averaging.
It seems unlikely that direct methods might be used for phasing virus structures. The NCS is a very powerful tool which can extend accurate phasing from very low resolution (e.g. 20 A Ê ) to the limit of available data. Thus, the importance of alternative phasing techniques is in obtaining a low-resolution phasing start. However, direct methods become useful only at resolutions where atoms can be resolved. Nevertheless, direct methods might be very useful, in conjunction with NCS imposition, to ®nd the site of heavy atoms in isomorphous derivatives or the site of anomalous scatterers (Doublie Â et al., 1998) .
Results
Probably the ®rst virus structure determination that depended heavily upon the use of synchrotron radiation was that of HRV14 (Rossmann et al., 1985) . However, that was quickly followed by many other similar determinations, including those of Mengo virus , cowpea mosaic virus (Stauffacher et al., 1987) , canine parvovirus (Tsao et al., 1991) , simian virus 40 (Liddington et al., 1991 ), MS2 (Valega Ê rd et al., 1990 ) and many others. The most outstanding examples are those of the bluetongue virus core particles with an external diameter of 800 A Ê (Grimes et al., 1998) and a complex of HRV14 with an Fab fragment of a neutralizing antibody .
The biological signi®cance of these results has justi®ed the technical developments. There have been extensive studies, particularly by Smith , on the mechanisms by which viruses are neutralized by antibodies. The interaction of viruses with their cellular receptors has also been extensively studied (Olson et al., 1993; Rossmann, 1994; Bella et al., 1998) , leading to the canyon hypothesis. While the latter has been successful in predicting the site of interaction of receptor with virus in rhino-and polioviruses, its general applicability remains a topic of considerable discussion and experimentation. The structure of viruses has also shown that, surprisingly, many viruses must have had a common evolutionary precursor. That is because a great many viruses (including ssRNA, dsRNA, ssDNA and dsDNA viruses with animal, plant and bacteria as hosts) have an eight-stranded antiparallel -barrel as a structural motif for forming their capsids. It is unlikely that this structure has evolved independently on numerous different occasions.
The single traditional and highly successful method of combating viral diseases has been through the development of vaccines. Not only have virus structures provided some understanding on the nature of vaccines, but it has been possible to use the available knowledge of virus structures to develop new vaccines, for instance against human immunode®ciency virus (Arnold et al., 1996) . The newer alternative to vaccines is the development of antiviral agents that target speci®c stages of the viral life cycle. Knowledge of virus capsid structures has provided a basis for the design of anti-rhinoviral and anti-enteroviral drugs that bind to the viral capsid. These drugs are currently in a ®nal stage of testing (phase 3) against common cold infections, as well as more serious enterovirus.
ATPase
This issue of the Journal of Synchrotron Radiation is dedicated to John Walker and his Nobel Prize for the investigation of ATPase. The structure determination of this remarkable molecule (Abrahams et al., 1994) strongly depended upon the lessons learned in the structural analyses of viruses, brie¯y summarized here.
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