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Введение.  Предшественниками  многоядерных  процессоров  были 
многопроцессорные  системы,  такие  как  SMP,  NUMA,  кластеры.  Следует 


































ботан  метод,  основанный  на  использовании  аппарата  разомкнутых  и  за‐
мкнутых сетей массового обслуживания,  позволяющий построить модель 
как всей системы в целом, так и отдельного блока вычислительной системы. 






словлено,  тем,  что  современные  ОС  являются  многозадачными,  и  в  них 
практически  всегда параллельно функционируют несколько независимых 
задач, и запросы от пользователей или запросы в память от процессора мо‐














нят  равным  0,02  запроса/нс.  Считается,  что  запрос  памяти  происходит  в 







ЦП ЦП ЦП ЦП














При  моделировании  были  проанализированы  два  варианта  работы 
мультипроцессорной системы: 
‐  каждый  процессор  исполняет  собственный  набор  программ,  кото‐
рый, в основном, помещается в локальной памяти; вероятность обращения 
к удаленной памяти невелика; 









стемы  памяти,  измеряемая  в  наносекундах.  Необходимо  сразу  отметить, 
что значения латентности нельзя считать точными при работе с СМО откры‐
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