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We introduce sparse linear underdetermined systems with embedded network struc-
ture. Their structure is inherited from the non-homogeneous network flow programming prob-
lems with nodes of variable intensities. One of the new applications of the researched underde-
termined systems is the sensor location problem (SLP) for a multigraph. That is the location
of the minimum number of sensors in the nodes of the multigraph, in order to determine the
arcs flow volume and variable intensities of nodes for the whole multigraph. Research of the
rank of the sparse matrix is based on the constructive theory of decomposition of sparse linear
systems.
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1 Introduction
Let G = (I, U) be a finite oriented connected multigraph without loops
with set of nodes I and set of arcs U , |U | | I |. Let K(|K| < ∞) be a
set of different types of flow transported through the network G. We assume
that K = {1, · · · , |K|}. Let us denote a connected network corresponding to a
certain type of flow k ∈ K: Gk = (Ik, Uk), Ik ⊆ I, Uk = {(i, j)k : (i, j) ∈ Ûk},
Ûk ⊆ U – a set of arcs of the network G carrying the flow of type k ∈ K. Also,
we define for each multiarc (i, j) ∈ U the set K(i, j) = {k ∈ K : (i, j)k ∈ Uk}
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of types of flow transported through the multiarc (i, j). Consider the following
sparse linear underdetermined system
∑
j∈I+i (Uk)
xkij −
∑
j∈I−i (Uk)
xkji =
{
aki , i ∈ Ik\I∗k ,
xki · sign[i], i ∈ I∗k , k ∈ K;
(1)
∑
k∈K
∑
(i,j)k∈Uk
λk,pij x
k
ij +
∑
k∈K
∑
i∈I∗k
λk,pi x
k
i = βp, for p = 1, q, (2)
where I+i (U
k) = {j ∈ Ik : (i, j)k ∈ Uk}, I−i (Uk) = {j ∈ Ik : (j, i)k ∈ Uk},
xkij – the flow along the arc (i, j)
k. Nodes ik ∈ I∗k (further i), k ∈ K are
named dynamic (or nodes with variable intensities xki ), sign[i
k] = 1, if ik ∈ I∗k+,
sign[ik] = −1, if ik ∈ I∗k−, I∗k+, I∗k− ⊆ I∗k , I∗k+
⋂
I∗k− = , aki , λk,pij , λk,pi βp –
rational numbers.
The matrix of system (1) – (2) has the following block structure::
A =
[
M B
Q T
]
HereM is a sparse matrix with a block-diagonal structure of size
∑
k∈K
|Ik|×∑
k∈K
|Uk| such that each block represents a |Ik| × |Uk| incidence matrix of the
network Sk = (Ik, Uk), k ∈ K, namely, M = M1
⊕
M2
⊕ · · ·⊕M|K| , where
Mk, k = 1, . . . , |K| are blocks of matrix M ; Q is a q×
∑
k∈K
|Uk| matrix (dense, in
the general case) with elements λk,pij , (i, j) ∈ U ,k ∈ K(i, j) ,p = 1, q. Matrix B is
a sparse matrix with a block-diagonal structure of size
∑
k∈K
|Ik| ×
∑
k∈K
|I∗k | such
that each block represents a |Ik|× |I∗k | matrix of the network Sk = (Ik, Uk), k ∈
K, namely, B = B1
⊕
B2
⊕ · · ·⊕B|K| , where Bk, k = 1, . . . , |K| are blocks of
matrix B. Each matrix Bk has in column j a nonzero element equal to −sign[i]
in raw i for each j ∈ I∗k with other elements of the column being zeroes, i ∈ Ik,
k ∈ K. T is a matrix of size q ×
∑
k∈K
|I∗k | and consists of elements λk,pi for
i ∈ I∗k , k ∈ K, p = 1, q. In [1], [3] we considered sparse linear systems with
embedded network structure. Their structure was inherited from the homo-
geneous network flow programming problems with nodes of variable intensity.
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In [4] sparse linear systems for the fractal-like matrices were investigated. In
this paper we consider algorithms for decomposition of sparse systems for a
multigraph, which are used in the sensor location problem.
We assume that∑
k∈K
|Ik|+ q <
∑
k∈K
|Uk|+
∑
k∈K
|I∗k |.
Theorem 1 The rank of the matrix
[
Mk Bk
]
of system (1) for fixed k ∈ K
for a connectivity graph Gk = (Ik, Uk), I∗k 6= ∅, is equal to |Ik| [1].
The characteristic vector of a cycle, the characteristic vector of a chain
with the direction according to a node, and the characteristic vector of a chain
with the direction according to an arc are for fixed k ∈ K constructed according
to the rules [1].
Theorem 2 The characteristic vector of a cycle, the characteristic vector of a
chain with the direction according to a node, and the characteristic vector of a
chain with the direction according to an arc for fixed k ∈ K satisfy the system
(3) [1, 2].
∑
j∈I+i (Uk)
xkij −
∑
j∈I−i (Uk)
xkji =
{
0, i ∈ Ik\I∗k ,
xki · sign[i], i ∈ I∗k , k ∈ K.
(3)
Theorem 3 Any solution of system (3) for fixed k ∈ K is a linear combination
of characteristic vectors [1].
Definition 1 We call an aggregate of sets R = {UkR, I∗kR , k ∈ K}, UkR ⊆ Uk
and I∗kR ⊆ I∗k a support of multigraph G for system (1) if for R˜ = {U˜k, I˜∗k , k ∈
K}, U˜k = UkR, I˜∗k = I∗kR the system
∑
j∈I+i (U˜k)
xkij −
∑
j∈I−i (U˜k)
xkji =
{
0, i ∈ Ik\I˜∗k
xki · sign[i], i ∈ I˜∗k , k ∈ K
(4)
has only a trivial solution, but has a nontrivial solution for any of the following
set aggregations:
• R˜ = {U˜k, I˜∗k , k ∈ K}, U˜k0 = Uk0R
⋃
(i0, j0)
k0 , for (i0, j0)
k0 ∈ Uk0\Uk0R ;
U˜k = UkR for k ∈ K \ k0 and I˜∗k = I∗kR , k ∈ K;
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• R˜ = {U˜k, I˜∗k , k ∈ K}, U˜k = UkR, for k ∈ K and I˜∗k0 = I∗k0R
⋃{i0},
i0 ∈ I∗k0\I∗k0R ; I˜∗k = I∗kR k ∈ K \ k0.
For a subset of arcs U1 ⊆ U we introduce the set of incidental nodes
I(U1) = {i ∈ I : (i, j) ∈ U1 ∨ (j, i) ∈ U1}. We construct for every k ∈ K a forest
from t˜k trees T
k,tk = {Ik,tkT , Uk,tkT }, Ik,tkT = I(Uk,tkT ), Uk,tkT ⊆ UkR, tk = 1, t˜k so
that every tree T k,tk contains exactly one node utk ∈ I∗Rk, for tk = 1, t˜k, k ∈ K.
For each k ∈ K let’s form the following sets:
UkR =
t˜k⋃
tk=1
Uk,tkT , I
∗
R
k =
t˜k⋃
tk=1
{utk}.
Theorem 4 (Network Support Criterion) An aggregate of sets R = {UkR, I∗Rk, k ∈
K}, UkR ⊆ Uk, and I∗Rk ⊆ I∗k is a support of the multi graph G for System (1) if
and only if for each k ∈ K the following conditions are carried out:
• Each coherence component T k,tk = {I(Uk,tkT ), Uk,tkT } for tk = 1, t˜k is a tree;
• The set of the nodes of the collection T k,tk = {I(Uk,tkT ), Uk,tkT } for tk = 1, t˜k
covers all nodes of the graph Gk = (Ik, Uk) :
t˜k⋃
tk=1
Ik,tkT = I
k;
• |I∗kR
⋂
I(Uk,tkT )| = 1, tk = 1, t˜k.
After the support R = {UkR, I∗Rk, k ∈ K} of system (1) is chosen, we
determine what structures can be obtained after adding one non-supporting
element to the support R.
Definition 2 The characteristic vector entailed by an arc (τ, ρ)k ∈ Uk\UkR
is the vector δk(τ, ρ) = (δkij(τ, ρ), (i, j)
k ∈ Uk; δki (τ, ρ), i ∈ I∗k) constructed accord-
ing to the following rules for fixed k:
• If the set UkR
⋃{(τ, ρ)k} has a cycle Lk = {IkL, UkL}, then the entailed char-
acteristic vector is the characteristic vector of that cycle, and the arc (τ, ρ)k
is chosen to define the detour direction of the cycle.
• If the set UkR
⋃{(τ, ρ)k} has a chain Ck = {IkC , UkC} that connects nodes
u, v ∈ I∗kR , then the entailed characteristic vector is the characteristic vec-
tor of that chain, and the arc that defines the detour direction is chosen
to be (τ, ρ)k.
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Definition 3 The characteristic vector entailed by a node γ ∈ I∗k\I∗kR is
the characteristic vector δk(γ) = (δkij(γ), (i, j)
k ∈ Uk; δki (γ), i ∈ I∗k) of the chain
for fixed k that connects nodes γ and v ∈ I∗kR with node γ being chosen as the
beginning of the chain.
Theorem 5 The general solution of system (1) for fixed k ∈ K may be uniquely
represented in the following way:
xkij =
∑
(τ,ρ)k∈Uk\UkR
xkτ,ρδ
k
ij(τ, ρ) +
∑
γ∈I∗k\I∗kR
xkγδ
k
ij(γ) + x˜
k
ij , for (i, j)
k ∈ UkR; (5)
xki =
∑
(τ,ρ)k∈Uk\UkR
xkτ,ρδ
k
i (τ, ρ) +
∑
γ∈I∗k\I∗kR
xki δ
k
i (γ) + x˜
k
i , for i ∈ I∗kR (6)
where x˜k = (x˜kij , (i, j)
k ∈ Uk, x˜ki , i ∈ I∗k) is a partial solution of the nonhomoge-
neous system.
The proof of Theorem 5 for fixed k ∈ K is given [1, 3], where the general
solution of the nonhomogeneous system (1) is the sum of the general solution of
the homogeneous system and a partial solution of the nonhomogeneous system.
Remark. The formulas (5) and (6) are correct, if the partial solution
x˜k = (x˜kij , (i, j)
k ∈ Uk, x˜ki , i ∈ I∗k) for fixed k ∈ K is constructed according to
the rules:
x˜kτρ = 0, (τ, ρ) ∈ Uk \ UkR, x˜kγ = 0, γ ∈ I∗k \ I∗kR
and solves system (1).
Further, we shall use formulas (5) and (6) where the partial solution
x˜k, k ∈ K is constructed according to the above rules.
2 Support of the Graph
Let R = {UkR, I∗Rk, k ∈ K}, UkR ⊆ Uk, I∗Rk ⊆ I∗k be a support of the
multi graph G = {I, U} of system (1). In arbitrary order, we choose sets
W = {UkW , I∗kW , k ∈ K}, |W | = q, UkW ⊆ Uk \ UkR and I∗kW ⊆ I∗k \ I∗kR . After
substituting the general solution of system (1), which has the form (5) – (6),
into (2), the system (2) takes the form:
∑
k∈K
∑
(τ,ρ)k∈Uk\UkR
Λk,pτρ x
k
τρ +
∑
k∈K
∑
γ∈I∗k\I∗kR
Λk,pγ x
k
γ = Ap p = 1, q, (7)
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where
Λk,pτρ = λ
k,p
τρ +
∑
(i,j)k∈UkR
λk,pij δ
k
ij(τ, ρ) +
∑
i∈I∗kR
λk,pi δ
k
i (τ, ρ),
Λk,pγ = λ
k,p
γ +
∑
(i,j)k∈UkR
λk,pij δ
k
ij(γ) +
∑
i∈I∗kR
λk,pi δ
k
i (γ),
Ap = βp −
∑
k∈K
∑
(i,j)k∈UkR
λk,pij x˜
k
ij −
∑
k∈K
∑
i∈I∗kR
λk,pi x˜
k
i .
In system (7), we separate variables that correspond to set W and then
we obtain (8). ∑
k∈K
∑
(τ,ρ)k∈UkW
Λk,pτρ x
k
τρ +
∑
k∈K
∑
γ∈I∗kW
Λk,pγ x
k
γ = (8)
= Ap −
∑
k∈K
∑
(τ,ρ)k∈Uk\(UkW∪UkR)
Λk,pτρ x
k
τρ −
∑
k∈K
∑
γ∈I∗k\(I∗kW ∪I∗kR )
Λk,pγ x
k
γ
for p = 1, q.
3 Theoretical-Graphical Properties
Definition 4 We call a support of multigraph G for system (1) – (2) such an
aggregate of sets Z = {UkZ , I∗Zk, k ∈ K}, UkZ ⊆ Uk and I∗Zk ⊆ I∗k , that for a given
Z˜ = {U˜k, I˜∗k , k ∈ K}, U˜k = UkZ , I˜∗k = I∗Zk the system
∑
j∈I+i (U˜k)
xkij −
∑
j∈I−i (U˜k)
xkji =
{
0, i ∈ Ik\I˜∗k ,
xki · sign[i], i ∈ I˜∗k , k ∈ K;
(9)
∑
k∈K
∑
(i,j)k∈U˜k
λk,pij x
k
ij +
∑
k∈K
∑
i∈I˜∗k
λk,pi x
k
i = 0, for p = 1, q
has only a trivial solution. But it has a nontrivial solution for any of the
following aggregations of sets:
• Z˜ = {U˜k, I˜∗k , k ∈ K}, U˜k0 = Uk0Z
⋃
(i0, j0)
k0 for (i0, j0)
k0 ∈ Uk0\Uk0Z ;
U˜k = UkZ for k ∈ K \ k0 and I˜∗k = I∗kZ , k ∈ K;
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• Z˜ = {U˜k, I˜∗k , k ∈ K}, U˜k = UkZ , for k ∈ K; I˜∗k0 = I∗k0Z
⋃{i0},
i0 ∈ I∗k0\I∗k0Z and I˜∗k = I∗kZ , k ∈ K \ k0.
Theorem 6 The aggregation of sets Z = {UkZ , I∗Zk, k ∈ K}, UkZ ⊆ Uk and
I∗Z
k ⊆ I∗k is a support of multigraph G = {I, U} for system (1) – (2) if and only
if
• the aggregation of sets Z = {UkZ , I∗Zk, k ∈ K} may be divided into two
aggregations: R = {UkR, I∗Rk, k ∈ K} and W = {UkW , I∗Wk, k ∈ K}, such
that R
⋃
W = Z, R
⋂
W = ∅ and the aggregation of sets R is a support
of the multigraph G = {I, U} for system (1);
• |W | = q, where q is the number of independent equations in system (2);
• matrix D of the system (8), which consists of determinants Λpτρ, Λpγ of
the structures entailed by the arcs and nodes of the aggregation W , is
nondegenerate.
We now investigate theoretical-graphical properties of the structure of
the support of multigraph G = {I, U} for system (1) – (2). According to
Theorem 6, the aggregation of sets Z = {UkZ , I∗Zk, k ∈ K} includes the support
R = {UkR, I∗Rk, k ∈ K} of multigraph G for system (1). Supporting elements
that correspond to the aggregate R make up a forest of trees that covers all
the nodes of the set Ik, for each k ∈ K and every tree of the forest has exactly
one node from the set I∗R
k. We make a cycle or a chain after adding each
additional element from W = {UkW , I∗Wk, k ∈ K} or N = {UkN , I∗Nk, k ∈ K},
UkN = U
k \ (UkR
⋃
UkW ), I
∗
N
k = I∗k \ (I∗Rk
⋃
I∗W
k) to the elements of the set R =
{UkR, I∗Rk, k ∈ K}.
4 Sensor Location Problem
Let’s consider the finite connected directed multigraph G = (I, U). We
assume, that for a fixed k ∈ K the graph Gk = (Ik, Uk) is symmetric – that is:
if (i, j)k ∈ Uk, then (j, i)k ∈ Uk. We note that the graph Gk is not undirected:
the flow on arc (i, j)k, in general, will not be the same as the flow on arc (j, i)k.
To designate this distinction, we refer to the graph Gk = (Ik, Uk) as a two way
directed graph.
We represent the traffic flow by a network flow function x : U → R that
satisfies the following system:∑
j∈I+i (Uk)
xki,j −
∑
j∈I−i (Uk)
xkj,i =
{
xki , i ∈ I∗k ,
0, i ∈ Ik\I∗k , k ∈ K,
(10)
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where I∗k ⊆ Ik, k ∈ K is the set of nodes with variable intensities, xki is the
variable intensity of node i ∈ I∗k . If the variable intensity xki of node i is positive,
the node i is a source; if it is negative, this node i is a sink. For system (10) the
following condition is true:
∑
i∈Ik
xki = 0 for fixed k ∈ K. According to Theorem
1 if I∗k 6= ∅, then the rank of the matrix of system (10) for a connectivity graph
Gk = (Ik, Uk) for fixed k ∈ K is equal to |Ik|.
In order to obtain information about the variables xkij for the arcs (i, j)
k ∈
Uk and variable intensities xki of nodes i ∈ I∗k , k ∈ K sensors are placed at the
nodes. The nodes in the graph with sensors we call monitored ones and denote
the set of monitored nodes M where M =
⋃
k∈KMk,Mk ⊆ Ik, k ∈ K. We
assume that if a node ik (further i) is monitored, we know the values of flows
on all outgoing and all incoming arcs for the node i ∈Mk:
xkij = f
k
ij , j ∈ I+i (Uk), xkji = fkji, j ∈ I−i (Uk), i ∈Mk, k ∈ K.
If the set M includes the nodes from the set I∗k , then we know the values of flows
for all incoming and outgoing arcs for the nodes of the set M and we know also
the values
xki = f
k
i , i ∈Mk
⋂
I∗k , k ∈ K.
Consider any node i ∈ Ik of the network Gk = (Ik, Uk). For every
outgoing arc (i, j)k ∈ Uk for this node i let’s determine a real number pkij ∈ (0, 1]
which denotes the corresponding part of the total outgoing flow
∑
j∈I+i (Uk)
xkij from
i which leaves along this arc (i, j)k. That is, xkij = p
k
ij
∑
j∈I+i (Uk)
xkij .
If |I+i (Uk)| ≥ 2 for node i ∈ Ik then we can write the flow along
all outgoing arcs from node i in terms of a single outgoing arc, for example,
(i, vi)
k, vi ∈ I+i (Uk):
xki,j =
pki,j
pki,vi
xki,vi , j ∈ I+i (Uk) \ vi. (11)
This process continues for each node i ∈ Ik, if |I+i (Uk)| ≥ 2, k ∈ K.
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So we shall formulate the sensor location problem: what is the mini-
mum number of monitored nodes
M =
⋃
k∈K
Mk
such that system (10) has an unique solution?
For the case when the system of the linear equations for the traffic is
homogeneous, combinatory properties of algorithm for the solution of the sensor
location problem are considered in [5].
Let’s substitute the flows on all outgoing and all incoming arcs for the
nodes M =
⋃
k∈KMk:
xkij = f
k
ij , j ∈ I+i (Uk), xkji = fkji, j ∈ I−i (Uk), i ∈Mk, k ∈ K
to the equations of system (10).
If |I+i (Uk)| ≥ 2 for the node i ∈ Ik then we can write the flow along all
outgoing arcs from node i in terms of a single known outgoing flow arc fki,vi , for
example, for the arc (i, vi)
k, vi ∈ I+i (Uk), where xki,vi known xki,vi = fki,vi :
xki,j =
pki,j
pki,vi
fki,vi , j ∈ I+i (Uk) \ vi. (12)
This process continues for each node i ∈ Ik, if |I+i (Uk)| ≥ 2, k ∈ K.
Also, we substitute (12) to the equations of system (10), i ∈ Ik, k ∈ K.
Let’s delete from graphs Gk = (Ik, Uk), k ∈ K the set of the arcs and nodes on
which the arc flows and values xki are known. Then we have a new multigraph
G = (I, U), which consists of the set of graphs G
k
= (I
k
, U
k
), k ∈ K, where
G
k
= (I
k
, U
k
) is, in general, a disconnected graph G
k
, corresponding to a certain
type of flow k ∈ K. We denote for each multiarc (i, j) ∈ U of multigraph G
the set K(i, j) = {k ∈ K : (i, j)k ∈ Uk} of types of flow transported through a
multiarc (i, j).
The new multigraph G consists of components of connectivity. Some
components of connectivity could not contain nodes of the set I
∗
k, where I
∗
k is
the set of nodes with variable intensities of graph G
k
, k ∈ K.
If |I+i (U
k
)| ≥ 2 for the node i ∈ Ik then we can write the flow along all
outgoing arcs from node i in terms of a single unknown outgoing flow along arc
xki,vi , for example, for the arc (i, vi)
k, where xki,vi is unknown flow:
74 L. Pilipchuk, T. Vishnevetskaya, Y. Pesheva
xki,j =
pki,j
pki,vi
xki,vi , j ∈ I+i (U
k
) \ vi, i ∈ Ik, k ∈ K. (13)
The system (10) and (13) for multigraph G = (I, U) will be the following
one:
∑
j∈I+i (U
k
)
xki,j −
∑
j∈I−i (U
k
)
xkj,i =
{
xki + bi, i ∈ I
∗
k,
aki , i ∈ I
k \ I∗k, k ∈ K
(14)
∑
(i,j)∈U
∑
k∈K(i,j)
λ
k,p
ij x
k
ij = 0, p = 1, q, (15)
where ai, bi, λ
k,p
ij – are constants.
Let’s state the steps of the algorithm for modelling of the set
⋃
k∈K(I
k \
M∗k ) for the given set M =
⋃
k∈KMk for the new multigraph G.
Step 1. Construct cuts
⋃
k∈K CC(Mk) for the set of monitored nodes
M =
⋃
k∈KMk.
Step 2. Find the nodes of the set I(CC(M)) = I(
⋃
k∈K CC(Mk)).
Step 3. Construct the set M+k = I(
⋃
k∈K CC(Mk)) \Mk, k ∈ K.
Step 4. Form sets M∗k = Mk
⋃
M+k and I
k \M∗k , k ∈ K.
The part of the unknowns of the system (14) – (15) are the flows for
outgoing arcs from the nodes of the set Ik \M∗k , k ∈ K. Also the unknowns in
the system (14) – (15) are the variable intensities xki , where i ∈ I
∗
k, k ∈ K for
the new multigraph G = (I, U). The new multigraph G consists of components
of connectivity. If the fixed component of connectivity of the new multigraph
G = (I, U) contains nodes of the set I
∗
k, then according to Theorem 1, Theorem
4 computes the rank of the matrix of system (14) since system (14) – (15) is
a private case of the system (1) – (2) for that component of connectivity. If
a fixed component of connectivity of the new multigraph G = (I, U) doesn’t
include the nodes of the set I
∗
k, we use the theory of decomposition [2] for that
component of connectivity.
The system (14) – (15) has an unique solution for the given set M if and
only if the rank of the matrix of system (14) – (15) is equal to the number of
unknowns of the system (14) – (15). For computing the rank of the matrix of
system (14) – (15) we use theoretical-graphical properties of the structure of the
support according to Theorem 6.
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