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The traditional way of stereoscopic rendering requires rendering the scene for left and right eyes
separately; which doubles the rendering complexity. In this study, we propose a perceptually-based
approach for accelerating stereoscopic rendering. This optimization approach is based on the Binocular
Suppression Theory, which claims that the overall percept of a stereo pair in a region is determined by
the dominant image on the corresponding region. We investigate how binocular suppression
mechanism of human visual system can be utilized for rendering optimization. Our aim is to identify
the graphics rendering and modeling features that do not affect the overall quality of a stereo pair when
simpliﬁed in one view. By combining the results of this investigation with the principles of visual
attention, we infer that this optimization approach is feasible if the high quality view has more intensity
contrast. For this reason, we performed a subjective experiment, in which various representative
graphical methods were analyzed. The experimental results veriﬁed our hypothesis that a modiﬁcation,
applied on a single view, is not perceptible if it decreases the intensity contrast, and thus can be used for
stereoscopic rendering.
& 2009 Elsevier Ltd. All rights reserved.1. Introduction
Technologies underlying 3D autostereoscopic displays have
matured to the point that several commercial products are now
available in the mass market. These displays are an extension of
the conventional 2D displays, by their ability to emit a different
image for each eye. Binocular head-mounted displays have also
matured to the level that they are widely used in a number of
applications. The main difﬁculty of these stereoscopic and
autostereoscopic displays is that they require a rendering phase
for each view, which multiplies the rendering time by the number
of views. Consequently, there is a need to optimize solutions for
stereoscopic rendering.
The traditional way of stereoscopic rendering is to handle the
left and the right eye views separately, which is still the model in
use in graphics APIs such as OpenGL [1]. A number of stereoscopic
and multi-view rendering techniques have recently been pro-
posed. These approaches can be categorized as pipeline-based
solutions, which aim to optimize the rendering on the raster-
ization stage of the rendering pipeline [2–4]; and image-based
solutions, where one view is rendered using the graphics
rendering pipeline, and the other view is generated from this
image, using the correspondences of the two views [5–7].ll rights reserved.
x: +90 312 2664047.
bul).
ent.edu.tr (T. Capin).In this paper, we propose a new perceptually-based solution for
optimization, by utilizing the suppression theory of binocular
vision. According to the Binocular Suppression Theory, the less
dominant view will be suppressed by the dominant one; and
when the images from corresponding regions differ in an
appropriate way, they fuse but the disparities are registered and
used for impression of depth. It has been shown that the result of
which view suppresses the other depends on the visual properties
of the two images [8,9]. Section 2.2 overviews the Binocular
Suppression Theory that our solution is based on.
We investigate how binocular suppression mechanism can be
utilized for optimization, by comparing the effects of different
graphics rendering and modeling methods. Our aim is to identify
the rendering and modeling features that do not affect the overall
quality of a stereo image pair when simpliﬁed in one view. We
applied our approach to a number of representative and
commonly used methods used in rendering, including framebuf-
fer upsampling, mixed-level antialiasing, specular highlight,
mixed shading, mesh simpliﬁcation, texture resampling, and
mixed shadowing. We performed an experimental study in order
to evaluate each method’s perceptual effect on the overall
perceived 3D image, in terms of quality, sharpness, depth, and
comfort. The experimental results show that the overall perceived
stereo image quality is not affected when one of the views is
modiﬁed by a technique that decreases the intensity contrast. On
the other hand, when a modiﬁcation that increases the intensity
contrast is applied on a single view; it will be visible and the
overall perceived stereo image quality will be affected towards
the modiﬁed image.
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A. Bulbul et al. / Computers & Graphics 34 (2010) 145–157146The main contributions of this study are as follows: a new approach for stereo rendering optimization, based on
the usage of different stimuli, each with different quality, for
each eye, a content creation guideline, describing when it is appropriate
to use each optimization, a formal experimental study to verify the proposed hypothesis.
The rest of the paper is organized as follows. First, we survey
previous work on stereoscopic rendering methods and Binocular
Suppression Theory. Then, we explain our perceptually-based
approach and the graphical methods we have used. Lastly, we
provide the experiment design and our analysis of the results.Fig. 1. Binocular rivalry mechanism. When the left-eye (top-left) and right-eye
(top-right) views are shown, the combined view (bottom) merges the dominant
regions from the two views.2. Previous work
2.1. Stereoscopic rendering optimization
A number of techniques have been proposed to optimize
stereoscopic rendering. The ﬁrst group of solutions follows a
graphics pipeline-based approach, by utilizing the coherence
between neighboring views. Adelson and Hodges [10] simulta-
neously render a triangle to both images by using the x-axis
coherence in device coordinates to accelerate the stereoscopic
rendering process. Kalaiah and Capin [4] propose a GPU-based
solution that reduces the number of vertex shader computations
needed for rendering multiple views, the vertex shader is split
into two parts – view-independent and view-dependent. Per-
forming vertex shader computations once for the view-indepen-
dent part, instead of per-view calculation, reduces the rendering
complexity. Hasselgren and Akenine-Moller [3] propose a multi-
view pipeline-based method, called approximate rendering,
where fragment colors in all neighboring views can be approxi-
mated from a central view when possible. As a result of
approximate rendering, many per-pixel shader instructions are
avoided.
Another group of solutions uses an image-based approach. In
these solutions, one view is reconstructed from the other, 3D
rendered view, by exploiting the similarity between the two
views. In these techniques, the rendering time of the second
image depends on only the image resolution, instead of the scene
complexity, therefore saving rendering computations for one
view. Fu et al. [5] compute the right image by warping the left
image; however the resulting image contains holes, which require
to be ﬁlled by interpolation. Wan et al. [6] ﬁll these holes by
raycasting. Similarly, Fehn [7] uses a depth buffer to generate
multiple views from a single image. Blurring the depth buffer by a
Gaussian ﬁlter is used for handling the hole-ﬁlling problem. Zhang
et al. also use depth images to generate the second view [11]. In
this method, the image for one view is used to construct a depth
image, and then the second view is constructed using this depth
image. Lastly the holes that occur in the previous step are ﬁlled by
averaging the textures from neighboring pixels. Halle uses
epipolar images that contain the rendered primitives interpolated
between the two most extreme camera viewpoints for extracting
the in-between views [12]. Stereo images produced with these
techniques are generally an approximation to the original stereo
image rendering result.
Finally, a third group of solutions has been proposed for
stereoscopic rendering optimization targeted for ray tracing and
volume rendering. Adelson and Hodges [10] propose a solution to
stereoscopic ray tracing, where a ray-traced left image is used to
construct part of the right image and the rest of the right image iscalculated by ray tracing. He and Kaufman [13] speed up
stereoscopic volume rendering by re-projecting the samples for
the left view to the right image plane and compositing several
samples simultaneously while raycasting.
2.2. Binocular suppression
Our approach uses the Binocular Suppression Theory for
binocular vision. According to this theory, when dissimilar
images are shown to each eye, one of the views suppresses the
other at any one time, and the dominating view alternates
over time. But when similar images (e.g. in a stereo pair) are
shown to each eye, similar images falling on corresponding
retinal regions form a unitary visual impression, while each
region in the visual ﬁeld contains input from a single eye at any
one time [8].
Even though the actual process of the binocular vision is not
fully identiﬁed, there are cases which support the Binocular
Suppression Theory in perception research. For instance, in an
experimental study, subjects were asked to wear a lens for
myopia for one eye, and hyperopia for the second eye, and were
observed to see all distances in sharp focus, because the focused
image suppresses the unfocused eye. This further supports the
Binocular Suppression Theory that one view is suppressed by the
other, with no effect on the ﬁnal percept [8].
According to the Binocular Suppression Theory, when one view
is suppressed by the other, a perceptual competition occurs
between the two views. This is known as binocular rivalry and
this property has been studied extensively. Asher states that
rivalry occurs in local regions of the visual ﬁeld, and only one
eye’s view is dominant within these regions [14]. Fig. 1 illustrates
this mechanism. In the combined view, the teapot and the glass
completely suppress the corresponding portion of the green
ground seen by the other eye. Blake et al. also examined the
principles of the binocular vision and claimed that stronger
competitors have larger dominance [13]. For instance, a high-
contrast ﬁgure will dominate over a low-contrast one, or a
brighter stimulus has an advantage over a dimmer one from the
perspective of predominance.
Once the binocular rivalry mechanism is conﬁrmed, the next
question becomes: what are the factors that affect the strength of
a region for rivalry? Yang et al. state that a pattern with higher
spatial frequency in one eye suppresses a pattern with lower
spatial frequency in the other eye; therefore it is stronger [8].
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Fig. 2. Left: traditional stereoscopic rendering approach, Right: our rendering approach for optimization. On the upper images, the object space is illustrated along with the
viewpoint. The images below show the corresponding left and right eye views of the above scene. The right view on the mixed stereoscopic rendering approach is
generated with lower quality caused by simplifying a set of modeling and rendering features.
A. Bulbul et al. / Computers & Graphics 34 (2010) 145–157 147Similarly, a region becomes stronger when the contrast [15] or the
number of contours increase, which in turn cause a higher spatial
frequency. Color variance also has a positive effect on stimulus
strength [16]. One other factor that causes a stimulus to be
stronger is motion [8]. According to Breese, a moving grating has
an advantage over a stationary one and the strength increases as
the speed of motion increases [8].
Binocular Suppression Theory has recently gained interest in
the image processing and compression ﬁelds. Perkins [17] studied
mixed-resolution stereo image compression where one view is
low-pass ﬁltered and has lower resolution, and demonstrated
that the resultant 3D percept is of adequate image quality,
when compared to the reference content. In a related work,
Berthold showed that apparent depth is relatively unaffected by
spatially ﬁltering both channels of a stereo image [18]. Therefore,
the image processing research to-date suggests that it is possible
to low-pass ﬁlter one or both views of a stereo pair without
affecting the subjective impression of sharpness, depth, and
quality of the image sequence. Stelmach et al. [18] has built on
these results, and presented a solution for mixed-resolution
stereo image compression, and provided favorable experimental
results.3. Approach
In this paper, we present a Binocular Suppression Theory based
approach to stereoscopic graphics rendering. The proposed
method exploits the fact that the overall perception of the stereo
pair in a region will be determined by the dominant image on the
corresponding region, instead of summation of the effect of two
images. Our goal is to explore how the rendering quality can bereduced in the suppressed view, without reducing the overall
perceived quality of the rendered 3D image. If such features can
be detected, rendering computations of those features for one eye
can be reduced, thus increasing the overall speed of rendering.
Fig. 2 illustrates the traditional and proposed mixed
stereoscopic rendering approaches. In the traditional approach,
the left and right views are generated with the same rendering
technique and the same quality. On the other hand, in the
proposed approach, two views can have different parameters of
rendering – one of the views is generated with the original quality
and the other view with lower quality, thus decreasing the overall
rendering cost. However, this approach is feasible when the
overall quality of the ﬁnal 3D percept is determined by the high
quality image.3.1. Mixed stereo methods
The proposed mixed stereoscopic rendering method manip-
ulates various graphics rendering and modeling conditions, in
different levels of intensity. In this work, a number of representa-
tive and commonly used methods, which are employed in virtual
environments, have been investigated. These methods include
framebuffer upsampling, mixed-level antialiasing, specular high-
light removal, mixed shading, mesh simpliﬁcation, texture
resampling, and mixed shadowing. Table 1 and the rest of this
section illustrate the used methods in detail.
Framebuffer upsampling: In framebuffer upsampling, the 3D
scene is rendered to a smaller framebuffer in one view, and then
this buffer is upsampled to match the framebuffer resolution for
the high-quality view. In this paper, 4 different sizes of frame-
buffers have been used, each level halving the width and height of
ARTICLE IN PRESS
Table 1
Methods used for mixed stereoscopic rendering.
Method Levels Image A – image B
Framebuffer upsampling Level 1: original (image A)
Level 2: 12 size (image B)
Level 3: 14 size
Level 4: 18 size
Mixed-level antialiasing On: antialised (image A)
Off: not-antialiased (image B)
Specular highlight On: specular highlight is used (image A)
Off: specular highlight is not used (image B)
Mixed shading Level 1: phong shaded (image A)
Level 2: gouraud shaded (image B)
Mesh simpliﬁcation Level 1: original mesh (image A)
Level 2: # faces=12 of original
Level 3: # faces=14 of original (image B)
Level 4: # faces=18 of original
Texture resampling Level 1: texture size 512512 (image A)
Level 2: texture size 256256
Level 3: texture size 128128
Level 4: texture size 6464 (image B)
Mixed shadowing On: shadows are used (image A)
Off: shadows are not used (image B)
A. Bulbul et al. / Computers & Graphics 34 (2010) 145–157148the previous level (1/4 area of the previous size). For upsampling,
the Lanczos resampling algorithm has been used [19].
Mixed-level antialiasing: Antialiasing, based on sampling more
than one sample per pixel, is used widely in graphics applications.
Different sampling patterns have been proposed, including Grid,
Checker, Quincunx sampling schemes [20]. Although hardware-
based antialiasing solutions are fast, processing of more than one
sample per pixel is still required. Therefore, in the mixed
antialiasing method, one of the views is rendered using antialias-
ing, and the other view is rendered with antialiasing turned off.
Although different antialiasing schemes could also be used for thetwo views, one of the views is rendered with no antialiasing, to
better illustrate its effect. In this work, a 33 grid super-sampling
is used as the antialiasing method [20].
Specular highlight removal: Specular highlight is the bright spot
on a reﬂector surface caused by the reﬂection of the light, which
depends on the viewing angle. In computer graphics, specular
highlight is simulated in various specular reﬂectance models such
as Phong, Cook-Torrance, etc. [21]. In this work, the Phong model
is used to exhibit the specular highlight for one view, and the
specular component of the material for the other view is ignored,
resulting in a pure Lambertian reﬂectance model [22].
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Fig. 3. Gaussian pixel widths for the nine scales used in the intensity contrast
calculation. Scale s=0 corresponds to the original image, and each subsequent
scale is coarser by a factor 2. On the right, two examples of the six center-surround
DoG ﬁlters are shown, for scale pairs 2–5 and 4–8. [29].
A. Bulbul et al. / Computers & Graphics 34 (2010) 145–157 149Mixed shading: In order to investigate the effects of illuminat-
ing two views with different interpolation methods, we imple-
mented Phong and Gouraud shading, which are widely used in
computer graphics. In Phong shading, normals are interpolated
when calculating the color values inside a polygon in order to
obtain a smooth appearance [23]; whereas in Gouraud shading
only the colors are interpolated with lower cost [24]. Although a
wide variety of advanced shading techniques, such as the use of
BRDF, have been recently used, we have chosen two widely-used
solutions for illustrating the effect of mixed shading.
Mesh simpliﬁcation: In order to determine the effects of object-
based techniques, mesh simpliﬁcation is employed for all objects
in one view. The simpliﬁcation is done using the Quadric Edge
Collapse method [25]. The number of faces of a mesh in a level is
approximately half of the number of faces in the previous level
(Table 1).
Texture resampling: To verify the effect of mixed-resolution
textures in a scene, a texture resampling method is employed. In
this method, the textures in the scene are rendered with lower
resolution in one view. Various levels of texture resampling have
been used: the size of the texture map used for a level is half of
the previous level in terms of both width and height (Table 1).
Linear ﬁltering is used for resampling of the texture images [26].
In this work, further methods for antialiasing of textures, such as
mipmapping or anisotropic ﬁltering, are not tested, to verify only
the resampling effect.
Mixed shadowing: As adding shadows to a 3D scene requires
expensive calculations, avoiding these calculations for one view
without affecting the ﬁnal 3D percept would be an appropriate
optimization. In the Mixed Shadowing method, no shadow is used
for one view; and point light sources with hard shadows are used
for the second view [27].3.2. Intensity contrast
According to the Binocular Suppression Theory, the methods
described above are effective when the regions in the simpliﬁed
view are suppressed by the high-quality view. Therefore, the
properties of an image, which allow a view to be suppressed, and
which therefore keep the modiﬁcation unnoticed, should be
characterized.
Previous studies suggest that stronger competitors (e.g.:
higher spatial frequency, more color variance or a faster motion)
are more likely to suppress [9,8]. According to our observations,
the properties that make the competitors of the binocular rivalry
stronger are also the features that attract visual attention: The
regions which attract more attention are likely to be the
candidates for being strong competitors in a stereo pair. Itti and
Koch [28] state that the visual attention is selective, and eye gaze
is oriented towards regions that show large contrast, and these
regions can be deﬁned as salient. According to Itti, a region is more
salient – thus attracts more attention – when it differs from its
surroundings regarding a number of properties, such as intensity,
color opponency, motion, and orientation [28]. These properties
are consistent with the properties that increase the strength of the
competitor.
To measure the strength of a view, we use a heuristic, intensity
contrast, and obtain the change in the image intensity contrast
caused by a modiﬁcation, to decide whether it is sufﬁcient to
apply the modiﬁcation to only a single view. For this purpose,
we have followed the saliency calculation method [29], in
which a center-surround mechanism is used to compute three
separate saliency maps for three channels: intensity, color
and orientation. In our work, only intensity maps are needed,
since the methods used for modiﬁcation do not have a signiﬁcanteffect on the color and orientation attributes of the stereoscopic
image.
The ﬁrst step in calculating the intensity contrast map of an
image is extracting the intensity map of the image. The average of
the RGB values in a pixel gives the intensity value:
I¼ RþGþB
3
Then, the intensity contrast map is generated from the
intensity image using a center-surround operator [29]. In this
method, DoG (Difference of Gaussian) ﬁlters are calculated as the
difference of Gaussian ﬁlters in ﬁne (center) and coarse (sur-
round) scales. The center consists of the pixels with a closer
distance than QUOTE and the surround consists of the pixels with
a closer distance than s=c+d, where cA{2,3,4} and dA{3,4}.Thus,
six DoG ﬁlters are calculated using ﬁne and coarse scales as {2–5,
2–6, 3–6, 3–7, 4–7, 4–8} (Fig. 3) and each of them is used to
generate an intensity contrast map. These six maps are added
pixel by pixel to construct a ﬁnal intensity contrast map.
Fig. 4 shows a pair of intensity contrast maps and their
difference. In this ﬁgure, brighter regions in the intensity contrast
maps show the parts with greater intensity contrast. To calculate
the effect of a modiﬁcation on the intensity contrast; intensity
contrast map of the modiﬁed image (rendered with low quality) is
subtracted from the intensity contrast map of the original image.
In Fig. 4, the positive values are colored as blue and the negative
values are colored as yellow. The negative values on the result
(yellow regions in the ﬁgure) indicate an increase in the intensity
contrast due to the modiﬁcation.
We are proposing that if the intensity contrast of a view is
greater than the other view, it has the privilege of being
dominant. Hence, we are hypothesizing that if the intensity
contrast of the modiﬁed view is lower than the original image,
then the optimized pair provides the same percept as the result of
the traditional rendering. On the other hand, if a modiﬁcation
raises the intensity contrast, its effect will be perceived when it is
applied on one of the views. Therefore, if this kind of modiﬁcation
reduces the quality, it cannot be used as an optimization since the
quality of the overall percept is determined by the low quality
image. Fig. 5 summarizes our hypothesis.
Note that it is sufﬁcient to use the intensity contrast change
map only at the beginning of the optimization process, in order to
estimate whether a method is suitable for our optimization
approach. If a method is decided to be suitable for optimization, it
can be applied without recalculating the intensity contrast change
map at each frame.
Fig. 6 contains sample intensity contrast change maps of the
applied methods. According to our hypothesis, a modiﬁcation is
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Fig. 4. Top left: original image, top right: modiﬁed image, bottom left: intensity contrast map of the original image, bottom middle: intensity contrast map of the modiﬁed
image (Brighter regions are the parts with higher intensity contrast in the intensity contrast maps.), bottom right: calculation of intensity contrast change (Difference of the
two intensity contrast maps results in the right-most image, where the blue (dark) regions are the parts that the intensity contrast is greater in the original image and
yellow (bright) regions are the opposite.). (For interpretation of the references to colour in this ﬁgure legend, the reader is referred to the web version of this article.).
Fig. 5. Summary of the hypothesis. Optimized pair provides the same percept if the intensity contrast of the modiﬁed view is lower than the original (ContrastHigh:
intensity contrast of high quality image). Note that, the low quality image does not have to be the right view; it is also possible to decrease the quality of the left view.
A. Bulbul et al. / Computers & Graphics 34 (2010) 145–157150not recognizable in blue regions of the intensity contrast change
map. For instance, the intensity contrast change map of the
specular highlight method contains only blue; therefore we
expect that the image with the specular highlight will suppress
the other image in the ﬁnal percept, and this method is suitable
for our optimization approach. In framebuffer upsampling and
texture resampling methods; blue regions are considerably more
than the yellow regions which also lead us to expect that original
images are dominant in general. Thus, these methods are
expected to be appropriate for stereoscopic rendering
optimization. The yellow regions cover a large area in the
ﬁgures of antialiasing and mesh simpliﬁcation methods,
therefore these methods are not suitable for our optimization
approach according to our hypothesis. For mixed shadowing,
although the shadowed image has apparently more intensitycontrast in the borders of the shadow; the opposite holds for the
interior parts of the shadow. Hence, shadow is expected to be a
strong factor for suppression, therefore it should be applied on
both of the views. For mixed shading, even though there are
regions in which the Gouraud shaded image is dominant, Phong
shaded image is stronger in general.4. Experiment
We have implemented the proposed methods, and performed
a formal experiment to observe whether the use of each method is
perceptible. We have decided to base our work on users’
subjective ratings, instead of objective evaluation in which users
perform a task (such as measuring the time and error when
ARTICLE IN PRESS
Fig. 6. Intensity contrast change due to selected methods (level 1 and level 3 are used for the upsampling, mesh simpliﬁcation and texture resampling methods).
Table 2
Test cases for scalable methods.
Ref vs. test Ref vs. test Ref vs. test
1–1 vs. 1–2 2–2 vs. 1–2 3–3 vs. 1–2
1–1 vs. 1–3 2–2 vs. 1–3 3-3 vs. 1–3
1–1 vs. 1–4 2–2 vs. 1–4 3–3 vs. 1–4
Table 3
Test cases for non-scalable methods.
Ref vs. test Ref vs. test
on–on vs. on–off phong–phong vs. phong–gouraud
off–off vs. on–off gouraud–gouraud vs. phong–gouraud
A. Bulbul et al. / Computers & Graphics 34 (2010) 145–157 151placing an object at a depth with respect to another object). Our
subjective evaluation may cause rater bias in the results due to
the individual characteristics of the subjects; however, our
within-subject experiment design and statistical analysis de-
crease the effect of such bias.
Our main approach is to compare differences of two cases: one
of the cases is altering both left and right views in the same scale,
and the other case is altering only one of the views with a
different scale, using the methods in Table 1.
For the methods that can be applied in different scales, the ﬁrst
level is not modifying, and the fourth level is applying the method
with the greatest strength. The actual correspondence of the
scales for each method is shown in Table 1. For these methods,
comparison cases are shown in Table 2. In the table, each cell
corresponds to a comparison case. For instance, 1–1 vs. 1–2 stands
for the comparison of reference content in which the method is
applied with level 1 for both views, with the test content in which
the method is applied with level 1 for one view and with level 2
for the other view. Thus, there are 9 cases in total for each scalable
method.
For the methods with two levels, there are two options:
applying the method or not. The details of this type of methods
are also shown in Table 1, and the comparison cases for these
methods are shown in Table 3. In this table, ‘on’ stands for
applying the method and ‘off’ stands for not applying the method.
On the right side of the table, levels for the mixed shading method
are shown.4.1. Subjects
We have recruited 61 subjects: 47 males and 14 females with a
mean age of 24.6. The subjects were among voluntary under-
graduate and graduate students with computer science back-
ground; and most of them do not have previous experience on
rendering on stereoscopic displays. The subjects were not
informed about the purpose of the experiment. All have self-
reported normal or corrected vision.
4.2. Display
We have used a Sharp Actius AL3DU stereoscopic laptop,
which has an NVIDIA GeForce Go 6600 graphics processor and a
15-inch XGA (1024768) TFT 3D LCD display. In this display, the
3D effect is provided by the parallax barrier technology. 3D
perception is available for a single viewer, in a limited view angle
and in a limited distance.
4.3. Procedure
For the experiment design, we have followed the double-
stimulus continuous-quality scale (DSCQS) method [30]. Accord-
ing to this procedure, subjects were shown a content, either test
or reference, for about 10 s; after a 3 s break, they were shown the
other content. Then, both contents were shown for the second
time, to obtain the subjective evaluations. The order of the
reference and the test contents is determined randomly and
subjects do not know whether they see the reference or the test
content ﬁrst. This process is illustrated in Fig. 7.
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A. Bulbul et al. / Computers & Graphics 34 (2010) 145–157152Our rating scale was also consistent with the scale that is
recommended in ITU-R 500 [30]. A screenshot from our experi-
ment system is shown in Fig. 8. The rating scale is continuous and
red pixels show the subject’s rating for the corresponding ﬁeld. In
order to guide the users and prevent them from gradingFig. 7. Presentation of test material [30].
Fig. 8. Rating scales used for subjective assessments.
Fig. 9. Sample contents that are shown to the subjects (Top: saminconsistently, the rating scale provides equally-sized major
intervals, which are labeled as ‘‘bad’’, ‘‘poor’’, ‘‘fair’’, ‘‘good’’, and
‘‘excellent’’, and minor intervals inbetween.
In the experiment, there are 3 methods with 9 comparison
cases and 4 methods with 2 comparison cases (Tables 1–3). Thus,
in total, there are 35 (=93+24) different cases to be
evaluated. Either 10 different videos or 25 different images were
used per case on average (A sample of the test images are shown
in Fig. 9.). Each case is tested 15–20 times in total. For this
purpose, each subject performed the experiment for about
30 min, including a training case at the beginning and a 5 min
break in the middle of the experiment.4.4. Assessment of contents
Subjects evaluated both test and reference contents of all the
cases separately, with respect to four criteria, as shown in Fig. 8.
These four criteria are commonly used in the perceptual evaluation
of stereoscopic contents [18,31,32]. The meaning of each criterion
was explained to the viewers before the experiment begins. The
motivation behind selecting these grading criteria is as follows:
Quality: The primary goal of the experiment is to compare the
quality of test and reference pairs. Quality denotes the perceived
overall visual quality of the shown content.
Depth: This criterion measures the apparent depth as reported
by the user. Since stereoscopic displays are most beneﬁcial for
providing a better sense of depth, the effect of various modiﬁca-
tions on apparent depth should be taken into account. For
instance; if any modiﬁcation that seems to retain quality causes
a considerable amount of decrease in depth perception, the
proposed optimization approach would be ineffective.
Sharpness: This criterion is the subjective clarity of the details in
an image, which is an important factor while evaluating graphical
or image-based contents [18]. Sharpness has also been reported to
be well correlated with the quality of the contents[32,33].
Comfort: This criterion measures how distracting the scene is
to the users. The visual comfort of a stereoscopic content may be
affected by a number of factors such as left/right image
misalignment, bad content creation, convergence–accommoda-
tion conﬂict and difﬁculty of getting the correct viewing position
[34]. Therefore, the perceived comfort of a stereoscopic content is
also reported as important and widely-used as a criterion in
subjective experiments for stereoscopic displays [34,35]. Similar
to depth criterion, the resulting comfort of an applied method
should be taken into consideration to ﬁnd out whether it is
affected by our optimization approach.ples from test images, bottom: samples from test videos.).
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Fig. 11. Comparison of upsampling algorithms. Top-left & bottom-left: original
image, top-middle: level 2 image upsampled with Lanczos ﬁlter, top-right:
intensity contrast change map of top-middle image (compared to the original
image), bottom-middle: level 2 image upsampled with B-Spline ﬁlter, bottom-
right: intensity contrast change map of bottom-middle image (compared to the
original image).
Fig. 10. Experimental results for framebuffer upsampling method. Levels: 1—original, 2—12 size, 3—
1
4 size, 4—
1
8 size (Error bars show the 95% conﬁdence interval of the
mean.).
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To determine the difference between the reference and test
content, the Test minus Reference score was used. A score of zero
means that the test sequence was rated equivalently to the
reference sequence, and a negative score means that the test
content was rated lower than the reference content. Error bars in
the ﬁgures below show the 95% conﬁdence interval of the mean,
which corresponds to the range within which the mean is
expected to fall with 95% certainty. Data points in the non-
overlapping error bars indicate statistical difference at the
po0.05 level. For each of the 35 test cases, a paired samples t-
test was also applied; with po0.05 level to represent statistically
signiﬁcant difference between the pairs.
The parallax-barrier display that was used in the experiment
has a narrow range of correct viewing position. Occasionally, this
may cause a difﬁculty in getting the proper viewing position and
leads to abnormal ratings for the contents that are seen from the
wrong viewpoint. Therefore, it is likely to have outliers among the
experimental results. The outliers were detected as the ratings
that lie outside the region ofmean72 std dev [36], and the cases
reported by subjects.5.1. Framebuffer upsampling
Fig. 10 shows the experimental results of framebuffer
upsampling method. The quality and sharpness results show that
all mixed pairs (1–2, 1–3, and 1–4) are perceived better than 2–2
pair, without any loss of apparent depth and comfort. The
differences in sharpness are even larger for 3–3 pair, which is
consistent with the hypothesis. Furthermore, the 1–2 pair is close to
1–1 pair in all rating criteria. On the other hand, the 1–1 pair
statistically differs from 1–3 and 1–4 pairs, which may be the result
of the Lanczos algorithm that was used for upsampling. Therefore,
other upsampling algorithms, such as B-Spline based methods, may
ﬁt better to higher level of simpliﬁcation; since they result in
upsampled images that have lower intensity contrast (Fig. 11).
This pattern of results suggests that memory and computation
savings can be achieved with application of the framebuffer
upsampling method in Level 2 to one view, with equivalent
perceived quality and sharpness. Moreover, the cost of advanced
rendering techniques, such as real-time ray tracing, can be
decreased for one view by using framebuffer upsampling.
5.2. Mixed-level antialiasing
Fig. 12 shows that the mixed pair for antialiasing was rated
close in overall quality to the non-antialiased pair, whereas
antialiasing both views show higher quality than the mixed pair.
The results for perceived sharpness and comfort show a similar
pattern to results of perceived quality. On the other hand, the
results show that antialiasing has no effect on the apparent depth.
These results indicate that the antialiased image is suppressed
by the non-antialiased image. This outcome is in accordance with
our expectations, since antialiasing decreases the intensity contrast.
Thus, turning off antialiasing in only one view is not appropriate,
and it should only be applied or disabled on both of the views.
5.3. Specular highlight
The results for the specular highlight method are shown in
Fig. 13. It is apparent that the perceived quality, depth, sharpness,
and comfort of the mixed pair were rated similarly to the
reference pair, while the quality of the pair with specular
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Fig. 12. Experimental results for mixed-level antialiasing method. Levels:
on—antialiased, off—not antialiased (Error bars show the 95% conﬁdence interval
of the mean.).
Fig. 13. Experimental results for specular highlight method. Levels: on—specular
highlight used, off—specular highlight not used (Error bars show the 95%
conﬁdence interval of the mean.).
Fig. 14. Experimental results for mixed shading method. Levels: phong–phong
shaded, gouraud–gouraud shaded (Error bars show the 95% conﬁdence interval of
the mean.).
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pair. Therefore, removing specular highlight in one view in a
stereo pair has a small effect on the overall stereo image and thus
can be used for mixed stereo rendering.5.4. Mixed shading
Fig. 14 shows that the mixed shading pair was rated with
equivalent results to Phong-shaded pair, and with higher quality
than the Gouraud shaded pair. The explanation of this result is
that the intensity contrast is increased when Phong shading is
used instead of Gouraud shading, because the specular highlight
is more visible in Phong shading.
These results indicate that mixed shading provides a viable
alternative for stereoscopic rendering. Nevertheless, the situation
will probably not be the same when ‘‘extreme’’ shading methods,
such as ﬂat shading, are used for one view. Since ﬂat shadingincreases the intensity contrast by resulting in a color disconti-
nuity on the edges, ﬂat shaded view will be dominant against the
Phong shaded view on the edges.
5.5. Mesh simpliﬁcation
The results for the mesh simpliﬁcation method are shown in
Fig. 15. It is not possible to obtain a general inference by looking
at the quality, depth, sharpness, and comfort results. This
situation is not in conﬂict with our prediction, which is based
on the idea that intensity contrast is higher on the edges
(especially on the silhouette edges) and each mesh will
probably dominate on its own edges. Therefore, the perceived
3D mesh is likely not one of the meshes, but an unpredictable
combination of them.
As a result, it is not easy to predict the effect of a mixed pair on
the combined percept, while using meshes of different level of detail
for each view is not appropriate. However, simplifying the mesh for
a single view may be applicable if the silhouette is preserved. One
possible improvement may be application of a silhouette-preserving
mesh simpliﬁcation method which does not cause a signiﬁcant
increase in the intensity contrast of the simpliﬁed mesh.
5.6. Texture resampling
Fig. 16 shows that the quality responses of the 1–2 and 1–3
pairs were close to the original 1–1 pair. All the mixed pairs were
rated higher than the 3–3 pair, both for quality and sharpness.
These results meet our expectations. On the other hand, the
ratings for the 2–2 pair contradict our predictions. Our expectation
was that the 2–2 pair would be rated lower than the mixed pairs,
for which the quality is determined by the level 1 view according
to our hypothesis. A likely explanation of this contradictory
situation is as follows: In our experiment, we observed that the
resolution of the level 2 texture maps were already sufﬁcient for
our objects since the area to cover is smaller than the size of the
level 2 texture maps; so that the level 1 texture maps cannot
provide higher quality than the level 2 texture maps. In this
regard, if we consider the level 1 and level 2 texture maps as
similar in ﬁnal rendered image, the results seem to be consistent
with our expectation. In conclusion, the texture resampling
method provides a viable solution for stereoscopic rendering.
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Fig. 15. Experimental results for mesh simpliﬁcation method. Levels: 1—original mesh, 2—simpliﬁed to 12 of original face number, 3—simpliﬁed to
1
4 of original face
number, 4—simpliﬁed to 18 of original face number (Error bars show the 95% conﬁdence interval of the mean.).
Fig. 16. Experimental results for texture resampling method. Levels: 1—texture size 512512, 2—texture size 256256, 3—texture size 128128, 4—texture size
6464 (Error bars show the 95% conﬁdence interval of the mean.).
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Fig. 17 illustrates that the mixed pair has closer ratings for
quality to the case in which both views are not shadowed.
Furthermore, the original reference pair has signiﬁcantly higher
quality ratings than the mixed pair. These two results imply that
using shadows in only one view is not a feasible solution, as it
affects the perceived quality.
Another result inferred from the sharpness ratings is that
shadowed (on–on) and shadowless (off–off) reference pairs are
sharper than the mixed pair, and the difference is more apparent
while comparing the shadowed reference pair to the mixed pair.
This situation may be explained as follows: in a mixed pair, right
and left views may become dominant on different regions and this
decreases the sharpness of the perceived stimulus.
Consequently, using shadow for a single view is not appropriate
since it does not increase the quality and depth perception to a
higher level than the pair without shadows. A mixed pair is rated
to have lower comfort and sharpness than the reference pairs.5.8. Discussion
Table 4 summarizes the feasibility of using the selected
methods for mixed stereoscopic rendering, thus decreasing
rendering complexity. Our experimental results show that it is
possible to decrease the rendering cost of a 3D frame using
methods: framebuffer upsampling, specular highlight, mixed
shading, and texture resampling. However, this optimization
approach is not feasible for effects such as mixed-level
antialiasing and mixed shadowing.
Our hypothesis suggests that using different stimuli for each
eye can be used for optimization purposes if the applied effect
decreases the intensity contrast and as a result the high-quality
view dominates in the mixed pair. In the meantime, one
important point to consider is that the difference in levels
between the two views should not be increased signiﬁcantly.
For example, higher levels of upsampling in one view decrease the
perceived quality and depth, as the experiment results have
shown.
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In this section, we further demonstrate the performance gain
of the mixed-stereoscopic rendering approach, using the methods
indicated as feasible in Table 4.
The performance gain of the mixed stereo approach over
traditional stereoscopic rendering depends on the choice of theFig. 17. Experimental results for mixed shadowing method. Levels: on—shadows
are used, off—shadows are not used (Error bars show the 95% conﬁdence interval
of the mean.).
Table 4
Summary of the experiment.
Method Expectation
Framebuffer
upsampling
Upsampled view is suppressed
Mixed-level
antialiasing
Antialised view is suppressed
Specular highlight The view with specular highlight suppresses the other
Mixed shading Shaded with phong model suppresses the gouraud in general
Mesh simpliﬁcation Two meshes may not be perceived as a single mesh. Not appr
Texture resampling Texture mapped with higher resolution image suppresses the
Mixed shadowing Silhouette of shadows become apparent but may result in dis
shadowed regions
Table 5
Performance gains of the methods that are tested (The times shown in the table are the
indicate the stereoscopic rendering gain obtained by our mixed rendering approach ov
Method Approach Scene 1
Time (ms) Gain
Framebuffer upsampling Traditional 6.8 34%
Mixed 4.47
Framebuffer upsampling (Raytracing) Traditional 7500 34%
Mixed 4950
Mixed-shading Traditional 6.8 9.6%
Mixed 6.15
Specular highlight Traditional 6.8 3.4%
Mixed 6.57
Texture resampling Traditional 8.53 21.6%
Mixed 6.68
Texture resampling Traditional 16,900 5.5%
(Raytracing)method for rendering the scene. Using advanced rendering
techniques, such as BRDF, area light sources, anisotropic texture
ﬁltering, etc. will increase the advantage of our approach over the
traditional approach. However, in our performance measure-
ments, we only use simple rendering for the traditional rendering
case. Therefore, the performance gains demonstrated in this
section can be considered as close to worst-case results. The best-
case result of the performance gain for any method will be bound
by 50%, as we render one of the views in high quality.
Table 5 contains the stereoscopic rendering times of a frame
for traditional and mixed stereoscopic rendering approaches,
along with the performance gains in percentages by the mixed
stereoscopic rendering approach. We have measured the
rendering times of each method for scenes of different densities.
The complexity of the scenes increases from ‘‘scene 1’’ to ‘‘scene
4’’; the number of polygons used in ‘‘scene 1’’ through ‘‘scene 4’’
are close to 4000, 40,000, 400,000 and 4 million, respectively.
Framebuffer upsampling: We have tested the performance gain
obtained by the framebuffer upsampling method in both OpenGL
rendered and ray-traced scenes, in which one view is rendered with
full resolution and the other is rendered with quarter resolution.
Afterwards, the smaller image is upsampled to match the original
resolution. The ray-traced scene yields a signiﬁcant amount of
performance gain of 33%. In the OpenGL-rendering case, a similar
performance gain of 34% is reached in scene 1, in which the
rendering time is bound by the screen resolution. As the scenes get
denser from scene 2 to scene 4, the scene complexity becomes more
effective on determining the rendering time.
Mixed shading: We have implemented the mixed shading
method using the GPU-based implementations of Phong and
Gouraud shading models. In this method, an increase in theApplying to single view
Feasible
Not feasible
Feasible
Feasible (for phong–gouraud
case)
opriate to use Not feasible
other Feasible
comfort since brighter parts suppress inside the Not feasible
total times for rendering both left and right images of a frame. The gain columns
er the traditional method.).
Scene 2 Scene 3 Scene 4
Time (ms) Gain Time (ms) Gain Time (ms) Gain
9.48 18.3% 63.9 3.6% 445.1 0.9%
7.74 61.6 441
9820 33.6% 17,400 29.8% 40,600 32.8%
6520 12,200 27,300
9.48 8.7% 64.5 16.3% 445.1 18.8%
8.65 54 361.2
9.48 6.4% 64.5 13% 445.1 14.9%
8.87 56.1 379
16.08 21.1% 60.68 5.2% 95.24 2.1%
12.67 57.47 93.2
20,840 7.1% 46,680 8.3% 75,320 6.9%
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extent. For denser scenes (scene 3 and scene 4), a performance
gain of about 19% is reached; while for sparse scenes, approxi-
mately half of this gain is obtained.
Specular highlight removal: The specular removal method is tested
on the Phong shading model – both views are rendered using the
Phong shading model; while one of the views does not include the
calculations for specular component. The performance gain with this
method is 14% for dense scenes. As in the mixed shading case, the
performance gain is more recognizable in the dense scenes.
Texture resampling: We have tested the texture resampling
method in both OpenGL-rendered and ray-traced scenes; with
textures with one-fourth width and height of the original texture
for one view; and the original textures for the other view. The
performance gains in the OpenGL case are higher for the sparse
scenes in which each textured object covers larger area in the
scene compared to the denser scenes. We infer that, as the
number of different textures and the area of the textured objects
in the scene increase, the performance gain obtained by our
approach becomes more recognizable. In the ray-tracing case, the
performance gain does not change much according to the scene
complexity and is about at 7% over all of the scenes.7. Conclusion & future work
In this paper, we have presented a perceptually-based optimi-
zation approach for stereoscopic rendering, which makes use of the
binocular suppression mechanism of the human visual system. The
proposed method exploits the fact that the 3D perception of the
overall stereo pair in a region is determined by the dominant image
on the corresponding region, instead of summation of the effect of
two images. We have also introduced an estimate of the strength of
a view, called intensity contrast, and used it to estimate whether the
application of a method decreases the strength of that view. We
have performed a subjective experiment on the selected methods
and measured performance gains.
We conclude that decreasing the rendering cost for one view
may be an effective technique to increase the rendering
performance of 3D stereoscopic content, while retaining the
depth, quality, and sharpness of the original 3D rendering. The
following methods provide an effective solution: framebuffer
upsampling, specular highlight, mixed shading, texture resam-
pling. On the other hand, mixed-level antialiasing, mesh simpli-
ﬁcation, and mixed shadowing, produce unacceptably low levels
of quality and sharpness.
Our research plans for the future include the investigation of
further rendering and modeling solutions, such as silhouette
preserving mesh simpliﬁcation, techniques considering the effect
of animation, methods for adding the effect of different methods,
and the effects of longer term viewing of mixed sequences.
Furthermore, our plans include the application of our solution in
combination with other stereoscopic rendering solutions, which
were described in Section 2.1. Lastly, this approach can be
extended for multi-view rendering, considering the different
multi-view display technologies and their challenges.Acknowledgments
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