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1. INTRODUCTION 
In this paper we obtain sufficient conditions for the existence of periodic 
motion in a class of autonomous nonlinear differential equations of order 
greater than 2. Our approach is based on the decomposition of an equation 
into a linear and a nonlinear part. The analysis relies on some basic ideas from 
linear analysis and geometry and the existence of a periodic solution is con- 
cluded by an appropriate use of the Brouwer fixed-point theorem. 
The first results of the kind to be presented here were obtained by Rauch [l] 
for a class of third-order systems of the form 
hj;’ + (k, + k3AYN ji + k,&(Y) Y2 + g(y) 9 + y = 0. (1) 
This equation can be rewritten as 
(k,D3 + k,D2 + 1)~ + W2 + D)f(r) = 0 (DC;) 
where 
f(Y) = JoVdl) 4 (Notef(0) = 0). 
In this paper we consider the more general system of equations 
J’zW Y + Q@)~(Y) = 0 (I = 1, 2,..., y); YT = (YIY3 .*-rr) (2) 
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where I’[,(.) and QI( .) are relatively prime linear differential operators of 
degree n, and m, (n, < m,), respectively. We assume f(0) = 0 and that the 
function f( .) is sufficiently differentiable. 
Suppose f’(0) = k, . Then from (2) 
&D) Y i- QdW(Y) = 0 
where 
&(D) A f’,(D) + k,QdD) and f^(r) &f(y) - k,,~‘. 
Hence, without any loss of generality we can assume in Eq. (2) that 
f ‘(0) = 0. 
Sufficient conditions for a periodic solution are derived by means of a 
general topological principle which is often referred to as the torus principle 
(see Pliss [2]). Th e method is to first represent Eq. (2) in a convenient phase 
variable form 
i = G(x); G(0) = 0; x(t) E RR 
as discussed in Section 2. The principle then asserts the following: Suppose 
(i) a closed n-dimensional region D which is topologically equivalent 
to a solid torus is defined in R” such that the unique singular point x = 0 
lies outside this region; 
(ii) the vector field points inward at all points of the boundary of the 
region; and 
(iii) there exists a simply connected cross section Z such that orbits 
circulate in D and form a continuous mapping of Z into itself. Then an 
application of Brouwer’s fixed point theorem establishes a periodic orbit. 
The following sections of the paper look at each of the above points in turn. 
Conditions in terms of the linear operators P{(m) and Q1(.) and the nonlinear 
function f(.) are derived so that these requirements can be satisfied. 
2. THEOREM STATEMENT AND PHASE \r~~~~~~ REPRESENTATION 
Let I, denote the identity matrix of dimension n. Let H(s) = [Ql(s)/Pl(s)] 
denote the r-vector of rational functions of s, and define P(s) as the lowest 
common multiple of the polynomials P,(s), P2(s),..., P,.(s). Consider the 
following: 
LEMMA. Suppose P(s) has degree n. Then any triple (21, b, C} of matrices of 
dimension n x n, n x 1, and n x r, respectively, such that 
H(s) = CT(sI,, - -4)-l b 
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de$nes a phase variable representation 
3i = Ax - bf(y); x(t) E Rn; y = CTX (3) 
of Eq. (2). Moreover, there is no such representation of dimension less than n. 
Proof. Write H(s) = [Q,(s)/P(s)] where @(s) = P(s)Q,(s)/P,(s). Then 
from the definition of P(.), and since QZ(*) and Pl(.) are relatively prime, we 
conclude that Q1(.) and P(.) have no common factors for all 1. That 
H(s) = cT(& - 4)-l b follows by taking Laplace transforms. 
Since P(s) is given by the determinant of (~1, - A) and is the lowest 
common multiple of the polynomials Pi(s), there is no representation (3) of 
dimension less than n. 
We now develop a convenient phase variable representation of Eq. (2). 
Express the polynomial P(s) as 
P(s) = rJr [(s - pj)2 + wj2] . fi (s - A,) (L + 2J = n). 
j=l k=l 
The case where factors of P(s) are repeated can be treated as an arbitrary 
small perturbation of this case of distinct roots. 
Let 
A = diag(A, , A,}, (4) 
where 
A, = Pl ( wl ) ) A, = diag 
P2 w2 
1 c 
PJ WJ 
1 9 
h 
-w1 Pl --w2 p2 '...' -wJ PJ 
and where diag{A, B} denotes a block diagonal matrix with blocks 4, B. 
Then P(s) = det(s1, - A) as required. 
Assume for the moment that Y = 1 and consider the partial fraction expan- 
sion of H(s), viz. 
Let the components bj , cj of the vectors b, c be given by 
c2ipl = bzi-l; cpi = -b2i for i = 1, 2,..., J 
C,J+j b 2d+i = Yj 
where 
2 
CU+~ = b$+j forj = 1,2 ,..., L. 
(5) 
(64 
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Then from 
we have 
H(s) = C=(SI, - A)-’ b, 
bii-, - b’;, = pi , 2bei-lbzi = 41 for i = 1, 2,..., J 
where 
cTb = i pi + i yj 
i=l j=l 
WI 
gi G 4i + PiPi. 
Wi ’ 
and II b II* = II c II2 = i (pj” + ij’)l’* + i I yk I * 
j=l P=l 
Notice that the inverse Laplace transform of H(s) is 
h(t) = i (pi2 + ij2)l!* eoJf cos (wit - tan-l +) + f ykeAkl. 
j=l I k=l 
We prove the following 
THEOREM 1. Consider the diSferentia1 equation 
where 
W) Y + !a4 f(Y) = 0, f(0) =:f’(O) = 0 (7) 
Suppose the solution y(.) is ultimately bounded such that for some T < cc 
and M > 0, I y(t)1 < M for all t > T. Then Eq. (7) has a periodic solution if 
(a) q1 , p1 > 0; PI > - ql/pl and pj , A, < 0 for all j 3 2, k > I 
and 
(b) 0 < yf( y) < Ky* for 0 < 1 y / < M 
where 
K=Xl if J= 1, and L = 0, 
= minimum (K,,K,) forJ> l,L> 1 
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where 
K, = - (p,’ + &y (z;=2 (pjF+ gj2p2 + E:,“=l I Yk II 
and 
d = minimum{1 X, 1 , ( pj I}. 
k>l,j>Z 
We make two observations. First, a result for second-order equations can 
be obtained as a limit of the result for a third-order equation. To see this, 
consider 
Let the product y / X ) remain fixed and consider the limit as y approaches 
zero. It then follows that both Kl , K, (and hence K) approach infinity. 
Secondly, the constants Kl and K, are insensitive to certain changes in the 
order of the differential equation. For example, suppose we consider the 
(n + l)st-order equation 
P - 4 W)Y + (YW) + CD - 4 QP))f(A = 0 (A < 0). 
Here 
Y@) + (s - 4 Q(s) Q(s) y 
6 - 4 P(s) =qq+ s--x 
where Q(s)/P(s) is given by Eq. (5). Then, from Eq. (8) if 
Ihl 3d and I Y I < i (P,z + 4w2 + i I Yk I 
j=2 I;=1 
the change in Kl and K, is also “small.” Other variations in the order of the 
differential equation and in the residue of the poles of P(s) can be similarly 
investigated. 
A minor extension of Theorem 1 leads us to the following generalization: 
THEOREM 2. Consider the system of equations given in (2), where 
f(0) = f’(0) = 0. Assume JOY some I (= Z1) 
Qll(s) i Pjs + qj L 
- = j=l (s - pj)s -t Wj2 + ,c, s y”h, . Pz,(s) 
(9) 
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Suppose the solution y(e) is ultimately bounded such that for some T < co 
and M > 0, /) y(t)11 < M for all t > T. Then Eq. (2) has a periodic solution if 
(a) q1 , p1 > 0; p, 3 -ql/pl and pj, A, < 0 for all j 3 2, k 3 1, and 
(b) 0 3 yilf (3’) < KY:, for 0 < II y II < Jr 
where K is given by Eq. (8). 
For a simple illustration of this result consider 
The system of equations (2) then becomes 
9, - 2pj’, -t (p2 + 4 y1 + qf (?!I , yz) = 0 
J?? + AYZ + Yfh ,YJ = 0 
where we assume f(0, 0) = f’(0, 0) = 0. Assume the solution 
UC’> = Lb(*), Ye(.)) 
is ultimately bounded. Then the above equation has a periodic solution if 
(4 P, 4 > 0 
and 
(b) 0 ,< yrf(yr , ya) for all y E K”. 
The generalization (I > 1) relies on an extension of the phase variable 
representation developed for the case when r = 1. 
Let H,(S) := Q,(s)/P,(s) and let the r column vectors of the n x r matric C 
be denoted by c(l) for 1 = 1, 2,..., r. Denote the components of the vectors b 
and c(I) by bj and c:“, respectively. From H(s) = Cr(sl, - A)-l b we have 
H,(s) = dz)*(sI, - .A)-’ b (1 = 1, 2 ,...) r). (10) 
Assume ZIZ,~(S) is given by Eq. (9). Let ci’l) = cj , and let the matrix =1 and 
the components bj and cj’l) be given by Eqs. (4) and (6a), respectively. The 
relationships established in Eq. (6b) therefore hold for the bj and .$I). Having 
now chosen the matrix A and the vectors b and c ~1) of the representation (3), 
we must choose the vectors cu) for I # II such that Eq. (10) is satisfied for all 1. 
For each Z f I, , express 
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21, + L, = n, , the degree of Pi(s)) and let the components cl” be given by 
and 
for i = 1, 2,..., JI 
(1) 
&I) 
2Jcj =’ k forj = 1, 2 ,..., L, . 
Then it can be verified that Eq. (10) is satisfied for all 1, and hence, one parti- 
cular representation (3) for the case r > 1 is now well defined. 
3. ULTIMATE BOUNDEDNESS OF SOLUTIONS 
BOUNDEDNESS THEOREM [3]. Let v(x) be a continuously differentiable scalar 
function with the property that v(x) -+ Co as // x I/ 4 00. Ijfil(x) < E < Ofor all 
t >, 0 and for all x outside some closed and bounded set B, then solutions of the 
equation 
ci = Ax - bf(Fx); y = CTX (3) 
are ultimately bounded. 
Hence, there exist a T < co and M > 0 such that 
Moreover, 
II r(t)lI < iv for all t > T. 
A variety of sufficient conditions for boundedness in terms of the linear 
part of Eq. (3) as represented by the triple (./I, b, C> and the nonlinearity 
f(e) is known (see discussions in [2, 31). T wo such sets of conditions which 
occur frequently in engineering applications are presented below. 
Consider the Lyapunov function V(X) 1 x*P?c where P is symmetric and 
positive definite. Suppose there exists a row vector k,r such that 
A^ A A - bk,*CT has eigenvalues with negative real part. Then Eq. (3) [and 
hence (2)] is ultimately bounded if 1 f(y) - &*y 1 is bounded for all y. This 
is immediate from the expression 
e)(x) = x*(A*P + P&f) x - 2x=Pb(f(y) - k,*y). 
When y(t) E R, a result in [5] establishes ultimate boundedness under 
the following hypothesis: For large 1 y 1 the function f(.) satisfies 
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0 < yf(y) < K,y* for some k, 3 0, and there exist constants (II, p, K, > 0 
(a + /3 > 0) such that 
is positive real. [A real scalar function x(s) of a complex variable s is positive 
real if(i) the poles of z(s) lie in Re s < 0, or are simple on Re s = 0, at any pole 
on Re s = 0, the associated residue is nonnegative; (ii) ,a( jw) + z( -&) >, 0 
for all w, other than those values for whichjw is a pole of z(s).] 
We shall not deal further with this problem, but we shall assume by some 
means that ultimate boundedness of Eq. (2) can be established and that the 
constant ICI > 0 can be determined. 
4. A TOROIDAL INVARIANT SET 
LEMMA. Let A be given by Eq. (4) where p1 > 0 and all eigenvalues of A, 
have negative real parts. Suppose the solutions of 
k = 24x - bf (C’x); f(0) -f’(O) = 0 (3) 
are ultimately bounded. Let X~ denote a two vector consisting of the first two 
components of x. Suppose w(x) is an indejnite continuously di@entiable function 
with w(0) = 0 such that w(x)Izs=,, is negative definite. 
Then if zir(~)l,(~)=,, > 0, there exists a closed and bounded positively invariant 
set D not containing x = 0. 
Proof. Since w(x) is indefinite, the set L2, & {X E Rn: w(x) 3 0, s f 0} is 
nontrivial. Also by hypothesis, Q, is positively invariant. Further by ultimate 
boundedness, there exists a closed and bounded set B containing .v = 0 
which is positively invariant. 
Suppose there exists some closed neighgorhood N of x = 0 such that 
x(0) E Q,, - N implies x(t) $ N for all t > 0. Then D & B n Sz, - N is a 
closed and bounded set not containing x = 0 as required. The set D for n = 3 
is illustrated in Fig. 1. 
It therefore remains to prove the existence of such a neighborhood N. 
Define N = {X E R”: xsTP,x, < l 2, (1 x/I < y} where P, = P,* > 0 is the 
solution of 
p, 
( 
Pl WI + Pl 9 
-9 Pl > ( -1 PWl 1 
TPs=12. 
Then 
$ (xsrP& = 11 X, II2 - rsr diag(P, ,0) bf(Crx) 
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FIGURE 1 
Since f’(0) = 0, we conclude that (d/dt) (xTPp8) >, 0 for E, 17 sufficiently 
small, (but nonzero). 
Further, since the hyperplane {X E R": X, = O> does not belong to &, , 
x(0) E Ga - IV implies x(t) E G2, - IV for all t > 0. Q.E.D. 
By a minor extension of the results in [4], D is topologically equivalent to a 
solid torus. 
Let XT = (xd~~r) and br = (&r&r) where X, and b, are two-vectors. 
Choose 
w(x) = ]I xs 112 - Jj xt 112. 
Then from Eqs. (3) and (4), 
44 = 2~1 II x, II2 + 2xtTDx, + 2(-hTbT) xfb) 
where 
(11) 
D = diag{l p2 I I2 ,..., I pJ I &, 1 A, I , . . . . I AL I) > 0 
That is, 
ti(x) lw(&o > 2(p1 + a) II .x I)2 - 2 II b II II x II / j$) 1 II cCZ1) II II XII bQ1 = c(z2% 
where ;E A minimum,~,,k~I{~ pj I , 1 Al, I}. H ence, using the values of II b (1 and 
I\c(~~) !I = (( c (1 as determined in (6b), 
409/53/3-I4 
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5. A CONDITION FOR ROTATION 
We now have established a positively invariant region D which is topo- 
logically equivalent to a solid torus. To conclude the existence of a periodic 
orbit we must define a closed simply connected cross section Z, and show 
that the orbits in D form a continuous mapping of Z into itself. 
Let x = (xj}, and recall that ~(~1) = c = {cj} and b = {bj} are given by 
Eq. (0 
Consider the closed nonexact l-form 
gx) = “% dx, - 
x12 + x22 
dx, - 8 d[ln(x,” + Xsz)] g (g(x), d-r>. 
(13) 
Define the cross section Z by 
2 = 1~ E Rn: tan-l : - 2 ln(xr2 + x22) = 0 where - T < tan-r 01 < _ “1 . 
7 2 ! 
It therefore remains to show: For all x E D that 
(g(x), Ax - bf(C=x)) 2 6 > 0. 
From Eqs. (4), (6), and (13), 
where 
=1+ 
(4” i- V)Yllf(Y) _ R 
q1(x12 + x2*) 
, 
Therefore, assuming pi , q1 > 0, p, 3 -qi/pr , and x,f(r) > 0 we have 
<g(.v), dx - bf(Px)) > 8 > 0 if either 
(a) R<l,or 
(b) 
(b,” + V)YZ~~(Y) > R2 > 1 
q1(x12 + $2) ’ * 
That is, after some manipulations of condition (b), if 
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Given the function w(x) as defined by (1 I), 
W(X) >, 0 implies .q2 + .r22 2 t3 xj2, 
So from Eqs. (6) we conclude 
<g(x), Ax - bf(CTX)) >, s > 0 
if 
where 
Now suppose the solutions y(.) of Eq. (3) are ultimately bounded such that 
for some T < 03 and M > 0, 11 y(t)\\ < M for all t >, T. Then in order to 
apply the torus principle and thereby establish the theorems of Section 2, 
the conditions on f(y) as given by Eqs. (12) and (14) need only be satisfied 
for 0 <l\yil GM. 
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