Abstract. We show how a general analog of a classical theorem of Burchnall and Chaundy follows by a simple application of resultants of Ore polynomials. This is then supplemented with several examples. In the last section we provide bracket for generalized differential operators generalizing the Lie bracket for ordinary differential operators. We also pose, in our opinion, interesting questions that we feel should provide ample motivation for further study in this area.
0. This curve is computable via a differential resultant, i.e., the determinant of the matrix formed by the coefficients in It is then a fact that the power of t in all terms of the expanded determinant are the same and can thus be factored out, leaving a polynomial in x, y with complex coefficients annihilating the operators P and Q. Moreover, the points (x, y) on the curve BC are exactly the eigenvalues of the joint eigenproblem P ψ = xψ and Qψ = yψ. This defines a vector bundle over BC with sections being the eigenfunctions.
Burchnall and Chaundy's discovery was forgotten until I. Krichever in the 70's rediscovered their results in a series of papers concerned with integrable systems. Since then this theory has become somewhat of an industry. We refer to E. Previato's survey [Pre96] , although a bit outdated maybe, still a good way to get a feel for the subject. Another nice, rather gentle, introduction is provided by M. Mulase [Mul94] . For a more up to date state of the theory, we urge the reader to simply make an internet search and will thereby find numerous papers. The algebraicgeometrically inclined reader might enjoy D. Mumford's treatment [Mum78] .
In [HS00] was proved an analogous theorem of Burchnall and Chaundy for qdifference operators (in Mumford's paper there is a section on additive difference operators). This q-analog simply showed the existence of an annihilating curve, no procedure was given to actually construct one. However, in [LS03] , an exact analog of the resultant scheme of Burchnall and Chaundy was proposed and proved in a series of examples to yield a correct annihilating curve. No general proof was given to the effect of showing that this construction works in all cases.
This problem was remedied in [dJSS07] where a proof that this resultant scheme actually works to produce such an annihilating curve of two commuting q-difference operators, was given. Their argument is for the most part analytical and rather involved. To be precise, they produce a family of algebraic curves annihilating the two given operators.
In this paper we use a result of Z. Li [Li98] to prove a much more general result. In addition to this, the proof is much simpler (in fact, it is an easy application of Li's result) than the one given in [dJSS07] in the special case of q-difference operators.
The first thing to note is that q-difference operators are special cases of so-called σ-differential operators, built from σ (-twisted) derivations in the same way differential operators are built from derivations. Recall that a σ (-twisted) derivation is a k-linear maps ∂ σ on a k-algebra A such that
where σ is a k-algebra endomorphism. In the case of q-difference operators on an algebra of functions (say over C),
Notice, that there are various options of 're-scaling' these operators. Then a σ-differential operator is an operator on the form:
Secondly, we use a representation of these twisted operators as elements of Ore extension rings (or skew-polynomial rings). Now, given two commuting skewpolynomials representing two commuting twisted operators P and Q, the result of Li [Li98] is used to produce a family of commutative polynomials in two indeterminates (over subrings of the ring A generated by the coefficients of P and Q) annihilating P and Q.
In the first section we introduce a slightly more general version of Ore extensions than is normal and we call them 'M -valued Ore extensions'. We also give a rather general definition of twisted derivation operators and then show how to represent such operators in terms of elements of an Ore extension. Then in the second section we review the relevant parts of Li's work [Li98] . So, in section three we prove the main result which is actually nothing more than a two-line application of a result in [Li98] . Section four is devoted to some examples.
In [HLS06] , the present author together with J. Hartwig and S.D Silvestrov, introduced the notion of hom-Lie algebras as a suitable algebraic structure formed by twisted derivations, analogous to Lie algebras and ordinary derivations. This notion seems to be extremely well suited to study twisted derivations and automorphisms, such as q-difference operators, exactly as Lie algebras for derivations. The present paper ends with introducing a product on twisted derivation operators, generalizing the first order case of twisted derivations. This constitutes an unpublished part of [Lar06] and can be seen as an indication of how the above generalized hom-Lie algebras relate to the Burchnall-Chaundy theory of Ore extensions.
The present note is to a large part self-contained.
Acknowledgment. Thanks are due to Sergei Silvestrov for introducing me to this problem a long time ago in the special case of q-difference operators. The present note is the result of him bugging me to find an algebraic proof of the main result of [dJSS07] . Hopefully this is algebraic and simple enough for him (although he will berate me for not finding a closed expression of the general Burchnall-Chaundycurve).
M -valued Ore Extensions
All rings are unital and associative. Modules are by default left modules unless explicitly stated otherwise. Let k be a commutative ring, A a k-algebra and M an A-module. We denote the action of a ∈ A on m ∈ M by a.m.
Assume further that σ ∈ End k (A) and that ∆ A is an σ-derivation on A. Recall from the introduction that this is a k-linear map satisfying the σ-twisted Leibniz rule
In fact, by the associativity of the module structure of M , it is also necessary that ∆ A is an σ-derivation on A.
Put N 0 := N ∪ {0} and form
This is clearly a left A-module. We impose a right A-module structure as well by putting Lemma 2.1. This action is well-defined, that is, the action is associative
Proof. The proof follows easily by induction and the associativity of ∂ n σ as follows. We have for j ≥ 0,
Assume now that i > 0 and that the result holds for i − 1. Then
Extending linearly proves the claim. 
General derivations and σ-differential operators. Let Λ and M be Amodules and suppose given a k-linear action
• σ, ∆ : Λ → Λ, and
(2.1)
In our case τ = id. A σ-differential operator on (A, Λ, M ) is then a formal sum
with all but finitely many p i ∈ Λ, zero. It is clear that we can go back and forth bijectively between M -valued Ore extensions and σ-differential operators.
A σ-differential equation is an equation on the form
Just as for differential equations we can re-write σ-differential equations as a system of equations
, where ∆ σ is the canonical extension of ∂ σ to the freě A-module M :=Ǎ n . Re-writing the operator slightly (under some mild conditions onǍ and ∂ σ ) the module M together with Ψ is called a σ-difference module. Indeed, assuming that ∂ σ = α(id −σ) where α ∈Ǎ × and ∆ σ : M → M is the canonical extension of ∂ σ to M , then Φ := α −1 ∆ σ − id is a σ-semilinear morphism on M and so if Φ is invertible, the module M is endowed with a structure of σ-difference module (M , Φ) (cf. [DV02, Sau03] where the q-case is treated).
Notice that, if W is invertible (which is the case if and only if p 0 = 0), the solutions to ∆ σ X = W · X (or its re-write in terms of Φ) can be interpreted as an invariant problem: the solutions are the fixed points of
Remark 2.1. It seems reasonable to expect that there is a Tannakian structure involved here, but we have not as yet checked this in detail. In all likelyhood this is simply a matter of adapting the results and constructions of [DV02] to our present situation.
Resultants in Ore extensions
We will now review the relevant parts of [Li98] . Assume now that A is a commutative k-algebra. Let m be an (r × c)-matrix, r ≤ c,
The determinant polynomial of m is defined as
where m i is the matrix whose first (r − 1)-columns are the ones from m and the r-th is the (c − i)-th from m.
Then the determinant polynomial can be written as
We use the convention that elements not involving z are always multiplied from the left, for instance, mult(az i , b) := baz i . This means that expanding the determinant (3.1) is non-ambiguous.
Let F := {F 1 , F 2 , . . . , F r } be a sequence of skew-polynomials and put d := maxdeg(F) + 1. Form the matrix m(F) with (i, j)-th entry the coefficient of z
, is defined as the determinant polynomial DetPol(m(F)). The 0-th subresultant sres 0 (P, Q) is called the resultant of P and Q, denoted Res(P, Q).
The main result
Proposition 4.1. For P and Q skew polynomials, we have for all 0 ≤ ≤ m − 1, where m ≤ n, sres (P, Q) = S P + T Q, for some skew polynomials S and T . In particular, Res(P, Q)
If the polynomials we want to investigate are P − x and Q − y with [P, Q] = P Q − QP = 0 then the resultant is a polynomial in commuting variables x and y with coefficients from A and
We put R(x, y) := R 0 (x, y). Hence by formally evaluating R(x, y) in (P, Q) we get zero. Observe that we need that P and Q commute since otherwise the polynomial R
• (x, y) doesn't make sense as a commutative polynomial.
Corollary 4.2. Let P and Q commute. Then R
We denote the curve defined by R(x, y) by BC (P,Q) and call it the BurchnallChaundy curve, or simply BC-curve, associated with P and Q. If P and Q are clear from the context we simply write BC .
Remark 4.1. Notice that this gives m annihilating curves, not just one as the classical case, although the curves are defined over bigger and bigger rings as the coefficients are more and more complex.
Remark 4.2. The following trivial, but important, remark deserves to be made explicit: the commutation depends heavily on σ: if P and Q commute with respect to some σ and ∂ σ , then deforming this data, ever so slightly, breaks the symmetry of commuting.
In order to see that the sres j (P, Q) actually becomes the classical resultant in the case j = 0 we briefly recall how the resultant is constructed classically. Suppose deg(P ) = n and deg(Q) = m, n ≥ m. The rows in the resultant-matrix of P and Q are formed as z m−1 P, . . . , zP, P, z n−1 Q, . . . , zQ, Q t .
By writing each row in "normal form", that is, transforming it to a polynomial a 0 + a 1 z + · · · + a r z r we put the j-th coefficient in this polynomial in the j-th column. Hence the resulting matrix is one where at the (i, j)-position there is the j-th coefficient of the i-th polynomial. Note that the matrix is quadratic of type (n + m) × (n + m).
Going back to the definition of the subresultant as given in Definition 3.1, we see that this definition amounts exactly to the above in the case = 0 where the polynomials F are the
The only thing left to convince ourselves that the definitions agree when = 0 is to see that for quadratic matrices the determinant polynomial is simply the determinant.
Proposition 4.3. Let P and Q be commuting operators over ak-field V(t) ⊆k((t)), wherek is an algebraically closed field, and assume that V(t) ∂ σ =k. Then the points (x, y) on the curve BC defined by R(x, y) = 0 are the eigenvalues of solutions of the joint eigenproblem y) is the vector space of all solutions at (x, y), then this extends to a vector bundle L on BC .
Proof. The existence of a joint solution ψ is proved as follows. Let φ ∈ ker(P − x). Then Q(P φ − xφ) = QP φ − xQφ = P Qφ − xQφ and so Qφ ∈ ker(P − x). By an old theorem of Amitsur [Ami48] , ker(P − x) is a finite-dimensional vector space over the field of constants of ∂ σ , i.e.,k. Hence, Q has an eigenvector ψ on ker(P − x). This proves existence. For ψ = 0 a joint solution to P Ψ = xΨ and QΨ = yΨ, we have that
Hence x, y are points on BC . The last statement is clear.
Notice the similarity with σ-difference modules.
Question 4.1. Let P be an ordinary differential operator. Then, by a theorem of Schur (cf. [Mul94] ), the set
where Diff(A) is the set of all pseudo-differential operators on A (we assume that A is a "sufficiently nice" C-algebra), is a commutative subalgebra of C((∂ −1 )). Hence, we can associate a scheme Spec C(P ) to P . This turns out to be a curve, called the spectral curve of P . Now, the natural question arises, is this possibly the case for σ-differential operators also? If not, what is the "maximal special case"?
Examples
Let k be a field. We denote by k((t)) the field of formal Laurent series. Every ring considered below will be a subring (or subfield) of this field.
In addition, except for the first example, we will use the "ordinary" representation of operators and write ∂ σ instead of z. This will certainly cause no confusion. Assuming that ∂(t) = 1, we get the Weyl-Heisenberg commutation relation and hence, powers of z act as higher order differential operators. Hence, given
such that [P, Q] = P Q − QP = 0, there is a polynomial F (x, y) ∈ C[x, y] with the property that F (P, Q) = 0. From [Mul94] we learned of the following beautiful, and classical, explicit example. Take
where is chosen such that P becomes regular at t = 0. Then one checks that [P, Q] = 0 and that
where g 2 and g 3 are the second and third coefficient in the Weierstrass elliptic function ℘. In other words, P and Q annihilate the elliptic curve
Example 5.2. Here we reproduce an example from [LS03] on commuting q-difference 
Expanding yields,
Notice the remarkable fact that all powers of t in all the terms are the same, so t can be factored from the whole expression, with the coefficient then the above polynomial F . This fact is true also for all differential operators, but not true in general. Now, a straightforward, but tedious, computation shows that indeed
For the next example it is useful to introduce the following notations. We let, as always, σ be an algebra endomorphism on A and ∂ σ a σ-derivation on A. Let π n i denote the sum of all permutations of (n − i) mappings ∂ σ and i mappings σ [LL88] . As an example π
We also put π n k = 0 for n < k and k < 0. The Lemma and Proposition below can be found in [LL88] .
Proof. Simple induction.
Proposition 5.2. The following holds on an algebra A (not necessarily commutative)
Proof. (i) follows by a straightforward, but somewhat messy, induction on n using the above Lemma, and (ii) follows from (i) by taking k = 0. An alternative, and much simpler, way to prove (i) is indicated in [LL88] .
Example 5.3. Now, given two operators of degree two:
we want to compute the following determinant
Expanding yields:
Notice that, unlike the differential operator case, we cannot expect t to disappear. In other words, the resulting curve is not over k, but over the subring of k((t)) (or what ever ring you work over) generated by the coefficients of P and Q. This is a general fact. Of course, by re-arranging the defining equation with respect to powers of t yields a family of curves over k. This could possibly be an advantageous point of view.
To return to our present example we note that due to apparent complexity of the above equation (even for the case n = m = 2!) we feel that it is worthwhile to also give a somewhat different view-point. Incidentally, this also proves that operators on the general form (5.1) annihilates the BC-curve given by the above lenghty equation. Thereafter we give an explicit example.
Expanding (5.2) with respect to the last column we can view (5.2) as the sum of two similar determinants:
Expanding the first of these with respect to the first row (the other one being completely analogous) we get:
Inserting x = P and y = Q we get
In a completely analogous way we expand the second determinant to
The last term here can be written as (and similarly for the first determinant)
Using this, the second determinant can be re-written as
Hence, we see that what is left of the first and second determinants above are (respectively)
σ , and these two add to zero, proving the claim. Now, to be explicit, we will use the following fact:
Then P and Q commute, which is easily proved using an induction argument. The problem appears when one tries to compute in this generality. Therefore, we assume that ∂ σ (t) = 1 in addition to n = m = 2. This means
, this can be factored and forgotten. Then the above formula reduces to
Notice that this is a curve over
and not over k.
Example 5.4. We will end this section with an example of a different flavor. Consider a Galois number field K/Q with ring of integers o K . Any element σ ∈ Gal(K/Q) descends to an automorphism of o K . It follows from [Lar08] that every σ-derivation on a field K is on the form ∂ σ a := a(id −σ), for a ∈ K and σ ∈ End(K). Therefore, every σ-differential operator on K is given by
Clearly, letting σ move through Gal(K/Q) defines, for each a ∈ K and fixed tuple (p 0 , . . . , p n ), a family of σ-differential operators on K. x, y] ). Hence this defines an arithmetic cubic surface. A detailed study of these surfaces seems to be very interesting from an arithmetical point of view.
Notice also that P σ (ξ) and Q σ (ξ) satisfies [P σ (ξ), Q σ (ξ)] = 0 for all σ and ξ ∈ o K (or ξ ∈ K). Hence we are given a family parametrized by Gal(K/Q) and o K (or K). A natural question is now what happens when "deforming" the operators along Gal(K/Q) and o K . This will most certainly be a wortwhile study. Notice that if α = β = 1 and n = m = 1 we get the bracket a closed bracket on the A-submodule spanned by ∂ σ . This is exactly the bracket defined in [HLS06] and gives the canonical examples of hom-Lie algebras and more generally quasi-Lie algebras as defined in [LS05] .
Products on spaces of twisted derivation operators
We can view A[∂ σ ] as an analog of the following construction from Lie algebra theory. Let k be a field and g a k-Lie algebra, finite or infinite-dimensional, with k-basis {g i } i∈I , I ⊆ Z. By representing g as derivations on some k-algebra B we have g i → d i ∈ Der k (B). Then U(g), the universal enveloping algebra of g, can be represented as differential operators on B. It is often advantageous to equip the vector space of differential operators (i.e., more or less U(g)) with the commutator giving it a Lie algebra structure of itself. This is what we will generalize for σ-differential operators.
The present case is the case where the "linear part" of A[∂ σ ], analogous to g, is the A-module A · ∂ σ . This module comes equipped with a "Lie algebra-like" structure, that in most cases occuring in practice is a hom-Lie algebra [HLS06] . Now, using (ii) from Proposition 5.2 we can get the "structure constants", i.e., the closed right-hand-side of the bracket as, with n < m, a · ∂ (6.1a)
