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We present a quantum-classical hybrid algorithm that simulates electronic structures of periodic systems such
as ground states and quasiparticle band structures. By extending the unitary coupled cluster (UCC) theory to
describe crystals in arbitrary dimensions, we numerically demonstrate in hydrogen chain that the UCC ansatz
implemented on a quantum circuit can be successfully optimized with a small deviation from the exact diagonal-
ization over the entire range of the potential energy curves. Furthermore, with the aid of the quantum subspace
expansion method, in which we truncate the Hilbert space within the linear response regime from the ground
state, the quasiparticle band structure is computed as charged excited states. Our work establishes a powerful
interface between the rapidly developing quantum technology and modern material science.
Introduction.— Achieving decisive ab-initio descriptions of
electronic properties in solid systems is one of the most sig-
nificant issues in modern material science. For weakly corre-
lated systems, the development of the density functional the-
ory (DFT) [1–3] and GW approximation [4, 5] have allowed
us to perform numerical simulations in an increasingly ac-
curate way. Wave-function-based techniques have also been
studied intensively: time-dependent Hartree-Fock theory [6],
second-order Mller-Plesset perturbation theory (MP2) [7, 8]
and coupled-cluster (CC) theory with single and double exci-
tations (CCSD) [7, 9, 10]. More recent reports include CCSD
with perturbative triple excitations (CCSD(T)) [11] and full
configuration-interaction (FCI) quantum Monte Carlo method
for periodic solids [12]. Meanwhile, it must be noted that pe-
riodic systems are in sharp contrast with molecular systems in
that one must simulate the thermodynamic limit. In general, a
large number of particles, or the Brillouin zone sampling, are
required to reach the convergence to the thermodynamic limit.
The growth of computational resources rapidly exceeds super-
computers’ capacity, which severely prohibits exploration of
realistic materials. Therefore, algorithms with both favorable
scaling and high accuracy beyond the current schemes are in-
dispensable.
The surging development in quantum technology may offer
a way to achieve such a goal. The variational quantum eigen-
solver (VQE) algorithm and its variants, for instance, allow
one to simulate eigenstates of a given Hamiltonian on noisy
intermediate-scale quantum (NISQ) devices [13]. Although
the rigorous computational speed-up by the VQE-based calcu-
lations over classical algorithms still remains obscure, which
is related to the lack of quantum error correction at this mo-
ment, a great deal of effort has been devoted to its demon-
stration in actual quantum devices [14–18] and its extension
to solve a various class of problems [19–25]. Intriguing from
the quantum chemistry perspective is the capability of the effi-
cient implementation of classically intractable wave function
ansatz such as the unitary coupled cluster (UCC) ansatz [26–
31], a variational parametrization of CC wave functions based
on unitary transformation. While classical computers suffer
from the exponential increase in the computational cost, quan-
tum computers naturally simulate such ansatze with only a
polynomial number of quantum gates. Towards efficient im-
plementation on the NISQ devices, more hardware-friendly
and/or sophisticated ansatze have been proposed [32–34]. To
our knowledge, however, existing VQE algorithms and their
demonstrations are mostly performed for small molecules,
and none has ever successfully simulated periodic systems.
In the present work, we propose and demonstrate that VQE-
based framework enables simulations of solid materials at the
ab-initio level. Using the VQE algorithm, we show that elec-
tronic ground states of periodic systems such as the hydrogen
chain can be computed accurately even in the strongly corre-
lated regime where the classical gold-standard methods such
as CCSD(T) break down. Furthermore, we present a method
to calculate the quasiparticle band structure from the VQE
quantum state. Our approach is to describe quasiparticle exci-
tations via linear-response-based calculations, i.e., the quan-
tum subspace expansion (QSE) [35]. The present work estab-
lishes a powerful interface between two major fields, namely
the rapidly developing quantum technology and modern ma-
terial science.
Second quantized ab-initio crystal Hamiltonian.— Ab ini-
tio fermionic Hamiltonian with periodic boundary conditions
is given in the second quantization representation as follows,
Hˆ =
∑
pq
∑
k
tkpq cˆ
†
pkcˆqk
+
∑
pqrs
′∑
kpkqkrks
vkpkqkrkspqrs cˆ
†
pkp
cˆ†qkq cˆrkr cˆsks , (1)
where cˆ(†)pk is the annihilation (creation) operator of the p-th
Bloch or crystalline orbital (CO) with crystal momentum k.
The complex coefficients tkpq and v
kpkqkrks
pqrs are one- and two-
body integrals between COs. Note that, due to the transla-
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2tional symmetry, the two-body term must obey the conserva-
tion law written as
kp + kq − kr − ks = G, (2)
where G is a reciprocal lattice vector of the unit cell. Such a
requirement is indicated by the primed summation in Eq. (1).
In the present work, we determine COs from the crystal
Hartree–Fock theory with the Gaussian-based atomic orbitals
(AOs), for which we employ minimal basis sets (i.e., STO-
3G). Two remarks concerning the computation of integrals
are in order. First, the divergence corrections for exchange
integrals are computed separately. Since the G = 0 contri-
bution in the exchange integrals simply shifts the band struc-
ture according to their particle number, we initially neglect
the divergent term and add the corresponding correction after
computing the correlation energy [36]. Secondly, the Gaus-
sian density fitting technique [37] is used for the two-body
coefficients vkpkqkrkspqrs to accelerate integral calculation.
To solve the Schro¨dinger equation defined by the Hamilto-
nian (1) on a quantum computer, we map fermionic operators
into spin-1/2 operators. One of the widely-known techniques
is the Jordan–Wigner transformation [38], which naturally en-
codes the fermionic anticommutation relation as the parity of
the particle number. While we adopt the Jordan–Wigner trans-
formation in the present work, one may also consult on other
techniques with improved non-locality [39], which may be-
come crucial for noisy devices to suppress Pauli measurement
error. Here, the fermion-qubit mapping algorithm is no differ-
ent in the case of crystalline systems than in molecular sys-
tems. The number of qubits required in a periodic system,
however, could be much larger than in an isolated system; if
the number of k-point samples is set to K, the number of
qubits required is increased by K [See Fig. 1 for graphical
description.].
Variational quantum eigensolver and unitary coupled clus-
ter theory for solids.— Once the qubit representation of
the crystal Hamiltonian is prepared, the ground state wave-
function and its energy can be calculated on a quantum com-
puter using the VQE algorithm. Namely, one constructs a
quantum circuit Uˆ(θ) and a trial wave-function |ψ(θ)〉 =
Uˆ(θ) |0〉, where |0〉 is an input quantum state. The ground
state is simulated by minimizing the energy function
E(θ) = 〈ψ(θ)|Hˆ|ψ(θ)〉 (3)
with respect to the circuit parameters θ.
Various quantum circuits (i.e., ansatz) for the VQE have
been proposed to describe many-body wave-function accu-
rately and compactly. In this study, we choose the unitary
coupled cluster singles and doubles (UCCSD) ansatz [26–31]
with one-step Trotter expansion, or the disentangled UCCSD
ansatz [40]:
|ψ〉 =
∏
pq
∏
kpkq
eAˆ
kpkq
pq
∏
pqrs
∏
kpkqkrks
eAˆ
kpkqkrks
pqrs
 |0〉 ,
(4)
|0i
FIG. 1. Encoding crystalline orbitals into variational quantum cir-
cuits. The example is for a linear hydrogen chain with each unit cell
containing two atoms. The number of the qubits increases linearly
with respect to the number of k-points sampled from the Brillouin
zone.
where Aˆkpkqpq = a
kpkq
pq cˆ
†
pkp
cˆqkq − c.c. and Aˆkpkqkrkspqrs =
a
kpkqkrks
pqrs cˆ
†
pkp
cˆ†qkq cˆrkr cˆsks−c.c. are cluster operators for sin-
gle and double excitations, respectively. The Hartree–Fock
state is chosen as the input state |0〉. The coefficients a are the
variational parameters and correspond to θ. Note that the vari-
ational parameters a of the UCCSD ansatz are in general com-
plex values for a periodic system, while those with a molecu-
lar Hamiltonian with the SU(2) symmetry are real. One of the
strengths of the UCC in general is that it allows us to introduce
symmetry, such as the number of particles or the total spin an-
gular momentum, easily into the ansatz (i.e., quantum circuit)
because the UCC is based on the fermionic representation.
Also, the translational symmetry can be straightforwardly im-
plemented into the UCC by limiting Aˆkpkqpq and Aˆ
kpkqkrks
pqrs to
the operators satisfying the crystal momentum conservation
law (Eq. (2)). Nonetheless, in this work, we limit the varia-
tional parameters to real numbers and do not impose the mo-
mentum conservation for simplicity. Our strategy is to com-
pensate for the loss of expressive power due to the absence
of complex variables by removing the restriction of the trans-
lational symmetry. We tentatively refer to this variant of the
UCCSD ansatz as the broken translational symmetry UCCSD
ansatz with real variables (bUCCSD-Real) here.
Computing quasiparticle bands from the VQE wave-
function.— Of course, the ground state energy is not the only
important and interesting property for solids. The force on
each nucleus, for example, is often essential in practical cal-
culations, which can be obtained from the energy derivatives.
Energy derivatives for periodic systems can be calculated in
the same way as that of molecules. The analytical energy
derivative calculation methods for the VQE quantum state
have already been established and applied [24, 42]. Another
3(a) (b)
FIG. 2. (a) Potential energy curves of the linear hydrogen chain computed at UCCSD-Real, CCSD, MP2, RHF, FCI with the STO-3G basis
sets. A unit cell consists of two hydrogen atoms each, and three k-points are sampled according to the Monkhorst-Pack rule [41]. (b) The
absolute error from the FCI calculation. In the weakly correlated region, the bUCCSD-Real ansatz are slightly more accurate than CCSD,
whose deviation crosses from positive to negative around 2.6 Bohr. The dotted line indicates the chemical accuracy (1.6× 10−3 Hartree).
example is the band structure, which is a property peculiar to
solids. It is a common and indispensable concept/tool for an-
alyzing the electronic structure of a crystal. Band calculations
for quantum many-body systems are often done by simulating
quasiparticle excitations, assuming that the theoretical frame-
work defined in the one-body picture still holds. In this con-
text, various classical algorithms, including the GW approxi-
mation, have already been proposed to find the quasiparticle
bands [4, 5]. In the present study, we also employ a similar
assumption, and extend the QSE method to calculate quasi-
particle bands from the VQE quantum state.
The QSE method aims to compute a subset of the entire
eigenspectrum in a subspace defined from a reference quan-
tum state |ψ〉. Concretely, we first prepare a set of many-body
basis |Φi〉 = Rˆi |ψ〉, where |ψ〉 is the VQE quantum state
and Rˆi = cˆ
†
pkp
cˆ†qkq . . . cˆrkr cˆsks . . . is an excitation operator
with a multi-index i specifying a string of annihilation and
creation operators. Then, we diagonalize a subspace Hamil-
tonian Hsub defined in a truncated Hilbert space spanned by
{|Φi〉}. The non-orthogonality of such many-body bases re-
quires us to solve the following generalized eigenvalue prob-
lems:
HsubC = SsubCE, (5)
where Ssub is a metric of the subspace given by the overlap
between bases, C are eigenvectors, and the diagonal matrix
E yields eigenenergies. The matrix elements of the subspace
Hamiltonian Hsub and the metric Ssub are given by
Hsubij = 〈Φi|H|Φj〉 = 〈ψ(θ)|Rˆ†i HˆRˆj |ψ(θ)〉, (6)
Ssubij = 〈Φi|Φj〉 = 〈ψ(θ)|Rˆ†i Rˆj |ψ(θ)〉, (7)
which are evaluated as the expectation value of non-Hermitian
operators Rˆ†i HˆRˆj and Rˆ
†
i Rˆj .
So far, the QSE method has been used with particle-number
conserving excitation operators, which corresponds to the
so-called multi-reference configuration interaction (MRCI)
method in the classical algorithms of quantum chemistry [43,
44]. The QSE method differs from the MRCI method in
that it uses quantum measurements to evaluate matrix el-
ements. Here, we propose a QSE method for calculating
quasiparticle bands using many-body bases created by ion-
ization or electron-attachment operators, which remove or
add one particle from the VQE quantum state |ψ〉. The
valence bands are obtained by using ionization operators
RˆIPlk = cˆlk where l runs over the occupied orbitals. In con-
trast, the conduction bands are obtained by using electron-
attachment operators RˆEAbk = cˆ
†
bk where b runs over un-
occupied orbitals. Our method is closely related to a vari-
ant of the equation-of-motion coupled cluster (EOM-CC),
namely, ionization-potential/electron-attached EOM-CC (IP-
EOM-CC, EA-EOM-CC) [10].
Numerical examples.— Now that the theoretical framework
is readily provided, we are ready to demonstrate our algo-
rithms in periodic systems. First, we compute the ground
state of the linear hydrogen chain, known for its rich physi-
cal feature that is still not completely understood despite its
simplicity [45–52]. The outcome of the electronic interaction
varies diversely along the atom separation; the system expe-
riences a metal-insulator transition with a strongly correlated
regime in between. Figure 2 shows that the bUCCSD-Real
ansatz correctly captures such a complex behaviour. It is ev-
ident from the potential energy curve given in Fig. 2(a) that
strong electronic correlation develops as atoms get separated.
Therefore, the classical gold-standard CCSD and CCSD(T)
methods result in a large deviation from the exact diagonal-
ization, or the FCI [Also see Fig. 2(b).]. In contrast, the
bUCCSD-Real ansatz is capable of describing the behaviour
of hydrogens much more accurately, thanks to the enhanced
representability of the variational ansatz. The bUCCSD-Real
ansatz can simulate the weakly correlated region as precise as
4the CCSD method and suppress the deviation in the strongly
correlated regime. Considering the fact that the ansatz is
not designed to capture the whole Hilbert space with higher-
order electronic excitations, we expect that the calculation can
be systematically improved by applying more powerful and
sophisticated ansatze such as the ADAPT or cluster-Jastrow
ansatze [33, 34].
We would like to remark that, while the result by the
bUCCSD-Real ansatz is presented in the current work, it may
be desirable to employ an ansatz with complex variables. Ex-
tending real variables to complex variables results in effec-
tively doubling the number of variables. Nonetheless, the
disadvantages of extending to complex variables are presum-
ably compensated by using the momentum conservation law
(Eq. (2)); the translational symmetry leads to a considerable
reduction in the number of parameters, especially when many
k points need to be considered, such as in the three dimen-
sional systems.
Next, we turn to the band-structure calculation of the hydro-
gen dimer chain. Such two-leg ladder systems are of strong
interest not only from the theoretical aspect but also from the
experimental, since synthesized compounds on ladder struc-
tures may show exotic phenomena such as the unconventional
superconductivity and spin-liquid behavior [53]. In particular,
the half-filled Hubbard model on a two-leg ladder is gapped by
both charge and spin excitations, as opposed to the one on the
linear chain. Such a state with spin singlets on each rung has
been pointed out to evolve into superfluid phase by additional
spin exchange interaction between rungs [54]. Here, we take
the distance between hydrogen dimers large so that the system
is described by the coherent spin singlet state. The quasiparti-
cle spectrum of the system is obtained by the ionized/electron-
attached QSE method introduced earlier. As can be seen from
Fig. 3, both the highest occupied and lowest unoccupied bands
are simulated precisely. In particular, the direct band gap esti-
mated at crystal momentum k = pi/4 is 1.5047 Hartree, which
is consistent with the EOM-CCSD calculation with an error
less than 3× 10−4 Hartree.
Summary and outlook.— We have presented a framework
for simulating electronic structures of solids using NISQ de-
vices at the ab-initio level. The numerical results demon-
strate that our VQE-based algorithm simulates the hydrogen
chain well not only in the weakly-correlated electronic struc-
tures but also for the strongly correlated regimes. Further-
more, we have shown that the quasiparticle band structure
can be computed by applying the QSE method, which diag-
onalizes the Hamiltonian in a truncated space described by
the linear response, to charged excited states. The use of
ionization/electron-attachment operators yields a substantial
improvement in the measurement cost that scales quadrati-
cally with respect to the qubit count, as opposed to the quar-
tic (or higher) scaling required in the standard QSE method
which employs particle-number-conserved excitation opera-
tors.
Our VQE-based framework is expected to pave a way to
investigate otherwise intractable systems. Other than insulat-
(a) (b)
FIG. 3. (a) Band structure of the hydrogen dimer chain computed
at UCCSD-Real, CCSD, RHF with the STO-3G basis sets. The en-
ergy is shifted so that the highest energy of the occupied band is zero.
Two bands are well separated by a gap owing to the coherent spin sin-
glet formation. (b) The absolute error of the electron affinity (upper
panel) and ionization potential (lower panel) from the equation-of-
motion CCSD calculation. A unit cell considered in the calculation
consists of a pair of hydrogen atoms which are 1.2 Bohr apart from
each other, and the distance between dimers is taken as 4 Bohr. Two
k-points are sampled according to the Monkhorst-Pack rule.
ing low-dimensional materials calculated in the present work,
real solid surface systems and strongly correlated materials
are core targets and to be investigated once the quantum com-
puters become mature enough. To tackle target materials hav-
ing a tangible impact not only for scientific knowledge but
also for industrial applications, it would be necessary to de-
velop a qubit reduction technique that explicitly make use of
the symmetry.
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