Varying-coe cient models are a useful extension of the classical linear models. The appeal of these models is that the coe cient functions can easily be estimated via a simple local regression. This yields a simple one-step estimation procedure. We s h o w that such a one-step method can not be optimal when di erent coe cient functions admit di erent degrees of smoothness. This drawback can be repaired by using our proposed two-step estimation procedure. The asymptotic mean-squared errors for the two-step procedure is obtained and is shown to achieve the optimal rate of convergence. A few simulation studies show that the gain by the two-step procedure can be quite substantial. The methodology is illustrated by an application to an environmental dataset.
Introduction

background
Driven by many sophisticated applications and fueled by modern computing power, many useful data-analytic modeling techniques have been proposed to relax traditional parametric models and to exploit possible hidden structure. For an introduction to these techniques, see the books by Hastie and Tibshirani 1990 , Green and Silverman 1994 , Wand and Jones 1995 and Fan and Gijbels 1996 , among others. In dealing with high-dimensional data, many p o werful approaches have been incorporated to avoid so-called curse of dimensionality". Examples includes additive modeling Breiman and Friedman, 1995; Hastie and Tibshirani 1990 , low-dimensional interaction modeling Friedman 1991 , Gu and Wahba, 1992 , Stone et al.1997 , multiple-index models H ardle and Stoker 1990 , Li 1991 , and partially linear models Wahba 1984; Green and Silverman 1994 , and their hybrids Carroll et al.1997 , Fan et al.1997 , Heckman et al.1997 , among others. Di erent models explore di erent aspects of high-dimensional data and incorporate di erent prior knowledge into modeling and approximation. They together form useful tool kits for processing high-dimensional data.
A useful extension of the classical linear model is the varying-coe cient models. This idea is scattered around text books. See for example page 245 of Shumway 1988 . However, the potential of such a modeling techniques did not get fully explored until the seminal work of Cleveland et al.1991 for given covariates U; X 1 ; ; X p 0 and response variable Y with E"jU; X 1 ; ; X p = 0 and var"jU; X 1 ; ; X p = 2 U:
By regarding X 1 1, 1.1 allows varying intercept term in the model. The appeal of this model is that via allowing coe cients a 1 ; ; a p to depend on U, the modeling bias can signi cantly be reduced and curse of dimensionality" can be avoided. Another advantage of this model is its interpretability. This is particularly the case in the longitudinal study where it is reasonable to assume that the coe cients change over time t. S e e H o o ver et al 1997 for details on novel applications of varying-coe cient models to longitudinal data. For nonlinear time series applications, see Chen and Tsay 1993 where functional-coe cient AR models are proposed and studied.
Estimation Methods
Suppose that we h a ve a random sample fU i ; X i1 ; : : : ; X ip ; Y i g n i=1 from model 1.1. One simple approach to estimate the functions a j j = 1 ; ; p is to use local linear modeling. For each given point u 0 , approximate the function locally as a j u a j + b j u , u 0 : for a given kernel function K with bandwidth h, where K h = K=h=h. The idea is due to Cleveland et al.1991 . While this idea is very simple and useful, it is implicitly assumed that functions a j possess about the same degrees of smoothness. If the functions process di erent degrees of smoothness, suboptimal estimators are obtained via using method 1.3.
To formulate the above i n tuition in mathematical framework, let us assume that a p i s smoother than the rest functions. For concreteness, we assume that a p possesses a bounded fourth derivative so that locally the function can be approximated by a cubic function: a p u a p + b p u , u 0 + c p u , u 0 2 + d p u , u 0 3 ; 1.4 for u in a neighborhood of u 0 . This naturally leads to the following weighted least-squares problem:
1.5 Letâ j;1 ;b j;1 j = 1 ; ; p, 1 andâ p;1 ;b p;1 ;ĉ p;1 ;d p;1 minimize 1.5. The resulting estimator a p;OS u 0 = a p;1 is called an one-step estimator. We will show that the bias of the one-step estimator is of order Oh 2 1 and the variance of the one-step estimator is order Onh 1 ,1 . Therefore, using one-step estimatorâ p;OS u 0 , the optimal rate of order On ,8=9 can not be achieved.
To a c hieve the optimal rate, the two-step procedure has to be used. The rst step involves to get an initial estimate of a 1 ; ; a p,1 . Such an initial estimate is usually undersmoothed so that the bias is small. Then, in the second step, a local least-squares regression is tted again via using the initial estimate. More precisely, w e use the local linear regression to obtain a preliminary estimate, namely minimize
for a given initial bandwidth h 0 and kernel K. and nh 3 0 ! 1 . This means that when the optimal bandwidth h 2 n ,1=9 is used, and the preliminary bandwidth h 0 is between the rates On ,1=3 and On ,2=9 , the optimal rates of convergence On ,8=9 for estimating a 2 can be achieved. Note that the condition nh 3 0 ! 1 is only a convenient t e c hnical condition based on the assumption of the sixth bounded moment o f c o variates. It plays little role in our understanding of the two-step estimation procedure. If X i is assumed to have higher moments, the condition can be relaxed as weak as nh 1+ ! 1 for some small 0. See Condition 7 in Section 4 for details. Therefore, the requirement o n h 0 is very minimal. The practical implications of this is that the two-step estimation method is not sensitive to the initial bandwidth h 0 . This makes practical implementation much easier. Comparisons the performance between the one-step and two-step estimator. Solid curve true function; short-dashed curve estimate based on the one-step procedure; long-dashed curve estimate based on the two-step procedure.
Another possible way to conduct variable smoothing for coe cient functions is to use the following smoothing spline approach proposed by Hastie and Tibshirani 1993: for some smoothing parameters 1 ; ; p . While this idea is powerful, there are a number of potential problems. First of all, there are p-smoothing parameters to choose simultaneously. This is quite a task in practice. Secondly, the computation can be quite a challenge. An iterative s c heme was proposed in Hastie and Tibshirani 1993. Thirdly, the sampling properties are somewhat di cult to obtain. It is not clear if the resulting method can achieve the same optimal rate of convergence as the one-step procedure. The above theoretical work is not purely academic. It has important practical implications. To v alidate our asymptotic claims, we use three simulated examples to illustrate our methodology.
The sample size n = 5 0 0 a n d p = 2. Figure 1 depicts a typical estimate of the one-step and two-step method both using the optimal bandwidth for estimating a 2 F or the two-step estimator, we d o not optimize simultaneously the bandwidths h 0 and h 2 ; rather, we only optimize the bandwidth h 2 for a given small bandwidth h 0 . Details of simulations can be found in Section 5. In the rst example, the bias of the one-step estimate is too large since the optimal bandwidth h 1 for a 2 is so large that a 1 can no longer be approximated well by a linear function in such a large neighborhood.
While in the second example the estimated curve is clearly undersmoothed by using the one-step estimate, since the optimal bandwidth for a 2 has to be very small in order to compromise for the bias arising from approximating a 1 . The one-step estimator works reasonably well in the third example, though the two-step estimator still improves somewhat the quality of the one-step estimate.
In real applications, we don't know in advance if a p is really smoother than the rest of functions. The above discussion reveals the the two-step procedure can lead to signi cant gain when a p is smoother than the rest of the functions. When a p has the same degrees of the smoothness as the rest of the functions, we will demonstrate that the two-step estimation procedure achieves the same convergent rate as the one-step approach. Therefore, the two-step strategy is always more reliable than the one-step one. Details of implementing the two-step strategy will be outlined in Section 2.
1.3 Outline of the paper Section 2 gives strategies for implementing the two-step estimators. The explicit formulas for our proposed estimator is given in Section 3. Section 4 studies the asymptotic properties of the one-step and two-step estimators. In Section 5, we study the nite sample properties of the one-step and the two-step estimators via some simulated examples. The two-step techniques are further illustrated by an application to an environment data set. Technical proofs are given in Section 6.
Practical implementation of two-step estimators
As discussed in the introduction, one-step procedure is not optimal when coe cient functions admit di erent degrees of smoothness. However, we don't know in advance which function is not smooth.
To implement the two-step strategy, one minimizes 1.6 with a small bandwidth h 0 to obtain preliminary estimatesâ 1;0 U i ; ;â p;0 U i f o r i = 1 ; ; n . With these preliminary estimates, one can now estimate the coe cient functions a j u 0 b y using an equation that is similar to 1.7.
In practical implementation, it usually su ces to use local linear ts instead of local cubic ts in the second step. This would result in a lot of computation savings. Our experiences with local polynomial ts show that for practical purposes the local linear t with optimally chosen bandwidth performs comparably with the local cubic t with optimal bandwidth.
As we discussed in the introduction, the choice of initial bandwidth is not very sensitive t o the two-step estimation as long as it is small enough so that the bias in the rst step is not too large. This suggests the following simple automatic rule. Use the cross-validation or Generalized cross-validation see e.g. Hoover et al 1997 to select the bandwidthĥ for the one-step t. Then, use h 0 = 0 :5ĥ say as the initial bandwidth.
An advantage of the two-step procedure is that in the second step, the problem is really a univariate smoothing problem. Therefore, one can apply the univariate bandwidth selection procedures such as cross-validation Stone, 1974 , pre-asymptotic substitution method Fan and Gijbels, 1995, plug-in bandwidth selector Ruppert, Sheather and Wand 1995 and empirical bias method Ruppert 1997 to select the smoothing parameter in the second step. As we discussed before, the preliminary bandwidth h 0 is not very crucial to our nal estimates, since for a wide range of bandwidth h 0 the two-step method will achieve the optimal rate. This is another bene t for the two-step procedure: Bandwidth selection problems become relatively easy.
Formulae for the proposed estimators
The solutions to the least squares problems 1.5 1.7 can easily be obtained. We t a k e this opportunity t o i n troduce necessary notation. In the notation below, we use subscript 0", 1" and 2" respectively to indicate the variables related to the initial, one-step and two-step estimators.
Then, the solution to the least-squares problem 1.6 can be expressed aŝ a j;0 u 0 = e T 2j,1;2p X T 0 W 0 X 0 ,1 X T 0 W 0 Y; j = 1 ; ; p :
Here and hereafter, we a l w ays use notation e k;m to denote the unit vector of length m with 1 at position k.
The solution to problem 1.5 can be expressed as follows. Let
Then, the solution to the least-squares problem 1.5 is given bŷ a p;1 u 0 = e T 2p,1;2p+2 X T 1 W 1 X 1 ,1 X 2 a 00 j is continuous in a neighborhood of u 0 , for j = 1 ; ; p . F urther, assume a 00 j u 0 6 = 0, for j = 1 ; ; p .
3 The function a p h a s a c o n tinuous fourth derivative in a neighborhood of u 0 .
4 r 00 ij i s c o n tinuous in a neighborhood of u 0 and r 00 ij u 0 6 = 0 , f o r i; j = 1 ; ; p , where r ij u = EX i X j jU = u. 5 The marginal density o f U h a s a c o n tinuous second derivative in some neighborhood of u 0 and fu 0 6 = 0 .
6 The function Kt is a symmetric density function with a compact support. 7 h 0 =h 2 ! 0 and h 2 ! 0, nh 0 = log h 0 ! 1 , f o r a n y s = s , 2 with s given in Condition 1.
Throughout this paper, we will use the following notation. where 1 = 4 , 2 2 2 , 2 = 0 2 4 , 2 2 2 4 + 2 2 4 , a n d 3 = 2 2 2 4 , 2 0 2 2 4 , 2 2 4 + 0 4 2 .
The proof of Theorem 1 and other theorems are given in Section 6. It is clear that the conditional MSE of the one-step estimatorâ p;OS u 0 is only of order O P fh 4 1 + nh 1 ,1 g which a c hieves the rate O P n ,4=5 when the bandwidth h 1 = On ,1=5 is used. The bias expression above indicates clearly that the approximation errors of functions a 1 ; ; a p,1 are transmitted to the bias of estimating a p . Thus, the one-step estimator for a p inherits non-negligible approximation errors and is not optimal.
We n o w consider the asymptotic MSE for the two-step estimator. By Theorem 2, the asymptotic variance of the two-step estimator is independent of the initial bandwidth as long as nh 0 ! 1 , w h e r e is given in Condition 7. Thus, the initial bandwidth h 0 should be chosen as small as possible subject to the constraint that nh 0 ! 1 . In particular, when h 0 = oh 2 2 , the bias from the initial estimator becomes negligible and the bias expression for the two-step estimator becomes 1 4! 2 4 , 6 2 4 , 2 2 a 4 p u 0 h 4 2 + o P h 4 2 :
Hence, via taking the optimal bandwidth h 2 of order n ,1=9 , the conditional MSE of the two-step estimator achieves the optimal rate of convergence O P n ,8=9 . This ideal estimator has the same asymptotic bias as the two-step estimator. Further, this ideal estimator has the same order of variance as the two-step estimator. In other words, the two-step estimator enjoys the same optimal ra t e o f c onvergence as the ideal estimator.
We n o w consider the case that a p is as smooth as the rest of functions. In technical terms, we assume that a p has only continuous second derivative. For this case, a local linear approximation is used for the function a p in both the one-step and two-step procedure. With some abuse of notation, we still denote the resulting one-step and two-step estimator asâ p;OS andâ p;TS respectively.
Our technical results are to establish that the two-step estimator does not lose its statistical e ciency. Since it gains the e ciency when a p is smoother, we conclude that the two-step estimator is preferable. These results give theoretical endorsement of the proposed two-step method in Section 2. For the two-step estimator, by taking initial bandwidth h 0 = oh 2 , we obtain the same bias as the one-step estimator. Moreover, it has the same asymptotic variance as that of the one-step estimator. In other words, the performance of the one-step and two-step estimator is asymptotically identical.
Remark 3 When a 1 t; ; a p,1 t are known, we can use the local linear t to nd an estimate of a p . Such an ideal estimator possesses the bias 1 2 a 00 p u 0 2 h 2 2 f1 + o P 1g and variance 2 u 0 0 nh 2 fu 0 r pp f1 + o P 1g:
So, both one-step and two-step estimators have the same order of MSE as the ideal estimator. Indeed, the two-step estimator shares the same asymptotic bias as that of the ideal estimator. However, the variance of the ideal estimator is typically small. This can easily be s e en for the case p = 2 . Unless r 12 = 0 , n a m e l y X 1 and X 2 is uncorrelated g i v e n U = u 0 , the asymptotic variance of the ideal estimator is always smaller. We use the following three examples to illustrate the performance of our method:
Simulations and Applications
Example 1: Y = sin60UX 1 + 4 U1 , U + " Example 2: Y = sin6UX 1 + sin2UX 2 + " Example 3: Y = sin8U , 0:5X 1 + 3:5 expf,4U , 1 2 g + e x p f,4U , 3 2 g , 1:5 X 2 + ";
where U follows a uniform distribution on 0; 1 and X 1 and X 2 are normally distributed with correlation coe cient 2 ,1=2 . F urther, the marginal distribution of X 1 and X 2 is the standard normal and ", U and X 1 ; X 2 are independent. The random variable " follows a normal distribution with mean zero and variance 2 . The 2 is chosen so that the signal to noise ratio is about 5:1, namely 2 = 0 :2varfmU; X 1 ; X 2 g; with mU; X 1 ; X 2 = EY jU; X 1 ; X 2 Figure 2 gives the varying-coe cient functions a 1 and a 2 . For each of the above examples, we conducted 100 simulations with sample size n = 2 5 0 ; 500; 1000. The kernel function is taken to be Kt = 1 , t 2 + . The mean integrated squared errors for estimating a 2 are recorded. For the one-step procedure, we plot the MISE against h 1 and hence the optimal bandwidth can be chosen. For the two-step procedure, we c hoose some small initial bandwidth h 0 and then compute the MISE for the two-step estimator as a function of h 2 . Speci cally, we c hose h 0 = 0 :03; 0:04 and 0.05 respectively for Examples 1, 2, and 3. The optimal bandwidths h 1 and h 2 were used to compute the resulting estimators presented in Figure 1 . Among 100 samples, we select the sample such that the two-step estimator has the median performance. Once the sample is selected, the one-step estimate and the two-step estimate are computed. Figure 1 depicts the resulting estimate based on n = 5 0 0 . Figure 3 depicts the MISE as a function of bandwidth. The MISE curve for the two-step method is always below that for the one-step approach for the three examples that we tested. This is in line with our asymptotic theory that the two-step approach outperforms the one-step procedure if the initial bandwidth is correctly chosen. The improvement of the two-step estimator is quite substantial if the optimal bandwidth is used in comparison with the one-step approach using the optimal bandwidth Further, for the two-step estimator, the MISE curve is atter than that for the one-step method. This in turn suggests that the bandwidth for the two-step estimator is less crucial than that for the one-step procedure. This is an extra bene t of the two-step procedure.
We n o w illustrate the methodology via an application to an environmental data set. The data set used here consist of a collection of daily measurements of pollutants and other environmental factors in Hong Kong between January 1, 1994 and December 31, 1995 Courtesy of Professor T.S. Lau. Of interest is to study the association between levels of pollutants and number of daily total hospital admissions for circulation and respiration and to examine the extent to which the association varies time. We consider the relation among the number of daily hospital admission Y and level of pollutant Sulphur Dioxide X 2 in g=m 3 , level of pollutant Nitrogen Dioxide X 3 in g=m 3 , level of dust X 3 in g=m 3 . We t o o k X 1 = 1 the intercept term, and U = t = time.
The model Y = a 1 t + a 2 tX 2 + a 3 tX 3 + a 4 tX 4 + " 
Proofs
The proof of Theorem 3 and Theorem 4 is similar to that of Theorem 1 and Theorem 2. Thus, we only prove Theorems 1 and 2. When the asymptotic conditional bias and variance are calculated for the two-step procedureâ p;TS u 0 , the following lemma on the uniform convergence will be need.
Lemma 1 Let X 1 ; Y 1 ; :::; X n ; Y n be i. provided t h a t n 2",1 h ,! 1 for some " 1 , s ,1 .
Proof : This follows immediately from the result obtained by M a c k and Silverman1982.
The following notation will be used in the proof of the theorems. Let Note that in our applications below, we only consider those U i 's which are in a neighborhood of u 0 . By the continuity assumption, the term o P 1 holds uniformly in i such that U i falls in the neighborhood of u 0 . Combining 6.2 and 6.3, we h a ve This proves the bias expression in Theorem 2.
We n o w calculate the asymptotic variance. Recall B n de ned at the end of Section 3. Denote by H = I , B n . By 3.4, we h a ve varâ p;2 u 0 jD = 1; 0; 0; 0X T 2 W 2 X 2 ,1 X T 2 W 2 W 2 X 2 X T 2 W 2 X 2 ,1 1; 0; 0; 0 T ,21; 0; 0; 0X T 2 W 2 X 2 ,1 X T 2 W 2 H W 2 X 2 X T 2 W 2 X 2 ,1 1; 0; 0; 0 T +1; 0; 0; 0X T 2 W 2 X 2 ,1 X T 2 W 2 H H T W 2 X 2 X T 2 W 2 X 2 ,1 1; 0; 0; 0 T :
Using similar arguments as before, we c a n s h o w that 1; 0; 0; 0X T 2 W 2 X 2 ,1 X T 2 W 2 W 2 X 2 X T 2 W 2 X 2 ,1 1; 0; 0; 0 T = 2 4 0 , 2 4 2 2 + 2 2 4 nh 2 fu 0 r pp 4 , 2 2 2 2 u 0 1 + o P 1 X nj e T 2j,1;2p X T n W n X n ,1 X T n W n W X lm e T 2m,1;2p X T l W l X l ,1 X T l W l T g Combination of this and 6.1 gives 1; 0; 0; 0X T 2 W 2 X 2 ,1 X T 2 W 2 H H T W 2 X 2 X T 2 W 2 X 2 ,1 1; 0; 0; 0 T = 2 4 0 , 2 4 2 2 + 2 2 4 nh 2 fu 0 r 2 pp 4 , 2 2 2 p,1 X j=1 p,1 X m=1 r pj r pm e T 2j,1;2p S ,1 0 QS ,1 0 e 2m,1;2p 2 u 0 1 + o P 1:6.9
Substituting 6.7 6.9 into 6.6, we h a ve 
