Several recent studies have used radial frequency patterns to investigate intermediate-level shape perception, a critical precursor to object recognition. Here, we developed the first neural model of RF perception based on known V4 properties that exhibits many of the characteristics of human RF perception. The model is composed of two main parts: (1) recovery of object position using large-scale non-Fourier V4-like concentric units that respond at the center of concentric contour segments across orientations, and (2) curvature detectors that encode local shape information. Each curvature mechanism combines multiplicatively the responses of three oriented filters, the positions and orientation preferences of which determine the curvature mechanism's tuning properties for position, orientation, and degree of curvature. When responding to RF patterns, peak responses occur at points of maximum curvature. Shape is represented as curvature responses as a function of orientation around the object center, and the cross-correlation of that function with a sine wave peaks when the frequency of the sine wave matches the number of peaks in the stimulus. Cross-correlation strength can be used to model human performance. Model and human performance are comparable for detection, identification, and lateral masking tasks. Moreover, the model also shows size invariance of detection performance due to scaling of the curvature mechanisms. The model is then used to make novel predictions.
Introduction
Human object perception is achieved via a hierarchy of processing stages (van Essen, Anderson, & Felleman, 1992) : retinal inputs, simple line-and edge-detectors in V1 (DeValois & DeValois, 1988; Graham, 1989; Hubel & Wiesel, 1968; Wilson, 1991) , curvature detectors in V1 or V2 (Dobbins, Zucker, & Cynader, 1987 , 1989 Koenderink & Richards, 1988; Wilson, 1985; Wilson & Richards, 1989) , intermediate processing of part-and shape-representations in V4 (Merigan, 1996; Pasupathy & Connor, 2002; van Essen, 1985; Young, 1992) , and further object processing in IT and LOC (Desimone, 1991; Gross, 1992; Tanaka, 1996) .
Radial frequency (RF) patterns are closed contours created by modulating the radius of a circle by a sinusoidal function of the polar angle. RF patterns are used to investigate intermediate-level shape perception because they show global shape processing properties (Hess, Wang, & Dakin, 1999; Jeffrey, Wang, & Birch, 2002; Loffler, Wilson, & Wilkinson, 2003; Wilkinson, Wilson, & Habak, 1998) , and are abstract yet easily modified to create natural shapes such as faces (e.g., Wilson, Loffler, & Wilkinson, 2002; ) and shape-from-motion stimuli (Rainville & Wilson, 2004) . Identification of RF patterns becomes difficult at higher radial frequencies despite the fact that these same stimuli are easily resolved as non-circular , suggesting an upper limit to the number of parts that can be readily counted. Also, lateral masks affect test stimulus thresholds when points of maximum curvature are aligned (Habak, Wilkinson, Zakher, & Wilson, 2004) , suggesting a special role for radial position of curvature information in processing shape. Data collected using RF patterns have provided insights on the nature of intermediate-level shape processing. Here we present a physiologically plausible model that replicates important aspects of human radial frequency pattern perception.
Model

Overview
The model presented here serves as an account of human perception of shape in radial frequency patterns, including conditions where additional masking contours were presented inside and/or outside the test contour. The model recovers shape information in five stages: (1) contour information is recovered using oriented filters, (2) object center is recovered using higher-order filters that respond at the center of concentric contours, (3) the number and average radii of objects is recovered using the contour energy in one direction from the object center, (4) local curvature signals are recovered around the contour using a few curvature mechanisms tuned to different degrees of curvature, and (5) shape is represented as curvature signal strength as a function of orientation around the object's center.
Object center is recovered using a neural model previously used for concentric Glass patterns , corresponding to the first two stages of the present model. In the 1st stage, the contour is filtered by oriented receptive fields, and their outputs serve as input to the 2nd, 3rd, and 4th stages. The 2nd stage consists of a pair of filters oriented orthogonally to the 1st stage filters, and offset symmetrically from the filter's output position along their axis of elongation. This configuration has been shown to respond well to contour curvature (Wilson, 1999) . The outputs of such filters are summed over a range of orientations, giving an energy response in the center of the stimulus, from which object position is recovered (see Fig. 1A ). In the 3rd stage of the model, objects are counted by sampling oriented receptive field responses in a given direction from the object center, giving a number of energy spots equal to the number of objects present in that direction. Moreover, the position of these energy spots relative to the object center may serve to position curvature response sampling (see 5th stage below).
In the 4th stage of the model, curvature mechanisms were modeled as a combination of responses of three oriented filters arranged along a curved path. The response is maximal if the contour passes through all three samples, matching the curvature defined by the locations of the samples. The sampled responses were combined multiplicatively using an 'AND' operator, providing a strong response only if all three oriented filters sampled were responding to the contour, and no response if one or two sampled filters were unresponsive. Opponent curvature mechanisms were constructed by contrasting the response of similarlyoriented curvature mechanisms tuned to increases and decreases in curvature (see Fig. 1B ).
In the 5th stage of the model, shape information is represented as curvature responses as a function of orientation around the object center at a radius determined by the 3rd stage, similar to population codes in V4 macaque monkey cells (Pasupathy & Connor, 2002) , from which shape information can be derived independently of object position or size.
Curvature mechanisms operate in parallel over the visual field, encoding curvature for all orientations and a range of curvature amplitudes. However, for the purpose of providing a plausible yet parsimonious model of radial frequency pattern perception, we restrict our analysis to opponent curvature mechanisms optimized to encode deviations from circular shapes. Unpublished fMRI data from our laboratory support the presence of neurons responding optimally to deviations from circles in the human ventral pathway (Rainville, Yurganov, & Wilson, 2005) .
Stimuli
Radial frequency patterns are created by varying the radius of a circle as a function of polar angle (h) using a sum of sinusoid functions of various amplitudes, phases, and frequencies : where R 0 is the mean radius, and x n , A n , and / n are the frequency, amplitude, and phase, respectively, for each radial modulation (n of m) added into the circle. If all coefficients A n = 0 except for one frequency, then a 'pure' radial frequency pattern will be created, as was used to create all stimuli discussed in this paper. Complex shapes can be created by setting several A n to values greater than zero. The cross-sectional luminance profile was set to a fourth derivative of a Gaussian (D4) profile as in the original experiments ( Fig. 2A) , thus the stimulus was created as:
Rsqðx; yÞ ¼ RðhÞ À ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
and r w was set such that peak spatial frequency of the contour was 8cpd. Luminance values were scaled from 0 to 150. Mean radius, amplitude, and phase were adjusted to match experimental conditions.
1st stage: Oriented filters
Stimuli were convolved with a bank of eight oriented filters (Wilson, 1985) 
where r y = 1.6r 1 (i.e., 1/2 of the value estimated by Phillips & Wilson, 1984 , to reduce the number of orientations needed in the simulation to obtain a smooth response), and the other parameters correspond to the 8cpd mechanism as estimated by Wilson, McFarlane, and Phillips (1983) . The
. Sample radial frequency contours (A) are convolved with oriented filters (B) for each of eight evenly-spaced orientations, the output of which is thresholded (C). For each orientation, the output is convolved with a pair of filters oriented orthogonally to 1st stage filters, and offset along their axis of orientation (D), the half-wave rectified output of which (E) is summed over the eight orientations and thresholded (F) to recover the contour's center which is estimated as the max of that 2D distribution. Responses of oriented filters (G) are sampled as a function of direction from the object center (H), each sampling gives as many energy spots as there are contours (I). Curvature mechanisms sample the responses of oriented filters at five locations, the overall scale of the curvature mechanism increases with distance from the object center, and is oriented to produce preferential responding to peak curvatures pointing away from the center (J: locations in the oriented filter responses that are sampled; black lines isolate the sampled locations of three curvature mechanisms). After multiplication (K) and inhibition of the samples, the curvature mechanisms respond preferentially at the location of convex peaks (L).
filter orientation preferences were evenly distributed over 180°(in steps of 22.5°; see Fig. 2B ). Responses were thresholded at 1/3 of the maximum response over all orientations and positions, to remove side-band responses, and to reduce positional and response noise of the curvature mechanisms. However, thresholding does not impact the recovery of object position in the present simulations (i.e., 2nd stage). These oriented filter responses serve as input to filters used to recover positional information of the object (see 2nd and 3rd stages), as well as curvature mechanisms used to recover shape information (see 4th and 5th stages).
2nd stage: Object position
For neural computation of object position, we used a model similar to that designed to recover the center of Glass patterns Wilson, Wilkinson, & Asaad, 1997) . Recovery of the object's position is needed to compensate for object size and position invariance. Responses at each 1st stage filter orientation were convolved with a filter defined as a pair of difference of Gaussians (DOGs) oriented perpendicular to the contour, each multiplied by a Gaussian radially, and each displaced by ±y 0 from the filter's receptive field center (see Fig. 1A ; Fig. 2D 
This 2nd stage filter was four times larger in each dimension (and four times lower in spatial frequency) than the first stage filter. Orienting this 2nd layer filter perpendicular to the 1st layer filter orientation results in extraction of contour curvature (Wilson, 1999) , thus generating a strong response to the center of concentric shapes (Wilson et al., 1997) .
These responses were then summed over eight orientations, full-wave rectified, and thresholded at half-max to remove some response noise outside of the object. The object's center was defined as the position of the neural response maximum along X and Y coordinates.
3rd stage: Counting objects and estimating object(s) size(s)
To neurally determine the number of objects present in the stimulus, we sampled the oriented filter responses from the 1st stage (summed over orientations) using 30 2D Gaussians positioned around the object center, with their axes of elongation aligned radially (see Fig. 2H ):
where r x and r y, test determine the thickness and length of the sampling filter, respectively, y 0 is equal to the mean RF pattern radius, and g test determines its sharpness along its axis of elongation. Each sampling filter is multiplied with the contour responses, providing localized peaks of activity corresponding to the number and locations of contours in the given sampling direction (Fig. 2I ). This process of sampling the contour responses with 2D Gaussians was repeated for 30 orientations around the object center in 12°steps. Thirty samples were used here and below (see 5th stage) so that the number of samples taken was greater than the Nyquist limit for the radial frequencies used in the simulations.
4th stage: Curvature detectors
Curvature mechanisms were modeled as the combination of the responses of several oriented filters arranged along a curved line, where the response is optimal if the contour matches the sampled locations and orientations of the filters (see Fig. 1B ). For example, the curvature responses to a circle are optimal when oriented filters are positioned around the center of the circle, with distance equal to the radius and orientation perpendicular to the radius.
We created an array of curvature mechanisms, each consisting of five samples (see Fig. 1B ). Each sampled contour response (SCR) was the result of convolving the oriented receptive field responses (from the 1st stage, with orientation preference tangential relative to the object's center as recovered in the 2nd stage) with a center-surround filter (CS):
CSðx; yÞ ¼ e 
where r cs = 64.8 00 . The center-surround filter was positioned relative to the object center and the receptive field output (given as (0,0) and (R,h), respectively, in polar coordinates), and sampled responses were half-wave rectified. Sampling parameters were chosen to blur contour responses, increasing bandwidth over curvature, position, and orientation. The weak surround and half-wave rectification of each SCR was used to ensure that response drops to zero away from the contour. In other words, the sampling operation used here is equivalent to selecting the responses of oriented cells from the 1st stage with a small positional blur.
Samples were positioned relative to the object center, giving one response at the receptive field's center (R center , h), two samples at ±Dh of the first sample and slightly further away from the center of the object than the first sample (R out , h ± Dh), and the last two samples are also positioned at ±Dh but placed slightly inwards (R in , h ± Dh). The radii of the inward and outward samples were defined as
where q, d, and Dh (see above) can be varied to obtain curvature mechanisms with different tuning properties (see Appendix for values used for the curvature mechanisms), and R center is the distance between the center of the object and the filter's output and middle sample. Combining sampled contour responses (SCRs) from center (R center , h) and outward samples (R out , h ± Dh) gives a peak response for straighter or even concave deviations from a circle, whereas combining responses from center (R center , h) and inward samples (R in , h ± Dh) gives peak responses for accentuated convex curvatures (see Fig. 2J ). SCRs could be combined linearly as originally suggested (Wilson & Richards, 1989 followed by half-wave rectification, such that curvature mechanisms respond only at points of convex curvature extrema.
5th stage: Population code for shape
We now have curvature responses that are selective for points of maximum convex curvature (see 4th stage), located around the previously determined center of the object (see 2nd stage), which gives a maximum response at each peak of a radial frequency pattern. Curvature responses were sampled using the same 30 2D Gaussians previously used to estimate the number of objects and the object(s) size(s) in the 3rd stage (see Fig. 2H ; see Eq. (6)), except that y 0 is given by the average radius estimated in the 3rd stage of the model, for the selected objects when more than one object is present. The 2D Gaussians determined over which locations the curvature responses (CR) were summed to give the sampled response (I test ) as a function of angle around the object center (see Figs. 3D and J) .
For isolated objects, the same large values of g t and r y,t were used as in the 3rd stage, to simulate sampling invariance over a longer range of distances from center (see Appendix for details; see Figs. 3A-F). However, when masks were used, curvature responses to test objects were recovered using shorter sampling profiles in order to avoid summing together the responses of the test and lateral mask objects (see Figs. 3G-L). The selection of sampling profile (isolated vs. masked) was based on whether more than one object was detected in the 3rd stage of the model. Curvature responses to mask objects were recovered using a wide sampling profile from which was removed the test object sampling profile (see Figs. 3C and I):
G mask,in and G mask,out were defined as the portions of G mask that fell inside (i.e., y < y 0 ) and outside (i.e., y > y 0 ), respectively, of the test object sampling area (G test ). Sampled responses for test (I test ) and masks objects (I mask,in and I mask,out ) were combined using a modified version of the Michaelis-Menton equation for shunting inhibition (Michaelis & Menten, 1913) :
where x in , x out and x x are weights regulating the effects of masks placed inside, outside, and their interaction, respectively, and c is an exponential non-linearity that influences the response of all curvature mechanisms. Finally, the sampled responses were subjected to a Naka-Rushton non-linearity to simulate cell firing rates (Naka & Rushton, 1966) :
where R 50% determines the point of the function where cell firing (R cell ) is half of its maximum (100%), and N determines the steepness of the function. Note that the NakaRushton function has been shown to provide an accurate description of neural firing rates both in V1 and at higher levels of the visual hierarchy (Albrecht & Hamilton, 1982; Sclar, Maunsell, & Lennie, 1990) . These 30 firing rates, one per sampled direction from the object center, give a population code for internal representation of object shape. A cross-correlation of firing rates with a sine wave seems adequate in the case of 'pure' radial frequency patterns because of the similarity of the population code with a sine function. In the more general case, object recognition could be implemented as cross-correlations of a pattern of activity with stored patterns of activity for different memorized shapes. For computational simplicity, the cross-correlation with sine waves of various frequencies was implemented as a Fourier transform.
Estimation of model performance
In the Fourier representation (i.e., the Fourier transform of cell firing as a function of orientation around the object center), the energy for pure radial frequency patterns is found mainly at the same radial frequency as present in the stimulus, with amplitude proportional to the match of the contour to the filters encoding it. This means that the mechanism will respond best to a given curvature amplitude, and response will fall off when amplitude is higher or lower than that peak amplitude. The discriminability (s) on any two objects is then defined as the squared Euclidean distance of the Fourier representation:
where De x is the difference of energy between the two RF patterns for frequency x. Assuming that the false alarm rate is minimized, the probability of accurately discriminating two objects is a sigmoid function of discriminability (s):
where s threshold is the threshold value, and a determines the steepness of the sigmoid function. Thresholds are defined as the amplitude at which the difference in energy at the frequency of interest (s) equals s threshold . The probability of correctly identifying an object in a Nalternatives-forced-choice task is given by 1/N if responses are random, or by 1/N in when only N in alternatives are considered as likely candidates. If we use P(RF j = RF i ) as a measure of whether an alternative is considered likely, then the probability of correct identification is
where RF i is the test object presented, and RF j takes the values for all comparison stimuli in an N-alternativesforced-choice task. That is, to the extent that the stimulus shown appears similar to other comparison stimuli, the sum will increase from 1 up to N, and thus the probability of a correct identification will decrease from 100% to chance (i.e., 100%/N), which corresponds to 16.6% in a 6AFC task. The free parameters of the model (i.e., x in , x out , x x , and c from Eq. (12), N and R 50% from Eq. (13), s threshold and a from Eq. (15)) were adjusted to decrease the sum of squared differences between the human and model data, using the fminsearch function in Matlab (Mathworks Ltd.).
Results
A single curvature mechanism can only be optimally sensitive to a limited range of curvatures. In the case of radial frequency patterns, curvature increases with amplitude and frequency but decreases with size. Therefore, it was necessary to combine the responses of a few curvature filters (see Appendix for details) to account for human data.
Detection thresholds
Human data shows that amplitude thresholds to radial deformations from circular objects are about constant for radial frequencies (RF) of 4 and above, but significantly higher for RFs 1 and 2 see Fig. 4) . Thresholds for RFs 3 and above are within hyperacuity range.
The high threshold at RF = 1 is due to position invariance for both human and model, as low-amplitude RF = 1 deformations are similar to translations (with phase indicating the direction of the translation). In psychophysical experiments, positional jitter was added, removing position as a cue to guide responses. The model recovers positional information, but uses it to scale curvature mechanisms and select sampled locations of curvature mechanisms; positional information is not used to discriminate between objects. Therefore, for both humans and the model, the RF=1 object becomes discriminable from a circle only at higher amplitudes, where the contour becomes nearly straight or even inwardly-curved at one position.
Due to their broad radial-frequency tuning, only two curvature mechanisms are required to fit thresholds for RFs 1 to at least 10, where the mechanism with the highest sensitivity determines performance. Because these same two mechanisms were also used to fit data in a variety of conditions (see below), we will henceforth refer to them as the low-RF and high-RF mechanisms, based on their peak RF sensitivity profiles.
Size constancy
Threshold amplitudes represent constant Weber fractions of radius over a wide range of object sizes (see Fig. 5 ), suggesting that the mechanisms underlying radial frequency pattern perception scale quite nicely with object size. However, there are multiple stages of processing and multiple filters involved in the computation of shape, and we need to discuss the possible scaling of each stage separately.
The mechanism recovering the object center is robust over the range of object sizes tested here, therefore it does not need to be scaled with object size to account for the present data.
In the original experiments of Wilkinson et al. (1998) , amplitude thresholds were independent of contour spatial frequency over the range of spatial frequencies tested, thus the contour itself was likely resolved by oriented filters matching the spatial frequency content of the contour. Therefore, 1st stage oriented filters were not scaled in the model, but rather the filters used were matched to the spatial frequency content of the contour.
The main influence on shape acuity as a function of size would be from the distances between the samples used by the curvature mechanism, which were increased as a function of the distance from the object center (see Eqs. (8) and (9)). This broadens the filter tuning to object size, and we find that two filters are sufficient to account for size invariance over a 3.5-fold range (i.e., radii of 0.25-0.875°).
Identification data
Human data show that the ability to identify correctly a RF pattern decreases at RFs 7 and above, even though their detection thresholds are about constant and amplitudes were set well above detection thresholds (3· detection threshold; Wilkinson et al., 1998) . That is, even though these RF patterns were clearly discriminable from circles, they are not easy to discriminate from each other.
The model fit was adequate using only information from the same two curvature mechanisms used above (see Fig. 6 ). Most of the identification information comes from the low-RF mechanism, which replicates the high performance levels up to RF 7. The high-RF mechanism does contribute about 40% hit rate at all radial frequencies, providing an estimate of curvature maxima density that is too broadly-tuned to provide accurate information about the number of curvature peaks.
Lateral masking
Lateral masking data show some important characteristics: (1) masking is maximum when peaks of test and mask objects are aligned, and negligible when they are not, and (2) the effects of masks positioned inside and outside the test stimulus summate (see Fig. 7 ; Habak et al., 2004) .
The model sampled curvature responses separately for the area around the test object (i.e., G test in Eq. (6); I test in Eq. (12)), and mask objects positioned inside or outside of the test object (i.e., G mask,in and G mask,out in Eq. (11); I mask,in and I mask,out in Eq. (12)). Because the curvature mechanisms used here are most sensitive to convex deviations from circles, curvature responses are already weak when curvature amplitude is near that expected for circles. Thus, shunting inhibition (Eq. (12)) is considerably reduced for circular masks (Fig. 7 , dashed lines without symbols) and when peaks of test and mask objects are misaligned ( Fig. 7 , thresholds decrease with increased phase difference). Moreover, the model accounts for the observed summation of masking effects in the double-mask condition compared to single-masks placed inside or outside of the test object. Removing the interaction weight (i.e., forcing x x = 0) or multiplying the effects of the two masks (i.e., forcing x x = (x in x out ) 0.5 ) gives thresholds about halfway between the thresholds observed in double-mask conditions and that observed for circular masks. It thus seems that the effects of inner and outer mask responses are more than summed or multiplied, suggesting a non-linear interaction of multiple masks. adjusting the other parameters of the model, changing the exponent increased performance at large sizes yet decreased performance at small sizes. Performance at larger sizes could be made less dependent on the exponent by scaling the sampling area from which curvature mechanisms get their inputs (i.e., increasing r cs in Eq. (7) as a function of distance from object center using Eq. (17)).
Robustness of the predictions
Discussion
Modeling local curvature
Several hypotheses have been proposed for neural curvature encoding: lateral facilitation and inhibition fields (Ben Shahar & Zucker, 2004; Li, 1998 Li, , 2000 , endstopped cells (Dobbins et al., 1987 , Dobbins, Zucker, & Cynader, 1989 Wilkinson et al., 1998) , and linear filters with several subfields (Koenderink & Richards, 1988; Wilson & Richards, 1989) .
When lateral facilitation and inhibition fields are used, the cell's response decreases monotonically as curvature increases because lateral facilitation is highest for collinear contour segments. Because local curvature increases monotonically with RF, such models incorrectly predict that threshold amplitude will continue to decrease monotonically as radial frequency is increased above RF 4.
When endstopped cells are modeled as orthogonal 2nd stage oriented filters (e.g., Wilkinson et al., 1998 ; see Fig. 1A ), the size of the 2nd stage filters determine the RF tuning of the cell. The curvature mechanisms that fit the lower-frequency range of the detection thresholds need to be very large in the direction parallel to the contour. When this is the case, wide filters are required to prevent the cell from achieving its highest response at orientations slightly above and below the contour orientation, where the side-bands would fall off the contour entirely. However, large 2nd stage filters partially overlap lateral masks when present, with the effect of adding systematic noise to the curvature response. The largest effect would be observed when the test and mask objects are anti-phased, contrary to data showing no effect at that phase relationship. We expect the same problems from endstopped cells as modeled by Dobbins et al. (1987) , where the surround field is 2.5 times the size that of the oriented receptive field. The curvature mechanisms used here are not prone to these effects due to their smaller receptive fields.
Linear filters share many properties with the filters used here: optimal response often (but not always) occurs at the location of the maximal curvature, receptive field properties can be scaled with distance from object center, and the distance between subfields determines the preferred degree of curvature. However, linear filters also respond Compared to the best fit (cols 1-4 row 1), modest overall performance changes were observed when Naka-Rushton (see cols 1-4 rows 3-4), psychometric (cols 1-4 row 2 and col 5 row 1), and lateral masking weights were modified (col 5 rows 2-4), even though other parameters were kept unchanged. However, the exponent (c) significantly changed the fit quality, and even after the other parameters were adjusted (see cols 1-4 row 5), there remained a significant change in performance levels as a function of size (col 3 row 5).
to contours which pass through one or two of its three subfields, often responding away from the locus of maximum curvature, especially when lateral masking objects are present. The multiplicative combination used here is much less susceptible to these errors.
Scaling of curvature mechanisms
Receptive field characteristics of the curvature mechanisms were scaled with distance such that the distance between inner and outer samples (R in and R out , respectively) increased linearly (see Eqs. (8) and (9)). However, it is more common to scale stimuli with eccentricity using the equation
where S(0) is the foveal scale, S(E) is the scale at eccentricity E, and E 2 is the eccentricity at which the scale is twice the foveal scale. The scale invariance found for RF patterns implies that curvature mechanisms involved in threshold detection performance scale with d = 0 in Eqs. (8) and (9). Scale invariance in Eq. (17) implies that E 2 is 0, in which case Eq. (17) is undefined. However, scale invariance can be described using:
where S(E) % S(0) near the fovea, S(E) % kE at large eccentricities, and k and n are free parameters of the fit. For eccentricities 0.25°and above, this scaling function is much steeper than Whitaker, Latham, Mäkelä, and Rovamo (1993) 's estimate of E 2 = 1.42À2.27 for curvature detection and discrimination. How then might these two results be reconciled? For curvature to be perceived, both the contour and the degree of curvature have to be resolved. When multiple limits on performance exist, the scaling function recovered psychophysically will be closer to the limiting factor that most influenced performance for the given stimulus used (see Poirier & Gurnsey, 2002 , 2005 . In the case of Whitaker et al. (1993) , performance was probably influenced strongly by resolvability of the contour because they used short thin contours, thus the scaling function would be in the range found for grating acuity or retinal cone density (Cowey & Rolls, 1974; Hirsch & Curcio, 1989; Rovamo, Virsu, & Näsänen, 1978; Thibos, Still, & Bradley, 1996) . However, in the case of Wilkinson et al. (1998) , the curvature was part of a continuous contour which was also wide enough to be easily resolved at all eccentricities tested (i.e., stimulus sizes), thus performance probably reflects better the limitations of curvature mechanisms rather than the resolvability of the contour. It is therefore not surprising to find that scaling in the later case is in the range of scaling functions found for hyperacuity tasks (Levi & Waugh, 1994; Whitaker, Rovamo, MacVeigh, & Mäkelä, 1992) .
According to this interpretation, we predict that the scaling function will be steeper for easily perceived contours with higher degrees of curvatures, and will become shallower as local curvature decreases or contour visibility decreases. Scale invariance (i.e., steep scaling) was found for easily perceived objects for RFs 4-10, for eccentricities up to 20° (Achtman, Hess, & Wang, 2000; Wilkinson et al., 1998) , consistent with this interpretation.
The scaling functions used in the model are consistent with this explanation. Both scaling functions are within the range of hyperacuity tasks. The high-RF mechanism has a steeper magnification function (S(E) = kE in Eq. (18)), and is responsible for acuity to deformations of smaller circles and higher curvature ranges of the data. As object size is increased or radial frequency is decreased, sensitivity is greatest for the low-RF mechanism, which is associated with a shallower magnification function (E 2 = 1.25 in Eq. (17)).
Lateral masking
In the model, curvature responses sampled around the recovered stimulus center were broadly tuned over object sizes when a single object was presented, but sampling was considerably more selective when lateral masks were present. The neural sampling profile could be dynamically adjusted when multiple objects are presented, adding lateral inhibition to decorrelate the object signals. Alternatively, it is possible that sampling profiles are tightly tuned to object size, and performance in tasks where a single object is presented is determined by the sampling mechanisms where maximal contour responses occur. Investigation of the temporal properties of masking is needed to answer this question. Hess et al. (1999) measured detection thresholds for RF 4 objects in the presence of oriented noise. They found masking effects when the orientations contained in the stimulus was equal to the orientations contained in the ''sides'' of the object (i.e., where the shapes had lower curvature). At first glance, this result runs counter to the idea that corners rather than straight segments are used for shape perception (Attneave, 1954; Loffler et al., 2003) . However, observation of Hess et al.'s stimuli isolates a potential confound. In their stimuli, the oriented noise pattern was added for two orientations, which creates cross patterns that stimulate curvature mechanisms. In the present model, the cross patterns would be effective masks when positioned near peaks of curvature, with the orientations at ±45°of the contour orientation at the peak. Thus, both explanations can account for the data. Moreover, if masking were due to the presence of parallel lines near the shape's straight segments, one would incorrectly expect that circles would be effective masks (see Habak et al., 2004) . It is therefore more likely that points of maximum curvature are more important than points of minimum curvature in shape perception.
Lateral masking was modelled using shunting inhibition, with the effect of dividing the amplitude signal by a constant depending on the mask alignment with the test contour. We initially considered modeling inhibition as a simple subtractive effect, in which case the amplitude signal would be shifted away from the masking stimulus. However, shifting the amplitude signal would incorrectly predict an increased threshold in the anti-phase conditions, because the control object would be perceived as modulated at the same RF as the test object, which would be difficult to discriminate from test objects because of phase randomization.
4.4. Global shape sensitivity Wilkinson et al. (1998) argued that neither local curvature nor local orientation deviations could account for performance in the detection task. Part of their argument is that curvature thresholds for line segments as reported by Watt and Andrews (1982) were a factor of ten times higher than the thresholds obtained with corresponding RF patterns. Moreover, if thresholds were due to local curvature discrimination, randomizing the radius of the comparison circle would remove the local curvature cue, thus reducing performance. Finally, an account based on local curvature or local orientation would predict that thresholds would continue to decrease with increased radial frequency, whereas the data clearly show that performance reaches a plateau at RF = 3-4. They therefore suggested that global shape mechanisms had to be used, and proposed an objectcentered approach as used here (see also Wilson et al., 1997) .
Our model replicates the plateau, and randomization of the radius of the comparison would not affect the results of our simulations. The only pooling mechanism included in our model is the cross correlation implemented by the Fourier transform. This transformation is insufficient to account for the order of magnitude difference between thresholds collected on local curvature (e.g., Watt & Andrews, 1982) and those collected on RF patterns. How then is global shape sensitivity encoded in the present model?
First, a circle has constant curvature along its contour, whereas the degree of curvature varies systematically around RF patterns. Therefore, a measure of curvature response variability is available for comparison between the two stimuli, with its value increasing with RF amplitude (note: variability = 0 when amplitude = 0, which provides a simple neural standard). Response variability is not readily available to mechanisms involved in local curvature discrimination.
Second, sensitivity to small deviations from circles is increased by an opponent-process between curvature mechanisms that prefer curvature increases and decreases relative to that expected for a circle. Selecting such curvature mechanisms is only possible if the center of the object has previously been recovered. The present model does not explicitly use the object's mean radius (size) to determine thresholds. Instead, curvature mechanisms are scaled with distance from object center, optimizing sensitivity simultaneously for a wide range of object sizes. In contrast, selecting mechanisms that are most sensitive to increases or decreases in curvature relative to that expected for circles would be hard to perform on a local curvature stimulus where information about the position of the object's center is not readily available.
Concave vs. convex curvature extrema
In the present model, convex rather than concave points of curvature extrema were used. This may seem contradictory to claims that concave deviations are more easily detected (Barenholtz, Cohen, Feldman, & Singh, 2003) . However, in the stimuli they used, the amount of convex curvature increased on both sides of the point where a concavity was added. It is therefore not clear whether performance in their task was dependent on the introduced concavity per se or on the increased convexity on either side of the added concavity. To control for this confound, stimuli need to be designed where the added concavity introduces little or no convexity (and vice versa) at other points of the figure. Based on other reports of convexity advantages (Bertamini, 2001 (Bertamini, , 2004 Loffler et al., 2003) , we predict that a replication of Barenholtz et al. with properly controlled stimuli will also show a convexity advantage. Wilkinson et al. (1998) found that accuracy in identification drops rapidly for RF patterns above 6 despite that these same RF patterns are easily discriminable from circles. This dissociation between detection and discrimination performance could be due to resolution limits , subitizing (Jevons, 1871; Kaufman, Lord, Reese, & Volkmann, 1949; Miller, 1956; Woodworth & Schlosberg, 1954) , or limits on orientation sensitivity for curvature position around the object center . The approach taken here is most similar to the resolution limit account, where we assume that the low-RF curvature mechanism provides information about the position or number of curvature peaks for shape analysis, whereas the high-RF mechanism provides only coarse information about the density of curvature peaks. Therefore, the high-RF mechanism would encode an equivalent of surface texture in the shape domain. There can even be several mechanisms each encoding a different range of radial frequencies; possibly encoding coarse and fine surface textures much like is thought to exist with 2D visual textures (Gurnsey & Fleet, 2001 ).
Shape coding for recognition
Generalizing the model
The model presented here was developed as an account of RF pattern perception. A more general model of object perception would include a population of curvature filters with various orientations and curvature tuning properties, operating in parallel over the visual field. The neural representation of objects may also include information about curvature distance from the object's center, as encoded in the 3rd stage of this model, in addition to radial position and curvature amplitude used here. It is likely that curvature mechanisms with maximal response at given positions in the image would inhibit similarly-positioned mechanisms tuned to other curvatures, to optimize the number of mechanisms contributing to the population code for shape. Object shape is then a population code of curvature responses, mapped as a function of distance and orientation around the object's center, as proposed by Pasupathy and Connor (2002) .
That the model presented here is organized as hierarchical stages processing from local to global information does not necessarily imply that information available to consciousness and/or perceptual tasks will follow the same order of precedence. The model presented here is compatible with both local-to-global and global-to-local processing schemes (see Chen, 2005) , where global-to-local processing precedence would be evident in cases where information at the later stages of the hierarchy is available earlier to consciousness than information encoded at earlier stages of the hierarchy (e.g., Ahissar & Hochstein, 2004) . Global information could also be privileged if the integration mechanisms involved in forming global percepts are faster and less selective than the segregation mechanisms involved in accessing part or local information (see Poirier & Frost, 2005) .
