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 Abstract: Teleological concepts are used in biological discourse and often feature in theories 
within philosophy of biology. Functions, ecosystems and organismic behaviour are often 
defined and explained in teleological language. Whether the things we describe and explain 
teleologically are intrinsically teleological or whether they just appear that way to us humans 
is a question that continues to be debated amongst philosophers. Philosophers who posit the 
existence of mind-independent teleological properties of things themselves can be called 
teleological externalists, whereas those that posit the location of teleology solely within the 
mind can be called teleological mentalists or internalists. My thesis aims to demonstrate that 
teleological externalisms have not yet been completely successful at locating teleology 
outside of the mind, or of adequately explaining how teleological predictions of things 
outside of the mind can be successful. In light of these problems my thesis provides an 
internalist account of teleology that aims to explain how things in the world might appear 
teleological without them being teleological, and explains how our teleological predictions 
can be successful without the things we predict teleologically being themselves teleological.  
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CHAPTER ONE 
INTRODUCTION TO THE TOPIC OF TELEOLOGY AND EXPLANATION OF THE 
THESIS 
*** 
Philosopher of biology Morton Beckner says that “All three concepts share the following 
feature: we may say of intentional, goal-directed, and functional activities that these all take 
place ‘for the sake of’ something and ‘in order to’ do something” (1969, p.153). Some of the 
concepts involved in teleology include intentions, goals and functions. Andrew Woodfield, in 
Teleology (1976), explains that we introduce teleological concepts into our discourse about 
certain kinds of things when we use teleological sentences. He says that “The sentences in 
question are those that contain ‘in order to’, ‘in order that’, ‘for the sake of’, ‘for the purpose 
of’, ‘so as to’, or simply ‘to’ where it is used as an abbreviation of ‘in order to’. I call these 
teleological sentences” (p.19). We build roads in order to access our neighbouring towns and 
we work for the sake of money. We say that the fox chases the rabbit in order to feed itself, 
that Emperor penguins migrate to Antarctica to breed and that the Sphex wasp checks its 
burrow for predators. We even say that our bodily organs are for certain functions and that 
they malfunction when they do not achieve these expected outcomes. All of these activities 
can be described teleologically. As philosopher and evolutionary biologist Ernst Mayr notes, 
“teleology concerns mostly or entirely the world of life” (1992, p.1). Teleology, for better or 
for worse, permeates our thinking about almost everything.  
Felix Adler writes that “The term teleology signifies the science of ends” (1904, p.1). 
According to Aristotle an end is “the final cause” (1969, p.41) of an item or behaviour. In 
Physics he explains that “this is the final cause; for example, walking is for the sake of 
health” (1969, p.30). An end or final cause is what something is said to be ‘for’ or ‘for the 
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sake of’ (Beckner 1969, p.153). We use words like ‘purpose’, ‘function’ and ‘goal’ to 
designate ends. Teleology is invoked any time we make statements about the goals, goal-
directedness, purposes and functions of organisms, their parts (e.g. organs) or behaviour. 
While teleological questions can be asked about artefacts, instruments and tools, those topics 
are not the focus of this dissertation. Instead I choose to locate my study of teleology within 
the context of biology, since that is where teleological issues and forming an understanding 
of teleological concepts are most pressing.  
Teleological concepts are used in biological discourse and often feature in theories within 
philosophy of biology. Functions, ecosystems and organismic behaviour are often defined 
and explained using teleological language even though there is no consensus in the literature 
on what teleological words like ‘goal’, ‘purpose’ and ‘function’ actually mean or what they 
correspond to within the biological realm. Whether the things we describe and explain 
teleologically are intrinsically teleological in themselves or whether they just appear that way 
to us humans is a question that has brought about varied and oppositional accounts 
throughout the history of philosophy. Philosophers that posit the existence of mind-
independent teleological properties can be called teleological externalists, whereas those that 
dispute the existence of mind-independent teleology and posit the location of teleology solely 
within the mind can be called teleological mentalists or internalists1. Of course there may be 
accounts of teleology that do not exactly fit within one of these categories, though most 
accounts lean towards one side or the other. The study of teleology is philosophically 
interesting as well as valuable to biologists and philosophers of biology who use teleological 
language and invoke teleological ideas in their theories about nature. 
                                                          
1 I use the terms mentalism and internalism interchangeably throughout the dissertation, in the general sense of 
‘dependent on the subjective observer’. 
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Throughout this dissertation I will demonstrate that teleological externalisms have not been 
completely successful at locating teleology outside of the mind or at explaining how 
teleological predictions about non-human organisms can be successful. In other words, 
teleological externalisms have not yet adequately explained the appearance of teleology out 
in the world (i.e. in nature) or the success of teleological prediction. I discuss teleological 
predictions later in this chapter and throughout the dissertation, so for now it is enough to say 
that a teleological prediction occurs when we predict that an organism will behave in a 
certain way so as to actualise a goal. My thesis aims to explain the appearance of teleology in 
nature and the success of teleological prediction without things outside of the mind being 
themselves teleological. My thesis should undermine some of the key motivators of 
teleological externalism by providing an internalist account of teleology that explains how 
things might appear teleological, and which explains how our teleological predictions can be 
successful, without things outside of the mind being themselves teleological.  
A possible issue with undertaking a study of teleology is that one can barely scratch the 
surface of this immense topic within the confines of a master’s thesis. After all, the topic of 
teleology is not bound to any one field of philosophy. The study of teleology spans many 
fields of philosophy, such as philosophy of science, metaphysics and philosophy of mind 
(Woodfield 1976, p.vii). So while I have done my best to keep this thesis focused on 
providing solutions to the two hard problems (the appearance of teleology and the success of 
teleological prediction) I will undoubtedly touch on some ideas that could be unpacked and 
examined further under different kinds of philosophical lenses. While I may not be able to 
cover every fine detail here I aim to provide a framework that is persuasive and enough to 
encourage future research.   
To summarise: this dissertation provides an internalist account of teleology that aims to solve 
two hard problems of teleology: the appearance of teleology out in the world and the success 
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of teleological prediction. By providing an account of teleology that is explanatory of the 
appearance of teleology in nature and the success of teleological predictions without things 
outside of the mind being themselves, I subsequently undermine some of the key motivators 
of teleological externalism and contribute to an internalistic way of thinking about teleology 
that has received little attention in the contemporary literature.  
Before I move on to examining these hard questions in the later chapters I will first discuss a 
few more points about what teleology is supposed to involve and about how teleological 
principles are used and understood within a biological context.  
 
PRELIMINARY DISCUSSIONS 
Teleological concepts are often invoked in the biological sciences, in studies of biological 
functions, fitness2, ecosystems, organismic systems and behaviour, and possibly in the 
concept of an ‘organism’. As philosopher of biology Georg Toepfer writes, “The fundamental 
concepts in biology, e.g. ‘organism’ and ‘ecosystem’, are only intelligible given a teleological 
framework” (2012, p.113). Toepfer quotes Heinrich Rickert when he says, “We even have to 
define this science [biology] as the science of bodies whose parts combine to a teleological 
‘unity’” (cited in Toepfer 2012, p.113). According to Toepfer, “Biology would, therefore, if it 
avoided all teleology, cease to be the science of organisms as organisms” (ibid.). Ultimately, 
teleological ideas have long since played a part in biology.  
Functions are another concept readily evoked in biological discourse. As Daniel Dennett 
says, “you can’t do biology without assuming function” (2014, p.5). Generally speaking, 
organs and phenotypic traits are type-identified by their functions, at least in the way 
                                                          
2 Fitness implies a propensity for adaptiveness, survival and replication.  
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philosophers talk about organs and traits3. Often biological functions are described 
teleologically, they are behaviours that tend to bring about a perceived ‘goal’ of some kind, 
whether that be survival, fitness or reproduction. I examine and compare teleological 
accounts and non-teleological accounts of biological function in chapter three.  
There are some people that dispute the place of teleology in science in general. Gustav 
Bergmann writes that “purpose has no place in science. Those who demur are the teleologists 
[...] To the extent one thinks teleologically, he does not think scientifically. The orthodoxy 
nowadays in the sciences of man and society is to denounce teleological thinking. Yet the 
propensity toward it is deeply ingrained” (1962, p.225). There are others such as Robert 
Cummins and Alexander Rosenberg that adhere to similar eliminativist views about 
teleology, although I would say they are in the minority considering the contemporary 
literature. Most do not dispute the presence of teleology within some concepts in biology or 
its apparent usefulness as a tool of enquiry. What goes unexplained, however, is how 
teleological reasoning can be useful in practice even when there are good reasons for being 
sceptical of the existence of mind-independent teleological properties in nature. I explain why 
we have reason to be sceptical of teleological externalisms throughout the dissertation as well 
as demonstrate ways in which teleological reasoning can be useful in practice. Throughout 
the dissertation I contribute points towards explaining the usefulness of teleological reasoning 
without positing the existence of mind-independent teleological properties, surmounting in an 
explanation of teleology’s predictive qualities in chapter five.  
                                                          
3 Ron Amundson and George Lander make a point that while philosophers of biology are caught up on functions 
and type-identifying organs and traits by their functions, there are non-functional ways of type-identifying 
organs, by postulating anatomical and morphological homologies between biological structures based on “the 
‘principle of connectedness’ [which] states that items are identical which have identical connections or position 
within an overall structural pattern […] [and] structurally diverse characters [that] may be recognized as 
homological by their common developmental origin in the embryo” (1994, p.455). 
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Mark Bedau is a teleological externalist whose ideas I will discuss throughout the 
dissertation. He wrote that any account of teleology “should provide some sort of explanation 
of why organic nature appears teleological” (1990, p.66). We see all kinds of organisms 
behaving as though they have goals. Animals hunt, hide, protect themselves, store food, seek 
out mates and build nests and shelters. All these behaviours appear teleological, for the sake 
of some goal, whether that be for the sake of survival, reproduction or some other perceived 
end. However, I ask ‘why do those things appear teleological?’ and ‘what makes some 
behaviours and behavioural outcomes ‘goals’’? In chapters two, three and four I examine a 
variety of teleological externalisms4 that attempt to answer that question and I explain why I 
think they have not adequately explained the existence of mind-independent teleological 
properties.  
In opposition to the teleological externalists there are the internalists (sometimes called 
teleological mentalists), such as Hume, Kant and Andrew Woodfield. These philosophers 
believe that things in nature appear teleological because we either anthropomorphise nature 
and see it like we see ourselves, as having goals and reasons that motivate actions, or that we 
‘project’ a teleological framework onto nature, whereby nature has no intrinsic teleology of 
her own. By the internalist account we may see nature as being teleological but that 
appearance of teleology comes from our subjective thinking and not from nature itself. I 
discuss and examine these views in the next chapter alongside the externalist accounts. 
A defensible retort against internalism could be that its few proponents have not done enough 
to explain how things often appear teleological if they are not intrinsically teleological. 
Indeed the literature concerning this problem is quite lacking in detail. A contribution that my 
thesis will make is in providing an internalist account of teleology that explains the 
                                                          
4 I examine accounts put forward by Bedau, Ruth Millikan, Karen Neander, Denis Walsh, Richard Cameron, 
Mark Okrent, Daniel Dennett and many others.  
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appearance of teleology outside of the mind without those things being themselves 
teleological, thus adding content to the internalist point of view. In chapter four I provide an 
explanation as to how things in nature can appear teleological, through an amalgamation of 
mediating concepts that together form what I call the teleological worldview. In doing so I 
provide a solution to a hard problem of teleological mentalism and undermine a key 
motivator of teleological externalism, the appearance of teleology in the world.  
The second hard problem that my thesis will address is the success of teleological 
predictions. We often predict things in a teleological fashion when we predict the behaviour 
of some entity relative to a future goal-state. Dennett explains that anytime we drive on a 
busy road we gamble our lives on a prediction about the other drivers’ behaviour, whereby 
we assume that they are rational and will act in accordance with certain goals (Dennett 1998, 
p.48), such as survival and maintained health. Ergo, we predict that the other drivers will 
drive safely for the sake of maintaining safety and survival.  
If we concentrate on its [folk psychological/teleological reasoning] strengths we find 
that there are large areas in which it is extraordinarily reliable in its predictive power. 
Every time we venture out on a highway, for example, we stake our lives on the 
reliability of our general expectations about the perceptual beliefs, normal desires, and 
decision proclivities of the other motorists. (ibid., p.49) 
Dennett describes folk-psychology as “the perspective that invokes the family of ‘mentalistic’ 
concepts, such as belief, desire, knowledge, fear, pain, expectation, intention, understanding, 
dreaming, imagination, self-consciousness, and so on” (1998, p.7). Dennett explains that 
“beliefs are information-bearing states of people that arise from perceptions, together with 
appropriately related desires, lead to intelligent action” (1998, p.46). Teleology is often 
involved in folk-psychological reasoning.  
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From Dennett’s example of the motorists on the highway we assume that the other motorists, 
like us, do not want to die, and that they drive in a way that contributes to that goal (survival). 
We can’t a priori know that about strangers though. As Dennett says, “we all use folk 
psychology [which includes teleological reasoning] knowing next to nothing about what 
actually happens inside people’s skulls” (1998, p.48). Our teleological predictions about other 
human animals can be explained away by our belief that human minds generally share certain 
characteristics, such as having beliefs and desires that generally result in a tendency for 
choosing safe behaviours over behaviours that jeopardise life. A problem arises when we 
consider how our teleological predictions of presumably nonrational organisms5 can be 
successful when those organisms do not have conscious goals and beliefs that direct them.  
As Dennett demonstrates in The Intentional Stance (1998): 
Suppose, for example, that we adopt the intentional stance toward bees, and note with 
wonder that they seem to know that dead bees are a hygiene problem in a hive; when a 
bee dies its sisters recognize that it has died, and, believing that dead bees are a health 
hazard and wanting, rationally enough, to avoid health hazards, they decide they must 
remove the dead bee immediately. Thereupon they do just that. […] It turns out that a 
much lower-order explanation suffices: dead bees secrete oleic acid; the smell of oleic 
acid turns on the ‘remove it’ subroutine in the other bees; put a dab of oleic acid on a 
live, healthy bee, and it will be dragged, kicking and screaming, out of the hive 
(Gould and Gould 1982; Wilson, Durlach, and Roth 1958). (p.246)  
What makes Dennett’s prediction a teleological prediction is that it begins with associating an 
end result (maintaining hygiene in the hive) as a motivating reason for action, by which the 
bee-observer decides what the bee ought to do based on this goal (remove the dead bee), and 
                                                          
5 I discuss this idea of rational and nonrational organisms in chapter two.  
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thus predicts what the bee will do (e.g. it will remove the dead bee for the sake of maintaining 
hygiene in the hive). In this example, the teleological prediction is successful due to the bees 
actually removing the dead bee from their hive. Presuming the person observing the bees 
knows very little about the bees’ physical causality, how then does that person form a 
teleological prediction that has a good chance of being successful? Dennett thinks we are able 
to predict the bee’s behaviour using ‘the intentional stance’. Dennett describes the intentional 
stance through the following set of instructions: 
 [First] you decide to treat the object whose behavior is to be predicted as a rational 
 agent;  then you figure out what beliefs that agent ought to have, given its place in 
 the world and its purpose. Then you figure out what desires it ought to have, on the 
 same considerations, and finally you predict that this rational agent will act to 
 further its goals in the light of its beliefs. A little practical reasoning from the chosen 
 set of beliefs and desires will in many – but not all – instances yield a decision about 
 what the agent ought to do; that is what you predict the agent will do. (1998, p.17) 
Dennett believes that by utilising the intentional stance we are able to predict the behaviour 
of all kinds of things, at least some of the time. Dennett writes that in practicing the 
intentional stance “we attribute the desires the system ought to have” based on our 
assumptions about what is good for it (1998, p.20). There is very little agreement about 
teleological concepts and concepts about ‘the good’ in the literature, so it is hard to fathom 
how we should be able to make successful predictions about organisms based on teleological 
and evaluative concepts that are notoriously vague. After all, ‘maintaining hygiene in the 
hive’ may seem like an obvious goal to us, but in what sense does that goal help explain the 
bees’ behaviour in any obvious causal sense (its actually happening)? A behaviour may be 
deemed rational but that does not explain how it happened or how it could happen. As 
Dennett writes of intentionalistic/teleological predictions, “Even when we are surest that the 
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strategy works for the wrong reasons, it is nevertheless true that it does work, at least a little 
bit” (ibid., p.23). Teleological predictions are successful surprisingly often, even though it is 
not immediately clear how they can be successful.  
As Dennett writes, 
 […] there has to be some explanation of the success of intentional predictions[s] of 
 the behavior of systems […] It isn’t just magic. It isn’t a mere coincidence that one 
 can generate all these abstracta, manipulate them via some version of practical 
 reasoning, and come up with an action prediction that has a good chance of being 
 true. There must be some way in which the internal processes of the system mirror 
 the complexities of the intentional interpretation, or its success would be a miracle. 
 (1998, p.60) 
Dennett describes here the second hard problem of teleology that I focus on in the fifth 
chapter, which is explaining how teleological predictions can be successful. I discuss and 
examine his views in chapters two and five. In chapter five I show that Dennett and Mark 
Okrent (an externalist about teleology) provide interesting accounts of the cognitive steps 
involved in forming teleological predictions but do not satisfactorily explain how those 
predictions can be successful. While I draw different conclusions about teleology from that of 
either Okrent or Dennett I do borrow a couple ideas from their views in constructing my own, 
such that I expand on their accounts of teleological prediction with the aim of providing an 
account of teleological prediction that is adequately explanatory.  
In chapter five I provide an account of the ideal conceptual structure of teleological 
prediction and explain how that method of prediction can be successful without things 
outside of the mind being themselves teleological. I explain how reasonable teleological 
predictions are formed and explain how they can be successful, by demonstrating their 
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correspondence to non-teleological facts outside of the mind (e.g. causes) that explain the 
success of the prediction (its actually happening). In explaining how teleological predictions 
can be successful without things being themselves teleological I provide a solution to the 
other hard problem of teleological mentalism (the success of teleological prediction). 
Ultimately the objectives of this thesis is to provide solutions to the two hard problems of 
teleological mentalism: the appearance of teleology out in the world and the success of 
teleological predictions. Few philosophers have addressed these two problems in much detail, 
therein lies a gap in the literature that my thesis aims to help fill. But first, it is worth 
explaining ways in which teleology and causality are different, as these distinctions will 
become useful in the later chapters.  
 
CAUSAL AND TELEOLOGICAL EXPLANATION 
There are a number of ways in which teleology and causality are different. Hume described a 
cause as 
An object precedent and contiguous to another, and where all the objects resembling 
the former are placed in like relations of precedency and contiguity to those objects 
that resemble the latter. (Lorkowski, n.d.)  
This is the most basic understanding of ‘cause’. Roughly put, the classical model of causation 
has it that object A precedes and is contiguous to object B whose origination is dependent on 
A which determines and forms (or consequents in) B. When B is a consequence of A we say 
that A caused B. Causality is a difficult subject that deserves its own lengthy dissertation, but 
for the purposes of this dissertation this general kind of causal definition will do.  
It is questionable as to whether teleological explanations really ‘explain’ their objects in the 
same sort of fairly obvious way that causal explanations do. If ‘explanation’ is to be 
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understood by its most fundamental definition of referring to a thing’s cause teleology in 
general would not be explanatory in any obvious way. Perhaps this is why philosopher of 
biology Elliot Sober suggests that “we must disentangle issues of causation from issues of 
explanation” (1993, p.77). Mark Okrent explains that “appeals to beliefs and desire explain 
rational behavior; but beliefs and desires don’t cause behavior” (2007, p.164). For the sake of 
semantic convenience I take a more liberal view of the word ‘explanation’ and simplify their 
statements to mean there are two kinds of explanation, which I refer to as teleological 
explanation (sometimes referred to as ‘reason’) and causal explanation (sometimes referred to 
as ‘cause’). Okrent provides an example of this distinction between cause and reason when he 
writes:  
 If I ask my student why she is sitting in class, the type of answer I expect would 
 specify the purpose of her being there. Any other type of answer, in terms of what it 
 is for her to sit there, for example, or in terms of the bodily motions that brought her 
 to this position, would be unsatisfactory. (2007, p.35) 
Reasons help rationalise an event, whereas causes, in the most literal sense, help explain it. In 
the article ‘The Evolution of Reasons’ Dennett (2014) explains that there are two senses in 
which we can ask a why-question. Firstly, we can ask a why-question that requires a ‘how 
come’ answer, that mostly points to causes. Secondly, we can ask a why-question that 
requires a ‘what for’ answer, which invokes teleology (ibid., p.49). In asking ‘why’ in a 
teleological sense one seeks to know the rationale behind something happening rather than its 
cause. Causal explanations are descriptive of what has been observed whereas teleological 
explanations generally attempt to justify what has occurred (ibid., p.51).  
Teleological explanations require counterfactual possible-world considerations, such as ‘why 
this and not that’ considerations, whereas causal explanations do not (Dennett 1998, p.246; 
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Artiga 2014). As Woodfield (1976) explains, “Goal-directedness is not a simple observable 
property of the behaviour that occurs, but is a property of that behaviour in virtue of a truth 
about hypothetical alternatives” (p.91). Furthermore, teleological claims are normative in a 
number of ways whereas causal claims are generally not (Wouters 2005). You cannot ask 
why something is the case unless you assume it could have been otherwise (counterfactuals) 
and you cannot provide a reason for something without implying that that rationalisation 
ought to be believed. Causal beliefs are inferred from the observance of physical reactions 
between physical objects. Teleological beliefs, on the other hand, are inferred from relational, 
counterfactual and normative abstractions made about objects and events in the world. 
Teleological explanations by their very nature require a higher order of explanation than 
causal explanations, and are thus necessarily more abstract.  
Teleological theories tend to presuppose some idea about value; often implied in concepts 
such as ‘fitness’, ‘wellbeing’, ‘interests’, ‘needs’, ‘function’ and ‘goal’. Perhaps one of the 
earliest references to the idea that teleology presupposes some notion about ‘the good’ came 
from Aristotle, where in his Physics he wrote: “For not every last thing6 tends to be an end, 
but only the best [.] [That which is] serviceable” (1969, pp.28-9). Concepts about ‘the good’ 
are often implied or presupposed in externalist theories about teleology, although those 
assumptions are rarely discussed or examined. I expand on these points throughout the 
dissertation, though it helps to cover some of these possible differences here at the forefront.   
Later in the dissertation I propose that when we rationalise or apprehend a natural kind to 
have intrinsic interests, goals or reasons of their own (as the externalists do) what is actually 
happening is we normatively ascribe interests to those things based on evaluations made 
about our own self-interests. Andrew Woodfield proposes a somewhat similar idea which he 
                                                          
6 Points of terminus. 
14 
 
calls ‘projectionism’ (1976, p.19). He says “The alternative view [to the externalists], which I 
shall call projectionism, is that TDs [teleological descriptions] project on to things a 
‘property’ which the things do not really possess […] What he [i.e. the teleologist] is really 
doing is metaphorically projecting his own teleological attitudes on to the world” (1976, 
p.19). Woodfield’s view is closest to my own, although he does not offer an explanation as to 
how teleological predictions can be successful if the things we predict teleologically are 
presumably not themselves teleological. Dennett’s intentional stance also seems to imply a 
kind of observer-dependence or anthropomorphism. However, as I mentioned earlier in this 
introduction, little work has been done in the literature to show how we are able to make 
successful predictions about things other than ourselves based on these anthropomorphic 
teleological reasons. My thesis aims to fill this gap in knowledge.  
 
CHAPTER SUMMARIES 
In chapter two I assess a wide variety of accounts of teleology in order to grasp its function 
and meanings within modern biology. This groundwork will show my research as well as 
introduce ideas that are relevant to my thesis. That chapter will be an analysis of the history 
of ideas pertaining to teleology. That overview will demonstrate how ideas about teleology 
have changed throughout time, as well as describe the important changes that happened to 
accounts of teleology after Charles Darwin revealed his theory of evolution by natural 
selection. I examine theories from authors who have used Darwin’s theory to prove and 
disprove the existence of teleology in nature, outside of the mind. I also examine externalist 
claims about teleology made from philosophers throughout history and challenge some of 
those ideas.  
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In chapter three I examine the use of teleology within modern biology by unpacking and 
analysing a variety of biological function theories. Pertinent questions that I will discuss 
include: What are teleological goals, intentions, functions and purposes? How should we 
define those words in a biological context? Do they exist as objective properties of nature; do 
they exist as sui generis principles of the mind, language, or a combination of two or all 
(Woodfield 1976, p. 19)? These kinds of problems can be reduced to two main problems: the 
definitional (what) problem of teleological terms and the locational (where) problem of 
teleology.  
In chapter three I respond to the definitional problem. I demonstrate that there is no 
determinate teleo-function account that will work for any given biological enquiry about 
functions, despite some scholars claiming that their theory is the most correct, unified and 
determinate. I take a pragmatic approach and defend a pluralistic view of function theories as 
proposed by Mark Perlman, who calls this view ‘pragmatic teleo-pluralism’ (2009, p.31). 
Unlike Perlman, who seems to acknowledge all teleological theories as being equally useful 
in their own right, I show that not all teleological theories are equally rational or useful in 
practice. In this sense I will add content to the pragmatic teleo-pluralism view that raises it 
above a kind of empty relativism.  
Chapter four deals with the locational problem and is focused on describing teleology as a 
mental construct. I describe how teleological explanations involve mentalistic associations 
between items of interest relative to an observer, as well as relational, counterfactual, 
evaluative, probabilistic and normative ideas. I explain how the world may appear 
teleological due to our awareness of the world being mediated and conditioned by an 
amalgamation of teleological belief-constructs that I call, for the sake of convenience, the 
teleological worldview.  
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In chapter five I provide an account of the idea conceptual structure of teleological 
prediction. Furthermore, I explain the success of teleological predictions without things being 
themselves teleological. I do this by demonstrating how teleological predictions correspond 
to non-teleological facts outside of the mind which explain the predicted event. Therefore I 
will provide a solution to the second hard problem of teleological mentalism.  
Ultimately the work done in the following chapters is aimed at meeting three main objectives: 
1) to defend teleological mentalism by showing it to be reasonable; 2) to explain how things 
out in the world might appear teleological without them being teleological; and 3) to explain 
how our teleological predictions about things out in the world can be successful without the 
things we predict needing to be themselves teleological.  
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CHAPTER TWO 
HISTORY OF IDEAS 
*** 
In this chapter I cover some of the landmark theories of teleology that have contributed to the 
discussion about teleology. I start with Aristotle and describe the pre-Darwinian views of 
Hume, Paley and Kant. I then explain the shift in philosophical outlook that took place after 
Charles Darwin revealed to us how complexly-organised beings could evolve from simpler 
organismic structures without having been intelligently designed, through the processes of 
variation and natural selection. From this overview I analyse a variety of post-Darwinian 
theories about teleology that both use Darwinian Theory to prove and disprove the existence 
of mind-independent teleology in nature. This chapter will essentially serve as an analytic 
literature review, whereby the objective is to cover a history of ideas about teleology so as to 
set up a groundwork from which my arguments about teleology will unfold.  
Cosmologists John Barrow and Frank Tipler explain that some of the earliest references to 
the idea of there being purposes and design in nature are believed to have come from Socrates 
(470 – 399BC). They explain that Socrates argued in favour of the existence of a designer 
god by directing attention to the apparent purposiveness of eyelids: “like doors, whereby to 
screen it, which extend themselves whenever it is needful” (Barrow & Tipler 1987, p.40). 
Furthermore, William Harvey (1578-1657) came to understand the circulatory system by 
considering the possible purposes a designer might have had in creating it (ibid., p.44). And 
Cicero (43BC) proposed a type of watchmaker argument for the existence of divine design in 
nature some seventeen centuries before William Paley’s famous watchmaker analogy (ibid., 
p.44).   
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ARISTOTLE  
In his Physics Aristotle proposed four causes that, roughly stated, are supposed to explain the 
nature of something. I have paraphrased these ‘causes’ as follows: 
 (1) ‘a cause’ means (1) that from which, as a constituent, something is   
 generated; for example, the bronze is a cause of the statue [Material cause] 
 (2) the form […] this being the formula [or ‘organisation’ of matter][Formal  
 cause] 
 (3) that from which change or coming to rest first begins […] [In] general, that  
 which acts is a cause of that which is acted upon, and that which brings about  
 a change is a cause of  that which is being changed [Efficient cause] 
 (4) […] this is the final cause [that for the sake of which]; for example, walking  
 is for the sake of health [Final cause]. (1969, pp.29-30) 
A final cause is the teleological cause or reason of a thing; its raison d’etre. Considered in its 
strongest sense final causes seem to treat effects as causes. In this sense health would be 
considered a literal ‘cause’ of one walking. And therein lies a fundamental problem of final 
causes: how can a future outcome or effect cause its cause? How could better health in the 
future cause a person to walk in the present? Such ideas seem to imply backwards-causation. 
However, there may be at least one answer as to how an effect may intelligibly be said to be a 
cause of itself. The idea has to do with holistic systems where each part contributes to the 
working order of the whole, such as processes of self-maintenance in an organism.  
Immanuel Kant used an example of a tree to explain this concept: “while the leaves are 
products of the tree they also in turn give support to it; for the repeated defoliation of a tree 
kills it, and its growth thus depends on the action of the leaves upon the stem” (Kant 1790, 
p.234). By this example Kant demonstrates how an effect, such as a leaf, can causally affect 
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the system to which it belongs insomuch as its contribution to the system subsequently 
contributes to its own self-maintenance. In this sense the tree causes the leaf to exist but the 
leaf also helps maintain the tree that causes the leaf. Kant called this concept naturzwecke, 
meaning ‘natural purpose’ (McLaughlin 1990, p.45). He described natural purpose as “a 
thing [that] is both cause and effect of itself” (1790, p.233). 
Frederik Stjernfelt has explained that “the naturzwecke do not imply that there exists given, 
stable ends for nature to pursue, on the contrary, they are locally defined by causal cycles, in 
which every part interchangeably assumes the role of ends and means” (2011, p.201). This 
account of final causes says that an effect can cause its cause, but only within a holistic 
system whereby an effect contributes to the system that maintains that effect. To roughly 
relate this point back to Aristotle’s idiom, we could say that the final cause of a leaf is to 
photosynthesise, since that effect contributes to the tree that causes the leaf and thus explains 
the maintained existence of the leaf. 
In a milder sense final causes can refer to desired outcomes that motivate behaviour towards 
those outcomes; such as how the idea of improved health and the desire for that outcome can 
motivate a person to act upon that idea so as to actualise that desired outcome. Kant 
explained the milder sense of the term when he wrote: “the purpose [final cause] is the object 
of a concept, in so far as the concept is regarded as the cause of the object (the real ground of 
its possibility) [where] the object itself (its form and existence) is thought as an effect only 
possible by means of the concept” (1790, pp.85-6). In its mildest sense a final cause can be 
understood as an idea, plan or blueprint that helps explain why something exists or happens.  
Commentary on Aristotle’s concept of final causes in the literature reveals strikingly different 
interpretations. Philosopher Merritt Moore as well as Barrow and Tipler think that Aristotle’s 
views on the meaning of final cause are anti-naturalistic. They believe his idea of final causes 
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implies some kind of backwards-causation, vitalism, intentional design or teleological law of 
nature (Moore 1936, p.9; Barrow & Tipler 1987, p.9). On the other hand there are critics who 
think Aristotle’s views are naturalistic. David Hull (1974, p.101), Bedau (1992, p.805) and 
Cohen et al. (1976, p.76, 174) are proponents of this view. Evolutionary biologist and 
philosopher of science Francisco Ayala says that “According to Aristotle there is no 
intelligent maker of the world […] The teleology of nature is objective, and empirically 
observable. It does not require the inference of unobservable causes” (2012, p.39). Woodfield 
emphasises this point when he writes,  
 The most distinctive feature of Aristotelian teleology is that it is not immanent7 in 
 nature (Ross, 1923). This means that the source of a thing’s end-directed movement 
 is to be found within the nature of the thing itself, not in some external agency. 
 Aristotle thinks he has dispensed with the idea that a thing needs a mind if it is to act 
 for an end. If an object behaves teleologically, it does so because it is in its nature to 
 do so. (1976, p.6) 
In Physics Aristotle claimed that “things to which final cause belongs may be done by 
thought or by nature” (1969, p.33). He acknowledged the possibility of real purposes in 
nature without those purposes being relative to the mind of an intelligent designer, therefore 
he allowed for the possibility of a non-designed/non-mental explanation to apparent design 
and purpose in nature. If I understand Aristotle correctly his account of teleology allowed for 
an externalist understanding of teleology in nature.    
                                                          
7 There could be some ambiguity here surrounding the word ‘immanent’. While immanence may refer to 
something existing intrinsically within something it can also refer to the idea of a divine presence within nature 
or a divinely/intentionally imbued characteristic of something. Woodfield’s quote implies the later definition of 
immanence. 
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DAVID HUME  
In Dialogues Concerning Natural Religion David Hume explains through the character Philo 
that 
 Order, arrangement, or the adjustment of final causes, is not, of itself, any proof of 
 design […] For aught [nothing] we can know a priori, matter may contain the source 
 or spring of order originally, within itself […] and there is no more difficulty in 
 conceiving, that the several elements, from an internal unknown cause, may fall into 
 the most exquisite arrangement. (2006, p. 17)  
Hume describes the possibility of a natural explanation of the apparent purposiveness of 
nature, even if the people of his time could not be sure what that explanation was. He claims 
that “there is no object […] which implies the existence of any other if we consider these 
objects in themselves” (2006, p.82). What this means is that there is nothing intrinsic to a 
watch or mousetrap, or to a heart or eye, that proves the existence of a designer. We might 
infer from the organisation and apparent functionality of those things that they may have been 
designed, but there is nothing physically intrinsic to those objects that proves that they were 
designed.  
On inferring design and purposiveness in nature Hume says that 
We are conscious, that we ourselves, in adapting means to ends, are guided by reason 
and design, and that it is not ignorantly nor casually we perform those actions, which 
tend to self-preservation, to the obtaining pleasure, and avoiding pain. When therefore 
we see other creatures […] perform like actions, and direct them to like ends, all our 
principles of reason […] carry us with an invincible force to believe the existence of a 
like cause. (2006, p.82) 
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According to Hume, when we observe other organisms behaving in ways similar to our own 
behaviours we assume, by an analogy with our own behaviour, that the other organism’s 
behaviour must be motivated and justified by similar teleological reasons that motivate and 
justify our own behaviour. In other words, we anthropomorphise other organisms and explain 
their behaviours by analogy with our own. According to Hume we cannot conclude just from 
this analogy that non-human organisms are teleologically motivated or designed. All we can 
be sure about is that they look teleologically motivated when compared to our own 
teleological behaviour. Hume is one of the earliest writers to allude to the possibility that 
when we ‘infer’ teleology in nature we may not be discovering genuine teleology in nature, 
instead we might actually be projecting our own internal teleological logic onto the world.  
WILLIAM PALEY  
William Paley was an English clergyman and philosopher of religion who is most famous for 
his Watchmaker Analogy, which he used in an argument for the divine creation and design of 
complex lifeforms. The analogy and argument is found in the first three chapters of Natural 
Theology which was written some fifty years after Hume’s works were published. The 
analogy of the watchmaker is first introduced with the following scenario:  
 In crossing a heath, suppose I pitched my foot against a stone, and were asked how 
 the stone came to be there; I might possibly answer, that, for any thing I knew to the 
 contrary, it had lain there for ever: nor would it perhaps be very easy to show the 
 absurdity of this answer. But suppose I had found a watch upon the ground, and it 
 should be inquired how the watch happened to be in that place; I should hardly think 
 of the answer which I had before given, that, for any thing I knew, the watch might 
 have always been there. Yet why should not this answer serve for the watch as well 
 as for the stone? Why is it not as admissible in the second case, as in the first? For 
 this reason, and for no other, viz. that, when we come to inspect the watch, we 
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 perceive (what we could not discover in the stone) that its several parts are framed 
 and put together for a purpose, e. g. that they are so formed and adjusted as to 
 produce motion, and that motion so regulated as to point out the hour of the day; 
 that, if the different parts had been differently shaped from what they are, of a 
 different size from what they are, or placed after any other manner, or in any other 
 order, than that in which they are placed, either no motion at all would have been 
 carried on in the machine, or none which would have answered the use that is now 
 served by it. (1809, pp.1-2) 
Paley suggests that we would be compelled to cite an external agentive cause for the watch, 
due to its complex arrangement of parts and due to the interdependency of its parts that form 
a seemingly functional unified whole. To Paley’s mind there would be no other way to 
explain the watch, except by referring to a designer that could have intentionally put the 
watch together for a purpose. By analogy with the watch Paley argued that complexly 
organised organisms which appear to serve purposes must have been designed by some 
rational agent. At that time Paley’s theological response to the appearance of teleology in 
nature might have seemed like a reasonable explanation, since the natural sciences did not 
seem to be able to provide an explanation to the complexity and apparent functionality of 
organisms. Paley, without a theory like Darwin’s to help provide such an explanation, must 
have based his conclusion by inference to what he saw as the best explanation. Nevertheless, 
many points can be raised against Paley’s argument. 
Firstly, we can consider an example of something that could appear designed without it being 
so. For example, there could be a rock formation somewhere in the world that could serve as 
a sundial. I don’t know of any that do exist, but it is possible that there could be a rock 
formation somewhere that, by accident, was suited to telling the time. Now, should we think 
that formation has been ‘designed’ to tell the time? By Paley’s account the fact that the rock 
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formation is perfectly suited to being a sundial (which, like a watch, helps to tell the time) 
dictates that we have reason to think it was designed. However we can presume that the rock 
formation, like any other rock formation, happened naturally. Thus we might say that the 
rock formation merely appears designed. In such a case we would have the appearance of 
design where there is none. 
Someone may argue that a rock formation might not impress the appearance of design upon 
us as strongly as a watch would. After all, the rock formation would be made up of separate 
parts which are not interconnected, unlike the parts in a watch. The rock formation might also 
not be as complex as a watch. Nevertheless, the rock formation would still appear to form a 
‘unified whole’ in relation to its apparent function and would therefore still fit with Paley’s 
conditions of design. If the rock formation were any different it would have no function, 
which by Paley’s account gives us reason to suspect it may have been designed.  
So how can one distinguish between the appearance of design and the fact of design when 
apparent functionality is not, in itself, proof of design? Presumably the only sure-fire way to 
know if a thing has been designed is if someone has witnessed its designed creation. As 
Massimo Pigliucci and Maarten Boudry explain, Paley’s “idea is that without having 
witnessed the creation of the watch, without even knowing anything about the identity of the 
designer, the purposeful arrangement of parts forces the conclusion of intelligent design on 
the observer” (2011, p.456). Yet, as Hume realised, we cannot confirm our beliefs about a 
thing’s intentional design (or lack of) simply by looking at it.  
Perhaps there are ways to detect design that don’t involve teleological assumptions about 
functions. Jacques Monod provides the following example of how an alien machine may 
recognise artefactual design here on earth.  
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imagine that [a] machine has been put together by the experts of a Martian NASA 
attempting to detect evidence of organized, artifact-producing activity on Earth. And 
let us suppose that the first Martian craft comes down in the Forest of Fontainbleau, 
not far, let’s say, from the village of Barbizon. The machine views and compares the 
two series of objects most prominent in the area: on the one hand the houses in 
Barbizon, on the other hand the rock formations of Apremont. Using the criteria of 
regularity, of geometric simplicity, and of repetition, it will easily decide that the 
rocks are natural objects and the houses artifacts. (1972, pp.16-7) 
These categories of regularity (i.e. order), geometric simplicity (referring to flat surfaces, 
right angles and exact symmetries) and repetition are possible ways to discern designed 
artefacts from naturally-occurring items. Monod adds that “The machine could not fail to 
note that the macroscopic structure of an artifact (whether a honeycomb, a dam built by 
beavers, a Palaeolithic hatchet, or a spacecraft) results from the application to its constituent 
materials of forces exterior to the object itself” (1972, p.21). Ultimately, the defining feature 
of artefacts is that they are externally designed. McFarland notes “the cause which produces a 
watch is an external one; it is not contained in the material of which the watch is composed” 
(1970, p.107). This is fundamentally different from the type of internal formative power that 
organisms exhibit.  
On this point Barrow and Tipler write that “Paley bases his case for design entirely upon the 
constitution rather than the development of natural things and interprets this constitution in a 
completely anthropocentric fashion” (1986, p.76). The fact that organisms and artefacts are 
fundamentally dissimilar in their development is an important point that stands to undermine 
Paley’s argument by analogy. As Kant said, arguments from analogy can only ever persuade 
(2007, p.316), we can “in no way conclude according to analogy” (p.318).  
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IMMANUEL KANT  
In the Critique of Judgment Kant objects to the artefact-organism analogy that is used in 
arguments such as Paley’s for the divine creation of complexly organised and functional 
kinds in nature. He writes, 
In a watch one part is the instrument for moving the other parts, but the wheel is not 
the effective cause of the production of the others […] In this cause the producing 
cause of the parts and of their form is not contained in the nature (of the material), but 
is external to it in a being which can produce effects […] Hence a watch wheel does 
not produce other wheels, still less does one watch produce other watches, utilising 
(organising) foreign material for that purpose; hence it does not replace itself parts of 
which it has been deprived […] nor if it has gone out of order does it repair itself – all 
of which, on the contrary, we may expect from organised nature. An organised being 
[i.e. an organism] is then not a mere machine, for that has merely moving power, but it 
possesses in itself formative power of a self-propagating kind. (2007, p.236) 
Here Kant explains that organisms are fundamentally dissimilar from artefacts in ways that 
show Paley’s type of argument by analogy to be unconvincing. Organisms generate 
themselves through holistic developmental processes, whereas artefacts are constructed 
externally. Organisms repair themselves and cause other organisms into being, artefacts tend 
to not do those things. Since organisms and artefacts are so dissimilar the argument by 
analogy for the intelligent design of organisms fails to be convincing.  
McFarland, who has written extensively on Kant’s views, writes that 
[Experience] itself gives us every reason for drawing a clear distinction between what 
might be called ‘external’ and ‘internal’ purposiveness. The purposiveness found in a 
watch or house is of the first sort, since their organization and design are imposed 
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from without; but the purposiveness found in an animal or vegetable is internal, since 
it springs from an inner, although unknown, source. (1970, p.53) 
On this idea of external and internal purposiveness John H Reiss and John O Reiss (2005) 
write, 
[The Watchmaker] argument ignores the fundamental difference between artifacts and 
organisms. The teleology [purpose] of artifacts like a clock is externally imposed, and 
relative to the goal of some assumed agent […] On the other hand, the conditional 
teleology of organisms is intrinsic, in that the only ‘goal’ in evidence is the continued 
existence of the system. (p.264) 
McFarland and Reiss and Riess propose that a purpose can be both a kind of intrinsic fact 
about a natural kind as well as a type of internal mental representation (e.g. a goal-idea). 
They, like Aristotle, suppose the possibility of external teleology. However, they do not 
explain what an objective intrinsic purpose is, devoid of all forms of mentality (such as norms 
and values about survival et cetera). I expand on this point in detail later in the chapter.  
To diverge a little, we can ask what a purpose is supposed to be. We are quick to assume that 
organisms and artefacts have or serve purposes even though it is often quite difficult to 
intelligibly convey what is meant by ‘purpose’ in any given context. The word purpose is 
used in many ways: to imply a goal, terminus (Braithwaite 1946), a directive idea (Aristotle; 
Kant 1790), the ‘good’ (Aristotle; Connell 1995), means of self-maintenance (Kant 1790; 
Weber 2005; Toepfer 2012), biological (proper) function (Griffiths 1993; Godfrey-Smith 
1994; Rowlands 1997; Schwartz 1999; Neander 1991, 2012; Millikan 1989, 2014), biological 
needs (Bedau 1992; Dennett 1998), intended functionality (McFarland 1970; Reiss & Reiss 
2005) or typical organismic behaviour (Okrent 2007). Often the word purpose is used 
interchangeably for more than one meaning, even within the same text. There is no consensus 
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on the definition of ‘purpose’. Even so, the meaning of the word ‘purpose’ can be simplified 
to a few generalised meanings that cover most, if not all, of the given meanings of the word. 
A thing is said to have a purpose if it has a raison d’etre, a reason for existence. A thing 
serves a purpose if it behaves in a way that is conceived to benefit someone or something in 
some way or another (such as contributing to fitness). Generally speaking, an artefact can be 
said to serve a purpose if it does what it was made to do or if it is utilised for the sake of an 
agent’s goals. These are the simplified definitions of the word purpose that make sense in 
most contexts.  
Despite the definitional ambiguity of teleological words we tend to apprehend purposes and 
goal-directedness almost everywhere we look. But why is this so? Interestingly, very few 
philosophers have questioned why we see the world this way. Kant, who lived before 
Darwin, was “still in the grip of the design-designer analogy to the extent that he believes that 
we cannot understand organisms unless we regard them as if they were products of a 
designing mind” (McFarland 1970, p.266). For Kant and many others the world undeniably 
appears teleological. As McFarland says, “Organisms are systems whose parts are so 
intimately interrelated that they appear to depend on an idea or plan of what the whole was 
like” (1970, p.104). Or as Richard Dawkins puts it, “Biology is the study of complicated 
things that give the appearance of having been designed for a purpose” (2006, p.1). I intend 
to show that it is this appearance of teleology in nature which partly explains why Kant 
thought teleological principles were necessary for our understanding.  
Having not found evidence of a divine designer to explain the apparent purposiveness in 
nature, Kant writes that “This object [designed purposiveness of nature], as thus entertained 
by reason […] is a mere idea; it is not assumed as something that is real absolutely and in 
itself, but is postulated […] in order that we may view all connection of the things in the 
world of sense as if they had the ground in such a being” (1790, p.30). According to Kant we 
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must apprehend the world teleologically if we are to understand it, leaving aside the question 
of whether things in nature really are teleological in themselves. He claims that “it is plain 
that this [teleological principle] is not a principle for the determinant but only for the 
reflective Judgment; that it is regulative and not constitutive” (ibid., p.248). That is to say that 
teleology is a principle of reason and not a constitutive fact of things in themselves: “we 
speak in teleology, indeed, of nature as if the purposiveness therein were designed” (ibid., 
p.245). Kant’s teleology henceforth became known as an ‘as if’ teleology in the literature. 
Kant claims that “The concept of an objective purposiveness of nature is a critical principle 
of reason for our reflective judgment” (1790, p.130). He says that “We are in fact 
indispensably obliged to ascribe the concept of design to nature if we wish to investigate it 
[…] this maxim of the reflective Judgement is essentially necessary [to us]; because the very 
thought of them as organised beings is impossible without combining therewith the thought 
of their designed production” (1790, p.260). To Kant teleological principles are more than 
useful, they are necessary for human understanding (McLaughlin 1990, p.37). As he 
explains, 
The concept of purposiveness of nature in its products is necessary for human 
judgment in respect of nature, but has not to do with the determination of Objects. It 
is, therefore, a subjective principle of Reason for the Judgment, which as regulative 
(not constitutive) is just as necessarily valid for our human Judgment as if it were an 
objective principle. (Kant 1790, p.266)  
Kant never questioned his conviction that teleological principles were necessary to human 
understanding. He perhaps gave us some insight into why he thought that when he said “we 
cannot adequately cognise, much less explain, organised beings and their internal possibility, 
according to mere mechanical principles of nature” (1790, p.262). Kant was incredulous as to 
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how we could explain the apparent purposes (and ‘designs’) of nature according to 
mechanism and causes. Furthermore, he suggests that “if the mere mechanism of nature be 
assumed as the ground of explanation of its purposiveness, we cannot ask: what are things in 
the world there for?” (1790, p.293). As Giacomo Romano explains: “Whenever a certain item 
is conceived as being for something, the hidden hand of some agent is presupposed. An agent 
is supposed to have designed that item for the purpose of being for something” (2009, p.174). 
Kant, believing that purposes and design can only come about through intentions in 
accordance with the design-designer analogy (McFarland 1970, p.266), could not identify the 
cause of apparent purposiveness in the mechanisms of nature itself (because they are 
unintentional), and he wished to avoid theological speculation8. Therefore teleology was 
restricted to the mind as a necessary regulative principle of understanding.  
Much can be argued against Kant’s attitude that teleology is necessary to our understanding. 
After all, there doesn’t seem to be any obvious a priori reason for why we can’t explain just 
about everything in terms of causality, provided our scientific knowledge is thorough enough. 
Nevertheless, Kant recognised that teleology is a mental phenomenon. Both he and Hume 
were some of the earliest thinkers to try and understand teleology as a feature of human 
rationality rather than as an intelligently designed feature of nature.  
If Kant’s idealism of purposiveness is correct we find ourselves to be the source of 
teleological questions and answers, the hosts of teleology entirely. So how are we able to 
make successful predictions about the behaviour of other things separate from ourselves, 
based on our own teleological reasoning, when we can presume that those things are not 
intrinsically teleological or anything at all like us? Kant did not answer that question. In 
                                                          
8 “The expression, a purpose of nature, already sufficiently prevents the confusion of mixing up natural science 
and the occasion that it gives for judging teleologically of its objects, with the consideration of God, and so of a 
theological derivation of them” (Kant 1790, p.244).  
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chapter five I aim to provide a mentalistic solution to that problem, by explaining how our 
teleological predictions can be successful without the things we predict being themselves 
teleological.  
THE DARWINIAN SHIFT 
Leibniz once wrote that “those who have any sentiment of piety and indeed of true 
philosophy [should] hold aloof from the expressions of certain pretentious minds who instead 
of saying that eyes were made for seeing, say that we see because we find ourselves having 
eyes” (2012, p.13). Leibniz expressed a hard-line creationist sentiment that is still popular in 
the minds of many people today. Yet once Darwin revealed his theory of evolution by natural 
selection we no longer needed to invoke a divine designer as an explanation for complex 
organs, like eyes, or their apparent purposiveness. As Felix Adler explains:  
According to pre-Darwinian teleology, the idea of the end precedes, in time, the 
adoption of the means necessary to realize the end. The divine optician to whom is 
ascribed the construction of the human eye has in mind, to begin with, the result to be 
achieved, and then assembles the parts of the eye in such a way as to attain that result. 
From the Darwinian point of view the opposite is the case […] The statement is no 
longer believed that we are equipped with eyes in order that we may see, but it is said 
that we see because we happen to have eyes. (1904, p.1) 
It would seem that Darwin had provided the solution that Aristotle, Hume and possibly even 
Kant had needed for the sake of completing their theories about teleology, such that 
apparently purposive organisms could arise without intelligent guidance or design.  
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CHARLES DARWIN 
Charles Darwin was an English naturalist and geologist who spent years travelling the world 
on behalf of the British Empire during the mid-1800, inspecting the landscapes, minerals and 
botany of other distant lands as well as accumulating a vast collection of biological 
specimens. On his journey he became particularly fascinated by the different beak sizes of 
finches across the Galapagos Islands. He noticed that the Galapagos tortoises had differently 
shaped shells depending on their location within the Galapagos. He also realised that the 
tortoises’ shells were well suited to reaching branches of leaves at different heights, 
depending on the location within the Galapagos. Furthermore, he noticed that the size of the 
finches’ beaks were relative to the differently sized seeds of the islands. Most people might 
have seen these facts as being evidence of divine design. Why else would these animals be so 
well tuned to their environments? Darwin saw another explanation. In The Origin of Species 
he says, 
On the view that each species has been independently created, I can see no 
explanation of this great fact in the classification of all organic beings; but, to the best 
of my judgment, it is explained through inheritance and the complex action of natural 
selection. (2006, p.81) 
Darwin likened the emergence of new kinds and species to the kinds of selective breeding 
humans carry out on other animals (2006, p.69). Whilst human-guided selection typically 
happens very fast (often seeing the emergence of radically changed breeds of animals in 
relatively short periods of time) Darwin hypothesised that a very similar process could take 
place naturally and unconsciously without any intentional direction, thanks to changes in 
environments and biological competition over vast periods of time. He explains, 
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Owing to this struggle for life, any variation, however slight and from whatever cause 
proceeding, if it be in any degree profitable to an individual of a species, in its 
infinitely complex relations to other organic beings and to external nature, will tend to 
the preservation of that individual, and will generally be inherited by its offspring. 
(ibid., p.40) 
Darwin called this principle of preservation, for the sake of brevity, Natural Selection (2006, 
p.51). His theory of evolution by natural selection begins by acknowledging that there is 
variance within any given population, due to genetic mingling and random mutation. From 
this varied ‘pool’ of offspring only those most suited to survive and reproduce within their 
given environment tend to do so. This creates a ‘selection’ effect whereby offspring that are 
‘adapted’ to their environments by chance can, and often do, reproduce; thus replicating the 
genes that cause those ‘fitness-enhancing’ phenotypic traits in their offspring. Progeny that 
do not have these survival and reproductive-enhancing traits die before passing on their genes 
more often than not. As Darwin explains, 
As natural selection acts solely on the preservation of profitable modifications, each 
new form will tend […] to take the place of, and finally to exterminate, its own less 
improved [adapted] parent or other less-favoured forms with which it comes into 
competition. Thus extinction and natural selection will, as we have seen, go hand in 
hand. (2006, p.109) 
As environmental pressures change species either evolve through mutation and selection or 
die out. Over time these incremental changes can result in dramatically different kinds of 
organisms. In a nutshell this is how speciation happens. Darwin had discovered how 
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complexly organised beings could arise without divine guidance, through the fact of 
evolution by natural selection9.  
Around the time that Darwin’s theory was published it was hotly contested. Darwin’s theory 
explained how complex organisms arose from simpler origins, therefore there was no longer 
any need to invoke supernatural hypotheses to explain complex biological forms in nature. 
Darwin had given crucial clues to how organisms that appear purposive could arise without 
being themselves purposive or of there being some divine purpose to their origination. Some 
fundamentalist Christians and other creationists still boycott schools for teaching evolution 
instead of creationism. However, today the Catholic Church accepts Darwin’s theory as fact, 
as was declared by Pope Pius XII in 1950 and reiterated by Pope Francis in 2014 when he 
publically said: “Evolution in nature is not inconsistent with the notion of creation, because 
evolution requires the creation of beings that evolve […]” (Independent 28th October 2014). 
For the most part Darwinian evolution is now accepted in the academic community10.  
After Darwin revealed his theory of evolution by natural selection ideas about purposes, goals 
and teleology within nature had to change or adapt. Since a god was no longer needed to 
explain the existence of apparently purposive kinds in nature philosophers and biologists had 
to rethink how they understood teleology in nature, of functions and of our use of animals. If 
organismic beings in nature were not designed for a purpose, what does it mean to say that 
those things have purposes? More importantly, if nature itself is not purposive why does most 
of nature appear purposive?  
                                                          
9 ‘Artificial’ selection, such as dog breeding, is one of the many ways that nature (for we humans are part of it) 
selects certain kinds over others. Elliot Sober: “Artificial selection is a variety of natural selection” (1993, 
p.202). 
10 There are sceptics. Contemporary philosopher Thomas Nagel believes Darwinian selection is either 
incomplete as a theory or incorrect. He describes his view in Mind and Cosmos: Why the Materialist Neo-
Darwinian Conception of Nature is Almost Certainly False (2012).  
35 
 
Darwin’s theory caused an explosion in different theories about teleology. Some 
philosophers, like R.B. Braithwaite, Adler, Sober, Cummins and Rosenberg have used 
Darwin’s theory of evolution by natural selection to eliminate or discredit the belief that 
biological nature is teleological. These philosophers hold the belief that Darwin’s naturalistic 
account of complex biology explained all the marvellous biological kinds we see, and to 
some extent their behaviours, without recourse to teleology. Rosenberg claims that 
“Darwinism rules out purpose” (2014, p.22). In opposition to Kant’s view, these philosophers 
all believe that teleology is not necessary to our understanding of complex biological kinds or 
of their apparent functions. As Robert Cummins writes, 
Biological traits [that] are once explained by a teleology grounded in appeals to the 
intentions, plans, and actions of a creator have, in discerning minds, given way to 
appeals to evolution generally, and to natural selection in particular […] I am inclined 
to read the same intellectual development as analogous to what happened in 
mechanics and developmental biology: not a vindication but a replacement. (2002, 
p.164) 
Cummins, despite his teleological eliminativist view, is a prominent contributor to the debate 
about teleology and biological functions. In the next chapter I discuss his non-teleological 
theory of biological function, which has found the names ‘Cummins-function’ and ‘C-
function’ within the contemporary literature.  
Compared to the few eliminativists of teleology most contemporary philosophers of teleology 
use Darwin’s theory in an attempt to vindicate the existence of teleology outside of the mind, 
in nature, in some way. Larry Wright, Ruth Millikan, Karen Neander, Daniel Dennett and 
quite a few others have used Darwinism in various ways to help vindicate their beliefs in 
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natural ‘objective’ teleology11. Teleological realisms12 and anti-realisms often base their 
arguments on the assumption that Darwin’s theory has something to say about the truth of 
teleological ideas. However, Darwin’s theory might actually be intrinsically quietist about 
teleology. Even if our ability to teleologise was evolutionarily selected, or even if it came 
along as a ‘free-rider’ (Sober 1993, p.24) as a consequence of other characteristics being 
selected, that would not be enough to prove that our teleological ideas about things in the 
world are true. As Heather Dyke explains,  
acquiring true beliefs is an evolutionary strategy in competition with other 
evolutionary strategies for our energy resources. As a consequence, we track truth less 
efﬁciently than we could because truth-tracking competes with other selection 
pressures. Our capacity to form true beliefs, like our visual acuity, could be better 
than it is, but the payoff would not be worth the evolutionary cost. Evolution is a 
satisﬁcer, not an optimiser; it produces traits and phenotypes that are good enough for 
the organism in its particular situation [.] Evolutionary cost-cutting ensures that we 
have enough true beliefs, but it will inevitably let in some false beliefs. (2011, p.409) 
Even though evolution by natural selection may ‘favour’ organisms with some true beliefs, 
evolution is not intrinsically truth-tracking. All we can say from a strictly Darwinian point of 
view is that teleological reasoning appears to be useful: we are able to make useful 
predictions about things in the world using teleological reasoning which sometimes helps 
maintain and propagate us teleologists. That is not to say that the ideas we get from 
teleological reasoning are true or that teleology is a reliable indicator of what exists in the 
                                                          
11 I examine their accounts of teleology in-depth in chapter three.  
12 Generally speaking, teleological externalists could also be called teleological realists. However, I feel this 
term is somewhat vague, since even teleological ideas have a kind of reality of their own.  
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world. It is for these reasons that we should be sceptical of arguments that suggest that 
Darwin’s theory validates or invalidates our ideas about teleology.  
‘Teleonomy’ 
The term ‘teleonomy’ was first introduced into the literature by biologist Colin Pittendrigh in 
an attempt to distinguish natural mind-independent teleology (which he believed organisms 
had) from agentive or theological teleology (e.g. Paley’s type of teleology) (Pittendrigh 1958, 
p.394). Jacques Monod, who adopted the term, explains that  
All the functional adaptations in living beings, like all the artifacts they produce, fulfil 
particular projects which may be seen as so many aspects or fragments of a unique 
primary project, which is the preservation and multiplication of the species […] All 
structures, performances and activities contributing to the success of the essential 
project will hence be called ‘teleonomic’. (1972, p.24) 
Monod, like Pittendrigh, adopted the word ‘teleonomic’ as a means of distinguishing natural 
teleology from theological teleology (Barrow & Tipler 1989, p.159). Monod explains that 
“The concept of teleonomy implies the idea of an oriented [goal-directed], coherent, and 
constructive activity” (1972, p.51). Interestingly Monod did not think that teleonomy really 
existed in the things themselves. Instead he postulated that teleological, or ‘teleonomic’, 
judgments “consists essentially in a projection into inanimate nature of man’s awareness of 
the intensely teleonomic functioning of his own central nervous system” (p.38). This is not to 
say that the human central nervous system is itself teleological, but rather it is the material 
cause of our teleological projections – it enables us to make teleological judgments, even 
about things such as the central nervous system. To Monod we are the creators of teleonomy, 
not discoverers of it.  
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The only other philosopher to really defend and expand on the concept of ‘teleonomy’ in the 
literature is Ernst Mayr. Instead of locating teleonomy in the human mind Mayr located it 
within nature itself, drawing from cybernetic analogies to support his view. He writes, “There 
is indeed much purposiveness in organic nature owing to the fact that all sorts of information 
are coded into the genetic program of organisms which permit them to develop purposively 
and to behave purposely” (1969, p.1). He says that 
A teleonomic process or behavior is one which owes its goal-directedness to the 
operation of a program. The term teleonomic implies goal-direction […] The key 
word in my definition of 'teleonomic' is the term 'program' […] a program is (1) 
something material, and (2) exists prior to the initiation of the teleonomic process. 
Hence, it is consistent with a causal explanation. (1974, p.4) 
In Mayr’s account of teleonomy teleological behaviour can be explained by reference to a 
biological program that explains the behaviour. However, as David Hull points out: “Mayr’s 
problem, of course, is defining the notion of a program” (1974, p.112). As Barrow and Tipler 
(1986) explain: 
As Michael Polanyi has pointed out, the internal worlds of the computer can of course 
be completely understood in terms of physical laws. What cannot be so explained is 
the computer’s program. To explain the program requires reference to the purpose of 
the program, that is, to teleology. (p.44) 
Ultimately, Mayr’s account of mind-independent teleonomy appears problematic and 
possibly circular because it seems to invoke teleology already with the concept of a 
‘program’. According to Mayr “The existence of the [teleonomic] program is inferred from 
its manifestations in the behaviour or the activities of the bearer of the program” (1992, p.6). 
According to Mayr a thing behaves teleologically (or teleonomically) when it acts in 
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accordance to a goal, which is the goal of the teleonomic program. But in order to recognise a 
thing as behaving teleologically, which Mayr claims is how we infer the existence of a 
teleonomic program, we would have to recognise the goal of the program. His theory seems 
circular, even if not viciously so.  
MARK BEDAU 
Mark Bedau’s account of teleology is externalist. He explains that 
Many behaviours and processes are teleological but cannot be traced to mental states. 
All are instances of what could be called natural teleology, or teleology involving 
non-mental natural entities. They include the behaviour of non-mental organisms, the 
behaviour of organs and other functioning parts of organisms, the processes by which 
organisms develop, and the behaviour of groups of organisms. (1990, p.63) 
According to Bedau the complex behaviours of animals as well as their organs and traits are 
genuinely teleological in themselves, they are not teleological by virtue of our thinking about 
them teleologically. His argument against teleological mentalism takes place over a series of 
essays. In 1990 he claimed that teleological “mentalism has no evident way to explain the 
striking appearance of teleology in nature” (p.66). Again in 1991 he wrote that “organs 
exhibit teleological behaviour that cannot be explained by anyone’s mental states. Thus the 
behaviour of organs falls outside the reach of the mental approach to teleology” (1991, p.64). 
And later in 1992 he wrote, “The main problem with the mental approach is that it is too 
narrow, because it cannot account for the apparent teleology in non-mental organisms and in 
organs” (p.1). Bedau bases his teleological externalism on the fact that organisms and their 
behaviours appear teleological and that teleological mentalism has not yet provided a 
convincing explanation of that appearance. In Bedau’s mind teleological externalism is the 
best explanation for the appearance of teleology in nature. 
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For Bedau organs and animal behaviours are teleological when they are perceived to 
contribute to some kind of natural ‘good’ which Bedau calls ‘intrinsic interests’. He explains 
what he means by intrinsic interests in the following passage: 
In the context of teleology, I take claims of the form X is good for Y to amount 
(roughly) to three things: (i) Y is the kind of thing that has its own interests (a ‘good 
of its own’); (ii) Y’s good is independent of any value that some third party might 
place on Y; and (iii) X is in the interests of Y, i.e., X promotes Y’s interests or 
constitutes (at least part of) Y’s interests. For example, the claim that water is good 
for a plant would amount to the claims that the plant has its own ‘intrinsic interests’  
(e.g., survival and flourishing), independent of any interests of third-parties, and water 
promotes those interests. Saying that water promotes the plant’s interests does not 
entail that the plant takes an interest in the water. Presumably the plant has no 
psychological attitudes, so cannot take an interest in anything. Still the water is in the 
plant’s interests because it promotes its welfare, makes it better off. (Bedau 1992b, 
p.48) 
Bedau thinks that the plant would have its own interests no matter how we perceive the plant. 
If he considered intrinsic interests in the merely practical sense of ‘what an organism requires 
if it is to survive and remain a living organism’ then he would be conflating ‘interests’ with 
typical characteristics of organismic replicators such as health and survival. Such an account 
would still need an explanation as to what makes those typical outcomes of organismic 
replicators ‘interests’ and not others, such as illness. For something to be deemed an interest 
there needs to be something good or worthwhile about it. Bedau presupposes notions of the 
good in his definition of intrinsic interests, as is made fairly obvious by his claim that a 
plant’s intrinsic interests ‘promote its welfare, makes it better off” (Bedau 1992b, p.48). It is 
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this invocation of the good in his mind-independent account of interests that goes 
unexplained.   
In what sense can a plant have an interest if it has no capacity for caring whether it lives or 
dies? As Richard Sorabji says, “Certainly life cannot literally be a good for plants […] for to 
plants nothing is literally welcome […] One explanation of this would be that we, as it were, 
put ourselves in the position of plants” (1964, p.11). Sorabji’s point of view shares 
similarities with Monod and Woodfield, in the sense that he thinks our teleological judgments 
about other organisms (such as plants) are anthropomorphisms. Similarly, John Searle asserts 
that “It is only relative to human intentionality that some state of affairs in the world, for 
example, can be identified as [a] health need” (2001, p.120). It is reasonable to think that 
“needs are observer-relative” (Searle 2001, p.121) because the notion of a ‘need’ or interest 
requires an evaluative standard against which something can be deemed good or bad, and we 
know that we base our judgments according to evaluative standards that we adhere to. That 
is, evaluative standards are mentalistic. Without an explanation of a mind-independent 
evaluative standard by which certain behavioural outcomes can be deemed good or bad 
Bedau’s account of intrinsic interests fails to be convincing.  
According to Bedau it is intrinsically good for a plant to survive even if there were no minds 
around at all to even have a concept of goodness. This assumption of the good is found in 
most teleological externalisms, though it typically goes unexplained. The hard question that 
can be raised against Bedau’s teleological externalism can be expressed as follows: ‘what 
counts as a mind-independent objective evaluative standard, against which the nourishment 
and survival of a plant (that doesn’t care about anything) could be considered good, a goal, 
need or interest?’ Bedau does not provide an answer. While teleological mentalisms have not 
yet successfully explained the appearance of teleology in nature (a problem I aim to help 
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solve) Bedau has not provided a case for objective goods, which seems essential for his 
teleological externalism to be convincing.  
MARK OKRENT 
Mark Okrent is a contemporary philosopher who believes that goals and teleology in general 
exist outside of the mind in the actions of organisms. He writes in Rational Animals: The 
Teleological Roots of Intentionality (2007) that “both rational animals and nonrational 
animals act in order to attain goals” (p.134). According to Okrent, for an animal to be rational 
it must be able to adapt its behaviour to novel environments and still achieve outcomes 
typical to its species and to replicators in general; e.g. survival and reproduction (p.117). 
Okrent describes a study where scientists introduced novel stimuli into a breeding sphex 
wasp’s burrow to see if it would ‘figure out’ a way to get around or provoke that stimuli in 
such a way as to achieve its usual outcome of laying eggs in the burrow. The wasp was not 
able to figure it out. Instead it could only repeat the behavioural patterns by which wasps of 
its kind had been selected. The wasp was not instrumentally rational according to Okrent, it 
could not respond to novel situations (Okrent 2007, p.117). As Okrent says, “to count as 
rational, behavior must be versatilely adaptive to changing circumstances and challenges” 
(ibid., p.10).  
Unlike sphex wasps, birds do appear to be rational by Okrent’s account, such as birds that use 
distraction displays and change tactics relative to whatever new and threatening animal 
approaches its nest. Birds are instrumentally rational because they can figure out ways of 
achieving typical outcomes for their kind (such as protecting young) in new environments 
and when faced with novel stimuli (Okrent 2007, p.56). According to Okrent organisms that 
can calculate possible but non-actual worlds in some way are able to infer beliefs about 
possible outcomes, which helps explain their decision making and thus their adaptiveness 
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(ibid., pp.132-133). Nonrational organisms, like the sphex wasp, presumably do not have this 
aspect of instrumental rationality.  
Okrent believes that both rational and nonrational organisms are equally teleological. He 
writes that “Any wasp has not only fixed ultimate goals (survival, reproduction, and so on) 
but also fixed means of attaining those goals” (2007, p.123). He claims that wasps behave 
according to goals even though we can presume that they are not consciously aware of those 
goals, “so causation by the beliefs and desires of the agent can’t be part of what it is for the 
behavior to have a goal” (ibid., p.31). Okrent’s account of teleology is an externalist account 
since it posits the existence of goals in nature which cannot be explained in reference to 
mental ideas, beliefs and desires. He explains his account of biological teleology as follows, 
 (1) S is a living agent; 
(2) S has some intrinsic goal G* such that S’s doing something at the time it does B 
that results in G would, given everything else that S’s acts result in, tend to realize 
G*; and 
(3) S is an instance of a type of living agent that typically acts so as to realize G* by 
doing something similar to B that results in G13. (p.73). 
As the second premise shows, Okrent’s teleology, like Bedau’s, requires a concept of 
intrinsic goals. These intrinsic goals are what Bedau calls intrinsic interests and what Monod 
called the essential and primary project of organisms. For Okrent typical species-defining 
behaviours14 are goal-directed and the outcomes of those behaviours, e.g. survival and 
reproduction, are the intrinsic goals which the species-defining behaviours are for. He 
                                                          
13 I presume Okrent takes ‘G’ to mean an effect necessary for bringing about G* or a means to G*, such as how 
eating or being nourished (G) is conducive to G* (survival, possible reproduction and so on).  
14 A typical species-defining behaviour is a behaviour that has contributed to the selective success of genes that 
in part cause the phenotypes that contribute to that adaptive behaviour, thus becoming a ‘species-defining’ 
behaviour because doing that behaviour partly explains the selective success of the species that does the 
behaviour, which is then a behaviour typical of that species.  
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expresses this on a number of occasions. Firstly, when he says: “asserting that what Fran (the 
wasp) is doing is for the sake of checking the burrow implies that Fran is acting as Sphex 
wasps act when they are at a certain stage in their reproductive routine, a routine that involves 
their going in to the burrow” (p.79). And later he adds,  
We explain what the wasp does by saying that she does it in order to see that all is 
well. This style of teleological explanation, however, involves an elliptical way of 
alluding to the fact that this wasp is an organism of a certain type, with certain 
definite intrinsic goals that are typically attained, when they are attained, through a 
stereotypical sequence of behaviors. (p.134) 
He even says that “much of what the wasp does in the course of staying alive can be seen 
indifferently either as a means to survival or as part of or constitutive of the process of being 
alive” (2007, p.123). Ultimately Okrent conflates the outcomes of typical species-defining 
behaviours (e.g. survival and reproduction) with goals. However he does not really explain 
what makes those typical organismic behavioural outcomes also goals. To say that the 
behaviours of organisms tend to bring about these outcomes so those outcomes are goals is 
trivial, that doesn’t tell us anything more than we already know. Without an explanation of 
what makes the typical outcomes of species-defining behaviours also goals we are left with 
an idiosyncratic definitional account of teleology rather than an externalist metaphysic about 
teleology, which appears to be the intended point of Okrent’s account of teleology. Without 
an explanation of what makes typical species-defining behaviours and the outcomes of those 
behaviours also goals, either via some account of objective norms that could distinguish goals 
from non-goals or via some account that doesn’t just equate goals with typical behaviours and 
their outcomes, we are left with an idiosyncratic definitional account of teleology or facon de 
parlor, a ‘manner of speaking’, and not a convincing externalist account of teleology.  
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We deem certain behaviours and their outcomes as being good, and therefore worthwhile (or 
that which ought to be achieved), from an evaluative standard conditioned by our reason. It is 
by these kinds of internal evaluations that we ascribe values and teleology to things, rather 
than somehow discovering goods and goals as externalists would have us understand it. We 
can consider how we subjective agents evaluate things and the reasons we may have for 
evaluating some things good and some things bad. Instead of having to locate an evaluative 
standard outside of the mind we can examine human rationality and ideas to know why some 
possible outcomes are considered goals and others are not. It makes sense to think of goals as 
being outcomes we deem good or worthwhile.  
While goals seem to presuppose subjective goods (for this is how we can have opposite goals 
to one another) they also seem to imply intentions, especially if we consider our own 
subjective goals, which are desired outcomes we actually intend to achieve. This point is in 
agreeance with Morton Beckner’s claim that “there are no completely convincing arguments 
that establish the possibility of goals without intentions” (1969, p.151). I examine this 
relationship between goals and intentions further in chapter four.  
In Rational Animals Okrent (2007) writes, 
Those interpretationist philosophers […] who attempt to analyse what it is for a 
rational agent to have beliefs and desires in terms of a teleological theory of an 
agent’s beliefs, desires, and actions always presuppose such a teleological biological 
context, although they almost never recognize this presupposition or acknowledge its 
importance and necessity. (p.136) 
This realisation is quite important. Biological teleologies must assume a teleological 
framework so that they can be intelligible. While Okrent thinks that this teleological 
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framework is an objective fact of nature I explain in chapter four that the underpinning 
teleological framework is internal, and not part of nature outside of the mind.   
DANIEL DENNETT  
In the article ‘The Evolution of Reasons’ Daniel Dennett claims that “the biosphere is utterly 
saturated with design, with purpose, with reasons” (2014, p.49). Dennett thinks that while 
reasons may be represented in minds they do not purely originate from those minds; they 
exist all around us. According to Dennett the cause of natural teleology is evolutionary 
processes, not God. He explains,  
Evolution by natural selection is a set of processes that ‘find’ and ‘track’ reasons for 
things to be arranged one way rather than another. The chief difference between these 
reasons found by evolution and the reasons found by human designers is that the latter 
are typically (but not always) represented in the minds of the designers, whereas the 
reasons uncovered by natural selection are typically represented for the first time by 
those human investigators who succeed in reverse engineering nature’s productions. 
(2014, p.49) 
Dennett believes that reasons can exist independently of minds. Dennett expands on his view 
about external reasons by describing a fact about mother dogs. Namely, they tend not to 
copulate with their offspring. Dennett believes that “There is a reason why [a kind of] odor 
provokes that aversion, but dogs don’t know that reason” (2014, p.54). If I understand 
Dennett he seems to be suggesting in a roundabout way that the fact that canines who don’t 
incestuously copulate are better at being selected is a ‘reason’ for their natural aversion to 
incestuous copulation – even though the proximate cause is a smell. Perhaps Dennett may be 
conflating reasons with causes. In fact he does claim at one point that there is no “essential 
dividing line between them” (2014, p.54). It is this possible conflation of reasons with mere 
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causes that I find problematic, for reasons I touched on in chapter one. For example, reasons 
often involve possible-world considerations and normative judgments whereas causes do not. 
Nevertheless, Dennett believes that there are reasons that exist independently of the mind. He 
calls these reasons ‘free-floating rationales’ (199815, 2014). He explains this concept in The 
Intentional Stance (1998): 
We start, sometimes, with the hypothesis that we can assign a certain rationale to (the 
‘mind’ of) some individual creature, and then we learn better; the creature is too 
stupid to harbor it. We do not necessarily discard the rationale; if it is no coincidence 
that the ‘smart’ behavior occurred, we pass the rationale from the individual to the 
evolving genotype. […] No one has ever supposed that individual moths and 
butterflies with eye spots on their wings figured out the bright idea of camouflage 
paint and acted on it. Yet the deceptive rationale is there all the same and to say it is 
there is to say that there is a domain within which it is predictive and, hence, 
explanatory. (p.259) 
Free-floating rationales may also be referred to as external reasons. Dennett believes that 
Darwinian evolution explains (and ultimately produces) natural purposes, goals and reasons. 
He claims that “Darwin showed us how to get to what for from how come16” (2014, p.61). In 
this respect Dennett is one of many teleological externalists to use Darwin’s theory as a 
‘proof’ or explanation for the existence of purposes and teleology in nature. I examine 
notions of external reasons, like the view that Dennett subscribes to, further in chapter four. 
In opposition to Dennett’s Darwinian realism of teleology in nature Alexander Rosenberg 
says, “What Darwin showed was that all of the beautiful suitability of living things to their 
                                                          
15 Dennett has written about free-floating rationales as early as 1983, though I do not assess that early work here. 
16 When someone asks ‘why this’ or why that, they mean ‘why’ in one of two senses: the first sense being the 
teleological what for and the second, the causal how come (Dennett 2014, p.49).  
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environment, every case of fit between organism and niche, and all of the intricate meshing 
of parts into wholes, is just the result of blind causal processes. It’s the foresightless play of 
fermions and bosons producing, in us conspiracy theorists17, the illusion of purpose” (2014, 
pp.19-20). He adds that “The only way to pretend that Darwinism made purpose safe for 
causation is to change the subject, to redefine purpose and all the other teleological notions so 
that they are just facon de parler [a manner of speaking]” (2014, p.35). Ultimately Rosenberg 
is unconvinced that externalists have made a substantive case for teleology in nature.  
Rosenberg describes in the article ‘Disenchanted Naturalism’ (2014) that a properly 
reductionist metaphysics would eliminate teleology from nature entirely. His kind of 
naturalism is a hard-line reductionist form of naturalism that only seems to allow for the 
reality of fundamental physics. I do not hold such a strict view, instead my view might be 
labelled a kind of liberal naturalism that allows for the existence of mind and teleological 
ideas. I do not wish to eliminate teleology entirely, instead I wish to understand it as a feature 
of mind. Even if there are no genuine purposes, goals or reasons that exist outside of the 
mind, that doesn’t mean that there aren’t genuine goals and reasons inside the mind or as 
products of the mind.  
Dennett believes there are objective reasons in nature although he does not seem to think that 
these reasons are absolutely independent of us. This is a nuanced point that separates Dennett 
from the other externalists. He writes that “These [teleological] patterns are objective – they 
are there to be detected – but from our point of view they are not out there entirely 
independent of us, since they are patterns composed partly of our own ‘subjective’ reactions 
                                                          
17 Rosenberg thinks our tendency to see agency and rationality in just about everything was a characteristic that 
was selected because of its capacity to provide some correct predictions about those around us (Rosenberg 2014, 
p.18). This tendency to see rationality in just about everything comes from what psychologist Justine Barrett 
coined a ‘hyperactive agency detection device’ (HADD). The HADD is, roughly put, an evolved tendency that 
causes us to see agency behind actions and events, sometimes where there is agency and other times where there 
is none. In times where we ‘see’ agency we can predict behaviour, well enough for this tendency to be adaptive.  
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to what is out there” (Dennett 2014, p.39). He mentions the philosopher Stephen Stitch as 
stating to him in conversation that reasons may originate within us, rather than being 
discovered (p.93). Dennett, however, believes that these mental reasons must map something 
non-mental (which he calls objective teleological patterns). To this point I mostly agree with 
Dennett: reasons in the mind must correspond to things outside of the mind for teleological 
reasoning and prediction to work in practice. However I reject his idea that those objective 
patterns are also teleological.    
In discussing how we might form teleological judgments Dennett writes, 
Now it will appear that I am backing into Stitch’s own view (1980, 1981), the view 
that when we attribute beliefs and other intentional states to others, we do this by 
comparing them to ourselves, by projecting ourselves into their states of mind. One 
doesn’t ask: ‘what ought this creature believe?’ but ‘what would I believe if I were in 
its place?’ (I have suggested to Stich that he call his view ideological solipsism, but he 
apparently feels this would court confusion with some other doctrine). (2014, p.98)  
If Dennett does take Stitch’s views seriously we could unproblematically remove the notion 
of free-floating rationales and my view would be more or less similar with Dennett’s. Of 
course if such a view were taken completely literally it would also suggest that all teleology 
is subjective. And whilst Dennett does actually allow for some subjectivity in his theory of 
teleology I doubt he would ever allow for a complete subjectivism, due to his belief in 
objective teleological patterns and free-floating rationales. It is interesting to note that 
Dennett, whilst believing in mind-independent reasons, struggles to explain what those 
reasons are completely independent of the subjective mind. He would have us believe that we 
need some kind of mentality to bridge the gap between nature and ourselves, but he does not 
believe that mentality causes teleology. This is where Dennett strays from the mentalistic 
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camp, finding himself somewhere between a crude realism of teleology and some kind of 
teleological idealism. Since he cannot absolutely separate teleology from the mind he must 
maintain some place for mentality in his account of teleology. I return to critiquing Dennett’s 
ideas in chapter five, on the topic of teleological prediction.   
ANDREW WOODFIELD 
Andrew Woodfield is one of the few philosophers to have written an entire book dedicated to 
the topic of teleology. His 1976 book Teleology remains one of the most in-depth studies on 
the topic. Woodfield frames the locational problem of teleology when he says, “The question 
to be settled is: Where is teleology really located – in reality, in language, or in the mind?” 
(p.19). Externalists like Bedau and Okrent think that teleology exists in nature independently 
of the mind in some way or another. Woodfield’s view is mentalistic, he locates teleology in 
the mind. He calls his view “projectionism,” whereby our “teleological descriptions (TDs) 
project on to things a ‘property’ which they do not really possess” (1976, p.19). He describes 
what happens when a person makes teleological judgments about things outside of 
themselves as follows:  
What he is really doing is metaphorically projecting his own teleological attitudes on 
to the world. He is saying, in effect, ‘It looks to me as if an intelligence has been to 
work here’ […] Probably the most illustrious proponent of a theory of natural 
teleology which is basically projectionist was Kant. (ibid., p.19) 
Here Woodfield implies that theories of biological teleology can only really testify to the 
semblance, rather than the reality, of natural teleology. Woodfield claims that “whenever we 
judge that an animal has a purpose or goal, we are not putting forward an empirical 
hypothesis, but are adopting an anthropomorphic attitude towards the animal” (1976, p.32). 
Woodfield’s view is in opposition to the views of externalists such as Bedau and Okrent who 
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think that our teleological descriptions are accurate descriptions of an objective teleology in 
nature. By Woodfield’s view, instead of discovering purposes and goals in nature we in fact 
ascribe those things purposes and goals we think they ought to have. We decide what goals 
other organisms ought to have through our own reflections about what our goals might be, if 
by some magic, we were them.  
This type of anthropomorphic, or even egocentric, reasoning works well in most of our 
interactions with other humans. Anthropocentric reasoning yields successful predictions 
about humans because most humans have somewhat similar simple beliefs and goals. We 
usually do have similar goals (getting educated, finding a job, finding happiness, not dying 
prematurely et cetera) which we express to one another through various means of 
communication. What is far more difficult to explain is how we are able to frequently make 
successful predictions about non-human animals and organisms using anthropocentric 
teleological thinking: such as the bee-keeping hobbyist who predicts the hive workers will 
remove a dead bee according to his own views about what is ‘good’ for the living bees, 
whereupon the bees do just that (Dennett 1998, p.246). Chapter five is dedicated to 
explaining the success of teleological prediction without things outside of the mind being 
teleological. In doing so I will expand on a kind of teleological mentalism supported by 
Woodfield.  
In this chapter I introduced the reader to a range of ideas about teleology, from Aristotle to 
recent contributors. In doing so I have shown the diversity of ideas about teleology and its 
concepts before and after Darwin. I have showcased key ideas that will be relevant 
throughout this dissertation, such as the externalist-internalist divide. For now I turn to the 
biological function debate in contemporary philosophy to further assess these key ideas. 
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CHAPTER THREE 
FUNCTIONS 
*** 
“you can’t do biology without assuming functions, and you can’t assume function without 
seeing reasons everywhere.” – Dennett 2014, p.62 
The most analysed and discussed teleological word in modern philosophy of biology is 
‘function’. Philosophers Peter Kroes and Ulrich Krohs explain that, “Only within the 
biological sciences has the attribution of functions to organs, traits, or the behavioural 
patterns of organisms stayed alive and it is, according to many biologists, an indispensable 
facet of their conceptual toolkit” (2009, p.3). But what are functions? In what ways are 
functions explanatory? Is there a determinate theory of functions? And do functions exist 
outside of the mind as genuine characteristics of biology or are they exclusive to human 
reason? These are the types of questions I will be discussing in this chapter, which will serve 
as a more in-depth analysis of teleological ideas.  
There are many theories about the meaning of ‘function’. In this chapter I examine accounts 
of biological function from philosophers who claim that function theories ought to explain 
the existence of a biological trait18 in a population with reference to its contribution to fitness; 
others who propose that function theories ought to describe the causal role of a part within a 
system; and a few accounts that suggest functions are possible effects that could contribute to 
an organism’s fitness in the future. I take a pragmatic approach and analyse the rationality 
and usefulness of these function theories.  
                                                          
18 I use the term ‘trait’ loosely to refer to phenotypic effects that are typical of currently selected types of 
organisms; e.g. hearts, eyes, limbs et cetera.    
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Generally speaking, function theorists tend to talk past each other. I explain why this is the 
case by demonstrating how different kinds of function theories relate to different kinds of 
explanatory projects. I demonstrate that there is no determinate theory of functions that suits 
all explanatory projects where function concepts may be invoked. I defend Mark Perlman’s 
‘pragmatic teleo-pluralism’ view, which suggests we should consider a pluralism of function 
theories that acknowledges their unique explanatory roles. As Perlman suggests, “We should 
acknowledge the different advantages of the various views of function, and use them all as 
they help explain things. For lack of a better term, I call this attitude Pragmatic Teleo-
Pluralism” (2009, p.31). I add content to the pragmatic teleo-pluralism view by demonstrating 
why some theories are better and more useful to our general explanatory projects, thus raising 
that idea above an empty relativism.  
Whilst there is much disagreement in the literature about what functions are there is little 
debate about where they exist. Many function theorists believe that functions really exist, in 
some way, independently of us thinking them so. Bedau (1990), Neander (1991), Cameron 
(2004), Reiss and Reiss (2005), and Okrent (2007) all subscribe to various forms of mind-
independent realisms about functions. For the sake of simplicity I will refer to them as 
externalists about function. I critique these accounts and demonstrate that externalist accounts 
of function are without adequate logical or empirical basis. I defend the view that it is more 
reasonable and explicable to see functionality as a concept belonging to human rationality 
and not as a feature of things as they are in themselves.  
SELECTED-EFFECT FUNCTION THEORIES 
Philosopher Larry Wright is one of the earliest proponents of the etiological (meaning 
‘explanatory’) account of biological functions. In relation to biological teleology he provides 
the following formulation:  
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S does B for the sake of G means: 
 (i) B tends to bring about G. 
 (ii) B occurs because […] it tends to bring about G. (1972, p.212) 
The etiological view holds that certain kinds or types19 of biological traits are for certain 
kinds of behaviour (functions) when the consequences of their action contribute to the 
reproductive success of beings with those traits, thus bringing about more tokens20 of that 
type of trait. Mark Perlman reiterates Wright’s formulation when he writes “The function of 
X is Z means: 1. X is there because it does Z. 2. Z is a consequence (or result) of X’s being 
there” (2004, p.19). Wright’s type of etiological function account says that an organ, trait or 
behaviour is functional if it contributes to the maintained existence and replication of systems 
that host those traits.  
Amundson and Lander (1994) write, “Philosophers of evolutionary biology favor the so-
called "etiological concept" of function according to which the function of a trait is its 
evolutionary purpose, defined as the effect for which that trait was favored by natural 
selection. We term this the selected effect (SE) analysis of function” (p.443). A long-time 
proponent of the etiological view is Ruth Millikan. She says, 
If a trait or mechanism has been reproduced or retained because it has been doing a 
certain job, I’m going to say that doing that job is its ‘natural purpose’ (‘proper 
function,’ ‘biological purpose’) or one of its natural purposes […] Its natural purposes 
are its raisons d’etre, or reasons for being, but not in the sense of the aim of its 
existence, but only the causes of its existence. (2014, pp.64-65) 
                                                          
19 The category or class of objects/traits that the individual token trait is a member of; e.g. hearts.  
20 The individual object/trait; e.g. my heart. 
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Paul Griffiths describes the etiological account when he says that proper functions refer to 
“those effects of the trait which were components of the fitness of ancestors” (1993, p.412). 
Bence Nanay is opposed to the etiological account of functions. He suggests there is an 
appearance of circularity in Wright’s formulation and in other similar selected-effect 
accounts of function. He writes, 
The function of a trait token is usually defined in terms of some properties of other 
(past, present, or future) tokens of the same trait type. I argue that this strategy is 
problematic, as trait types are (at least partly) individuated by their functional 
properties, which would lead to circularity. (Nanay 2010, p.412) 
According to Nanay the etiological account of biological function says that the trait explains 
the function (because without the trait there would be no function) and that the function, in 
turn, explains the trait (because without the function there would be no trait). As an 
explanation for the token trait itself this seems circular. However, as Neander and Alexander 
Rosenberg explain in a joint response to Nanay: 
there is only a superficial appearance of circularity on the etiological theory. The 
superficial appearance of circularity derives from the common basis for both trait 
typology and functions. As Neander has elsewhere remarked, “Function ascriptions 
and these particular kinds of trait classifications go hand-in-hand, hence the 
superficial appearance of circularity. One cannot get a wife or a husband unless one 
marries and one cannot get married unless one gets oneself a wife or a husband. But 
there is no Catch 22 here. We do them both together. (2012, p.621) 
Karen Neander implies the etiological approach when she says that “the function of your 
opposable thumb is to assist in grasping objects, because it is this effect which opposable 
thumbs contributed to the inclusive fitness of your ancestors, and which caused the 
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underlying genotype, of which opposable thumbs are the phenotypic expression, to be 
selected” (1991, p.461). Ultimately, selected-effect function accounts have it that functions 
are effects and behaviours of traits that help explain why organisms with those types of traits 
exist in present populations.  
Pigliucci has argued that “there is a difference between a trait having a function and its just 
doing a particular thing: the function of the heart is to pump blood, but while it also makes 
thumping sounds, the latter is just something it does, not its function” (2006, p.131). 
According to the etiological view a heart’s pumping action is a function of hearts because 
that action helps explain the presence of organisms with hearts, which helps explain the 
existence of hearts. The noises that hearts make do not help explain the existence of hearts21, 
therefore according to etiological/selected-effect views making noise is not a function of 
hearts.  
Karen Neander adds that hearts “are all […] organs for pumping blood. Not that all instances 
of hearts are able to pump blood. Some are too disabled. However, they are all supposed to 
pump blood; by which I mean that pumping blood is what they were selected for – it is their 
proper function” (1991, p.465). A normative component is introduced in her theory of 
functions by the words ‘supposed to’. Mark Rowlands reiterates this point: 
The proper function of some mechanism, trait, or process is what it is supposed to do, 
what it has been designed to do, what it ought to do. The concept of proper function is 
a normative concept. Proper functions can come about either through the intentions of 
a designer, or through a mindless process such as natural selection […] The proper 
function of an item is defined in terms of what that item should do, not what it 
actually does or is disposed to do. The concept of proper function, being normative, 
                                                          
21 As far as we know. 
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cannot be defined causally or dispositionally. What something does, or is disposed to 
do, is not always what it is supposed to do. (1997, p.281)  
Including this normative component allows for the concept of ‘malfunction’, which seems to 
be a valuable concept in Biology. However, there are some who outright reject the idea of 
malfunction, such as physicist and philosopher Paul Davies. He claims that the concept of 
malfunction is unscientific. He says that “nonengineered, natural traits do not and cannot 
malfunction. As naturalists, we should not pretend otherwise” (cited in Wouters 2005, p.136). 
Richard Cameron also rejects the kind of normative etiological account of functions that 
Neander puts forward. He claims that “history of selection is neither necessary nor sufficient 
for norms in nature,” and that “there is neither purpose nor function to natural selection, nor 
resulting from natural (or artificial) selection. What is selected is simply selected, and what 
the selected does it merely does” (Cameron 2003, p.77). He puts forward his argument 
against the existence of norms in nature as follows:  
Adaptations are selected for doing things only in the sense that I may select numbers 
from a set for their being prime. My doing so, even repeatedly, even if I set up a 
practice of doing so which descendants follow cultishly for generations, will not give 
the numbers functions, will not make prime what the numbers are supposed to be in 
any proper teleological or normative sense. And likewise, that hearts were selected for 
pumping tells us nothing, except while under the influence of a particular orthodoxy, 
about the normative status of pumping for hearts […] Norms appeal explicitly or 
implicitly to some good, where this supplies a regulative ideal in the evaluation of a 
thing’s functioning. (Cameron 2004, p.76)  
It is because norms seem to involve some notion of the good that Cameron finds normative 
etiological accounts of function problematic. For there to be a good there needs to be an 
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evaluative standard from which that good can be derived. Cameron believes that natural 
selection does not provide that evaluative standard, since for Cameron natural selection 
merely happens. Having not found a mind-independent evaluative standard from which to 
derive these norms Cameron rejects overtly normative etiological accounts, like the one 
Neander proposes. Cameron writes “If intuitions are evidence, and if in particular categorical 
intuitions about which kinds of accounts can even possibly be correct are to be accepted as 
data against which theories must be tested (and it seems they must), then the intuitions 
appealed here count strongly against the orthodox view22” (2004, pp.75-76). Admittedly it is 
questionable as to whether intuitions count as evidence, because intuitions can be wrong. 
Nevertheless, by virtue of his intuition, and due to these apparent problems with selected-
effect function theories, Cameron claims that “naturalistic realism about biological functions 
is the only plausible game in town” (2004, p.84).  
Cameron describes his account of teleology as being emergentist and realist (Cameron 2004, 
p.75), whereby “teleology is […] the emergent product of causal relations between natural 
things and is therefore itself just another natural outcome of lawlike causal interactions 
among the world’s micro-parts” (ibid., p.85). Presumably his account of teleology is non-
normative, so as to avoid the claims he makes against the etiological approach. To return to 
the topic of normativity in etiological accounts of biological function we can reconsider a 
quote from Millikan, 
If a trait or mechanism has been reproduced or retained because it has been doing a 
certain job, I’m going to say that doing that job is its ‘natural purpose’ (‘proper 
function,’ ‘biological purpose’) or one of its natural purposes […] Its natural purposes 
                                                          
22 Cameron thinks the etiological approach to functions is the orthodox view.  
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are its raisons d’etre, or reasons for being, but not in the sense of the aim of its 
existence, but only the causes of its existence [.] (2014, pp.64-65).  
For Millikan a trait’s etiological function is simply an effect that contributed to the selection 
of organisms with that type of trait in the past. Whilst Millikan’s view holds that some kinds 
of trait behaviours are important and relevant to explanations of their traits, this does not 
mean that those traits are literally supposed to perform those types of behaviours (functions). 
This is where Millikan and Neander differ. Millikan uses the word ‘for’ in the sense of 
‘because of’ whilst Neander uses the word in both that sense and in the added sense of ‘what 
it ought to do’. Whilst Neander’s view sits well with some of our common sense views about 
functions and our ideas about malfunction, Millikan’s view is more naturalistic. At the very 
least it is not as overtly normative as Neander’s view, thus it appears to avoid some of the 
objections Cameron has against etiological views.  
A well-known argument made against etiological/selected-effect theories of function is the 
‘Swampman’ argument. Mark Perlman explains the scenario: 
[A] proposed counterexample to etiological accounts […] is the possibility of a 
spontaneously created organism (resulting from a freak lightning strike in an organic 
environment), molecularly identical to organisms with an evolutionary history and 
organs  with functions based on that history. (Such a spontaneous organism has been 
nicknamed ‘Swampman’.) On the etiological accounts, such an organism would have 
a heart, lungs,  eyes, etc. without functions, because it has no evolutionary history. 
(Perlman 2004, p.17)  
Bence Nanay reiterates this point: “Hence, if an organism that is molecule-for-molecule 
identical to me (the Swampman) were created by chance, its organs would not have any 
functions, since it would lack the evolutionary history that would fix the function of these 
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organs” (2010, p.414). Presumably this scenario holds a problem for the etiological view. As 
Cameron (2004) writes,  
Possible but non-actual ‘accidental-yet-instant creatures’ would have parts with 
functions but no evolutionary history, so the orthodox [etiological] view fails to 
provide a necessary condition for biological functions. (p.75) 
For the Swampman argument to be effective against the etiological view we would have to 
suppose that the Swampman would be functional or appear functional. Of course that initial 
assumption is not explained by those who use the argument. If the Swampman would have 
functions despite it not having an evolutionary history, or normal developmental history, then 
we can presume that function concepts can be applied and understood without evolutionary 
considerations. This suggests that functions can be thought to explain or identify something 
other than the existence of their traits. I return to that point shortly. 
A question that can be raised against the etiological approach is how far back in a trait’s 
lineage do we have to speculate in order to discern its present function? For example, we 
could ask what the etiological function of a kiwi bird’s wings is. The kiwi bird is a small and 
rather stocky flightless bird endemic to New Zealand. If we pry into the recent history of the 
kiwi bird we might find that the proper function of their wings is warmth, balance and so on, 
since these functions have recently maintained kiwi birds. However, being a flightless bird on 
a faraway island we might be rather dumbfounded as to how it got there in the first place. 
According to Professor Alan Cooper, who is the Director of the Australian Centre for Ancient 
DNA, the closest known relative of the kiwi bird is the now extinct ‘elephant bird’ from 
Madagascar (Greenfieldboyce 2014). How then did the kiwi bird’s ancestors get to New 
Zealand all the way from Madagascar? According to Cooper there must have been a high-
altitude flying intermediary that flew from Madagascar and took up residence in New 
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Zealand where there were few predators (and thus no huge benefit of flying). Therefore if we 
look back far enough in the kiwi bird’s ancestral past we learn that the proper function of 
their wings is flight, since that is the function that helps explain the prevalence of kiwi birds 
on the island in general. But obviously kiwi birds cannot fly. So does that make their wings 
functionless (or ‘malfunctioning’) by the etiological account? To solve this sort of problem 
Peter Godfrey-Smith introduced the modern history etiological account of functions, which 
he explains as follows: 
Biological functions are dispositions or effects a trait has which explain the recent 
maintenance of the trait under natural selection. This is the ‘modern history’ approach 
to functions. The approach is historical because to ascribe a function is to make a 
claim about the past, but the relevant past is the recent past; modern history rather 
than ancient. (Godfrey-Smith 1994, p.344) 
Paul Griffiths formulates this position as follows:  
Where I is a trait of systems of type S, a proper function of I in S is F iff  [if and only 
if] selective explanation of the current non-zero proportion of S’s with I must cite F as 
a component in the fitness conferred by I. (1993, p.414)  
By the modern history account of biological functions a proper function of a trait is whatever 
behaviour the trait does that can be used in an explanation of the present population of 
organisms with that type trait, and thus used in an explanation of the fitness conferred by the 
trait. Godfrey-Smith’s account of biological functions is similar to Wright’s except that its 
explanatory project has to do with determining the function of traits by their recent selection 
in current populations rather than ancient selection. Pigliucci and Jonathan Kaplan are also 
proponents of the modern history etiological view. They formulate it as follows: 
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For a trait T (a token of an adaptive character trait) to have the function of doing […] 
F in an organism O (an individual organism), traits of type T must have contributed to 
the fitness of O’s (evolutionary recent) ancestors by doing F and must have been 
selected against alternative trait. (Pigliucci & Kaplan 2006, p.133) 
The modern history approach allows for the wings of flightless birds to be functional by 
enquiring into their recent evolutionary past rather than their ancient past. Etiological 
function theories can then choose periods of time suited to their explanatory projects, from 
which they can conduct their analysis.  
Another objection to etiological accounts of functions is that they are highly speculative. 
Philosopher of science Arno Wouters says, “it is very difficult to reconstruct past selection. 
This makes the attribution of historically defined functions a matter of mere speculation” 
(2005, p.144). Admittedly there is a lot of guesswork involved in etiological function 
analyses. Neander and Alexander Rosenberg recognise this point when they state that “the 
vagueness of the etiological theory captures the Darwinian gradualism of the phenomena” 
(Neander & Rosenberg 2012, p.1). Our knowledge of evolutionary history cannot be perfect 
because not all specimens of our item of interest or its intermediary species are preserved as 
fossils. To understand the products and processes of evolution is an immense task, and where 
there is imprecise knowledge there will be speculation. But that does not render the 
etiological approach useless. Etiological theories are not mere speculation. Decent and 
relevant etiological theories can be falsified by the fossil record, genetics and reliable 
historical accounts.  
Kant called teleological enquiries like etiological function theories ‘guiding threads’, 
believing them to be regulative features of human reason that could lead us to more concrete 
scientific knowledge (1790, p.237). Cheng-Wai Yip, a biologist, also recognises the potential 
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usefulness of teleological reasoning in scientific enquiry when he says, “the teleological 
approach has an heuristic value which has led to discoveries about the mechanisms of certain 
biological phenomena23” (2009, p.149). The etiological approach to functions is one such 
useful method of teleological reasoning. Etiological function analyses help us to discern some 
products of evolution as having significance (i.e. relative to our desire to understand the items 
of interest), which can then motivate us to learn more about the causes that explain the 
significant item of interest.  
Arguments against the etiological approach refer to unexplained norms, its speculative nature 
and its inability to explain current functions (e.g. the Swampman) as reasons for rejecting it. 
As I discussed, not all etiological accounts seem overtly normative (e.g. Millikan) and it 
makes sense for etiological approaches to be speculative because our knowledge of history is 
imperfect and the fossil record is lacking. And while the Swampman argument does give us 
reason to doubt whether etiological accounts of function on their own can account for current 
functions, that does not undermine the etiological approach entirely. Contrasting with those 
who use the Swampman example to oppose the etiological account I think the Swampman 
argument in effect actually illuminates two distinct ways of understanding function; a 
backwards-looking model and a present-looking (or ‘forward-looking’) model24. Backwards-
looking models aim to identify the function of a type of trait in relation to what tokens of that 
trait have done in past populations that helps explain the existence of that type of trait in 
present populations. Present-looking models aim to identify the function of a trait in relation 
to its contribution to present fitness, or more minimally, its causal role within a system.  
 
                                                          
23 A classic example of this was mentioned in chapter one, of William Harvey, who began to learn the 
mechanisms of the circulatory system by questioning what intentions a God might have had in designing it.  
24 This terminology comes from Perlman (2004).  
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CAUSAL-EFFECT FUNCTION THEORIES 
Robert Cummins is a philosopher of biology who is well-known for being an opponent of the 
etiological theory of functions. In 1975 he wrote, “To attempt to explain the heart’s presence 
in vertebrates by appealing to its function in vertebrates is to attempt to explain the 
occurrence of hearts in vertebrates by appealing to factors that are causally irrelevant to its 
presence in vertebrates” (p.744). Cummins supports the view that “functional analysis can 
properly be carried on in biology quite independently of evolutionary considerations; 
[whereby] a complex capacity of an organism […] may be explained by appeal to a 
functional analysis regardless of how it relates to the organism’s capacity to maintain the 
species” (ibid.). According to Cummins, “identifying the function of something helps to 
explain the capacities of a containing system” (ibid., p.749). As Denis Walsh and Andre 
Ariew explain,  
Cummins argues [that] teleology should be no part of functional explanation; you 
cannot appeal to the function of a naturally occurring phenomenon to explain what it 
is for or why it is there. Instead, the point of ascribing a function to an object is to 
explain how it contributes to some overall capacity of the system of which it is part. 
(1996, p.493)   
Cummins-style functions are supposed to explain how a trait contributes to the natural state 
and behaviours of the system it is contained in, so that the Cummins-function of X in system 
Y is whatever X does that contributes to Y. By Cummins’ view the function of eyes would be 
sight because eyes help explain the organism’s capacity to see. Cummins-style functions 
could also include a heart’s thumping action to be a function since that action contributes to 
the circulatory system, whilst the sounds that the heart makes would not be functional relative 
to the circulatory system. It allows for leaves to be functional since their photosynthesising 
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mechanics explain the capacity of the tree to be a living tree. In these ways Cummins-style 
functions are explanatory without being evolutionary. Cummins’ approach to functions was 
perhaps the first causal-effect (CE) function theory.  
It is by this kind of causal-effect approach to functions that we may ascribe functions to the 
Swampman. The Swampman’s eyes, for instance, would serve the Cummins-function of sight 
because they help explain the Swampman’s capacity to see. In this way the Swampman can 
be ascribed functions without it having an evolutionary history. Moreover, etiological 
approaches to function require a kind of Cummins-style function analysis prior to speculating 
about a trait’s selective advantage in the past. As Walsh and Ariew explain, “evolutionary 
functions are discovered by conducting C-function analysis25” (1996, p.493). One needs to 
know how a trait contributes to its host system before one can speculate how that type of trait 
might have contributed to the selection of organisms with that type of trait in the past. It is in 
this way that the etiological approach is somewhat ironically contingent on an approach to 
functions that was first described by Cummins in opposition to the etiological approach. 
What makes a Cummins-function also an etiological function is when a trait’s Cummins-
function is believed to have contributed to the selective success of organisms with that type 
of trait.  
The most common objection in the literature against Cummins’ theory of functions is that it 
is too liberal. It seems to allow for all sorts of strange functions pertaining to anything that 
could be considered a system. Ulrich Krohs (2009), borrowing a point from Ruth Millikan 
(1989), says: “according to Cummins’s explication of the notion of function, it would be ‘the 
function of clouds to make rain with which to fill the streams and rivers’, with respect to the 
capacity of the water cycle to maintain moisture in the soil” (Krohs 2009 p.11). Or as Arno 
                                                          
25 Cummins-function. 
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Wouters points out (paraphrasing Neander (1991)), “on Cummins’ account it would be the 
function of a certain tumor to exercise pressure on a certain artery in the brain (this explains 
the organism’s capacity to die of cancer)” (2005 p.181). Provided that anything contributes to 
any system in any way it can be called functional by Cummins’ account. A heart’s thumping 
noises can contribute to an electrocardiograph machine’s readings, thus making the heart’s 
thumping noises and electrical pulses functional in relation to that system (Walsh & Ariew 
1996). Cummins’ account of biological functions appears to explain very little other than 
‘how this part contributes to (or interacts with) that system’. According to Cummins this is as 
far as function ascriptions should go.  
A few theories have appeared in the literature that are similar to Cummins’ view that, with 
some fairly simple tweaking, seem to avoid this problem of being too liberal. These causal-
effect theories have had a number of different formulations and names but they all share 
similar ideas pertaining to self-maintenance, so I call them Self-Maintenance (SM) theories 
of function for convenience.  
In What Functions Explain (2001) Peter McLaughlin says that  
The particular item X ascribed the function of doing […] Y actually is a reproduction 
of itself and actually did […] something like Y in the past and by doing this actually 
contributed to—or was part of the causal explanation of—its own reproduction. 
(p.167) 
Philosopher of science Marcel Weber explains: “By ‘self-reproduction’ I mean not 
procreation, but the organism’s capacity to maintain its form or identity for a certain 
appropriate duration” (2005, p.194). According to McLaughlin and Weber functions are 
effects of traits within an organism that help maintain the organism that sustains the trait. By 
this account we could say that the SM-function of trait X in organism Y is Z iff Z helps 
67 
 
maintain Y which sustains X. As Reiss and Reiss explain: “The beating of the heart in fact 
explains its own continued existence […] because if it stopped beating, the organism would 
die and the heart would too” (2005, p.264). Since the heart’s action of pumping blood 
typically helps maintain the organism that sustains the heart, by being an active cause in the 
circulatory system, that action of pumping blood is an SM-function of hearts. Causing 
electrocardiograph readings would not be an SM-function of hearts because contributing to 
that system does nothing to help directly causally maintain the heart.  
Georg Toepfer recognises the broadness problem in Cummins view when he writes, “as the 
many discussions of Cummins’ analysis have shown, his criterion of function is too liberal” 
(2012, p.11). Subsequently Toepfer adopts a self-maintenance approach to functions when he 
writes: 
Functions are system-relevant effects of parts (or sub-processes) in systems of 
mutually dependent parts, i.e. those effects of any part that contribute to the 
maintenance of the other parts, and via them, feed back onto their own maintenance or 
perpetuation. (Toepfer 2012, p.12)   
SM-function accounts are causal-effect theories that may be able to avoid the claim made 
about Cummins’ function theory being too liberal. We cannot really ascribe the effect of 
‘causing electrocardiograph readings’ to hearts by the SM-function account, though we seem 
to be able to say that about Cummins’ account. But can SM-function accounts avoid the 
claim that it is the function of clouds to rain in relation to the moisture levels in the soil? I 
think that SM-function theories can avoid this claim. By SM-function accounts we could only 
ascribe a function to each individual cloud if its raining contributed to the maintenance of 
each of those clouds themselves (and not to the apparition of clouds in general), which is not 
the case. Instead new clouds are formed once the moisture in the soil evaporates. Admittedly 
other questions could arise, like what counts as an individual cloud? And do we consider the 
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whole cloud system one individual monistic cloud? Despite this possibly ill-chosen example I 
think the point is made: SM-function theories are not quite as liberal as Cummins’ functions.   
Like Kant’s naturzwecke, which was explained by the example of a tree sustaining its leaves 
which in turn sustain the tree, a SM-function is an effect that contributes to the system that 
maintains the individual trait doing the effect. Of course this opens up questions about what 
makes certain organismic behavioural traits functional if they do nothing to maintain the 
individual organism. Consider for a moment the function of a bee-sting. Stinging tends to kill 
the bee who attacks; therefore stinging cannot be a function of stingers according to SM-
function theory because stinging does nothing to help maintain the bee that has the stinger. 
We might say that stingers can still have a significant effect on the maintenance of bees in 
general. Although, if we take that route we seem to end up back at the etiological approach.  
Another point worth considering is Cummins’ original attitude that etiological functions are 
‘causally irrelevant’ to their traits (Cummins 1975, p.744). Obviously a token trait cannot be 
explained by its functions; that would invoke backwards-causation. But surely trait types can 
be explained, at least in part, by their E-functions. The fact that eagles’ wings help eagles to 
fly does partly explain how eagles with wings have been naturally selected. And if trait types 
can be at least partly explained in relation to their functions then token traits can also be 
partly explained in relation to functions.  
Cummins does not specify what he means by ‘causally relevant’ though I presume he is 
referring to development (embryology) and mechanism (internal configuration and 
processes). At the very least he implies a very restricted view of causality that appears to 
ignore environmental and developmental nuances that are all part of the causal nexus. While 
developmental and mechanistic processes are uniquely relevant to their individual organisms 
they do not explain the prevalence of those types of organism with those kinds of traits. 
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Hence there are sometimes subtle differences in our questions about biological functions, 
depending on what we are trying to find out. Etiological-function theorists are asking ‘how 
come hearts (a specific trait type) exist?’ Whereas causal-effect and self-maintaining function 
theorists are asking ‘what role does this particular (token) trait have in this particular 
system?’ They are different kinds of question that require different answers and are not in 
competition with one another.  
There are other function theories, of which I will now discuss two: propensity theory and 
modal theory. These theories are similar in that they are both heavily reliant on 
counterfactual26 and probabilistic considerations. I adopt Perlman’s term for them as future-
looking (FL) function theories (Perlman 2004, p.8) for categorical simplicity.   
FUTURE-LOOKING FUNCTION THEORIES 
Kim Sterelny and Paul Griffiths claim that functions are effects that increase an organism’s 
propensity to reproduce (1999). We call this the propensity account of functions. By the 
propensity account traits are considered to be functional if by some effect they could 
contribute to fitness. Proponents of propensity theory John Bigelow and Robert Pargetter 
claim that “some functions are present even when there are no relevant effects to be 
mentioned – as with some bees and their stings” (1987, p.181). This fulfils a requirement 
proposed by Wouters that function theories “should enable us to attribute functions to items 
that do not actually perform it” (Wouters 2005, p.134)27. CE-function and SM-function 
theories do not apply to bee-stings because bee-stings do not contribute to the system that 
                                                          
26 Meant here loosely as ‘against the facts’.  
27 There is no argument proposed by Wouters to support this view, though the attitude seems common enough in 
the literature. Presumably the idea has to do with attributing traits with proper functions (as though they have 
them) regardless of whether or not they perform those functions, so that we can hold onto the notion of 
malfunction.  
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hosts the stinger. Propensity theory holds that bee-stings are functional because they could 
potentially contribute to reproductive success (i.e. the collective fitness) of bees in the future.  
Like Cummins’ approach to functions propensity theory is very liberal. A doctor may one 
day inspect the rhythm of my heartbeat through a stethoscope and decide that I am in need of 
medication that could, by its effect, lead to a longer life and a higher likelihood of me 
propagating my genes. Since my heart’s thumping noises could contribute to a fitness-
enhancing scenario in the future those noises are a function of the heart by the propensity 
view, even if a doctor never listens to my heart. By that logic we could ascribe our organs and 
traits with functions they may never serve ad absurdum.  
Neander disagrees with the propensity approach because she believes that functional 
ascriptions should tell us something about why the trait exists now, and not why it might exist 
in the future. She writes that “future selection can only explain future instances of traits, not 
present ones” (1991, p. 464). She uses marsupial pouches as an example to help elucidate her 
point: 
When we say that koalas have pouches to protect their young, we take ourselves to be 
explaining why presently existing koalas have pouches, not why future generations of 
koalas will have pouches. (ibid., p.464)  
Of course Neander’s example begs the question as to whether functional ascriptions must 
have to do with the existence of traits. After all, FL-function theories seem more concerned 
with identifying possible contributions to fitness, rather than explaining the existence of the 
traits themselves. Neander’s explanatory project is different from that of Bigelow and 
Pargetter’s so it makes sense that she would seek a different kind of functional explanation. 
No theory of function is necessarily more ‘correct’ because function concepts are invoked in 
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different kinds of explanatory projects. However, not all accounts of function are as equally 
useful for our general enquiries about biological traits. 
The propensity approach is heavily reliant on counterfactual considerations about traits. 
According to the propensity account we look towards the future and ascribe traits with 
functions that the trait could potentially perform that would contribute to the organism’s 
fitness if it did so. Propensity theory has to do with what could happen, so it invokes ‘against 
the facts’ possible-world hypotheses in order to make these claims. Future-looking functions 
are ascribed to traits based on hypothetical scenarios that are imaginary and probabilistic. 
When we attribute functions to traits via the propensity approach we base that attribution on a 
hypothesis based on imagined counterfactual functions; functions that are neither present now 
nor possibly ever present in a trait. The propensity account of functions ascribes traits with 
functions they would have, provided that certain scenarios eventuate. FL-functions are, for 
lack of a better term, hypothetical functions.  
When we attribute functions to biological traits and their behaviours we typically do so based 
on what we have observed those traits do that causally sustained them in some way in a 
current population or in a past population. Contrastingly, the propensity approach says that 
we can attribute functions to traits that they have never performed before. For example, a 
person who keeps exotic pythons as pets may get a veterinarian to check his beloved green 
tree python’s heartbeat with a stethoscope, only to discover that he had been feeding the 
python a poor diet and that the python requires medicine for heart disease. The fact that a 
green tree python’s heartbeat could indirectly contribute to it being better fed or medically 
taken care of (thus contributing to fitness) renders the python’s heart noises a function of that 
python’s heart by the propensity account, and by extension all other python hearts (because 
checking any python’s heartbeat could inform a pet veterinarian or a wildlife veterinarian 
with valuable information used to treat the python and contribute to its fitness). You could 
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come up with all sorts of strange functions by the propensity approach, wherever a trait could 
theoretically do something that would contribute to fitness.  
While the propensity approach to functions may be useful to some explanatory projects it is 
not particularly useful to our everyday general questions about biological functions, such as 
questions to do with discerning a trait’s adaptiveness or its current role within a system. We 
don’t often ask questions about what traits could do, although I don’t deny these questions 
could be asked for some reason or another. Nevertheless, for the reasons I have discussed, I 
think that propensity theory is too liberal and too abstract to be as useful to our everyday 
general enquiries about traits as SE and CE function accounts are. 
Bence Nanay proposes a similar view to the propensity approach in a series of papers from 
2010 to 2014. Nanay is not convinced by the etiological approach due to it not accounting for 
non-evolutionary functions (Nanay 2010, p.421) and for being apparently circular, which is 
something I discussed earlier. Instead he provides what he calls a ‘modal’ account of 
functions that shares characteristics with Bigelow and Pargetter’s propensity theory. He 
originally proposed his idea in 2010 when he claimed that “a function of a trait is to do F just 
in case its doing F would contribute to the inclusive fitness of the organism whose trait it is” 
(Nanay 2010, p.423). He formulates his position as follows: 
I define function with the help of a counterfactual […] Performing F is the function of 
x if and only if some possible worlds where x is doing F and this contributes to the 
survival of organism O are closer to the actual world than any of those possible 
worlds where x is doing F but this does not contribute to O’s survival. (ibid.) 
According to the modal approach a trait’s function is any possible effect that it could 
theoretically do that would contribute to its host organism’s fitness. Nanay makes it clear that 
the possible world hypothesis involved in this kind of functional analysis has to be “a 
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‘relatively close’ possible word” (Nanay 2010, p.424) to avoid it being too liberal. However, 
Neander and Rosenberg have remarked that “Nanay leaves the notion of a relatively close 
world vague” (2012, p.1). So in 2014 Nanay explained what he meant by a relatively close 
possible world: “If wiggling one’s ears, for example, would kill all approaching predators, 
this would contribute to one’s fitness. But it is not the function of my ears to kill all 
approaching animals because the possible world where this happens is not ‘relatively close’” 
(p.3). At face value that seems reasonable, but even relatively close possible world 
hypotheses can result in fairly strange conclusions about trait functions that are dissimilar 
from how we regularly understand traits and the functions they serve. As Marc Artiga 
demonstrates with the following example: 
Since the nightingale’s song pleases humans in the actual world, there are probably 
many accessible close worlds where the nightingale’s song pleases humans, and that 
fact increases the nightingale’s inclusive fitness (e.g., by being fed). Furthermore, this 
world is probably closer to any world in which pleasing humans does not increase its 
fitness. Therefore, according to Modal Theory, providing pleasure to humans is an N-
function28 of the nightingale’s song. (2014, p.187) 
It is reasonable to think that pleasing humans could indirectly contribute to a nightingale’s 
fitness, e.g. by being fed. So by Nanay’s account of functions we might as well ascribe all 
nightingales (or at least their songs) this function of pleasing humans. The example of the 
nightingales probably does not undermine Nanay’s view just by its odd conclusions. 
However, Artiga strengthens his case for why the modal approach is too liberal with the 
following example:  
                                                          
28 His term for Nanay’s functions.  
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Consider the unsettled debate about the function of the butterflies’ eyespots (also 
called ‘ocellus’), an eye-like marking that they usually have on the forewing’s 
underside. There are different hypotheses about their function: since they resemble 
eyes, they might deceive potential predators; or they might draw the predator’s 
attention away from the most vulnerable parts; or they have some influence in sexual 
selection (akin to the peacock’s display feathers; Stevens 2005; Vallin et al. 2005). 
All of them are plausible hypotheses that can only be settled by a careful examination 
of evidence […] Now, if the Modal Theory were right, it would almost trivially 
follow that the butterflies’ eyespots have all these functions. (2014, p.190) 
Ultimately it could be argued that it is not entirely unreasonable to suggest that pleasing 
humans is an effect that indirectly contributes to the fitness of nightingales, therefore pleasing 
humans is a function of nightingales or their songs. It could also be argued that there is no 
obvious reason why a trait, such as the butterflies’ eyespots, couldn’t have multiple functions, 
such as those Artiga mentions. Nevertheless, Artiga thinks the modal approach is too liberal, 
making it too difficult to identify functions from non-functions. Since there are many 
imaginable fitness-enhancing behaviours that traits could perform relative to the real world, 
we would have to ascribe traits with a multitude of functions of which the traits may never 
perform. That suggests the Modal account of functions is too liberal. 
Artiga points out that “Scientists seems to be looking for some kind of causal explanation 
concerning what really happens in our world, rather than envisaging what would happen in 
certain counterfactual cases” (2014, p.189). Etiological accounts attempt to explain a trait’s 
prevalence in a population and causal-effect accounts explain the causal role that a part has 
within a system. It is difficult to see how Modal functions are explanatory in any typical 
sense of the world ‘explanatory’. Modal function analysis reveals nothing about physical 
traits themselves, in respect to their causality or their behaviour. Instead Modal functions are 
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probabilistic counterfactual judgements about traits that do not, as far as I can tell, help 
explain traits in any way. And since most of our questions about biological functions do seem 
to be aimed at explaining something about the trait or organism, we seem to have little need 
for N-functions.   
Another point worth mentioning is that CE-function and SE-function judgments are 
falsifiable, and that they require falsification to be reasonably believed. Falsifiability is a 
standard against which we can determine functions from non-functions, according to CE and 
SE-function theories. We can observe the causal roles that parts serve in systems, and we can 
confirm some SE-functions in respect to our knowledge of biology and evolutionary 
processes, as well as from fairly reliable indicators found in the fossil record. According to 
the modal view a trait only needs to be theoretically capable of performing a fitness-
enhancing task to be attributed the modal function of that task. It needn’t actually do that task 
in order to ‘have’ the function. Since a trait does not need to ever perform its function to have 
that function, according to the modal account, modal functions don’t need falsification, which 
seems problematic within a scientific context.  
Since modal functions can be ascribed liberally and without need for empirical verification 
Artiga suggests that the modal approach “fails to adequately draw the distinction between 
functional and nonfunctional effects” (2014, p.189). It is reasonable to think that modal 
approach, like the propensity approach, is too liberal and too abstract to be useful to our 
typical enquiries about traits. 
PRAGMATIC TELEO-PLURALISM 
Faced with all these different function theories which theory should we choose? Should we 
only choose one? Neander, Millikan and Reiss and Reiss all seem firmly convinced that the 
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etiological approach is the correct approach to biological functions. However, as Wouters 
points out, there are a number of possible problems with the etiological approach: 
First: etiological theories neither allow one to attribute functions to new traits that 
have not been selected for, nor to the parts of instant organisms29. Moreover, if a trait 
acquires a new function, it does not have that function until it has been selected for 
having that effect. Second, the theory does not allow one to attribute functions to traits 
that are advantageous but have in the recent past been maintained by other 
mechanisms than selection […] It also does not allow one to attribute functions to 
traits that have recently been selected against. Third […] it is very difficult to 
reconstruct past selection. This makes the attribution of historically defined functions 
a matter of mere speculation. (Wouters 2005, p.144) 
By the etiological approach functions do not apply to newly acquired functions of traits or to 
traits that are being selected against, though causal-effect accounts often can attribute 
functions to those traits. However, causal-effect theories can also be problematic since they 
can be quite liberal. Furthermore, forward-looking accounts are theoretically useful in some 
niche explanatory projects but are generally not useful to our everyday general enquiries 
about biological traits. They are all imperfect theories, but that doesn’t mean they aren’t each 
useful in their own way. None of them are any more ‘true’ than the next, though some of 
them may be more useful. As Jan De Winter says, “the meaning of a functional statement 
depends on the specific kind of explanation-seeking question that this statement is supposed 
to answer” (2010, p.10). The truth is, the word ‘function’ has more than one function. 
Neander as well as Reiss and Reiss claim that Cummins’ causal-effect theory fails because it 
does not account for the existence of traits. As Reiss and Reiss (both proponents of 
                                                          
29 E.g. the ‘Swampman’.  
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etiological function theory) have said, “Cummins account fails in two ways: 1) it doesn’t 
recognize the real existence of organisms as a valid overall end in nature, by which we can 
ground our function statements, and 2) it only explains an organism’s capacity to exist, not its 
actual existence” (2005, pp.275-256). Contrastingly, Cummins and Nanay claim that 
etiological accounts fail to account for present day functions. The debate is caused by a 
disagreement about what functions ought to explain. Selected-effect functions are supposed 
to explain the existence of traits in relation to their adaptive qualities, whereas causal-effect 
functions are supposed to explain the causal significance of a trait/part within a system. As 
Walsh and Ariew explain: 
[The] Cummins approach to functions and the evolutionary approach are motivated 
by sharply divergent opinions on the explanatory role that functions ought to play […] 
Cummins functions answer how-questions, e.g. ‘how do hearts contribute to the 
activities of the circulatory system?’ Evolutionary functions answer why-questions, 
e.g. ‘why do vertebrates have hearts?’ (1996, p.511) 
These are two different kinds of explanatory projects that invoke different meanings of the 
word ‘function’. Both are useful. So to reiterate Perlman’s pragmatic teleo-pluralism view,  
we should stop pursuing conceptual analysis of some single unified concept of 
‘function’ that will cover every case, defuse every counterexample, and explain 
everything […] So what should we do? We should acknowledge the different 
advantages of the various views of function, and use them all as they help explain 
things. For back of a better term, I call this attitude Pragmatic Teleo-Pluralism. 
(Perlman 2009, p.31) 
A pragmatic approach to function theories reveals that each are useful in their own way, 
relative to different kinds of explanatory projects. If we want to know the causal significance 
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of a part within a system we utilise the Cummins approach. If we want to speculate about a 
trait’s contribution to the replication of organisms with that type of trait within a population 
we need to perform a Cummins-style function analysis and compare that to our understanding 
of past environments and populations, from which we then speculate about the selective 
significance (i.e. the etiological functions) of the trait. And if we want to speculate ways in 
which traits could theoretically function we could utilise future-looking and modal 
approaches to function. However I would add that they are not all equally useful to the kinds 
of typical questions we ask about traits, such as their prevalence in populations, their 
systemic roles and observed behaviours. Selected-effect and causal-effect theories are most 
useful to these types of general enquiries about biological traits, whereas propensity and 
modal approach are not generally as useful.  
Wouters asks “Is there a unifying phenomenon that underlies all function talk?” (2005, 
p.126). Each function theory has a use of some kind, whether practical (CE and SE function 
theories) or theoretical (future-looking/modal). Each theory can be understood and applied in 
different ways. So what characteristics do these different theories share, if any? A 
characteristic shared by all function theories is that questions about functions always have to 
do with the significance of a trait and its behaviour relative to an explanatory project about 
the trait. Yip is the only author I have found to explicitly state this though it is implied in all 
function theories. He writes, “if teleological [e.g. functional] explanations are required, 
questions should ask for the significance, importance or advantage of certain biological 
processes” (Yip 2009, p.150). If the word function has a most basic meaning I think it is 
‘significant effect’30.  
                                                          
30 ‘Important-effect’ also might work, although the term ‘advantageous-effect’ would not suit causal-effect 
function theories.  
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By significance I do not mean salience. Function theories are not about describing the 
striking or novel characteristics traits may have, they are about evaluating effects that matter 
to our explanatory projects about traits. By significance I mean importance and, more 
specifically, relevance to an explanatory project. The significant effects in question are 
dependent on the type of explanatory project being conducted and on our explanatory 
interests. As Perlman says, 
To say the heart’s function is to pump blood (and not to make a thumping noise) is 
based on our previous value judgment that survival is valuable, and, because pumping 
blood is necessary for survival, the heart’s function is to pump blood. If our system of 
thought put greater value on production of thumping noises, then that [would] steer 
our function attribution toward the heart’s function being to make a ‘heartbeat’. 
(2004, p.11) 
For etiological function analyses questions about a trait’s function refer to whatever 
significant effect contributed to that type of trait’s selection. For causal-effect accounts the 
significant effect is whatever relevant effect a part produces that contributes to a broader 
system. For self-maintaining accounts the significant effect is whatever behaviour a trait does 
that contributes to the system that maintains the trait. For propensity and modal accounts the 
significant effect is whatever possible effect a trait could do that would maintain fitness. 
Whether the significant effect is considered to be past, present or future depends on the 
explanatory project.  
Ultimately a trait’s function depends on its relation to a system and on the type of questions 
we ask about it. That is to say that functions are necessarily observer-dependent, they are not 
real in the sense that physical facts are. This reiterates a kind of Humean point that functions 
– which often involve notions of ‘the good’, relations, normativity, as well as counterfactual 
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considerations and temporal awareness – are products of experience, they are not intrinsic to 
the items to which ascribe functions. But if functions are regulative features of reason and are 
not constitutive of the items we ascribe functions to, how is it that our thinking of them in 
terms of functions helps us to understand and predict those kinds of things? How can things 
appear functional in the first place? These are the hard problems that I will address in the 
next two chapters; first, the appearance of teleology out in the world (in chapter four) and 
second, how to make sense of the success of teleological prediction without things outside of 
the mind being themselves teleological (chapter five).  
In this chapter I provided an overview and analysis of modern ideas about teleology within 
the context of biology, by examining accounts of biological function. Whilst defending 
Perlman’s pragmatic teleo-pluralism view about functions, and giving it some content, I also 
demonstrated the important role that the observer has in discerning a trait’s 
function/teleology. In the next chapter I expand on this point and provide an explanation to 
how things may appear teleological without them being intrinsically teleological.      
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CHAPTER FOUR 
THE TELEOLOGICAL WORLDVIEW 
*** 
 “If you ‘look at’ the world in the right way, the patterns are obvious. If you look at (or 
describe) the world in any other way, they are, in general, invisible.” – Dennett (1998, p.39)  
In ‘Against Mentalism in Teleology’ Bedau writes, “even if a theory of teleology does not 
take natural teleology31 at face value, it should provide some sort of explanation of why 
organic nature appears teleological” (1990, p.66). In a later article he says that “First, the 
primary datum that a theory of biological teleology must explain is why so many biological 
phenomena seem teleological” (1992, p.783). The fact that we see the world teleologically 
has not been disputed by anyone, although the question of why we see the world 
teleologically has gone mostly unexamined in the literature. Bedau claims that “mentalism 
has no evident way to explain the striking appearance of teleology in nature” (1990, p.66). 
Indeed, he writes that “Some philosophers, such as C. J. Ducasse and (within limits) Andrew 
Woodfield, assert that all genuine teleology can be traced in one way or another to minds and 
their designs; this is the mental approach to teleology. The main problem with the mental 
approach is that it is too narrow, because it cannot account for the apparent teleology in non-
mental organisms and in organs” (1992, p.782).  
Ultimately Bedau believes that teleological mentalism has not provided an explanation for the 
appearance of teleology in nature. As I discussed in chapter two, internalists like Monod and 
Woodfield agree that teleological descriptions of things are anthropocentric, but that hints at 
an explanation rather than provides an in-depth analysis of the problem. In this chapter I 
                                                          
31 Natural teleology is a term that is often ascribed to externalist theories about teleology that posit the existence 
of teleology outside of the mind. 
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provide an internalist account of the appearance of teleology out in the world, which explains 
how things out in the world (such as non-mental organisms) may appear teleological without 
those things being themselves teleological. Therefore I aim to offer an internalist solution to 
one of the hard problems of teleology that Bedau identified, which is in explaining the 
appearance of teleology in nature. In providing an internalist32 explanation to the appearance 
of teleology out in the world I will add much needed content to the teleological mentalism 
view, as well as subsequently undermine a key motivator of teleological externalism (the 
appearance of teleology in nature) and the assumption that externalists often make, which is 
that the appearance of teleology out in the world licences us to believe things out in the world 
are genuinely teleological.  
Explaining how things appear teleological should be easy for the externalist. If mind-
independent teleological facts exist the externalist just needs to 1) explain what those mind-
independent teleological properties are and 2) explain what makes those properties 
teleological. In this chapter I aim to show that despite the popularity of teleological 
externalisms in fairly recent years no externalist theory has yet provided a satisfactory case 
for teleology outside of the mind. Furthermore, if my internalist account of the appearance of 
teleology in nature is successful it will render teleological externalisms as being unnecessary 
to our explanations of the appearance of teleology in nature.  
Aerts et al (1994) explain that “No matter how important facts may be, we are not satisfied 
with merely ‘knowing’ them. We also want to ‘understand,’ gain ‘insight’ into and explain 
them. We always seek an answer to the question ‘why?’” (p.14). The authors explain that 
“The ‘world’ can differ, depending on the culture that we consider. Therefore we can speak 
of ‘the world of Antiquity,’ or ‘the world of the Eskimos.’ ‘The world’ should not be 
                                                          
32 i.e. mentalistic.  
83 
 
identified with ‘the earth,’ nor with ‘the cosmos,’ nor with ‘the observable universe,’ but with 
the totality in which we live and to which we can relate ourselves in a meaningful way” (p.8). 
By its simplest definition “A world view must allow us to ‘understand’ as many aspects of 
the world as possible” (p.10). A worldview is a kind of foundational conceptual/belief-
framework that mediates our perceptions in such a way that we can makes sense of those 
perceptions, relative to the worldview. It is this very general sense of the term ‘worldview’ 
that applies to the ‘teleological worldview’.  
The teleological worldview is a set of concepts to do with intentions, desires, ends and 
means. Concepts are mental representations in the brain that classify and type-identify things 
in the world. Concepts, in general, help us to make sense of the things we perceive with our 
physical senses and help us to make appropriate inferences about the things we encounter out 
in the world. The teleological worldview is the amalgamation of these desire-concepts, goal-
concepts, mean-concepts and intentionalistic-concepts, as well as the fundamental belief that 
intentions, desires, ends and means can be explanatory. Ultimately, the teleological 
worldview is the conceptual framework from which teleological questions can be asked and 
answered meaningfully.  
In its most general sense the teleological worldview refers to our general tendency to ‘to see 
the world teleologically’. As Monod writes, 
What did they [our ancient ancestors] see first? Animals, plants; beings whose nature 
they could at once guess to be similar to their own. Plants grow, seek sunlight, die; 
animals stalk their pray, attack their enemies, feed and protect their young […] Plants 
and animals like man himself were easy to explain: they all have a purpose: to live 
and to go on living in their progeny, even at the price of death. (1972, pp.37-38) 
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Our ability to view the world teleologically perhaps inspired our earliest animist beliefs, 
which (to reuse a quote from Monod) “consists essentially in a projection into inanimate 
nature of man’s awareness of the intensely teleonomic functioning of his own central nervous 
system33” (p.38). Ultimately these teleological conceptions “are stull deep-rooted in the soul 
of modern man” (ibid., p.37). This way of thinking, being so common to all humans, is 
evidence of the teleological worldview. 
In The God Delusion (2006) Richard Dawkins claims that humans are born innately 
teleologists, seeing ‘purposes’ before we see causes. “Children are native teleologists,” he 
writes, and claims that “childish teleology sets us up for religion” (p.210). The tendency to 
see the world teleologically seems almost basic to human consciousness. As Sigmund Freud 
says, “Primitive man has no choice, he has no other way of thinking […] It is natural to him, 
something innate, as it were, to project his [purposeful/teleological] existence outwards into 
the world and to regard every event which he observes as the manifestation of beings who at 
bottom are like himself” (1961, p.28). If Dawkins and Freud are right in thinking that we are 
born with an innate tendency for teleological reasoning, where does our tendency for 
teleological reasoning come from?  
Dennett writes that “The undeniable fact is that usually, especially in the dealings that are 
most important in our daily lives, folk science [which includes teleological reasoning] works” 
(1998, p.9). Ultimately, we have good reason to believe that teleology is an evolved way of 
thinking, “an idealizing, abstract, instrumentalistic interpretation method that has evolved 
because it works and works because it evolved” (ibid., pp.48-49). It is no question that 
teleological reasoning persists in the human mind because it is useful, it is evolutionarily 
                                                          
33 As I explained in chapter two, this is not to say that the human central nervous system is itself teleological, 
but rather it is the material cause of our teleological projections – it enables us to make teleological judgments, 
even about things such as the central nervous system. 
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adaptive. In other words, the usefulness of teleological reasoning does help explain its 
prevalence in the psyche of humans. But what explains its usefulness?  
Dennett, Bedau, Okrent and others believe that the usefulness of teleological reasoning can’t 
simply be a miracle; thus they (and all other externalists) conclude that its usefulness must 
have to do with there being some kind of teleology that exists outside of the mind in some 
way, otherwise presumably we could not make sense of the fact that things appear 
teleological or of the fact that we can predict things teleologically. If it could be shown how 
teleological explanations and predictions work without things outside of the mind being 
themselves teleological the externalists’ drive for locating teleology outside of the mind 
would lose one of its key motivators. 
 
QUESTIONING APPEARANCES 
Just because we may perceive plovers and wasps and plants as behaving teleologically (and 
predict their behaviour using teleological reasoning) this does not mean that they are 
intrinsically teleological in some way. In order to ask and answer teleological questions 
meaningfully in the first place there must be a teleological-conceptual framework from which 
teleological questions can be asked and answered meaningfully. It is only once we mediate 
our perceptions through the lens of the teleological worldview that things can appear 
teleological. I unpack these points throughout the remainder of this chapter. 
But first, could we say a similar thing about causation? Is it through a type of causal 
worldview consisting of beliefs about causality that things appear causal? The question of 
whether causes are real stretches far beyond the reach of this dissertation. Nevertheless, I do 
think it is more reasonable to think that causes exist than intrinsically teleological properties 
of things. I have already expressed some of the reasons for thinking this.  
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Presumably we explain just about everything causally, because for anything to happen it must 
be able to causally (McLaughlin 1990, p.141). Contrastingly we cannot explain anything 
purely teleologically, because no matter how much we attempt to explain why something 
happened or ought to happen in relation to what we deem it to be ‘for’, that will not explain 
how it happened or could happen. Our causal judgments do make sense of how things happen 
(their actual existence) and we seem to be able to observe causality happening in the world, 
through physical reactions. As I explained in chapter one, our teleological explanations (what 
externalists might call observations) are relational and normative judgments that are 
contingent on our awareness of relevant causes which the teleological judgments are about. 
Teleological explanations are second order explanations, whereas to provide a sufficient 
explanation one needs to invoke causality. Without causality we would have no idea how 
anything happens or could happen at all. The same cannot be said of teleology. In this way 
causality is an essential principle of explanation whereas teleology is not.   
While these points may not entirely disprove the existence of teleology in nature they suggest 
that we have more reason to think that causality is a fact of nature than we do to think that 
there are intrinsically teleological properties of things. This is because causality is essential to 
explanation and practically observable in nature whereas teleology is a kind of second order 
inessential kind of explanation and is not observable in organisms or their activities in the 
same sort of straightforward way as we observe causation taking place. So while we may 
‘see’ (i.e. comprehend) the world both causally and teleologically, we have more reason to 
think that causes are real outside of the mind than we do of teleology. Nevertheless, if my 
kind of internalist account of teleology is persuasive we may ask how it is that we may see 
things teleologically if they are not intrinsically teleological. To examine this question of 
what it means to see the world teleologically I will now turn to Okrent’s example of the 
plover: 
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Now consider a failed piece of goal-directed plover behavior. On the approach of an 
intruder, the plover mother displays herself prominently, in a manner that is quite 
uncharacteristic of plovers that are not mothers. The plover then starts walking away 
from the nest, but the intruder does not follow (perhaps because the intruder is a field 
teleologist checking on the goal-directedness of her behavior). The plover stops 
moving away. She then approaches the intruder, making noises that are characteristic 
of plovers in distress. In light of this subsequent behavior, the field teleologist 
concludes that the previous bit of plover behavior, the display and motion away from 
the nest, represented a failed goal-directed attempt to induce the intruder to follow the 
plover for the sake of diverting the intruder from her eggs. The teleologist bases this 
judgment on the fact that when the plover’s initial routine is interrupted, she does 
something else that would make sense if it had the goal of diverting the intruder from 
the eggs, even though in the actual circumstances (the presence of a stubborn 
teleologist) it has no such effect. (2007, p.56) 
For Okrent, the plover’s behaviour makes sense relative to a goal. That is, the plover’s 
behaviour is made intelligible by teleological principles. However, just because an 
organism’s behaviour may be intelligible according to teleological principles does not prove 
that the organism or its behaviour is intrinsically teleological, as externalists would have it. 
On the other hand, the fact that the plover’s behaviour could only be deemed teleological by 
beings that can themselves reason teleologically is not proof that the plover is not itself 
teleological. However, in what follows I aim to demonstrate how we might ‘see’ and 
comprehend entities as being teleological without them being themselves teleological. If my 
internalist account of the appearance of teleology in nature is successful we would have less 
motivation to try and locate teleology outside of the mind as real properties of things or to 
think that the plover is itself teleological. By my account we presuppose a teleological 
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worldview from which organisms and their behaviour can appear teleological, relative to the 
teleological worldview. I examine the components of the teleological worldview a little later 
in the chapter.  
Before I examine the teleological worldview I ought to address two possible objections that 
could be raised against my view at this point. One has to do with the dichotomy that I have 
emphasised between teleological internalisms and externalisms, while the other has to do 
with external reasons.  
Dennett seems to have pointed towards the possibility of an account of teleology in nature 
that would bridge the gap between teleological internalisms and externalisms, such that 
teleology could be both in the mind (since it acts as an abstracting/calculating/interpreting 
method) and in nature (because according to him teleological patterns are objectively part of 
nature). This idea could share some similarities with enactivism. Very roughly stated, this is 
the view that mind is extended in the sense that it involves a coupling of the entity with its 
environment. An enactivist account of teleology could have it that teleology is a property that 
exists as part of an entity’s coupling with its environment. Such an account would seem to 
sidestep the dichotomy altogether, as it would, in a rough sense, be both a kind of internalism 
and externalism. Yet such an account would itself require an explanation of what makes 
something teleological.  
With enactivist accounts of teleology forthcoming it is difficult to say how they might justify 
something as being teleological. Presumably there would have to be concepts about teleology 
that could render something ‘teleological’, and presumably those concepts would be the 
product of a coupling of the entity and its environment in some way, whereby the concepts 
that render something in nature as being teleological would not be tied up with the item we 
deem teleological. Even by an enactivist account of teleology we can presume that a set of 
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concepts would be required to render something ‘teleological’, which leads us back to the 
teleological worldview. While I may not be able to really adjudicate between cognitivist and 
enactivist theories of mind within the confines of this dissertation, my internalist account of 
teleology is coherent and compatible with cognitivism, which is a major position.   
I have discussed externalist views about goals, and I have demonstrated how they generally 
presuppose some notion of the good (and thus an evaluative standard). Another way of 
viewing objective goals is through Okrent’s account that goals refer to species-defining 
behaviours and their natural outcomes. I argued that the existence of a mind-independent 
evaluative standard, and thus mind-independent norms, has not been adequately argued for. I 
also argued that it is unprincipled and possibly circular to conflate goals with species-
defining behaviours and their outcomes without an explanation of what makes certain kinds 
of behaviours and natural outcomes teleological while others are not. But perhaps one could 
say that goals exist independently of the mind as a kind of ‘ought fact’. Stephen Ellis, in an 
article titled ‘The Varieties of Instrumental Rationality’ (2008) explains ought facts as 
follows: 
Let’s suppose the relevant ought fact is that Amy ought to go to the library. And let’s 
suppose that what explains why she ought to go to the library is that the library has a 
book she needs to complete her assignment. In this case, the fact that the library has a 
book she needs is both a normative reasons for to go to the library, and a fact that 
explains why she ought to go to the library. In the way, the fact is also an explanatory 
reason: it explains why she ought to go to the library. (ibid., p.200)   
Ought facts could be construed as a type of external (mind-independent) reason for action. 
Externalists about reasons think that reasons can exist independently of the mind, whereas 
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internalists about reasons think reasons are mind-dependent. Bernard Williams explains the 
difference:  
If an agent really is uninterested in pursuing what he [supposedly] needs; and this is 
not the product of false belief […] then I think we do have to say that in the internal 
sense he indeed has no reason to pursue these things. […] However, if we […] persist 
in saying that the person has this reason, then we must be speaking in another sense, 
and this is the external sense. (1979, p.61) 
Derek Parfit and John Broome provide the following example:  
Suppose that I have borrowed money from some poor person. This fact, some 
Externalists would claim, gives me a reason to return this money. In calling this 
reason external, they would not mean that I am not motivated to return this money. 
They would mean that I have this reason whatever my motivational state34. (1997, 
p.100)  
Ought facts, as a type of external reason, are supposed to explain why X should do Y on the 
basis that an ought fact P explains why X ought to do Y. However, while ought fact P may 
provide a reason for why X ought to do Y that does not explain a priori why X actually does 
Y. At most we can say that P compels X to do Y or that P would make X’s doing Y 
reasonable, but that is still ambiguous. Ought facts are supposed to be reasons that ought to 
motivate behaviour but they do not in fact cause behaviour, therefore ought facts cannot be 
used as an explanation for the behaviour itself. As Williams wrote, “no external reason 
statement could by itself offer an explanation of anyone’s action” (1979, p.62).  
                                                          
34 Admittedly it is questionable as to whether it matters if the person we borrowed money from was poor or 
wealthy, which furthermore raises questions about what constitutes an ought ‘fact’.   
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For an ought fact to be effective in motivating behavior (and to be used in a kind of 
explanation for a behaviour at all) the ought fact needs to be made relevant to a deliberating 
mind that can discern that ought fact and act upon it. Such that the ought fact that Amy 
should go to the library rests upon there being a particular book that Amy needs at the library, 
as well as being relative to some set of beliefs that Amy already held (e.g. that her assignment 
is close to being due and she needs this particular book). Ultimately, ought facts cannot exist 
independently of the subject. Goals-as-ought-facts would still be contingent on the mind and 
would not exist apart from them being factitives represented in the mind during deliberation. 
So while a case for goals-as-ought-facts could possibly be made, it could not form part of an 
externalist teleology.  
Parfit and Broome, both externalists about reasons, provide an example of a patient who does 
not care about his wellbeing (1997, pp. 111-112). They explain that 
He [Williams] might ask: 
What would be gained by claiming that this person has such a reason? What 
would that add to the claim that, if he were prudent [i.e. rational], he would 
take this medicine?  
This claim would add what Williams denies. This person, […] Externalists believe, 
ought rationally to take this medicine. He has reasons to care about his future; and, 
since these are reasons for caring, this person’s failure to care does not undermine 
these reasons. Such claims, I believe, make sense, and might be true. (Parfit & 
Broome 1997, p.112) 
I argue that these external reasons for actions are not really external to the deliberating mind. 
Presumably in the case of the sick patient he does not take an interest in his survival. 
However, the doctor and the patient’s friends and family may value the patient’s survival and 
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wellbeing. Therefore they ascribe value to the patient’s life and continued wellbeing, derived 
from their own sets of desires and values (such as their fondness for the patient). Like 
Bedau’s teleological account of plants having interests, Parfit and Broome seem to 
presuppose some notion of the good in their concepts of external reasons that goes 
unexplained. For it to be objectively worthwhile for the patient to take his or her medicine, 
and for it to be a goal of that patient, either the patient needs to take an interest in their 
wellbeing or there needs to be a kind of mind-independent evaluative standard from which 
something can be deemed objectively good for the patient. Without an explanation of what 
that mind-independent evaluative standard is, accounts of external reasons are not 
convincing. Therefore objective goal-theories based on accounts of external reasons are also 
unconvincing.  
If we are to make some sense of nonrepresented/external reasons we could possibly say that 
they are facts in the world that have a kind of modal property, whereby they are reasons by 
virtue of their relevance to a person’s deliberation, so that if the person could recognise those 
facts in her deliberation they would be relevant reasons, or what John Broome calls pro tanto 
‘weighing’ reasons. Broome (2013):  
A pro tanto reason for N to F is something that plays the for-F role in a weighing 
explanation of why N ought to F, or in a weighing explanation of why N ought not to 
F, or in a weighing explanation of why it is not the case that N ought to F and not the 
case that N ought not to F. (p.53) 
A pro tanto reason is basically a weighing reason, a type of reason we consider for or against 
doing something. Pro tanto reasons play a significant role in practical reasoning. Practical 
reasoning is generally about what actions we ought to perform. Or, as Gilbert Harman puts it: 
“Practical reasoning is concerned with what to intend, whereas theoretical reasoning is 
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concerned with what to believe” (1976, p.431). Whether nonrepresented facts are reasons by 
virtue of their significance to an entity or whether they are facts that become reasons once 
they are represented and deliberated on is possibly a question of semantic flexibility. In either 
way these external ‘reasons’ are not reasons on their own, they are reasons by virtue of their 
relation to an observer.  
Both internal and external ‘reasons’ are factitives that could possibly be said to share modal 
constituent properties that render them both reasons by virtue of their relevance to someone’s 
frame of reference and deliberation. Searle explains factitives as follows: “All reasons are 
factitive entities, or factitives for short. Thus the fact that it is raining, my belief that it is 
raining, my desire that it rain, and my need that it rain can35 all be reasons” (2001, pp.103-
104). These factitives can be reasons, but not on their own. Only within the frame of 
reference of a person’s deliberation do otherwise irrelevant factitives become genuine 
reasons. Teleological externalisms do not seem to be able to avoid assuming a mentalistic 
component of some kind, whether it be of an evaluative nature or due to observer-
dependency.  
To suggest that teleology is mind-dependent is one thing; to explain the appearance of 
teleology out in the world is another. If teleology is internal, what are some of its key 
components and in what sense do we ‘see’ the world teleologically?  
THE TELEOLOGICAL WORLDVIEW 
The teleological worldview is an amalgamation of intention-concepts, desire-concepts, ends-
concepts and means-concepts from which teleological questions can be asked and answered 
intelligibly. The teleological worldview is assumed anytime we ask a teleological question, 
make a teleological judgment, plan or design something (Harris 1959, pp.8-9). Errol Harris 
                                                          
35 Emphasis my own. 
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explains that “A design is a plan or pattern, a systematic arrangement of parts or elements; 
but we use the word with equal propriety of the aim of deliberate action” (ibid.). Many 
common concepts that emerge from the teleological worldview include designing, searching, 
collecting and keeping (Woodfield 1976, p.40), storing, chasing, escaping, protecting 
(Dawkins 2006, p.50) and many others. In each case intentions, desires, ends and means are 
typically ascribed. Admittedly each core component of the teleological worldview could be 
analysed to a great extent, extending far beyond the scope of this dissertation. So here I will 
be describing them in just enough detail to suit the purpose of adding content sufficient to 
convey the basic idea of the components that together form the teleological worldview.  
Intentions 
In ‘Practical Reasoning’ Harman (1976) writes that “It is […] essential to distinguish 
intentions from desires, wishes, hopes, and aims. One important difference […] is that 
intention involves belief in a way that these other attitudes do not. If one intends to do 
something, it follows that one believe that one will do it […] such a belief is not similarly 
involved in wanting to do something, wishing to do it, hoping to do it, or aiming at doing it” 
(p.432). Richard Holton (2008, pp.30-37) also describes cases where I may have an intention 
(such as moving a tree that has blocked the driveway) with partial belief (because, for 
example, I don’t think I am strong enough to move it); therefore my intention is not 
necessarily that I will move the tree but that I will try to move the tree.  
Harman (1976) identifies three ways in which intentions are unlike desires: 
1. Intentions involve some belief about the future; namely, a belief that only what 
could eventuate can be intended. The same restriction does not apply to desires.  
2. Intentions involve commitment; it is a commitment about what one ought to do. No 
such commitment is required of desires.  
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3. Intentions often involve planning and coordination, whereas desires do not. 
(pp.432-446) 
I may desire to be a millionaire but have no intention to become one. If I intend to do 
something I commit to doing it and plan to do it, unlike desires. Searle (2001) contends that 
“Intentions must be about future or present actions of the agent and must have causal self-
referentiality built into their intentional content. Desires have no such causal condition, and 
they can be about anything, past, present, or future” (p.249). He explains that “it is part of the 
conditions of satisfaction of the intentional state in question that it must itself function 
causally in producing its conditions of satisfaction, if it is to be satisfied. Thus, in the case of 
intentions, unlike desires, the intention is not actually carried out unless the intention itself 
causes the very action that is represented in the content of the intention” (p.42). Searle 
explains this idea by suggesting that there are prior intentions and intentions-in-action:  
I have a prior intention whose conditions of satisfaction are that I raise my arm, and 
that this very prior intention causes that I raise my arm […] The intention-in-action is 
the intention I have while I am actually performing an action. (ibid., p.44) 
John McDowell (2011) explains this distinction in a lecture: “An intention in action is an 
intention that is in the course of getting executed […] an intention in action stands in contrast 
with a prior intention, an intention to do such-and-such at some future time.” Roughly put, 
prior intentions are commitments to action and intentions-in-action happen when one acts on 
the prior intention; otherwise known as ‘trying’ (Searle 2001, p.45).  
Harman (1976) also proposes that there is a distinction between doing something 
intentionally and intending to do it. For example, we can envision a case where a soldier 
shoots at an enemy intending to warn him, but he actually shoots and kills the enemy soldier 
instead of warning him. According to Harman, in this instance the soldier kills the enemy 
96 
 
soldier intentionally without intending to do it. He says, “the sniper does not flatly intend to 
kill the soldier, although, if he succeeds, he does kill him intentionally. It is a mistake to 
suppose that whenever someone does something intentionally, he intends to do it” (1976, 
p.433). If we consider Searle’s distinction between prior intentions and intentions-in-action 
we might have the prior intention of warning the soldier and when we act on that prior 
intention that intention-in-action (shooting the gun) happens to kill the enemy soldier. Even 
though killing the soldier was not the shooter’s prior intention his action of shooting the gun 
was an intention-in-action, so the shooter can be said to have shot the enemy soldier 
intentionally without intending to.  
Desire 
Desire, on the other hand, is wanting something; such as how I might desire to have a million 
dollars. Searle explains, “The job of beliefs is to represent how things are and the holder of a 
belief is committed to its truth. The job of desires is not to represent how things are, but how 
we would like them to be” (2001, p.257). In this way desires hold different representational 
content to beliefs. As Harman says, “Intention, of course, involves desire as well as belief. If 
one intends to do something, there is a sense in which one must want to do it” (1976, p.436). 
One may have a multitude of desires A*, but “forming the intention to do A settles in one’s 
mind the question whether one is going to do A” (p.438). Thus, a desire may be a reason for 
intending but it is not an intention.  
Harris claims that “Without self-consciousness, therefore, desire is not possible, though 
appetite certainly is” (1959, p.8). Harris’ distinction between conscious desire and 
unconscious appetite can be explained with an example. Say you are hungry, you experience 
a somewhat uncomfortable physical sensation that is typically remedied by eating. That 
appetite is compelling and uncontrollable, it exists whether you want to eat or not. Whether 
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you desire to eat does not change the fact that you are hungry. You could be trying to lose 
weight so you desire to refrain from eating apart from set times and amounts of food you 
have allocated yourself. Nevertheless the appetite remains; it has nothing to do with what 
you, as a subjective agent, wants. In this way desires and urges are different. It is reasonable 
to presume that one cannot have a desire unless one can entertain the thought of the desire 
and be able to consider weighing reasons for and against that desire. Desires, like intentions, 
are necessarily mentalistic.  
Ends  
‘Ends’ in German is Zwecke, meaning ‘purpose’. McFarland has explained that Zwecke also 
carries with it connotations of Absichten (intentions) (1970, p.6). Much of the literature 
makes no clear distinction between purposes and intentions, although these two words can be 
used in different ways. For example, we readily refer to the purpose (or function) of eyes as 
sight without implying that the person intends to see, which implies a difference between 
purpose and deliberate intentionality. Purpose-statements and intention-statements are not 
always interchangeable; they have their own sui generis conceptual characteristics.    
Curt John Ducasse defines ‘purpose’ as follows: 
To be able properly to speak of an act (or event) as purposive, it is neither necessary 
nor sufficient that the act be such that unless it occurs some specified result will not 
occur. What is essential, on the other hand, is that the following elements be present, 
or be supposed, by the speaker, to be present: 
 1. Belief by the performer of the act in a law (of either type), e.g., that If X     
occurs, Y occurs. 
 2. Desire by the performer that Y shall occur. 
 3. Causation by that desire and that belief jointly, of the performance of X. 
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It follows from this definition of purposiveness that only the acts of entities capable of 
belief and desire are capable of being purposive, and therefore that the occurrences of 
‘inanimate nature’ can not be spoken of as purposive without contradiction, unless 
belief and desire be injected into nature. (1925, pp.153-154) 
Ducasse claims “that unless it be true that belief and desire […] are present, there is no 
purposiveness” (1925, p.154). It could be said that Ducasse has conflated purposiveness with 
intentional action. Rather the purpose, end or goal of intentional action, is a selected desire 
that acts as a motivating reason for the intentional action. Ends do not precede desire, they 
are desires that are selected (such as the desire to commit to paying one’s bills) as motivating 
reasons for intentional action (paying one’s bills). While my sort of internalism about ends 
may arguably be a minority view, it is a sizeable minority with important adherents like 
Ducasse (1925), Woodfield (1976) and Williams (1979).  
Means  
A means is something that contributes to the actualisation of an end, regardless of whether 
the end is in fact realised or not. Niko Kolodny and John Brunero provide a good overview of 
different kinds of ‘means’:  
It is natural to think of means to an end, so understood, as actions that help 
to cause the end to occur. But often philosophers count as means to an end whatever 
may help to bring it about. M may bring about E by causing it, as flicking this switch 
causes the illumination of this room, but M may also bring about E by helping to 
constitute it, as playing this measure partially constitutes the playing of this sonata, or 
fulfilling preconditions for it, as registering for this conference fulfils preconditions 
for attending it, or preventing things that might prevent it, as vaccination prevents 
disease that might prevent successful completion of the school year. Means are also 
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often probabilistic. Something may also count as a means to an end even if it is not 
guaranteed to help to bring about the end, but only has some chance of doing so. 
(2013, sect.2, para.1) 
Basically a means is a way of helping an end become actualised. A means is teleological in 
that it is something done for the sake of an end. Means are slightly different from intentions-
in-action. A person can perform an intention-in-action whenever they have the prior intention 
to do something, such as how my walking in the afternoon would be an intention-in-action of 
my prior intention to walk. Interestingly, I do not need to perform an intention-in-action for 
the sake of anything else other than the intention-in-action. I can have the prior intention to 
walk, because walking is what I want to do and I commit to doing it. Therefore in performing 
the intention-in-action of walking I am not doing it for the sake of any other end. In this way 
my intention-in-action is not a means toward an end separate from the intention-in-action. An 
intention-in-action becomes a means (and is thus also a means) when it is done for the sake 
of an end, of which the intention-in-action contributes to but is not identical with. This 
suggests that not all intentional activity is teleological, though teleological activity often, if 
not always, involves intentions.  
The teleological worldview, therefore, is an amalgamation of desire-concepts, end-concepts, 
mean-concepts and intentionality-concepts. Sense-information is mediated through the 
teleological worldview in such a way that we are able to comprehend and ‘see’ things as 
being ‘teleological’. It is by this mediation of sense-data through the teleological worldview 
that things take on their teleological appearance. That is, we see the world teleologically 
because the teleological worldview mediates what we see. We are so used to seeing the world 
through the teleological worldview that many of us come to believe that what we see is 
genuinely teleological, rather than as a way of seeing the world.  
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We know that teleological ideas exist and we can discuss their underpinning concepts. It is by 
studying teleology as a mental construct that we can come to understand why things look 
teleological to us, and even how we can predict things teleologically without those things 
being themselves teleological. But before I move on to explaining teleological prediction I 
will first explain a few points about what it might mean for teleological explanations of 
things outside of the mind to be ‘explanatory’ if we have reasons to doubt that things outside 
of the mind are themselves teleological.  
TELEOLOGICAL EXPLANATION 
We often provide teleological explanations for the origins and roles of biological traits and 
organs, as well as the roles of whole organisms within ecosystems. We use teleological 
reasoning to ascribe notions such as fitness, wellbeing, needs and goals to just about 
everything. Teleological explanations involve intentions, norms and values whereas causal 
explanations do not. While there is no consensus on the meaning of ‘explanation’ within the 
literature I aim to provide a few points about what it might mean for teleological explanations 
to be explanatory, especially if we the things we explain teleologically may not be themselves 
teleological.  
Aerts et al (1994) provide the following overview of different types of explanation: 
There are many opinions on the meaning of explanation. Explanation can have a 
minimal and a maximal meaning. Minimally, it means situating the phenomena in a 
network of relations. Explaining can also mean the construction of a causal model for 
the chain of phenomena (if… then…). Or it can seek to clarify the origin and genesis 
of a phenomenon. In its maximal sense, explanation can mean showing that the 
phenomena cannot be different from what they are […] Nevertheless, explanation will 
always be related to the discovery of a connection between what presents itself in 
101 
 
descriptions and the general explanatory principles from which we start. (ibid., pp.14-
15) 
Bedau (1992) asks, “why do we seek teleological explanations? Presumably we seek 
teleological explanations in order to obtain a certain kind of knowledge” (p. 805). What is 
that kind of knowledge? Teleological explanations often explain in the minimal relational 
sense of ‘explanation’, as described above. Teleological explanations are relational in that 
they often aim at explaining the significance of a part or type of behaviour in relation to 
something else, whether that be to an organism or relative to something external such as an 
ecosystem or to a species or type of phenomena in general. That is, teleological explanations 
often aim to explain the significance of some item or behaviour. To reuse a quote from 
Cheng-Wai Yip, “if teleological explanations are required, questions should ask for the 
significance, importance or advantage of certain biological processes” (Yip 2010, p.3). 
Teleological explanations often aim to explain the significance or ‘role’ of a biological part, 
trait or behaviour, and not just its cause.  
The way we talk to each other is often laden with teleological language, most of which we 
seem to overlook. We explain things teleologically without really stopping to think if the 
things we are explaining teleologically are teleological or what it might really mean for them 
to behave teleologically. In the sections that follow I ask, what explanatory loss would there 
be if we abandoned teleological reasoning? Is teleology a necessary principle for our 
understanding? And how could teleological explanations be explanatory? Allow me to 
address these questions in turn. 
1. What would happen if we abandoned teleological reasoning? 
Presumably if we abandoned teleology in our explanations of the world we would only see, 
understand and predict the behaviour of things in the world according to causes. However, 
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any attempt to perfectly discern the complete and true causation of any phenomenon is 
practically doomed to fail, due to the sheer amount of causal intricacies that would need to be 
understood. Teleological reasoning is, for the most part, quicker. It allows us to make snappy 
decisions and predictions based on loose evaluative and relational generalisations about 
things in the world. Most of us are able to arrive at a judgment about the possible benefit or 
goal of an action quicker than we can fathom its physical causation. It is much quicker to 
assume that eating is good for foxes and so predict that a fox might chase a rabbit if it sees 
one (for the sake of killing it and eating it) than to try and predict its behaviour according to 
causal facts, such as facts about the fox’s neurology and physiological mechanisms in 
interaction with its environment. Dennett (1998), speaking about intentionalistic/teleological 
predictions, writes that “Moving away from an oversimple ideal toward greater realism is not 
always a wise tactic. It depends on what you want; sometimes quick-and-dirty prediction is 
more valuable than an extension of one’s fine-grained scientific understanding even in 
science” (p.79). Ultimately, teleological reasoning is a ‘quick-and-dirty’ method of 
comprehending the world, of predicting the things in it and of choosing how to behave. Its 
usefulness overall explains its immutability.  
2. Is teleology a necessary principle for our understanding?  
Apart from a rare few philosophers (Cummins, Bergman and Rosenberg) most philosophers 
of teleology affirm that teleology is not only useful but also essential to human 
understanding. Kant believed that we could not fathom the world unless we viewed it as if it 
had been designed for a purpose. McLaughlin reaffirms this belief when he says “We are 
compelled to consider the organism as if there were an understanding [mind] that had the 
representation [concept] of the whole and directed the mechanical laws according to this 
representation in order to produce the organism” (1990, p.180). Ernst Mayr (1997) also 
suggests that “no biological phenomenon is fully explained until both causal and teleological 
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explanations are revealed” (cited in Yip 2009, p.151). Denis Walsh is amongst many who 
affirm the belief that any complete explanation must involve both causal and teleological 
explanans, whereby “One cannot replace the other without explanatory loss” (Walsh 2012, 
p.175). Richard Connell even goes so far as to claim that teleological reasoning is “the 
ultimate principle of intelligibility” (1995, p.225). These are some of the philosophers who 
believe that teleology is not only useful but necessary to human understanding.  
The appearance of teleology out in the world is evident to most minds and teleological 
reasoning permeates much of our understanding. This is possibly why many have assumed 
that teleology must be necessary for any explanation to be complete. One possible reason 
why many have tried to naturalise and thereby maintain teleology could be that we are simply 
incredulous at the idea of viewing the word strictly according to causality. Most people tend 
to believe that things in the world genuinely are teleological (or at least we live our lives as 
though they are), therefore we tend to believe that a complete explanation of an organ or 
behaviour must involve a teleological explanation as well as a causal explanation. However, 
if we apply a healthy dose of scepticism to our own teleological worldview we can then 
properly examine why the world appears teleological, instead of taking it as a given that 
things in the world are teleological.  
3. How can teleological explanations be explanatory? 
I have shown that intentions, ends, desires and means each necessarily relate to a mind. The 
teleological explanations we make about things readily assumes one or more of these 
mentalistic components in the explanation. Therefore teleology, as a form of explanation, is 
necessarily contingent on the mind. All teleological explanations coming from the 
teleological worldview must refer to the teleological worldview so to make sense and to 
count as intelligible teleological explanations. Ultimately it is from the teleological 
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worldview that teleological questions and answers (i.e. teleological explanations) can be 
asked and provided meaningfully, relative to the teleological worldview. In other words, it is 
only by correspondence with the teleological worldview that a teleological explanation can be 
explanatory. However this appears to create a closed loop.  
If teleological questions can only be framed based on a set of preconceived teleological ideas, 
and if answers to those questions can only be formulated and understood based on that same 
set of preconceived teleological ideas, we find ourselves providing a kind of circular 
explanation. This says that teleological explanations only make sense according to 
teleological principles, or that we need teleology to explain teleology. At face value that may 
seem problematic. However, if teleological mentalism is the most reasonable way to 
understand teleology (as I propose it is) it makes sense that a teleological explanation about 
facts in the world would be a kind of mentalistic regulative explanation relative to the 
teleological worldview, rather than being a constitutive (e.g. causal) explanation of the item 
we explain teleologically.  
Whenever someone says that ‘X does Y for the sake of P’ one can ask: ‘how does one know 
that X does Y for the sake of P?’ If one such as Okrent replied with something like ‘X does Y 
for the sake of P because P makes sense of X’s doing Y’ the obvious retort would be: ‘yes, 
but why does P make sense of X’s doing Y?’ To which one could possible reply with 
something like either:  
1) ‘P makes sense of X’s doing Y because when X has done Y in the past P has 
occurred’  
which is trivial and unhelpful, or  
2) ‘P is ‘good’ for X, of which Y is a means to P; thus when X does Y it must be for 
the sake of P.’  
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The views that I have critiqued from the literature have mostly taken one of each of these 
general views about teleological explanation. In the first case teleological explanations say 
nothing more than what is expected or regular in a natural or designed kind. Such cases are 
either trivial or facon de parler. In the second case teleological explanations seem to require 
further teleological (or at least normative) explanations to be justified; e.g. what makes P 
good or what makes ‘P’ P? In the first case you could probably remove the teleological 
language without losing any explanatory power. In the second case you are faced with the 
Münchhausen trilemma – which, as a whole, is a challenge to abductive reasoning in general. 
Whilst scepticisms of explanation and justification are relevant to my thesis topic those 
debates run too deep to assess properly within the confines of this dissertation. Nevertheless, 
I will say a few words about the Münchhausen trilemma that are relevant to this particular 
discussion about teleological explanation.  
In an episode of the television show The Big Bang Theory the character Sheldon uses the 
Münchhausen trilemma as a justification for not providing a justification for his decision to 
move out of his apartment: 
 Leonard: What do you mean, you’re moving out? Why? 
 Sheldon: There doesn’t have to be a reason. 
 Leonard: Yeah, there kind of does. 
Sheldon: Not necessarily. This is a classic example of Munchausen’s trilemma. Either 
the reason is predicated on a series of sub-reasons leading to an infinite regression, or 
it tracks back to arbitrary axiomatic statements, or it’s ultimately circular, i.e., I’m 
moving out because I’m moving out. (S02E01 ‘The Bad Fish Paradigm’) 
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Roughly stated, the first horn (A) of the Münchhausen trilemma36 says that if we need to 
justify our explanations with further justifications we end up in an infinite regress. The 
second horn (B) of the trilemma suggests that some explanations may derive from basic 
unquestionable facts that require no further justification. The third horn (C) of the trilemma 
says that if we justify our explanation with other explanations we will eventually circle back 
to where we began (circularity) (Watson 2017).  
There are many theories about knowledge and justification that attempt to avoid complete 
scepticism about explanation and justification. People who accept horn A of the 
Münchhausen trilemma subscribe to ‘infinitism’. People who accept horn B subscribe to 
‘foundationalism’ and people who accept horn C subscribe to ‘coherentism’ or some version 
thereof. Roughly put, infinitism refers to there being reasons ‘all the way down’, whereby 
reasons are supported by reasons ad infinitum. Foundationalism postulates the existence of 
brute facts that require no further explanation, but are the basis of all explanation. 
Coherentism accepts horn C and postulates that reasons can be justified when they cohere 
with other sets of reasons. There is also fallibilism, which is the attitude that some 
explanations are better than others (better suited to the apparent facts) even if they aren’t 
absolute unquestionable explanations.  
Foundationalism is fairly persuasive until you read something like that from Jamie Watson, 
who points out: “If I believe a proposition because it is indubitable, then I must have some 
reason for thinking that indubitable beliefs are likely to be true. If I do not, I am stuck with 
Horn A, and if I do, I am stuck with Horn B” (2017). Thus I may see red and think this is a 
simple fact, but Watson thinks I would require some kind of reason for believing that what I 
see is in fact ‘red’, which leads us back to either horn A (infinite regress) or horn C 
                                                          
36 Similar to Agrippa’s Five Modes (Vogt 2016). 
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(circularity). Coherentism is also persuasive until one considers the consequences of it. As 
Watson points out: 
on any plausible conception of coherence, there will always be many, probably 
infinitely many, different and incompatible systems of belief which are equally 
coherent. To show just how pernicious this problem is, Lehrer asks us to imagine one 
set of beliefs comprised of both necessary and contingent beliefs and then to imagine 
a second set created by negating all the contingent beliefs in the first set (1990: 90). 
This has the nasty implication that, if coherence is sufficient for justification, then 
“for any contingent statement a person is completely justified in accepting is such that 
he is also completely justified in accepting the denial of that statement”. (2017) 
If teleological explanations are ‘justified,’ how are they justified? If, as I have been arguing, 
there are probably no such teleological brute facts of nature, then teleological explanations 
cannot be justified according to brute facts (foundationalism). Infinitism doesn’t seem 
particularly helpful either. If teleological explanations depend on the teleological worldview 
to make sense, as I have suggested, it is reasonable to think that teleological explanations are 
seen as justified or unjustified relative to principles of the teleological worldview. Ultimately, 
my account of teleological explanation is coherentist, it says that teleological explanations are 
justified when they correspond with accepted teleological principles and beliefs, which 
appears to admit horn C of the trilemma (circularity). In the next chapter I show how 
teleological mentalism can deal with this apparent problem of circularity by demonstrating 
how teleological reasons and predictions in the mind correspond to non-teleological factitives 
out in the world.  
In this chapter I have described the teleological worldview which mediates our awareness of 
the world, such that facts in the world take on the appearance of teleology relative to the 
108 
 
teleological worldview. While my account of the teleological worldview does not prove that 
teleological externalisms are necessarily incorrect it shows that there is a way to understand 
the appearance of teleology without things being themselves teleological – through the 
teleological worldview – thus undermining a key motivator of teleological externalisms. At 
the very least my account of the teleological worldview undermines the assumption in most 
teleological externalisms that the appearance of teleology out in the world licences us to 
believe those things are genuinely themselves teleological. I also explained how teleological 
explanations can be explanatory, relative to the teleological worldview. If we can understand 
how things might appear teleological without them being teleological, and if we can make 
sense of teleological explanation as a kind of explanation without the explanandum having to 
be itself intrinsically teleological, we don’t seem to require teleological externalism as a 
solution to these meta-teleological questions. Since teleological externalisms posit extraneous 
points about teleology (e.g. mind-independent teleological properties) that require further 
explaining, they are less economical, and thus, ceteris paribus, not as preferable as my 
mentalistic account of teleology.  
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CHAPTER FIVE 
 TELEOLOGICAL PREDICTION  
*** 
In the previous chapter I responded to Bedau’s claim that “mentalism has no evident way to 
explain the striking appearance of teleology in nature” (1990, p.66). I demonstrated how we 
can understand how things might appear teleological without those things being themselves 
teleological, through the teleological worldview. Therefore, in the last chapter I provided a 
mentalistic solution to one of the hard problems of teleology: the appearance of teleology out 
in the world. In this chapter I aim to solve another hard problem of teleological mentalism, 
one which Bedau did not seem to have noticed.  
The hard problem of teleological mentalism is in providing an explanation to how our 
teleological predictions about non-human entities (and sometimes nonrational entities) can be 
successful without those external entities being themselves teleological. We can recall 
examples provided by Dennett and Okrent that demonstrate how we might use teleological 
reasoning to successively predict the behaviour of other animals (including presumably 
nonrational ones). We recall from chapter one Dennett’s demonstration of successful 
teleological prediction (what he might call an intentionalistic prediction) with the example of 
the dead bee: 
Suppose, for example, that we adopt the intentional stance toward bees, and note with 
wonder that they seem to know that dead bees are a hygiene problem in a hive; when 
a bee dies its sisters recognize that it has died, and, believing that dead bees are a 
health hazard and wanting, rationally enough, to avoid health hazards, they decide 
they must remove the dead bee immediately. Thereupon they do just that. (1998, 
p.246) 
110 
 
In this instance the entity whose behaviour has been predicted teleologically is presumed to 
be nonrational. We can presume that bees do not have teleological ideas in their heads that 
motivate or direct them. The question then is ‘how can our teleological predictions be 
successful?’ For the externalist, the answer should be easy: teleological predictions can be 
successful because they are based on genuinely teleological properties of things. This seems 
to be the general consensus among externalists. However, without a proper explanation of 
what mind-independent teleological properties are, and without an explanation of what makes 
certain mind-independent properties teleological (if not their being referential to an 
evaluative standard or observer), it is hard to see how a supposed but unidentified mind-
independent teleology can be an explanation of the success of teleological prediction.  
As I discussed in chapter two, Dennett claims that teleological “patterns are objective – they 
are there to be detected” (1998, p.39); however he also states that these teleological patterns 
“are not out there entirely independent of us, since they are patterns composed partly of our 
own ‘subjective’ reactions to what is out there” (ibid.). I thereby stated that his view falls 
somewhere between the externalist position (because he believes in free-floating rationales 
and that teleological patterns are objective) and the internalist position (because he thinks 
teleology is at least minimally observer-relative). To remind ourselves of how Dennett 
explains the process of teleological prediction we return to a quote I used in chapter one: 
Here is how it works: first you decide to treat the object whose behavior is to be 
predicted as a rational agent; then you figure out what beliefs that agent ought to have, 
given its place in the world and its purpose. Then you figure out what desires it ought 
to have on the same considerations, and finally you predict that this rational agent will 
act to further its goals in the light of its beliefs. A little practical reasoning from the 
chosen set of beliefs and desires will in many – but not all – instances yield a decision 
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about what the agent ought to do; that is what you predict the agent will do. (1998, 
p.17) 
Here Dennett lists the cognitive steps that may happen when we make teleological 
predictions. However, that process does not in itself explain how teleological predictions can 
be successful. After all, we may ask: how does the claim that ‘X ought to do Y’ explain X’s 
actually doing Y? Dennett, perhaps anticipating this kind of response, suggests that  
The [belief] inferences we attribute to rational animals [those that appear to behave in 
accordance with goals they ought to have] will be mirrored by physical, causal 
process in the hardware; the logical form of the propositions believed will be copied 
in the structural form of the states in correspondence with them. (1998, p.34) 
According to Dennett teleological predictions are successful when they correspond to 
physical, causal processes. It is this relationship between teleology and causality that will 
help explain the success of teleological prediction later in the chapter. However, unlike 
Dennett I will not be suggesting that there is anything objectively teleological about the 
physical facts and processes to which the teleological predictions correspond to.  
We recall from chapter two Okrent’s example of the reproductive routine of the sphex wasp 
which he claimed to be “an exemplary case of […] goal-laden but arational behavior” (2007, 
p.41). Okrent thinks that things have a teleology of their own, which in a roundabout way 
explains how teleological predictions about those things can be successful. Okrent’s 
explanation of how teleological prediction happens is as follows: 
what one can predict when one has a goal-directed teleological explanation is future 
behavior by the agent of the previous behavior in different circumstances. If one 
knows that the building of the burrow by the wasp is for the laying of eggs, one also 
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knows that the wasp will do other things for that same end as her situation changes. 
This allows one to predict, in a general sort of way, what type of behavior to expect 
from the wasp in the future. (Okrent 2007, p.38) 
Okrent’s account of teleological prediction is a kind of induction approach. According to his 
view we can predict the behaviour of entities based on our observations of what they (or their 
type of entity) have routinely done in the past. In other words, we induce what an entity will 
do from what it has done in the past. This is similar to how we induce that the sun will rise in 
the morning, simply because that is what it has done in the past. Many of our general 
predictions about objects and organisms come from induction. However, just because some 
phenomenon X is the case today does not logically entail that X will occur tomorrow. This is 
the problem of induction, which is something Hume wrote much about.  
Inductive reasoning, unlike deductive reasoning, involve premises that do not guarantee the 
conclusion (IEP, n.d.). So whilst the Sphex wasp (or its type of wasp) may be typically 
observed to do X at point A, that does not logically entail that the wasp will do X at point B 
(even though we might think it overwhelmingly probable). Nevertheless, some types of 
species-defining behaviours are so typical and routine that our inductive predictions based on 
them are successful. However, claiming that we do predict the behaviour of entities based on 
induction does not explain how those predictions based on induction can be successful.  
Dennett writes:  
there has to be some explanation of the success of intentional prediction of the 
behavior of systems […] It isn’t just magic. It isn’t a mere coincidence that one can 
generate all these abstracta, manipulate them via some version of practical reasoning, 
and come up with an action prediction that has a good chance of being true. There 
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must be some way in which the internal processes of the system mirror the 
complexities of the intentional interpretation, or its success would be a miracle. (1998, 
p.60) 
If my assessments of Dennett and Okrent’s accounts of teleological prediction are correct, 
neither of them have fully explained the miracle of the success of teleological prediction. 
While they provide interesting accounts of the cognitive steps that may be involved in 
forecasting teleological predictions they do not explain how those predictions can be 
successful. For Dennett does not explain how predictions made about non-mental entities 
based on evaluative, intentionalistic and normative judgments could be successful. He says 
that teleological predictions must relate to physical and causal facts outside of the mind that 
‘mirror’ the internally rendered (or what Dennett might call ‘discovered’) teleological 
patterns (1998, p.34). However, that hints at an explanation more than it provides one.  
As for Okrent, his account of teleological prediction is intuitive but not particularly 
explanatory. Nevertheless, Dennett and Okrent both posit important clues towards an 
explanation of the success of teleological prediction. Later in the chapter I demonstrate that 
inductive reasoning is involved in forming teleological predictions, but that there is also more 
involved in forming teleological predictions. Furthermore, I show that successful teleological 
predictions do correspond to causality. To provide a solution to the hard problem of 
teleological mentalism (i.e. of the success of teleological prediction) I will first describe an 
ideal account of the rationalistic steps that are involved in performing teleological 
predictions. I will then show how those predictions can be successful by demonstrating how 
teleological reasoning and prediction in the mind corresponds to non-teleological factitives 
outside of the mind.  
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The following is an account of the ideal conceptual structure of teleological prediction, 
whereby each step lends to forming a teleological prediction that has a good chance of being 
successful.  
Firstly, we ascertain behaviours that have helped causally maintain the organism or its type of 
organism in past situations (such as its selected species-defining behaviours). Call those 
maintaining behaviours ‘explanatory behaviours’ since they help explain the maintenance 
(and thus the existence) of the significant item of interest (or type of significant item). 
Secondly, we imagine possible-world scenarios that, given the item’s current situation37 or 
possible future situation, could happen considering our understanding of what it has done in 
the past (its ‘explanatory behaviours’). Thirdly, the possible-world scenario that is considered 
the most relatively close to the real world (considering our awareness of the item’s 
explanatory behaviours and situation) is the scenario we deem the most probable, which is 
then chosen as our prediction of what the significant item of interest will do. This is not an 
account of the exact phenomenological process that may happen whenever we make 
teleological predictions, nor necessarily an account of the exact ratiocinations that may 
happen when we form teleological predictions. Rather these steps that I have described 
together form an ideal conceptual structure of teleological prediction, whereby each step 
lends to making a teleological prediction that has a good chance of being successful.  
Before I unpack these points it is worth mentioning that some people, such as enactivists, 
may find a problem with my cognitivist account of teleological prediction. As I said earlier, 
even though I may not be able to really adjudicate between cognitivist and enactivist theories 
of mind within the confines of this dissertation, my internalist account of teleology is 
                                                          
37 I use the word ‘situation’ to refer to an entity’s perceived capacities (e.g. ability to run, dig et cetera), milieu 
and current circumstances.  
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compatible with cognitivist theories of mind, which is a major position. Furthermore, my 
account is coherent and (as I will show) explanatory, whereas the theories I have examined 
have not successfully explained the appearance of teleology or of the success of teleological 
prediction. With teleological externalisms not being able to properly locate teleology outside 
of the mind (not being referential to an elusive evaluative standard or observer-dependency) 
and with enactivist accounts of the appearance of teleology or of the success of teleological 
prediction forthcoming, I argue that, ceteris paribus, my account gives the best current 
explanations. So, I will now unpack my account of how we form teleological predictions that 
have a good chance of being successful.  
Firstly, we ascertain behaviours that have helped causally maintain the significant item of 
interest in past situations (such as its selected species-defining behaviours). 
Before we begin forming a teleological prediction we must first have a significant item of 
interest whose behaviour we wish to predict. Not all phenomena are teleologically significant 
in a biological context; only organisms, traits and behaviours that tend to have great selective 
success, are found in species that have divergent evolutionary pasts or that are deemed 
important to the constituency and functionality of a broader system. Once we have chosen 
our significant item of interest we must recognise (even minimally) behaviours that have 
been observed to causally maintain either that particular significant item of interest in the past 
or universally maintain its type in the past (recent or otherwise). If our significant item of 
interest is a type of paper wasp, for example, we might ascertain that certain kinds of 
behaviours have helped causally maintain that wasp (or paper wasps in general) in the past. 
An example of the wasp’s explanatory behaviours include attacking insects and eating them. 
Other explanatory behaviours could include building nests that subsequently protect them and 
using their mandibles as a defence against attackers (including other wasps). Such behaviours 
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are explanatory behaviours in the sense that they help explain the maintenance of that 
significant item of interest or its type of item generally.  
Okrent calls these explanatory behaviours ‘goals’. He says “It is possible to make perfectly 
good non-metaphorical sense of the claim that a wasp, or a plant, or a bacterium, acts for the 
sake of achieving a goal without assigning beliefs or desires to such organisms. One can 
explain why these organisms act as they do by appealing to the goals of these acts, without 
assuming that these agents act because of their beliefs and desires” (Okrent 2007, p.108). 
When he says that ‘that the building of the burrow by the wasp is for the laying of eggs’ 
(p.38), the ‘goal’ he is talking about is a typical species-defining behaviour and explanatory 
behaviour of wasps. Indeed he states that “[this] style of teleological explanation […] 
involves an elliptical way of alluding to the fact that this wasp is an organism of a certain 
type, with certain definite intrinsic goals that are typically attained, when they are attained, 
through a stereotypical sequence of behaviors” (p.134). As I explained in chapter two, Okrent 
has idiosyncratically conflated species-defining explanatory behaviours with ‘goals’ without 
explaining what makes those explanatory behaviours teleological. The use of the word ‘goal’ 
in this instance may be a shorthand way of referring to an item’s explanatory behaviours, but 
that does not explain what makes those explanatory behaviours also goals. 
In both Okrent’s account and my own account of how we form teleological predictions we 
begin by inferring what an entity (or its type) has done in the past that causally maintained it 
and base our predictions on those acknowledgements. In this way teleological predictions are 
different to purely inductive predictions, which can be based on anything we have observed 
the item do in the past. If we use a household cat as an example, a purely inductive prediction 
might be that the cat may paw at a ball of yarn if it sees one, because that is what we have 
seen that cat and other cats routinely do in the past. However we would be making a 
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teleological prediction if we predicted that the cat will play with yarn for the sake of learning 
to hunt. Hunting is an explanatory behaviour of cats, and playing with things like yarn help 
cats learn the skills necessary for hunting. Therefore, if we teleologically predict that the cat 
will play with the yarn for the sake of learning hunting skills, we would be citing a reason for 
why the cat might play with yarn. That reason has to do with the cat’s actual causes, whereby 
the teleological reason for predicting that the cat will play with the yarn has to do with the 
causal influence that playing has to the selective maintenance of cats (i.e. through its 
contribution to hunting, which sustains cats or has sustained cats in the past). A purely 
inductive prediction says nothing about the significance of the act38, whereas teleological 
predictions have to do with predicting an organism’s behaviour based on what it (or its type) 
have done in the past that causally maintained it, which we may deem causally 
important/significant. The teleologist then predicts that the item of interest will behave in a 
way that helps explain the existence of the item or its type of item generally.  
Someone could argue that my distinction between regular inductive predictions and 
teleological predictions collapses if it turns out that any routine (i.e. stereotypical) animal 
behaviour must be explicable teleologically. One could argue that even if we don’t know how 
any given piece of stereotypical behaviour is adaptive, we have to assume that it is adaptive 
somehow or else it becomes inexplicable. An argument like this would suggest that my 
distinction between regular inductive predictions (which are based on anything we have seen 
an organism or type of organism routinely do) and teleological predictions (which are based 
on explanatory behaviours) collapses, since anything an organism or type of organism 
routinely does can be presumed to be a selected stereotypical behaviour, implying it is an 
adaptive behaviour – an explanatory behaviour.  
                                                          
38 E.g. that which is conducive to survival, reproduction et cetera.  
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However, such an argument would assume that all stereotypical behaviours are explanatory 
behaviours, which is quite likely not the case. Some behaviours may occur simply because 
they bring about pleasure (so called luxury functions39) or come along as consequential ‘free-
riders’ (Sober 1993, p.24) of other selected phenotypic behaviours. Teleological prediction is 
uniquely concerned with behaviours that are actually explanatory, therefore luxury functions 
and free-riders are not the types of behaviours we predict teleologically, even though they 
may be stereotypical (common) behaviours. That is because those kinds of stereotypical 
behaviours are not explanatory behaviours40. Since not all stereotypical behaviours are 
explanatory (i.e. adaptive) my distinction between regular inductive predictions and 
teleological prediction still holds, whereby regular inductive predictions consider any 
stereotypical behaviour and teleological predictions specifically consider stereotypical 
behaviours that are explanatory.  
The most basic difference between regular inductive predictions and teleological predictions 
is that teleological predictions cite a reason for the predicted event based on what has been 
shown to causally maintain the predicted item, whereas regular inductive predictions do not. 
So even if a person predicts something from induction based purely on behaviours the person 
has observed the item do in the past, and those behaviour are in fact explanatory behaviours, 
the prediction would still not be a teleological prediction. That is unless the prediction 
acknowledges the explanatory nature of the behaviour as a reason for making the prediction. 
A regular inductive prediction based on a behaviour that is explanatory remains a regular 
inductive prediction unless it cites the explanatory nature of the behaviour as a reason for 
making the prediction. By considering these distinctions we can see how we might predict a 
                                                          
39 “I shall for short refer to functions whose performance confers a good other than the promotion of survival as 
‘luxury functions’” (Sorabji 1964, p.294). 
40 If we discover that a luxury function is indeed adaptive it stops being a luxury function.  
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cat’s behaviour as playing with yarn in a regular inductive way (e.g. because that is what the 
cat or cats in general have done in the past) or in a teleological way (e.g. for the sake of 
learning hunting skills, whereby that kind of behaviour helps explain how cats exist and are 
maintained and why they ‘play’ with things like yarn).  
A teleological prediction usually takes the form of predicting that an item X will behave in 
way Y in situation A for the sake of R, not just because X has simply done Y in the past in 
situations like A but rather because X’s doing Y in situations like A contributed to R, which 
is a consequence of Y (e.g. health, survival, reproduction), that helps explain the existence of 
X or Xs in general. So if we predict that the cat will chase after a mouse if it sees one for the 
sake of eating it, we acknowledge the cat’s explanatory behaviours (of which eating mice and 
being nourished by their meat is one of them) as a reason for thinking the cat will eat the 
mouse (in teleological terms: ‘for the sake of nourishment’). What makes this kind of causal-
inductive prediction teleological is when we posit the outcome/consequence of an 
explanatory behaviour (e.g. nourishment) as the reason for doing the behaviour (e.g. chasing 
and eating the mouse) – whereby we state that X will do Y in situation A for the sake of R, 
whereby R is the ‘reason’ for X’s doing Y or, more specifically, a good reason for believing 
X will do Y. Behaving in ways that contribute to self-maintenance (R) is typical of 
organismic replicators, therefore R is a good reason for thinking X will do Y because X’s 
doing Y in situations like A has contributed to R in the past, and therefore the existence of X 
(or X*s in general). While we may refer to the typical outcome of a replicator (such as self-
maintenance; i.e. ‘R’) as a goal in the future to which its behaviour (Y) is for the sake of, that 
outcome (R) is in fact a pro tanto reason for thinking X will probably do Y, rather than it 
being a literal goal that Y is for.  
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Returning to the main point of describing step one in forming teleological predictions: 
teleological predictions are typically based on behaviours that we have acknowledged being 
causally significant to the item we are predicting (i.e. explanatory behaviours). If a paper 
wasp did something in situation A that explains, in part, how it continued existing such that 
we find it alive and present in similar situation B, that gives the teleologist a fairly reliable 
indicator of what it might do in situation B; e.g. that which might maintain the wasp (since 
maintaining one’s self is a typical trait of naturally selected biological organisms/replicators).  
Secondly, we imagine possible-world scenarios that, given the item’s current situation or 
possible future situation, could happen considering our understanding of what it has done in 
the past (its ‘explanatory behaviours’).  
Once we ascertain the significant item of interest’s explanatory behaviours we must refine 
that list of behaviours to that which we deem probable, considering the item’s current 
situation or imagined future situation. Not all explanatory behaviours are appropriate or 
probable in any given situation. For example, we would not suspect that a paper wasp would 
try and build a nest while being attacked by another wasp. Instead we can think of other 
likelier behaviours it might perform in that situation, considering its explanatory behaviours 
in similar situations in the past, such as flying away.  
In this second step towards making a teleological prediction we imagine possible-world 
scenarios about the significant item of interest that are conditioned by our knowledge of the 
item’s explanatory behaviours and the constraints of its situation. For example, if we find a 
paper wasp hovering steadily above a small caterpillar we would not imagine that the wasp 
will rapidly turn away and start building a nest or sting the caterpillar and not eat it. In the 
case of the paper wasp we 1) ascertain its explanatory behaviours and situation, and 2) 
imagine possible-world scenarios about what the wasp might probably do, conditioned by our 
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acknowledgement of its explanatory behaviours (of which attacking and eating small insects 
is one of them) and the constraints of its situation (it is hovering above a caterpillar, appears 
able-bodied, is not about to reproduce and is not under threat of predation). Only those 
possible-world scenarios deemed most closely aligned with the constraints of the item’s 
explanatory behaviours and situation can be used as an indicator of what the significant item 
of interest might probably do.  
Thirdly, the possible-world scenario that we deem the most probable (considering our 
awareness of the item’s explanatory behaviours and situation) is chosen as our prediction of 
what the significant item of interest will do, relative to the item’s current situation or 
imagined future situation. 
This step involves two aspects: 1) acknowledging a possible-world scenario as being the most 
probable scenario, considering the facts of our world; and 2) choosing that scenario as your 
prediction for what the significant item will do. 
In step two we imagined possible-world scenarios about the paper wasp. Out of the many 
possible world scenarios one of them would be best aligned with (A) the explanatory 
behaviours of paper wasps (e.g. eating small insects) and with (B) the reality of the wasp’s 
situation (hovering above the caterpillar, appearing able-bodied, not about to reproduce and 
not under threat of predation). Out of the many possible worlds envisioned one possible 
world is closest to our world, including the facts in this world here described under (A) and 
(B). The possible-world scenario deemed closest to our world is that which is closest aligned 
with the conditions that act as constraints on the possible-world considerations (A and B); 
that is, the possible-world scenario most closely aligned with the real-world conditions. In 
this instance, the possible-world scenario most closely aligned with the real-world conditions 
(A and B) is that the wasp will most probably attack the caterpillar and eat it. Having decided 
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that (1) this possible-world scenario is most probable we then (2) choose it as our prediction 
for what the wasp will do. That is, we predict the wasp will eat the caterpillar. Allow me to 
unpack these steps.  
In predicting the behaviour of a paper wasp hovering above the caterpillar, we must first 
consider the wasp’s (A) explanatory behaviours (of which eating caterpillars is one) and (B) 
situation (hovering above the caterpillar, appears able-bodied, not about to reproduce and not 
under threat of predation). That is step one in forming a teleological prediction. For the 
second step we consider possible-world scenarios about the wasp based on these conditions. 
For instance, we may imagine it merely flying away, attacking the caterpillar and so on. 
Those are things the wasp could theoretically do, though not all of its possible behaviours are 
as equally probable given the wasp’s situation. For the third step in forming a teleological 
prediction we must discern which possible-world scenario is closest to our world, including 
the facts in this world here described under (A) and (B). In this case, we decide that the 
scenario of the wasp attacking and eating the caterpillar is more closely aligned with (A) and 
(B) than other scenarios, like it flying away or starting a nest-building routine. We then 
choose that possible-world scenario as our prediction of what the wasp will do. Namely, that 
the wasp will attack and devour the caterpillar.  
Teleological prediction within the context of biology, as I have described it, can be 
formulated roughly as follows: token T of type T* will most probably do Y in situation A if T 
or T*s doing Y in situations similar to A in part causally explained the maintained existence 
of T or T*s generally. If T*s doing Y in situations like A is a species-defining characteristic 
of T*s then we have a reason for thinking T will most likely do Y in situations like A, 
because doing Y in situations like A helps explain the maintenance of T*s. This method of 
teleological prediction, as I have described it, is not guaranteed to be successful, as there are 
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incidences where T may actually do something other than Y. We can never really know all 
the facts when making a prediction, such as, for example, the wasp’s hunger levels, physical 
capacity, and so on. Nevertheless, this method of prediction is successful often enough to be 
useful.  
If we know nothing at all about the item or type of item’s explanatory behaviours (such as if 
we discovered a new species of small flying animal) we can still predict the behaviour of that 
item in a vague way, by an analogy with other items that seem similar that we do know. If we 
observed a newly found species of flying animal in the presence of a cat we might predict by 
an analogy with birds and bats that the small flying animal will fly away from the predator, 
since flying away from predators is an explanatory behaviour of most flying animals. That is, 
we can make teleological predictions about newly discovered organisms based on an analogy 
with other organisms that share similar characteristics. While this method of prediction by 
analogy would not be fail-proof it can still act as a rough method for predicting the behaviour 
of newly discovered organisms. 
The steps involved in forming teleological predictions, as I have described them, form an 
ideal account of the conceptual structure of teleological prediction. The actual 
phenomenology of teleological predictions (as a mental activity) may differ depending on the 
person and their worldview. However, if you follow each of the steps that I have put forward 
in forming a teleological prediction you will arrive at a prediction that has a good chance of 
being successful. I will now turn to providing an explanation as to how teleological 
predictions can be successful without the things we predict needing to be themselves 
teleological, thus providing a solution to the hard problem of teleological mentalism.  
Since teleological predictions are often successful that shows that there must be a causal basis 
to the predicted event that explains the success of the prediction, because anything that can 
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happen must be able to causally. As McLaughlin points out, “The mere existence of 
something as a phenomenon is already sufficient proof that it is possible according to causal 
laws” (1990, p.141). The success of teleological prediction cannot be explained by referring 
to teleology itself because that would appear circular, nor does teleology have to exist in the 
items we ascribe teleology to for us to explain the success of teleological prediction.  
Consider the teleological prediction of the paper wasp: upon observing a paper wasp 
hovering above a caterpillar I predict that it will attack and eat the caterpillar. Roughly stated, 
I predict that the wasp will eat the caterpillar because eating caterpillars is an explanatory 
behaviour of paper wasps, which provides a good reason for thinking the paper wasp will eat 
the caterpillar. In forming a teleological prediction about the wasp I acknowledge its 
explanatory behaviours and the constraints of its situation (being that it is hovering above a 
caterpillar, that it appears able-bodied and not under threat of predation), establish the most 
probable scenario considering these acknowledgements and choose that scenario as my 
prediction of what the wasp will do. Ergo, I predict that wasp attack and eat the caterpillar. 
And thereupon it does just that.  
Teleological predictions like the one about the paper wasp must correspond to causality if 
they are to be successful. The teleological prediction of the wasp can only be successful if 
each action implied by the prediction can happen causally, since by definition anything that 
can happen must be able to causally. Like Dennett’s example of the teleological prediction 
about the bees, the predicted event (e.g. the bees will remove the dead bee from its hive) is 
explained by its causes, whereby “dead bees secrete oleic acid; the smell of oleic acid turns 
on the ‘remove it’ subroutine in the other bees; put a dab of oleic acid on a live, healthy bee, 
and it will be dragged, kicking and screaming, out of the hive (Gould and Gould 1982; 
Wilson, Durlach, and Roth 1958)” (1998, p.246). Similarly the teleological prediction of the 
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wasp can only be successful if it corresponds to causes that could explain the predicted event, 
such as causal mechanisms in the wasp’s body that cause it to attack and consume the 
caterpillar. The underpinning causes that explain the predicted event may not be clearly 
understood, but they must exist if the prediction is made successful by the predicted event 
actually happening.  
Presume the teleological prediction of the wasp attacking and devouring the caterpillar is 
successful; that is, the wasp does actually attack and devour the caterpillar. It would have 
been reasonable to think that the wasp will attack and devour the caterpillar because some of 
our pro tanto reasons for thinking that represent real causes in the past (its (A) explanatory 
behaviours), which (considering the wasp’s present situation) dictate what can probably 
happen now or in the future. The teleological prediction of the wasp is successful because the 
pro tanto reasons for thinking the wasp will attack and devour the caterpillar also correspond 
to physical mechanistic facts about the wasp in its present situation, such as it hovering 
steadily above the caterpillar. A teleological prediction is made reasonable by its 
correspondence with causes in the past and is successful when it corresponds to causes in the 
present.  
Ultimately, a successful teleological prediction is made reasonable and successful by two 
kinds of pro tanto reasons, one kind that is backwards-looking and considers the organism or 
type of organism’s causes in the past (its explanatory behaviours), and a kind that is present-
looking that considers the entity’s present causes. Both sets of pro tanto reasons involved in 
forming a teleological prediction are determined by our understanding of the entity or type of 
entity’s past and present causes, and it is in this sense that I say that the reasons invoked in 
the type of teleological prediction that I have described correspond to causes outside of the 
mind. The teleological prediction is not successful because of its reference to the item’s past 
explanatory behaviours; that reference would only make the teleological prediction 
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reasonable. Rather the teleological prediction is successful when it corresponds to causal 
facts that explain the predicted event.  
We typically only have a very general understanding of how things are caused, but for a 
teleological prediction to be successful it need only to refer to physical causes that could, in 
principle, be discovered and understood. The success of teleological prediction points to 
causes and may actually help us uncover causal facts about things in the world in our trying 
to explain the success of our teleological predictions. This idea may share some similarities 
with Kant’s idea (1790, p.237) that teleology, though not constitutive of things in the world, 
can be a regulative ‘guiding thread’ of scientific investigation. To form a teleological 
prediction we must already know something about the item’s causes in the past (its 
explanatory behaviours) from which we can reason what it might do, and for the prediction to 
be successful it must relate to actual causes that could, in principle, explain the predicted 
event. My account of the success of teleological prediction can roughly take the form of: T 
(teleological prediction) can be considered S (successful) iff the Ps (pro tanto reasons) 
invoked in T correspond to the C (causes) of I (the predicted item) that explain E (the 
predicted behaviour actually happening). In brief, a T about I is S iff Ps in the T correspond 
to the Cs of I that explain E (the event predicted by T).  
Someone could suggest that when we make teleological predictions it is usually in the way 
Dennett claims, which is by assuming the item of interest to be rational and deducing its 
goals based on its place in the world and what is supposedly good for it, by which we 
ascertain what the item ought to do, which dictates what we predict it will do. We often do 
think about what is ‘good’ for animals and plants and predict that they will behave in ways 
that actualise those goods. However it remains uncertain how something being deemed good 
for an organism (especially an arational one) could explain why the organism does what it 
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does. If we suggest that an item will (or ought to) do what is good for it because it is good for 
it we would be offering a circular explanation. Organisms that are naturally predisposed as 
organismic replicators towards behaviours that lend to sustaining life and propagation act in 
ways that are typical and probable of their kind of organismic replicator within a given 
situation, regardless of whether or not those behaviours or the outcomes thereof are ‘good’. 
The talk of goods does nothing to help us explain the success of teleological prediction. My 
account of teleological prediction does not invoke notions of ‘the good’ and thus avoids that 
extraneous proposition that would need further arguing for. Dennett thinks that there must be 
a physical kind of teleology that mirrors our internal teleology, which makes sense of the 
success of teleological prediction. In this chapter I have shown that mind-independent 
teleology is not necessary to explain the success of teleological prediction, thereby 
undermining a key motivator of teleological externalism. Whilst Dennett’s theory of 
teleological prediction is mostly descriptive, mine is explanatory and more economical, and 
thus, ceteris paribus, preferable.  
In the last chapter I explained how we can make sense of the appearance of teleology without 
things having to be teleological themselves, thus undermining one of the key motivators of 
teleological externalism (the appearance of teleology in nature) and the assumption that some 
externalists make, that the appearance of teleology out in the world licences us to believe that 
things are genuinely teleological. In this chapter I provided an account of the ideal conceptual 
structure of teleological prediction and explained how teleological predictions can be 
successful without the things we predict being themselves teleological, by their 
correspondence with non-teleological factitives (e.g. causes) outside of the mind. If my 
account is successful then I will have provided a solution to the other hard problem of 
teleological mentalism: the success of teleological prediction.  
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In providing mentalistic solutions to the two hard problems – of the appearance of teleology 
and the success of teleological prediction – I have shown that teleological mentalism can 
provide persuasive answers to some of the hardest questions we can ask about teleology. If 
my arguments have been successful in any respect they should add weight to the teleological 
mentalism position. 
 
SUMMARY 
In chapter one I introduced the topic of teleology and explained what I planned to achieve 
with the thesis, which was: 1) to defend the idea that teleology is a purely mental construct; 
2) to explain how things out in the world might appear teleological without them being 
teleological; and, 3) to explain how our teleological predictions about things out in the world 
can be successful without the things we predict needing to be themselves teleological. 
In chapter two I provided an overview of teleological ideas throughout history, beginning 
with Aristotle. I demonstrated how teleological ideas have changed over time and described 
the schism that took place amongst teleologists after Charles Darwin expounded his theory of 
evolution by natural selection. I explicated internalisms of teleology, which place teleology 
within the mind, and externalisms of teleology, which placed teleology out in the world. I 
also examined teleonomy and other sui generis accounts of teleology. Ultimately this study 
demonstrated that there is no determinate theory of teleology. However, I demonstrated 
through critical assessment that teleological externalisms are harder to justify and explain, 
despite their initial intuitiveness.  
In chapter two I demonstrated that teleological externalisms, such as those proposed by 
Bedau and Okrent, idiosyncratically conflate typical species-defining behaviours (and the 
typical outcomes of those behaviours) with ‘goals’, without explaining what makes those 
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typical species defining behaviours also goals. I argued that teleological externalisms tend to 
presuppose an evaluative standard that goes unexplained. Furthermore, I demonstrated that 
the appearance of teleology in the world is not a reliable indicator that things outside of the 
mind are genuinely teleological. Contrastingly, I demonstrated that the teleological 
internalisms of Monod and Woodfield are on the right track, though they have not explained 
how teleological reasoning and prediction could be so useful in practice if things outside of 
the mind are not intrinsically teleological. The ideas discussed in this chapter provided the 
conceptual groundwork from which my thesis about the appearance of teleology out in the 
world and the success of teleological prediction would emerge from, and relate to, in the later 
chapters.  
Chapter three was about teleology in biology. More specifically, I examined accounts of 
biological functions. While there are many fields of study within biology and biological 
concepts that involve teleological concepts, the clearest way to show the prevalence of 
teleology in biology was to critically assess the contemporary biological function debate. I 
critically assessed selected-effect, causal-effect and future-looking function theories and 
explained how each can be useful relating to different ‘explanatory projects’, thus defending 
Mark Perlman’s pragmatic teleo-pluralism view. Furthermore, I demonstrated that some of 
these function theories are more useful to our general explanatory projects about organisms 
and behaviours than others41, thus adding content to the pragmatic teleo-pluralism view that 
raises it above an empty relativism. I continued my defence of teleological internalism and 
demonstrated how teleological externalisms have not yet successfully explained the external 
teleology of organs or of organisms themselves.  
                                                          
41 Namely, that SE-function and CE-function accounts are most useful.  
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In chapter four I proposed an account of the appearance of teleology in nature, whereby we 
might ‘see’ things teleologically without them being teleological: through the amalgamation 
of desire-concepts, ends-concepts, means-concepts and intentionality-concepts that form the 
teleological worldview. It is by this mediation of sense-information through the teleological 
worldview that things may appear teleological without them being themselves teleological. 
While Woodfield has touched on a similar idea before (projectionism), he left it mostly 
unexplained. Furthermore, unlike Woodfield, I do not propose that we ‘project’ teleology 
onto the world. Rather I propose that we mediate sense-information through the teleological 
worldview, by which things may appear teleological. In providing an account of how things 
might appear teleological without them being teleological I put forward a solution to one of 
the hard problems of teleological mentalism: the appearance of teleology out in the world. By 
providing an account of how we can make sense of the appearance of teleology without 
things being themselves teleological I consequently undermined one of the key motivators of 
teleological externalism (the appearance of teleology out in the world), as well as undermined 
the externalist assumption that the appearance of teleology in the world licences us to believe 
that things in the world are genuinely teleological.  
In chapter five I proposed an internalist account of teleological prediction that explains the 
success of teleological prediction without things needing to be themselves teleological. I 
examined Dennett and Okrent’s accounts of what might happen when we form teleological 
predictions and demonstrated that their accounts do not completely explain how those 
teleological predictions could be successful. I provided an ideal account of the conceptual 
structure of teleological prediction that, if followed, has a good chance of forming successful 
predictions. Furthermore I put forward a solution to how teleological predictions could be 
successful, by the correspondence of backwards-looking and present-looking pro tanto 
reasons involved in teleological predictions with causes in the world. By providing solutions 
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to the two hard problems of teleological mentalism, the appearance of teleology out in the 
world and the success of teleological prediction, I undermined two key motivators of 
teleological externalism and contributed content to the teleological mentalism view.  
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