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The variational local moment approach (VLMA) solution of the single impurity Anderson model is
presented. It generalizes the local moment approach of Logan et al. by invoking the variational principle
to determine the lengths of local moments and orbital occupancies. We show that VLMA is a comprehen-
sive, conserving and thermodynamically consistent approximation and treats both Fermi and non-Fermi
liquid regimes as well as local moment phases on equal footing. We tested VLMA on selected problems.
We solved the single- and multi-orbital impurity Anderson model in various regions of parameters, where
different types of Kondo effects occur. The application of VLMA as an impurity solver of the dynamical
mean-field theory, used to solve the multi-orbital Hubbard model, is also addressed.
PACS numbers: 71.10.Fd; 71.30.+h; 75.20.Hr
I. INTRODUCTION
The minimum at low temperatures in the resistance of
metals with magnetic impurities,1 the so-called Kondo
effect, is related to generic singularities in the many-
body perturbation expansion.2 Many efforts have been
put to developing a complete theory of the Kondo ef-
fect, which would be free from such infinities.3,4,5,6,7,8
Below a typical crossover temperature (Kondo temper-
ature) there is a many-body screening of the localized
magnetic moment by extended electrons with spin.9,10 As
a result, a many-body singlet state is formed. The local
moment is shielded or confined and the properties of such
a many-body system are well represented by the local
Fermi liquid picture.11 This is a strong-coupling regime.
Above the Kondo temperature the localized magnetic
moment is decoupled from the electrons giving a Curie
contribution to the magnetic susceptibility. This is a lo-
cal moment regime. Now, the Kondo effect attracts at-
tention elsewhere:12 in classical13,14 and quantum phase
transitions,15 in quantum dots and nanostructures,16 in
strongly correlated electrons,17 and also in quark confine-
ment and asymptotic freedom in hadronic matter.18,19,20
Traditionally, the Kondo effect is studied either within
the Kondo model,2 where the extended electrons and the
localized magnetic moment interact via the exchange an-
tiferromagnetic coupling, or within the single impurity
Anderson model (SIAM),3 where the extended electrons
hybridize with the localized electrons and the latter in-
teract via on-site Coulomb-like interaction.
The Kondo model and the SIAM with linear dispersion
relations have been solved exactly by the Bethe ansatz
technique.7,8 This powerful method is not, however, ap-
plicable in general cases. Other analytical, asymptot-
ically exact methods, i.e. conformal field theory and
bosonization, are also limited to specific dispersion re-
lations. In many practical cases, e.g. in modeling trans-
port in nanostructures16 or in modeling correlated elec-
tron systems within the dynamical mean-field theory
(DMFT),17 the Kondo model or the SIAM would have
to be solved for arbitrary dispersion relations, exchange
interaction, and/or hybridization functions. This re-
quirement is achieved within numerically exact methods,
e.g. in quantum Monte Carlo (QMC)21,22 or in numeri-
cal renormalization group (NRG).6,23 The computational
cost in time and memory increases, however, very fast at
lowest temperatures or in systems with many channels
and orbitals. Therefore, all those exact methods are of
limited use in modeling real systems.
Different analytical, approximate methods have also
been developed. In fact, our understanding of
the Kondo effect arrived from renormalization group
approaches,24,25,26 where high energy modes are succes-
sively removed and low energy couplings are renormalized
accordingly. Another class of approximate methods are
those based on different perturbation expansions.27,28,29
They do not reproduce either the exponential Kondo en-
ergy scale or the local Fermi liquid properties at ener-
gies below the Kondo energy scale. These drawbacks can
be partially cured within sophisticated resummations of
Feynman diagrams.30,31
In recent years a local moment approach
(LMA) has been put forward by D. Logan and
collaborators.32,33,34,35 Within this analytical, approxi-
mate method applied to the SIAM one recovers: i) the
exponential Kondo energy scale, ii) low-energy local
Fermi liquid properties, and iii) high energy charge
fluctuations, correctly. The LMA starts with an unre-
stricted Hartree-Fock (UHF) perturbation expansion,
derived for each direction of the local moment, and
afterwards the symmetry restoration is performed.32,36
Physically relevant observables are derived from aver-
aging perturbation results over different local moment
orientations. Finally, a free parameter, i.e. the length
2of the local moment, is determined via imposing the
local Fermi liquid conditions on the ground state. Since
the LMA has been proved to reproduce several exactly
known results and to recover correctly the properties of
the SIAM at all energy scales32,33,34,35 it seems to be
an excellent method of choice in studying properties of
nanosystems16 and systems with correlated electrons.37
Indeed the LMA has been used in studying Kondo in-
sulators and heavy-fermions,38,39,40,41 impurity systems
with many orbitals,42 and SIAM in the presence of
magnetic field.43
In this paper we generalize the LMA of D. Logan et
al.32,33,34,35 by using the variational principle in deter-
mining the length of the local magnetic moment. Such
approach is motivated by the very general principle that
the best approximate solution must minimize the ground
state (free) energy. It is free from any bias toward the
local Fermi liquid properties. Therefore, the variational
local moment approach (VLMA) is applicable to any sys-
tem with a magnetic impurity, not necessarily that be-
ing in the local Fermi liquid fixed point. In particular,
VLMA can be used in studying Kondo effects in multi-
orbital and/or multi-channel SIAM, where local Fermi or
non-Fermi liquid ground states are expected.44 It can be
extended to finite temperatures, where local Fermi liquid
properties are only approximately satisfied. VLMA can
also be applied to solving the impurity problems inside
the DMFT and its cluster extensions.45,46,47 This allows
for unbiased studying of metal-insulator transitions in
correlated electron systems in various configurations. In
this paper we present a few applications of the VLMA.
In the following we define the multi-orbital SIAM in
Sec. II and next formulate the VLMA method in Sec. III.
Here we also provide arguments that VLMA is a conserv-
ing and thermodynamically consistent approximation in
the Kadanoff-Baym sense48. To show the usefulness of
this method, the VLMA is applied to one- and two-
orbital SIAM in Sec. IV and to correlated electron prob-
lems within the DMFT in Sec. V. Final conclusions and
outlooks are in Sec. VI.
II. MULTI-ORBITAL ANDERSON MODEL
The VLMA is developed explicitly for solving a multi-
orbital single impurity Anderson model, which is defined
first. The Hamiltonian of the multi-orbital SIAM is given
by
H =
∑
kσα
ǫkc
†
kασckασ +
∑
kσαβ
(
Vkαβd
†
ασckβσ + h.c.
)
+
∑
ασ
(
ǫα +
1
2
Uαnα−σ
)
nασ +
1
2
∑
σσ′
∑
α6=β
(
U ′αβ − Jαβδσσ′
)
nασnβσ′ , (1)
where d†ασ creates an impurity electron with spin σ =↑, ↓
and orbital quantum number α = 1, 2, . . . , N , nασ =
d†ασdασ is the number operator of impurity electrons,
and c†
kασ creates a conduction electron with spin σ in a
band α. We assume the same number of orbitals (bands)
for local and conduction electrons. The Hamiltonian (1)
contains local interactions Uα between impurity electrons
on the same orbital and local interactions U ′αβ between
impurity electrons on different orbitals. The Ising part of
the exchange interaction Jαβ is also included. The single
particle energies of conduction electrons ǫk and the hy-
bridization between impurity and conduction electrons,
represented by matrix elements Vkαβ in (1), can be com-
bined into a hybridization function∆(iωn). It is a matrix
in orbital space with matrix elements given by
[∆]αβ(iωn) ≡ ∆αβ(iωn) =
∑
kγ
V αγ
k
V ∗γβ
k
iωn + µ˜− ǫk
, (2)
where ωn are the fermionic Matsubara frequencies with
β = 1/(kBT ), and kBT is temperature in energy units,
whereas µ˜ is the chemical potential.
III. VARIATIONAL LOCAL MOMENT
APPROACH
Starting from the LMA of Logan et al.,32,33,34,35 we for-
mulate its variational version, i.e. the VLMA, in order to
approximately solve the Hamiltonian (1) with arbitrary
parameters. The VLMA consists of four steps:
i) finding the unrestricted Hartree-Fock (UHF) solu-
tion of (1),
ii) performing a renormalized perturbation expansion
around each of the UHF solutions,
iii) restoring the symmetry of the solution,
iv) variationally determining the lengths of local mo-
ments and orbital occupancies.
Next we discuss each step in detail.
A. Unrestricted Hartree-Fock approximation
The VLMA begins with the UHF solution of the SIAM
in Eq. (1). To set the notation and explain basic ideas
we first consider the one-orbital case, i.e. α = β = 1,
Uα = U , ǫα = ǫ1. Then the UHF local Green’s function
G˜σ(iωn) (in the Matsubara representation) is given by
3
G˜σ(iωn) =
1
iωn + µ˜− ǫ1 −∆(iωn)− U〈n−σ〉
.
where ∆(iωn) = ∆11(iωn) in Eq. (2) and 〈nσ〉 is the
average occupation number per spin. By introducing the
3total average occupancy of the impurity n ≡ 〈n↑〉+ 〈n↓〉
and the local magnetic moment
µ ≡ 〈n↑〉 − 〈n↓〉, (3)
we write the UHF solution in the form
G˜σ(iωn) =
1
iωn + µ˜− ǫ1 −∆(iωn)−
1
2
Un− σ 1
2
Uµ
,
with σ = ±1 for spin up/down. The UHF solution de-
pends on the value of the local moment µ = µHF , which
has to be determined self-consistently. It turns out that
there exists a critical value Uc such that for U > Uc
the UHF local moment µHF 6= 0.
3 The sign (direction
along the quantization axis) of the local moment is ei-
ther positive or negative. The choice of one from the two
possibilities breaks the symmetry of the solution with re-
spect to the symmetry of the SIAM. This distinguishes
two broken symmetry solutions, which we label by A for
µ > 0 and by B for µ < 0, i.e.
G˜A/Bσ (iωn) =
1
iωn + µ˜− ǫ1 −∆(iωn)−
1
2
Un∓ σ 1
2
U |µ|
.
(4)
The Dyson equation49
G˜A/Bσ (iωn) =
1
G0(iωn)−1 − Σ˜
A/B
σ
,
where G0(iωn)
−1 = iωn + µ˜− ǫ1 −∆(iωn) is the inverse
of the non-interacting Green’s function, defines two UHF
self-energies Σ˜
A/B
σ = Un/2± σUµ/2.
In the multi-orbital SIAM with N orbitals the UHF
solution depends on 2N parameters: N local moments
µα ≡ 〈nα ↑〉 − 〈nα ↓〉 and N occupancies of the orbitals
nα ≡ 〈nα ↑〉+〈nα ↓〉. In the UHF approximation the local
moments have non-zero values above critical values of the
interactions.50 Similarly to the one-orbital case, the UHF
solution with non-zero local moments breaks the symme-
try of the Hamiltonian. In the case of non-degenerate or-
bitals and zero magnetic field the UHF solution is doubly
degenerate, i.e. solutions with {µα} ≡ {µ1, µ2, . . . , µN}
and {−µα}, where all signs are opposite, have the same
energy. These two equivalent solutions we denote again
with A and B, respectively. Hence, there are two Green’s
functions G˜
A/B
σ (iωn), which are now matrices in the or-
bital space. The matrix Dyson equation
G˜
A/B
σ (iωn)
−1 = G0(iωn)
−1 − Σ˜A/Bσ
defines the two matrix self-energies Σ˜
A/B
σ . The matrix
elements of the self-energies are given by50
Σ˜
A/B
αβ σ=
1
2
δαβ [Uαnα+∑
γ 6=α
(2U ′αγ−J)nγ∓σ((Uα−J)µα+Jµ)] ≡ δαβΣ˜
A/B
ασ , (5)
where µ =
∑
α µα is the length of the total impurity mag-
netic moment. The UHF self-energy is diagonal in the
orbital index α. Therefore, if the hybridization function
(2) is diagonal, the UHF propagators are also diagonal
in the orbital indices, i.e.
G˜
A/B
αβ σ(iωn) = δαβG˜
A/B
ασ (iωn).
Only this diagonal case is considered here.
B. Symmetry restoration
Before discussing technical details of the perturbation
expansion we first explain the idea of symmetry restora-
tion. Since there are always two equivalent UHF so-
lutions, the higher order in Uαβ and Jαβ perturbation
expansion around the mean-field solution is not self-
evident. We perform the renormalized perturbation ex-
pansion (RPE) around each of the UHF solutions and
then restore the symmetry. Following D. Logan,32,33,34,35
we formulate a symmetry restoring ansatz in the multi-
orbital case as follows
Gσ(iωn; {µα}) =
1
2
(
G
A
σ (iωn; {µα}) +G
B
σ (iωn; {µα})
)
.
(6)
Note, that the two RPE local Green’s functions GAσ and
G
B
σ are related by G
A
σ (iωn; {µα}) = G
B
σ (iωn; {−µα}).
The result (6) depends on the values of all local moments
µα and, in the general case, also on all local orbital occu-
pancies nα. These are parameters of the method, which
are not equal to their corresponding UHF values. These
parameters are determined here via the variational prin-
ciple (see Sec. IIID).
C. Renormalized perturbation expansion
Now, we need to find G
A/B
σ (iωn). We note that the
symmetry restoration step does not depend on a spe-
cific RPE scheme around UHF. However, it is important
to select such an approximation that captures the pro-
cesses which are essential to the Kondo problem. These
are processes with the local spin-flips.2,3 In the multi-
orbital case spin-flip processes can occur together with
the change of the orbital index. Such an orbital-flip is
also possible without spin-flip, however. The second or-
der Feynman diagrams describing these processes are de-
picted in Fig. 1.
The second order contribution to the self-energy is
given by
ΣA(2)ασ (iωn)=
X
β σ′
(Uσσ
′
αβ )
2 1
β
X
iνm
G˜
Aσ′
β (iωn−iνm)
0Π
AAσ′σ
βα (iνm),
(7)
where νm is the bosonic Matsubara frequency and U the
local interaction matrix with elements that have spin and
orbital indices and are given by
Uσσ
′
αβ = δαβδσ−σ′Uα + (1− δαβ)(U
′
αβ − δσσ′J). (8)
4FIG. 1: 2nd order Feynman diagrams : (a) a spin-flip process
without the change of orbital number; (b) spin- and orbital-
flip; (c) only orbital-flip. The wavy lines correspond to the
local interactions: (a) Uα, (b) U
′
αβ , (c) U
′
αβ − Jαβ . These
diagrams contribute to the 2nd order self-energy Σ
A(2)
ασ (iωn).
FIG. 2: The ladder diagrams contributing to the full polar-
ization propagator ΠAA(iνn)).
By construction, since∆(iωn) is diagonal, the self-energy
is also diagonal in orbital and spin indices. The polar-
ization propagator 0Π
AAσ′σ
βα (iνm) that contributes to the
self-energy in Eq. (7) is given by
0ΠAA−σσαβ (iνn)=−
1
β
X
iωm
G˜
A−σ
α (iωm)G˜
Aσ
β (iνn + iωm), (9)
in the transverse spin channel (σ′ = −σ), and by
0ΠAAσσαβ (iνn)=−
1
β
(1−δαβ)
X
iωm
G˜
Aσ
α (iωm)G˜
Aσ
β (iνn+iωm)
in the longitudinal channel (σ′ = σ). Feynman diagrams
representing these expressions are plotted in Fig 1.
Finite order perturbation theory does not reproduce
the Kondo exponential scale. Therefore, following
Refs. 32,33,34,35, we perform the ladder summation of
diagrams with spin- and orbital-flip processes to infinite
order. Then we obtain the self-energy with a new polar-
ization propagator ΠAA(iνn). The summed series, de-
picted symbolically in Fig. 2, leads to a matrix expression
for the polarization propagator
Π
AA(iνn) =
0
Π
AA
(iνn)(1−U
0
Π
AA
(iνn))
−1, (10)
where U is the interaction matrix (8). Then the self-
energy is obtained by inserting the full polarization prop-
agator ΠAA(iνn) to the expression (7), i.e.
ΣAασ(iωn) =
X
β σ′
(Uσσ
′
αβ )
2 1
β
X
iνm
G˜
Aσ′
β (iωn− iνm)Π
AAσ′σ
βα (iνm),
(11)
where we replaced 0ΠAA(iνn) by Π
AA(iνn).
The UHF Green’s functions G˜
A/B
σ (iωn) have the sym-
metry
G˜
A
σ (iωn) = G˜
B
−σ(iωn).
This leads to the relations between matrix elements of
Π
BB(iνn) and Π
AA(iνn), i.e.
ΠBB σσ
′
αβ (iνn) = Π
AA−σ−σ′
αβ (iνn). (12)
Hence, we have a useful relation between the two self-
energies
ΣBασ(iωn) = Σ
A
α−σ(iωn). (13)
The frequency-dependent self-energies Σ
A/B
ασ (iωn) can
now be used in the Dyson equation to obtain the two
propagators G
A/B
σ (iωn). The full solution is given by
the symmetry restoration equation (6). The solution is
still dependent on the local moments {µα} and on the
orbital occupancies. They are determined next.
D. Variational principle
The values of the local moments are yet unknown pa-
rameters. The physical values are found by the minimiza-
tion of the ground state energy at zero temperature or
the free energy at finite temperatures. This variational
approach is the main difference between the VLMA, pre-
sented here, and the LMA in Refs. [32,33,34,35]. The
general variational approach allows us to use the method
for more than one orbital in the degenerate and non-
degenerate cases, and also enables us to formulate the
method directly at finite temperatures.51,52,53
In the SIAM, the ground state energy is obtained from
the one-particle local Green’s function. The total ground
state energy in the SIAM has two contributions: Ebulk
and Eimp. The energy Ebulk does not depend on the
local moments {µα}. Therefore, we only need to find the
minimum of Eimp, which is given by
54
Eimp =
1
2πi
∑
αβ σ
∮
C
dω
[
1
2
(ω + ǫα) δαβ+
1
2
∆αβ(ω)− ω
∂∆αβ(ω)
∂ω
]
Gσβα(ω), (14)
where C is a contour in the complex frequency upper half-
plane, and Gσβα(ω) and ∆αβ(ω) are the retarded Green’s
and hybridization functions, respectively. After calculat-
ing the integral, we express the ground state energy via
real functions of real frequencies, i.e.
Eimp =
1
2
X
ασ
Z µ˜
−∞
dω
π
(ω+ǫα)ℑG
σ
αα(ω)+
1
2
X
αβ σ
Z µ˜
−∞
dω
π
ℑ`∆αβ(ω)ℜG
σ
βα(ω)+ℜ∆αβ(ω)ℑG
σ
βα(ω)´ −
X
αβ σ
Z µ˜
−∞
dω
π
„
ω
∂ℑ∆αβ(ω)
∂ω
ℜG
σ
βα(ω)+ω
∂ℜ∆αβ(ω)
∂ω
ℑG
σ
βα(ω)
«
.(15)
5The physical values of {µα} and {nα} are found within
the variational principle by minimizing Eimp with respect
to those parameters.
It is important to observe, that the VLMA method can
be implemented by using functions on real frequency axis.
This gives us a direct access to the local spectral func-
tions Aσαβ(ω) = −
1
piℑG
σ
αβ(ω+ i0
+) without the necessity
of performing analytical continuation. The related cal-
culations are presented in the Appendix.
In order to use the VLMA at finite temperatures the
free energy has to be minimized instead of the ground
state energy. The calculation of the free energy from one-
particle Green’s function involves integration from zero
to one over an auxiliary parameter λ which multiplies
the local interaction U.49 Since λ enters in a nonlinear
and indirect way into the expression for the free energy,
the VLMA at finite temperatures is computationally in-
volved and has not been implemented so far. The results
presented in sections IV and V have been obtained at
T = 0.
E. Luttinger-Ward functional
Any reliable approximation in the many-body theory
should be thermodynamically consistent and conserving.
I.e. physical observables should be the same irrespective
of the way how they are determined and the microscopic
conservation laws (e.g., conservation of energy, charge,
spin, etc.) should be fulfilled. Within the Kadanoff and
Baym formalism,48 we formally show that the VLMA is
a thermodynamically consistent and conserving approxi-
mation. Its results are therefore reliable. In order to show
this, it is enough to explicitly construct the Luttinger-
Ward functional Φ[G] for VLMA. Here, Φ[G], which ful-
fills the necessary condition that δΦ[G]/δG = Σ,48 is
given by
Φ[G] = Φ[GA,GB ] =
1
2
(
Φ˜[GA] + Φ˜[GB]
)
+
1
2
Tr log(GAGB)− Tr log
(
1
2
(
G
A +GB
))
,
where Tr = T
∑
iωn
tr, and the symbol tr means the trace
in the orbital and spin space, and the functional Φ˜ is the
Luttinger-Ward functional in the ladder approximation
used in Sec. IIIC.55 It is constructed diagrammatically
from GA and GB, respectively. The symmetry restoring
constraint, G = 1
2
(
G
A +GB
)
, is also imposed. The
free energy functional Ω[G] is now expressed via Φ[G]
and has the following form
Ω[G] = Φ[G] + Tr log(−G)− TrΣG.
The stationarity condition δΩ[G]/δG = 0 gives then the
Dyson equation.
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FIG. 3: (Color online). Local spectral functions for one-
orbital SIAMwith semi-elliptic hybridization (half-width D =
10, n = 1) and different values of the interaction U . Inset:
the energy regime around Fermi level at ω = 0.
IV. RESULTS FOR ONE-ORBITAL SIAM
Firstly, we test VLMA in the case of one-orbital SIAM.
The spectral functions for the symmetric SIAM (n = 1)
obtained using VLMA are presented in Fig. 3. Different
spectral functions in this figure correspond to different
values of the local interaction Uα = U1 = U . The re-
sults presented here are for a semi-elliptic hybridization
function ∆11(ω) = ∆(ω) defined by (2), whose imaginary
part is given by
ℑ∆(ω) =
{
−∆0
√
1− ω
2
D2 |ω| < D
0 |ω| ≥ D.
(16)
where D is the so-called half-width and the real part
ℜ∆(ω) follows from the Kramers-Kronig relations.
A. Symmetric one-orbital SIAM
For U = 0 the VLMA reproduces the exact result. The
solution for U 6= 0 has local Fermi liquid properties with
the local spectral function pinned to its non-interacting
value at the Fermi energy (cf. Fig. 3) according to the
Luttinger theorem.56 As U increases, the characteris-
tic three-peak structure emerges with the quasi-particle
peak narrowing exponentially with U . The satellite peaks
60 2 4 6 8 10 12 14
U
0
0.2
0.4
0.6
0.8
1
 µ V ,  µ HF
VLMA
UHF
FIG. 4: (Color online). The value of the local moment as
a function of the interaction U . The grey (red) curve corre-
sponds to the VLMA solution (the minimum of Eimp from
Eq. (14)). Black curve represents the self-consistent UHF so-
lution µHF .
are the Hubbard bands.57 Since the VLMA predicts the
local Fermi liquid behavior, our results are in agreement
with those obtained by the LMA if the LMA was applied
to the hybridization function (16).
In the symmetric SIAM with one orbital there is only
one parameter, i.e. the value of the local moment µ,
with respect to which the ground-state energy has to be
minimized. The obtained value is plotted in Fig. 4 as
a function of the interaction U . For small interaction,
the value of the local moment is equal to zero both in
the VLMA solution (µV in Fig. 4) and the UHF solution
(µHF in Fig. 4). With the increase of U the values of
local moments µV and µHF become different from zero
at different U , see Fig. 4. For large U the two solutions
become exponentially close (with µV always larger than
µHF ).
We note that the closeness of the variationally obtained
µV to the UHF value µHF makes searching for the mini-
mum of the ground-state energy difficult at large U . This
is due to the divergence ofΠ(ω) in Eq. (10) exactly when
µ = µHF . Therefore, the numerical minimization of the
ground state energy needs to be done carefully, especially
for large U .
B. Asymmetric one-orbital SIAM
The results for asymmetric (n 6= 1) one-orbital SIAM
are shown in Fig. 5. For fillings n < 1 the spectral weight
is redistributed and, when n decreases, the Kondo reso-
nance merges with the lower Hubbard band. The values
of the spectral functions at the Fermi energy are still
the same as those given by the Luttinger theorem.9 The
characteristic crossing points58 are also visible in Fig. 5.
To conclude, the VLMA predicts the local Fermi liquid
behavior as the solution with the lowest energy inside
the manifold of different possibilities, which remains in
accord to standard knowledge on the Kondo problem.9
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FIG. 5: (Color online). Local spectral functions for different
impurity occupancies. All plots for U = 4 and semi-elliptic
hybridization with D = 10. The Fermi energy is at ω = 0.
V. RESULTS FOR TWO-ORBITAL SIAM
The two-orbital SIAM is physically richer than its one-
orbital counterpart. Here the interplay between direct
Uα = U , U
′
αβ = U
′ and exchange Jαβ = J interac-
tions and the energy difference between various impurity
orbital levels are of crucial importance. In certain pa-
rameter regimes the Kondo effect is suppressed due to
the quelling of fluctuations of spin and orbital degrees of
freedom.44 The VLMA confirms this prediction.
A. SU(4) symmetric Kondo effect
The results for the two-orbital degenerate case (ǫ1 =
ǫ2) with SU(4)
44 symmetry (U = U ′, J = 0) are pre-
sented in Fig. 6. The local spectral functions have a three
peak structure with the Kondo peak, which is pinned to
the non-interacting value. The system remains in a local
Fermi liquid fixed point up to arbitrary large values of
U . The width of the Kondo resonance decreases expo-
nentially with the value of U as it is in the one-orbital
case. However, the prefactor in the exponent, which is
proportional to the number of orbitals, makes the nar-
rowing of the Kondo peak slower with increasing U as
compared to the one-orbital case. To see this we empha-
size different energy scales used on horizontal axis in the
insets to Figs. 3 and 6.
B. Influence of the exchange interaction
In order to understand the influence of the non-zero ex-
change interaction (Hund’s coupling) we start from the
atomic limit of the two-orbital SIAM (Vkαβ = 0). In this
limit at J = 0 and U = U ′ the impurity ground state
with two electrons is six-fold degenerate. The presence
of the Hund’s coupling (J > 0) lifts this degeneracy, be-
cause the states with higher total spin (S = 1) have lower
energy. The atomic ground state is in this case two-fold
degenerate (Sz = ±1).
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FIG. 6: (Color online). Local spectral functions for one of the
orbitals in the half-filled (n = 2) two-orbital SIAM for J = 0,
U = U ′ and ǫ1 = ǫ2. The hybridization function is semi-
elliptic with half-width D = 10, identical for both orbitals.
Inset: the energy regime around the Fermi level at ω = 0.
FIG. 7: (Color online). Phase space diagram (U, J) of the
ground state of the two-orbital particle-hole symmetric SIAM.
The dotted (brown) lines are plotted to aid in finding points
in this diagram that correspond to spectral functions plotted
in Figs. 8 and 9. The blank area corresponds to U ′ < 0 (see
text).
With non-zero hybridization, the impurity spin can be
flipped due to higher order processes in Vkαβ . This leads
to full or partial screening of the impurity magnetic mo-
ment. The VLMA solution of SIAM enables us to dis-
tinguish three parameter regimes with different ground
states: weak coupling (I), strong coupling (II), and local
moment (III) regimes. These regimes are presented on
the ground state phase diagram in Fig. 7. We consider
here the symmetric case with U ′ = U − 2J . Therefore,
for J < 0.5U , U ′ becomes negative and this case is not
analyzed here (blank area in Fig. 7). The spectral func-
tions for selected parameters in the regimes (I)-(III) are
presented in Figs. 8 and 9.
In the weak coupling regime (area (I) in Fig. 7) the
spins of the localized electrons are screened individu-
ally and the exchange interaction J weakly influences the
width of the central peak (cf. Fig. 8). The weak coupling
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FIG. 8: (Color online). Local spectral functions for one of
the orbitals in the two-orbital SIAM for U = 2 and different
values of the exchange interaction J (the plots correspond to
regime (I) on the diagram in Fig. 7). Other parameters as in
Fig. 6. Inset: the energy regime around the Fermi level at
ω = 0.
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FIG. 9: (Color online). Local spectral functions for one of
the orbitals in the two-orbital SIAM for U = 10 and different
values of the exchange interaction J (the plots correspond
to regimes (II) and (III) on the diagram in Fig. 7). Other
parameters as in Fig. 6. Inset: the area around the Fermi
energy at ω = 0.
regime coincides with the regime where the UHF solution
gives µHF1 = µ
HF
2 = 0 (note however, that the values of
the local moments in the VLMA are finite here). When
U increases and when the UHF solution gives non-zero
values of µHF1 and µ
HF
2 , the Kondo resonance narrows
and its width strongly depends on J (cf. Fig. 9). This
is the strong coupling regime (II) in Fig. 7. In the local
moment regime, (area (III) in Fig. 7) the Kondo reso-
nance is absent. Now, the electrons, which have only
spin 1/2, cannot fully screen the spin 1 on the impurity.
The disappearing of the Kondo resonance gives rise to a
critical line Jc(U) that separates the strong coupling (II)
and local moment (III) regimes (cf. Fig. 7).
Finally we note that the local moment regime is ab-
sent in the two-band two-orbital SIAM with the Heisen-
berg exchange interaction.59 Hence, the validity of the
diagram presented here is restricted to the Ising-type ex-
change interaction.
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FIG. 10: (Color online) Local spectral functions in case of
degenerate δǫ = 0 and non-degenerate δǫ = 2 two orbitals in
the half-filled case n = 2 and U = 6, J = 0; Fermi energy is
at ω = 0.
C. Non-degenerate orbitals
The case of non-degenerate orbitals (δǫ = ǫ1 − ǫ2 6=
0) is numerically more involved because of the increased
number of parameters with respect to which the ground
state energy (14) has to be minimized. These parameters
are: two values of the orbital local moments µα (α =
1, 2), and two occupancies nα of the orbitals. The total
occupancy n of the impurity can be adjusted by changing
the chemical potential. Here we fix n = 2 (half-filling in
the two-orbital case).
Once the degeneracy is removed (δǫ > J) in the half-
filled case both impurity electrons occupy the lower level
and the total spin of the impurity is zero. The resulting
local spectral densities show no quasi-particle peak at the
Fermi energy (cf. Fig. 10). Fluctuations of the spin and
orbital degrees of freedom are suppressed and the Kondo
effect is absent.
In conclusion, the VLMA correctly provides approxi-
mate solutions to one- and two-orbital SIAM. Our results
are in agreement with others9,44 which shows that the
VLMA is a good method for solving analogous magnetic
impurity problems.
VI. MULTI-ORBITAL HUBBARD MODEL
In this section we apply VLMA to solve the DMFT
equations17,37,60 for multi-orbital systems. The Hamilto-
nian of the multi-orbital Hubbard model is given by61
HHubbard = Hkin +HU =
Hkin +
1
2
∑
i,α,σ
Uαniα σniα−σ +
1
2
∑
i,σ,σ′
∑
α6=β
(
U ′αβ − Jαβδσσ′
)
niασniβσ′ , (17)
where the interaction part HU is local and identical to
the interaction part of the Anderson impurity model. In
the DMFT, the lattice model (in this case the Hubbard
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FIG. 11: (Color online). Local spectral functions for the one-
orbital Hubbard model at half-filling. Left figure: the re-
distribution of the spectral weight with increasing U due to
Mott-Hubbard metal-insulator transition. Right figure illus-
trates hysteresis – the solutions are obtained from initially
insulating density of states
model) is mapped onto a multi-orbital impurity model
with the same local interaction. The impurity is coupled
to a bath of particles, whose properties are determined
self-consistently. In order to solve the resulting equa-
tions, the single impurity problem has to be solved iter-
atively, in each step with a new hybridization function
until self-consistency is reached. The VLMA can be used
for arbitrary hybridization function and therefore it can
serve as an impurity solver for the DMFT.
A. Results for one and two-orbital Hubbard model
The results of the DMFT+VLMA approach for the
one-orbital Hubbard model on the Bethe lattice62 with
half-bandwidth D = 1 are shown in Fig. 11. The pa-
rameters here are: interaction Uα=1 = U , filling n = 1,
Fermi energy at µ˜ = 0 and zero temperature. The
VLMA solver for DMFT predicts a Mott-Hubbard metal-
insulator transition63 with Uc1 6= Uc2 (hysteresis). In the
current implementation of the method the value of Uc1
is obtained rather precisely (Uc1 = 1.45). In the case
of Uc2, due to the exponential narrowing of the quasi-
particle peak, the minimum of the ground state energy is
increasingly difficult to find. That makes Uc2 harder to
determine. The obtained value Uc2 & 2.5 may be under-
estimated due to the difficulty in finding the minimum
µV close to a divergence of the polarization propagator
(as discussed in Sec. IV).
We note that in the solution of the DMFT equations
within the LMA the hysteresis was almost absent.64 This
is due to the imposed Fermi liquid condition inside the
LMA, which favors the metallic state. The VLMA is not
biased in this respect.
The Mott-Hubbard metal-insulator transition in two-
orbital case also shows hysteresis. In this case the tran-
sition is strongly influenced by the presence of non-zero
exchange interaction Jαβ = J . The exchange interaction
suppresses the Kondo effect and causes the transition to
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FIG. 12: (Color online). Local spectral functions for the two-
orbital Hubbard model with degenerate orbitals. Left: the
redistribution of the spectral weight with increasing U due to
Mott-Hubbard metal-insulator transition with no Hund’s rule
coupling J = 0. Right: the metal-insulator transition in the
case of J 6= 0
take place at a smaller value of the interaction Uα = U
as shown in Fig. 12 (here: U ′αβ = U − 2J).
In the two-orbital case, the DMFT solutions of the
Hubbard model within VLMA show a metal-insulator
transition that is orbital selective.51,52 Such a transition
is present both in the different bandwidths52 case and in
the non-degenerate orbitals case.51
VII. SUMMARY
We have formulated in Sec. III the variational local mo-
ment approach and have applied it in Sec. IV to solve dif-
ferent versions of the single impurity Anderson problem.
The VLMA is a comprehensive, thermodynamically con-
sistent and conserving approximation, as we have shown
in Sec. IIIE. It can be used for any values of the input
parameters. Such a comprehensive method for solving
the SIAM is a good method of choice for an efficient
impurity solver in DMFT. We have presented in Sec. V
some results for the one- and two-orbital Hubbard model
obtained within the DMFT with VLMA.
The main point where the VLMA is different from the
LMA of Logan et al.32,33,34,35 is that the lengths of local
moments and orbital occupancies are determined varia-
tionally. Our method treats on equal footing both Fermi
and non-Fermi liquid ground states as well as insulating,
local moment states.
The subtlety, however, in finding the ground state
energy minimum at large interaction values, in partic-
ular close to the Mott-Hubbard metal-insulator transi-
tion, implies that at the moment the VLMA cannot yet
be used as a ”black-box” impurity solver. The semi-
analytical formulation and implementation on the real-
frequency axis make the method, in our opinion, valuable
and we hope that the numerical difficulties of the current
implementation will be overcome in the nearest future.
The method has been formulated for arbitrary tem-
perature. However, it has not yet been implemented nu-
merically in this regime. The potential difficulty at finite
temperatures lies in an efficient calculation of the free en-
ergy, as mentioned in Sec. IIID. The finite temperature
numerical implementation may, however, be free from the
numerical problem of finding the minimum close to a di-
vergence, which we faced in the ground state case. These
issues are also left for the nearest future.
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APPENDIX: REAL FREQUENCY
IMPLEMENTATION OF THE RPE USED IN
SEC. IIIC
We introduce the spectral representation D
A/B σ
α (ω)
for the UHF Green’s functions (4) in the following way
G˜
A/B σ
α (iωn) =
Z +∞
−∞
dω
′D
A/B σ
α (ω
′)
iωn − ω′
,
where D
A/B σ
α (ω) is thus given by
D
A/B σ
α (ω) = −
1
π
ℑG˜
A/B σ
α (ω + i0
+).
Then the polarization propagator 0ΠAA−σσαβ (iνn) from
(9) is expressed by the spectral functions DAσα (ω) as fol-
lows
0ΠAA−σσαβ (iνn)=−
1
β
X
iωm
ZZ +∞
−∞
dω′dω′′DAσβ (ω
′)DA−σα (ω
′′)
(iνn + iωm − ω′)(iωm − ω′′)
.
Performing the sum over Matsubara frequencies49 we ob-
tain
0ΠAA−σσαβ (iνn) =
ZZ +∞
−∞
dω
′
dω
′′
DAσβ (ω
′)DA−σα (ω
′ − ω′′)
iνn − ω′′
×
(f(ω′)− f(ω′ − ω′′)),
with f(ω) ≡ (1 + exp(βω))−1 being the Fermi-Dirac dis-
tribution function. If we introduce the spectral represen-
tation 0χAAσσ
′
αβ (ω) also for the polarization propagator
0ΠAAσσ
′
αβ (iνn) =
Z +∞
−∞
dω
′
0χAAσσ
′
αβ (ω
′)
iνn − ω′
,
with
0
χ
AAσσ′
αβ (ω) = −
1
π
ℑ
0Π
AAσσ′
αβ (ω + i0
+),
we can express 0χAA−σσαβ (ω) by integrals over real fre-
quencies with the UHF spectral functions in the following
way
0
χ
AA−σσ
αβ (ω)=
Z +∞
−∞
dω
′
D
Aσ
β (ω
′)DA−σα (ω
′
−ω)(f(ω′)−f(ω′−ω)).
10
We can analogously express the other (orbital) polar-
ization propagator 0ΠAAσσαβ (iνn) by integrals over the
UHF spectral functions. The real parts of the polariza-
tion propagators can be found by using Kramers-Kronig
relations.49
The sum over the Matsubara frequencies in Eq. (11) is
done with the use of the spectral representations of the
full polarization propagator ΠAA(iνn), i.e.
ΠAAσσ
′
αβ (iνn) =
Z +∞
−∞
dω
′
χAAσσ
′
αβ (ω
′)
iνn − ω′
,
where
χ
AAσσ′
αβ (ω) = −
1
π
ℑΠAAσσ
′
αβ (ω + i0
+).
Then Eq. (11) can be rewritten to give
ΣAασ(iωn)=
1
β
X
β σ′ iνm
(Uσσ
′
αβ )
2
ZZ +∞
−∞
dω′dω′′DAσ
′
β (ω
′)χAAσ
′σ
βα (ω
′′)
(iωn − iνm − ω′)(iνm − ω′′)
.
After performing the sum over Matsubara frequencies we
arrive at the expression
ΣAασ(iωn) =
X
β σ′
(Uσσ
′
αβ )
2
ZZ +∞
−∞
dω
′
dω
′′
DAσ
′
β (ω
′′ − ω′)
iωn − ω′′
×
χ
AAσ′σ
βα (ω
′)(f˜(ω′ − ω′′)− f(ω′)),
which contains the Fermi-Dirac distribution f(ω) to-
gether with a function f˜(ω) ≡ (1 − eβω)−1. Introducing
the spectral representation also for the self-energy
ΣAσα (iωn) =
Z +∞
−∞
dω
BAσα (ω)
iωn − ω
with
B
Aσ
α (ω) = −
1
π
ℑΣσAα(ω + i0
+),
we are able to calculate the self-energy using only inte-
grals over real frequencies
B
Aσ
α (ω) =
X
β σ′
(Uσσ
′
αβ )
2
Z +∞
−∞
dω
′
D
Aσ′
β (ω − ω
′)×
χ
AAσ′σ
βα (ω
′)(f˜(ω′ − ω)− f(ω′)).
The real part of self-energy can be obtained from the
imaginary part with the use of Kramers-Kronig relations.
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