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Abstrakt
Tato pra´ce zachycuje pr˚ubeˇh vykona´va´n´ı me´ praxe ve spolecˇnosti Tieto Czech, s.r.o. V u´vodu
prˇiblizˇuji historii spolecˇnosti a prˇina´sˇ´ım o ni za´kladn´ı informace. Po u´vodu prˇedstav´ım prostrˇed´ı,
ve ktere´m jsem se pohyboval a na´stroje, ktere´ jsem pouzˇ´ıval. Pote´ na´sleduj´ı neˇktere´ typicke´
proble´my, ktere´ jsem v ra´mci sve´ praxe musel rˇesˇit. Nejprve strucˇneˇ pop´ıˇsu zada´n´ı – proble´m a
pak uva´d´ım, jak jsem dany´ proble´m rˇesˇil. Da´le uva´d´ım informace o absolvovane´m dvoudenn´ım
sˇkolen´ı, ktere´ jsem ve firmeˇ absolvoval a znalosti, ktere´ jsem d´ıky neˇmu z´ıskal.
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Abstract
This work shows course of my practice at the company Tieto Czech, s.r.o. At the beginning of
this work I am writing about Tieto’s history and I am mentioning some basic facts about this
company. After that I show you the enviroment I worked in and some tools I worked with. Then
follow some common problems I faced during my practice at Tieto. First, I briefly describe the
problem and then I show the way I was solving this problem. Next I am mentioning informations
about two-day training I was given in the company and knowledge I have gained thanks to it.
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1 U´vod
Spolecˇnost Tieto[2] je mezina´rodn´ı firma cˇ´ıtaj´ıc´ı prˇes 17 000 zameˇstnanc˚u z prˇiblizˇneˇ 30 zemı´
a je to jeden z nejveˇtsˇ´ıch poskytovatel˚u IT sluzˇeb v Evropeˇ. Spolecˇnost byla p˚uvodneˇ zalozˇena
roku 1968. Vznikla ve Finsku, konkre´tneˇ v Espoo, cozˇ je soucˇa´st metropolitn´ı oblasti Helsinki.
Pu˚vodn´ı jme´no spolecˇnosti bylo Tietotehdas Oy. V roce 1995 byla spolecˇnost prˇejmenova´na na
TT Tieto. O 3 roky pozdeˇji znovu meˇnila sve´ jme´no, a to jizˇ na Tieto. Roku 1996 vy´razneˇji
pronikla do oblasti telekomunikac´ı. To bylo jisteˇ d˚ulezˇite´ pro ty´m, ve ktere´m jsem vykona´val
svou praxi. Telekomunikacˇn´ı spolecˇnosti totizˇ hraj´ı mezi za´kazn´ıky, jej´ıchzˇ servery ma´ na starosti
vy´znamnou roli.
V roce 1999 nastalo historicky vy´znamne´ spojen´ı finske´ho Tieta se sˇve´dsky´m Enatorem, cˇ´ımzˇ
dosˇlo opeˇt ke zmeˇneˇ jme´na na TietoEnator. Od brˇezna roku 2009 nese spolecˇnost jme´no Tieto
Corporation.
Tieto poskytuje sve´ sluzˇby v oblastech financˇn´ıch sluzˇeb, automobilismu, telekomunikac´ı, me´di´ı,
zdravotn´ı a socia´ln´ı pe´cˇe, lesnictv´ı, energi´ı, vy´roby, maloobchodu a logistiky a verˇejnosti.
Svou praxi jsem vykona´val v oddeˇlen´ı spra´vy a technicke´ podpory se zameˇrˇen´ım na Unixove´
syste´my. Monitoruj´ı se zde prˇedevsˇ´ım serverove´ syste´my, a to zejme´na produkcˇn´ı servery Tieta
a servery nordicky´ch telekomunikacˇn´ıch spolecˇnost´ı.
V ra´mci s´ıteˇ, ktera´ je nazy´vana´ BITS (Business ICT Transfer Sweden) se spravuj´ı ale take´ kon-
cove´ pracovn´ı stanice, poprˇ. servery v te´to s´ıti.
Ty´m u´zce spolupracuje s jiny´mi ty´my, jako naprˇ. se s´ıt’ovy´m ty´mem, oddeˇlen´ım zaby´vaj´ıc´ım se
za´lohami, nebo aplikacˇn´ımi skupinami. To vsˇe proto, nebot’ syste´m je takovy´ za´kladn´ı ka´men
vsˇeho. Proto se na Unix team mnohdy obracej´ı se svy´mi pozˇadavky, k jejichzˇ vyrˇesˇen´ı je trˇeba




Z d˚uvodu zvy´sˇen´ı bezpecˇnosti za´kazn´ık˚u spolecˇnosti Tieto neprob´ıha´ zˇa´dna´ vzda´lena´ spra´va
prˇ´ımo. Jednak proud´ı vesˇkera´ komunikace zabezpecˇeny´m VPN tunelem a nav´ıc se na servery
prˇistupuje srkze tzv. Jump Point, cozˇ je specia´ln´ı server v s´ıti Tieto, prˇes ktery´ se da´le prˇipojuje
bud’ na dalˇs´ı Jump Point, nebo na c´ılovy´ server.
2.2 ITIL
V hierarchii spolecˇnosti je nasazen ITIL model, ktery´ se pouzˇ´ıva´ pro zˇivotn´ı cykly jednotlivy´ch
pozˇadavk˚u, at’ uzˇ automaticky generovany´ch, nebo teˇch manua´ln´ıch. Du˚vod, procˇ je tento model
nasazen je pomeˇrneˇ jednoduchy´ – Tieto je velka´ spolecˇnost, a proto je trˇeba, aby byl nasazen
neˇjaky´ efektivn´ı zp˚usob, jak poskytovat kvalitn´ı a rychle´ sluzˇby.
2.2.1 Service Desk (SD)
Service Desk se stara´ o komunikaci s koncovy´mi za´kazn´ıky. Ti se na neˇj mohou obracet se svy´mi
proble´my, a to bud’ telefonicky nebo elektronicky prostrˇednictv´ım sluzˇby zvane´ mySupport.
2.2.2 Control Desk (CD)
Control Desk se od Service Desku vy´razneˇ neliˇs´ı. Zat´ımco Service Desk ale zpracova´va´ pozˇadavky
od lid´ı, Control Desk zpracova´va´ ty, ktere´ odesˇle neˇjaky´ automatizovany´ syste´m, ktery´ dane´
servery nebo i pracovn´ı stanice sleduje. Tento monitorovac´ı syste´m by´va´ nejcˇasteˇji software
Patrol spolecˇnosti BMC.
Cˇa´st proble´mu˚ jsou schopni za´rovenˇ i sami vyrˇesˇit. Pokud jej proveˇrˇ´ı a zjist´ı, zˇe se jednalo naprˇ.
o chybnou detekci nebo pokud se jednalo o proble´m vznikaj´ıc´ı z chvilkove´ho prˇet´ızˇen´ı, kdy pra´veˇ
v okamzˇiku meˇrˇen´ı mu˚zˇe meˇrˇena´ hodnota docˇasneˇ prˇekrocˇit pra´h pro hla´sˇen´ı proble´mu.
2.2.3 Incident Management (IM)
Incident je definova´n jako jaka´koliv uda´lost, ktera´ nen´ı soucˇa´st´ı beˇzˇne´ho provozu a ktera´ zp˚usobuje,
nebo m˚uzˇe zp˚usobit vy´padek nebo omezen´ı sluzˇeb.
2.2.4 Problem Management (PM)
C´ılem Problem Managementu je prˇedcha´zet vzniku uda´lost´ı, ktere´ povedou ke vzniku incidentu,
prˇ´ıpadneˇ se zde rˇesˇ´ı uzˇ vznikle´ incidenty. U´zce souvis´ı s dlouhodobeˇjˇs´ım monitorova´n´ım a da-
taba´z´ı minuly´ch rˇesˇen´ı. Pokud se objevuj´ı neˇktere´ incidenty cˇasteˇji, mu˚zˇe se zde naj´ıt perma-
nentn´ı rˇesˇen´ı, ktere´ sn´ızˇ´ı celkovy´ pocˇet incident˚u, cˇ´ımzˇ sn´ızˇ´ı mnozˇstv´ı potrˇebny´ch za´sah˚u a t´ım
zefektivnˇuje pra´ci.
2.2.5 Change Management (CM)
Pokud nen´ı opakuj´ıc´ı se incident rˇesˇitelny´ ani v ra´mci Problem Managementu, poprˇ. pokud
zjist´ıme, zˇe je proble´m zp˚usoben naprˇ. hardwarovy´m proble´mem, je trˇeba cele´ rˇesˇen´ı eskalovat
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na u´rovenˇ Change Managementu, kdy je vytvorˇen pozˇadavek naprˇ. na vy´meˇnu dane´ho zarˇ´ızen´ı.
Change Management se ale ty´ka´ i softwaru, naprˇ. instalace cele´ho syste´mu.
Samotna´ change, pozˇadavek na zmeˇnu, je cˇasto rozdeˇlena na neˇkolik Action Request. Konkre´tneˇ
naprˇ. zmı´neˇnou instalaci je trˇeba prove´st naprˇ´ıcˇ r˚uzny´mi ty´my. Kazˇdy´ ty´m pote´ dostane prˇideˇleny
odpov´ıdaj´ıc´ı pozˇadavky, ktere´ dohromady vedou ke splneˇn´ı vstupn´ıho pozˇadavku, cozˇ v tomto
konkre´tn´ım prˇ´ıpadeˇ byla instalace nove´ho serveru.
2.2.6 Action Requests (AC)
Je konkre´tn´ı akce, zameˇrˇena na ty´m speializovany´ v urcˇite´m odveˇtv´ı a veˇtsˇinou je soucˇa´st´ı
neˇjake´ho veˇtsˇ´ıho celku v ra´mci Change Managementu.
2.3 Vı´ceu´rovnˇova´ podpora
Jednotlive´ stupneˇ jsou oznacˇova´ny anglicky jako Tier.
2.3.1 Tier 1
Prvn´ı stupenˇ technicke´ podpory obsahuje ty ty´my, ktere´ jako prvn´ı zpracova´vaj´ı prˇ´ıchoz´ı pozˇadavky
klient˚u. Konkre´tneˇ se tedy jedna´ o Control Desk a Service Desk. Na tomto stupni jsou prˇ´ıchoz´ı
pozˇadavky cˇa´stecˇneˇ rˇesˇeny, ale hlavneˇ jsou trˇ´ızeny a pos´ılany da´le teˇm spra´vny´m ty´mu˚m, ktere´
je pote´ rˇesˇ´ı. Nav´ıc mohou odfiltrova´vat neopra´vneˇne´ pozˇadavky. Pokud pozˇadavek vyzˇaduje
neˇjaky´ stupenˇ poveˇrˇen´ı, prˇ´ıpadneˇ povolen´ı, provedou hned kontrolu a kontaktuj´ı zodpoveˇdna´
mı´sta, zda je obsah zˇa´dosti v porˇa´dku.
2.3.2 Tier 2
Druhy´ stupenˇ se jizˇ stara´ o odborne´ rˇesˇen´ı proble´mu˚ a je zde pos´ıla´no vsˇe, co nemohlo by´t jed-
nodusˇe vyrˇesˇeno na prvn´ım stupni. Ocˇeka´va´ se zde potrˇebna´ technicka´ odbornost a specializace.
Za´rovenˇ si ale technici z 2. stupneˇ projdou pra´ci, ktera´ byla vykona´na jizˇ na prvn´ım stupni, aby
nebyla provedena stejna´ cˇinnost v´ıcekra´t a aby naprˇ. za´kazn´ıkovi nebyl polozˇen tenty´zˇ dotaz
v´ıcekra´t. Tyto informace persona´l prvn´ıho stupneˇ prˇilozˇ´ı k ticketu. Prˇilozˇene´ informace mohou
obsahovat prˇesneˇjˇs´ı instrukce, nezˇ p˚uvodn´ı pozˇadavek za´kaznika, ktery´ mohl by´t neu´plny´.
2.3.3 Tier 3
Tento stupenˇ je posledn´ı ze za´kladn´ıho modelu v´ıceu´rovnˇove´ podpory. Jsou zde prˇeda´va´ny
proble´my, ktere´ nemohly by´t u´speˇsˇneˇ vyrˇesˇeny ani na druhe´m stupni. Du˚vod k nemozˇnosti ko-
rektn´ıho vyrˇesˇen´ı prˇitom nemus´ı by´t jen nenalezen´ı vhodne´ho rˇesˇen´ı. S rozdeˇlen´ım pra´ce podle
odbornosti totizˇ prˇicha´z´ı rozdeˇlen´ı mnozˇstv´ı prˇideˇleny´ch opra´vneˇn´ı. Zameˇstnanci naprˇ. Control
Desku totizˇ obvykle nepotrˇebuj´ı mı´t rozsa´hle´ mnozˇstv´ı pravomoc´ı, protozˇe proble´my, k jejichzˇ
rˇesˇen´ı jsou potrˇebne´, nerˇesˇ´ı. Obdobny´ prˇ´ıpad mu˚zˇe nastat i u Tier 2, kterˇ´ı jsou nuceni proble´m
prˇedat svy´m koleg˚um jen z d˚uvodu omezeny´ch pravomoc´ı.
Ty´m, ve ktere´m jsem vykona´val svou praxi figuruje veˇtsˇinou jako Tier 2, ale neusta´le prˇiby´va´




Patrol je monitorovac´ı syste´m, ktery´ sesta´va´ ze 3 cˇa´st´ı: PatrolAgent, konzolovy´ server a Patrol
Central. PatrolAgent je serverova´ cˇa´st rˇesˇen´ı. Nacha´z´ı se na kazˇde´m monitorovane´m serveru,
odkud odes´ıla´ data konzolove´mu serveru. S n´ım pote´ komunikuje klientska´ cˇa´st syste´mu, kterou
je Patrol Central.
Obra´zek 1: Monitorovac´ı syste´m Patrol Central
Patrol Central slouzˇ´ı k zobrazova´n´ı nasb´ırany´ch dat z konzolove´ho serveru, kde se data
schranˇuj´ı. Monitoruj´ı se vesˇkera´ relevantn´ı data, jako je vyuzˇit´ı pevny´ch disk˚u, pameˇt´ı, swapu,
s´ıt´ı, prˇipojeny´ch konektor˚u, procesoru, logu, procesy nebo trˇeba podstatne´ atributy databa´z´ı.
4
3.2 BMC Remedy
Tento software slouzˇ´ı pro zobrazen´ı pozˇadovany´ch ticket˚u a umozˇnˇuje s nimi manipulovat. Je
prˇ´ımo staveˇn do prostrˇed´ı, ktera´ implementuj´ı ITIL model, proto je s n´ım tento program plneˇ
kompatibiln´ı. Remedy tedy umozˇnˇuje kromeˇ zada´va´n´ı rˇesˇen´ı ticket˚u zobrazovat jizˇ provedenou
pra´ci(WL – Work Log), da´ se vycˇ´ıst, kudy ticket putoval a ktery´ technik na neˇm v minulosti
pracoval, d´ıky cˇemuzˇ je jej snadne´ kontaktovat. Na za´kladeˇ zna´me´ho popisu proble´mu je mozˇne´
vyhleda´vat v historii jemu podobny´ch, cozˇ mu˚zˇe taky urychlit cely´ proces, protozˇe z jejich rˇesˇen´ı
mu˚zˇe by´t naprˇ. patrne´, zˇe se proble´m jizˇ rˇesˇ´ı v ra´mci jine´ho ticketu.
Obra´zek 2: ITIL na´stroj pro pra´ci s tickety Remedy
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3.3 Citrix klient
Tento PlugIn do webove´ho prohl´ızˇecˇe od spolecˇnosti Citrix Systems je pouzˇit pro prˇ´ıstup do s´ıteˇ
BITS. Umozˇnˇuje spusˇteˇn´ı aplikace PuTTY, ktera´ slouzˇ´ı pro vzda´leny´ prˇ´ıstup prˇes SSH, in-
ternetove´ho prohl´ızˇecˇe, Ping Test, ktery´ je uzˇitecˇny´ pro zjiˇsteˇn´ı, zda syste´m beˇzˇ´ı. Uzˇitecˇna´ je
i aplikace NX Client, ktera´ umozˇnˇuje prˇipojen´ı ke vzda´lene´ plosˇe linuxove´ho syste´mu skrze SSH
tunel.




Jelikozˇ jedna ze za´sad jsou pravidelne´ za´lohy, tak se cˇasto stane, zˇe se disk skoro zapln´ı, pote´
je trˇeba bud’ odrotovat stare´ logy, nebo hledat, co je mozˇno bud’ smazat, nebo archivovat.
Samotne´ smaza´n´ı je pochopitelneˇ primitivn´ı za´lezˇitost. Proble´m mu˚zˇe by´t mezi des´ıtkami GB
dat naj´ıt ta “nepotrˇebna´”, nehledeˇ na to, zˇe tyto akce je nutno prova´deˇt jako superuzˇivatel a je
tedy na mı´steˇ vysoka´ mı´ra opatrnosti. Ne vzˇdy nav´ıc na disc´ıch by´va´ postradatelny´ obsah, na
v´ıce pouzˇivany´ch syste´mech se na neˇ neusta´le zapisuje nemale´ mnozˇstv´ı dat. Pokud jizˇ nen´ı co
smazat, je nutne´ kontaktovat za´kazn´ıka a nab´ıdnout mu zveˇtsˇen´ı disku, cozˇ se pote´ zpracova´va´
ve vlastn´ım ticketu. Nejobjemneˇjˇs´ı soubory by´vaj´ı nav´ıc data typu Oracle databa´ze, k cˇemuzˇ
ani nejsme kompetentn´ı a tyto proble´my pak mus´ı vyrˇesˇit databa´zovy´ ty´m.
Nejobjemneˇjˇs´ı soubory na souborove´m syste´mu je mozˇno zobrazit naprˇ. t´ımto prˇ´ıkazem.
du −akx | s o r t −rn | more
Na´sleduj´ıc´ı prˇ´ıkaz provede archivaci vsˇech soubor˚u, ktere´ budou ve sve´m na´zvu obsahovat
log a za´rovenˇ nebudou mı´t prˇ´ıponu gz, cˇ´ımzˇ se zamez´ı komprimaci jizˇ komprimovany´ch soubor˚u.
T´ımto prˇ´ıkazem budou nav´ıc ovlivneˇny jen soubory starsˇ´ı nezˇ 7 dn´ı.
f i nd ./∗ l og ∗ −type f ! −name \∗\ . gz −mtime +7 −exec gz ip −v9 {} \ ;
4.2 Instalace nove´ho serveru
Take´ instalace mu˚zˇeme prova´deˇt vzda´leneˇ. Pokud se jedna´ o virtualizovany´ stroj, pote´ se spra´va
vcˇetneˇ instalace prova´d´ı prˇes VMware Vcenter. Sa´m jsem tyto instalace take´ prova´deˇl. Server
jsem si zkusil nainstalovat jen abych se sezna´mil s prostrˇed´ım VMware Vcenter a pozdeˇji i v ra´mci
pozˇadavku na instalaci produkcˇn´ıho serveru. Vzda´leneˇ mu˚zˇe Unix team instalovat i dedikovane´
servery na platformeˇ HP Blade. Tato instalace se prova´d´ı pomoc´ı specia´ln´ıho rozhran´ı v Javeˇ a
beˇzˇ´ıc´ıho v prohl´ızˇecˇi.
4.2.1 Prˇ´ıklad
Pote´, jakmile je dokoncˇena instalace, provede se vstup do init 3, cˇ´ımzˇ dojde k zaka´za´n´ı prˇ´ıpadne´ho
X Serveru. Toto se te´zˇ nastav´ı v konfiguracˇn´ım souboru /etc/inittab, kde se uprav´ı na´sleduj´ıc´ı
rˇa´dka.
d : 3 : i n i t d e f a u l t :
Takte´zˇ je zde trˇeba zaka´zat zachycen´ı kla´ves CTRL+ALT+DEL, cozˇ by provedlo reboot syste´mu.
#ca : : c t r l a l t d e l : / sb in /shutdown −t3 −r now
Da´le se provede editace souboru /etc/sysconfig/network, kam se zap´ıˇse vy´choz´ı bra´na.
GATEWAY=x . x . x . x
Na´sleduje konfigurace s´ıt’ovy´ch rozhran´ı. Na serverech se obvykle pouzˇ´ıva´ BOND, pro prˇ´ıpad,
zˇe by se jedno rozhran´ı posˇkodilo, aby jej nahradilo jine´. Proto je trˇeba nejˇr´ıve editovat soubor
/etc/modprobe.conf, kde se prˇidaj´ı tyto rˇa´dky, cˇ´ımzˇ dojde k nastaven´ı modulu, ktery´ BOND ing
zajiˇst’uje.
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a l i a s bond0 bonding
opt ions bond0 miimon=100 mode=act ive−backup primary=eth5
opt ions hangcheck−time hangcheck t i ck=30 hangcheck margin=180
Obra´zek 4: HP BladeSystem Onboard Administrator
Nyn´ı je mozˇne´ prˇistoupit ke konfiguraci jednotlivy´ch s´ıt’ovy´ch rozhran´ı. Ty by´vaj´ı alesponˇ 3.
Dveˇ z nich jsou produkcˇn´ı a jedna pro prova´deˇn´ı s´ıt’ovy´ch za´loh. Konfigurace BONDu vypada´
na´sledovneˇ.




IPADDR=x . x . x . x
NETMASK=255.255 .255 .0















Nyn´ı, kdyzˇ je funkcˇn´ı s´ıt’ove´ prˇipojen´ı, je mozˇno produkt zaregistrovat na webovy´ch stra´nka´ch
www.redhat.com/register, kde dojde k aktivaci licence. Tu pote´ na´sledovneˇ vlozˇ´ıme do syste´mu.
rhnreg ks −−pro f i l ename ”HOSTNAME” −−username ” r edha t l o g i n ” \
−−password ”∗∗∗∗∗∗∗∗” −−proxy ”x . x . x . x :3128” \
−−s ub s c r i p t i on=”XXXX−XXXX−XXXX−XXXX”
Jakmile je licence spa´rova´na s Redhat servery, je mozˇno server aktualizovat.
yum update
Nyn´ı je jesˇteˇ trˇeba nainstalovat za´lohovac´ı sluzˇbu a monitorovac´ıho agenta, prˇ´ıpadneˇ podle
pozˇadavku vytvorˇit u´cˇty pro zadavatele instalace.
4.3 Definice VLAN
Prˇicha´zej´ı pozˇadavky na vytvorˇen´ı za´kladn´ıho s´ıt’ove´ho prostrˇed´ı prˇed instalac´ı samotne´ho syste´mu.
Samotna´ tvorba VLAN ma´ 2 kroky, ten prvn´ı udeˇla´ networking ty´m, kdy VLANy zprˇ´ıstupn´ı a
protozˇe UNIX ty´m se stara´ o spra´vu VMware, je na na´s, abychom umozˇnili k teˇmto prostrˇedk˚um
prˇ´ıstup z prostrˇed´ı VMware.
4.4 Ztra´ta spojen´ı se serverem
Na serverech obvykle beˇzˇ´ı monitorovac´ı syste´m Patrol od spolecˇnosti BMC. Ten na´s upozorn´ı,
pokud nedoka´zˇe kontaktovat svou klientskou cˇa´st na dane´m serveru. Mu˚zˇe to znamenat, zˇe
server v˚ubec nebeˇzˇ´ı, nebo zˇe odmı´ta´ s´ıt’ova´ prˇipojen´ı. Potom je obvykle nutne´ prove´st mensˇ´ı
vy´zkum a zjistit, procˇ tomu tak je. Kontaktovat kolegy v zahranicˇ´ı, kterˇ´ı trˇeba mu˚zˇou s dany´m
serverem pracovat, zjistit od networking ty´mu, jestli beˇzˇ´ı s´ıt’ a azˇ pokud budeme mı´t povolen´ı
od zodpoveˇdny´ch mı´st budeme se moci, prˇipojit na iLO rozhran´ı dane´ho serveru, poprˇ. cele´ho
racku a dany´ server restartovat, prˇ´ıpadneˇ nastartovat, pokud nebeˇzˇ´ı. A to vsˇe za prˇedpokladu,
zˇe pro tuto akci na dane´m serveru budeme mı´t opra´vneˇn´ı, jinak nezbude nic jine´ho, nezˇ akci
sveˇrˇit zodpoveˇdne´mu ty´mu.
Ztra´ta spojen´ı taky ale mu˚zˇe znamenat, zˇe jednodusˇe nebeˇzˇ´ı dany´ PatrolAgent, ktery´ stacˇ´ı
jen nastartovat / restartovat.
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4.5 Proble´m s rozhran´ım
Mu˚zˇe by´t docˇasny´ proble´m zp˚usobeny´ na´hlou za´teˇzˇ´ı, at’ uzˇ cele´ho syste´mu, dane´ho rozhran´ı, nebo
obou faktor˚u dohromady. V prˇ´ıpadeˇ dlouhodobeˇjˇs´ıho proble´mu mu˚zˇe by´t trˇeba dane´ rozhran´ı
vymeˇnit, pokud je posˇkozeno. Pokud je rozhran´ı v porˇa´dku, je trˇeba znovu prove´st vy´zkum.
Pokud se jedna´ o s´ıt’ove´ rozhran´ı naprˇ. zkontrolovat s´ıt’, zkontrolovat nastaven´ı v syste´mu.
Prˇ´ıklad, se ktery´m jsem se setkal. Na serveru kazˇdou chv´ıli docˇasneˇ spadla s´ıt’, vsˇechno nasta-
ven´ı bylo v porˇa´dku. Nakonec se uka´zalo, zˇe proble´m byl nejsp´ıˇs v hardwaru. Byly tam totizˇ 2
s´ıt’ove´ karty, ktere´ byly sbondova´ny v jedno rozhran´ı a nastaveny v rezˇimu backup, kdy s´ıt’ova´
karta nahrad´ı druhou prˇi proble´mu. Vada byla asi v jednom pa´ru kabelu na prima´rn´ı s´ıt’ove´
karteˇ, protozˇe prˇi pingu se pakety obcˇas vracely jako duplicitn´ı, cozˇ byla chv´ıle, kdy se prˇep´ınalo
na za´lozˇn´ı rozhran´ı.
4.6 Insmod error
Ze serveru prˇiˇsla chybova´ hla´sˇka vygenerovana´ ja´drem operacˇn´ıho syste´mu. Ta zneˇla
insmod: Hint: insmod errors can be caused by incorrect module parameters including invalid
IO or IRQ parameters. You may find more information in syslog or the output from dmesg.
Insmod slouzˇ´ı pro vkla´da´n´ı modulu do beˇzˇ´ıc´ıho ja´dra. Zde na´m tedy hla´s´ı, zˇe byl neˇktery´ modul
vola´n se sˇpatny´mi parametry a zˇe mu˚zˇeme hledat v´ıce informac´ı v syste´movy´ch log souborech. To
jsou koneckonc˚u prvn´ı mı´sta, kde se da´ v jake´koli situaci hledat neˇjake´ vod´ıtko. Nic konkre´tn´ıho
se ale nikde vycˇ´ıst nedalo, proto jsem zacˇal zkoumat, kdo co na tomto serveru deˇlal prˇede mnou.
Linuxovy´ interpret BASH si totizˇ uchova´va´ posledn´ı zadane´ prˇ´ıkazy do syste´mu, a to do skryte´ho
souboru v uzˇivateloveˇ domovske´m adresa´rˇi pojmenovane´m .bash history.
V historii naposledy zadany´ch prˇ´ıkaz˚u meˇ zaujal prˇedevsˇ´ım prˇ´ıkaz fdisk, ktery´ slouzˇ´ı pro pra´ci
s diskovy´mi oblastmi. Uzˇ ted’ jsem nebyl daleko od pravdy, protozˇe p˚uvodce ony chyby ja´dra
u´zce souvis´ı pra´veˇ s programem fdisk.
Pokud je totizˇ provedena zmeˇna, jako naprˇ. rozsˇ´ıˇren´ı diskove´ oblasti (a pote´ i souborove´ho
syste´mu), je trˇeba znovu nacˇ´ıst tabulku rozdeˇlen´ı disk˚u, aby mohlo s noveˇ rozdeˇleny´m diskem
ja´dro spra´vneˇ pracovat.
K tomu je uzˇ´ıva´n program partprobe, ktery´ se o znovu nacˇten´ı tabulky postara´. Tento pro-
gram byl take´ nakonec i spusˇteˇn, ale zprvu jsem mu neveˇnoval tolik pozornosti. Prˇi procha´zen´ı
dokumentace tohoto programu jsem potom zjistil, zˇe se snazˇ´ı proj´ıt vsˇechna zarˇ´ızen´ı, vcˇetneˇ dis-
ketove´ mechaniky, ktera´ ale na serveru nebyla fyzicky dostupna´, cozˇ zp˚usobilo chybny´ prˇ´ıstup
k tomuto zarˇ´ızen´ı.
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4.7 Nedostatek dostupne´ operacˇn´ı pameˇti.
Toto ve skutecˇnosti nebyl nijak za´vazˇny´ proble´m, i kdyzˇ to tak na prvn´ı pohled vypada´. Z v´ıce
server˚u chodily zpra´vy, zˇe je operacˇn´ı pameˇt’ vyuzˇita prˇiblizˇneˇ na 99%. Pokud by tomu tak
skutecˇneˇ bylo, byl by to urcˇiteˇ za´vazˇny´ proble´m. Operacˇn´ı syste´m Linux ale prˇistupuje ke spra´veˇ
operacˇn´ı pameˇti jinak, a sice tak, aby byla vyuzˇita co nejefektivneˇji. Pokud je v syste´mu do-
stupna´, neobsazena´ pameˇt’, snazˇ´ı se tuto pameˇt’ alokovat jako cache. T´ım dojde k urychlen´ı beˇhu
cele´ho syste´mu, protozˇe se sn´ızˇ´ı pocˇet diskovy´ch operac´ı.
Monitoring byl ale nastaven t´ım zp˚usobem, zˇe sledoval skutecˇneˇ volny´ prostor, cozˇ take´ jisteˇ
mu˚zˇe by´t v jisty´ch situac´ıch uzˇitecˇne´. Zp˚usobovalo to ale taky spoustu chybny´ch zpra´v o vyuzˇit´ı
pameˇti.
Operacˇn´ı syste´m Linux lze donutit, aby tuto cache uvolnil. Cely´ proces shrnˇuje tento skript,
ktery´ jsem si vytvorˇil.
#!/bin /bash
i f [ ”$ ( id −u)” != ”0” ] ; then
echo ”This s c r i p t must be run as root ” 1>&2
ex i t 1
f i
sync
s l e e p 1
echo 1 > /proc / sys /vm/ drop caches
sync
s l e e p 1
echo 0 > /proc / sys /vm/ drop caches
sync
Toto rˇesˇen´ı ale nen´ı dobre´, jednak proto, zˇe je jednora´zove´ a jednak proto, zˇe snizˇuje vy´konostn´ı
potencia´l syste´mu.
Nejlepsˇ´ı rˇesˇen´ı by bylo zmeˇnit zp˚usob monitorova´n´ı, pokud jsem jej chteˇl ale zachovat, musel
jsem naj´ıt jine´ vhodne´ rˇesˇen´ı. Toto jsem nalezl a jeho proveden´ı je snadne´.
echo −n 70000 > /proc / sys /vm/min f r e e kbyt e s
Tento prˇ´ıkaz nastav´ı syste´m t´ım zp˚usobem, zˇe se nebude snazˇit plnit cache, pokud bude volne´
me´neˇ nezˇ 70 000 kilobyte prostoru v operacˇn´ı pameˇti.
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5 BITS
5.1 Proble´m prˇi za´pisu na FTP server, chybova´ hla´sˇka, zˇe je plny´ disk
Disk ovsˇem plny´ nebyl. Ani po prˇ´ıme´m prˇipojen´ı na dany´ server se do c´ılove´ slozˇky FTP serveru
nedalo zapisovat, nejprve jsem hledal proble´m v opra´vneˇn´ı, ale marneˇ. Po zamysˇlen´ı nad t´ım,
jak filesyste´m funguje na nizˇsˇ´ı vrstveˇ jsem odhalil zdroj proble´mu. Filesyste´m meˇl vycˇerpa´n
vsˇechny dostupne´ inody. A vza´peˇt´ı jsem odhalil i procˇ - na stejne´m filesyste´mu byla i mailova´
fronta ve ktere´ bylo 335 975 soubor˚u, ktere´ spotrˇebova´valy veˇtsˇinu inod˚u. Rˇesˇen´ı je dost obt´ızˇne´,
prakticky se da´ filesyste´m zveˇtsˇit, pokud je kam. Dalˇs´ım rˇesˇen´ım by bylo jedineˇ jej prˇeforma´tovat
a definovat v´ıce inod˚u.
5.2 Prˇida´n´ı uzˇivatele do mailing listu
V syste´mu BITS se nacha´z´ı i neˇkolik mail list˚u, konkretn´ı uzˇivatel musel byl prˇida´n do mailing
listu, aby mu z neˇj chodila posˇta a aby meˇl pra´vo prˇes neˇj i odes´ılat.
5.3 Sˇpatneˇ nastavena dome´na, ve ktere´ se maj´ı hledat hostname
Na dane´m syste´mu se tyto informace nastavovaly prˇes DHCP, ktery´ z neˇjake´ho d˚uvodu hodnotu
dome´ny nastavil sˇpatneˇ. Tyto veˇci se pochopitelneˇ nastavuj´ı na DHCP serveru. Zjistit IP ad-
resu DHCP serveru v s´ıti, ktery´ zaslal nastaven´ı nemus´ı by´t u´plneˇ jednoduche´. Zˇa´dosti DHCP
REQUEST a pote´ odpoveˇd’ DHCP REPLY se totizˇ pos´ılaj´ı broadcastem, takzˇe server mu˚zˇe by´t
kdekoli na s´ıti, dokonce jich mu˚zˇe by´t v´ıce. V neˇktery´ch unixovy´ch syste´mech se adresa serveru,
ktery´ prˇideˇloval informace ulozˇ´ı do specia´ln´ıho souboru, avsˇak ne na tomto syste´mu. Nakonec
jsem si zazˇa´dal o prˇideˇlen´ı novy´ch informac´ı a beˇhem tohoto procesu se adresa nasˇteˇst´ı uka´zala.
SSH ale na tomto serveru nebeˇzˇelo. Proskenoval jsem si otevrˇene´ porty a zaujal meˇ port 80, na
ktere´m se po prˇipojen´ı prˇes konzolovy´ prohl´ızˇecˇ objevila defaultn´ı stra´nka IIS, cozˇ znamenalo,
zˇe na serveru beˇzˇ´ı operacˇn´ı syste´m Windows, takzˇe jsem prˇesneˇ zjistil, kdo mu˚zˇe zmeˇnu prove´st.
5.4 Pra´va a skupiny
Meˇl jsem zmeˇnit skupinu pro cely´ adresa´rˇovy´ strom na fileserveru a nastavit konkre´tn´ı opra´vneˇn´ı
prˇ´ıstupu.
5.5 Novy´ uzˇivatel na FTP server
U´kol byl prˇidat prˇ´ıstup pro nove´ho uzˇivatele do konkre´tn´ı cˇa´sti adresa´rˇove´ho stromu s konkre´tnimi
pra´vy. Proble´m s uzˇivatelsky´mi u´cˇty v BITSu je, zˇe se vsˇude dopropaguj´ı u´cˇty z NISu. Tento
uzˇivatel vsˇak potrˇeboval pouze prˇ´ıstup na konkre´tn´ı FTP server, nav´ıc se stejny´m loginem, jako
uzˇ meˇl zalozˇen v NISu. Tento proble´m jsem rˇesˇil i se sˇve´dsky´m kolegou, ktery´ mi potvrdil, zˇe
jej tam mohu prˇidat loka´lneˇ. Syste´m to standardn´ım zp˚usobem ale nedovol´ı, protozˇe uzˇ vid´ı
to jme´no z NISu, takzˇe bylo trˇeba uzˇivatele prˇidat manua´lneˇ editac´ı prˇ´ıslusˇny´ch konfiguracˇn´ıch
soubor˚u. Prˇi prˇ´ıstupu na server, se pak data loka´ln´ı uprˇednostn´ı prˇed teˇmi v NISu.
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5.6 Prˇ´ıstup na server prˇes SSH
Uzˇivatel hla´sil proble´m, zˇe se mu nedarˇ´ı prˇes SSH prˇipojit na vzda´leny´ server, acˇkoli byl prˇed
neˇkolika ty´dny u´dajneˇ schopen se na neˇj prˇipojit.
Toto prostrˇed´ı se nacha´zelo v Cˇ´ıneˇ a uzˇivatele´ byli nuceni k s´ıti prˇistupovat prostrˇednictv´ım
proxy serveru, ktery´ slouzˇil jako bezpecˇnostn´ı prvek. Veˇtsˇinu informac´ı jsem si musel vyzˇadat
prˇ´ımo od za´kazn´ıka. Od neˇj jsem se naprˇ. dozveˇdeˇl, zˇe neˇktery´m jeho koleg˚um spojen´ı na tento
server funguje bez proble´mu˚, ti totizˇ nemuseli pouzˇ´ıvat k prˇ´ıstupu na s´ıt’ zˇa´dny´ proxy server.
Potom jsem tedy kontaktoval networking ty´m, od ktery´ch jsem zjistil, zˇe firewall na proxy ser-
veru filtruje spojen´ı na port 22, na ktere´m SSH Daemon beˇzˇ´ı. Zaj´ımave´ bylo, zˇe tento konkre´tn´ı
server, na ktery´ se za´kazn´ık potrˇeboval prˇipojit, byl dostupny´ volneˇ z internetu, a prˇipojit se na
neˇj tedy nebylo mozˇne´ cˇisteˇ z intern´ıch bezpecˇnostn´ıch mechanismu˚.
Napadlo meˇ sice rˇesˇen´ı, ktere´ by se nejsp´ıˇse dalo aplikovat pomoc´ı spra´vne´ho smeˇrova´n´ı skrze sta-
nice, ktere´ mu˚zˇou tento server kontaktovat, to by ale bylo v podstateˇ obcha´zen´ı bezpecˇnostn´ıch
pravidel a tud´ızˇ nekorektn´ı. Pozdeˇji jsem se od za´kazn´ıka jesˇteˇ dozveˇdeˇl, zˇe si vsˇimnul zmeˇny IP
adresy proxy serveru, cozˇ by se dalo vysveˇtlit t´ım, zˇe byl server prˇeinstalova´n, nebo nahrazen
jiny´m. Za´rovenˇ to vysveˇtluje na´hlou nemozˇnost kontaktovat server.
Tento proble´m tedy nebylo mozˇno vyrˇesˇit jinak, nezˇ t´ım, zˇe si za´kazn´ık musel podat zˇa´dost
o otevrˇen´ı portu na firewallu proxy serveru.
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6 Linux Training
V ra´mci sve´ praxe ve spolecˇnosti Tieto jsem absolvoval take´ dvoudenn´ı sˇkolen´ı od zkusˇene´ho
sˇkolitele, ktery´ v minulosti pracoval mimo jine´ i na Fakulteˇ elektrotechniky a informatiky Vysoke´
sˇkoly Ba´nˇske´ v Ostraveˇ.
Toto sˇkolen´ı bylo pro vy´uku pokrocˇilejˇs´ıch metod a navazovalo na za´kladneˇjˇs´ı sˇkol´ıc´ı kurs
te´hozˇ sˇkolitele.
Beˇhem prvn´ıho dne jsme se ucˇili pracovat s pocˇ´ıtacˇovy´m jazykem AWK pro pokrocˇilou pra´ci
s texty, pote´ jsme si rˇekli neˇco o utiliteˇ sysctl, na´sledovala vy´uka linuxove´ho firewallu iptables a
na konci prvn´ıho dne jsme se naucˇili LVM - Logical Volume Management.
Druhy´ den jsme se veˇnovali prˇedevsˇ´ım vy´uce softwarovy´ch diskovy´ch Raid˚u a teoreticke´ vy´uce
bezpecˇnostn´ıho protokolu Kerberos.
6.1 AWK
AWK je pocˇ´ıtacˇovy´ jazyk, ktery´ slouzˇ´ı ke zpracova´va´n´ı textovy´ch dat. Jeho pouzˇit´ı je vsˇestranne´
– da´ se pouzˇ´ıt jak na zpracova´va´n´ı dat ulozˇeny´ch v souboru, tak na zˇive´ procha´zen´ı streamu˚.
V unixovy´ch syste´mech je prˇeb´ıra´n´ı zdrojovy´ch dat ke zpracova´n´ı nejcˇasteˇji rˇesˇeno vyuzˇit´ım tzv.
roury, tj. prˇesmeˇrova´n´ım vy´stupu jednoho procesu do vstupu jine´ho procesu.
6.1.1 Kontrukce jazyka
Programu AWK jsou prˇeda´vany dva zdroje dat. Prvn´ım je zdrojovy´ ko´d, ktery´ obsahuje samotne´
prˇ´ıkazy, ktere´ se provedou pro kazˇdy´ vyhovuj´ıc´ı rˇadek vstupn´ıho textu, cozˇ je druhy´ zdroj dat.
Jak samotne´ instrukce programu, tak zpracova´vana´ data je mozˇne´ zadat prˇ´ımo v konzoli. Take´
je mozˇne´ prˇ´ıkazy nacˇ´ıst z konfiguracˇn´ıho souboru a zkoumana´ data mohou by´t v regule´rn´ım
textove´m souboru.
Spousˇteˇn´ı programu AWK se rˇ´ıd´ı na´sleduj´ıc´ım pravidlem
/vzor/ {akce}
Vzor je regula´rn´ı vy´raz, podle ktere´ho se porovna´vaj´ı jednotlive´ rˇa´dky zkoumane´ho textu. Pro
tyto rˇa´dky je pote´ aplikova´na ky´zˇena´ akce.
Akc´ı se pak rozumı´ sekvence prˇ´ıkaz˚u, ktere´ jsou provedeny u odpov´ıdaj´ıc´ıh rˇa´dk˚u.
V prˇ´ıkazech je mozˇno jako u klasicky´ch programovac´ıch jazyk˚u pouzˇ´ıt kuprˇ. prˇiˇrazova´n´ı hod-
not do promeˇnny´ch, vytva´rˇen´ı a vola´n´ı funkc´ı, nebo i prova´deˇn´ı vy´pocˇt˚u. Vy´pis vybrany´ch a
prˇeforma´tovany´ch informac´ı se potom provede pomoc´ı prˇ´ıkazu print.
Jazyk obsahuje jesˇteˇ 2 specia´ln´ı konstrukce, a sice BEGIN, ktera´ je vola´na hned na zacˇa´tku
programu a END, ktera´ se provede teˇsneˇ prˇed ukoncˇen´ım programu.
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6.1.2 Promeˇnne´
Program AWK si uchova´va´ i neˇktere´ vnitrˇn´ı promeˇnne´, ktere´ se mohou pouzˇ´ıt naprˇ. k rˇ´ızen´ı
beˇhu programu.
Za´znam
Jako za´znam je obvykle povazˇova´n jeden rˇa´dek textove´ho souboru, fakticky se ale jedna´ o kusy
dokumentu oddeˇlene´ specia´ln´ım znakem. Hodnota tohoto znaku se ukla´da´ do intern´ı promeˇnne´
RS(Record Separator) a standardneˇ je nastavena na oddeˇlovacˇ rˇa´dku.
Cˇ´ıslo aktua´lneˇ procha´zene´ho za´znamu je ulozˇeno v promeˇnne´ NR(Number of Records).
Polozˇka
Polozˇka je samostatny´ prvek zpracova´vany´ v ra´mci za´znamu. Jednotlive´ polozˇky za´znamu od
sebe oddeˇluje vy´raz ulozˇeny´ v promeˇnne´ FS(Field Separator) a standardneˇ se jedna´ o b´ıle´ znaky,
tedy mezery a tabula´tory. Pocˇet polozˇek aktua´ln´ıho za´znamu je mozˇno prˇecˇ´ıst v promeˇnne´
NF(Number of Fields).
Nacˇteny´ za´znam si je mozˇno prˇedstavit jako pole, k jednotlivy´m polozˇka´m se pak prˇistupuje
prˇes indexy.
$0 Specia´ln´ı polozˇka – obsahuje cely´ za´znam
$1 Prvn´ı sloupec za´znamu
$2 Druhy´ sloupec za´znamu
atd.
Tabulka 1: Prˇ´ıstup k polozˇce
Pokud je trˇeba pracovat s na´zvem zpracova´vane´ho souboru, da´ se jeho na´zev naj´ıt v promeˇnne´
FILENAME.
Ve vy´stupu textu si mu˚zˇeme sami zvolit i to, jaky´m zp˚usobem se bude forma´tovat vypisova´n´ı
za´znamu˚ i polozˇek. Vsˇe se opeˇt nastavuje obsahem intern´ıch promeˇnny´ch.
ORS(Output Record Separator) definuje zp˚usob oddeˇlova´n´ı za´znamu˚ a OFS(Output Field
Separator) rˇ´ıka´, jak od sebe oddeˇlit jednotlive´ polozˇky.
6.1.3 Prˇ´ıklad
l s − l /boot/ | awk ’BEGIN\{ s=0} /ˆ [ˆd ]/{ s+=$5} END { pr in t s } ’
Program ls slouzˇ´ı k vy´pisu obsahu adresa´rˇe. Prˇep´ınacˇem -l zobraz´ıme v´ıce informac´ı o souborech
a adresa´rˇ´ıch na disku. Za n´ım na´sleduje cesta k mı´stu na disku. Pote´ na´sleduje roura, kterou
takto z´ıskane´ informace prˇeda´me na vstup programu AWK, pro neˇj to tedy budou surova´ textova´
data k zpracova´n´ı.
Ihned po spusˇteˇn´ı programu dojde k inicializaci promeˇnne´ s, ktera´ je nastavena na hodnotu 0.
Na´sleduje vzor v podobeˇ regula´rn´ıho vy´razu, ktery´m rˇ´ıkame, zˇe ma´ naj´ıt vsˇechny takove´ rˇa´dky,
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ktere´ nezacˇ´ınaj´ı p´ısmenem d. Takto ve vy´pisu programu ls -l zacˇ´ınaj´ı za´znamy znacˇ´ıc´ı adresa´rˇe,
dojde tedy k vybra´n´ı pouze soubor˚u. V sekci akce pak dojde k inkrementaci promeˇnne´ s o
hodnotu pa´teho sloupce, cozˇ je velikost souboru v bytech. Azˇ takto budou zpracova´ny vsˇechny
rˇa´dky, dojde k vola´n´ı vy´pisu promeˇnne´ s. Vy´sledek je tedy jen jedina´ cˇ´ıselna´ hodnota, ktera´
obsahuje velikost vsˇech soubor˚u v bytech v dane´m adresa´rˇi.
cat / e t c /passwd | awk ’BEGIN {FS=”:”} { p r i n t f ”%5d : %10d\n” ,NR, $3 } ’
V tomto prˇ´ıkladu docha´z´ı k vy´pisu dat ze souboru, ktery´ obsahuje informace o uzˇivatelsky´ch
u´cˇtech. Jednotlive´ parametry u´cˇt˚u jsou od sebe oddeˇleny znakem :, proto bylo trˇeba jej nastavit
i v programu AWK jako oddeˇlovacˇ polozˇek. K vy´pisu je potom pouzˇit prˇ´ıkaz printf, ktery´ je
typicky´ pro jazyk C. Na vy´stupu bude cˇ´ıslo rˇa´dku na´sledovane´ dvojtecˇkou a hodnotou UID





echo ”Adresar $d i r : ”
sed −n ’/ˆ#START FILE$/,/ˆ#END FILE$/p ’ $0 | sed 1d | \
sed ’ $d ’ | sed ’/ˆ#/ s /// ’ > $tmp
l s − l $d i r | awk −f $tmp
rm −f $tmp
ex i t 0
#START FILE
#BEGIN { s=0}
#/ˆ[ˆ t ] /{ s+=$5 ; f++}
#END{ p r i n t f ”Celkem %d bytu v %d souborech \n” , s , f }
#END FILE
Tento komplikovaneˇjˇs´ı a komplexneˇjˇs´ı skript obsahuje jak instrukce pro program AWK, tak sa-
motne´ vola´n´ı tohoto programu. Prˇ´ıkazy programu AWK jsou na konci souboru a jsou zakomen-
tova´ny, takzˇe je linuxovy´ prˇ´ıkazovy´ interpret ignoruje. Pomoc´ı proudove´ho textove´ho editoru
jme´nem SED docha´z´ı k procha´zen´ı souboru a vsˇe mezi stateˇmi START FILE a END FILE
zkop´ıruje bez u´vodn´ıch znak˚u do docˇasne´ho souboru a ten je pote´ prˇeda´van jako konfiguracˇn´ı
programu AWK.
6.2 Sysctl
Linuxove´ ja´dro je pomeˇrneˇ flexibiln´ı, za beˇhu je do neˇj mozˇno vkla´dat r˚uzne´ moduly, nebo
pomoc´ı syste´move´ utility jme´nem sysctl takte´zˇ za beˇhu modifikovat neˇktere´ jeho parametry a
t´ım meˇnit zp˚usob, jak se chova´.
Parametr˚u, ktere´ se daj´ı takto zmeˇnit jsou stovky. Takova´to zmeˇna se promı´tne okamzˇiteˇ, a
to bez nutnosti syste´m restartovat, nebo ja´dro prˇekompilova´vat. Takto nastavene´ parametry
ovlivnˇuj´ı ja´dro jen jednora´zoveˇ, docˇasneˇ. Pro trvale´ nastaven´ı parametr˚u, ktere´ se opeˇt nastav´ı
po restartu syste´mu, je lze zadat do konfiguracˇn´ıho souboru /etc/sysctl.conf. Pra´veˇ zde totizˇ
program sysctl prˇi startu hleda´ parametry, ktere´ by mohl nastavit.
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6.2.1 Prˇ´ıklad
Pro nastaven´ı, aby se syste´m restartoval naprˇ. po 10 vterˇina´ch od kolapsu ja´dra, stacˇ´ı nastavit
tyto parametry.
k e rne l . panic = 10
ke rne l . pan ic on oops = 10
6.3 LVM – Logical Volume Management
Klasicky´ zp˚usob, ktery´m je deˇlen disk na oblasti s sebou nese znacˇne´ komplikace prˇi manipulaci s
nimi. Ty jsou nav´ıc o to markantneˇjˇs´ı v serverove´m prostrˇed´ı. Do jiste´ mı´ry to souvis´ı i s rostouc´ı
popularitou virtualizace, ktera´ sˇetrˇ´ı pen´ıze za hardware, energii, prostory a efektivneˇ vyuzˇ´ıva´
potencia´l hardwaru, cˇ´ımzˇ i sˇetrˇ´ı zˇivotn´ı prostrˇed´ı. V praxi si prˇi instalaci za´kazn´ık zaplat´ı za
urcˇite´ diskove´ prostory, beˇhem zˇivotn´ıho cyklu serveru se ale mu˚zˇe sta´t, zˇe zakoupeny´ diskovy´
prostor uzˇ nemus´ı by´t dostatecˇny´.
Pokud by odd´ıly na serveru byly rozdeˇleny klasicky´m zp˚usobem, tak se naprˇ. redistribuce
jizˇ zakoupene´ho prostoru v ra´mci existuj´ıc´ıch oblast´ı stane netrivia´ln´ım za´krokem. Bylo by
zapotrˇeb´ı jednu fyzickou oblast zmensˇit a druhou zveˇtsˇit. Vzhledem k tomu, zˇe oblasti lezˇ´ı jedna
za druhou, je nav´ıc bezpodmı´necˇneˇ nutne´, aby takto modifikovane´ oblasti lezˇely hned vedle
sebe. Nav´ıc tato operace s sebou nese jista´ rizika, zˇe by vy´sledny´ souborovy´ syste´m mohl by´t
posˇkozen.
Tyto proble´my se snazˇ´ı rˇesˇit LVM. Usnadnˇuje rozsˇiˇrova´n´ı existuj´ıc´ıch oblast´ı, prˇi prˇida´va´n´ı
novy´ch je efektivneˇ vyuzˇ´ıva´no vsˇechno dostupne´ mı´sto ze vsˇech fyzicky´ch disk˚u. Umozˇnˇuje i
naprˇ. vyjmut´ı fyzicke´ho disku prˇi zachova´n´ı vsˇech dat i rozdeˇlen´ı virtua´ln´ıch disk˚u, a to za
prˇedpokladu, zˇe na jiny´ch disc´ıch je dostatek mı´sta – dojde k prˇesunu vsˇech dat z disku jinam.
LVM nav´ıc umozˇnˇuje vytvorˇit tzv. snapshot, cozˇ je obraz cele´ho odd´ılu. Jeho vy´hodou je, zˇe
se da´ vytvorˇit za beˇhu a je nemeˇnny´, cozˇ se da´ vyuzˇ´ıt naprˇ. pro za´lohy, jelikozˇ nedocha´z´ı ke




U´plneˇ ta nejnizˇsˇ´ı vrstva. Samotne´ hardwarove´ zarˇ´ızen´ı, ktere´ se prˇipojuje do pocˇ´ıtacˇe.
Logicky´ disk
Vytvorˇen´ı nenaforma´tovane´ oblasti na fyzicke´m disku. Azˇ do tohoto mı´sta je logika stejna´, jako
prˇi beˇzˇne´m prˇ´ıstupu k diskovy´m oblastem.
Fyzicky´ odd´ıl (Physical Volume – PV )
Fyzicky´ odd´ıl se vytva´rˇ´ı nad logicky´m diskem a slouzˇ´ı pro prˇ´ıpravu disku k pouzˇit´ı pod LVM.
Takto prˇipraveny´ disk se potom bude v syste´mech, ktere´ nejsou schopny pracovat s LVM jevit
jako pra´zdny´ a bez odd´ılu a prˇi pokusu prˇistoupit na neˇj se mohou snazˇit disk naforma´tovat.
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Skupina odd´ıl˚u (Volume Group – VG)
Skupina odd´ıl˚u sjednocuje jeden nebo v´ıce Fyzicky´ch odd´ıl˚u do jednoho celku. Tento celek je
za´klad pro vytva´rˇen´ı jednotek, na ktera´ bude mozˇno ukla´dat data. Prakticky se jedna´ o pool
dostupne´ho mı´sta, ze ktere´ho je pote´ mozˇno jednotky vytva´rˇet nebo zveˇtsˇovat.
Logicky´ odd´ıl (Logical Volume – LV )
Logicky´ odd´ıl je jizˇ posledn´ım stupneˇm v hierarchii LVM. Jedna´ se o konecˇne´ blokove´ zarˇ´ızen´ı,
ktere´ bude mozˇno forma´tovat a vytvorˇit na neˇm souborovy´ syste´m, se ktery´m bude mozˇno
pracovat.
6.3.2 Prˇ´ıklad
T´ımto se odd´ıl prˇiprav´ı pro pouzˇit´ı s LVM
pvcreate /dev/ sda1
Oveˇrˇen´ı, zˇe byl odd´ıl prˇida´n jako fyzicky´ odd´ıl zobrazen´ım vsˇech takovy´chto odd´ıl˚u v syste´mu.
pvs
Vytvorˇen´ı skupiny odd´ılu sesta´vaj´ıc´ı z jedine´ho odd´ılu.
vgc reate MyVolGrp0 /dev/ sda1
Zobrazen´ı dostupny´ch skupin odd´ıl˚u.
vgs
Vytvorˇen´ı logicke´ jednotky o velikosti 3 gigabyte. T´ımto se vytvorˇ´ı blokove´ zarˇ´ızen´ı
v /dev/MyVolGrp0/jmeno
l v c r e a t e −L 3G −n jmeno MyVolGrp0
Vy´pis vsˇech logicky´ch jednotek.
l v s
Nyn´ı je vytvorˇena jednotka, se kterou je mozˇno pracovat stejneˇ, jako prˇ´ımo s logicky´m diskem.
Na´sleduje tedy vytvorˇen´ı souborove´ho syste´mu.
mke2fs −j /dev/MyVolGrp0/jmeno
Nejveˇtsˇ´ı prˇednost´ı LVM je mozˇnost rozsˇ´ıˇrit kapacitu disku. To se provede obdobneˇ jako jeho
vytvorˇen´ı. Rozsˇ´ıˇren´ı o 9 gigabyte by vypadalo na´sledovneˇ.
lvextend −L +9G /dev/MyVolGrp0/jmeno
Takto se provedlo rozsˇ´ıˇren´ı jen logicke´ jednotky. Souborovy´ syste´m z˚ustal ve stejne´ oblasti
a velikosti, proto je jej nutne´ rozta´hnout prˇes celou jednotku.
r e s i z e 2 f s /dev/MyVolGrp0/jmeno
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6.4 Softwarove´ RAIDy
Softwarovy´m RAIDem se rozumı´ provozova´n´ı RAIDu, ktery´ je rˇ´ızen syste´mem a ne samotny´mi
disky na nizˇsˇ´ı u´rovni. Je takto mozˇne´ naprˇ. zapojit do RAIDu i LVM disky. Ru˚zny´ch typ˚u
RAID u˚ existuje daleko v´ıce, nezˇ kolik jich budu zminˇovat. Vyberu totizˇ jen ty hlavn´ı, ktere´
maj´ı podporu v implementaci v Linuxu. Kompletn´ı prˇehled je mozˇno nale´zt naprˇ. v on-line
encyklopedii[3].
V Linuxovy´ch syste´mech slouzˇ´ı pro pra´ci s RAIDy program mdadm, konfigurace se ukla´da´ do
souboru /etc/mdadm.conf a informace o RAIDu v syste´mu lze naj´ıt v /proc/mdstat.
Raid 0 (stripe)
Toto nen´ı u´plneˇ plnohodnotny´ RAID, protozˇe nedocha´z´ı k ochraneˇ dat prˇed posˇkozen´ım disku.
Jedna´ se o skla´da´n´ı kapacity disk˚u do jednoho, prˇicˇemzˇ prˇenos prob´ıha´ mezi disky srˇ´ıdaveˇ po
stopa´ch. Tento zp˚usob prˇ´ıstupu k disku urychluje cˇten´ı i za´pis, jelikozˇ umozˇn´ı pracovat s daty
na obou disc´ıch soucˇasneˇ.
Raid 1 (mirror)
Pouzˇit´ım zrcadlen´ı docha´z´ı k uchova´va´n´ı dat na dvou disc´ıch. Tento zp˚usob ochrany dat nefigu-
ruje jako za´loha, pouze chra´n´ı prˇed posˇkozen´ım disku. Vy´hodou mu˚zˇe by´t vysˇsˇ´ı rychlost cˇten´ı a
nizˇsˇ´ı prˇ´ıstupova´ doba k dat˚um, za´pis ale mu˚zˇe by´t pomalejˇs´ı.
Raid 4
Pocˇet disk˚u v poli je navy´sˇen o 1. Tento disk slouzˇ´ı jako paritn´ı, na ktery´ jsou ukla´dany kontroln´ı
soucˇty dat ze vsˇech disk˚u, a to po bloc´ıch. Nevy´hodou je, zˇe tento disk mu˚zˇe by´t slaby´m mı´stem
cele´ho rˇesˇen´ı, pra´veˇ z d˚uvodu, zˇe slouzˇ´ı k ukla´da´n´ı parit ze vsˇech disk˚u.
Raid 5
Jedna´ se o obdobu Raid 4 s t´ım rozd´ılem, zˇe parita je postupneˇ zapisova´na na vsˇechny disky.
6.4.1 Prˇ´ıklad
mdadm /dev/md0 −C − l 0 −n 2 /dev/ sda1 /dev/sdb1
Tento prˇ´ıkaz vytvorˇ´ı v syste´mu nove´ RAID 0 pole slozˇene´ ze 2 jmenovany´ch disk˚u.
mdadm −−d e t a i l −−scan > / e tc /mdadm. conf
Zada´n´ım tohoto prˇ´ıkazu dojde k ulozˇen´ı beˇzˇ´ıc´ıho nastaven´ı do konfiguracˇn´ıho souboru.
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7 Shodnocen´ı praxe
7.1 Uplatneˇne´ znalosti z´ıskane´ v pr˚ubeˇhu studia
Na Vysoke´ sˇkole ba´nˇske´ se sice mnoho prˇedmeˇt˚u zameˇrˇeny´ch na linux nevyucˇuje, prˇesto jsem
neˇktere´ znalosti urcˇiteˇ vyuzˇil. Nejv´ıce prospeˇsˇny´m shleda´va´m prˇedmeˇt Pocˇ´ıtacˇove´ s´ıteˇ. V tomto
prˇedmeˇtu prob´ıhala vy´uka v operacˇn´ım syste´mu Linux. Znalosti ty´kaj´ıc´ı se problematiky Linuxu
jsem sice jizˇ vsˇechny znal, vyuzˇil jsem ale z´ıskane´ veˇdomosti ze s´ıt’ove´ oblasti. Spra´va server˚u do
znacˇne´ mı´ry souvis´ı se s´ıt’ovy´m prostrˇed´ım. V prˇedmeˇtu Pocˇ´ıtacˇove´ s´ıteˇ jsme se ucˇili pracovat se
s´ıt’ovy´mi prvky znacˇky Cisco, cozˇ je i vybaven´ı aplikovane´ naprˇ´ıcˇ infrastrukturou s´ıt´ı Tieto. Takto
pokud jsem potrˇeboval kontaktovat s´ıt’ovy´ ty´m a spolupracovat, veˇdeˇl jsem jak tyto mechanismy
funguj´ı.
Dalˇs´ı uzˇitecˇny´ prˇedmeˇt byl Operacˇn´ı syste´my. V tomto prˇedmeˇtu jsme se ucˇili, jak programovat
v jazyce C prˇ´ımo pro operacˇn´ı syste´m Linux. To mi te´zˇ umozˇnilo v´ıce proniknout do chodu
syste´mu, ktery´ jsem v ra´mci sve´ praxe spravoval.
7.2 Scha´zej´ıc´ı znalosti
Veˇtsˇinu znalost´ı operacˇn´ıho syste´mu Linux jsem z´ıskal samostudiem v pr˚ubeˇhu dlouholete´ho
pouzˇ´ıva´n´ı tohoto syste´mu. Za dobu pouzˇ´ıva´n´ı Linuxu jsem vystrˇ´ıdal neˇkolik r˚uzny´ch distri-
buc´ı, cozˇ mi te´zˇ prˇineslo veˇtsˇ´ı rozhled. Sta´le mi ale chyb´ı hlubsˇ´ı znalosti vnitrˇn´ıch syste´movy´ch
pochod˚u, ktere´ by mi pomohly plneˇ porozumeˇt tomuto minoritn´ımu operacˇnmu syste´mu.
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8 Za´veˇr
Jak jsem se v u´vodu zmı´nil, jedna´ se o mezina´rodn´ı spolecˇnost, ktera´ ma´ spoustu zameˇstnanc˚u a
take´ spoustu za´kazn´ık˚u a naprosty´ individualismus v n´ı nema´ mı´sto, protozˇe skupina je silneˇjˇs´ı,
nezˇ jednotlivec. Proto take´ r˚uzne´ proble´my rˇesˇ´ı r˚uzne´ ty´my a spoustu proble´mu˚ Unix team
ani vyrˇesˇit nemu˚zˇe, at’ uzˇ z d˚uvodu, zˇe nema´me dostatecˇna´ prˇ´ıstupova´ pra´va, nebo protozˇe
zjist´ıme, zˇe proble´m nen´ı syste´move´ho charakteru, ale naprˇ. aplikacˇn´ıho. Na tyto proble´my se
zase specializuje jiny´ ty´m. Rˇesˇen´ı spousty proble´mu˚ nav´ıc cˇasto by´va´ bana´ln´ı a nejteˇzˇsˇ´ı cˇa´st´ı
tak by´va´ zdroj a z neˇj plynouc´ı rˇesˇen´ı proble´mu odhalit.
Beˇhem sve´ praxe ve spolecˇnosti Tieto jsem se naucˇil hodneˇ veˇc´ı z rea´lne´ho firemn´ıho prostrˇed´ı.
Jako obrovsky´ prˇinos povazˇuji skutecˇnost, zˇe jsem se mohl setkat se syste´my a zarˇ´ızen´ımi, na
ktery´ch bezˇ´ı. S veˇtsˇinou z teˇchto syste´mu˚, at’ uzˇ jde o operacˇn´ı syste´my HP-UX, Solaris, AIX
nebo HP Blade servery, bych se totizˇ nejsp´ıˇse jinde nesetkal. Taky jsem si mohl vyzkousˇet,
jak prob´ıha´ ty´mova´ pra´ce ve velke´ spolecˇnosti, kterou Tieto bezpochyby je. Kolegove´ mi byli
po celou dobu me´ praxe na´pomocni, stejneˇ jako jsem ja´ nejednou znamenal prˇ´ınos v podobeˇ
origina´ln´ıch na´pad˚u a sveˇzˇ´ıho pohledu na veˇc. Pokud mi kolegove´ nebyli schopni poradit, nalezl
jsem spoustu informac´ı naprˇ. na cˇesky´ch porta´lech root.cz[6] nebo abclinuxu.cz[4]. Celou dobu
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