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a b s t r a c t
Let G = (X, Y; E) be a balanced bipartite graph of order 2n. The path-cover number pc(H) of
a graph H is the minimum number of vertex-disjoint paths that use up all the vertices of H.
S ⊆ V(G) is called a balanced set of G if |S ∩ X| = |S ∩ Y|. In this paper, we will give some
sufficient conditions for a balanced bipartite graph G satisfying that for every balanced set
S, there is a bi-cycle of every length from |S| + 2pc(〈S〉) up to 2n through S.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction and notation
We use Bondy and Murty [1] for terminology and notation not defined here and only consider simple undirected graphs.
Let G = (V, E) be a graph. For any x ∈ V(G), denote N(x) = {v : xv ∈ E(G)} and d(x) = |N(x)|. Similarly, for any S ⊆ V(G),
denote NS(x) = N(x) ∩ S and dS(x) = |NS(x)|. Denote δ = min{d(x) : x ∈ V(G)}. If S ⊆ V(G), then we will use 〈S〉 to denote the
subgraph induced by S. The path-cover number pc(〈S〉) of 〈S〉 is the minimum number of vertex-disjoint paths in 〈S〉 that use
up all the vertices in S. To simplify the statement of the result, it is useful to define that a graph with a hamiltonian cycle has
path-cover number 0. Let S, T ⊆ V(G) and S ∩ T = ∅, denote EG(S, T) = {uv ∈ E(G) : u ∈ S, v ∈ T}.
Let P = v1v2 . . . vk be a path with a given orientation. For any vi ∈ V(P), we use v+i and v−i to denote the successor and
predecessor of vi along the orientation of P. Denote S+ = {v+ | v ∈ S} for S ⊆ V(P). If vi, vj ∈ V(P) with 1 ≤ i < j ≤ k, then
we denote by viPvj or vjPvi the (vi, vj)-subpath of P with the same or opposite orientation with respect to the orientation
of P.
A cycle C in a graph G is said to be extendable if there exists a cycle C′ in G such that V(C) ⊆ V(C′) and |V(C′)| = |V(C)|+1.
A graph is k-vertex-pancyclic if every set S of k vertices is in a cycle of every length from k+ pc(〈S〉) up to n. A graph is said
to be set-pancyclic if this property holds for all k ≥ 2. Goddard [2] has given out the sufficient conditions for a simple graph
to be set-pancyclic.
Theorem 1.1 ([2]). Let G be a graph with order n and minimum degree δ. If δ ≥ (n+ 1)/2, then G is set-pancyclic.
Theorem 1.2 ([2]). Let G be a graph of order n satisfying d(v)+ d(w) ≥ (3n− 3)/2 for all nonadjacent vertices v and w. Then G
is set-pancyclic.
According to Goddard’s work, we will give some sufficient conditions for a balanced bipartite graph G satisfying that for
every balanced set S, there is a bi-cycle through S of every possible length up to |V(G)|.
∗ Corresponding author.
E-mail addresses: hli@math.wvu.edu (H. Li), mlu@math.tsinghua.edu.cn (M. Lu).
0166-218X/$ – see front matter© 2008 Elsevier B.V. All rights reserved.
doi:10.1016/j.dam.2008.03.006
1010 H. Li, M. Lu / Discrete Applied Mathematics 157 (2009) 1009–1015
Fig. 1. The general structure of a graph belonging to G2n,t .
Fig. 2. The general structure of a graph belonging to G2n .
However, since no cycle in a bipartite graph is extendable in the above sense, the definitions of [2] must be modified.
Let G = (X, Y; E) be a balanced bipartite graph of order 2n. Denote
σ(G) = min{d(u)+ d(v) : u ∈ X, v ∈ Y and uv 6∈ E(G)}.
A cycle C in a bipartite graph G is extendable if there exists a cycle C′ such that V(C) ⊆ V(C′) and |V(C′)| = |V(C)| + 2. A
bipartite graph is bi-cycle extendable if G contains at least one cycle and every nonhamiltonian cycle in G is extendable. A set
S ⊆ V(G) is called a balanced set if |S ∩ X| = |S ∩ Y|. For a balanced set S of G, let pc(〈S〉) = m. Let T = {x, y}, where x ∈ X \ S
and y ∈ Y \ S. If pc(〈S ∪ T〉) < pc(〈S〉), then pc(〈S ∪ T〉) = m− 1 or m− 2. Hence, the possible shortest bi-cycle in G through S,
whose vertex set is also a balanced set, has length |S| + 2a, where d pc(〈S〉)2 e ≤ a ≤ pc(〈S〉).
First we cite two families of graphs which provide the extremal graphs for the results.
Notation 1.1 ([3]). For integers n and t, 1 ≤ t ≤ (n+1)/6, such that 2t divides n+1, let G2n,t (see Fig. 1) denote the balanced
bipartite graph G = (X, Y; E) of order 2n defined as follows:
(1) V(G2n,t) = X1 ∪ S1 ∪ S2 ∪ Y1 ∪ R1 ∪ R2, where |X1| = |Y1| = (n+ 1)/2t− 1 = k, X1 = {x1, . . . , xk}, R1 = ∪ki=1 R(i)1 , |S1| = t,
|S2| = n− t − k, |R2| = |R(i)1 | = 2t − 1, 1 ≤ i ≤ k,
(2)
E(G2n,t) = {xy : x ∈ X1 ∪ S1, y ∈ Y1} ∪ {xy : x ∈ S1 ∪ S2, y ∈ R2} ∪ {xy : x ∈ S2, y ∈ R1} ∪
k⋃
i=1
{xiy : y ∈ R(i)1 }.
Note that the graph G2n,t contains a non-extendable cycle of length 2k with vertex set X1 ∪ Y1.
Notation 1.2 ([3]). Let G2n (see Fig. 2) denote the set of balanced bipartite graphs G(X, Y; E) of order 2n ≥ 10 satisfying the
following conditions:
(1) X = X1 ∪ X2, Y = Y1 ∪ Y2, V1 = X1 ∪ Y1, V2 = X2 ∪ Y2, X2 = S1 ∪ S2, Y2 = R1 ∪ R2, |X1| = k, |S1| = s, |S2| = n − k − s,
|Y1| = k, |R1| = r, |R2| = n− k− r,
(2) σ(G) ≥ n+ 1,
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(3) each vertex of G has at least a neighbour in V2,
(4) d(v) ≤ n− k of all v ∈ V2,
(5) E(X1, R2) = E(S1, R1) = E(S2, Y1) = ∅,
(6) r ≥ k, s ≥ 1, k ≥ 2, n ≥ r + s+ k, s ≤ br/kc,
(7) |E(Y1, X1)| = k2, |E(Y1, S1)| = ks,
(8) each vertex of R1 has exactly one neighbour in X1, and each vertex of S2 has at least one neighbour in R1.
Note that each graph in G2n,t contains a non-extendable cycle of length 2k with vertex set X1 ∪ Y1.
In this paper, our main results are the following theorems:
Theorem A. Let G = (X, Y; E) be a balanced bipartite graph with order 2n ≥ 4 satisfying σ ≥ n + 1 and G 6∈ G2n. Let S be a
balanced set of G.
(1) Suppose |S| ≥ 4 or |S| = 2 and pc(〈S〉) 6= 1. Then there is a cycle of every even length from |S| + 2pc(〈S〉) up to 2n through
S;
(2) Suppose |S| = 2 and pc(〈S〉) = 1. If there exists a cycle of length 4 through S, then there is a cycle of every even length
from 4 up to 2n through S; otherwise there is a cycle of every even length from 6 up to 2n through S.
Theorem B. Let G = (X, Y; E) be a balanced bipartite graph with order 2n ≥ 4 satisfying δ ≥ n+12 and G 6∼= G2n,t if n ≥ 5 and n is
odd. Let S be a balanced set of G.
(1) Suppose |S| ≥ 4 or |S| = 2 and pc(〈S〉) 6= 1. Then there is a cycle of every even length from |S| + 2pc(〈S〉) up to 2n through
S;
(2) Suppose |S| = 2 and pc(〈S〉) = 1. If there exists a cycle of length 4 through S, then there is a cycle of every even length
from 4 up to 2n through S; otherwise there is a cycle of every even length from 6 up to 2n through S.
2. Lemmas
In this section, we will present some useful lemmas.
Lemma 2.1. Let G = (X, Y; E) be a balanced bipartite graph of order 2n ≥ 4 satisfying σ ≥ n + 1. For any balanced set S of G
with path-cover number m (m ≥ 2), there exists a balanced set S′ such that S ⊆ S′, |S′| = |S| + 2 and pc(〈S′〉) = m− 1 or m− 2.
Particularly, if |S| = 2 and m = 2, then pc(〈S′〉) = 1
Proof. Assume that Pc = {P1, P2, . . . , Pm}(m ≥ 2) is the minimum path-cover set of 〈S〉. Suppose there is no such balanced
set S′ that satisfies the conditions of the lemma. Let ui and vi be the two endpoints of the path Pi with the orientation from ui
to vi if Pi has length at least 1, otherwise let ui = vi be the vertex of Pi.
Let W = {u1, u2, . . . , um, v1, v2, . . . vm} be a collection (possibly ui = vi). Since S is a balanced set, we have that W is a
balanced collection of G. Note that by the minimality of Pc, if two vertices of W are adjacent, then they must be endpoints
of the same path. Choose x ∈ W ∩ X, y ∈ W ∩ Y such that x, y are not endpoints of the same path. Assume, without loss of
generality, that x = v1 and y = v2.
Claim 2.1. dPj(x)+ dPj(y) ≤ (|Pj| − 1)/2, for 3 ≤ j ≤ m.
Proof of Claim 2.1. If |V(Pj)| = 1, Claim 2.1 holds obviously by the minimality of Pc. Hence we can assume that |V(Pj)| ≥ 2.
We first show that N+Pj (x) ∩ NPj(y) = ∅.
Suppose N+Pj (x) ∩ NPj(y) 6= ∅ and u ∈ N+Pj (x) ∩ NPj(y). Let P′1 = u1P1xu−Pjuj and P′2 = u2P2yuPjvj. Then
{P′1, P′2, P3, . . . , Pj−1, Pj+1, . . . , Pm} contradicts the minimality of Pc. So N+Pj (x) ∩ NPj(y) = ∅.
By G being a bipartite graph, we have N+Pj (x) ∪ NPj(y) ⊆ (V(Pj) ∩ X). Note that neither x nor y is adjacent to an endpoint of
Pj, so we have:
dPj(x)+ dPj(y) ≤ (|Pj| − 1)/2, (3 ≤ j ≤ m).
Thus Claim 2.1 holds. 
Claim 2.2. dPi(x)+ dPi(y) ≤ |Pi|/2, for i = 1, 2.
Proof of Claim 2.2. If |V(Pi)| = 1, the Claim 2.2 holds obviously by xy 6∈ E(G). Hence we can assume that |V(Pi)| ≥ 2. We
first show that N+P1(x) ∩ NP1(y) = ∅.
Suppose N+P1(x) ∩ NP1(y) 6= ∅ and u ∈ N+P1(x) ∩ NP1(y). Let P′1 = u1P1u−xP1uyP2u2. Thus {P′1, P3, . . . , Pm} contradicts the
minimality of Pc. So N+P1(x) ∩ NP1(y) = ∅.
By G being a bipartite graph, N+P1(x) ∪ NP1(y) ⊆ V(P1) ∩ X. So
dP1(x)+ dP1(y) ≤ |V(P1) ∩ X| ≤ |P1|/2.
Similarly, dP2(x)+ dP2(y) ≤ |P2|/2.
Thus Claim 2.2 holds. 
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n+ 1 ≤ d(x)+ d(y) = dS(x)+ dS(y)+ dG\S(x)+ dG\S(y),
hence
dG\S(x)+ dG\S(y) ≥ 2n− |S| + m2 .
As |S| ≤ 2n and m ≥ 2, we have |X \ S| = |Y \ S| = 2n−|S|2 ≤ 2n−|S|+m−22 . Noting dG\S(x) = |NG\S(x)| ≤ |Y \ S| ≤ 2n−|S|+m−22 and
dG\S(y) = |NG\S(y)| ≤ |X \ S| ≤ 2n−|S|+m−22 , we have dG\S(x), dG\S(y) ≥ 1.
Claim 2.3. EG(NG\S(x),NG\S(y)) = ∅.
Proof of Claim 2.3. Suppose EG(NG\S(x),NG\S(y)) 6= ∅. Suppose uv ∈ EG(NG\S(x),NG\S(y)). Denote S′ = {u, v} ∪ S and Pc =
{u1P1xuvyP2u2, P3, . . . , Pm}. Then S′ is a balanced set of G with a path-cover set Pc and |S′| = |S|+2. Thus pc(〈S′〉) ≤ |Pc| = m−1,
that is pc(〈S′〉) = m− 1 or m− 2, a contradiction. 
By Claim 2.3, EG(NG\S(x),NG\S(y)) = ∅. Let x′ ∈ NG\S(y) and y′ ∈ NG\S(x). Then x′y′ 6∈ E(G). Denote S′ = S ∪ {x′, y′} and
P˜c = {Q1,Q2,Q3, . . . ,Qm} where Q1 = u1P1xy′, Q2 = u2P2yx′ and Qj = Pj for 3 ≤ j ≤ m. By the assumption, the path-cover
number of S′ is m and P˜c is a minimum path-cover set of S′.
As NG\S′(x′) ⊆ (G \ S′) ∩ Y, NG\S′(x) ⊆ (G \ S′) ∩ Y and NG\S′(x′) ∩ NG\S′(x) = ∅ (by Claim 2.3), we have







− (dG\S(x)− 1) = n− |S|2 − dG\S(x).
Similarly,
dG\S′(y′) ≤ n− |S|2 − dG\S(y).
By the minimality of P˜c, if two vertices of the collection
W ′ = {u1, u2, . . . , um, x′, y′, v3, v4, . . . , vm}




















= |P1| + 1
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d(x′)+ d(y′) = dS′(x′)+ dS′(y′)+ dG\S′(x′)+ dG\S′(y′)














= |S| − m+ 4
2
+ 2n− |S| − (dG\S(x)+ dG\S(y))
≤ |S| − m+ 4
2
+ 2n− |S| − 2n− |S| + m
2
= n+ 2− m ≤ n
a contradiction to σ ≥ n+ 1. 
The following two lemmas are from [3].
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Lemma 2.2 ([3]). Let G = (X, Y; E) be a balanced bipartite graph of order 2n ≥ 4 such that σ ≥ n+1. ThenG is bi-cycle extendable
unless G ∈ G2n.
By Lemma 2.2, we have the following corollary:
Corollary 2.1. Every graph G that satisfies the conditions of Theorem A is bi-cycle extendable.
Lemma 2.3 ([3]). Let G = (X, Y; E) be a balanced bipartite graph of order 2n ≥ 4 such that δ ≥ (n + 1)/2. Then G is bi-cycle
extendable unless n ≥ 5, n is odd and G ∼= G2n,t .
By Lemma 2.3, we have the following corollary:
Corollary 2.2. Every graph G that satisfies the conditions of Theorem B is bi-cycle extendable.
3. Proof of Theorem A
In this section, we will use the same notations as in Section 2.
Let G = (X, Y; E) be a balanced bipartite graph with order 2n ≥ 4 satisfying σ ≥ n + 1 and G 6∈ G2n. Let S be a balanced
subset V(G)with |S| = 2k (1 ≤ k ≤ n) and pc(〈S〉) = m.
Claim 3.1. δ ≥ 2.
Proof of Claim 3.1. Suppose δ < 2. Assume that d(x) = δ ≤ 1 and x ∈ X. For any y ∈ Y which is not adjacent to x, we have
n− 1 = |X| − |{x}| ≥ d(y) ≥ n+ 1− d(x) ≥ n,
a contradiction. 
Claim 3.2. If |S| ≥ 4 or |S| = 2 and m = 2, then there exists a cycle of length |S| + 2m through S in G.
Proof of Claim 3.2. If m = 0, then we are done as the graph 〈S〉 is hamiltonian. So we can assume that m ≥ 1. Let
P = {P1, P2, . . . , Pm} be a minimum path-cover set of the balanced set S. We will consider the following two cases.
Case 1. m = 1 and |S| ≥ 4.
In this case, P = {P1} and |V(P1)| = |S| ≥ 4. Let P1 = x . . . y, where x ∈ X and y ∈ Y. Since m = 1 and |S| ≥ 4, xy 6∈ E(G).
We will show that NS(x) ∩ N+S (y) = ∅. Suppose NS(x) ∩ N+S (y) 6= ∅, let u ∈ NS(x) ∩ N+S (y). Then we have a hamiltonian
cycle xP1u−yP1ux in 〈S〉 covering S, a contradiction to m = 1. Hence NS(x) ∩ N+S (y) = ∅. As NS(x) ∪ N+S (y) ⊆ (Y ∩ S),
dS(x) + dS(y) ≤ |Y ∩ S| = k. By σ ≥ n + 1, dG\S(x) + dG\S(y) ≥ n − k + 1. It is easy to prove that dG\S(x) 6= 0 and dG\S(y) 6= 0.
(Suppose dG\S(x) = 0. Then dG\S(y) ≥ n− k+ 1. Thus
n = |X| ≥ |S ∩ X| + |NG\S(y)| = n+ 1,
a contradiction. Hence, dG\S(x) 6= 0 and dG\S(y) 6= 0.)
Now we will show that EG(NG\S(x),NG\S(y)) 6= ∅.
Suppose EG(NG\S(x),NG\S(y)) = ∅. Let y′ ∈ NG\S(x) and x′ ∈ NG\S(y). Then x′y′ 6∈ E(G). Denote P′ = y′xPyx′ and S′ = {y′, x′}∪S.
If NS′(y′)∩N+S′ (x′) 6= ∅, say u ∈ NS′(y′)∩N+S′ (x′), then we have a cycle y′P′u−x′P′uy′ covering S′ with length |S|+2, and the claim
holds. Hence we can assume that NS′(y′)∩N+S′ (x′) = ∅. As NS′(y′)∪N+S′ (x′) ⊆ (X∩ S′), we have dS′(x′)+dS′(y′) ≤ |X∩ S′| = k+1.
As y′ is not adjacent to any vertex of NG\S(y),
dG\S′(y′) ≤ |X ∩ (G \ S′)| − |X ∩ (G \ S′) ∩ NG\S(y)| ≤ n− k− dG\S(y).
Similarly, dG\S′(x′) ≤ n− k− dG\S(x).
Hence
d(x′)+ d(y′) = dS′(x′)+ dS′(y′)+ dG\S′(x′)+ dG\S′(y′)
≤ k+ 1+ (n− k− dG\S(y))+ (n− k− dG\S(x))
= 2n− k+ 1− (dG\S(y)+ dG\S(x))
≤ 2n− k+ 1− (n− k+ 1) = n
a contradiction.
Thus EG(NG\S(x),NG\S(y)) 6= ∅. Let y′ ∈ NG\S(x) and x′ ∈ NG\S(y) be such that x′y′ ∈ E(G). Then we have a cycle xPyx′y′x
through S with length |S| + 2.
Case 2. m ≥ 2
In this case, we use Lemma 2.1 to prove the result. Then for S, there exists balanced set T such that S ⊆ T, |T| = |S| + 2
and pc(〈T〉) = m− 1 or m− 2. After repeating Lemma 2.1 a− 1 times (where dm2 e ≤ a ≤ m), we have a new balanced set S′
which contains S with |S′| = |S| + 2(a− 1) and the path-cover number of S′ is 1. Note that if |S| = 2, then |S′| = 4.
By the same argument as that in the proof of Case 1, there exists a cycle length |S′|+2 covering S′, that is a cycle of length
|S| + 2a covering S. As dm2 e ≤ a ≤ m, we have |S| + 2a ≤ |S| + 2m. By Corollary 2.1, G is bi-cycle extendable. Hence we can
extend the cycle of length |S| + 2a to a cycle of length |S| + 2m. 
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Claim 3.3. Suppose |S| = 2 and m = 1. If there is no cycle of length 4 through S, then there exists a cycle of length 6 through S in
G.
Proof of Claim 3.3. Let S = {x, y} and xy ∈ E(G) where x ∈ X and y ∈ Y. Let R1 = NG\S(x) and S1 = NG\S(y). Then R1 ⊆ Y and
S1 ⊆ X. By Claim 3.1, R1 6= ∅, S1 6= ∅. Obviously EG(R1, S1) = ∅ as there is no cycle of length 4 through S.
Choose x′ ∈ S1 and y′ ∈ R1. Let S2 = NG\S(y′) and R2 = NG\S(x′). Then R2 ⊆ Y and S2 ⊆ X. By Claim 3.1, R2 6= ∅ and S2 6= ∅.
Now we will show that EG(S2, R2) 6= ∅. Suppose EG(S2, R2) = ∅. Let x′′ ∈ S2 and y′′ ∈ R2. Then x′′y′′ 6∈ E(G) and
d(x′′) ≤ n− 1− |R2|, that is d(x′′) ≤ n− d(x′). Thus
d(x′)+ d(x′′) ≤ n.
Similarly,
d(y′)+ d(y′′) ≤ n.
Hence d(x′) + d(x′′) + d(y′) + d(y′′) ≤ 2n. Since x′y′ 6∈ E(G) and x′′y′′ 6∈ E(G), we have d(x′) + d(x′′) + d(y′) + d(y′′) ≥ 2n + 2,
a contradiction. Thus EG(S2, R2) 6= ∅. Choose u ∈ S2 and v ∈ R2 such that uv ∈ E(G). Then we have a cycle xyx′vuy′x through S
with length 6. 
Now we will complete the proof of Theorem A.
(1) By Claim 3.2, for a balanced set S of G, if |S| ≥ 4 or |S| = 2 and pc(〈S〉) = 2, there is a cycle of length |S| + 2pc(〈S〉)
through S. As G is bi-cycle extendable by Corollary 2.1, there exists a cycle of every even length from |S| + 2pc(〈S〉) up to 2n
through S.
(2) Assume that |S| = 2 and pc(〈S〉) = 1. If there exists a cycle of length 4 through S, by the bi-cycle extendability of G
(by Corollary 2.1), there is a cycle of every even length from 4 up to 2n through S. Otherwise by Claim 3.3, there is a cycle of
length 6 through S. Hence there is a cycle of every even length from 6 up to 2n through S. 
4. Proof of Theorem B
Proof. It is easy to check that the proof of Lemma 2.1, Claims 3.1 and 3.3 still go through, if the conditions of Theorem A is
replaced by δ ≥ (n+ 1)/2. The only difference is that we will use Corollary 2.2 instead of Corollary 2.1. Hence we can prove
Theorem B in the same way as Theorem A. 
Theorem A(2) shows that the degree condition of Theorem A is not sufficient for that every edge of G is in a cycle of length
4. So does in Theorem B(2). In [4], Matsumura also considered the conditions for balanced bipartite graph with a cycle of
length 4. In the following, we will consider graphs with greater degrees and give a corollary.
Corollary 4.1. (1) Let G = (X, Y; E) be a balanced bipartite graph with order 2n ≥ 4 satisfying σ ≥ 4n+13 . For every balanced set
S of G, there exists a cycle of every even length from |S| + 2pc(〈S〉) up to 2n through S.
(2) Let G = (X, Y; E) be a balanced bipartite graph with order 2n ≥ 4 satisfying δ ≥ n+22 . For every balanced set S of G, there
exists a cycle of every even length from |S| + 2pc(〈S〉) up to 2n through S.
Proof. (1) Let G = (X, Y; E) be a balanced bipartite graph with order 2n ≥ 4 satisfying σ ≥ 4n+13 . We first show that G 6∈ G2n.
In G2n (see Fig. 1),
d(x1)+ d(y1)+ d(r1)+ d(s1)+ d(r2)+ d(s2) ≤ (k+ r)+ (k+ s)+ (n− k− s+ 1)+ (n− r)+ (n− k)+ (n− k)





where x1 ∈ X1, y1 ∈ Y1, r1 ∈ R1, s1 ∈ S1, r2 ∈ R2 and s2 ∈ S2. Note that x1r2, y1s2, r1s1 6∈ E(G). So the graph in G2n does not
satisfy the degree condition of Corollary 4.1(1). Hence G 6∈ G2n.
By Theorem A, we only need to prove that every edge of G is in a cycle of length 4. By a similar argument as Claim 3.1, we
have δ ≥ 2.
Suppose there exists an edge xy ∈ E, which is not in a cycle of length 4, where x ∈ X and y ∈ Y. Let S = {x, y}, R1 = NG\S(x)
and S1 = NG\S(y). Then R1 ⊆ Y and S1 ⊆ X. R1 6= ∅ and S1 6= ∅ by δ ≥ 2. EG(R1, S1) = ∅ as there is no cycle of length 4 through
S. Set x′ ∈ S1 and y′ ∈ T1. Then we have d(x′) ≤ n− |R1|, that is d(x′) ≤ n− d(x)+ 1. Thus
d(x′)+ d(x) ≤ n+ 1.
Similarly,
d(y′)+ d(y) ≤ n+ 1.
Let S2 = NG\S(y′) and R2 = NG\S(x′). Then R2 ⊆ Y and S2 ⊆ X. By δ ≥ 2, R2 6= ∅ and S2 6= ∅. Set x′′ ∈ S2 and y′′ ∈ T2. Since
x′′y 6∈ E(G), we have d(x′′) ≤ n− 1. Similarly, d(y′′) ≤ n− 1. Hence
d(x)+ d(x′)+ d(x′′)+ d(y)+ d(y′)+ d(y′′) ≤ 4n.
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Fig. 3. The general structure of a graph belonging to L2n .
But since xy′′, x′y′, x′′y 6∈ E(G), we have
d(x)+ d(x′)+ d(x′′)+ d(y)+ d(y′)+ d(y′′) ≥ 4n+ 1,
a contradiction.
(2) Let G = (X, Y; E) be a balanced bipartite graph with order 2n ≥ 4 satisfying δ ≥ n+22 . As δ(G2n,t) = n+12 < n+22 , G2n,t
does not satisfy the degree condition of Corollary 4.1(2), that is G 6∼= G2n,t .
By Theorem B, we only need to prove that every edge of G is in a cycle of length 4.
Suppose there exists an edge xy ∈ E, which is not in a cycle of length 4, where x ∈ X and y ∈ Y. Let S = {x, y}, R1 = NG\S(x)
and S1 = NG\S(y). Then R1 ⊆ Y and S1 ⊆ X. Since δ ≥ n+22 , R1 6= ∅ and S1 6= ∅. EG(R1, S1) = ∅ as there is no cycle of length 4
through S. Set x′ ∈ S1 and y′ ∈ T1. By the same proof of (1), we have
d(x′)+ d(x) ≤ n+ 1,
a contradiction to the degree condition δ ≥ n+22 . 
Remark of Corollary 4.1.
The degree conditions of Corollary 4.1 are sharp.
Let G = C6 = v1v2 · · · v6. Then |V(G)| = 2n = 6 and δ = 2 = n+12 . Let S = {vi, vi+1} (1 ≤ i ≤ 6). Then pc(〈S〉) = 1, but there
exists no cycle of length 4 through S.
Now we consider the following graph. Let L2n (see Fig. 3) denote the balanced bipartite graph of order 2n (where
n ≡ 0 (mod 3)) defined as follows:
(i) V(L2n) = {x, y} ∪ S1 ∪ S2 ∪ R1 ∪ R2, where |R1| = |S1| = n3 , |S2| = |R2| = 2n3 − 1,
(ii)
E(L2n) = {xy} ∪ {xy′ : y′ ∈ R1} ∪ {x′y : x′ ∈ S1} ∪ {x′y′′ : x′ ∈ S1, y′′ ∈ R2} ∪ {x′′y′ : x′′ ∈ S2, y′ ∈ R1}
∪ {x′′y′′ : x′′ ∈ S2, y′′ ∈ R2}.
It is easy to check that σ(L2n) = 4n3 . Let S = {x, y}. Then pc(〈S〉) = 1, but there exists no cycle of length 4 through S.
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