Abstract. We analyze proximal methods based on entropy-like distances for the minimization of convex functions subject to nonnegativity constraints. We prove global convergence results for the methods with approximate minimization steps and an ergodic convergence result for the case of finding a zero of a maximal monotone operator. We also consider linearly constrained convex problems and establish a quadratic convergence rate result for linear programs. Our analysis allows us to simplify and extend the available convergence results for these methods.
1. Introduction. Consider the convex minimization problem (P ) f * = inf{f (x) : x ∈ R p + }, (1.1) where f : R p → (−∞, +∞] is a closed proper convex function and R p + := {x ∈ R p x j ≥ 0, j = 1, . . . , p}. Recently [9] we proposed to solve (P ) via the iterative scheme: start with x 0 ∈ R p ++ := {x ∈ R p : x j > 0, j = 1, . . . , p} and generate the sequence {x k } by
where λ k is a sequence of positive numbers and d ϕ (x, y) := p j=1 y j ϕ(y −1 j x j ) is a distance-like function based on a strictly convex function ϕ (see section 2 for a precise definition and properties). Algorithm (1.2) is in fact a proximal-type algorithm (see, e.g., Martinet [18] , Rockafellar [25] ), where here d ϕ (·, ·) replaces the usual quadratic term 1/2||x − x k || 2 . However, the fundamental difference here is that the term d ϕ is used to force the iterates {x k } to stay in the interior of the nonnegative orthant R p ++ , namely algorithm (1.2) will automatically generate a positive sequence {x k }. The motivation for studying algorithms of the form (1.2) can be found in several recent studies. In [7] , the method (1.2) with the particular choice ϕ(t) = − log t+t−1 was studied and convergence was proved when f is a convex differentiable function with compact level sets and locally Lipschitz-continuous gradients. Convergence results for a more general class of functions ϕ were recently derived in [9] under weaker assumptions than [7] . The extension of method (1.2) to the more general linearly constrained convex problems and to variational inequalities on polyhedra were recently analyzed in [1] . The application of method (1.2) to the dual functional of a convex program gives rise to several interesting nonquadratic augmented Lagrangian methods [9] , [26] . These include, for example, algorithms given in [2] , [21] , and [27] . These methods have an important practical advantage over the classical augmented Lagrangian, which is derived from the quadratic proximal method, since they preserve the second-order differentiability (if the objectives and constraints are given C 2 ), and, therefore, Newton-type algorithms can be applied. For further details on the derivation of nonquadratic augmented Lagrangian methods and their properties, we refer the reader to [9] , [26] , and to the more recent work of [22] , which also demonstrates how distances of the type d ϕ naturally emerge in the context of constrained optimization.
Convergence analysis of methods like (1.2) has proven to be rather involved and surprisingly difficult; see, e.g., [1] , [9] , [10] . The main purpose of this work is to present a simplified approach to the convergence analysis of methods based on (1.2) and to prove new convergence results. Building on the works of Güler [8] and Lemaire [15] , developed for the classical quadratic proximal methods, we extend their analysis for proximal methods based on (1.2). Starting with two simple and general inequalities for the proximal-like methods (1.2), we develop an elegant analysis which allows us to substantially strengthen and extend available convergence results for these methods. In particular, we establish global convergence results for an inexact proximal-like algorithm based on (1.2), and an ergodic-type convergence result for maximal monotone operators. Similar extensions and convergence results for proximal-like methods based on Bregman functions have been given by Kabbadj [12] and more recently in strengthened form by Kiwiel [11] . However, it should be noted that the analysis of proximal-like methods based on Bregman distances does not carry over to method (1.2), (except for the case ϕ(t) = t log t − t + 1, for which the two distances coincide; see, e.g., [26] ). This is due mainly to the fact that the nice "Pythagoras-type" property noticed in [6, Lemma 3.1], which holds for Bregman distances, does not hold in general for the distances d ϕ .
In the next section, we give the definition of d ϕ , collect some of its properties, and give some examples. In section 3, we state our algorithm and the basic assumptions. In section 4, we present two fundamental estimates and prove global convergence of the methods allowing inexact minimization in (1.2). The convergence of an algorithm based on (1.2) for finding a zero of a maximal monotone operator is analyzed in section 5. The last section considers applications to linearly constrained convex problems and linear programs and extends recent results derived in [1] . In an appendix, we state two results on convergence of nonnegative real sequences. Notation used in this paper and not explicitly defined can be found in Rockafellar's book [24] .
2. Distance-like functions: ϕ-divergences. We start by recalling the definition of ϕ-divergences and some of their basic properties as used in the context of optimization; see, e.g., [26] and references therein for further details.
Let ϕ : R → (−∞, +∞] be a closed proper convex function. We denote its domain by domϕ := {t : ϕ(t) < +∞} = ∅ with domϕ ⊆ [0, +∞). We assume that ϕ satisfies the following:
(i) ϕ is twice continuously differentiable on int(domϕ) = (0, +∞).
(ii) ϕ is strictly convex on its domain.
We denote by Φ the class of functions satisfying (i)-(iv). Given ϕ ∈ Φ, the ϕ-
From the strict convexity of ϕ and (iv) we immediately obtain ϕ(t) ≥ 0 and ϕ(t) = 0 iff t = 1.
Using this fact in (2.1) it can be easily verified that d ϕ can be viewed as a (nonsymmetric) distance-like function satisfying
Given ϕ ∈ Φ, let α := ϕ ′′ (1) > 0, and define the following two subclasses of Φ:
Example 2.1. It can easily be verified that the first three functions given below are in Φ 2 , while the last one is in Φ 1 :
The first example ϕ 1 plays an important role in the convergence analysis of the algorithms based on (1.2). For ϕ = ϕ 1 we have
which is the so-called Kullback-Leibler relative entropy distance functional [17] .
Notice that H(x, y) can be continuously extended to R p + × R p ++ , adopting the convention that 0 log 0 = 0, i.e., H admits points with zero components in its first argument. The next result gives useful properties of H. Lemma 2.1.
The proof is elementary using (2.5). We will frequently make use of the following useful identity, which is obtained by direct substitution in (2.5):
We conclude this section by giving some important properties of the function ϕ and the corresponding d ϕ , which will be needed in the rest of this paper. Lemma 2.2. Let ϕ ∈ Φ and assume that ϕ ∈ C 3 on R ++ . Then there exists η > 0 such that
Proof. This is just a rewriting of [9, Proposition 2.5], which states that there exists η > 0 such that
Indeed, with α = ϕ ′′ (1) the above inequality can be rewritten as
and which after division by t > 0 gives the desired inequality. Lemma 2.3. Let z ∈ R p ++ be fixed and ϕ ∈ Φ. Then, the level sets
Proof. It is enough to consider the one-dimensional case, i.e., to show that h ζ (t) := ζϕ(t/ζ), ζ > 0 has bounded level sets, which in turn is equivalent to showing that ϕ has bounded level sets. Since {t : ϕ(t) ≤ 0} = {1} (by strict convexity of ϕ and (iv)), the conclusion follows from [24, Corollary 8.7.1, p. 70].
3. An entropy-like proximal method (EPM). The Algorithm (1.2) is based on the ϕ-divergence which, as seen in the previous section, generalized the concept of entropy-like distances. Accordingly, we call the method based on (1.2) an EPM. Problem (P ) will be solved by the EPM, allowing approximate computation in the minimization step of (1.2).
We make the following assumptions for problem (P ):
and ∂ ε f denotes the ε-subdifferential of f . The above algorithm can be considered as an approximate version of the proximal method (1.2) in the following sense. From (3.1), the convexity of ϕ and the definition of d ϕ in (2.1), we obtain, respectively, ∀u ∈ R
Adding the two inequalities and using (3.2) gives
where we use the notation ε − argminF (x) := {z : F (z) ≤ inf F + ε}, with F a given function and ε ≥ 0.
Lemma 3.1. For any y ∈ R p ++ and λ > 0 we have the following:
The minimum above is attained at x(y) > 0 satisfying
where ∂f denotes the subdifferential of f .
is a closed proper strictly convex function (since d ϕ (·, y) is strictly convex). Therefore, if the minimum exists it must be unique. To show that F (x) has bounded level sets it suffices to show that for any ν ≥ f * the level set
is bounded and, hence, so is L(ν). (ii) By (i), the minimizer x(y) exists and is unique. Moreover, under the additional assumption (A1), writing the optimality conditions for (3.5) and recalling that lim t→0 + ϕ ′ (t) = −∞ proves that x(y) > 0 and that it satisfies (3.6). Remark 3.1. Part (ii) of Lemma 3.1 corresponds to the exact version of the EPM, i.e., with ε = 0. The proof of Lemma 3.1 for that version was given in [9] under more stringent assumptions on the problem's data and which appear to be unnecessary. 
From Lemma 2.2 we also obtain
Adding the two inequalities (4.1) and (4.2), summing over j = 1, . . . , p, and using (3.3) we obtain
where the first term in the last equality is from (2.6).
(ii) Since ϕ ∈ Φ 2 , we have −ϕ ′ (t) ≤ −α(1 − 1/t) ∀t > 0, and, hence, for each
Proceeding as in the proof of (i), combining (4.1) and (4.3) gives the desired result (ii).
The following result provides fundamental estimates from which global rate of convergence estimates in terms of function values as well as convergence of the iterates x k will follow. For simplicity of notation, we will use the following:
Lemma 4.2. Let {λ k } be an arbitrary sequence of positive numbers and σ n := n k=1 λ k . Let {x k } be the sequence generated by the EPM given in (3.1).
Using the definition of the ε-subdifferential we have
. Substituting the latter in the above inequality we then obtain
Case a. Applying Lemma 4.1(i) at the points c = x, a = x k−1 and b = x k and using (4.5) proves (i). The proof of (ii) follows immediately from (i) for any
To prove (iii) we first note that by (3.4)
i.e., ∀x ∈ R p ++ ,
Let σ n = n k=1 λ k . Using σ k = λ k + σ k−1 (with σ 0 ≡ 0), multiplying the above inequality by σ k−1 , and summing over k = 1, . . . , n we obtain
which reduces to
Now, using Lemma 4.2a(i) and summing over k = 1, . . . , n we have
Adding the last two inequalities yields
The proof follows the same steps as in Case a, starting now with Lemma 4.1(ii).
We are now in a position to prove our main convergence result for the case ϕ ∈ Φ 2 . The proof for the case ϕ ∈ Φ 1 will be similar but requires an additional technical result and will be given in the next theorem. We denote the set of minimizers of f by
n } converges to an optimal solution of (P ). Proof. (i) The proof follows immediately from Lemma 4.2b(iii), since H(·, ·) ≥ 0.
(ii) Passing to the limit in (i), since σ n → ∞ the first term in (i) goes to zero. Invoking Lemma A.1 (see the Appendix) with a nk := σ
n is a minimizing sequence.
(iii) Let x * ∈ X * . Since
we obtain from Lemma 4.2b(ii)
} converges, and, hence, by Lemma 2.1(i) that the sequence {x k } is bounded. Let {x kj } be a subsequence converging to
→ f * , and, hence, with f being closed we have f (x ∞ ) ≤ lim kj →∞ f (x kj ) = f * and it follows that x ∞ ∈ X * . Therefore,
But by Lemma 2.1(iii) we then have x ∞ = y, and, hence, x k → x ∞ ∈ X * . Remark 4.1. The above results extend and strengthen the convergence result established in [10] for the exact version of the EPM, i.e., with ε k = 0 ∀k. Indeed, to establish convergence, in [10] it was also required that
while here it is enough to have λ k → ∞ to guarantee global convergence of {x k } (see also section 6). Moreover, a byproduct of our analysis gives for the exact version of the EPM the global rate of convergence estimate
Note that this kind of result is much in the spirit of the existing results for the classical quadratic proximal algorithm; see Güler [8] and Lemaire [15] . For proximallike methods based on Bregman functions, the estimate (4.9) has been derived by Chen and Teboulle [6] , and results analogous to Theorem 4.1 have been given by Kiwiel [11] . Remark 4.2. As pointed out by one referee, the condition λ −1 k σ k ε k → 0 in Theorem 4.3(ii) could be replaced by the simpler condition ε k < +∞. First, we note that with the sole condition ε k → 0 we have lim inf n→+∞ f (x n ) = inf{f (x) : x ∈ R p + }. Indeed, from Lemma 4.2b(i) summing over k = 1, . . . , n we obtain (recalling that
Passing to the limit as n → +∞, using Lemma A.1 and [16, Proposition 3.5], it follows from (4.10) that lim inf n→+∞ f (
ε k < +∞, then summing the second inequality in (4.7) implies that lim n→+∞ f (x n ) exists, and hence we are done. We now turn to the convergence of the EPM with ϕ ∈ Φ 1 . We will first need the following technical result.
Lemma 4.4. Let ϕ ∈ Φ, and let {x k } be generated by the EPM. Assume that X * = ∅, σ n → ∞ and ε k < ∞. Then the following hold. (4.4) . Proof. First notice that by the gradient inequality for ϕ with ϕ(1) = 0, we have ϕ(t) ≤ (t − 1)ϕ ′ (t). Using the definition of d ϕ and (4.4) it follows that
showing that the sequence {δ k } is nonnegative. With x := x k−1 in (4.5) and using (4.4) we obtain
Summing the above inequality we obtain
where in the second inequality we used x * ∈ X * with f (x n ) ≥ f (x * ) ∀n. Since we assumed ∞ k=1 ε k < ∞, we thus have
It is now easy to verify that all the assumptions of Lemma A.1 are satisfied with a nk := λ k /σ n if k ≤ n, a nk = 0 otherwise, and
Finally, to prove (ii) note that since λ k ∈ (0, λ] we have λ
Theorem 4.5. Let ϕ ∈ Φ 1 , ϕ ∈ C 3 (0, +∞), and σ n = n k=1 λ k . Then the following hold.
Moreover, under the hypotheses of (ii), if λ k ∈ (0, λ], then the sequence {x n } converges to an optimal solution of (P ).
Proof. (i) The proof follows immediately from Lemma 4.2a(iii).
(ii) From Lemma 4.2a(i), summing over k = 1, . . . , n, we obtain
Passing to the limit as n → +∞, noting that by Lemma 4.4(i) the middle term goes to zero; the rest of the proof follows using the same arguments as given in Remark 4.2.
Since λ k is bounded above, together with
} converges, and, hence, by Lemma 2.1(i), that the sequence {x k } is bounded. The remainder of the proof is now the same as given in Theorem 4.3(iii).
Remark 4.3. When ε k = 0 ∀k, we recover the convergence result established in [9] . Our proof and analysis is, however, considerably simpler than the one developed in [9] and also provides, as in the case of Φ 2 , the global rate of convergence estimate
We finally briefly indicate that our analysis could be further simplified by modifying the EPM described in (3.1) and (3.2) in much the same way it is done for the classical quadratic proximal algorithm with approximate minimization steps; see, e.g., [15] . More precisely, one could consider algorithm (3.1)-(3.2) with the additional assumption that the sequence {x k } satisfies
where
Using the definition of F k , we note that (4.11) implies that
} is nonincreasing. The latter fact allows for deriving our results in an even simpler way. However, it should be noted that to require the nonincreasingness of {f (x k )} may be difficult to realize in practice. We leave to the reader to verify that when {x k } is generated by the EPM satisfying (4.11) one obtains the following modified estimates (compare with Theorems 4.5(i)-4.3(i), respectively):
The convergence results of Theorems 4.3-4.5 then hold for this modified version of the EPM with σ n → ∞, ε k → 0 to obtain a minimizing sequence and with λ k ε k < ∞ to get the global convergence of the sequence {x n } to an optimal solution of (P ). A similar convergence result of this type, i.e., assuming that {f (x k )} is nonincreasing, was derived by Kabbadj [12, Theorem 3.6 .1] and more recently by Kiwiel [11] for proximal-like methods based on Bregman distances.
5. The EPM for maximal monotone operators. In this section we extend our analysis to consider the generalization of the EPM to maximal monotone operators. For simplicity of exposition, we will consider the exact version of the algorithm, i.e., ε = 0 and only the case ϕ ∈ Φ 2 .
A set valued map T : R p → R p is said to be a monotone operator if
∀x, x ′ ∈ domT := {x : T (x) = ∅}. A monotone operator is said to be maximal if its graph
is not properly contained in the graph of any other monotone operator. Let U be a given maximal monotone operator. We want to solve the following problem.
Here N R 
while the solution of the convex minimization problem (P ) corresponds to the special case U = ∂f under our assumption (A1).
The EPM for solving (5.1) is as follows: given x 0 > 0, generate a sequence
We will assume that the sequence x k is well defined; i.e., there exists a unique x k > 0 solving (5.2). Some sufficient conditions for the existence of x k in the special case ϕ = ϕ 2 can be found in the recent work of Auslender and Haddou [1] . More recently, further existence results have also been established in [5] , for more general ϕ, but which also request further assumptions on both the class Φ 2 and also on the operator T (see also Remark 5.1 below).
Theorem 5.1. Let x k be the sequence generated by (5.2). Assume that T −1 (0) = ∅, dom U ∩ R p ++ = ∅, and let σ n → ∞. Then the following hold.
Since T is monotone and
Using (5.3) we obtain
and, therefore, H(x * , x k ) is decreasing and x k is bounded, proving (i). Summing (5.4) over k = 1, . . . , n, using the definition of σ n and z n we then obtain
Since x n is bounded, so is z n . Let z nj → z ∞ . Since σ n → ∞, from the last inequality it follows that z ∞ − x, y ≤ 0 ∀(x, y) ∈ G(T ), which by the maximal monotonicity of T (which is implied by the assumption dom U ∩ R p ++ = ∅) means that 0 ∈ T (z ∞ ). Remark 5.1. The above convergence result is not as strong as the one obtained for the special maximal monotone operator ∂f. Even in the case of the classical quadratic proximal algorithm, if in addition λ 2 k < +∞, one can prove only ergodic convergence results as the ones derived in Theorem 5.1, see [3] . This, however, should not be too surprising due to the fact that ∂f enjoys additional properties not shared by arbitrary maximal monotone operators and allows us to derive stronger convergence results; see, for example, Bruck [4] for further results and details in the context of quadratic proximal algorithms. With further assumptions on both T and ϕ, it is also possible to prove global convergence of the sequence {x k }, as shown in the recent work of Burachik [5, Chapter 6] . However, some of the assumptions needed on ϕ in [5] are unfortunately ruling out some interesting particular realizations of the EPM, such as the choice ϕ = ϕ 2 . For this special case, global convergence was established in [1] under minimal assumptions.
6. Some applications. To further illustrate the simplicity and usefulness of the analysis developed in section 4, we briefly consider in this section an extension of the EPM to linearly constrained convex programs, as recently proposed by Auslender and Haddou [1] .
Thus following [1] we consider the more general convex problem
where C is a polyhedral set given by
with A an m × p matrix, b ∈ R m , and m ≥ p. We denote by a i the rows of the matrix A.
Throughout this section we assume for (GP ) that (H1) f * > −∞ and (H2) A is of maximal rank. (The latter is clearly satisfied when C = R The EPM (in exact form) to solve (GP ), which will be called here the GEPM, is then as follows: start with x 0 ∈ intC and generate {x k } ∈ intC satisfying
Note that for ease of comparison with the results of [1] we use here µ k := 1/λ k . Three convergence results of the GEPM were established in [1] under the following three different assumptions:
(H3) ϕ(t) = ϕ 2 (t) = − log t + t − 1 and ∃µ > 0 : 0 < µ k ≤ µ.
(H4) ϕ ∈ Φ 1 ∩ C 3 (0, +∞), ∃µ,μ > 0 :μ ≤ µ k ≤ µ. (H5) ϕ ∈ Φ 2 , ∃µ > 0 : 0 < µ k ≤ µ and ∞ k=1 µ k = +∞. As pointed out in [1] , (H4) imposes serious restrictions on the choice of µ k . (Note that in [1] the assumption (H4) should also have required that ϕ ∈ Φ 1 ∩ C 3 (0, +∞).) (H5) allows for relaxing the condition µ k ≥μ but still requires ∞ k=1 µ k = +∞. (H3) is the weakest assumption on {µ k } but handles only the special choice of ϕ = ϕ 2 . In this particular case, as shown in [1] , it is possible to establish an interesting quadratic convergence result for linear programs. However, Auslender and Haddou [1] were not able to extend such a result for a more general class of functions ϕ such as the one satisfying (H5).
We show below that the analysis of section 4 can be applied to (GP ), allowing us to both relax the hypothesis used in [1] and extend their results on the quadratic rate of convergence for linear programming for more general ϕ than the one considered in (H3). The key ingredient is once again Lemma 4.1. Indeed, using the optimality conditions for (6.5) we obtain (6.6) where here g k ∈ ∂f (x k ). Using the definition of the subdifferential for the convex function f and (6.6) we then have ∀x ∈ C:
Let ϕ ∈ Φ 2 . Applying Lemma 4.1(ii) (in R m ) at c = l(x), a = l(x k−1 ), b = l(x k ) we obtain using (6.2)-(6.4)
Combining (6.8) and (6.9) we thus obtain ∀x ∈ C
The latter inequality is the basis from which convergence results for the GEPM easily follow. For example, from (6.10), following the proof of Lemma 4.2 we can derive the global estimate
n D(x, x 0 ) ∀x ∈ C. (6.11) 
