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Resumen
Defino un producto fibrado (el producto ?) para la K-teor´ıa Orbidad, de una Orbidad del
tipo [M/G] dada por la accio´n casi libre de un grupo de Lie compacto sobre una variedad
compacta y casi compleja. Todo el desarrollo es presentado en te´rminos de K-teor´ıa equi-
variante debido a la consideracio´n de la K-teor´ıa de la Orbidad inercia Λ[M/G] asociada a
la Orbidad [M/G]. Despue´s, generalizo el producto ? a la K-teor´ıa torcida Orbidad de la
Orbidad cuando el torcimiento esta´ en la imagen de la transgresio´n y G es un grupo finito.
Finalmente, Presento un isomorfismo de anillos entre las representaciones del a´lgebra de
Drinfeld torcida y la K-teor´ıa Orbidad torcida.
Palabras clave: Orbidades, K-teor´ıa torcida, anillos de representaciones, haces vecto-
riales, obstrucciones.
Abstract
I define a stringy product (the ? product) for the Orbifold K-theory of an Orbifold structure
[M/G] given by the almost-free action of a Compact Lie group on a quasi-complex compact
manifold. All this is performed in the equivariant K-theory setup by considering the K-theory
of the inertia Orbifold Λ[M/G] associated to [M/G]. After, I generalize the product ? to the
twisted Orbifold K-theory wherever the twist comes by transgression from an element and G
is a finite group. Finally I present ring homomorphism to the twisted Drinfeld double algebra
Dω(G) where the ? product gives an explicit isomorphism from the K-theory ωK([∗/G]) to
the Grothendieck ring of representations over Dω(G), for G a finite group.
Keywords: Orbifolds, Twisted K-theory, representation ring, vector bundles, obstruc-
tion.
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Introduccio´n
Todos mis estudios en topolog´ıa algebraica han estado motivados por esa maravillosa rela-
cio´n que describe entre los objetos topolo´gicos y las estructuras algebraicas. Las propiedades
topolo´gicas, que tienen que ver con la naturaleza geome´trica de los objetos, son traducidas
por medio de invariantes topolo´gicos en propiedades algebraicas. Cuando asociamos el grupo
fundamental, de Homolog´ıa o de Cohomolog´ıa, estamos buscando capturar las diferencias
entre los objetos topolo´gicos que no ser´ıan fa´cilmente diferenciables por otros invariantes,
estamos cambiando la perspectiva de un problema volviendolo al ca´lculo de una estructura
algebraica. De esta manera, como los objetos f´ısicos tienen naturaleza topolo´gica pueden
ser estudiados por grupos, mo´dulos y anillos. Estos conceptos no son nada nuevos, ya en el
inicio del siglo XX se introdujo el estudio de estas relaciones; con la introduccio´n de nuevos
conceptos como el de variedad topolo´gica, el camino lo´gico ha sido el adaptar y estudiar la
incidencia de estas estructuras algebraicas como invariantes de las variedades.
Gracias a los trabajos de Atiyah y Grothendieck a medidados del siglo XX se introdujo un
nuevo invariante de la misma naturaleza, el grupo de K-teor´ıa asociado a un espacio topolo´gi-
co en el caso de Atiyah o una variedad algebraica en el caso de Grothendieck. Este nuevo
invariante reescribe de alguna manera la informacio´n contenida en el grupo de Cohomolog´ıa
pero presenta algunas ventajas desde el punto de vista teo´rico y en un cierto sentido permite
un ana´lisis ma´s sencillo de las propiedades topolo´gicas o algebraicas del objeto. La K-teor´ıa
fue en su momento una disciplina muy activa y muchos de sus avances lograron resolver y
replantear problemas de vieja data.
Adema´s de los resultados cla´sicos, durante los u´ltimos veinte an˜os ha ocurrido un suceso
poco habitual en matema´ticas. Se ha iniciado un gran flujo de nuevas ideas en esta rama por
influencia de la aparicio´n de nociones f´ısicas que relacionan unos objetos llamados Orbida-
des1 y los invariantes topolo´gicos que se pueden asociar, grupos de homotop´ıa, de Homolog´ıa,
de Cohomolog´ıa y de K-teor´ıa, entre otros. Particularmente la teor´ıa de cuerdas ha susci-
tado gran cantidad de importantes trabajos e ideas matema´ticas, gracias a la introduccio´n
del modelo de teor´ıa de campos conformes sobre espacios singulares por Dixon-Harvey-Vafa-
Witten [9, 10] en 1985. Despue´s de esto el auge de trabajos sobre Orbidades y sus invariantes
ha reactivado el intere´s por obtener resultados y reformular problemas en te´rminos de este
novedoso punto de vista.
Pero como los invariantes que se le asocian, las Orbidades no son objetos recientes. Una
Orbidad es un espacio que localmente se comporta como el cociente de un espacio vectorial
1Palabra que en este trabajo usamos como correspondiente en espan˜ol al concepto de Orbifold del ingle´s.
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por la accio´n de un grupo finito. Ya hab´ıan sido estudiados en geometr´ıa algebraica bajo
el nombre de variedades con singularidades cocientes y su estudio consist´ıa en intentar re-
mover las singularidades por deformaciones o por levantamientos. En esa direccio´n existe
una gran cantidad de problemas que hacen que esta rama de la geometr´ıa algebraica tenga
un intere´s actual por si misma. Empero, el a´nimo de este trabajo es usar las Orbidades
como una forma de generalizacio´n de la nocio´n de variedad topolo´gica en lugar de tratar de
hallar desingularizaciones. Esta forma de generalizar las variedades fue primero instaurada
por Satake [20] en los an˜os 50 quien las llamo´ V -variedades considerandolas como espacios
topolo´gicos que generalizaban las variedades diferenciales y procedio´ a generalizar el grupo
de Cohomolog´ıa de De Rham, las clases caracteristicas y el teorema de Gauss-Bonnet para
estos espacios. Posteriormente Kawasaki [16] demuestra una versio´n del teorema del ı´ndice
para V -variedades expresado como una suma en te´rminos de puntos fijos. Al termino de los
an˜os 70, Thurston logra obtener la primera estructura de un invariante topolo´gico asociado
a una Orbidad, define el grupo fundamental para la Orbidad.
Como ya he mencionado, las ideas f´ısicas han jugado un importante papel en el desarrollo
reciente de la teor´ıa de Orbidades y de sus invariantes topolo´gicos. Los primeros logros en
esta direccio´n se obtuvieron despue´s del trabajo de Dixon-Harvey-Vafa-Witten, quienes usan
ba´sicamente intuicio´n f´ısica para obtener invariantes topolo´gicos como la caracteristica de
Euler, nu´meros de Hodge y lograr entre otras cosas la primera idea de una cohomolog´ıa para
la Orbidad que se obten´ıa como cociente de la accio´n de un grupo finito sobre una variedad.
Empero, estos me´todos no son los ma´s indicados para trabajar y deducir los invariantes
topolo´gicos para las Orbidades por cuanto so´lo traducen algunas propiedades f´ısicas de las
Orbidades ma´s no permiten el estudio de una teor´ıa cohomolo´gica adecuada. Chen-Ruan [7]
definieron una estructura Cohomolo´gica asociada a una Orbidad siguiendo las mismas ideas
usadas en la definicio´n de la cohomolog´ıa cua´ntica e introduciendo los llamados sectores tor-
cidos junto con la definicio´n de Orbidad de Inercia. Uno de los avances ma´s interesantes en
esta nueva teor´ıa cohomolo´gica para la Orbidad es la obtencio´n de un nuevo objeto llamado
el Haz de Obstruccio´n.
Cuando tenemos una variedad topolo´gica en el sentido cla´sico, lo que tenemos es un espacio
topolo´gico donde algunas vecindades de puntos se comportan exactamente como espacios
Rn, lo cual nos aporta mucha informacio´n. Pero aunque toda esta informacio´n se acople bien
cuando reunimos las vecindades, esto no quiere decir que la variedad completa tambie´n sea
un Rn. Lo que podemos hacer es: dadas dos vecindades U y V de la variedad que localmente
son Rn intentar usar la informacio´n concentrada en U y en V para inducir una propiedad en
U ∪ V . Ahora bien, en el caso de una Orbidad, la estructura local son cocientes de Rn por
la accio´n de un grupo finito. Tal grupo finito puede cambiar al movernos a otra vecindad,
lo cual complica au´n ma´s la idea de observar propiedades globales de la Orbidad usando la
estructura local. El haz de obstruccio´n aparece dentro de los trabajos de Chen y Ruan como
la manera de medir la dificultad de inducir, partiendo de la informacio´n de dos vecindades,
propiedades de su unio´n. Este es un proceso que requiere de nuevas consideraciones. Por
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una parte, que cada vecindad provenga de una accio´n de un grupo finito sobre otro espacio
implica que la topolo´gia de la vecindad tendra´ concentrada tanto la topolo´gia del espacio
origen, como su interaccio´n con el grupo que actu´a. Por otra parte, ¿co´mo acoplar toda
esta informacio´n para poder observar propiedades globales de la Orbidad? El primer impace
se resuelve en parte gracias a la utilizacio´n de me´todos de la topolo´gia algebraica que son
llamados equivariantes, los cuales conjugan ambas cosas, tanto la accio´n de un grupo como
la topolog´ıa del espacio origen. Para el segundo en cambio, se necesita de nuevas ideas, por
ejemplo, como el haz de obstruccio´n de Chen y Ruan.
En virtud de las discusiones anteriores, este trabajo estara´ distribuido en cuatro partes. Una
parte incial de preliminares y recolecciones sobre algunos conceptos ba´sicos de la teor´ıa de
Orbidades y de haces vectoriales sobre Orbidades. Una segunda parte donde estudiaremos
la construccio´n de un anillo de K-teor´ıa sobre una Orbidad cociente [M/G] con M una va-
riedad casi compleja y compacta, y G sera´ un grupo de Lie compacto actuando de manera
casi libre sobre M . Una tercera parte donde se estudiara´ la generalizacio´n de la construccio´n
presentada en el cap´ıtulo II al contexto de K-teor´ıa torcida equivariante. Un cuarto cap´ıtulo
donde se considera de manera bastante pragma´tica la aplicacio´n de nuestras construcciones
a las algebras de Drinfeld torcidas Dω(G) donde es posible hallar relaciones no evidentes de
la K-teor´ıa torcida y las representaciones de Dω(G) y se logra conectar la K-teor´ıa torcida
Orbidad para dos grupos distintos, mostrando que bajo ciertas condiciones, estos anillos
resultan isomorfos. En particular, se logra mostrar la equivalencia de las K-teor´ıas torcidas
Orbidad para un p-grupo no abeliano extra especial (p un nu´mero primo) y un p-abeliano
del mismo orden.
Al final, presento un ape´ndice donde reu´no muchos de las herramientas que podr´ıan no ser
tan habituales en los textos cla´sicos de topolog´ıa y que en cierta medida utilizo para justificar
algunos de los procesos que desarrollo durante la escritura de este trabajo.
1 Orbidades
1.1. Generalidades
Este trabajo ronda en todos sus aspectos el concepto de Orbidad, su definicio´n y propiedades
son ba´sicas para todos los resultados presentados en este escrito. Orbidad es el te´rmino en
espan˜ol que he elegido como correspondiente para el concepto de Orbifold del ingle´s. Una
Orbidad es un espacio topolo´gico modelado localmente como el cociente de una variedad di-
ferenciable por un grupo finito. La estructura de una Orbidad fue definida inicialmente por
Satake en [20] y posteriormente retomada en una definicio´n equivalente por Chen y Ruan en
[7] y por Adem y Ruan en [2]. En este trabajo se considera la definicio´n tomada por estos
u´ltimos.
Como ya adelante´ en la introduccio´n una Orbidad puede ser presentada en muchos contex-
tos y con nociones de estructura relativamente diferentes, segu´n la propiedad que se desea
estudiar. En virtud de la amplia gama de posibilidades que hay para una Orbidad, es preciso
considerar una definicio´n que nos permita una presentacio´n adecuada para los resultados en
cuestio´n, por lo cual, el esp´ıritu de este trabajo es considerar las Orbidades como genera-
lizaciones de variedades diferenciales y por tanto, este primer cap´ıtulo deseo dedicarlo a la
presentacio´n de algunos resultados que simplificara´n el desarrollo y permitira´n orientar al
lector sobre el objetivo central de este trabajo. Con lo anterior, es conveniente iniciar con
una discusio´n que nos lleve a la definicio´n de Orbidad.
La idea principal en la definicio´n de Orbidad es la idea de sistema uniformizante de dimensio´n
n: dado un espacio topolo´gico conexo U , un sistema –o atlas uniformizante n-dimensional
para U–, es una tripla (V,Γ, pi) donde V es una variedad diferenciable de dimensio´n n do-
tada con una accio´n de un grupo finito Γ tal que pi : V → U es una funcio´n continua que
env´ıa homeomorficamente el cociente V/Γ sobre U . Dos sistemas uniformizantes (V1,Γ1, pi1)
y (V2,Γ2, pi2) son isomorfos si existen un difeomorfismo φ : V1 → V2 y un isomorfismo
λ : Γ1 → Γ2 tal que φ es λ-equivariante y pi2 ◦ φ = pi1. Dado i : U ′ → U un sub-
conjunto abierto conexo de U , y (V ′,Γ′, pi′) un sistema uniformizante de U ′, decimos que
(V ′,Γ′, pi′) es inducido desde (V,Γ, pi) si existe un monomorfismo τ : Γ′ → Γ, tal que si
γ ∈ Γ′ es tal que γ(x) = x para todo x ∈ V ′ entonces, τ(γ) = h es tal que h(y) = y
para todo y ∈ V ; adema´s, debe existir una inmersio´n τ -equivariante ψ : V ′ → V tal que
i◦pi′ = pi ◦ψ, el par (ψ, τ) : (V ′,Γ′, pi′)→ (V,Γ, pi) es llamado una inyeccio´n. Dos inyecciones
(ψ1, τ1) : (V
′
1 ,Γ
′
1, pi
′
1) → (V,Γ, pi) y (ψ2, τ2) : (V ′2 ,Γ′2, pi′2) → (V,Γ, pi) se dicen isomorfas si
existen, un isomorfismo (φ, λ) entre (V ′1 ,Γ
′
1, pi
′
1) y (V
′
2 ,Γ
′
2, pi
′
2), y un automorfismo (φ¯, λ¯) de
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(V,Γ, pi) tal que (φ¯, λ¯) ◦ (ψ1, τ1) = (ψ2, τ2) ◦ (φ, λ). De esta manera se tiene que para para
cualquier subconjunto abierto U ′ de U , dado un sistema uniformizante de (V,Γ, pi) sobre U ,
este define una clase de equivalencia de isomorfismos de sistemas uniformizantes de U ′. Con
la discusio´n anterior se puede ahora formalizar la definicio´n de Orbidad:
Definicio´n 1.1.1. Un espacio topologico Haussdorf y segundo contable X es llamado una
Orbidad si para cada punto p ∈ X existe una vecindad Up y un sistema uniformizante
(Vp,Γp, pip) de Up tal que para todo punto q ∈ Up, (Vp,Γp, pip) y (Vq,Γq, piq) son sistemas
equivalentes en q. Se notara´ por U la coleccio´n de tales sistemas uniformizantes para todos
los puntos de X. Un subconjunto U de X se dice uniformizado por (V,Γ, pi) si para todo
p ∈ U , (Vp,Γp, pip) y (V,Γ, pi) son equivalentes. El espacio X dotado de la estructura de
Orbidad, sera´ notado X = (X,U) o si el contexto lo permite sin dar lugar a confusio´n,
simplemente se notara´ como X.
Nota 1.1.1. 1. Observe que dada la accio´n de un grupo Γ sobre un espacio topolo´gico U ,
siempre se tiene un subgrupo Γ0 de Γ tal que para todo g ∈ Γ0 y para todo p ∈ U ,
gp = p. Tal grupo es llamado el nu´cleo de la accio´n. Si el nu´cleo de la accio´n es trivial,
la accio´n es llamada efectiva. Una Orbidad X se llama efectiva si las acciones de las
cartas locales (Up,Γp, pip) para cada p ∈ X, son efectivas. Esta nocio´n da lugar a la
definicio´n de Orbidad correspondiente a una V -variedad definida por Satake [20].
2. No debe confundirse el grupo Γp de la definicio´n de un sistema uniformizante con el
grupo de isotrop´ıa o estabilizador de un punto p (ver Definicio´n 5.2.3). Sin embargo en
el contexto de este trabajo, se asume que se tiene una accio´n casi libre de un grupo de
Lie compacto G sobre una variedad compacta M , caso en el cual es posible hallar un
sistema uniformizante para el cociente M/G donde el grupo Γp coincide con el grupo
estabilizador de un punto espec´ıfico en cada carta (cf. Ejemplo ).
3. En el mismo contexto del numeral anterior, es posible asumir que las cartas locales son
de la forma (Rn,Γ, φ) donde Γ actua sobre Rn via una representacio´n ortogonal. Con
esta observacio´n, una Orbidad puede ser considerada como un espacio topolo´gico que
localmente es el cociente de un espacio vectorial por la accio´n de un grupo finito de
matrices ortogonales.
Es posible que para una misma Orbidad X se presenten dos sistemas uniformizantes dis-
tintos. Al igual que con variedades diferenciales, se puede considerar la nocio´n de sistema
uniformizante maximal, con lo cual dos sistemas uniformizantes sera´n equivalentes si esta´n
contenidos en el mismo sistema uniformizante maximal.
Definicio´n 1.1.2. Dadas dos Orbidades X = (X,U) y Y = (Y,V), una aplicacio´n dife-
renciable f : X → Y se llama suave si para cada punto x ∈ X existe una carta (U,Γ, φ)
alrededor de x y una carta (V,H, ϕ) al rededor de f(x) tal que f aplica φ(U) sobre ϕ(V ) de
tal manera que podemos levantar f a una aplicacio´n f˜ : U → V con ϕf˜ = fφ. Similarmente,
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dos Orbidades X = (X,U) y Y = (Y,V) son difeomorfas si existen dos aplicaciones suaves
f : X → Y y g : Y → X tales que fg = 1X y gf = 1Y .
Ejemplo 1. Considere G un grupo de Lie compacto actuando sobre una variedad compacta
M , de manera que la accio´n sea casi libre. Recuerde que una accio´n casi libre se refiere a una
accio´n donde todos los grupos estabilizadores son finitos. Para cada m ∈ M , consideramos
Gm el grupo estabilizador de m. Como se asume que la accio´n es localmente diferenciable,
pues proviene de un grupo de Lie, existe una rebanada Um de m la cual es Gm-equivariante. El
sistema U = {(Um, Gm, pim)}m∈M , donde pim : Um → Um/Gm es la proyeccio´n natural, forma
un sistema uniformizante de X = M/G, por lo cual la Orbidad se denota [M/G] = (X,U)
y se llama Orbidad cociente. Cuando el grupo G es finito, su accio´n es en particular casi
libre. En este caso la estructura de Orbidad inducida se llama un cociente global. Con estos
criterios, es posible hallar interesantes ejemplos, de los cuales he seleccionado dos de fa´cil
presentacio´n:
Considere M una variedad compacta. Consideramos el grupo de simetr´ıas en n letras
Sn actuando sobre el producto cartesiano M
n por permutacio´n de las coordenadas.
Los puntos de Mn tendra´n grupo estabilizador acorde a cuantas coordenadas se repi-
ten en el producto cartesiano. Como el grupo Sn es finito, el cociente [M
n/Sn] tiene
una estructura de cociente global, la cual es no trivial pues algunos puntos tienen
estabilizador diferente del grupo trivial.
Considere la variedad compacta S2n+1 = {(z0, . . . , zn) ∈ Cn+1|
∑
i |zi|2 = 1}. Considere
la accio´n del grupo de Lie compacto S1 sobre S2n+1 dada por:
λ(z0, . . . , zn) = (λ
a0z0, . . . , λ
anzn)
donde a0, . . . , an son nu´meros enteros primos relativos. Observe que, el estabilizador de
los puntos {(0, . . . , 0, zi, 0, . . . , 0) ∈ S2n+1} ∼= S1 para esta accio´n es {1, γ, · · · , γai−1}.
Este es un primer ejemplo de una accio´n casi libre, cuyo cociente adquiere una es-
tructura de Orbidad sin ser un cociente global. El cociente topolo´gico S2n+1/S1 es
habitualmente llamado espacio proyectivo con pesos y notado WP(a0, . . . , an).
1.2. Cohomolog´ıa de Chen-Ruan
Este cap´ıtulo presenta construcciones fundamentales para los resultados consignados en es-
te trabajo. Sin embargo la ideas que han inspirado estas construcciones no son totalmente
nuevas, de hecho para algunos campos como la f´ısica los procedimientos y te´cnicas utilizadas
aqu´ı son bastante naturales. Particularmente, el resultado clave del siguiente cap´ıtulo, la
definicio´n de un producto fibrado en K-teor´ıa de una Orbidad, es semejante a los trabajos de
Chen y Ruan en [7] y de Adem y Ruan en [2]. Sin embargo la manera como son retomadas
las ideas, permite mostrar algunos ejemplos que ilustran los resultados y que abren la puerta
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al tercer cap´ıtulo donde podremos comparar resultados consignados en [3] con los incluidos
aqu´ı y establecer las correspondientes relaciones entre un planteamiento y otro. Para moti-
var la naturaleza de las ideas utilizadas en esta investigacio´n, deseo presentar con una breve
exposicio´n de los resultados de [7], y se introducen algunas ideas de intere´s en los desarrollos
que seguira´n, tales como los sectores torcidos y los k-multi sectores. De manera espec´ıfica,
se desea mostrar el esp´ıritu de la definicio´n de un producto en K-teor´ıa de una Orbidad, que
aparecera´ como contraparte de la definicio´n cohomolo´gica presentada en esta seccio´n.
En toda esta seccio´n se toma como referencia el trabajo de Chen y Ruan en [7] aunque tam-
bie´n es posible consultar [1] para obtener una exposicio´n muy amplia del mismo desarrollo.
Sea X una Orbidad compacta con (Vp, Gp, pip) un sistema uniformizante para cada p ∈ X.
Se define el k-multi sector de X, denota´ndolo Xk, como el conjunto:
{(p, (g))|p ∈ X; g = (g1, . . . , gk) ∈ Gp × · · · ×Gp}
donde (g) denota la clase de conjugacio´n tal que (g1, . . . , gk) ≡ (h1, . . . , hk) si existe g ∈ Gp
tal que ggig
−1 = hi para cada i = 1, . . . , k.
Proposicio´n 1.2.1 (Lema 4.1.1 en ([7])). El conjunto Xk tiene una estructura de Orbidad
dada por:
{pip,g : (V gp , C(g))→ V gp /C(g)}
donde V gp = V
g1
p ∩ · · · ∩ V gkp , C(g) es el centralizador de g en Gp para g ∈ Gp y C(g) =
C(g1) ∩ · · · ∩ C(gk).
Demostracio´n: Primero se identifica un punto (q, (h)) ∈ Xk con un punto en unionsq{(p,(g))∈Xk}V gp /C(g).
Dado un punto q ∈ Up elegimos un punto y ∈ Vp tal que pip(y) = q. Con la eleccio´n anterior
se obtiene un monomorfismo asociado λy : Gq → Gp. Si se toma adema´s un elemento h como
representante de la clase (h) y se define entonces g = λy(h) tal que y ∈ V gp . Se obtiene de
esta manera una aplicacio´n θ : (q, (h)) 7→ (y,g).
Si se cambia el representante h por algu´n h′ = a−1ha con a ∈ Gq, entonces de la misma
forma se cambia g por g′ = λy(h
′) = λy(a−1ha) = λy(a)−1gλy(a) y tambie´n la asignacio´n
θ : (q, a−1ha)→ (y, λy(a)−1gλy(a)).
Si se cambia el elemento y ∈ Vp por algu´n otro y′ ∈ Vp tal que existe b ∈ Gp con y′ = by,
entonces λy′ = bλyb
−1 y se obtiene una identificacio´n distinta de Gq como subgrupo de
Gp. En este caso la asignacio´n esta´ dada por θ : (q,g) → (y′, bgb−1). En el caso de que
g = bgb−1, entonces b ∈ C(g). Con lo anterior se ha construido una aplicacio´n de Xk a
unionsq{(p,(g))∈Xk}V gp /C(g).
Se elige sobre Xk la topolog´ıa que hace a los V
g
p /C(g) abiertos y se uniformizan con
(V gp , C(g), pip), (pip la proyeccio´n natural). So´lo resta mostrar que todos estos sistemas uni-
formizantes forman una estructura de Orbidad sobre Xk. Considere x ∈ V gp /C(g) y un
representante x′ ∈ V gp . Sean Bx una vecindad suficientemente pequen˜a de x′ y Hx el grupo
de isotrop´ıa de x′ en C(g). Se toma pip(x′) = q, y se considera el monomorfismo inducido
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λx′ : Γq → Γp. Defina h = λ−1x′ (g). Entonces Hx = λx′(C(h)) y se puede entonces identificar
Bx con V
h
q /C(h) lo cual muestra que esta es una estructura de Orbidad sobre Xk.
Es posible ahora identificar las componentes conexas de cada k-multi sector Xk usando la
clase de conjugacio´n de monomorfismos pipq : Gq → Gp descritos en la condicio´n de pegado
para cada q ∈ Up. Se define una relacio´n de equivalencia entre las clases de conjugacio´n
(g)Gq ∼ (pipq(g))Gp y se considera Tk el conjunto de todas las clases de equivalencia. En
general se puede escribir (g) para referirse a un elemento del conjunto Tk. Entonces Xk se
puede expresar con la unio´n de componentes conexas:
Xk =
⊔
(g)∈Tk
X(g)
donde
X(g) = {(p, (g′)Gp)|(g′)Gp ∈ (g)}.
En particular, cuando k = 1, cada componente conexa X(g) es llamado sector torcido de X1
si g es un elemento diferente de la identidad. Se puede definir adema´s el conjunto
T 0k = {(g) ∈ Tk|g = (g1, . . . gk) satisface g1 · · · gk = 1},
con lo cual
X0k =
⊔
(g)∈T 0k
X(g).
Ahora bien, sea p ∈ X y suponga una estructura casi compleja J sobre X. La estructura
casi compleja J induce una representacio´n ρp : Gp → GLn(C), donde n = dimCX. Para cada
g ∈ Gp, se considera ρp(g) como la matrix diagonal:
diag(e
i2pim1,g
mg , . . . , e
i2pimn,g
mg ),
donde mg es el orden de ρp(g). Una tal matrix so´lo depende de la clase de conjugacio´n (g)Gp ,
por lo cual es posible definir una funcio´n d : X1 → Q dada por:
d(p, (g)Gp) =
n∑
i=1
mi,g
mg
.
Proposicio´n 1.2.2 (Lema 3.2.1 en ([7])). La funcio´n d : X(g) → Q es localmente constante.
El valor de la funcio´n sera´ notado como d(g) y es un nu´mero entero cuando ρp(g) ∈ SLn(C).
Definicio´n 1.2.1. Los grupos de cohomolog´ıa de Orbidad de X son:
Hkorb(X) =
⊕
(g)∈T1
Hk−2d(g)(X(g))
donde cada H∗(X(g)) es la cohomolog´ıa singular de X(g) con coeficientes en R, la cual es
isomorfa al grupo de cohomolog´ıa de de Rham.
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Por lo anterior, es posible considerar las clases de cohomolog´ıa como clases de formas diferen-
ciales sobre X(g). Una forma diferencial w sobre una Orbidad U con sistema uniformizante
(V,G, pi), es una forma w˜ G-equivariante. Se define la integracio´n de w sobre U como:∫ orb
U
w :=
1
|G|
∫
V
w˜.
En general, si X es una Orbidad con un sistema uniformizante {(Vp, Gp, pip)}, entonces se
considera una particio´n de la unidad subordinada al cubrimiento {Ui} y se define la integral
de la forma w como: ∫ orb
X
w :=
∫ orb
Ui
w.
Considere la aplicacio´n C∞ I : X(g) → X(g−1) definida por (p, (g)) 7→ (p, (g−1)) la cual es un
automorfismo de X1 en si mismo.
Proposicio´n 1.2.3 (Proposicio´n 3.3.1 en ([7])). Para todo 0 ≤ k ≤ 2n el par 〈, 〉(g)orb :
Hk−2d(g)(X(g))×H2n−k−2d(g−1)(X(g−1)) definido por:
〈α, β〉(g)orb =
∫ orb
X(g)
α ∧ I∗(β),
es no degenerado.
1.2.1. Orbidades 2-dimensionales reducidas
Una Orbidad 2-dimensional cerrada y reducida es una estructura que consta de los siguientes
datos: Una superficie de Riemann Σ con estructura compleja J y un conjunto finito de puntos
distintos z = (z1, . . . zk) sobre Σ, cada uno con multiplicidad mi ≥ 2, tal que la estructura
de Orbidad en el punto zi este´ dada por la cubierta ramificada z 7→ zmi . Una aplicacio´n
p˜i de clase C∞ entre dos Orbidades 2-dimensionales cerradas y reducidas es llamada un
cubrimiento de Orbidades si los levantamientos locales de p˜i son o bien difeomorfismos o bien
cubiertas ramificadas. Es posible mostrar que existe un cubrimiento de Orbidades universal
cuyo grupo de transformaciones de Deck es definido como el grupo fundamental de la Orbidad
y es notado piorb1 (Σ). Para cada subgrupo Γ ⊂ piorb1 (Σ) es posible hallar un cubrimiento de
Orbidades p˜i : Σ˜ → Σ tal que p˜i induce un monomorfismo piorb1 (Σ˜) → piorb1 (Σ) con imagen
el subgrupo Γ. El grupo fundamental de (Σ, z, (m1, . . . ,mk)) una Orbidad 2-dimensional
cerrada y reducida tiene la representacio´n:
piorb1 (Σ) = {xi, yi, λj, i = 1, . . . , g, j = 1, . . . , k| qi xiyix−1i y−1i qj λj = 1, λmjj = 1}
donde g es el ge´nero de Σ. Considere la esfera de Riemann S2 con tres puntos marcados
z = (0, 1,∞). Tome (g) ∈ T 03 representado por g = (g1, g2, g3) tal que el orden de gi es
mi para cada i = 1, 2, 3. Se determina una estructura de Orbidad 2-dimensional cerrada y
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reducida sobre S2 poniendo (m1,m2,m3) como las multiplicidades de z. Entonces el grupo
piorb1 (S2) tiene la forma:
piorb1 (S2) = {λ1, λ2, λ3|λmii = 1, λ1λ2λ3 = 1}
y cada generador λi puede ser representado geometricamente como un lazo rodeando el
punto marcado zi. Ahora por cada punto (p, (g)Gp) ∈ X(g) se escoge una representacio´n
g = (g1, g2, g3) de (g)Gp , la cual define un homomorfismo ρp,g : pi
orb
1 (S2)→ Gp enviando λi a
gi. Considere H ⊂ Gp la imagen de ρp,g. Existe una Orbidad 2-dimensional reducida Σ y un
cubrimiento de Orbidades p˜i : Σ→ S2 induciendo la siguiente sucesio´n exacta:
1→ pi1(Σ)→ piOrb1 (S2)→ H → 1.
El grupo H actu´a sobre Σ como el grupo de transformaciones de Deck cuya finitud implica
que Σ es cerrada. Con lo anterior, se ha obtenido un sistema uniformizante (Σ, H, p˜i) sobre
(S2, z, (m1,m2,m3)) que depende de (p,g) pero que es localmente constante.
Sobre la carta local (V gp , C(g)) de X(g), se considera el haz E(g) definido como:
(H1(Σ)⊗ TVp)H × V gp → V gp ,
donde (H1(Σ)⊗ TVp)H es el espacio invariante por la accio´n de H. Considere la accio´n del
grupo C(g) sobre H1(Σ) ⊗ TVp, que es trivial en el primer factor y la usual sobre TVp.
Esta accio´n del grupo C(g) conmuta con la accio´n de H, luego (H1(Σ) ⊗ TVp)H es un
espacio invariante para el grupo C(g). Luego tenemos un haz E(g) sobre X(g) que es C(g)-
equivariante.
Definicio´n 1.2.2. Para α, β, γ ∈ H∗orb(X), considere la funcio´n de tres puntos:
〈α, β, γ〉orb =
∑
(g)∈T 03
∫ orb
X(g)
e∗1α ∧ e∗2β ∧ e∗3γ ∧ e(E(g)),
donde ei : X(g) → X(gi) es la aplicacio´n (p, (g)Gp) 7→ (p, (gi)Gp) para cada i = 1, 2, 3 y e(E(g))
denota la clase de Euler del haz E(g). Esta funcio´n determina un producto en H
∗
orb(X) [1].
1.3. Grupoides
La inclusio´n de grupoides en esta seccio´n tiene el proposito de generalizar, en cierta manera,
las Orbidades dentro del contexto de estructuras muy ricas en cuanto a resultados y gene-
ralidad de conceptos. Como cuando se tienen acciones de grupos, los grupoides generalizan
las ideas de o´rbita de la accio´n y de grupo de isotrop´ıa de un elemento. Sin embargo su es-
tructura teo´rica es bastante ma´s general y las construcciones evaden algunos problemas del
trabajo con acciones de grupo, en particular cuando el grupo es no abeliano. La referencia
para esta seccio´n es [1].
Un grupoide topolo´gico es una estructura G que consiste de un espacio G0 de objetos y un
espacio G1 de flechas, dotado con cinco morfismos estructurales:
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Una aplicacio´n s : G1 → G0, que asigna a cada flecha g ∈ G1 su origen.
Una aplicacio´n t : G1 → G0, que asigna a cada flecha g ∈ G1 su llegada. As´ı para dos
objetos x, y ∈ G0, se escribe x g→ y para decir que g es un elemento en G1 con s(g) = x
y t(g) = y.
La aplicacio´n de composicio´n m : G1 × G1 → G0. Si g, h ∈ G1, con s(h) = t(g), es
posible componer a h y g pidiendo que s(hg) = s(g) y t(hg) = t(h). La aplicacio´n
composicio´n define entonces un producto asociativo sobre el conjunto:
G1
s ×t G1 = {(h, g) ∈ G1 ×G1 : s(h) = t(g)}.
Existe una aplicacio´n identidad u : G0 → G1 la cual es una unidad para la composicio´n.
Esto quiere decir que su(x) = x = tu(x) y que gu(x) = g = u(y)g para todo x, y ∈ G0
y g : x→ y.
Una aplicacio´n inversa i : G1 → G1 escrita como i(g) = g−1. Entonces, si g : x→ y se
tiene que g−1 : y → x y g−1g = u(x), gg−1 = u(y).
Definicio´n 1.3.1. Un grupoide de Lie es un grupoide topolo´gico G donde G0, G1 son va-
riedades diferenciables y las aplicaciones s, t,m, u, i son diferenciables. Adicionalmente, las
aplicaciones s, t deben ser submersiones sobreyectivas.
Ejemplo 2. Suponga que tenemos un grupo de Lie G actuando sobre una variedad diferen-
ciable M . Dada la accio´n, podemos defnir un grupoide de Lie asociado GnM considerando
(G nM)0 = M y (G nM)1 = G ×M , con s : G ×M → M la proyeccio´n en la segunda
componente y t : G×M →M es la accio´n. La aplicacio´n de composicio´n es definida a partir
de la multiplicacio´n en el grupo G. Note que si M se reduce a un punto, es posible ver el
grupo de Lie G como un grupoide de Lie.
Dado un punto x ∈ G0 en un grupoide de Lie G, se puede considerar el conjunto de todas
las flechas en G1 que parten de x y terminan en x. Este conjunto es un grupo de Lie notado
por Gx y es llamado el grupo de isotrop´ıa de x. Se considera tambie´n el conjunto ts
−1(x)
la llegada de todas las flechas en G1 que parten de x llamado la o´rbita de x. El conjunto
de todas las o´rbitas de elementos en G0 es notado con |G| y a su vez el grupoide GnM es
llamado una representacio´n grupoide de |GnM |.
Definicio´n 1.3.2. Sea G un grupoide de Lie.
G es propio si (s, t) : G1 → G0 × G0 es una aplicacio´n propia, esto es, si la imagenes
inversas de conjuntos compactos son compactas.
G es llamado un grupoide de foliacio´n si cada grupo de isotrop´ıa Gx es discreto.
G es e´tale si s, t son difeomorfismos locales.
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Proposicio´n 1.3.1. Si el grupoide de Lie G es de foliacio´n y propio, entonces todos los
grupos de isotrop´ıa Gx para x ∈ G0 son finitos.
Si se tiene un grupoide e´tale G, dado x ∈ G0, existe una vecindad suficientemente pequen˜a
Ux de x en la cual Gx actua de la siguiente manera: dado g ∈ Gx, considere φ : Ux → Vg
la inversa local de la aplicacio´n s. Es posible asumir tambie´n que la aplicacio´n t env´ıa Vg
difeomorficamente sobre Ux. Se define entonces el difeomorfismo g˜ : Ux → Ux como la
aplicacio´n g˜ = tφ. Se tiene entonces una aplicacio´n Gx → Diff(Ux).
Definicio´n 1.3.3. Un grupoide orbidad es grupoide de Lie que es propio y e´tale.
Note que en el caso de una Orbidad cociente [M/G], es posible considerar muchas estructuras
equivalentes de Orbidad sobre el mismo espacio M/G, lo cual da lugar a varias representa-
ciones grupoides G. Por lo anterior, es necesario considerar las aplicaciones entre estructuras
grupoides, con el fin de determinar cua´ndo son equivalentes como representaciones grupoides
del mismo espacio.
Definicio´n 1.3.4. Sean G y H dos grupoides de Lie. Un homomorfismo φ : H→ G consiste
de dos aplicaciones φ0 : H0 → G0 y φ1 : H1 → G1 las cuales conmutan con todos los
morfismos de estructura de ambos grupoides.
Dado el grupoide Orbidad G, un G-espacio es una variedad E equipada con dos aplicaciones
pi : E → G0 y una accio´n µ : G1 ×G0 E → E definida sobre las parejas (g, e) tales que
pi(e) = s(g), de manera que la accio´n es definida como: µ(g, e) = ge.
Ejemplo 3. Considere un grupoide G. Se define el conjunto |Gk| := {(x, (g1, . . . , gk)Gx)|x ∈
|G|, gi ∈ Gx}. Ahora tome el espacio:
SkG := {(g1, . . . , gk)|gi ∈ G1, s(g1) = t(g1) = s(g2) = t(g2) = · · · = s(gk) = t(gk)}.
Este espacio es una variedad diferenciable. Se define entonces la aplicacio´n βk : S
k
G → G0
por
βk(g1, . . . , gk) = s(g1) = t(g1) = s(g2) = t(g2) = · · · = s(gk) = t(gk).
Luego se considera la accio´n definida para cada h ∈ G1 como la aplicacio´n h : β−1k (s(h))→
β−1k (t(h)) tal que
h(g1, . . . , gk) = (hg1h
−1, . . . , hgkh−1).
Con esta accio´n el espacio SkG es un G-espacio, luego podemos formar el grupoide G n SkG
cuyo espacio de orbitas es el espacio |Gk|.
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1.3.1. Haces vectoriales Orbidad sobre Orbidades y grupoides
Dada una Orbidad X = (X,U), es posible comparar su estructura con la estructura de una
variedad diferenciable. Particularmente, la manera como se pegan las cartas locales del atlas
uniformizante U. Por ejemplo dadas las cartas (U˜ , G, pi) y (V˜ , H, ρ) de un punto x ∈ U∩V . Al
rededor de x podemos hallar una tercera carta (W˜ ,K, µ) y dos inyecciones λ1, λ2 de esta carta
en las otras dos respectivamente, tal que W ⊂ U ∩ V . Estas inyecciones pueden ser usadas
para obtener un difeomorfismo λ2λ
−1
1 : λ2(W˜ )→ λ2(W˜ ). Con lo anterior, podemos proceder
a pegar los cocientes de las cartas de acuerdo a la relacio´n pi(u˜) ∼ ρ(v˜) si λ2λ−11 (u˜) = v˜ para
definir el espacio:
Y =
⊔
(U˜ ,G,pi)∈U
(U˜/G)/ ∼ .
Naturalmente, tenemos un homeomorfismo Φ : Y → X. Con esta misma idea podemos
construir un haz tangente para la Orbidad X. Sobre cada carta (U˜ , G, pi) podemos considerar
el haz tangente T U˜ . Si la accio´n de G sobre U˜ se supone diferenciable -como es el caso de las
acciones de grupos de Lie sobre variedades-, entonces esto induce una accio´n diferenciable
sobre T U˜ , dada por g(u˜, v) = (gu˜,Dgu˜(v)) para cada elemento (u˜, v) ∈ TU˜ . De hecho,
la proyeccio´n p˜ : T U˜ → U˜ es equivariante, por lo cual se obtiene una aplicacio´n proyeccio´n
p : T U˜/G→ U al componer con pi. Ahora, si x = pi(x˜), las fibras son homeomorfas a cocientes
de la forma Tx˜U˜/Gx, donde Gx es el grupo de isotrop´ıa de la accio´n de G sobre x˜. Es posible
suponer que localmente se tienen cartas de la forma (Rn, G′, pi), donde G′ ⊂ GLn(R). Ahora
siguiendo el proceso discutido para una Orbidad, podemos construir una Orbidad con cartas
locales de la forma (T U˜,G, p) sobre TU = T U˜/G para cada carta (U˜ , G, pi) ∈ U. Notamos
el espacio resultante de la identificacio´n por TX =
⊔
(U˜ ,G,pi)∈U(T U˜/G)/ ∼. Este espacio no
es un haz vectorial en el sentido usual de variedades diferenciables, pero puede considerarse
como su ana´logo en Orbidades. Puede llamarse entonces, un haz vectorial tangente de una
Orbidad y notarlo por TX = (TX, TU), con TU = {(T U˜,G, p)}(U˜ ,G,pi)∈U. Este es un caso
particular de una clase de objetos generalizan la idea de haz vectorial para un Orbidad, y
que se conviene en llamar haces vectoriales Orbidad.
Por propositos pra´cticos se acostumbra a introducir este tipo de objetos de manera ma´s
amplia y considerarlos dentro del lenguaje de grupoides.
Definicio´n 1.3.5. Un G-haz vectorial sobre un grupoide Orbidad G es un G-espacio E tal
que pi : E → G0 es un haz vectorial y tal que cada flecha g : x → y induce un isomorfismo
lineal en las fibras g : Ex → Ey. Particularmente, cada Ex induce una representacio´n lineal
del grupo de isotrop´ıa Gx para cada x ∈ G0.
Cada G-haz vectorial induce un grupoide E = G n E y considerando la proyeccio´n natural
piE : E → G, se obtiene el ana´logo de un haz vectorial en te´rminos de grupoides, donde
la proyeccio´n inducida pi|E| : |E| → |G| induce la estructura de haz vectorial Orbidad, de
manera que pi−1|E|(x) = Ex/Gx.
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Ejemplo 4. Suponga G un grupo de Lie actuando diferencial, propia y casi libremente
sobre una variedad M , y sea E un G-haz vectorial. El espacio E/G admite una estruc-
tura de Orbidad cociente de manera tal que p : E/G→ M/G tiene estructura de haz
vectorial Orbidad. En el otro sentido, si p : F → M/G es un haz vectorial Orbidad,
entonces p∗F es un G-haz vectorial sobre M . Ahora, la accio´n de G sobre M induce
una estructura grupoide de Lie GnM y desde la definicio´n de un G-haz vectorial, se
tiene que un haz vectorial equivariante es naturalmente un GnM -haz vectorial.
Suponga que en el ejemplo anterior M = ∗, es decir, que nos reducimos al caso de
un punto. Considere el grupoide que se genera el cual puede denotarse ∗G. Un ∗G-haz
vectorial es entonces una representacio´n de G.
1.4. K-teor´ıa de una Orbidad
Definicio´n 1.4.1. Sea G un grupoide Orbidad tal que |G| es un espacio compacto. Se define
Korb(G) como el anillo de Grothendieck de clases de isomorfismo de G-haces vectoriales
sobre G. Para una Orbidad X, se toma G una representacio´n grupoide y se define Korb(X) =
Korb(G).
Ahora si se tiene un morfismo F : H→ G, es posible definir un pullback de los haces vecto-
riales Orbidad sobre G a haces vectoriales Orbidad sobre H. De hecho, dado un tal morfismo
esto induce una aplicacio´n de anillos: F ∗ : Korb(G)→ Korb(H).
Ejemplo 5. Considere G un grupo de Lie compacto actuando de manera casi libre sobre una
variedad compacta M . Como ya note´ antes, esto induce una estructura de grupoide de Lie
asociada GnM , donde los haces vectoriales Orbidad son haces vectoriales G-equivariantes
sobre M . Es decir, se tiene una identificacio´n de Korb(GnM) := Korb([M/G]) = KG(M).
1.4.1. Fo´rmula de descomposicio´n para K-teor´ıa
Considere ahora el caso espec´ıfico de la Orbidad cociente [M/G], donde M es una variedad
compacta y G es un grupo de Lie actuando de manera casi libre sobre M . En este caso es
conveniente presentar una fo´rmula de descomposicio´n para la K-teor´ıa de Orbidad, la cual se
basa en la existencia de un caracter de Chern equivariante, y que fue demostrada por Adem
y Ruan en [2]. La fo´rmula es presentada en la siguiente Proposicio´n (ver [2] Teorema 5.1):
Proposicio´n 1.4.1. Sea G un grupo de Lie compacto, actuando sobre una variedad com-
pacta M de manera casi libre. Existe un caracter de Chern equivariante el cual define un
isomorfismo racional de anillos:
Korb([M/G]) ∼=Q
∏
(C)
[
H∗(MC/CG(C))⊗Q(ζ|C|)
]WG(C)
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donde (C) var´ıa sobre todas las clases de conjugacio´n de subgrupos c´ıclicos de G, ζ|C| es
una ra´ız primitiva de la unidad y WG(C) = NG(C)/CG(C) -para NG(C) el normalizador,
CG(C) el centralizador de C en G-,es necesariamente un grupo finito.
Corolario 1.4.2. Sea G un grupo de Lie compacto, actuando sobre una variedad compacta
M de manera casi libre. Existe una descomposicio´n aditiva:
Korb([M/G])⊗Q = KG(M)⊗Q ∼=
⊕
(g)
K(M g/CG(g))⊗Q.
2 Definicio´n de un Producto Fibrado
2.1. Introduccio´n
En vista de las construcciones presentadas en el cap´ıtulo anterior para llegar a la definicio´n
de la cohomolog´ıa de Chen-Ruan para una Orbidad, se desea presentar las construcciones
dentro del contexto de K-teor´ıa equivarariante que permitan obtener una estructura similar
para la Orbidad. Intuitivamente, las construcciones en K-teor´ıa son ma´s interesantes que
las construcciones en cohomolog´ıa, debido en parte a que las construcciones cohomolo´gicas
presentadas en el Cap´ıtulo 1 utilizan coeficientes en un cuerpo sin torsio´n, mientras que
las construcciones en K-teor´ıa aparecen con coeficientes enteros. Lo anterior implica que la
K-teor´ıa no puede ingnorar la torsio´n que puede aparecer, mientras que las construcciones
cohomolo´gicas pierden toda esa torsio´n, la cual puede representar una importante suma de
informacio´n topolo´gica de la Orbidad. Lo anterior permite suponer que es la K-teor´ıa, y
no la cohomolog´ıa, el contexto natural para intentar obtener la informacio´n topolo´gica de la
Orbidad. Ahora bien, teniendo en cuenta la relacio´n cla´sica entre cohomolog´ıa y K-teor´ıa –v´ıa
el caracter de Chern–, la informa´cio´n concentrada en la cohomolog´ıa puede ser recuperada
con la K-teor´ıa. Esto implica que las construcciones en el lado de la K-teor´ıa para una
Orbidad deben estar presentadas en forma dual a las de la cohomolog´ıa de Chen-Ruan, lo
cual permitir´ıa de forma natural –v´ıa algu´n tipo de cara´cter de Chern adecuado– recuperar
la informacio´n dada por la construccio´n cohomolo´gica pero para las Orbidades. Esto no es
muy simple desde el punto de vista topolo´gico puesto que en general cuando se tiene una
estructura de Orbidad X, las cartas abiertas locales en cada punto so´lo son compatibles de
acuerdo a la accio´n local de los grupos en cada carta, pero al pensar las cartas abiertas como
sub-estructuras topolo´gicas, no necesariamente podremos definir, de la misma manera que
para una variedad, una K-teor´ıa para la unio´n. Cuando tenemos una variedad cla´sica, el que
dos subvariedades se intersecten transversalmente implica que podemos pegar la informacio´n
contenida en cada una de ellas para obtener informacio´n global de la variedad. En particular
este es el requisito que ponemos a las cartas locales de la variedad para tener la estructura de
variedad. En el caso de una Orbidad, esto genera un problema de obstruccio´n que se muestra
en la necesidad de construir haces que concentren ese posible defecto de la estructura de
Orbidad, generado por la no trasversalidad de las cartas.
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2.2. El Producto Fibrado
A partir de este momento, la presentacio´n estara´ enmarcada dentro del contexto equivarian-
te determinado por una accio´n de un grupo de Lie compacto actuando sobre una variedad
compacta M dotada con una estructura casi compleja. El objetivo es definir una estructura
de K-teor´ıa para [M/G], la Orbidad obtenida por la accio´n de G sobre M . Como se dijo
antes, las definiciones y construcciones en la parte K-teore´tica deben ser duales a las defi-
niciones cohomolo´gicas y por lo tanto, es esperado que una tal relacio´n se mantenga en el
contexto de las Orbidades. Por lo anterior, algunas de las construcciones son ana´logas a las
presentadas por Chen y Ruan en [7] y reescritas en el cap´ıtulo anterior. Un inicio intuitivo
podr´ıa ser construir pequen˜os grupos de K-teor´ıa sobre cada sector torcido de la Orbidad,
para luego, en analog´ıa con las construcciones de [7], lograr definir un producto sobre la
suma directa de estos grupos de forma que el resultante grupo sea adema´s un anillo gracias
al producto definido. Lamentablemente, la mejor alternativa no es simular las construcciones
cohomolo´gicas al pie de la letra, pues las consideraciones para el trabajo con haces vectoriales
son bastante ma´s dif´ıciles que en la contraparte cohomolo´gica donde las formas diferenciales
son una herramienta muy provechosa. Sin embargo, la idea es la misma, definir una estruc-
tura de K-teor´ıa a partir de grupos de K-teor´ıa ma´s simples y luego definir un producto
que convierta la suma directa de esos grupos en un anillo. Naturalmente, para mantener
la relacio´n cla´sica entre K-teor´ıa y cohomolog´ıa, sera´ necesario que las estructuras al final
este´n relacionadas por dualidad.
Considere el siguiente espacio vectorial:
Korb([M/G]) :=
⊕
g∈C˜
KC(g)(M
g)
donde C˜ es un conjunto de representantes de las clases de conjugacio´n de los elementos
g ∈ G para los cuales el conjunto Stab(g) := {x ∈ M |gx = x} es no vac´ıo (ver Ape´ndice
A, ecuacio´n 5.1) y C(g) denota el centralizador de g en G. El objetivo de este Cap´ıtulo es
dotar este espacio vectorial de un producto asociativo que lo convierta en una estructura
de anillo. Se podr´ıa elegir una definicio´n del producto que sea intuitivamente ma´s sencilla,
simplemente definiendo el producto de dos haces en este espacio vectorial por el producto
tensorial usual, pero es notado, en virtud de la cohomolog´ıa para Orbidades definida por
Chen y Ruan que una definicio´n como esa no es la ma´s indicada para la contraparte de K-
teor´ıa. Como se noto´ en la introduccio´n de este cap´ıtulo, observe que dos subvariedades1 Mh
y M g para cualesquiera h, g ∈ G no siempre se intersectan transversalmente, lo cual genera
un problema de obstruccio´n en los haces. Por esta razo´n, para definir un producto adecuado
y que corresponda por analog´ıa –en principio– con la contraparte cohomolo´gica de la teor´ıa
de Orbidades definida por Chen y Ruan, es necesario adicionar un factor de correccio´n
1Note que los puntos fijos de un elemento son subvariedades de M gracias a la compacidad del grupo G y
de la variedad M .
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topolo´gica dentro del producto. Se presentan entonces algunos resultados de intere´s para los
desarrollos posteriores.
2.2.1. Algunas anotaciones sobre grupos de Lie
Sea G un grupo de Lie compacto. Dados K,H subgrupos cerrados de G, note que H actu´a
sobre el espacio G, mediante la accio´n natural (h, a) 7→ ah, para h ∈ H y a ∈ G. A su vez,
observe que K actu´a sobre el espacio G/H, mediante la accio´n natural (k, aH) 7→ kaH, para
k ∈ K y aH ∈ G/H. Como G es compacto, el espacio G/H es un espacio compacto. En
virtud del Lema 5.2.2 demostrado en el Ape´ndice A, existe so´lo un nu´mero finito de tipos
de o´rbita para la accio´n de K en G/H. Por lo anterior, el espacio de o´rbitas K\G/H es la
unio´n de tipos de o´rbita (G/H)(Kj) con Kj ⊂ K, cada uno de los cuales es la unio´n de un
nu´mero finito de componentes conexas. Por lo anterior, se puede suponer que el espacio de
o´rbitas K\G/H es una suma finita de componentes ∪ki=1Ui, de tal manera que aiH ∈ G/H
es un elemento en la componente conexa Ui si y so´lo si Kai pertenece al tipo de o´rbita donde
vive la componente conexa. Habitualmente el espacio K\G/H es llamado el cociente doble
de G por los grupos H y K.
Proposicio´n 2.2.1 ([19], Lema 2.2). Sea G un grupo de Lie compacto y H un subgrupo
cerrado de G y para cada elemento g ∈ G, sea (G/H)g el espacio de puntos fijos de la accio´n
de g sobre G/H. Un elemento aH ∈ G/H vive en (G/H)g si y so´lo si a−1ga ∈ H. Si a1H y
a2H viven en la misma componente conexa de (G/H)
g, entonces, a1H = xa2H para algu´n
x ∈ C(g).
Ahora bien, para H un subgrupo cerrado de G, dado M un G- espacio, este espacio natural-
mente tiene una H accio´n v´ıa la restriccio´n a la accio´n de los elementos de H, la cual induce
una aplicacio´n
RestGH : KG(M)→ KH(M),
tal que a cada G-haz vectorial, se le asocia el mismo haz vectorial pero con la accio´n de
G restringida a los elementos de H. Ana´logamente, dado un H-haz vectorial E sobre un
H-espacio M , se puede definir el G-haz:
G⊗H E,
de manera ana´loga a la definicio´n del G-espacio de la ecuacio´n (5.2) en el Ape´ndice A (cf.
[21] Cap´ıtulo I). Este G-haz define entonces una aplicacio´n
IndGH : KH(M)→ KG(M).
Las aplicaciones RestGH e Ind
G
H , definidas arriba satisfacen algunas propiedades que sera´n de
algu´n intere´s en los desarrollos posteriores, para una exposicio´n completa de estos to´picos se
sugiere remitirse a [22, 13, 19].
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Teorema 2.2.2. Si K ⊂ H ⊂ G, entonces las aplicaciones restriccio´n e induccio´n satisfacen:
IndGHInd
H
K(V )
∼= IndGK(V )
y
RestHKRest
G
H(W )
∼= ResGK(W )
para todo K-haz vectorial V y G-haz vectorial W .
Teorema 2.2.3 (Reciprocidad de Frobenius). Sea G un de Lie compacto y H, K dos subgru-
pos cerrados de G. Para V un H-haz vectorial y W un K-haz vectorial se tiene la siguiente
fo´rmula:
IndGH(V ⊗RestGH(IndGK(W ))) ∼= IndGH(V )⊗ IndGK(W ) (2.1)
Para mayor simplicidad en las fo´rmulas las aplicaciones RestGH e Ind
G
H se notara´n respec-
tivamente RGH e I
G
H . Considere f : M → N una aplicacio´n continua G-equivariante entre
G-espacios. Esta funcio´n define homomorfismos de pullback de G-haces vectoriales:
f ∗ : KG(N)→ KG(M)
y pushforward de G-haces vectoriales:
f∗ : KG(M)→ KG(N).
Lema 2.2.4. Los siguientes diagramas son conmutativos:
KG(N)
RGH→ KH(N) KG(N) R
G
H→ KH(N)
f ∗ ↓ ↓ f ∗ f∗ ↓ ↓ f∗
KG(M)
RGH→ KH(M) KG(M) R
G
H→ KH(M)
(2.2)
KG(N)
IGH→ KH(N) KG(N) I
G
H→ KH(N)
f ∗ ↓ ↓ f ∗ f∗ ↓ ↓ f∗
KG(M)
IGH→ KH(M) KG(M) I
G
H→ KH(M)
(2.3)
2.2.2. Construccio´n del producto
Considere el espacio vectorial:
Korb([M/G]) :=
⊕
g∈C˜
KC(g)(M
g) (2.4)
donde C˜ es el conjunto de representantes de las clases de conjugacio´n de los elementos g ∈ G
tales que el conjunto Stab(g) := {x ∈ M |gx = x} es no vac´ıo (ver Ape´ndice A, ecuacio´n
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(5.1)) y C(g) denota el centralizador de g en G. Para cada par de elementos g, h ∈ G
considere las inclusiones
eg : M
g,h = M g ∩Mh →M g, eh : M g,h = M g ∩Mh →Mh
y
egh : M
g,h = M g ∩Mh →M gh.
Las dos primeras aplicaciones inducen pullback en K-teor´ıa equivariante, particularmente
e∗g : KH(M
g)→ KH(M g,h) y e∗h : KH(Mh)→ KH(M g,h), donde H es un subgrupo cerrado de
C(g)∩C(h). Por otra parte, la aplicacio´n egh induce el pushforward en K-teor´ıa equivariante
(egh)∗ : KH(M gh)→ KH(M g,h).
Note que el centralizador de un elemento g ∈ G es siempre un subgrupo cerrado de G. Como
G es un grupo compacto de Lie, C(g) es tambie´n un grupo compacto de Lie. Dadas las
inclusiones de grupos de Lie:
ig : C(g) ∩ C(h)→ C(g), ih : C(g) ∩ C(h)→ C(h) e igh : C(g) ∩ C(h)→ C(gh)
se generan las aplicaciones:
R
C(g)
C(g)∩C(h) : KC(g)(M
g)→ KC(h)∩C(g)(M g), RC(h)C(g)∩C(h) : KC(h)(Mh)→ KC(h)∩C(g)(Mh)
e
I
C(gh)
C(g)∩C(h) : KC(h)∩C(g)(M
g,h)→ KC(gh)(M g,h)
en K-teor´ıa equivariante. Con estas aplicaciones a la mano, se define para cada α ∈ KC(g)(M g)
y β ∈ KC(h)(Mh) el producto:
α ? β := (egh)∗I
C(gh)
C(g)∩C(h)(R
C(g)
C(g)∩C(h)(e
∗
g(α))⊗RC(h)C(g)∩C(h)(e∗h(β))⊗ λ−1(Bg,h)⊗ γg,h) (2.5)
donde γg,h es la representacio´n definida ma´s abajo en la ecuacio´n 2.7.
2.2.3. El haz de obstruccio´n
Dado g ∈ G, sea X ⊂ M g una componente conexa de M g, considere EX el haz normal a la
inclusio´n de M g en M restringido a la componente X. EX es un haz C(g)-equivariante, el
cual, suponiendo una me´trica G-equivariante (y en particular C(g)-equivariante) sobre M ,
puede considerarse como el haz tal que:
EX ⊕ TM g = RGC(g)(TM |Mg).
Es posible descomponer EX en te´rminos de los autovalores de la accio´n de g es decir expresar
EX como la suma de espacios propios:
r−1⊕
k=1
EXk ,
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donde r es el orden de g y la accio´n de g sobre EXk es multiplicar por e
2piik
r . Considere el haz
Fg tal que al restringirlo a la componente X resulta:
Fg|X :=
r−1⊕
k=1
k
r
EXk .
Definicio´n 2.2.1. Para g, h ∈ G se define el haz de obstruccio´n Bg,h por la fo´rmula:
Bg,h := TM
g,h	RGC(g)∩C(h)(TM |Mg,h)⊕RC(g)C(g)∩C(h)(Fg|Mg,h)⊕RC(h)C(g)∩C(h)(Fh|Mg,h)⊕RC(gh)C(g)∩C(h)(F(gh)−1 |Mg,h)
Nota 2.2.1. Observe que siempre se tiene la siguiente fo´rmula para los haces Fg, Fg−1 :
Fg ⊕ Fg−1 = EX .
Esto se debe a que si la accio´n de g sobre EXk es multiplicar por e
2piik
r , la accio´n de g−1 sobre
EXk es multiplicar por e
2pii(r−k)
r , luego:
Fg ⊕ Fg−1 =
r−1⊕
k=1
k
r
EXk ⊕
r−1⊕
k=1
r − k
r
EXk =
r−1⊕
k=1
(
k
r
+
r − k
r
)EXk =
r−1⊕
k=1
EXk = E
X .
La relacio´n anterior en ocasiones sera´ ma´s conveniente escribirla como:
Fg ⊕ Fg−1 ⊕ TM g = RGC(g)(TM |Mg). (2.6)
2.2.4. Pushforward en K-teor´ıa
Considere el isomorfismo de Thom equivariante:
Proposicio´n 2.2.5 ([20], Proposicion 3.2). Sea M una G-variedad compacta y p : E → M
un G-haz vectorial complejo sobre M . Exite un isomorfismo
φ : K∗G(X)→ K∗G(E,E \ E0),
donde E0 es la seccio´n cero. La aplicacio´n φ es dada v´ıa multiplicacio´n por la clase λ−1(E).
Ahora, se procede a definir el pushforward f∗ : K∗G(X) → K∗G(Y ) para una aplicacio´n
diferenciable f : X → Y entre G-variedades casi complejas: Sea τ el haz normal associado a
la aplicacio´n f , el pushforward associado se define como la siguiente composicio´n
K∗G(X)
φ−→ K∗G(τ, τ \ τ0) j−→ K∗G(Y, Y \ f(X))
i]−→ K∗G(Y ),
donde φ es el isomorfismo de Thom, la aplicacio´n j esta dada por la excisio´n y i] es el
pullback inducido por la inclusio´n. Este pushforward puede ser extendido a K-teor´ıa torcida
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(ver [6]).
Ahora, considere el siguiente diagrama de inclusiones:
G K
H H ∩K
ff
6
ff
6
del cual se induce el diagrama de sobreyecciones:
G/G G/K
G/H G/(H ∩K)
ff i1
6
j1
ff i2
6
j2
Usando este diagrama se obtiene:
j2∗ ◦ i∗2 : K∗G(G/H)→ K∗G(G/K)
j2∗ ◦ i∗2([E]) = [λ−1(τj2)⊗ i∗2(p∗(E))],
donde τj2 es el haz normal de j2, y la aplicacio´n
i∗1 ◦ j1∗ : K∗G(G/H)→ K∗G(G/K)
i∗1 ◦ j1∗([E]) = [i∗1(λ−1(τj1)⊗ i∗1(p∗(E))].
Al comparar las dos aplicaciones anteriores se define una forma de haz de exceso dado por
λ−1(i∗1(τj1)/τj2)). Lo anterior quiere decir que se tiene:
i∗1 ◦ j1∗([E]) = j2∗ ◦ i∗2([E]⊗ λ−1(i∗1(τj1)/τj2))). (2.7)
En particular cuando H = C(g), K = C(h) y G = G, para g, h ∈ G se denota el haz de
exceso como γg,h.
Fo´rmula equivariante de Quillen
Sean Y y Z dos sub variedades cerradas de una variedad compleja y compacta M las cuales
se intersectan limpiamente, es decir, W = Y ∩ Z es una subvariedad de M y en cada punto
x ∈ W , el espacio tangente de W en x es la interseccio´n de los espacios tangentes de Y y Z
en x. Sea F el Haz de exceso de la interseccio´n, es decir, el haz vectorial sobre W definido
como el cociente del haz tangente, de M en x ∈ W , por la suma de los haces tangentes de
Y y Z en x, restringido a W .
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Si M tiene una accio´n de un grupo de Lie compacto G, considere i : Z →M un embebimiento
entre las G-variedades Z y M . La subvariedad
MG = {x ∈M |gx = x ∀g ∈ G}
y Z se interesectan limpiamente, entonces tenemos el siguiente diagrama:
ZG →rZ Z
iG ↓ ↓ i
MG →rM M
(2.8)
donde rZ y rX son las respectivas inclusiones e i
G es la restriccio´n de i a ZG. Considere
el pullback generado por rZ . Como para cualquier z ∈ K(Z), r∗Z(z) es un G-haz sobre un
G-espacio trivial, por la proposicio´n 5.3.1, se tiene que una descomposicio´n
r∗Z(z) = ziG ⊕ µi
donde µi es la suma de los vectores propios correspondientes a las representaciones irreduc-
tibles no triviales de G. En este caso µi coincide con el haz de exceso que se obtiene del
diagrama de arriba.
Lema 2.2.6. Si z ∈ K(Z), entonces
r∗M i∗(z) = (i
G)∗(λ−1(µi)r∗Z(z))
Demostracio´n. Por el teorema 5.2.1 en el Ape´ndice A, se puede reemplazar M por una
vecindad tubular equivariante de ZG, luego es posible suponer que el diagrama 2.8 toma la
forma:
ZG →rZ E1
iG ↓ ↓ i
E2 →rM E1 ⊕ E2 ⊕ µi
(2.9)
donde E1 es un haz vectorial (real) equivariante sobre Z
Γ con seccio´n cero rZ , E2 es una haz
vectorial (complejo) equivariante con cero seccio´n iG y las aplicaciones rM e i son inclusiones.
Sea i1 : E1 → E1 ⊕ E2, i2 : E2 → E1 ⊕ E2 y k : E1 ⊕ E2 → E1 ⊕ E2 ⊕ µi las aplicaiones
inclusio´n. Es posible considerar el haz vectorial E1 ⊕ E2 ⊕ µi como un haz vectorial sobre
E1 ⊕ E2, donde la aplicacio´n k es la seccio´n cero. Por supuesto, se tiene que r∗M = (ki2)∗ y
i∗ = (ki1)∗, por lo cual junto con las observaciones anteriores, se obtiene que:
r∗M i∗(z) = (ki2)
∗(ki1)∗(z)
= i∗2k
∗k∗(i1)∗(z)
= i∗2((i1)∗(z)λ−1(µi)) ( por 5.3)
= i∗2((i1)∗(z))i
∗
2(λ−1(µi))
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j
j?j?
ψ φ
M i,j,k
Mk,l M i,l
Mk M lM ij M jk M i
ei
ejk
elel
eij
ek
Por la definicio´n de las aplicaciones inclusio´n y propiedades del pullback y pushforward se
tiene que: i∗2(i1)∗(z) = (i
G)∗r∗Z(z). El u´ltimo te´rmino puede ser escrito como:
i∗2((i1)∗(z))i
∗
2(λ−1(µi)) = (i
G)∗r∗Z(z)(i
∗
2λ−1(µi))
= iG∗ (r
∗
Z(z)((i
G)∗i∗2λ−1(µi))
= iG∗ (r
∗
Z(z)λ−1(µi))
(2.10)
y as´ı la prueba esta´ terminada.
Nota 2.2.2. En este momento es conveniente introducir una notacio´n ma´s simple para
la presentacio´n de los resultados que sera´n descritos en el resto de este cap´ıtulo. Sean
(gi, gj, gk, gl) ∈ G4 tales que gigjgkgl = 1. Se introducen las siguientes convenciones:
M gi := M i (ana´logamente para j, k, l).
M gi ∩M gj := M i,j (ana´logamente para todas las dema´s combinaciones de i, j, k, l).
M gi ∩M gj ∩M gk := M i,j,k
Denotamos el haz de obstruccio´n Bgi,gj simplemente por Bi,j (ana´logamente para todas
las dema´s combinaciones de i, j, k, l).
R
C(gi)
C(gi)∩C(gj) := R
i
i,j (ana´logamente para todas las dema´s combinaciones de j, k, l).
R
C(gi)
C(gi)∩C(gj)∩C(gk) := R
i
i,j,k (ana´logamente para todas las dema´s combinaciones de j, k, l).
R
C(gigj)
C(gigj)∩C(gk) := R
ij
ij,k (ana´logamente para todas las dema´s combinaciones de j, k, l).
I
C(gi)
C(gi)∩C(gj) := I
i
i,j (ana´logamente para todas las dema´s combinaciones de j, k, l).
I
C(gigj)
C(gigj)∩C(gk) := I
ij
ij,k (ana´logamente para todas las dema´s combinaciones de j, k, l).
26 2 Definicio´n de un Producto Fibrado
El haz de exceso
El haz de exceso fue presentado en el prea´mbulo al lema (2.2.6) y es u´til para describir algunas
propiedades de los haces vectoriales que consideramos en la definicio´n del producto ?. Ma´s
precisamente, es necesario estudiar algunas relaciones entre los pushforwards y pullbacks
definidos sobre varias K-teor´ıas equivariantes. Suponga un elemento g = (gi, gj, gl, gk) ∈ G4
tal que gigjglgk = 1. Primero, considere el diagrama en la parte superior de la pa´gina del
cual deducimos las siguientes relaciones, va´lidas para todo elemento F ∈ KH(M ij,k), con H
un subgrupo cerrado de G tal que M ij,k es una H-variedad.
e∗ij[(eij)∗(F )] = ψ∗[φ
∗(F )⊗ λ−1(Ai,j)] (2.11)
donde elH-haz Ai,j es el llamado el haz normal de exceso. Este haz aparece por una aplicacio´n
de la ecuacio´n 2.10 presente en la demostracio´n del lema (2.2.6). Cuando H = C(gi)∩C(gj)∩
C(gk), y como
M ij,k,M i,j y M ij,k ∩M i,j = M i,j,k
son subvariedades de M ij, para cada punto x ∈ M i,j,k, el haz TM i,j,k en x es la intersec-
cio´n de las restricciones de los haces Rij,ki,j,k(TM
ij,k) y Ri,ji,j,k(TM
i,j) sobre x. El haz vectorial
Ai,j es entonces el cociente del haz R
ij
i,j,k(TM
ij) por la suma de los haces Rij,ki,j,k(TM
ij,k) y
Ri,ji,j,k(TM
i,j) restringidos a M i,j,k.
Por un ca´lculo sencillo en K-teor´ıa, el haz Ai,j es igual a
Riji,j,k(TM
ij)	Rij,ki,j,k(TM ij,k)	Ri,ji,j,k(TM i,j)⊕ TM i,j,k|M i,j,k ∈ KC(gi)∩C(gj)∩C(gk)(M i,j,k).
Este haz aparece para medir la diferencia entre la imagen v´ıa eˆ∗ij(eij)∗ y v´ıa ψ∗φ
∗ de un
mismo C(gi) ∩ C(gj) ∩ C(gk)-haz definido sobre M ij,k.
Lema 2.2.7. Sea (gi, gj, gk, gl) ∈ G4 tal que gigjgkgl = 1, entonces se tiene que:
(Ai,j ⊕Ri,ji,j,k(Bi,j)⊕Rk,li,j,k(Bk,l))|M i,j,k = (Aj,k ⊕Rj,ki,j,k(Bj,k)⊕Rl,ii,j,k(Bl,i))|M i,j,k (2.12)
en KC(gi)∩C(gj)∩C(gk)(M
i,j,k).
Demostracio´n. Primero note, en virtud de la ecuacio´n (2.6), que:
(Riji,j,k(F(gigj)−1)⊕Rkli,j,k(F(gkgl)−1)⊕Riji,j,k(TM ij))|M i,j,k
=Riji,j,k(R
G
ij(TM))|M i,j,k = RGi,j,k(TM)|M i,j,k
Con lo cual el lado izquierdo de la ecuacio´n (2.12) es igual a:
(TM i,j,k ⊕Rii,j,k(Fgi)⊕Rji,j,k(Fgj)	RGi,j,k(TM)⊕Rki,j,k(Fgk)⊕Rli,j,k(Fgl))|M i,j,k .
Aplicando ca´lculos similares en el lado derecho de la ecuacio´n (2.12), la identidad se tiene.
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Teorema 2.2.8. El producto ? es asociativo.
Demostracio´n. Considere el elemento (αi, αj, αk) ∈ KC(gi)(M i)×KC(gj)(M j)×KC(gk)(Mk).
Al calcular el producto de estos tres elementos en el orden (αi ? αj) ? αk y en te´rminos de
inducciones, restricciones, pullbacks y pushforwards se obtiene:
(αi ? αj) ? αk =(el)∗ { I ijkij,k(Rijij,k ( e∗ij d (eij)∗ [ I iji,j[Rii,j(e∗i (αi))⊗Rji,j(e∗j(αj))⊗ λ−1(Bi,j)⊗ γi,j] ] e )
⊗Rkij,k (e∗k(αk))⊗ λ−1(Bij,k)⊗ γij,k) }
(2.13)
Ahora bien, por el Lema (2.2.4) el lado izquierdo de la ecuacio´n (2.13) se transforma en la
expresio´n:
(el)∗ { I ijkij,k(e∗ij
⌈
(eij)∗
[
Rijij,k
(
I iji,j[R
i
i,j(e
∗
i (αi))⊗Rji,j(e∗j(αj))⊗ λ−1(Bi,j)⊗ γi,j]
)]⌉
⊗Rkij,k (e∗k(αk))⊗ λ−1(Bij,k)⊗ γij,k) }
(2.14)
Un C(gi) ∩ C(gj)-haz V , puede ser inducido a un C(gigj)-haz y al restringirlo al grupo
C(gigj)∩C(gk) se obtiene un C(gigj)∩C(gk)-haz. Pero para obtener un C(gigj)∩C(gk)-haz,
tambie´n es posible primero hacer la restriccio´n de V al grupo C(gi) ∩C(gj) ∩C(gk) y luego
inducir el haz resultante a un C(gigj) ∩ C(gk)-haz. La diferencia estre estas dos maneras de
obtener un C(gigj) ∩ C(gk)-haz debe entonces ser un elemento que nivele las dimensiones,
es decir, un elemento γ ∈ R(C(gigj) ∩ C(gk)). Con lo cual es posible reescribir la expresio´n
(2.14) de la siguiente forma:
(el)∗ { I ijkij,k(e∗ij
⌈
(eij)∗
[
I ij,ki,j,k
(
Ri,ji,j,k[R
i
i,j(e
∗
i (αi))⊗Rji,j(e∗j(αj))⊗ λ−1(Bi,j)⊗ γi,j]
)⊗ γ]⌉
⊗Rkij,k (e∗k(αk))⊗ λ−1(Bij,k)⊗ γij,k) } .
(2.15)
Haciendo uso de las propiedades de la aplicacio´n restriccio´n, la anterior expresio´n se torna
en:
(el)∗ { I ijkij,k(I ij,ki,j,k
(
e∗ij
⌈
(eij)∗
[
Rii,j,k(e
∗
i (αi))⊗Rji,j,k(e∗j(αj))⊗Ri,ji,j,k(λ−1(Bi,j)⊗Ri,ji,j,k(γi,j))
]⌉)
⊗ γ ⊗Rkij,k (e∗k(αk))⊗ λ−1(Bij,k)⊗ γij,k) }
(2.16)
Por otra parte, en virtud de la ecuacio´n (2.11), la expresio´n (2.16) es igual a:
(el)∗ { I ijkij,k(I ij,ki,j,k ( ψ∗ d φ∗
[
Rii,j,k(e
∗
i (αi))⊗Rji,j,k(e∗j(αj))⊗Ri,ji,j,k(λ−1(Bi,j))⊗Ri,ji,j,k(γi,j)
]
⊗ λ−1(Ai,j) e )⊗ γ ⊗Rkij,k (e∗k(αk))⊗ λ−1(Bij,k)⊗ γij,k) } .
(2.17)
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Usando propiedades del pullback y del pushforward de haces, la expresio´n anterior es lo
mismo que:
(elψ)∗ { I ijkij,k(I ij,ki,j,k ( Rii,j,k(φ∗e∗i (αi))⊗Rji,j,k(φ∗e∗j(αj))⊗Ri,ji,j,k(φ∗λ−1(Bi,j))⊗Ri,ji,j,k(γi,j)
⊗ λ−1(Ai,j) )⊗ γ ⊗Rkij,k (ψ∗e∗k(αk))⊗ λ−1(ψ∗Bij,k)⊗ γij,k) }
(2.18)
Gracias a la reciprocidad de Frobenius (Teorema 2.1) la expresio´n (2.18) se reescribe como:
(elψ)∗ { I ijkij,kI ij,ki,j,k ( Rii,j,k(φ∗e∗i (αi))⊗Rji,j,k(φ∗e∗j(αj))⊗Ri,ji,j,k(φ∗λ−1(Bi,j))⊗ λ−1(Ai,j)
⊗Riji,j,k(γ)⊗Ri,ji,j,k(γi,j)⊗Rki,j,k (ψ∗e∗k(αk))⊗Rij,ki,j,k(λ−1(ψ∗Bij,k))⊗Rij,ki,j,k(γij,k) ) }
(2.19)
Por u´ltimo, usando las propiedades de la induccio´n IGH , se obtiene la siguiente expresio´n:
(elψ)∗ { I ijki,j,k ( Rii,j,k(φ∗e∗i (αi))⊗Rji,j,k(φ∗e∗j(αj))⊗Rki,j,k (ψ∗e∗k(αk))⊗Riji,j,k(γ)
⊗Ri,ji,j,k(γi,j)⊗Rij,ki,j,k(γij,k)⊗Ri,ji,j,k(φ∗λ−1(Bi,j))⊗ λ−1(Ai,j)⊗Rij,ki,j,k(λ−1(ψ∗Bij,k)) ) } .
(2.20)
Por otro lado, considere el producto de los mismos tres elementos αi, αj, αk pero en de la
forma αi(αj ? αk). Procediendo de manera ana´loga a como se realizo´ el producto en el orden
de la primera parte de la prueba, se obtiene la siguiente expresio´n:
αi ? (αj ? αk) = (elδ)∗ { I ijki,j,k ( Rii,j,k(δ∗e∗i (αi))⊗Rji,j,k(τ ∗e∗j(αj))⊗Rki,j,k (τ ∗e∗k(αk))⊗Rj,ki,j,k(µ)
⊗Rjki,j,k(γj,k)⊗Ri,jki,j,k(γi,jk)⊗Rj,ki,j,k(δ∗λ−1(Bj,k))⊗ λ−1(Aj,k)⊗Ri,jki,j,k(λ−1(δ∗Bi,jk)) ) } ,
(2.21)
donde, similarmente a la primera parte, δ y τ son aplicaciones ana´logas a ψ y φ (respectiva-
mente), y µ es ana´logo a γ. Por otra parte, los pullbacks topolo´gicos que aparecen cuando se
calcula el producto en cualquier orden, actuan por restriccio´n del espacio base, lo cual hace
que ambas fo´rmulas tengan las mismas restricciones. De la misma forma, los pushforwards
(elψ)∗ y (elδ)∗ son equivalentes. Ahora bien, note que gracias al Lema (2.2.7) y tomando en
cuenta que Bij,k = Bk,l, Bi,jk = Bi,l, se tiene que:
Ri,ji,j,k(φ
∗(Bi,j))⊕ Ai,j ⊕Rij,ki,j,k(ψ∗(Bij,k)) = Rj,ki,j,k(τ ∗(Bj,k))⊕ Aj,k ⊕Ri,jki,j,k(δ∗(Bi,jk)). (2.22)
Al aplicar la operacio´n λ−1 em ambos lados de la ecuacio´n (2.22) se observa que:
λ−1(R
i,j
i,j,k(φ
∗(Bi,j))⊕ Ai,j ⊕Rij,ki,j,k(ψ∗(Bij,k))) = λ−1(Rj,ki,j,k(τ ∗(Bj,k))⊕ Aj,k ⊕Ri,jki,j,k(δ∗(Bi,jk)))
(2.23)
Y por las propiedades de la operacio´n λ−1, se obtiene que:
Ri,ji,j,k(λ−1(φ
∗(Bi,j))⊗ λ−1(Ai,j)⊗Rij,ki,j,k(λ−1(ψ∗(Bij,k)))
=Rj,ki,j,k(λ−1(τ
∗(Bj,k))⊗ λ−1(Aj,k)⊗Ri,jki,j,k(λ−1(δ∗(Bi,jk)))
(2.24)
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Para terminar, note que se debe probar la igualdad entre las representaciones
Riji,j,k(γ)⊗Riji,j,k(γi,j)⊗Rij,ki,j,k(γij,k) = Rjki,j,k(µ)⊗Rjki,j,k(γj,k)⊗Ri,jki,j,k(γi,jk). (2.25)
Para ver esto considere:
Riji,j,k(γ)⊗Riji,j,k(γi,j)⊗Rij,ki,j,k(γij,k) = C[g1, . . . , gs]⊗ C[h1, . . . , hr]⊗ C[k1, . . . , kt]
donde g1, . . . , gs son los representantes de los tipos de o´rbita de la accio´n de [C(gi) ×
C(gj)]/(C(gi)∩C(gj)) sobre G, h1, . . . , hr son los representantes de los tipos de o´rbita de la
accio´n de [(C(gigj)∩C(gk))×(C(gj)∩C(gi))]/(C(gi)∩C(gj)∩C(gk)) sobre C(gigj) y k1, . . . , kt
son los representantes de las o´rbitas de la accio´n de [C(gigj)×C(gk)]/(C(gigj)∩C(gk)) sobre
G. Tensorizar estas representaciones es equivalente a tensorizar los elementos ba´sicos, que
corresponden a los representantes. Note entonces que gp ⊗ hq ⊗ kv = a ⊗ b donde (a, b) es
un representante de la accio´n de C(gi) × C(gj) × C(gk)/(C(gi) ∩ C(gj) ∩ C(gk)) sobre el
grupo G × G definida como (g, h, k)(g1, g2) = (gg1h, g2k) para (g, h, k) ∈ [C(gi) × C(gj) ×
C(gk)]/(C(gi)∩C(gj)∩C(gk)), (g1, g2) ∈ G×G. Luego ambas representaciones en la ecuacio´n
(2.25) son equivalentes a esta u´ltima. Con lo anterior, la demostracio´n esta´ terminada.
Observe que todav´ıa no hay una buena definicio´n de una K-teor´ıa para la Orbidad determi-
nada por [M/G] debido a que dados dos elementos del grupo G, g y h tales que g = khk−1,
para algu´n k ∈ G, las K-teor´ıas KC(h)(Mh) y KC(g)(M g) son isomorfas. Lo anterior dice entre
otras cosas, que se repite mucha informacio´n. Observe que si x ∈ Mh, entonces k(x) ∈ M g,
luego se tiene un homeomorfismo k : Mh →M g, el cual induce con un isomorfismo determi-
nado por la aplicacio´n
k : KC(g)(M
g)→ KkC(g)k−1(Mh) = KC(h)(Mh).
Para obtener una estructura de K-teor´ıa definida sobre los sectores torcidos de la Orbidad es
necesario que el producto este´ bien definido sobre las clases de conjugacio´n de los elementos
en G.
Considere G actuando en s´ı mismo por la accio´n conjugacio´n de G sobre s´ı mismo. Denote
la accio´n de k ∈ G sobre h ∈ G por hk, entonces el estabilizador de h sera´ el conjunto Gh =
{k ∈ G|hk = h} = C(h). Observe que existen isomorfismos ch,k : KC(h)(Mh)→ KC(hk)(Mhk)
para cada h y cada k. Por otra parte se tiene definido un producto asociativo:
?g,h : KC(g)(M
g)×KC(h)(Mh)→ KC(gh)(M gh).
Se define la funcio´n ck : PK([M/G]) :=
⊕
g∈G,Mg 6=∅KC(g)(M
g) → PK([M/G]) tal que ck
es la funcio´n ch,k en la componente KC(h)(M
h). Si α ∈ PK([M/G]), se puede escribir como
α = Σg∈G,Mg 6=∅αg con αg ∈ KC(g)(M g). La aplicacio´n ck satisface que ce = id, e la identidad
de G, ck ◦cs = cks para todo k, s ∈ G, ck ◦?g,h = ?ck(g),ck(h) ◦(ck×ck) para cada g, h, k ∈ G, es
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decir, ck define una accio´n del grupo G sobre el mo´dulo PK([M/G]), para la cual el producto
? es G-equivariante. Se define entonces el conjunto:
PK([M/G])G := {α ∈ PK([M/G])|ck(α) = α para todo k ∈ G}.
Ahora, observe que como ck ◦ ?g,h = ?ck(g),ck(h) ◦ (ck × ck), entonces el siguiente teorema es
evidente:
Teorema 2.2.9. Sea G un grupo de Lie compacto, actuando de manera casi libre sobre una
variedad casi compleja y compacta M . El conjunto PK([M/G])G con el producto inducido
sobre las clases de equivalencia bajo la accio´n de G sobre PK([M/G]) es un anillo asociativo.
De esta forma es posible definir:
PK([M/G])G = Korb([M/G]) =
⊕
g∈C˜
KC(g)(M
g) (2.26)
Donde el producto de dos elementos α, β ∈ Korb([M/G]) es expresado en cada sumando por
la fo´rmula:
(α ? β)g =
⊕
(h,k)∈G×G,hk=g
αh ? βk (2.27)
Ahora bien, siguiendo las ideas presentadas en [24], es posible definir un nuevo producto en
el anillo Korb([M/G]), segu´n la fo´rmula:
(α β)g =
⊕
(h,k)∈G×G/C(g),hk=g
αh ? βk (2.28)
Proposicio´n 2.2.10 (Ver [24], Teorema 2.2 (ii)). El producto  es un producto asociativo.
Considere el conjunto Tg como el conjunto de clases de equivalencia en {(d, e, f) ∈ G3|def =
g} determinado por las o´rbitas de la accio´n de C(g) sobre los pares (de, f) y de C(de)
sobre los pares (d, e). Note que la asociatividad del producto ? sobre Korb([M/G]), induce la
siguiente propiedad de asociatividad ma´s debil:⊕
(d,e,f)∈Tg
((αd ? βe) ? ρf ) =
⊕
(d,e,f)∈Tg
(αd ? (βe ? ρf )).
Esta propiedad de asociatividad ma´s debil, implica la asociatividad del produto .
Nota 2.2.3. Cuando el grupo G es finito, el producto inducido en la ecuacio´n (2.27), se
relaciona con el producto definido en la ecuacio´n (2.28) mediante la fo´rmula:
(α ? β)g =
⊕
(h,k)∈G×G,hk=g
αh ? βk =
⊕
(h,k)∈G×G/C(g),hk=g
|C(g)|
|C(h) ∩ C(k)|αh ? βk,
es decir, los dos productos difieren en los enteros |C(g)||C(h)∩C(k)| .
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Sean g1, . . . , gk un conjunto de representantes de cada tipo de o´rbita de la accio´n de G sobre
si mismo por conjugacio´n (son finitos tipos debido al Lema (5.2.2) en el Ape´ndice A). Existe
una manera alternativa de describir el producto  usando el isomorfismo aditivo:
Korb([M/G]) = PK([M/G])
G ∼=
k⊕
i=1
KC(gi)(M
gi)C(gi) (2.29)
Corolario 2.2.11 (ver [24] Corolario 2.5). Sean αi ∈ KC(gi)(M gi)C(gi) y αj ∈ KC(gj)(M gj)C(gj),
entonces:
(αi  αj)gk =
⊕
x∈D
αygiy−1  αyxgj(yx)−1
donde D es un conjunto de representantes del doble cociente K\G/H y el elemento y es
elegido tal que ygixgjx
−1y−1 = gk.
3 K-teor´ıa torcida
3.1. Introduccio´n
En este cap´ıtulo se desarrollan las nociones de K-teor´ıa torcida (por un elemento α ∈
H2(G;S1)) para una variedad y se procede a dar una versio´n torcida de la K-teor´ıa torcida
(por un elemento ω ∈ H3(G;S1)) para una Orbidad del tipo [M/G], con M una variedad
compacta casi compleja y G un grupo de Lie compacto actuando de manera casi libre sobre
M . Para introducir esta seccio´n deseo presentar el desarrollo de la teor´ıa de representacio-
nes proyectivas o tambie´n llamadas torcidas, comoun prea´mbulo para la nocio´n de K-teor´ıa
torcida y debido a que muchas de las construcciones se inspiran en estos desarrollos. Como
referencia para esta seccio´n se sugiere [1].
3.2. Representaciones proyectivas
Definicio´n 3.2.1. Sea V un espacio vectorial complejo de dimensio´n finita. Una aplicacio´n
ρ : G → GL(V ) es llamada una representacio´n proyectiva de G si existe una funcio´n α :
G×G→ C∗ tal que ρ(g)ρ(h) = α(g, h)ρ(gh) para todo par de elementos g, h ∈ G, y adema´s
ρ(e) = IdV para e la identidad del grupo G. Se dice que dos representaciones proyectivas,
ρ1 : G → GL(V1), ρ2 : G → GL(V2) son linealmente equivalentes, si existe un isomorfismo
de espacios vectoriales f : V1 → V2 tal que ρ2(g) = fρ1(g)f−1 para todo g ∈ G.
Note que α define un cociclo sobre G con valores en C∗. Dada una representacio´n proyectiva
ρ del grupo G asociada a una funcio´n α, se dice que ρ es una α-representacio´n del espacio
V . Dadas dos α-representaciones ρ, τ de V , la representacio´n ρ + τ es tambie´n una α-
representacio´n. Ahora considere dos representaciones proyectivas linealmente equivalentes
ρ1 y ρ2 asociadas a las funciones α1 y α2 respectivamente. Entonces existe un isomorfismo
f : V1 → V2 tal que ρ2(g) = fρ1(g)f−1. Ahora sean g, h ∈ G. Note que se tiene que:
α2(g, h)ρ2(gh) = ρ2(g)ρ2(h) = fρ1(g)f
−1fρ1(h)f−1)
= fρ1(g)ρ1(h)f
−1 = fα1(g, h)ρ1(gh)f−1 = α1(g, h)fρ1(gh)f−1
= α1(g, h)ρ2(gh)
con lo cual se obtiene que α1 = α2.
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Definicio´n 3.2.2. Considere, para α fijo,Mα(G) el monoide de clases de equivalencia lineales
de α-representaciones. Su grupo de Grothendieck asociado, sera´ denotado como Rα(G).
Ahora considere el espacio CαG, definido como el espacio vectorial sobre C, con base {g¯|g ∈
G} y con estructura de a´lgebra definida por el producto g¯h¯ = α(g, h)gh, extendido por
linealidad. Esta a´lgebra sera´ llamada el a´lgebra de grupo α-torcida de G. Ahora, tenemos el
siguiente resultado:
Definicio´n 3.2.3. Dados α y β dos cociclos, sus a´lgebras torcidas CαG y CβG son isomorfas
si existe un isomorfismo de C-a´lgebras φ : CαG→ CβG y una funcio´n t : G→ C∗ tales que
φ(g¯) = t(g)g˜, donde {g¯|g ∈ G} y {g˜|g ∈ G} son sus respectivas bases.
Proposicio´n 3.2.1. Dos algebras CαG y CβG son isomorfas si y so´lo si sus respectivos
cociclos α y β son cohomologos, es decir, si definen la misma clase de equivalencia en el
grupo de cohomolog´ıa H2(G;C∗).
Ahora bien, se puede entonces definir una correspondencia α 7→ CαG. Esta correspondencia,
define una aplicacio´n biyectiva del grupo H2(G;C∗) en el conjunto de clases de equivalencia
de algebras de grupo torcidas de G sobre C. Este conjunto de clases de equivalencia de
a´lgebras de grupo torcidas tiene un importante papel en la determinacio´n de Rα(G) para un
α fijo, debido al siguiente resultado:
Proposicio´n 3.2.2. Existe una biyeccio´n entre el conjunto de α-representaciones proyectivas
de G y el conjunto de CαG-modulos, de manera que preserva sumas y env´ıa representaciones
linealmente equivalentes en CαG-mo´dulos isomorfos.
Definicio´n 3.2.4. Sea α un cociclo. Un elemento g ∈ G se llama α-regular si α(g, h) =
α(h, g) para todo h perteneciente al centralizador C(g) de g ∈ G.
Note que para todo cociclo α, la identidad del grupo es un elemento α-regular, pues α(g, e)ρ(g) =
ρ(g)ρ(e) = ρ(e)ρ(g) = α(e, g)ρ(g) para todo g ∈ G, con e la identidad de G. Por otro lado
observe que dado un elemento α-regular g ∈ G, y h ∈ G, s ∈ C(g), el elemento hgh−1 satisfa-
ce que α(hgh−1, hsh−1) = α(hsh−1, hgh−1) y como hC(g)h−1 = C(hgh−1), esto muestra que
hgh−1 es tambie´n α-regular, luego es posible hablar de clases de conjugacio´n α-regulares.
Proposicio´n 3.2.3. Sea rα el nu´mero de CαG-mo´dulos irreducibles, es decir, que no poseen
CαG-submo´dulos distintos de cero y de e´l mismo. El nu´mero rα es tambie´n el nu´mero de
clases de conjugacio´n α-regulares.
Ahora, en adelante se consideran los cociclos como elementos en H2(G;S1) ∼= H2(G;C∗).
Por lo anterior, a cada elemento α ∈ H2(G;S1) le corresponde una clase de equivalencia de
extensiones de grupo de la forma:
1→ S1 → G˜α → G→ 1
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donde el grupo G˜α tiene estructura de grupo de Lie compacto, y por tanto la aplicacio´n
S1 → G˜α es una inclusio´n como un subgrupo cerrado. De hecho, los elementos de G˜α pueden
verse como:
{(g, a)|g ∈ G, a ∈ S1}
y su estructura de producto se define como:
(g1, a1)(g2, a2) = (g1g2, α(g1, g2)a1a2).
3.3. K-teor´ıa torcida equivariante
Considere un cociclo α ∈ Z2(G;S1) y su respectiva extensio´n de grupo que representa:
1→ S1 → G˜α → G→ 1.
Retomando la idea de las α-representaciones y observa´ndolas como representaciones aso-
ciadas al grupo de Lie G˜α que extiende la accio´n de G las cuales restringen a S1 como
multiplicacio´n escalar, es posible definir una versio´n torcida de K-teor´ıa asociada a un G-
espacio compacto X, considerando los haces vectoriales sobre X que son G˜α-equivariantes y
que restringen a S1 como multiplicacio´n en las fibras.
Definicio´n 3.3.1. Un G-haz vectorial α-torcido sobre X es un G-haz vectorial complejo
p : E → X el cual esta´ dotado con una accio´n del grupo G˜α que extiende la accio´n de G, tal
que S1 actu´a sobre las fibras por multiplicacio´n escalar.
Ahora, note que estos α-haces vectoriales torcidos sobre X que restringen a S1 como multi-
plicacio´n en las fibras pueden ser sumados al considerarlos como G˜α-haces vectoriales sobre
X formando un monoide.
Definicio´n 3.3.2. La K-teor´ıa α-torcida G-equivariante de X, notada como αKG(X), es el
grupo de Grothendieck de clases de isomorfismo de G-haces vectoriales α-torcidos sobre X
que restringen a S1 como multiplicacio´n en las fibras.
Este grupo puede ser considerado como el subgrupo de KG˜α(X) generado por clases de
isomorfismo de haces que restringen a multiplicacio´n escalar sobre S1. Esto es posible hacerlo
debido a que dada la G-accio´n sobre X se tiene una G˜α-accio´n sobre X, que restringe a una
accio´n trivial de S1 sobre X.
Proposicio´n 3.3.1. Considere α y β dos cociclos cohomo´logos. Entonces existe un isomor-
fismo:
k : αKG(X)→ βKG(X).
Lema 3.3.2. Si G actu´a de manera trivial sobre un espacio compacto X, existe un isomor-
fismo natural:
K(X)⊗Rα(G)→ αKG(X).
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Proposicio´n 3.3.3. Sea X un G-espacio compacto. Para cada cociclo α ∈ Z2(G;S1), se
tiene una descomposicio´n:
αK∗G(X)⊗Q ∼=
⊕
(g),g∈G
(K(Xg)⊗Q(ζ))C(g).
3.4. Extensio´n del producto fibrado a K-teor´ıa torcida
3.4.1. Aplicacio´n transgresio´n inversa
Sea α ∈ Hk(G;Z), cuyo representante sera´ notado por la misma letra α en un abuso de
notacio´n. El objetivo de esta seccio´n es definir una aplicacio´n
τg : H
k(G;Z)→ Hk−1(C(g);Z)
para cada elemento g ∈ G, denominada transgresio´n inversa.Considere la accio´n del grupo
C(g)× Z sobre el espacio M g definida por:
(h, n) · x = xhgn,
junto con el homomorfismo:
φg : C(g)× Z→ G
definido por:
(h, n) 7→ hgn.
La inclusio´n ig : M
g →M es una aplicacio´n φg-equivariante e induce un homomorfismo
i∗g : H
∗
G(M ;Z)→ H∗C(g)×Z(M g;Z).
Como la accio´n de Z sobre el espacio M g es trivial, se tiene un isomorfismo:
H∗C(g)×Z(M
g;Z) ∼= H∗(M g ×C(g) EC(g)×BZ;Z)
y como BZ ∼= S1, usando el isomorfismo de Kunneth se obtiene que:
H∗C(g)×Z(M
g;Z) ∼= H∗C(g)(M g;Z)⊗H∗(S1;Z)
y por lo tanto la aplicacio´n i∗g se puede ver como una aplicacio´n
i∗g : H
k
G(M
g;Z)→ HkC(g)(M g;Z)⊕Hk−1C(g)(M g;Z).
Tomando la proyeccio´n en el segundo sumando se define la aplicacio´n:
τg : H
k
G(M ;Z)→ Hk−1C(g)(M g;Z) (3.1)
llamada la transgresio´n inversa sobre el elemento g ∈ G.
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Nota 3.4.1. Observe que si M = {∗} es la variedad con un so´lo punto, entonces
HkG({∗};Z) ∼= Hk(G;Z) con lo cual el elemento α puede verse como un elemento
en la cohomolog´ıa del grupo G. Ahora bien, si se considera la aplicacio´n transgresio´n
inversa para este caso particular, resulta en un morfismo
τg : H
k(G;Z)→ Hk−1(C(g);Z).
Por otro lado considerando la sucesio´n exacta corta:
1→ Z→ C→ C∗ → 1
e induciendo la sucesio´n exacta larga en coeficientes:
· · · → HkG(X;Z)→ HkG(X;C)→ HkG(X;C∗)→ Hk+1G (X;Z)→ · · ·
se tiene que HkG(X;S1) ∼= HkG(X;C∗) ∼= Hk+1G (X;Z), debido a que HkG(X;C) ∼= 0 para
k > 1.
3.5. Construccio´n del producto fibrado en K-teor´ıa torcida
Considere los siguientes hechos generales para cualquier par de grupos G,G′ y cualquier
aplicacio´n continua entre espacios topolo´gicos f : X → Y , tal que fh = hf . Dado un
homomorfismo de grupos h : G → G′ y dados X un G-espacio, Y un G′-espacio. Considere
una clase α ∈ H2(G′; S1) (con representante α por abuso de notacio´n), se puede inducir una
aplicacio´n:
αf ∗ : αKG′(Y )→ h∗(α)KG(X), (3.2)
construida de la siguiente forma. Note que si Y es un G′-espacio es posible darle estructura
de G-espacio usando la aplicacio´n h : G→ G′, definiendo la accio´n como g(y) = h(g)y para
cada g ∈ G. Ahora, el morfismo h induce una funcio´n h∗ : H2(G′; S1) → H2(G;S1), la cual
induce a su vez un morfismo de αKG′(Y ) en
h∗(α)KG(Y ). Por otra parte, la aplicacio´n f indu-
ce un pullback f ∗ : h
∗(α)KG(Y )→ h∗(α)KG(X). Al componer estos dos morfismos obtenemos
la aplicacio´n αf ∗ en 3.2.
Nota 3.5.1. En particular, cuando H es un subgrupo de G, el homomorfismo inclusio´n define
una aplicacio´n ResGH : H
2(G;S1)→ H2(H;S1) y dados Y un G-espacio, X un H-espacio, se
tiene para cada α ∈ H2(H; S1) y cada aplicacio´n f : X → Y una aplicacio´n restriccio´n
αf ∗ : αKG(Y )→ ResGH(α)KH(X).
Como caso particular note que si X ⊂ Y y f es la aplicacio´n inclusio´n i : X → Y , la funcio´n
definida en 3.2 resulta en una aplicacio´n
αi∗ : αKG(Y )→ ResGH(α)KH(X).
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3.5.1. Producto en el caso torcido
Sea α ∈ H3(G;Z), cuyo representante sera´ notado por la misma letra α en un abuso de
notacio´n. Sea G un grupo finito, actuando sobre una variedad casi compleja M de forma tal
que la accio´n es casi libre. Considere el mo´dulo:
αKstr([M/G]) :=
⊕
g∈C˜
αgKC(g)(M
g), (3.3)
donde M g denota el conjunto de puntos fijos de g, el grupo C(g) es el centralizador del
elemento g y αg ∈ H2(C(g);Z) denota la aplicacio´n transgresio´n inversa del elemento α. El
objetivo de esta seccio´n es definir un producto asociativo que convierta el mo´dulo 3.3 en un
anillo. Para comenzar, considere las aplicaciones inclusio´n de grupos
ig : C(g) ∩ C(h)→ C(g),
ih : C(g) ∩ C(h)→ C(h)
y
igh : C(g) ∩ C(h)→ C(gh)
para g, h ∈ G. Estas aplicaciones inducen las aplicaciones restriccio´n:
i∗g : H
2(C(g);S1)→ H2(C(g) ∩ C(h);S1),
i∗h : H
2(C(h);S1)→ H2(C(g) ∩ C(h);S1).
El morfismo igh induce una aplicacio´n (igh)∗ : H2(C(g) ∩ C(h);S1) → H2(C(g);S1), la cual
es el morfismo induccio´n en cohomolog´ıa de grupos.
Dado E ∈ αgKC(g)(Xg), este haz puede verse como un haz C(g)αg -equivariante que restringe
a multiplicacio´n en las fibras sobre S1, luego para la inclusio´n ig y s la identidad en S1,se
induce un diagrama conmutativo:
1 → S1 → C(g)αg → C(g) → 1
↑ s ↑ (s, ig) ↑ ig
1 → S1 → (C(g) ∩ C(h))i∗g(αg) → C(g) ∩ C(h) → 1
(3.4)
mediante el cual todo haz C(g)αg -equivariante restringe a un haz (C(g)∩C(h))i∗g(αg)-equivariante,
el cual puede ser notado como i∗g(E). Entonces para cada (E,F ) ∈ αgKC(g)(M g)×αhKC(h)(Mh),
se tiene la aplicacio´n:
αgKC(g)(M
g)× αhKC(h)(Mh)→ i∗g(αg)KC(g)∩C(h)(M g)× i∗h(αh)KC(g)∩C(h)(Mh)
(E,F ) 7→ (i∗g(E), i∗h(F ))
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Por otra parte, en virtud de las inclusiones de espacios eg : M
g,h → M g, eh : M g,h → Mh
inducen aplicaciones pullback de haces vectoriales:
i∗g(αg)KC(g)∩C(h)(M g)× i∗h(αh)KC(g)∩C(h)(Mh)→ i∗g(αg)KC(g)∩C(h)(M g,h)× i∗h(αh)KC(g)∩C(h)(M g,h)
(A,B) 7→ (e∗g(A), e∗h(B))
Ahora, dadas las extensiones centrales:
1→ S1 → (C(g) ∩ C(h))i∗g(αg) → C(g) ∩ C(h)→ 1,
1→ S1 → (C(g) ∩ C(h))i∗h(αh) → C(g) ∩ C(h)→ 1
inducidas por i∗g(α), i
∗
h(α) ∈ H2(C(g) ∩ C(h);S1)) respectivamente, se tiene la extensio´n
central:
1→ S1× S1 → (C(g)∩C(h))i∗g(αg)× (C(g)∩C(h))i∗h(αh) → C(g)∩C(h)×C(g)∩C(h)→ 1.
Dados dos haces E ∈ i∗g(αg)KC(g)∩C(h)(M g,h) y F ∈ i∗h(αh)KC(h)∩C(h)(M g,h), el producto tenso-
rial E ⊗ F es naturalmente un (C(g) ∩ C(h))i∗g(αg) × (C(g) ∩ C(h))i∗h(αh)-haz que restringe a
multiplicacio´n en las fibras en S1. Restringiendo la accio´n a la diagonal ∆(C(g) ∩ C(h)) ⊂
C(g) ∩ C(h)× C(g) ∩ C(h), se obtiene una extensio´n central de la forma:
1→ S1 → (C(g) ∩ C(h))i∗g(αg)i∗h(αh) → ∆(C(g) ∩ C(h))→ 1
la cual corresponde al elemento i∗g(αg)i
∗
h(αh) ∈ H2(C(g)∩C(h);S1). Con lo anterior, se tiene
una aplicacio´n:
i∗g(αg)KC(g)∩C(h)(M g,h)× i∗h(αh)KC(g)∩C(h)(M g,h)→ i∗g(αg)i∗h(αh)KC(g)∩C(h)(M g,h)
(E,F ) 7→ E ⊗ F.
Ahora bien, notando que i∗g(αg)i
∗
h(αh) = i
∗
gh(αgh) en H
2(C(g) ∩ C(h);S1) (son cociclos
cohomo´logos), entonces se tiene que:
i∗g(αg)i∗h(αh)KC(g)∩C(h)(M g,h) ∼= i∗gh(αgh)KC(g)∩C(h)(M g,h),
con lo cual es posible hacer la induccio´n
i∗gh(αgh)KC(g)∩C(h)(M g,h)→ (igh)∗i∗gh(αgh)KC(gh)(M g,h)
A 7→ Ind(A).
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Por u´ltimo, se considera el pushforward topolo´gico inducido por la aplicacio´n egh : M
g,h →
M gh para obtener un morfismo:
(igh)∗i∗gh(αgh)KC(gh)(M
g,h)→ (igh)∗i∗gh(αgh)KC(gh)(M gh)
E 7→ (egh)∗(E).
Con la discusio´n previa, es posible entonces definir un producto sobre el mo´dulo 3.3 definido
por la composicio´n de los morfismos previamente descritos, para obtener el producto:
K
αg
C(g)(M
g)×KαhC(h)(Mh)→ K
αgh
C(gh)(M
gh) (3.5)
definido por:
(E,F ) 7→ E ?α F := (egh)∗(Ind(e∗gi∗g(E)⊗ e∗hi∗h(F )⊗ λ−1(Bg,h)))⊗ γg,h.
Es posible describir el anterior producto en te´rminos de restricciones ana´logas a como se
definio´ el producto ? en el cap´ıtulo anterior:
E ?alpha F = (egh)∗(αghI
gh
g,h(e
∗
g
αgRgg,h(E)⊗ e∗hαhRhg,h(F )⊗ λ−1(Bg,h)))⊗ γg,h (3.6)
con lo cual se tiene la siguiente proposicio´n:
Proposicio´n 3.5.1. El producto E ?α F es asociativo.
La demostracio´n se induce directamente de la asociatividad del producto ?, debido a que
los haces que generan la K-teor´ıa torcida Orbidad pueden considerarse como haces de las
K-teor´ıas equivariantes sobre los grupos Gα, los cuales restringen a multiplicacio´n en las
fibras sobre S1. Ahora bien, usando los resultados de [5] es posible obtener una formula de
descomposicio´n para la K-teor´ıa torcida. Sea z ∈ C(g), para g ∈ G. Considere el siguiente
conmutador:
(z, 1)(g, 1)(z−1, 1)(g−1, 1) = (zg, α(z, g))(z−1g−1, α(z−1, g−1))
= (zg(gz)−1, α(zg, (zg)−1)α(z, g)α(g, z)−1))
= (e, α(z, g)α(g, z)−1).
Segu´n lo anterior, se puede definir una aplicacio´n ταg : C(g) → S1 por la fo´rmula ταg (z) =
α(z, g)α(g, z)−1, la cual es trivial si y so´lo si g ∈ G es un elemento α-regular.
Nota 3.5.2. Observe que en el ca´lculo anterior se supone que α(zg, (zg)−1) = 1. Esta es
una propiedad de los cociclos llamados standard, los cuales satisfacen que para todo g ∈ G,
α(g, g−1) = 1. Siempre es posible suponer que para cada clase en H2(G;S1), existe un cociclo
standard que la representa. En adelante asumire´ este hecho.
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Dejando por un momento la aplicacio´n τg definida antes para considerar una representacio´n
lineal del grupo G˜α, es decir, un homomorfismo ψ : G˜α → GL(V ). Esta representacio´n lineal
define una α-representacio´n de G usando la fo´rmula: ρ(g) := ψ(g, 1). Note que para g, h ∈ G,
ρ(g)ρ(h) = ψ(g, 1)ψ(h, 1) = ψ((g, 1)(h, 1)) = ψ(gh, α(g, h)) = α(g, h)ψ(gh, 1) = α(g, h)ρ(gh).
Lo anterior, asumiendo que la representacio´n ψ restringe a multiplicacio´n escalar en el subgru-
po S1. De la misma forma, dada una α-represntacio´n ρ es posible definir una representacio´n
lineal de G˜α. Considerando ψ(g, a) = aρ(g), observe que:
ψ((g, a)(h, b)) = ψ(gh, α(g, h)ab) = α(g, h)abρ(g, h) = abρ(g)ρ(h) = ψ(g, a)ψ(h, b),
para g, h ∈ G y a, b ∈ S1. Es decir se tiene una biyeccio´n entre Rα(G) y el subgrupo de R(G˜α)
generado por las representaciones que restringen a multiplicacio´n escalar en el subgrupo S1.
Considere el caso particular en que g ∈ G es un elemento tal que gn = e, e la identidad del
grupo G. Considere 〈g〉 el subgrupo ciclico generado por g, ˜〈g〉α la correspondiente extensio´n
de grupo para un cociclo α y tome φ una representacio´n del grupo ˜〈g〉α. Para cualquier
elemento (x, b) ∈ ˜〈g〉α se define una aplicacio´n para cada (z, a) ∈ ˜C(g)α por la fo´rmula:
(z, a)φ(x, b) = φ((z, a)(x, b)(z, a)−1).
Note que esta aplicacio´n satisface:
(z, a)φ(x, b) = φ((z, a)(x, b)(z, a)−1)
= φ((z, a)(x, b)(z, a)−1(x, b)−1(x, b))
= φ((z, a)(x, b)[(x, b)(z, a)]−1(x, b))
= φ((e, α(z, x)α(x, z)−1)(x, b))
= φ(x, α(z, x)α(x, z)−1b)
= α(z, x)α(x, z)−1φ(x, b)
Este valor es precisamente ταx (z)φ(x, b), de lo cual se tiene una accio´n del grupo
˜C(g)α sobre
el subanillo de las representaciones en R( ˜〈g〉α) que restringen a multiplicacio´n por escalar en
S1, es decir en RRes(α)(〈g〉), donde Res(α) es la imagen de α por la aplicacio´n
i∗ : H2(G;S1)→ H2(〈g〉;S1)
inducida por la inclusio´n i : 〈g〉 → G. Ahora note que para cualquier (x, b), (y, c) ∈ ˜〈g〉α se
tiene que:
3.5 Construccio´n del producto fibrado en K-teor´ıa torcida 41
(z, a)φ((x, b)(y, c)) = (z, a)φ(xy, bcα(x, y)−1)
= ταxyφ(xy, bcα(x, y)
−1)
= φ((z, a)(x, b)(y, c)(z, a)−1)
= φ((z, a)(x, b)(z, a)−1(z, a)(y, c)(z, a)−1)
= φ((z, a)(x, b)(z, a)−1)φ((z, a)(y, c)(z, a)−1)
= ταx φ(x, b)τ
α
y φ(y, c)
= ταx τ
α
y φ((x, b)(y, c))
= ταx τ
α
y φ((xy, bcα(x, y)
−1)
con lo cual la aplicacio´n x 7→ ταx (z) define un homomorfismo. Ahora bien, como H2(〈g〉;S1) =
0, la clase Res(α) es cohomo´loga a cero, debe tenerse que RRes(α)(〈g〉) ∼= R(〈g〉). El iso-
morfismo puede darse explicitamente considerando que una Res(α)-representacio´n de 〈g〉
esta´ dada por una aplicacio´n φ : 〈g〉 → GL(V ) tal que φ(x)φ(y) = Res(α)(x, y)φ(xy), para
x, y ∈ 〈g〉. Como Res(α) es cohomo´loga a cero, debe existir una aplicacio´n γ : 〈g〉 → S1 tal
que Res(α)(x, y) = γ(x)−1γ(yx)γ(y)−1, con lo cual se tiene que
φ(x)φ(y) = Res(α)(x, y)φ(xy) = γ(x)−1γ(yx)γ(y)−1φ(xy)
de donde se induce que γ(x)φ(x)γ(y)φ(y) = γ(xy)φ(xy), con lo cual γφ es una representacio´n
de 〈g〉. Lo anterior define el isomorfismo: Aα,g : RRes(α)(〈g〉)→ R(〈g〉) tal que φ 7→ γφ.
Por otra parte, tome ζ una ra´ız n-e´sima de la unidad. Se define la aplicacio´n χg : R(〈g〉)→
Q(ζ) definida como χg(φ) = traza(φ(g)). Con esta aplicacio´n y el isomorfismo Aα,g, se puede
dotar al anillo R(〈g〉) y al cuerpo Q(ζ) de una C(g)-accio´n. La C(g)-accio´n en el cuerpo Q(ζ)
es dada como multiplicacio´n por ταg (z), para z ∈ C(g), es decir, z(p(ζ)) = ταg (z)p(ζ). Note
que las aplicaciones Aα,g y χg son C(g)-equivariantes.
Lema 3.5.2. Sean β1, β2 : C(h) × C(h) → S1 dos elementos en Z2(C(h);S1). El siguiente
diagrama:
RRes(β1)(〈g〉)×RRes(β2)(〈g〉) ⊗ //
Aβ1,g×Aβ2,g

RRes(β1β2)(〈g〉)
Aβ1β2,g

R(〈g〉)β1 ×R(〈g〉)β2
χg×χg

⊗ // R(〈g〉)β1β2
χg

Q(ζ)β1 ×Q(ζ)β2 · // Q(ζ)β1β2
es conmutativo y adema´s C(h)-equivariante. El s´ımbolo 〈g〉 denota el subgrupo de C(h)
generado por g ∈ C(h).
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Demostracio´n. Sea ψi : 〈g〉 → Aut(Vi) un elemento en RRes(βi)(〈g〉). Como H2(〈g〉;S1) es
trivial, existe γi : C(h)→ S1, una funcio´n tal que δγi = βi. Se tiene entonces que Aβi,g(ψi) =
γiψi y por tanto
Aβ1,g(ψ1)⊗ Aβ2,g(ψ2) = γ1ψ1 ⊗ γ2ψ2 = γ1γ2(ψ1 ⊗ ψ2) = Aβ1β2,g(ψ1 ⊗ ψ2)
donde la u´ltima ecuacio´n se sigue de que:
δ(γ1γ2) = β1β2.
La conmutatividad del segundo diagrama viene de la propiedad:
traza(A⊗B) = traza(A)traza(B).
Ahora, para cada k ∈ C(h) se tiene que:
(k · ρ1)⊗ (k · ρ2) = τgβ1(k)ρ1 ⊗ τgβ2(k)ρ2
Como la aplicacio´n τg es un homomorfismo de grupos, lo anterior es igual a:
τgβ1β2(k)ρ1 ⊗ ρ2 = k · (ρ1 ⊗ ρ2)
.
Sea X un C(h)-variedad compacta y sea β : C(h)×C(h)→ S1 un elemento en Z2(C(h);S1).
Como antes, sea Xg el conjunto de puntos fijos de g ∈ C(h). Considere los siguientes homo-
morfismos:
βKC(h)(X)→ Res(β)K〈g〉(Xg)
∼=→ K(Xg)⊗RRes(β)(〈g〉)→ K(Xg)⊗Q(ζ)β,
donde el el primer morfismo es el inducido por la restriccio´n de la clase β al subgrupo de
C(h) generado por el elemento g ∈ C(h), el segundo es el isomorfismo natural debido a la
accio´n trivial de 〈g〉 sobre Xg y el u´ltimo es la composicio´n con χg ◦Aβ,g. La composicio´n de
estos morfismos tiene imagen en los invariantes bajo la accio´n del grupo C(h). Lo anterior,
nos lleva al siguiente resultado:
Teorema 3.5.3 (Descomposicio´n para K-teor´ıa torcida). Sea X un C(h)-CW complejo
finito, sea C(h) un grupo de Lie compacto y β : C(h) × C(h) → S1 un elemento en
Z2(C(h);S1)). Sea T un subconjunto de C(h) tal que cada elemento de T representa una
clase en C˜ = {(g) ⊂ C(h)|Xg 6= ∅}. Entonces, se tiene una descomposicio´n:
βKC(h)(X)⊗Q ∼=
∏
g∈T
(
K(Xg)⊗Q(ζ|g|)β
)C(h)
donde ζ|g| es una ra´ız |g|-e´sima de la unidad, |g| es el orden del elemento g.
3.5 Construccio´n del producto fibrado en K-teor´ıa torcida 43
En virtud del lemma (3.5.2) se tiene el siguiente resultado:
Teorema 3.5.4. El siguiente diagrama es conmutativo:
β1KC(h)(X)× β2KC(h)(X)

⊗ // β1β2KC(h)(X)
(
K(Xg)⊗Q(ζ|g|)β1
)C(h) × (K(Xg)⊗Q(ζ|g|)β2)C(h) // (K(Xg)⊗Q(ζ|g|)β1β2)C(h)
donde la aplicacio´n en la l´ınea inferior env´ıa el par (E1 ⊗ p1(ζ), E2 ⊗ p2(ζ)) al elemento
(E1 ⊗ E2)⊗ (p1(ζ)p2(ζ)).
El anterior teorema exhibe la manera en que el producto ?α se relaciona con la fo´rmula de
descomposicio´n del Teorema (3.5.3) y co´mo esta fo´rmula puede ser utilizada el ca´lculo de la
K-teor´ıa torcida. Note que si se toma X = Mh, entonces la fo´rmula de descomposicio´n del
Teorema (3.5.3) puede ser utilizada para obtener:
αhKC(h)(M
h)⊗Q ∼=
∏
g∈T
(
K(M g,h)⊗Q(ζ|h|)g,αh
)C(h)
(3.7)
donde la accio´n de C(h) sobre Q(ζ|h|)g,αh es multiplicar por la doble transgressio´n inversa
τg(τh(α)) = τg(αh).
Ejemplo 6. En este ejemplo se va a calcular la transgresio´n inversa para el grupo G =
(Z/pZ)n = (Zp)n, con p un nu´mero primo diferente de 2. Considere las siguientes sucesiones
exactas cortas:
0 → Z ×p→ Z pi→ Zp → 0
↓ ↓ ↓
0 → Zp ×p→ Zp2 τ→ Zp → 0
(3.8)
donde las aplicaciones pi y τ son las proyecciones naturales. Las flechas hacia abajo tambie´n
son proyecciones. Estas dos sucesiones exactas en el diagrama de arriba inducen sucesiones
exactas largas de coeficientes:
· · · → Hk−1(BG;Zp) ∂→ Hk(BG;Z) (×p)∗→ Hk(BG;Z) (pi)∗→ Hk(BG;Zp) ∂→ Hk+1(BG;Z)→ · · ·
(3.9)
y
· · · → Hk−1(BG;Zp) β→ Hk(BG;Zp) (×p)∗→ Hk(BG;Zp2) (τ)∗→ Hk(BG;Zp) β→ Hk+1(BG;Zp)→ · · ·
(3.10)
El grupo Hk(BG; ) es un p-grupo siempre que G sea un p-grupo, luego los morfismos (×p)∗
en las sucesiones exactas largas 3.9 y 3.10 son la aplicaciones cero. De all´ı que pi∗ y τ∗ son
morfismos inyectivos y por tanto Hk(BG;Z) ∼= Hk(BG;Zp2). Por otro lado, por la exactitud
de la sucesio´n 3.10, Hk(BG;Zp2) ∼= Ker(β : Hk(BG;Zp)→ Hk+1(BG;Zp)), es decir,
Hk(BG;Z) ∼= Ker(β : Hk(BG;Zp)→ Hk+1(BG;Zp)).
44 3 K-teor´ıa torcida
Ca´lculo de la transgresio´n inversa
Por definicio´n, la transgresio´n inversa τg es una aplicacio´n definida entre los gruposH
k(BG;Z)
y Hk−1(BCG(g);Z). Como el grupo G es abeliano, se tiene que la trangresio´n inversas puede
factorizarse como la composicio´n de aplicaciones:
τ˜g : Ker(β : H
k(BG;Zp)→ Hk+1(BG;Zp))→ Ker(β : Hk−1(BG;Zp)→ Hk(BG;Zp)).
Ahora, considere el anillo de cohomolog´ıa de grupoH∗(BG;Fp) ∼= Fp[x1, . . . , xn]⊗Λ[y1, . . . , yn]
donde los grados son |xi| = 2 y |yi| = 1 para cada i = 1, . . . , n, Fp es el cuerpo con p elementos.
En virtud de los ca´lculos efectuados, se debe hallar un polinomio q(x1, . . . , xn, y1, . . . , yn) ∈
Fp[x1, . . . , xn]⊗ Λ[y1, . . . , yn] de grado k, tal que β(q) = 0 y τ˜g(q) 6= 0 para algu´n g ∈ G.
Nota 3.5.3. El morfismo de conexio´n β de la sucesio´n exacta larga 3.10 se llama la aplicacio´n
de Bockstein. Este morfismo induce una aplicacio´n β : H∗(BG;Zp) → H∗(BG;Zp) la cual
tiene la propiedad multiplicativa:
β(xiyj) = β(xi)yj + (−1)deg(xi)xiβ(yj).
Por otro lado los elementos xi son elegidos tales que β(yi) = xi.
Para hallar un tal polinomio, se procede a calcular la transgresio´n inversa. Tome un elemento
g = (a1, . . . , an) ∈ G y considere la aplicacio´n:
G× Z→ G× 〈g〉 → G
donde
(h,m) 7→ (h, gm) 7→ hgm.
En cohomolog´ıa se tiene:
H∗(BG;Fp) → H∗(BG×B(Zp);Fp) → H∗(BG×BZ;Fp)
xi 7→ xi + aiw 7→ xi + ai
yi 7→ yi + aiz 7→ yi + aiz
(3.11)
donde
H∗(BG×B(Zp);Fp) = Fp[x1, . . . , xn, w]⊗ Λ[y1, . . . , yn, z]
y
H∗(BG×BZ;Fp) = Fp[x1, . . . , xn]⊗ Λ[y1, . . . , yn, z].
As´ı, para los productos xiyj, xixj, yiyj ∈ H∗(BG;Fp) se obtiene el ca´lculo de la transgresio´n
inversa:
(xiyj) 7→ (xi + aiw)(yj + aiz) = xiyj + xiajz + aiwyj + aiajwz en H∗(BG×B(Zp);Fp)
7→ xiyj + xiajz en H∗(BG×BZ;Fp).
(3.12)
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De la definicio´n 3.1 se tiene que τ˜g(xiyj) = xiaj.
(xixj) 7→ (xi + aiw)(xj + aiw) = xixj + xiajw + aiwxj en H∗(BG×B(Zp);Fp)
7→ xixj en H∗(BG×BZ;Fp).
(3.13)
y entonces se obtiene τ˜g(xixj) = 0. Por u´ltimo, para el producto (yiyj) la transgresio´n inversa
es:
(yiyj) 7→ (yi + aiz)(yj + aiz) = yiyj + yiajz + aizyj en H∗(BG×B(Zp);Fp)
7→ yiyj + (ajyi − aiyj)z en H∗(BG×BZ;Fp).
(3.14)
y τ˜g(yiyj) = (ajyi − aiyj). Ahora es posible presentar algunos ejemplos de la transgresio´n
inversa, para los casos n = 2 and n = 3 y para los propo´sitos de este trabajo, en polinomios
de grado 4. En el caso n = 2 la aplicacio´n transgresio´n inversa en trivial. En el caso n = 3
la aplicacio´n es un poco ma´s interesante.
n = 2. Como para p 6= 2 un nu´mero primo, se tiene que H∗(BG;Fp) = Fp[x1, x2] ⊗
Λ[y1, y2] con |yi| = 1 y |βyi| = |xi| = 2, es suficiente considerar: p1(x1, x2, y1, y2) = x1x2,
p2(x1, x2, y1, y2) = x1y1y2 y p3(x1, x2, y1, y2) = x2y1y2. Para p1 el ca´lculo de la ecuacio´n
(3.13) muestra que τ˜g(p1) = 0. Entonces, es necesario hallar un elemento q para el
cual sea posible hallar una (Zp) combinacio´n lineal de los polinomios p2 y p3 tales que
β(q) = 0. Pero:
β(p3) = x2(β(y1)y2 − y1β(y2)) = x2(x1y2 − y1x2)
y
β(p2) = x1(β(y1)y2 − y1β(y2)) = x1(x1y2 − y1x2).
Es decir, no existe una tal combinacio´n lineal.
n = 3. Analizando el grado de los polinomios y las opciones de todas las posibles
combinaciones lineales se considera el siguiente elemento:
q(x1, x2, x3, y1, y2, y3) = x1y2y3 − x2y1y3 + x3y1y2,
el cual satisface que β(q) = 0. Para ver esto, se usa la propiedad multiplicativa de β
resaltada en la nota 3.5.3.
β(q) = β(x1y2y3)− β(x2y1y3) + β(x3y1y2)
= β(x1)y2y3 + x1β(y2y3)− β(x2)y1y3 − x2β(y1y3) + β(x3)y1y2 + x3β(y1y2)
= x1β(y2)y3 − x1y2β(y3)− x2β(y1)y3 + x2y1β(y3) + x3β(y1)y2 − x3y1β(y2)
= x1x2y3 − x1y2x3 − x2x1y3 + x2y1x3 + x3x1y2 − x3y1x2
= 0.
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(3.15)
La transgresio´n inversa para un elemento g = (a1, a2, a3) ∈ (Zp)3 evaluada en el pol´ıno-
mio q da como resultado:
τg(q) = τg(x1y2y3)− τg(x2y1y3) + τg(x3y1y2)
= x1(a3y2 − a2y3)− x2(a3y1 − a1y3) + x3(a2y1 − a1y2)
= a1(x2y3 − x3y2) + a2(x3y1 − x1y3) + a3(x1y2 − x2y1)
(3.16)
Lema 3.5.5. Sean g = (a1, a2, a3) y h = (b1, b2, b3) elementos en G = (Zp)3. La doble
transgresio´n inversa del polinomio q es
τhτg(q) = [(a1, a2, a3)× (b1, b2, b3)] · (x1, x2, x3).
Demostracio´n. La demostracio´n es reducida al ca´lculo directo de la composicio´n de las
transgresiones inversas τhτg sobre el elemento q.
Nota 3.5.4. Se desea resaltar que el ejemplo para n = 3 muestra de paso que para n ≥ 3
la aplicacio´n transgresio´n inversa no puede ser trivial. Siempre es posible considerar en
H4((Zp)
n;Z) el elemento q(x1, . . . , xn, y1, . . . , yn) = xiyjyk − xjyiyk + xkyiyj. Realizando
ca´lculos similares a los efectuados en la ecuacio´n 3.16, se puede probar que β(q) = 0 mientras
τg(q) 6= 0 para g ∈ (Zp)n distinto de cero.
Usando el ca´lculo de la transgresio´n inversa para el grupo Zp presentado arriba y usando la
fo´rmula de descomposicio´n del Teorema (3.5.3), es posible dar la estructura expl´ıcita de la
K-teor´ıa torcida Orbidad para la Orbidad [∗/(Zp)n], para n = 3. Note que en este caso
αKstr([∗/(Zp)3]) =
⊕
g∈(Zp)3
αgK(Zp)3(∗) ∼=
⊕
g∈(Zp)3
Rαg((Zp)3).
Ahora, para cada g ∈ Zp, la fo´rmula de descomposicio´n implica que:
Rαg((Zp)3)⊗Q ∼=
∏
g,h∈(Zp)3
(
Q(ζp)h,αg
)(Zp)3
,
donde ζp es una ra´ız p-e´sima de la unidad. Si se nota que la accio´n de (Zp)3 sobre Q(ζp)h,αg
es multiplicar por la doble transgresio´n inversa evaluada en k ∈ (Zp)3, τh(αg)(k) y se utiliza
el Lema (3.5.5), se tiene que:
(
Q(ζp)h,αg
)(Zp)3
:= Vg,h =
{
Q(ζp) si g = λh, λ ∈ Zp o g = 0 o h = 0,
0 en otro caso.
(3.17)
Entonces para h 6= 0, se tiene que
Rαg((Zp)3)⊗Q =
∏
λ∈Zp
Q(ζp),
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mientras para g = 0, se tiene que:
Rα1((Zp)3)⊗Q =
∏
λ∈(Zp)3
Q(ζp).
Ahora en virtud del Lema (3.5.4) la estructura del producto en Kstr([∗/(Zp)3]) queda definida
v´ıa la multiplicacio´n de elementos en Q(ζp).
4 El a´lgebra de Drinfeld torcida
4.1. Preliminares
En esta parte se desea introducir las a´lgebras de Drinfeld torcidas y mostrar la relacio´n
expl´ıcita con la K-teor´ıa Orbidad torcida. En todo este segmento la referencia principal
es [25]. Algunas de las definiciones presentadas en la primera parte son para explicar la
naturaleza de tales a´lgebras y en gran parte no sera´n utilizadas en el desarrollo.
Sea G un grupo finito y k un cuerpo algebraicamente cerrado. Dado un elemento ω ∈
Z3(G, k∗), es decir, una funcio´n ω : G×G×G→ k∗ tal que
ω(a, b, c)ω(a, bc, d)ω(d, c, d) = ω(ab, c, d)ω(a, b, cd) para todo a, b, c, d ∈ G,
se define el a´lgebra quasi-tria´ngular, quasi-Hopf Dω(G) como el espacio vectorial (kG)∗ ⊗
(kG), donde (kG)∗ es el dual del a´lgebra de grupo kG [11]. Considere la base cano´nica de
elementos {δg ⊗ x¯}g,x∈G de Dω(G) , donde δg es la funcio´n tal que δg(h) = 1 si h = g, 0 en
otro caso. Para abreviar, puede escribirse δg⊗ x¯ = δgx¯. Sobre esta base se define el producto:
(δgx¯)(δhy¯) = ωg(x, y)δgδxhx−1xy (4.1)
donde ωg es la imagen de ω v´ıa la transgresio´n inversa en el elemento g ∈ G presentada
en la definicio´n (3.1). Con este producto, el elemento 1Dω(G) =
⊕
g∈g δg1¯ es la identidad
multiplicativa. As´ı puede usarse la notacio´n δg para referirse al elemento δg1¯. El coproducto
∆ : Dω(G)→ Dω(G)⊗Dω(G) en el a´lgebra Dω(G) es definido por la aplicacio´n.
∆(δgx¯) =
⊕
h∈G
γx(h, h
−1g)(δhx¯)⊗ (δh−1gx¯), (4.2)
donde
γx(h, l) =
ω(h, l, x)ω(x, x−1hx, x−1lx)
ω(h, x, x−1lx)
.
Usualmente el a´lgebra Dω(G) con estas operaciones, es llamada el doble de Drinfeld torcido.
4.1.1. Representaciones de Dω(G)
Sean U, V mo´dulos sobre el a´lgebra Dω(G) (que tambie´n pueden verse como representaciones
(pi, U), (ρ, V ) del a´lgebra Dω(G)), se considera el producto tensorial U ⊗V como un Dω(G)-
mo´dulo con la accio´n de Dω(G) inducida por el coproducto ∆. Note que el cuerpo k puede
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considerarse como un Dω(G)-mo´dulo el cual resulta ser trivial y salvo ismorfismo, es la
identidad multiplicativa del producto tensorial de Dω(G)-mo´dulos. Se toma el caso particual
k = C y se define entonces el anillo de representaciones Rep(Dω(G)) de Dω(G) como la
C-a´lgebra generada por el conjunto de clases de ismorfismo de Dω(G)-mo´dulos con la suma
directa de mo´dulos como adicio´n y el producto tensorial como producto. Se define ahora,
el ideal R0(D
ω(G)) generado por todas las combinaciones U − U ′ − U ′′ donde 0 → U ′ →
U → U ′′ → 0 es una sucesio´n exacta corta de Dω(G)-mo´dulos. Se define entonces el anillo
de Grothendieck R(Dω(G)) como el cociente de Rep(Dω(G)) con el ideal R0(D
ω(G)).
El a´lgebra Dω(G) es quasi-tria´ngular con:
R =
⊕
g,h∈G
δg1¯⊗ δhg¯, y .R−1 =
⊕
g,h∈G
ωghg−1(g, g
−1)−1δg1¯⊗ δh ¯g−1.
Entonces, R∆(a)R−1 = σ(∆(a)) para todo a ∈ Dω(G), donde σ es el automorfismo que
intercambia las ima´genes en el coproducto. De este modo, si U y V son Dω(G)-mo´dulos,
esta ecuacio´n implica que U ⊗ V y V ⊗ U son isomorfos como Dω(G)-mo´dulos, es decir, el
a´lgebra Rep(Dω(G)) es conmutativa. Ahora, suponga que β : G×G→ C∗ es una cocadena
con cofrontera:
δβ(a, b, c) = β(b, c)β(a, bc)β(ab, c)−1β(a, b)−1,
entonces el a´lgebra Dω(G)ωδβ(G) es isomorfa a Dω(G), con un isomofismo dado por la apli-
cacio´n:
υ(δgx¯) =
β(g, x)
β(x, xgx−1)
δgx¯
y en particular se tiene el isomorfismo:
υ∗ : Rep(Dωδβ(G))
∼=→ Rep(Dω(G)).
Teorema 4.1.1 (cf. [23] Teorema 19). El anillo Rep(Dω(G)) es isomorfo aditivamente al
anillo
⊕
(g)⊂GRα(C(g)), donde (g) denota la clase de conjugacio´n del elemento g ∈ G
Demostracio´n. Para cada x ∈ G considere los subespacios Sω(x) := ⊕g∈C(x)Cδxg¯ yDω(x) :=⊕
g∈GCδxg¯ de Dω(G). Se tiene que Sω(x) es una suba´lgebra de Dω(G) con elemento unidad
δx1¯, tal que, en virtud del producto definido en D
ω(G), Sω(x) ∼= CωgC(g) con la definicio´n
de CωgC(g) dada en el Cap´ıtulo anterior. Dada (g) ⊂ G, considere Dω((g)) = ⊕h∈(g) Dω(h).
Observe que Dω(G) ∼= ⊕(g)⊂GDω((g)) (aditivamente). Por otra parte, para un elemento h
en una clase de conjugacio´n (g) fija, considere un Sω(h)-mo´dulo U , es decir, un CωhC(h)-
mo´dulo, y defina la aplicacio´n:
U 7→ U ⊗Sω(h) Dω(h),
cuya imagen es una Dω((g))-mo´dulo si se considera la accio´n de Dω((g)) sobre U⊗Sω(h)Dω(h)
como la multiplicacio´n a derecha en el segundo factor. Por otra parte, para V un Dω((g))-
mo´dulo, se define la aplicacio´n:
V 7→ V δh1¯.
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Note que la imagen de esta aplicacio´n es un CωhC(h)-mo´dulo, con lo cual las dos aplicacio-
nes anteriores definen una equivalencia entre CωhC(h)-mo´dulos y Dω((g))-mo´dulos, la cual
debido al Teorema (3.2.2), implica que para cualquier h ∈ (g):
Rωh(C(h))
∼= Rep(Dω((g)))
y de all´ı que
Rep(Dω(G)) ∼=
⊕
(g)⊂G
Rα(C(g)).
Fue notado en [8] que es posible describir el isomorfismo expl´ıcito usando la as´ı llamada
induccio´n DPR, la cual es definida sobre cada Rα(C(g)). Sea (ρ, V ) una representacio´n
torcida del grupo C(g). Se define entonces la representacio´n ψ((ρ, V )) := (piρ, A) de D
ω(G)
por la fo´rmula:
A :=IndGC(g)(V )
y
piρ(δkx¯)xj ⊗ v :=δkδxsgx−1s
ωk(x, xj)
ωk(xs, r)
xs ⊗ ρ(r)v.
(4.3)
donde xj es un representante de una clase en G/C(g), r ∈ C(g) y el elemento xs es un
representante de una clase en G/C(g), elegido tal que xxj = xsr.
4.2. K-teor´ıa torcida para la Orbidad [∗/G]
Se toma la estructura de Orbidad definida por la accio´n trivial deG sobre el espacioM = {∗}.
Para esta accio´n, y para cada elemento ω ∈ Z3(G;S1), la expresio´n de la K-teor´ıa torcida
Orbidad dada en la definicio´n 3.3 en el Cap´ıtulo anterior, y segu´n el Lema (3.3.2), es el
anillo:
ωKstr([∗/G]) =
⊕
(g)⊂G
ωgKC(g)(∗) ∼=
⊕
(g)⊂G
Rωg(C(g)) (4.4)
Por el Teorema (4.1.1) se tiene entonces un isomorfismo aditivo entre Rep(Dω(G)) y la
K-teor´ıa torcida Orbidad ωKstr([∗/G]). Aunque se puede establecer una relacio´n au´n ma´s
estrecha:
Teorema 4.2.1. La iduccio´n DPR es un isomorfismo de anillos:
(ωKstr([∗/G]), ?ω) ∼= (Rep(Dω(G)),⊗).
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Demostracio´n. El objetivo es mostrar que si se dota el anillo ωKstr([∗/G]) del producto tor-
cido ?α entonces la induccio´n DPR es de hecho un morfismo de anillos. Para esto, considere
dos elementos (ρ, V ) ∈ Rωg(C(g)), (γ,W ) ∈ Rωh(C(h)) y se observa que:
IGC(g)(E)⊗ IGC(h) ∼= IGC(g)(E ⊗RGC(g)(IGC(h)(F )))
∼= IGC(g)(E ⊗ IGC(g)(RC(h)C(g)∩C(h)(F )⊗ γg,h))
∼= IGC(g)(IC(g)C(g)∩C(h)(RC(g)C(g)∩C(h)(E)⊗RC(h)C(g)∩C(h)(F )⊗ γg,h))
∼= IGC(g)∩C(h)(RC(g)C(g)∩C(h)(E)⊗RC(h)C(g)∩C(h)(F )⊗ γg,h)
∼= IGC(gh)(IC(gh)C(g)∩C(h)(RC(g)C(g)∩C(h)(E)⊗RC(h)C(g)∩C(h)(F )⊗ γg,h))
∼= IGC(gh)(E ?ω F )
Con lo cual el resultado queda demostrado.
4.2.1. K-teor´ıa torcida para un p-grupo extra especial.
Dado un primo p impar, un p-grupo es considerado extra-especial cuando su centro Z(G) y su
subgrupo derivado G∗ son isomorfos a Zp, es decir Z(G) ∼= Zp. Todo p-grupo extra especial
tiene orden p2n+1 para algu´n nu´mero natural n. Rec´ıprocamente, para cada n existen dos
grupos extra especiales de orden p2n+1 diferenciados tan so´lo en que uno de ellos tiene ı´ndice
p y el otro p2. El objetivo de esta seccio´n es relacionar la K-teor´ıa torcida Orbidad para el
Orbifold [∗/H] y [∗/G], con H un grupo extra especial de exponente p y orden p2n+1 y G =
(Zp)2n+1. Este tipo de relaciones esta´n motivadas por trabajos como [14] donde se estudian
estas relaciones para p = 2 y en alguna medida, los resultados obtenidos por A. Duman en
[12]. Empero, existe un intere´s ma´s profundo en estudiar este tipo de relaciones estableciendo
una correspondencia con las a´lgebras de Drinfeld torcidas, y es el de intentar observar una
posible generalizacio´n de este resultado a Orbidades [M/H] y [M/G] con H y G dos grupos
posiblemente no abelianos. Sin duda ese sera´ un interesante to´pico de investigaciones futuras.
Ba´sicamente, se considera el siguiente resultado debido a D. Naidu y D. Nikshych [18]:
Teorema 4.2.2 (ver [18], Corolario 4.20). Sea H un grupo finito, ω′ ∈ Z3(H;S1) tal que
contiene un subgrupo K normal y abeliano,
ω′|K×K×K es cohomolo´gicamente trivial (en H3(K;S1)),
existe una 2-cocadena µ H-invariante sobre H tal que δ(µ)|K×K×K = ω′|K×K×K.
Entonces se construye un grupo G y un elemento ω ∈ Z2(G;S1) tal que Rep(Dω(G)) ∼=
Rep(Dω
′
(H)).
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En virtud de la relacio´n establecida en la primera parte de este Cap´ıtulo entre las a´lgebras
de Drinfeld torcidas y la K-teor´ıa torcida Orbidad, se tiene el siguiente Corolario, establecido
en las mismas hipo´tesis que el resultado inmediatamente anterior:
Corolario 4.2.3. Existe un isomorfismo de anillos:
ωKstr([∗/G]) ∼= ω′Kstr([∗/H]).
Finalizamos entonces este Cap´ıtulo con una bonita aplicacio´n de estos resultados:
Proposicio´n 4.2.4. Sea H un grupo extra especial de orden p2n+1 e ı´ndice p. Se tiene
entonces que:
Kstr([∗/H]) ∼= ωKstr([∗/(Zp)2n+1])
para algu´n torcimiento no trivial ω.
Demostracio´n. Considere H un grupo extra especial. Desde la definicio´n, es posible consi-
derar K = Z(H) ∼= Zp. Ahora, suponga que existe un µ ∈ C2(H;S1) tal que δ(µ)|K×K×K =
ω′|K×K×K el cual es H-invariante, es decir, si se considera la accio´n de H sobre las 2-
cocadenas C2(H;S1) definida por yµ := µ(yx1y−1, yx2y−1), entonces debe tenerse que yµ = µ
en C2(H;S1), para todo y ∈ H. Ahora, como K es normal, naturalmente yµ|K = µ|K para
todo y ∈ H. Debe existir entonces para cada y ∈ H, una 1-cadena ηy sobre H tal que
δηy =
yµ
µ
= 1. Como K es abeliano, lo anterior permite entonces definir una aplicacio´n:
ν :H/K ×H/K → C1(H;S1)
(y1, y1) 7→
y2ηy1ηy2
ηy1y2
.
Lema 4.2.5 (ver [17] Lema 4.2, Corolario 4.3). La funcio´n ν define un elemento en H2(H/K; Kˆ)).
El s´ımbolo Kˆ denota el grupo de homomorfismos del grupo K a S1. Ahora bien, este elemento
representa una sucesio´n exacta corta:
1→ Kˆ → Kˆ oν H/K → H/K → 1,
donde el producto en KˆovH/K es definido por la fo´rmula (ρ1, x1)(ρ2, x2) := (ν(x1, x2)ρ1ρ2, x1x2).
Se define entonces el elemento ω ∈ Z3(G;S1), conG := KˆoνH/K para cada (ρ1, x1), (ρ2, x2), (ρ3, x3) ∈
Kˆ oν H/K, por la fo´rmula:
ω((ρ1, x1)(ρ2, x2)(ρ3, x3)) := (ν(x1, x2)(u(x3)))(1)ρ1(kx2,x3),
donde u : H/K → H es una funcio´n tal que al componer con la proyeccio´n natural
p : H → H/K resulta p(u(x)) = x y kx2,x3 ∈ H es un elemento tal que u(x1)u(x2) =
kx1,x2u(p(u(x1)u(x2))).
Claramente, cuando ω′ es el 3-cociclo trivial, se puede elegir µ trivial y por tanto ν es
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trivial tambie´n. Como desde la definicio´n de un grupo extra especial, su grupo deriva-
do H ′ ⊂ Z(H) = K, entonces H/K es un grupo abeliano y si ν es trivial, claramente
Kˆ oν H/K ∼= (Zp)2n+1. So´lo resta entonces mostrar que ω no es trivial en H3(G;S1). Consi-
dere H = {h1, . . . , hp2n+1}, K = Z(H) = {z1, . . . , zp}. Sea Kˆ = {ρ1, . . . , ρp}, con ρi no trivial
para i 6= 1. Denote el grupo cociente H/K = {x1K, . . . , xp2nK}, con x1 = 1H/K . Se define
la funcio´n u : H/K → H tal que u(xiK) = xi(z−1i ) para xiK ∈ H/K, zj ∈ K. Considere el
elemento ((ρ, xiK), (ρ, xiK), (ρ, xiK)) con ρ ∈ Kˆ fija y no trivial. Como se elige ν trivial, el
elemento ω queda reducido a ρ(kxiK,xiK) = ρ(zi) 6= 1, lo cual asegura que ω es no trivial.
5 Conceptos Ba´sicos
El esp´ıritu de este segmento es presentar las herramientas teo´ricas provenientes de la topo-
log´ıa algebraica que justifican y fundamentan los desarrollos incluidos en los cap´ıtulos ante-
riores. Por otra parte contiene un gran nu´mero de ejemplos de gran utilidad en los ca´lculos
y para simplificar las ideas generales de esta tesis. Iniciamos con una seccio´n dedicada a la
presentacio´n de dos invariantes topolo´gicos cla´sicos, los anillos de cohomolog´ıa y K-teor´ıa
asociados a una variedad diferencial X. A continuacio´n presentamos algunos conceptos de
grupos de Lie y acciones de grupos sobre variedades. Esto con la intencio´n de introducir una
forma general de los anillos de cohomolog´ıa y K-teor´ıa, los anillos de cohomolog´ıa equiva-
riante y K-teor´ıa equivariante. Finalizamos con una seccio´n que desarrolla el concepto de
Orbifold.
5.1. K-teor´ıa
5.1.1. Haces vectoriales
Las construcciones presentes en esta seccio´n son de gran intere´s para este trabajo, por lo
cual, la intencio´n es de concentrar un gran nu´mero de herramientas que justifican algunos
de los ca´lculos y que ma´s adelante se reconsiderara´n con el contexto de alguna estructura
adicional como acciones de grupos y equivarianza. La mejor referencia que ha sido posible
hallar en el libro de A. Hatcher de Haces vectoriales y K-teor´ıa [15].
Definicio´n 5.1.1. Dados E, B espacios topolo´gicos, una aplicacio´n continua p : E → B es
un haz vectorial de dimensio´n n si para cada b ∈ B, p−1(b) ⊂ E tiene una estructura de
espacio vectorial de dimensio´n n de tal manera que se cumple la siguiente propiedad llamada
trivialidad local : Existe un cubrimiento de B por abiertos Uα para cada uno de los cuales
existe un homeomorfismo hα : p
−1(Uα)→ Uα×Rn que aplica a p−1(b) isomorficamente, como
espacio vectorial, sobre p × Rn. Se puede considerar en el lugar de Rn, el espacio vectorial
Cn y se obtiene la nocio´n haz vectorial complejo.
Ejemplo 7. Recuerde que el espacio proyectivo real RP n es el espacio de todas las rectas
que pasan por el origen en Rn+1. Se puede definir un haz vectorial cano´nico sobre RP n
determinado por el conjunto de puntos
E = {(l, v)|l es una l´ınea en RP n, v ∈ l} ⊂ RP n × Rn+1.
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Se puede definir la aplicacio´n P : E → RP n como p(l, v) = l. Para definir las trivializaciones
locales, considere una vecindad Ul de un punto l en RP n. Entonces se define:
hl : p
−1(Ul)→ Ul × p−1(l) ∼= Ul × Rn+1
como hl(s, v) = (s, pil(v)), donde pil es la proyeccio´n ortogonal sobre p
−1(l).
Un isomorfismo entre dos haces vectoriales p1 : E1 → B y p2 : E2 → B se define como un
homeomorfismo h : E1 → E2 que env´ıa a cada p−11 (b) en el correspondiente p−12 (b) v´ıa un
isomorfismo lineal.
Ejemplo 8. Considere el espacio E obtenido como el cociente de I × R bajo las identifi-
caciones (0, t) ∼ (1,−t). La proyeccio´n I × R → I induce una aplicacio´n p : E → S1 que
esun haz vectorial 1-dimensional sobre S1. Note que como RP 1 ∼= S1, E puede considerarse
como haz vectorial sobre RP 1 que resulta ser isomorfo al haz cano´nico definido en el ejemplo
anterior.
Secciones. Una seccio´n de un haz vectorial p : E → B es una aplicacio´n s : B → E que
asigna a cada b ∈ B un vector s(b) ∈ p−1(b). Todo haz vectorial tiene una seccio´n cano´nica
asociada, cuyo valor en todo punto es cero. Esta seccio´n cano´nica se le llama la seccio´n cero
del haz vectorial.
5.1.2. Operaciones entre Haces vectoriales
La idea de las operaciones entre haces vectoriales es generalizar de forma natural las ope-
raciones que se definen usando a´lgebra lineal sobre los espacios vectoriales. Particularmente
se esta´ interesado en estudiar las generalizaciones de la suma directa, el producto interno, el
producto tensorial y el productor exterior de espacios vectoriales.
Suma directa de haces vectoriales Dados dos haces p1 : E1 → B y p2 : E2 → B sobre el
mismo espacio base B se define un nuevo haz vectorial como el conjunto:
E1 ⊕ E2 = {(v1, v2) ∈ E1 × E2 : p1(v1) = p2(v2)}.
La aplicacio´n p1 ⊕ p2 : E1 ⊕ E2 → B, que aplica a cada punto (v1, v2) en p1(v1) = p2(v2),
junto con las trivializaciones locales naturales, define un haz vectorial sobre B.
Producto interno. Un producto interno sobre un haz vectorial p : E → B es una aplicacio´n
〈, 〉 : E ⊕ E → R
que restringe en cada espacio vectorial p−1(b) con b ∈ B, a un producto interno.
Proposicio´n 5.1.1. Si B es un espacio paracompacto, siempre existe un producto interno
sobre un haz vectorial p : E → B.
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Un sub haz de un haz p : E → B, se define como un subespacio E0 ⊂ E tal que E0
intercepta p−1(b) para cada b ∈ B y la restriccio´n de p : E0 → B es un haz vectorial sobre
B. Si el espacio B es paracompacto, la proposicio´n anterior nos permite definir la nocio´n de
ortogonalidad entre sub haces de un haz vectorial p : E → B.
Proposicio´n 5.1.2. Dado p : E → B un haz vectorial sobre un espacio paracompacto B,
existe un sub haz p : E0 → B tal que E0 ⊕ E⊥0 = E
Si adicionamos compacidad al espacio B, obtenemos el siguiente resultado sobre los haces
vectoriales:
Proposicio´n 5.1.3. Para cada haz vectorial p : E → B sobre un espacio compacto B existe
un haz p′ : E ′ → B sobre B tal que E ⊕ E ′ es un haz trivial sobre B.
Producto tensorial. Dados p1 : E1 → B y p2 : E2 → B dos haces vectoriales sobre el
mismo espacio B, definimos el conjunto:
E1 ⊗ E2 = qb∈Bp−11 (b)⊗ p−12 (b).
Se eligen las aplicaciones hi : p
−1(U)→ U ×Rni , i = 1, 2, para cada abierto U ⊂ B en donde
E1 y E2 son haces triviales respectivamente y se consideran las aplicaciones inducidas:
h1 ⊗ h2 : p−1(U)⊗ p−1(U)→ U × (Rn1 ⊗ Rn2).
Se considera sobre E1 ⊗ E2 la topolog´ıa que hace continuas estas aplicaciones inducidas.
Potencias exteriores. La protencia exterior Λk(V ) de un espacio vectorial V se define co-
mo el cociente del producto tensorial V ⊗ · · · ⊗ V , k-veces del espacio V , por el subespacio
generado por los vectores de la forma v1⊗ · · ·⊗ vk−Sig(σ)vσ(1)⊗ · · ·⊗ vσ(k) donde σ es una
permutacio´n de los elementos (1, . . . , k) y Sig(σ) representa el signo de la permutacio´n. Si
V tiene dimensio´n n, entonces el espacio Λk(V ) tiene dimensio´n
(
n
k
)
.
Ahora bien, para un haz vectorial p1 : E → B considere la unio´n disyunta de la potencias
Λk(E) :=
⊔
b∈B Λ
k(p−1(b)). Se define sobre Λk(E) la topolog´ıa inducida por las trivializacio-
nes locales. De esta manera se obtiene un haz vectorial sobre B.
5.1.3. Pullback de haces vectoriales
Se nota el conjunto de clases de isomorf´ıa de haces vectoriales reales de dimensio´n n sobre
B como el conjunto V ecnR(B).
Proposicio´n 5.1.4. Dada una aplicacio´n continua entre dos espacios f : A → B y un haz
vectorial p : E → B, existe un haz vectorial p′ : E ′ → A de manera que en cada punto a ∈ A,
p′−1(a) es isomorfo a p−1(f(a)). Este haz E ′ es u´nico salvo isomorf´ıa.
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En virtud de la aplicacio´n anterior tenemos que dada una aplicacio´n continua f : A → B,
podemos inducir una aplicacio´n f ∗ : V ecnR(B)→ V ecnR(A). Una tal aplicacio´n es llamada el
pullback de haces vectoriales y satisface:
(fg)∗(E) ∼= g∗(f ∗(E)).
1∗(E) ∼= E.
f ∗(E1 ⊕ E2) ∼= f ∗(E1)⊕ f ∗(E2).
f ∗(E1 ⊗ E2) ∼= f ∗(E1)⊗ f ∗(E2).
Proposicio´n 5.1.5. Si f : A→ B es una equivalencia homoto´pica entre espacios paracom-
pactos, entonces f ∗ : V ecnR(B)→ V ecnR(A) es una biyeccio´n.
K-teor´ıa
Note que es posible considerar en lugar de haces sobre R, los haces complejos, es decir haces
sobre el cuerpo C. Estos son haces vectoriales p : E → B tales que para cada b ∈ B, el
espacio vectorial p−1(b) tiene dimensio´n n sobre C. Naturalmente las trivializaciones locales
tienen la forma hα : p
−1(Uα) → Uα × Cn. Sobre estos haces esta´n definidas las mismas
operaciones que sobre los haces reales y los pullback de haces complejos tienen las mismas
propiedades. En adelante un haz vectorial sobre B significara´ haz vectorial complejo sobre
B salvo alguna mencio´n expl´ıcita.
Definicio´n 5.1.2. Considere K(B,Z) el grupo libre generado por clases de isomorfismo de
haces vectoriales sobre B partido por el subgrupo generado por todos los elementos de la
forma
[E]	 ([E ′′]⊕ [E ′′])
tales que los haces vectoriales E,E ′, E ′′ sobre B forman la susecio´n exacta corta
0→ E ′ → E → E ′′ → 0
y 	, ⊕ denotan la sustraccio´n y la suma en el grupo libre, respectivamente.
Si se pone K(B) := K(B,Z)⊗ZQ tenemos el grupo de K-teor´ıa de B. La operacio´n producto
tensorial de haces da a K(B) la estructura de anillo conmutativo mediante la operacio´n
multiplicacio´n
[E]⊗ [F ] := [E ⊗ F ].
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5.2. Acciones de grupos
5.2.1. Acciones de grupo
En todo este trabajo G representa un grupo. Los resultados son enfatizados sobre grupos con
estructura adicional por ejemplo los grupos de Lie compactos, pero el desarrollo intentara´ ser
lo ma´s general posible.
Definicio´n 5.2.1. Un grupo G es llamado de Lie si sus elementos como conjunto tienen una
estructura de variedad difereciable que es compatible con la operacio´n producto del grupo.
Es decir, si para cada par de elementos g, h ∈ G la aplicacio´n (g, h) 7→ g−1h es una apli-
cacio´n diferenciable. Un grupo de Lie sera´ compacto cuando sea una variedad diferenciable
compacta.
Para un grupo general G y una variedad diferencial M , una accio´n de G en M es una
aplicacio´n G ×M → M , donde (g,m) 7→ g(m) para cada elemento g ∈ G y cada elemento
m ∈M , tales que para cada g, h ∈ G, g(h(m)) = gh(m), para todo m ∈M . Cuando el grupo
G es de Lie, lo que se tiene es un homomorfismo del grupo G en el grupo Diff(M) pero que
por simplicidad en la notacio´n se expresa como g(m) o simplemente gm cuando no hay lugar
a ambigu¨edades. Cuando se tiene una accio´n de un grupo G sobre una variedad M , e´sta
es llamada una G-variedad. Una aplicacio´n ϕ : M → W entre G-variedades diferenciales se
llama equivariante o una G-aplicacio´n, si para cada g ∈ G y cada m ∈M , ϕ(g(m)) = gϕ(m),
es decir, si es compatible con la accio´n.
Definicio´n 5.2.2. Para cada punto m ∈M , se define el conjunto G·m = {gm ∈M : g ∈ G},
llamado la o´rbita del elemento m.
Dada la accio´n de un grupo G sobre una variedad diferenciable M , donde cada elemento
del grupo genera un difeomorfismo de la variedad en si misma, se puede definir el conjunto
cociente de la accio´n como la variedad M por la relacio´n de equivalencia definida como:
para cada par de puntos m,n ∈ M , m ∼ n, si n ∈ G · m. El cociente de esta accio´n,
es decir, el conjunto de o´rbitas de la accio´n no siempre conserva la estructura de variedad
diferenciable de la variedad inicial. Que el cociente de la accio´n sea o no una variedad
diferenciable dependera´ incialmente de los puntos fijos de la accio´n de G sobre M . Un punto
fijo de la accio´n es un elemento de la variedad que es punto fijo de todos los difeomorfismos
determinados por el grupo, donde para g ∈ G se dice que m ∈ M es un punto fijo de g si
g(m) = m. Si algu´n elemento del grupo tiene puntos fijos, esto impide que la condicio´n de
ser variedad diferenciable sea heredada al conjunto de o´rbitas de la accio´n.
Sin embargo, cuando se esta´ interesado en la accio´n de un grupo de Lie compacto G, actuando
sobre una variedad diferenciable compacta M , y se adiciona alguna condicio´n sobre la accio´n,
es posible obtener ciertas propiedades de gran intere´s.
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Definicio´n 5.2.3. Dado un elemento m ∈ M , definimos el grupo estabilizador de m como
el conjunto
Gm = {g ∈ G|g(m) = m}.
Como es fa´cil observar desde la definicio´n, si g ∈ Gm entonces g−1 ∈ Gm, y como adema´s
e ∈ Gm para todo m ∈ M (donde e la identidad de G) tenemos que Gm es un subgrupo de
G, a menudo llamado grupo de isotrop´ıa de m. Para algunos elementos este subgrupo puede
reducirse a la identidad de G y si esto ocurre para todos los elementos de M , la accio´n se
llama libre. Cuando existen elementos m ∈M con Gm 6= {e} y adicionalmente con |Gm| <∞
para cada m ∈M , la accio´n se llama casi libre. Si la accio´n del grupo es libre, es en particular
casi libre. Si el grupo G es finito, su accio´n es siempre una accio´n casi libre. A continuacio´n
se presenta un ejemplo de un grupo de Lie infinito actuando de manera casi libre.
Ejemplo 9. Considere el grupo G = S1 y M = CP n con la accio´n definida por: λ([z0 :
· · · : zn]) = [λp0z0 : · · · : λpnzn] con p0, . . . , pn nu´meros primos diferentes. Observe que
los elementos de la forma [0 : · · · : 0 : zi : 0 : · · · : 0] son puntos fijos para el conjunto
estabilizador {1, ξ, ξ2, . . . , ξpi−1}. Este grupo es el conjunto de raices pi-e´simas de la unidad
que es isomorfo al grupo Zpi con estructura aditiva. Todos los elementos de CP n que son
punto fijo de la accio´n de S1 que han sido considerados tienen grupos estabilizadores de
cardinal finito, entonces se tiene un primer ejemplo de una accio´n de tipo casi libre y que no
proviene de la accio´n de un grupo finito.
Los estabilizadores de dos puntos en la misma o´rbita son grupos de isotrop´ıa conjugados, es
decir, si m,n ∈M , con M una G-variedad, son tales que n ∈ G ·m, entonces existe un g ∈ G
tal que Gn = gGmg
−1. Cada o´rbita tiene asociada una clase de conjugacio´n de subgrupos de
G nombrada como el tipo de o´rbita.
Para m ∈ M fijo, consideramos la aplicacio´n θ : G → M definida por θ(g) = gm. Entonces
tenemos una aplicacio´n inyectiva θ′ : G/Gm → M que es de hecho una inmersio´n, cuya
imagen es la o´rbita de m. Particularmente, cuando G es un grupo de Lie compacto tenemos
que la aplicacio´n es propia, por lo tanto es una submersio´n. De lo anterior, la imagen de θ′ es
una subvariedad de M . Es decir, si el grupo de Lie G es compacto, las o´rbitas de los puntos
son subvariedades de M .
Sea m ∈M . Considere un elemento g ∈ Gm. La aplicacio´n:
Tg : TmM → TmM
es un isomorfismo del espacio vectorial tangente a la variedad M en m sobre si mismo. Por
lo anterior, el espacio vectorial Tm(G ·m) es un espacio invariante del anterior isomorfismo.
Por lo tanto, se puede descomponer el espacio tangente TmM como:
TmM = Tm(G ·m)⊕Wm
donde Wm es el espacio TmM/Tm(G ·m). Pero como el espacio Tm(G ·m) es invariante, la
aplicacio´n Tg define un isomorfismo de Wm en si mismo. Se tiene entonces para cada punto
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m ∈ M una representacio´n lineal del grupo Gm como un subgrupo de GL(Wm). El grupo
Gm actua sobre G×Wm mediante la accio´n:
h(g, w) = (gh−1, hw)
la cual es una accio´n libre debido a que es libre en el primer factor. Entonces, se puede definir
el cociente (G×Wm)/Gm denotado G×GmWm. Se tiene adema´s la accio´n natural de G sobre
G×Gm Wm
inducida por la multiplicacio´n del grupo G. Es posible considerar entonces a G/Gm como
una subvariedad de la variedad G×Gm Wm, llamada la seccio´n cero.
Proposicio´n 5.2.1. Existe un difeomorfismo equivariante desde una vecindad equivariante
de la seccio´n cero en G ×Gm Wm a una vecindad abierta de G · m en M , la cual env´ıa la
seccio´n cero G/Gm sobre la o´rbita G ·m por la aplicacio´n natural θ′ : G/Gm →M .
Dos elementos tienen el mismo tipo de o´rbita, si son grupo de isotrop´ıa de dos elementos en
la misma o´rbita.
Lema 5.2.2. Si G es un grupo de Lie compacto actuando sobre una variedad compacta M ,
entonces so´lo existe un nu´mero finito de tipos de o´rbita.
Corolario 5.2.3. El conjunto:
C˜ := {(g) ⊂ G|M g 6= ∅} (5.1)
es finito. El s´ımbolo M g denota el conjunto {m ∈M |gm = m}.
5.3. Cohomolog´ıa equivariante
Definicio´n 5.3.1. Definimos el espacio EG(n) como el cociente
Gn+1 ×∆n = {(x0, t0; . . . ;xn, tn)|xi ∈ G, ti ∈ [0, 1],
∑
ti = 1}
por la relacio´n de equivalencia:
(x0, t0; . . . ;xn, tn) ∼ (x′0, t′0; . . . ;x′n, t′n)⇐⇒
{
ti = t
′
i Para todo i,
ti = t
′
i 6= 0 =⇒ xi = x′i.
Se puede escribir 〈x0, t0; . . . ;xn, tn〉, o ma´s brevemente 〈x, t〉, para la clase de equivalencia de
los elementos bajo consideracio´n. Para cada n la inclusio´n EG(n) ⊂ EG(n + 1) es definida
como
〈x0, t0; . . . ;xn, tn〉 7→ 〈x0, t0; . . . ;xn, tn;xn+1, 0〉,
por lo cual se puede definir el espacio EG := l´ım→EG(n).
5.3 Cohomolog´ıa equivariante 61
El grupo G actu´a sobre EG(n) y EG por g〈x, t〉 = 〈gx, t〉. Esta accio´n es libre, por lo cual
los cocientes sera´n notados repectivamente BG(n) y BG. Si M es una G-variedad, el espacio
de o´rbitas puede ser bastante complicado si la accio´n no es libre. Para intentar tener un
sustituto razonable de este espacio de o´rbitas, se considera G actuando sobre EG×M por
g(p, x) = (gp, gx) lo cual es una accio´n libre porque la accio´n sobre EG es libre. Por lo cual
el espacio de o´rbitas es
MG := (EG×M)/G := EG×GM
. Si se consideran las dos proyecciones p1 : EG ×M → EG y MG → BG se induce una
aplicacio´n continua σ : MG → M/G. Si G es un grupo de Lie compacto y la accio´n de G
sobre M es libre, esta aplicacio´n es una equivalencia homoto´pica. Esto es una ventaja pues
si la accio´n de G sobre M tiene puntos fijos el espacio cociente M/G podr´ıa no tener las
propiedades deseables, mientras que MG es siempre un cociente proveniente de una accio´n
libre.
Definicio´n 5.3.2 (Cohomolog´ıa equivariante). La cohomolog´ıa equivariante de una variedad
M dotada con una accio´n de un grupo G, notada H∗G(M), es la cohomolog´ıa de MG.
5.3.1. K-teor´ıa equivariante
5.3.2. Haces vectoriales equivariantes
Como consecuencia de la accion de un grupo G sobre una variedad M se puede introducir la
nocio´n y herramientas ba´sicas del trabajo con haces vectoriales equivariantes. Los principios
y buena parte de los resultados que se presentan aqu´ı corresponden a los trabajos logrados
por M. Atiyah y G. Segal en [4] y por Segal en [22, 21].
Definicio´n 5.3.3. Dada una G-variedad M , un G-haz vectorial sobre M es un G-espacio E
junto con una G-aplicacio´n p : E → M , es decir tal que p(g(ζ)) = g(p(ζ)) para todo g ∈ G,
ζ ∈ E y que cumple con siguientes propiedades:
(i) p : E → M es un haz vectorial complejo sobre M , es decir, las fibras Em = p−1(m),
para m ∈M , son espacios vectoriales complejos.
(ii) Para todo g ∈ G, la accio´n g : Em → Eg(m) es un homomorfismo de espacios vectoriales.
Naturalmente, estos haces equivariantes heredan la equivarianza al hacer construcciones co-
mo la suma de haces y el producto tensorial de haces, debido a que estos esta´n definidos
sobre los espacios vectoriales p−1(m) para cada m ∈ M . En particular para cada haz equi-
variante p : E → M existe un producto interno equivariante 〈∗, ∗〉G. Por otra parte, el
producto exterior de haces equivariantes se mantiene equivariante, de hecho da lugar a una
aplicacio´n equivariante en el anillo K(M). Se considera KG(M), construido reemplazando
en la construccio´n de K(M) los haces vectoriales por G-haces vectoriales, como la K-teor´ıa
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equivariante de M . Si f : N → M es una G-aplicacio´n de G-variedades compactas, el pull-
back E 7→ f ∗E induce un morfismo de anillos f ∗ : KG(M) → KG(N) ([21], Cap´ıtulo 2).
Si se tiene H otro grupo de Lie compacto y un homomorfismo de grupos α : H → G este
induce un morfismo de restriccio´n KG(M)→ KH(M). Ma´s generalmente, si f : N → M es
una aplicacio´n continua desde una H-variedad a una G-variedad compatible con α, se tiene
f ∗ : KG(M)→ KH(N).
Si G es trivial, se tiene que la K-teor´ıa equivariante KG(M) coincide con la K-teor´ıa usual
K(M). Cuando M = {∗} es un punto, se considera los haces vectoriales equivariantes por
la accio´n de G sobre el punto, esto es, todas las representaciones lineales del grupo G. Por
lo cual KG(∗) ∼= R(G), el anillo de representaciones del grupo G. En general, KG(M) es un
mo´dulo sobre el anillo R(G), debido a la aplicacio´n natural de un G-espacio a un punto.
Para cualquier G-variedad compacta M , la proyeccio´n de M sobre su espacio de o´rbitas por
la accio´n de G, M/G induce un morfismo pr∗ : K(M/G)→ KG(M).
Si H es un subgrupo cerrado de G, y M es una H-variedad compacta, se puede formar un
G-espacio compacto
(G×M)/H := G×H M (5.2)
donde la accio´n desde H es definida en cada coordenada como h(g,m) = (gh−1, hm). Existe
un embebimiento
f : M → G×H M
que identifica M con el H-subespacio H ×H M de G×H M .
Por otra parte, si la accio´n del grupo G sobre M es trivial, se puede considerar la aplicacio´n
pr∗ de K(M) a KG(M) la cual aplica sobre cualquier haz vectorial E sobre M la accio´n
trivial de G. La aplicacio´n de M a un punto induce ϕ : R(G) → KG(M). Se pueden juntar
estas dos aplicaciones para definir una aplicacio´n:
µ∗ : K(M)⊗R(Γ)→ KΓ(M)
dada por (E ⊗ χ) 7→ (pr∗(E)ϕ(χ)).
Proposicio´n 5.3.1 ([21] prop. 2.2). Si M es una variedad con una accio´n trivial de G, la
aplicacio´n:
µ∗ : K(M)⊗R(Γ)→ KΓ(M)
es un isomorfismo.
5.3.3. λ-anillos
Una importante propiedad del anillo K(M) es que tiene una estructura de λ-anillo. Esto
es, para cada entero no negativo i, existe una aplicacio´n λi : K(M) → K(M) definida por
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λi(E) := [ΛiE], donde Λi es la i-e´sima potencia exterior del haz vectorial E y donde E denota
la clase de E en K(M). En particular, λ0(E) = 1, λ1(E) = E, y λi(E) = 0 si i es ma´s grande
que la dimensio´n de E. Naturalmente se espera que en K-teor´ıa equivariante se conserve esta
propiedad, aunque algunos detalles deben ser verificados.
λ-anillos equivariantes. Para las construcciones que se presentara´n en este trabajo, las
cuales son todas equivariantes, es necesario verificar en primer lugar que todas propiedades
de la λ-aplicacio´n toman sentido en un contexto equivariante.
Sea E un G-haz vectorial sobre una variedad M , la potencia exterior Λi(E) es un G-haz
vectorial sobre M por cuanto las operaciones usadas para definir la potencia exterior son
equivariantes. Luego la aplicacio´n λi : K(M)→ K(M) se puede extender al anillo KG(M).
Mas precisamente podemos definir la aplicacio´n
λiG(E) = [Λ
i(E)]
as´ı como tambie´n podemos considerar la λ-aplicacio´n:
(λt)G(E) =
∞⊕
i=0
λi(E)ti.
Por simplicidad estas aplicaciones se notara´n sin el sub ı´ndice G, si esto no da lugar a
confusio´n. Si F es otro G-haz vectorial sobre M , la suma E ⊕ F es un G-haz vectorial. Sin
embargo es posible considerarlo como un haz vectorial ordinario sobre M y aplicarle λt en
el anillo K(M). Es posible entonces obtener
λt(E⊕ F) = λt(E)λt(F).
De esta manera es suficiente verificar que el lado derecho de la ecuacio´n anterior es una
G-aplicacio´n, si tanto E como F lo son. Pero usando nuevamente que los haces equivariantes
son en particular haces de alguna clase en K(M) se concluye que esta fo´rmula multiplicativa
vale en K-teor´ıa equivariante.
Sea p : E →M un G-haz vectorial sobre M . Si s es una seccio´n equivariante de E es posible
formar el complejo:
0→d C→d Λ1(E)→d Λ2(E)→d . . .
donde las aplicaciones d son definidas por d(ξ) = ξ ∧ s(x) si ξ ∈ Λi(Ex). Si se considera
s como la seccio´n natural dad por la aplicacio´n diagonal δ : E → E ×M E = p∗(E) esta
seccio´n es naturalmente equivariante. Sea p : E → M un G-haz vectorial sobre M . Si se
considera F algu´n otro complejo sobre M , entonces podemos tomar el pullback de cada haz
en el complejo y definir p∗(F) como un complejo sobre E. La asignacio´n F 7→ Λ∗(E)⊗ p∗(F )
induce un homomorfismo aditivo
ϕ∗ : KG(M)→ KG(E)
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el cual es llamado el homomorfismo de Thom ([21] Cap´ıtulo 3). Si ϕ : M → E es la seccio´n
cero, entonces se tiene que:
ϕ∗ϕ∗(ξ) = ξ.λ−1(E) (5.3)
para todo ξ ∈ KG(M). Se define as´ı la clase de Thom equivariante ϕ∗(1) = λE ∈ KG(E).
Proposicio´n 5.3.2 ([21] Prop. 3.3). El homomorfismo de Thom ϕ∗ : KG(M)→ KG(E) es
un isomorfismo para todo G-haz vectorial sobre una G-variedad compacta M .
Por simplicidad, en el resto de este escrito, si esto no da lugar a confusio´n, no se hara´ dife-
rencia entre el haz vectorial E y su clase E en la K-teor´ıa de M .
Ejemplo 10. Suponga que p : E → M es un G-haz vectorial tal que E = L1 ⊕ · · · ⊕ Lk, y
cada Li es un G-haz vectorial lineal sobre M . El ca´lculo de la aplicacio´n λt en el haz E da
como resultado:
λt(E) = λt(L1 ⊕ · · · ⊕ Lk) = Πiλt(Li) = Πi(1 + Lit).
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