A powerful tool for studying the behavior of classical field theories is Derrick's theorem: one may rule out the existence of localized inhomogeneous stable field configurations (solitons) by inspecting the Hamiltonian and making scaling arguments. For example, the theorem can be used to rule out compact domain wall configurations for the classic φ 4 theory in 3 + 1 dimensions and greater. We argue no such obstruction to constructing solitons exists in the framework of algebraic/axiomatic quantum field theory (AQFT), and that states like the example given lie in topologically trivial superselection sectors of the Hilbert space. A proof is presented making use of the relative entropy, and the implications are explored for a few common models of scalar fields and the pure Yang-Mills theory. *
Introduction
We begin by giving a brief description of Derrick's theorem [1] . It is a result of classical field theory, and may be applied to models containing fields of any spin and of any kind of interaction, so long as a Hamiltonian is specified. In this paper we concern ourselves with only the results as they apply to scalar field theories, for instance the model given by the action of a real scalar field and a non-negative potential:
The equations of motion for this field are local (by local we mean explicitly that any expression for the field or its derivatives at a point x depends only on the field and its derivatives at the same point x in spacetime), and one may preform a Legendre transform to attain the energy functional. In the case of a time-independent field configuration this functional is
Perhaps a localized field configuration φ( x) exists with a characteristic scale. We can study the dependence of the energy on this precise scale by varying the coordinates: φ( x) → φ(λ x). The Hamiltonian depends on λ in the following way:
where K 2 and U are the integrated kinetic and potential terms, respectively. For spatial dimension d ≥ 3, this functional cannot be minimized with respect to λ, implying the soliton either shrinks or expands indefinitely. This relies on the positivity of K 2 and U , and that the number of derivatives of the field in the energy functional is less than the number of spacetime dimensions. Indeed, if one adds a 4th derivative term to this functional in d = 3 dimensions:
H(λ) may be minimized at finite λ and classical stable solitons exist in the theory. The constant g 4 has dimension mass −2 and so in the renormalized perturbative quantum theory, a model with this term is poorly defined in the ultraviolet.
The way solitons are studied in quantum field theory relies heavily on knowledge of the classical solutions to the field equations. The infinite domain wall solution in a φ 4 theory is well studied [2] [3] [13] . The dynamical fields are fluctuations of the fundamental field around a soliton background, and a renormalized perturbation theory is employed to study the model. Examples in other models, e.g. monopoles, cosmic strings, vortices, etc. are all classical solutions to the field equations, and owe their stability in the classical and the quantum theory to conserved topological numbers [2] [3] . The solitons mentioned are all examples of backgrounds which exhibit spontaneously symmetry breaking: a scalar field interpolates between a symmetry-preserving and symmetry-breaking configuration as the distance from the location of the soliton increases. The "core" of the soliton is a lower-dimensional object where the field is in an exactly symmetric configuration. In the quantum theory, these states exist in a topologically non-trivial sector of the Hilbert space, often specified by a winding number associated with non-trivial homotopy group of the broken symmetry, guaranteeing that no scattering process could change the total topological charge of the Universe. Examples of non-topological solitons are also known [4] , and are referred to as Q-Balls: Q indicating a large Noether charge which serves to stabilize the object. Of particular interest, as we will outline shortly, is the case where solitons are present in strongly coupled theories. An example is the Seiberg-Witten theory [5] , an N = 2 supersymmetric Yang-Mills theory with gauge group SU (2) . The theory exhibits asymptotic freedom, and at strong coupling, the theory of particles is equivalent to a theory of weakly coupled magnetic monopoles, a consequence of a type of electric-magnetic duality. Furthermore, monopole condensation is the dual description of charge confinement.
We should wonder what it means then for solitons to be present in a theory at strong coupling if no such dual description exists. One might be hopeful and suspect that the lessons of Seiberg and Witten extend to this case as well. The dynamical objects of a theory of particles at strong coupling might generically be weakly coupled solitons. This seems like it might be the case for the strong interactions, though there are difficulties in justifying the effective theory where solitons are manifest. Demonstrating such a thing generically without the use of a duality seems a challenging task, if there is any truth to it. The contrary is of course that the solitons are strongly coupled. If this is the case, the dynamical objects of the theory might only be groups of solitons, though one might wonder if such a theory is physically meaningful in the first place.
In this paper we do not approach strong coupling. We study a scenario in which the particles that move in a soliton background interact perturbatively, but we do not approach the subject of calculating perturbative effects in the soliton background. This means that we explore the nature of particle states (both free and bound) that exist near a soliton and move in its influence, but are not self interacting or otherwise. This amounts to an expansion around the soliton background in the action to quadratic order. Local operators are of course constructed using these quantized fluctuation fields, and a perturbation theory may be constructed from the polynomials of the quantized fields. By a perturbative theory, what we mean is one in which asymptotic states may be well approximated by application of a polynomial operator to the corresponding state in the free theory: an element of the Fock space, for instance. This approximation cannot be made arbitrarily close, since these perturbative expansions are generally asymptotic series of a more complicated operator. Before discussing this in more detail, there are two observations we now wish to make about Derrick's theorem that conflict with what is known about quantum theory:
1. The anomalous dimension. Green's functions in a quantum theory do not obey the scaling relations used above. For example, rescaling of the operator G (2) (2) with γ the anomalous dimension of the operator. γ typically depends on the parameters of the model, which in a renormalized perturbation theory, run with the coupling. Indeed, it may be that the anomalous dimension approaches a value of similar order to the classical scaling dimension of the operator (which in the case of Yang-Mills theories occurs when the coupling becomes large [6] ), and the scaling argument fails, depending on the sign of the γ involved.
Outside of the context of renormalized perturbation theory, quantum theory still does not have trivial scaling relations as in the classical case. Operators only need have support on finite regions of spacetime, and these regions need not be casually connected to the region where an experiment is being preformed to measure the state they correspond to -for example the measuring of the total energy.
2.
Effective theories are often non-local. Near and below the Λ QCD scale, Green's functions in the local Yang-Mills theory may no longer be computed perturbatively. The degrees of freedom are now described most accurately by the chiral theory [7] , which contains an arbitrarily high number of derivatives. Inclusion of four or more derivatives allows for the existence of topological solitons in the classical theory which are identified with baryons [8] . Exclusion of higher derivative terms is often justified by noting their contributions are suppressed by factors of the pion decay constant, making the calculated scattering amplitudes very accurate when the momentum exchange is low. However, in principle this justification is not satisfying and one would like to compute results when all terms of the chiral Lagrangian are included. Formally, an action which includes an infinite number of derivatives of the fields is non-local. Non-locality of this form is essentially unavoidable in constructing an effective quantum theory in an inhomogeneous background.
Despite the present work taking place in the domain of perturbation theory, one should not lose their conviction that the quantum theory avoids Derrick's theorem at strong coupling; it should instead strengthen. The justification for this is provided in section four.
The outline of this paper is as follows. In section 2 we present an argument, based on results of algebraic quantum field theory, that the decay of solitons into final state radiation is prohibited. More specifically, we show that if the domain of support of a particular type of operator is not subject to the Reeh-Schlieder theorem, the vector it corresponds to in the Hilbert space cannot be unitarily evolved into the vacuum sector, i.e. free particle radiation. This im-plies the existence of a state with non-vanishing overlap with the soliton that is orthogonal to all states of free-particle radiation. To prove such a thing, we demonstrate that the assumption of unitary equivalence is in contradiction with the observed value of the relative entropy for an observer far from the soliton.
In section 3 we explore the implications of section 2 for particular models of interest. First, the 1+1 dimensional φ 4 theory in the topologically trivial sector (equal number of kinks and anti-kinks) is discussed. The results of section 2 are shown to be in agreement with what one expects of a theory with nontopological solitons. Second, the 3+1 dimensional φ 4 theory is considered, and we discuss how an effective theory of the solitons must be strictly non-local. Third, we construct single particle states which are bound to the soliton, and we make the case that their contribution to the total energy of the system is what prevents collapse. Finally, the free field theory is considered and we show no solitons can be constructed in this case.
In section 4 we briefly discuss the case of strong coupling, and what to expect of solitons in that regime. We argue, drawing examples from QCD, that one should not expect Derrick's theorem to survive in this limit. Finally, in section 5, we summarize our results.
A Quantum Derrick's Theorem?
Before we proceed with the principal argument of this paper, we acknowledge that the algebraic approach to quantum field theory is not taught as a standard graduate course and many readers will be unfamiliar with the relevant theorems or definitions which, for example, are found in the text by Streater and Wightman [9] . To prepare the reader for the remainder of this paper, we now present a brief summary of important definitions and theorems. Revelant proofs are omitted, but briefly described.
Background: The Structure of H, Polynomial Algebras, and the Reeh-Schlieder Theorem
The Hilbert space H of a quantum field theory contains a dense subset of vectors D closed under Poincare transformation and a unique state Ω ⊂ D (the vacuum) which is Poincare-invariant. The fundamental operators of the theory, the fieldφ f and its adjointφ * f are tempered distributions, constructed by "smearing" the physical field φ(x) with a Schwartz function f . Every such smearing function defines a field operator and its adjoint, and the space D is closed under applications of these operators. A smeared field at the point x may be expressed:
There is a subset D 0 ⊂ D spanned by the action of polynomials in the smeared fields (and their adjoints) on Ω, called the vacuum sector of H. It is reasonable to restrict the support of these operators (or alternatively, the support of f ) to an open set U ⊂ M of spacetime. Polynomials formed from operators with support on this open set form the so-called polynomial algebra of the set, P(U). If two operators are supported on mutually spacelike open sets U and V, so that every pair of points x ∈ U, y ∈ V are spacelike separated, then the operators commute.
Naively, one should expect that to create a particle state which is localized on some region of space, the operator which creates the state should be supported on that same region. While this requirement is useful for writing down a "simple" operator that creates such a particle, it is not strictly necessary.
The Reeh-Schlieder theorem [10] states that, essentially, P(U) |Ω = D 0 . Specifically, every vector in the vacuum sector can be generated by applying a polynomial of fields to the vacuum. The surprising result of the theorem is that there is no restriction on U other than it be open. The proof of this statement roughly goes as follows: suppose there is an orthogonal state χ to all those generated by P(U) |Ω ; the vanishing matrix element is a multilinear functional of the smearing arguments, and so by the Schwartz kernel (nuclear) theorem there exists a unique tempered distribution of all the spacetime coordinates together:
The Fourier transform of W vanishes unless each momentum variable lies on the physical spectrum, implying there is a holomorphic function W of the extended variables (x i − x i+1 ) − iη i+1 whose boundary value is W , which vanishes for all the x i ∈ U. Such a function vanishes for all x i . So χ is orthogonal to P(M) |Ω = D 0 , and all states in D 0 can be constructed by operators with support on an arbitrary open set. The physical interpretation is this: while it is relatively easy to write down an operator in P(U) that creates a state localized in U, is is possible (albeit very difficult) to write down an operator in the same algebra that generates a state localized on the other side of the Universe. It can be done, but the polynomial is likely to be of very high order.
There is a corollary to the Reeh-Schlieder theorem that is of some importance. Namely, there is no operator a ∈ P(U) where a |Ω = 0 and a = 0. This works as long as U is small enough so that one can find a set which is mutually spacelike from it, V. Suppose b ∈ V. If the sets are spacelike separated, a and b commute:
ba |Ω = ab |Ω = 0 so that a annihilates (by Reeh-Schlieder) all states in D 0 . Such an operator must be identically zero.
What of N P(U), the set of operators which is non-polynomial in the smeared fields and has support on U? It is unclear if this forms an algebra, but operators of this type certainly exist, and should send D 0 into a larger sector D S . In particular, if there were a conserved (perhaps topological) charge Q in the theory, we might expect that it be defined globally, i.e. the support of Q should contain an entire Cauchy surface, if not all of spacetime. Therefore a state generated uniquely by Q is not in the vacuum sector. We should also be willing to expect that large extended fluctuations of the field also belong to this set, since finite transformations are constructed with the exponential map, which is not polynomial.
Background: Cluster Decomposition and The Relative Entropy
The goal of this section is to show how one might construct a quantum Derrick's theorem, and why such a thing could not work. To do that, we must understand the scaling arguments that can be used in quantum field theory. There are two concepts that are useful here: the cluster decomposition theorem and the relative entropy.
The cluster decomposition theorem is a limiting behavior of vacuum expectation values of products of operators. Suppose a has support on U and b on U ′ where U ′ is defined by taking all the points of U and translating them in a spacelike direction λ so that the two sets are mutually spacelike. As the separation between the sets becomes large, we have lim λ→∞ Ω|ab|Ω = Ω|a|Ω Ω|b|Ω as long as there is a unique vacuum Ω, which we have supposed is true.
Before defining the relative entropy, some terminology is in order. A vector Ψ is said to be cyclic for an algebra P(U) if P(U) |Ψ is dense in H. It is said to be separating if there is no non-vanishing element of the algebra a such that a |Ψ = 0. Clearly the vacuum is cyclic separating for this algebra of interest, provided U is small enough to be mutually spacelike from another open set. But so are all vectors in D 0 . For a cyclic separating vector Ψ, we can define an anti-linear operator (the relative Tomita operator) T Ψ|Φ by
for any a ∈ P(U) and any other vector Φ (it does not need to be cyclic or separating). If Ψ were not cyclic, there would be no sense of a unique adjoint to the relative Tomita operator, and if Ψ were not separating, this operator would not be invertible. Next we define the relative modular operator ∆ Ψ|Φ = T † Ψ|Φ T Ψ|Φ and the relative entropy of the vectors by
This construction is a generalization of the Kullback-Leibler divergence to states of quantum field theory, and is a measure of distinguishability between Ψ and Φ. For a more modern and comprehensive review, the reader is encouraged to read reference [11] . Suppose for a moment that |Φ = u |Ψ , with u a unitary operator supported on a spacelike separated set V, but also not necessarily an element of P(V). In this case, u commutes with elements a, so
and so because u is unitary, one finds that the relative entropy vanishes. The relative entropy has additional traits that make it of importance to us. Firstly, it is non-negative. Secondly, it is monotonically increasing with respect to U.
Roughly, a way to understand the monotinicity property is that with a larger set U ′ on which to preform local measurements, the more sensitive an observer is to long-range correlations of the field. More information is available and so the uncertainty gained by incorrectly assuming the state of the Universe is Φ (when it is really Ψ) will only increase. This is the classical interpretation of the Kullback-Leibler divergence. Additionally, the only way to saturate the inequality is if the two vectors are related by unitary transformation as described previously. Hence the description of the relative entropy as a measure of distinguishability between Ψ and Φ is apt.
No Obstruction to Solitons
Suppose a soliton which is not stable in the classical field theory corresponds to a vector Ψ S = O S |Ω , where O S ∈ N P(U S ) is supported on a set that contains the physical extent of the soliton. We assert that the Reeh-Schlieder theorem does not apply to this vector: U S cannot be chosen arbitrarily and must be large enough to support an algebra that generates single particle states bound to the soliton. To do the latter, it must at least have overlapping support with the region of spacetime that the field is not in a minima of its classical potential.
Such a state cannot be unitarily related to a radiation state Ψ 0 ∈ D 0 . Assume first that it could be and that the unitary operator which relates them is supported on U S or some other set spacelike separated from V. The relative entropy S Ψ0|ΨS (V) is then zero. However, by cluster decomposition, on V the soliton state cannot be distinguished from the vacuum, or for a ∈ P(V):
Cluster decomposition requires the relative entropy be positive, since far away it is not possible to distinguish the soliton from the vacuum, and it is possible to distinguish the radiation state from the vacuum. However the relative entropy must be zero if the soliton and radiation state are related by the unitary operator we described, so there is a contradiction. What if instead the unitary operator is supported on V, or on any set spacelike separated from U S ? The relative entropy is not automatically zero. However there is still a contradiction, since this would imply [O S , a] = 0 for a ∈ P(V), which is a violation of the axiom of local commutativity, given our assumption about the support of O S .
This argument did not depend on the absolute size of V; we can make it as small as we would like. Suppose there is a Cauchy surface Σ that intersects V and U S . If V is made arbitrarily small, its intersection with Σ essentially vanishes and the complement becomes all of Σ. The domain of dependence of this complement, now all of spacetime, is where we had said our unitary operator was supported.
Hence the contradiction appears for globally defined unitary operators like the time-evolution operator as well.
The contradiction is resolved if we drop the assumption that the vectors are related by unitary transformation (or alternatively, by dropping the assumption that a set V which is spacelike separated from U S even exists, implying that the support of the soliton must extend to an infinite future or past). If a classically unstable field configuration is generated at some initial time by an operator which is not subject to the Reeh-Schlieder theorem, then its vector absolutely must lie in a sector of the Hilbert space orthogonal to the vacuum sector: what we have called D S . It is obvious that no state in D S can be constructed perturbatively from the vacuum, or from any other state in D 0 , but it is also true that no unitary time evolution will ever let the two sectors mix.
It remains to be shown that large extended fluctuations fall into this category of operators, or if all non-polynomial operators already satisfy this requirement. We do not know of any operators of this sort that have been written down in the language of the smeared fields, so this requires further investigation. One might expect the operator to look like exp (i∆φπ) in the canonical quantization scheme, which is certainly not a polynomial. In the next section however, we do make a point of constructing single particle states which are bound to the soliton, and demonstrating that their support is not subject to Reeh-Schlieder.
3 Some Examples
Kink+AntiKink
The 1+1 dimensional φ 4 theory has been well studied [2] [3][12] [13] . The Hilbert space has three distinct topological sectors, indexed by the number of kink and anti-kink solutions: n k − nk = 0, ±1. The exact functions which describe the (anti)kink solutions are φ(x) = ±φ cl tanh(mx), with φ cl the homogeneous configuration that minimizes the classical energy. In the topologically trivial sector, where the number of kinks and anti-kinks are the same, many attempts have been made to describe the system exactly. In the semi-classical limit of this theory, where the background configuration is treated classically and the fluctuations around this background are studied perturbatively, some curious results have emerged.
In particular, above some critical threshold for incoming velocity (approximately 30% the speed of light) the scattering is elastic: the kink and anti-kink are back-scattered, emitting radiation and essentially free of each other. Below this threshold, simulations have observed both the capture of the kinks, and solutions known as "bounces" [12] . In certain windows of the initial velocity, the kink and anti-kink bounce off each other multiple times then separate as in the case above the threshold. During this bounce, the value of the field at the center of mass undergoes large oscillations, moving back and forth between the two minima of the classical potential; the pair however, survives.
The case of kink-anti-kink capture is of interest to us. It is known that the classical equations of motion only admit four time-independent field configurations: the two homogeneous vacua, and the (anti)kink. Removing the time-independence constraint opens up the possibility of oscillating solutions: the separation between the regions with higher energy density than the classical vacuum (that define the kink and anti-kink when they are far apart) simply oscillates back and forth. This object is a different kind of soliton, known as a bion. The condition that this bion be stable with respect to quantum fluctuations is that the fluctuation spectrum contains no negative eigenvalues. More specifically, if the fluctuation η solves the equation
and we consider periodic configurations η(x) = f ( x) cos(ωt) (so that f solves the time-independent Schrodinger equation) ω 2 should not be negative. To guarantee these are localized configurations, we also require ω 2 < max(U (x)). Realistically this means 0 ≤ ω 2 < m 2 . In the case of the static (anti)kink, U (x) is the Poschl-Teller (PT) potential, and this stability criterion is satisfied. If the kink and anti-kink are far from each other, such states must move in a double PT potential. When the separation is large, it is reasonable to expect that these bound states are linear combinations of the eigenmodes of the PT system, and thus will not corrupt the stability of the configuration. When the separation is O(m −1 ), a sum of PT potentials is not a good approximation, and one should not ignore time-dependence of U (x). Consider far separated kink and anti-kink, approaching each other with some appreciable velocity: an observer at the origin will observe a squeezed PT potential at any given time, due to length contraction. A fluctuation mode localized on such a (anti)kink will necessarily have an eigenvalue ω 2 larger than the modes on a stationary (anti)kink, a consequence of the uncertainty principle. So if the pair starts out far away with ω 2 ≥ 0 and begins to accelerate toward the origin, an observer at the origin should not see the fluctuation modes transition from stable to destabilizing. If the pair is allowed to come arbitrarily close, this observer would likely have to witness one of these bound states be pushed into the continuous part of the spectrum -if the state is occupied a particle would be emitted as radiation. We will discuss this possibility at the end of section 3.
It is apparent that quantum mechanics can support the bion configuration, even if it is time-independent. In the semi-classical case, this is achieved by the bound states of the fluctuation potential; as long as they are present and wellbehaved for long times, the configuration is stable against small fluctuations pushing it into the vacuum. We would like to believe this claim extends into the full quantum field theory calculation, as the work of section 2 would suggest. What would a realization of this statement look like? If the contribution of the bound states to the total energy of the system were to diverge in some way, or at least become kinetically inaccessible to the bion at some separation distance, an effective potential could be deduced which is stable to all perturbations.
The topologically trivial sector of the 1+1 dimensional φ 4 theory is consistent with the picture of solitons that section 2 has given us. High energy kink-antikink scattering does not produce a final state in the vacuum sector, and at low energies we see that small fluctuations cannot dissipate the bion: it is only when those fields are absent (the classical theory) where the static bion is short lived. In some ways this is not surprising, since Derrick's theorem was never an obstruction in this low dimensional space. But the arguments we provided have made no contact with the dimensionality of the theory, and and so only in the case where Derrick's theorem is an obstruction in the classical theory do we have anything new.
Domain Walls in 3+1 Dimensions
The motivating example for this work was the case of a shrinking compact domain wall, a simple object with an intuitive classical analogue. As in the 1+1 dimensional case, the transition region from one minima of the classical potential to another produces a shell-like region of high energy density, with an attractive potential U (r, θ, φ) and a source J 0 localized on the wall (this source is the linear term in the expansion of the Lagrangian density around a soliton background: it vanishes if the soliton's classical equations of motion are satisfied). In the lower dimensional case it is perhaps possible to find a soliton configuration such that J 0 = 0, but this is not possible in the higher dimensions, unless the wall is planar and of infinite energy, a consequence of Derrick's theorem. It is necessary for the fluctuations to be well behaved for long times, which imposes a constraint on the thickness of the wall and its total area via restrictions on ω 2 . One scenario we can approach analytically is that of a thin spherically symmetric wall of radius a, modeled by a delta function:
where c 0 is an order 1 constant, determined by some limiting procedure. The dependence on the mass, radius, and quartic coupling λ are due to the linear dependence on φ 0 and the mass dimension of J 0 . The solutions to the Schrodinger equation with U are products of spherical harmonics and spherical Bessel functions, and there is a single eigenvalue ω 2 , which for large a is approximately 3m 2 /4 and has degeneracy of order m 2 a 2 . For ma ≤ 2/3, no bound state exists (it has been pushed into the continuous part of the spectrum) and the wall will undergo large fluctuations to approach a stable configuration. For a just larger than this value (but not appreciably, a ∼ 2m −1 is too large) only an s-wave state is available. For small enough λ, the mass of these objects is approximated by the classical energy, roughly growing with the surface area and inversely with the coupling (a common trait of solitons [13] ): M DW ∼ 4πm 3 r 2 /λ. Another way to express this is via the angular momentum degeneracy of the bound state, N ℓ :
M DW ∼ 4πmN ℓ λ illustrating that in the weak coupling limit, the mass reasonably scales with the number of quanta that could be trapped on the wall. We suggest, as is the case with the 1+1 dimensional bion, that that presence of these bound states prevents the collapse of the wall.
An alternative way to make sense of the failure of Derrick's theorem is to construct an effective action using the path integral formalism. Consider the amplitude for a soliton-to-soliton transition over long times. This defines the path integral in a soliton background, and for simplicity ignore the self-interactions of the fluctuations:
where the brackets represent integration over spacetime, in the usual quantum mechanical way. The operator ∆ is a second order linear differential operator and with the function J 0 , depends explicitly on the background φ 0 . If interactions are dropped, the path integral may be solved by direct integration; the result is (symbolically)
The final term, written out as an integral, is manifestly non-local:
and depends on the φ 0 and its derivatives in a highly non-trivial way. The second (trace) term contributes in a way that depends only on a single spacetime coordinate x, but also encodes information about arbitrarily high order derivatives of φ 0 . Any equation of motion for the soliton (via collective coordinates or otherwise) will be non-local, obstructing a proof of Derrick's theorem. Alternatively, the exact scaling dimension of ∆ −1 or ln ∆ is not known: a more direct way of obstructing the theorem. Even to all orders in perturbation theory (no longer neglecting interactions), one cannot escape these non-local functionals of the soliton configuration. It is therefore unavoidable that a quantum theory of solitons be non-local, and it is not clear how one would hope to prove Derrick's theorem in this setup.
Single Particle Bound States
In the preceding sections we made a point of the presence of bound states on the soliton and the effects they have on its stability. We will now make this point clear, starting with a derivation of the free-particle case borrowed from [14] . In the vacuum sector of a perturbation theory, one constructs single particle states starting with a smeared field operator
and restricting the spacetime support of f to any open set U. Additionally, it is necessary to restrict the support of its Fourier transform to the forward mass shell, i.e.
This guarantees that the state generated by our operator cannot be mistaken for anything but a single particle of mass m. Now, to construct the state itself, further smearing with a solution to the Klein-Gordon equation g( x, t) is needed:
It is quick to verify that the state this operator creates is time-independent and necessarily has mass m:
where the final equality is true becauseP 2 |Ω = 0. It should be made clear that the spacetime supports of f and g are at least not spacelike separated.
How is this construction generalized to the case of the states bound to the soliton? We should expect that their mass is less than m, but still part of the discrete spectrum ofP 2 . Therefore the initial smeared field is still of use, except its Fourier transform has a different region of support on the forward cone, one which cannot be mistaken for a particle freely propagating far from the soliton. How about the secondary smearing function, g( x, t)? This no longer satisfies the Klein-Gordon equation. Rather, it solves something of the form
the classical potential energy density of the soliton. If the soliton was a completely classical solution, J 0 vanishes exactly by the equations of motion. However this is not the case we have been concerned with. Following the procedure for the vacuum sector, we constructφ f,g (t) and find the condition for the state it generates to be time-independent:
Clearly this can be satisfied if supp(f, g) is far from the soliton, where J 0 = 0 and V ′′ 0 = m 2 . This is the trivial case. If however we hope to construct states that are localized on the soliton, it should be clear that their support must have significant overlap with U S . Consider the functions g that actually need to be smeared withφ f to make this happen. Let's consider the case of a static soliton and construct the zero mode (ω 2 = 0):
This can be further reduced with the ansatz
with g ′ a solution to the zero-frequency Schrodinger equation:
This is a state we expect to be localized on the soliton, and to arrive at this conclusion we necessarily required the support of g to overlap with the soliton, specifically the region of the soliton which acts as a source for particle creation, where J 0 is non-zero. If a zero mode is not available, the time-dependence of solutions g( x, t) is not difficult to establish; we need only 0 ≤ ω 2 < m 2 . In summary, to construct a state bound to the soliton, the operator must necessarily have overlapping support with U S , implying that such a state cannot be subject to Reeh-Schlieder, and therefore cannot be unitarily evolved into a state of free-particle radiation. The underlying reason for this is the non-linearity of the equations of motion for g. This implies any expectation value of operators that create the bound states are not multilinear functionals of solutions g 1 , g 2 , etc. preventing use of the Schwartz kernel theorem. The proof of the Reeh-Schlieder theorem fails.
The Free Theory
As a sanity check, we might want to verify that our result is in agreement with what is known about exact solutions to quantum field theories in 3+1 dimensions. Most easily checked is that there are no states in the free field theory other than the ones in the Fock space prescription of the Hilbert space. This is a simple calculation, as the potential for a classical free field (or set of free fields) can be no more complicated than a quadratic form. This implies that V ′′ 0 = m 2 everywhere, no matter the background field configuration. Furthermore, J 0 = (∂ 2 + m 2 )φ 0 , so the fluctuation field equation is just
Our ansatz for bound states simplifies exactly to the Klein-Gordon equation
and no bound states exist. As we have postulated these states serve to stabilize the solitons, and they are not present in the free field theory, it stands to reason that no stable solitons can be formed in the free field theory.
Remarks on Strong Coupling
In the introduction we claimed that one's conviction in these results should not waver when strong coupling is introduced. We cannot make a truly convincing argument, as very little can be said about strong coupling except in highly symmetric circumstances. To make our case though, we consider the pure Yang-Mills theory in 3+1 dimensions. The quantum theory is expected to have a mass gap, and exhibit color confinement. Formally, these two properties are somewhat ill-established [15] , but much is rigorously known about this theory. For instance, it is asymptotically free and undergoes dimensional transmutation. There is therefore some infrared scale at which strong coupling is unavoidable, and perturbation theory breaks down. The massive dynamical object in this theory is the glueball, and it is thought to be an extended object -a soliton made purely of gauge fields. Lattice approaches to QCD suggest [16] that the glueball is an extended object -a flux tube or string -and that is has significant overlap with a state generated by kind of smeared out Wilson loop [17] . Local polynomial operators in the quantum Yang-Mills theory cannot construct such a thing. Additionally, within the large N limit of SU (N ) gauge theory, the glueball mass scales like N/g 2 , g the dimensionless self coupling [8] . Inverse dependence on a self coupling parameter is a universal feature of known solitons. We will not go into detail here on how our description of a soliton agrees or disagrees with these characterizations, since the present work has focused only on real scalar fields. What we can do is illuminate the role Derrick's theorem plays or does not play in classifying the glueball.
What should we expect of a classical gauge field configuration that could be identified with a glueball? It should certainly be a localized configuration in space, and probably not identifiable by its bare charge from very far away. On some large spatial surface S = ∂V containing the localized configuration, the color "Electric" and "Magnetic" fields should therefore vanish -what is known as pure gauge F a µν = 0. Whether this happens at spatial infinity or at some finite distance from the center of the glueball is of little regard. If we consider a static gauge field ∂ 0 A a µ = 0, the total energy contained in the volume bounded by S is
in A 0 = 0 gauge this simplifies to
Regardless of what gauge we are in, this quantity is bounded from below:
If the field is pure gauge everywhere on V , the energy vanishes and saturates the inequality. These configurations are the n-vacua, so-called because integers label the homotopy classes of maps S 3 → SU (N ) (identifying the gauge field on the boundary compactifies V into S 3 ). Should V be taken to be all of space, it is not hard to show using the scaling arguments of the introduction that the soliton could decrease its energy by expanding indefinitely. The classical Yang-Mills theory should have no solitons. We can make an even stronger statement by invoking the Chern-Simons form
In the static configuration we have chosen, ∂ 0 K 0 = 0, so the energy can be made to be bounded from above:
where over the domain of integration we enforce a pure-gauge condition. It should not surprise us then (and in fact in static A 0 = 0 gauge it is obvious from the definition of K i ) that this upper bound on the energy is zero. Take S to be the two-sphere, S 2 : the homotopy class of maps S 2 → SU (N ) is trivial, so the integral vanishes in any gauge, not just A 0 = 0.
So not only are there no static solitons in the classical pure Yang-Mills theory when all of space is considered, there are also no configurations of positive total energy when a pure gauge condition is enforced on a spatial surface of finite area. Derrick's theorem would not have been so helpful here, since the coordinate transformation introduces a non-trivial dependence of scale into the domain of integration. The classical theory does not give any prescription for constructing soliton-like glueballs, and so the usual approach to studying the quantum mechanics of an extended field configuration -find classical solution and quantize fluctuations around it -fails.
This is precisely why one should not lose confidence that Derrick's theorem cannot be meaningfully extended into field theories with strong coupling. The prototypical example demands solutions to the quantum mechanical field equations that cannot be fundamentally reduced to solutions of the classical field equations, and the only way this can be done is to discard Derrick's theorem completely in one's approach to quantum field theory.
Summary
We have showed that a result of classical field theory, Derrick's theorem, cannot be extended in a meaningful way into the quantum theory consistent with the axioms as described in [9] . By taking advantage of a self-adjoint operator that encodes information about the algebra of observables, we generalized a scaling argument and were able to show that the proof of Derrick's theorem fails if a particular condition is met. This occurs when a classic result of quantum field theory, the Reeh-Schlieder theorem, fails to describe the physical state of the field and its excitations. We owe the failure of the Reeh-Schlieder theorem (most directly) to the existence of bound single particle states which live on the soliton. There are no unitary operators that interpolate between one of these bound states and an element of the vacuum sector, meaning there is no description of their release into the free-particle spectrum which is consistent with quantum field theory. We believe a description exists in the language of effective action which justifies this: evolution from bound state into free state is kinetically inaccessible. In establishing these statements, we see that the solitons and bound states cannot be in the vacuum sector of the theory. And since no local operator which is a polynomial it the fields can interpolate between the vacuum and the soliton, it must be in a superselection sector of the Hilbert space -one without any topological content.
The reader should not take take this to mean there definitely are solitons in any theory which is not identically free. Rather, any no-go theorem constructed in a classical setting is inadequate for making statements about the quantum theory. A systematic approach to finding these solutions must be developed that is consistent with the Wightman axioms. Some conditions have been mentioned in section 3 that serve this purpose, but they are only semi-quantum in nature.
The results of this paper apply most directly to scalar fields, and we have not considered the effects of fermions or theories with gauge fields. As we have outlined, the results are somewhat consistent with observed properties of gauge theories, and some version of the statements we made should be expected to hold there. A primary drawback of this work is the use of the polynomial algebra of smeared fields -a construction used to define interacting field theory perturbatively from free fields -to study what we believe to be a fundamentally non-perturbative phenomena. There is undoubtedly an elusive, far richer picture to be seen when sufficient advances are made in non-perturbative quantum field theory. Derrick's theorem however, cannot be an integral part of that picture.
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