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On these boundaries one must impose boundary eonditlons that are consistent with the physics as well as guarantee consistency with the original problem posed in the unbounded region.
Moreover, these boundary conditions must have accuracy in time as well as space. Some of We shall begin with the two-dimensional problem that will motivate the decay rates in question.
We consider a classical soft obstacle problem in two dimensions.
In particular we consider the following boundary value problem (Pk):
where f_e is the exterior to a bounded region _2 and r is its boundary. For the soft obstacle problem gk = -ui,_ where ui,_ is the incident field.
The key question we address is what happens to the problem as k _ 0? To discuss this issue we consider an appropriate zero frequency problem. This problem is constructed in such a way that it preserves the zero frequency behavior on the equation and the boundary condition on r. However_ the radiation condition at infinity is replaced by a boundedness condition at infinity and is as follows:
We call this problem to be (P0). It has been shown in the literature [10], [8] that in the limit as k _ 0 the solution of (Pk) approaches the solution of (P0). However, this limit process is a slow one and we want to make a case for it as it has everything to do with constructions of boundary conditions for numerical simulations.
Before we introduce the results let us focus our attention on the structure of vine = -go. The choice of vine depends on uin¢. Examples are as follows: a) ui_¢= e i_ (plane wave) Then the corresponding zero frequency limit is readily seen and is Vine ----I b)
Then the corresponding zero frequency limit is taken as the principal leading spatial singularity Vine = _logla?-_0[. A discussion of this choice is seen in [7] and is motivated by several issues including an obvious one: the asymptotic behavior of the Hankel function for Small arguments.
Now we state some of the key results: It is easily seen from problem (P0) that the solution is vs = -1 and the total field v = Vine + vs = 0. This solution is compared with the total solution for the nonzero frequency problem (Pk) with u = uin¢ + us. Figure 1 shows magnitude of u for the frequencies 10 -z, 10 -s and 10 -4 respectively. Clearly one can see that even for these very low frequencies the solution does not approach the correct low frequency limit of zero rapidly. 
Then, for the problem (Pk) the representation is as follows: (4) and (13) 
(15)
where fo(£) and the real constant co satisfy the following equations :
Use of this result leads to the results in c). In particular two low frequency corrections can 
which is the one that appears in [6] .
This is the improved result that is valid both in the near field and in the far field. To illustrate the effectiveness of these approximations we solved for u, the full solution of Helmholtz equation, andthe approximationst_ and w for the case of a circular obstacle and a plane wave. All the results were calculated numerically. Figures 2 and 3 show the effect of these corrections as predicted by the theory for reduced frequencies k = 10 -2 and k = 10 -4 respectively. 
A similar relation holds if one is interested in specifying the normal derivative of the scattered field only. In this case u will be replaced by u, and v will be replaced by vo. The model problem is as follows: 
We propose to correct the errors in the low frequency limit, i.e., the long time behavior in constructions of these operators. This is the punch line of this paper and again we emphasize that this idea is crucial ff one were to compute directly time dependent problems. For this purpose let us observe that ff one were to include the next order correction to the asymptotics for small s, we obtain the following properties:
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where 7 is the Euler's constant. Now consider the case where
which has the behavior in the transform domain
To obtain the corrected behavior in the time domain we look for a function G(t) so that
Construction of such a function will be found in [3] . The key result here is Proposition:
where D is a constant such that D > e 2. The proposed boundary operator here has the form
We compare this operator with the operator in category 4. When 6 is a constant and G = 0 one retrieves this operator. The function 6(t) is determined by matching the next asymptotic correction in space (i.e., 0 (_) R ). This yields
The details of these calculations will be found in [3] .
We demonstrate the effect of this proposition through a numerical simulation. For this simulation a specific choice of g(t) is considered. It is modeled in such a way that it has oscillatory decay. The form is cos 2_rt
Moreover, this problem does not have an explicit analytic solution. Therefore, the numerical simulation and comparison is made by doing the calculation in a large domain r0 < r < R with r0 = 1 and R = 252. The value of R is chosen in such a way that the waves do not hit this artificial boundary so that no reflection in the computational domain is introduced in the time period (500 nondimensional units). The specific scheme that is used for computation is an explicit second order scheme (both in time and space). The graphs and associated results are given in Figure 4 . In addition the results that are plotted in the figure represent the magnitude of error in time at a fixed point within the computational domain. This point in this case is chosen to be r = 2. The results are consistent with the predicted theory.
In In the last two equations, eliminationof q yields a convective wave equation for the pressure
This is the place where the connection to our earlier analysis holds. The treatment of boundary conditions for the pressure is subject to the structure of the solutions of this equation. Before we proceed to discuss these equations we point out that the linearized equations for the entropy and vorticity suggest that at points of inflow one must specify S and w. These are dictated by the hyperbolic theory as well.
Now we set up an appropriate initial boundary value problem that will be used to extend the analysis in the previous section. The model to be considered here is:
where ¢ --p -p_. Taking the Laplace transform with respect to t yields: 
ci-u_
¢ = (I -2¢II)¢zz+ ¢_.
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