ABSTRACT It is shown that Schroedinger equation is not consistent with information theory. From the modified form of information which ensures that the most probable density function it yields tallies with a general form of continuous Riemann integrable density function that has real or imaginary zeros or singularities at end points of [a,b]∈ ∈R, a new variational formulation for quantum mechanics is proposed that yields a system of Euler-Lagrange equations that are non-linear. It is proved that the solutions of this system are unique, orthonormal and complete. One dimensional harmonic oscillator has been solved.
I INTRODUCTION
Quantum mechanics makes probabilistic predictions and information theory (Shannon et al, 1969 and Jones, 1979) yields the most probable density function subject to a given set of constraints (Venkataraman, 1999) . If the probabilistic predictions of quantum mechanics (Messiah, 1968 and Schiff, 1968) are also the most probable ones, then Schroedinger equation will be consistent with information theory. An affirmative answer to the title question would then render a comparative study of an ensemble of classical systems, generated, for instance, by replacing the initial conditions of classical equations with random variables, with quantum system meaningful. In section II the question is answered in the negative and a new variational formulation of quantum mechanics is proposed in section III.
The latter involves modified form of information (Venkataraman, 1999) that ensures the probability density function of a real variable obtained from it tallies with a general form of continuous Riemann integrable density function in [a,b] that has real or imaginary zeros or singularities at end points. In appendix 1 multivariate probability densities and, convergence of power series in several variables using spherical polar coordinates are discussed. In appendix 2 it is proved that for the proposed variational formulation the Lagrange multipliers corresponding to orthogonality are zero and that the orthonormal set of solutions is unique and complete in the corresponding Hilbert space. In section IV the system of non-linear Euler-Lagrange equations is solved for one dimensional harmonic oscillator. Results are summarised in section V.
II. Information Theory, Probability and Schroedinger Equation
Information theory predicts the most probable density function subject to a given set of constraints. If ρ ρ(x)dx is the probability density in [a,b]⊂ ⊂R, the information I associated with it is given I =< > lnρ (1) where the brackets denote the averaging done with respect to ρ ρ(x)dx. Before providing an alternative variational formulation of quantum mechanics, a natural question to ask is "Is the probability density function specified in equation (3) (5) will not be convergent but Taylor expansion of ln{ρ ρ ⁄ ⁄(Z ρ ρ S ρ ρ )} will converge yielding
If ρ ρ(x)dx has finite discontinuities or real or imaginary or zeros or singularities in [a,b] at a finite number of interior points then [a,b] has to be subdivided into a finite number of intervals in each of which an expression of form (6) will hold. This form of density is non-negative in the entire domain unlike the Gram-Charlier series that seeks an improvement on the Gaussian. It also explains why central limit theorem yields a Gaussian. Equation (6) will ensure faster convergence of approximate solutions than a power series when differential equations are solved (Venkataraman, 1999) . In the case of more than one variable there will be more constraint equations specified for example in two variable case by Vide the discussion in appendix 1. Probability densities of the form (6) for one variable could be derived from information theory if the latter is redefined as
III . Quantum Mechanical Equation Consistent with Information Theory :
Since information given by equation (10) yields a probability density that allows zeros and singularities at end points of [a,b] and that ρ ρ(x)dx being given by |ψ ψ| 2 dx in quantum mechanics where symbol ψ ψ is the state vector, zeros of Ψ Ψ can also be in the interior of the domain, the following variational formulation is proposed: Minimize I given by (10) subject to 〈 〈H〉 〉 being constant or vice versa which yields
in the place of Schroedinger equation, where Z n represents the zeros of ψ ψ n in D, the domain of integration and ψ ψ n ∈ ∈L 2 (D) and λ λ n is the Lagrange multiplier. These equations are nonlinear. The logarithmic term, depending upon the sign of the Lagrange multiplier, will increase/decrease the energy values. If normalisation is also introduced in equation (11) Schroedinger equation can be retrieved in the limit of the Lagrange multipltier corresponding to the logarithmic term tending to zero. The solutions of (11) are the normalised solutions. Since the above problem is the same as minimising energy subject to fixing the information, energy values will also be ordered as in the standard linear case. In appendix 2 it is shown that the multipliers corresponding to orthogonality are zero and that equation (11) yields the unique, complete set of solutions in the appropriate Hilbert space.
The reader who recognizes the importance of using all moments as constraints in deriving equation (3) using (2) and (1) Doebner et al, 1999 , Weinberg, 1989 .
IV One Dimensional Harmonic Oscillator:
Equations (11) reduce to
where the zeros of ψ ψ n are represented by a polynomial P n of degree n. Starting from
and taking recourse to the differential equation it can be shown that
where H n 's are Hermite polynomials . The solutions to (16) being unique ψ ψ n 's given by (15) are unique. One can alternatively prove that the solutions are complete using the standard basis in L 2 ® : If ψ ψε εL 2 ® then it can be written as a linear combination of the vectors of the standard basis, the set of Hermite functions It is easy to show then the orthogonality of this with those given in (15a) implies it is a null vector. The energy values in the various states ψ ψ n are given by (10) so that the probability density obtained from it tallies with a continuous Riemann integrable one that could have real or imaginary zeros or singularities at end points of [a,b]. For the case of many variables the method of information theory can be used to derive joint probability density as in equations (7) and (8). Power series expansion, equivalent to Taylor series, for two variables is given in appendix for standard functions. To ensure consistency of quantum mechanics with most probable predictions, the new variational formulation (35), that yields a unique, complete orthonormal set of solutions is suggested . As the proof in appendix 2 shows to obtain the orthonormal set of solutions in the Hilbert space to nonlinear Schroedinger equation one has to take recourse to the variational method to obtain the other conditional minima. (25) and the above series is convergent for all (x,y)∈ ∈R 2 . Similarly the power series expression for logarithm could also be derived to arrive at equation (8 
The coefficients in (24) and (25) and (26) 
It is easier to consider convergence questions for functions in equations (8), (24), (25) and (28) of several variables using polar coordinates. Equation (27) is the limiting form of (26) and gives a more natural expression for a ij 's. Maxima and minima could also be found easily solving just one equation in the radial coordinate and checking the signature of the second derivative in that coordinate (R.P.Venkataraman 1999).
APPENDIX 2
The equation (31) where µ µ 0 is the Lagrange multiplier corresponding to the condition of orthogonality. It can be shown that µ 0 is zero using self adjointness of H and the orthogonality condition. Thus the eigenvalue λ λ 1 is the next conditional minimum. For any n it can be shown that H n nn n Ψ Ψ = λ (32) because the Lagrange multipliers corresponding to the orthogonality with ψ ψ k for all k<n are zero and that the eigenvalues are ordered. The purpose of the above is to show that the solution of variational problems are unique and that equation (32) is a special case in which the system of equations gets reduced to one.
