Universal gap statistics for random walks for a class of jump densities by Battilana, Matteo et al.
Gap statistics for random walks with gamma distributed
jumps
Matteo Battilana
LPTMS, CNRS, Univ. Paris-Sud, Universite´ Paris-Saclay, 91405 Orsay, France
Satya N. Majumdar
LPTMS, CNRS, Univ. Paris-Sud, Universite´ Paris-Saclay, 91405 Orsay, France
Gre´gory Schehr
LPTMS, CNRS, Univ. Paris-Sud, Universite´ Paris-Saclay, 91405 Orsay, France
Abstract. We study the order statistics of a random walk (RW) of n steps whose jumps are
distributed according to a gamma distribution fp(η) ∼ |η|p e−|η|, where p is a non-negative
integer. Our main focus is on the statistics of the gaps dk,n between two successive maxima
dk,n = Mk,n − Mk+1,n where Mk,n is the k-th maximum of the RW between step 1 and
step n. In the limit of large n, we show that the probability distribution function of the gaps
Pk,n(∆) = Pr(dk,n = ∆) reaches a stationary distribution Pk,n(∆) → pk(∆). For large k,
we demonstrate that the typical fluctuations of the gap, for dk,n = O(1/
√
k) (and n → ∞),
are described by a non-trivial scaling function that is independent of k and of the jump
distribution fp(η), thus corroborating our conjecture about the universality of the regime of
typical fluctuations (see G. Schehr, S. N. Majumdar, Phys. Rev. Lett. 108, 040601 (2012)).
We also investigate the large fluctuations of the gap, for dk,n = O(1) (and n→∞), and show
that these two regimes of typical and large fluctuations of the gaps match smoothly.
ar
X
iv
:1
71
1.
08
74
4v
1 
 [c
on
d-
ma
t.s
tat
-m
ec
h]
  2
3 N
ov
 20
17
2Contents
1 Introduction 3
2 General framework: recursion relations and generating functions 6
2.1 Distribution of the k-th maximum Mk,n . . . . . . . . . . . . . . . . . . . . . . . 6
2.2 Distribution of the k-th gap . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
3 The case of the symmetric exponential distribution (p = 0) 9
3.1 Statistics of the k-th maximum . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
3.2 Statistics of the k-th gap . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
3.3 Asymptotic analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
3.3.1 Typical fluctuations of the gap. . . . . . . . . . . . . . . . . . . . . . . . . 14
3.3.2 Large deviations of the gap. . . . . . . . . . . . . . . . . . . . . . . . . . . 15
4 The case of a jump distribution with p = 1 15
4.1 Typical fluctuations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
4.2 Large fluctuations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
5 The case of arbitrary integer p 21
5.1 Typical fluctuations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
5.2 Large fluctuations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
6 Conclusions 25
Appendix A Derivation of the formula given in Eq. (66) 27
Appendix B Some useful integrals 27
31. Introduction
Extreme value statistics (EVS) have found many applications in various scientific areas. These
include environmental science [1, 2, 3] or finance [4, 5, 6] where extreme events, like tsunamis,
earthquakes or financial crashes, although rare, may have disastrous consequences. It has also
been realized that EVS plays a major role in statistical physics, in particular in the context of
complex and disordered systems [7, 9], random walks and Brownian motions [10, 11, 12, 13] or
random matrix theory [14, 15]. Of course, EVS is also a well developed branch of mathematics,
at the interface between probability and statistics [16, 17]. The basic problem of EVS can be
formulated as follows. Given a set of n random variables x1, x2, · · · , xn, one is interested in
the joint statistics of the k-th maxima Mk,n among the xi’s, with M1,n > M2,n > · · · > Mn,n
(with M1,n = max1≤i≤n xi and Mn,n = min1≤i≤n xi). The statistics of this ordered sequence of
Mk,n’s is usually called order statistics. Important observables are the gaps between successive
maxima (see Fig. 1)
dk,n = Mk,n −Mk+1,n , (1)
which are useful for instance to characterize crowding effects near the maximum [22, 23] and have
recently been studied in various contexts, notably for branching Brownian motions [24, 26, 27]
as well as for 1/fα signals [28], with applications in cosmology [29].
The theory of order statistics is very well understood in the case where the xi’s are
independently and identically distributed (i.i.d.) random variables. These results for i.i.d.
random variables are quite robust and actually hold also in the case of weakly correlated random
variables, for instance when the correlations between the xi’s decay exponentially [30]. However,
much less is known for strongly correlated random variables. A useful and physically relevant
example of such strongly correlated time series where extreme value questions can be studied
analytically is provided by the positions of a random walker (RW), starting at x0 = 0 and
evolving according to the Markov rule
xi+1 = xi + ηi , (2)
where the jumps ηi’s are i.i.d. random variables drawn from a symmetric and continuous
probabiltiy distribution function (PDF) fp(η). The study of order statistics of RWs has a rather
long history, since the fifties, in the mathematics literature [19, 20] as it is an important part of
fluctuation theory [21]. More recently, order statistics of RWs were revisited by two of us [18],
with a special focus on the statistics of the gaps (1), namely their PDF
Pr(dk,n ∈ [∆,∆ + d∆]) = Pk,n(∆) d∆ . (3)
For the special case of a symmetric exponential distribution of the jumps ηi’s
f0(η) =
1
2b
e−|η|/b , (4)
an explicit expression for the double generating function (GF) of Pk,n(∆) with respect to both n
and k was obtained [see Eqs. (64)-(66) below]. In particular, in the large n limit, it was shown
[18] that Pk,n(∆) converges to a limiting distribution pk(∆), i.e.,
Pk,n(∆)→ pk(∆) , n→∞ , (5)
and an explicit expression for the GF of pk(∆) was obtained [see Eqs. (71) and (72) below]. In
the large k limit, it was shown that the typical size of the gap is ∝ 1/√k and that the PDF of
4Figure 1: Realization of a RW with n = 14 steps. In both we show the the same realization of
the RW but in (a) we show the maxima Mk,n while in (b) we show the gaps between successive
maxima dk,n = Mk,n −Mk+1,n [see Eq. (1)].
the typical gap fluctuations, of order 1/
√
k, are described by the scaling form
pk (∆) ∼
√
k
σ0
P
(
∆
√
k
σ0
)
, (6)
with σ20 = 2b
2 being the variance of the jump distribution in (4). The scaling function P (x) in
Eq. (6) was computed explicitly as [18]
P (x) =
[√
2
pi
(
1 + 2x2
)− e2x2x (4x2 + 3) erfc(√2x)] , (7)
where erfc(z) = (2/
√
pi)
∫∞
z
e−t
2
dt is the complementary error function. In particular, it has the
asymptotic behaviors
P (x) ∼

4
√
2/pi , x→ 0
3/
√
8pi x−4 , x→∞ ,
(8)
thus exhibiting a non-trivial algebraic tail ∝ x−4 for large x. Remarkably, based on numerical
simulations, it was argued in Ref. [18] that the scaling form in Eq. (6) and the scaling function
P (x) are universal, i.e. they hold for any jump distribution f(η) with a finite variance σ2 [and
with the substitution σ0 → σ in Eq. (6)].
The goal of this paper is to show analytically that indeed the same scaling function P (x)
(7) also holds for a wide class of jump distributions with finite variance. This new class of jump
distributions is characterized by the gamma distribution
fp (η) =
|η|p
2p!bp+1
e−
|η|
b , p ∈ N . (9)
For p = 0, this reduces to the symmetric exponential distribution (4). Without any loss of
generality, and to simplify the computations, we set b = 1 in the following.
Summary of main results. It is useful to summarize our main results. For any jump
distribution fp(η) (9) with non negative integer value p, we show explicitly that the PDF of the
gaps Pk,n(∆) reaches a limiting distribution pk(∆), as in Eq. (5). For large k, we then show that
5pk(∆) exhibits two distinct regimes depending on the scale of ∆: (i) ∆ = O(1/
√
k) corresponding
to the typical fluctuations of the gaps and (ii) ∆ = O(1) which corresponds to large deviations
of the gaps – and which were not studied in detail even for p = 0 (4) in [18]. These different
behaviors can be summarized as follows
pk(∆) ∼

√
k
σp
P
(√
k
σp
∆
)
, ∆ = O(1/
√
k)
1
k3/2
ϕp(∆) , ∆ = O(1) ,
(10)
where σ2p = (p+ 1)(p+ 2) is the variance of the jump distribution fp(η) in (9) and P (x) is the
same distribution as for p = 0 in Eq. (7). This demonstrates that P (x) is “Γ-universal” as it holds
for gamma-distributed jumps (9), in agreement with the conjecture about the universality of P (x)
in Ref. [18]. Although the universality of the scaling function P (x) is somewhat expected from
the numerical simulations which were performed in Ref. [18], it is quite interesting to describe
analytically the nontrivial mechanism by which this universality comes out in this large class of
RW models (9). This is actually the main motivation for this work.
Although less universal, the large deviation regime, for ∆ = O(1) in Eq. (10), is also
interesting. In fact, the k-dependence ∝ k−3/2 in the prefactor of the second line in Eq. (10)
is universal and holds for any value of p. However, the function ϕp(∆) is non universal. We
can compute it explicitly for p = 0 [see Eq. (83)] and already for p = 1 it has a quite
complicated expression (and hence not reported here). Nevertheless, one can compute the
asymptotic behaviors of ϕp(∆) for arbitrary integer p. They are given by
ϕp(∆) ∼

3σ3p√
8pi
∆−4 , ∆→ 0
Cp ∆
2pe−2∆ , ∆→∞ ,
(11)
where Cp is a nontrivial constant that we have only obtained for p = 0 (84) and p = 1 (115).
Interestingly, by using the asymptotic behavior of the scaling function P (x) for large x (8) and the
one of ϕp(∆) for small ∆ (11), one can explicitly check that the typical regime, for ∆ = O(1/
√
k),
and the large deviation regime, for ∆ = O(1), of pk(∆) match smoothly. To see this, we first
inject the large x behavior of P (x) ∼ 3/√8pix−4 (8) in the first line of Eq. (10). This yields
pk(∆) ∼ 3√
8pi
(
σp√
k
)3
∆−4 =
1
k3/2
3σ3p√
8pi
∆−4 , ∆ σp/
√
k . (12)
On the other hand, if one starts in the large deviation regime for ∆ = O(1) and look at the limit
∆ → 0, one can insert the small ∆ behavior of ϕp(∆) ∼ (3σ3p)/
√
8pi∆−4 [see Eq. (11)] in the
second line of Eq. (10) to obtain
pk(∆) ∼ 1
k3/2
3σ3p√
8pi
∆−4 . (13)
By comparing Eq. (12) and (13), we clearly see that there is a smooth matching between the
two regimes.
Outline. The paper is organized as follows. In section 2, we describe the general framework,
which is based on recursion relations and generating functions techniques, to study this problem.
In section 3, we recall the exact solution obtained in Ref. [18] for p = 0 and in section 4 we
extend this method to p = 1. The exact solution for p = 1 is quite cumbersome and instead we
6develop an asymptotic method to study the PDF of the gaps Pk,n(∆) (3) directly in the large
n and large k limit. In section 5, we show how this asymptotic analysis can be carried out for
any integer p, before we conclude in section 6. Some technical details have been relegated in
appendices.
2. General framework: recursion relations and generating functions
In this section, we present a general framework, introduced in Ref. [18], to study the order
statistics of RWs evolving according to (2). It is based on backward equations and is valid in
principle for any symmetric jump distribution fp(η). We first focus on the distribution of k-th
maximum Mk,n and then on the gap dk,n.
2.1. Distribution of the k-th maximum Mk,n
The key quantity that leads to an explicit solution for the order statistics is the cumulative
distribution function (CDF) of the k-th maximum, Fk,n(x) = Pr(Mk,n ≤ x), for a walk starting
at x = 0. We want to derive a recursion relation for Fk,n(x). A useful observation is that there
is a one-to-one mapping between the event Mk,n ≤ x and the event that at most k− 1 points of
the RW are above x between step 1 and step n (see Fig. 2). Using the fact the jump distribution
fp(η) in Eq. (9) is symmetric, i.e., fp(η) = fp(−η), one can equivalently consider the quantity
qk,n(x) which is the probability that the RW starting at x0 = x has exactly k points on the
negative axis between step 1 and step n (see Fig. 2). The CDF Fk,n(x) can then be written in
terms of qk,n(x) as
Fk,n(x) =

∑k−1
m=0 qm,n(x) , x ≥ 0∑k−2
m=0 qn−m,n(−x) , x ≤ 0 ,
(14)
where we used that fp(η) is symmetric and continuous. Note that even though the argument x
appearing in the function Fk,n(x) can be negative, from Eq. (14) it is clear that we need the
function qm,n(x) only for positive argument x ≥ 0. In all our subsequent calculations, we will
assume that the argument x ≥ 0 in qk,n(x).
The next step is to write a backward recursion equation for qk,n(x), by considering the jump
x → x′ at the first step and then using the Markov property of the RW in (2). One obtains,
for n ≥ 1
qk,n(x) =
∫ ∞
0
qk,n−1(x′)fp(x′ − x) dx′ +
∫ 0
−∞
qn−k,n−1(−x′)fp(x′ − x)dx′ , (15)
starting from q0,0(x) = 1. The first term corresponds to a jump from x to x
′ > 0 while the
second one corresponds to a jump from x to x′ < 0. Note that, in the second term, the argument
of qn−k,n−1(−x′) is positive. To solve this equation (15) it is useful to introduce the auxiliary
variable rk,n(x) ≡ qn−k,n(x) which is the probability that the RW defined above has k points
above 0 between step 1 and step n. One can then write two coupled equations for qk,n(x) and
rk,n(x):
qk,n(x) =
∫ ∞
0
qk,n−1(x′)fp(x′ − x) dx′ +
∫ ∞
0
rk−1,n−1(x′)fp(x′ + x)dx′ , (16)
which is directly obtained from (15) where we have simply made the change of variable x′ → −x′
and used that fp(η) = fp(−η), and similarly
rk,n(x) =
∫ ∞
0
rk−1,n−1(x′)fp(x′ − x) dx′ +
∫ ∞
0
qk,n−1(x′)fp(x′ + x) dx′ , (17)
70
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Figure 2: Left: Realization of a RW with n = 15 steps such that 5 points are above x ≥ 0
between step 1 and step n = 15. It contributes to the probability that Mk,15 ≤ x for all k ≥ 6.
Right: The same realization of the RW with n = 15 steps as in the right panel but where the
direction of the y-axis has been reversed. The lower half of the y-axis corresponds to positive
values. Because the jump distribution is symmetric (9), this realization also contributes to the
probability q5,15(x) that the RW, starting at x, has 5 points below the negative axis between
step 1 and step n = 15.
together with the initial conditions q0,0(x) = r0,0(x) = 1 and the convention that qk,n(x) =
rk,n(x) = 0 if k > n. To study these equations (16) and (17) it is natural to introduce the double
generating functions (GF), for s < 1 and z < 1
q˜(z, s;x) =
∞∑
n=0
n∑
k=0
snzkqk,n(x) , r˜(z, s;x) =
∞∑
n=0
n∑
k=0
snzkrk,n(x) . (18)
Using the fact that rk,n(x) = qn−k,n(x), it is easy to see that q˜(z, s;x) and r˜(z, s;x) are related
via the relation
r˜(z, s;x) = q˜(1/z, z s;x) . (19)
Finally, from Eqs. (16) and (17) one obtains that these functions q˜(z, s;x) and r˜(z, s;x) satisfy
the coupled set of equations
q˜(z, s;x) = 1 + s
∫ ∞
0
fp(x
′ − x)q˜(z, s;x′) dx′ + zs
∫ ∞
0
fp(x+ x
′)r˜(z, s;x′) dx′ (20)
r˜(z, s;x) = 1 + zs
∫ ∞
0
fp(x− x′)r˜(z, s;x′) dx′ + s
∫ ∞
0
fp(x+ x
′)q˜(z, s;x′) dx′ . (21)
2.2. Distribution of the k-th gap
One can then follow a similar strategy [18] to compute the PDF of the k-th gap dk,n =
Mk,n − Mk+1,n, denoted as Pk,n(∆) [see Eq. (3)]. For this we introduce the joint CDF
Sk,n(x, y) = Pr[Mk,n > y,Mk+1,n < x] with y > x. Knowing this CDF Sk,n(x, y), one can
then compute the PDF Pk,n(∆) from the relation
Pk,n(∆) = −
∫
R2
∂2Sk,n(x, y)
∂x∂y
θ(y − x)θ(x+ ∆− y)dxdy . (22)
To compute Sk,n(x, y) we introduce the probability Qk,n(x,∆) which is the probability that
a RW of n steps, defined by Eq. (2) and starting from x0 = x, has k points in the interval
8(−∞,−∆] (with k ≥ 1) and n − k points in the interval [0,+∞), hence with no point in the
interval [−∆, 0], from step 1 to step n. The joint cumulative pdf Sk,n(x, y) can be related to
Qk,n as
Sk,n(x, y) =

Qk,n(x, y − x) , x > 0
0 , x < 0 and y > 0
Qn−k+1,n(−y, y − x) , x < 0 and y < 0 .
(23)
We note once again that we only need the function Qk,n(x,∆) for both x ≥ 0 and ∆ ≥ 0.
In all the subsequent analysis, we will assume that both arguments of Qk,n(x,∆) are positive.
Similarly to Eq. (15) one can derive a backward equation for Qk,n(x,∆). It reads [18], for n ≥ 1:
Qk,n(x,∆) =
∫ ∞
0
Qk,n−1(x′,∆)fp(x− x′) dx′ +
∫ 0
−∞
Qn−k,n−1(−x′,∆)fp(x− x′ + ∆)dx′ ,
starting from Q0,0(x,∆) = 1. As done above for the k-th maximum, it is convenient to introduce
an auxiliary quantity, Rk,n(x,∆) = Qn−k,n(x,∆), which is the probability that the RW has k
points above 0 between step 1 and step n, and n − k points below −∆. These two quantities
Qk,n(x,∆) and Rk,n(x,∆) satisfy the following set of two coupled backward equations:
Qk,n(x,∆) =
∫ ∞
0
Qk,n−1(x′,∆)fp(x− x′) dx′ +
∫ ∞
0
Rk−1,n−1(x′,∆)fp(x′ + x+ ∆)dx′ , (24)
which is obtained from (24) with the change of variable x′ → −x′ and similarly
Rk,n(x,∆) =
∫ ∞
0
Rk−1,n−1(x′,∆)fp(x′ − x) dx′ +
∫ ∞
0
Qk,n−1(x′,∆)fp(x′ + x+ ∆) dx′, (25)
together with the initial conditions Q0,0(x,∆) = R0,0(x,∆) = 1 and, again, with the convention
that Qk,n(x,∆) = Rk,n(x,∆) = 0 if k > n. To study these recurrence equations for Qk,n(x,∆)
and Rk,n(x,∆) (24) and (25), it is convenient to introduce their double generating functions
Q˜(z, s;x,∆) =
∞∑
n=0
n∑
k=0
snzkQk,n(x,∆) , (26)
R˜(z, s;x,∆) =
∞∑
n=0
n∑
k=0
snzkRk,n(x,∆) . (27)
As above (19), the relation Rk,n(x,∆) = Qn−k,n(x,∆) implies the following relation between
their GF
R˜(z, s;x,∆) = Q˜(1/z, z s;x,∆) . (28)
Finally, from the coupled recurrence relations in Eqs. (24) and (25), one obtains that the GFs
satisfy the coupled set of integral equations
Q˜(z, s;x,∆) = 1 + s
∫ ∞
0
Q˜(z, s;x′,∆)fp(x− x′)dx′ + zs
∫ ∞
0
R˜(z, s;x′,∆)fp(x′ + x+ ∆)dx′
R˜(z, s;x,∆) = 1 + zs
∫ ∞
0
R˜(z, s;x′,∆)fp(x− x′)dx′ + s
∫ ∞
0
Q˜(z, s;x′,∆)fp(x′ + x+ ∆)dx′ ,
(29)
where we recall that x ≥ 0 as well as ∆ ≥ 0. Once these equations (29) for Q˜(z, s;x,∆) and
R˜(z, s;x,∆) are solved, the PDF of the gap Pk,n(∆) can be computed from Eqs. (22) and (23).
9This yields
Pk,n(∆) =−
∫ ∞
0
dx
∫ ∞
x
dy
∂2
∂x∂y
Qk,n(x, y − x)δ(y − x−∆)
−
∫ 0
−∞
dx
∫ 0
x
dy
∂2
∂x∂y
Rk−1,n(−y, y − x)δ(y − x−∆) ,
(30)
where we have also used Rk,n (x,∆) = Qn−k,n (x,∆). If one introduces the double GF of Pk,n(∆)
P˜ (z, s; ∆) =
∞∑
n=0
∞∑
k=0
snzkPk,n(∆) , (31)
one immediately obtains from Eq. (30) that it satisfies
P˜ (z, s; ∆) =−
∫ ∞
0
dx
∫ ∞
x
dy
∂2
∂x∂y
Q˜(z, s;x, y − x)δ(y − x−∆)
− z
∫ 0
−∞
dx
∫ 0
x
dy
∂2
∂x∂y
R˜(z, s;−y, y − x)δ(y − x−∆) .
(32)
The goal is thus quite clear: we have to solve this set of equations for Q˜ and R˜ in (29) and then
insert these solutions in Eq. (32) to compute the GF of the distribution of the gaps from Eq.
(32). However, these integral equations for Q˜ and R˜ in Eq. (29) are of the Wiener-Hopf type
and they are very hard to solve for generic jump distribution. In Ref. [18] it was shown that
they can be solved exactly for the p = 0 case, i.e., for f0(η) =
1
2e
−|η|. Indeed in this case, these
integral equations can be transformed into differential equations, which can eventually be solved
exactly. The goal of this paper is to show that we can actually extend the method of Ref. [18] to
a wider class of jump distributions fp(η) ∝ |η|p e−|η| (9) with p being a non-negative integer. Of
course, the most interesting features of the PDF of the gap Pk,n(∆) emerge in the limit where
both n and k are large. This means that we will be mainly interested in the behavior when
s → 1 (corresponding to n → ∞) and z → 1 (corresponding to k → ∞) of the GF Q˜(z, s;x,∆)
and R˜(z, s;x,∆).
Below, in section 3, we first recall the results obtained for p = 0, where both Q˜(z, s;x,∆)
and R˜(z, s;x,∆) can be computed explicitly for all 0 < s < 1 and 0 < z < 1, and from which the
asymptotic behaviors for s → 1 and z → 1 can be easily obtained. In section 4 we will see, in
the case p = 1, how to obtain directly the asymptotic behaviors of Q˜(z, s;x,∆) and R˜(z, s;x,∆)
in that limit from Eqs. (29). We will then extend this asymptotic analysis to arbitrary integer
values of p in section 5.
3. The case of the symmetric exponential distribution (p = 0)
We first consider the case where the distribution of increments is given by
f0(x) =
1
2
exp (−|x|) . (33)
For completeness, we recall the main steps that led to the exact solution for the PDF of the gap
Pk,n(∆) [18]. A key property of this distribution (33) is that it satisfies the identity
f ′0(x) = −
1
2
sgn (x) exp (−|x|) , f ′′0 (x) = −δ(x) + f0(x) . (34)
Note that the second relation in Eq. (34) can also be written as
(1−D2)f0(x) = δ(x) , (35)
10
where D = ddx , a relation that can be generalized to other jump distributions of the type given
in Eq. (9). We start with the statistics of the k-th maximum Mk,n, which allows us to compute
the first moment of the gaps 〈dk,n〉 = 〈Mk,n〉 − 〈Mk+1,n〉. The study of the full PDF of the gaps
will be carried out in a second step.
3.1. Statistics of the k-th maximum
Using the identity in Eq. (34), one can take the second derivative with respect to x of the
equations (16), (17) to obtain
∂2qk,n(x)
∂x2
= −qk,n−1(x) + qk,n(x) ,
∂2rk,n(x)
∂x2
= −rk−1,n−1(x) + rk,n(x) .
(36)
One thus finds that, for p = 0, the coupled integral equations yield two independent differential
recurrence equations (36). They can be solved by introducing the double GFs, for s < 1, z < 1:
q˜(z, s;x) =
∞∑
n=0
n∑
k=0
snzkqk,n(x) , r˜(z, s;x) =
∞∑
n=0
n∑
k=0
snzkrk,n(x) , (37)
which satisfy the following equations:
∂2q˜(z, s;x)
∂x2
= (1− s)q˜(z, s;x)− 1 , (38)
∂2r˜(z, s;x)
∂x2
= (1− zs)r˜(z, s;x)− 1 . (39)
We recall that these equations are valid for x ≥ 0. The only boundary conditions that fix
the solution uniquely are that as x → +∞, both q˜(z, s;x) and r˜(z, s;x) should not diverge.
The boundary conditions at x = 0 are not specified, but will be determined by the equations
themselves. Let us first consider the equation for q˜(z, s;x) in (38). The general solution is of the
form
q˜(z, s;x) =
1
1− s + a(z, s) exp (−t1(s)x) + a˜(z, s) exp
(−t˜1(s)x) (40)
where t1(s) and t˜1(s) are the two solutions of
t2 = 1− s =⇒ t1(s) = −t˜1(s) =
√
1− s . (41)
Since the solution for q˜(z, s;x) can not diverge as x→∞, we discard the negative root, i.e. set
a˜ = 0, and keep only the positive root. This gives
q˜(z, s;x) = a(z, s) exp (−t1(s)x) + 1
1− s = a(z, s) exp
(−√1− s x)+ 1
1− s . (42)
Similarly the solution of Eq. (39) for r˜(z, s;x) reads
r˜(z, s;x) = b(z, s) exp (−t1(zs)x) + 1
1− z s = b(z, s) exp
(−√1− zs x)+ 1
1− z s , (43)
where, at this stage, the amplitudes a(z, s) and b(z, s) remain undetermined. To determine them,
we substitute back these forms (42) and (43) into the integral equations satisfied by q˜(z, s;x)
and r˜(z, s;x) in Eqs. (20) and (21). One thus obtains a linear system of coupled equations for
a(z, s) and b(z, s) which reads
0 = − 1
1− s +
a(z, s)√
1− s− 1 +
z
1− z s +
z b(z, s)
1 +
√
1− zs (44)
0 = − z
1− zs +
z b(z, s)√
1− z s− 1 +
1
1− s +
a(z, s)
1 +
√
1− s . (45)
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This system can be straightforwardly solved, yielding
a(z, s) =
1√
1− s√1− zs −
1
1− s (46)
b(z, s) =
1√
1− s√1− zs −
1
1− zs . (47)
Note that one explicitly checks that b(z, s) = a(1/z, zs), as it should [see Eq. (19)]. One obtains
finally an explicit formula for q˜(z, s;x)
q˜(z, s;x) =
1
1− s +
(
1√
(1− s)(1− zs) −
1
1− s
)
exp
(
−
√
2(1− s) x
σ0
)
,
in terms of the standard deviation σ0 which reads
σ0 =
√
2 . (48)
Using the fact that the CDF of the k-th maximum Fk,n(x) = Pr[Mk,n ≤ x] can be expressed as
a linear combination of qm,n(x) [see Eq. (14)], we now compute the double GF of the moments
〈Mmn,k〉 in the exponential case from the explicit expression above (48). Let us consider here the
first moment in detail. From Eq. (14) one has
〈Mk,n〉 =
k−1∑
m=0
∫ ∞
0
x
∂
∂x
qm,n(x) dx+
k−2∑
m=0
∫ ∞
0
x
∂
∂x
qn−m,n(x) dx . (49)
One can then compute the following GF:
∞∑
n=0
n∑
m=0
zmsn
∫ ∞
0
x
∂
∂x
qm,n(x) dx =
σ0√
2
(
1
(1− s)3/2 −
1
(1− s)
1√
1− zs
)
(50)
=
σ0√
2
(
2√
pi
∞∑
n=0
Γ(n+ 3/2)
n+ 1
sn − 1√
pi
∞∑
n=0
sn
n∑
m=0
zm
Γ(m+ 1/2)
Γ(m+ 1)
)
, (51)
from which one obtains
∫ ∞
0
x
∂
∂x
qm,n(x) dx =

σ0√
2
(
2√
pi
Γ(n+ 3/2)
Γ(n+ 1)
− 1
)
, m = 0
− σ0√
2pi
Γ(m+ 1/2)
Γ(m+ 1)
, m > 0 .
(52)
Finally plugging these expressions (52) in the formula for 〈Mk,n〉 in (49), one finds
〈Mk,n〉 = σ0√
2pi
n−k+1∑
m=k
Γ(m+ 1/2)
Γ(m+ 1)
. (53)
Note that we have used the formula (which can be computed using Mathematica and can be
easily shown by the method of induction)
n∑
m=0
Γ(m+ 1/2)
Γ(m+ 1)
= 2
Γ(n+ 3/2)
Γ(n+ 1)
. (54)
It is then straightforward to extract the first moment of the gap 〈dk,n〉 as
〈dk,n〉 = σ0
(
Γ
(
k + 12
)
√
2pik!
+
Γ
(
n− k + 32
)
√
2pi(n− k)!
)
, (55)
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which depends in a non-trivial way both on k and n. Note also that one can check explicitly
that 〈dk,n〉 = 〈dn−k+1,n〉, which reflects the symmetry of the RW (2) under the transformation
x → −x for symmetric jump distributions considered here. From Eq. (55) one easily obtains
that, in the limit of large n
lim
n→∞
〈dk,n〉
σ0
=
Γ(k + 1/2)√
2pi k!
. (56)
In addition, in the limit of large k, one finds [18]
lim
n→∞
〈dk,n〉
σ0
=
1√
2pik
+O(k−1) , (57)
a formula that can also be obtained from the so-called Pollaczek-Wendel identity known in
fluctuation theory [19, 20], as shown in Ref. [18].
3.2. Statistics of the k-th gap
We now come to the distribution of the gap dk,n. The GF of the gap probability Pk,n(∆) is
obtained from Eq. (32) in terms of Q˜(z, s;x,∆) and R˜(z, s;x,∆) which are solutions of Eq. (29).
In the case of an exponential distribution of the increments, f0(x) =
1
2 exp (−|x|), one can
use the properties mentioned above (34) to obtain that Qk,n(x,∆) and Rk,n(x,∆) satisfy exactly
the same differential recurrence equations as qk,n(x) and rk,n(x) in Eqs. (36). Hence their double
GF are also of the form
Q˜(z, s;x,∆) =
∞∑
n=0
n∑
k=0
snzkQk,n(x,∆) = A1(z, s; ∆) exp (−t1(s)x) + 1
1− s (58)
= A1(z, s; ∆) exp
(−√1− s x)+ 1
1− s , (59)
where t1(s) =
√
1− s is the positive root of Eq. (41) and similarly
R˜(z, s;x,∆) =
∞∑
n=0
n∑
k=0
snzkRk,n(x,∆) = B1(z, s; ∆) exp (−t1(zs)x) + 1
1− zs (60)
= B1(z, s; ∆) exp
(−√1− zs x)+ 1
1− zs . (61)
However the amplitudes A1(z, s; ∆) and B1(z, s; ∆) satisfy a set of two linear equations which
are different from Eqs. (62, 63). They are obtained by injecting the above expressions (58, 60)
in the integral equations satisfied by Q˜(z, s;x,∆) and R˜(z, s;x,∆) in Eq. (29). This yields a
linear system of equation for A1(z, s; ∆) and B1(z, s; ∆):
0 = − 1
1− s +
A1√
1− s− 1 +
z
1− zs exp (−∆) +
z B1
1 +
√
1− zs exp (−∆) (62)
0 = − z
1− zs +
zB1√
1− zs− 1 +
1
1− s exp (−∆) +
A1
1 +
√
1− s exp (−∆) . (63)
where A1 ≡ A1(z, s; ∆) and similarly B1 ≡ B1(z, s; ∆). Solving this linear system (62) and (63)
for A1 and B1 yields
A1(z, s; ∆) =
s
1−s (
√
1− zs+ 1)− 2 zs√
1−zse
−∆ + s1−s (
√
1− zs− 1)e−2 ∆
e−2∆(
√
1− s− 1)(√1− zs− 1)− (√1− s+ 1)(√1− zs+ 1) (64)
B1(z, s; ∆) = A1(1/z, z s; ∆) . (65)
13
From Eq. (32) one eventually obtains the GF of the PDF of the gap (see Appendix A)
P˜ (z, s; ∆) = ∂∆A1(z, s; ∆) +
1
t1(s)
∂2∆A1(z, s; ∆)
+ z et1(zs)∆
(
∂∆B1(z, s; ∆) +
1
t1(zs)
∂2∆B1(z, s; ∆)
)
= ∂∆A1(z, s; ∆) +
1√
1− s∂
2
∆A1(z, s; ∆)
+ z e
√
1−zs∆
(
∂∆B1(z, s; ∆) +
1√
1− zs∂
2
∆B1(z, s; ∆)
)
, (66)
where, in the third and fourth lines, we have used that t1(s) =
√
1− s. This is an exact formula,
from which in principle Pk,n(∆) can be extracted, for any k and n, by expanding P˜ (z, s; ∆) in
powers of z and s – although obtaining an explicit formula for any k and n is still hard. However,
we are mainly interested in the behavior of Pk,n(∆) in the limit of a large number of steps, n 1.
3.3. Asymptotic analysis
To study this large n limit, one needs to analyse the behavior of the generating function P˜ (z, s; ∆)
in the limit s→ 1. The first important property to notice is that the (positive) root t1(s) vanishes
as s→ 1 with a square-root singularity, t1(s) =
√
1− s [see Eq. (41)]. From the exact expressions
in Eqs. (64) and (65) one extracts the following asymptotic behaviors as s→ 1
A1(z, s; ∆) ∼ − 1
1− s +
A1,1(z; ∆)√
1− s +O((1− s)
0) (67)
B1(z, s; ∆) ∼ B1,1(z; ∆)√
1− s +O((1− s)
0) (68)
where
A1,1(z; ∆) =
cosh(∆) +
√
1− z sinh (∆)
sinh(∆) +
√
1− z cosh (∆) , B1,1(z; ∆) =
1
sinh(∆) +
√
1− z cosh (∆) . (69)
If one inserts these expansions (67) and (68) in the general expression for the GF of the PDF
of the gaps in Eq. (66) one finds that the leading term when s → 1 is the second term in
Eq. (66), i.e.
P˜ (z, s; ∆) ∼ 1
1− s∂
2
∆A1,1(z; ∆) +O
(
1√
1− s
)
. (70)
This behavior ∝ 1/(1−s) indicates that Pk,n(∆) converges to a stationary distribution as n→∞,
lim
n→∞Pk,n(∆) = pk(∆) , (71)
and the GF of pk(∆) reads
p˜(z; ∆) =
∞∑
k=1
zkpk(∆) = ∂
2
∆A1,1(z; ∆) = 8z e
−2∆ u(z)− v(z)e−2∆
[u(z) + v(z)e−2∆]3
, (72)
with u(z) =
√
1− z + 1 and v(z) = √1− z − 1.
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3.3.1. Typical fluctuations of the gap. Extracting pk(∆) from this GF (72) remains a difficult
task. However, guided by our previous finding that the first moment 〈dk,n〉 ∼ k−1/2 for large
k (57), it is natural to study p˜(z; ∆) in the scaling regime where (1− z) → 0 (corresponding to
large k) and ∆→ 0 keeping the ratio
λ =
σ20(1− z)
∆2
(73)
fixed, where we recall that σ0 =
√
2. In view of future computations, it is useful to analyze the
behavior of A1,1 and B1,1 in Eq. (69) in that limit. One finds
A1,1 ∼ 1√
1− z a1(λ) , B1,1 ∼
1√
1− z b1(λ) (74)
with
a1(λ) = b1(λ) =
1
1 +
√
2/λ
. (75)
Using these results (74) and (75) one obtains from Eq. (72) that p˜(z; ∆) takes the scaling form
in this scaling limit
p˜(z; ∆) ∼ σ
2
0
∆3
1
(1 +
√
λ/2)3
. (76)
This scaling form for the generating function p˜(z; ∆) implies that the PDF pk(∆) is of the form,
in the limit where k  1, ∆→ 0, keeping √k∆ fixed,
pk(∆) ∼ 1
σ0
√
k P
(√
k
∆
σ0
)
, (77)
where the function P is independent of k. One checks that this scaling form (77) is indeed
compatible with the expression for the GF above (74) which in addition provides the following
relation ∫ ∞
0
e−xλ
√
xP (
√
x) dx =
1
(1 +
√
λ/2)3
. (78)
This Laplace transform above (78) can be inverted by using the following integral representation
1
(1 +
√
λ/2)3
=
1
2
∫ ∞
0
y2e−y−y
√
λ/2dy (79)
together with the well known inverse Laplace transform formula
LT−1λ→xe
−y√λ =
y
2
√
pix3/2
e−
y2
4x . (80)
One finally obtains an explicit formula for P (x)
P (x) = 4
[√ 2
pi
(1 + 2x2)− e2x2x(4x2 + 3)erfc(
√
2x)
]
, (81)
as announced in the introduction (7) – we recall that erfc(z) = (2/
√
pi)
∫∞
z
e−t
2
dt is the
complementary error function. This PDF describes the typical fluctuations of the gaps (10),
in particular, one can easily check that it is normalized, i.e.
∫∞
0
P (x)dx = 1. Its asymptotic
behaviors are given in Eq. (8).
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3.3.2. Large deviations of the gap. We now turn to the study of the large deviations of the
gap dk,n for large n and large k, i.e. we study p˜(z,∆) when z → 1 but ∆ = O(1). By expanding
Eq. (72) for z close to 1 one finds
p˜(z; ∆) = 2
(
cosh(∆)
sinh3(∆)
−√1− z 2 + cosh(2∆)
sinh4(∆)
)
+O((1− z)) , (82)
from which it follows that for k  1 one has
pk(∆) ∼ 1
k3/2
ϕ0(∆) , ϕ0(∆) =
1√
pi
2 + cosh (2∆)
sinh4(∆)
. (83)
Its asymptotic behaviors are given by
ϕ0(∆) ∼

3√
pi
∆−4 =
3σ30√
8pi
∆−4 , ∆→ 0
C0 e
−2∆ , ∆→∞ ,
(84)
with σ0 =
√
2 and C0 = 8/
√
pi.
4. The case of a jump distribution with p = 1
In this subsection, we study the case where the jump distribution is given by Eq. (9) with
p = 1, i.e.,
f1 (η) =
|η|
2
e−|η| . (85)
In this case, the standard deviation σ1 is given by
σ1 =
√
6 . (86)
The goal is to obtain directly the GF of the PDF of the k-th gap P˜ (z, s; ∆) (i.e. we do not
consider the distribution of the k-th maximum Mk,n). This GF P˜ (z, s; ∆) is given in terms
of Q˜(z, s;x,∆) and R˜(z, s;x,∆) which are solutions of the coupled integral equations (29). As
discussed above, this type of Wiener-Hopf equations are extremely hard to solve. However, for
the jump distribution in Eq. (85) these integral equations can be transformed into differential
equations, as we did for the symmetric exponential distribution using the relation in Eq. (34).
This can be done thanks to a generalization of the relation (35) to the present case (85). It reads
(
1−D2)2 f1 (η) = (1 +D2) δ (η) (87)
where we recall that D = ddx . Using this relation (87), we can turn the integral equations (29),
with the jump distribution in Eq. (85), into differential equations:(
1−D2)2 Q˜ = 1 + s (1 +D2) Q˜(
1−D2)2 R˜ = 1 + zs (1 +D2) R˜ , (88)
where D ≡ ddx . As before for the p = 0 case in Eqs. (58) and (60), the solutions of these linear
equations (88) are of the form
Q˜(z, s;x,∆) = A1(z, s; ∆)e
−t1(s)x +A2(z, s; ∆)e−t2(s)x +
1
1− s
R˜(z, s;x,∆) = B1(z, s; ∆)e
−t1(zs)x +B2(z, s; ∆)e−t2(zs)x +
1
1− zs
(89)
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where 0 < t1(s) < t2(s) are the two positive roots of the characteristic equation associated to
the differential equation in (88) (
1− t2)2 − s (1 + t2) = 0 . (90)
Note that the two other negative roots −t1(s) and −t2(s) of the characteristic equation (90) yield
solutions for Q˜ and R˜ which are exponentially diverging at x → ∞ and are thus not physically
acceptable solutions. Such terms corresponding to these negative roots are thus not present in
Eq. (89). The roots t1(s) and t2(s) can still be computed explicitly for p = 1, with the result
t1,2(s) =
√
s+ 2∓√s (s+ 8)
2
. (91)
In Fig. 3 we show the location of these roots(91) in the complex plane as s is varied from s = 0
(in Fig. 3 a)) to s = 1 (in Fig. 3 b)). An important feature to notice on this figure is that
t1(s) → 0 as s → 1 while t2(s) → t2(1) = t∗2 > 0 in that limit. Indeed, in the limit s → 1, one
finds from Eq. (91) that
t1(s) ∼ c1
√
1− s with c1 =
√
3
3
=
√
2
σ1
, as s→ 1 , (92)
while
t2(s)→ t∗2 =
√
3 , as s→ 1 . (93)
To compute the amplitudes Aα’s and Bα’s with α = 1, 2 in Eqs. (89) we inject these
expressions for Q˜ and R˜ in the original integral equations (29). One obtains that they are given
by the solution of the following 4× 4 linear system of equations
A1
1− t1 +
A2
1− t2 − z e
−∆
[
B1
1 + u1
+
B2
1 + u2
]
+
1
1− s −
z e−∆
1− zs = 0
B1
1− u1 +
B2
1− u2 −
e−∆
z
[
A1
1 + t1
+
A2
1 + t2
]
+
1
1− zs −
1
z
e−∆
1− s = 0
A1
(1− t1)2 +
A2
(1− t2)2 − ze
−∆
[
I1(∆(1 + u1))
(1 + u1)2
B1 +
I1(∆(1 + u2))
(1 + u2)2
B2
]
+
1
1− s −
ze−∆
1− zsI1(∆) = 0
B1
(1− u1)2 +
B2
(1− u2)2 −
e−∆
z
[
I1(∆(1 + t1))
(1 + t1)2
A1 +
I1(∆(1 + t2))
(1 + t2)2
A2
]
+
1
1− zs −
1
z
e−∆
1− sI1(∆) = 0
, (94)
where Aα ≡ Aα(z, s; ∆) and similarly Bα ≡ Bα(z, s; ∆). In Eq. (94) we also used tα ≡ tα(s) as
well as uα ≡ tα(zs) and introduced the function Im(x) given by
Im(x) =
m∑
l=0
xl
l!
. (95)
These amplitudes Aα and Bα can thus be computed explicitly (using Mathematica for instance),
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Figure 3: In these four figures we plot the 4 roots of (90) for different values of s in the complex
plane (in this case all the roots are real). Note that for our purpose, only the positive roots t1(s)
and t2(s) given in Eq. (91) are relevant. For s = 0 we have two solutions ±1, each with double
degeneracy. Then increasing s we see that the degeneracy is lifted, giving rise to four roots. The
two roots with the smallest modulus converge to 0 as s→ 1 (in particular t1(s) ∼ c1
√
1− s, see
Eq. (92)). The other two roots instead get farther and farther from the origin and converge to
a finite value ±t∗2 as s→ 1.
and one eventually obtains the GF of the k-th gap distribution from Eq. (32) (see Appendix A)
P˜ (z, s; ∆) = ∂∆ [A1(z, s; ∆) +A2(z, s; ∆)] +
1
t1(s)
∂2∆A1(z, s; ∆) +
1
t2(s)
∂2∆A2(z, s; ∆)
+ z et1(zs)∆
[
∂∆B1(z, s; ∆) +
1
t1(zs)
∂2∆B1(z, s; ∆)
]
(96)
+ z et2(zs)∆
[
∂∆B2(z, s; ∆) +
1
t2(zs)
∂2∆B2(z, s; ∆)
]
which is a generalization to p = 1 of the result obtained for p = 0 in Eq. (66).
In principle this linear system can be exactly solved using Mathematica. However, since we
are mostly interested in the large n limit of the PDF of the gap, we analyse this linear system
in the limit s → 1. Guided by the exact solution of the exponential case (67) and (68), we
anticipate that in the limit s→ 1, the leading behaviors of Aα’s and Bα’s are given by
A1(z, s; ∆) ∼ − 1
1− s +
A1,1(z; ∆)√
1− s , A2(z, s; ∆) ∼
A2,1(z; ∆)√
1− s
B1(z, s; ∆) ∼ B1,1(z; ∆)√
1− s , B2(z, s; ∆) ∼
B2,1(z; ∆)√
1− s .
(97)
Hence, by injecting this expansion (97) in the linear system (94) and using the behavior of the
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roots obtained in Eqs. (92) and (93) one obtains a linear system for Aα,1 and Bα,1
A1,1 − c1 + A2,1
1− t∗2
− z e−∆
[
B1,1
1 + t1(z)
+
B2,1
1 + t2(z)
]
= 0
B1,1
1− t1(z) +
B2,1
1− t2(z) −
e−∆
z
[
A1,1 + c1 +
A2,1
1 + t∗2
]
= 0
A1,1 − 2c1 + A2,1
(1− t∗2)2
− z e−∆
[
I1(∆(1 + t1(z)))
(1 + t1(z))2
B1,1 +
I1(∆(1 + t2(z)))
(1 + t2(z))2
B2,1
]
= 0
B1,1
(1− t1(z))2 +
B2,1
(1− t2(z))2
− e
−∆
z
[
I1(∆)A1,1 + c1(2 I1(∆)−∆I ′1(∆)) +
I1(∆(1 + t
∗
2))
(1 + t∗2)2
A2,1
]
= 0
, (98)
where we recall that c1 =
√
2/σ1. One can check, using Mathematica, that this linear system
(98) admits a unique solution, although its explicit expression is of course a bit cumbersome. At
this stage, from this expansion (97) together with the asymptotic behavior of the roots in Eqs.
(92) and (93), one can show, from Eq. (96) that Pk,n(∆) reaches a stationary limit when n→∞.
Indeed, one observes that in the limit s→ 1 the leading term in the GF P˜ (z, s; ∆) is the second
term in Eq. (96), i.e. the term proportional to 1/t1(s) since t1(s) ∼ c1
√
1− s as s→ 1 while t∗2
is finite (93). Therefore, as in the case p = 0 [see Eq. (71)] one has
lim
n→∞Pk,n(∆) = pk(∆) (99)
where the GF of pk(∆) is given by
p˜(z; ∆) =
∞∑
k=1
zk pk(∆) =
1
c1
∂2∆A1,1(z; ∆) , (100)
where A1,1(z; ∆) is obtained by solving the linear system in Eq. (98). We are mainly interested in
the large k limit of pk(∆), which can be obtained from the behavior of its GF p˜(z; ∆) in the limit
z → 1. We thus analyse the solution of this linear system (98) in the limit z → 1 and consider,
as before, (i) the typical fluctuations (where ∆ = O(1/
√
k)) and (ii) the large deviations when
∆ = O(1).
4.1. Typical fluctuations
As in the case p = 0, the regime of typical fluctuations correspond, for the GF p˜(z; ∆) to the
limit z → 1, ∆ → 0, but keeping the scaling variable λ = σ21(1 − z)/∆2 fixed [see Eq. (73)],
where here σ1 =
√
6. Inspired by the solution for p = 0 [see Eq. (74)], we look for a solution of
the linear system (98) of the form
A1,1 ∼ 1√
1− z a1(λ) +O(
√
1− z) , B1,1 ∼ 1√
1− z b1(λ) +O(
√
1− z) (101)
A2,1 ∼ a2(λ) +O(
√
1− z) , B2,1 ∼ b2(λ) +O(
√
1− z) . (102)
Injecting these expansions (101) in the linear system in Eq. (98) and expanding carefully the
coefficients in limit z → 1, ∆→ 0, but keeping the scaling variable λ = σ21(1− z)/∆2 fixed, one
finds that the functions aα’s satisfy a 2×2 linear system. To show how to get this linear system,
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let us consider, as an example, the left hand side of the first line of Eq. (98) in that limit
A1,1 − c1 + A2,1
1− t∗2
− z e−∆
[
B1,1
1 + t1(z)
+
B2,1
1 + t2(z)
]
(103)
=
a1(λ)√
1− z − c1 +
a2(λ)
1− t∗2
− b2(λ)
1 + t∗2
− b1(λ)√
1− z
(
1− σ
√
1− z√
λ
)
(1− c1
√
1− z) +O(√1− z)
where, in the first line of Eq. (103), we have replaced Aα,1 and Bα,1 (for α = 1, 2) by
their asymptotic expansions in Eq. (101), t1(z) by t1(z) ∼ c1
√
1− z and t2(z) ∼ t∗2 [see
Eq. (93)]. Furthermore, we have replaced ∆ by ∆ = σ1
√
(1− z)/λ, and then expanded
e−∆ = e−σ1
√
(1−z)/λ ∼ 1 − σ1
√
(1− z)/λ as z → 1, to leading order. Collecting terms in
the second line of Eq. (103) one obtains
A1,1 − c1 + A2,1
1− t∗2
− z e−∆
[
B1,1
1 + t1(z)
+
B2,1
1 + t2(z)
]
(104)
= (a1(λ)− b1(λ)) 1√
1− z − c1 +
a2(λ)
1− t∗2
− b2(λ)
1 + t∗2
+ b1(λ)
(
σ1√
λ
+ c1
)
+O(
√
1− z) ,
where c1 =
√
2/σ1. The three other equations of the linear system in Eq. (98) can be analyzed
along the same lines. By cancelling the terms of order 1/
√
1− z, we immediately obtain [see for
example Eq. (104)]
a1(λ) = b1(λ) , a2(λ) = b2(λ) , (105)
while the cancellation of the constant term in these sets of equations leads to a 2×2 linear system
for aα 
− c1 + a2(λ)
(
1
1− t∗2
− 1
1 + t∗2
)
+ a1(λ)
(
σ1√
λ
+ c1
)
= 0
− 2c1 + a2(λ)
(
1
(1− t∗2)2
− 1
(1 + t∗2)2
)
+ 2 c1a1(λ) = 0
. (106)
In fact, we only need to compute a1(λ) to get the GF of the PDF pk(∆) from Eq. (100). It
turns out that a1(λ) can be simply obtained by summing up the two lines of Eq. (106). Indeed,
by adding these two equalities we obtain
a1(λ)
(
3c1 +
σ1√
λ
)
+ a2(λ)
(
1
1− t∗2
+
1
(1− t∗2)2
− 1
1 + t∗2
− 1
(1 + t∗2)2
)
= 3c1 . (107)
Using the identity
1
1− t +
1
(1− t)2 −
1
1 + t
− 1
(1 + t)2
=
2
t(1 + t)2(1− t)2
[
1 + t2 − (1− t2)2] (108)
we see that the coefficient of a2(λ) in Eq. (107) actually vanishes, since t
∗
2 is solution of Eq. (90)
with s = 1. Therefore, Eq. (107) yields finally
a1(λ) =
1
1 + σ1/(3c1
√
λ)
=
1
1 +
√
2/λ
, (109)
where we have used σ1/(3c1) =
√
2 in this case. Using this result (109) in Eq. (100) one obtains
that, in this scaling limit, the GF p˜(z; ∆) takes the scaling form
p˜(z; ∆) ∼ σ
2
1
∆3
1
(1 +
√
λ/2)3
, (110)
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which is exactly similar to the form found for the case p = 0 in Eq. (76). Therefore, the gap
distribution pk(∆) takes the same scaling form (77), pk(∆) ∼
√
k/σ1P (
√
k∆/σ1) with the same
distribution P (x) given in Eq. (81) and we recall that σ1 =
√
6.
4.2. Large fluctuations
As in the case p = 0 (see section 3.3.2), the large deviations of the gap dk,n are obtained by
studying the GF p˜(z; ∆) in the limit z → 1 keeping ∆ = O(1). The leading behavior of p˜(z; ∆)
in this limit can be obtained from the analysis of the linear system (98) using a similar approach
as in section 4.1. Indeed, we look for an expansion of the coefficients Aα,1 and Bα,1 in Eq. (97)
of the form
Aα,1(z; ∆) = A
(0)
α,1(∆)−A(1)α,1(∆)
√
1− z +O(1− z)
Bα,1(z; ∆) = B
(0)
α,1(∆)−B(1)α,1(∆)
√
1− z +O(1− z)
(111)
for α = 1, 2 and inject these expansions in the linear system (98). By doing this, one obtains
a linear system for the functions A
(0)
α,1, A
(1)
α,1 and B
(0)
α,1, B
(1)
α,1 for α = 1, 2. This expansion (111)
together with Eq. (100) shows that in this limit z → 1 keeping ∆ = O(1), p˜(z; ∆) admits an
expansion similar to the case p = 0 given in Eq. (82), i.e.
p˜ (z; ∆) =
1
c1
∂2∆A
(0)
1,1(∆)−
√
1− z 1
c1
∂2∆A
(1)
1,1(∆) +O(1− z) . (112)
From Eq. (82) one immediately gets the large k behavior of pk(∆)
pk(∆) ∼ 1
k3/2
ϕ1(∆) , ϕ1(∆) =
1
2
√
pi c1
∂2∆A
(1)
1,1(∆) , (113)
where c1 =
√
2/σ1. The full expression of ϕ1(∆) is quite cumbersome but its asymptotic
behaviors for ∆ → 0 and ∆ → ∞ can be obtained by analysing the linear system for the
functions A
(0)
α,1, A
(1)
α,1 and B
(0)
α,1, B
(1)
α,1 for α = 1, 2 in these limits. One obtains [32]
ϕ1(∆) ∼

9
√
3
pi
∆−4 =
3σ31√
8pi
∆−4 , ∆→ 0
C1 ∆
2e−2∆ , ∆→∞
(114)
where we have used σ1 =
√
6 and where the amplitude C1 can be computed explicitly
C1 =
16√
pi
2702
√
pi + 1560
18817 + 679
√
3
≈ 2.86670 . . . (115)
In summary, in the case p = 1, we have shown that the gap distribution Pk,n(∆) reaches a
limiting distribution pk(∆) as n → ∞ [see Eq. (99)]. In the limit of large k, it displays both a
typical regime for ∆ = O(k−1/2) and a large deviation regime for ∆ = O(1), which is summarized
as follows
pk(∆) ∼

√
k/σ1P (
√
k∆/σ1) , ∆ = O(k
−1/2)
k−3/2ϕ1(∆) , ∆ = O(1) ,
(116)
where the scaling function P (x) is the same as for p = 0 (81) while the function ϕ1(∆) is
different from ϕ0(∆) as it can be seen by comparing the asymptotic behaviors in Eq. (146) and
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(84) respectively. Despite of these differences, the small ∆ behavior can be written in both cases
as ϕp(∆) ∼ (3/
√
8pi)σ3p∆
−4 for p = 0, 1 such that this behavior matches with the right tail of
the central part describing the typical fluctuations of ∆ = O(k−1/2) (see the discussion around
Eqs. (12) and (13) in Introduction).
5. The case of arbitrary integer p
In this section, we show that the analysis carried out in section 4 can be extended to the wider
class of jump distribution
fp(η) =
|η|p
2 p!
e−|η| , (117)
with any arbitrary integer value p ≥ 0, and for which the variance σ2p is given by
σ2p = (p+ 1)(p+ 2) . (118)
As before, the starting point of our analysis is the expression of the jump PDF Pk,n(∆) in Eq. (30)
in terms of the auxiliary functions Q and R which satisfy the coupled recursion relations in
Eqs. (24) and (25). As we have seen, it is more convenient to work with the double GF P˜ (z, s; ∆)
which can be expressed in terms of the GF Q˜ and R˜ as in Eq. (32) which, in turn, satisfy Wiener-
Hopf integral equations given in (29). The key-point is that these integral equations, for this
choice of jump distribution (117), can be reduced to ordinary differential equations of order
(2p+ 2). This can be done using the following relation, which generalizes Eq. (87) to arbitrary
integer p, namely (
1−D2)p+1 fp(η) = 1
2
[
(1−D)p+1 + (1 +D)p+1
]
δ (η) , (119)
with D = ddx . This identity (119) applied to the integral equations satisfied by Q˜ and R˜ in Eq.
(29) yields the following differential equations
(1−D2)p+1Q˜ = 1 + s
2
(
(1−D)p+1 + (1 +D)p+1) Q˜ (120)
(1−D2)p+1R˜ = 1 + zs
2
(
(1−D)p+1 + (1 +D)p+1) R˜ , (121)
valid for arbitrary integer p ≥ 0. In particular for p = 1 one recovers Eq. (88). As before [see Eq.
(89)] the solutions of these differential equations are obtained as superpositions of exponentials
Q˜ (z, s;x,∆) =
1
1− s +
p+1∑
α=1
Aα(z, s; ∆)e
−tα(s)x
R˜(z, s;x,∆) =
1
1− zs +
p+1∑
α=1
Bα (z, s; ∆) e
−tα(zs)x
(122)
where tα(s) are the roots, with positive real parts (<(tα(s)) > 0), of the characteristic equation(
1− t2)p+1 − s
2
[
(1 + t)
p+1
+ (1− t)p+1
]
= 0 (123)
and we order them such that <(t1) < <(t2) < · · · < <(tp+1). In Fig. 4 we show the locations of
these roots in the complex plane for p = 20. In the large p limit, they tend to cluster uniformly
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on the two circles of radius 1 and centered at (−1, 0) and (+1, 0). For our purpose, it is important
to understand the behavior of these roots as s→ 1. In this limit, one can show (see Fig. 4) that
lim
s→1
t1(s) = 0 , (124)
lim
s→1
tα(s) = t
∗
α 6= 0 , α ≥ 2 . (125)
By inspection of the characteristic equation (123) it is easy to see that t1(s) vanishes as as square
root as s→ 1, i.e.
t1(s) ∼ cp
√
1− s ,with cp =
√
2
(p+ 1) (p+ 2)
=
√
2
σp
, (126)
where, in the last equality, we have used the expression of σp given in Eq. (118). It is interesting
to notice that the mathematical structure of the problem studied here bears some similarities
with a completely different problem related to the thermodynamics of a quantum Ising spin chain
in presence of random magnetic fields, which are gamma distributed, like the jumps (9) in our
problem [31]. In particular, exactly the same characteristic equation (123) for s = 1 is studied
in detail there (see Section 6.2 in [31]).
As before, to compute the amplitudes Aα’s and Bα’s with α = 1, · · · , p+ 1 in Eq. (122) we
inject these expressions for Q˜ and R˜ in the original integral equations (29). One thus obtains
a linear system of 2(p + 1) equations (for 2(p + 1) unknown Aα’s and Bα’s). They read, for
r = 0, 1, · · · , p (see Appendix B)
p+1∑
α=1
Aα
(1− tα)r+1
− z e−∆
p+1∑
α=1
Bα
(1 + uα)r+1
Ir(∆(1 + uα)) +
1
1− s −
ze−∆
1− zsIr(∆) = 0
p+1∑
α=1
Bα
(1− uα)r+1
− e
−∆
z
p+1∑
α=1
Aα
(1 + tα)r+1
Ir(∆(1 + tα)) +
1
1− zs −
e−∆
z(1− s)Ir(∆) = 0
(127)
where we recall that Im(x) =
∑m
l=0 x
l/l! and we used the notation uα = tα(zs). One can
check that for p = 1 this linear system (127) for r = 0, 1 yields back (94). In principle, the
amplitudes Aα and Bα are obtained by solving this linear system of 2(p + 1) equations. From
these amplitudes, the GF P˜ (z, s; ∆) is then obtained by injecting (122) into (32) from which we
get (see Appendix A)
P˜ (z, s; ∆) =
p+1∑
α=1
[(
∂∆ +
1
tα(s)
∂2∆
)
Aα (z, s; ∆) + z e
tα(zs)
(
∂∆ +
1
tα(zs)
∂2∆
)
Bα (z, s; ∆)
]
.(128)
Since we are interested in the large n behavior of Pk,n(∆), we now analyse the solution of
this linear system in the limit s→ 1. In this limit, inspired by the solution found for p = 0 [Eqs.
(67) and (68)] and p = 1 (97), we search for a solution under the form
A1(z, s; ∆) ∼ − 1
1− s +
A1,1(z; ∆)√
1− s , Aα(z, s; ∆) ∼
Aα,1(z; ∆)√
1− s , α ≥ 2 , (129)
B1(z, s; ∆) ∼ B1,1(z; ∆)√
1− s , Bα(z, s; ∆) ∼
Bα,1(z; ∆)√
1− s , α ≥ 2 (130)
By injecting these forms (129) in the linear system (127) and using the behavior of the roots as
s→ 1 (124)-(126), one obtains straightforwardly a linear system of equations for the amplitudes
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Figure 4: Location of the roots, in the complex plane, of Eq. (123) with p = 20 and for different
values of s. For s = 0 there are two solutions t = ±1, each with degeneracy twenty-one. Then,
as s increases the degeneracy disappears giving rise to forty-two distinct roots. The two roots
with smallest magnitude converge to 0 as s→ 1 while the other forty roots remain finite in that
limit.
Aα,1 and Bα,1 for α = 1, · · · , p+ 1. It reads, for r = 0, 1, · · · , p
A1,1 +
p+1∑
α=2
Aα,1
(1− t∗α)r+1
− z e−∆
p+1∑
α=1
Bα,1
(1 + tα(z))r+1
Ir(∆(1 + tα(z))) = cp(r + 1)
p+1∑
α=1
Bα,1
(1− tα(z))r+1
− e
−∆
z
(
A1,1Ir(∆) +
p+1∑
α=2
Aα,1
(1 + t∗α)r+1
Ir(∆(1 + t
∗
α))
)
(131)
= cp
e−∆
z
((r + 1)Ir(∆)−∆ I ′r(∆)) .
(132)
Solving explicitly this linear system is still very cumbersome. However, as in the previous cases
p = 0 and p = 1, one can already show that the PDF of the k-th gap Pk,n(∆) reaches a stationary
distribution as n→∞ (provided the solution of this linear system (131) exists of course). Indeed,
by injecting the asymptotic behaviors of the amplitudes (129) and of the roots [(124)-(126)] in
the formula for the GF of Pk,n(∆) one obtains by the same reasoning as in the case p = 1 (see
Eq. (98) and below)
Pk,n(∆)→ pk(∆) , (133)
where the GF of pk(∆) is given by
p˜(z; ∆) =
∞∑
k=0
pk(∆) z
k =
1
cp
∂2∆A1,1(z; ∆) , (134)
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where A1,1(z; ∆) is given by the solution of the linear system (131).
As we did before, we now extract the leading behavior of A1,1(z; ∆) as z → 1, to obtain the
large k limit of pk(∆). Here also, we treat separately (i) the typical regime where ∆ = O(1/
√
k)
and (ii) the large fluctuations regime where ∆ = O(1).
5.1. Typical fluctuations
As we have seen before, the regime of typical fluctuations corresponds, for the GF p˜(z; ∆), to
the limit z → 1, ∆→ 0, but keeping the scaling variable λ = σ2p(1− z)/∆2 fixed [see Eq. (73)],
where here σp =
√
(p+ 1)(p+ 2). Guided by the solution found for p = 0 (74) and p = 1 (101)
we look for a solution of the form
A1,1 ∼ a1(λ)√
1− z +O(
√
1− z) , B1,1 ∼ b1(λ)√
1− z , (135)
Aα,1 ∼ aα(λ) +O(
√
1− z) , Bα,1 ∼ bα(λ) +O(
√
1− z) , for α ≥ 2 . (136)
Performing the asymptotic analysis of the linear system (131) as explained in Eq. (103) for the
case p = 1, one first obtains that
aα(λ) = bα(λ) , ∀α = 0, 1, · · · , p (137)
while the aα’s are determined by the following linear system
a1
[
(r + 1)cp +
σp√
λ
(1− I ′r(0))
]
+
p+1∑
α=2
aα
[
1
(1− t∗α)r+1
− 1
(1 + t∗α)r+1
]
= cp(r + 1) (138)
with r = 0, 1, · · · , p and where cp is given in Eq. (126). Noting that 1− I ′r(0) = δr,0 one obtains
a1
[
(r + 1)cp +
σp√
λ
δr,0
]
+
p+1∑
α=2
aα
[
1
(1− t∗α)r+1
− 1
(1 + t∗α)r+1
]
= cp(r + 1) , (139)
for r = 0, 1, · · · , p. In the case p = 1, this set of equations (139) yields back the system in Eq.
(106). Indeed, the case r = 0 corresponds to the first relation in Eq. (106) while the case r = 1
corresponds to the second line of Eq. (106). From Eq. (134), we see that we only need to know
a1(λ) to compute p˜(z; ∆). Remarkably, we can easily obtain a1(λ) from (139) by using the same
trick which we used for p = 1, namely by summing the p + 1 relations (139) corresponding to
the different values of r = 0, 1, · · · , p. One obtains
a1
(
σ√
λ
+ cp
(p+ 1)(p+ 2)
2
)
+
p+1∑
α=2
aα
1
t∗α
[
1
(1 + t∗α)
p+1 +
1
(1− t∗α)p+1
− 2
]
= cp
(p+ 1)(p+ 2)
2
(140)
where we have used the identity
p∑
r=0
[
1
(1− t)r+1 −
1
(1 + t)r+1
]
=
1
t
(
1
(1 + t)p+1
+
1
(1− t)p+1 − 2
)
(141)
which generalizes the identity (108) used for p = 1. Since t∗α satisfies the Eq. (123) with s = 1
one has
(1− (t∗α)2)p+1 −
1
2
[
(1 + t∗α)
p+1 + (1− t∗α)p+1
]
= 0 (142)
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for α = 2, 3, · · · , p + 1 and therefore the coefficient of the term ∝ aα with α ≥ 2 in Eq. (140)
vanishes, yielding an equation for the single unknown a1. Finally, using the expression for σp
(118) and cp (126), one has cp(p+ 1)(p+ 2)/2 = σp/
√
2 and therefore, from Eq. (140), a1 reads
a1 =
1
1 +
√
2/λ
. (143)
Remarkably, this function a1 is independently of p – the only p-dependence being contained in
the scaling variable λ = σ2p(1−z)/∆2 through σp (118). From a1, using Eq. (135) and Eq. (134),
one finally obtains that in the scaling limit z → 1, ∆→ 0 keeping λ fixed, one has
p˜(z; ∆) ∼ σ
2
p
∆3
1
(1 +
√
λ/2)2
, (144)
as for p = 0 and p = 1 (110). Therefore, the gap distribution pk(∆) takes the same scaling
form (77), pk(∆) ∼
√
k/σpP (
√
k∆/σp) with the same distribution P (x) given in Eq. (81),
independently of p. This demonstrates the universality of this scaling function for this wide class
of jump distributions (117).
5.2. Large fluctuations
To study the large fluctuations of the limiting gap distribution pk(∆) in Eq. (133) in the large
k limit, we study its GF p˜(z; ∆) in Eq. (134) in the limit z → 1, but keeping ∆ = O(1). This
analysis can be carried out by generalizing the approach presented in Section 4.2 to any integer
p > 1. As explained there, we look for an expansion of Aα,1 and Bα,1 as given in Eq. (111)
with α = 0, 1, · · · , p + 1 which, once injected in the linear system (131), yields a linear system
of equations for the functions A
(0)
α,1, A
(1)
α,1, B
(0)
α,1 and B
(1)
α,1. The leading behavior of p˜(z; ∆) in
the limit z → 1 is then given by Eq. (112) with the substitution c1 → cp where cp is given in
Eq. (126). Finally, one finds that
pk(∆) ∼ 1
k3/2
ϕp(∆) , (145)
where ϕp(∆) is given by Eq. (113), again with the substitution c1 → cp. It is very hard to obtain
an explicit expression for ϕp(∆) but its asymptotic behaviors for ∆ → 0 and ∆ → ∞ can be
obtained by analysing the aforementioned linear system for A
(0)
α,1, A
(1)
α,1, B
(0)
α,1 and B
(1)
α,1 in these
two limits [32]. This yields
ϕp(∆) ∼

3
√
[(p+1)(p+2)]3
8pi ∆
−4 =
3σ3p√
8pi
∆−4 , ∆→ 0
Cp ∆
2p e−2∆ , ∆→∞
(146)
where Cp is a constant, that we have not tried to compute for p > 1 (it can be obtained by
solving a rather complicated linear system).
6. Conclusions
In this paper, we have studied the PDF Pk,n(∆) (3) of the gaps dk,n (1) between the successive
maxima of RWs of n steps and whose jumps are distributed according to a gamma distribution
with integer parameter p+ 1 (9). In the large n limit, we have shown that Pk,n(∆) converges to
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a limiting distribution pk(∆) that we have studied in detail in the limit of large k. Indeed, in
this limit, pk(∆) exhibits two distinct regimes: (i) a typical regime for ∆ = O(1/
√
k) and
(ii) a large deviation regime for ∆ = O(1). In the typical regime, we have obtained that
pk(∆) ∼
√
k/σpP (
√
k∆/σp) where σ
2
p is the variance of the jump distribution fp(η) (118) and
P (x) is a universal and nontrivial scaling function given in Eq. (7). In particular, for large x,
it has an algebraic tail P (x) ∼ 3/√8pi x−4. We have demonstrated analytically that the scaling
function P (x) is independent of the jump distribution fp(η), thus confirming the conjecture about
the universality of this function [18] for a wide class of jump distribution (with finite variance).
On the other hand, in the large deviation regime, we have shown that pk(∆) ∼ k−3/2ϕp(∆).
Although the function ϕp(∆) depends explicitly on p (see for instance Eq. (11)), it exhibits
a singular behavior as ∆ → 0, ϕp(∆) ∝ ∆−4 for all p, but with a p-dependent prefactor that
ensures a smooth matching between the typical and the large fluctuations regime.
These behaviors of pk(∆) for large k have interesting consequences on the moments of the
gaps, 〈dmk,n〉, in the limit of large n and large k, as it was already pointed out in [18]. In
fact, because of the algebraic tail of the scaling function P (x) ∝ x−4, we see that only the
lowest moments, of order m < 3, are dominated by the typical fluctuations which implies
that 〈dmk,n〉 ∝ (σp/
√
k)m, with a universal prefactor. On the other hand, for m > 3 the
moments are actually dominated by the large fluctuation regime of pk(∆) ∝ k−3/2, which implies
that 〈dmk,n〉 ∝ k−3/2 with a non-universal amplitude. The moment of order m = 3 receives
contributions from both the typical and large deviation regime of pk(∆) and a careful analysis
shows that it behaves as 〈d3k,n〉 ∝ (σp/
√
k)3 ln k with a universal prefactor [32]. These behaviors
can be summarized as follows
〈dmk,n〉
σmp
∼

1√
2pi
k−1/2 , m = 1
1
2
k−1 , m = 2
3
4
√
2pi
(ln k) k−3/2 , m = 3
Dm,p k
−3/2 , m > 3 ,
(147)
where the amplitudes Dm,p for m > 3 depend explicitly on both m and p.
The results obtained here raise several questions left for future investigations. Here these
results have been obtained through a careful analysis of the integral equations in (29), which can
be solved explicitly only for a limited class of jump distributions fp(η) ∼ |η|pe−|η|. The fact that
the scaling function P (x) is universal and holds for any jump distribution with a finite variance
σ2 suggests that there might exist a more general and elegant method to compute the scaling
function P (x) in Eq. (7) that does not require the explicit form of f(η), as long as it has a finite
variance. It would be nice if techniques from fluctuation theory for RWs could be used to obtain
this universal scaling function [33]. Of course, it is natural to ask about the statistics of the gaps
dk,n for jump distribution with a heavy tail, f(η) ∝ |η|−1−µ with a Le´vy index µ < 2 (for which
the variance σ2 is infinite). Recently, exact results have been obtained for the first gap d1,n
[12, 34, 35] but obtaining results for higher order gaps dk,n with k ≥ 2 seems quite challenging.
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Appendix A. Derivation of the formula given in Eq. (66)
In this appendix, we derive the formula for the GF P˜ (z, s; ∆) given in Eq. (66) for p = 0, which
can then be generalized to any integer value of p (128). The starting point is the expression for
P˜ (z, s; ∆) given in Eq. (32)
P˜ (z, s; ∆) =−
∫ ∞
0
dx
∫ ∞
x
dy
∂2
∂x∂y
Q˜(z, s;x, y − x)δ(y − x−∆)
− z
∫ 0
−∞
dx
∫ 0
x
dy
∂2
∂x∂y
R˜(z, s;−y, y − x)δ(y − x−∆) .
(A.1)
in terms of Q˜(z, s;x,∆) and R˜(z, s;x,∆) given respectively in Eq. (58) and (60). The formula
(A.1) first requires the computation of Q˜(z, s;x, y − x) and R˜(z, s;−y, y − x) which read
Q˜(z, s;x, y − x) = 1
1− s +A1(y − x) e
−t1(s) x
R˜(z, s;−y, y − x) = 1
1− zs +B1(y − x) e
t1(zs) y .
(A.2)
where t1(s) =
√
1− s. By differentiating these expressions with respect to both x and y we get
∂2
∂x∂y
Q˜(z, s;x, y − x) = −(A′′1(y − x) + t1(s)A′1(y − x))e−t1(s) x
∂2
∂x∂y
R˜(z, s;−y, y − x) = −(B′′1 (y − x) + t1(zs)B′1(y − x))et1(zs) y .
(A.3)
Next, we insert these expressions (A.3) in Eq. (A.1) where the integrals over x and y can then
easily been performed (in fact, because of the delta function, there is only a single integral
to compute). It finally yields the expression given in Eq. (66). This computation can be
straightforwardly generalized to any p, by inserting in (A.1) the expressions for Q˜ and R˜ given
in Eq. (122). In this way, we obtain the formula given in Eq. (128).
Appendix B. Some useful integrals
The linear system of equations satisfied by the amplitudes Aα and Bα given in Eq. (127) is
obtained by inserting the expressions for Q˜ and R˜ given in Eq. (122) into the original integral
equations (29) satisfied by Q˜ and R˜. Hence we see that we need to evaluate the following integrals
J +p (x, t) =
∫ ∞
0
e−t x
′
fp(x
′ + x)dx′ (B.1)
J−p (x, t) =
∫ ∞
0
e−t x
′
fp(x
′ − x) dx′ , (B.2)
where fp(η) is given in Eq. (9). To compute these integrals, it is convenient to compute their
generating functions with respect to p. It is then straightforward, though a bit tedious, to obtain
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explicit expressions for J +p (x, t) and J−p (x, t) [32]. They read
J +p (x, t) =
e−x
2(t+ 1)p
Ip(x(1 + t)) (B.3)
J−p (x, t) =
e−t x
2
(
1
(1− t)p +
1
(1 + t)p
)
− e
−x
2(1− t)p+1 Ip(x(1− t)) , (B.4)
where we recall that Im(x) =
∑m
l=0 x
l/l!. These explicit expressions (B.3) and (B.4) finally allow
to derive the linear system of equations in (127).
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