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                                  INTRODUZIONE 
 
Obiettivo  di  questa  tesi  è  valutare  se  un  particolare  trattamento  riabilitativo 
(esercizio con feed-back rinforzato), può essere uno strumento valido per migliorare 
la capacità di svolgere compiti motori e le condizioni di equilibrio di pazienti affetti 
da  sclerosi  multipla,  in  particolare  confrontandone  i  risultati  con  quelli  di  un 
trattamento  tradizionale  effettuato  in  palestra.  I  dati  sono  stati  raccolti  presso 
l'Istituto di Cura San Camillo di Venezia tra il 1997 ed il 2003, su un campione di 42 
pazienti suddivisi in due gruppi, a seconda del trattamento applicato.  
 
La sclerosi multipla, detta anche sclerosi a placche, è una malattia infiammatoria 
cronica  demielinizzante  che  colpisce  il  sistema  nervoso  centrale.  Si  tratta  di  un 
processo degenerativo autoimmune della mielina, sostanza che avvolge i neuroni 
come una guaina e permette una trasmissione rapida e integra degli impulsi nervosi. 
La  progressiva  distruzione  delle  guaine  mieliniche  determina  il  blocco  o  il 
rallentamento  degli  stimoli  nervosi  che  partono  dal  sistema  nervoso  centrale  e 
arrivano ai vari distretti periferici, dando luogo ad una serie di segni e sintomi in 
relazione alle aree del sistema nervoso centrale interessate. 
/ůƉƌŽďůĞŵĂĚĞůůĂƉĞƌĚŝƚĂĚĞůů͛ĞƋƵŝůŝďƌŝŽƌŝǀĞƐƚĞŐƌĂŶĚĞŝŵƉŽƌƚĂŶǌĂper molti pazienti 
ĂĨĨĞƚƚŝ ĚĂ ƐĐůĞƌŽƐŝ ŵƵůƚŝƉůĂ͕ ŝŶ ƋƵĂŶƚŽ ĐŽŶĚŝǌŝŽŶĂ͕ ĨŝŶŽ Ă ƉƌĞĐůƵĚĞƌĞ͕ ů͛ĂƵƚŽŶŽŵŝĂ
negli spostamenti e aumenta il rischio di cadute (Scognamiglio, 2010 ). 
Gli  esercizi  con  feed-back  (retroazione)  rinforzato  consistono  nel  mostrare  al 
paziente le immagini delle attività appena effettuate, per metterlo in condizione di 
evidenziare e poter correggere più semplicemente eventuali errori di postura e di 
movimento. 
Le variabili prese in esame nello studio sono 21 e per 15 di queste ne viene valutato 
il valore in due momenti diversi (prima e dopo il trattamento) per poter verificare il 
miglioramento delle condizioni del paziente e quindi l'effettiva validità della terapia 
proposta.  
La  tesi  è  composta  da  tre  capitoli.  Nel  primo  capitolo  si  parla  del  modello  di 
regressione lineare e del modello ANCOVA proposto per il caso oggetto di studio. 
Nel  secondo  capitolo  viene  introdotto  il  concetto  di  robustezza,  parlando  della 
funzione di influenza, degli stimatori di tipo M e della regressione robusta.   
 Nel terzo capitolo si definiscono le variabili del dataset verificandone la normalità 
(test  di  Shapiro  Wilk,  si  veda  ^ŚĂƉŝƌŽ͕ ϭϵϵϱͿ͕ ƉƌŽĐĞĚĞŶĚŽ ƉŽŝ ĐŽŶ ƵŶ͛ĂŶĂůŝƐŝ
preliminare sulle variabili di tipo funzionale (test di Wilcoxon e test t di Student, si 
veda Piccolo, 1998). Infine si applica il modello ANCOVA robusto alle variabili del 
dataset, elencando i coefficienti di regressione robusta e concludendo͕ƚƌĂŵŝƚĞů͛ƵƐŽ
di  statistiche  alla  Wald,  sulla  differenza  che  hanno  i  due  trattamenti  (studio  vs 





























                                                                                                                                      Capitolo primo 
  
APPLICAZIONE  DEL  MODELLO  ANCOVA  SU  UN  CAMPIONE  DI 





per la sclerosi multipla, basandosi su misurazioni pre e post trattamento. Vogliamo 
quindi  avere  un  risultato  ĐŚĞ ƋƵĂŶƚŝĨŝĐŚŝ ů͛ĞĨĨŝĐĂĐŝa,  e  la  differenza,  di  due  cure 
diverse per questa patologia. 
͛ĞǀŝĚĞŶƚĞĐŚĞƉĞƌŽŐŶŝŐƌƵƉƉŽ di pazienti esiste una dipendenza tra i valori pre-
trattamento e post-trattamento, mentre altrettantŽĞǀŝĚĞŶƚĞğů͛ŝŶĚŝƉĞŶĚĞŶǌĂĐŚĞŝ
due gruppi hanno tra loro. 
>͛ ANCOVA è il modello con cui può essere opportuno  analizzare e confrontare i dati 
a  disposizione  poiché  ƉĞƌŵĞƚƚĞ Ěŝ ƌŝĚƵƌƌĞ ů͛ĞƌƌŽƌĞ ĚŽǀƵƚŽ Ă ƐŽƌŐĞŶƚŝ ĞƐƚĞƌŶĞ Ěŝ
variabilità. Risulta infatti efficace per verificare differenze significative tra due o più 
trattamenti. 
 Attraverso ů͛ƵƐŽĚĞůůĞƐĞŐƵĞŶƚŝǀĂƌŝĂďŝůŝĞƐƉůŝĐĂƚŝǀĞ͗ 
-Xpre ( variabile quantitativa rappresentante i valori pre-test),  
- XT (variabile dicotomica che rappresenta il tipo di trattamento), 
andremo  a  stimare  un  adeguato  modello  di  regressione  lineare  per  spiegare  la 
relazione tra i dati pre-trattamento e post-trattamento al variare del tipo di terapia 
utilizzata. 
La  variabile  XT,  detta  anche  fattore,  ğ ŝů ĨƵůĐƌŽ ƐƵ ĐƵŝ Ɛŝ ĐŽŶĐĞŶƚƌĂ ƋƵĞƐƚ͛ĂŶĂůŝƐŝ͘ 
Infatti,  sul  parametro  associato  a  tale  regressore  (Ⱦ2)  si  applicherà  il  t-test  per 
verŝĨŝĐĂƌĞ ů͛ŝƉŽƚĞƐŝ Ěŝ ŶƵůůŝƚă Ěŝ  Ⱦ2,  ovvero  per  stabilire  se  tale  parametro  è 
significativamente diverso da zero. 
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Inoltre  sotto  ů͛ipotesi  di  normalità  degli  errori  ɸi  ~  N  (0, ߪ2 )  a  componenti 
indipendenti, andremo ad estrarre la stima di massima verosimiglianza per Ⱦ2. 
Prima di procedere con una presentazione della procedura ANCOVA è opportuno 
richiamare  brevemente  il  modello  di  regressione  lineare  (si  veda  Pace  e  Salvan 
2001). 
 
 1.1   Il modello di regressione lineare 
 
Il modello di regressione lineare ha un ruolo centrale nello studio delle relazioni tra 
variabili. Esso si compone di: 
- Y :  la variabile risposta, detta anche variabile dipendente poiché viene espressa in 
funzione di altre variabili. 
-  Xϭ͙͘Xp  :  i  regressori  (componenti  indipendenti),  ossia  le  variabili  esplicative  che 
vengono combinate linearmente nel modello. 
- ɴ0͙͘ɴp: parametri che individuano la relazione tra la variabile risposta e le 
variabili esplicative; essi vengono associati ad ogni regressore, tranne il primo 
(ɴ0) ĐŚĞƌĂƉƉƌĞƐĞŶƚĂů͛ŝŶƚĞƌĐĞƚƚĂĚĞůmodello. 
- ɸ :  componente  di  errore  del  modello  che  rappresenta  la  variabilità  di  Y  non 
riconducibile alla dipendenza dai regressori. 
La scrittura generale di un modello di regressione lineare è quindi: 
                             
                       Yi= ɴ0нɴ1Xi1н͙͘͘нɴpXip+ ɸi  ,    ŝсϭ͙͙͘Ŷ. 
 
 
In notazione matriciale il modello viene  rappresentato come  
                                     Y = X ɴ нɸ ,   12 
 
dove X è una matrice non stocastica di dimensione n x p con rango pieno  p, avente 
la prima colonna composta da un vettore unitario, Y è il vettore (n x 1) che contiene 
le n osservazioni sulla variabile risposta, ɴ è il vettore (p x 1) dei parametri del 
modello, mentre  ɸ =( ɸϭ͕͙͘͘ ɸn )
T   è il vettore contenente le n-componenti Ě͛ĞƌƌŽƌĞ. 
Sugli  errori  si assume  la  distribuzione  normale  a  componenti  indipendenti,  ossia                             
ɸi~N(0, ߪ2 ), cov(ɸi ,ɸj)=0,  ŝсϭ͙͘͘Ŷ, con iтj . 
 
Stima di massima verosimiglianza di ɴ
Sia  Y =Xɴ+ ɸ il nostro modello con Y ~ Nn (  µ , ߪ2In ), ĚŽǀĞђсyɴ e ɸ ~ N (0, ߪ2 In). A 
partire da queste ipotesi possiamo ottenere la funzione di log-verosimiglianza per    
;ɴ͕ߪ2) basata su Y,a partire dalla funzione di densità normale per Y,ossia 
 







2ߪ2ሺݕെܺߚሻܶሺݕെܺߚሻቅ  .  
 
In particolare, la funzione di log-verosimiglianza per (ɴ, ߪ
2 ) è 
 
( ɴ͕ߪ2)=  െ
݊
2 logߪ
2    
1
2ߪ2 ሺݕ െ ܺߚሻܶሺݕ െ ܺߚሻ
 . 
 
 La  stima  di  massima  verosimiglianza  (S.M.V.)  ƉĞƌ ɴ,  indicata  con   Ⱦ, ෡  è  ottenuta 
minimizzando la somma dei quadrati dei residui     (y yɴͿ





Si ottiene        




͛ possibile mostrare che E(ߚ መ)=ɴe Var(ߚ መ)= ߪ
2(X
T X)
-1, dove ߪ2 è la varianza del 
termine  Ě͛errore. In altre parole possiamo affermare che ߚ መ è una stima non distorta 
Ěŝɴ e consistente. 
Infine, ĚĂůů͛ipotesi di normalità, vale   ߚ መ ~ Np ;ɴ͕ߪ2(X
T X)
-1 ) . 
 
  
  1.2  Formulazione del modello ANCOVA 
 
Il ŵŽĚĞůůŽƉƌŽƉŽƐƚŽƉĞƌƉƌŽĐĞĚĞƌĞĐŽŶů͛ĂŶĂůŝƐŝdella covarianza tra i due gruppi di 
pazienti è il seguente: 
          
  Ypost,i = ɴ0  +  ɴ1Xpre,i + ɴ2 XT,i  + ɸi  ,  ŝсϭ͕͙͕͘͘͘Ŷ,                                                
                                                                                 
dove 
-Ypost,i  è la variabile risposta del modello (valutazione post trattamento), 
- la variabile esplicativa  Xpre,i , che rappresenta ů͛ŝŶƐŝĞŵĞĚĞŝǀĂůŽƌŝƉƌĞ-test, è la 
prima variabile esplicativa del modello, 
- XT,i  ğƵŶĂǀĂƌŝĂďŝůĞĚŝĐŽƚŽŵŝĐĂĐŚĞŝŶĚŝĐĂů͛ĂƉƉĂƌƚĞŶĞŶǌĂ del paziente al gruppo dei 
casi o al gruppo dei controlli (ossia dei due trattamenti), 14 
 
- ɸi   sono gli errori, assunti indipendenti ed identicamente distribuiti secondo la 
distribuzione normale N(0, ʍ2) di media nulla ( E[ɸi ]=0 per ogni i ) e varianza ignota  
ʍ2 (E[ɸi ]
2= ʍ2  ׊ i), 
- i parametri sono ɴ0  ɴ1   ɴ2  ߪ2
 , rispettivamente ů͛ŝŶƚĞƌĐĞƚƚĂĚĞůŵŽĚĞůůŽ, i due 
coefficienti dei regressori e la varianza, che ovviamente sono parametri ignoti della 
regressione. Il  modello  per  ĐŽŵĞ ƉƌĞƐĞŶƚĂƚŽ ƌŝƐƉĞƚƚĂ Őŝă ů͛ipotesi  di  linearità  nei 
parametri. 
   
 
 
Le statistiche test di interesse in questa analisi di regressione sono: 
 
-   T-test (test di nullità del parametro  ɴj):   
 
H0͗ɴj=0                                  
H1:    ɴj്0 
 
 
La statistica test è 
 
                      tj =  
 ઺ ෡ܒ
 ට ࢙૛(ࢄࢀࢄ)࢐࢐
െ૚  ,     ũсϭ͕͙͕͘Ɖ   , 
 
dove ݏ2 è la stima non distorta di ߪ2, 
cŚĞ ƐŽƚƚŽ ů͛ŝƉŽƚĞƐŝ ŶƵůůĂ Ɛŝ ĚŝƐƚƌŝďƵŝƐĐĞ ĐŽŵĞ ƵŶĂ ƚ Ěŝ ^ƚƵĚĞŶƚ ĐŽŶ (n-p)  gradi  di 
libertà. Il T-ƚĞƐƚƌŝĨŝƵƚĂů͛ŝƉŽƚĞƐŝŶƵůůĂƉĞƌǀĂůŽƌŝĚŝȁݐ݋ݏݏȁ


















H0:    ɴ2с͙͙͘с ɴp=0 
H1:   ,ิ 0 
 
La statistica test è 
              
                 F  =   ܁ۿ ܚ܍܏ (ܘെ૚) Τ
 ܁ۿ ܚ܍ܛ (ܖെܘ) Τ  =   ܀૛ (ܘെ૚) ൗ
 ૚െ ܀૛ (ܖെܘ) Τ   , 
 
 
dove ܁ۿ ܚ܍܏ è la somma dei quadrati della regressione mentre ܁ۿ ܚ܍ܛ è la somma 
dei quadrati dei residui. Il coefficiente R
2 indica la bontà di adattamento del modello 
di regressione lineare ai dati presenti nel campione. 
 ^ŽƚƚŽů͛ŝƉŽƚĞƐŝŶƵůůĂŝůtest si distribuisce come una F di Snedecor con (p-1 , n-p) gradi 
ĚŝůŝďĞƌƚă͕ƐŝƌŝĨŝƵƚĂů͛ŝƉŽƚĞƐŝŶƵůůĂƉĞƌǀĂůŽƌŝĚŝ&
oss >F(p-1 , n-p, 1-Ƚ). 
 
In questa tesi si vuole evidenziare come  le due variabili indipendenti presenti nel 




valori pre-trattamento simili ma appartenenti a due diversi gruppi di terapia. Questa 





1.3    Comandi in R 
 
Il  modello  appena  proposto  può  essere  stimato  in  R  (Masarotto  G.  e  Iacus 
S.M.,2003) tramite il comando lm(formula) dove formula  indica ů͛ĞƐƉƌĞƐƐŝŽŶĞĚĞů
modello da adattare. 
 
Sia  xtrat    ƵŶĂ ǀĂƌŝĂďŝůĞ ĚŝĐŽƚŽŵŝĐĂ ĐŚĞ ŝŶĚŝĐĂ ů͛ĂƉƉĂƌƚĞŶĞnza  al  gruppo  dei  casi 
(xtrat= 0)  o al gruppo dei controlli (xtrat=1). In R: 
 
-xtrat = factor(trattamento)           ՜     fattorizzo la variabile trattamento, 
           -fit=  lm (ypost ~xpre+xtrat)  ,            
          -summary(fit). 
 
Con il comando summary, R fornisce le stime dei coefficienti, gli standard error, il t-
test corrispondente ed il livello di significatività associato ad ogni parametro. Inoltre, 
è presente la stima  S
2(residual standard error), la misura della bontà di adattamento 
del modello rappresentata da R
2 e la statistica test corrispondente (test-F), con i 
relativi gradi di libertà e livello di significatività. 
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Se si desidera rappresentare graficamente il modello basta eseguire in R i seguenti 
comandi: 
 
-plot (xpre[xtrat==0],ypost[xtrat ==0΁͕ǆůĂďс͟ƉƌĞ͟,ǇůĂďс͟ƉŽƐƚ͟Ϳ 
- plot (xpre[xtrat ==1],ypost[xtrat ==1΁͕ǆůĂďс͟ƉƌĞ͟,ylab=͟ƉŽƐƚ͟Ϳ. 
 
 
Per verificare la bontà di adattamento del modello è necessario ĞƐĞŐƵŝƌĞƵŶ͛ĂŶĂůŝƐŝ
dei  residui,  usando  però  i  residui  standardizzati  che  hanno  distribuzione 
approssimata normale standard. 
 
 Tramite il comando rstandard : 
-  res = rstandard(fit)   ՜   calcoliamo i residui standardizzati del modello, 
-  qqnorm(res)              ՜diagramma qq-plot normale per i residui, 
-  qqline(res)                ՜ retta passante per il primo e terzo quartile,   
-  shapiro.test(res)    ՜  test di normalità per i residui standardizzati. 
 
 
Per valutare ů͛omoschedasticità degli errori e la linearità della relazione possiamo 
considerare il grafico dei residui rispetto ai valori stimati  dal modello (ystim) e il 
grafico dei valori stimati rispetto ai valori osservati. In R: 
 
-  ystim = fitted(fit) 
-  plot (ystim, res)   
-  plot(ypost, ystim) 






1.4     Conclusioni 
 
 
In questo capitolo si sono presentati brevemente il modello di regressione lineare 
normale  e  il  modello  ANCOVA,  basati  sulle  ipotesi  di    normalità,  linearità, 
omoschedasticità ed indipendenza. 
 Tuttavia  l͛ŝƉŽƚĞƐŝ ĐŚĞ Ɖŝƶ ĞǀŝĚĞŶǌŝĂ ŝ ůŝŵŝƚŝ ĚĞl  modello  di  regressione  lineare  è 
ů͛ĂƐƐƵŶǌŝŽŶĞĚĞůůĂ ĚŝƐƚƌŝďƵǌŝŽŶĞŶŽƌŵĂůĞƉĞƌůĂĐŽŵƉŽŶĞŶƚĞĚ͛ĞƌƌŽƌĞ, ɸi ~ N(0, ߪ2 ).  
Tale  ipotesi  risulta  essere  rischiosa  poiché  potrebbe  non  rispecchiare  la  vera 
distribuzione dei dati. 
Nel prossimo capitolo verrà introdotta la teoria della robustezza, che descrive le 
proprietà delle procedure statistiche in un intorno del modello parametrico assunto. 
Questo argomento costituisce un approccio alla statistica, poiché ha lo scopo di 
salvaguardare  ů͛ĂƚƚĞŶĚŝďŝůŝƚăĚĞŝ risultati inferenziali rispetto ad eventuali deviazioni 









































                                                                                                                                                          Capitolo secondo                                                                   
                                                           
 
                                                          Il  concetto di robustezza 
 
Una procedura statistica (uno stimatore o una statistica test) che risulta essere poco 
sensibile a piccoli o moderati scostamenti della distribuzione dei dati dal modello 
ipotizzato è detta ROBUSTA (cfr. ad esempio Maronna RA, 2006). 
 
Prima di parlare del concetto robustezza è necessario elencare le assunzioni  del 
modello parametrico, specificato da: 
 
 
               ࣠ =ሼࢌࢅሺ࢟;ࣂሻ,ࣂ א ፽ሽ ,                  (1)                  
 
dove  fY (y;ߠ ) è una funzione di densità, lo spazio parametrico è צكԹ
p, con Ɖшϭ . 
Il modello ipotizzato copre un ruolo centrale nelle procedure classiche di inferenza. 
 
 
Si possono distinguere due diverse tipologie di robustezza: 
 
1. Robustezza rispetto alla contaminazione, in cui si considera la possibile presenza 
di dati anomali nel campione, ovvero di qualche frazione di osservazioni che non 
rappresenta la popolazione oggetto di studio. 
La presenza di dati anomali può essere causata da errori di rilevazione, errori di 
codifica, errori di arrotondamento, ĚĂůů͛errata riduzione in classi o anche  da una 
leggera eterogeneità della popolazione collegata a distribuzioni con code pesanti. 21 
 
 
2.  Robustezza  rispetto  alla  scorretta  specificazione:  questo  secondo  concetto 
prende  in  analisi  le  procedure  di  inferenza  basate  su  una  specificazione 
convenzionale del modello statistico e la possibile inadeguatezza del modello (1) 
come modello esatto. In particolare tale modello, pur catturando quantitativamente 
aspetti  importanti  dei  dati,  non  riesce  a  descrivere  tutti  gli  aspetti  legati  alla 




Come vedremo più avanti queste due nozioni, pur essendo ben distinte tra loro, 
sono  molto  vicine  specialmente  in  termini  pratici.  Infatti,  una  scorretta 
specificazione del modello può essere causata dalla presenza di valori anomali nel 
campione, ovvero valori che sono distanti dalla maggioranza dei dati. 
 
Una  volta  definito  il  modello  centrale  (che  si  adatta  alla  maggioranza  dei  dati 
osservati), ů͛ŽďďŝĞƚƚŝǀŽĚĞůůĂƐƚĂƚŝƐƚŝĐĂƌŽďƵƐƚĂğƋƵĞůůŽĚi individuare delle procedure 
atte a prevenire gli effetti di distorsione dovuti alla presenza  di valori anomali e 
distanti dalla maggioranza dei dati osservati, o valori influenti, che hanno un peso 
rilevante nel deterŵŝŶĂƌĞƵŶĂƋƵĂŶƚŝƚăĚ͛ŝŶƚĞƌĞƐƐĞ. 
 
Un buon approccio della statistica robusta, che unisce i due concetti di robustezza 
appena  definiti,  si  basa  sulla  nozione  di  FUNZIONE  DI  INFLUENZA  (IF),  che 









 2.1   Funzione di influenza 
 
La funzione di influenza gioca un ruolo fondamentale nella teoria della  robustezza 
(Hampel et al., 1986).  
Prima di dare la sua definizione è necessario fare una piccola premessa. 
^ŝĂ;ϭͿŝůŵŽĚĞůůŽƉĂƌĂŵĞƚƌŝĐŽĚŝƌŝĨĞƌŝŵĞŶƚŽ͘>͛ŝŶƚĞƌĞƐƐĞĚĞůů͛ŝŶĨĞƌĞŶǌĂƐƚĂƚŝƐƚŝĐĂğ
orientato verso particolari aspetti della funzione di ripartizione definita da 
F੥ = F ( ࣳ ͖ɽͿ ,     ࣳ אঀ  كԹ. 
 
Un funzionale lineare T(.) esprime aspetti Ě͛ŝŶƚĞƌĞƐƐĞŝŶĨĞƌĞŶǌŝĂůĞsulla funzione di 
ripartizione F੥  e viene definito come : 
T(F੥) = ׬g(x) d F੥ , dove g(.) è una funzione con valori reali. 
 
In particolare, il funzionale T(.) si dice FISHER CONSISTENTE se 
׊Ʌאȣsi ha T(F੥) = ɅǤ 
 
Il funzionale T(F੥) può essere stimato attraverso la funzione di ripartizione empirica, 
come: 
 




i=1 g(yi)  , 
dove &ǻ n è la funzione di ripartizione empirica. 23 
 
Inoltre, è noto che  Tn = T(&ǻ n) 
݌
՜ T(F) per  n՜+λ . 
 
La funzione di influenza (IF) per il funzionale T(.)  nel punto x è definita 
come:   
 
IF(x ; T, FɅ)  = lim݁՜0
ܶ൫ሺ1െ݁ሻܨߠ+݁ߜݔ൯െܶ(ܨߠ)
݁  ,                        (2) 
 
dove  ߜݔ indica la funzione di ripartizione di una variabile casuale degenere in x. 
La IF esprime ů͛ĞĨĨĞƚƚŽƉƌŽĚŽƚƚŽĚĂƵŶĂĐŽŶƚĂŵŝŶĂǌŝŽŶĞŝŶĨŝŶŝƚĞƐŝŵĂůĞŶĞůƉƵŶƚŽx sul 
funzionale    ࢀሺࡲࣂሻ  ;ů͛ĞĨĨĞƚƚŽ ƉƌŽĚŽƚƚŽ ğ ƐƚĂŶĚĂƌĚŝǌǌĂƚŽ ƐĞĐŽŶĚŽ  la  massa  e  della 
contaminazione). Infatti: 
  
  T((1-e)FɅ+ eɁx) ؆ T(FɅ) + IF(x;T,FɅ)e  , con e piccolo. 
 
 
Si riportano di seguito tre misure di robustezza derivanti dalla funzione 
di influenza. 
 
1. Sensibilità di T in Fߠ rispetto a grandi errori: 
 
ߛ
* =  supy ȁࡵࡲ(࢞;ࢀ,ࡲࣂ)ȁ . 
Tale quantità rappresenta la misura di massima distorsione possibile causata da una 
contaminazione  infinitesimale  su  T(.),fornendo  quindi  un  limite  superiore  alla 
distorsione di un funzionale. 24 
 
Se tale misura risulta finita (ɀ
*< +λ), allora il funzionale viene detto B-robusto in FɅ . 
 
2. Sensibilità rispetto a fluttuazioni locali di T(.) in Fߠ : 
 
ɉ
* =  supy്x  
ȁࡵࡲሺ࢟;ࢀ,ࡲࣂሻെࡵࡲ(࢞;ࢀ,ࡲࣂ)ȁ
ȁ࢟െ࢞ȁ  . 
 
dĂůĞƋƵĂŶƚŝƚăƌĂƉƉƌĞƐĞŶƚĂů͛ĞĨĨĞƚƚŽĚĞůůŽƐƉŽƐƚĂŵĞŶƚŽ;Ž del cambiamento) di una 
osservazione  da  x  verso  y  ,  come  per  esempio  accade  approssimando  delle 
osservazioni. 
Se    ɉ








* =  inf ሼ࢘ > 0 ׷ ܫܨሺ࢟;ࢀ,ࡲࣂሻ = ૙,׊ ȁ࢟ȁ > ݎ ሽ. 
 
 
 Esso rappresenta la soglia massima di contaminazione provocata da valori anomali 
ĞŶƚƌŽůĂƋƵĂůĞŝůĨƵŶǌŝŽŶĂůĞd;͘ͿŶŽŶǀŝĞŶĞŝŶĨůƵĞŶǌĂƚŽ͘^ĞʌΎфλ, si ha la robustezza 









 2.2  Stimatori di tipo M 
 
 
Gli stimatori di tipo M sono stimatori definiti come la soluzione Ʌǁ  di equazioni di 
stima non distorte del tipo: 
 
σ ߰ሺݕ݅ ;ߠሻ = ׬߰ሺݔ;ߠሻ݀ ݊
݅=1 	ƹ ݊ = 0 ,                                (3) 
con  ɗ(. ; Ʌ) funzione di stima nota a valori reali. 
 
La condizione di non distorsione richiede che  EɅ ሺɗሺǢɅሻሻൌ׬ɗሺǢɅሻ	Ʌ= 0. 
Dall͛ĞƋƵĂǌŝŽŶĞ (3) si può notare che gli stimatori di tipo M generalizzano gli S.M.V. , 
in quanto ɗ(. ; Ʌ) gioca il ruolo della funzione score  di verosimiglianza. 
La funzione di influenza per uno stimatore di tipo M è esprimibile come: 
 
IF(x; T,FɅ) = M (Ʌ)െ1 ɗሺǢɅሻǡሺɅሻൌ -׬ 
߲
߲ߠ  ɗሺ; Ʌሻ dx .              (4) 
 
Pertanto la IF di uno stimatore di tipo M è proporzionale alla funzione di stima che 
lo definisce (ɗ(. ; Ʌ) ). L͛ŝŶĚŝĐĞĚŝƐĞŶƐŝďŝůŝƚăƌŝƐƉĞƚƚŽĂŐƌĂŶĚŝĞƌƌŽƌŝɀ
* è finito solo se 
ɗሺǤǢɅሻ è ůŝŵŝƚĂƚĂ;ŶĞůů͛ŝƉŽƚĞƐŝĐŚĞD;ɽͿтϬͿ. Allora, ne consegue che uno stimatore 
di tipo M è B-robusto se la funzione che lo definisce è limitata, cosa che per gli 
S.M.V.  accade raramente. 26 
 
La  IF  di  un  funzionale  T(FɅ)  è  direttamente  collegata  alla  sua  varianza  asintotica 
tramite la seguente relazione: 
 
V(T, FɅ) = EɅ[IF(x; T, FɅ)2]   . 
Prendendo come riferimento la IF (4) di uno stimatore di tipo M, si ottiene la sua 
varianza asintotica: 
 se dim(Ʌ) = 1,  
  V(Ʌǁ ) =  
ܳ(ߠ)
ܯ(ߠ)2 ,        con ሺɅሻൌ׬ɗሺǢɅሻ2 dFɅ , 
se dim(Ʌ) > 1, 
 V(Ʌǁ ) = M(ߠ)െ1ሺɅሻ(ߠ)െܶ ǡሺɅሻൌEɅ [ɗሺǢɅሻ ɗሺǢɅሻT] . 




՜  Np ሺɅǡV(Ʌǁ ) ). 
 
Una stima per la varianza asintotica V(Ʌǁ ), con Ʌ scalare, è 
 
ƹ n  =  






2 ,         ŝсϭ͙͘͘Ŷ i-esima osservazione . 
 
Mentre un intervallo di confidenza per  Ʌ a livello 1-Ƚ può essere ottenuto come 
 
ߠ ෨ ± z1-ȽȀʹ ඥܸ Ƹ ݊   , 27 
 
 
dove z1-Ƚ/2 è il quantile della distribuzione normale di livello  1-Ƚ/2.  
Concludendo, gli stimatori di tipo M sono uno strumento utile per ottenere stime  B-
robuste dei parametri del modello oggetto di studio. Essi vengono usati anche nelle 





 2.3 La regressione robusta 
 
Sia      yi = xiT Ⱦ൅ɐɂi ,  ŝсϭ͙Ŷ,  un modello di scala e regressione, 
dove yi è la variabile risposta, xi è un vettore p-dimensionale di regressori, ȾאԹ݌ 
ሺ൒ͳሻğŝůǀĞƚƚŽƌĞŝŐŶŽƚŽĚĞŝƉĂƌĂŵĞƚƌŝĚŝƌĞŐƌĞƐƐŝŽŶĞ͕ʍ>0 è un parametro di scala 
e ɸi è il termine di errore avente distribuzione nota F0(.) simmetrica rispetto allo 0. 
Gli  stimatori  ai  minimi  quadrati  (e  gli  S.M.V.),  risultano  essere  molto  sensibili 
Ăůů͛ĞǀĞŶƚƵĂůĞƉƌĞƐĞŶǌĂĚŝǀĂůŽƌŝĂŶŽŵĂůŝŽĂůůĂƉƌĞƐĞŶǌĂ di valori influenti nei dati 
osservati. 
Uno stimatore di tipo M per Ⱦ è la soluzione Ⱦǁ  della seguente equazione di stima 
(stimatore di Huber): 
 
                  σ ߰݇ሺݎ݅ሻݔ݅ = 0  ݊
݅=1           con      ߰݇(t) = t min (1, k/ ȁݐȁ)                                                     
                                    
dove  ri = (yi - xiTȾሻȀɐ    ŝсϭ͙͘Ŷ  e ߰݇è lo stimatore di Huber. 
Il  principale  problema  con  questo  tipo  di  stimatore  è  che  i  valori  anomali  nei 
regressori non vengono controllati, rendendolo poco affidabile. Infatti, per questo 
stimatore la IF è scomponibile nel prodotto tra la IF dei residui (controllata da ɗk ) e 28 
 
la IF dei regressori (illimitata). La stessa conclusione vale per la stima del parametro 
dŝƐĐĂůĂʍ͘ZĞƐƚĂ quindi necessario trovare stimatori che risolvano il problema di 
sensibilità a valori anomali, per ottenere stime di scala e regressione non distorte. 
 
Una classe generale di stimatori di tipo M per parametri di scala e regressione viene 
definita come ůĂƐŽůƵǌŝŽŶĞĚĞůů͛ĞƋƵazione di stima 
 
          σ ߰ሺݕ݅;ߚ,ߪሻ = ݊
݅=1 ቀ
σ ݏ(ݔ݅)߰݇ሼݎ݅ݒ(ݔ݅)ሽݔ݅
σ߰ߪ(ݎ݅) ቁ = 0 ,         (6) 
 
dove  s(.)  v(.)  ɗk(.) ɗɐ(.)  sono funzioni note. 
 
Per  tale  classe,  con  ɗȾ(.)  funzione  pari  e  ɗɐ(.)  funzione  dispari,  si  ottengono  i 
seguenti elementi (Huber, 1964): 
 
- Q( Ⱦ ǡɐ) = diag (QȾȾ ,Qʍʍ) , 
dove     QȾȾ= ݊െ1 σݏ2ሺݔ݅ሻ݃1(ݔ݅)ݔ݅ݔ݅





- M( ȾǡɐͿс;ϭͬʍͿĚŝĂŐ;DȾȾ ,Mʍʍ) , 
dove   MȾȾ = ݊െ1  σݏሺݔ݅ሻݒ(ݔ݅)݃2(ݔ݅)ݔ݅ݔ݅
ܶ,         Mɐɐ = ׬߰ߪሺݎሻݎ݀ܨ0(ݎ) e 
 





stimatori e la scrittura per la varianza asintotica. Si ha 
IF (y ; T , FɅ) = M ;ɴ͕ʍ)
-1 ɗ(y;  ɴ͕ʍ) 
e 
V(T,FɅ) = M ;ɴ͕ʍ)




Per n sufficientemente grande, si possono costruire intervalli di confidenza per (Ⱦ͕ʍͿ
ŽĞĨĨĞƚƚƵĂƌĞǀĞƌŝĨŝĐŚĞĚ͛ŝƉŽƚĞƐŝƵƟůŝǌǌĂŶĚŽůĂƐƟŵĂĚĞůůĂǀĂƌŝĂŶǌĂĂƐŝŶƚŽƟĐĂsǻ n . 
 
 
2.4  Conclusioni 
 
In questo secondo capitolo è stata introdotta la teoria della robustezza, parlando di 
concetti  come  la  funzione  di  influenza,  gli  stimatori  di  tipo  M  e  la  regressione 
ƌŽďƵƐƚĂ͕ƵƚŝůŝƉĞƌŐĂƌĂŶƚŝƌĞů͛ĂƚƚĞŶĚŝďŝůŝƚăĚĞŝƌŝƐƵůƚĂƚŝinferenziali per il caso oggetto 
di studio, in presenza di deviazioni dal modello normale. 
Nel prossimo capitolo si parlerà della parte applicativa di questa analisi, usando il 
programma R, per arrivare a delle conclusioni sullo studio della sclerosi multipla, per 















                                                                                                                                    Capitolo terzo                                           
 
 
Sclerosi multipla : elenco e definizione delle variabili 
 
Prima di procedere con la procedura ANCOVA per verificare eventuali differenze 
significative  tra  le  due  terapie  proposte,  è  opportuno  elencare  e  definire    le  21 
variabili prese in considerazione. Queste sono: 
 
x  Nome: il nome e cognome del paziente. 
x  Genere: il sesso del paziente. 
x  Età: l'età del paziente alla data dell'inizio del trattamento. 
x  Anni dalla diagnosi: il numero di anni passati dalla scoperta di affezione alla 
patologia. 
x  Forma: è una variabile categoriale a tre modalità (1, 2, 3) che si riferisce al 
modo in cui si manifesta la malattia. La Forma 1, è caratterizzata dal fatto che 
la  disabilità  peggiora  continuamente,  fin  dall'inizio  della  malattia,  senza 
attacchi o fasi di remissione della disabilità. La Forma 2, presenta un grado di 
disabilità che progredisce gradualmente nel tempo, con presenza o meno di 
riacutizzazioni sovrapposte. Nella Forma 3 la sclerosi multipla ha un decorso 
che  viene  chiamato  recidivo-remittente  in  quanto  il  paziente  presenta  un 
recupero  parziale  o  totale  (remissione)  ed  in  seguito  una  riacutizzazione 
(recidiva). 31 
 
x  Trattamento: è una variabile dicotomica che indica il tipo di trattamento a cui 
è stato sottoposto il paziente. Può essere quello tradizionale in palestra o 
quello di studio con esercizi con feed-back rinforzato. 
x  Edss (Expanded Disability Status Scale): è  una scala a intervalli da 0.5 che 
descrive il livello di compromissione funzionale del paziente. Il dominio va da 
0  (valore  normale)  a  10  (morte  dovuta  alla  patologia).  Questa  è  la  prima 
variabile per cui sono presenti valori pre e post trattamento e tutte le variabili 
successive a queste sono registrate sia prima sia dopo la terapia. 
x  FMbalance  (Fugl-Meyer  balanceͿ͗ ğ ůĂ ƐĞǌŝŽŶĞ ĐŚĞ ǀĂůƵƚĂ ů͛ĞƋƵŝůŝďƌŝŽ ĚĞůůĂ
scala Fugl-Meyer, composta da 7 item che possono assumere valori: 0, 1, 2.  
Può assumere valori da 0 (totale incapacità di mantenere autonomamente 
ů͛ĞƋƵŝůŝďƌŝŽƐŝĂŝŶƉŽƐŝǌŝŽŶĞƐĞĚƵƚĂĐŚĞŝŶƐƚĂǌŝŽŶĞĞƌĞƚƚĂ), a 14 (capacità di 
stare autonomamente in equilibrio mono e bi podalico e di compensare delle 
perturbazioni). 
x  Rivermaid: è la scala della capacità di eseguire compiti motori divisa in tre 
variabili: generale (assume valori da 0 per capacità pessima a 13 per capacità 
ottima), arto inferiore (con valori da 0 per capacità pessima a 10 per capacità 
ottima) e totale che è la somma delle due variabili precedenti (con valori da 0 
per capacità pessima a 23 per capacità ottima). 
x  Tinetti: è la scala di valutazione dell'equilibrio divisa anch'essa in tre variabili: 
equilibrio statico (con valori da 0 per equilibrio ottimo a 26 per caduta del 
paziente), equilibrio dinamico (con valori da 0 per equilibrio ottimo a 9 per 
caduta) e totale, che è anche in questo caso la somma delle due precedenti 
valutazioni (con valori da 0 per capacità ottima a 35 per caduta). Per questo 
gruppo di variabili la scala di valori è inversa rispetto a tutte le altre: ossia una 
valutazione bassa è tipica di un individuo sano, mentre una valutazione alta è 
sintomo di una fase avanzata della malattia. Le variabili del gruppo Tinetti, 
con  quelle  del  gruppo  Rivermaid  e  l'FMbalance,  costituiscono  le  variabili 
cliniche funzionali dello studio. 
 
 
x  Sensory  Organization  Test  (SOT):  valutazione  strumentale  delle  capacità 
sensoriali del paziente. Racchiude al suo interno tre variabili distinte, tutte con 
valori da 0 (capacità sensoriale pessima) a 100 (capacità sensoriale ottima). La 
prima variabile è SOM (somatosensoriale) e rappresenta l'abilità del paziente 32 
 
di  utilizzare  l'input  del  sistema  sensoriale  per  mantenere  l'equilibrio.  La 
seconda è VIS (visivo), che valuta la capacità del paziente di utilizzare l'input 
del  sistema  visivo  per  mantenere  l'equilibrio.  Infine,  la  terza  è  VEST 
(vestibolare) e determina l'abilità del paziente ad utilizzare l'input del sistema 







x  Limit Of Stability (LOS): è la valutazione dinamica dell'equilibrio. I parametri 
calcolati  dal  sistema  costituiscono  le  variabili  cinematiche  dello  studio.  La 
prima è l'RT (Reaction Time) che misura il tempo, in secondi, che intercorre 
ƚƌĂŝůƐĞŐŶĂůĞĚŝ͞ŵƵŽǀĞƌƐŝ͟ĞŝůŵŽŵĞŶƚŽŝŶĐƵŝŝůƉĂǌŝĞŶƚĞĞĨĨĞƚƚŝǀĂŵĞŶƚĞ
inizia il movimento.  La seconda è l'MVL (Movement Velocity) che è la velocità 
dei  movimenti  del  centro  di  gravità  (COG),  misurata  in  gradi  al  secondo, 
calcolata tra il 5% e il 95% della distanza tra l'inizio del movimento e il punto 
di  fine  escursione.  La  terza  è  l'EPE&MXE  (Endpoint  Excursion  &  Maximum 
Excursion)  che  è  la  percentuale  del  limite  di  stabilità  massimo  calcolata 
usando la distanza che deve percorrere il COG e distanza massima percorsa 
effettivamente. Infine, la quarta è il DCL (Directional Control) ed è il rapporto 
tra il numero di movimenti fondamentali per il raggiungimento dell'obbiettivo 
e  il  numero  di  movimenti  aggiuntivi  e  correttivi.  Riflette  il  livello  di 
coordinazione del paziente. 
 
La  raccolta  dei  dati  relativi  alle  variabili  di  tipo  sensoriale  e  cinematico  viene 
ĞĨĨĞƚƚƵĂƚĂ ƚƌĂŵŝƚĞ ů͛ƵƐŽ ĚĞůůŽ Smart  Balance  Master®,  mentre  i  dati  relativi  alle 
ǀĂƌŝĂďŝůŝĨƵŶǌŝŽŶĂůŝǀĞŶŐŽŶŽŵŝƐƵƌĂƚŝĚĂůĨŝƐŝŽƚĞƌĂƉŝƐƚĂ͕ƚƌĂŵŝƚĞů͛ƵƐŽĚŝƐĐĂůĞĐůŝŶŝĐŚĞ
validate. Per tale argomento ĞƉĞƌů͛ŝůůƵƐƚƌĂǌŝŽŶĞ dello Smart Balance Master® si fa 







appena descritte, considerando il test di Shapiro-Wilk con un livello di significatività 
Ƚ= 5% (Shapiro, 1995). 
nome variabile  normalità  p-value 
età  sì  0,913 
annidiagnosi  no  0,00085 
duratatrattamento  no  6.815e-09 
                 
                 Tabella 3.1  Test di normalità per le variabili anagrafiche pre e post trattamento        




               Tabella 3.2  Test di normalità per le variabili cliniche pre e post trattamento. 
 
nome variabile  normalità  p-value 
edss_pre  no  3.213e-05 
FMbalance_pre  no  0.002 
generale_pre  no  0.0001 
artoinf_pre  no  0.001 
rivertotale_pre  sì  0.154 
equilibriostatico_pre  no  0.0093 
equilibriodinamico_pre  no  0.0065 
tinettitotale_pre  no  0.0274 
SOM_pre  no  8.553e-10 
VIS_pre  no  4.116e-08 
VEST_pre  no  0.0009 
RT_pre  sì  0.6305 
MVL_pre  no  9.879e-06 
EPE.MXE_pre  sì  0.6322 
DCL_pre  sì  0.6552 
nome variabile  normalità  p-value 
edss_post  no  2.294e-05 
FMbalance_post  no  0.0002 
generale_post  no  1.343e-05 
artoinf_post  no  0.0001 
rivertotale_post  no  0.028 
equilibriostatico_post  no  0.0139 
equilibriodinamico_post  no  0.0002 
tinettitotale_post  no  0.0109 
SOM_post  no  0.0045 
VIS_post  no  6.835e-05 
VEST_post  no  0.0007 
RT_post  sì  0.8663 
MVL_post  no  2.165e-05 
EPE.MXE_post  sì  0.3023 






                         
Figura 3.3                                                                                                                                                                                                                             










Come  possiamo  notare  dalla  Tabella  3.1,  ů͛ƵŶŝĐĂ ǀĂƌŝĂďŝůĞ ĂŶĂŐƌĂĨŝĐĂ ĐŚĞ ĂĐĐĞƚƚĂ
ů͛ŝƉŽƚĞƐŝĚŝŶŽƌŵĂůŝƚăğů͛Ğƚă͕ŵĞŶƚƌĞĚĂůůĂdabella in 3.2 e dai grafici in Figura 3.3 e 
3.4  le  uniche  variabili  per  cui  si  accetta  la  normalità,  sia  prima  che  dopo  il 
trattamento, sono RT e EPE.MXE. Le variabili Rivertotale e DCL risultano normali solo 
prima del trattamento.  
 
Nel  prossimo  paragrafo vengono  riportati  i  risultati  delle  analisi  preliminari  sulle 
variabili funzionali (Scognamiglio, 2010, Cap. 2),basate sui test di Wilcoxon e test di 






3.2   ANALISI VARIABILI FUNZIONALI 
 
 
Facendo riferimento a Scognamiglio, (2010, Cap.2) si riporta di seguito ů͛ĞůĞŶĐŽĚĞůůĞ
variabili  per  cui  si  sono  riscontrate  delle  differenze  significative  a  livello  di 
trattamento  (studio  VS  controlli)  e  a  livello  di  risultati  pre-post,  riportandone  i 
relativi box-plot ed i p-value dei test applicati (test di Wilcoxon e test t di Student; si 




   Figura 3.5  Scatola a baffi, per terapia, delle differenze pre e post trattamento della variabile FMbalance. 
 
In Figura 3.5 si nota che per la variabile FMbalance  esistono differenze significative 
per  la  terapia  di  studio  tra  i  valori  pre-trattamento  e  post-trattamento  (test  di 
Wilcoxon,  p-value  =  0.004),  mentre  per  la  terapia  di  controllo  non  esistono 
differenze significative tra i valori  pre e post trattamento  (test di Wilcoxon, p-value 
= 0.072). Infine mettendo a confronto le due terapie per FMbalance si evince che il 
trattamento con il feed-back rinforzato è più efficace della terapia in palestra (test di 
Wilcoxon, p-value = 0.012).  
 
Per il gruppo Rivermaid formato dalle variabili generale, arto inferiore e totale si 
riportano i seguenti box-plot: 
 





























































































Figura 3.6  Scatola a baffi, per terapia, delle differenze pre e post trattamento delle variabili generale, arto 
inferiore e totale. 
 
Come si nota dalla Figura 3.6 per le variabili arto inferiore e generale nella terapia di 
studio non si riscontrano differenze significative tra le medie pre e post trattamento 
;ŝůƚĞƐƚĚŝtŝůĐŽǆŽŶĂĐĐĞƚƚĂů͛ŝƉŽƚĞƐŝŶƵůůĂĚŝuguaglianza delle medie con un p-value = 
0.05 per entrambe le variabili). Per la variabile totale, invece, nella terapia di studio, 
si riscontrano differenze significative tra i valori pre e post trattamento (il test di 
tŝůĐŽǆŽŶƌŝĨŝƵƚĂů͛ŝƉŽƚĞƐŝĚŝƵŐƵĂŐůŝĂŶǌĂĚĞůůĞŵĞĚŝĞĐŽŶƵŶƉ-value = 0.007). 
Nella terapia di controllo non si notano risultati significativi per nessuna delle tre 
variabili del gruppo Rivermaid. Infatti, il test di Wilcoxon accetta ů͛ŝƉŽƚĞƐŝŶƵůůĂĚŝ
uguaglianza tra le medie pre e post trattamento con i seguenti p-value: 
 
-  generale                                  p-value = 0.346 
-  arto inferiore                          p-value = 1 
-  totale                                       p-value = 0.149 . 
 
Infine, nel confrontare i due trattamenti, si evince che per la variabile  totale  la 
terapia di studio che utilizza lo Smart Balance Master® (Scognamiglio, 2010, Cap.1), 
è  significativamente  più  efficace  rispetto  alla  terapia  tradizionale  effettuata  in 



























































ŝŶǀĞĐĞ Ɛŝ ĂĐĐĞƚƚĂ ů͛ŝƉŽƚĞƐŝ ŶƵůůĂ Ěŝ ƵŐƵĂŐůŝĂŶǌĂ ƚƌĂ ůĞ ŵĞĚŝĞ ĚĞŝ ĚƵĞ ƚƌĂƚƚĂŵĞŶƚŝ
(generale, p-value = 0.128,  arto inferiore, p-value = 0.05). 
 
 
          Equilibrio statico                                            Equilibrio dinamico                                                    TotaleFigura  
 








































































Per  le  tre  variabili  del  gruppo  Tinetti  sono  emerse  differenze  significative  tra  le 
medie  prima  e  dopo  il  trattamento,  sia  per  la  terapia  effettuata  col  feed-back 
rinforzato sia per la terapia svolta in palestra. 
Di  seguito  si  riportano  i  risultati  del  test  di  Wilcoxon,  con  i relativi  p-value,  per 
ciascuna delle tre variabili: 
         
               variabile                                 p-value trattamento studio            p-value trattamento controllo 
-  equilibrio statico                                      0.002                                                    < 0.001 
-  equilibrio dinamico                                  0.002                                                       0.005 
-  tinetti totale                                           < 0.001                                                    < 0.001 
 
 
Dal confronto dei due trattamenti si conclude che il trattamento con il feed-back 
rinforzato non è mai significativamente più efficace della terapia effettuata in 
palestra per nessuna delle tre variabili (test di Wilcoxon: equilibrio statico, p-value = 
0.363, equilibrio dinamico, p-value = 0.617, tinetti totale, p-value = 0.979).   
 


















































Figura 3.8   Scatola a baffi, per terapia, delle differenze pre e post trattamento delle variabili EPE&MXE e 
DCL. 
 
Infine, per le variabili EPE&MXE e DCL presentate in Figura 3.8 si notano differenze 
significative tra le medie prima e dopo la terapia effettuata col feed-back rinforzato 
(test t di Student, p-value = 0.003 per EPE&MXE e p-value < 0.001 per DCL). 
Per quanto riguarda la terapia effettuata in palestra, invece, non si sono riscontrate 
particolari  differenze  significative  per  la  variabile  EPE&MXE  a  livello  pre  e  post 
trattamento (test t di Student, p-value = 0.266), ŵĞŶƚƌĞƉĞƌ>ƐŝƌŝĨŝƵƚĂů͛ŝƉotesi 
nulla di uguaglianza tra le medie dei due trattamenti (test t di Student,  p-value = 
0.032),  evidenziando  così  un  miglioramento  del  paziente  a  seguito  della 
riabilitazione in palestra. 
Confrontando le due terapie si nota che per la variabile DCL la terapia effettuata 
ƚƌĂŵŝƚĞů͛ƵƚŝůŝǌǌŽĚĞůůŽSmart Balance Master® risulta significativamente più efficace 
rispetto alla riabilitazione in palestra (test t di Student, p-value < 0.001), mentre per 
la variabile EPE&MXE le due terapie risultano praticamente equivalenti (test t di 






 3.3 ALCUNE CONCLUSIONI SULLE ANALISI PRELIMINARI 
 
Nel paragrafo 3.2 si sono evidenziate le differenze tra prima e dopo il trattamento e 
tra le due terapie (studio vs controllo) per alcune delle variabili del dataset. Sulle 
variabili  mancanti,  invece,  non  si  sono  riscontrate  differenze  significative,  e  per 
questo si è deciso di non citarle. 
Le variabili sesso e forma con cui si presenta la malattia (forma 1, forma 2, forma 3), 
messe in relazione con la terapia (pre vs post) e con il tipo di trattamento (studio vs 
controllo), non hanno mai dato luogo a differenze significative per nessuna delle 41 
 
variabili del dataset (il test di Wilcoxon per la variabile sesso e il test di Kruskal e 
Wallis per la variabile forma, ŚĂŶŶŽƐĞŵƉƌĞĂĐĐĞƚƚĂƚŽů͛ŝƉŽƚĞƐŝŶƵůůĂĚŝƵŐƵĂŐůŝĂŶǌĂ
delle medie). Un risultato certo è che la terapia effettuata ƚƌĂŵŝƚĞů͛ƵƐŽĚĞůůŽSmart 
Balance Master® è più efficace della riabilitazione in palestra. 
 
Nel prossimo paragrafo si andrà ad applicare la procedura ANCOVA robusta (Huber, 
1973) sulle variabili per cui si sono riscontrate differenze significative a livello pre-




3.4  APPLICAZIONE DELLA PROCEDURA ANCOVA ROBUSTA 
 
In  questo  paragrafo  viene  utilizzato  il  modello  ANCOVA  robusto,  proposto  nel 
Paragrafo  1.2  (tramite  ů͛uso  della  funzione  rlm  in  R,  Huber,  1973),  sulle  variabili 
citate nel Paragrafo 3.2, per verificare se le differenze notate tra valori pre e post 
trattamento e tra le due terapie possono essere confermate. 
 
Prima di riportare la tabella dei  coefficienti di regressione robusta, è opportuno 
anche richiamare il coefficiente di determinazione robusto R
2
r utile per ottenere una 
misura  della  bontà  di  adattamento  del  modello  ai  dati  (McKean,  1993).  Esso  è 
definito come: 
 
   
                    R
2
r  =   ቌ
σ ࢝࢏ሺ࢟࢏െ࢟ ഥ࢝ሻ(࢟࢏ ෝെ࢟ ҧƸ ࢝)  ࢔
࢏=૚










dove  ݕ തݓ = (1 / σ wi ) σwi yi ,  ҧ Ƹ w =  (1 / σ wi ) σwi þi  e i pesi wi  sono prodotti dagli 
stimatori della regressione robusta. 
Per  le  variabili  FM  balance,  generale,  arto  inferiore,  rivermaid  totale,  equilibrio 
statico,equilibrio dinamico e Tinetti totale  si riporta di seguito la tabella  contenente 
i  coefficienti  stimati  con  la  regressione  ANCOVA  robusta,  i  relativi  livelli  di 
significatività ed il coefficiente di determinazione robusto Rr
2. Si è deciso di applicare 
la procedura ANCOVA solo a queste variabili poiché esse sono le più importanti in 
quanto ƌĂƉƉƌĞƐĞŶƚĂŶŽůĞĐĂƌĂƚƚĞƌŝƐƚŝĐŚĞĨŽŶĚĂŵĞŶƚĂůŝƉĞƌů͛ĞƋƵŝůŝďƌŝŽĞůĂĐĂƉĂĐŝƚăĚŝ
svolgere compiti motori da parte del paziente. 
 
Nome variabile  ࢼ૙ ෢  ࢼ૚ ෢  ࢼ૛ ෢ 
   Robust       
R-squared 
FM balance  0.7686  0.9475  0.3994  0.806 
p-value  0.149  < 0.001  0.013    
generale  1.9707  0.8194  0.2086  0.933 
p-value  < 0.001  < 0.001  0.043    
arto inferiore  -0.0002  1.0000  0.0002  0.890 
p-value  0.699  < 0.001  0.025    
Rivermaid totale  0.9055  0.9591  0.3688  0.854 
p-value  0.137  < 0.001  0.017    
equilibrio statico  -0.3847  0.9163  0.2989  0.572 
p-value  0.878  < 0.001  0.153    
equilibrio dinamico  -0.8510  0.9716  -0.1210  0.412 
p-value  0.967  < 0.001  0.613    
Tinetti totale  -1.3161  0.9547  0.0553  0.222 
p-value  0.984  < 0.001  0.458    
  
Tabella 3.9  Tabella dei coefficienti di regressione robusti della procedura ANCOVA, i p-value relativi al test 
ĚŝŶƵůůŝƚăƉĞƌŽŐŶŝƉĂƌĂŵĞƚƌŽĞĚů͛Z
2
 robusto per ogni modello di regressione stimato. 
 
Dalla figura 3.9 si nota subito che tutti i coefficienti Ⱦƹ 1 relativi alle variabili funzionali 
pre-trattamento risultano essere significativamente diversi da zero (p-value < 0.001). 
Questo risultato conferma che ci sia una forte relazione tra i valori prima e dopo il 
trattamento. 43 
 
>͛ŝŶƚĞƌĐĞƚƚĂĚĞůŵŽĚĞůůŽƐƚŝŵĂƚŽ Ⱦƹ 0 risulta significativa (con Ƚ= 0.05) solo per la 
variabile generale. 
/ůĐŽĞĨĨŝĐŝĞŶƚĞƉŝƶŝŵƉŽƌƚĂŶƚĞĚŝƋƵĞƐƚ͛ĂŶĂůŝƐŝ͕Ⱦ2, relativo alla variabile trattamento 
(studio vs controllo), risulta essere significativo per il modelli stimati relativi alle 
seguenti variabili: 
-  FM balance                p-value = 0.013 
-  arto inferiore            p-value = 0.025 
-  Rivermaid totale           p-value = 0.017 
-  Generale                        p-value = 0.043 
Tale risultato evidenzia una maggior efficacia della terapia effettuata col feed-back 
rinforzato rispetto alla riabilitazione effettuata in palestra. 
 
Figura 4.1 Modello stimato per l'FMbalance (pre e post trattamento) e bisettrice. 
    Legenda: 
                           Trattamento di studio 
                      Trattamento di controllo 
                                      Retta bisettrice       44 
 
 
Figura 4.2 Modello stimato  per arto inferiore (pre e post trattamento) e bisettrice. 
 
  Figura 4.3 Modello stimato per Rivermaid totale (pre e post trattamento) e bisettrice. 
 
    Legenda: 
                           Trattamento di studio 
                      Trattamento di controllo 
                                      Retta bisettrice       
    Legenda: 
                           Trattamento di studio 
                      Trattamento di controllo 
                                      Retta bisettrice       45 
 
Come possiamo notare dalle Figure 4.1 4.2 4.3, il trattamento di studio (retta rossa), 
risulta essere  più  efficace rispetto alla riabilitazione effettuata in palestra (retta 
blu). Tuttavia, il trattamento in palestra risulta migliorare le capacità di equilibrio 
anche se con incrementi diversi.  IŶĨĂƚƚŝ͕ůĞƚƌĞƌĞƚƚĞďůƵƌĞůĂƚŝǀĞĂůů͛ĂŶĚĂŵĞŶƚŽ dei 
pazienti sottoposti al trattamento di controllo nelle tre variabili, non risultano mai al 
di sotto della bisettrice di ogni grafico (retta nera). 
 
  Figura 4.4 Modello stimato per generale (pre e post trattamento) e bisettrice. 
Per la variabile generale del gruppo Rivermaid (Figura 4.4),il trattamento di studio 
(retta  rossa),  non  risulta  mai  al  di  sopra  della  bisettrice  (retta  nera)  e  quindi 
ĐŽŶĨĞƌŵĂ ů͛ĂƐƐĞŶǌĂ Ěŝ ƐŝŐŶŝĨŝĐĂƚŝǀŝƚă ƚƌĂ ǀĂůŽƌŝ ƉƌĞ-post  per  tale  trattamento 
accennata  nel  Paragrafo  3.2.  La  terapia  effettuata  in  palestra  (retta  blu)  risulta 
essere sempre sopra la retta rossa, indicando una differenza tra i due trattamenti, 
ma  risulta  migliorare  le  capacità  motorie  del  paziente  solo  in  maniera  parziale. 
Infatti, tale trattamento (retta blu), non risulta sempre  sopra della bisettrice del 
grafico.  
 
    Legenda: 
                           Trattamento di studio 
                      Trattamento di controllo 
                                      Retta bisettrice       46 
 
Il coefficiente di determinazione robusto per i modelli delle variabili sopra citate è 
molto buono: 
-  FM balance               R
2
r = 0.806 
-  Rivermaid totale           R
2
r = 0.890 
-  arto inferiore            R
2
r = 0.854 
-  generale                     R
2
r = 0.933 . 
 
Questa misura indica un buon livello di adattamento del modello ANCOVA robusto 
ai dati a disposizione, per le quattro variabili appena citate. 
Confrontando  tali  risultati  con  quelli  ottenuti  utilizzando  il  modello  ANCOVA 
ƐĞŵƉůŝĐĞ͕ŽǀǀĞƌŽƐĞŶǌĂů͛ƵƐŽĚĞůůĂƌĞŐƌĞƐƐŝŽŶĞƌŽďƵƐƚĂ;ƐŝǀĞĚĂ^ĐŽŐŶĂŵŝŐůŝŽ͕ϮϬϭϬ
Cap. 3), non si notano grosse differenze. Infatti, per i modelli stimati sulle variabili 
FM balance, generale, arto inferiore, Rivermaid totale, equilibrio statico, equilibrio 
dinamico e Tinetti totale, il parametro Ⱦƹ 1, relativo ai valori pre-trattamento, risulta 
essere  significativamente  diverso  da  zero.  >͛ƵŶŝĐĂ ĚŝĨĨĞƌĞŶǌĂ  da  notare  è  nel 
coefficiente  di  determinazione  dei  modelli  stimati  con  la  procedura  ANCOVA 
semplice per le seguenti variabili:  
-  FM balance               R
2
 = 0.812 
-  Rivermaid totale           R
2
 = 0.920 
-  arto inferiore            R
2
 = 0.897 
-  generale                     R
2
 = 0.847 . 
 
Per le prime tre variabili ( FM balance, Rivermaid totale e arto inferiore) il modello 
ANCOVA  semplice  (Scognamiglio,  2010)  si  adatta  meglio  ai  dati  a  disposizione 
rispetto al modello ANCOVA robusto, mentre per la variabile generale il modello 
robusto sembra essere migliore. 
Tuttavia tale differenza non cambia le conclusioni finali per entrambe le tesi, poiché 
la  terapia  effetƚƵĂƚĂ ƚƌĂŵŝƚĞ ů͛ƵƐŽ ĚĞůůŽ Smart  Balance  Master®  risulta  essere  in 






 3.5         CONCLUSIONI 
 
Le analisi effettuate sul dataset hanno permesso di verificare che il trattamento 
effettuato  con  il  feed-back  rinforzato  apporta  migliorie  significative  alle  variabili 
funzionali ed al livello di coordinazione del paziente (EPE&MXE e DCL), mentre la 
ƚĞƌĂƉŝĂĞĨĨĞƚƚƵĂƚĂƚƌĂŵŝƚĞů͛ĞƐĞƌĐŝǌŝŽŝŶƉĂůĞƐƚƌĂ͕ŶĞŵŝŐůŝŽƌĂůĞĐĂƉĂĐŝƚăŵŽƚŽƌŝĞ͘ 
Tramite l͛ĂƉƉůŝĐĂǌŝŽŶĞĚĞůŵŽĚĞůůŽ ANCOVA robusto è emerso che il trattamento di 
studio è significativamente migliore del trattamento di controllo solo per variabili 
ŝŶĚŝĐĞĚŝĐĂƉĂĐŝƚăŵŽƚŽƌŝĞ;ĂƌƚŽŝŶĨĞƌŝŽƌĞͿĞƉĞƌů͛ŝŶĚŝĐĞĚŝĞƋƵŝůŝďƌŝŽFugl-Meyer. 
Si può concludere, quindi, che ŝůƚƌĂƚƚĂŵĞŶƚŽĞĨĨĞƚƚƵĂƚŽƚƌĂŵŝƚĞů͛ƵƐŽĚĞůůŽSmart 
Balance Master® è un valido strumento per la riabilitazione di pazienti affetti da 
sclerosi multipla. Inoltre, per le variabili citate in precedenza risulta essere migliore 
rispetto alla terapia tradizionale. 
Infine, si è verificato che le variabili sesso e forma della malattia (forma 1, forma 2, 
forma 3) non influenzano mai i risultati per nessuna delle due terapie e non esistono 
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