One might expect rhythms with ratios in the vicinity of the AR to be produced not only fairly accurately but also with a smaller variability from cycle to cycle than other rhythms. Therefore, we examined the mean within-trial standard deviation as a function of target ratio in the different conditions. These data are shown in Figure A1 , with cubic curve fits. The functions indeed have minima in the vicinity of the AR. In addition, the smallest ratios in the low range condition also had low within-trial variability (but large between-participant variability, as just mentioned). Figure A1 here
, with cubic curve fits. The functions indeed have minima in the vicinity of the AR. In addition, the smallest ratios in the low range condition also had low within-trial variability (but large between-participant variability, as just mentioned).
---------------
Insert Figure A1 here ---------------We did not compute the minima of the variability functions for individual participants, but we did determine their location for the average functions shown in the figure. They were (HR = high range, LR = low range, synch = synchronization, cont = continuation): 0.546 (fast, HR, synch), 0.544 (fast, HR, cont), 0.521 (fast, LR, synch), 0.530 (fast, LR, cont), 0.510 (slow, HR, synch), 0.512 (slow, HR, cont), 0.510 (slow, LR, synch), 0.510 (slow, LR, cont) . Unlike the accuracy results, these minima suggest a range Repp et al.: Two-interval rhythm production 2 effect at the fast tempo, but not at the slow tempo. However, this may not be a reliable result because the minima of the low-range functions, being near the upper end of the range, are not well defined. The results do confirm a larger USAR at the fast than at the slow tempo.
There were also clear effects of tempo and task on variability. A 2 (tempo) × 2 (range) × 2 (task) × 5 (ratio) ANOVA on the five ratios shared by the two range conditions confirmed what can be seen in the figures, namely that ratio variability was consistently greater at the fast than at the slow tempo, F(1, 9) = 101.42, p < .001, and also greater in synchronization than in continuation, F(1, 9) = 32.48, p < .001. The main effect of range was not significant, F(1, 9) = 2.34, p = .160. There was a significant main effect of ratio, F(4, 36) = 6.99, p = .004, reflecting a decrease in variability as the ratio increased. This is consistent with the AR being above 0.5, because the shared range of five ratios was centered on 0.5 and should have yielded a U-shaped function if the AR had been exactly at 0.5. The decrease was more pronounced in synchronization than in continuation, which was confirmed by a significant Task × Ratio interaction, F(4, 36) = 5.20, p = .009. However, the Range × Ratio interaction, F(4, 36) = 2.56, p = .069, and the Tempo × Ratio interaction, F(4, 36) = 2.22, p = .086, did not reach significance.
Experiment 2. The variability functions were rather flat for all groups and conditions and did not suggest clear minima; therefore, we do not show them in a figure.
As in Experiment 1, musicians' variability was lower in continuation than in synchronization, F(1, 8) = 59.97, p < .001, and lower at the slow than at the fast tempo, F(1, 8) = 57.17, p < .001. The non-musicians' variability was clearly larger than the musicians' and showed much larger individual differences. The Leipzig non-musicians Repp et al.: Two-interval rhythm production 3 were less variable in continuation than in synchronization, F(1, 11) = 11.07, p = .007, but in contrast to musicians they were more variable at the slow than at the fast tempo, F(1, 11) = 5.66, p = .037. The Northfield non-musicians, like the musicians, showed lower variability at the slow than at the fast tempo, F(1, 10) = 21.20, p = .001. The main effect of task did not reach significance for them, but the Task x Tempo interaction did, F(1, 10) = 6.61, p = .028, because only at the slow tempo was their variability higher in synchronization than in continuation.
Tempo of Continuation Tapping
Experiment 1. During synchronization, mean cycle durations were obviously very close to the target durations because there were no failures to synchronize. During continuation, however, considerable deviations from the target interval occurred, with large individual differences in direction and magnitude. Nevertheless, mean cycle durations at the fast tempo were close to the target value of 810 ms for all interval ratios in both ranges ( Figure A2 , panel A). At the slow tempo, by contrast, there was a general tendency to tap too slowly, and interestingly that tendency depended on the interval ratio ( Figure A2 , panel B). In the high range condition, mean cycle duration increased steadily as the ratio increased, F(8, 72) = 2.63, p = .049, and decomposition into orthogonal contrasts showed that only the linear component of the increase was significant, F(1, 9) = 10.17, p = .011. In the low range condition, mean continuation cycle duration was a Vshaped function of ratio with the minimum at 0.45. The main effect of ratio fell short of significance, F(8, 72) = 2.55, p = .072, but its quadratic component was significant, F(1, 9) = 7.65, p = .022. The trends within the two ranges were consistent with each other: A 2 Repp et al.: Two-interval rhythm production 4 (range) × 5 (ratio) ANOVA on the data for the five shared ratios showed only a significant main effect of ratio, F(4, 36) = 7.01, p = .002, due to a significant linear increase in cycle duration with ratio, F(1, 9) = 12.42, p = .006. Figure A2 here
It might also be asked whether the deviation of a produced i1:i2 ratio from its target value was due more to deviation of i1 from its target value or to deviation of i2 from its target value. During synchronization, the cycle duration was constrained, and therefore i1 and i2 deviations had to be complementary. During continuation, cycle durations could be longer or shorter than the target values, but since mean ratios were generally similar to those produced during synchronization, i1 and i2 deviations were still largely complementary within the mean produced cycle duration. In other words, a slowing or speeding up of continuation tempo tended to affect both i1 and i2, and ratio tended to scale with tempo. At least this was our informal impression from inspecting the relevant data, which we did not analyze in great detail. We also did not determine whether tempo changes from synchronization to continuation were gradual or abrupt.
Experiment 2. Figure A3 shows the mean continuation cycle durations for musicians and non-musicians in the same graphs. It is evident that all groups, on average, adhered well to the fast tempo during continuation; only the Northfield non-musicians tended to speed up a bit. In the slow tempo condition, however, both non-musician groups accelerated greatly, whereas musicians tended to slow down slightly, as in Experiment 1. In non-musicians there was a tendency to speed up more with smaller Repp et al.: Two-interval rhythm production 5 ratios, but individual differences were very large, and there were no significant effects of ratio.
---------------Insert Figure A3 here ---------------Experiment 3. Here the continuation cycle durations showed a remarkably systematic pattern that is shown in Figure A4 . At both tempi, the continuation tempo tended to be too fast in the M2T3 condition and too slow in the M3T2 condition, with the M3T3 condition in between. A 3 (condition) x 2 (tempo) x 5 (ratio) ANOVA on the deviations from the target cycle durations showed the main effect of condition to be highly reliable, F(2, 18) = 18.27, p < .001. The only other significant effect was the main effect of ratio, F(4, 36) = 6.98, p = .005, which especially at the slow tempo showed a pattern similar to that observed in Experiment 1, with a minimum at a ratio below 1:2.
None of the interactions in this analysis was close to significance, and there was no main effect of tempo either. Figure A4 here
Thus, the tempo of continuation tapping was affected by an additional tone or tap, in opposite directions: An extra tone during i2 (M3T2) slowed the continuation tempo, whereas an extra tap during i2 (M2T3) sped it up. It seems very likely that these results are related to the previously demonstrated effect of subdivision on the subjective duration of an interval (Repp, 2008; Repp & Bruttomesso, 2009) . We expected that effect to be Repp et al.: Two-interval rhythm production 6 restricted to i2, but instead it seemed to affect the whole cycle duration. (Indeed, some precedents for such a "spreading" effect of subdivision can be found in Repp & Bruttomesso.) The observed effects are in the predicted direction: When there was an additional tone (M3T2), the perceived cycle duration was subjectively lengthened, resulting in a slower continuation tempo. When an additional tap was made (M2T3), the perceived cycle duration of the taps, but not that of the remembered rhythm template, was subjectively lengthened, leading to compensatory acceleration during continuation. In the M3T3 condition, the two opposed effects presumably canceled each other out.
There was little evidence that subdivision of i2 stretched the subjective duration of i2 relative to i1. This should have resulted in a general reduction of produced ratios in condition M3T2, but a general increase of produced ratios in condition M2T3, and little change in condition M3T3. This was not found. On the contrary, produced ratios tended to be relatively normal (in comparison with Experiments 1 and 2) in condition M3T2, but reduced in conditions M2T3 and M3T3. The largest target ratio (0.57), however, was reduced only in condition M2T3. It may be that i2 was not a functional interval in conditions M2T3 and M3T3, and also during synchronization in condition M3T2, because a three-interval rhythm was heard and/or produced. During continuation in condition M3T2, participants may have mentally continued to subdivide i2, which may have attenuated any effect of subjective interval lengthening.
Inter-tap Interval Durations in Experiment 3
Two questions of interest in Experiment 3 were how participants timed their third tap in the unconstrained M2T3 condition, and whether any tendencies that emerged Repp et al.: Two-interval rhythm production 7 during that condition would persist in the M3T3 condition, where the rhythm templates during synchronization encouraged placement of the third tap at the midpoint of the long interval because the third tone occurred exactly at the midpoint.
The results are shown in Figure A5 as a function of the short target interval (i1).
The rising diagonal is the identity line for i1. The falling diagonal is the identity line for i2/2. Thus, if participants had produced i1 accurately and had placed their third tap at the midpoint of i2, the data point for i1 should fall on the positive diagonal, whereas the data points for i2a and i2b (the two parts of the subdivided i2) should coincide and fall on the negative diagonal. For the 1:2 rhythm (i1 = 270 or 470 ms), all three data points should coincide with the intersection of the two diagonals if production was isochronous. Figure A5 here
Results for synchronization and continuation were generally similar. The data for i1 in Figure A5 resemble those for the corresponding ratios in Figure 5 and therefore do not need to be discussed further. It is the pattern of i2a and i2b that is of interest. As can be seen, i2a was longer than i2b, on average, indicating that the third tap was typically placed after the midpoint of i2, even in the 1:2 rhythm. This could have been due to the asymmetric left-right-right or right-left-left pattern of tapping, which may have caused the within-hand interval (i2a) to be longer than the between-hand interval (i2b) because of repeated use of the same hand. However, this deviation from isochrony was much smaller in the M3T3 condition than in the unconstrained M2T3 condition, which suggests that it was not obligatory, or only to a limited degree. For rhythms other than 1:2, the Repp et al.: Two-interval rhythm production 8 division of i2 was even more uneven than with 1:2, especially in the M2T3 condition but also in the M3T3 condition. In general, the patterns of i2 division were similar in the two conditions, only less pronounced in M3T3 than in M2T3. (The main differences between the two conditions occurred in i1, which had implications for the production of i2, but not necessarily for the subdivision of i2.)
We conducted two ANOVAs on these data, the first on the i2a and i2b durations, and the second on the i2a/i2 ratios. The first analysis, a 2 (condition) × 2 (tempo) × 2 (task) × 2 (interval) × 5 (ratio) ANOVA, yielded a number of significant effects, of which the main effects of tempo and ratio are obvious. Noteworthy effects include a significant main effect of interval, F(1, 9) = 34.15, p < .001, which confirms that i2a was generally longer than i2b, and an Interval x Ratio interaction, F(4, 36) = 6.67, p < .001, which indicates that the difference between the two intervals varied with ratio. There were also some significant higher-order interactions involving interval, whereas the Condition by Interval interaction fell short of significance, F(1, 9) = 4.50, p = .063. The second analysis, a 2 (condition) × 2 (tempo) × 2 (task) × 5 (ratio) ANOVA, was more straightforward, as it neutralized tempo and no longer included interval as a variable. It yielded a significant main effect of ratio, F(4, 36) = 5.50, p = .021, and a non-significant main effect of condition, F(1, 9) = 3.88, p = .080; these main effects correspond to the interactions of these variables with interval in the first analysis. Two other effects were significant: the Task x Ratio interaction, F(4, 36) = 5.25, p = .012, and the Task x Tempo x Ratio interaction, F(4, 36) = 5.21, p = .006. They indicate that the subdivision of i2 depended on all three of these variables. However, none of the interactions involving Repp et al.: Two-interval rhythm production 9 condition reached significance, which means that participants' subdivision strategies were essentially similar in the M2T3 and M3T3 conditions. Some striking individual differences were observed in the M2T3 condition. For small ratios at the fast tempo, two participants (one being author BHR) showed a pattern opposite to that evident in panel A of Figure A5 , with the i2b interval being much longer than the i2a interval. (Note the large standard errors in the figure. ) Only BHR also showed that pattern at the slow tempo. In the M3T3 condition, the data of these two participants did not deviate as clearly from the mean pattern. The dashed diagonal line with positive slope is the identity line for i1. The dashed
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