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We study the fate of a two-dimensional system of interacting fermions with Rashba spin-orbit
coupling in the dilute limit. The interactions are strongly renormalized at low densities, and give rise
to various fermionic liquid crystalline phases, including a spin-density wave, an in-plane ferromagnet,
and a non-magnetic nematic phase, even in the weak coupling limit. The nature of the ground state
in the low-density limit depends on the range of the interactions: for short range interactions it
is the ferromagnet, while for dipolar interactions the nematic phase is favored. Interestingly, the
ferromagnetic and nematic phases exhibit strong deviations from Fermi liquid theory, due to the
scattering of the Fermionic quasi-particles off long-wavelength collective modes. Thus, we argue
that a system of interacting fermions with Rashba dispersion is generically a non-Fermi liquid at
low densities.
I. INTRODUCTION
The realization of strongly spin-orbit coupled fermion
systems in low dimensions, either in solid state or cold
atomic setups,1–6 calls for an understanding of the in-
terplay between many-body interactions and spin-orbit
coupling. One of the effects of spin-orbit coupling in
solids is to modify the dispersion relation of electrons;
as a result, inter-particle interactions can be effectively
enhanced. For example, in the case of Rashba-type spin
orbit coupling (which occurs in two-dimensional electron
gases in quantum wells without inversion symmetry), the
dispersion minimum occurs on a nearly-degenerate ring
in momentum space, instead of a single minimum at
k = 0. This leads to quenching of the kinetic energy
at low densities, and hence many-body interactions be-
come increasingly important. It has been argued that in
the low-density limit and in the presence of short-range
repulsive interactions, a host of “electronic liquid crystal”
phases can be stabilized,7 including nematic, ferromag-
netic nematic, and anisotropic Wigner crystal phases.7,8
In bosonic systems, Rashba spin-orbit coupling can lead
to unusual phases, as well.9–15
Here, we analyze the fate of an interacting two-
dimensional system of fermions with strong Rashba-type
spin orbit coupling in the low-density limit. In this
limit, the two-particle effective low-energy interaction is
strongly renormalized, and obtains a universal form.11?
We analyze the phase diagram, and find a competition
between several symmetry-broken liquid states, including
a spin-density wave, nematic, and an in-plane ferromag-
netic nematic phase (Fig. 1); in the case of short-range
interactions, the ground state in the extreme low-density
limit is the ferromagnetic nematic, whereas with inter-
actions that decay as 1/r3, where r is the inter-particle
distance (which is the case, e.g., for Coulomb interactions
screened by a nearby metallic gate, or for dipolar parti-
cles with dipole moments pointing perpendicular to the
plane), the ground state is a non-polarized nematic.
Finally, we argue that the ferromagnetic and nematic
phases are expected to be non-Fermi liquids, due to the
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FIG. 1. (a) The Fermi surface in the Fermi liquid (FL), fer-
romagnetic (FM), and nematic (N) phases. (b) The phase
diagram of the dilute Rashba gas with short range interac-
tions, as a function of the dimensionless density n˜ = n/k20
and dimensionless bare interaction strength U˜ = (k20/2ε0)U .
strong scattering of quasi-particles near the Fermi surface
off the Goldstone modes of the ordered state.16–18 In the
ferromagnetic phase the strong coupling to the magnetic
Goldstone modes is generated by spin-orbit coupling19,20.
Rashba spin-orbit coupling thus offers a natural route
to realizing a non-Fermi liquid phase. This phase has
been studied extensively in the literature16–26; although
its nature is still not completely understood, it is believed
to be characterized by anomalous power law temperature
dependence of physical quantities, such as the specific
heat and the resistivity.
Our results are particularly relevant for cold atom ex-
periments. We present an alternative method to study
the strongly interacting regime of cold Fermi gases with-
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2out tuning too close to the Feshbach resonance.27 In a
spin-orbit coupled gas, the interactions are effectively
enhanced due to the large density of states in the low-
density limit. This is crucially different from tuning to
the Feshbach resonance from the repulsive side, where
the decay time to the bound state becomes very short.28
Formation of molecules limits the range of accessible in-
teraction strength and has prevented the observation of
the ferromagnetic instability thus far.27
This paper is organized as follows. Sec. II describes
the model Hamiltonian. In Sec. III we calculate the exact
two-particle T-matrix for the case of short ranged inter-
actions. The T-matrix is then used to approximate the
effective interactions in the low-density limit. In Sec. IV
we numerically compute the phase diagram presented in
Fig. 1.b. Sec. V analyzes the case of dipolar interac-
tions. We then turn to discuss the validity of our results
for systems that do not possess perfect rotational sym-
metry in Sec. VI. Finally, we analyze the effects of the
collective mode fluctuations including the stability of the
ordered phases to quantum fluctuations and their effect
on the lifetime of quasi-particles near the Fermi surface
in Sec. VII.
II. MODEL HAMILTONIAN
We consider a system of fermions in two dimensions
with a Rashba-type spin-orbit coupling. The single-
particle Hamiltonian is
H0 =
∑
k
c†kHˆ(k) ck (1)
where Hˆ(k) = k
2
2m−µ+ε0−α(k×σ)·zˆ, α is the strength of
the spin-orbit coupling, µ is the chemical potential, and
ε0 = mα
2/2 is the spin-orbit energy scale. c† = (c†↑, c
†
↓)
is a two component spinor and σ is the vector of Pauli
matrices in the same basis. Since we are interested in the
low density limit, µ  ε0, we will consider only the low
energy band, whose dispersion is
εk = ε0 (k − k0)2 /k20 , (2)
where k0 = mα is the radius of the circular disper-
sion minimum. The annihilation operator for a par-
ticle in this band is ψk =
(
c↑ + i eiφkc↓
)
/
√
2, where
φk ≡ arctan (ky/kx) is the angle of the vector k (which
is perpendicular to the spin direction). For µ < ε0 the
Fermi sea has the topology of an annulus, with two con-
centric Fermi surfaces at k = k0±kF , where kF =
√
2mµ.
The single particle density of states is
ρ(µ) = ρ0
k0
kF
,
where ρ0 ≡ m/pi.
The fermions interact via a two-particle repulsion. We
will focus on two physically relevant cases: short range
𝑘0
2𝑘𝐹
2Λ𝑖
𝑘𝑥
𝑘𝑦
2Λ𝑓
2𝑘𝐹
𝑥
2𝜃𝐹
(b)(a)
2𝑘𝐹
𝑦
FIG. 2. (a) The Fermi sea in the Fermi liquid state defined
by the radii k = k0 ± kF and the two high energy shells at
k0 −Λi < k < k0 −Λf and k0 + Λf < k < k0 + Λi. (b) Fermi
sea in the FM phase. The Fermi surface is highly anisotropic
characterized by the Fermi wavelength in the radial direction
kxF and in the azimuthal direction k
y
F ≈ k0θF .
(contact) interactions, which are natural in the context
of cold atomic gases, and dipolar interactions that de-
cay as 1/r3, occurring in two-dimensional electron gases
with a nearby screening metallic gate. For simplicity,
we consider contact interactions first. The interaction
Hamiltonian projected to the lower band is written as
HI = 1
4Ω
∑
kk′Q
Γ0(k,k
′;Q) ψ†k+Qψ
†
k′−Qψk′ψk , (3)
where Γ0(k,k′;Q) = U eiφk,k+Q and U is the strength of
the interaction, Ω is the volume, φa,b ≡ φa−φb, and the
factor of eiφk,k+Q arises from the projection to the lower
spin-orbit band. More extended dipolar interactions will
be considered later.
III. RENORMALIZATION OF THE
TWO-PARTICLE VERTEX
We now turn to discuss the renormalization of the two-
particle interactions in the case of a circular dispersion
minimum. The derivation of the renormalized interaction
proceeds along similar lines to that of Ref. ? .
We are interested in the corrections to the bare inter-
action vertex (3) generated by integrating out high en-
ergy virtual states, which lie in the two momentum shells
k0 − Λi < q < k0 − Λf and k0 + Λf < q < k0 + Λi (see
Fig. 2.a). Here Λi is the high momentum cutoff (which
is initially taken to be of order k0) and Λf is the low
momentum cutoff (which is of order kF ). This procedure
resembles the momentum shell renormalization group ap-
proach for fermions,29 except for the fact that here we are
integrating out empty states at energies greater than the
Fermi energy µ. In this case only the Bardeen-Cooper-
Schrieffer diagram29 contributes (see Fig. 3.a). Summing
all ladder diagrams we obtain the two particle T-matrix
Γ(ω,k,k′;Q) =
Γ0(k,k
′;Q)
1 + B(ω,P )U , (4)
3where P = k+k′, ω is the sum of the frequencies of the
incoming particles, Q is the momentum transfer in the
scattering, and B(ω,P ) = ∫
dΛ
d2q
(2pi)2
1−eiφqP−q
−iω+ξq+ξP−q . Here,
dΛ denotes integration over the regions where both q and
P − q belong to the shells that are integrated out, and
ξk ≡ εk − µ.
In the dilute limit, k, k′ ' k0 such that P '
2k0| cos φk,k′2 |. The renormalized forward scattering in-
teraction (Q = 0 and Q = k′ − k, ω = 0) assumes the
form
V (φk,k′) =
2 sin2
φk,k′
2
1
U + B(0, 2k0| cos
φk,k′
2 |)
(5)
The angular dependance of the interaction (5) for dif-
ferent values of Λf is presented in Fig. 3.b. We iden-
tify two important features. First, for forward scattering
(φk,k′ ∼ 0) the interaction vanishes as V ∼ Uφ2k,k′/2
for all values of Λf . This is because of the Pauli exclu-
sion between spin states with equal orientation. Second,
a strong renormalization occurs when the two incoming
momenta have opposite directions (φk,k′ ∼ pi), where the
bare interaction is maximal. The strong renormalization
results from the large phase space for scattering into the
high energy shells when P ' 0.
One can write analytic expressions for the renor-
mailzed interactions near the points φ = 0, pi? . As men-
tioned above, in the case of φk,k′  1,
V (φk,k′ ' 0) ≈ U
2
(
φk,k′
)2
. (6)
On the other hand, for (φk,k′ ' pi) and Λf  k0, the
effective interaction assumes a universal form
V (φk,k′ ' pi) ≈ Λf
4ρ0k0K
(
− P 2
2Λ2f
) , (7)
where K(x) =
∫ pi/2
0
dx(1 − x cos2 x)−1/2 is the com-
plete elliptic integral of the first kind, which decays as
K(−x) ≈ log x√
8x
for x→∞.
IV. MEAN-FIELD PHASE-DIAGRAM
To obtain the zero temperature phase diagram
(Fig. 1.b) we use a mean-field approximation with the
renormalized interactions (4). First, we compare the
energy of two uniformly ordered (translationally invari-
ant) trial states: the ferromagnet (FM) and nematic (N)
phase. We then check the stability of these phases to-
wards a spin-density wave state (SDW).
Let us start from the uniform phases. The Fermi sur-
faces of the FM and N phases presented in Fig. 1.a are
naturally favored by the angular dependance of the renor-
malized interaction (5). This is because the interaction
is minimal at φkk′ = 0 and φkk′ = pi and therefore quasi-
particles pairs have the lowest interaction energy when
π/2
π
3π/2
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U
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U
2
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FIG. 3. (a) A diagrammatic representation of the ladder series
for the T-matrix. (b) The angular dependance of the effective
interaction (5) for different values of the lower momentum
cutoff Λf .
their momenta are collinear. The FM state is obtained
by confining the particles to a finite segment of the ring
centered around a specific direction in momentum space,
for example kˆ = xˆ (as in Fig. 2.b). The spin, which is
locked perpendicular to the momentum direction, has a
non-zero average value. As a result the FM phase breaks
time-reversal and rotational symmetry. The N state is
obtained similarly by confining the fermions to two such
Fermi surfaces residing on two opposite sides of the de-
generacy ring. In this case the spin-density is zero on
average, and therefore this state breaks only rotational
symmetry.
To compare the ground state energy of the FM and N
states we expand the interaction (5) in Fourier compo-
nents
V (φkk′) =
∑
l
Vle
il(φk−φk′ ) . (8)
The trial wave functions are generated by the mean-field
Hamiltonian
HNMF = H0 −
∑
kl
hl cos(lφk)nk , (9)
where we will restrict ourselves only to l = 1, 2 so-
lutions (which are ferromagnetic and nematic, respec-
tively). Minimizing the expectation value of the full
Hamiltonian with respect to µ, h1 and h2 yields the equa-
tions (see Appendix A)
n =
1
Ω
∑
k
〈nk〉, (10)
h1 = −2V1
Ω
∑
k
cosφk 〈nk〉, (11)
h2 = −2V2
Ω
∑
k
cos 2φk 〈nk〉 . (12)
4The FM state is characterized by h1 6= 0, while the N
phase corresponds to h2 6= 0 and h1 = 0. At sufficiently
low density, the ground state is always the FM state;
upon increasing the density, there is a first-order transi-
tion to a N state, followed by another first-order transi-
tion to a rotationally invariant FL state. The fact that
the transitions are of first order is associated with the
presence of a nearby van Hove singularity in the density
of states.30
We now turn to discuss the stability of the uniformly
ordered states towards textured phases (either spin or
charge density waves). First we note that in the low-
density limit the Fermi surface contains nearly nested
segments which are separated by q = 2kF , where 2kF
is the Fermi wavelength along the radial direction. As
a result, the charge and spin susceptibility χρ,σ(q) are
sharply peaked at q = 2kF ? (see Appendix B). For suffi-
ciently short-range interactions, the FM phase is always
stable to SDW and CDW formation in the low density
limit. This is because the system is nearly spin polar-
ized, and the interaction between fermions on the Fermi
surface is small.
The FL and N phases become unstable to SDW forma-
tion when the Stoner criterion V1χ⊥(q) = 1 is satisfied,
where χ⊥(q) is the in-plane spin-susceptibility transverse
to q (see Appendix B). The transition lines to the SDW
phase are shown as dashed lines in Fig. 1.
In the low density limit, the angular size of the Fermi
surfaces in the FM and N phases becomes small. We
can then utilize the asymptotic analytic expressions for
the effective interaction near φk,k′ = 0, pi [Eqs. (6,7) and
Ref. ? ] to estimate the ground state energy. The shape
of the Fermi surfaces is highly anisotropic, kxF  kyF ,
where kxF (k
y
F ) is the Fermi wavelength along the radial
(azimuthal) direction (see Fig. 2.b).
In the N phase, the Fermi surface consists of two such
anisotropic patches. In this case, the inter- and intra-
patch interactions are given by (6) and (7), respectively.
(The lower cutoff for the renormalization procedure of
the interaction is taken to be Λf = 2kxF .) The total
momentum P = |k + k′|, which enters the inter-patch
interaction (7), is much greater than kxF , over most of
the Fermi surface. We can therefore use the approximate
form of (7) for P  Λf :
V (φkk′ ' pi) ≈ |φkk
′ − pi|
4ρ0 log k0/kxF
. (13)
On the other hand, the intra-patch interaction (6) decays
quadratically at small angles.
The total energy per particle in the N phase scales as
εN ∝
(
ε0
ρ20k
4
0
)1/3
n4/3(
log
k20
n
)2/3 . (14)
while in the FM phase the energy per particle is
εFM ∝
√
Uε0
k20
n3/2.
We conclude that for short-ranged interactions in the zero
density limit, the ground state is FM, in agreement with
Ref. 7.
V. DIPOLAR INTERACTIONS
We now turn to discuss the case of dipolar interactions,
which decay as 1/r3 at large distances. In Fourier space,
the interaction is given by Ud(q) ≈ v1 − v2q for small q.
The corresponding bare interaction vertex assumes the
form
HdI =
1
Ω
∑
p,p′,P
Γd0(p,p
′;P )ψ†
p′ψ
†
P−p′ψP−pψp , (15)
where the vertex function is given by
Γd0(p,p
′;P ) = Ud(|p− p′|)× (16)[
1 + eiφp,p′ + eiφP−p,P−p′ + eiφp,p′+iφP−p,P−p′
]
.
The one-loop correction to the effective interaction then
takes the form
Bd(ω,P ) =
∫
dΛ
d2q
(2pi)2
[
Γd0(p, q;P )Γ
d
0(q,p
′;P )
−iω + ξq + ξP−q (17)
− Γ
d
0(p, q;P )Γ
d
0(P − q,p′;P )
−iω + ξq + ξP−q
]
.
The interaction vertex (16), which now depends non-
trivially on the momentum transfer Q = p − p′, be-
comes particularly simple in the limits of interest: (i)
the Cooper channel (P  k0) and (ii) forward scattering
(P ' 2k0). For Cooper channel scattering, case (i), the
bare vertex (16) becomes a function of a single angle
Γd0(φpp′) = Ud(φpp′)
[
1 + eiφpp′
]2
. (18)
We expand (18) in Fourier components Γd0(φpp′) =∑
m Γ
d
0,me
imφpp′ and insert it into (17) to obtain?
Bd(P ' 0) = −4ρ0 k0
Λf
K
(
− P
2
2Λ2f
) ∞∑
m=1
[1−(−1)m](Γd0,m)2
(19)
in the Λf → 0 limit. Note that m denotes the total
angular momentum (orbital plus spin), and that only the
odd ones contribute. The different angular momentum
channels decouple in the ladder series (Fig. 3.a) due to
conservation of angular momentum, just as in equation
(4). In the low density limit they all assume a universal
form
Γd2m+1(φkk′ ' pi) ≈ Cd(φkk′) ≡
|φkk′ − pi|
4ρ0 log
(
k0
Λf
) . (20)
5where k = p, k′ = P − p. The total angle dependant
interaction then assumes the form
Vd(φkk′ ' pi) = Cd(φkk′)× (21)
lim
N→∞
1
N
N∑
m=0
ei (2m+1)φpp′ = Cd(φkk′) δφpp′ ,0
Overall for Cooper channel scattering we obtain the same
result as for short-ranged interactions (7).
In the case of forward scattering, P ' 2k0, the inte-
grand of (17) diverges at q = p and q = P − p. The
integral is dominated by the vicinity of these two points,
whose most divergent contribution as Λf → 0 is
Bd(φkk′) ≈
[
U˜d(φkk′)
]2
| sinφkk′ | ρ0 log
(
k0
Λf
)
(22)
where U˜d(φkk′) ≡ 2Ud(0)−(1+cosφkk′)Ud(2k0| sin φkk′2 |)
which decays linearly near φkk′ = 0 U˜d(φkk′) ≈
2v2k0|φk,k′ |. Summing up the ladder series we have
Vd(φkk′ ' 0) = U˜d(φkk
′)
1 + Bd(φkk′)U˜d(φkk′)
.
Therefore, just as in the case of short-ranged interactions,
we recover the bare interactions for small angle scattering
(φkk′ ' 0):
Vd(φk,k′ ' 0) ≈ 2v2k0|φk,k′ | . (23)
Using the asymptotic form of the effective interaction,
Eqs. (21) and (23), we can estimate the ground state in
the zero density limit, just as we have for short ranged
interactions at the end of section IV. The crucial differ-
ence is that now the forward scattering term (23) decays
linearly to zero near φkk′ ' 0 and not quadratically as it
did for short-ranged interactions (6). As a result, the en-
ergy of the FM phase scales as εFM ∝ n4/3, whereas the
scaling of the energy of the N phase is unmodified com-
pared to contact interactions [Eq. (14)]. Therefore, we
conclude that for dipolar interactions, the ground state
in the zero density limit is the nematic state, due to the
logarithm in Eq. (14). This connects to the results of
Ref. 7, which predicted that for interactions that decay
like 1/ra the value a = 3 is critical, separating between
the anisotropic Wigner crystal (AWC) and the FM. The
N phase can be viewed as a melted version of the AWC
phase.
VI. EFFECTS OF BREAKING OF THE
ROTATIONAL SYMMETRY
Most physical realizations of the dispersion (2) will in-
clude additional terms which break the rotational sym-
metry. In solid state systems such terms arise from the
underlying lattice, while in cold atom systems they are
due to the Raman lasers.6 To study the effects of these
terms on our results, we add the symmetry breaking term
H = −α(− 1)kyσy. (24)
to the Hamiltonian (1). Here  ≤ 1 is a parame-
ter that describes the degree of a two-fold anisotropy
( = 1 corresponds to the isotropic case). In this
case, the low-energy helical quasi-particles are given by
ψk =
(
ck↑ + i eiφ˜kck↓
)
, with tan φ˜k = ky/kx. We cal-
culate the effect of the symmetry breaking term on the
solution of the self-consistency equations (10-12) for the
case of a FM transition.
Before discussing the results, we note that the sym-
metry breaking term (24) does not modify the renormal-
ization of interactions presented in section III as long as
the Fermi energy is much greater than the energy scale
associated with the anisotropy, ∆ = ε0(1 − 2). In this
limit the Fermi sea of the non-interacting gas still has
the form of an annulus with a density of states which
increases with decreasing density (see inset of Fig. 4). In
the opposite limit, µ  ∆, the Fermi surface is broken
into two elliptic surfaces (similar to the Fermi surfaces
of the N phase in Fig. 1.a) and the density of states de-
creases with decreasing density and chemical potential.
In this limit we expect that the renormalization of in-
teractions will be closer to that of a Fermi gas without
spin-orbit coupling.31 In the regime µ  ∆, the renor-
malized interactions are approximated by
V (φ) ≈ sin
2 φ˜kk′
2
1
U +B(0, P )
,
where P = k+ k′ and k, k′ lie on the elliptic dispersion
minimum. Therefore, we can decouple the interaction
in the same way we did in (9) and solve using the same
self-consistency equations (10-12) with φ˜k instead of φk.
Fig. 4 presents the critical density for the transition
into the FM phase normalized by the critical density
at  = 1 vs. the anisotropy energy ∆ divided by
the chemical potential at the transition. We find that
the symmetry breaking term H has a negligible effect
when the transition occurs at µ  ∆. However, when
∆ approaches µ at the transition, the critical density
drops rapidly, and the FM order is obstructed by the
anisotropy.
VII. COLLECTIVE EXCITATIONS AND
NON-FERMI LIQUID BEHAVIOR
We now turn to discuss the effects of fluctuations of the
order parameter in the FM and N phases. These phases
break the (continuous) rotational symmetry of the sys-
tem. The resulting gapless Goldstone mode associated
with this symmetry breaking is strongly coupled to the
quasi-particles at the Fermi energy.16,17,19 This coupling
gives rise to two important effects: first, the Goldstone
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FIG. 4. The critical density, nc, of the ferromagnetic transi-
tion for U˜ = 1.5 in the presence of anisotropy in the single-
particle dispersion (Eq. 24) normalized by the critical density
without the anisotropy term ( = 1), n0, vs. the anisotropy
energy scale ∆ ≡ ε0(1− 2) normalized by the chemical po-
tential at the transition. The inset shows the density of states
as a function of energy for the anisotropic Rashba dispersion.
modes become Landau damped by the particle-hole ex-
citations near the Fermi surface. Second, the Landau
quasi-particles are strongly scattered by the Goldstone
mode, leading to the break down of the Fermi liquid be-
havior.16–19,25,32
Below, we use Hertz-Millis33,34 type arguments to
demonstrate that such a strongly coupled state indeed
arises in the N and FM phases in our setup. Hertz-Millis
theory is known to ultimately fail in d = 2;17,18,35 never-
theless, following Ref. 16, we argue its application shows
that a Fermi liquid ground state is inconsistent.
We consider, for example, the FM phase with
short-ranged interactions. We employ the Hubbard-
Stratonovich transformation to decouple the imaginary
time action using the magnetization field Mq = Myq −
iMxq :
S =
∑
k
ψ†k (−iω + ξk)ψk
− V1
∑
kq
(
e
iφk+ q
2Mqψ
†
k+ q2
ψk− q2 + c.c.
)
+ V1
∑
q
|Mq|2
where q = (ω, q) and k = (ν,k) denote 1 + 2 component
vectors in frequency and momentum space. We expand
the action around the broken symmetry state δMq =
Mq −Mδq,0:
S =
∑
k
ψ†k
(−iω + ξFMk )ψk − V1∑
kq
(
e
iφk+ q
2 δMqψ
†
k+ q2
ψk− q2 + c.c.
)
+ V1
∑
q
(|δMyq −Mδq,0|2 + |δMxq |2) (25)
where 〈Mq〉 = Mδq,0 is taken to be real, and M = h1/V1 is given by the solution of the self-consistent equation (11).
The dispersion of the fermions is given by ξFMk = εk − h1 cosφk − µ. The effective Ginzburg-Landau theory for δM
is obtained by integrating out the Fermionic degrees of freedom. To second order in δM we get
S(2) = −V1
∑
qω
[δij − V1Πij(q)] δM iqδM j−q, (26)
where the Lindhard function Πij(q) is given by
Π(q, iω) ≈
∫
d2k
(2pi)2
nF
(
ξFMk+ q2
)
− nF
(
ξFMk− q2
)
iω − v(k) · q
(
sinφk+ q2 sinφk− q2 sinφk+ q2 cosφk− q2
cosφk+ q2 sinφk− q2 cosφk+ q2 cosφk− q2
)
. (27)
Here nF is the Fermi function, vi(k) = 2 ε0k0
(
k
k0
− 1
)
kˆi − h1k0 εij kˆykˆj where εij is the antisymmetric tensor, and
kˆ ≡ (cosφk, sinφk). To lowest order in (ω, q) (assuming that ω  q) the Lindhard function can be written as
Π(q, ω) ≈
(
1
∆x
− ηx(φq) |ω|q − κxq2 − κ˜x(q2x − q2y) γqxqy
γqxqy
1
∆y
− ηy(φq) |ω|q − κyq2 + κ˜y(q2x − q2y)
)
. (28)
Here, ηx,y(φq) are the (direction dependent) Landau
damping coefficients, κx,y, κ˜x,y, and γ describe the stiff-
ness of the order parameter to slow spatial modulations,
and ∆x,y determine the gaps of the collective modes. The
anisotropy in the parameters of Π(q, ω) is due to the fact
that we are working in an ordered phase that breaks ro-
tational invariance. We have determined the parameters
by numerically integrating Eq. (27) [ηx,y can also be ex-
pressed analytically - see Eq. (30) below]. We find that
∆x = V1, such that transverse fluctuations of the order
parameter are gapless, as required from Goldstone’s the-
orem (the order parameter is assumed to point along the
7y axis).
From the effective action (26) we can compute the zero
point fluctuations of magnetization field. Deep in the or-
dered phase, these are dominated by the transverse fluc-
tuations. The deviation of the angle of the order param-
eter from the y direction is δϕ = δMx/M , and the mean
fluctuations in δϕ2 are given by
〈δϕ2〉 ≡
∫
dωd2q
(2pi)3
〈δϕqδϕ−q〉 (29)
≈
∫
dωd2q
(2pi)3
1/h21
ηx(φq)
|ω|
q + κxq
2 + κ˜x(q2x − q2y)
where we have kept only the most singular contribution in
the long-wavelength, low-frequency limit, and used h1 =
V1M . ηx(φq) can be expressed as
ηx(φq) ≈
∑
j
k0,j
(2pi)2v2j
sin2(φkj ). (30)
The sum runs over the points kj on the Fermi surface
where the Fermi velocity vj is perpendicular to q. k0,j
is the radius of curvature of the Fermi surface at these
points. As a crude approximation, we replace ηx(φq)
and the order parameter stiffness in Eq. (29) by the av-
erage values, η and κ, respectively. (For U˜ = 0.5 and
n/k20 = 10
−5−10−3 we found that these anisotropies are
numerically small.) Eq. (29) then assumes the simple
form
〈δϕ2〉 ≈ 1
3(2pi)2
Q3
h21η
log
(
1 +
ηΩ
κQ3
)
, (31)
where Q ∼ kxF and Ω are the momentum and frequency
ultraviolet cutoffs, respectively. Interestingly in our nu-
merically determined values for kxF , h1 and ηx we find
that 〈δϕ2〉  1 for a broad range of interaction strengths
and densities. Therefore, we conclude that the FM or-
der is stable against quantum fluctuations in the range of
densities n/k20 = 10−5 − 10−3, where we have computed
the phase diagram Fig. 1.b.
It is interesting to note that in the N and FM phases
discussed here, the Goldstone modes are over-damped in
any direction of propagation [i.e., ηx(φq) never vanishes].
This is in contrast to the case of a distorted circular Fermi
surface (analyzed in Ref. 16), where the Goldstone modes
remain under-damped along a discrete set of angles close
to 0, ±pi/2. This is because of the banana-like shape of
the Fermi surfaces in our case (see Fig. 5). On such a
Fermi surface, there are points for which v(k) ⊥ q and
sin2 φk 6= 0 for any q. E.g., for q ‖ yˆ, there are points
where the Fermi surface is parallel to yˆ with ky 6= 0
(marked in red in Fig. 5). By Eq. (30), this implies that
the Landau damping term ηx is never zero.
Finally, we turn to discuss the fate of the low-
energy Fermionic quasi-particles in the FM and N phase.
These quasi-particles are coupled to the Goldstone mode
through the following term [see Eq. (25)]:
Lϕ,ψ = λ sinφk+ q2 δϕq ψ
†
k+ q2
ψk− q2 + c.c , (32)
𝑘𝑥
𝑘𝑦
𝑘𝑦 = 0
𝒒
𝒗𝑗
𝑘0,𝑗′
𝒗𝑗′
FIG. 5. The Fermi surface in the FM phase for three dif-
ferent densities. The red lines denote regions in which v(k)
points along the x direction and perpendicular to q which
is taken to be along y. These points give rise to the Landau
damping term in Eq. (27). The blue lines mark similar points
where v(k) is aligned along x but the form factor sinφk in
Eq. (25) vanishes. The arrows denote the direction of the ve-
locity v(k), which is perpendicular to the vector q. The small
dashed circle denotes the radius of curvature k0,j′ of the point
kj′ , which appears in the definition of the Landau damping
term Eq. (30).
where the coupling strength is λ = h1. Following Ref. 16
we consider the coupling term perturbatively, and show
that it necessarily leads to the breakdown of Fermi liquid
behavior on the entire Fermi surface, except for a discrete
set of points. Using (26), we obtain the following leading
order self-energy correction to the fermion propagator:
Σ(ω,k) =
λ2
(2pi)3h21
∫
sin2 φk d
2q dν(
η |ν|q + κq
2
)
(i(ν + ω) + v(k) · q)
,
(33)
where k lies on the Fermi surface. As before, we have
replaced η and κ by their averages over φq. Integrating
over q and ω yields16,17,36
Σ(ω,k) ≈
(
λ
h1
)2
sin2 φk
8pi2ηv(k)
signω
(
η|ω|
κ
)2/3
(34)
For small ω, the self-energy becomes dominant over the
8bare iω term in the Fermionic Green’s function. This in-
validates the perturbative approach, and signals a break-
down of Fermi liquid behavior. E.g., treating (34) naively
implies that there is no discontinuity on the Fermionic
occupancy nk on the Fermi surface, except at the two
points where φk = 0.
From (34) we can extract a momentum-dependent en-
ergy scale where the leading order self-energy correction
becomes comparable to |ω|: E0(k) = sin
6(φk)
8pi2ηv3(k)κ2 . At this
energy scale, a crossover from Fermi liquid to non-Fermi
liquid behavior occurs. Using our numerically obtained
values of η, v, and κ at the tip of the banana-shaped
Fermi surface, we find that this energy scale is always
much greater than the Fermi energy. This implies that
near the tips, there is no observable Fermi-liquid regime.
Near the φk = 0 “cold spots”, on the other hand, the
non-Fermi liquid scale vanishes rapidly as sin6 φk.
In the presence of a weak anisotropy in the disper-
sion, as in Eq. (24), the Goldstone modes are ultimately
gapped at low energy. At this energy, another crossover
occurs, and at asymptotically low energies Fermi liquid
behavior is recovered.
VIII. DISCUSSION
In conclusion, we have analyzed the fate of a Rashba
spin-orbit coupled Fermi gas in the low density limit.
The Fermi liquid state is unstable towards a variety
of competing liquid crystalline phases: ferromagnetic-
nematic, nematic, and spin-density wave states. In the
case of short-ranged interactions, a cascade of phase tran-
sitions occurs as the density decreases. The high density
isotropic Fermi liquid undergoes a transition to a spin
density wave, followed by a nematic state, and finally the
ground state becomes the ferromagnetic-nematic state at
asymptotically low densities. In the case of dipolar in-
teractions, the nematic state is the ground state all the
way to the zero density limit.
We have also analyzed the stability of the
ferromagnetic-nematic phase against terms that break
the rotational symmetry, e.g., due to the underlying
crystalline lattice. We found that the ferromagnetic
order is stable as long as the chemical potential at the
transition is greater than the energy scale associated
with the symmetry breaking term.
Finally, we have discussed the effects of long-
wavelength fluctuations of the FM and N order parame-
ter on the low-energy quasi-particles. Scattering off these
fluctuations gives rise to the breakdown of Fermi liquid
theory, as generally expected for a phase that breaks a
continuous rotational symmetry16,32. We therefore argue
that a system of interacting fermions with a Rashba-like
dispersion offers a simple, generic route to realize a non-
Fermi liquid phase.
In contrast to the ferromagnetic and nematic phases,
in the SDW phase the coupling between the fermions
and the Goldstone modes vanishes at long wavelengths
(as it does for the case of CDW order32,37–39). It is likely
that it such coupling leads to qualitatively weaker effects
compared to the ferromagnetic or nematic cases.
The nematic and spin-density wave phases may become
superconducting at sufficiently low temperature; such an
instability has been argued to be strongly enhanced in
the presence of gapless nematic fluctuations.40,41 The
ferromagnetic phase, however, does not posses a super-
conducting instability, since it breaks the symmetries of
time reversal, inversion, and rotation by pi around the
z axis. Therefore, the non-Fermi liquid phase may be
robust down to arbitrarily low temperatures.
It is interesting to comment on the effect of disorder
on the different symmetry breaking phase. Non-magnetic
disorder couples linearly to the nematic order parame-
ter. The system therefore maps onto a random field XY
model; therefore, the nematic phase is expected to be
destroyed by disorder by the Imry-Ma argument.42 How-
ever, since non-magnetic disorder does not couple linearly
to the magnetic component of the order parameter, there
is a possibility that the SDW and FM phases still posses a
finite temperature transition in the presence of disorder.
In the case of the ferromagnet, the system maps into the
random anisotropy XY model.43 It is an interesting open
question whether an Ising finite-temperature transition
can occur in this system at d = 2 for weak disorder.
ACKNOWLEDGMENTS
We would like to thank Ehud Altman, Gareth Conduit,
Nir Davidson, Sarang Gopalakrishnan, Anna Kesslman,
Daniel Podolsky, Jonathan Schattner, and Senthil To-
dadri for helpful discussions. E. B. was supported by the
Israel Science Foundation, by the Minerva foundation,
and by an Alon fellowship. E. B. also thanks the Aspen
Center for Physics, where part of this work was done. J.
R. was supported by the ERC synergy grant UQUAM.
Note added.– A related paper, Ref. 20, has appeared
in parallel to this work. Our results are consistent where
they overlap.
Appendix A: Variational calculation
In this appendix we derive the self-consistency equa-
tions (10-12) using the variational principle. We seek the
best candidate ground state for the Rashba Hamiltonian
(1) with the interaction term (8)
HI = 1
Ω2
∑
k,k′
∞∑
l=0
Vl e
iφkk′nknk′ (A1)
The variational trial state, |{hl}〉, is taken to be the
ground state of the mean-field Hamiltonian (9). The
value of the variational parameters hl and µ are de-
termined by minimizing the energy functional EV ≡
90.001 0.003 0.005
1
3
2
 𝑛
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N
ℎ1 × 10
4𝜖0
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4
FIG. 6. The mean-field variational parameters h1 and h2 vs.
the density as obtained by equations (10-12) for U˜ = 0.5.
〈{hl}|H0 +HI |{hl}〉
∂EV
∂hl
= 0 and n =
1
Ω
∑
k
〈nk〉
To simplify the variational equations we use the identity
∂
∂hl
〈HNMF 〉 = −nl, where nl ≡ 1Ω
∑
k cos lφk 〈nk〉
∂EV
∂hl
=
∂
∂hl
[
〈HNMF 〉+
∑
l′
(
hl′nl′ + Vl′n
2
l′
)]
(A2)
=
∑
l′
(hl′ + 2Vl′nl′)
∂nl′
∂hl
= 0 (A3)
Thus, we find that the minimum solution for l = 0, 1, 2 is
obtained by the equations (10-12) as long as the matrix
Qll′ =
∂nl′
∂hl
is not singular. The solution of the equations
for U˜ = 0.5 is presented in Fig. 6.
We note that it is straightforward to generalize the
derivation of the self-consistency equations (10-12) to the
case of a textured order parameter (not translationally
invariant). We simply substitute nl by
nl(q) =
∑
k
cos lφk〈ψ†k+ q2ψk− q2 〉 (A4)
in Eq. (A1) - Eq. (A2). An important outcome of this
generalization is that the coupling constant that couples
to the SDW order n1(q) is V1. This validates using V1
as the corresponding coupling constant in the Stoner cri-
terion for the SDW instability in accord with the main
text.
It is also useful to point out that the solution of the
equations (10 - 12) can be simplified to some extent in
the case of a single order parameter. Performing the
integration over k in the case of h2 = 0 we find that
these equations reduce to
n =
k0k
x
F
pi2
E
(
2
1 + a
;
φ0
2
)
(A5)
h1 =
4k0k
x
FV1
3pi2
[
aE
(
2
1 + a
;
φ0
2
)
+ (1− a)K
(
2
1 + a
;
φ0
2
)]
(A6)
where kxF = k0
√
h1+µ
ε0
, a ≡ µ/h1, φ0 ≡ arccos(−a)
and E(x;φ0) =
∫ φ0
0
dφ
√
1− x2 sin2 φ and K(x;φ0) =∫ φ0
0
dφ 1√
1−x2 cos2 φ the partial elliptic integral of the sec-
ond kind. Similarly, in the nematic case where h1 = 0
we have
h2 =
2k0k
x
FV2
3pi2
[
aE
(
2
1 + a
;φ0
)
+ (1− a)K
(
2
1 + a
;φ0
)]
(A7)
where a = µ/h2 and there are two Fermi surfaces.
Appendix B: The spin susceptibility of the Rashba
gas in the dilute limit
In this appendix we calculate the in-plane spin-
susceptibility of the Rashba gas, which is given by
χij(iω, q) =
1
Ω
∑
k
nF (ξk)− nF (ξk+q)
−iω + εk+q − εk P(φk + φk+q)
(B1)
where
P(x) = 1
2
(
1− cosx sinx
sinx 1 + cosx
)
In the FL phase we can compute (B1) analytically in
the static limit. First, we linearize the denominator term
εk+q−εk ≈ v0 qδkk0 cosφk,q where v0 = ε0/k0, δk = k−kc
and kc ≈ k0
(
1− q2k0 cosφk,q
)
. Integrating over δk and
φk yields
χij(iω, q) =
ρ (µ)
2
(F−1 (ω˜, q˜)− cos 2φq [2F1 (ω˜, q˜)−F−1 (ω˜, q˜)]σz) (B2)
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where ω˜ ≡ mω2kF q , q˜ ≡
q
2kF
and
Fn (x, y) = 1
8pi
∫ 2pi
0
dφ cosnφ log
(
x2 + (1 + y cosφ)2 cos2 φ
x2 + (1− y cosφ)2 cos2 φ
)
y
2
1
0 1 2
FIG. 7. The functions F1(0, y) (blue) and F−1(0, y) (red) as
a function of y.
In the static limit ω → 0 we obtain
F1(0, y) = 1
y2
{
1−
√
1− y2 ; y < 1
1 ; y > 1
F−1(0, y) = 1
y
{
arcsin y ; y < 1
pi/2 ; y > 1
.
These functions are both sharply peaked at y = 1 (see
Fig. 7).
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