Abstract Comprehensive and credible peatland carbon budgets, needed for global carbon accounting, must include lateral aquatic organic carbon export. Here, we quantify aquatic dissolved organic carbon (DOC) export for an Atlantic bog in subarctic Norway, the Andøya peatland, and test for sensitivity to climatic drivers. Hydrology, DOC concentrations and DOC export were simulated for 2000-2013 using the process-based catchment model Integrated Catchments model for Carbon (INCA-C), calibrated to sitespecific water chemistry and hydrology (2011-2014) using readily-available data on temperature, precipitation and seasalt deposition. Measured streamwater DOC declined under seasalt episodes and was strongly positively related to temperature. Model calibrations successfully reproduced the water balance, variation in runoff (R 2 = 0.67; Nash-Sutcliffe model efficiency NS = 0.67) and DOC concentrations (R 2 = 0.85; NS = 0.84). The most sensitive model parameters related to temperature-sensitivity of DOC production and DOC (de)sorption sensitivity to seasalts. Model uncertainty related to parameter space was similar to interannual variation in DOC export. Mean annual modelled DOC export was 7.2 ± 0.7 g C m -2 year -1 , roughly 35 % of the net land-atmospheric CO 2 exchange at Andøya from 2009 to 2012 (estimated elsewhere). Current and antecedent mean temperature and precipitation were strong drivers of seasonal modelled DOC export, implying that warmer and wetter summers will lead to more DOC export. Evaluation of similar climate impacts on net peatland carbon accumulation requires additional exploration of the climate-sensitivity of land-atmosphere fluxes of CO 2 and methane. Process-based models are valuable tools to account for lateral DOC exports in carbon balances of northern peatlands, especially where longterm monitoring data are lacking.
Introduction
Aquatic carbon fluxes are an important part of both boreal and global carbon cycles (Cole et al. 2007) . Ecosystem carbon accumulation Responsible Editor: J. M. Melack.
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The online version of this article (doi:10.1007/s10533-016-0182-z) contains supplementary material, which is available to authorized users. may be considerably overestimated when components of the net ecosystem carbon balance (NECB; Chapin et al. 2006) are not accounted for, including lateral aquatic export of dissolved organic carbon (DOC) and particulate organic carbon, dissolved inorganic carbon (DIC and CO 2 ) and methane fluxes Olefeldt et al. 2012; Randerson et al. 2002; Roulet et al. 2007; Yu 2012) . This is especially important in northern peatlands, which are among the largest terrestrial carbon stores (Gorham 1991; Yu 2012) . The fate of these carbon stores under climate change presents a potentially large positive climatic feedback (Dorrepaal et al. 2009 ).
Peatland formation and hydrology are strongly connected through an interplay of water-table dependent plant productivity and decay rates, and reduced hydrological conductivity with peatland depth; resulting in surprisingly stable accumulation rates over long time-scales (Belyea and Clymo 2001) . However, peatland carbon accumulation may decline or even become negative under climate change when the balance shifts between growth and aerobic or anaerobic decomposition (Rennermalm et al. 2010; Wu and Roulet 2014) . Because climate is a major control of aquatic carbon export in peatland-dominated catchments (Holden 2005) , a better understanding of the interactions between temperature and precipitation on all components of peatland carbon balances is needed for a more robust quantification of the fate of peatland carbon stores under a future climate.
There are a few examples of complete or nearly complete NECBs for peatlands, where net ecosystem exchange (NEE), methane fluxes and aquatic carbon fluxes have all been quantified (Dinsmore et al. 2010; Juutinen et al. 2013; Koehler et al. 2011; Nilsson et al. 2008; Olefeldt et al. 2012; Roulet et al. 2007 ). Many more studies have quantified NEE for peatlands, but not aquatic carbon export, i.e., in subarctic (Aurela et al. 2002; Lund et al. 2015) , boreal (Aurela et al. 2007 (Aurela et al. , 2009 Peichl et al. 2014; Sagerfors et al. 2008) , tropical (Hirano et al. 2012; Mezbahuddin et al. 2014) , and temperate peatlands (Beetz et al. 2013; Campbell et al. 2014; Elsgaard et al. 2012; Lund et al. 2007; McVeigh et al. 2014) . Despite the lack of quantification of key components of NECB, several studies claimed to quantify the carbon sink strength of these peatlands (Campbell et al. 2014; Hirano et al. 2012; Hommeltenberg et al. 2014) .
Aquatic concentrations (and fluxes) of DOC in headwater streams are the result of catchment processes where DOC is produced from fresh and humified organic materials (Michalzik et al. 2001) , sorbed and desorbed from solid phases by metal complexation and acidity (Neff and Asner 2001; Tipping et al. 1995) , and displaced and leached by vertical and lateral water movement (Boyer et al. 1996; Ledesma et al. 2015) . Atmospheric deposition of sulfate (Monteith et al. 2007) and chloride (Moldan et al. 2012 ) can lower DOC concentrations by suppressing organic matter solubility. Several models have managed to successfully describe DOC transport through soils taking into account most of the above processes (Michalzik et al. 2003; Neff and Asner 2001) , except for the chemical control of sorption-desorption DOC dynamics (Dick et al. 2015) . Process-based models have been developed specifically for peatlands carbon accumulation (Sulman et al. 2012; Webster et al. 2013; Wu et al. 2012) , which include water table effects on various process rates, but usually without taking into account lateral fluxes of water and DOC.
The Integrated Catchments model for Carbon (INCA-C) (Futter et al. 2007 (Futter et al. , 2009 ) has been developed to simulate climate and deposition controls on surface water DOC concentrations and export. The model is process-based and simulates soil organic matter cycling controlled by temperature, soil moisture and chemistry in addition to vertical and lateral hydrological transport of DOC. INCA-C has been used for simulating DOC under present (Futter et al. 2007; Futter and de Wit 2008; Lepisto et al. 2014 ) and future (Futter et al. 2009; Oni et al. 2014) conditions at a range of headwater and larger catchments in Fennoscandia and Canada.
Here, we use INCA-C to quantify streamwater DOC concentrations and DOC export from an Atlantic, Norwegian subarctic bog between 2000 and 2013, and investigate the sensitivity of catchment DOC concentrations and export to climatic, chemical and hydrological factors. We demonstrate that our approach is suitable for adding lateral aquatic DOC fluxes to NECBs where DOC export measurements are unavailable. Available data on stream chemistry and hydrology for 2011-2014 were used to calibrate the model. We chose the period 2000-2013 to model DOC concentrations and export because it was the longest available period with climate and deposition data for full years. In addition, this time period includes the years for which NEE was quantified at Andøya (2009) (2010) (2011) (2012) (Lund et al. 2015) .
Materials and methods

Site description
The study site (69°08 0 N, 16°01 0 E) is located on the Andøya Island at the Atlantic coast of Norway, near Saura, north of the Arctic Circle (Fig. 1) . The site will be referred to as the Andøya peatland instead of its more local name the 'Saura bog'. An eddy covariance system was installed in 2008 for the measurement of NEE of CO 2 (Lund et al. 2015) . The peatland is typical of the ombrotrophic, raised bogs that are common at Andøya (Buys 1992) . The Andøya peatland is a concentric, raised Atlantic blanket bog dominated by thick hummocks interspersed with depressions, termed lawns or carpets. The vegetation is characterized by oligotrophic species including crowberry (E. nigrum), cloudberry (R. chamaemorus), sedges (Carex spp.), cotton sedges (Eriophorum spp.), reindeer lichen (Cladonia spp.), peat mosses (Spaghnum spp.), and other bryophytes, as described in more detail for the nearby Sellevollmyra raised bog (Vorren et al. 2007 ). The bedrock underneath the peatland consists partly of Jurassic sedimentary rocks resting on a weathered granitic Precambrian basement (Lund et al. 2015) .
Andøya has a mild climate, despite its location north of the Arctic Circle because of maritime influences from the Atlantic Ocean. Long-term mean annual temperature (MAT) and precipitation are 3.6°C and 1060 mm, respectively. February is the coldest month (-2.2°C) while July and August are the warmest months (11°C).
The area with the eddy covariance tower is drained by a stream that connects with a peatland extraction site upstream to the northeast (Fig. 1) . The likely impact on streamwater chemistry and hydrology from human disturbance compelled us to choose the stream directly adjacent to the CO 2 flux monitoring catchment area for monitoring of aquatic carbon export. This peatland catchment is not disturbed by extraction, and is an oligotrophic, concentric, raised bog with similar vegetation and bedrock as the area used for CO 2 flux monitoring. Thus, it is suitable for quantification of aquatic carbon export from the peatland area where NEE is measured.
The peatland catchment was delineated based on a digital elevation model (source Norwegian Mapping Authority) with 1 m vertical resolution and vegetation and topographical features (indicative of hydrological pathways and bog formations) from the aerial Fig. 1 Map of catchment at Andøya. Aerial photograph obtained from Google Earth imagery (Image Ó 2015 Digital Globe), with modifications to illustrate the monitoring facilities photograph, resulting in a 2.1 km 2 area, with an uncertainty that we estimate to be circa 10 %. The peatland drains towards the east and south. The stream continues into a ditch which runs parallel to motorway 82, at the southwest corner of the peatland, and passes underneath the road into a culvert that leads the stream to the sea. The road prevents discharge from the peatland from running directly to the sea, and thus the discharge monitored in the culvert can be assumed to give a correct estimate of runoff volume. Discharge Water flow velocity and water level were monitored from December 2012 in the culvert (1.095 m in diameter) with an ISCO 2150 Area Velocity module using continuous wave Doppler technology to measure stream flow and a pressure transducer to measure water height. The pressure transducer was manually calibrated when monitoring started on 1st December 2012. Discharge is calculated automatically using diameter, flow, and height with the software Flowlink. Logging intervals were 15 min, and data were sent twice weekly to the Norwegian Institute for Water Research (NIVA). Daily discharge was calculated as the sum of the 15 min interval observations.
Streamwater chemistry
The stream that drains the catchment was monitored for water chemistry from August 2011 until May 2014. Grab samples were taken by local observers, mostly at 2-3 week intervals and occasionally longer when deeps now hindered sampling. From January until May 2013, no samples were taken because the local observer was absent. The samples were taken according to monitoring procedures under the International Cooperative Programme on Assessment and Monitoring Effects of Air Pollution on Rivers and Lakes and the national acid deposition monitoring programme (Garmo et al. 2013; ICP Waters 2010) , stored overnight in the dark at 4°C before being sent by airmail to the accredited laboratory at NIVA. There, water samples were analyzed for pH, conductivity, main anions (SO 4 2À ; Cl -, NO (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) (2008) (2009) (2010) (2011) (2012) and daily weather data for 2000-July 2014 as follows. A multiple linear regression model using month of the year, temperature, precipitation, and the above mentioned wind speed-related parameters as predictors explained 89 % of variation in monthly EMEP wet seasalt deposition for 2000-2012 (see supplementary information). As EMEP deposition data was not available for the latter part of the simulation, the model was used to construct monthly wet seasalt deposition for 2013-July 2014. To ensure internally consistent time series, the constructed deposition data were used as input for INCA-C for the whole simulation period ( -July 2014 . Monthly data were converted to daily values by assuming that deposition was evenly distributed throughout each month.
Hydrological modelling
The rainfall-runoff model PERSiST (Precipitation, Evapotranspiration and Runoff Simulator for Solute Transport; Futter et al. 2014 ) was used to simulate daily stream flow. PERSiST is a semi-distributed bucket-type model within a flexible framework that allows the modeler to specify the perceptual representation of the runoff generation process. The model generates the daily time series of soil moisture deficits (SMDs) and hydrologically effective rainfall (HER; precipitation net of evapotranspiration) needed as inputs to run INCA-C. As input data, PERSiST requires daily time series of air temperature and precipitation. In the model setup used here, precipitation is directed to the stream by direct runoff or into the soil, which is divided in two layers. Evapotranspiration leads to lowering of water storage, while water is transported either vertically (to the lower soil layer) or horizontally (to the stream). Key model parameters controlling soil hydrology in PERSiST are hydrological conductivity, soil depth, and runoff time constants.
DOC modeling
The organic carbon model INCA-C was used to simulate daily DOC concentrations and calculate monthly and annual DOC exports for 2000-2013. INCA-C is a dynamic, semi-distributed, process-based model that requires daily time series of precipitation, temperature, SMD, and HER (outputs from PERSiST, see above) to simulate daily stream flow (hydrological sub-model, a simplified version of PERSiST) and daily DOC concentrations (biogeochemical submodel) (Futter et al. 2007 (Futter et al. , 2009 ).The following processes are represented: (i) soil organic carbon (SOC) production through litter breakdown, (ii) temperature, moisture, and soil-solution chemistry dependent organic carbon sorption and desorption, and (iii) hydrologic controls on transport of DOC from soils to streamwaters. Key model parameters controlling DOC production and transport include soil thermal conductivity, temperature and soil moisture dependency of carbon processing rates including rates of DOC production, sorption and desorption in topsoil and subsoil, litter production, DOC production from litter, sensitivity of (de)sorption rates to soil-solution chemistry, and fraction of labile SOC of the SOC pool. For further details reference is made to Futter et al. (2007 Futter et al. ( , 2009 ).
Model calibration strategy and uncertainty and sensitivity analyses
The model calibrations of PERSiST and INCA-C were based on minimizing the sum of squared differences between observed and modelled values. For both PERSiST and INCA-C, preliminary manual calibrations using daily water discharge measurements (December 2012-July 2014) and measured DOC concentrations (August 2011-May 2014), respectively, were performed followed by a Monte Carlo (MC) exploration of parameter space and a final manual tuning of the best performing parameter set identified by MC analysis. Briefly, the MC analysis consisted of a number of iterations of a ''hill climbing'' algorithm which attempted to improve model goodness of fit through a series of directed jumps. Each iteration of the MC analysis consisted of a fixed number of model runs. The best performing parameter set and its associated goodness of fit coefficients from each iteration were retained for further analysis. The best performing parameter set from the entire analysis was used as input to the final manual calibration for both PERSiST and INCA-C. For the INCA-C analysis, all parameter sets were used to define posterior distributions for sensitivity analysis. As there was a range in goodness of fit for iterations of the MC analysis, the parameter sets with poor goodness of fit statistics (defined by setting a lower limit for model fit statistics) were not used in uncertainty estimation.
The calibration strategy for PERSiST followed the steps described by Futter et al. (2014) . In short, an initial manual calibration identified credible parameter ranges that were subsequently explored with the MC procedure. Sensitive parameters identified during the manual calibration were allowed to vary by ±30 % during the MC analysis. Random starting points were drawn from the parameter space and compared to the best model performance, which was assessed using the sum of Nash-Sutcliffe (NS 1970) , log NS and percent water balance statistics. This multi-parameter calibration scheme attempts to achieve a balance between fitting high flows (NS), low flows (log NS) and ensuring that cumulative modelled and observed flows are as similar as possible (percent water balance). When the random starting point was better than the best model performance, a predefined jump was applied to randomly perturb the parameter values, and repeated until no further improvement in model performance was obtained. The MC process was carried out in 100 iterations of 300 runs each and a single best-performing parameter set from the 100 loops was selected for final manual tuning. The final tuned parameter set was then used to generate time series of SMD and HER needed as input to the INCA-C simulations.
The calibration strategy for INCA-C followed a slight adaptation to the approach described for PERSiST and by Ledesma et al. (2012) . The initial manual calibration was done in two independent stages: first for the hydrological sub-model, and second for the biogeochemical sub-model. The parameters controlling the hydrological sub-model were fixed once the performance from manual calibration was similar to the best parameter set performance for PERSiST. Parameters for the biogeochemical sub-model were first calibrated manually, after which ranges for the MC analysis were set for each parameter individually by manual exploration of upper and lower values resulting in a DOC model performance of NS = 0. The MC tool was then run to find the best-performing dataset (from 100 loops of 300 runs). The final top performing 20 parameter runs (selected by setting a lower limit for model fit statistics) were retained for use in uncertainty estimation and the best performing parameter set was subject to a final manual refinement to further improve model performance.
The top performing (sum of NS statistics for DOC and flow) 20 parameter sets from the MC analysis were used to estimate uncertainties in daily DOC concentrations and annual fluxes between 2000 and 2013. Annual fluxes were calculated as the sum of daily fluxes, which in turn were estimated as the product of modelled daily DOC concentration and flow divided by catchment area. Uncertainty in model outputs that related to the parameter space was calculated as the 95 % confidence intervals based on the 20 best performing runs, i.e., the daily mean DOC concentration (or annual flux) ± 1.96 standard deviation.
Parameter sensitivity was assessed by comparing the ensemble of values from the 100 parameter sets identified during the MC analysis to a rectangular distribution based on the hypothesis that sensitive parameters would show non-rectangular posterior distributions as some regions of parameter space would be more conducive to good model performance than others. Sensitivity was quantified using a Kolmogorov-Smirnov (KS) test to compare the posterior to a rectangular prior. A significant KS statistic implied that variation of parameters within an a priori interval (identified by values for which NS statistic became 0) had significant effects on INCA-C simulated DOC.
Statistical analysis
Meteorological drivers of seasonal and annual DOC concentrations were evaluated using forward selection multiple stepwise regression (0.05 significance threshold). Variable selection was constrained as little as possible, except that the increase in explained variation upon each entered predictor had to be at least 1 %.The dependent variables were mean seasonal (yearly) DOC concentrations and the sum of seasonal (yearly) DOC export, where the seasons were defined as early winter (November and December, mostly discontinuous snow cover), winter (January-March, predominantly lowest temperatures and most stable snow cover), spring (April and May, snow melt occurs in this period), summer (June-August, months with highest temperatures) and autumn (September and October, typically higher precipitation but hardly any snow and colder temperatures). Eligible explanatory variables were summed discharge, summed precipitation and mean temperature for the given seasons and antecedent season, and per year.
Results
Temperature, precipitation and deposition (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) (2008) (2009) (2010) (2011) (2012) (2013) MAT between 2000 and 2013 varied between 3.5 and 5.3°C, with an overall mean of 4.5°C (Table 1) . Both the mean and the range of MAT are above the longterm mean for , which is 3.6°C (see site description). On average, February was the coldest month (-1.5°C), but with fluctuations above and further below freezing. In all winter months, episodic temperatures above zero occurred. July was on average the warmest month (11.7°C) with relatively little variation between years. Annual precipitation varied between 777 and 1430 mm, with a mean of 1086 mm, similar to the long-term annual mean precipitation between 1961 and 1990, i.e., 1060 mm. Precipitation was usually lowest from May to August and highest in September and October, with considerable interannual variation in monthly amounts (10 and 90 % percentiles of monthly precipitation from May to August \25 and [100 mm, respectively). Annual seasalt deposition was between 5.1 and 9.7 g Cl m -2 , with a similar range in interannual variation as precipitation. Variation in seasonal seasalt deposition was considerable, mostly related to variation in wind speed (supplementary information), where westerly storms resulted in high seasalt deposition in winter months.
Monitored water chemistry and hydrology
The stream varied from slightly acidic (pH 6.0) to alkaline (pH 7.8) but was on average near-neutral ( Table 2 ). The high alkalinity was accompanied by high concentrations of base cations and occurred mostly under low-flow conditions (data not shown). The peatland is underlain by Jurassic sedimentary rocks and the episodically high alkalinity is probably a sign of hydrological connectivity between the bedrock and the stream. Concentrations of DOC were on average 10 mg L -1 and fluctuated between 2.8 and 20 mg L -1
. DOC had a regular seasonal pattern with highest concentrations occurring during late summer (Fig. 2) . In addition to this seasonal pattern, there was a strong effect of seasalt deposition, illustrated by the strong negative relationship between DOC and Cl - (Fig. 3) . Monitored discharge (December 2012-July 2014) varied strongly with peak flow between 25 and 30 mm day -1 and low flow below 1 mm day -1 . Highest and lowest daily discharge occurred in winter, while summer discharge was less variable and lower than in the autumn. There were extended periods of low flow in winter, but these were interrupted by rainfall events or snowmelt episodes. The stream did not dry out during the observation period (Fig. 4) .
Model performance and sensitivity analysis
The model calibrations were done as a combination of manual and MC analysis, optimizing on the NS statistic. The final MC process gave 100 parameter sets with corresponding model outputs. While each of the 100 parameter sets was generated using the same process, goodness of fit statistics varied considerably. Model performance was evaluated based on a number of test statistics (Table 3) . For PERSiST, we selected the best parameter set, giving equal weight to the description of the water balance (?3 %), daily variation (R 2 = 0.67), peak flow (NS = 0.67) and base flow (log NS = 0.71; Fig. 4) . Similarly, the best parameter set for the biogeochemical sub-model in INCA-C was selected from the 100 parameter sets obtained from the MC analysis, based on an evaluation of variation and timing of peak DOC concentrations, and subsequently manually refined (Table 3 ). The hydrological sub-model within INCA-C for this parameter set gave a roughly equally successful calibration of peak stream flows as PERSiST. The dynamics (R 2 = 0.85) and concentration levels of stream DOC (NS = 0.84) were captured well by the model.
The 20 best performing INCA-C parameter sets had NS [ 0.65 for flows and NS [ 0.75 for DOC. These parameter sets were retained for estimation of uncertainty bands for daily concentration and annual flux estimates. The simulated DOC concentrations from the best parameter set are presented together with the 95 % confidence intervals based on INCA-C output from these 20 best parameter sets (Fig. 2) . The upper and lower model uncertainty boundaries based on these standard deviations were narrow and most DOC observations fell within them, indicating good model performance with low uncertainty.
The list of statistically sensitive INCA-C biogeochemical sub-model parameters for simulation of DOC concentrations, identified with the MC analysis, is presented in Table 4 . The most sensitive parameters (p \ 1 -10 ) were temperature-related, i.e., the thermal conductivity of the soil and a parameter controlling process-rate responses to a 10°C change in soil temperature. The high dependency of modelled DOC on soil thermal properties is not surprising as process rates in the model all relate to temperature. The sensitive process rates were the parameter controlling the DOC-sorption and -desorption rate in the upper soil layer to changes in chemistry (p \ 0.0001), the SOC to DOC production rate in the upper layer (p \ 0.0005), and the DOC production rate from fresh litter (p \ 0.0005). This sensitivity analysis suggests that streamwater DOC at Andøya is most sensitive to temperature, atmospheric chemistry (i.e., seasalt deposition), and (microbial) production of DOC, both from the existing SOC pool and from litter inputs.
Model simulations
Mean monthly DOC concentrations (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) (2008) (2009) (2010) (2011) (2012) (2013) simulated using the best model calibration had a strong seasonal signal and varied between 5.1 mg L -1
in April and 14.4 mg L -1 in September (Fig. 5) . However, interannual variation in monthly DOC was large, as illustrated by the box plots, with ranges of *4 mg L -1 in April and 10 mg L -1 in the autumn months. Except for low discharge between May and August, there was no other strong seasonal signal in simulated discharge, although there was considerable interannual variation. Simulated median monthly discharge from May to August varied between 15 and 69 mm month -1 , while the variation from September to April was between 77 and 118 mm month -1 . Simulated mean monthly DOC export, however, followed a seasonal cycle with lowest export usually occurring between May and August (0.3-0.4 g C m -2 month -1 ) and maximum export in September and October (1.1 g C m -2 month -1 ; Fig. 5 ). The simulated seasonal DOC export pattern was related to the pattern in discharge and DOC concentrations. In November and December, simulated DOC export declined, following a similar development as DOC concentrations. In the summer months, DOC concentrations rose steadily while DOC export remained unaltered.
Mean annual DOC export between 2000 and 2013, simulated based on the best parameter set, was 7.2 ± 0.7 g C m -2 , with a maximum of 8.3 g C m -2 in 2013 and a minimum of 5.9 g C m -2 in 2009 (Fig. 6 ). The interannual variation was similar to the uncertainty interval of simulated annual DOC export (±15 %), calculated as the 95 % confidence interval of the mean DOC export from the 20 best performing parameter sets.
Drivers of DOC concentrations and export
Forward selection stepwise multiple regressions were performed to identify the best predictors of annual and seasonal DOC concentrations and fluxes. Annual discharge and annual precipitation were selected as the best predictors explaining the variation of simulated mean annual DOC concentration and annual DOC export for 2000-2013, respectively. Mean Ratio of simulated-observed mean annual water balance are included R 2 coefficient of determination, NS Nash-Sutcliffe model efficiency Biogeochemistry (2016) 127:305-321 313 annual DOC concentrations related negatively to discharge (R 2 = 0.39, p \ 0.05), while mean annual DOC export related positively to precipitation (R 2 = 0.63, p \ 0.001). Thus, DOC concentrations were lower during wet years, while DOC export was highest. Current and antecedent season weather variables were the best predictors of seasonal DOC concentrations and fluxes (Table 5) . The best models were found for seasonal DOC fluxes (R 2 between 0.84 and 0.98), while mean spring and summer DOC concentrations were most poorly explained (R 2 0.31 and 0.53, respectively). For DOC concentrations, selected discharge or precipitation was always negatively related to DOC, while temperature had a positive effect on summer and autumn DOC, and negative on winter DOC. The negative effect of The a priori range was identified by values for which NS statistic became 0 and the a posteriori range was based on 100 parameter sets from Monte Carlo analysis temperature on winter DOC may reflect effects of winter snowmelt episodes, while the positive effect of temperature on summer and autumn DOC could indicate temperature-driven production of DOC. Discharge or precipitation in the antecedent season related negatively to autumn to midwinter DOC concentration, possibly because DOC replenishment occurs at lower rates in winter.
For DOC fluxes, hydrological parameters were selected first in all seasons except autumn, where summer temperature was selected first. Current-season discharge promoted seasonal DOC fluxes, while antecedent-season discharge reduced seasonal DOC fluxes, possibly indicative of depletion of potentially leachable DOC stores for the following season. For early winter DOC flux, current and autumn temperature both contributed positively, but only after accounting for the effects of winter precipitation and autumn discharge.
Discussion
The simulated mean annual DOC export from the Andøya blanket bog of 7.2 ± 0.7 g C m -2 year -1
(2000-2013) was in the middle of the range of reported northern peatland DOC export (Table 6 ). Aquatic export of DOC in peat-dominated catchments is usually strongly promoted by precipitation (Olefeldt et al. 2013) , similar to what we found in the statistical analysis of catchment DOC export, but in Table 6 the highest absolute DOC export is found in Scotland, which is not the site with the highest annual precipitation. Production of DOC per mm runoff reveals a variation between sites of 7 and 38 mg C mm -1 , where Andøya is found at the lower end. In a study of forested catchments on drained peatlands, harvestinduced DOC export correlated positively with site nutrient-richness (Nieminen et al. 2015) , possibly implying a relationship between microbial activity and DOC production. Riverine aquatic DOC export per m 2 drainage area in Norway was lowest in subarctic Norway, which coincided with a gradient of declining productivity . Increased DOC export from peatland cores under higher temperatures was found in a field manipulation experiment (Fenner et al. 2007 ). Thus, factors like productivity, nutrient richness and temperature are all likely to contribute to variations in peatland DOC export but currently, the mechanistic understanding of these relationships remains inadequate.
The NEE was quantified for the Andøya peatland for 2009-2012 (Lund et al. 2015) , ranging from -0.5 to -35.7 g C m -2 year -1 , with mean annual NEE of -19.5 ± 18.3 g C m -2 . Apparently, DOC export at Andøya has a lower interannual variability than NEE, i.e., 6.8 ± 0.9 g C m -2 for 2009-2012. If only NEE and lateral DOC exports are considered (excluding methane fluxes, and aquatic fluxes of CO 2 and DIC), including aquatic DOC export in the NECB for Andøya leads to reduction in net carbon uptake to -12.6 g C m -2 , switching the peatland in the coldest year (2010) from a (small) sink to a source of atmospheric carbon. Lund et al. (2015) found that CO 2 uptake decreased under conditions of high vapor pressure deficit, indicative of low air moisture or relative drought, while no effect of reduced soil water content on NEE was found. However, in warmer and drier years the peatland was, perhaps surprisingly, a stronger annual sink for CO 2 than in the year with temperature and precipitation close to the long-term average. The higher CO 2 uptake was primarily driven by a stronger gross primary production, which dominated the effect of higher heterotrophic respiration. In warmer and drier years, aquatic DOC export would also be a smaller term in the peatland NECB, thus reinforcing the finding by Lund et al. (2015) . However, the years 2009-2012 did not include an extreme drought. In a maritime climate, extreme droughts may be less likely to occur than in continental climates. Lund et al. (2015) concluded that Andøya retains its function as carbon sink under the present meteorological conditions. By including aquatic DOC export, it appears that the Andøya peatland can switch from a sink to a small source of atmospheric carbon under the present climate, even when carbon losses from methane and DIC are not considered. On average, DOC export was 35 % of NEE at Andøya, which is at the high end of the range found elsewhere (Table 6) .
Addressing the question of the influence of climate change on peatland carbon source or sink capacity clearly requires including aquatic DOC fluxes, but probably also requires a wider range of carbon accumulation studies with regard to peatland type, multi-annual studies and climatic gradients. A tool like the combined hydrological-biogeochemical model INCA-C (Futter et al. 2007 ) could be useful in this setting, as there are many studies of peatland NEE where quantification of aquatic carbon export is lacking, thus limiting the possibility to improve peatland NECBs (Aurela et al. 2002 (Aurela et al. , 2007 (Aurela et al. , 2009 Beetz et al. 2013; Campbell et al. 2014; Elsgaard et al. 2012; Hirano et al. 2012; Lund et al. 2007 Lund et al. , 2015 McVeigh et al. 2014; Mezbahuddin et al. 2014; Peichl et al. 2014; Sagerfors et al. 2008) . INCA-C can be used for quantification of aquatic DOC fluxes in catchments with limited observations for empirical quantification of DOC fluxes, and has been successfully calibrated for a number for small headwater catchments, with single and mixed land cover in various climate conditions (Futter and de Wit 2008; Futter et al. 2009 ).
The model goodness of fit of the INCA-C Andøya application was exceptionally high (R 2 = 0.85, NS = 0.84, Table 3 ) compared with other INCA-C applications (e.g., Futter et al. 2007 Futter et al. , 2009 Futter and De Wit 2008; Oni et al. 2014) , where R 2 and NS Each cell gives the number in which variables were selected, and between parentheses the t-score and significance (p-value) of each parameter in a linear regression model, and the R 2 for each model. Included explanatory variables were mean temperature, sum of precipitation, sum of discharge, for the current and antecedent season usually ranged between 0.3 and 0.5. This is probably in part related to the limited number of observations compared with the other INCA-C applications. The potential to obtain good model fits is inversely related to the number of observations used for model calibration. It is trivial but true that complex models such as INCA-C or PERSiST can be calibrated to perfectly match a single observed value. The longer the period of record used for model calibration, the greater the likelihood of encountering extreme or unusual conditions which cannot be simulated using a single parameter set (Ledesma et al. 2012) . However, it has been shown that longer calibration time series lead to better overall goodness of model fit (Larssen et al. 2007) .
We explored the uncertainty in the model output in relation to the parameter space with an MC analysis, and found that the uncertainty was similar to interannual variations in DOC export. While MC approaches to estimate model uncertainty are very common (Beven 2006; Couture et al. 2015; Futter et al. 2007; Futter and De Wit 2008; Ledesma et al. 2012; Larssen et al. 2007; Oni et al. 2014 ), they are not truly objective. Every MC approach contains a number of hidden or explicit assumptions. For example, most Markov chain MC methods make strong assumptions about the parameter space and conditions for convergence. The MC approach used here is informed by the equifinality thesis (Beven 2006) which states that there is no single statistically best parameter set. The MC approach identifies an ensemble of credible parameter sets based on a defined exploration of parameter space. The ''hill climbing'' metaphor can be pursued further when describing the ensemble of parameter sets. In a mountain range, not all peaks have the same elevation. Using the approach presented here, while guaranteed to find local high points, makes no pretense of locating the highest peak in the mountain range. The parameter sets generated by this approach have a range of goodness of fit statistics but all share the property of being the best set of values identified by a particular set of model runs. Trimming the ensemble of parameter sets to use only the best performing subset will lead to more realistic uncertainty estimates as it will exclude predictions based on parameter sets that would have been rejected for poor performance during manual calibration. The final manual tuning of the best performing parameter set acknowledges the role of expert judgement in model use. Any automated Table 6 Overview of quantified aquatic DOC export from northern peatlands, including annual discharge (Q) and estimated DOC export per mm Q, and DOC export in % of Net Lund et al. (2015) n.r. Not reported a www.ceh.ac.uk/our-science/monitoring-site/auchencorth-moss-atmospheric-observatory b Estimated using precipitation Biogeochemistry (2016) 127:305-321 317 calibration procedure has the potential to produce mathematically reasonable but scientifically implausible parameter values. For all but the very simplest of models, a final evaluation is needed to ensure the scientific credibility of model outputs. In the simulations presented here, the overall model performance was encouraging and the selection of sensitive parameters made biogeochemical sense. Climatic factors and deposition chemistry are major controls of DOC concentrations at Andøya, as indicated by the inverse relationship between Cl -and DOC concentrations in the stream, by the selection of sensitive parameters in the INCA-C, i.e., temperature controls and sorption-sensitivity to atmospheric chemistry and by the statistical analysis of DOC concentrations and DOC export. The control of deposition chemistry on headwater DOC has been shown in monitoring time series of lake and streamwater DOC in boreal catchments (Monteith et al. 2007 ) and in experimental field manipulations (Moldan et al. 2012; Oulehle et al. 2013 ). Physico-chemical models provide a mechanistic explanation for this behavior, i.e., increased solubility of organic matter under conditions of lower conductivity and lower acidity, changing ion-binding and increasing negative charge of humic compounds, leading to a tendency to overcoming of inherent hydrophobicity of humic compounds (Tipping 1994 ). The WHAM model was successfully tested on soil-solution interactions in laboratory conditions (De Wit et al. 1999) , and the concept of chemical controls on desorption behavior of DOC was successfully implemented in the INCA-C model (Futter and de Wit 2008) .
The statistical exploration of the climatic controls of seasonal DOC concentrations and fluxes highlighted the importance of current and antecedent conditions of temperature and discharge. The negative effect of current-season's discharge on DOC concentrations agrees with the generally observed diluting effect of precipitation on DOC in peatland runoff, in contrast to upland soil runoff (Köhler et al. 2008) . A positive relation between discharge and catchment aquatic DOC export is commonly found (Olefeldt et al. 2013; Raike et al. 2012) . Temperature (antecedent and current) promoted DOC export in the autumn and early winter, suggesting that increased microbial activity under higher soil temperatures produces a higher store of potentially leachable DOC (Kalbitz et al. 2000; Tipping et al. 1999) . Strong positive relationships between DOC concentrations and temperature were also found for three Norwegian catchments (De Wit et al. 2007; De Wit and Wright 2008) . Soils can sustain high stores of potential DOC (Ledesma et al. 2015; Neff and Asner 2001) , which can be emptied by excessive leaching (Haaland and Mulder 2010 ). An indication of depleted potentially leachable DOC stores may be found in the negative effect of antecedent discharge on autumn and early winter DOC export, when soil temperatures are too low for microbial replenishment of the potentially leachable carbon stores. An incubation study of organic-rich soils found that increased temperatures lead to a higher release of DOC, but also of CO 2 (Neff and Hooper 2002) . Thus, potential effects of higher temperatures combined with constant or increased precipitation are considerably higher aquatic export of DOC, and possibly lower net carbon accumulation depending on the effect of climate on productivity and methane emissions.
In this study, we show that the Andøya peatland is likely to be a weaker carbon sink than previously thought (Lund et al. 2015) and could in some years be a carbon source instead. Including estimates of methane emissions and losses from other carbon components by aquatic transport would be valuable for a more precise assessment of the peatland carbon sink strength. Our study is another example that aquatic export of DOC plays a significant role in peatland NECBs, more specifically in Atlantic bogs. In northern landscapes, peatland cover is a good predictor of catchment DOC export (Dillon and Molot 1997) , and a key driver of riverine DOC fluxes at larger spatial scales (Raike et al. 2012) . The role of lateral aquatic carbon fluxes in global (Cole et al. 2007 ) and regional (Buffam et al. 2011; de Wit et al. 2015) carbon budgets is large and conceptually easy to grasp (i.e., Chapin et al. 2006) . However, terrestrial carbon fluxes have different sensitivities to environmental drivers than aquatic carbon fluxes. The former might be more sensitive to temperature and disturbance (i.e., Schlesinger and Andrews 2000) while the latter may be most sensitive to drought and precipitation (Olefeldt et al. 2013) . The integrated effect of environmental change on terrestrial carbon sink capacity, where lateral carbon export is accounted for, will be increasingly hard to predict going from single land cover ecosystems such as the Atlantic bog in our study, to multiple land cover and land management regions as presented in Buffam et al. (2011 and Christensen et al. (2007) . Peatlands may be highly suitable for investigation of differential sensitivity of terrestrial and aquatic fluxes to environmental change, because conceptual fluxes and measurements can be done in a consistent way (Chapin et al. 2006) . Our results lead us to strongly advocate that all peatland carbon balance studies include quantification of aquatic DOC fluxes and that there is a large potential for studying climate sensitivity of carbon fluxes in multiannual peatland carbon balances.
