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Abstract. The estimator of the adjusted premium developed by Necir and
Boukhetala (2004) is considered. To minimize the variance of this estimator we
proposed an original strategy by formulating a non-linear optimization problem
with stochastic constraints. For ﬁnding global optimal solutions we used an hy-
brid genetic algorithm. An illustration of this strategy on real data is developed.
This paper provides insurers with a key pricing tool in non-life insurance.
1 Introduction
Les risques extrêmes sont, aujourd’hui, caractérisés par le fait qu’ils sont abstraits et
complexes (Picard (2002) et Chemarin, Henry & Michel-Kerjan (2005)). Partrat et Besson
(2005) ont montré que les événements naturels ou les risques industriels n’ont pas le monopole
des sinistres extrêmes. Ceux-ci sont aussi présents, relativement, dans les branches RC auto-
mobile qui sont touchées par de très graves sinistres corporels. Donc les assureurs se retrouvent
devant une situation où coexiste une sous population d’individus à haut risque et une large ma-
jorité à bas risque. Dans ce cas, on propose une différenciation tarifaire efﬁcace et adéquate qui
permet d’attirer à la fois hauts risques et bas risques. L’objectif de tariﬁcation équité peut être
atteint, tout en préservant l’efﬁcacité des mécanismes de l’estimation de la prime des risques
extrêmes.
Dans ce travail, on s’intéresse à la recherche d’une stratégie d’optimalité visant la réduction
de l’intervalle de conﬁance de cet estimateur. Cette optimalité est obtenue par l’utilisation
d’algorithme approprié à la résolution du problème par la minimisation d’un critère lié à un
ensemble de contraintes qui caractérisent les risques extrêmes.
Cette approche permet de contribuer à la réalisation des objectifs stratégiques d’optimalité et
d’adaptation de la tariﬁcation "a posteriori" aux exigences de l’assureur et l’assuré. La dé-





































2Prime des risques extrêmes
efﬁcace et également au respect de la conformité des lois et réglementations en vigueur.
Cet article se présente de la manière suivante: dans une première section, on traite l’utilité de
la différenciation tarifaire en matière d’assurabilité des risques extrêmes. En deuxième sec-
tion, on calcule l’estimateur de la prime ajustée proposée par Necir & Boukhetala (2004). En
troisième section, on déﬁnit le problème général de la réduction de l’étendu de l’intervalle
de conﬁance de l’estimateur de la prime ajustée sous forme d’un programme d’optimisation
non linéaire avec contraintes stochastiques. Le caractère aléatoire complexe de ce problème
nous emmène à adapter, dans une quatrième section, un algorithme hybride et efﬁcace pour
la recherche de solutions optimales, statistiquement exploitables. Enﬁn, on propose l’ébauche
d’un modèle de calcul d’une prime ajustée raisonnable et nécessaire à la couverture des risques
extrêmes en assurance non vie (assurance RC-Automobile). Cette démarche de résolution est
ensuite analysée en introduisant les coûts des sinistres extrêmes obtenus par l’application d’une
approche appropriée issue de la théorie des valeurs extrêmes. Enﬁn, on propose une stratégie
de calcul d’une prime estimée par intervalle de conﬁance assez réduit.
2 Sinistralités extrêmes et tariﬁcation a posteriori
La présence des sinistres extrêmes perturbe l’homogénéité du portefeuille et leurs détection
est donc essentielle pour éviter les erreurs de tariﬁcation et d’interprétation qui peuvent avoir
pour conséquences des modiﬁcations tarifaires utiles ou à l’inverse inutiles.
L’intuition en est que la tariﬁcation a posteriori qui lie la prime payée à la sinistralité passée de
l’assuré a une double justiﬁcation. D’une part, elle tient compte de la différenciation tarifaire
entre les sinistre extrême et les sinistres standards. Et d’autre part, elle présente un mécanisme
d’incitation à la prudence.
2.1 Risques extrêmes et iniquité de la tariﬁcation
L’hétérogénéité au sein d’un portefeuille d’assurance pose un grand nombre de problèmes,
en particulier de tariﬁcation. Lorsque la même prime est appliquée à l’ensemble du porte-
feuille, les mauvais risques s’assureront, mais les bons pourraient être découragés par le tarif
excessif; iniquité de la tariﬁcation.
La raison en est que les individus à bas risque ne peuvent pas faire leurs choix d’assurance
correspondants à la nature du risque, dans la mesure où les contrats qui leur conviendraient
seraient également achetés par les individus à haut risque et se trouveraient ainsi ﬁnancière-
ment déséquilibrés.
Pour résoudre ce problème, les assureurs seraient conduits à identiﬁer une stratégie de tariﬁca-
tion permettant de concilier les principes d’efﬁcacité et d’équité.
sinistres graves en assurance non vie:
Le classement des risques selon leurs fréquence et leur gravité traçe des frontières entre






































² Les bas risques très fréquents et de petites ampleurs
² Les hauts risques rares et de coûts très élevés
En effet, les outils statistiques traditionnels qui étudient un phénomène à travers son comporte-
ment normal, caractérisent mal ces extrêmes. Elles fournissent uniquement des indications sur
la distribution générale d’un phénomène. McNeil & al. (1997) et Rootzen & Tajvidi (1997)
montrent que l’application de la théorie des valeurs extrêmes donne un cadre plus systéma-
tique, rigoureux et cohérent que les méthodes classiques.
En effet, cette méthode permet de déduire la distribution des extrêmes à partir de la distribution
totale, sans traiter séparément les extrêmes des risques récurrents. Ces événements appartien-
nent à ce que l’on appelle "la queue de distribution", ce qui veut dire que l’on dispose de très
peu d’observations pour déterminer analytiquement les distributions de probabilité. Donc il est
important de bien modéliser les queues de distribution aﬁn d’éviter une tariﬁcation iniquité.
Généralement, l’activité d’assurance est basée sur la loi des grands nombres qui nous assure
que la moyenne empirique du coût de sinistres indépendants et identiquement distribués tend
vers le coût moyen pour un nombre de polices importants. La loi de grands nombres peut ne
pas fonctionner correctement en cas des risques hétérogènes, et donc non identiquement dis-
tribués. L’assureur doit, dés lors, réaliser des compensations dans le temps, dans l’espace, et
limiter ses souscriptions de manière à conserver un système de tariﬁcation homogène.
En pratique, il n’est pas aisé d’obtenir ces compensations, ni de limiter sa souscription. Donc
la différenciation tarifaire peut offrir une solution attrayante à ces problèmes.
Différenciation tarifaire et incitation à la prévention:
En assurance, notamment en non vie, le système actuel est basé sur le principe de solidarité
où chaque assuré paie le même taux de prime et les assureurs indemnisent le montant des dom-
mages à leurs assurés (François & Constant (2009)). Ce système permet donc une couverture
complète des risques assurés. Dans ce cas, l’intérêt immédiat de l’assuré est de ne faire aucun
effort et l’assureur est donc contraint d’établir une prime actuarielle correspondante au risque
élevé aﬁn d’éviter des situations de ruine (Kunreuther & al. (1995)).
La différenciation tarifaire a posteriori n’est rien d’autre que la recherche d’une tariﬁcation
plus juste traduisant la réalité des risques. Elle s’interprète comme une distorsion de la struc-
ture de la prime des risques par rapport à la structure des coûts. En première lieu, des tarifs
différenciés peuvent être appliqués car les risques représentent des coûts différents. En second
lieu, des tarifs plus au moins élevés peuvent traduire des différences de pouvoir de marché que
les assureurs sont susceptibles d’exercer à l’égard de différentes catégories de clientèles.
Cependant, le critère uniforme de la prime d’assurance crée une distorsion qui lui induit une
moindre incitation à la prévention et génère un surcoût pour la société. En effet, l’utilisation
d’une différenciation tarifaire peut inciter les assurés à adopter un comportement prudent et
donc diminuer les charges de l’assureur qui peut ainsi pratiquer des primes plus faibles (voir
par exemple Wills & Sherris (2010)). D’où, la pratique de la prime des sinistres graves per-
met d’opérer une différentiation des produits par le biais d’un jeu de niveaux de couverture
différents. Autrement dit, elle suggère de discriminer entre les assurés au moyen d’une tari-
ﬁcation non linéaire reliant la prime et la quantité d’assurance achetée. Ce qui nous permet





































2Prime des risques extrêmes
sureurs.
2.2 stratégie de tariﬁcation pour les risques majeurs
L’avenir des assurances dépend-il des risques extrêmes? A l’évidence oui. L’augmentation
du coût cumulé des grands sinistres est plus importante depuis 20 ans que les quarante années
précédentes. C’est donc l’intérêt des assureurs et des réassureurs de recourir à des modèles sci-
entiﬁques pour élaborer un système de tariﬁcation adéquat et efﬁcace. S’inspirant du principe
de Wang (1996) et Lin (2005), Necir & Boukhetala (2004) ont introduit une nouvelle approche
du calcul de prime des risques extrêmes. Cette approche est mise en œuvre sous forme d’un
logiciel permettant un calcul automatique de l’estimateur de la prime ajustée par intervalle de
conﬁance.
Exploration des sinistres extrêmes:
L’utilisation de la théorie des extrêmes permet de répartir la population des risques en deux
catégories: les hauts risques et les bas risques. Les marchés étant concurrentiels, les primes
d’assurance demandées pour couvrir le risque en question devront logiquement différer entre
les deux catégories: les hauts risques payent une prime supérieure aux bas risques pour un
même niveau de couverture.
Dans la tariﬁcation à posteriori, l’idée est de détecter les sinistres extrêmes qui perturbent
l’homogénéité d’un portefeuille d’assurance. Cependant, plusieurs auteurs ont montré que
la méthode de dépassement du seuil (Peak Over Threshold (POT)) issue de la théorie des ex-
trêmesfournitlesoutils adéquatspourdétecteret traiterlessinistresgraves. Eneffet, lamise en
œuvre et l’utilisation de cette approche pose le problème de détermination du seuil. Théorique-
ment, il existe plusieurs techniques de détermination du seuil au-delà duquel les sinistres sont
qualiﬁés extrêmes. En pratique, la méthode graphique a illustré des possibilités d’exploration
tout à fait adéquate.
Pour améliorer cette politique de tariﬁcation, il est nécessaire de bien caractériser le comporte-
ment asymptotique des sinistres au-delà d’un seuil ﬁxe.
Soit X1;X2;:::;Xn une suite de variable aléatoires de risque, indépendantes et identiquement
distribuées avec une fonction de répartition commune F(x) = P(X · x), x 2 R. Pickands
(1975) a introduit la loi de Pareto généralisée (GPD) pour analyser le comportement asympto-
tique des excès qui sont déﬁnis par yi = xi ¡ u=X > u.
Le théorème de Pickands afﬁrme que la fonction de distribution GPD est:
G»;¯(y) =
(




» si » 6= 0
1 ¡ exp(¡
y
¯) si » = 0
avec y 2 [0;xF ¡ u] si » ¸ 0, y 2 [0;Min(¡¯=»;xF ¡ u)], si » < 0, et si » ! 0, G»;¯(y)
est approximée par la distribution exponentielle avec ¯ correspond à la moyenne.
































































Ces équations sont également utilisées comme contraintes dans la stratégie alternative de min-
imisationdel’étendudel’intervalledeconﬁancedel’estimateurdelaprimeajustéedéveloppée
selon le principe de Wang. Dans le paragraphe suivant, on présente en détail une formulation
mathématique de ce problème d’optimisation en se focalisant sur la pertinence de l’algorithme
génétique hybride pour la recherche simultanée des solutions optimales des paramètres », ¯ et
le coefﬁcient de distorsion de Wang p. Ce qui donne à l’utilisateur l’espoir d’améliorer la per-
formance des techniques de détermination de ces paramètres selon la nature du risque observé
et constitue également une démarche rationnelle pour le calcul des primes de risque extrême.
Principe de Wang de la prime ajustée:
Pour une tariﬁcation raisonnable des risques extrêmes, Wang (1996) propose un nouveau
procédé de calcul de primes en appliquant une transformation à la fonction de survie. Il obtient





Le paramètre p ¸ 1 est appelé "coefﬁcient de distorsion" ou "coefﬁcient d’aversion au risque".








( ¹ F(x))1=pdx (4)
Il faut noter que ce principe est celui de la prime pure appliqué à la distribution d’un risque
rendu "plus dangereux". En effet, l’estimation de ces mesures, à l’aide d’une sinistralité his-
torique adaptée, mettra en jeu des approches paramétriques puis semi-paramétriques.





































2Prime des risques extrêmes
Soit X1;:::;Xn une suite de risques indépendants et identiquement distribués, de distribu-
tion commune F, telle que
F(x) = cx
¡ 1
»(1 + x¡¯L(x)) quand x ! 1 (5)
pour » 2 [0;1], ¯ > 0, une constante c et L(:) fonction à variation lente, on peut écrire la




(1 ¡ F(y + u)1=pdy;
on peut montrer que





( ¹ F(u) ¹ Fu(y))1=pdy:




(^ ¹ F(u)^ ¹ Fu(y))1=pdy:
Un estimateur naturel de ¹ F(u) est donné en fonction de la distribution empirirque par:









où Nu est le nombre des excès au-delà du seuil u. D’autre part, le théorème de Pickands (1975)
montre que la queue des excès est approximée par la distribution de Pareto généralisée
^ ¹ Fu(y) ¼ ¹ G^ »;^ ¯(y):
Alors





( ¹ G^ »;^ ¯(y))1=pdy:
Ce qui revient à écrire,


















































On peut écrire cet estimateur sous forme d’une espérance















^ » ( 1
p¡1)+1dy
D’où




où Y » GPD(^ »; ^ ¯) et r = 1
^ »(1
p ¡ 1) ¡ 1.
Sous la condition r > ¡1
^ », on a:





1 + ^ »r
Pour ^ » · 1
p · 1, l’estimateur de la prime ajustée peut être déterminé par





p ¡ ^ »
: (6)
Le théorème suivant décrit la normalité asymptotique de ^ ¼u(X)
Théorème ( Necir & Boukhetala (2004))
Supposons que (4) est vraie pour » 2 [1=2;1] et ± > 0, si x ! x¡±L(x) est une fonction
décroissante. Soit u = un tel que u ! 1 et
p
nu¡±L(u) ! 0 quand n ! 1. Alors
p





















Après avoir détaillé la construction de notre estimateur, on présente maintenant l’algorithme
de calcul de cet estimateur:
Algorithme de calcul direct de la prime ajustée
1. Choisir le nombre des excès N d’un échantillon (x1;:::;xn).
2. Estimer les paramètres (»;¯) de la loi GPD à partir de l’échantillon des excès.
3. Calculer l’estimateur de la prime ajustée en fonction de p en utilisant la formule suivante:





p ¡ ^ »
La Théorie des Valeurs Extrêmes permet d’effectuer des interpolations dans la queue des dis-
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méﬁerdesestimationseffectuées(^ »; ^ ¯), encasd’insufﬁsanced’information, notammentquand
elles concernent des problématiques relatives à la sécurité des personnes et des biens, même si
des intervalles de conﬁance peuvent être calculés par inversion de la matrice de Fisher.
L’ajustement par la méthode du maximum de vraisemblance de la loi généralisée de Pareto
(GPD) peut s’effectuer de manière très efﬁcace et précise au moyen d’un outil d’optimisation
globale. Donc on propose une stratégie d’optimalité visant la recherche des valeurs optimales
des paramètres qui minimise la variance ¾2
¼ (équation 6) sous contraintes dérivées de la fonc-
tion de vraisemblance (équations 1 et 2). Cette stratégie, qui permet d’estimer conjointement
les valeurs optimales de ces paramètres, fait l’objet de la démarche présentée dans le para-
graphe suivant. Elle permet également de déterminer des intervalles de conﬁance plus réduits
pour l’estimateur de la prime ajustée et fournit à l’utilisateur un outil d’aide à la tariﬁcation en
assurance.
3 Approche alternative de calcul de la prime ajustée
L’objectif de tariﬁcation équité peut être atteint tout en préservant l’efﬁcacité des mécan-
ismes de l’estimation de la prime des risques extrêmes. Donc on propose une stratégie de
réduction de l’intervalle de conﬁance de cet estimateur. Cette stratégie vise à minimiser la
variance de l’étendu ¾2
¼ sous contrainte d’égalités et d’inégalités. Cette démarche donne un
outil souple et interactif pour la conception d’un système d’aide à la tariﬁcation pour des situ-
ations de risque exceptionnel.
3.1 Formulation mathématique
Notre objectif est de minimiser la variance de l’étendu de l’intervalle de conﬁance de
l’estimateur de la prime ajustée (équation 6) qui se présente sous forme d’une fonction non
linéaire, en tenant compte de certaines contraintes de type égalités et inégalités. Les fonctions
des contraintes d’égalités sont propres aux paramètres de la loi des excédants des sinistres. Ces
fonctions se sont présentées par le système d’équation (équation 1 et 2), qui est déterminé à
l’aide de la méthode du maximum de vraisemblance, alors que les contraintes d’inégalités se
sont présentées par les hypothèses du théorème de calcul de la variance ¾2
¼.
Cependant, on poropose la formule globale de ce problème d’optimisation comme suit:
(Q) =
8
> > > > <














i=1 log(1 + »
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2 · » < 1
p; 2 > p ¸ 1; ¯ > 0
(8)
avec y1;:::;yM: sont les observations réelles xi qui dépassent le seuil u.






































3.2 Recherche d’une solution globale
Notre problème d’optimisation (Q) peut être résolu de manière globale, en supposant que
les trois paramètres (»;¯;p) sont inconnus simultanément. Dans ce cas, c’est un problème
d’optimisation ordinaire où on peut utiliser un algorithme génétique adapté pour la recherche
d’une solution optimale globale (»¤;¯¤;p¤). On peut également utiliser d’autres algorithmes
comme par exemple le recuit simulée, la recherche Tabou, etc...
En pratique, surtout pour les événements extrêmes, on dispose peu d’information pour la déter-
mination du paramètre d’aversion au risque. Cette incertitude est liée à l’ambigüité et la com-
plexité qui caractérisent les risques extrêmes. En effet, on peut supposer, conditionnellement
auxparamètres(»;¯)delaloidesvaleursextrêmes(Paretogénéralisée), quepestunparamètre
aléatoire de loi de probabilité connu et de support [1;2[.
Supposant:
p = Ã®(a) = 1 + a®
® > 0 et a variable aléatoire uniformement distribuée sur l’intervalle [0;1[.
Dans ce cas, on utilise une approche par simulation qui intègre des données réelles de coûts de
sinistres de valeurs extrêmes en assurance automobile. Ceci permet à l’utilisateur d’avoir une
batterie de scénarii de situations complexes, où manque de l’information pour la détermination
exacte du paramètre p.
Le problème (Q) devient un problème d’optimisation avec contraintes stochastiques:
(Q0) =
8
> > > > > > > > > > > > > > <
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2 ¡ » · 0
g2 = » ¡ 1
p · 0
g3 = 1 ¡ p · 0
g4 = p ¡ 2 < 0
g5 = ¯ > 0
(9)
Bien que les problèmes d’optimisations combinatoires soient souvent faciles à déﬁnir, ils sont
généralement difﬁciles à résoudre. En effet, ce problème appartient à la classe des problèmes
NP-difﬁcile et ne peut pas être résolu par les méthodes classiques (Gard (1979)).
4 Approche de résolution
Etant donnée l’importance du problème de minimisation de la variance ¾2
¼ avec contraintes
d’égalités et d’inégalités, on propose une nouvelle méthode d’optimisation reposant sur un al-
gorithme génétique. Ces dernières sont fondées principalement sur diverses heuristiques, sou-
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4.1 Approche combinatoire d’optimisation
Les méta-heuristiques sont représentées essentiellement par les méthodes de voisinage et
les algorithmes évolutifs. Ils constituent une classe de méthodes approchées adaptables à un
très grand nombre de problèmes combinatoires et de problèmes d’affectation sous contraintes.
Ces méta-heuristiques sont généralement rapides mais fournissent le plus souvent des solu-
tions moins satisfaisantes. En appliquant certains algorithmes évolutifs de types génétiques,
la majorité des problèmes d’optimisation combinatoire engendrent des éléments de la popu-
lation relativement de mauvaise qualité, ce qui peut conduire à une convergence prématurée
vers un optimum local. Aﬁn de remédier à ce problème, certains de ces éléments doivent être
convenablement mutés, par comparaison à leurs parents. Kirkpatrich & al. (1983) ont proposé
d’associer la règle d’acceptation de Métropolis de l’algorithme Recuit Simulé (RS) (Youssef
et Sadiq & Adiche (2001)), à celui de l’AG. Ceci donne une nouvelle variante de l’AG appeler
Algorithmes Génétique recuit Simulé, AGS, où la règle de Métropolis opère en parallèle, pour
le choix desindividuscandidats à une opération de mutation. Ce qui réduit considérablement le
risque de convergence prématurée vers un optimum local. Un tel algorithme a une grande pop-
ularité en optimisation, dans le cas où la forme de la fonction objectif ne se prête pas bien aux
méthodes classiques connues, telles que les méthodes: Quasi-Newton, extrema liés et autres.
Principe de l’AGS
La particularité de l’algorithme AGS est l’exploration de l’espace de solutions réalisables, par
la conception d’opérateurs de reproduction, croisement et mutation. Ces opérateurs agissent,
à chaque génération, sur la population formée de solutions. Ce qui apporte des modiﬁcations
qualitatives pouvant aller jusqu’à la satisfaction d’un critère de convergence prédéﬁni (conver-
gence vers une meilleure solution). Aﬁn d’introduire l’algorithme AGS, on présente certains
concepts de base qui sont nécessaires à la compréhension de ses mécanismes de fonction-
nement.
Amélioration de l’opérateur mutation
Comme on l’a indiqué dans le paragraphe précédent, cette opération peut être couplée à la rè-
gle d’acceptation de Métropolos de l’algorithme RS. Ce qui permet d’éviter une convergence
prématurée vers une solution locale. Cette règle permet d’aider à choisir d’une façon plus co-
hérente les individus pour mutation, selon leur degré de contribution à l’ajout de l’information
permettant l’amélioration de la qualité de la population courante. En effet, dans un voisinage
de deux chromosomes parents sélectionnés, deux autres chromosomes seront produits en util-
isant les opérateurs de croisement et de mutation. Un enfant et un parent sont résultats de
quatre chromosomes arbitraires.
On peut observer les deux cas suivants:
La valeur d’aptitude de l’enfant est meilleure que celle du parent, alors l’enfant est choisi et
utilisé pour générer un nouveau chromosome pour la génération suivante.
La valeur d’aptitude de l’enfant est inférieure à celle du parent, l’enfant peut être choisi, si






T ), où F¤
: est la
fonction critère et T est le paramètre "température courante" utilisé par l’AGS. Cette règle est
connue sous le nom de "Règle de Métropolis".
Cette procédure est également appliquée aux autres paires d’enfants et de parents.






































k = 1;:::;NG, où NG est le nombre de générations prédérterminé et ½ est le taux de re-
froidissement relatif à l’algoritme AGS.









log(P0) , où Ld (rep.
Lm) est le nombre de décentes (rep. montées) relatif au mouvement au voisinage d’une solu-
tion courante. P0 ¼ 1, P0 = 0:999 (correspond à T0).
Critère d’arrêt: L’algorithme de recherche globale s’arrête lorsque le nombre de générations
prédéﬁni NG, est entièrement épuisé, ou bien la température ﬁnale TNG < 0:001:
Algorithme d’optimisation AGS
Donc, on est en mesure de décrire l’algorithme AGS suivant:
Initialiser P(0) de taille M, initialiser T0;NG = 0;
Tant Que critère d’arrêt non satisfait faire
Evaluer l’aptitude de la population P(NG)
Pour j = 1 à NG Faire
Selectionner aléatoirement deux chromosomes P¤(NG) à partir de P(NG)
Appliquer l’opérateur de croissement sur P¤(NG) pour produire P ¤¤(NG)
Executer l’opérateur de mutation sur P¤¤(NG) pour produire P¤¤¤(NG)
Evaluer l’aptitude des chromosomes P¤¤¤(NG)
Excuter la régle de Metropolis pour P¤¤¤(NG) et P¤(NG) pour générer
deux chromosomes de la génération suivante P(NG+1).
Fin Pour
NG = NG + 1
TNG = %TNG¡1
Fin Tant Que.
Algorithme alternatif de calcul de la prime ajustée
1. Choisir le nombre des excès M dépassants le seuil u de l’échantillon (x1;:::;xn).
2. Déterminer les paramètres d’optimalités (»¤;¯¤;p¤) par l’AGS.
3. Calculer l’estimateur de la prime ajustée en utilisant la formule suivante:








Mu est le nombre des excées au-delà du seuil u
n est la taille de l’échantillon de la population assurée
Une implimentation informatique a été effectuée à l’aide des logiciels adaptés.
5 Application numérique en assurance automobile





































2Prime des risques extrêmes
La base de données concerne un échantillon aléatoire de 50000 observations pour
des véhicules 4 roues de tourisme durant l’année 2004, issu d’un portefeuille
d’assurance française. La variable étudiée correspond aux coûts des sinistres.
Rappelons que le montant d’un sinistre inclut l’indemnisation directe de la vic-
time, les frais de gestion internes à la société ainsi que les frais externes (exper-
tise, frais judiciaires) afférents à ce sinistre. Il n’inclut pas les frais d’acquisition
de contrats.
En assurance automobile, ce montant est inconnu. Il est donc la réalisation d’une
variable aléatoire réelle positive ou nulle.
On remarque aussi que le montant du sinistre est différent du coût à la charge de
l’assureur puisque l’assureur déduit le montant de la franchise ﬁxé dans le contrat.
Cette franchise est presque nulle pour un contrat tous risques. Dans ce travail on
utilise le montant d’évaluation cumulé qui reﬂète le mieux la charge de sinistres
extrêmes détectée par la théorie des extrêmes.
Exploration et ajustement des sinistres extrêmes
L’idée naturelle est de partitionner le portefeuille aﬁn de constituer des sous porte-
feuilles sur lesquels les risques peuvent être considérés comme indépendants et de
même loi. Il est donc nécessaire de détecter les sinistres extrêmes aﬁn d’analyser
leurs coûts. En général, on utilise une méthode graphique basée sur l’espérance
conditionnelle des excès (fonction moyenne des excès):




L’estimation graphique du seuil u consiste à repérer les plages de linéarité qui
donne une stabilité à la fonction moyenne des excès de l’échantillon étudié (ﬁg-
ure 1). Cette méthode détecte toujours moins de valeurs extrêmes que des autres






































méthodes classiques. Plus le seuil est grand, plus on s’intéresse aux événements
extrêmes mais comme la prime ajustée sera estimée avec peu de données, sa vari-
ance sera grande. Cependant la détermination du seuil par la méthode POT per-
met de calculer une prévision du coût d’un sinistre extrême pour une probabilité
d’occurrence de 99,9% d’être une valeur extrême et avec un niveau de conﬁance
de 95%.
La ﬁgure 2 présente une estimation ponctuelle du quantile extrême ainsi que la
FIG. 2 – La prévision d’un coût extrême
limiteinférieureetsupérieuredelapertemaximalepourlacompagnied’assurance
en cas de survenance d’un sinistre grave avec une probabilité de 0,1%.
Recherche des solutions d’optimalités (»¤;¯¤;p¤) et interprétations
La recherche d’optimums globaux pour le problème général stochastique (Q’)
sous contraintes, en utilisant l’algorithme AGS, donne des résultats raisonnables
de la variance ¾¤
¼. Mais, les valeurs optimales obtenues sont relativement élevées,
comme l’indique la ﬁgure 3, pour une seule exécution. Pour 100 réalisations




igi=1::100 et de moindres variances ¾¤
¼i, i = 1:::100, donné par le
tableau 1. Ceci correspond à une centaine de situations réelles identiques, condi-
tionnellement à un choix aléatoire du paramètre p. Un tel choix doit tenir compte
de l’asymétrie de l’information assuré-assureur. Il peut être également lié à un
environnement économique incertain ne permettant pas de déterminer avec exac-
titude les valeurs de ce paramètre. C’est ce qui a motivé notre choix de supposer
que p est aléatoire, prenant ses valeurs possibles dans un ensemble vériﬁant les
hypothèses du théorème de Nicer & Boukhtela (2004).
Dans certains cas rares, la meilleure conﬁguration trouvée peut ne pas vériﬁer les
contraintes et engendrer des résultats négatifs (tableau 1), du fait que le problème





































2Prime des risques extrêmes
FIG. 3 – Courbe de la variance ¾¤
¼ conditionnellement à un comportement aléatoire du
paramètre ; p = Ã(u); u » L(U[0;1]); U[0;1]: est la loi uniforme sur [0;1]
N± réalisation »¤ ¯¤ p¤ ¾¤
¼i
1 0,89 2,49 1,3 18077,56
2 0,55 1,19 1,14 1129073,25
3 0,85 2,74 1,3 34163,63
4 0,51 2,69 1,01 -409226,48
5 0,73 1,93 1,74 1107202,66
6 0,68 2,31 1,2 55253,22
7 0,59 1,21 1,96 3985069,54
. . . . .
. . . . .
. . . . .
100 0,72 2,19 1,27 363670,29






































Probabilité 1). Pour remédier à ce problème, on utilise des techniques de ﬁltrage
ou de sélection de résultats obtenus par l’AGS, donnant que des valeurs posi-
tives de la variance. On remarque pendant l’exécution de l’AGS que très peu de
valeurs négatives sont obtenues, ce qui correspond à un ensemble d’éventualités
provenant de l’environnement hasardeux, de pourcentage très faible. La perfor-
mance de cette procédure de ﬁltrage (nettoyage des résultats) dépend largement
du schéma d’évolution de la variance ¾¤
¼i en fonction de p, voir la ﬁgure 4:
Cette variabilité élevée de la variance produit une certaine incertitude dans le
FIG. 4 – Evolution des optima de la variance en fonction des optima du paramètre aléatoire p
calcul de la prime et pourrait créer une certaine méﬁance chez l’utilisateur (as-
sureur/réassureur). Donc ce dernier doit être plus prudent par le biais d’une telle
stratégie, requise par l’usage du régulateur aléatoire, et pouvant conduire à un
calcul de prime de risque répondant à des normes économiquement souhaitables
en matière de tariﬁcation des risques extrêmes. De fait que la prise en compte
comme contrainte, dans le programme (Q’), de la charge de sinistres extrêmes
risque d’augmenter la variance ¾¤
¼, on a décidé de multiplier ces valeurs par un
coefﬁcient de pondération aﬁn de condenser les échelles et de pouvoir normaliser
la modélisation de ces événements (exceptionnels). En pratique, ceci peut être vu
comme conséquence de la mise en place d’une stratégie de prévention adéquate;
conduisant à une sinistralité relativement réduite, où on remplace yi dans (Q’) par
y0
i = Ciyi, les Ci sont estimés en présence de l’information statistique ou sup-
posés aléatoires en absence de cette information. Ce dernier cas est supposé pour
notre problème, où les Ci sont de loi uniforme sur l’intervalle [0,1]; c’est le cas de
situations se comportant dans un environnement économique complexe et en ab-
sence de systèmes d’information statistique approprié. Comme résultats de cette
approche obtenus par 100 réalisations du problème (Q’) par l’AGS, on présente










































2Prime des risques extrêmes
cune de ces variables.





FIG. 5 – Box-plot de la distribution des paramètres
»¤ ¯¤ p¤ Variance
N 100 100 100 100
Mean ,3648 1,8995 1,5379 1890,94122
Normal Parameters(a,b) Std. Deviation ,30946 ,60891 ,28529 2970,400882
Most Extreme differences Absolute ,088 ,108 ,093 ,262
Positive ,088 ,108 ,064 ,217
Negative -,082 -,085 -,093 -,262
Kolmogorov-Smirnov Z ,880 1,082 ,928 2,622
Asymp. Sig. (2-tailed) ,420 ,192 ,356 ,000
a: Test distribution is Normal.
b: Calculated from data.
TAB. 2 – Résultats des tests statistiques
On peut tracer l’histogramme (ﬁgure 6) des résultats de la variance ¾¤
¼i obtenus
par l’AGS et la densité de probabilité pour mieux visualiser la loi de probabil-
ité associée. La variabilité intrinsèque des résultats de la variance ¾¤
¼ n’est pas
signiﬁcativement de la loi normale, comme en témoigne le qq-plot. Cela qualiﬁe
l’incertitude sur le paramètre p qui pourra donner une représentation plus adap-
tée à la réalité, en présence des événements "rares" (tableau 2). Quand on trouve






































FIG. 6 – Répartition de la variance ¾¤
¼i
qui nous dirige à déterminer une stratégie implicite de prévention. En se basant
sur l’analyse empirique, on prouve que la répartition statistique de la variance
suit la loi de Pareto. Intuitivement cela se justiﬁe par la ﬁgure 7: Ces graphiques
FIG. 7 – Pareto Q-Qplot
montrent que l’ajustement est licite en ce qui concerne le test graphique. Le di-
agramme de Paréto (ﬁgure 8) est utilisé pour résumer et afﬁcher graphiquement
l’importance relative des différences entre groupes de données. Ce diagramme est
construit en segmentant les données en groupes. il permet d’identiﬁer les caté-
gories de risques qui nécessitent la mise en place de stratégies de préventions et
modes de calculs de la prime ajusté distincts. Cette loi permet aussi d’analyser
l’évolution des degrés de l’incertitude des assureurs en fonction des valeurs de la
variance. Eneffet, lareprésentationgraphiquemontre qu’au-dessusd’unecertaine
valeur e0, la répartition cumulative des résultats de la variance obtenus par l’AGS,
une fois tracée sur un graphique Log-Log, forme une ligne presque droite. Cela
conforte l’idée qu’il y a plus de risques avec une faible variance que de risques
avec une variance élevée. Ce qui corrobore aussi la remarque de Gustav (1925);
la répartition de Pareto se retrouve curieusement sur les grands risques, où 20%
des sinistres pouvaient représenter 80% de la charge totale. Dans ce cas, les con-
clusions qu’on a obtenu de l’analyse statistique sont claires et montrent qu’il y a
situation favorable si les valeurs de la variance sont faibles et situation défavorable
dans le cas contraire. Ces résultats (variances élevées) peuvent ne pas intéresser
l’utilisateur, en matière de calcul de prime et suscitent l’utilisation d’une autre





































2Prime des risques extrêmes
FIG. 8 – Fonction de densité de la loi de Paréto
problème, on propose une stratégie avantageuse de réduction de la variance aﬁn
de minimiser le souci de l’utilisateur. Cependant, la réduction de la variance peut
être déterminée en introduisant une variance ciblée (qui correspond à la valeur
retenue à partir duquelle la courbe de la distribution forme presque une droite),
en cherchant à minimiser l’écart entre la vraie variance et une variance attractive
déterminée selon le principe de Paréto, dans notre cas, et par lecture direct sur
le graphique de Pareto, on a retenu la valeur e0 = 7900. Puis, on conditionne
la valeur p¤
i par les écarts réduits qui ne dépassant pas un certain seuil ﬁxé e0
déterminé selon des considérations statistiques et économiques. Cette stratégie
est présentée au cours du paragraphe suivant.
Stratégie de choix optimal du paramètre pi pour une variance réduite ¾¤
¼i:
Aﬁn d’obtenir des optima globaux correspondants à une variance ¾¤
¼i, en présence
d’une valeur ciblée désirable, on propose de résoudre un problème d’optimisation






où Vattractive est une valeur de la variance désirable. Les contraintes
restent inchangées.
Cette formule commode permet de déterminer la variation minimale entre la vraie
variance et la variance ciblée, quand on trouve des résultats de la variance ¾¤
¼i très
élevés. Si, par exemple, on suppose que la variance ciblée est égale à e0, une réal-






































et ¯¤ = 0;18) et ~ ¾¤
¼i est de l’ordre de 7890 qui est relativement réduite par com-
paraison à la valeur ciblée de l’ordre de 7900, comme le montre la ﬁgure 9.
Ceci signiﬁe que le problème stochastique de minimisation de l’écart absolu rend
FIG. 9 – Courbes de conﬁgurations optimales des écarts stochastiques ~ ¾¤
¼i(»¤;¯¤;p¤) pour
la variance ciblée à l’ordre de e0
en même temps toutes les variances minimums presque stables et limitées par le
seuil e0, compte tenu des contraintes imposées.
Bien que les formules soient partiellement exactes, il est clair que ~ ¾¤
¼i est suff-
N± réalisation »¤ ¯¤ p¤ ~ ¾¤
¼i log(log(~ ¾¤
¼i))
1 0,6 0,41 1,9 7570,55 0,58
2 0,58 0,43 1,98 7829,58 0,58
3 0,95 0,33 1,49 7846,94 0,57
4 0,64 0,1 1,64 7875,34 0,59
5 0,96 0,39 1,97 7812,07 0,58
6 0,54 0,35 1,98 57639,29 0,49
7 0,67 0,76 1,27 6431,72 0,53
8 0,8 0,85 1,34 7375,97 0,57
. . . . . .
. . . . . .
. . . . . .
100 0,74 0,33 1,99 7738,82 0,58
TAB. 3 – Résultats des écarts absolus optimales de 100 réalisations obtenus par l’AGS
isamment petit (tableau 3), c’est la valeur de la variance ciblée qui est désirable





































2Prime des risques extrêmes
presque stabiliser le niveau de l’incertitude de l’utilisateur. Il y a d’ailleurs un op-
timum que notre problème général ne permet pas de calculer, et il est intéressant
de noter ici l’incidence de l’introduction de la variance attractive sur la stratégie
du calcul de la prime ajustée pour les risques exceptionnels.
Il est utile d’étudier en détail les résultats empiriques obtenus (ﬁgure 10) pour une
FIG. 10 – Box-plot de la distribution de l’écart absolu
stratégie du calcul des variances minimales sufﬁsantes. Donc, graphiquement, on
peut mentionner que les paramètres qui nous permettent d’arriver à des résultats
optimaux, sont distribués sur une loi normale. Cela peut amener à effectuer un
test de Kolmogorov-Smirnov pour cet ajustement (tableau 4).
Il est crucial de pouvoir montrer une bonne signiﬁcativité (presque 42%, 20%,
»¤ ¯¤ p¤ ~ ¾¤
¼i
N 100 100 100 100
Mean ,7217 ,4930 1,5341 6446,8684
Normal Parameters(a,b) Std. Deviation ,12235 ,22857 ,30810 1826,10275
Most Extreme differences Absolute ,087 ,079 ,091 ,214
Positive ,087 ,067 ,091 ,214
Negative -,064 -,079 -,078 -,201
Kolmogorov-Smirnov Z ,868 ,790 ,862 2,026
Asymp. Sig. (2-tailed) ,438 ,560 ,447 ,001
a: Test distribution is Normal.
b: Calculated from data.
TAB. 4 – Résultats des tests statistiques
35% respectivement pour les paramètres »¤
i , ¯¤
i , p¤








































sur une loi Gaussienne.
Représentation graphique de l’écart absolu:
FIG. 11 – Fonction de distribution de la loi de Cauchy
La ﬁgure 11 montre un ajustement de la variabilité des résultats de l’écart absolu,
obtenus par l’AGS, par une loi de Cauchy généralisée. Cet ajustement est très in-
téressant car il peut donner une bonne représentation de données réelles. De plus,
le test de KHI-DEUX a justiﬁé un bon ajustement par la loi de Cauchy, presque
de l’ordre 24% de niveau de signiﬁcativité.
D’une manière générale, on constate que les résultats de l’écart sont limités par
la valeur de la variance ciblée. On peut donc noter que les variations des résul-
tats de l’écart entre la vraie valeur et la valeur visée par l’assureur sont au plus
inférieures que la valeur ciblée. En pratique, ces résultats soulignent la robustesse
de la stratégie de réduction de la variance de l’étendu ¾¤
¼. La simplicité et la
rapidité de mise en œuvre ainsi que la plus grande maîtrise de la méthodologie
confèrent à la procédure proposée ici un avantage indiscutable pour le réglage
d’une fonction d’écart de type Cauchy.
Cette loi a une grande importance dans le système de prévention en présence des
événements extrêmes, puisque les distributions stables peuvent être caractérisées
à partir du théorème central limité. Une généralisation par Gnedenko & Kol-
mogorov (1954) indique que si la condition de variance ﬁnie n’est pas respectée,
la seule loi limite possible de la somme de n variables aléatoires, est une loi sta-
ble.
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FIG. 12 – Fonction de répartition de l’écart absolu
niveau de protection. Ce qui est important à souligner, en revanche, c’est une re-
lation beaucoup plus fondamentale entre cet écart et le niveau de la protection.
On voit ainsi que le risque, ayant le plus grand écart en valeur absolue, peut être
qualiﬁé d’exceptionnel. La valeur de l’écart absolu est fortement croissante en
fonction du degré de protection (ﬁgure 12). Tout ceci rend délicate la mise en
place d’un système de prévention, dont le volet "équité" ne doit pas être négligé.
Cependant, la réussite de cette démarche permet de qualiﬁer le risque et de con-
duire à une meilleure adaptation aux exigences des utilisateurs. Autrement dit, le
calcul de la variance de l’étendu des intervalles de conﬁance de l’estimateur de la
prime ajustée incite les assureurs à être plus protégés contre les risques exception-
nels par le biais d’un régulateur stochastique (le paramètre de poids). Cela permet
donc à l’assureur de discriminer ces produits par le biais d’un jeu de couvertures
différentes, ce qui incite aussi les assurés à être plus prudents.
Comportement stochastique pour pcond
Le fait que les conditions de minimisation de la variance soient remplies, la per-
formance de notre stratégie peut être vériﬁée à partir de la réduction de l’écart
absolu de la vraie variance et celle ciblée et il peut être utile éventuellement
d’effectuer une transformation de manière à rendre l’écart presque stable et limité
par la valeur de la variance ciblée. Cependant, la résolution de ce problème nous
amène en quelque sorte à régulariser le comportement du paramètre du poids con-
ditionné par une variabilité inférieure à la variabilité relative à la variance ciblée
de l’étendu des intervalles de conﬁance, en considérant pi au lieu de p0
i, supposé











































i conditionné par une variabilité faible du critère d’écart
présente une variabilité normale justiﬁée par l’analyse statistique d’un échantil-
lon d’optima globaux obtenus par l’AGS. La distribution bootstrap (c’est-à-dire
la distribution des moyennes empiriques obtenues à partir des 10000 échantillons
bootstrap) est représentée par la ﬁgure 13:
Le caractère tout à fait normal de la distribution du paramètre optimal p¤
i;i =
FIG. 13 – Histogramme du paramètre stochastique conditionnel pcond pour 10000 échantil-
lons bootstrap
1::100, conditionnelleauxécartsoptimauxobtenusparl’AGS,nousconduitcepen-
dant à minimiser le doute sur les résultats de la variance de l’étendu des intervalles
de conﬁance. Il est donc facile de proposer le test de Kolmogorov-Smirnov pour
justiﬁer l’ajustement de la variable aléatoire de ce paramètre (pcond)i;i = 1::100.
Lesrésultatsdutableau5montrentuneapproximationasymptotiquesigniﬁcative.
Il est donc très intéressant d’obtenir des valeurs de p¤
i qui se répartissent selon une
courbe de Gauss. On remarque en effet que la variance est presque faible donc
il s’agit d’une précision appréciable et l’intervalle de conﬁance bootstrap est de
faible amplitude.
Prime d’optimalité des risques extrêmes
Il semble que la difﬁculté d’interprétation du caractère exceptionnel d’un risque
a également un impact sur le comportement des organisations. Par exemple, les
assureurs sont le plus souvent allergiques aux situations d’ambiguïté (univers in-
certain), dans lesquelles le montant des pertes éventuelles est difﬁcilement cal-









































Normal Parameters(a,b) Std. Deviation ,30810




Asymp. Sig. (2-tailed) ,447
Monte Carlo Sig. (2-tailed) Sig. ,424(c)
99% Conﬁdence Interval Lower Bound ,411
Upper Bound ,437
a: Test distribution is Normal.
b: Calculated from data.
c: Based on 10000 sampled tables
with starting seed 2000000.
TAB. 5 – Résultats des tests statistiques
relatifs à des risques clairement spéciﬁés. Par ailleurs, le système de préventions,
considéré dans notre démarche, prises pour obtenir une réduction de l’ampleur
des sinistres, quelle que soit leur origine, nous permet de réaliser un tableau de
bord pour le calcul d’une prime ajustée à variance réduite, conditionnellement à
un paramètre aléatoire p. Les lignes du tableau 6 comprennent des réalisations des




¼i; i = 1:::53 et
la prime ajustée optimale ^ ¼u qui est calculée à l’aide de la formule suivante:








Mu est le nombre des excées au-delà du seuil u
n est la taille de l’échantillon de la population assurée
Les résultats du tableau 6 montrent que plus le point d’attachement se situe à un
niveau élevé de sinistralité, plus la prime de risque exigée par l’assureur ou le
réassureur augmente. D’où, pour pouvoir faire face à des sinistralités importantes,
l’assureur peut proposer des contrats à prime variable. Tant que les utilisateurs
se sont contentés de modéliser les risques, ils ont été brillants. C’est d’ailleurs ce
que disait Emile Borel lorsqu’il écrivait, au sujet des compagnies d’assurances :
"nous partons ainsi d’une base pratique assez solide pour que nous ayons dans
la théorie la conﬁance qui peut être nécessaire pour ne pas avoir à tenir compte







































N± réalisation »¤ ¯¤ p¤ ~ ¾¤
¼i Prime pure
1 0,53 0,1 1,05 7768,56 1,84
2 0,85 0,1 1,03 2496,72 2,01
3 0,56 0,2 1,06 7691,03 4,49
4 0,56 0,37 1,27 7725,01 52,07
5 0,62 0,27 1,28 7853,98 54,99
6 0,54 0,36 1,32 5435,71 66,37
7 0,67 1,41 1,32 2673,73 738,32
. . . . .
. . . . .
. . . . .
53 0,57 1,17 1,7 6978,06 15661,65
TAB. 6 – Résultats de la prime optimale correspondante à des écarts absolus conditionnels
obtenus par l’AGS
On présente ici le cas d’un échantillon de primes ajustées optimales obtenues par
l’AGS (ﬁgure 14).
Bien que le système de prévention réduise signiﬁcativement la variabilité du ré-
FIG. 14 – (a) Prime ajustée d’optimalité distribuée, (b) Réalisation de la Prime ajustée
d’optimalité en fonction de l’écart conditionné par le paramètre p
sultats, l’histogramme de la prime présente trois classes distinctes cli;i = 1;::3.
Parallèlement, la ﬁgure 14 montre que l’évolution de la prime variable (par écart
variable) est limitée par une droite. Dans ce cas, l’assureur doit veiller à ne pas
céder trop de prime pour le niveau de risque à assurer.





































2Prime des risques extrêmes
risque: une sous-estimation dans les tarifs peut entraîner de graves difﬁcultés pour
l’assureur. A l’opposé, une surévaluation des tarifs est généralement à l’origine
de l’incertitude, et le manque d’information peut nuire au rendement ﬁnancier.
L’assureur doit donc veiller à avoir des tarifs adéquats et une gestion adaptée de
ses provisions techniques.
Cependant, on a constitué une prime corrigée d’équilibre appliquée à la catégorie
des conducteurs extrêmement sinistrés. Après la mise en place du système de





max ¡ ^ ¼¤
min)cli
Avec
fcli est fréquence de la classe cli,
L’intérêt de cette formule est de diminuer le montant des primes d’assurance, ce
qui permet à l’assureur de proposer des contrats plus adaptés à un moindre coût.
Pour cela, la question de l’adéquation à la couverture du risque extrême est abor-
dée de manière très synthétique. A noter qu’il est important de raisonner en termes
de couverture moyenne. En effet, dans la mesure où l’utilisateur n’est pas satis-
fait économiquement par cette prime, il peut générer éventuellement des primes
simulées, à l’aide de sa distribution obtenue.
Conclusion
L’analysedesrisquesextrêmesenassuranceapermisdemettreenévidencel’importance
des différences de modélisations statistiques entres les risques "standards" et ceux
"dangereux".
Eneffet, onconstatequelastratégiedepondérationdessinistresextrêmesprésente
des phases de corrections aﬁn d’obtenir une normalisation de ces événements, tout
en conservant plus efﬁcacement la présence de l’incertitude par le biais d’un régu-
lateur aléatoire. Par ailleurs, cette stratégie tient compte davantage du système
de prévention de la prime des risques extrêmes qui est basée sur la minimisa-
tion de la variance de l’étendu des intervalles de confaince de l’estimateur de la
prime ajustée, par la nouvelle approche d’algorithme hybride. Ainsi, l’utilisation
de l’AGS pour la résolution de ce problème de minimisation de la variance sous
contraintes liées aux caractéristiques des événements extrêmes, présente plusieurs
avantages: la ﬁabilité, la précision, le temps, la robustesse et surtout la garantie de
convergence en un point stationnaire (à un point global). Cette méthode a révélé
une certaine performance pour fournir des solutions approchées de bonne qualité
pour des problèmes NP-difﬁciles.
L’application du système de prévention des risques extrêmes, au travers de la min-
imisation de la variance de l’étendu par l’AGS, offre une efﬁcacité pour le calcul
d’un tarif raisonnable et acceptable aux assurés et assureurs. Si on peut généraliser






































l’inﬁni, il existe en revanche, dans notre application, très peu d’observations per-
mettant de comprendre la raison de cette efﬁcacité. Cette question constitue sans
doute un déﬁ important qui dessine de nouvelles perspectives de recherches, no-
tamment en matière de gestion dynamique de la prime de couverture des risques
extrêmes en assurance non vie.
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Résumé
L’estimateur de la prime ajustée développée par Necir & Boukhetala (2004) est
considéré. Aﬁn de minimiser la variance de cet estimateur on a proposé une straté-
gieoriginaleenformulantunproblèmed’optimisationnonlinéairesouscontraintes
stochastiques. Pour faire face à la complexité de ce problème on a utilisé un al-
gorithme génétique hybride visant la recherche des solutions globales. Une illus-
tration de cette stratégie sur des données française est développée. Les résultats
obtenus fournissent à l’assureur un outil d’aide à la tariﬁcation en assurance non
vie.
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