Abstract. Recent work on purely transmitting 'jump-defects' in the sine-Gordon model and other relativistic field theories is extended to non-relativistic models. In all the cases investigated the defect conditions are provided by 'frozen' Bäcklund transformations and it is also shown via a Lax pair argument how integrability will be preserved in the presence of this type of defect. Explicit examples of the scattering of solitons by defects are given, and bound states associated with 'jump-defects' in the nonlinear Schrödinger model are described. Although the nonlinear Schrödinger model provides the principal example, some results are also presented for the Korteweg de Vries and modified Korteweg de Vries equations.
Introduction
Recently, it was noticed that several types of relativistic integrable field theory permit discontinuities, or 'jump-defects', without their integrability being destroyed [1] . Among these are free fields, Liouville theory, the sine/sinh-Gordon model and a variety of affine Toda field models (though possibly not all of them [2] ). This property is quite striking and makes novel use of the Bäcklund transformation that is well-known to be a bulk feature of each of these models (for example, see [3] ). With a single jump-defect the setup is is quite straightforward and easily described in Lagrangian terms. One of the simplest examples is provided by the sine-Gordon model described as follows.
The sine-Gordon model in the bulk [4, 5, 6 ] is specified by the Lagrangian density A single jump-defect placed at x = 0 is then described by altering the Lagrangian in the following manner, denoting the field on the left of the defect by u and the field on the right of it by v. The full Lagrangian consists of pieces from the bulk regions (x < 0 and x > 0), together with a delta function contribution at x = 0. Thus, the new Lagrangian density is given by 
3)
The form of the additional piece is required by integrability and leads to defect conditions linking the two fields u and v and their derivatives at the defect. The usual variational principle reveals that the defect conditions constitute a Bäcklund transformation 'frozen' at the location of the defect. There are many interesting features of these defects, both from a classical field theory point of view -especially with regard to the behaviour of solitons -and within the quantum context [7] . There is no obstacle to having several defects at different locations (with the same or different parameters). Moreover, they can move and scatter amongst themselves [7] . A novel feature exhibited by these defects is the manner in which they may exchange both energy and momentum with the fields on either side of the defect location. There is nothing surprising about the energy since time translation is unbroken, but the existence of a conserved -though modifiedmomentum is quite surprising since translation invariance is certainly lost. In fact, the defect potential (1.3) may be regarded as being determined by demanding that it be possible to find a conserved, albeit modified, momentum functional. Besides the sine/sinh-Gordon model there are other integrable equations which have arisen naturally in special physical systems. Most of these are non-relativistic but might nevertheless allow discontinuities related to defect conditions of frozen-Bäcklund type. One such example is the nonlinear (cubic) Schrödinger equation (NLS); others are the Korteweg-de Vries (KdV) and modified KdV (mKdV) equations. For these the analysis is rather different, as will be noted briefly in later sections.
In the quantum domain, jump-defects provide examples of purely transmitting defects, in agreement with the no-go theorem of Delfino, Simonetti and Mussardo [8, 9, 10] . In detail, their result stated that a defect could not allow simultaneous reflection and transmission and maintain integrability (in the sense of satisfying a set of algebraic compatibility requirements) unless the bulk scattering matrix was proportional to the identity. Recently, the arguments leading to this theorem have been modified by Mintchev, Ragoucy and Sorba by redesigning the compatibility relations which ought to be satisfied between the transmission and reflection factors, and the bulk S-matrix [11] . They have also applied their new framework to delta-function impurities in the context of the nonlinear Schrödinger model [12] .
The purpose of this paper is to demonstrate that purely transmitting jump-defects can be incorporated into the NLS model very naturally without spoiling integrability. Following an analysis of a few of the conserved quantities -actually sufficient to determine the form of the defect conditions -an argument based on a generalised Lax pair is given in sufficient detail to demonstrate how integrability is preserved. Similar but less complete arguments are also given in the context of KdV and mKdV. In all cases, remarks are made concerning the behaviour of solitons as they encounter a jumpdefect. To date, the only genuine surprise relative to the sine-Gordon case is provided by the strange (and still mysterious) behaviour of a 'fast' soliton in KdV.
The nonlinear Schrödinger equation
The nonlinear Schrödinger equation with a cubic interaction term will be taken to be defined by the field equation [5] iu t + u xx + 2u(ūu) = 0 .
(2.1)
This may be derived in the bulk using an action principle based on the Lagrangian
A (real, positive) coupling constant σ 2 has been added but then scaled away in the field equation by redefining u. Henceforth it will be ignored. The sign of the cubic term is important for some considerations. For example, the sign chosen in (2.1) is appropriate for a model possessing soliton solutions (corresponding to an 'attractive' interaction).
If there is a defect at x = 0 then the bulk fields to either side of it will be denoted u and v, and a boundary contribution B, presumably depending on u, v, u t and v t , will need to be added. In other words, the full action will be
The corresponding defect conditions at x = 0 are: 4) with similar expressions for the conjugate fields. The analogue of energy for NLS is the density 5) and, since the system remains time-translation invariant despite adding the defect, the total energy including a defect contribution will be conserved. In the bulk, as a consequence of space-translation invariance, the momentum has the density
and it is certainly conserved. However, if there is a defect the momentum is not expected to be conserved since translation invariance is broken. However, as has been noted before in other cases, for example in the sine-Gordon model, this is not necessarily so. Adding a jump-defect does not spoil momentum conservation since this kind of defect can exchange both energy and momentum with the fields u and v to either side of it.
To demonstrate this, note that the total contribution from the fields u and v to the momentum density is given by
and it easy to see that the time derivative of P will depend critically on the defect conditions since
To allow conservation of this charge requires that the right hand side of (2.8) should (if possible) be a total time derivative of a functional of the fields evaluated at the jumpdefect. Alternatively, if the momentum, suitably modified, is to be preserved then the defect conditions ought to be chosen to ensure it. This is not quite straightforward to achieve but, bearing in mind (2.4), and the experience gained from investigating the sine-Gordon model, the following suggestion works perfectly. It will be seen later that it also fits more generally with the idea of integrability. It turns out to be sufficient to take
where 10) and α is a real parameter. Although this is not a completely transparent choice it will become clear that (2.9) has nice properties. With the choice (2.9, 2.10) the defect conditions at x = 0 (2.4) become: 11) and the time derivative of the momentum simplifies to: 12) and thus the quite attractive combination
is conserved. The requirement that the time-derivative of the momentum should turn out to be expressible as a functional of the fields evaluated at the defect is actually very strong, and finding an expression which satisfies (2.8) severely limits the choice of defect condition.
On the other hand, as mentioned above, the total energy should be conserved whatever the defect condition is, provided it does not violate time translation invariance. Indeed, the total energy satisfies 14) implying that E − (ΩB) x=0 is conserved. Notice that the discontinuity [v − u] x=0 at the jump-defect should not be too severe. In fact
otherwise the energy would fail to be real and simply lose its meaning. In the limit α → 0, the discontinuity disappears. In this sense, the parameter α controls the height of the jump. There is also a 'probability', or 'number', density N =ūu which satisfies
Before checking that the NLS equation remains integrable even after adding a jumpdefect it is also worth examining this charge in some detail. On the whole line this 'number' is certainly conserved (assuming suitably decaying u at x = ±∞, or periodic boundary conditions) and it is a consequence (via Noether's theorem) of the continuous U(1) symmetry of the action under the constant change of phase
When a jump-defect is added, it is natural to define,
the defect condition (2.11) leads to
It is clear from this that the combination
is conserved. Notice again that the charge makes sense provided the defect is not too severe with |u − v| 2 x=0 < α. Notice that adding and subtracting the two defect conditions (2.11) gives the following pair of relations at x = 0:
If a pair of conditions such as these held for every x and not merely at x = 0 (2.21) would be recognised as a Bäcklund transformation: differentiating the second equation with respect to x, using the second equation to substitute for u x − v x wherever it appears, and adding i times the first equation gives
On the other hand, differentiating the first with respect to x and the second with respect to t and subtracting leads to
Hence, combining these manipulations, both u and v satisfy the NLS equation. In fact, this is exactly the Bäcklund transformation for NLS given by Lamb [13] (see also [14] , [15] ). It seems quite remarkable -and novel -that the jump-defect conditions should be expressible in terms of the frozen Bäcklund transformation.
Argument for integrability
In order to verify that introducing a jump-defect does not destroy integrability it is necessary either to investigate additional conserved charges or, more effciently, to examine a suitably modified Lax pair. The latter approach is generally superior since the Lax pair provides a generating function (as a Laurent series in the spectral parameter) for an infinite set of independent conserved quantities. A Lax pair for the NLS has been provided in [19] (see also [16] ). For the above choice of conventions, a satisfactory Lax pair is:
where
with the property
Moreover, (3.3) holds independently of the choice of spectral parameter λ.
Following the ideas introduced in [2] and [18] , modified Lax pairs can be devised which will build in automatically both the bulk equations and the defect conditions. In designing these it is natural to introduce two extra points a < 0 and b > 0 which are the endpoints of two regions overlapping the defect, one on the left R − , −∞ < x < b, and one on the right R + , a < x < ∞ Then, a suitable pair can be defined as follows:
and
These modified Lax pairs provide the equations of motion together with all the defect relations as a consequence of zero curvature conditions of the type (3.3). In the overlapping interval a < x < b, the two matricesM + andM − must be x-independent in order to maintain the zero curvature condition, though not necessarily equal. Rather, they must be related by the following 'gauge' transformation (see [18] for more details),
Note that sinceM ± are x-independent this implies that the field u and v are also xindependent in the overlapping interval. It can be verified that the following choice for K
where I is the 2 × 2 identity matrix, works perfectly, in the sense that (3.6) is identically satisfied. In the limit α → 0 the discontinuity tends to zero and K → I, as one would expect.
Once K is given, and assuming suitably decaying fields at ±∞, or periodic boundary conditions, conserved quantities will be generated by
(3.8)
The final and necessary step would be to demonstrate that the charges generated by (3.8) are independent and in involution. However, the discussion of this topic will be postponed. In the meantime, following Ablowitz et al. [20] , it will be shown how the Lax pair can be used to generate conserved charges using the integrability constraints represented by the zero curvature condition. The bulk Lax pair for NLS can be written alternatively as follows
where the entries of the matrix M can be obtained from (3.1). Applying the zero curvature condition (3.3) to this Lax pair, the following relations are obtained
These allow the conserved charges to be calculated as the coefficients in an expansion in 1/λ. To see how the argument proceeds, take a couple of steps in detail. Substituting the last two equations of (3.10) into the first of (3.10) it follows that
Repeating the substitution from (3.10) one finds
The process can be repeated to obtain further elements of the expansion in higher order in 1/λ. However, (3.12) is enough to illustrate the point. If total x-derivatives integrate to zero (assuming u and its derivatives vanish as |x| → ∞) then integrating (3.12) over −∞ < x < ∞ and concentrating on the first two terms gives
These are the 'probability or number' and momentum densities, respectively, used previously.
With a jump-defect the situation is different and it becomes necessary to deal with the modified Lax pairs defined in two regions whose overlap contains the defect. In the matrix form, the Lax pair to use reads as followŝ
where the entries of the matricesM + andM + will not be specified here but they can be obtained from the formulae (3.4) and (3.5). The Lax pairs (3.14) and (3.15) are defined in the regions R − and R + , respectively. Within the overlap the zero curvature condition requires
and therefore M (±) is constant throughout the overlap although the two constant values are not necessarily the same. In fact, the 'gauge' transformation (3.6) supplies the link between the values of these constants viâ
Next, imagine shrinking the overlap region by allowing its endpoints a, b to approach the defect location at x = 0. In these circumstances, the strategy used before, to obtain the conserved charges in the bulk, can be applied. For example, the analogue of (3.11) iŝ
Integrating over −∞ < x < ∞ gives 19) where the elements of the matrix (3.17) appear. In turn, these can be obtained using (3.4) and (3.7). Doing so, the first two lines of the integrated expansion (3.19) can be calculated and, schematically, the result is the following 20) where the unwritten parts contain terms in u, v and their spatial derivatives. These terms cancel out after a lengthy calculation. In the first line of (3.20) it is possible to recognize the correction due to the defect, which has to be introduced to make the 'number' charge conserved (2.19). The iteration process has been checked up to order 1/λ 2 confirming the correction to the momentum already indicated in (2.12). The details of this verification are straightforward and will be omitted.
It should be clear that these arguments can be repeated for an arbitrary number of jump-defects placed along the x-axis. Each defect is treated locally, introduces its own parameter, and further complicates the generating functional (3.8) for the conserved quantities.
A single soliton meeting a defect
It is interesting to investigate what happens as a soliton approaches a jump-defect. With the above normalisation for the nonlinear term in the field equation, a one-soliton solution is given by
where a > 0 and c are free, real parameters. For general values of these parameters, the modulus and phase of the soliton travel with different speeds. A slightly more general solution is obtained by shifting the origin of x, for example, and multiplying u by an arbitrary phase. When there is a defect, the field v on the other side of it is taken to be given by a similar expression but with different shifts in the modulus and the phase components; in other words, take v to be
In view of the form of the defect conditions it is also reasonable to suppose p is real. Then, the first miracle which should occur concerns the square root in the defect conditions whose argument will have to be a perfect square. For this one already requires the following two relations between p and q:
Then, checking the second of equations (2.21) requires
and therefore
The latter is quite a nice expression for p since it can never vanish (for c = 0), and it approaches unity as c → ∞. Clearly, the soliton cannot be 'eaten' by the defect and the faster it travels the less it is affected. Also, p is not sensitive to the sign of c, but changing the sign of c replaces q byq. As |α| → ∞ the parameter q → −1, indicating that when the defect parameter is sufficiently large the soliton will have inverted its shape when it emerges from the defect (but, since p → 1, the inverted soliton will not be significantly delayed). As α → 0, both p, q → 1 and the effect of the discontinuity disappears, as it should. Notice, the above collection of formulae refer to the positive square root Ω; changing the sign of the square root will require changing α → −α in the above expressions. Overall, the picture for NLS is quite similar to that discovered previously for sineGordon except that in the sine-Gordon case a soliton may be absorbed by the defect, or converted to an anti-soliton [1] according to the choice of defect parameter. These possibilities cannot occur for NLS.
The two-soliton solution and a defect
One would expect that a pair of initially widely separated solitons approaching the defect should pass through it independently, each experiencing the jump-defect as if the other soliton were not there. Indeed this is the case although to verify it explicitly is a formidable calculation requiring the use of Mathematica or Maple. In this section the principal steps in this verification will be outlined.
The multi-soliton solution has been given in closed form by Zakharov and Shabat [19] (see also [16] ) in terms of the scattering data of the linear problem associated with the NLS. This data is a set of complex constants λ j = c j + i a j a j > 0 and functions Γ j (x, t) = γ j exp i(λ j x − λ 2 j t) where γ j provides the initial position and phase of the soliton labelled j. The two-soliton solution is then described as follows
Setting c = (c 1 − c 2 ), a solution of this type on the left of the defect can be written conveniently as:
2 and To the right of the defect the expression (5.3) will be modified as follows
j and w j = p 2 j , z j = p j q j with j = 1, 2 and |q 1 | = |q 2 | = 1. The constants p j , q j represent the delays in position and phase, respectively, for the two solitons residing inside the solution v, by analogy with the notation used for the onesoliton solution on each side of the defect.
The first step in exploring the consequences of the defect conditions is to find the circumstances under which the argument of the square root Ω = (α 2 − |u − v| 2 ) 1/2 is a perfect square. The most general polynomial whose square can match the argument of the square root must have the following form, Ω = (a +
The coefficients of Ω 2 are vastly overdetermined and it is expected that just a few relationships among the parameters will suffice. Indeed, this turns out to be the case, and the following constraints on the constants w j , z j are all that is required,
Note that, contrary to relations (5.7), the expressions (5.8) are not real and therefore their complex conjugate partners have also to be taken into account
Implementing these constraints, the second part of the defect condition (2.21) is satisfied provided the following two relations hold
Matching the conditions in this way demonstrates that solitons are transmitted through the defect independently of one another. It is expected this property should hold for arbitrary numbers of solitons although there is no general proof of that yet.
In the sine-Gordon model it has been remarked that the delay experienced by a soliton passing a defect is actually the square root of the delay that would be experienced by the same soliton passing another whose rapidity was equal to the defect parameter [7] . Using the following change of variables suggested in [19] (see also [16] ) when c 1 > c 2 ,
the two soliton solution (5.1) may be rewritten as follows
Note that the change of variables (5.12) always holds provided λ 1 = λ 2 ,λ 2 . Moreover are the two-soliton scattering data. In fact, looking at the limit t = ±∞ of the twosoliton solution (5.13), for instance along the first soliton trajectory x − c 1 t = constant, it is possible to obtain the following one-soliton solutions (c 1 > c 2 )
(5.17)
Using (5.12), explicit expressions for the scattering data ∆p 0 , ∆q 01 and ∆q 02 are: Note that (∆q 01 ) −1 can be also written as follows
It is then easy to check that ∆p 0 and (∆q 01 ) −1 coincide with the squares of the shifts in the modulus p and the phase q (4.5) experienced by the soliton progressing through a defect, provided c 2 = 0 and a 2 = α, with α being the defect parameter.
Bound states
With a delta function impurity, in a free field situation with a suitable coupling, there will be a bound state. Curiously, this is not the case for the free field limit of the sineGordon model with the jump-defect conditions provided by (1.2), nor is it the case for the full sine-Gordon model with a jump-defect. In the sine-Gordon model this type of purely transmitting defect does not permit bound states for any value of the coupling σ. Allowing a jump-defect in the quantum sine-Gordon model does have interesting effects, however, and it appears a defect can be excited, albeit with a finite decay width. This is the quantum analogue of the classical property permitting a jump-defect to swallow a soliton [7] .
On the other hand, a jump-defect in the NLS model certainly has bound states associated with it. The first indication of this arises using the linear, potential-free, Schrödinger equations and the linearised versions of the defect conditions (2.21)
It is easy to check these allow the travelling wave solution
where k is real, from which the existence of bound states associated with the defect may be deduced. If α > 0 (< 0), (6.2) indicates a bound state when k = iα (−iα) for which there are the square integrable solutions in the regions x < 0 and x > 0, respectively, satisfy the jump defect conditions. If the parameter x 0 = 0, the quantity Ω actually vanishes at the defect, as does the momentum of course, while N = α and E = −α 3 /3 are exactly half the values the number and energy would have had for a static breather solution (with a = α, c = 0) in the bulk. In fact, the latter values for N and E remain correct if x 0 = 0; in those cases Ω does not vanish but compensates the bulk integrals. Note, this solution is entirely consistent with the expressions discovered before in (4.5), noting that if c = 0 then p vanishes precisely when a = α.
The modified Korteweg-de Vries
One might wonder if the modified KdV (mKdV) equation, or the KdV itself, both of which certainly possesses Bäcklund transformations, also allow discontinuous solutions, or defects, provided suitable conditions are imposed.
In the bulk, a mKdV equation is [17] 
or, setting v = p x ,
2) the latter being suitable for a Lagrangian description with Lagrangian density
Integrating (7.2) once with respect to x, and assuming all derivatives are asymptotically vanishing gives an alternative:
There is another version of mKdV (obtained by the replacement v → iv) in which the middle term on the left hand side of (7.1) changes sign. However, it is equation (7.1) which allows real soliton solutions (see below), not the alternative version [20] .
Over the whole line, the quantity
is conserved (with the usual assumptions at ±∞) because
where the last expression made use of the alternative equation (7.4). Next, suppose there is a 'defect' at x = 0, with fields p, q on either side of it. The quantity P defined by
will not be conserved but, as a consequence of (7.6), its time derivative will be related to a boundary term as follows,
The question is how to write the latter as a time derivative of the fields and their derivatives evaluated at x = 0. To see where the defect conditions are coming from, it is necessary to return and consider the complete action 9) and its variation with respect to p or q. Thus, for example, varying p gives,
x + δp xx p xx (7.10)
which, on integrating the first term by parts with respect to t and x, keeping the boundary terms in x, and setting the variation to zero, leads to the field equation for p together with
At the defect, there is no necessity for δp and δp x to be related but (7.4) can be used (in a limiting sense) to eliminate p xxx . Hence, the defect conditions on p should read
Similarly, the relations to be satisfied by q at the defect are:
14)
The next step is to find a suitable defect term B. However, this is not quite straightforward and before doing so it is worth making a remark. It is tempting to assume the defect term depends only on p, q and their first derivatives (in fact this was tacitly assumed above). However, there is no reason in principle why this term should not depend on p xx and q xx since the field equations cannot at the defect relate these derivatives to anything else (but note, the same would not be true of p xxx , or q xxx ). Moreover, since the Lagrangian (7.3) depends upon both first and second derivatives, it should not be surprising that defect conditions should also involve higher spatial derivatives. If B does depend on these derivatives then there will be two more defect conditions coming from varying the boundary term alone, unbalanced by anything in the bulk; they are
On the other hand, a Bäcklund transformation for the mKdV equation was found long ago [13, 21] and can be written in the following symmetrical manner:
The parameter α is arbitrary and the pair of equations is symmetrical under interchanging p and q, and simultaneously making the replacement α → −α. In the bulk, the derivative of the first of the pair (7.16) is 17) which will provide the extra equation coming from (7.15) (see below). Note that, under the circumstances being explored here, the x-derivatives are frozen, therefore (7.17) cannot be a consequence of the first of conditions (7.16). Using (7.16) and (7.17) the expression (7.8) can be simplified to 18) and therefore,
is conserved. The constant has been chosen to ensure the momentum stored at the defect is zero when there is no discontinuity. It is worth noting that because of the discontinuity the charge that in the bulk is obtained from the density N = p x is not conserved. The same could be said for the KdV model discussed in section 9.
As previously, it is useful to put 7.20) and the defect conditions may be rewritten
Putting everything together, a suitable choice of B appears to be to take
Using (7.22) the defect conditions are exactly equivalent to what would be the Bäcklund transformation in the bulk together with (7.17) were the conditions not frozen at x = 0. Finally, it is worth remarking that the mKdV defect potential is not a simple function of the two fields u and v and the parameter α but rather of the 'potentials' p and q.
The mKdV soliton passing through a defect
The single soliton for the mKdV equation can be conveniently written in terms of p in the form
where a and exp (x 0 ) are both real parameters. With the conventions adopted in the last section, the soliton moves from right to left along the x-axis. Since the derivative of the above expression is either always positive (E > 0) or always negative (E < 0), there is also a matching anti-soliton obtained by replacing E → −E in (8.1). This is easily seen, on noting
If there is a defect, the soliton on the other side of it will have the form
where z is a parameter to be determined by the defect condition. The first of the defect conditions readily reveals that
This appears to suggest that a slow soliton is not affected much whereas a fast soliton has z < 0. This means that a fast soliton flips to an anti-soliton (E → −E in the expression (8.1)). When a = α, the soliton is eaten. This behaviour is very similar to that of a soliton meeting a defect in the sine-Gordon model where all these effects are similarly apparent. Despite the non-locality, there appears to be nothing particularly pathological about this case. As a final remark in this section, it is clear the effect of the defect disappears as α → ∞.
The Korteweg-de Vries equation
It is not difficult to repeat these steps for the KdV equation. However, there does seem to be some curiously different behaviour that will become apparent as this section proceeds.
In the bulk, the KdV equation is [17] u t − 6uu x + u xxx = 0, (9.1)
the latter being suitable for a Lagrangian description with Lagrangian density
Integrating (9.2) once with respect to x, and assuming all derivatives are asymptotically vanishing gives an alternative:
is conserved (with the usual assumptions at ±∞) because 6) where the last expression made use of the alternative equation (9.4). Next, suppose there is a 'defect' at x = 0, with fields p, q on either side of it. The quantity P defined by
is not conserved but, as a consequence of (9.6), its time derivative will be related to a boundary term as follows,
The question is how to write the latter as a time derivative of the fields or their derivatives evaluated at x = 0. The right hand side of (9.8) can be organised a little differently (dropping the explicit reference to the point x = 0, which is to be understood from now on) to,
and then simplified by setting
Finally, setting in addition
one finds 13) where the parameter α is arbitrary. The first of the conditions (9.10) would follow from (9.12) in the bulk but, here, as already mentioned before, the x-derivatives are frozen.
The second of equations (9.10) together with (9.12) provides a Bäcklund transformation for KdV in the bulk; at least in the sense that if p satisfies (9.2) so does q (or viceversa), for any choice of α. This is the form of Bäcklund transformation constructed by Wahlquist and Estabrook [22] for generating multi-soliton solutions to the KdV equation. This time using the Lagrangian together with a defect contribution (assuming the latter depends on p and q and their derivatives p x , q x and p xx , q xx ), leads naturally to the defect conditions:
A suitable choice for the jump-defect potential might be the following
This looks quite complicated but it does not seem easy to find anything simpler that would be able to provide the relations needed. In this respect, both the last equations in (9.14), (9.15) give precisely the equation (9.12), while two of the other conditions, still from (9.14), (9.15) , give
17)
Adding these gives 19) which, in the bulk, is just the derivative of (9.12); subtracting them gives (9.12) again (the second derivatives exactly cancelling out). Finally, the other pair of equations from (9.14), (9.15) give effectively the same condition, namely 1 2
This is not quite straightforward to see and makes use of (9.12) again. Indeed, the coefficients of the polynomial part of B were chosen to ensure this worked out. With this particular choice of B, the 'momentum' is compensated in precisely the manner envisaged before (in (9.13)), and
is conserved. Moreover, the parameter α is completely free. The next bulk conserved quantity, the 'energy', has a density
It is not conserved but the defect contributes exactly 23) provided the defect potential (9.16) is written
Hence, using the boundary conditions
is conserved. The situation is fairly similar to what was found for mKdV. It is curious that neither of the compensating terms can be rewritten in terms of the the original KdV variables u on the left, or v on the right (u = p x , v = q x ). The expressions for energy and momentum reveal that there is nothing particularly special about a vanishing parameter α.
In general, provided the defect potential B is chosen as it is in (9.24), the momentum is conserved provided
for mKdV and
for KdV, respectively, where (9.28) together with
for either model, where F is a function to be determined.
KdV solitons and the defect
A single soliton can be described conveniently by choosing
where p 0 , a, x 0 are constants. In terms of the original variable u the solution has the well-known characteristic 'bell-shaped' form
The parameter a is real and the soliton is independent of the sign of a (since p x is the same whatever the sign). Inevitably, the soliton moves to the right. Then, it is not difficult to check that picking a similar form for q
and redefining the defect parameter α = −β 2 /4, equation (9.12) implies
At least that is the case assuming the positive square root is taken for p 0 − q 0 . The other equation (the second of (9.10)) is just an identity using only the fact
as can be checked easily using an algebraic computing package. Finally, the first of conditions (9.10) is also an identity and can be checked directly. The relation (10.5) does not depend on taking square roots. This implies a soliton encountering the defect, provided it is not travelling too quickly, will be delayed. When a approaches β, σ tends to zero and the soliton will have been 'eaten' (since q = q 0 ). There is a mystery if the soliton is moving too quickly because the solution on the right of the defect develops a singularity. This is puzzling for another reason. If the defect parameter is taken to be very small then only a very slow soliton will remain non-singular, meaning that in the limit as the parameter goes to zero one cannot recover a single bulk soliton because the speed of the non-singular soliton would also have to approach zero. Similarly, in the limit of large defect parameter
2 → ∞, implying that the effect of the defect on the soliton does not entirely disappear, although the fields to either side of it will be the same (because p x → q x ). In these respects, the KdV defect behaves curiously differently from those encountered elsewhere.
One might wonder whether having a single soliton on the left of the defect and a double soliton on the right might provide some hints towards solving the mystery. To explore this, consider the following single one-solution on the left and two-soliton solution on the right of the defect, respectively
with
(10.7)
Discussion
The purpose of this investigation has been to discover to what extent the properties of jump-defects, originally described in certain relativistic integrable field theories, extend to non-relativistic systems of various kinds. In all cases, the defects are purely transmitting, in the sense that solitons passing through them may be delayed, converted to anti-solitons in some cases, or absorbed, but will never be reflected. In every case examined, the integrable defect conditions investigated would constitute a Bäcklund transformation except that the spatial derivatives of the fields are frozen at the defect location. It is known that Bäcklund transformations for a given model are not unique and, particularly for the KdV and mKdV models, several different expressions are available in the literature. As Bäcklund transformations, all the available expressions are equivalent; but, as defect conditions, this does not appear always to be the case. For instance, for both the KdV and the mKdV equations local expressions, using u instead of p = u x , for a Bäcklund transformation are available [14] . However, it does not seem that all formulations of Bäcklund transformations may be used as defect conditions since it is not always possible to give a Lagrangian description for the u-expressions for these models, and consequently to find suitable defect potentials. Moreover, to allow momentum conservation, which is a key feature of the jump-defect, the corresponding defect conditions for KdV and mKdV need to satisfy the additional relation listed at the end of section 9. Not all Bäcklund transformations seem to satisfy such a condition -for an example of one that does not, consider the Bäcklund transformation proposed in [17] for the KdV equation. It ought to be possible to modify appropriate Lax pairs for KdV and mKdV [20] to accommodate the jump-defects. However, because of the proliferation of higher derivatives in the expressions for the Bäcklund transformations this appears to be less than straightforward and discussions of these will be deferred. The nonlinear Schrödinger model seems to provide the nicest results. In this case, bound states have been found and it has been demonstrated using the two-soliton example that several solitons passing a defect will be affected by it independently of one another. If there are several jump-defects at different locations they too will act independently. It transpires that the strangest situation is illustrated by the KdV example. First, it does not seem possible to recover the single bulk soliton by taking a suitable limit of the defect parameter, and second the consequences of taking the limit |β| → 0 remains mysterious. In fact, the situation in which |β| < a, that is the defect parameter is less than the soliton speed, does not seem to be allowed since the incoming soliton at the left of the defect would become singular on the right of it. One resolution of this that has been suggested is that the soliton is trapped by the defect (as is clearly the case when |β| = a).
It was noted in [7] that the jump-defects of the sine-Gordon model may themselves move and indeed scatter if there are several moving with different speeds. This aspect has not been considered in the present study though similar properties are expected, at least for NLS. The non-local nature of the defect conditions for the other models (KdV and mKdV) may pose a problem in this regard. It was also noted in [7] that the natural solution of the 'triangle relations' [9] where the roman labels are ±1, corresponding to soliton or anti-soliton, the greek labels are even integers, corresponding to the 'topological charge' carried by the defect, S mn kl (Θ) is the bulk scattering matrix for a pair of solitons, and e T tβ nα (θ) is the transmission matrix for a soliton passing through an even-charged defect, is consistent with the Lagrangian description of the sine-Gordon jump-defect. In the present context, the NLS model appears to be the most suitable for a quantum investigation and also the most interesting due to the presence of bound states. It is well known that the quantum version of NLS is equivalent to a one dimensional multi-particle problem with δ-function pairwise interactions of equal strength. The problem in the bulk has been studied long ago, in the first place by means of the coordinate Bethe ansatz [23] (but see also [24] for a review and more references). It is therefore natural to try to incorporate the jumpdefect within the N body quantum picture and to discover what manner of particle interaction is able to describe it. More recently, an N body problem of this kind with impurity (in a 'repulsive' regime where there would be no solitons in the corresponding NLS model), has been analysed in [25] . However, more investigations are necessary to see if there are any connections between that type of impurity and the jump-defect described in this article.
One aspect of the story that remains frustrating is the absence of a physical model of an integrable jump-defect. It would be very interesting to discover a physical situation where the Bäcklund transformation plays a natural role. There are jumpdefects commonly occurring naturally -modelling a dislocation in a material provides an example, as does modelling a shock front, or a fluid bore -where certain physical quantities are regarded as discontinuous, such as the fluid velocity on either side of the bore, yet others are continuous; and some conservation laws are preserved. However, there does not yet appear to be a nonlinear, and integrable, example of the kind we are discussing. If there were, it might offer the possibility of controlling solitons, which might then be put to use (see [26] for a suggestion). 
