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Minimal linear codes from characteristic functions
Sihem Mesnager, Yanfeng Qi, Hongming Ru, Chunming Tang
Abstract
Minimal linear codes have interesting applications in secret sharing schemes and secure two-party computation.
This paper uses characteristic functions of some subsets of Fq to construct minimal linear codes. By properties
of characteristic functions, we can obtain more minimal binary linear codes from known minimal binary linear
codes, which generalizes results of Ding et al. [IEEE Trans. Inf. Theory, vol. 64, no. 10, pp. 6536-6545, 2018].
By characteristic functions corresponding to some subspaces of Fq, we obtain many minimal linear codes, which
generalizes results of [IEEE Trans. Inf. Theory, vol. 64, no. 10, pp. 6536-6545, 2018] and [IEEE Trans. Inf. Theory,
DOI: 10.1109/TIT.2019.2918537]. Finally, we use characteristic functions to present a characterization of minimal
linear codes from the defining set method.
Index Terms
Minimal linear code, characteristic function, subspace, weight distribution
I. INTRODUCTION
Throughout this paper, let p be a prime and q = pm, where m is a positive integer. Let Fq be the finite
field with q elements and let F∗q be the multiplicative group of Fq. An [n, k, d] linear code C over Fq is a
k-dimension subspace of Fnq with minimum (Hamming) distance d. Let Ai be the number of codewords
with Hamming weight i in C. The weight enumerator of C is the polynomial 1 + A1z + · · ·+ Anz
n and
the weight distribution of C is (1, A1, · · · , An). The minimum distance d determines the error-correcting
capability of C. The weight distribution contains important information for estimating the probability of
error detection and correction. Hence, the weight distribution attracts much attention in coding theory and
much work focus on the determination of the weight distributions of linear codes. Let t be the number
of nonzero Ai in the weight distribution. Then the code C is called a t-weight code. Linear codes can be
applied in consumer electronics, communication and data storage system. Linear codes with few weights
are important in secret sharing [9], [34], authentication codes [21], [24], association schemes [3] and
strongly regular graphs [4].
For a vector a = (a1, . . . , an) ∈ F
n
q , let Suppt(a) = {1 ≤ i ≤ n : ai 6= 0} be the support of a
and let wt(a) be the Hamming weight of a. Note that wt(a) = |Suppt(a)|. A vector a ∈ Fnq covers a
vector b ∈ Fnq if Suppt(b) ⊆ Suppt(a). A codeword a in a linear code C is minimal if a covers only the
codeword ua for all u ∈ Fp, but no other codewords in C. A linear code C is minimal if any codeword
of C is minimal. Minimal linear codes have interesting applications in secret sharing schemes [9], [23],
[28], [34] and secure two-party computation [2], [14], [17]. A sufficient condition for a linear code to be
minimal is given in the following lemma.
Lemma 1.1: [1] A linear code C over Fq is minimal if
wmin
wmax
> q−1
q
, where wmin and wmax denote the
minimum and maximum nonzero Hamming weights in the code C respectively.
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2Some minimal linear codes with few weights can be constructed by the defining set method [19], [20].
Let D = {d1, d2, . . . , dn} be a subset of Fq. Then a linear code of length n defined over Fp is defined by
CD = {(Tr(βx))x∈D : β ∈ Fq}, (1)
where D is called the defining set of CD and Tr(x) =
∑m−1
i=0 x
pi is the trace function from Fq to Fp.
From this construction, many linear codes can be constructed by different choices of D. These minimal
linear codes from this method satisfy the sufficient condition wmin
wmax
> p−1
p
. This sufficient condition is not
necessary [7]. Chang and Hyun [15] made a breakthrough and constructed an infinite family of minimal
binary linear codes with wmin
wmax
< 1
2
. Heng et al. [25] presented a sufficient and necessary condition for
minimal linear codes in the following theorem.
Theorem 1.2: Let C be a linear code over Fp. Then C is minimal if and only if∑
c∈F∗p
wt(a+ cb) 6= (p− 1)wt(a)− wt(b) (2)
for any Fp linearly independent codewords a, b ∈ C.
They also constructed an infinite family of minimal ternary linear codes with wmin
wmax
< 2
3
. Ding et al. [22]
presented more necessary and sufficient conditions for minimal binary linear codes and constructed three
infinite families of minimal binary linear codes. Zhang et al. [35] constructed four families of minimal
binary linear codes from Krawtchouk polynomials. Xu and Qu [33] studied minimal linear codes for odd
p and presented three infinite families of minimal linear codes. These minimal linear codes are constructed
from the following method [8], [15], [30], [32]. Let f be a function from Fq to Fp such that{
f(0) = 0,
f(x) 6= Tr(wx) for all w ∈ Fq.
(3)
A linear code over Fp can be defined by
Cf = {(uf(x)− Tr(vx))x∈F∗q : u ∈ Fp, v ∈ Fq} (4)
By the choice of f , many linear codes with good properties can be defined.
Inspired by these recent results, we use the characteristic function of a subset of Fq in constructing
minimal linear codes in (4). For binary case, by a simple property of characteristic functions, we can
present more minimal binary linear codes from known minimal binary linear codes. Furthermore, we
employ characteristic functions corresponding to some subspaces to construct minimal linear codes, which
generalize [22] and [33]. The rest of this paper is organized as follows. In Section 2, we present some basic
results on p-ary functions, Krawchouk polynomials, and minimal linear codes. In Section 3, we present
more minimal linear codes from characteristic functions. In section 4, we use characteristic functions
to present a characterization of minimal linear codes from the defining set method. Section 5 makes a
conclusion.
II. PRELIMINARIES
In this section, we will introduce some results on p-ary functions, Krawchouk polynomials, and minimal
linear codes.
A. p-ary functions
A p-ary function is a function from Fq or F
m
p to Fp. The Walsh transform of a p-ary function f at a
point w ∈ Fq is defined by
fˆ(w) :=
∑
x∈Fq
ζf(x)−Tr(wx)p ,
3where ζp = e
2pi
√−1/p is the primitive p-th root of unity and Tr is the trace function from Fq to Fp. The
Walsh transform of a p-ary function f at a point w ∈ Fmp is defined by
fˆ(w) :=
∑
x∈Fmp
ζf(x)−〈w,x〉p ,
where 〈·, ·〉 is the inner product of w ∈ Fmp . A function f(x) is called a p-ary bent function, if |fˆ(w)| = p
m
2
for any w ∈ Fq. When p = 2, a p-ary (bent) function f is just a Boolean (bent) function.
An important class of Boolean function is the general Maiorana-McFarland class, which can be used
to generate Boolean functions with good cryptographic properties [7], [10], [18], [27], [29]. Let m be
a positive integer and let s, t be two positive integers such that s + t = m. The function in the general
Maiorana-McFarland class has the form
f(x, y) = φ(x) · y + g(x), (5)
where x ∈ Fs2, y ∈ F
t
2, φ is a mapping from F
s
2 to F
t
2, and g is a Boolean function in s variables.
Krawchouk polynomials [13], [26] are useful in bent functions and coding theory. Let m be a positive
integer. The Krawchouk polynomial is defined by
Pk(x) =
k∑
j=0
(−1)j
(
x
j
)(
m− x
k − j
)
, (6)
where 0 ≤ k ≤ m. The Krawchouk polynomials satisfy
• Pk(0) =
(
m
k
)
,
• Pk(1) = m−2km
(
m
k
)
,
• Pm(k) = (−1)k,
• Pk(i) = (−1)iPm−k(i) for 0 ≤ i ≤ m,
•
∑m
k=0
(
m−k
m−j
)
Pk(x) = 2
j
(
m−x
j
)
,
• Pk(x) = (−1)kPk(m− k).
•
∑
wt(v)=k(−1)
u·v = Pk(i), where u ∈ Fm2 such that wt(u) = i.
B. Linear codes
In this subsection, we present some results on linear codes defined in (4).
Parameters of binary linear codes in (4) can be determined by the following Theorem.
Theorem 2.1 ([22]): Let p = 2 and let Cf be defined in (4) from a Boolean function f satisfying (3).
The code Cf has length q−1 and dimension m+1. The weight distribution of Cf is given by the following
multiset union
{
q − fˆ(w)
2
: w ∈ Fq} ∪ {2
m−1 : w ∈ F∗q} ∪ {0}.
A necessary and sufficient condition of a minimal binary linear code in (4) is given in the following
theorem, which is more efficient than Theorem 1.2.
Theorem 2.2 ([22]): Let p = 2 and let Cf be defined in (4) from a Boolean function f satisfying (3).
Then Cf is minimal if and only if fˆ(h) + fˆ(l) 6= q and fˆ(h)− fˆ(l) 6= q for every pair of distinct vectors
h and l in Fq.
Let Q(ζp) be the p-th cyclotomic field over the rational field Q. Then the field extension Q(ζp)/Q
is Galois of degree p − 1 and the Galois group is Gal(Q(ζp)/Q) = {σa : a ∈ F
∗
p}, where σa is an
automorphism of Q(ζp) defined by σa(ζp) = ζ
a
p . Parameters of a linear code in (4) for odd p can be given
in the following lemma.
4Lemma 2.3 ([30]): Let p be an odd prime and let Cf be defined in (4). Then Cf is a [p
m − 1, m + 1]
code and the Hamming weight of a codeword (uf(x)− Tr(vx))x∈F∗q is given by

0, if u = 0, v = 0;
pm − pm−1, if u = 0, v 6= 0;
pm − pm−1 − 1
p
∑
w∈F∗p σw
(
σu
(
fˆ(u−1v)
))
, otherwise.
III. MINIMAL LINEAR CODES FROM CHARACTERISTIC FUNCTIONS
In this section, we will present some minimal linear codes from characteristic functions associated with
different subsets of Fq.
Let D ⊂ F∗q . The characteristic function of D is
fD(x) =
{
1, if x ∈ D
0, otherwise.
By the characteristic function fD, a linear code CfD can be constructed by
CfD = {(ufD(x)− Tr(vx))x∈F∗q : u ∈ Fp, v ∈ Fq}. (7)
We first give some properties of characteristic functions.
Lemma 3.1: Let D ⊂ F∗q and let D = F
∗
q\D. Then
fˆD(w) + fˆD(w) =
{
(q − 1)ζp + q + 1, if w = 0,
1− ζp, otherwise.
Proof:
fˆD(w) =
∑
x∈Fq
ζfD(x)−Tr(wx)p
=
∑
x∈D
ζfD(x)−Tr(wx)p +
∑
x∈Fq\D
ζ−Tr(wx)p
=
∑
x∈D
(ζfD(x)−Tr(wx)p − ζ
−Tr(wx)
p ) +
∑
x∈Fq
ζ−Tr(wx)p
=(ζp − 1)
∑
x∈D
ζ−Tr(wx)p +
∑
x∈Fq
ζ−Tr(wx)p
and
fˆD(w) = (ζp − 1)
∑
x∈D
ζ−Tr(wx)p +
∑
x∈Fq
ζ−Tr(wx)p .
Then
fˆD(w) + fˆD(w) =(ζp − 1)(
∑
x∈D
ζ−Tr(wx)p +
∑
x∈D
ζ−Tr(wx)p ) + 2
∑
x∈Fq
ζ−Tr(wx)p
=(ζp − 1)(
∑
x∈Fq
ζ−Tr(wx)p − 1) + 2
∑
x∈Fq
ζ−Tr(wx)p
=1− ζp + (ζp + 1)
∑
x∈Fq
ζ−Tr(wx)p .
Since
∑
x∈Fq ζ
−Tr(wx)
p = 0 for any w ∈ F∗q , this lemma follows.
5When p = 2, we have fˆD(w) + fˆD(w) = 2 for any w ∈ Fq. If D ⊂ F
m
2 \{0}, D = F
m
2 \({0} ∪ D), we
also have fˆD(w) + fˆD(w) = 2 for any w ∈ F
m
p . By Theorem 2.1 and Lemma 3.1, we have the following
corollary.
Corollary 3.2: Let p = 2. Let D ⊂ F∗q and D = F
∗
q\D such that their characteristic functions fD and
fD satisfy (3). Then the code CfD has length q− 1 and dimension m+ 1. The weight distribution of CfD
is given by the following multiset union
{
q − fˆD(w)
2
: w ∈ Fq} ∪ {2
m−1 : w ∈ F∗q} ∪ {0}
={
q − 2 + fˆD(w)
2
: w ∈ Fq} ∪ {2
m−1 : w ∈ F∗q} ∪ {0}.
Remark 1: Let f be bent or semi-bent function satisfying (3). Let D = Suppt(f). The Walsh transforms
of f are given in [16]. By Theorem 2.2. Hence, the codes CfD and CfD are minimal. They satisfy that
wmin
wmax
≥ 1/2.
By Lemma 2.3 and Lemma 3.1, we have the following corollary.
Corollary 3.3: Let p be an odd prime. Let D ⊂ F∗q and D = F
∗
q\D such that their characteristic
functions fD and fD satisfy (3). Then CfD is a [p
m − 1, m + 1] code and the Hamming weight of a
codeword (ufD(x)− Tr(vx))x∈F∗q is given by

0, if u = 0, v = 0;
pm − pm−1, if u = 0, v 6= 0;
pm − pm−1 − 1
p
∑
w∈F∗p σw
(
σu
(
fˆD(0)
))
, if u 6= 0, v = 0;
pm − pm−1 − 1
p
∑
w∈F∗p σw
(
σu
(
fˆD(u
−1v)
))
, if u 6= 0, v 6= 0.
=


0, if u = 0, v = 0;
pm − pm−1, if u = 0, v 6= 0;
pm−1 − 1 + 1
p
∑
w∈F∗p σw
(
σu
(
fˆD(0)
))
, if u 6= 0, v = 0;
pm − pm−1 − 1 + 1
p
∑
w∈F∗p σw
(
σu
(
fˆD(u
−1v)
))
, if u 6= 0, v 6= 0.
Remark 2: By Corollary 3.2 and Corollary 3.3, we can obtain CfD from known CfD .
Lemma 3.4: Let D1 ⊂ F
∗
q and D2 ⊂ F
∗
q such that D1 ∩D2 = ∅. Let D = D1 ∪D2. Then
fˆD(w) =
{
fˆD1(w) + fˆD2(w)− q, if w = 0,
fˆD1(w) + fˆD2(w), otherwise.
Proof: Note that
fˆD1(w) =(ζp − 1)
∑
x∈D1
ζ−Tr(wx)p +
∑
x∈Fq
ζ−Tr(wx)p ,
fˆD2(w) =(ζp − 1)
∑
x∈D2
ζ−Tr(wx)p +
∑
x∈Fq
ζ−Tr(wx)p ,
fˆD(w) =(ζp − 1)
∑
x∈D
ζ−Tr(wx)p +
∑
x∈Fq
ζ−Tr(wx)p .
By
∑
x∈D ζ
−Tr(wx)
p =
∑
x∈D1 ζ
−Tr(wx)
p +
∑
x∈D2 ζ
−Tr(wx)
p , we have this lemma.
6A. Some minimal binary linear codes from known minimal binary linear codes
In this subsection, we obtain more minimal binary linear codes from known minimal binary linear
codes.
We will present more minimal binary linear codes from minimal binary linear codes in [22].
Theorem 3.5: Let m ≥ 7 be an odd integer, s = m+1
2
, and t = m−1
2
. Let U = {x ∈ Fs2 : wt(x) ≥ 2}
and let V = {0}. Let f be the Boolean function defined in (5), where g ≡ 1, φ is an injection from
F
s
2\U to F
t
2\V , and φ(x) = 0 for any x ∈ U . Let D = Suppt(f). The code CfD defined in (7) is a
[2m − 1, m+ 1, 2m−1 − 2t−1(2s − s− 1)− 1] minimal code with wmin
wmax
≤ 1/2. The weight distribution of
CfD is given in Table I (resp. Table II) when s is odd (resp. even).
TABLE I
THE WEIGHT DISTRIBUTION OF Cf
D
IN THEOREM 3.5 FOR s ODD
Weight Frequency
0 1
2m−1 − 1 2s(2t − s− 2) +
(
s
(1+s)/2
)
2m−1 2m − 1
2m−1 − 2t−1 − 1 s2s−1
2m−1 + 2t−1 − 1 2s + s2s−1
2m−1 + 2t−1(s+ 1− 2i)− 1 for 1 ≤ i ≤ s and i 6= (1 + s)/2
(
s
i
)
2m−1 − 2t−1(2s − s− 1)− 1 1
TABLE II
THE WEIGHT DISTRIBUTION OF Cf
D
IN THEOREM 3.5 FOR s EVEN
Weight Frequency
0 1
2m−1 − 1 2s(2t − s− 2)
2m−1 2m − 1
2m−1 − 2t−1 − 1 s2s−1 +
(
s
(s+2)/2
)
2m−1 + 2t−1 − 1 2s + s2s−1 +
(
s
s/2
)
2m−1 + 2t−1(s+ 1− 2i) − 1 for 1 ≤ i ≤ s and i 6∈ {s/2, (2 + s)/2}
(
s
i
)
2m−1 − 2t−1(2s − s− 1) − 1 1
Proof: Note that
fˆD(h1, h2) =


−2t (2s − s− 1) , if h1 = 0 and h2 = 0
2t(s + 1− 2i), if h1 6= 0, wt (h1) = i and h2 = 0
−2t(−1)h1·φ
−1(h2), if h2 ∈ Im φ\{0}
0, if h2 /∈ Imφ
where r runs from 1 to s, and |Imφ| = s+ 2. By Lemma 3.1, we have
fˆD(h1, h2) = 2− fˆD(h1, h2) =


2 + 2t (2s − s− 1) , if h1 = 0 and h2 = 0
2− 2t(s+ 1− 2i), if h1 6= 0, wt (h1) = i and h2 = 0
2 + 2t(−1)h1·φ
−1(h2), if h2 ∈ Imφ\{0}
2, if h2 /∈ Imφ
Note that fˆD(h1, h2) ± fˆD(l1, l2) 6= 2
m for any pair of distinct (h1, h2), (l1, l2). By Theorem 2.2, The
code CfD is minimal. By Theorem 2.1, we have the weight distribution of CfD . Note that wmin = 2
m−1−
2t−1(2s − s− 1)− 1 and wmax = 2m−1 + 2t−1(s− 1)− 1. Then wminwmax ≤ 1/2. This theorem follows.
Theorem 3.6: Let k be a positive integer and let D = {α ∈ Fm2 : 1 ≤ wt(α) ≤ k}. The code CfD
defined in (7) has length 2m − 1, dimension m+ 1, and the weight distribution in Table III.
7TABLE III
THE WEIGHT DISTRIBUTION OF Cf
D
IN THEOREM 3.6
Weight Frequency
0 1
2m−1 −
∑k
j=1 Pj(i)− 1 for 1 ≤ i ≤ m
(
m
i
)
2m−1 2m − 1
2m −
∑k
j=1
(
m
j
)
− 1 1
Proof: Note that
fˆD(w) = 2− fˆD =
{
2− 2m + 2
∑k
j=1
(
m
j
)
, if w = 0
2 + 2
∑k
j=1 Pj(i), if w 6= 0 and wt(w) = i
where Pj(i) are Krawchouk polynomials defined in (6). By Theorem 2.1, we have the distribution of CfD
in Table III.
Remark 3: By Theorem 2.2, conditions of CfD to be minimal can be obtained.
B. Minimal linear codes from characteristic functions corresponding to subspaces
In this subsection, we will give some minimal linear codes from characteristic functions corresponding
to some subspaces.
Let E1, . . . , Es be s subspaces of Fq such that

dim(Ei) = ti, ∀ 1 ≤ i ≤ s
Ei ∩ Ej = {0}, ∀ 1 ≤ i 6= j ≤ s
E⊥i ∩ E
⊥
j = {0}, ∀ 1 ≤ i 6= j ≤ s.
(8)
where 1 ≤ t1 ≤ t2 ≤ · · · ≤ ts ≤ m− 1. (8) holds if and only if one of the following conditions holds:
(i) s = 1;
(ii) s = 2 and t1 + t2 = m;
(iii) m is even and t1 = · · · = ts =
m
2
.
Let D = ∪si=1Ei\{0}. Note that
fˆD(w) =
∑
x∈Fq
ζfD(x)−Tr(wx)p
=
∑
x∈D
ζfD(x)−Tr(wx)p +
∑
x∈Fq\D
ζ−Tr(wx)p
=
∑
x∈D
(ζfD(x)−Tr(wx)p − ζ
−Tr(wx)
p ) +
∑
x∈Fq
ζ−Tr(wx)p
=
s∑
i=1
(ζp − 1)(
∑
x∈Ei
ζ−Tr(wx)p − 1) +
∑
x∈Fq
ζ−Tr(wx)p
=


pm + (ζp − 1)(
∑s
i=1 |Ei| − s), if w = 0;
(ζp − 1)(|Ei| − s), if w ∈ E
⊥
i \{0} for 1 ≤ i ≤ s;
−(ζp − 1)s, if w ∈ Fq\(∪
s
i=1E
⊥
i ),
(9)
where |Ei| = p
ti . Then we have linear codes CfD and CfD in the following theorem.
Theorem 3.7: Let D = ∪si=1Ei\{0}, where E1, . . . , Es satisfy (8). Let CfD and CfD be defined in
(7). Then CfD and CfD are [q − 1, m + 1] codes with the weight distributions in Table IV and Table V,
respectively.
8TABLE IV
THE WEIGHT DISTRIBUTION OF CfD IN THEOREM 3.7
Weight Frequency
0 1
pm − pm−1 pm − 1∑s
i=1 p
ti − s p− 1
pm − pm−1 + pti − s for 1 ≤ i ≤ s (p− 1)(pm−ti − 1)
pm − pm−1 − s (p− 1)(pm −
∑s
i=1 p
m−ti + s− 1)
TABLE V
THE WEIGHT DISTRIBUTION OF Cf
D
IN THEOREM 3.7
Weight Frequency
0 1
pm − pm−1 pm − 1
pm − 1−
∑s
i=1 p
ti + s p− 1
pm − pm−1 − 1− pti + s for 1 ≤ i ≤ s (p− 1)(pm−ti − 1)
pm − pm−1 − 1 + s (p− 1)(pm −
∑s
i=1 p
m−ti + s− 1)
Proof: By (9), Theorem 2.1 and Corollary 3.2, for p = 2, we have the weight distributions of CfD
and CfD . By (9), Lemma 2.3 and Corollary 3.3, for p odd, we have the weight distributions of CfD and
CfD . Hence, this theorem follows.
By choosing different subspaces Ei in Theorem 3.7, we can obtain many minimal codes, in which we
can find minimal codes with wmin
wmax
≤ p−1
p
. When p = 2 and m is even, we have the following theorem.
Theorem 3.8 (Theorem 18, [22]): Let p = 2, m be even, and s ≥ 2. Let D = ∪si=1Ei\{0}, where
E1, . . . , Es satisfy (8), t1 = · · · = ts = t =
m
2
. Then CfD and CfD are minimal if and only if s 6∈ {2
t, 2t+1}.
Furthermore, if s ≤ 2t−2, the code CfD satisfies that
wmin
wmax
≤ 1
2
. If s > 3 · 2t−2, then CfD satisfies that
wmin
wmax
≤ 1
2
.
Theorem 3.9: Let p be odd and m be even. Let D = ∪si=1Ei\{0}, where E1, . . . , Es satisfy (8) and
t1 = · · · = ts = t =
m
2
. If p − 2 < s < pt − pt−1 (resp. s > pt−1 + 1), then CfD (resp. CfD ) is minimal.
Furthermore, if s ≤ pt − 2pt−1 + pt−2 (resp. s > 2pt−1 − pt−2), the code CfD (resp. CfD ) satisfies that
wmin
wmax
≤ p−1
p
.
Proof: By the weight distribution of CfD in Table IV, we have weights of nonzero codewords of
CfD : w1 = sp
t − s, w2 = p
m − pm−1 − s, w3 = pm − pm−1, and w4 = pm − pm−1 + pt − s. Obviously,
w1 < w2 < w3 < w4. Let Hi = {wt(a) = wi : a ∈ CfD} for 1 ≤ i ≤ 4. Take two Fp linearly independent
codewords a = (u1f(x) + Tr(v1x))x∈F∗q , b = (u2f(x) + Tr(v2x))x∈F∗q , where u1, u2 ∈ Fp and v1, v2 ∈ Fq.
Note that
a ∈ H1 if and only if u1 6= 0, v1 = 0;
a ∈ H2 if and only if u1 6= 0, v1 ∈ Fq\ ∪
s
i=1 E
⊥
i ;
a ∈ H3 if and only if u1 = 0, v1 6= 0;
a ∈ H4 if and only if u1 6= 0, v1 ∈ ∪
s
i=1E
⊥
i \{0}.
By Theorem 1.2, we just need to verify (2) for different cases of a, b.
Case 1: a, b ∈ Hi, where i = 1, 2, 3, 4. Note that any two codewords in H1 are linearly dependent and
codewords with u = 0 forms a one-weight code. Hence, (2) holds for a, b ∈ H1 or a, b ∈ H3. We just
consider a, b ∈ H2 or a, b ∈ H4. When a, b ∈ H2, then u1, u2, v1, v2 6= 0. There exist only one c ∈ F
∗
p
such that a+ cb ∈ H3, and there exist at most one c ∈ F
∗
p such that a+ cb ∈ H1. Hence,∑
c∈F∗q
wt(a+ cb) ≥ w1 + (p− 3)w2 + w3 > (p− 2)w2 = (p− 1)wt(a)− wt(b).
9Similarly, when a, b ∈ H4, by s > p− 2,∑
c∈F∗q
wt(a+ cb) ≥ w1 + w3 + (p− 3)w2 > (p− 2)w4 = (p− 1)wt(a)− wt(b).
Hence, (2) holds for a, b ∈ Hi for 1 ≤ i ≤ 4.
Case 2: b ∈ H1, a ∈ H2 or H4. Suppose that a ∈ H2. Then there exists only one c ∈ Fp such that
a+ cb ∈ H3. For other c ∈ Fp, a+ cb ∈ H2.∑
c∈F∗q
wt(a+ cb) = (p− 2)w2 + w3 > (p− 1)w2 − w1 = (p− 1)wt(a)− wt(b).
This also holds for a ∈ H4.
Case 3: b ∈ H1, a ∈ H3. Then a + cb ∈ H2 or H4, where c ∈ F
∗
p. We have∑
c∈F∗q
wt(a+ cb) ≥ (p− 1)w2 > (p− 1)w3 − w1 = (p− 1)wt(a)− wt(b).
Case 4: b ∈ H2, a ∈ H3. There exists at most one c ∈ Fp such that a + cb ∈ H1. For other c ∈ Fp,
a+ cb ∈ H2 or H4. We have∑
c∈F∗q
wt(a+ cb) ≥ (p− 2)w2 + w1 > (p− 1)w3 − w2 = (p− 1)wt(a)− wt(b).
Case 5: b ∈ H2, a ∈ H4. There exists only one c ∈ Fp such that a + cb ∈ H3. For other c ∈ Fp,
a+ cb ∈ H2 or H4. We have∑
c∈F∗q
wt(a+ cb) ≥ (p− 2)w2 + w3 > (p− 1)w4 − w2 = (p− 1)wt(a)− wt(b).
Case 6: b ∈ H3, a ∈ H4. There exist at most one c0 ∈ F
∗
p such that a + c0b ∈ H1. If such c0 exists,
then v1 + c0v2 = 0 and v2 = −
1
c0
v1 ∈ ∪
s
i=1E
⊥
i \{0}. For c ∈ F
∗
p\{c0}, a+ cb ∈ H4.∑
c∈F∗q
wt(a+ cb) ≥ (p− 2)w4 + w1 > (p− 1)w4 − w3 = (p− 1)wt(a)− wt(b).
If such c0 does not exist, then a+ cb ∈ H2 or H4.∑
c∈F∗q
wt(a+ cb) ≥ (p− 1)w2 > (p− 1)w4 − w3 = (p− 1)wt(a)− wt(b).
Hence, (2) holds. By Theorem 1.2, the code CfD is minimal. Furthermore, if s ≤ p
t − 2pt−1 + pt−2,
wmin
wmax
= w1
w4
≤ p−1
p
.
By the weight distribution of CfD in Table V, we have weights of nonzero codewords of CfD : w
′
1 =
pm−1−spt+s, w′2 = p
m−pm−1−1−pt+s, w′3 = p
m−pm−1, w′4 = p
m−pm−1+s−1. By s > pt−1+1,
w′1 < w
′
2 < w
′
3 < w
′
4. Results on CfD can be similarly obtained.
Remark 4: Let m = 2t. Let U0, U1, . . . , Upt be a partial spread of Fq, where Ui (0 ≤ i ≤ p
t) are
t-dimensional subspaces of Fq. Take s(p − 1) subspaces E1, . . . , Es(p−1) from U0, U1, . . . , Upt. Let D =
∪
s(p−1)
i=1 \{0}. Then CfD has the same parameters and weight distribution with the third family of minimal
linear codes in [33].
When s = 1, the codes CfD and CfD can not be minimal. We consider the case s = 2 in the following
theorem.
Theorem 3.10: Let p be a prime and let D = (E1 ∪ E2)\{0}, where E1, E2 are two subspaces of Fq
satisfying (8), t1 + t2 = m, and 2 ≤ t1 < t2 ≤ m − 2. Then the codes CfD and CfD defined in (7) are
[pm − 1, m+ 1] minimal codes such that wmin
wmax
≤ p−1
p
.
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Proof: When p = 2, by (9), Theorem 2.2, and Theorem 3.7, the codes CfD and CfD defined in (7)
are [2m − 1, m+ 1] minimal codes such that wmin
wmax
≤ 1
2
.
When p is odd, by Theorem 3.7 and a similar proof with Theorem 3.9, the codes CfD and CfD defined
in (7) are [pm − 1, m+ 1] minimal codes such that wmin
wmax
≤ p−1
p
.
Remark 5: Note that E1 and E2 can be identified as two linear codes over Fp. By E1 + E2 = Fq and
E1 ∩ E2 = {0}, (E1, E2) is a linear complementary pair (LCP) of codes over Fp [5], [6]. We can take
two subspaces E1 and E2 of Fq, where E2 = E
⊥
1 and E1 +E2 = Fq. Then E1 is a linear complementary
dual (LCD) code. There are many LCD codes constructed in [11], [12], [31], [36]. Those LCD codes can
be used in Theorem 3.10 to construct minimal linear codes.
Example 1: Let p = 2 and let m = 5. Let w be a primitive element of Fq such that w
5+w2+1 = 0. Take
E1 = {0, w, w
9, w21} and E2 = {0, w
6, w7, w14, w18, w24, w26, w29}. Then E2 = E
⊥
1 and E1+E2 = Fq. The
code CfD is a minimal binary [31, 6, 10] code with the weight enumerator 1+z
10+21z14+31z16+7z18+3z22.
The code CfD is a minimal binary [31, 6, 9] code with the weight enumerator 1 + 3z
9 + 7z13 + 31z16 +
21z17 + z21.
Example 2: Let p = 3 and let m = 5. Let w be a primitive element of Fq such that w
5 + 2w2 + 1 = 0.
Take E1 be a subspace of Fq generated by w
4 and w33. Let E2 = E
⊥
1 . Then E1+E2 = Fq. The code CfD
is a minimal [242, 6, 34] code with the weight enumerator 1+2z34+416z160+242z162+52z169+16z187.
The code CfD is a minimal [242, 6, 136] code with the weight enumerator 1+16z
136+52z154+242z162+
416z163 + 2z208.
For some subspaces which do not satisfy (8), we have the following theorem on minimal linear codes.
Theorem 3.11: Let p be a prime and let D = ∪3i=1Ei\{0}, where E1, E2, E3 are three subspaces of
Fq, Ej ∩ Ej = {0} for 1 ≤ i 6= j ≤ 3, ∩
3
i=1E
⊥
i = {0}, and 1 ≤ t1 = t2 < t3 ≤ m − 2. Let tij be
the dimension of E⊥i ∩ E
⊥
j for 1 ≤ i 6= j ≤ 3, where tij = tji. Then the codes CfD and CfD defined in
(7) are [pm − 1, m + 1] codes, whose weight distributions are in Table VI and Table VII, respectively.
Furthermore, the code CfD is minimal such that
wmin
wmax
≤ p−1
p
.
TABLE VI
THE WEIGHT DISTRIBUTION OF CfD IN THEOREM 3.11
Weight Frequency
0 1
pm − pm−1 pm − 1∑3
i=1 p
ti − 3 p− 1
pm − pm−1 + pti − 3 for 1 ≤ i ≤ 3 (p− 1)(pm−ti −
∑
j 6=i p
tij + 1)
pm − pm−1 + pti + ptj − 3 for 1 ≤ i < j ≤ 3 (p− 1)(ptij − 1)
pm − pm−1 − 3 (p− 1)(pm − | ∪3i=1 E
⊥
i |)
TABLE VII
THE WEIGHT DISTRIBUTION OF Cf
D
IN THEOREM 3.11
Weight Frequency
0 1
pm − pm−1 pm − 1
pm + 2−
∑3
i=1 p
ti p− 1
pm − pm−1 + 2− pti − ptj for 1 ≤ i < j ≤ 3 (p− 1)(pm−tij − 1)
pm − pm−1 + 2− pti for 1 ≤ i ≤ 3 (p− 1)(pm−ti −
∑
j 6=i p
tij + 1)
pm − pm−1 + 2 (p− 1)(pm − | ∪3i=1 E
⊥
i |)
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Proof: Note that
fˆD(w) =


pm + (ζp − 1)(
∑s
i=1 |Ei| − s), if w = 0;
(ζp − 1)(|Ei| − s), if w ∈ E
⊥
i \{0} and w 6∈ E
⊥
j for 1 ≤ i ≤ s;
(ζp − 1)(|Ei|+ |Ej| − s), if w ∈ (E
⊥
i ∩ E
⊥
j )\{0} for 1 ≤ i 6= j ≤ s;
−(ζp − 1)s, if w ∈ Fq\(∪
s
i=1E
⊥
i ),
where |Ei| = p
ti . By a similar proof, this theorem follows.
Example 3: Let p = 2 and let m = 5. Let w be a primitive element of Fq such that w
5 + w2 + 1 = 0.
Take E1 = 〈w
3〉, E2 = 〈w
4〉 and E3 = 〈w
6, w10, w28〉. Then Ei∩Ej = {0} for 1 ≤ i 6= j ≤ j, t1 = t2 = 1,
t3 = 3, dim(E
⊥
1 ∩E
⊥
2 ) = 3, dim(E
⊥
1 ∩E
⊥
3 ) = 1, dim(E
⊥
2 ∩E
⊥
3 ) = 1, and ∩
3
i=1E
⊥
i = {0}. The code CfD is
a minimal binary [31, 6, 9] code with the weight enumerator 1+z9+7z13+14z15+31z16+7z17+z21+2z23.
The code CfD is a binary [31, 6, 8] code with the weight enumerator 1+2z
8+z10+7z14+45z16+7z18+z22.
Example 4: Let p = 3 and let m = 5. Let w be a primitive element of Fq such that w
5 + 2w2 + 1 = 0.
Take E1 = 〈w
75〉, E2 = 〈w
223〉 and E3 = 〈w
5, w56, w142〉. Then Ei ∩ Ej = {0} for 1 ≤ i 6= j ≤ j,
t1 = t2 = 1, t3 = 3, dim(E
⊥
1 ∩ E
⊥
2 ) = 3, dim(E
⊥
1 ∩ E
⊥
3 ) = 1, dim(E
⊥
2 ∩ E
⊥
3 ) = 1, and ∩
3
i=1E
⊥
i = {0}.
The code CfD is a minimal binary [242, 6, 30] code with the weight enumerator 1 + 2z
30 + 208z159 +
450z162 + 52z165 + 8z186 + 8z189. The code CfD is a minimal binary [242, 6, 134] code with the weight
enumerator 1 + 8z134 + 8z137 + 52z158 + 208z161 + 242z162 + 208z164 + 2z212.
IV. MINIMAL LINEAR CODES FROM THE DEFINING SET METHOD
In this section, from a defining set D ⊂ F∗q , we use the characteristic function fD to give a charac-
terization of a minimal linear code CD in (1). For any β ∈ Fq, let cβ = (Tr(βx))x∈D. For β 6= 0, note
that
wt(cβ) =|D| −
1
p
∑
y∈Fp
∑
x∈D
ζ−yTr(βx)p
=|D| −
1
p
|D| −
1
p
∑
y∈F∗p
∑
x∈D
ζ−Tr(yβx)p
=
p− 1
p
|D| −
1
pζp
∑
y∈F∗p
∑
x∈D
ζ1−Tr(yβx)p
=
p− 1
p
|D| −
1
pζp
∑
y∈F∗p
∑
x∈D
ζfD(x)−Tr(yβx)p
=
p− 1
p
|D| −
1
pζp
∑
y∈F∗p
(
∑
x∈Fq
ζfD(x)−Tr(yβx)p −
∑
x∈Fq\D
ζfD(x)−Tr(yβx)p )
=
p− 1
p
|D| −
1
pζp
∑
y∈F∗p
(fˆD(yβ)−
∑
x∈Fq\D
ζ−Tr(yβx)p )
=
p− 1
p
|D| −
1
pζp
∑
y∈F∗p
(fˆD(yβ)−
∑
x∈Fq
ζ−Tr(yβx)p +
∑
x∈D
ζ−Tr(yβx)p )
=
p− 1
p
|D| −
1
pζp
∑
y∈F∗p
(fˆD(yβ) +
∑
x∈D
ζ−Tr(yβx)p )
=
p− 1
p
|D| −
1
pζp
∑
y∈F∗p
(fˆD(yβ) +
1
ζp − 1
fˆD(yβ))
=
p− 1
p
|D| −
1
p(ζp − 1)
∑
y∈F∗p
fˆD(yβ).
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For any two β1, β2 ∈ F
∗
q and c ∈ F
∗
p, we have cβ1+ccβ2 = cβ1+cβ2 . By Theorem 1.2, we have the following
theorem.
Theorem 4.1: Let D ⊂ F∗q and let CD be a linear code of dimension m over Fp defined in (1). Then
CD is a minimal code if and only if∑
y∈F∗p
(
∑
c∈F∗p
fˆD(yβ1 + ycβ2) + fˆD(yβ2)− (p− 1)fˆD(yβ1)) 6= (ζp − 1)(p− 1)|D|
for any Fp linearly independent β1, β2 ∈ F
∗
q .
When p = 2, we have a characterization of minimal linear codes CD.
Theorem 4.2: Let p = 2. Let D ⊂ F∗q and let CD be a linear code of dimension m over Fp defined in (1).
Then CD is a minimal code if and only if fˆD(β1 + β2)− fˆD(β1)− fˆD(β2) 6= 2|D| for any β1 6= β2 ∈ F
∗
q .
Furthermore, if |fˆD(β)| <
2
3
|D| for any β ∈ F∗q , then C is minimal.
Corollary 4.3: Let p = 2. Let D ⊂ F∗q and let CD be a linear code of dimension m over Fp defined in
(1), where D = F∗q\D. The code CD is a minimal code if and only if fˆD(β1) + fˆD(β2)− fˆD(β1 + β2) 6=
2(2m − |D|) for any β1 6= β2 ∈ F
∗
q .
Example 5: Let p = 2 and let m = 5. Let w be a primitive element of Fq such that w
5 + w2 + 1 = 0.
Take D = {x ∈ F∗q : wt(x) = 1, 2, m}. Then |fˆD(β)| <
2
3
|D| for any β ∈ F∗q . The code CfD is a minimal
binary [16, 5, 6] code with the weight enumerator 1 + 6z6 + 15z8 + 10z10. The code CfD is a minimal
binary [15, 5, 6] code with the weight enumerator 1 + 10z6 + 15z8 + 6z10.
V. CONCLUSION
By characteristic functions of subsets of Fq, we can construct more minimal linear codes, which
generalizes results in [22] for the binary case and [33] for p odd. These minimal linear codes satisfy
wmin
wmax
≤ p−1
p
. It is interesting to construct more minimal linear codes. We also use characteristic functions
to present a characterization of minimal linear codes from the defining set method. Theorem 2.2 is efficient
to determine a minimal binary linear code. Theorem 1.2 is not efficient enough for a minimal linear code
for p odd. It would be interesting to present more efficient results to determine minimal linear codes for
p odd.
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