From Statistician to Data Scientist by Besse, Philippe & Laurent, Beatrice
DE STATISTICIEN À DATA SCIENTIST
DÉVELOPPEMENTS PÉDAGOGIQUES À L’INSA DE TOULOUSE
Philippe Besse∗ Béatrice Laurent†
5 novembre 2018
Résumé : Selon un rapport récent de la commission européenne, le
monde génère chaque minute 1,7 millions de milliards d’octets de
données, soit l’équivalent de 360 000 DVD, et les entreprises qui
bâtissent leur processus décisionnels en exploitant ces données ac-
croissent leur productivité. Le traitement et la valorisation de données
massives a des conséquence en matière d’emploi pour les diplômés
des filières statistiques. Quelles compétences nouvelles les étudiants
formés en statistique doivent-ils acquérir devenir des scientifiques des
données ? Comment faire évoluer les formations pour permettre aux
futurs diplômés de s’adapter aux évolutions rapides dans ce domaine,
sans pour autant négliger les métiers traditionnels et le socle fonda-
mental et pérenne de la formation ? Après nous être interrogés sur la
notion de données massives et l’émergence d’une "nouvelle" science :
la science des données, nous présenterons les évolutions en cours
dans la formation d’ingénieurs en Génie Mathématique et Modéli-
sation à l’INSA de Toulouse. Mots-clefs : Science des données ; Sta-
tistique ; données massives ; enseignement
Abstract : According to a recent report from the European Commis-
sion, the world generates every minute 1.7 million of billions of data
bytes, the equivalent of 360,000 DVDs, and companies that build their
decision-making processes by exploiting these data increase their pro-
ductivity. The treatment and valorization of massive data has conse-
quences on the employment of graduate students in statistics. Which
additional skills do students trained in statistics need to acquire to be-
come data scientists ? How to evolve training so that future graduates
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can adapt to rapid changes in this area, without neglecting traditional
jobs and the fundamental and lasting foundation for the training ? Af-
ter considering the notion of big data and questioning the emergence
of a "new" science : Data Science, we present the current develop-
ments in the training of engineers in Mathematical and Modeling at
INSA Toulouse.
Keywords : Data Science ; Statistics ; big data ; teaching.
Introduction
Le déluge ou le tsunami massif des données et ses conséquences en matière
d’emploi des étudiants formés à la Statistique, bouscule le paysage académique.
Beaucoup de Masters ont été créés ces deux dernières années avec un intitulé
Sciences des Données. L’INSA de Toulouse, qui intègre une spécialité d’ingé-
nieurs Génie Mathématique et Modélisation (GMM) incluant une orientation Mo-
dèles et Méthodes Statistiques (MMS) n’échappe pas à ce mouvement de fond.
L’objectif de cet article est de décrire la stratégie adoptée et les développements
pédagogiques mis en place pour accompagner cette évolution à très court terme
puis à moyen terme avec le renouvellement à venir de l’accréditation de la spécia-
lité GMM par la Commission du Titre d’Ingénieur courant 2016 pour la rentrée
2017.
Le département de Mathématiques de l’INSAT forme des statisticiens qui in-
tègre avec succès le monde professionnel, comment former des scientifiques des
données ? Plus précisément, nous formons depuis la promotion 2007 des étudiants
aux méthodes récentes de modélisation et apprentissage statistiques ; depuis la
promotion 2013, ceux-ci sont embauchés comme data scientist. Nous formions
donc à des métiers 1 avant que ceux-ci n’existent. Plus sérieusement, comment
mieux former les étudiants à la réalité actuelle de ces emplois ?
Ces changements touchent bien sûr les contenus des programmes mais im-
pactent également nos pratiques pédagogiques. La première section de cet ar-
ticle décrit quelques enjeux en lien avec le traitement des données massives, la
deuxième s’interroge sur l’émergence d’une "nouvelle science". La troisième sec-
tion résume succinctement l’environnement disciplinaire des étudiants de GMM
MMS et les nouveaux objectifs visés. La quatrième section décrit les adaptations
de programme, principalement à court terme, leurs objectifs pédagogiques et les
nouvelles ressources associées qui sont disponibles sur le site wikistat.fr.
1. À l’insu de notre plein gré.
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1 Quelques enjeux des données massives
1.1 Disparité
Malgré une apparente unité, la Science des données recouvre des réalités très
différentes en fonction de leurs origines et modes de production. La partie la plus
visible concerne les principaux acteurs d’internet (GAFA ou Google, Apple, Face-
book, Amazon), ce sont les premiers producteurs, analyseurs de données massives
et sans doute les financeurs majeurs de la recherche dans ce domaine, devant les
financements publics. Le contexte est complètement différent lorsqu’il s’agit de
données publiques ou open data, de données scientifiques comme par exemple
en Astronomie, Biologie, ou encore de données industrielles. Les problèmes de
confidentialité, de sécurité, d’archivage, de besoins de calcul, d’algorithmes... se
posent de façon radicalement différentes. Certes, beaucoup des méthodes mathé-
matiques et statistiques utilisées sont transférables d’un domaine à l’autre, mais
le contexte technologique de mise en œuvre change considérablement les choix
en présence, notamment dans la façon d’architecturer, paralléliser les stockages
et calculs, donc les choix de méthodes et d’algorithmes et finalement les compé-
tences requises.
1.2 Réellement massives ?
La vogue de l’appellation big data a eu des conséquences immédiates sur la
communication. Tout problème maintenant classique de fouille de données (data
mining), par exemple en marketing quantitatif ou gestion de la relation client, est
devenu de la Science des données alors que celles-ci sont loin d’être massives.
Pour ajuster le discours, les données deviennent smart ou encore l’aspect "big"
de la communication concerne les résultats commerciaux attendus ou promis par
l’exploitation des données, plus que leur volume.
Seuils technologiques
D’autres domaines produisent effectivement des données massives confron-
tées à deux seuils technologiques liés au volume. Le premier concerne la mémoire
interne (RAM) de l’ordinateur. La majorité des logiciels scientifiques (R, Matlab,
Scikit-learn de Python...) nécessitent le chargement en mémoire de l’ensemble des
données pour leur traitement. Quels choix opérer en cas d’impossibilité : changer
d’ordinateur (ce peut être la meilleure solution), échantillonner, répartir les don-
nées et les calculs sur un réseau ou cluster d’ordinateurs ? Ce dernier choix rejoint
le deuxième seuil technologique lorsque leur volume dépasse la capacité de sto-
ckage d’un seul ordinateur (disons actuellement quelques tera-octets) ou encore
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si le temps de réponse nécessite un traitement parallélisé des données. En consé-
quence, la problématique : données massives et ses implications méthodologiques,
algorithmiques, émergent réellement à partir du moment où les données sont dis-
tribuées sur plusieurs ordinateurs. Dans le cas contraire, les méthodes statistiques
et algorithmes usuels d’apprentissage restent opérants.
Bien entendu les questions de vélocité de l’acquisition, associées à des prises
de décision en ligne ou en temps réel, la complexité ou la variété (images graphes,
signaux) des données, soulèvent d’autres questions plus fondamentales de repré-
sentation (objet mathématique) indépendamment du volume considéré. Ces ques-
tions apparues bien avant la "naissance" de la science des données concernent
alors plus des sujets de recherche (thèse) qu’une formation de niveau Master.
Préparation des données
Plus précisément et encore plus concrètement en amont, la phase de traite-
ment la plus importante, en terme d’implication humaine et de trafic de don-
nées, est souvent celle d’extraction, préparation. Cette étape, dite aussi de data
munging ou wrangling : vérification, imputation, transformation, sélection des
variables (features), est unidimensionnelle (au plus bi), facilement distribuable
donc parallélisable dans un langage comme Python éventuellement en connexion
avec des technologies spécifiques Hadoop et Spark. La préparation des données
met en œuvre des méthodes de niveau très élémentaire (résumé statistique des
distributions) à très élaborée (recalage de courbes ou time warping, d’images...),
elle requiert souvent des compétences "métiers" du domaine d’application et est,
de toute façon, fondamentale pour la qualité des résultats. Elle est malheureuse-
ment souvent occultée lors des présentations commerciales des technologies en
concurrence pour données massives qui se contentent de données "jouet" (cf. les
inévitables iris de Fisher). Une fois cette étape réalisée, les données extraites et
mises en forme sont finalement rarement volumineuses et les algorithmes, pro-
grammes classiques d’exploration, modélisation ou apprentissage sont utilisables
sur un poste personnel ou un gros serveur capable de les charger en mémoire.
Scalability des méthodes et algorithmes
Dans son exposé lors des Journées de Statistique de Lille (2015), David Bessis
a été très clair sur ce point. Les méthodes (factorisation de matrices non-négatives
ou NMF) que sa société (Tinyclues) met en œuvre pour des systèmes de recom-
mandation de sites de commerce en ligne s’exécutent en mémoire sur un ser-
veur d’Amazon Web Service. Certaines situations peuvent néanmoins nécessiter
l’exécution d’algorithmes, par exemple d’apprentissage supervisé ou non, sur des
données physiquement distribuées. Ce n’est guère que dans ce cas que des techno-
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logies et librairies dédiées deviennent incontournables, elles mettent en œuvre des
méthodes susceptibles d’être décomposées en phases successives de MapReduce,
on dit qu’elles sont alors échelonnables comme traduction de scalable. C’est à
ce jour la librairie MLlib de Spark qui semble la plus prometteuse ou tout du
moins celle la plus couramment citée. Elle utilise le principe introduit dans Spark
de base de donnée résiliente (Zaharia et al. 2012) afin de rendre efficace des algo-
rithmes itératifs en minimisant les accès disques sur le système Hadoop de gestion
de fichiers partagés.
1.3 Réalité ou fantasmes ?
La croissance exponentielle de la production de données et leurs trois V (vo-
lume, variété, vélocité) ont été et sont toujours très médiatisés pour glorifier leurs
conséquences en matière de croissance économique, nombre d’emplois, avancées
scientifiques. En contrepartie, mais rarement dans le même article, la même em-
phase est déployée pour mettre en exergue les risques associés : éthiques, juri-
diques, sécuritaires ou politiques. Cet article n’est pas le lieu pour aborder ces
points mais il reste important de sensibiliser, voire d’alerter, les étudiants sur cer-
tains aspects. Donnons deux exemples :
– Confusion, suite à l’affaire Snowden, entre la face cachée ou big brother du
stockage massif des messages personnels (NSA), d’une part et la prévision
de comportements ou de goûts personnels vendue à des agences de publi-
cité d’autre part. De plus, le statisticien sait bien que le volume, en terme de
nombre d’individus, permet d’atteindre une grande précision pour la pré-
vision de comportements moyens (loi des grands nombres) mais une part
irréductible d’aléa, c’est heureux, reste attaché à la prévision d’un compor-
tement individuel. Que penser des affirmations du site Apply Magic Sauce 2
qui "révèle votre personnalité" à partir de ce que vous aimez (vos Like) de
Facebook ?
– Depuis quelques années aux USA et plus récemment en France, des assu-
rances autos 3 proposent l’installation d’un boîtier embarqué pour évaluer la
qualité de conduite afin de personnaliser chaque mois le tarif de la prime :
payez comme vous conduisez. Quelles sont les implications éthiques d’un
tel procédé s’il se généralise, par exemple, à l’assurance maladie ou à celle
d’un prêt immobilier ? C’est au législateur de réguler l’équilibre entre une
segmentation de plus en plus fine de la clientèle donc des tarifs, d’une part et
d’autre part la solidarité ou mutualisation des risques qui repose sur le prin-
cipe d’asymétrie de l’information au profit, en principe et jusqu’à présent,
2. Cité dans un article du Nouvel Observateur.
3. Cité dans un article du Nouvel Observateur
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de l’assuré.
2 Nouvelle science ?
2.1 Nouveau paradigme ?
Présente depuis plusieurs siècles dans toute analyse de données, que manque-
t-il à la Statistique pour se voir suppléer par la Science des données ? Quel nouveau
paradigme serait récemment apparu pour justifier de la création de "nouveaux"
métiers ? Depuis le développement de la Statistique mathématique du milieu du
siècle dernier, cette discipline a évolué parallèlement et inévitablement aux inno-
vations technologiques et donc au volume des données traitées. Ignorer ces déve-
loppements, c’est penser que cette discipline se limite à une expérience planifiée,
des calculs de moyennes écarts-types, une droite de régression et un ou deux tests
(Student, Fisher).
Ce qui est nouveau c’est de toute évidence une forme de digitalisation ou
"datafication" massive du quotidien. Photos, messages, documents, navigation in-
ternet, contacts, agenda, géolocalisation... , tout se numérise, s’archive et devient
accessible à l’analyse ; ce phénomène ne peut que s’accentuer avec la connexion
de toujours plus d’objets personnels. Mais qu’en est-il du point de vue méthodo-
logique pour analyser, exploiter, valoriser ces données.
Données préalables à l’analyse
Un changement notable est apparu avec l’avènement du data mining dans les
années 90. Premier changement de paradigme, l’acquisition des données n’est
plus planifiée. Il s’agit de valoriser celles stockées, principalement pour des rai-
sons comptables, afin d’optimiser la gestion de la relation client (GRC) dans les
grandes sociétés tertiaires : banque, assurance, téléphonie, VPC... Le statisticien
devient "prospecteur de données". L’ouverture massive de sites de vente en ligne
fait actuellement exploser ces besoins en marketing quantitatif sans nécessaire-
ment renouveler les méthodes. Certes, les systèmes de recommandation en temps
réel avec décision séquentielle sont massivement apparus avec le commerce en
ligne mais ils remettent surtout au goût du jour les algorithmes de bandits (Thom-
son, 1933) illustrés par le succès commercial de Criteo et suscitent évidemment
de nouvelles recherches (cf. par exemple Cappé et al. (2013)) mais post Master.
p >> n
Le développement des biotechnologies depuis le début du siècle facilite et po-
pularise la production de masses de données conséquentes notamment avec les
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techniques récentes de séquençage et autres omiques. Le deuxième changement
de paradigme est ainsi introduit par l’accroissement considérable du nombre p
d’informations (expression de gènes, de protéines...) disponibles par échantillon
biologique alors que la taille n de ces échantillons reste modeste. Analyser plu-
sieurs dizaines de milliers à millions de variables pour quelques dizaines ou au
plus centaines d’individus, c’est plus d’indétermination que d’information. Après
la correction des tests multiples (Benjamini & Hochberg), les méthodes statis-
tiques ont été adaptées à cette situation par l’introduction systématique de phases
de sélection de variables, par exemple par la prise en compte d’une contrainte
de pénalisation en norme L1 (cf. Lê Cao et al. 2011 pour la régression PLS). Le
statisticien est devenu "bioinformaticien" ou au moins publie dans des revues de
Bioinformatique.
Erreur d’optimisation
Les problèmes méthodologiques soulevés par la variété des données ou leur
vélocité motivent de nouveaux développements mathématiques et statistiques (al-
gorithmes adaptatifs, décision séquentielle, courbes, surfaces, graphes, texte en
langage naturel...) mais sans rupture dans la prise en compte de toujours plus de
complexité. En revanche, le volume, s’il est réel, par rapport à des capacités de
calcul et de stockage limitées, introduit un nouveau problème ou plus précisé-
ment un nouveau terme d’erreur à minimiser ; c’est le troisième changement de
paradigme.
Au cœur d’un cours d’apprentissage statistique ou machine, il y a le contrôle
du sur-apprentissage ou l’optimisation de la complexité d’un modèle pour mi-
nimiser l’erreur de prévision (estimée généralement par validation croisée) en
équilibrant au mieux biais (erreur d’approximation) et variance (erreur d’estima-
tion) des prévisions car si le biais décroît avec la complexité d’un modèle, la
variance augmente et peut exploser avec des problèmes mal conditionnés et le
sur-apprentissage.
Le troisième et nouveau terme d’erreur d’optimisation, peut s’illustrer sur un
exemple simple : quelle est la meilleure stratégie ? C’est-à-dire celle conduisant à
la plus petite erreur de prévision :
– Échantillonner les données pour en réduire la taille (inférieure à celle de la
mémoire) et se ramener à un déroulement classique d’optimisation biais /
variance avec un grand choix de méthodes utilisables tout en introduisant
une erreur due à la réduction de l’ensemble d’apprentissage.
– Estimer un modèle sur toutes les données, alors nécessairement distribuées,
en utilisant par exemple un environnement Hadoop / Spark et la librairie
MLlib. Le choix de méthode disponible devient très réduit, seules celles
passant à l’échelle (scalable) sont disponibles et les procédures d’optimisa-
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tion de leurs paramètres de complexité souvent négligées car fort coûteuses
en temps de calcul.
Les ressources (mémoire, temps) sont contraintes, comment minimiser le terme
d’erreur d’optimisation dû, soit à l’échantillonnage, soit à la limitation des calculs
ou méthodes utilisables sur une base d’apprentissage très volumineuse et distri-
buée ? De façon globale, une fonction coût à minimiser peut être définie s’il est
possible d’évaluer le coût induit par des erreurs de prévision, à mettre en balance
avec le coût du calcul pour l’apprentissage sur des serveurs proposant ce service.
Exhaustivité vs. échantillonnage
L’exemple précédent soulève une nouvelle remarque ou de nouvelles ques-
tions. Jusqu’à la fin du XIXème siècle, les statistiques étaient principalement ex-
haustives. C’est avant la 2ème guerre, notamment avec les travaux de Neyman
(1936), que s’est développée la théorie des sondages, donc de l’échantillonnage,
puis que sont apparus les premiers instituts (e.g. Gallup) pour étudier, par exemple,
le comportement des consommateurs. Nouvelle évolution, l’avènement des don-
nées massives rend accessible l’observation et, pourquoi pas, le retour vers le fu-
tur avec à nouveau l’analyse exhaustive d’une population. Certes, en l’absence de
contrainte de calcul comme vue précédemment, un tel traitement élimine l’erreur
due à l’échantillonnage et la contribution d’un statisticien.
Malheureusement, les données exhaustives récoltées sont-elles bien représen-
tatives de la réalité ? Ou encore, beaucoup de données signifie-t-il beaucoup d’in-
formations ou une information utile ? L’exemple des mesures d’audience réalisées
par Médiamétrie illustre bien ces questions. Certes les fournisseurs d’accès savent
précisément quelle chaîne de télévision est diffusée par la boîte de tous leurs abon-
nés mais cette dernière ne sait pas qui est devant la télévision ou même si seule-
ment la télévision est allumée ; un site internet enregistre tous les clics de tous les
visiteurs mais quel est le profil d’un visiteur (60% sont en moyenne des robots) ?
C’est la raison pour laquelle Médiamétrie propose un nouveau modèle, nécessai-
rement statistique, de mesure d’audience hybride de l’internet fixe. Cette mesure
utilise les fichiers log de connexions pour redresser les données individuelles d’un
panel classique d’internautes bien identifiés.
2.2 Quelle économie ?
Pressions socioéconomiques
Il y a 20 ans (cf. par exemple Besse et al. 2001) naissait le Data Mining déjà
promu comme une nouvelle discipline mais qui se résume principalement à l’ex-
ploitation de suites logicielles commerciales comme IBM SPSS Clementine, SAS
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Enterprise Miner, SPAD, ou libres comme Knime, Tanagra, Weka... interfaçant
amicalement 4 des outils de gestion de bases de données avec des algorithmes
d’exploration, modélisation statistique (régression gaussienne, logistique...) et
d’apprentissage machine (réseaux de neurones...) par ailleurs bien connus. L’his-
toire se répète avec une emphase proportionnelle au facteur d’échelle multiplicatif
du volume des données (méga, giga, téra...) et la mise en place de sites ou plate-
formes de service.
L’émergence massive d’un phénomène médiatique rend nécessaire, pour des
raisons de stratégie de communication commerciale plus que scientifiques, le re-
nouveau des étiquettes. Au revoir la Statistique, avec ses spécialistes académiques
certifiés pour ne pas dire passéistes issus du siècle dernier, bonjour la Science des
Données, thématique suffisamment vaste et aux frontières mouvantes sur laquelle
tout le monde ou presque peut s’exprimer, eldorado, des nouveaux conquistadores
de parts de marché.
Nouveau modèle économique
Le paysage 5 ou plutôt la jungle économique et industrielle des technologies
de l’information est en profonde mutation. Des acteurs majeurs : IBM, Hewlett
Packard, Oracle, Microsoft, SAS Institute..., sont fortement ébranlés dans leurs
cœurs de métier historiques et se reconvertissent avec plus ou moins de succès
et d’efficacité pour suivre le mouvement : compatibilité avec le foisonnement de
la production de code sous une licence open source comme celle des projets de
la fondation Apache, investissement massif vers les activités de services à forte
valeur ajoutée plutôt que la production de matériels et même de logiciels. Citons
simplement l’exemple d’Amazon 6 : AWS (Amazon Web Service) ne représentait
que 5,3% du chiffre d’affaire d’Amazon au premier semestre 2014, il est passé à
7% avec une croissance de 49% en un an. AWS reste en tête de ce marché (30%) 7
devant Microsoft et sa plateforme, IBM et même Google.
Le modèle économique est profondément remanié. Les équipements trop chers
sont loués, les langages et logiciels sont libres mais les concepts et méthodes trop
complexes à assimiler et mettre en œuvre sont des services (formations, plate-
formes) monnayables. Plus généralement, tout un ensemble de ces services et une
nomenclature associée se développent avec l’industrialisation, la commercialisa-
tion du cloud computing : software as a service (SaaS) , infrastructure as a service
(IaaS), platform as a service (PaaS), desktop as a service (DaaS), backend as a
service (BaaS), information technology management as a service (ITMaaS). Cet
4. Interface graphique user friendly.
5. Consulter la carte de Matt Turk
6. Source : ICT Journal
7. Source :Le Monde de l’Informatique
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article n’est pas le lieu de développer ces points. Citons seulement quelques en-
treprises surfant sur la vague des nouvelles technologies : Enthought (Canopy) et
Continuum analytics (Anaconda) proposent des distributions libres de Python et,
c’est important, faciles à installer ainsi que des versions plus élaborées payantes
et de la formation associée. Les créateurs (Zaharia et al. 2012) de Spark ont fondé
databricks : Data science made easy, from ingest to production, pour principale-
ment vendre de la formation et une certification. Trevor Hastie et Ron Tibshirani
conseillent Oxdata qui développe une forme d’interface : H20 entre R et Hadoop
avec des algorithmes spécifiques dont une version édulcorée d’apprentissage pro-
fond (deep learning).
2.3 Quelle Mathématique ?
Nouvelles méthodes ?
Qu’est-ce qui justifierait l’appellation d’une nouvelle science dite des don-
nées ? Le troisième terme d’erreur d’optimisation décrit ci-dessus, conséquence
directe du changement d’échelle en volume, serait-il à l’origine du changement
d’étiquette ? L’association systématique faite entre "science des données" et tech-
nologies de stockage distribuées (Hadoop) le laisserait penser alors que les aspects
les plus fondamentaux sont finalement peu impactés ; on assiste plutôt à un retour
en arrière (cf. Besse et al. 2014), une remise à jour de méthodes relativement
anciennes comme k-means (Mac Queen, 1967), régression logistique et plus ré-
centes (forêts aléatoires de Breiman ; 2001), dont les algorithmes ont de bonnes
propriétés (scalable) pour être distribuées, parallélisées.
L’adaptation algorithmique qui en résulte et le nouveau terme d’erreur à
prendre en compte font nécessairement évoluer la recherche dans les disci-
plines concernées mais peut-on parler de nouvelle science si ce n’est que sta-
tisticiens, mathématiciens (optimisation) et informaticiens (bases de données, ar-
chitectures...) sont clairement obligés de collaborer.
Recherche fondamentale
Une nouvelle Science se devrait d’ouvrir et explorer de nouveaux champs fon-
damentaux de recherche. Le buzz médiatique bouscule les frontières classiques
interdisciplinaires. Ce ne peut être que très positif, surtout en France où celles-
ci sont rendues peu perméables par les structures de nos instances nationales de
recrutement et promotion (Comité National des Universités, Comité national de
la Recherche Scientifique). Le CNRS vient 8 de labéliser le nouveau Groupe-
8. Assemblée générale constitutive des 24 et 25 juin 2015.
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ment de Recherche MaDICS (Masse de Données, Information et Connaissance
en Sciences).
MaDICS propose un écosystème Masses de données scientifiques
afin de promouvoir et animer des activités de recherche interdisci-
plinaires 9 positionnées dans un continuum des données aux connais-
sances et à la prise de décision dont le point de départ sont les masses
de données en Sciences. MaDICS est également un forum d’échanges
entre scientifiques et acteurs économiques confrontés aux problèmes
du "big data" et des Sciences des données, un instrument de pros-
pective et un lieu d’accompagnement des jeunes chercheurs dans les
domaines concernés.
Néanmoins les avancées majeures, dynamisées par les nouveaux défis, restent pro-
fondément disciplinaires en lien avec des fondamentaux tant en Mathématiques
qu’en Informatique, sans faire naître une nouvelle science. Ainsi, le concours
Netflix à un million de dollars a suscité une vague importante de publications
à la suite des travaux de Candes et Tao (2009) en optimisation convexe pour la
complétion de très grandes matrices creuses non négatives. En lien avec le troi-
sième terme d’erreur, ce sont généralement et dans la plupart des colloques sur le
sujet, des problèmes d’optimisation qui sont approfondis d’un point de vue théo-
rique, mathématique (gradient stochastique...) et algorithmique pour optimiser les
performances des librairies et les adapter à des architectures spécifiques.
Le point de vue adopté dans cet article est évidemment celui de statisticiens
entraînés à l’analyse de données de toutes origines ; le spécialiste d’une autre dis-
cipline peut en adopter un autre. Le travail du biologiste est largement impacté
par le développement récent des biotechnologies dont le séquençage à haut dé-
bit. Les analyses associées ont profité et aussi motivé le développement des mé-
thodes d’apprentissage en très grande dimension ces dernières années. La Phy-
sique fait de même. Lorsqu’un système est trop complexe (turbulences) pour
l’explicitation d’un modèle analytique ou son calcul explicite (Schrödinger), un
(méta)modèle d’apprentissage statistique boîte noire non interprétatif mais pré-
dictif peut s’avérer utile comme par exemple pour défier le boson de Higgs ; un
outil parmi d’autres, qui ne remplacera pas la Physique.
2.4 En résumé
Une visite au site présentant les services d’Amazon WS Machine learning
illustre bien ce débat. Il y est affirmé que les outils développés permettent "d’utili-
ser une technologie d’apprentissage-machine puissante sans avoir besoin de maî-
9. Difficile d’avoir des chiffres précis mais la très grande majorité des présents à cette assem-
blée émargeaient aux sections 6/7 du CNRS ou 27 du CNU !
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triser les algorithmes et techniques de l’apprentissage-machine" (sic !). La pro-
motion commerciale de certains logiciels de prospection de données promettait
déjà il y a quinze ans l’extraction de pépites (nuggets) sans se salir les mains.
Au jour (septembre 2015) de la visite du site, AWS déploie et commercialise des
moyens de stockage et calcul impressionnants mais plus que restreints 10 d’un
point de vue méthodologique : le choix de méthode est strictement limité au mo-
dèle linéaire (général) : régressions gaussienne, binomiale ou logistique, logis-
tique polytomique. La prise en compte de possibles interactions se fait "à la main"
en créant de nouvelles variables par produit cartésien de variables qualitatives, le
réglage de la pénalisation L1 sensée opérer la sélection de variables est laissé au
choix de l’utilisateur sans automatisation de l’optimisation et avec une valeur par
défaut du paramètre à 0 ; le site renvoie sur Wikipedia pour les explications.
Vue sous cet angle, la "Science des Données" devient un enrobage publicitaire
(packaging) pour masquer des approches statistiques limitées (AWS), ou élabo-
rées (databricks), exécutées dans des environnements technologiques sophistiqués
dans le but de louer de l’espace disque et vendre des heures de calcul ainsi que de
la formation.
Dans le cas d’objectifs de marketing pour le calcul de score d’appétence ou
d’attrition à partir de données massiques, on peut imaginer que la rapidité de mise
en œuvre, la réduction des coûts de personnels, incitent à l’utilisation "presse bou-
ton" de plateformes dédiées plutôt qu’à des analyses sur mesure élaborées avec les
compétences adaptées. Quelques points d’erreur de prévision en plus n’ont pas de
conséquences redoutables dans ce domaine. Néanmoins, compte tenu des inves-
tissements consentis en amont, cette stratégie n’est sans doute pas optimale, elle
est même inacceptable dans d’autres secteurs d’application : recherche, Santé pu-
blique, industrie.
3 L’enseignement de la Statistique à l’INSAT
3.1 Orientation GMMMMS
Comme les autres écoles du groupe INSA, celui de Toulouse recrute, princi-
palement après le bac, pour 5 ans de formation organisée, c’est original (1+2+2)
à Toulouse 11, avec une année commune, deux années de pré-orientation et deux
de spécialisation. La pré-orientation Modélisation Informatique et Communica-
tion (MIC) conduit à deux spécialités d’ingénieur dont celle de Génie Mathé-
matique et Modélisation (GMM) au cours de laquelle les étudiants ont le choix
entre deux orientations Méthodes et Modèles Numériques d’une part, Statistiques
10. Source : Mode d’emploi d’AWS.
11. D’autres recrutements sont prévus sur dossier aux niveaux L2, L3, M1.
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d’autre part. Cette dernière filière concerne chaque année une trentaine d’étudiants
qui suivent une quatrième année (programme détaillé)avec les contenus relative-
ment classiques d’un Master de Statistique. Les étudiants ont ensuite le choix, en
cinquième année (programme détaillé), entre deux groupes d’unités de formation
(UF) en plus d’un tronc commun. Deux UFs sont consacrées à l’ingénierie ma-
thématique pour la Finance et deux aux applications industrielles de la Statistique
(risque, incertitude analyse de sensibilité, planification expérimentale). Le tronc
commun regroupe un projet tutoré "Recherche Innovation" et un cours assez vo-
lumineux d’apprentissage statistique (60h), de la modélisation dite avancée (durée
de vie, statistique spatiale) et des "humanités".
3.2 Statistique et employabilité
La Statistique est évidemment présente comme discipline de service dans les
huit spécialités représentées à l’INSAT mais également comme une spécialité spé-
cifique au sein de celle de modélisation mathématique. Les étudiants ainsi formés
trouvent très rapidement un emploi à leur sortie dans des secteurs très divers cou-
vrant actuellement les applications financières (analyse de risque...), l’Actuariat
(moyennant une année supplémentaire pour obtenir le titre), l’industrie (le plus
souvent avec une thèse CIFRE), la Biostatistique (généralement pour faire une
thèse) et la fouille des données (data mining) avec des applications par exemple
en marketing quantitatif ou gestion de la relation client (GRC).
Depuis la promotion 2013, les étudiants, qui apprennent aussi à communiquer,
se désignent dans leur CV comme étant des Data Scientists et sont embauchés sur
de tels intitulés de postes. L’adaptation à cette nouvelle réalité de l’offre d’emploi
fut indispensable voire urgente car elle ne pouvait attendre la mise en place de la
nouvelle maquette (rentrée 2017) après accréditation de la CTI qui intervient tous
les six ans.
Les visites de stage et le retour des étudiants sur leur premier emploi montrent
que, formés depuis 2007 aux méthodes d’apprentissage (machine ou statistique),
à la sélection de modèle et à leur utilisation concrète en projet sur données réelles,
ceux-ci se sont très bien adaptés aux volume, variété, vélocité des données. Néan-
moins, soucieux de l’employabilité des étudiants à venir et face à l’afflux impor-
tant de telles offres de stages ou d’emplois, des contenus et formes pédagogiques
ont évolué en années quatre et cinq de la spécialité à partir la rentrée 2014.
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4 Adaptations du cursus GMM
4.1 Quelles compétences ?
D’un point de vue opérationnel, avant d’analyser des données il faut pouvoir
les archiver, les extraire, alors que leur volume nécessite architecture et puissance
de calcul inhabituelles dans certains domaines. Dans d’autres domaines comme
la recherche pétrolière ou la Météorologie, ces échelles de volume ont déjà été
largement atteintes sans pour autant déclencher de tels séismes médiatiques. Puis,
lorsque débute l’analyse, la "science des données" nécessite, en premier lieu, des
savoir-faire de statisticien en relation avec des compétences métiers du domaine
d’application. Repérer des anomalies, imputer des données manquantes, sélection-
ner et transformer des variables (features), identifier des sources de variabilité, des
structures de corrélation ou plus généralement de liaisons entre variables, sont des
compétences basiques. Il n’est sans doute pas indispensable de toujours faire ap-
pel à un statisticien certifié, mais il est risqué de faire abstraction de ces étapes,
et des compétences afférentes indispensables, avant d’aborder le travail plus so-
phistiqué de modélisation à nouveau statistique ou d’apprentissage qui requièrent
compréhension, connaissance et expérience des méthodes utilisables.
Un scientifique des données est finalement, idéalement, au centre d’un tétra-
èdre de compétences interconnectées : statistiques, informatique, mathématiques
et métiers du domaine. Il maîtrise en principe une grande variété d’outils pour
– gérer des bases de données classiques et NOSQL (Not Only SQL),
– administrer des nuages de calculateurs virtuels ou non,
– visualiser, explorer, représenter (signaux, images, graphes), sélectionner,
transformer en lien avec le métier,
– modéliser (apprentissage statistique ou machine), prévoir tout en
– optimisant les algorithmes, les modèles et choix de stratégie, de technologie
ou plateforme.
Il n’est évidemment pas réaliste de vouloir former en 5 ans après le bac un tel
scientifique susceptible de prendre en charge toutes ces missions tout en le sensi-
bilisant aux aspects juridiques et éthiques de confidentialité. L’accent est mis sur
la partie valorisation et donc l’analyse (analytics) des données massives.
4.2 Objectifs
L’objectif n’est pas, ou ne sera pas, de créer un nouveau Master ou une nou-
velle spécialité d’ingénieur en "Sciences des Données". Le manque de ressources
humaines ou de financements pour une mise en place dans le cadre de la for-
mation continue comme c’est le cas à Telecom ParisTech, le calendrier contraint
du processus d’habilitation d’une spécialité d’ingénieur, rendent irréalistes de tels
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objectifs. Pour les mêmes raisons budgétaires, il est impossible de démultiplier
les options ou orientations. Enfin, l’appellation de ce métier "scientifique des don-
nées" est actuellement intimement liée au développement des services en ligne,
pas tous viables à plus ou moins long terme et pas à l’abri d’une implosion de la
bulle spéculative associée ; il serait peu stratégique de négliger les métiers tradi-
tionnels pour l’avenir des étudiants et de la formation. Le choix a donc été fait
d’un aménagement flexible des contenus, au sein d’une formation professionnali-
sée avancée en Statistique, afin d’y introduire, au détriment d’autres aspects, les
concepts et méthodes perçus, chaque année comme prioritaires pour l’analyse et
la valorisation de données massives.
Parmi toutes les compétences nécessaires à la maîtrise des principaux outils :
bases de données lorsqu’elles sont massives, calcul parallèle avec données ré-
parties, méthodes d’apprentissage machine et statistique, données textuelles ou
images, problèmes spécifiques d’algorithmique, mathématique et optimisation,
connaissance "métier" du domaine d’application... Le choix est donc fait d’in-
sister sur les méthodes statistiques adaptées à l’analyse de données massives, sur
les outils mathématiques (ondelette, scatering) et d’optimisation (convexe et sto-
chastique) émergeants afin d’identifier les propriétés et limites de ces méthodes.
En revanche certains des aspects les plus technologiques et informatiques (cloud
computing) sont abordés par leur seule mise en œuvre pratique afin de rendre les
étudiants capable de travailler en équipe et synergie avec des spécialistes de ces
outils.
Un autre objectif très important est celui de la capacité d’auto-formation.
Les technologies considérées évoluent avec une excessive volatilité. En quelques
mois, certaines sont plébiscitées, d’autres sont aussi vite oubliées. Il ne s’agit donc
pas de former les étudiants à des technologies dont la pérennité est très aléatoire,
mais plutôt de leur apprendre à s’y former au fil de l’eau et des besoins.
4.3 Évolution du cursus GMMMMS
Les contenus des unités de formation (UF) des niveaux L3 et M1 sont pro-
gressivement aménagés. C’est relativement simple et léger dans certains cas, plus
complexe dans d’autres et ne pourra se faire qu’à partir de la rentrée 2017, notam-
ment pour l’UF centrale d’optimisation à l’interface entre modélisation numérique
et stochastique.
Sondage Insister (lourdement) sur la représentativité d’un échantillon ; beau-
coup de données ne signifient pas beaucoup d’information ou une infor-
mation suffisamment représentative des objectifs. Alors que les fichiers de
connexions sur les sites sont les sources de données les plus massives et
véloces, il est symptomatique de noter que Médiamétrie propose la consti-
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tution de panels d’internautes afin de certes mesurer mais surtout connaître
les caractéristiques de l’audience d’un site internet.
Exploration statistique Ajouter la factorisation de matrices non-négatives ou
NMF http ://wikistat.fr/pdf/st-m-explo-nmf.pdf) pour compléter le florilège
des méthodes multidimensionnelles classiques basées sur une décomposi-
tion en valeurs singulières. L’illustrer par un exemple simple de système de
recommandation par filtrage collaboratif. Renvoyer au cours d’optimisation
pour l’analyse détaillée des algorithmes complexes de cette méthode.
Optimisation C’est l’UF qui demande le plus de réflexion pour construire un pro-
gramme avec deux objectifs : rapprocher les deux orientations "numériques"
et "statistiques" de la spécialit GMM et introduire les approches innovantes :
optimisation convexe avec pénalisation et exemple (travaux pratiques) d’ap-
plication à la complétion de matrices, gradient stochastique avec application
à venir à la régression, la SVD, la NMF... Ce programme est en préparation
pour présentation à la CTI.
Langages et logiciels Les étudiants bénéficient d’un enseignement classique en
Informatique (algorithmique, C, Java, Python). Il s’agit de compléter par
les langages / logiciels spécifiques au calcul et à la modélisation statis-
tique. Une formation à R est développée car ce logiciel est de plus en plus
présent dans les milieux industriels et commerciaux au détriment de SAS
dont une initiation classique reste présente mais sans introduire les services
de cloud analytics. Python, devenu un standard pour le calcul scientifique
est introduit pour ses performances vis à vis de R, alors que les sorties
tant numériques que graphiques sont encore bien pauvres. L’accent est mis
sur les librairies pandas pour la préparation (munging) des données et
scikit-learn pour l’apprentissage.
Apprentissage statistique Au cours initial et en place depuis 2006 et dont le
contenu est proche de celui de la référence du domaine (Hastie et al. 2002))
s’ajoutent progressivement une introduction aux techniques d’imputation de
valeurs manquantes et surtout à la recherche d’atypiques (outliers) multidi-
mensionnels par différentes approches dont la discrimination à une classe
(One Classe Classification). Cette UF insiste sur la pratique effective sur
des données réelles, même si pas massives, pour optimiser les performances
(équilibre biais / variance) de ces méthodes.
4.4 Atelier
Un Atelier : "Technologie des Sciences des Données" est mis en place en paral-
lèle de l’UF d’apprentissage statistique ; il s’agit d’ouvrir les accès aux principales
technologies du moment dans des environnements performants.
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Travail en autonomie
Constat : un étudiant, qui a réalisé au cours de sa 4ème année un projet tu-
toré 12 "Recherche Innovation" sur de vraies données et un stage de trois mois en
entreprise en fin d’année, entre très motivé en 5ème année pour acquérir les com-
pétences dont il a finalement compris qu’elles sont indispensables au bon début
de sa carrière. Son objectif prend de l’ampleur et dépasse la seule validation de
tous ses crédits ECTS. D’autre part, une priorité identifiée est de faire travailler les
étudiants en équipe pluridisciplinaire afin de les faire se confronter à d’autres spé-
cialistes pour la mise en œuvre de technologies très spécifiques et très mouvantes
d’une année sur l’autre.
Compte tenu de ces remarques et des objectifs visés, nous avons décidé de
mettre en place des Ateliers durant lesquels les étudiants réalisent un projet au
sein d’un groupe associant des étudiants GMM virtuellement "clients", d’autres
étudiants de la spécialité Informatique et Réseau (IR) et ayant choisi les mineures
cloud computing, big data de leur spécialité. Principe : les étudiants GMM ré-
solvent un problème de modélisation / prévision aidés par ceux de la spécialité
IR chargés de mettre en place les moyens de calcul adéquats. Ces groupes sont
planifiés dans l’emploi du temps sur 40 heures avec une heure de présence d’un
enseignant-chercheur par semaine et supposent autant de travail personnel par
ailleurs.
Pour "aider" à la motivation les projets sont présentés sous la forme de compé-
titions. Ce principe de concours a été initié depuis de nombreuses années au sein
de certains colloques : American Statistical Association, KDD Cup, Chimiomé-
trie, machine learning. Il est largement popularisé par le site Kaggle et maintenant
repris par l’ENSAE ParisTech ou l’ENS Paris Saclay. Il est possible, dans un pre-
mier temps d’utiliser, les capacités de la librairie rchallenge (Todeschini et
Genuer, 2015) ou de simplement demander aux étudiants de s’inscrire à un défi
Kaggle en cours. Un site dédié pour l’organisation de telles compétitions entre les
formations locales ou régionales sera ouvert à la rentrée 2016.
L’évaluation de cette unité de formation tient compte du classement ou de la
performance de la prévision obtenue et également des temps de calcul de la phase
d’apprentissage d’un modèle.
Progression pédagogique
L’atelier progresse en parallèle d’une unité de formation approfondie (60
heures) d’apprentissage statistique qui introduit les méthodes et leurs procédures
d’optimisation de l’équilibre biais / variance. Il s’inscrit dans la continuation de
12. 12 heures encadrées sur 48 de l’emploi du temps plus 48 heures de travail personnel.
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la formation aux environnements de calcul statistique en suivant le fil conduc-
teur du volume : R pour les données "petites" et des analyses complexes, Py-
thon (pandas) pour aborder la préparation de données plus volumineuses, puis
les modéliser (scikit-learn) de façon beaucoup plus efficace qu’avec R en
terme de temps de calcul.
Le passage à l’échelle massive se base toujours sur Python en utilisant l’API
pyspark pour accéder "simplement" et efficacement à l’environnement Hadoop.
L’accent est mis sur la librairie MLlib de Spark qui exécute quelques uns des
principaux algorithmes d’apprentissage non supervisés et supervisés, de factori-
sation (NMF par moindres carrés alternés) sur des données distribuées.
Les premières expérimentations sont faites sur les postes personnels des étu-
diants ou les serveurs d’enseignement de l’INSA. La librairie RHadoop de
R est développée par la société Revolution Analytics 13 permet une initiation
aux contraintes de MapReduce de Hadoop sans avoir à installer Hadoop ; l’API
pyspark permet aussi de tester les codes Python de MLlib sans l’accès à une
réelle architecture distribuée. Dans le même ordre d’idée, H2O propose aussi une
librairie R dont l’utilisation permet une initiation à une version allégée d’appren-
tissage profond (deep learning).
La dernière phase de la progression consiste à transposer, tester les codes réali-
sés sur des clusters commerciaux dans le cadre de partenariats (OVH, IBM, Hupi).
C’est à cette étape qu’interviennent les étudiants de la spécialité Informatique et
Réseaux afin d’installer et optimiser les architectures. Il s’agit de mettre en corres-
pondance performances statistiques et temps de calcul pour les différentes confi-
gurations.
Ressources
Les ressources pédagogiques sont accessibles sur le site wikistat.fr sous
la forme de vignettes de présentation des éléments méthodologiques, de tutoriels
(Python, R) des outils logiciels et de scénarios (déroulé des commandes R ou
python) d’analyse de données de plus en plus lourdes et complexes comme la
détection de pourriels.
Les premières séances de l’atelier sont consacrées à une auto-appropriation
des outils disponibles sans faire appel à un "vrai" cluster : utilisation de RHadoop
pour apprécier les contraintes de MapReduce, celle de H20 pour introduire le deep
learning et une initiation à l’utilisation de MLlib de Spark via l’API pyspark.
L’étape suivante confronte les étudiants à des données relativement complexe
et volumineuses dans la progression des outils disponibles afin d’expérimenter les
limites (lenteurs) de R, la meilleure efficacité de Python, puis celle des technolo-
13. Rachetée par Microsoft en avril 2015.
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gies adaptées au cloud computing. Deux situations sont proposées, d’autres seront
progressivement ajoutées.
La première concerne le problème, largement étudié dans la littérature, de
reconnaissance de caractères proposé par Yan le Cun (MINST) et base d’un
concours Kaggle auquel les étudiants sont invités à participer. Le déroulement
proposé part de l’application naïve d’une technique de discrimination avant de
tester d’autres pistes dont l’utilisation d’une distance invariante proposée par Si-
mard et al. (1998).
Le deuxième sujet aborde les systèmes de recommandation par filtrage colla-
boratif. Après une introduction élémentaire ce sont les données de notations du
site movieLens qui sont complétées par différentes approches.
Erreur d’optimisation
L’un des objectifs, à ne pas perdre de vue dans la jungle technologique, est
de faire évaluer expérimentalement par les étudiants le troisième terme d’erreur
introduit par les contraintes imposées par les ressources. De l’emploi de R sur une
simple machine, à l’utilisation de la librairie MLlib (Spark) sur un gros cluster en
passant par la librairie scikit-learn de Python, les temps de calcul sont évidemment
réduits de façon drastique mais l’indispensable analyse critique de ces librairies
montre les restrictions qu’elles imposent en terme de choix de méthodes et de
facilité d’optimisation de leur complexité.
Résultats attendus
Les étudiants produisent des tutoriels d’installation et calepins (notebook).
Ainsi, à l’issue de chaque atelier, il est facile pour les étudiants de s’approprier
le travail réalisé par les autres groupes et d’élargir leur champ de compétences sur
les domaines connexes. Les prévisions obtenues sur un échantillon test sont mises
en compétition entre groupes et, le cas échéant, plus largement sur un site internet.
Conclusion très provisoire
La Science des Données n’est pas une nouvelle Science mais la conséquence
de nouveaux modèles économiques, de nouveaux marchés, accompagnant les
nouvelles technologies. Il est certes indispensable d’y adapter la formation des
étudiants pour faciliter leur employabilité, mais aussi pour les rendre conscients
des nouveaux enjeux sociaux et les responsabiliser ; c’est en marchant que nous en
construisons le corpus des compétences à transmettre ou faire acquérir. Le métier
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de data scientist n’est donc pas si "nouveau" et, en dépit des messages commer-
ciaux, il est très risqué de penser qu’une valorisation optimale des données puisse
être atteinte sans des compétences approfondies en modélisation statistique et ap-
prentissage machine. Il est alors plus juste de dire qu’un statisticien est confronté
à de nouveaux défis plus technologiques que méthodologiques.
L’optimisation de la complexité d’un modèle ou le choix d’une méthode est
maintenant bien balisé et relativement consensuel autour de la minimisation d’une
estimation d’erreur de prévision, par exemple par validation croisée, pour équili-
brer au mieux variance et biais du modèle. En revanche, le choix d’une meilleure
stratégie pour minimiser la partie "erreur d’optimisation", sous contrainte de res-
source de temps et de puissance de calcul, est un problème largement ouvert et
ce d’autant plus que le paysage technologique est en constante (r)évolution. Les
recherches sur la résolution de ces problèmes d’optimisation, leurs implémenta-
tions algorithmiques dans des architectures matérielles distribuées, de même que
la prise en compte et la représentation de données complexes ou non structurées,
ne constituent pas pour autant une nouvelle science.
En définitif, le nouveau rôle du data scientist est principalement d’associer
deux types de démarches ou de logiques, celle du statisticien qui consiste à inférer,
prévoir, contrôler une erreur ou un risque et celle de l’informaticien soucieux des
contraintes ou performances de calcul pour atteindre l’objectif recherché.
Les objectifs pédagogiques poursuivis à l’INSA de Toulouse consistent fina-
lement à entrainer l’apprenti statisticien à tester plusieurs stratégies dans des en-
vironnements technologiques adaptés, à développer son regard critique sur les
résultats obtenus, leurs conséquences sociales, et à lui apprendre à continuer à
s’auto-former pour pouvoir remettre en cause ses habitudes.
Ces objectifs sont atteints en le formant aux aspects les plus fondamentaux de
la modélisation et des méthodes d’apprentissage statistique, à la représentation des
données et aux problèmes d’optimisation afférents ; le statisticien doit connaître,
contrôler les limites des outils développés. Ces objectifs nécessitent des accès
à un éventail de technologies des données massives parmi celles disponibles du
moment. Leurs cycles de développements sont nettement plus court que celui des
habilitations des formations, les aménagements et adaptations doivent être très
flexibles d’une année sur l’autre. On peut par exemple s’interroger sur l’impact
que va avoir l’ouverture récente (novembre 2015) au public du code du projet
TensorFlow de Google qui rend plus accessible l"apprentissage profond".
Le principe de faire participer les étudiants à des concours de prévision pré-
sente des vertus pédagogiques à exploiter. Nous sommes loin d’un jeux sérieux,
façon jeu vidéo, mais il serait dommage de ne pas utiliser ce levier pour solliciter
la motivation des étudiants vers l’autonomie indispensable à l’apprentissage de
l’autoformation.
La mise en place de ces moyens est en cours ; il restera, avec le temps, à en
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évaluer la pertinence.
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