Abstract
Introduction
Historically, most networked virtual environment systems have been implemented with a single, often monolithic, run-time infrastructure, tailored towards a particular range of applications or deployment situations. For example, each generation of our own MASSIVE system has explored a different form of data replication over a different communication system: aura-based replication over peer-to-peer unicast communication in MASSIVE-1 [1] ; region (third-party) based replication and abstraction over hybrid peer-to-peer and server-based multicast in MASSIVE-2 [1] ; and policy-driven localebased replication over adaptive client-server communication in MASSIVE-3 [2] . However each system was limited to -and tailored for -those particular approaches, to the exclusion of the others.
This kind of monolithic approach has a number of potential problems:
• It may work well for some applications and infrastructures, but be wholly inappropriate for other applications or infrastructures.
• It is hard to change or extend the way in which the system works to respond to new requirements.
• It is especially hard (often impossible) to make any significant changes while the system is running.
• It is often hard (or impossible) to combine different approaches within the same virtual world, e.g. using conservative consistency mechanisms for some actions and optimistic consistency mechanisms for others. For these reasons, amongst others, there is a growing interest in flexible system infrastructures, which can be modified (often dynamically) to support new and various mechanisms and techniques. For example, Capps et. al. [3] argue that high-availability long-lived shared virtual worlds will demand mechanisms that allow the whole system to evolve while it is still running, for example adding new network protocols and other system behaviours. The NPSNET-V system [4] provides a particular pattern of extensibility (leveraging Java's class loading capabilities) that allows network protocols, objects classes and graphical models to be dynamically added to the running system. At a lower level, the Bamboo system [5] provides a dynamic module loading system that spans multiple languages (including C++ and Java), and that is intended to support extensible virtual environment systems of this kind. The DEVA [6] system adopts a model of long-lived server environments, which dynamically load and compose objects from behaviour fragments, to create flexible and composable object and world behaviours.
In this paper we describe our own approach to creating a flexible and extensible infrastructure for networked virtual environments, which extends the distributed event model employed in MASSIVE-3. In section 2 we present some background motivations for our own approach to these issues. Section 3 describes the first element of our approach: distributed event filters, the basis of our flexible infrastructure. Section 4 introduces the notion of Deep Behaviours, which is the means by which we manage this flexible infrastructure. Section 5 illustrates this with some example configurations of our system. Section 6 presents some quantitative results of this approach. Finally, section 7 gives our conclusions.
Background and Motivations
This work grew out of our early explorations of persistence in virtual environments [7] . In that work we added simple facilities for persistence and in-world editing to MASSIVE-3 and arranged for a number of groups of users to explore and modify a number of linked virtual worlds over a period of several weeks. Using the temporal link facilities of MASSIVE-3 [8, 9] we recorded all of this activity for subsequent analysis. These recordings contain all of the virtual world content and all of the updates that are applied to it, i.e. everything that happens in the virtual world from the system's perspective.
In this analysis we examined the different patterns of use (creation, update and deletion) of the different kinds of data in the virtual environment, including users' avatars, walls, and other artefacts. We found (unsurprisingly) that each had a rather different characteristic 'life-cycle'. For example, the data representing a user's avatar was the most volatile and the least suitable for caching or being made persistent.
Consequently, we sought to extend the MASSIVE-3 system to allow different objects to be treated in different ways by the infrastructure. For example, we wanted to be able to apply different forms of consistency, persistence, access control and caching to different items within the same virtual world. Rather than repeatedly extending and elaborating a monolithic runtime system we chose to significantly re-engineer the system to make it dynamically extensible and tailorable at the level of individual data items within the shared virtual world. This design is the subject of this paper.
Distributed Event Filters
The starting point for our new system was MASSIVE-3 [2] . MASSIVE-3 uses explicit event objects to represent all proposed changes to the shared virtual world. These are generated by the system API and routed around the distributed system in a well-defined way. This approach was designed to allow future mechanisms to adapt the system by using reflection to introspect the system, for example tailoring system performance based on the events being generated or processed. The specific event distribution architecture used in MASSIVE-3 is shown in figure 1 . An application generates events (requests for changes to the shared virtual world) via an eventgenerating API. These events are passed on to a "sending" event pipe for distribution the server, and to a "pending" event pipe for local enactment (actually updating the local database). Events sent to the server are redistributed to the other clients of the same locale (portion of a virtual world). What we have done in the work described here is to step back from the specific behaviour of MASSIVE-3, to view it as just one possible configuration of an extensible set of infrastructural components. MASSIVE-3 enforced certain infrastructural behaviours: every event was passed to the sending and pending event pipes; every event leaving the sending event pipe was sent to the server; every event received by the server was queued to be sent to all other clients; every event leaving the pending event pipe was enacted.
Our new approach has only one constraint: every generated event will be passed to a certain well-known event pipe. All of the rest of the system's behaviour (i.e. everything that happens to the event in that event pipe and subsequently) is encapsulated in the "event filters" that populate this and other event pipes within the system, and is subject to dynamic customisation. We term this approach "Distributed Event Filters" (DEF), because the overall behaviour of the system is the result of the coordinated activities of potentially many event filters distributed across multiple event pipes in all of the various clients and servers that make up the system.
Our starting point was to re-implement MASSIVE-3 existing behaviour in this new framework, reimplementing its fixed behaviours as default event filters. The system has a default event pipe network shown in figure 2 that emulates the previous operation of MASSIVE-3. Note that the API event pipe is the common starting point for all events. MASSIVE-3's default infrastructure activities have been encapsulated as the following event filters:
• ConstraintsFilter -enforces an explicit ordering on all events (part of MASSIVE-3's exploration of consistency mechanisms).
• LocalNowRouting -sends a copy of the event to the local pending pipe for immediate enactment, and another copy of the event to the sending pipe for distribution.
• Unicast -sends the event to the server over a TCP connection.
• UpdateSceneGraph -enacts the event on the local database replica.
• EventPipeRouting -passes the event to another specified event pipe.
• Multicast -sends the event to all connected clients (with the optional exception of the originating client). The API Pipe is always present in the system; the other pipes are added dynamically as they are requested by the event filters. We then moved beyond this emulation of MASSIVE-3 to add other event filters and to experiment with other configurations of event filters, some of which are described in section 5.
One key element of our approach is that the various events that are generated and flow through the system may be treated in different ways, i.e. have different sets of event filters applied to them. This is based on a simple pattern matching mechanism that selects the filters to be applied to each event, typically on the basis of the virtual item to which the event applies. Therefore we can create arrangements of tailored event filters that apply different forms of consistency, persistence and access control to different items within the same virtual world.
A second key element is that an event filter can deal with each event in a flexible way. For example it may: pass the event on unchanged; change the event in any way; remove the event from the current event pipe, perhaps deleting it, or passing it to another event pipe or a network connection; and/or create entirely new events and introduce them into the event pipe in response to passing events or other triggers within the system (such as the passage of time).
Deep Behaviours
The previous section has outlined our Distributed Event Filter (DEF) approach to constructing a flexible and extensible run-time infrastructure. Flexibility is achieved by applying different sets of event filters to different virtual world data items, and extensibility is achieved through the addition of new kinds of event filter and through the dynamic (re) configuration of event filters and event pipes within the running system. However we still require a way to specify, modify and realise the particular arrangements of event filters and event pipes to be used for particular data items or environments.
This leads to the second key element of our new architecture, which we term "Deep Behaviours". In virtual environments, behaviours are typically pieces of executable program code that describe the dynamics of (part of) the virtual world (e.g. animations, responses to user interaction). So we use the term Deep Behaviour to refer to pieces of program code (or the equivalent) that are used to describe the dynamics of the infrastructure, i.e. the "deep" or low-level behaviour of the system.
We have chosen to make these deep behaviours explicit within the shared world data, as annotations that can be applied to the shared data items that comprise the virtual world (e.g. as shared scene graph nodes and annotations). A deep behaviour provides a data item with infrastructure functionality, for example making the item persistent, subject to transactions, or subject to total ordering consistency. It does this by manipulating the event filters that operate on the item. Where a normal behaviour might manipulate an object's position to make it follow terrain, a deep behaviour manipulates the filters that process the events describing the object's position, for example controlling the way that position changes are propagated through the network.
By making (the declarations of) deep behaviours part of the shared state of the virtual world we can exploit the normal (default) data distribution mechanisms to distribute deep behaviours around the system as required. This allows them to affect event filters and event pipes on multiple machines in a co-ordinated fashion. We can also apply deep behaviours to other deep behaviours, for example to specify the persistence or consistency mechanisms to be applied to the deep behaviours themselves.
By providing deep behaviours as a layer of abstraction above the basic event filter infrastructure we also hope to make extensibility and configurability more meaningful to users and world builders. For example, a deep behaviour might be selected from a palette such as "trusted persistent", "important but slow", "unimportant and fast", etc. We suggest that deep behaviours should specify the "mutability" of virtual items, which incorporates all aspects of creation and change. We prefer this approach to that of focusing down on the component elements of consistency, persistence, access control, etc. because these are typically intertwined. Figure 3 illustrates the scene graph fragments in MASSIVE-3 corresponding to a default (non-persistent) and a persistent virtual object. Each box represents a node within the shared scene graph; an Entity node specifies a 3D transformation while a Geometry node specifies a 3D geometry (by file name in this case). From a programmer's or world author's perspective a deep behaviour is added to a virtual object simply by adding a DeepBehaviour node to the corresponding Entity (which requires a single line of C++ code). When the DeepBehaviour node is added to the local scene graph it executes the corresponding deep behaviour code, which in turn creates and configures event pipes and filters as appropriate. Similarly, when a DeepBehaviour node is removed from the scene graph the deep behaviour code reverses this process. 
Examples
This section provides two examples of prototyped deep behaviours and their corresponding event filter networks. Other examples include the default MASSIVE-3 behaviour from section 3, and the delayed persistence behaviour, evaluated in section 6. Recall that the world designer or programmer would specify the deep behaviour for a particular data item or set of data items (i.e. part of the virtual world's content), and that the result of the specified deep behaviour within the running system would be to establish the corresponding network of event pipes and event filters to achieve the desired form of mutability.
Trusted Persistence
This deep behaviour might be used for items whose persistence (and durability of change) must be assured, such as item representing major world features (e.g. landmarks) or items with financial significance (e.g. virtual bank accounts). This is one of the most important examples of the DEF and Deep Behaviour framework as it demonstrates the interdependence of infrastructure mechanisms. The mechanism is made up of a total ordering consistency mechanism (quite conservative) and server based persistence. The motivation is to provide server side persistence for important objects in the virtual world. This could be achieved in a simple way by inserting a filter into the server pending pipe that wrote every event processed by it to storage. However, in this case users would be unaware of when the important items were actually made persistent -the user would make an update and immediately see its results, however only at some arbitrary time later would their update become durable, and the user would have no idea when this was. This simple persistence mechanism would effectively provide the user with a view of the predicted persistent state of the item through the immediate update of the local replica. If a failure occurred before the update was written to the server store then the update would be lost and the prediction would be false. In cases where the knowledge of the durable state of the world is more important than local interaction times, for example when updating a virtual bank account, the system must route updates to the server, which makes them persistent, before returning the updates to the client where they are applied to the local replica. This mechanism would ensure consistency between the persistent state and the client's view of the world. The client can then trust the local state of the item as it is no longer a prediction of durability. These semantics are closer to those of a database than the typically optimistic mechanisms of virtual environment systems, but they would be useful for some items in some virtual worlds. By providing this behaviour as an option for specific data items the gamut of applications that can be implemented by the virtual environment system is increased.
In order to implement these semantics, a routing filter is added to the client application's API pipe before the standard routing event filter (flexible ordering of event filters is a key component of the DEF implementation). Instead of copying the event to the pending and sending pipes, the filter just adds it to the sending pipe. A filter is added to the server's pending pipe that make the update persistent before applying it to the server replica, and a second filter is added after this that sends the event back to the client. This configuration is shown in figure 4 . 
Variants
The "variant" Deep Behaviour demonstrates the flexibility of the framework by providing facilities not usually provided by virtual environment systems. Rather than allowing arbitrary updates to items, updates to items tagged with the variant behaviour create "proxy" items related to the original item by a syntactic consistency mechanism [10] . Other clients viewing the item see its original state and can themselves create related proxy items representing their desired changes to the state of the item. The actual mechanism for creating these subjective views and relating the proxy to the original item will depend on the awareness management facilities of the virtual environment system, but the prototype implementation used aspects [2] to create overlay environments for each variant. The awareness management facilities can then be manipulated by an administrator to view the different versions of the item and authorise some or all of the updates. This behaviour is useful in situations where user evolution of a virtual world is desirable, but control over the rate of change, and protection against virtual vandalism, is required. Instead of updating the shared state of the item, users create desired versions of items that must be approved before they become shared.
To implement variants, the deep behaviour first creates a subjective proxy item and then inserts a rewrite filter in the clients API pipe that processes updates to the original item by rewriting the target of the update to be the variant item. This causes subsequent updates to the original item to be applied to the proxy instead. The filter configuration is shown in figure 5 . 
Validation
In order to test and validate our new architecture and implementation we have again made use of the virtual recordings described in section 2. However, rather than simply replaying or analysing the activity as it occurred we use the recordings as input to our new prototype system. In this way we can explore and measure the behaviour of the system in different configurations against a repeatable and realistic corpus of virtual world activity.
Delayed Persistence
As already noted, our starting point for this work was our consideration of persistence in collaborative virtual environments. In the initial experiments we observed that different kinds of items have different requirements for persistence. We were also able analyse some of the temporal characteristics of virtual world updates in the experiments. For example, we observed that updates to virtual objects often occur in rapid sequences, with much longer gaps between these sequences. Each sequence of updates corresponds to a period of time during which a user is actively holding and manipulating an object.
This motivated us to consider a deep behaviour that only makes changes persistent after a certain period of time has elapsed. In the event of a system failure this approach would lose very recent updates, but would retain updates that had been stable for longer. This deep behaviour is implemented using a DelayedPersistence event filter in the server's pending event pipe. We re-ran the recordings through our new system with this deep behaviour for a range of different time delays to persistence. We measured the amount of data written to the persistent store (a relational database accessed via ODBC). The results can be seen in figure 6 , for each kind of virtual item in the experiment. We see that by not making embodiment items persistent we could immediately reduce the amount of database traffic by about 75% ("embodiments" vs. "added items"). This is easily achieved by only applying the persistence deep behaviour to the added items. We also see that a delay to persistence of 120 seconds (2 minutes) more than halves the remaining database traffic, with only a limited impact on the long-term persistence of the system.
Note that this delayed persistence can be dynamically introduced to the running system for any data item simply by adding the corresponding deep behaviour to that item.
Caching
In the previous sections we have shown how deep behaviours can directly modify the run-time infrastructure to achieve particular effects for data items. Beyond this, we can also exploit the presence of deep behaviours as a more general form of meta-data within the shared world state. For example, suppose that each client of a virtual world maintains a cache of items within that virtual world when it was last visited. Without additional information the client would not be able to prioritise the items to be cached. However, with the addition of deep behaviour the client could use those deep behaviours to inform the selection of items for caching. We have simulated both a Least Recently Used cache and a cache which uses deep behaviour annotations to only cache persistent data items (which are more likely to persist and typically more important). Figure 7 shows the cache hit rates achieved for the virtual objects in the recordings already described, as a function of the cache size. Using deep behaviour annotations as meta-data allows the cache to give consistently better performance. The naïve LRU cache is also caching non-persistent items, such as the users' avatars, and therefore discarding at least a fraction of the more useful persistent items when the cache size is limited.
Conclusions
Many researchers are working towards the ideal of arbitrarily flexible virtual environment systems. A key problem in engineering "flexibility" into any system is finding a good balance between flexibility per se, and the amount of help that the system can actually provide. For example, arguably the most flexible VE system is a C++ (or similar) compiler; however it does not provide any VR-specific assistance to the developer or would-be user.
In our approach (motivated by differentiated treatment of items within a single virtual world), we have chosen to adopt a distributed event filtering framework. We have demonstrated that this approach can realise a broad range of approaches to consistency and persistence in networked virtual environments. The distributed event filter model also has well defined semantics for adding and managing event filters, and so serves as a basis for event filter composition.
However, in addition to the low-level mechanism for extensibility and run-time modification we have also found the need -for users, world builders and system developers -to be able to specify and reason about system behaviour at a more abstract level. Our solution to this is to provide "Deep Behaviours". These allow relatively "meaningful" annotations of the data model (e.g. scene graph) to determine the low-level extensions and modifications that are made to the run-time system, dynamically, and on a per-data-item basis.
We argue that this dual approach provides a good balance of flexibility, extensibility and manageability. We have also shown that deep behaviours -viewed as a specific form of meta-data -can be exploited to further optimise other elements of system behaviour such as caching.
