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Abstract
Strain-tuning of single semiconductor quantum dots
Polarization entangled photon pairs on demand are considered to be an important building
block of quantum communication technology. It has been demonstrated that semiconductor
quantum dots (QDs), which exhibit a certain spatial symmetry, can be used as a triggered,
on-chip source of polarization entangled photon pairs.
Due to limitations of the growth, the as-grown QDs usually do not exhibit the required
symmetry, making the availability of post-growth tuning techniques essential. In this work
first the QD-morphology of hundreds of QDs is correlated with the optical emission of
neutral excitons confined in GaAs/AlGaAs QDs. It is presented how elastic anisotropic
stress can be used to partially restore the symmetry of self-assembled GaAs/AlGaAs and
InGaAs/GaAs QDs, making them as candidate sources of entangled photon pairs. As a
consequence of the tuning of the QD-anisotropy we observe a rotation of the polarization
of the emitted light. The joint modification of polarization orientation and QD anisotropy
can be described by an anticrossing of the so-called bright excitonic states. Furthermore,
it is demonstrated that anisotropic stress can be used to tune the purity of the hole states
of the QDs by modifying the degree of heavy and light hole mixing. This ability might be
interesting for applications using the hole spin as a so-called quantum bit.
Keywords: quantum dots - excitonic fine structure splitting - gallium arsenide - strain -
ferroelectric crystal - anticrossing - valence band mixing - entangled photon pairs
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1. Introduction
The field of quantum physics has gained more and more interest during the last century,
since it opened up a new field of physics, where objects can be described as a duality of
particles and waves. In the 1920s Louis de Broglie postulated that the wavelength of matter
is inversely proportional to its momentum [1]. It is difficult to make the quantum effects
visible on a macroscopic scale. However, the phenomena are promising for applications in
daily life. This acts as a motivation for research groups from different fields, like atomic and
solid state physics, to utilize the ”quantum world” in future applications as the so-called
quantum computer or the quantum teleportation, etc. [2, 3].
The wave-like behavior of an object can become visible on a macroscopic scale when the
wavelength overcomes a certain critical length. For instance, when the average distance
between ultracold bosonic atoms is smaller than the wavelengths of the particles a macro-
scopic Bose-Einstein condensate is formed [4]. Another example is the case of electrons or
holes confined in a quantum dot (QD), which is a portion of matter allowing confinement
of carriers in three dimensions. Here the critical length is given, by the extension of the
confinement potential. If its size is of the order of the carriers wavelength (typically several
nm), the quantization of the energy leads to discrete states, which can be visualized, by
electrical or optical investigations [5, 6]. The discreteness of the states in QDs leads to-
gether with the Pauli exclusion principle to a maximum occupancy of two electrons/holes
per quantum state. Because of this similarity to atomic states, QDs are commonly called
artificial atoms. This allows to use QDs as single photon sources on demand, since only
one electron-hole pair (which forms a neutral exciton (X)), emitting photons of a certain
wavelength, can recombine within the lifetime of the X [7,8]. Nowadays, due to the global-
ization the volume of important and secret data needed to be transferred from one place to
another increases on a daily base. This requires techniques which allow to transfer data in
the most confidential way. Aim of the quantum cryptography is to use single photon sources
to transmit data in a safe way, i.e., quantum physical laws make it almost impossible for
an eavesdropper to get access to the transferred data without being noticed [3,9].
In 2004, Austrian researchers followed a different way allowing even safer data transfer.
They employed polarization entangled photon pairs, created by optically pumped, nonlin-
ear crystals, to carry out a bank transfer by means of quantum cryptography [10]. Another
application of polarization entangled photon pairs is to utilize them to teleport the states
of so-called quantum bits, the unit of quantum computation, which can be represented by
the spin of electrons or holes. This might be important for the realization of the quantum
computer [2].
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Benson et al. proposed in 2000 that the biexcition-exciton decay cascade of QDs can act as
a source of polarization entangled photon pairs [11]. This scheme has the advantage that
the photons can be emitted on demand, i.e., by using an optical or electrical trigger pulse,
as experimentally realized by Akopian et al. and Salter et al. [12, 13]. However, these
experimental achievements hide the difficulties connected with the experiments. Only QDs
of a certain spatial symmetry are able to emit polarization entangled photon pairs by
following the above mentioned scheme [14]. If this symmetry condition is not fulfilled the
intermediate X-state is split by the so-called fine structure splitting (FSS), leading to a
difference in energy of the photons originating from the X (and also from the biexciton
(XX)) decay, which prevents an entanglement of the emitted photons. If the FSS is tuned
to values of the order of the radiative linewidth, the emitted photons can be polarization
entangled.
Since as-grown QDs usually exhibit nonzero FSS, after-growth tuning methods are needed.
Several tuning techniques like lateral and vertical electric fields [15,16], magnetic fields [17],
and the optical Stark effect [18] can be utilized to tune the FSS to values small enough to
achieve entanglement. Seidl et al. demonstrated, that uniaxial stress applied to the QDs
can in principle be used to tune the FSS, but the presented tuning range was by far too
small to allow a measurement of polarization entangled photon pairs [19].
The aim of the work presented here was to characterize in detail the FSS of QDs and to
develop a new method to control the FSS within a broad range by applying anisotropic
biaxial stress to different kinds of QDs.
The research dealing on FSS is a highly studied field, however a direct and quantitative cor-
relation of QD shape and FSS remains difficult. This comes mostly from the poorly known
QD-parameters like QD-morphology, composition profile and intrinsic strain fields [20,21].
The first part of this work gives a detailed analysis of the FSS of strain-free GaAs/AlGaAs
QDs, grown by hierarchical self-assembly [22], and GaAs/AlGaAs quantum well potential
fluctuations (QWPFs). QWPFs are local variations of the quantum well potential acting as
QDs with a comparably shallow confinement potential [23]. A detailed investigation of the
FSS obtained by micro-photoluminescence (PL) measurements at cryogenic temperatures
is presented. The influence of shape anisotropy on the FSS and on the polarization of the
emitted light is highlighted by a comparison of the morphology of QWPFs and hundreds
of QDs. This allows a qualitative and direct correlation between QD-morphology and FSS.
The second part of this work shows how anisotropic stress can be used to manipulate the
properties of the light emitted by QDs and QWPFs. A ferroelectric [Pb(Mg1/3Nb2/3)O3]0.72-
[PbTiO3]0.28 (PMN-PT) crystal is employed to create either compressive or tensile
anisotropic strain of a few per mill in thin GaAs membranes containing different kinds
of QDs [24,25].
First, we present how the emission energy changes when we stretch/compress the QDs.
Surprisingly, we have observed that an expanding PMN-PT sometimes leads to red and
sometimes to blue shifts of the QD emission lines. We present a possible explanation of
3this observation. Furthermore, we use the PL signal of bulk GaAs to obtain values for the
stress applied to the QDs.
We show that anisotropic stress can be used to tune the FSS over a broad range, down
to values which are reasonably small to create polarization entangled photon pairs. In
addition to the tuning of the FSS, we observed that the polarization orientation of the
linear polarized light emitted by the QD can be rotated by up to ∼70◦. The joined effect
of the modification of FSS and rotation of the polarization orientation can be described by
the recently predicted anticrossing of the two so-called bright excitonic states [26].
Finally, we use another kind of GaAs/AlGaAs QDs, grown by Ga-droplet etching [27], hav-
ing a higher optical quality as the before mentioned ones, to demonstrate that anisotropic
stress can be used to tune the relative intensities of the two X-emission lines over a broad
range. We ascribe this change of the relative intensities to a change of the mixing of the
upper two valence bands. We show that anisotropic stress can be used to - at least partially
- compensate the valence band mixing created by the shape anisotropy of the QDs [28].
This ability to tune the purity of the hole state might be interesting for applications using
the hole spin as a quantum bit [29–32].
All three experimental studies are accompanied by calculations obtained by eight-band k ·p
theory, performed by Vlastimil Krˇa´pek and Petr Klenovsky´ from the Masaryk University
in Brno, Czech Republic.
In conclusion, we show that stress can be used to tune on the one hand the purity of
the hole state, and on the other hand it can be used to control emission energy, FSS, and
polarization direction of the light emitted by the excitonic recombination. Comparing stress
with other tuning techniques shows that it has several advantages since it does not require
complicated experimental setups and does not lead to a loss of emission intensity as, e.g.,
magnetic or and electric fields, respectively. The combination of the results presented in
this work with already established techniques, like optical cavities enhancing the emission
intensity and other tuning techniques like electric and magnetic fields allows an additional
degree of freedom for controlling the QD emission [33]. This additional ”tuning knob“ could,
e.g., in combination with a vertical electric field be used to create a - so far - unrealized
energy-tunable source of polarization entangled photon pairs.
4 1. Introduction
2. Theoretical background and state of the art
This chapter gives a general introduction to the effects related to quantum confinement
and to the interaction of electrons and holes in semiconductor heterostructures. The basic
principles of the growth of QDs and their potential applications are presented. Most of
the QDs investigated within this work contain GaAs, whose band structure has a big
influence on the electronic states of the QDs. We describe the influence of the bulk GaAs
band structure on the confined carriers and we also explain the influence of stress on the
band structure. The fine structure splitting (FSS) of a X, i.e., a bound electron-hole state
confined in a QD, as a consequence of the electron-hole exchange interaction, is explained
in detail. Furthermore, the state the art of experimental and theoretical investigations on
the FSS and several techniques to tune the FSS are presented.
2.1 Introduction to semiconductor quantum dots (QDs)
In this section, the fundamentals of semiconductor QDs are introduced. First, a description
of the general effects of quantum confinement of electrons and holes in different dimension-
alities is given, followed by a simple approximation showing how the interactions among
the carriers influence the spectral emission of the QDs. The role of the bulk GaAs band
structure on the confined carriers is discussed as well as the influence of stress applied to
the structures. Finally, an introduction to the growth of InAs/GaAs QDs using molecular
beam epitaxy (MBE) is given.
2.1.1 General properties of QDs
It is well known that in quantum mechanics particles can in the non-relativistic case be
described as wave, with the so-called de Broglie wavelength λdB [1]:
λdB =
h√
2m∗E
,
where m∗ is the effective mass (see section 2.1.3), E the energy of the particle, and h the
Planck constant. If λdB of a particle, e.g., an electron or a hole confined in a semiconductor,
is of the order of the extension of the confinement potential the particle is in the quantum
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confinement regime. Similar to light confined in a cavity, also particles can have - along
the confinement direction - only discrete states, i.e., energies. For an electron in the
conduction band of GaAs with rest mass, m0, having at room temperature a thermal
energy of E ≈25 meV, and an effective mass of 0.066*m0 [34], the de Broglie wavelength
is λdB ∼ 30 nm, for lower temperatures the de Broglie wavelength increases. This means
that GaAs nano structures exhibiting quantum confinement at room temperature should
have an extension of ≈ 30 nm1.
The density of states (DOS), i.e., the number of states per energy interval, of particles
(e.g., electrons and holes) changes significantly with the dimensionality of the confinement
potential. Figure 2.1 shows sketches of the confinement potentials and the related DOS
for electrons/holes confined in a semiconductor nanostructure of different dimensionalities
(i.e., bulk (a), quantum well (b), quantum wire (c) and quantum dot (d)) [36]. For bulk
Bulk QWell QWire QD
E
D
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S
Eg
(a)
EEg
(b)
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EEg
(c)
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EEg
(d)
D
O
S
d
Fig. 2.1: Sketches (upper row) and DOS vs. energy of carriers in the quantum confinement
in heterostructures of different dimensionalities (lower row). For electrons/holes
with energies smaller than the band gap, Eg, the DOS is zero. The dimension
along the confinement directions d is of the order of λdB or smaller.
material, i.e., the unconfined case, the DOS is continuous and increases with (E −Eg) 12 ,
for energies below the band gap, Eg, the DOS vanishes (see Fig. 2.1(a)) [37]. For particles
confined in one dimension, e.g., electrons or holes in a quantum well, the DOS behaves as a
step-like function, but is still exhibiting continuous states along the abscissa of Fig. 2.1(b).
The confinement in a quantum wire (2D confinement) leads to peaks of the DOS overlapped
with a continuous DOS (see Fig. 2.1(c)). The only structure for which the particles have
discrete energy states is the QD structure (3D confinement, see Fig. 2.1(d)). The discrete
states of electrons and holes leads to discrete energies of the photons in the emission
spectrum when electrons and holes recombine under the emission of a photon.
1 At room temperature the quantum effects are usually not visible due to phonon-interactions [35].
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Generally one distinguishes different kinds of QDs. The QDs studied in this work are
commonly known as type I QDs, i.e., the confinement potential is attractive for both elec-
trons and holes. Other QD material systems, e.g., Si/Ge QDs, with repulsive confinement
potentials for either electrons or holes are referred to as type II QDs [38,39].
Electrons and holes confined in QDs can occupy different charge configurations. Figure 2.2
shows examples of different charge configurations of a QD composed of two semiconductor
materials (SC1 and SC2), with band gaps Eg1 and Eg2, respectively.
SC1 SC1SC2SC1 SC1SC2 SC1 SC1SC2 SC1 SC1SC2
hole
electron
(a) (b) (c) (d)
E
z
Eg2 Eg1
Fig. 2.2: Sketch of a type I QD - consisting of two different semiconductors SC1 and SC2
with band gaps Eg1 and Eg2 - in different charge configurations. (a) ”Vacuum“
state, i.e., no confined carriers (more precisely: all valence band levels are filled
with electrons), (b) neutral exciton (X), (c) positive trion (X+), (d) biexciton
(XX).
The number of carriers confined in the QD increases from the left to the right side, starting
with an ”empty“ QD in the ”vacuum“ state (see Fig. 2.2(a)). Figure 2.2(b) shows a QD
confining one electron and one hole, both particles form a bound state, called X. Neutral
excitons can occupy four different spin states, the spin configuration presented in (b) is
one of the so-called two bright excitonic states (see section 2.2.1 for details). Figure 2.2(c)
depicts the X+, which consists of two holes and one electron and is thus positively charged.
It can have two different spin states, either electron spin up or down. There exists also
a negative trion (X−), composed by two electrons and one hole (not shown here). In
Fig. 2.2(d) a sketch of the XX is shown, consisting of two electrons and two holes. It can
decay under emission of two photons via one of the X states (see section 2.1.2).
For a single electron (hole) confined in a QD, the energy with respect to the conduction
(valence) band edge, is given by the confinement energy Ee (Eh) of the single particle. In the
case that more than one particle is confined in a QD, also the direct Coulomb interaction
Ci j =
qiq j
4piεrε0
∫ ∫ |Ψ j(r1)|2|Ψ j(r2)|2
|r1− r2| dr1dr2 (2.1)
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between two particles i, j (electron or hole of charge qi, q j) contributes to the total energy,
where ε0 is the vacuum permittivity, εr the dielectric constant, and r1, r2 the coordinates of
the particle. In the next part, a simple estimation of the X+, X− and XX binding energies
is made, following mainly the work of Seguin [40]. The Coulomb interaction between two
identical particlesCee, Chh is repulsive and enhances the energy compared to the QD-ground
state, whereas the Coulomb interaction between electron and hole, Ceh, is attractive and
lowers the energy. The total energy of a X is given by:
EX = Ee+Eh+Ceh, (2.2)
The difference between the single particle energies and the excitonic energy is called exciton
binding energy:
EB(X) = (Ee+Eh)−EX =−Ceh.
In case of a XX, the total energy reads as the following:
EXX = 2Ee+2Eh+4Ceh+Chh+Cee, (2.3)
here one obtains in addition to the attractive also repulsive termsCee andChh. The biexciton
binding energy is defined by the energy difference between two single Xs and a XX :
EB(XX) = 2EX−EXX =−2Ceh−Chh−Cee.
The sign of the biexciton binding energy defines, whether the emission by the recombination
of the XX is energetically higher or lower compared to the X transition. The energy of the
trions can be constructed like:
EX+ = Ee+2Eh+2Ceh+Chh,
EX− = 2Ee+Eh+2Ceh+Cee.
With the trion binding energies:
EB(X+) = (EX+Eh)−EX+ =−Ceh−Chh,
EB(X−) = (EX+Ee)−EX− =−Ceh−Cee.
In order to obtain a better feeling for the binding energies, we compare the magnitudes of
the different coulomb terms [41–43]. In the material systems studied here, the lower effec-
tive mass of conduction band electrons (in GaAs: m∗(e) = 0.066 ·m0 [34]), compared to the
one of holes (in GaAs, heavy hole: m∗(HH) = 0.5 ·m0, light hole: m∗(LH) = 0.082 ·m0 [34]),
leads to a larger extension of the electron wave function than of the hole wave function.
This larger spread ends up in a weaker Coulomb interaction between two electrons than
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between two holes:
Cee <Chh.
Together with the assumption that the center of masses of the electron and hole wave
functions are almost identical, we can assume:
Cee < |Ceh|<Chh.
Those assumptions lead to negative binding energies EB(X+) and to positive binding en-
ergies EB(X−). A conclusion about the sign of EB(XX) cannot be made from those simple
assumptions, but it can be seen that:
EB(X+)< |EB(XX)|< EB(X−). (2.4)
XX
-
X
+XX XX
Energy
In
te
n
s
it
y
Fig. 2.3: Sketch of the expected spectrum of the different charge configurations of a single
QD. With the simplified model used here, the relative spectral position of the XX
cannot be predicted, both possible emission lines (with EB(XX)> 0 and EB(XX)<
0) are depicted.
Figure 2.3 shows a sketch of the spectrum expected for the different charge configurations of
the emission of a single QD. The energy relations, obtained by this simplified consideration,
contain only the direct exchange interaction. To estimate the emission energies more
precisely, also the electron-hole exchange interaction and another effect commonly known as
correlation, have to be considered. The latter effect takes into account that electrons/holes
can with a certain probability also populate higher energetic states in the band structure,
leading to a mixture of states which itself leads to a change of the emission energy [41,44].
This effect leads for example in large GaAs/AlGaAs QDs to inverted signs of the X+
binding energy [45]. In the work presented here, we mainly focus on the influence of the
electron-hole exchange interaction to the QD spectrum (see section 2.2.1)
Apart from the different material systems used for the QD growth, the uniqueness of the
QD emission spectra is also determined by:
• size of the confinement potential [45]
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• shape of the confinement potential [14,46]
• composition profile of the materials [47,48]
• built in strain fields [49]
• defects in the QD-surrounding [50]
The sensitivity of the QD-emission to those parameters makes the growth of QDs to a key
technology of QD-research.
2.1.2 Applications of QDs
The potential applications of semiconductor QDs cover several fields. Some of them are
more of technological importance like the use as phonon-scattering centers in thermal
insulators [51], or as optical active medium in semiconductor lasers. In the latter case QDs
can be used to improve the lasers in terms of quantum efficiency, threshold current density
and temperature stability [52–57].
A more advanced application, based on the Pauli exclusion principle, which states that only
two electrons/holes are allowed to populate a single QD-state, uses the QDs as sources of
single photons on demand. This means that an electrical or optical excitation pulse can
be used to trigger the emission of a single photon, i.e., only one photon is emitted within
the lifetime of the X, which is impossible to achieve with classical light sources [7,8]. This
non-classical light source is a major building block of quantum cryptography, allowing for
eavesdropping safer data transfer [9, 58]. Another - even safer way - of data transfer is
based on so-called polarization entangled photon pairs [10,12,17,59].
The studies presented in this work are motivated by the creation of polarization entangled
photon pairs, which are emitted during the XX-X decay cascade of semiconductor QDs. In
figure 2.4, the different schemes of the XX-X decay cascades are shown. The three sketches
on the left side show the different states (compare also with Fig. 2.2) of the decay. First a
XX decays, under emission of a photon, into a X followed by the recombination of the X
ending up in the vacuum state.
In each of the three schemes shown in Fig. 2.4(a)-(c) the cascade can decay via the left
(solid line) or right (dashed line) channel under the emission of two photons. The photons
emitted by transitions in Fig. 2.4(a) and (b) are linearly polarized; the photons emitted from
different channels have orthogonal polarization with respect to each other. The transitions
labeled with Hi (Vi), with i=1, 2, emit horizontally (vertically) polarized photons, defined
with respect to a given axis.
In the case of Fig. 2.4(a) the energy of the X is split by the so-called FSS, ∆1; the FSS in (a)
is much larger than the respective linewidth of the emission, leading to clearly energetically
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Fig. 2.4: Different schemes of the biexciton-exciton decay. The sketches on the left side
show the different states during the XX-X decay: biexciton (top panel), exciton
(middle panel) and the QD-ground state (bottom panel). (a) All four possible
transitions have different energy; no entanglement possible. (b) The energies of
XX and X are tuned into resonance (same colors-same energy); it is proposed
that time reordering allows entanglement of left and right photon pair [60]. The
transitions of the i-th generation in (a) and (b) emit linear (Hi, Vi) polarized
light. (c) FSS (∆1 ≈ 0) tuned to values smaller than the respective linewidth;
entanglement of left and right photon pair. The transitions in (c) emit circularly
(σ+, σ−) polarized light.
separated states. The origin of the FSS will be discussed at a later point in this work (see
chapter 2.2.1). The emission energy of the XX is clearly de-tuned from the one of the
X. The different energies (indicated by different colors) of the possible transitions, allow
to distinguish the photons originating from the left and the right cascade. This so-called
which-path information destroys the polarization entanglement [11,12].
In figure 2.4(b) the FSS remains unchanged compared to (a), but the emission energy
E(XX) of the XX overlaps with the one of the X (E(X)). This leads - within the radiative
linewidth - to same transition energies of H1 and V2 as well of V1 and H2. It has been
proposed that polarization entanglement between the photon pair of the left and the one
of the right branch can be measured when the photons are reordered in time after their
emission [60–64]. Experimentally, it was shown by Ding et al. that isotropic biaxial stress
can be used to tune the emission energy difference of XX and X to values smaller than the
respective linewidth, by changing the relative extension of hole and electron wave functions
(see also relation 2.4 and corresponding text for details) [65].
The research presented in this work is motivated by the original proposal from Benson et
al., which is also based on the XX-X decay cascade [11]. Figure 2.4(c) shows the XX-X
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decay channel required for this purpose. Here, the emission energies of XX and X are de-
tuned with respect to each other, but the FSS is tuned to values smaller than the respective
linewidth. In this case the two so-called first generation transitions (red lines) as well as
the two second generation transitions (blue lines) are degenerate in energy. The emitted
photons are circularly polarized. Photons from the same generation but from different
branches have opposite circular polarization [66]. The spectral overlap removes the which-
path information and creates polarization entanglement of the photons emitted by the two
decay channels [12,18,66,67].
2.1.3 Band structure of GaAs
The electronic band structure, describing the relation of energy and momentum of electrons
and holes, is essential for the understanding of the electronic properties of semiconductors.
Contrary to electrons, holes are no real particles, they are pseudo-particles, describing the
behavior of missing electrons in the valence bands. Due to the spin and the orbital motion
of the remaining electrons, a pseudo-spin and a pseudo-charge (positive elementary charge
unit) can be assigned to the holes. The energy of holes in the momentum space is described
by the band structure of the corresponding material, the curvature of these bands allows
the definition of an effective mass for the holes, which is usually higher than the one of
electrons [34]. For simplicity, holes will be treated in the following as positively charged,
real particles with a real spin and an effective mass.
Gallium arsenide is a semiconductor with a direct band gap, which means that in the
momentum space (k space) the minimum of the conduction band is at the same position
as the maximum of the valence band. Figure 2.5 shows a simplified scheme of the band
structure of bulk GaAs close to the Γ-point (k=0). Two valence bands and one conduction
band play the major role for the description of the behavior of electrons and holes, the other
bands play only a minor role, since they are energetically well separated from the above
mentioned bands. In the Γ-point the energetically lowest conduction band is separated by
the band gap, Eg, from the highest valence band. The upper two valence bands, the heavy
hole (HH) and light hole (LH) bands, are energetically degenerate in the Γ-point, and have
both an angular momentum of J = 32 . The name of the HH and LH band originates from
the difference in the effective masses: due to the different curvature of the bands, HHs are
about a factor of six heavier than LHs [34]. The projection of the angular momentum of
the LH on the z-axis of the can occupy spin states of mJ = |± 12〉, whereas HHs can have
spins states of mJ = |± 32〉. The third and energetically lowest valence band shown here,
commonly known as spin orbit coupled (SO) band, has an angular momentum of J = 12 , it
is separated in the Γ-point by the spin orbit interaction energy ∆SO from the HH and LH
bands. This band, with possible spin states mJ = |± 12〉, plays - due to the comparably large
spin orbit interaction energy of ∆SO=0.34 eV [34] - a minor role for the single electron/hole
particle states. Conduction band electrons can occupy the states ms = |± 12〉.
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Fig. 2.5: Schematic band structure of bulk GaAs.
2.1.4 Introduction to the k ·p method
One method to calculate the electronic band structure near the Γ-point is the so-called k ·p
method [68–71]. Here, a short introduction to this method is given by mainly following the
work of Chuang [68].
The crystal symmetry is important for the behavior of electrons and holes in a crystal.
The wave function Ψ(r) of an electron, which is exposed to a periodic potential
V (r) =V (r+R),
has to satisfy the Schro¨dinger equation:
HΨ(r) =
(
h¯2
2m0
∇2+V (r)
)
Ψ(r) = E(k)Ψ(r),
where R= n1a1+n2a2+n3a3 is an arbitrary vector of the direct lattice, a1, a2, a3 are the
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basis lattice vectors and n1, n2, n3 are integers. The rest mass of the electron is given by
m0, and E(k) is its energy as a function of the electron wavevector k. Since the Hamiltonian
is invariant under translation by the lattice vector r→ r+R, also the wave function can
only differ by a constant with unity magnitude from Ψ(r+R); otherwise the wave function
might grow to infinity as the translation by R is repeated indefinitely [34,68]. The general
solution of the Schro¨dinger equation is given by
Ψnk(r) = eikrunk(r),
where the wave functions unk(r) = unk(r+R) are invariant under translation by R, and
n denotes the band. This solution, commonly known as Bloch theorem, says that the
eigenfunction of such a periodic potential can be written as the product of a plane wave
eikr and a periodic function unk(r), where unk(r) has the same periodicity as the underlying
potential. The ability to split the wave function into a product of eikr and unk(r) allows
the Schro¨dinger equation in the vicinity of the Γ-point (k=0) to be written as a function
of the periodic wave function:
(
H0+
h¯2
m0
k ·p
)
unk(r) =
(
En(k)− h¯
2k2
2m0
)
unk(r),
where H0 =
p2
2m0
+V (r) and H0unk(r) = En(0)un0(r).
This simplified Schro¨dinger equation can be used to develop the wave function unk(r) in
the vicinity of the Γ-point by using first order time-independent perturbation theory:
unk(r) = un0(r)+ ∑
n6=n′
(
h¯
m0
k ·pn′n
En(0)−En′(0)
)
un′0(r),
With the momentum matrix elements:
pnn′ =
∫
Ω
u∗n0(r)pun′0(r)d
3r,
where the volume of an unit cell is denoted by Ω, and the unk(r)s form an orthonormal
basis for k=0. The energy in second order perturbation theory is given by:
En(k) = En(0)+
h¯2k2
2m0
+
h¯
m0
k ·pnn+
h¯2
m20
∑
n6=n′
|k ·pnn′|2
En(0)−En′(0)
(2.5)
In case of GaAs, the energy En(k) has an extremum in the Γ-point, and depends in its
vicinity quadratically on k, and thus leads to pnn =0. By using this relation one obtains
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the following expression for the band energy in the vicinity of the Γ-point:
En(k)−En(0) = h¯
2k2
2m0
+
h¯2
m20
∑
n 6=n′
|k ·pnn′|2
En(0)−En′(0)
=
h¯2
2 ∑α,β
(
1
m∗
)
αβ
kαkβ , (2.6)
where α, β stand for the x, y and z direction. By solving this equation the tensor of
the reciprocal effective mass
( 1
m∗
)
αβ can be calculated, which is an important parameter
to describe the behavior of electrons and holes in a semiconductor (see reference [68] for
more details). The description above gives only a simple introduction to k ·p method, as
it describes the behavior of only a single band. If more bands have to be considered, the
situation becomes more complex, since also coupling of the bands has to be taken into
account.
2.1.5 Influence of stress on the GaAs band structure
Strain, generally denoted as ε , is a dimensionless parameter describing the relative change
ε = ∆xx of an interatomic distance x by a length ∆x. Figure 2.6(a) and (b) show a sketch of
an unstrained unit cell with unit vectors xˆ, yˆ, zˆ and a strained unit cell with unit vectors
x′, y′, z′, respectively.
x
y
^
x´
y´
z´
(a) (b)
Unstrained
lattice
Strained
lattice
z
^
^
Fig. 2.6: (a) Sketch of an unstrained crystal unit cell. (b) Sketch of a strained unit cell.
The relation between the unit vectors of the unstrained and the strained unit cell is given
by:
x′ = (1+ εxx)xˆ+ εxyyˆ+ εxzzˆ,
y′ = εyxxˆ+(1+ εyy)yˆ+ εyzzˆ,
z′ = εzxxˆ+ εzyyˆ+(1+ εzz)zˆ,
(2.7)
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Where ε is a tensor describing the strain state of the crystal.
If stress is applied to a crystal the interatomic distances change, and thus also the peri-
odicity of the wave functions unk(r) is modified (see previous section). This modification
of the wave functions leads to a shift of the band edge energy, to a change of the effective
mass, and also mixing of different bands can occur. The stress can be integrated into the
model by using the so-called Pikus-Bir Hamiltonian, based on the k ·p method [68,72]. The
Hamiltonian given in the basis of HHs and LHs
(|32 , 32〉, |32 , 12〉, |32 ,−12〉, |32 ,−32〉), consists of
two parts and reads as follows [68,73]:
H =

Pk +Qk −Sk Rk 0
−S+k Pk−Qk 0 Rk
R+k 0 Pk−Qk Sk
0 R+k S
+
k Pk +Qk

︸ ︷︷ ︸
Kinetic energy
+

Pε +Qε 0 Rε 0
0 Pε −Qε 0 Rε
R+ε 0 Pε −Qε 0
0 R+ε 0 Pε +Qε

︸ ︷︷ ︸
Contribution of stress
(2.8)
The superscript ”+ ” stands for Hermitian conjugate. The first term contains the kinetic
energy, with
Pk =
h¯2γ1
2m0
(
k2x + k
2
y + k
2
z
)
,
Qk =
h¯2γ2
2m0
(
k2x + k
2
y −2k2z
)
,
Rk =
h¯2
2m0
[
−
√
3γ2
(
k2x − k2y
)
+ i2
√
3γ3kxky
]
,
Sk =
h¯2γ3
m0
√
3(kx− iky)kz.
(2.9)
The constants γ1,γ2, and γ3 are specific for every material, giving rise to the bending of the
corresponding band. The second term in matrix 2.8 describes the influence of biaxial stress
in the (001)-plane on the corresponding band edge energy, the biaxial stress is composed by
uniaxial stresses X and Y along the [110] and [11¯0] direction, respectively1. The elements
in the matrix are given by:
Pε = av(S11+2S12)(X +Y ),
Qε =
bv
2
(S11−S12)(X +Y ),
Rε = i
dv
4
S44(X−Y ).
(2.10)
1 The following relations between stress and strain are used to implement stress in the matrix: εxx =
εyy = 12 (S11+S12)(X−Y ), εzz = S12(X +Y ), εxy = 14 S44(X−Y ), and εxz = εyz = 0, see [73,74].
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Where av, dv, and bv are the deformation potentials of the valence bands, S11, S12, and S44
are the elastic compliance constants, describing the relation between stress and strain.
In the Γ-point the left part of matrix 2.8 is zero (since k =0). From the non-diagonality
of the second matrix it can be seen that HH and LH are mixed in case of Rε , R+ε 6= 0. An
application of the matrix on the basis vector leads to a mixing of the wave functions:
u1 = c1,HH
∣∣∣∣32 , 32
〉
+ c1,LH
∣∣∣∣32 ,−12
〉
,
and
u2 = c2,HH
∣∣∣∣32 , 32
〉
+ c2,LH
∣∣∣∣32 ,−12
〉
,
with the normalized coefficients c1,HH = Pε+Qε√
(Pε+Qε )2+R2ε
, c1,LH = Rε√
(Pε+Qε )2+R2ε
,
c2,HH = Rε√
(Pε−Qε )2+R2ε
, and c2,LH =
(Pε−Qε )√
(Pε−Qε )2+R2ε
.
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Fig. 2.7: Contribution of HH, |c1,HH|2, and LH, |c1,LH|2, to the valence band u1 in bulk
GaAs vs. the stress anisotropy m = Y/X .
In figure 2.7 the contributions |c1,HH|2 and |c1,LH|2 of HH (|32 , 32〉) and LH (|32 ,−12〉) to the
u1 valence band are plotted vs. the anisotropy, m = Y/X , of the applied stresses. It can
be seen that for in-plane isotropic stress (i.e., X = Y, m = 1) no mixing occurs. Increasing
anisotropy leads to an increase of the mixing and the type of the band can be completely
inverted from a pure HH-like to a pure LH-like band (for m = −1, i.e., X = −Y ). It is
interesting that the band mixing in bulk GaAs changes only with the anisotropy and that
the magnitude does not play a role. The reason is that the mixing is determined by the
anisotropy of the unit cell which does not change for constant values of m.
In QDs the HH and LH states are typically separated by several tens of meV due to
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confinement (see also section 2.2.1) [75]. In order to understand the influence of this
energetic separation on the mixing we added to the HH energy (upper left and lower right
matrix element) in Hamiltonian 2.8 an additional energy of 10 meV. Then we calculated
the mixing contributions as performed for Fig. 2.7, but now we keep a ratio of m = −0.7
fixed and vary the magnitude of X .
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Fig. 2.8: Contribution of HH (|c1,HH|2), and LH (|c1,LH|2) to the u1 valence band in GaAs
vs. the stress, X , applied along the [110] direction, for a fixed stress anisotropy
m = −0.7. The energy of the HH in Hamiltonian 2.8 was increased by 10 meV
with respect to the LH energy to simulate the difference in confinement energy in
QDs.
Figure 2.8 shows the contributions, |c1,HH|2 and |c1,LH|2 of HH and LH to the u1 valence
band vs. X . It can be seen the energy separation due to the confinement makes the mixing
dependent on the magnitude of the stress and the state can be tuned from a more HH-like
to a more LH-like state. If the stress is further increased (not shown), the HH and LH
states are first inverted (i.e., the original HH becomes purely LH-like), then the mixing
goes asymptotically towards the value for m = −0.7 presented in Fig. 2.7. Due to this
simple approximation we expect to be able to control the amount of valence band mixing
in QDs simply by changing the magnitude of the applied stress.
In order to see the influence of the stress on the energies of the band edges, we calculated
the eigenvalues E(k)1,2 of the Hamiltonian 2.8 for the upper two valence bands by solving
the relation det[H−E(k)1,2 ·1] = 0 [68]:
E(k)1,2 = Pε +Pk±
√
(Qε +Qk)2+(Rε +Rk)2+ |Sk|2, (2.11)
describing the energies of the band edges of the upper two valence bands in the vicinity of
the Γ-point. From this relation it can be seen that the stress leads to a modification of the
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effective mass, which is given by:
m∗ = h¯2
(
d2E(k)
dk2
)−1
.
In the case of k=0, equation 2.11 gives an expression for the energy of the band edges as a
function of the applied stress. In order to obtain the energy difference between valence band
and conduction band, we have to add the energy of the band gap, Eg, of the unstrained
crystal and also the shift of the conduction band has to be taken into account. This can be
done by simply adding to the hydrostatic deformation potential of the valence bands, av,
the one for the conduction band, ac: a = av+ac. This leads, by using the expressions 2.10,
to the following formula, which is identical with the formula given by Lingunis and co-
workers [76]1:
E1,2 = Eg+a(S11+2S12)(X +Y )± 12
[
b2v(S11−S12)2(X +Y )2+
1
4
d2v S
2
44(X−Y )2
] 1
2
(2.12)
Figure 2.9 illustrates how compressive isotropic biaxial stress in the (001)-plane shifts the
band edges of GaAs. In Fig. 2.9(a) a simplified scheme of the GaAs band structure close to
the Γ-point is shown (same as presented in Fig. 2.5). When compressive isotropic biaxial
stress is applied to the crystal, the band structure changes, as indicated in Fig. 2.9(b).
The hydrostatic component of the stress (see term containing a in formula 2.12) shifts the
center of mass of the valence bands with respect to the energy of the conduction band.
The terms under the square root of formula 2.12 lift the degeneracy of the HH and the LH
band.
We used formula 2.12 to see how stresses for different values of m modify the band struc-
ture of bulk GaAs in the Γ-point2. Figures 2.10(a)-(c) illustrate how the applied stresses
influence the band edge energy. In Fig. 2.10(a) uniaxial stress (i.e., m = 0) along the [110]
direction is applied. Both, HH and LH band shift red under tensile stress (i.e., X > 0 kbar).
In Fig. 2.10(b) and (c) stresses with a ratio m=−0.7 and m=−1.3 are taken into account,
respectively. In Fig. 2.10(b) the HH band shifts blue under tensile stress, whereas the LH
band shift red. The opposite behavior is observed in Fig. 2.10(c), where the HH band
shifts red, and the LH band blue under tensile stress3. The explanation for this different
behavior is simple: if a ratio m < −1 instead of m > −1 is chosen, the magnitude of the
1 NB: Positive values of X , Y stand for tensile stresses, negative ones for compressive stresses. In the
case of anisotropic stress: We call stress compressive or tensile according to the component with the
highest absolute value.
2 The values for GaAs at a temperature of ∼10 K are: E0 = 1.519 eV, a =−8.4 eV, av =−7.17 eV, bv =
−1.76 eV, dv =−4.6 eV, S11 = 1.15 ·10−3 kbar−1, S12 =−0.36 ·10−3 kbar−1, and S44 = 1.66 ·10−3 kbar−1
[68,76].
3 NB: Due to the mixing of the valence bands it is not correct to speak about HH and LH bands.
However, for simplicity we keep this denomination.
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Fig. 2.9: (a) Schematic band structure of unstressed bulk GaAs, where Eg denotes the band
gap of the degenerate upper two valence bands in the Γ-point. (b) Schematic band
structure of GaAs for isotropic compressive stress applied in the (001)-plane. E1,
E2 denote the band gaps of the upper two valence bands. Both schemes are
approximations of the band structure in the vicinity of the Γ-point.
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Fig. 2.10: Calculated energies of the band edges of HH and LH bands for stresses of different
anisotropies in the (001)-plane of bulk GaAs vs. X . (a) Uniaxial stress along the
[110] direction (m = 0), (b) anisotropic stress (m = −0.7), (c) anisotropic stress
(m =−1.3).
stress Y along the [11¯0] direction overcomes the one of X along the [110] direction leading
to a red shift (blue shift) instead of a blue shift (red shift) for the LH (HH) band, since
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the stress is changed from tensile to compressive (see also equation 2.12).
This study shows that depending on the choice of the stress-anisotropy, i.e., the value of
m, one can switch from compressive to tensile stress and vice versa.
2.1.6 Growth of self-assembled QDs
Due to the small dimensions - down to several nm - the nanometer-sized QDs cannot be
easily created by using conventional patterning techniques, like photolithography, especially
if highest QD-quality is required.
Most of the MBE-grown QDs studied nowadays are grown with techniques based on self-
assembled QDs [77–79]. Every impurity or imperfection of the crystal in the vicinity of the
QD influences the QD emission, acting, e.g., as a trap for carriers whose interaction with
the X might influence the emission of the QD [50]. Therefore MBE-growth requires ultra
high vacuum to guarantee the highest QD-quality. For the growth, the cells containing
the growth material are heated above the melting/sublimation temperature of the desired
material. The beam of the evaporated material, containing atoms or molecules, is directed
towards a clean GaAs (in our case (001)) substrate, where the atoms or molecules of
the deposited material are bound by physical adsorption (physisorption) to the surface
of the substrate. Heating of the substrate allows the atoms/molecules to diffuse on the
surface, until they reach a position where it is energetically favorable to create a chemical
bonding (chemisorption). Due to these two effects, growth with monolayer precision can
be performed. The most common growth method for InGaAs/GaAs QDs is the Stranski-
GaAs
InAs
GaAs
InAs
(a) (b)
Wetting
layer
QD
Fig. 2.11: (a) Lattices of unstrained InAs and GaAs. (b) Lattice of an intrinsically strained
InAs QD grown on GaAs, the GaAs surface is covered by an InAs wetting layer.
Krastanow (SK) method [77–79]. Figure 2.11 shows a sketch of an InAs/GaAs QD grown
by the SK-growth. The SK-method utilizes the different lattice parameters of substrate
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material and deposited material (see Fig. 2.11(a)). When In and As4 are deposited on a
GaAs-(001) surface, the InAs first wettens the surface and forms a so-called wetting layer.
When the thickness of the wetting layer exceeds a certain thickness (∼1.6 monolayers of
GaAs), the deposited material forms three-dimensional, dislocation-free islands to partially
release the strain created by the lattice mismatch (see Fig. 2.11(b)) [80–82]. The QDs are
capped by GaAs to avoid perturbations due to surface states. Annealing of the structure
leads to intermixing of the InAs with the surrounding GaAs. This modification of the
composition profile changes shape and depth of the confining potential and can be used to
tune the emission of the QDs [21,47,83].
More challenging is the growth of QDs in case of similar lattice parameters of QD-material
and the surrounding matrix material, as, e.g., in the case of the GaAs/AlGaAs QDs studied
in this work. Due to the lack of strain, the QDs cannot be grown by the SK method,
therefore other fabrication techniques have to be used, as described more in detail in
section 3.2 [22,27,84,85].
2.2 Influence of QD-anisotropy on the emission spectra
In this section the influence of the QD anisotropy on the X-emission is discussed.
2.2.1 Excitonic states and fine structure splitting (FSS)
The different effective masses of HHs and LHs lead in a QD to different confinement energies
of the two upper hole states, similar to the confinement of holes in semiconductor quantum
wells [75]. This energetic separation results in almost pure HH ground states, so that one
can treat the hole states in an approximation as pure HH states [14]. The resulting exciton
formed by a HH of a spin mJ = |± 32〉 and a conduction band electron of the spin mS = |± 12〉
can have the following spin states
Md = |±2〉
and
Mb = |±1〉.
Excitons of the spin configuration Md are commonly known as dark excitons, since optical
transitions are forbidden due to spin conservation. The excitons with spins Mb are called
bright excitons, since they can decay under the emission of a circularly polarized photon.
This is only the case for bright excitonic states which are not mixed with each other. In the
case of non-zero FSS the bright states mix with each other, which leads to the emission of
linearly polarized light. In the following, the origin of the excitonic FSS and the resulting
mixing of the bright excitonic states is discussed.
The origin of the FSS is highly correlated with the spatial symmetry of the QD. QDs of
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symmetry D2d or higher are considered as the perfect QDs for the creation of polarization
entangled photon pairs, i.e., the FSS is zero in this case. The required spatial symmetry
includes the shape of the QD and the symmetry of the underlying crystal. The anisotropy
in QDs can have several origins, apart from the QD shape, also intrinsic strain fields,
alloy fluctuations, alloy ordering or an insufficient crystal symmetry can distort the ideal
symmetry [20,48].
The D2d symmetry describes a system [86], which is:
• two-fold rotational symmetric for three different axes (perpendicular to each other)
• symmetric under reflection at two planes (perpendicular to each other)
• invariant under a combination of a reflection and a 90 degree rotation around an axis
perpendicular to the reflection plane.
Fig. 2.12: Structure of an Allene molecule (C3H4) following the D2d symmetry. Figure
taken from: http://en.wikipedia.org/wiki/Allene.
In figure 2.12 the structure of an Allene molecule, which follows the D2d symmetry is
presented to illustrate the required symmetry.
To understand why anisotropy plays an important role for the FSS, we present an analogy
to classical physics.
First we think about a rotational symmetric disk-shaped QD, consisting of an electron
moving on a ringlike orbital around the hole. The hole is ideally fixed in the center of the
disk. The magnetic field, which is created by the motion of the electron, is at the hole
position, due to the constant particle distance, constant in time. This constant magnetic
field does not create flips of the hole spin. In a second example we assume to have a similar
QD as in the latter case, but now the cross section is elliptically shaped. We assume
again that the hole is fixed in the center of the QD, but now the electron is moving on
an elliptically shaped orbit. This non-rotational symmetric orbit leads to a change of the
electron hole distance and hence to a time dependent magnetic field at the hole position.
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This changing magnetic field allows to flip the hole spins in elongated QDs. Analog to
the holes the same picture can be constructed for the electron spins, illustrating that also
electron spins can be flipped in elongated QDs. From this simplified picture, one can also
understand that the larger the elongation of the QD is, the higher the probability of a spin
flip will be.
The probability of simultaneous spin flips of electrons and holes, caused by the QD
anisotropy mixes the circularly polarized bright excitonic states (Mb = | ± 1〉) and leads
to the formation of new bright excitonic states:
1√
2
(|+1〉± |−1〉). (2.13)
The photons which are emitted by the recombination of these mixed excitons are linearly
polarized and they have orthogonal polarization with respect to each other. And more
importantly the two excitonic states have due to the exchange interaction different energy.
The difference in energy is the so-called FSS.
From the aforementioned classical analogy one can understand why the probability of spin
transitions is higher for larger QD-anisotropies. The enhanced probability of spin flips
increases the coupling between the two excitonic states (|+1〉, |−1〉) and hence also the
FSS is enhanced. Flips of only electron or hole spins would denote a transition from bright
to dark excitons or vice versa, which is - within Heisenbergs uncertainity principle - unlikely
due the energy difference of typically more than 100 µeV of both states [87].
A more theoretical approach to the FSS is given in the part below, mainly by following
Bayer et al. [14]. The energy arising from the exchange interaction of a X with a wave
function ΨX is proportional to the following integral:
Eex ∝
∫ ∫
d3r1d3r2Ψ∗X(re = r1,rh = r2)
1
|r1− r2|ΨX(re = r2,rh = r1),
where re, rh are the electron/hole coordinates.
The Hamiltonian for the electron-hole exchange interaction obtained from symmetry con-
siderations of the GaAs band structure is given by [88–90]:
Hex =− ∑
i=x,y,z
(
aiJiSi+biJ3i Si
)
, (2.14)
where the projections of J, S on the i-axis for hole and electron are given by Ji and Si,
respectively. The spin-spin coupling constants are given by ai, and bi, with i = x, y, z.
By using the excitonic spin states (|+ 1〉, |− 1〉, |+ 2〉, |− 2〉) as a basis and by neglecting
the terms which are linear in Jx and Jy, and with Jz = mJ, Sz = ms, the Hamiltonian can
be constructed as the following (a detailed derivation of the matrix can be found in the
2.2. Influence of QD-anisotropy on the emission spectra 25
appendix):
Hex =
1
2

+∆0 +∆1 0 0
+∆1 +∆0 0 0
0 0 −∆0 +∆2
0 0 +∆2 −∆0
 (2.15)
For simplification of the problem the following expressions were used: ∆0 = 1.5(az+2.25bz),
∆1 =−0.75(bx−by) and ∆2 =−0.75(bx+by).
Figure 2.13 shows a simplified scheme of the excitonic energy states for different cases.
When the influence of exchange interaction is neglected, all four excitonic states are degen-
erate (see Fig. 2.13(a)). If the structure follows the D2d symmetry, bx and by are identical,
,1± 2±
1±
22 --+
22 -++
22 --+
22 -++
11 -++
11 --+
brightstates
dark states
no exchange isotropic
exchange
(e.g. )D2d
anisotropic
exchange
(< )D2d
0
D
1
D
2
D
(a) (b) (c)
Fig. 2.13: Sketch of the X energy states. (a) Without exchange interaction; bright and dark
excitons are degenerate. (b) Only isotropic interaction is considered, e.g., the
case of D2d symmetry, bright and dark excitons are split by ∆0, the degeneracy
of dark excitons is lifted; the magnitude of the splitting is ∆2. (c) Isotropic and
anisotropic exchange interaction are included, for symmetry lower than D2d, the
degeneracy of the bright excitons is lifted; splitting of ∆1 (FSS). (NB: In the
case of the mixed states in (b) and (c) the normalization factor of 1√
2
is for
simplification omitted.)
which sets the FSS, ∆1, to zero. In this case the two bright excitons have the eigenstates
|+1〉, |−1〉, they are degenerate and have both the energy +12∆0 (see Fig. 2.13(b)). The
energy splitting of the dark excitonic states which is given by ∆2 is always nonzero. The
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eigenstates are given by 1√
2
(|+2〉± |−2〉), with the relative energies −12(∆0±∆2).
If the symmetry is lower than D2d (see Fig. 2.13(c)), i.e., bx 6= by, the | ± 1〉 states are
no eigenstates of the Hamiltonian anymore. In this case the eigenstates are given by
1√
2
(|+ 1〉± |− 1〉), the degeneracy of the energy is lifted. The energy is then given by
1
2(∆0±∆1), and the difference of the two energies is the FSS (∆1).
Due to the block diagonal form of the Hamiltonian, mixing between bright and dark exci-
tons does not occur in this simplified model. If the hole states are not pure, but a mixture
of HH and LH, also the LH contributes to the FSS [87]. However, in a simplified model we
can neglect the LH contribution to the FSS [14].
The exchange interaction can be split into two parts; the so called short-range interaction
(SR) part, arising from the crystal symmetry, i.e., the interaction of electron and hole in the
same Wigner-Seitz unit cell, and the long-range interaction (LR) part, when both carriers
are in different unit cells, originating from the macroscopic anisotropy of the QD. The LR
interaction has two effects: (i) it contributes to the splitting of the bright and dark excitons
and (ii) it contributes to the FSS in QDs with shapes of symmetry lower than D2d. The
LR interaction does not contribute to the splitting of the dark excitons. The main effect
of the SR interaction is the splitting of bright and dark excitons, but it also contributes to
the FSS.
2.2.2 Anticrossing of the bright excitonic states
Recently, Singh et al. investigated theoretically the influence of uniaxial stress on the exci-
tonic FSS of InAs/GaAs and In(Ga)As/GaAs QDs by using atomistic empirical pseudopo-
tential calculations [26]. In this section the effect of a strain-induced anticrossing between
the bright excitonic states in a QD is discussed.
Figure 2.14 shows the influence of uniaxial stress on the energy of bright excitons confined
in lens-shaped QDs with an elliptical base. The QDs are assumed to be elongated along
the [110]-direction, parallel to the applied uniaxial stress.
The results presented in Fig. 2.14(a) assume a pure (i.e. non-alloyed) QD InAs/GaAs QD,
the bright excitonic states show a clear crossing, this means FSS can be reduced to zero.
The results presented in Fig. 2.14(b) are based on an alloyed InGaAs/GaAs QD, showing
a so-called anticrossing, of the bright excitonic states as the stress is varied (i.e., the FSS
remains always non-zero). In addition to the variation of the FSS, they predicted a rotation
of the linear polarization of the light emitted by the neutral exciton.
Their calculations show that a pure lens-shaped QD, with circular or elliptical base elon-
gated along the [110] or [11¯0] direction has non vanishing FSS due to the lowered symmetry
(C2v symmetry) [26, 46]. Alloyed InGaAs QDs of the same shape are only invariant under
rotations by 360◦ (C1 symmetry). Intuitively, it is evident that in the latter case a tuning
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Fig. 2.14: Theoretical investigations by Singh et al. [26] on the influence of uniaxial stress
on the FSS of Xs confined in InAs and InGaAs QDs. (a) Energy of the two bright
excitons confined in lens-shaped InAs QDs vs. applied stress; the states show a
crossing, i.e., zero FSS can be reached. (b) Energy of bright excitons confined in
a lens-shaped InGaAs QD vs. applied stress; both states show an anticrossing.
The insets show how the orientation of the linear polarization is changed if the
magnitude of the stress along the [110]-direction is varied.
technique acting along only one-direction - as uniaxial stress - can not fully restore the
symmetry of the QD, thus an anticrossing of the bright excitonic states is expected. On
the contrary, in the former case of a pure InAs/GaAs QD, a crossing of the bright excitonic
states is expected [26].
Other theoretical works, by Bryant et al. using also atomistic theory, studying the influence
of stress to an InAs/GaAs QD embedded in a bent GaAs bridge [91], led to similar results.
They explain the rotation of the linear polarization, by a change of the phase between the
mixed bright excitonic states (see equation 2.13). Recently, the relation between magnitude
of the FSS and polarization angle is described more in detail in the work from Gong et
al. [92].
All these theoretical works do not allow zero FSS for QDs which do not exhibit a certain
symmetry. However, to create polarization entangled photon pairs zero FSS is not strictly
required, as it is sufficient to tune the FSS down to values of several µeV [93].
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2.3 State of the art of the research dealing with the analysis and
tuning of FSS
In this section an overview over the state of the art of the investigation and tuning of the
excitonic FSS of semiconductor QDs is presented. First, a summary over studies dealing
with the characterization of the FSS is given; then different techniques to tune the FSS
are discussed. Finally, an experimental work is presented, demonstrating an anticrossing
between the bright excitonic states by applying a vertical electric field.
2.3.1 Experimental studies of the FSS
The studies presented here are focused on methods to analyze and to understand the ori-
gin of the FSS and to find ways to decrease the FSS to values smaller than the respective
linewidth. The magnitude of the FSS strongly depends on the growth method and on the
parameters used during the growth. For In(Ga)As/GaAs QDs several experimental inves-
tigations were performed to find a relation between, e.g., the X-emission energy and FSS,
polarization orientation and FSS etc. [14,47,83,94–97]. Since the QDs used for those stud-
ies are grown under different conditions, it is difficult to make a general conclusion about
the behavior of the FSS of In(Ga)As QDs. The FSS varies from values close to the typical
radiative linewidth of a few µeV [17,67], up to values of above 500 µeV [95]. The polariza-
tion orientation of light emitted by the recombination of Xs confined in In(Ga)As/GaAs
QDs exhibits generally a broader angular distribution compared to strain-free QDs [48,96].
The poorly known shape, composition profile and the built-in strain, caused by the different
lattice parameters of In(Ga)As and GaAs, in In(Ga)As/GaAs QDs makes it difficult to
make a quantitative comparison between QD-structure and FSS [20,21,48,49,98].
Recently, Singh et al. proposed that as-grown disk-shaped InGaAs/GaAs QDs embedded
in GaAs nanowires, grown on GaAs-(111) substrates, exhibit zero FSS [46]. Mohan et al.
demonstrated experimentally that InGaAs/GaAs QDs, grown by a certain technique on
GaAs-(111) substrates exhibit sufficiently low FSSs to create polarization entangled photon
pairs [99–101]. This is the first way to grow QDs with sufficiently small FSS, which do
not require additional tuning techniques. However, the disadvantage of these structures
is that they use GaAs-(111) substrates, whereas the common technology is based on the
GaAs-(001) substrates.
Due to the small lattice mismatch of GaAs and AlGaAs, GaAs/AlGaAs QDs are considered
to be strain-free which makes them, in combination with negligible intermixing of the two
materials, perfect candidates for correlation of QD-shape with FSS [98]. Several ways
exist to grow strain-free GaAs/AlGaAs QDs, like droplet epitaxy [103, 104], local droplet
etching [27] and using pre-patterned substrates [85, 105, 106]. The two different types of
GaAs/AlGaAs QDs which are studied in the work presented here, are grown by using MBE
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(a)
(b)
Fig. 2.15: Results published by Abbarchi et al. [102] for droplet epitaxy grown
GaAs/AlGaAs QDs. (a) FSS vs. excitonic emission energy. (b) Relative polar-
ization orientation of the higher energetic excitonic emission line vs. the excitonic
emission energy. An angle of 0◦ corresponds to a polarization aligned along the
[11¯0] direction.
combined with in situ selective etching (for detailed description see chapter 3.2) [22] and
by using the local droplet etching technique [27].
Up to now only a few studies are performed on the FSS of GaAs/AlGaAs QDs [23, 102,
105–108]. Abbarchi et al. investigated in detail the FSS of QDs grown by droplet epitaxy.
Their results are shown in Fig. 2.15 [102]. Figure 2.15(a) shows the dependence of the FSS
as a function of the emission energy.
In their case, the FSS depends on the emission energy of the X. The FSS-distribution covers
values between ∼15 µeV and above 100 µeV. Figure 2.15(b) shows the polarization angle of
the higher energetic X-emission line as a function of the emission energy, the polarization
angle is defined with respect to the [11¯0] direction. For energies below 1.85 eV the light is
polarized along [11¯0] direction. For higher energies the polarization is randomly oriented.
They ascribe this behavior to charged defects in the vicinity of the QDs, influencing the
polarization orientation. A quantitative comparison of QD shape and light emitted by X
confined in the QDs was not presented.
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2.3.2 Methods to tune the FSS and related effects
Apart from methods to decrease the FSS by changing growth parameters or using after-
growth annealing techniques [47,83], there exist several experimental and theoretical studies
dealing with post-growth tuning of the FSS. Up to now, different techniques have been
tested, like vertical [16, 109] and lateral [15, 110, 111] electric fields, lateral and vertical
magnetic fields [14, 112], the optical Stark effect [18, 113] and uniaxial stress [19, 90]. All
the above mentioned techniques have their particular advantages and disadvantages. The
optical Stark effect is an elegant and flexible technique to tune the FSS, at the expense of a
comparably small tuning range of only ∼20 µeV. Magnetic fields have a large tuning range
of up to more than 100 µeV. Their flexibility - and with that a possible application - is
usually limited by the complexity and size the experimental setup. The use of electric fields
usually has the drawback to separate electrons and holes in the QD, leading to a decrease
of the emission intensity [15]. Only recently, Bennett et al. developed an on-chip device,
which is able to avoid this problem [16]. However, the use of electric fields to tune the
FSS gives away the possibility to charge the QD electrically [8]. Therefore, an additional
”tuning knob“ would be desirable.
Fig. 2.16: Results published by Seidl et al. [19] who studied the influence of uniaxial stress
on the FSS of Xs, confined in InGaAs QDs. (a) Emission energy of the two
excitonic lines vs. the piezovoltage/pressure (i.e., stress). (b) FSS vs. applied
piezovoltage/pressure.
In the work presented here, we want to focus on the results obtained by Seidl et al. [19],
based on the application of uniaxial stress to the QDs. They glued a sample containing
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InGaAs QDs onto a piezostack (PZT), which expands/contracts uniaxially as a voltage is
applied.
In figure 2.16(a) the emission energy of the two excitonic emission lines is plotted vs. the
piezo voltage (lower axis) and the pressure created by the PZT (upper axis). The behavior
of the FSS as a function of the piezo voltage/pressure is shown in Fig. 2.16(b), the FSS
can be tuned by up to 11 µeV. Despite the small tuning range of the device created by
Seidl et al., their work was the motivation for the studies performed within this work.
Bennett et al. [16] showed an experimental proof for an anticrossing between the bright exci-
tonic states. They used vertical electric fields to tune the FSS of Xs confined in InAs/GaAs
QDs. Their results are presented in Fig. 2.17.
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Fig. 2.17: Results published by Bennett et al. describing the influence of a vertical electric
field on the emission of InAs/GaAs QDs [16]. (a) FSS of several QDs vs. the
relative electric field Fd−Fd0, where Fd0 is the field where the FSS of each QD
reaches its minimum, s0. (b) Orientation of the linear polarization of the emitted
light with respect to the crystal axes vs. the relative electric field, for the same
QDs as presented in (a).
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Figure 2.17(a) shows how the FSS changes as the relative electric field Fd−Fd0 is varied,
where Fd0 is the value of the electric field for which the FSS reaches its minimummagnitude,
s0. For FSSÀ s0 they observed an almost linear relation between relative electric field
Fd −Fd0 and FSS. The behavior is explained by means of the quantum confined Stark
effect, which occurs when an electric field is applied to a QD [15,110,111,114]. Due to the
different center of masses of the electron and hole wave functions, the excitons confined in
a QD usually have a permanent dipole moment p= e0 ·deh, where e0 is the absolute value
of the elementary charge and deh the distance between the center of masses [114]. When
an electric field, Fd, is applied to the QD, the energy, E, of the X behaves according to:
E = ED−pFd +βF2d,
where ED is the energy of the X at Fd = 0 V, and β stands for its polarizability. For large
FSS the two excitonic states can be thought as radiating electric dipoles being aligned
along the [110]/[11¯0] directions of the crystal. The alignment of the excitons is transferred
to the orientation of the linear polarization of the light emitted by the recombination of
the excitons. The polarizability does not depend on the in-plane anisotropy of the QD,
thus it does not contribute to a relative change of the two excitonic energies (i.e., to the
FSS) [115].
Due to the different confinement potentials of the excitons in the two directions, the per-
manent dipole moments p1 and p2 exhibit different values [114], leading to a linear change
of the FSS:
FSS = (p1−p2)Fd.
This relation explains, why the FSS changes linearly with Fd for FSS>> s0, in the region
nearby Fd −Fd0 = 0 kV/cm this simple approximation is not valid. The fact that for
FSS>> s0 all QDs show a similar relative change of the FSS as Fd is varied indicates that
all QDs have similar in-plane anisotropy (not shown). In figure 2.17(b) the orientation
angle of the polarization of the two excitonic emission lines with respect to the crystal
axes [110]/[11¯0] for three different QDs (same as in 2.17(a)) is shown. It can be seen
that the polarization rotates faster the smaller the minimum value of the FSS is, and that
the polarization rotation mainly takes place in the region of the lowest FSS magnitudes.
Despite the clear anticrossing, this tuning technique can also be used to tune the FSS to
values small enough for the creation of entangled photon pairs [16].
3. Experimental details
This chapter gives an overview over the experimental techniques which are used in this
work. First, the optical setup used to investigate the QDs is described. Then, the struc-
ture and a detailed structural characterization of the QD-samples is presented, followed
by a description of the processing steps required to integrate the QD-membranes on the
piezoelectric actuators.
3.1 Experimental Setup
In order to characterize the QDs we use polarization sensitive micro-photoluminescence
spectroscopy (PL) at cryogenic temperatures.
The QD-structures are optically excited by using excitation lasers with photon energies far
above the band gap of GaAs. Figure 3.1 shows a sketch of the experimental setup. For the
characterization studies a frequency doubled Nd:YVO4 laser, emitting at a wavelength of
532 nm, was used. For some of the strain dependent measurements a Helium-Neon laser
emitting at a wavelength of 632 nm was employed. The laser power is controlled by setting
the angle of a λ/2 wave plate, positioned between two polarizers, to a certain value. A
beamsplitter is used to branch off a small part of the laser beam. The power of this beam
is proportional to the laser power on the sample (typically several hundred nW), which can
then simply be estimated by measuring the power of the former one. The excitation laser is
guided through a microscope and is focused on the sample, with a spot-diameter of about
1.0 µm. The samples are mounted on the cold finger of a Helium flow cryostat, which allows
measurements to be performed at variable temperatures (300-∼4 K). The optical access to
the cryostat is provided by a quartz window. The PL signal emitted by the sample is guided
towards the spectrometer. A long pass filter, transparent for wavelengths above 690 nm, is
used to suppress the excitation light reflected by the sample. One important parameter of
the experiments performed in this work is the orientation of the linear polarization of the
light emitted by the QDs. The polarization of the emitted light is analyzed by combining
a λ/2 wave plate with a linear polarizer positioned in front of the spectrometer. The wave
plate is mounted on a computer controlled rotation stage, which allows the rotation angle
to be tuned with an accuracy of 0.1◦. In some of the strain dependent measurements the
excitation beam was superimposed with the light of a linearly polarized Ti:Sapphire laser
whose wavelength was tuned by around 10 nm above the emission wavelength of the Xs.
The reflection of this light on the sample is used to monitor the actual angle of the wave
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Fig. 3.1: Sketch of the experimental setup.
plate. This is important, since a disfunction of the wave plate would lead to artifacts in the
measurement of the polarization orientation of the emission. In later experiments we used,
instead of the Ti:Sapphire laser electrical trigger signals, to control the angle of the rotation
stage directly. The spectra were measured by using two different spectrometers equipped
with a Si-charge-coupled-device (CCD) camera cooled by liquid nitrogen or by a Peltier
element, respectively. The spectral resolution is ∼70 µeV and ∼40 µeV, respectively.
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3.2 Sample structure
In this section, the structure of the GaAs/AlGaAs QDs grown by hierarchical self-assembly
is presented. A detailed characterization and comparison of the morphology of the QDs
with different growth parameters is presented as well as the origin of the QWPFs. Finally,
also the structure of the GaAs/AlGaAs QDs, grown by droplet etching, is presented. The
different structures were grown by Dr. Fei Ding, Dr. Armando Rastelli, Eugenio Zallo, and
Dr. Lijuan Wang.
The small lattice mismatch of GaAs and AlxGa1−xAs, with 0≤ x≤ 1, makes it impossible
to grow GaAs/AlGaAs QDs by using the SK method [116]. One way to overcome this
problem is to fill nanoholes (NHs) in an AlGaAs layer with GaAs [22, 27]. The work
presented here mainly focuses on the QDs grown by hierarchical self-assembly, described
in reference [22]. For the strain tuning experiments (see chapter 4.2.2) also GaAs/AlGaAs
QDs grown by droplet etching were used [27].
The advantage of both kinds of GaAs/AlGaAs QDs is that their shape can be easily ob-
tained by investigating the NHs by a scanning tunneling microscope (STM) or by an atomic
force microscope (AFM), before filling them with GaAs. Also the material composition
is well-known since the intermixing between GaAs and AlGaAs is very low. Another ad-
vantage is that these QDs are in a good approximation free of intrinsic strain, since the
materials have similar lattice constants.
All QDs used for the experiments presented in this work are grown by using MBE on GaAs
substrates with the (001)-crystal orientation.
To grow GaAs/AlGaAs QDs by the hierarchical self-assembly method a layer of InAs QDs,
acting as a template, is first grown by using the SK method [117]. The InAs QDs are
then capped by 10 nm of GaAs. Afterwards, the top nominal 5 nm of the structure are
removed by in situ AsBr3 etching. Due to the higher etching rate in the strained area
around the locations of the InAs QDs, NHs are formed. This surface is overgrown at a
temperature of 500◦C by an Al45Ga55As barrier layer with thickness D serving as a bottom
barrier for the GaAs QDs. Figure 3.2 shows a STM1 image of the barrier layer of the
sample with D =7 nm. One can see the pronounced alignment of the NHs along the [110]
crystal direction. A closer look to the STM image shows that in-between the NHs the
AlGaAs surface is not ideally flat, but shows height variations of several monolayers. The
so-formed islands/holes act, after completing the sample growth, as additional confinement
potentials for electrons and holes, since the quantum well has at these locations a higher
thickness. The orientation and the shape of these so-called QWPFs are - compared to the
NHs - practically randomly distributed. Figure 3.3(a) shows a schematic cross section of a
sample at this growth stage. AFM and STM can be used to characterize the shape of the
NHs.
For the optical studies, the NH layers of nominally identical samples are covered by a GaAs
1 The STM data are provided by C. Manzano, from MPI-Stuttgart.
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Fig. 3.2: STM image of the Al45Ga55As barrier layer surface for the sample with D=7 nm.
The NHs are well aligned along the [110] crystal direction. The QWPFs are
practically randomly aligned with a slight preferential alignment along the [11¯0]
direction.
layer with thickness d followed by 2 min of growth interruption, allowing for diffusion of the
GaAs on the surface, and forming the QDs and the QWPFs. The GaAs layer is covered by
100 nm of Al35Ga65As followed by 20 nm of Al45Ga55As and capped by 10 nm of GaAs. A
scheme of the QD sample structure can be seen in Fig. 3.3(b). The depth of the NHs can
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Al Ga As
45 55
GaAs
Al Ga As
35 65
D d
Fig. 3.3: (a) Sketch of the Al45Ga55As NH structure. (b) Sketch of the completed QD
structure grown by hierarchical self-assembly.
be adjusted by changing the thickness D of the bottom barrier layer. We analyzed AFM
scans of several hundreds of NHs for three different values of D. The depth of the NHs with
respect to the Al45Ga55As sample surface can be easily estimated by the minimum position
of each NH. The center of the depth distribution is at 3.7 nm (±1.5 nm), 4.2 nm (±0.8 nm)
and 4.8 nm (±0.6 nm) for D=10, 7 and 5 nm, respectively (not shown here, the values in
the brackets are the full width at half maximum (FWHM) of a Gaussian fit applied to the
corresponding distribution). We assign this to the higher amount of AlGaAs that diffuses
into the NHs for larger values of D, and makes them thus shallower. Figure 3.4(a) shows
an example of line scans through the deepest point of a NH along the main elongation axes
of the NH in the sample with D =5 nm. Apart from the depth, we also obtain values for
the lateral extensions a and b along the [110] and [11¯0] direction of the NHs, respectively.
The FWHM is estimated numerically.
An analysis of the shapes of the NHs shows that some NHs have a larger depth and larger
volume and exhibit a smaller elongation than most of the other NHs. We assign the origin
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Fig. 3.4: Line scans through the minimum of two NHs. (a) The upper (lower) panel shows
line scans along the [110] ([11¯0]) direction. The red arrows indicate the FWHM
of the NH along the corresponding direction. The lateral extension along each of
the two directions is given by the corresponding FWHM, a and b. (b) Same plots
for a NH obtained by a DI. Both NHs originate from the sample with D =5 nm.
of these NHs to so-called dislocated islands (DI). DIs occur, during the growth of the InAs
QDs, when the size of some QDs exceeds a critical value for dislocation introduction, leading
to QDs with larger volume [118]. Figure 3.4(b) shows the same line scans as in Fig. 3.4(a)
but for a NH obtained by a DI. AFM images (not shown) show that in the vicinity of all
NHs along the [11¯0] direction a little mound of AlGaAs with height of ∼1 nm is formed
(compare the surrounding of the NHs of the upper and lower panels of Fig. 3.4). This
is probably related to the higher surface diffusivity of Ga along the [11¯0] direction [119].
We used the lateral extensions, a, b, obtained for each NH to define the elongation, a/b.
Figure 3.5(a) shows the histograms of the elongations of the NHs for different values of D.
The numbers in the upper right corner give the average value and the standard deviation
of the elongation for each distribution. The elongation increases for larger values of D. In
order to have an idea about the orientation of the NHs, each of the NHs was fitted by a
two dimensional Gaussian function. Figure 3.5(b) shows histograms of the angle between
the NH-elongation axis with respect to the [110] axis for different values of D. The black
arrows and the angles noted in the panels show the FWHM of a Gaussian fit applied to
each of the distributions. It can be seen that the width of the distribution increases with
decreasing D. We assign this behavior to a preferential surface-diffusion direction of the Ga
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Fig. 3.5: (a) Histograms of the elongation and the orientation (b) of the NHs for the samples
with D =5, 7, and 10 nm. The average values in (a) stand for the mean value of
the elongation and its standard deviation. The numbers in (b) give the FWHM
of each of the distributions. The NHs originating from DIs are not included.
atoms along the [11¯0] direction, leading to a more pronounced alignment and to a larger
elongation of the NHs [119].
Figure 3.6 shows the elongation of the NHs plotted vs. the expected emission energy.
The emission energy was calculated by using a the so-called BenDaniel-Duke Hamiltonian,
which can be used to calculate the emission energy of a quantum well [120]. Since this
method takes no lateral confinement into account, the thickness d is adjusted in order to
match the average emission energy for the sample with D = 5 nm (comparison with PL
measurements of the sample with D = 5 nm). It can be seen that we expect for QDs of
higher emission energy a larger elongation. One also sees that the QDs obtained by DIs
are expected to have lower emission energy and a smaller elongation than the normal QDs
from the same sample (see black circles).
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The inset shows a simple sketch of a NH with the lateral extensions a, b and the
depth h. For the D=5 nm sample, also the data points for three NHs obtained by
DIs are shown (black hollow circles).
We now describe, the sample structure of the GaAs/AlGaAs QDs grown by droplet etching.
This sample was studied since the optical quality of the QDs is higher compared to the
other studied QDs. Namely, the linewidths of single excitonic emission lines are smaller
and the intensity of the emission is generally stronger.
Figure 3.7 shows the structure of GaAs/AlGaAs QDs grown by Ga droplet etching on
a GaAs-(001) substrate [27]. First, Gallium droplets are deposited on a 100 nm thick
GaAs layer. Annealing in an As4 atmosphere leads to the formation of nanoholes, since
the Gallium diffuses to the side of the droplet and crystalizes together with As to GaAs.
Similar to the case of the GaAs/AlGaAs QDs grown by hierarchical self-assembly, the NHs
are overgrown by a 7 nm thick Al44Ga56As bottom barrier followed by 3 nm of GaAs,
forming the QDs. The QDs are capped with 112 nm of Al33Ga67As followed by 20 nm of
Al44Ga56As and 19 nm of GaAs, to prevent oxidation of the structure.
The samples of all different kinds of QDs, used for strain-dependent measurements, were
grown on top of a so-called sacrificial layer consisting of Al75Ga25As. This layer, with
thicknesses of 100-1000 nm, is required to release thin membranes, which contain the QDs,
from the substrate and to transfer them onto the piezoelectric actuator (see following
section).
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Fig. 3.7: Sketch of the GaAs/AlGaAs QD structure grown by Ga-droplet etching. (Figure
courtesy of Eugenio Zallo.)
3.3 Integration of QD-membranes on the piezoelectric actuator
In the following we present how we integrate the QD-membranes on our PMN-PT, which
is used to apply stress to the QDs. In the first part, it will be shown how we create
thin GaAs membranes containing the QDs by using photolithography and selective etching
technology. In the second part, the used piezoelectric actuators and the technique how we
transfer the membranes on top of this actuator will be presented.
3.3.1 Sample processing
To achieve the highest possible strain transfer from the PMN-PT to the QDs it is advanta-
geous to use samples of very low thicknesses, since this minimizes the losses due to strain
relaxation in the sample. This can be done in principle by mechanical polishing the samples
down to reasonable thicknesses. The achievable thicknesses for this technique are on the or-
der of microns. The approach followed in this work is based on selective etching techniques,
which allow GaAs membranes with thicknesses down to 5 nm to be obtained [25, 65, 121].
To guaranty a certain optical quality of the QDs they have to be embedded in membranes
of a minimum thickness of ∼100 nm and thicker. For thinner membranes the nearby
surfaces perturb the electronic states of the QD, and thus lead to a broadening of the
emission [122]. Figure 3.8 illustrates how the membranes are created. The unprocessed
sample consists basically of a GaAs substrate followed by an Al75Ga25As sacrificial layer
(thickness of 100-1000 nm) and by a QD-membrane (labeled by QD-structure, see Fig. 3.8
(a)). First, standard photolithography is used to define patterns with lateral dimensions
of ∼60×300 µm2 on the sample surface, as can be seen in (b). The patterns are aligned
parallel to the [110]/[11¯0]-directions of the crystal in order distinguish among the differ-
ent crystal directions during the experiments. In a next step a 2:1:1 solution of HBr (48
vol % in H2O):K2Cr2O7(0.5 mol/l in H2O):CH3COOH was used to etch through the QD-
structure (see Fig. 3.8(c)) [121]. Depending on the etching time the etching process can be
stopped either in the sacrificial layer or in the GaAs below. In a next step, the photoresist
is removed by an Acetone bath followed by a dip in Isopropanol. Finally, the QD-structure
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Fig. 3.8: Sketch of the processing steps. (a) Unprocessed sample, consisting of a ∼150-
300 nm thick QD-structure (black layer) on top of an Al75Ga25As sacrificial layer
(bright grey). Both layers are grown on top of a GaAs substrate (dark grey). (b)
First processing step: Photolithography is used to define resist patterns on the
surface of the sample. (c) A solution of K2Cr2O7, HBr and CH3COOH is used to
etch through the top layer, down into the sacrificial layer. (d) A bath in Acetone
and a dip in Isopropanol are used to remove the photoresist and to obtain a clean
surface. A selective etching step by using HF:H2O solution (10% volume), is used
to remove the sacrificial layer.
is underetched (see Fig. 3.8(d)), by a bath in a HF:H2O solution (10% volume). The latter
step etches selectively only the sacrificial layer away, leaving the other layers unaffected.
After these steps, the membranes are loosely lying either on the flat GaAs surface or on flat
GaAs pedestals, depending on whether the first etching step is stopped in the sacrificial
layer or in the GaAs. From here the QD-membranes can be transferred onto the PMN-PT,
as described in the next section.
3.4 Ferroelectric crystal (PMN-PT)
Here the properties of the piezoelectric [Pb(Mg1/3Nb2/3)O3]0.72-[PbTiO3]0.28 crystal (PMN-
PT), which is used to apply stress to the QDs, are described. And also the technique to
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transfer the membranes onto the PMN-PT is presented [24,123–125].
At temperatures above the so-called Curie temperature, Tc, the crystal does not have
intrinsic electric dipole moments, and is thus not ferroelectric. At temperatures below Tc
the PMN-PT has intrinsic electric dipole moments. These dipole moments are randomly
aligned if no external electric field is applied. If an electric field, F, larger than the coercive
field, Fc, is applied to the crystal the dipoles align along the direction of F, and keep this
alignment if the field is switched off (for temperatures below Tc). An increase of F leads
to an expansion of the crystal along the direction of F [34]. There is no difference for
positive and negative electric fields if |F| > |Fc|, because of the symmetry of the crystal
with respect to the direction of the applied electric field. For simplicity, we assume that
the crystal is poled by using positive fields (F> Fc).
-10
F (kV/cm)
-5 0 5 10
(%
)
-0.1
-0.05
0.0
0.05
T=300 K
F
C
(b)
+
-
F| |
e
^
e
(a)
^
e
^
e
||7.0 ee ×-=^
Fig. 3.9: (a) Sketch of the PMN-PT crystal when a positive voltage is applied between top
and bottom surface. The strain parallel to the electric field F is denoted ε‖, while
the strain perpendicular to F is called ε⊥. The top and bottom surfaces contract
isotropically, while the side surfaces deform in an anisotropic way. (b) Behavior
of the strain ε⊥ vs. F. The coercive fields, ±Fc, denote the electric fields for
which the electric domains switch (see vertical dotted lines). For fields F>−Fc
the relation between F and ε⊥ is almost linear. The data are measured at room
temperature and are taken from references [121,124].
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Figure 3.9(a) illustrates schematically the strain in the PMN-PT when an electric field
F> 0 is applied to the poled PMN-PT. The top (bottom) surface of the crystal is coated
with gold (La0.7Sr0.3MnO3) acting as top (bottom) contact for the applied electric field
1.
The strain parallel to F is labeled with ε‖. Due to the rigidity of the crystal it is also
strained in the directions perpendicular to F by ε⊥=−0.7 ·ε‖ [24]. This strain configuration
leads to isotropically contracting top and bottom surfaces, whereas the side surfaces are
anisotropically strained. If an electric field of values −Fc < F< 0 is applied, the direction
of the strains is inverted. Figure 3.9(b) shows the magnitude of the strain ε⊥ vs. F at a
temperature of 300 K.
The coercive field of the PMN-PT increases exponentially with decreasing temperature,
which is advantageous for low temperature measurements, since then higher negative elec-
tric fields can be applied without flipping the ferroelectric domains, which leads to a larger
available strain range [125].
For the PMN-PT crystals used here Tc covers a broad range between approximately 0◦C
and 130◦C [125,126]. Since we perform our measurements at temperatures of around 4 K,
Tc plays a minor role in our experiments. We only have to ensure that the domains are
well oriented after the cooling process. This is realized by applying at room temperature
an electric field of F∼ 10 kV/cm to the crystal, and by keeping this field constant during
the cooling process. This procedure allows to freeze the orientation of the domains.
Cuholder
Silver paste
PMN-PT with
membranes
100 µm
(a) (b)
MembranesPMN-PT
Fig. 3.10: (a) Sketch of the device after transfer of the membranes and after mounting
the device on a copper holder. (b) Optical microscope image of the transferred
membranes on the side of the PMN-PT.
To apply anisotropic stress to the membranes, they have to be transferred on the side
surface of the PMN-PT (see Fig. 3.9(a) and Fig. 3.10(a)). The PMN-PTs used for the
experiments here have dimensions of ∼5×5×0.3 mm3. To ensure that the top and bottom
1 For the experiments performed within this work the material of those layers is not of importance.
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surfaces are electrically isolated, the edges of the ferroelectric crystal are polished by using
sandpaper. Then, the PMN-PT is cleaned in an Acetone ultrasonic bath followed by a
dip in Isopropanol. A small droplet of cyanoacrylate (superglue) is put on one of the side
surfaces of the PMN-PT. A gentle airflow of pressurized N2-gas is used to obtain a thin
film of the glue. Then the same side surface is pressed gently on a small piece of the QD-
sample. Both, sample and PMN-PT are clamped between two metal pieces of a translation
stage, pressed gently together by two metal springs, leading to a constant and reproducible
pressure. After several minutes, the screw of the translation stage can be released, and the
membranes are sticking on the PMN-PT.
Figure 3.10(a) shows how the PMN-PT is mounted on a copper holder. A small amount of
silver paste is used to stick the ferroelectric crystal to the copper holder, which is also used
as an electrical back contact. The front side of the PMN-PT is connected by a wire, so
that one can easily apply an electric field between front and back surface. Figure 3.10(b)
shows an optical microscopy image of the top view of the membranes sticking on the side
of the PMN-PT.
4. Results
In this chapter the main results of this work are discussed. In the first part a systematic
characterization of the FSS and of the polarization properties of light emitted by Xs con-
fined in GaAs/AlGaAs QDs and GaAs/AlGaAs QWPFs is presented. The second part
describes the influence of anisotropic biaxial stress on the X-emission. Both experimental
studies are accompanied by calculations, based on eight-band k ·p and the configuration
interaction models, performed by Vlastimil Krˇa´pek and Petr Klenovsky´.
4.1 Characterization of FSS of GaAs/AlGaAs QDs and QWPFs
A systematic analysis of the FSS and of the polarization orientation of the X-emission is
presented, the Xs are confined in GaAs/AlGaAs QDs, grown by hierarchical self-assembly,
and in GaAs/AlGaAs QWPFs. A qualitative comparison of the structural parameters of
the QDs (like depth, orientation, and shape, see section 3.2) with the spectral features
(like emission energy, polarization orientation, and FSS) is performed. The theoretical
calculations, based on realistic structures and nominal same material compositions as used
in the experiments, are performed by Vlastimil Krˇa´pek and Petr Klenovsky´.
As discussed in section 3.2, the depth and the elongation of the NHs depend mainly on
the thickness D of the AlGaAs bottom barrier layer. Here we study FSS, polarization
orientation and emission energy of QDs from samples of different D (5, 7 and 10 nm).
For this study, we used samples with relatively high QD density (some 109 cm−2), so
that several QDs are located within the area of the laser spot used for excitation and
collection of the PL-signal. The high number of QD-lines per spectrum simplifies the
measurement, since up to 15 QDs/QWPFs can be investigated within one measurement.
Figure 4.1(a) shows an example of a polarization dependent PL measurement for several
GaAs/AlGaAs QDs of the sample with D =5 nm. The wave plate in the analyzer in front
of the spectrometer is rotated during the measurement by 360◦ (corresponding to 720◦
of polarization angle, see experimental setup in Fig. 3.1). One spectrum is recorded per
degree in order to obtain information about the orientation of the linearly polarized light
emitted by the QDs. The spectral resolution of the spectrometer used here is ∼70 µeV.
In figure 4.1(b) a single spectrum of the polarization map of (a) is shown. The wavy
patterns in Fig. 4.1(a) originate from the two fine structure split emission lines of the Xs,
which have perpendicular polarization with respect to each other. Several lines showing no
polarization anisotropy are attributed to positive trions, which do not exhibit a FSS since
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Fig. 4.1: (a) Color-coded PL intensity of several GaAs/AlGaAs QDs recorded as a function
of polarization angle and emission energy measured on the sample with D=5 nm.
The horizontal white lines indicate the angles corresponding to the emission polar-
ization along the [110] crystal direction. (b) Single spectrum for one polarization
angle of the color-coded map shown in (a). The spectra were recorded at a tem-
perature of ∼8 K.
both possible spin configurations are degenerate according to the Kramers theorem [127].
As can be seen in figure 4.1(a) all wavy lines oscillate in phase and the low-energy emission
lines are polarized along the [110] crystal direction. To quantify this we analyzed the data
as follows. The emission lines of each X were fitted for each polarization angle with a
Lorentzian function in order to obtain a value for the peak position for each polarization
angle.
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Fig. 4.2: Results obtained by the Lorentzian fits of two split excitonic lines with relatively
(a) small and (b) large FSS. The relative emission energy, ∆E, i.e., the emission
energy obtained by the fit minus the average emission energy, is plotted vs. the
polarization angle. (a) The FSS is obtained from the amplitude of a sine fit
(multiplied then by a factor of two). (b) The FSS is obtained from the energy
separation between the top and bottom flat regions by using two linear fits.
Two typical results of these fits are presented in figure 4.2, where the relative peak position
(i.e., the emission energy with respect to the value averaged over all the polarizations, ∆E)
is plotted vs. the polarization angle. If the FSS is smaller than the respective linewidth, ∆E
follows a sinusoidal function when it is plotted vs. the polarization angle (see Fig. 4.2(a)).
The FSS can then be estimated by applying a sinusoidal fit, with the FSS as twice the
amplitude.
Figure 4.2(b) shows the case where the FSS is larger than the linewidth. Here the mag-
nitude of the FSS can not be obtained by applying a sinusoidal fit, instead two linear fits
were applied to the flat region of the upper/lower energetic part of the curve, i.e., the FSS
is simply obtained by taking the average distance between the two lines. However, this is
the case only for the minority of the investigated QDs/QWPFs, while most of the QDs can
be fitted with a sinusoidal curve.
In order to obtain values for the polarization angle, all curves were fitted with a sinusoidal
curve (including those with large FSS). The value of the phase obtained by the fit cor-
responds to twice the polarization angle of the emitted light. The absolute polarization
orientation with respect to the crystal axes is obtained by calibrating the setup with the
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light of a linearly polarized laser reflected on the sample surface. In order to obtain values
for the uncertainties of the data we simulated X-spectra of arbitrary FSSs, the experimen-
tal spectral resolution, and a realistic signal to noise ratio. These simulated spectra were
then analyzed by the same method as the experimental data. We found uncertainties on
the FSS of ±5 µeV and of the polarization orientation of less than 10◦ for FSS magnitudes
larger than 10 µeV.
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Fig. 4.3: Comparison of FSS and polarization orientation for GaAs/AlGaAs QDs and
QWPFs measured on the sample with D=7 nm. (a) Histogram of the FSS mag-
nitude for QDs and (b) QWPFs. (c) Polarization orientation of the low-energy
component of the X-emission for the QDs and (d) for the QWPFs. A polarization
angle of 0◦ corresponds to the [110] crystal direction. The inset in (b) shows an
STM image of the lower barrier of the QW. The inset in (c) shows the calculated
polarization distribution for NHs with D=5, 7, and 10 nm; the x-axis scale is the
same as for the main axis of the panel. The inset in (d) shows the polarization be-
havior of two representative QWPF emission lines with a difference in polarization
angle of ∆Φ∼65◦.
Figure 4.3 shows the distribution of FSS and polarization angle for QDs and QWPFs
both measured on the sample with D =7 nm. The two panels on the left display the
distribution of the FSS for both kind of structures. The average values are comparable,
but the distribution of the FSS of the QDs is slightly narrower than the one of the QWPFs.
This difference can be attributed to the shape of the QWPFs, which is more irregular
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compared to the QD-shape, as can be also seen from the roughness of the AlGaAs bottom
barrier layer (see inset of Fig. 4.3(b)1 and also Fig. 3.2).
In Fig. 4.3(c) and (d) histograms of the polarization orientation of the low-energy compo-
nent of the QD- and the QWPF-emission are presented. The polarization angle is given
with respect to the [110] direction of the crystal. The high-energy components of the X-
emission are perpendicularly aligned with respect to the low-energy component. The same
behavior is observed for the QWPFs (not shown). These results show that the polarization
of the light emitted by the QDs is nicely aligned with respect to the QD axes, namely
the low- (high-) energy component is polarized along the long (short) axis of the QD. This
polarization distribution is also reproduced by calculations performed on QDs with D=5, 7,
and 10 nm (see inset of Fig. 4.3(c)). For the calculations, realistic QD-shapes, obtained by
AFM-measurements and realistic material compositions are taken as input. Interestingly,
previous studies observed a different polarization orientation, i.e, the high-energy compo-
nent of the doublet was observed to be parallel to the long axis of the QD. The reason for
this behavior is at present unclear [102,128].
A different polarization distribution is observed on the QWPFs, as shown in Fig. 4.3(d).
Here, the polarization orientation is almost randomly distributed, with only a slight pref-
erential alignment along the [110] and [11¯0] directions, respectively. The inset in (d) shows
examples of the polarization behavior of two representative QWPF emission lines with a
difference in polarization orientation of 65◦.
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Fig. 4.4: Histogram of FSS and polarization orientation (inset) of a sample with D=10 nm
and a filling of d =0.5 nm (instead of d =2 nm in the other samples). The polar-
ization angle used in the inset is defined as before, i.e., angle between orientation
of low-energy component and [110] direction. The black line is a Gaussian fit
applied to the polarization distribution. The black arrows and the number mark
the FWHM of the distribution.
1 The STM data are provided by C. Manzano, from MPI-Stuttgart.
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In order to prove that the broad polarization orientation distribution of the QWPFs orig-
inates from their shape and not from their smaller volume, QDs with D =10 nm and a
filling of only d =0.5 nm (instead of d =2 nm) were investigated (see Fig. 4.4). These QDs
have emission energies close to the one of the QWPFs (∼ 1.8 eV, not shown). Figure 4.4
shows histograms of the FSS and of the polarization distribution (inset) of the sample with
d =0.5 nm and D=10 nm. Both distributions are similar to the ones of the QDs with
a filling of d =2 nm. This indicates that the shape anisotropy is mainly responsible for
the orientation of the polarization and not the smaller QD-volume in combination with
alloy-fluctuations in the AlGaAs barrier layers [48].
Finally, also the dependence of the FSS on the emission energy for the three samples with
D =5, 7 and 10 nm is presented in Fig. 4.5. The left insets in Fig. 4.5(a)-(c) show images
of NHs on samples with different D =5, 7 and 10 nm, respectively. These images are
obtained by performing the numerical average of AFM topographs of around 50 NHs1.
The NH samples are grown under the same nominal conditions as the QD structures used
for the optical investigations. The right inset in (a) shows an AFM image of a single NH
obtained from a DI. The difference in shape is clearly visible. The black circles represent
the experimental data. The green data points in each panel display the calculated results
for ten different NHs, which were randomly chosen from the AFM images of each sample.
The black stars display the calculated values for the averaged structures (see insets on the
left side of each panel for structures).
The measured emission energy in (a) shows a bimodal distribution. The QDs emitting
at low energy have small FSS (down to ∼10 µeV) while QDs emitting at higher energy
have larger FSS of ∼66 µeV. We assign the lower energetic data points (black filled circles)
to QDs originating from DIs (see chapter 3.2 for details). The lower FSS of the NHs
originating from the DIs is concordant with the smaller elongation (see also Fig. 3.6 and
insets in Fig. 4.5(a)). The fact that these QDs are optically active is interesting, as it
indicates that the InAs material and crystal defects are removed during the AsBr3 etching
step leaving behind deeper NHs, which can be used as a template to create GaAs/AlGaAs
QDs. In spite of the spread in FSS magnitudes for both QD families a trend for increasing
FSS with increasing emission energy seems to be given. For both QD families in the
D =5 nm sample, the calculations overlap quite well with the experimental data.
Comparing the elongations of the NHs for different values of D (see left insets of Fig. 4.5
and Fig. 3.6), we see that the QDs tend to be more and more elongated with increasing
D. Qualitatively, we would thus expect an increase in FSS, as also supported by the
calculations (see black stars in Fig. 4.5(a)-(c)). However, the experimental data do not
follow such a clear trend. With increasing D =5, 7, and 10 nm the average values of the
FSS distribution change from 66, to 53 to 96 µeV with standard deviations increasing from
23 to 28 and to 38%. The broadening of the distributions can be explained by the change
of the distribution of elongations (see Figs. 3.5(a), and Fig. 3.6).
1 The AFM data presented here are provided by A. Rastelli.
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Fig. 4.5: Experimental (black circles) and calculated (green dots and black stars) FSS as
a function of X-emission energy for samples with (a) D=5, (b) 7, and (c) 10 nm.
The filled black circles in (a) correspond to QDs originating from DIs. The black
stars correspond to the FSS calculated for the averaged depth profiles of around
50 NHs (insets in the upper left corners of each panel). The inset in the lower
right corner in (a) shows the depth profile of a NH created by etching of a DI.
The scale of the insets is specified in (a).
A possible explanation why the FSS does not clearly increase with the elongation of the
QD structure is that the QD-shape is more complex, and can not uniquely be described
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by a simple elongation parameter. For the samples with D=7 and 10 nm the experimental
and theoretical data show some overlap, but the majority of the experimental FSS values is
smaller and their distribution is broader than the predicted ones. We can not give a definite
answer why the agreement for these samples is poorer than for the D =5 nm sample. A
possible reason is that for larger values of D the total height of the QDs decreases, which
leads to a higher sensitivity to local shape-irregularities of the QDs, which are below the
discretization steps of the calculations. These irregularities might lead to the confinement
of the excitons in only a small region in the QD, similar to QWPFs, but still reflecting
the orientation of the NH in its polarization orientation. Furthermore, the flatter the QDs,
the more the excitonic wave function spills into the barrier, where disordering of the alloy
(which is not considered in the calculations) might contribute to the broadening of the FSS
distribution [48].
If we compare the results presented here with the one of Abbarchi et al. shown in Fig. 2.15,
we see first that in our case the emission energy is redshifted by ∼0.1 eV [102]. This can be
simply explained by a different height and a different composition profile of the QDs. The
average value of the FSS distribution is similar to the one presented here, but in our case
the FSS increases with the emission energy, whereas in the cited work the FSS decreases.
In Fig. 2.15(b) they show that the polarization alignment depends on the emission energy
of the QDs. In contrast, in the work presented here, the polarization orientation of all
QDs is nicely aligned along the main QD-axes, independent on the emission energy. This
different behavior can be qualitatively attributed to a different morphology of the studied
QDs.
In conclusion, we have presented a detailed investigation of FSS and polarization orienta-
tion of the emission of GaAs/AlGaAs QDs and QWPFs. It is shown that the emission of
Xs confined in QDs and QWPFs has similar magnitudes of FSS, but a remarkably differ-
ent distribution of the polarization orientation. Finally, the measurements are compared
with calculations performed on realistic QD-structures, being able to reproduce well the
polarization orientation for all studied QDs and the magnitude of the FSS for relatively
tall QDs (D =5 nm).
4.2 Influence of anisotropic stress on QD-Emission
In this section, we describe the effect of stress on the optical properties of QDs. The
QDs are embedded in GaAs/AlGaAs membranes, which are attached onto a PMN-PT
crystal (see chapter 3). First, we show how the emission energy changes as the electric
field, F, applied to the PMN-PT is varied. These investigations are performed by using
GaAs/AlGaAs QDs grown by droplet etching. In order to estimate the absolute stress
applied to the membranes we use the PL-signal of the 100 nm thick GaAs layer of the
membranes. Then we show how stress affects the FSS and the polarization orientation
of the X-emission of different kinds of QDs and QWPFs. Finally, GaAs/AlGaAs QDs
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grown by droplet etching, are used to study the effect of anisotropic stress on the relative
intensities of the two fine structure split emission lines.
4.2.1 Effect of anisotropic stress on the emission energy
In this section we show how anisotropic stress influences the emission energy of GaAs/AlGaAs
QDs grown by droplet etching. The [11¯0]-direction of the QD-membranes, which are trans-
ferred onto the PMN-PT as described in section 3.3.1, is aligned parallel to F.
For all investigated QD structures we mainly observe redshifts of the emission energy for an
expanding PMN-PT (i.e., F>0, ε‖ > 0), except for some regions on the membranes where
we observe blueshifts. But before giving a possible explanation for the different shifting
direction, we focus on the QDs shifting red for increasing F.
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Fig. 4.6: Color-coded PL-intensity of the emission of several GaAs/AlGaAs QDs as a func-
tion of the emission energy, E(F), and the electric field, F, applied to the PMN-
PT. For F >0 the PMN-PT is tensely strained (i.e., ε‖ > 0). The X-emission of
all QDs shifts red as F is increased, they all shift approximately parallel by a
magnitude of ∆E ≈−3.08 meV.
Figure 4.6 shows the behavior of the emission energy, E(F), of several GaAs/AlGaAs QDs
as F is varied linearly from 0 to 33.3 kV/cm and back to 0 kV/cm. For positive electric
fields the PMN-PT is tensely strained (i.e., ε‖ > 0). All QDs shift red in an approximately
parallel way by a magnitude of -3.08 meV. It can also be seen that in this case the relation
between emission energy and F is not purely linear. The fact that the emission of all
nearby QDs shifts in parallel indicates that the nonlinearity is not caused by individual
peculiarities of the QDs, but by their location on the membrane. The shifting behavior of
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E(F) changes slightly from position to position on the membrane, which we ascribe to local
variations of the strain transfer from the PMN-PT to the membrane. We even observed that
the emission energy of remote QDs on the same membrane shifts red or blue, respectively.
To our knowledge, there is no theoretical work predicting the shift of the emission energy
of QDs under anisotropic biaxial stress, allowing for a better statement. For QDs being
located at the edge of the membrane, we observed also non-parallel shifts of the emission
of different close-by QDs. We ascribe this observation to the more inhomogeneous strain
at the edge of the membranes1.
Apart from the nonlinearity of the emission energy shift, we also observe for some QDs,
that the emission shifts blue instead of red as F is increased. Figure 4.7 shows an example
for this observation, where the emission of all QDs shifts approximately parallel. Recently,
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Fig. 4.7: Color-coded PL-intensity of the emission of several GaAs/AlGaAs QDs as a func-
tion of the emission energy and F. In the opposite to Fig. 4.6 all QDs shift blue
as F is increased, similar to Fig. 4.6 they all shift approximately parallel by a
magnitude of ∆E ≈3.03 meV.
Singh et al. predicted that the emission of InGaAs/GaAs QDs shifts either blue or red
under uniaxial stress depending on the Ga-content in the individual QDs [26]. However,
this should not be the case for the GaAs/AlGaAs QDs investigated in this work, which
are filled with pure GaAs. The fact that all QDs which are located within an area of at
least 1x1 µm2, corresponding to the size of the laser spot, shift in parallel shows that the
difference of shifting direction and magnitude does most likely not come from the individual
QD-morphology or QD-composition but from the actual location, as described above.
1 The inhomogeneity of the strain was observed by X-ray diffraction investigations performed at the Eu-
ropean Synchrotron Radiation Facility (ESRF) in Grenoble (not shown here). See also reference [121].
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A possible explanation for the different shifting direction is that the strain from the
PMN-PT is not always transferred isotropically. This makes it possible that |ε⊥| overcomes
|ε‖| leading to a compressive instead of the expected tensile stress, since both stresses have
opposite sign (see configuration of the strains in Fig. 3.9(a)).
The magnitudes of the shifts range from about +3 for the blueshifting QDs to about
−4 meV for the redshifting QDs when F is swept from 0 to 33.3 kV/cm. If we apply
negative electric fields down to F=−20 kV/cm we can increase the total tuning range by
∼60%.
We investigated the stress dependence of the PL-signal of the 100 nm thick GaAs layer (see
sample structure in Fig. 3.7) in order to obtain absolute values for the stress applied to the
QD-membranes. As explained in section 2.1.5, anisotropic biaxial stress, as applied in the
experiments, lifts the degeneracy of the HH and LH band. Additionally, the anisotropy of
the stress mixes both bands, leading to a polarization anisotropy of the light emitted by
the recombination of the free excitons of the corresponding band [76, 129]. The different
thermal expansion of membrane, glue, and PMN-PT during the cooling process, as well as
irregularities of the interfaces between membrane, glue and PMN-PT lead to prestressed
membranes. In order to estimate the absolute value of the stress applied to the QDs, we
choose a highly prestrained area of the membrane. The prestrain separates the PL-emission
involving the holes of the two valence bands in energy, which allows the actual local strain
state of the membrane to be estimated.
Figure 4.8(a) shows a polarization dependent color-coded PL-intensity map of the emission
of the free excitons related to the upper two valence bands of GaAs at F =0 kV/cm.
The measurements were performed at a temperature of ∼8 K. Figure 4.8(b) shows single
spectra of the emission at polarization angles of 0◦ and 90◦, respectively. The polarization
anisotropy shows that this region of the membrane is anisotropically prestressed in the
(001)-plane [129]. It can be seen that the two peaks related to the HH and LH bands
are separated in energy due to the prestress. The emission on the high-energy side of the
spectra originates from the QDs, showing a polarization anisotropy of the QD-emission,
which will be discussed at a later point in this work (see section 4.2.3).
Figure 4.9(a) shows a color-coded intensity map of the emission of the free excitons related
to the two GaAs valence bands as a function of emission energy and F. The measurements
were performed at a fixed polarization angle of 90◦. It can be seen that with increasing F
the intensity of the emission varies. The change of the intensity is one way to estimate the
strain of the membrane [129]. However, this requires two clearly separated peaks of the
GaAs emission and a negligible contribution of the QD-emission, which is not the case for
all values of F in the data presented here. Instead of the intensities, we use the emission
energies of the two peaks to estimate the applied stress, as described in reference [76].
In order to obtain values for the emission energy of the lower energetic GaAs-emission peak
(LH band), we analyzed the spectra of the measurement presented in Fig. 4.9(a). To do
so we fitted the peak related to the LH band with a function composed of the sum of a
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Fig. 4.8: (a) Color-coded PL-intensity of the emission of the free excitons related to the
upper two valence bands of bulk GaAs as a function of emission energy and
polarization angle, at F=0 kV/cm. See inset in (b) for scale bar. (b) PL spectra
of the same measurement as presented in (a) recorded at polarization angles of
0◦ and 90◦, respectively. The two peaks labeled with GaAs orginate from the
emission related to the upper two valence bands. The emission on the high-
energy side originates from the QDs. The measurements were performed at a
temperature of ∼8 K.
Lorentzian and a linear function in order to obtain values for the center emission energy1.
The emission energy of the second band (HH band) is obtained by performing the same
measurement at a fixed polarization angle of 0◦ (not shown here). The bands, which are
mixed due to the anisotropy of the stress are named after their more pronounced character,
i.e., the one which shifts stronger under application of stress is referred to as LH band, and
the remaining band is referred to as HH band [130]. The results are presented in Fig. 4.10.
Figure 4.10(a) shows how the emission of an AlGaAs/GaAs QD and the one related to the
upper two valence bands shifts as F is varied linearly from F = 0 kV/cm to 33.3 kV/cm.
Both measurements were recorded at the same position on the membrane.
The emission of the QD and the one related to the LH band shifts red as F is increased,
whereas the one related to the HH band shifts blue. The different shifting behavior of the
1 A more circumstantial fitting method yielded to similar results. To this aim an exponential increasing
background was subtracted from the spectra, to take the influence of the QD emission into account
(see high-energy part of Fig. 4.8(b)), which overlaps with the bulk GaAs emission. The remaining
peaks related to the valence bands are fitted by two Gaussian functions.
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Fig. 4.9: (a) Color-coded PL-intensity of the emission of the excitons related to the upper
two valence bands as a function of emission energy and F. (b) PL spectra recorded
at electric fields F=0 kV/cm and F=33.3 kV/cm, respectively. All measurements
are performed under a fixed polarization angle of 90◦ and a temperature of ∼8 K.
The measurements were recorded at the same positions as the one presented in
Fig. 4.8.
peaks related to the valence bands and to the QD-emission energy shows that they are not
simply related to each other. The Xs in QDs, which are considered to have a more HH-like
character, do not follow the shift of the HH band. Also the change of the surrounding
AlGaAs band gap which has to be taken into account can not explain this effect. Due to
the several percent smaller values of the deformation potentials of AlGaAs - compared to
the one of GaAs - the depth of confinement potential increases only slightly under tensile
stress, which would lead to an opposite behavior [68]. However, the situation in a QD is
more complex, i.e., effects like the change of the effective mass, band-mixing etc. have to
be taken into account to describe the energy shift more precisely1.
In figure 4.10(b) the emission energy, E, of the free excitons related to the corresponding
valence bands is plotted vs. F. Here, the experimental data (black and red circles) of
1 NB: The calculations based on k ·p model were not able to provide a prediction of the energy shift.
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Fig. 4.10: (a) Relative emission energy, ∆E, of the peaks related to the HH and LH bands
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more HH (LH)-like is denoted by HH (LH). The measurements were performed
at the same position as the one presented in Fig. 4.8 and Fig. 4.9.
the emission related to the valence bands are compared with calculations (black lines)
obtained by equation 2.12. The energies described by equation 2.12 are the energies of the
valence band edges with respect to the edge of the conduction band, whereas the energies
obtained by the measurement are the energies of the free excitons related to the valence
bands. However, the change of the exciton binding energy can be neglected in a good
approximation (not shown) [68]. This makes equation 2.12 to be an appropriate formula
to estimate the stress.
In order to obtain values for the prestress (X0, Y0) along the two directions, first the stresses
along [110] and [11¯0] direction, X and Y , in the equation were adjusted to the emission
energy of the GaAs-peaks at F=0 kV/cm. Then the stresses, X and Y , were adjusted to find
the best agreement with the experimental data for F>0. We obtain values for the prestress
of X0 = 3.05 kbar and Y0 = 0.15 kbar along the [110] and [11¯0] direction, respectively. We
find for this measurement that the created stress and F are in a good approximation linearly
related. The obtained values of X created by the PMN-PT are indicated on the upper axis
in figure 4.10. We found a value for the stress anisotropy of m =Y/X =−0.7±0.05, which
coincidences with the value expected for the PMN-PT given in reference [24]. An electric
field of F =33.3 kV/cm leads, in addition to the prestress, to a stress of ∼0.7 kbar along
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the [110] direction. The data presented in this section consider only positive values of F.
If we take into account that F can also go down to values of −20 kV/cm we can in total
apply a stress within a range of X ∼0.84 kbar=84 MPa. This corresponds to a strain-range
of ∆ε‖ = 0.13% and ∆ε⊥ = −0.11% (calculated by the relations given in reference [131]).
This stress is more than twice as large as the one reported by Seidl et al. (see Fig. 2.16),
who used standard lead zirconate titanate (PZT) crystals [19]. In addition to the larger
magnitude of the stress, in our case the anisotropy of the stress of m=−0.7 has to be taken
in to account which is also more than twice larger than the one of the PZT used in the
cited work (m =−0.3 [132]). Attempts to estimate the stress in the regions of blueshifting
QDs failed, since the two GaAs peaks were not widely enough separated.
We have shown in this section that the emission of GaAs/AlGaAs QDs shifts sometimes
red and sometimes blue as F is increased (measurements performed on other QDs/QWPFs
lead to similar results, not shown). Due to the approximately parallel shift of Xs in close-by
QDs, we ascribe this effect to local irregularities of the strain transfer from PMN-PT to the
membrane. Furthermore, we have used the PL-signal of bulk GaAs to estimate the local
stress applied to the QDs. We found that the applied stress is a factor of two larger than
the stress created by the standard piezo crystals used by most of the other research groups
up to now. Additionally, we showed that the shift of the GaAs valence bands is not easily
related to the shift of the QDs, thus a more complex theory is required to understand the
shifting behavior.
4.2.2 Anticrossing of the bright excitonic states
In this section we focus on the influence of anisotropic biaxial stress on the FSS and on the
polarization orientation of the photons emitted by Xs confined in different kinds of QDs
and QWPFs. First, a detailed investigation based on GaAs/AlGaAs QWPFs is presented,
then the study is extended to GaAs/AlGaAs QDs grown by hierarchical self-assembly and
to InGaAs QDs. The experimental results are accompanied by calculations, based on eight-
band k ·p and the configuration interaction models, performed by Vlastimil Krˇa´pek and
Petr Klenovsky´. The figures are mainly taken from reference [25].
Figure 4.11 shows the influence of anisotropic stress on the emission of a X confined in a
single GaAs/AlGaAs QWPFs. Figure 4.11(a) shows the polarization resolved color-coded
PL-intensity map of the X-emission as a function of the emission energy for different electric
fields F=33, 10, −6.6, −20 kV/cm (labeled in the figure by the numbers 1-4) applied to the
PMN-PT. The intensities of each line (1-4) are normalized to their maximum. Three effects
are mainly observed in (a): (i) The emission energy E(F,φ) shifts by ∼4 meV. (ii) The
polarization orientation of the excitonic emission, which is related to the phase of the wavy
pattern, rotates by more than 60◦ (indicated by the dashed lines). (iii) The magnitude of
the FSS, i.e., the amplitude of the oscillations of the wavy patterns first decreases (points
1→2) and then increases again (2→4). Figure 4.11(b) shows a sketch of the device, where
the electric field is applied along the x direction, which is parallel to ε‖ (see Fig. 3.9(a)).
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The [001]-direction of the membranes is pointing along the z-direction. The [11¯0] direction
of the membrane is tilted by an angle of ∼20◦ with respect to the x axis.
In order to obtain a deeper insight into the afore mentioned effects, the data were analyzed
more in detail. The analysis of the data is performed in the same way as presented in
section 4.1. The polarization angles are given by the orientation of the high-energy emission
line with respect to the direction of F. In figure 4.11(c)-(e) the polarization dependence
of the relative peak positions ∆E = |E(φ ,F)−E(F)| for points 1, 2, and 4 is illustrated
in polar coordinates, where E(F) is the average emission energy for a certain value of
F. They show clearly that FSS and polarization orientation change for different fields F.
Figure 4.11(f) displays the polarization orientation vs. E(F), as F is varied from F=33 to
−20 kV/cm. Figure 4.11(g) shows the magnitude of the FSS vs. E(F). Going from low
to high emission energies, i.e., from tensile to compressive stress, first the FSS decreases
down to a minimum value of about 20 µeV before increasing again, simultaneously, the
polarization orientation rotates (see Fig. 4.11(f)). The simultaneous occurrence of both
effects can be theoretically explained by an anticrossing of the bright excitonic states (see
also chapter 2.2.1) [16, 26, 91]. The uncertainty of the polarization orientation is less than
10◦, the one of the FSS is less than 5 µeV.
Figure 4.12 provides a qualitative view on the effects produced by stress on the FSS and on
the polarization orientation. The ellipsoidal shapes in Fig. 4.12 represent the shape of the
effective confinement potential of the QD for different stressfields (indicated by the outer
red and black arrows) applied to the QD. The orientation of the green and blue arrows in
Fig. 4.12 displays the polarization orientation of high- and low-energy components of the
X-emission line, respectively. The difference in length of the arrows, i.e., the elongation
of the ellipse, stands for the magnitude of the FSS. In figure 4.12(c) the situation of an
unstressed QD is depicted. The main axis of the QD is assumed to be tilted by an arbitrary
angle of 20◦ with respect to the x-axis (see 4.11 (b)). The polarization orientations of the
two emission lines are aligned along the main elongation axes of the QD. In figure 4.12(b)
the situation for compressive stress along the x-axis is depicted: Stress leads to a rotation
of the polarization orientation and to a lowered FSS compared to the unstrained case. If
the magnitude of the compressive stress increases more and more, the polarization aligns
along the axes of the applied stress, i.e., the high-(low)-energy component aligns parallel
to ε‖ (ε⊥) (see Fig. 4.12(a)).
4.2. Influence of anisotropic stress on QD-Emission 61
40
0
40
0
90
1
8
0
0
90
1
8
0
0
90
1
8
0
D
E
(µ
e
V
) (c) (d) (e)
P
o
la
ri
z
a
ti
o
n
,
(d
e
g
)
f
Emissionenergy, (eV)E( , )f F
Int. (arb. u.) max
1.739 1.741
0
180
360
540
720
1.738 1.739 1.740 1.741 1.742
Emission energy, (eV)E( )F
0
30
60
0
30
60
P
o
l.
o
ri
e
n
t.
(d
e
g
)
F
S
S
(µ
e
V
)
(f)
(g)
F=
0 kV/cm
1
4
2
270270270
GaAs/AlGaAs
QWPF
F=
33 kV/cm F=
-20 kV/cm
F=
10 kV/cm
3
F=
-6.6 kV/cm
g
ro
u
n
d
P
M
N
-P
T
V
glue
samples
(b)
x
y
z
min
2 3 41(a)
1 2 4
Fig. 4.11: Behavior of the X-emission of a GaAs/AlGaAs QWPF as anisotropic biaxial
stress is applied. (a) Color-coded PL intensity vs. polarization angle, φ , and
emission energy, E(φ ,F), for different values of F applied to the PMN-PT (the
field values for the panels 1-4 are indicated in (f)). The intensity is normalized to
the highest intensity value for each polarization measurement (1-4). The dashed
lines indicate the rotation of the polarization orientation. The x direction in (b)
is parallel to F and to ε‖, and corresponds to polarization angles of 0◦, 180◦,...
and coincides with the polarization orientation of the high-energy component at
F=−20 kV/cm (panel 4). (b) Sketch of the device, consisting of a QD-membrane
glued on a side of a PMN-PT crystal. (c)-(e) Polarization dependence in polar
coordinates of the relative emission energy, ∆E, (i.e., the mean emission energy,
E(F), for each value of F is subtracted) for panels 1, 2, and 4, respectively, of
(a). (f) Polarization orientation of the high-energy component with respect to x
vs. E(F). The dots marked by red circles correspond to the data shown in (a).
(g) FSS vs. E(F). The grey shadowed area in (f) and (g) highlights the data
points which are analyzed more detailed in Fig. 4.13.
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Fig. 4.12: Illustration of the influence of anisotropic stress on the FSS and on the polar-
ization orientation of the emitted photons. The ellipsoidal shapes are related to
the effective shapes of the QD-confinement potential (which is a composition of
QD-shape and band structure of the crystal). The orientation of the green/blue
arrows stands for the polarization orientation of the high/low-energy emission
line, whereas the difference in length of the arrows symbolizes the FSS. Different
situations are shown: for strong compressive stress (ε‖ < 0), (a) weak compres-
sive stress (b), no applied stress (c), and tensile stress. The type of the stress
(tensile or compressive) is named after the component with the higher absolute
value (in these cases ε‖).
In the case of tensile stress as shown in Fig. 4.12(d), the polarization orientations align
perpendicularly with respect to the afore mentioned situation described in Fig. 4.12(a).
After the polarization orientation reaches its final orientation the increasing stress leads
to a larger FSS. In this simple picture we would expect zero FSS for a circularly shaped
confinement potential, which can obviously not be created with the configuration described
in Fig. 4.12. Despite of the simplicity of this illustration, it is evident that in the depicted
case the FSS can not be tuned to zero if the QD-orientation and the stress direction are
not properly aligned with respect to each other. More in general, these considerations can
be applied to any tuning technique which only acts along one fixed direction.
Having a closer look to the experimental data presented in Fig. 4.11(f), one sees that
the polarization orientation does not rotate smoothly, but exhibits little oscillations of
the polarization orientation. In order to exclude that these oscillations are artifacts, we
studied the data recorded in the surrounding of one oscillation more in detail. Figure 4.13
shows the relative emission energy, ∆E, vs. the polarization angle for the eight data points
marked by the grey-shadowed area in figure 4.11(f) and (g), belonging to one oscillation
of the polarization orientation. A comparison of the data points in the grey shadowed
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Fig. 4.13: Details of the grey shadowed part of the polarization rotation presented in fig-
ure 4.11(f) and (g). The eight panels show the relative peak position ∆E vs. the
polarization angle for different electric fields from F =10 kV/cm (equivalent to
point 2 in Fig. 4.11) down to 4.2 kV/cm. The dotted lines are guides to the eye
following the polarization angle of the higher energetic emission line. The red
curves are sinusoidal fits, the phase of which is used to estimate the polarization
orientation
area in figure 4.11(f) and the change of the phase of the sine curves in figure 4.13 shows
that the oscillations of the polarization orientation are real. Possible origins for these
oscillations will be discussed later in this section. We also verified that these oscillations
are not caused by a disfunction of the λ/2-plate, by using parallel to the measurement,
the light of a linearly polarized laser in order to monitor the actual angle of the λ/2-plate.
Additionally, the orientation of the polarization of this reference laser was used to estimate
the absolute angle of the polarization with respect to F.
In order to obtain a deeper understanding of the observed effects, we present another
measurement. Figure 4.14 shows the behavior of polarization orientation (a) and FSS
(b) of the emission of a X confined in a second GaAs/AlGaAs QWPF under anisotropic
stress. The [11¯0] direction of the membrane is aligned parallel to ε‖. This QWPF shows a
similar behavior as the one presented in figure 4.11, but here the FSS reaches values below
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Fig. 4.14: Behavior of the emission of a X confined in a second GaAs/AlGaAs QWPF under
anisotropic biaxial stress. (a) Polarization angle of the high-energy emission line
with respect to the direction of the electric field vs. the mean emission energy
E(F). (b) FSS vs. E(F). The dashed vertical line in (a) and (b) shows the
datapoints recorded at F =0 V/cm. The [11¯0] direction of the membrane is
aligned parallel to F.
5 µeV, and the polarization rotates by more than 70◦. It can be seen more clearly than in
Fig. 4.11 that the polarization mainly rotates as the FSS is close to its minimum value. If
the FSS increases above a certain value, the polarization orientation appears to saturate
at a certain angle and more precisely, it aligns parallel to F for strong compression. The
energy tuning range is only ∼1.5 meV, whereas it is ∼4 meV for the QWPF presented in
Fig. 4.11. Generally, we observe that the magnitude of the energy shift does not seem to be
important for the tuning of the FSS. This can be explained by different stress anisotropies,
i.e., different values of m (see previous chapter), due to an imperfect strain transfer from
PMN-PT to the QD-membrane. For example, in the case of an anisotropic stress, where
both stress components have the same magnitudes but opposite signs (i.e., m = −1), we
would not expect a large shift of the QD energy, but a strong change of the QD-anisotropy
and hence a strong modification of the FSS.
For both QWPFs presented here, the emission energy depends almost linearly on F (not
shown here). The emission of both QWPFs shows a similar behavior, i.e., a simultaneous
modification of polarization orientation and FSS, as stress is applied. However, whereas
the polarization of the first QWPF exhibits peculiar oscillations (see Fig. 4.11(f)), the
second QWPF shows a smoother behavior. The origin of these oscillations might be re-
lated to the characteristic shape of each of the QWPFs or they might originate from time
dependent electrostatic perturbations in the vicinity of the QWPFs [50]. The oscillations
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of the polarization mainly occur when the FSS is close to its minimum value, where the
polarization orientation is more sensitive to perturbations of the surrounding [102]. The
latter explanation is also strengthened by studies performed on GaAs/AlGaAs QDs (grown
by droplet etching) with higher optical quality, which do not show this kinds of oscillations
(see also section 4.2.3). Also the studies performed by Bennett and co-workers did not
observe this behavior for the high quality QDs used in their work [16].
In order to test whether the low confinement potential of the QWPFs is responsible for the
observed effects we also investigated the influence of anisotropic stress on hierarchically
grown self-assembled GaAs/AlGaAs QDs and InGaAs/GaAs QDs. In spite of the very
different structural properties of the two kinds of QDs we observed qualitatively the same
behavior of the X-emission under anisotropic stress as for the QWPFs: For the results
obtained on the GaAs/AlGaAs QD presented in Fig. 4.15(a) we observe a clear rotation
of the polarization by ∆φ =79◦. At the same time the FSS is tuned in total by ∼70 µeV,
and it reaches a minimum value of ∼11 µeV (see Fig. 4.15(b)). The polarization of this
QD shows very pronounced oscillations (see text above for possible explanations). The
emission energy was tuned by ∼5 meV. The InGaAs/GaAs QD presented in Fig. 4.15(c)
and (d) shows a similar behavior. The tuning range of the FSS is with ∼25 µeV lower than
for the GaAs/AlGaAs QD. The minimum FSS measured on this QD is ∼2.5 µeV and the
emission energy was tuned by 2.5 meV.
The main difference between all QDs/QWPFs presented in this section is that the emis-
sion of the GaAs/AlGaAs structures shift red if F is increased, but with different tuning
ranges (for similar electric fields F applied to the PMN-PT), whereas the emission of the
InGaAs/GaAs QD shifts blue under tensile stress. For all kind of QDs/QWPFs we ob-
serve that for large positive (negative) values of F, the low (high) energy component aligns
along F. This finding strengthens the explanation that the blueshift originates from an
anisotropic strain transfer from the PMN-PT to the QD-membrane: If m is ∼ −1, we do
not expect a big influence on the tunability of the FSS if m is slightly greater or smaller
than −1, since the anisotropy of the stress is similar. In contrast we would expect that the
tuning direction of the emission energy is changed, since the relative magnitudes of the two
stresses is changed (i.e., one applies tensile instead of compressive stress and vice versa).
If we compare our results with the one from Seidl et al. shown in Fig. 2.16, who did not
report about a rotation of the polarization, we see that in our case the tuning range of
the FSS is about a factor of five larger [19]. We assign this improvement to: 1) a twofold
larger stress-magnitude applied to the QDs/QWPFs and 2) to the higher stress anisotropy
created by the PMN-PT (see end of previous section).
Calculations, based on the eight-band k ·p and the Configuration interaction models, were
performed by Vlastimil Krˇa´pek and Petr Klenovsky´, in order to understand the effect of
stress on the QD-emission. The results are presented in figure 4.16. The calculations are
based on semielliptically-shaped artificial GaAs/AlGaAs QDs with material compositions
equal to the nominal ones used in the experiments. The parameters of the QD-shape
were optimized in order to obtain realistic values for emission energies and FSS, in the
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Fig. 4.15: (a), (b) Polarization orientation and FSS vs. the emission energy, E(F), of a X
confined in a GaAs/AlGaAs QD grown by using the hierarchically self-assembled
growth method. (c), (d) Same measurement as presented in (a), (b) but of a X
confined in InGaAs/GaAs QD. The polarization orientation, φ , is defined as the
angle of the higher energetic emission line with respect to the direction of F.
For both QDs F is approximately aligned parallel to the [11¯0] direction of the
membrane. The vertical dotted line indicates F =0 kV/cm, i.e., the transition
from compressive to tensile stress.
unstrained case (ε‖=0%). The left inset in figure 4.16(a) shows a sketch of the artificial
QD. The height h is set to 4 nm and the base diameters (a and b) to 39 and 30 nm,
respectively. The dot is positioned on top of a two nm thick GaAs quantum well. An
anisotropic strain, consisting of ε‖ parallel to the [11¯0]-direction and ε⊥ parallel to the
[110] direction of GaAs is implemented (the left (right) inset in Fig. 4.16(b) shows a sketch
of the strain configuration for negative (positive) ε‖). The relation of the two strains is set
to the one of the stress induced by the PMN-PT, i.e., ε⊥ =−0.7 ·ε‖ [24]. In figure 4.16 the
polarization orientation (a), FSS (b), as well as shape (c)-(e) and orientation (f) of the hole
wave function are plotted as a function of ε‖ for QDs with different alignment directions
with respect to F. The right inset in figure 4.16(a) illustrates how the long axis a of the QD
is rotated by an angle α with respect to the direction of ε‖. The ideal situation corresponds
to α = 0◦, i.e., the QD is aligned along the [110] crystal direction with the strains acting
along two main axes (a and b) of the QD. For zero strain the QD has a FSS of 33 µeV which
is concordant with typical observed values. When the QD is stretched the FSS varies in a
wide range. It reaches a minimum value of 0.4 µeV at ε‖ = 0.086%, and then, for strain
values away from this point, the magnitude of the FSS increases monotonically. Due to
the uncertainties of several µeV this minimum FSS can be seen as zero FSS, i.e., the bright
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Fig. 4.16: Theoretical study of the influence of anisotropic biaxial strain on the light emitted
by Xs confined in model GaAs/AlGaAs QDs. The left inset in (a) shows the
shape of the semiellipsoidal artificial structure. (a) Polarization orientation of
the high-energy component with respect to the [11¯0]-direction (equivalent to
x in Fig. 4.11(b)) for different values of the angle α between main elongation
direction a and the [110] crystal direction, see right inset. (b) Corresponding
values of the FSS. The left (right) inset displays the direction of the applied
stress for compressive (tensile) strains ε‖. (c)–(e) Density map of the ground-
state hole wave function in the (001)-plane for a QD with α=0◦ for different
strain values. The white ellipse indicates the shape of the QD. (f) Orientation of
the hole wave function with respect to the [110] direction vs. strain, for different
angles α . The ratio of the two strains ε⊥/ε‖ is kept fixed at −0.7.
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states of the exciton undergo a crossing. The expectation of a crossing for this situation is
concordant with calculations based on group theory in the work from Singh et al. [26].
Figure 4.16(a) shows how the polarization orientation of the higher energetic emission line
changes (with respect to the direction of ε‖) as the magnitude of ε‖ is modified. For
ε‖ < 0.086% the high-energy component aligns along the [11¯0] direction. Tensile strain
with values ε‖ > 0.086% leads to an abrupt change by 90◦ of the polarization orientation.
The orientation of the low-energy emission line is perpendicular with respect to the higher
energetic line.
For increasing α the minimum reachable FSS increases up to 36 µeV (for α=45◦) and the
minimum of the FSS becomes broader and broader. At the same time the polarization
rotates more and more smoothly compared to the α=0◦ case. In the case of α=45◦, the
minimum reachable FSS is achieved at ε‖ = 0%. The reason for this is that for both,
compressive and tensile stresses the situation is similar, i.e., the anisotropy of the QD
is enlarged with respect to the unstrained case. For ε‖ = 0% the polarization alignment
is mainly given by the direction of the QD alignment. As ε‖ increases, the structural
orientation becomes less important, and the polarization orientation is mainly given by the
magnitude and direction of the strain, yielding to similar values for all angles α . The case
for different angles α described here is more comparable to the case of the QWPFs, since
there also the structural shape is tilted with respect to the crystal axis, and not the axis
of the crystal together with the QD orientation. We also performed calculations which are
more similar to the case of the real QDs, i.e., the QD-orientation is fixed along the [110]
direction and the direction of the strain is changed with respect to the crystal direction
(not shown). These calculations lead qualitatively to the same results as the one described
above.
To understand more in detail how the strain influences the electronic states in the QDs, we
inspected theoretically the single-particle states of electrons and holes. The calculations
were performed by using the same parameters as in Fig. 4.16 (a) and (b). We observe that
the electron state is affected much less by the strain than the hole state. As already assumed
by the simple consideration presented in Fig. 2.8 the strain induced mixing of the valence
bands leads to a mixing of the hole state in the QDs. In particular (i) The contribution
of the LH band to the hole state is increased from 0.6% at ε‖=0% to 11% at ε‖=0.2% for
α = 0◦; (ii) the hole wave function changes shape and orientation. Figures 4.16(c)-(e) show
density maps of the hole wave function for strains ε‖=−0.4, −0.1, and +0.4% respectively
(for α = 0◦). The white elliptical lines indicate the orientation of the QD structure. It can
be seen that the orientation of the hole wave function changes by 90◦. A more detailed
view to the rotation of the wave function is given in figure 4.16(f). A behavior similar
to the rotation of the polarization presented in figure 4.16(a) is observed. The larger α
the smoother is the rotation of the wave function. Generally, for compressive strains, i.e.,
ε‖ < 0 the hole wave function seems to align parallel to ε‖ and for tensile strains (ε‖ > 0)
perpendicular to the direction of the strain. At the same time the electron wave function
rotates by less than 7◦ (for α =45◦, not shown). The change of the hole wave function
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shape results mainly from the mixing of the HH band with other bands, i.e., mainly the LH
band, and from the anisotropy of the effective mass along the [110] and [11¯0] direction. The
calculations show that the influence of the strain-induced shift of the GaAs band edge with
respect to the one of the surrounding AlGaAs barrier layer has a negligible influence on
the FSS. The calculations also show that the electric field created by the charge separation
due to the piezoelectricity of GaAs has a negligible contribution to the FSS (not shown
here).
In conclusion, we observed experimentally for all different kinds of QD/QWPF structures
the same qualitative behavior: A simultaneous modification of polarization orientation and
FSS, referred to as anticrossing of the bright excitonic states. A comparison of experimental
and theoretical results shows that, in spite of the simplicity of the model QD-shape the
theory reproduces well the general behavior of FSS and polarization orientation. The
unknown parameters like prestress, individual QD-shape, and magnitude and direction
of the applied stress make a direct comparison between experiment and theory difficult.
Similar to other tuning techniques acting along only one fixed axis, the main drawback of
this method is that only the magnitude of the stress but not the direction of the stress can
be varied if the membrane is once transferred. However, the results presented here, suggest
that anisotropic stress is generally able to tune the FSS to values which are sufficiently
small to create polarization entangled photon pairs. A comparison with the work from
Bennett and co-workers, based on vertical electric fields, shows that anisotropic stress is
a competitive on-chip tuning technique (see Fig. 2.17 and reference [16]). A combination
with other tuning techniques, like vertical electric fields, will enable the FSS to be tuned
even to smaller values.
4.2.3 Tuning of valence band mixing
As already mentioned in the last chapter and predicted by the simple theoretical model
presented in chapter 2.1.5 we expect a change of mixing between HH and LH-states in
the QDs as anisotropic stress is applied. Here we present studies performed on intrinsi-
cally strain-free GaAs/AlGaAs QDs grown by Ga droplet etching (see sample structure in
Fig. 3.7). In order to obtain information about the valence band mixing in unstrained QDs,
the emission of QDs embedded in a piece of the unprocessed sample is studied. The influ-
ence of stress on the HH-LH mixing was then investigated by applying anisotropic biaxial
stress to the QD-membranes by using the technique presented in the previous sections.
Both parts of the study are accompanied by calculations, based on the eight-band k ·p and
configuration interaction models, performed by Vlastimil Krˇa´pek and Petr Klenovsky´.
The advantage of the GaAs/AlGaAs QDs, grown by droplet etching, is the very high optical
quality, i.e., a small spectral linewidth of the single X-emission lines (down to 8 µeV, not
shown). The small spectral linewidths can be ascribed to a smaller number of defects in
the QD surrounding. This allows us to study the relative intensities of the two X-emission
lines [50]. The relative intensities can be used as a measure for the HH-LH mixing [28,87].
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The polarization anisotropy is caused by the fact that the HH-state contributes an opposite
polarization than the LH to the X-emission, leading to an elliptically polarized emission [87].
In order to understand why the two valence bands mix, we have to go back to the origin of
the FSS discussed in chapter 2.2.1. Both HH and LH have same angular momenta J = 32 ,
but different spins, mJ =±32 and mJ =±12 , respectively. A QD-symmetry lower than D2d
allows transitions between these two spin states, similar to the mixing of the bright excitons
being responsible for the FSS, and causes hence mixing of the two bands [28,87,133].
The polarization degree, P, is defined as a measure of the relative intensities and is given
by the normalized difference of the intensity of the higher Imax and lower Imin energetic
X-emission line:
P =
Imax− Imin
Imax+ Imin
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Fig. 4.17: Study of the polarization degree, P, of QDs embedded in an unprocessed sample.
The red data points are the experimentally obtained values of P, plotted vs.
the corresponding FSS. The blue star shows the average value of the measured
data. The upper inset shows the raw data of the high (red line) and low (black
line) energetic emission line of a X. The black data points present the calculated
polarization degree vs. FSS and elongation (a/b), obtained for semiellipsoidally
shaped GaAs/AlGaAs QDs of different elongations (see lower inset for shape of
the model QD, and upper axis for elongation).
Figure 4.17 shows a comparison of the experimentally (red data points and blue star)
and theoretically (black data points) obtained relation between P and FSS. The experi-
mental data are measured on an unprocessed sample containing GaAs/AlGaAs QDs. An
unprocessed sample was chosen in order to minimize the influence of prestrain due to the
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processing. The measurement and analysis of FSS, emission energy and polarization orien-
tation is performed in the same way as described in the previous chapters (see section 4.1).
The values for Imax and Imin are obtained by taking the intensities at the corresponding
polarization angles (see also Fig. 4.18 and corresponding text for details). Artifacts leading
to a change of the polarization degree due to a polarization anisotropy of the experimental
setup are excluded, by a calibration of the setup. The blue star displays the average value
of the measured data, showing that the average value of P is negative. The FSS magni-
tude varies from ∼20 µeV to ∼50 µeV. The upper inset shows spectra the two excitonic
lines from a single QD, recorded at perpendicular polarization angles. It can be seen that
the high-energy emission line has a lower intensity than the low-energy one, leading to a
polarization degree of P =−0.082. The average value of the FSS is ∼15 µeV smaller than
the values obtained by the GaAs QDs grown by hierarchical self-assembly (see Fig. 4.5(b),
with D =7 nm). The uncertainties on the experimental data make it difficult to extract
information on a possible relation of FSS and P. However, the majority of the investigated
QDs shows a negative P. Surprisingly, this finding is the opposite to that reported by Bel-
hadj and co-workers measured on another kind of GaAs/AlGaAs QDs (grown by droplet
epitaxy) [28]. Another work from Lin et al. [87] focusses on the polarization anisotropy of
InGaAs/GaAs QDs. They observed polarization degrees of different magnitudes and signs
for InGaAs/GaAs QDs. They ascribed this observation to intrinsic prestrain (caused by
the lattice mismatch of InGaAs and GaAs), atomistic anisotropy and to piezoelectricity
(caused by the lattice mismatch-induced strain) in their QDs. However, the difference to
the QDs used in their experiments makes it difficult to establish a link to our results. In ad-
dition they also showed that an in-plane magnetic field can in principle be used to tune the
HH-LH mixing. The fact that we observe non-zero polarization degrees for GaAs/AlGaAs
QDs, which can considered to be intrinsically unstrained, suggests, in agreement with
reference [28], that the shape of the QDs is responsible for the hole mixing.
In order to obtain a better understanding of the experimental data, calculations based on
eight-band k ·p theory, were performed to study the polarization degree of semiellipsoidally
shaped artificial QDs having the same composition profiles as in the experiments (see lower
inset in Fig. 4.17 for QD-shape). The calculations were performed on QDs with different
lateral extensions a, b, while the height, h=4 nm, was kept fixed. In figure 4.17 the relation
between P and FSS is plotted (black datapoints), as the elongation (a/b) is varied from
1.0 to 2.5 (see upper axis for elongation). The values of a and b are chosen in such a way
that the volume of the QD is constant, to avoid misleading contributions of a changing
QD-volume. Due to the scattering of the experimental data no detailed comparison of
experiment and theory can be made. However, the average of the experimental data is
comparable with the predicted curve.
In order to see the influence of anisotropic stress on the polarization degree, we analyzed
the spectral emission of a X for different electric fields F applied to the PMN-PT. The
[11¯0]-direction of the membrane was aligned parallel to the direction of F.
Figure 4.18(a) shows a polarization resolved color-coded PL-intensity map of a X confined
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in a GaAs/AlGaAs QD with F=−10 kV/cm. The panel 4.18(c) shows the relative peak
position (red dots) for each polarization angle vs. the polarization angle (compare also with
figure 4.2(a)). The black line is a sinusoidal curve fitted to the measured data in order to
obtain values for FSS and polarization orientation. The panel 4.18(e) shows the intensity of
the emission line vs. the polarization angle (the line was smoothed over three data points,
corresponding to 6◦). The vertical solid (dotted) lines indicate the position of the higher
(lower) energetic emission line. Figures 4.18(b), (d), and (f) show the same results for an
electric field of F =+30 kV/cm. A comparison of panels (c) and (d) shows that the FSS
is tuned from values above 60 µeV down to values below 10 µeV. Most interestingly, the
relative intensity of the two emission lines changes from the left to the right side. For
F=−10 kV/cm the polarization degree is clearly positive, whereas the polarization degree
for F=+30 kV/cm tuned to slightly negative values.
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Fig. 4.18: (a), (b) Polarization resolved color-coded PL-signal of the recombination of a
X confined in a GaAs/AlGaAs QD. (c), (d) Relative emission energy, ∆E, of
the two excitonic components as a function of the polarization angle. The red
data points display the spectral peak position measured for each single spectrum,
the black solid line shows a sinusoidal fit applied to the data points in order to
obtain values for the FSS/orientation of the polarization. (e), (f) Intensity vs.
polarization angle. The vertical solid lines indicate the position of the higher
energetic emission line, the dotted lines indicate the position of the lower ener-
getic emission line. (a), (c), (e) shows a measurement performed at an electric
field F = −10 kV/cm applied to the PMN-PT, (b), (d), (f) show similar plots
for F=+30 kV/cm.
Figure 4.19(a)-(c) show the behavior of FSS, polarization orientation and polarization
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degree as a function of F, which is varied from +30 kV/cm down to −13 kV/cm (red
data points) and back to +30 kV/cm (green data points, for the same data as presented
in Fig. 4.18). In Fig. 4.19(a) the FSS is plotted vs. the applied electric field. The FSS
goes with increasing values of F towards a minimum value of ∼8 µeV. In Fig. 4.19(b) the
angle of the polarization orientation of the higher energetic emission line (with respect to
the direction of F) is plotted vs. F. FSS and polarization orientation describe the typical
behavior expected for an anticrossing of the bright excitonic states as described in the last
section, i.e., the polarization rotates mainly when the FSS is close to its minimum value.
Figure 4.19(c) shows how the polarization degree changes as the electric field is modified.
The polarization degree can be tuned over a broad range, from negative to positive values
by almost 35%. To see whether the characteristic features of the measured data are stable
over longer time, we repeated the same measurement by changing the electric field in the
opposite direction (green data points). The green datapoints reproduce the trend of the
red data points, but with a shift in F. This behavior can be explained either by a hysteresis
of the PMN-PT or by an inelastic contact between membrane and PMN-PT.
Interestingly, the X-emission energy follows a parabola as plotted vs. F, i.e., shifts first
red and then blue when going from small to larger values of F (see inset in Fig. 4.19(b)).
An explanation for this behavior is that the ratio between the applied stresses m =Y/X is
close to m = −1, and can, due to a slightly varying strain transfer between the PMN-PT
and membrane, change from m > −1 to m < −1 (see section 4.2.1). However, as already
discussed in the last section the change of the emission energy with respect to F does
not have a big influence on the change of FSS and polarization orientation. We observed
similar changes of P for other QDs where the emission energy shifts linearly with F.
Figures 4.19(d)-(f) show the results of the calculations. The parameters of the calculations
are the same as of the theoretical study presented in the previous section. The elongation
axis of the semiellipsoidal QD is rotated by α =15◦ with respect to the [110] direction. In
Figs. 4.19(d) and (e) the relation between FSS and polarization orientation of the higher
energetic emission line with respect to the [11¯0]-direction is shown as a function of ε‖. A
typical anticrossing behavior is observed. Figure 4.19(f) illustrates the relation of polar-
ization degree and ε‖. For the unstrained QDs the polarization degree is negative, and
increasing values of |ε‖| tune it towards positive values. The angle α = 15◦ was chosen
arbitrarily. For decreasing values of α , the qualitative behavior of P is the same, but it
changes more and more abruptly. Furthermore, we observe that for a QD with restored
D2d-symmetry, using a QD with α =0◦ a polarization degree of zero can be obtained (not
shown), as expected from reference [87].
The unshadowed area in (d)-(f) allows a direct comparison with the experimental data. A
quantitative comparison of experiment and theory remains difficult, since shape, prestress
(due to the processing and cooling procedure), magnitude and direction of the stress are
not precisely known. We assign the change of the P to a change of the HH-LH mixing in
the QDs. This means that anisotropic stress can be used as a ”tuning knob“ for the purity
of the QD-hole state.
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Fig. 4.19: (a), (b) Detailed experimental investigation (a)-(c) of the results presented in
Fig. 4.18 and modeled results (d)-(f). The electric field F applied to the PMN-PT
is modified from F=+30 kV/cm to F=−13 kV/cm (red data points) and back
to F = +30 kV/cm (green data points). (a) FSS vs. F, (b) Polarization angle
of the higher energetic emission line with respect to the direction of F vs. F.
The inset in (b) shows the emission energy, E(F) vs. F, the scalebar corresponds
to a relative energy of 0.5 meV. (c) Polarization degree vs. F. (d)-(f) show the
calculated results for an artificial QD tilted by 15◦ with respect to the [11¯0]
as strain ε‖ parallel to the [11¯0]-direction is taken into account (compare with
Fig. 4.16 and see inset in (d)). (d) displays the relation of FSS and ε‖, (e) shows
the polarization orientation of the higher energetic emission line with respect to
the direction of ε‖. The insets in (e) indicate the direction of the strain field
applied to the QD. In (f) the relation between polarization degree and ε‖ is
plotted. The non-shadowed area in (d)-(f) is a guide for the eye, to allow a link
between theory and experiment.
In conclusion, we showed that already in intrinsically unstrained GaAs/QDs the hole states
are not pure, but a mixture of HH and LH. As expected from the simple theoretical model
presented in chapter 2.1.5, our results show that anisotropic stress can be used to tune the
purity of the hole state, which might be important for experiments using the hole-spins as
a Quantum-bit, where it is important to have pure spin states [29–31].
5. Summary and Outlook
Sources of polarization entangled photon pairs on demand are key elements for quantum
cryptography and quantum computing, which may allow for safer data transfer and faster
information processing, respectively. In this context self-assembled QDs have proven to be
on-chip sources of polarization entangled photon pairs, which can be triggered electrically
or optically [12, 17, 59, 99]. Most of the studies reported so far are based on the approach
proposed by Benson et al., using photons emitted by the so-called XX-X decay cascade of
QDs [11]. The utilization of QDs as sources of polarization entangled photon pairs sets
very high demands on the QD emission and on the coherence of the decay cascade. One
of the main requirements to achieve entanglement is a sufficiently small energy splitting of
the intermediate X-state, referred to as FSS, which has to be of the order of the emission
linewidth [18]. Most of the studies rely on fortunate circumstances or on complex techniques
to tune the FSS. Only the QDs used in the work of Mohan et al. exhibit sufficiently low
FSS to create polarization entangled photon pairs out of as-grown QDs [99]. The small
FSS in their experiments is at the costs of a comparatively low QD quality. In addition,
the QDs are based on (111)-GaAs substrates whereas the common technology is based on
(001)-GaAs substrates, thus making this approach less appealing for potential applications.
A suitable technology allowing to tune the FSS, without a complex experimental setup,
is the application of a vertical electric field to the QDs [16]. The disadvantage of this
technology is that the electric field can not be used at the same time to electrically pump
the QDs and to tune the FSS [8]. Another on-chip ”tuning knob“ is therefore required if
both conditions are to be met by the same device.
This work presents a detailed experimental study of the excitonic FSS of semiconductor
QDs and QWPFs. Furthermore, it shows that reversible anisotropic stress is a powerful
”tuning knob“ to control the QD emission. Specifically, stress modifies the emission energy,
the FSS, the relative intensity and the polarization orientation of the emitted light. Each
of the experimental studies is accompanied by calculations, based on the eight-band k ·p
model, performed by Vlastimil Krˇa´pek and Petr Klenovsky´.
In the first part of this work, a combined structural and optical investigation of
GaAs/AlGaAs QDs grown by hierarchical self-assembly and GaAs/AlGaAs QWPFs is
presented [22]. We used AFM measurements to estimate the shape and the alignment
direction of AlGaAs NHs, which are expected to have the same morphology as the QDs.
The morphology of hundreds of NHs is statistically compared as the thickness D of the
underlying AlGaAs layer is modified, and the structural differences are related to the emis-
sion of the QDs. We observed that an increasing D leads - due to the lower depth of the
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QDs - to a blue-shift of the emission. More importantly, we found that the thickness of
D can be used to modify the distribution of the excitonic FSS, and that the orientation
of the linear polarization of the light emitted by the Xs confined in the QDs is parallel
to the main elongation axes of the QDs. A comparison with the polarization orientation
of light emitted by QWPFs which are practically randomly oriented shows that the ori-
entation of the linear polarization is mainly determined by the elongation direction of the
QD/QWPF. We compared the experimental studies with eight-band k ·p and the configu-
ration interaction model calculations on realistic QD structures and material compositions.
The calculations are able to reproduce well the polarization behavior for all studied samples
and the magnitude of the FSS for relatively tall QDs.
In the second part of this work the influence of anisotropic stress on the emission of different
kinds of QDs/QWPFs is studied. We utilized anisotropically expanding/compressing fer-
roelectric PMN-PT crystals to apply stress to the QDs/QWPFs embedded in thin GaAs
membranes. We use the PL-signal related to the excitonic transitions of the upper two
valence bands of bulk GaAs to obtain absolute values for the stress.
We showed that anisotropic stress can be used to tune the FSS of different kinds of
GaAs/AlGaAs QDs/QWPFs and InGaAs/GaAs QDs over a range of several tens of µeV.
Most importantly, we demonstrated that it is possible to tune the FSS of some QDs to
values below 5 µeV, which might be enough to create polarization entangled photon pairs.
However, the fact that in the QDs studied in this work no XX-emission was observed,
prevented a proof the entanglement of the photons. The FSS tuning range reported in
this work is about five times larger than the one reported by previous works [19], thus
making stress to a powerful tuning technique which is competitive with other techniques.
Simultaneously to the change of the FSS we observed a rotation of the linear polarization
of the X-emission. The joint effect of the modification of FSS magnitude and rotation of
the polarization can be explained by an anticrossing of the bright excitonic states [16,26].
The experimental study is also accompanied by strain dependent calculations on semiellip-
soidal model QDs having realistic material compositions. We found that the direction of
the stress with respect to the main QD-axes plays a major role to reach small magnitudes
of the FSS. The calculations also highlight how the strain changes the single particle states
of the hole wave function. The joined effect of structural anisotropy (i.e., elongation of the
QD), mixing of the upper two valence bands and anisotropy of the effective mass (caused
by the strain anisotropy) leads to a rotation of the hole wave function by up to 90◦, whereas
the electron wave function is only weakly affected.
We used high quality GaAs/AlGaAs QDs, grown by droplet etching, to study the influence
of the anisotropic stress on the relative emission intensity of the two bright excitonic emis-
sion lines. The high optical quality of these QDs allows changes of the polarization degree
to be observed as anisotropic stress is applied. We show that parallel to the anticrossing-
like behavior of the X lines, the polarization degree also changes. We relate the change
of the polarization degree to a change of the HH-LH mixing. A comparison with strain
dependent calculations performed on semiellipsoidal GaAs/AlGaAs QDs accompanies the
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trend of the experimental results. Our results imply that anisotropic stress can be used to
tune the HH-LH mixing and thus the purity of the hole state. This might be important
for applications using the hole-spin as a Quantum-bit [29–31].
In the future, it will be interesting to combine stress with other tuning techniques. The
combination of stress and magnetic fields would additionally allow to modify and to study
the strain dependent hole-spin dynamics in QDs. A different design of the electric-contact
structure on the PMN-PT might allow to apply stresses of arbitrary direction and magni-
tude, enabling to tune the FSS to much lower magnitudes and to fully control the polar-
ization orientation of the emitted light. Membranes of a certain thickness, coated with a
gold layer on one side can be transferred on the PMN-PT. The gold interface has a twofold
role, it acts as an electric back-contact and it forms, together with the upper surface of
the membrane, or even with a dielectric mirror deposited on the upper surface, a cavity to
enhance the light extraction from the QD [33, 59]. Additionally, the electric back contact
can, in combination with an electrical front contact, be used to tune the excitonic emission
via the quantum confined Stark effect or to electrically pump the QD emission. The com-
bination of the anisotropic stress with a vertical electric field is a promising approach to
create a so far unrealized on-chip energy-tunable source of polarization entangled photon
pairs.
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6. Appendix
6.1 Derivation of exchange interaction Hamiltonian
In this section the matrix of the Hamiltonian of the exchange interaction is derived. Starting
from the general Hamiltonian presented in equation 2.14:
Hex =− ∑
i=x,y,z
(
aiJiSi+biJ3i Si
)
.
The matrix elements are calculated in the basis of the pure bright and dark excitonic
states: (|+1〉, |−1〉, |+2〉, |−2〉). Each of the states is composed by the hole spin Jz and
the electron Sz: |±Jz,±Sz〉. As mentioned in the main text we use in this simplified model
only HH states with a spin of Jz = ±32 , which leads to the following composition of the
excitonic states:
|±1〉=
∣∣∣∣± 32 ,∓12
〉
,
|±2〉=
∣∣∣∣± 32 ,±12
〉
.
To obtain the desired matrix representation, the following matrix elements have to be
calculated:
〈±1|Hex|±1〉,
〈±1|Hex|∓1〉,
〈±2|Hex|±2〉,
〈±2|Hex|∓2〉,
〈±1|Hex|±2〉,
〈±1|Hex|∓2〉,
〈±2|Hex|±1〉,
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〈±2|Hex|∓1〉.
The matrix elements can be calculated by using the following relations [127] for the spin
of the hole:
〈mJ|Jx|mJ−1〉= 〈mJ−1|Jx|mJ〉= 12
√
(J+mJ)(J−mJ +1),
〈mJ|Jy|mJ−1〉=−〈mJ−1|Jy|mJ〉=− i2
√
(J+mJ)(J−mJ +1),
〈mJ|Jz|mJ〉= mJ.
(6.1)
All other matrix elements are zero.
And similar for the electron spin:
〈mS|Sx|mS−1〉= 〈mS−1|Sx|mS〉= 12
√
(S+mS)(S−mS+1),
〈mS|Sy|mS−1〉=−〈mS−1|Sy|mS〉=− i2
√
(S+mS)(S−mS+1),
〈mS|Sz|mS〉= mS,〈mS|Si|m′S〉= 0.
(6.2)
All other matrix elements are zero.
The calculation of the first two diagonal matrix element reads as the following:
〈±1|Hex|±1〉=
〈
mJ =±32 ,mS =∓
1
2
∣∣∣∣Hex∣∣∣∣mJ =±32 ,mS =∓12
〉
=
〈
mJ =±32 ,mS =∓
1
2
∣∣∣∣− ∑
i=x,y,z
(
aiJiSi+biJ3i Si
)∣∣∣∣mJ =±32 ,mS =∓12
〉
,
using the relations for the electron spin of the equations 6.2, we obtain the following
expression:
±1
2
〈
mJ =±32
∣∣∣∣azJz∣∣∣∣mJ =±32
〉
± 1
2
〈
mJ =±32
∣∣∣∣bzJ3z ∣∣∣∣mJ =±32
〉
For the first term, we obtain by using the third relation of 6.1:
1
2
·az
3
2
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The execution of the second term requires more effort, we use the normalization condition,
with the unity operator 1, of our basis:
1=
∣∣∣∣+ 32
〉〈
+
3
2
∣∣∣∣+ ∣∣∣∣− 32
〉〈
− 3
2
∣∣∣∣+ ∣∣∣∣+ 12
〉〈
+
1
2
∣∣∣∣+ ∣∣∣∣− 12
〉〈
− 1
2
∣∣∣∣, (6.3)
leading to:
±1
2
bz
〈
mJ =±32
∣∣∣∣Jz1Jz1Jz∣∣∣∣mJ =±32
〉
.
Only the diagonal terms with ∆mJ = 0 are nonzero:
±1
2
bz
〈
± 3
2
∣∣∣∣Jz∣∣∣∣± 32
〉〈
± 3
2
∣∣∣∣Jz∣∣∣∣± 32
〉〈
± 3
2
∣∣∣∣Jz∣∣∣∣± 32
〉
=±1
2
bz
(
±3
2
)3
=
1
2
·
3
2
bz
9
4
.
We obtain for the first two diagonal matrix elements:
∆0 = 〈±1|Hex|±1〉= 12 ·1.5
(
az+
9
4
bz
)
.
The two off-diagonal matrix elements of the upper submatrix are calculated by:
〈±1|Hex|∓1〉=
〈
mJ =±32 ,mS =∓
1
2
∣∣∣∣Hex∣∣∣∣mJ =∓32 ,mS =±12
〉
.
The application of the expressions 6.2 leads to:
−1
2
〈
± 3
2
∣∣∣∣axJx± iayJy∣∣∣∣∓ 32
〉
−1
2
〈
± 3
2
∣∣∣∣bxJ3x ± ibyJ3y ∣∣∣∣∓ 32
〉
,
The first term vanishes since it consists only of terms being linear in Ji. The second term
can be written, by means of the unity relation 6.3 as the following:
−1
2
bx
〈
± 3
2
∣∣∣∣Jx∣∣∣∣± 12
〉〈
± 1
2
∣∣∣∣Jx∣∣∣∣∓ 12
〉〈
∓ 1
2
∣∣∣∣Jx∣∣∣∣∓ 32
〉
∓1
2
iby
〈
± 3
2
∣∣∣∣Jy∣∣∣∣± 12
〉〈
± 1
2
∣∣∣∣Jy∣∣∣∣∓ 12
〉〈
∓ 1
2
∣∣∣∣Jy∣∣∣∣∓ 32
〉
=−1
2
bx ·
√
3
2
·1 ·
√
3
2
∓ i
2
by ·(∓i)
√
3
2
·(∓i) ·(∓i)
√
3
2
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=−1
2
·0.75(bx−by)
= ∆1.
The remaining two diagonal matrix elements are calculated in the following way:
〈±2|Hex|±2〉=
〈
mJ =±32 ,mS =±
1
2
∣∣∣∣Hex∣∣∣∣mJ =±32 ,mS =±12
〉
,
The terms containing Sx and Sy vanish. The application of the expressions 6.2 leads to:
−
(
±1
2
)〈
± 3
2
∣∣∣∣azJz+bz ·Jz1Jz1Jz∣∣∣∣± 32
〉
=−
(
±1
2
)
·
(
±3
2
)(
az+
9
4
bz
)
=−1
2
·1.5
(
az+
9
4
bz
)
=−∆0
The off-diagonal elements of the lower submatrix are given by:
〈±2|Hex|∓2〉=
〈
± 3
2
,±1
2
∣∣∣∣Hex∣∣∣∣∓ 32 ,∓12
〉
,
here all terms linear in Ji and J3z are zero, which results in:
−1
2
〈
± 3
2
∣∣∣∣bxJ3x ∓ ibyJ3y ∣∣∣∣∓ 32
〉
,
by applying the unity relation (6.3) we obtain:
−1
2
bx
〈
± 3
2
∣∣∣∣Jx∣∣∣∣± 12
〉〈
± 1
2
∣∣∣∣Jx∣∣∣∣∓ 12
〉〈
∓ 1
2
∣∣∣∣Jx∣∣∣∣∓ 32
〉
± i
2
by
〈
± 3
2
∣∣∣∣Jy∣∣∣∣± 12
〉〈
± 1
2
∣∣∣∣Jy∣∣∣∣∓ 12
〉〈
∓ 1
2
∣∣∣∣Jy∣∣∣∣∓ 32
〉
=−1
2
bx
(√
3
2
·1 ·
√
3
2
)
±1
2
iby
(
(∓i)
√
3
2
·(∓i) ·(∓i)
√
3
2
)
=−1
2
·0.75(bx+by) = ∆2
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The remaining matrix elements are zero, since for them either the expectation value of Si
or Ji vanishes. The final Hamiltonian has the following shape, by using (|+ 1〉, |− 1〉, |+
2〉, |−2〉) as a basis:
Hex =
1
2

+∆0 +∆1 0 0
+∆1 +∆0 0 0
0 0 −∆0 +∆2
0 0 +∆2 −∆0
 .
96 6. Appendix
Publications, scientific presentations,
attendances, and awards
Publications
• K. Jo¨ns, R. Hafenbrak, R. Singh, J. D. Plumhof, F. Ding, A. Rastelli, O. G. Schmidt,
G. Bester, and P. Michler, Dependence of the red–shifted and blue–shifted photolu-
minescence spectra of single InxGa1−xAs/GaAs quantum dots on the applied uniaxial
stress. Submitted (2011).
• R. Trotta, P. Atkinson, J. D. Plumhof, E. Zallo, R. Rezaev, S. Kumar, S. Baunack,
J. R. Schro¨ter, A. Rastelli, and O. G. Schmidt A single quantum dot resonant-cavity
light-emitting diode with wavelength on demand. Submitted (2011).
• J. D. Plumhof, V. Krˇa´pek, F. Ding, K. D. Jo¨ns, R. Hafenbrak, P. Klenovsky´, A.
Herklotz, K. Do¨rr, P. Michler, A. Rastelli, and O. G. Schmidt Strain-induced an-
ticrossing of bright exciton levels in single self-assembled GaAs/AlxGa1−xAs and
InxGa1−xAs/GaAs quantum dots. Phys. Rev. B 83, 121302(R) (2011).
• A. Herklotz, J. D. Plumhof, A. Rastelli, O. G. Schmidt, L. Schulz, and K. Do¨rr
Electrical characterization of PMN–28%PT(001) crystals used as thin-film substrates.
J. Appl. Phys. 108, 094101 (2010).
• J. D. Plumhof, V. Krˇa´pek, L. Wang, A. Schliwa, D. Bimberg, A. Rastelli, and O. G.
Schmidt. Experimental investigation and modeling of the fine structure splitting of
neutral excitons in strain-free GaAs/AlxGa1−xAs quantum dots. Phys. Rev. B 81,
121309(R) (2010).
• F. Ding, R. Singh, J. D. Plumhof, T. Zander, V. Krˇa´pek, Y. H. Chen, M. Beny-
oucef, V. Zwiller, K. Do¨rr, G. Bester, A. Rastelli and, O. G. Schmidt Tuning the
Exciton Binding Energies in Single Self-Assembled InGaAs/GaAs Quantum Dots by
Piezoelectric-Induced Biaxial Stress. Phys. Rev. Lett. 104, 067405 (2010).
• T. Zander, A. Herklotz, S. Kiravittaya, M. Benyoucef, F. Ding, P. Atkinson, S.
Kumar, J. D. Plumhof, K. Do¨rr, A. Rastelli and, O. G. Schmidt Epitaxial quantum
dots in stretchable optical microcavities. Opt. Express 17, 22452 (2009).
• H. S. Lee, S. Kiravittaya, S. Kumar, J. D. Plumhof, L. Balet, L. H. Li, M. Francardi,
A. Gerardino, A. Fiore, A. Rastelli and, O. G. Schmidt Local tuning of photonic
crystal nanocavity modes by laser-assisted oxidation. Appl. Phys. Lett 95, 191109
(2009).
• V. A. Bolan˜os Quin˜ones G. Huang, J. D. Plumhof, S. Kiravittaya, A. Rastelli, Y. Mei
and, O. G. Schmidt. Optical resonance tuning and polarization of thin-walled tubular
microcavities. Opt. Lett 34, 2345 (2009).
• S. Kling, T. Salger, C. Geckeler, J. D. Plumhof, M. Weitz Atomic Bose-Einstein con-
densates in optical lattices with variable spatial symmetry. Nonlinearities in Periodic
Structures and Metamaterials, C. Denz, S. Flach und Y. Kivshar (editors), S. 195,
Springer, Heidelberg (2010).
Scientific Presentations
• Workshop of the DFG Research Group 730, Poster, Anisotropic strain-tuning of
semiconductor quantum dots. Como, Italy. September 11th-14th, 2011.
• Seminar, Talk, Chemnitz University of Technology, Strain-tuning of semiconductor
quantum dots. Chemnitz, Germany. May 20th, 2011.
• Seminar, IBM Research - Zurich, Talk, Strain-tuning of Semiconductor QDs. Ru¨sch-
likon, Switzerland. March 29th, 2011.
• Villa Conference on Interactions Among Nanostructures, Talk, Isotropic and anisotropic
biaxial strain-tuning of single semiconductor quantum dots. Las Vegas, USA. April
21st-25th, 2011.
• DPG Spring Meeting 2011, Talk, Strain-tuning of the excitonic fine structure splitting
in semiconductor quantum dots. Dresden, Germany. March 13th-18th, 2011.
• ESPCA Winterschool 2011, Poster, Strain-tuning of semiconductor quantum dots.
Campinas, Brazil. January 17th-27th, 2011.
• IIN PhD Student Seminar, Talk, Anisotropic strain-tuning of semiconductor QDs.
Dresden, Germany. September 30th, 2010.
98
• Meeting of research unit, Talk, Symmetry-tuning of semiconductor nanostructures.
Stuttgart, Germany. June 28th, 2010.
• Quantum Dot 2010, 2010, Poster, Strain tuning of Semiconductor Quantum Dots.
Nottingham, United Kingdom. April 26th-30th, 2010.
• IIN-Seminar, 2010, Talk, Strain-tuning of GaAs/AlGaAs nanostructures. Dresden,
Germany. March 5th, 2010.
• DPG Spring Meeting 2010, Talk, Fine structure splitting of neutral excitons in
GaAs/AlGaAs quantum dots. Regensburg, Germany. March 21st-26th, 2010.
• Summerschool University of Hamburg, Physics of Functional Micro- and Nanostruc-
tures, Poster, Strain-tuning of semiconductor quantum dots. Hamburg, Germany.
September 14th-26th, 2009.
• IFWWinterschool, Talk, Fine structure splitting of neutral excitons in quantum dots.
Oberwiesenthal, Germany. January 18th-21th, 2009.
Attended Scientific Meetings
• DPG Spring Meeting 2009, Dresden, Germany. March 22nd-27th, 2009.
• International Workshop-Optical Properties of Coupled Semiconductor and Metallic
Nanoparticles, Dresden, Germany. Juli 21st-25th, 2008.
• DPG Spring Meeting 2007, Du¨sseldorf, Germany. March 19th-23rd, 2007.
• International symposium of the research group Light Confinement and Control with
Structured Dielectrics and Metals, Bad Honnef, Germany. March 16th-18th, 2007.
• DPG Summer School Metamaterials, Bad Honnef, Germany. September 17th-22nd,
2006.
Scholarships and Awards
• Quantum Dot 2010, Nottingham, UK, Runner up Poster Prize
• Scholarship of the Bonn-Cologne Graduate School of Physics and Astronomy.
October 2007-February 2008
99
100
Acknowledgements
• First of all I would like to thank Prof. Dr. Oliver G. Schmidt for giving me the
opportunity to perform research in his institute and for mentoring my Ph.D.-thesis
• I would like to thank Prof. Dr. Rudolf Bratschitsch for taking time to review my
thesis
• Special thanks to my supervisor Dr. Armando Rastelli. Thank you for excellent
advices and support, for an enjoyable, open minded working atmosphere, thank you
also for growing samples, programming, help with programming,...
• I would like to thank Dr. Rinaldo Trotta for excellent suggestions, advices, for fruitful
daily discussions, great ideas, for always being willing to help, and for proofreading
this thesis
• Thanks to Dr. Vlastimil Krˇa´pek for performing all the calculations and for always
finding time to think about occurring questions and for proofreading this thesis, even
after starting a new job
• Many thanks to Dr. Fei Ding for fruitful discussions, for help with the experiments,
for sample growth and for the good atmosphere in our office
• Thanks to Dr. Paola Atkinson, Eugenio Zallo, Dr. Lijuan Wang for sample growth
and for having always ideas to solve experimental problems
• I would like to thank Prof. Dr. Kathrin Do¨rr and Andreas Herklotz for providing
the PMN-PT crystals and more importantly, for the excellent scientific advices and
suggestions which helped a lot to improve the experiments and my understanding
• Many thanks go to Prof. Dr. Vladimir Fomin, Dr. Suwit Kiravittaya, Dr. Roman
Rezaev, Dr. Denys Makarov, and Dr. Alex Kleiner for theoretical support and for
fruitful discussions
• Many thanks also to Dr. Tim Zander for implementing the PMN-PT technique in
our group, to Santosh Kumar and Dr. Hong-Seok Lee for their help in many different
instances and for making the working environment comfortable within our group in
general. Many thanks also to Jo¨rg R. Schro¨ter for making the daily life in the lab
much easier by writing labview programs for every purpose
• Thanks to Dr. Christoph Deneke, Dr. Fabio Pezzoli, Dr. Carlos Ceasar Bof Bufon, Dr.
Dominic J. Thurmer, Dr. Elisabeth Magerl, Ronny Engelhard, Dr. Thomas Dienel,
and Elliot J. Smith for helping out with experience, missing parts and for being always
open for discussions (special thanks to D.J.T. for keeping the IIN-coffee machine
running)
• I would like to thank Barbara Eichler for quick and reliable support with E-beam
lithography, AFM-measurements and bonding
• Thanks to Dr. Daniel Grimm, Dr. Ingolf Mo¨nch and Dr. Stefan Baunack for keeping
the infrastructure like cleanroom and SEM running and for providing always quick
and reliable support
• I would like to thank my collaborators Klaus M. Jo¨ns and Dr. Robert Hafenbrak
from the University of Stuttgart for many interesting discussions
• I would like to thank our secretary Ulrike Steere for her help with the daily admin-
istrational work
• Most importantly, I want to thank my mother and the rest of my family for supporting
me during the last almost thirty years
102
Hiermit erkla¨re ich an Eides statt, dass ich die am heutigen Tag eingereichte Dissertation
zum Thema ”Strain-tuning of single semiconductor quantum dots“ unter der Betreuung
von Herrn Prof. Dr. Oliver G. Schmidt selbsta¨ndig erarbeitet, verfasst und Zitate kenntlich
gemacht habe. Andere als die angegebenen Hilfsmittel wurden von mir nicht benutzt.
Die Dissertation wurde in dieser oder a¨hnlicher Form an keiner anderen Stelle zum Zwecke
eines Promotionsverfahrens eingereicht. Es wurde von mir bisher kein Promotionsverfahren
an anderer Stelle beantragt.
Dresden, 3. Februar 2012
(Johannes David Plumhof)
103
104
Curriculum Vitae
Personal Information:
Name: Johannes David Plumhof
Born: December 24, 1981
Place of birth : Trier, Germany
Citizenship: German
Education:
2002 - 2008 Rheinische Friedrich-Wilhelms-Universita¨t Bonn, Bonn.
Studies of physics
2008 Degree: Diplom-Physiker
Thesis: Bose-Einstein-Kondensation von Rubidiumatomen in variablen
optischen Fallen
Supervisor: Prof. Dr. Martin Weitz
2008 - Leibniz Institute for Solid State and Materials Research Dresden, Dres-
den.
Institute for Integrative Nanosciences, Scientific employee
