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ON q-SERIES IDENTITIES FOR FALSE THETA SERIES
CHRIS JENNINGS-SHAFFER AND ANTUN MILAS
Abstract. We prove several infinite families of q-series identities for false theta functions
and related series. These identities are motivated by considerations of characters of modules
of vertex operator superalgebras and of quantum dilogarithms. We also obtain closely related
modular identities of the Go¨llnitz-Gordon-Andrews type. As a byproduct of our identities,
we establish several identities for the Rogers dilogarithm function coming from multi q-
hypergeometric series with “double poles”.
1. Introduction
False theta functions are similar to theta functions except for an alteration of the signs in
some of the series terms, which prevents them from being modular forms. They appear in a
variety of contexts including modular and quantum modular forms [16, 23, 35], meromorphic
Jacobi forms [12], quantum knot invariants [10, 24, 27, 30, 33] (e.g. tails of colored Jones
polynomials), Witten-Reshetikhin-Turaev invariants of Seifert 3-manifolds [13, 28, 29], and
many more. More recently, they have appeared in the context of “homological blocks” of
3d-theories T [M ] with the gauge group SU(2), where M is a plumbed 3-manifold [26] (see
also [15, 18]). There are also higher-rank generalizations of false theta functions introduced
and studied by K. Bringmann, T. Creutzig, and the second author [17, 20] (see also [14]).
The literature on q-series identities connecting partial and false theta functions with q-
hypergeometric series is extensive (see [43] and references therein). One of the most elegant
identities in this context was given by Ramanujan [11, p. 18]∑
n∈Z
sgn(n)q2n
2+n = (q)∞
∑
n≥0
qn
2+n
(q)2n
, (1.1)
where sgn(n) := 1 for n ≥ 0 and −1 otherwise (as usual, (a)n :=
∏n
i=1(1 − aqi−1)). The
q-series on the left-hand side is an example of Rogers’ false theta function.
Ramanujan’s identity can be generalized to all positive integral characteristics.
Theorem 1.1 ([17, 27, 46]). For k ∈ N, we have
q
− k
2
4(k+1)
(q)∞
∑
n∈Z
sgn(n)q(k+1)(n+
k
2(k+1)
)2 =
∑
n1,n2,...,nk≥0
qN
2
1+N
2
2+···+N
2
k
+N1+N2+···+Nk
(q)2nk(q)n1(q)n2 · · · (q)nk−1
, (1.2)
where Ni =
∑
j≥i nj.
This theorem can be approached in several different ways; it follows from the analytic
form of the Andrews-Gordon identities combined with standard q-summation techniques
[16], or using relations for the tail of colored Jones polynomials of (2, 2k) torus knots [27], or
using Bailey’s Lemma [43, 46]. From the vertex algebra perspective, this particular form is
interesting because the left-hand side in (1.2) is the character of the (1, k+1)-singlet vertex
algebra [17]; this explains a somewhat unusual shift in the exponent and the Euler factor
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appearing in the denominator (cf. (1.1)). For additional aspects of partial theta and theta
functions, we refer the reader to the recent review article by O. Warnaar [45] and references
therein; see also [22, 44] for related identities in the context of conformal field theory.
More recently, in [1, 2, 39], a different type of false theta function was (re)discovered in con-
nection with the N = 1 super-singlet vertex superalgebras. Characters of irreducible mod-
ules of the super-singlet are similar to the expression in (1.2), but they contain a “fermionic”
product (−q 12 )∞ and their characteristic is half-integral (k ∈ N, ǫ ∈ {0, 12}):
(−q 12+ǫ)∞
(q)∞
∑
n∈Z
sgn(n)q(k+
1
2
)(n+a)2 , (1.3)
for some a ∈ Q. Regularized modular properties of these expressions have been thoroughly
investigated in [3, 39].
Characters of modules for the N = 1 super-singlet algebra combine into characters of
modules for certain “logarithmic” vertex algebras called N = 1 super-triplets [2]. Their
irreducible characters take the following form (see [1, 2])
(−q 12+ǫ)∞
(q)∞
∑
n∈Z
(2n+ 1)q(k+
1
2
)(n+a)2 . (1.4)
This series, up to a multiplicative q-power, is known to be modular. More precisely, the
theta-like series in (1.4) is a sum of modular forms of weight 1
2
and 3
2
.
Although the origin of false theta functions is not completely understood, their primary
source is usually attributed to meromorphic Jacobi forms [12, Chapter 11]. The simplest
instance of this arises in the following well-known Fourier expansion [6, 41] (|q| < |ζ |2 < 1):
1(
ζq
1
2 , ζ−1q
1
2
)
∞
=
1
(q)2∞
∑
n1
∑
n2≥|n1|
(−1)n1+n2q n2(n2+1)2 −n
2
1
2 ζn1 =
∑
n1∈Z
n2≥0
q
|n1|
2
+n2
(q)n2(q)|n1|+n2
ζn1, (1.5)
where (a1, ..., ak)m := (a1)m · · · (ak)m. As is plainly seen, extracting the constant term with
respect to ζ yields another elegant expression for the Rogers false theta function (with k = 1),
1
(q)2∞
∑
n∈Z
sgn(n)q2n
2+n =
∑
n≥0
qn
(q)2n
. (1.6)
Compared to formula (1.1), this identity comes with an extra Euler factor and has no qua-
dratic term in the exponent of the q-hypergeometric term.
The main purpose of this paper is to motivate and prove:
(I) An analog of (1.2) for certain q-series as in (1.3). In particular, this would give a
combinatorial form for irreducibile characters of N = 1 super-singlet modules.
(II) A Go¨llnitz-Andrews-Gordon-type expression for the q-series in (1.3). Related identi-
ties in a non-super context were studied in [44].
(III) A family of q-series identities for false theta series coming from Fourier expansions
of multi-variable Jacobi forms, in parallel to the k = 1 case seen in (1.6).
Let us briefly outline our solutions to these problems and the contents of the paper.
In Section 2, we gather several facts on Bailey pairs and Bailey chains used in the paper.
These powerful methods are applied in Section 3 to prove identities for “shifted” false theta
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functions. In Proposition 3.1, we present identities for ǫ = 0 whereas Proposition 3.2 pertains
to ǫ = 1
2
. As a special case, we obtain q-hypergeometric expressions for (1.3).
In Section 4, we first use Lemma 4.1, to write (1.4) as an infinite sum of shifted false
theta series. Then we combine this with identities from Section 3, and obtain a single multi-
hypergeometric series with a parity condition. Our main results here are Theorems 4.2, 4.4,
and 4.5, with Theorem 4.2 corresponding to ǫ = 0 and Theorems 4.4 and 4.5 corresponding
to ǫ = 1
2
.
In Section 5, we switch our focus to q-series identities generalizing (1.6); see Theorem
5.1. We first express the relevant q-hypergometric series in a form convenient for use of
Bailey chains from Section 2 (see Lemma 5.3). Interestingly, this methods allows us to prove
more than we hoped for; we also obtain a family of modular identities in Theorem 5.2 that
intertwine with the “false” identities in Theorem 5.1. We should point out that Theorem
5.2 was recently conjectured in [19] in connection to Argyres-Douglas theories in physics.
In Section 6, using well-established methods [34, 42, 48], we prove several identities for
the Rogers dilogarithm function (see Propositions 6.2, 6.3, and 6.4). We finish in Section 7
with a few pointers for future research.
Acknowledgments. We thank C. Nazaroglu for pointing out [19]. We also thank O. War-
naar, J. Lovejoy, R. Osburn and K. Bringmann for informative discussions and suggestions.
Lastly, we thank the anonymous referees for their various corrections and improvements to
an earlier version of this manuscript.
2. Bailey pairs, the Bailey chain, and the Bailey Lattice
We recall a pair of sequences (αn, βn) is called a Bailey pair relative to (a, q) if
βn =
n∑
j=0
αj
(q)n−j(aq)n+j
.
Bailey’s lemma is an identity relating rather general q-series involving Bailey pairs. It was
introduced by W. N. Bailey [9] to give a unified framework to reprove the Rogers-Ramanujan
identities as well as several related identities of Rogers. The “Bailey pair machinery” refers
to a combination of Bailey pairs, Bailey’s lemma, and various generalizations that were
largely made famous by G. Andrews. From the Bailey pair machinery, our proofs require
the so-called Bailey chain and Bailey lattice, rather than just Bailey’s lemma.
The full version of the k-fold iteration of Bailey’s lemma can be found as Theorem 3.4 in
[7]. We let the parameters N → ∞, b1 = b2 = · · · = bk → ∞, c1 = c2 = · · · = ck = q, and
specialize to Bailey pairs with a = q. By doing so we have that
∑
nk≥nk−1≥···≥n1≥0
(q)n1(−1)n1+n2+···+nkq
n1(n1+1)
2
+
n2(n2+1)
2
+···+
nk(nk+1)
2 βn1
(q)nk−nk−1(q)nk−1−nk−2 · · · (q)n2−n1
= (1− q)
∑
n≥0
(−1)nkq kn(n+1)2 αn, (2.1)
for Bailey pairs (αn, βn) relative to (q, q).
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The statement for the Bailey lattice is given in [4] as Theorem 3.1. We let n→∞, ρ1 = ρ,
ρj →∞ for 2 ≤ j ≤ k, σj →∞ for 1 ≤ j ≤ k. The identity then becomes
∑
m1≥m2≥···≥mk≥0
(ρ)m1(−1)m1ρ−m1am1+m2+···+mkq
m1(m1−1)
2
+m22+m
2
3+···+m
2
k
−m2−m3−···−miβmk
(q)m1−m2(q)m2−m3 · · · (q)mk−1−mk
=
(aρ−1)∞
(aq)∞
∑
n≥0
(ρ)n(−1)nρ−naknq(k− 12 )n2+( 12−i)nαn
(aρ−1)n(1− aq2n)
− (aρ
−1)∞
(aq)∞
∑
n≥1
(ρ)n(−1)nρ−nakn+i−k+1q(k− 12 )n2+( 52+i−2k)n+k−i−2αn−1
(aρ−1)n(1− aq2n−2) ,
where 0 ≤ i ≤ k and (αn, βn) is Bailey pair relative to (a, q). We further modify this identity
by reindexing with mj = Nj = nj + nj+1 + · · ·nk, which gives
∑
n1,n2,...,nk≥0
(ρ)N1(−1)N1ρ−N1aN1+N2+···+Nkq
N1(N1−1)
2
+N22+N
2
3+···+N
2
k
−N2−N3−···−Niβnk
(q)n1(q)n2 · · · (q)nk−1
=
(aρ−1)∞
(aq)∞
∑
n≥0
(ρ)n(−1)nρ−naknq(k− 12 )n2+( 12−i)nαn
(aρ−1)n(1− aq2n)
− (aρ
−1)∞
(aq)∞
∑
n≥1
(ρ)n(−1)nρ−nakn+i−k+1q(k− 12 )n2+( 52+i−2k)n+k−i−2αn−1
(aρ−1)n(1− aq2n−2) . (2.2)
We note that while it may appear, at first glance, that the right-hand side of (2.2) should
follow a different pattern when i = 0, one can verify with term by term rearrangements that
the above is correct.
We require two Bailey pairs. One is the Bailey pair B(3) of Slater [40], which is relative
to (q, q) and defined by
αB3n :=
(−1)nq n(3n+1)2 (1− q2n+1)
(1− q) , β
B3
n :=
1
(q)n
. (2.3)
The other Bailey pair we require, which is relative to (a, q), is given by
α′n :=
anqn(n−1)(1− aq2n)
(1− a) , β
′
n :=
1
(q, a)n
. (2.4)
That (α′n, β
′
n) forms a Bailey pair can be verified in a variety of ways. One method is to take
the defining relation of a Bailey pair and simplify the sum on αj with a summation formula
for a very well poised 6φ5 [25, (II.21)].
3. False Theta Function Identities
We start with a family of q-series identity for “shifted” false theta functions. These are
similar to Rogers’ false theta functions, but some of the terms are missing. The first identity
is related to the ǫ = 0 case discussed in the introduction.
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Proposition 3.1. Suppose i, k, ℓ ∈ Z, k ≥ 1, and 0 ≤ i ≤ k. Then
(−q 12 )∞
(q)∞

∑
n≥|ℓ|
−
∑
n≤−|ℓ|−1

 q(k+ 12)(n+ i2k+1)2− (2kℓ+i+ℓ)24k+2
=
∑
n1,n2,...,nk≥0
q
N1(N1+1)
2
+N22+N
2
3+···+N
2
k
+(ℓ+ 1
2
)N1+(2ℓ+1)(N2+N3+···+Nk)−N1−N2−···−Nk−i(−q 12 )N1+ℓ
(q)n1(q)n2 · · · (q)nk(q)nk+2ℓ
.
Proof: First we verify that the identity for negative ℓ follows from the identity for positive ℓ.
For this, assume the identity holds for positive values of ℓ. When ℓ is negative, (q)−1nk+2ℓ = 0
for nk < −2ℓ, and so
∑
n1,n2,...,nk≥0
q
N1(N1+1)
2
+N22+N
2
3+···+N
2
k
+(ℓ+ 1
2
)N1+(2ℓ+1)(N2+N3+···+Nk)−N1−N2−···−Nk−i(−q 12 )N1+ℓ
(q)n1(q)n2 · · · (q)nk(q)nk+2ℓ
=
∑
n1,n2,...,nk≥0
q
(N1−2ℓ)(N1+1−2ℓ)
2
+(N2−2ℓ)2+(N3−2ℓ)2+···+(Nk−2ℓ)
2
(−q 12 )N1−ℓ
(q)n1(q)n2 · · · (q)nk(q)nk−2ℓ
× q(ℓ+ 12 )(N1−2ℓ)+(2ℓ+1)(N2+N3+···+Nk−(k−1)2ℓ)−N1−N2−···−Nk−i+(k−i)2ℓ
=
∑
n1,n2,...,nk≥0
q
N1(N1+1)
2
+N22+N
2
3+···+N
2
k
+(−ℓ+ 1
2
)N1+(−2ℓ+1)(N2+N3+···+Nk)−N1−N2−···−Nk−i−2iℓ
(q)n1(q)n2 · · · (q)nk(q)nk−2ℓ
× (−q 12 )N1−ℓ
=
(−q 12 )∞
(q)∞
(∑
n≥−ℓ
−
∑
n≤ℓ−1
)
q(k+
1
2)(n+
i
2k+1)
2
− (−2kℓ+i−ℓ)
2
4k+2
−2iℓ
=
(−q 12 )∞
(q)∞

∑
n≥|ℓ|
−
∑
n≤−|ℓ|−1

 q(k+ 12)(n+ i2k+1)2− (2kℓ+i+ℓ)24k+2 .
As such, we need only consider the case where ℓ ≥ 0.
We prove this identity after the change of variable i 7→ k − i. We apply (2.2) with
ρ 7→ −qℓ+ 12 to the Bailey pair in (2.4) with a = q2ℓ+1. Doing so yields
∑
n1,n2,...,nk≥0
(
−qℓ+ 12
)
N1
q−(ℓ+
1
2
)N1+(2ℓ+1)(N1+N2+···+Nk)+
N1(N1−1)
2
+N22+N
2
3+···+N
2
k
−N2−N3−···−Ni
(q)n1(q)n2 · · · (q)nk (q2ℓ+1)nk
=
(−qℓ+ 12 )∞
(q2ℓ+2)∞
∞∑
n=0
q−(ℓ+
1
2
)n+(2ℓ+1)kn+(k− 1
2
)n2+( 1
2
−i)n+n2+2ℓn
(1− q2ℓ+1)
− (−q
ℓ+ 1
2 )∞
(q2ℓ+2)∞
∞∑
n=1
q−(ℓ+
1
2
)n+(2ℓ+1)(kn+i−k+1)+(k− 1
2
)n2+( 5
2
+i−2k)n+k−i−2+(n−1)2+2ℓ(n−1)
(1− q2ℓ+1)
=
(−qℓ+ 12 )∞
(q2ℓ+1)∞
∞∑
n=0
q(k+
1
2
)n2+(2kℓ+k−i+ℓ)n − (−q
ℓ+ 1
2 )∞
(q2ℓ+1)∞
∞∑
n=1
q(k+
1
2
)n2+(2kℓ−k+i+ℓ)n+2ℓ(i−k)
6 CHRIS JENNINGS-SHAFFER AND ANTUN MILAS
=
(−qℓ+ 12 )∞
(q2ℓ+1)∞
(∑
n≥ℓ
−
∑
n≤−ℓ−1
)
q(k+
1
2)(n+
k−i
2k+1)
2
− (2kℓ+k−i+ℓ)
2
4k+2 .
The claimed identity then follows by multiplying the far extremes of the above identity by
(−q
1
2 )ℓ
(q)2ℓ
. 
Remark. Proposition 3.1 gives q-hypergeometric expressions for characters for irreducible
modules of the N = 1 super-singlet vertex algebra (see (1.3)).
Next we have a similar identity related to the ǫ = 1
2
case of the series discussed in the
introduction.
Proposition 3.2. Suppose i, k, ℓ ∈ Z, k ≥ 1, and 0 ≤ i ≤ k. Then
(−q)∞
(q)∞

∑
n≥|ℓ|
−
∑
n≤−|ℓ|−1

 q(k+ 12)(n+ 2i−14k+2)2−(2kℓ+i+ℓ−12)24k+2 (1 + qn)
=
∑
n1,n2,...,nk≥0
q
N1(N1+1)
2
+N22+N
2
3+···+N
2
k
+ℓN1+(2ℓ+1)(N2+N3+···+Nk)−N1−N2−···−Nk−i(−q)N1+ℓ
(q)n1(q)n2 · · · (q)nk(q)nk+2ℓ
.
Furthermore, the i = k case simplifies as
(−q)∞
(q)∞

∑
n≥|ℓ|
−
∑
n≤−|ℓ|−1

 q(k+ 12)(n+ 2k−14k+2)2−(2kℓ+k+ℓ−12)24k+2
=
∑
n1,n2,...,nk≥0
q
N1(N1+1)
2
+N22+N
2
3+···+N
2
k
+ℓN1+(2ℓ+1)(N2+N3+···+Nk)(−q)N1+ℓ
(q)n1(q)n2 · · · (q)nk(q)nk+2ℓ
Proof: As with the proof of Proposition 3.1, we first verify that the identity for negative ℓ
follows from the identity for positive ℓ. Assuming that the identity holds for positive values
of ℓ, we then have for negative values of ℓ that
∑
n1,n2,...,nk≥0
q
N1(N1+1)
2
+N22+N
2
3+···+N
2
k
+ℓN1+(2ℓ+1)(N2+N3+···+Nk)−N1−N2−···−Nk−i(−q)N1+ℓ
(q)n1(q)n2 · · · (q)nk(q)nk+2ℓ
=
∑
n1,n2,...,nk≥0
q
(N1−2ℓ)(N1+1−2ℓ)
2
+(N2−2ℓ)2+(N3−2ℓ)2+···+(Nk−2ℓ)
2
(−q)N1−ℓ
(q)n1(q)n2 · · · (q)nk(q)nk−2ℓ
× qℓ(N1−2ℓ)+(2ℓ+1)(N2+N3+···+Nk−(k−1)2ℓ)−N1−N2−···−Nk−i+(k−i)2ℓ
=
∑
n1,n2,...,nk≥0
q
N1(N1+1)
2
+N22+N
2
3+···+N
2
k
−ℓN1+(−2ℓ+1)(N2+N3+···+Nk)−N1−N2−···−Nk−i+ℓ−2iℓ(−q)N1−ℓ
(q)n1(q)n2 · · · (q)nk(q)nk−2ℓ
=
(−q)∞
(q)∞
(∑
n≥−ℓ
−
∑
n≤ℓ−1
)
q(k+
1
2)(n+
2i−1
4k+2)
2
−
(−2kℓ+i−ℓ− 12)
2
4k+2
+ℓ−2iℓ(1 + qn)
=
(−q)∞
(q)∞

∑
n≥|ℓ|
−
∑
n≤−|ℓ|−1

 q(k+ 12)(n+ 2i−14k+2)2−(2kℓ+i+ℓ− 12)24k+2 (1 + qn).
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As such, we need only consider the case where ℓ ≥ 0.
We prove this identity after the change of variable i 7→ k − i. We apply (2.2) with
ρ 7→ −qℓ+1 to the Bailey pair in (2.4) with a = q2ℓ+1. Doing so yields
∑
n1,n2,...,nk≥0
(−qℓ+1)
N1
q−(ℓ+1)N1+(2ℓ+1)(N1+N2+···+Nk)+
N1(N1−1)
2
+N22+N
2
3+···+N
2
k
−N2−N3−···−Ni
(q)n1(q)n2 · · · (q)nk (q2ℓ+1)nk
=
∑
n1,n2,...,nk≥0
q
N1(N1+1)
2
+N22+N
2
3+···+N
2
k
+ℓN1+(2ℓ+1)(N2+N3+···+Nk)−N1−N2−···−Ni
(−qℓ+1)
N1
(q)n1(q)n2 · · · (q)nk (q2ℓ+1)nk
=
(−qℓ)∞
(q2ℓ+2)∞
∞∑
n=0
(−qℓ+1)nq−(ℓ+1)n+(2ℓ+1)kn+(k− 12 )n2+( 12−i)n+n2+2ℓn
(−qℓ)n(1− q2ℓ+1)
− (−q
ℓ)∞
(q2ℓ+2)∞
∞∑
n=1
(−qℓ+1)nq−(ℓ+1)n+(2ℓ+1)(kn+i−k+1)+(k− 12 )n2+( 52+i−2k)n+k−i−2+(n−1)2+2ℓ(n−1)
(−qℓ)n(1− q2ℓ+1)
=
(−qℓ+1)∞
(q2ℓ+1)∞
∞∑
n=0
q(k+
1
2
)n2+(2kℓ+k−i+ℓ− 1
2
)n(1 + qn+ℓ)
− (−q
ℓ+1)∞
(q2ℓ+1)∞
∞∑
n=1
q(k+
1
2
)n2+(2kℓ−k+i+ℓ− 1
2
)n+2ℓ(i−k)(1 + qn+ℓ)
=
(−qℓ+1)∞
(q2ℓ+1)∞
(∑
n≥ℓ
−
∑
n≤−ℓ−1
)
q(k+
1
2)(n+
2k−2i−1
4k+2 )
2
−
(2kℓ+k−i+ℓ−12 )
2
4k+2 (1 + qn).
The claimed identity then follows. When i = 0,(∑
n≥ℓ
−
∑
n≤−ℓ−1
)
q(k+
1
2)(n+
2k−1
4k+2)
2
−
(2kℓ+k+ℓ−12 )
2
4k+2
+n =
(∑
n≥0
−
∑
n≥0
)
q(k+
1
2
)n2+(2kℓ+k+ℓ+ 1
2
)n+ℓ = 0,
which finishes the proof of the proposition. 
Remark. It would be interesting to connect the series in Proposition 3.2 with characters of
indecomposable modules for the N = 1 singlet algebra.
4. Modular Identities
In this part we prove a family of q-series identities for certain theta-like series that can be
expressed as linear combinations of unary theta functions of weight 1
2
and 3
2
. Such objects
appear in the study of logarithmic modular forms (e.g. modular forms that are sums of
ordinary modular forms of different weight). This terminology originates in Logarithmic
Conformal Field Theory, where characters of representations often exhibit this property
[1, 2].
Lemma 4.1. Suppose i, k ∈ Z and 0 ≤ i ≤ k. Then
∑
n∈Z
(2n+ 1)q
2k+1
2
(n+ i
2k+1
)2 =
∑
n∈Z
sgn(n)q
2k+1
2 (n+
i
2k+1)
2
+ 2
∑
ℓ≥1
(∑
n≥ℓ
−
∑
n≤−ℓ−1
)
q
2k+1
2 (n+
i
2k+1)
2
.
Proof: We omit the proof as it is near trivial. 
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Let k ≥ 2 and let A be the (k + 1)× (k + 1) matrix defined by
A :=


3
2
−1
2
0 ... ... ... ...
−1
2
1 −1
2
... ... ... ...
0 −1
2
1 ... ... ... ...
... ... ... ... ... ... ...
... ... ... ... 1 −1
2
−1
2
... ... ... ... −1
2
1 0
... ... ... ... −1
2
0 1


.
We note that
A =
1
2
(Dk+1 + E1,1) ,
where Dk+1 is the Cartan matrix of D-type. It is easy to show
A−1 =


1 1 1 ... 1 1
2
1
2
1 3 3 ... 3 3
2
3
2
1 3 5 ... 5 5
2
5
2
... ... ... ... ... ... ...
1 3 5 ... 2k − 3 2k−3
2
2k−3
2
1
2
3
2
5
2
... 2k−3
2
2k+1
4
2k−3
4
1
2
3
2
5
2
... 2k−3
2
2k−3
4
2k+1
4


(4.1)
or in more compact form
(A−1)i,j =


min{2i− 1, 2j − 1}, 1 ≤ i, j ≤ k − 1
2j−1
2
, 1 ≤ j ≤ k − 1, k ≤ i ≤ k + 1
2k+1
4
, i = j ∈ {k, k + 1}
2k−3
4
, i = k, j = k + 1
For k = 1, we let A−1 =
(
3
4
−1
4−1
4
3
4
)
.
Now we can state Go¨llnitz-Gordon-Andrews-type identities for the series in Lemma 4.1.
Theorem 4.2. Suppose i ∈ Z, k ∈ N, and 0 ≤ i ≤ k. Then
q
− i
2
2(2k+1)
(−q1/2)∞
(q)∞
∑
n∈Z
(2n+ 1)q
2k+1
2
(n+ i
2k+1
)2
=
∑
n1,n2,...,nk+1≥0
nk≡nk+1 mod 2
q
1
2
n·A−1·nT+nk−i+1+2nk−i+2+···+(i−1)nk−1+
i
2
(nk+nk+1)(−q 12 )
n1+n2+···+nk−1+
nk+nk+1
2
(q)n1(q)n2 · · · (q)nk+1
,
where n = (n1, ..., nk+1).
Proof: We first rewrite the identity in Proposition 3.1 as
Fℓ(q) := q
− i
2
4k+2
(−q 12 )∞
(q)∞

∑
n≥|ℓ|
−
∑
n≤−|ℓ|−1

 q(k+ 12)(n+ i2k+1)2
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=
∑
n1,n2,...,nk≥0
q(k+
1
2
)ℓ2+iℓ+
N1(N1+1)
2
+N22+N
2
3+···+N
2
k
+(ℓ+ 1
2
)N1+(2ℓ+1)(N2+N3+···+Nk)−N1−N2−···−Nk−i
(q)n1(q)n2 · · · (q)nk(q)nk+2ℓ
× (−q 12 )N1+ℓ.
From formula (4.1) for A−1, we easily get
1
2
(n1, . . . , nk−1, 0, 0) ·A−1 · (n1, . . . , nk−1, 0, 0)T = 1
2
(
k−1∑
i=1
ni
)2
+
k−1∑
j=2
(
k−1∑
i=j
ni
)2
,
(0, . . . , 0, nk, nk + 2ℓ) ·A−1 · (n1, . . . , nk−1, 0, 0)T = 1
2
k−1∑
i=1
(2i− 1)ni(2nk + 2ℓ),
1
2
(0, . . . , 0, nk, nk + 2ℓ) · A−1 · (0, . . . , 0, nk, nk + 2ℓ)T = 2k + 1
8
(
n2k + (nk + 2ℓ)
2
)
+
2k − 3
4
nk(nk + 2ℓ).
We then have that
1
2
(n1, n2, . . . , nk, nk + 2ℓ)A
−1(n1, n2, . . . , nk, nk + 2ℓ)
T
= 1
2
N21 +N
2
2 +N
2
3 + · · ·+N2k + ℓN1 + 2ℓ(N2 +N3 + · · ·+Nk) + (k + 12)ℓ2.
As such,
∑
n1,n2,...,nk+1≥0
nk≡nk+1 (mod 2)
q
1
2
n·A−1·nT+nk−i+1+2nk−i+2+···+(i−1)nk−1+
i
2
(nk+nk+1)(−q 12 )
n1+n2+···+nk−1+
nk+nk+1
2
(q)n1(q)n2 · · · (q)nk+1
=
∑
n1,n2,...,nk≥0
ℓ∈Z
q
1
2
N21+N
2
2+N
2
3+···N
2
k
+ℓN1+2ℓ(N2+N3+···+Nk)+(k+
1
2
)ℓ2+nk−i+1+2nk−i+2+···+(i−1)nk−1+ink+iℓ
(q)n1(q)n2 · · · (q)nk(q)nk+2ℓ
× (−q 12 )N1+ℓ
=
∑
n1,n2,...,nk≥0
ℓ∈Z
q(k+
1
2
)ℓ2+iℓ+
N1(N1+1)
2
+N22+N
2
3+···+N
2
k
+(ℓ+ 1
2
)N1+(2ℓ+1)(N2+N3+···+Nk)−N1−N2−···−Nk−i
(q)n1(q)n2 · · · (q)nk(q)nk+2ℓ
× (−q 12 )N1+ℓ
=
∑
ℓ∈Z
Fℓ(q) = q
− i
2
4k+2
(−q 12 )∞
(q)∞
∑
n∈Z
(2n+ 1)q(k+
1
2
)(n+ i2k+1)
2
,
where the final equality is by Lemma 4.1. This proves the claim. 
We record the simplest case with i = k = 1.
Corollary 4.3. The following identity holds,
q−1/6
(−q1/2)∞
(q)∞
∑
n∈Z
(2n + 1)q
3
2
(n+ 1
3
)2 =
∑
n1,n2≥0
n1≡n2 mod 2
q
3
8
n21+
3
8
n22−
1
4
n1n2+
1
2
(n1+n2)(−q1/2)n1+n2
2
(q)n1(q)n2
.
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Remark. Notice that for i = 0, the sum on the left-hand side side in Theorem 4.2 simplifies,
so we can write
(−q1/2)∞
(q)∞
∑
n∈Z
q(k+
1
2)n
2
=
∑
n1,n2,...,nk+1≥0
nk≡nk+1 mod 2
q
1
2
n
T ·A−1·n(−q 12 )
n1+n2+···+nk−1+
nk+nk+1
2
(q)n1(q)n2 · · · (q)nk+1
.
It would be interesting to find a combinatorial description of this identity.
There are similar identities coming from Proposition 3.2. The i = k case is more elegant
than the general case, and so we record it as a separate theorem below. In both cases, we
omit the proofs as they are near identical to that of Theorem 4.2.
Theorem 4.4. For k ∈ N,
q
− (2k−1)
2
8(2k+1)
(−q)∞
(q)∞
∑
n∈Z
(2n+ 1)q
2k+1
2
(n+ 2k−1
2(2k+1)
)2
=
∑
n1,n2,...,nk+1≥0
nk≡nk+1 mod 2
q
1
2
n
T ·A−1·n+ 1
2
n1+
3
2
n2+···+
2k−3
2
nk−1+
2k−1
4
(nk+nk+1)(−q)
n1+n2+···+nk−1+
nk+nk+1
2
(q)n1(q)n2 · · · (q)nk+1
.
For general 0 ≤ i ≤ k, we instead have the following.
Theorem 4.5. Suppose i ∈ Z, k ∈ N, and 0 ≤ i ≤ k, then
q
− (2i−1)
2
8(2k+1)
(−q)∞
(q)∞
∑
n∈Z
(2n+ 1)q
2k+1
2
(n+ 2i−1
4k+2
)2(1 + qn)
=
∑
n1,n2,...,nk+1≥0
nk≡nk+1 mod 2
q
1
2
n·A−1·nT− 1
2
(n1+n2+···+nk−i)+
1
2
nk−i+1+
3
2
nk−i+2+···+
2i−3
2
nk−1+
2i−1
4
(nk+nk+1)
×
(−q)
n1+n2+···+nk−1+
nk+nk+1
2
(q)n1(q)n2 · · · (q)nk+1
.
5. further q-series identities
As discussed in the introduction, identity (1.6), which can be obtained from the Fourier
expansion of a meromorphic Jacobi form, gives an elegant expression for the Rogers false
theta function. In this section, we first present a generalization of that identity.
Theorem 5.1. For k ∈ N,∑
n∈Z sgn(n)q
(k+1)n2+kn
(q)2k∞
=
∑
n1,n2,...,n2k−1≥0
q
∑2k−2
i=1 nini+1+
∑2k−1
i=1 ni
(q)2n1(q)
2
n2
· · · (q)2n2k−1
.
We note that these series have an odd number of summation variables. Interestingly, with
an even number of summation variables we get a family of modular identities.
Theorem 5.2. For k ∈ N,
(q, q2k+2, q2k+3; q2k+3)
(q)2k+1∞
=
∑
n1,n2,...,n2k≥0
q
∑2k−1
i=1 nini+1+
∑2k
i=1 ni
(q)2n1(q)
2
n2 · · · (q)2n2k
.
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We should point out that Theorem 5.2 was first conjectured in [19] based on an analysis
of Schur’s indices in certain Argyres-Douglas theories in physics. We shall present a uniform
proof of both theorems. We do so with a combination of q-series techniques and Bailey’s
lemma.
Lemma 5.3. For k ∈ N,∑
n1,n2,...,nk≥0
qn1n2+n2n3+···+nk−1nk+n1+n2+···+nk
(q)2n1(q)
2
n2 · · · (q)2nk
=
1
(q)k+1∞
∑
m1,m2,...,mk≥0
(−1)m1+m2+···+mkqm1(m1+1)2 +m2(m2+1)2 +···+mk(mk+1)2
(q)m1−m2(q)m2−m3 · · · (q)mk−1−mk
.
Proof: We prove the stronger result that∑
n1,n2,...,nk≥0
xn12 x
n2
3 · · ·xnk−1k qn1n2+n2n3+···+nk−1nk+n1+n2+···+nk
(q, x1q)n1(q, x2q)n2 · · · (q, xkq)nk
=
1
(q)∞
∑
m1,m2,...,mk≥0
(−1)m1+m2+···+mkxm11 xm22 · · ·xmkk q
m1(m1+1)
2
+
m2(m2+1)
2
+···+
mk(mk+1)
2
(q)m1−m2(q)m2−m3 · · · (q)mk−1−mk(x1q, x2q, . . . , xkq)∞
. (5.1)
The lemma then follows from by setting x1 = x2 = · · · = xk = 1. Multiplying the left-hand
side of (5.1) by (x1q, x2q, . . . , xkq)∞ gives∑
n1,n2,...,nk≥0
xn12 x
n2
3 · · ·xnk−1k qn1n2+n2n3+···+nk−1nk+n1+n2+···+nk(x1qn1+1, x2qn2+1, . . . , xkqnk+1)∞
(q)n1(q)n2 · · · (q)nk
=
∑
n1,n2,...,nk≥0
m1,m2,...,mk≥0
(−1)m1+m2+···+mkxm11 xm2+n12 xm3+n23 · · ·xmk+nk−1k qn1n2+n2n3+···+nk−1nk
(q)n1(q)n2 · · · (q)nk(q)m1(q)m2 · · · (q)mk
×qm1(m1+1)2 +m2(m2+1)2 +···+mk(mk+1)2 +n1(m1+1)+n2(m2+1)+···+nk(mk+1)
=
∑
n1,n2,...,nk≥0
m1,m2,...,mk≥0
(−1)m1+m2+···+mk+n1+n2+···+nk−1xm11 xm22 · · ·xmkk q
m1(m1+1)
2
+
m2(m2+1)
2
+···+
mk(mk+1)
2
(q)n1(q)n2 · · · (q)nk(q)m1(q)m2−n1(q)m3−n2 · · · (q)mk−nk−1
×q n1(n1+1)2 +n2(n2+1)2 +···+
nk−1(nk−1+1)
2
+nk+m1n1+m2(n2−n1)+m3(n3−n2)+···+mk(nk−mk−1),
(5.2)
where in the first equality we have expanded each (xjq)∞ according to an identity of Euler,
(z; q)∞ =
∑
m≥0
(−1)mzmqm(m−1)2
(q)m
,
and in the second equality we have shifted the indices mj 7→ mj − nj−1 for j ≥ 2 (since
(q)−1n = 0 when n is negative, the index bounds are still valid).
We recall a certain finite analogue of the q-binomial theorem [8, Theorem 3.3] states that
m∑
n=0
(−1)nznq n(n−1)2 (q)m
(q)n(q)m−n
= (z)m.
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As such the inner sums on nj in the final equality of (5.2), for 1 ≤ j < k, are
∑
nj≥0
(−1)njqnj(mj−mj+1+1)+nj (nj−1)2
(q)nj(q)mj+1−nj
=
(qmj−mj+1+1)mj+1
(q)mj+1
=
(q)mj
(q)mj+1(q)mj−mj+1
.
The inner sum on nk, by another identity of Euler, is instead
∑
nk≥0
qnk(mk+1)
(q)nk
=
1
(qmk+1)∞
.
Equation (5.1) then follows by plugging these back into (5.2) and performing some elementary
rearrangements of the summands. 
We are now in a position to state and prove the general identity that encapsulates both
Theorem 5.1 and Theorem 5.2.
Theorem 5.4. For k ∈ N,
∑
n1,n2,...,nk≥0
qn1n2+n2n3+···+nk−1nk+n1+n2+···+nk
(q)2n1(q)
2
n2 · · · (q)2nk
=
1
(q)k+1∞
(∑
n≥0
+(−1)k
∑
n<0
)
(−1)n(k+1)q (k+3)n
2+(k+1)n
2 .
Proof: By applying the version of Bailey’s lemma stated in (2.1) to the Bailey pair defined
in (2.3), we find that Lemma 5.3 implies
∑
n1,n2,...,nk≥0
qn1n2+n2n3+···+nk−1nk+n1+n2+···+nk
(q)2n1(q)
2
n2
· · · (q)2nk
=
1
(q)k+1∞
∑
n≥0
(−1)n(k+1)q (k+3)n
2+(k+1)n
2 (1− q2n+1)
=
1
(q)k+1∞
(∑
n≥0
+(−1)k
∑
n<0
)
(−1)n(k+1)q (k+3)n
2+(k+1)n
2 .

We find that Theorem 5.4 establishes Thereom 5.1 and 5.2. In particular, Theorem 5.1
immediately follows from the statement of the theorem by letting k 7→ 2k− 1. For Theorem
5.2, we let k 7→ 2k in Theorem 5.4 and sum the series by using the Jacobi triple product
identity to find that∑
n∈Z
(−1)nq (2k+3)n
2+(2k+1)n
2 =
∑
n∈Z
(−1)nq (2k+3)n
2−(2k+1)n
2 = (q, q2k+2, q2k+3; q2k+3)∞.
6. Classical Dilogarithm identities
It is known that modular q-hypergeometric identities give rise to identities for the Rogers
dilogarithm function [34, 37, 38, 48]; see also [42]. This is the case with characters of modules
of rational vertex algebras (or conformal field theories) as they can be often expressed as
n-fold q-hypergeometric series.
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Let A = (Ai,j) be a symmetric positive definite k×k matrix with rational entries, B ∈ Qk,
C ∈ Q, and
FA,B,C(q) :=
∑
n=(n1,n2,...,nk)≥0
q
1
2
n
TAn+Bn+C
(q)n1(q)n2 · · · (q)nk
.
This is an example of a multi q-hypergeometric series sometimes called a Nahm sum. Ac-
cording to [32, 34, 37, 38], using the saddle point method, one can show that its asymptotic
expansion (as t→ 0+, q = e−t) is given by:
FA,B,C(e
−t)e−α/t ∼ βe−γt(1 +O(t)),
α :=
k∑
i=1
(L(1)− L(Qi)),
where
L(x) := Li2(x) +
1
2
log(x) log(1− x), x ∈ (0, 1),
denotes Rogers’ dilogarithm function and
Li2(x) =
∑
n≥1
xn
n2
is the classical dilogarithm 1, and Qi ∈ (0, 1) are unique solutions of the TBA (thermody-
namic Bethe ansatz) equation
(1−Qi) =
k∏
j=1
Q
Ai,j
j . (6.1)
A detailed treatment of this result can be found in M. Vlasenko and S. Zwegers’s recent
paper [42].
We would like to extend this idea to our false theta function identities.
Lemma 6.1. Let A be a positive definite real symmetric k × k matrix. Then
(1−Qk)2 =
k∏
j=1
Q
Ak,j
j , (1−Qi) =
k∏
j=1
Q
Ai,j
j , 1 ≤ i ≤ k − 1 (6.2)
has a unique solution inside (0, 1).
Proof: The proof follows along the lines of [42, Lemma 2.1]. The only modification required
is to choose
fA(x) =
1
2
xTAx+ 2Li2(Exp(−xk)) +
k−1∑
i=1
Li2(Exp(−xi)),
and proceed as in [42]. 
1L(x) can be extended to x = 0 and x = 1; L(0) = 0, L(1) = pi
2
6
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6.1. Even case. Recall (for k ≥ 1 )
F (q) :=
q
− k
2
4(k+1)
(q; q)∞
∑
n∈Z
sgn(n)q(k+1)(n+
k
2(k+1)
)2 =
∑
n1,n2,...,nk≥0
qN
2
1+N
2
2+···+N
2
k
+N1+N2+···+Nk
(q)2nk(q)n1(q)n2 · · · (q)nk−1
. (6.3)
We let f(q) =
∑
n∈Z sgn(n)q
k(n+ k−1
2k
)2 . It is known that (as t → 0+) (e.g. [47, Proposition
6.5])
f(e−t) ∼ 1
k
+O(t).
Therefore
e−
π2
6t F (e−t) ∼
√
t
2π
(
1
k
+O(t)
)
,
where we have used the well-known behavior η(e−t) = q1/24(q)∞|q=e−t ∼
√
2π
t
e−
π2
6t . Now
we look at the q-hypergeometric side. Because of the 1
(q)2nk
we are led to a system of k × k
equations (cf. [42])
(1−Qi) =
∏
j≥1
Q
Bi,j
j , 1 ≤ i ≤ k − 1, (6.4)
(1−Qk)2 =
∏
j≥1
Q
Bk,j
j ,
where B = (Bi,j) = (2min(i, j)) is the matrix corresponding to the quadratic form in the
exponent of the RHS in (6.3).
Applying the procedure in [42] for computing the asymptotic exponent α of F (q) in terms
of L(x), with slight modifications due to the squared factor (q)2nk , gives the following identity.
Proposition 6.2. For k ≥ 2, let {Qi} denote the unique solution of (6.4) inside the interval
(0, 1). Then
2(L(1)− L(Qk)) +
k−1∑
r≥1
(L(1)− L(Qr)) = π
2
6
. (6.5)
Proof: It is not hard to see that Qk =
k
k+1
, Q1 = 1− 122 , ..., Qk−1 = 1− 1k2 is the solution of
(6.4) inside (0, 1). Using L(x) + L(1− x) = L(1), identity (6.5) is equivalent to
2L
(
1
k + 1
)
+
k∑
r≥2
L
(
1
r2
)
=
π2
6
. (6.6)
The last identity is known and mentioned in [34, Exercise 6]. It can be easily proven by
induction using the relation
L
(
1− 1
x2
)
+ 2
(
L
(
1
x
)
+ L
(
x
x+ 1
))
=
π2
2
, (6.7)
with x = k, a consequence of the Five-Term relation for Rogers’ dilogarithm [34, Formula
(1.4)]. 
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6.2. N = 1 super identities. In this part we connect the q-series identities
q
− k
2
2(2k+1)
(−q1/2)∞
(q)∞
∑
n∈Z
sgn(n)q
2k+1
2 (n+
k
2k+1)
2
=
∑
n1,n2,...,,nk≥0
q
N21
2
+N22+N
2
3+···+N
2
k
+N1+N2+···+Nk(−q1/2)N1
(q)2nk(q)n1(q)n2 · · · (q)nk−1
(6.8)
with dilogarithm identities. Here the situation is slightly more complicated due to the
additional q-Euler factor, (−q1/2)N1, appearing in the numerator. Observe that the leading
asymptotics of the left-hand side in (6.8) is easily determined. After letting q = e−t, it grows
as Ce
π2
4t as t→ 0+, which follows from using q− 148 (−q 12 )∞ = η(τ)
2
η( τ
2
)η(2τ)
. Therefore we expect a
family of identities for Rogers’ dilogarithm as in (6.6), where the right-hand side equals π
2
4
.
Proposition 6.3. For k ∈ N,
2L
(
2
2k + 1
)
+
k−1∑
r=1
L
(
4
(2r + 1)2
)
+ L
(
3
4
)
− L
(
1
2
)
=
π2
4
. (6.9)
Proof: As in [32], we first write
F (q) :=
∑
n1,n2,...,nk≥0
q
N21
2
+N22+N
2
3+···+N
2
k
+N1+N2+···+Nk(−q1/2)N1
(q)2nk(q)n1(q)n2 · · · (q)nk−1
=
∑
n1,n2,...,nk+1≥0
qN
2
1+N
2
2+···+N
2
k
+N1+N2+···+Nk−N1nk+1+
n2
k+1
2
(q)2nk(q)n1(q)n2 · · · (q)nk−1
[
N1
nk+1
]
q
,
where
[
m
n
]
q
:= (q)m
(q)n(q)m−n
are the q-binomial coefficients. For both multi-sums above, Nj =
nj + nj+1 + · · ·+ nk, in particular Nj does not end with nk+1 in the latter sum. As before,
saddle point analysis gives the system of equations:
(1−Qk)2 =
k∏
j=1
Q
Bk,j
j Q
−1
k+1,
(1−Qi) =
k∏
j=1
Q
Bi,j
j Q
−1
k+1, 1 ≤ i ≤ k − 1,
(1−Qk+1) = Q−11 · · ·Q−1k Qk+1.
As argued in [32, Section 5], specifically their formula (5.10), we get
2(L(1)− L(Qk)) + (L(1)− L(Qk+1)) +
k−1∑
i=1
(L(1)− L(Qi))−
(
L(1)− L
(
1
2
))
=
π2
4
,
with the extra term L(1)− L(1
2
) = L(1
2
) = π
2
12
coming from the factor (−q1/2)N1 in the sum.
It is easy to check that
Qk =
2k − 1
2k + 1
, Qr = 1− 4
(2r + 1)2
(1 ≤ r ≤ k − 1), Qk+1 = 1
4
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is a solution of the above system. The proof then follows. Alternatively, we can prove (6.9)
directly by induction on k using relation (6.7). 
Remark. We note that taking k → +∞ in (6.9) leads to∑
r≥1
L
(
4
(2r + 1)2
)
+ L
(
3
4
)
− L
(
1
2
)
=
π2
4
. (6.10)
This identity can be viewed as a limiting case of Melzer’s dilogarithm identity coming from
N = 1 superconformal characters [36, Formula (3.12)]:
k−1∑
r=1
L
(
sin2 π
2k
sin2 (2r+1)π
4k
)
+ L
(
1− 1
4 cos2 π
4k
)
− L
(
1
2
)
= π2
(k − 1)
4k
. (6.11)
Indeed, formally taking k → +∞ in (6.11), we get (6.10) by L’hopital’s rule.
6.3. Further Dilogarithm Identities. We are not aware of any q-series identities connect-
ing ∑
n1,n2,...,nk≥0
q
N21
2
+N22+N
2
3+···+N
2
k
+N1+N2+···+Nk
(q)2nk(q)n1(q)n2 · · · (q)nk−1
(6.12)
with a false theta-type q-series. The proposition below gives a dilogarithm identity that
suggests a relation with a false theta series is plausible.
Proposition 6.4. For k ∈ N, let {Qi} be the unique solution of
(1−Qk)2 =
∏
1≤j≤k
Q
Ck,j
j , (1−Qi) =
∏
1≤j≤k
Q
Ci,j
j ; 1 ≤ i ≤ k − 1, (6.13)
inside the interval (0, 1), where (Ci,j) = (2min(i, j) − 1) is the matrix corresponding to the
quadratic form in the exponent of the q-hypergeometric series (6.12). Then
2(L(1)− L(Qk)) +
k−1∑
i=1
(L(1)− L(Qi)) = π
2
5
.
Proof: Let
a =
1
2
(
√
5− 1).
It is not hard to see that
Q1 = a,Q2 = 1− 1
(a+ 2)2
, ...., Qk−1,= 1− 1
(a+ k − 1)2 , Qk = 1−
1
a+ k
is the unique solution of (6.13) inside (0, 1); when k = 1 we have Q1 = 1 − 1a+1 . The rest
follows by induction on k using the five-term relation as in Proposition 6.2. 
7. Final comments on future work
In a sequel to this paper [31], we plan to study q-series identities involving expressions
with even “higher poles” (cf. Section 5)
∑
n1,n2,...,nk≥0
q
∑k
i=1 ni+
∑k−1
i=1 nini+1
(q)r1n1(q)
r2
n2 · · · (q)rknk
.
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We will also extend Theorems 5.1 and Theorem 5.2 to half-characteristics, where the relevant
q-hypergeometric series are
∑
n1,n2,...,nk≥0
q
∑k
i=1 n
2
i−
∑k−1
i=1 nini+1(−qǫ)n1
(q)2n1(q)
2
n · · · (q)2nk
.
Moreover, motivated by [26], we will study identities for “inverted” q-hypergeometric terms,
after the formal inversion q → q−1.
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