Detection and estimation of spikes in presence of noise and interference by Passemier, Damien et al.
Detection and estimation of spikes
in presence of noise and interference
Damien Passemier
Department of Electronic
and Computer Engineering
Hong Kong University
of Science and Technology
Email: damien.passemier@gmail.com
Abla Kammoun
CEMSE Division
King Abdullah University
of Science and Technology
Email: abla.kammoun@gmail.com
Me´rouane Debbah
Alcatel-Lucent Chair
Supe´lec
Gif-sur-Yvette, France
Email: merouane.debbah@supelec.fr
Abstract—In many practical situations, the useful signal is
contained in a low-dimensional subspace, drown in noise and
interference. Many questions related to the estimation and
detection of the useful signal arise. Because of their particular
structure, these issues are in connection to the problem that
the mathematics community refers to as ”spike detection and
estimation”. Previous works in this direction have been restricted
to either determining the number of spikes or estimating their
values while knowing their multiplicities. This motivates our work
which considers the joint estimation of the number of spikes and
their corresponding orders, a problem which has not been yet
investigated to the best of our knowledge.
I. INTRODUCTION
Detecting and estimating the components of a signal cor-
rupted by additive Gaussion noise is a fundamental problem
that arises in many signal and array processing applications.
Considering a large number of received samples, one can easy
see that their covariance matrix exhibit a different behaviour
depending on the number of the components of the useful
signal. In light of this consideration, first methods of signal
detection like techniques using the Roy Test [14] or those
using information theoretic criteria [15] have been based on the
eigenvalues of the empirical covariance matrix. Recently, the
advances in the spectral analysis of large dimensional random
matrices have engendered a new wave of interest for the
scenario when the number of observations is of the same order
of magnitude as the dimension of the received samples, while
the number of signal components remain finite. Such a model
is referred to as the spiked covariance model [6]. It has allowed
the emergence of new detection schemes based on the works
of the extreme eigenvalues of large random Wishart matrices
[9], [10], [8]. It is especially encountered in multi-sensor
detection [12] and power estimation problems [16], which are
at the heart of cognitive radio applications. This model has
also found application in subspace estimation problems with
a particular interest on the estimation of directions of arrival
[5].
From a mathematical perspective, the focus has been either
to detect the presence of sources and estimate their numbers
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[7], [11] or to estimate their powers [1]. The general case
where the objective is to extract as much as possible informa-
tion has not been addressed to the best of our knowledge.
This motivates our work which proposes an easy way to
jointly estimate the number of sources, their powers and their
multiplicities in the case where different sources are using the
same power values.
II. SYSTEM MODEL
Consider the p-dimensional observation vector xi ∈ Cp at
time i:
xi =
K∑
k=1
√
αkWksk,i + σei
where
• (Wk)1≤k≤K is an orthogonal family of rectangular uni-
tary p × mk matrices (i.e, for 1 ≤ k ≤ K,Wk has
orthogonal columns and WkWHj = 1k=jIp);
• (αk)1≤k≤K are K positive distinct scalars such that α1 >
α2 > · · · > αK ;
• (sk,i)1≤k≤K ∈ Cmk×1 are independent random vectors
with zero mean and variance 1;
• ei ∈ Cp×1 is complex Gaussian distributed (i.e. ei ∼
CN (0, I)) and represent the interference and noise signal;
• σ2 is the strength of the noise.
Therefore, we consider K distinct powers αk, each of multi-
plicity mk. Gathering n observations x1, . . . ,xn into a p× n
observation matrix X = [x1, . . . ,xn], we obtain
X = [W1, · · · ,WK ]

√
α1Im1 0
. . .
0
√
αKImK

×
 s1,1 · · · s1,n... . . . ...
sK,1 · · · sK,n
+ σ [e1, · · · , en] .
or equivalently
X = Σ
1
2Y (1)
where Y is a matrix of independent entries with zero mean
and variance 1 and Σ is the theoretical covariance matrix of
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the observations given by:
Σ = U

(α1 + σ
2)Im1 0
. . .
(αK + σ
2)ImK
0 σ2In−m
UH
where m =
∑K
k=1mk and U is an orthogonal matrix.
Note that Σ has K distinct eigenvalues with multiplicities
m1, . . . ,mK and one eigenvalue equal to σ2 with multiplicity
p−m.
This model corresponds to the spiked covariance model [6]:
here we allow spikes with multiplicities greater than one. It can
be encountered as shown in [16] for power estimation purposes
in cognitive radio networks. Another interesting application
is met in the array processing field and in particular in the
problem of the estimation of the angles of arrival. In this case,
the received signal matrix is given by [5]:
X = A(θ)P
1
2S + σN (2)
where A = [a(θ1), . . . ,a(θm)], a(θi) being the p× 1 steering
vector, P = diag (αIm1 , . . . , αKImK ), S is the m× n trans-
mitted matrix of i.i.d Gaussian entries and N = [e1, · · · , en].
Note that in this case, A can be considered as unitary, since
AHA→ Im when p→∞.
Previous methods dealing with the estimation of directions
of arrivals has so far assumed a prior estimation of the number
of sources [5]. Such information is obviously not always
available in practice. This motivates our paper, which proposes
a method to jointly estimate the number of sources as well as
their multiplicities.
III. ESTIMATION OF SPIKES’ VALUES AND MULTIPLICITIES
The estimation technique relies on results about the asymp-
totic behavior of the covariance matrix. As shown in the
following proposition proven in [2], the asymptotic spectral
properties of the covariance matrix depend on the eigenvalues
α1, · · · , αK of the matrix Σ.
Proposition 1. Let Sn be the sample covariance matrix given
by:
Sn =
1
n
n∑
k=1
xix
H
i
Denote by λ̂n,1 > λ̂n,2 > · · · > λ̂n,p the p eigenvalues of Sn
arranged in decreasing order. Let si =
∑i
k=1mk and Jk the
index set Jk = {sk + 1, . . . , sk +mk}, k ∈ {1, . . . ,K}.
Let φ(x) = x+ σ2 + γσ2
(
1 + σ
2
x
)
for x 6= 0 and assume
that γn = pn → γ. Then, if φ′(αk) > 0 (i.e. αk > σ2
√
γ) for
any k ∈ {1, . . . ,K}, we have almost surely
λ̂n,j → φ(αk), ∀j ∈ Jk
Remark 1. Under the condition φ′(αk) > 0 for all k ∈
{1, . . . ,K}, the empirical distribution of the spectrum is
composed of K+1 connected intervals: a bulk corresponding
to the Marcˇhenko-Pastur law [3] followed by K spikes. To
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Fig. 1. Histogram of the eigenvalues of the empirical covariance matrix.
illustrate this, we represent in Figure 1, the empirical his-
togram of the eigenvalues of the empirical covariance matrix
when K = 3, (α1, α2, α3) = (7, 5, 3), (n, p) = (4000, 2000)
and σ2 = 1.
Figure 1 provides us insights about an intuitive approach to
estimate the multiplicities of spikes and their values given their
number K. Actually, one needs to rearrange the eigenvalues
and then detect the largest gaps that correspond to a switch
from one connected interval to the next one.
This leads us to distinguish two cases whether K is either
known or not. We will consider these cases in turn in the
following.
A. K is known
In this case, we propose to estimate the eigenvalues by
considering the differences between consecutive eigenvalues:
δn,j = λ̂n,j − λ̂n,j+1, j ≥ 1.
Indeed, the results quoted above imply that a.s. δn,j → 0, for
j /∈ {si, i = 1, . . . ,K} whereas for j ∈ {si, i = 1, . . . ,K},
δn,j tends to a positive limit given by φ(αj)−φ(αj+1). Thus
it becomes possible to estimate the multiplicities from index-
numbers j where δn,j is large. If K is known, we will take
the indices corresponding to the K larger differences δn,i.
Denote by i1, . . . , ip the indices of the differences δn,i such
that δn,i1 ≥ · · · ≥ δn,ip . Then, the estimator (mˆ1, . . . , mˆK) of
the multiplicities (m1, . . . ,mK) is defined by
mˆ1 =min {ik, k ∈ {1, . . . ,K}}
mˆ2 =min {ik, k ∈ {1, . . . ,K}\{mˆ1}} − mˆ1
mˆj =min {ik, k ∈ {1, . . . ,K}\{mˆ1, . . . , mˆj−1}} −
j−1∑
i=1
mˆi
mˆK=max {ik, k ∈ {1, . . . ,K}} −
K−1∑
i=1
mˆi
The proposed consistent estimator of the number of the spikes
is therefore given by the following theorem, for which a proof
is omitted because of lack of space:
Theorem 1. Let (xi)1≤i≤n be n i.i.d copies. of x which
follows the model (1). Suppose that the population covariance
matrix Σ has K non null eigenvalues (αi + σ2)1≤i≤K such
that α1 > · · · > αK > σ2√γ with respective multiplicity
(mk)1≤k≤K (m1 + · · · + mK = m), and p −m eigenvalues
equal to σ2. Assume that p/n → γ > 0 when n → ∞.
Then the estimator (mˆ1, . . . , mˆK) is strongly consistent, i.e
(mˆ1, . . . , mˆK)→ (m1, . . . ,mK) almost surely when n→∞.
B. K is not known
As Figure 1 shows, eigenvalues outside the bulk are orga-
nized into K clusters, where within each cluster, all eigen-
values converge to the same value in the asymptotic regime
p, n → +∞ such that p/n → γ. If K is not estimated
correctly, applying the previous method, will lead to either
gathering two close clusters (K is under-estimated) or to
subdividing the clusters corresponding to the highest spikes
(K is over-estimated). Clearly, the second order results within
each cluster seems to bring useful information which allows to
discard these cases. In particular, in the sequel, we will rely on
the following proposition which is a by-product of Proposition
3.2 in [2]:
Proposition 2. Assume that the settings of Theorem 1 holds.
Let gk =
∑sk
j=sk−1+1 λ̂n,j , the sum of the eigenvalues corre-
sponding to the k-th cluster. Then, when n → ∞ such that
p/n→ γ > 0, gk verify
√
n (gk −mkφ(αk)) L−→ N (0, 2mkv2k)
where v2k = 2α
′2
k ((α
′
k − 1)2− γ)/(α′k − 1)2, α′k = αk/σ2 + 1
and L denotes the convergence in distribution.
Theorem 2 establishes that the sum of the eigenvalues within
the k-th cluster behaves as a Gaussian random variable with
mean and variance depending on the unknown value αk. One
way to remove the uncertainty in the unknowns αk is to
assume that they are random with a priori known distribution
pi (α1, . . . , αK |K). A possible case would correspond to the
situation where they are uniformly distributed over a finite
discrete set1.
Since the clusters are asymptotically independent [13], the
likelihood function (distribution of g = [g1, · · · , gK ] under the
underlying parameters α1, · · · , αK ,m1, · · · ,mK ,K) is given
by:
f(g|α1, . . . , αK ,K) =
K∏
k=1
1√
2piv2k
e
− 1
2v2
k
(gk−mkφ(αk))2
where the multiplicities m1, . . . ,mK can be estimated in a
consistent way given the number of classes K as it has
been shown in section III-A. Hence, the maximum likelihood
function f(g|K) is given by:
f(g|K) = E [f(g|α1, . . . , αK ,K)] (3)
1A discrete distribution for powers has been considered in [4].
where the expectation is taken over the a priori distribution
pi(α1, · · · , αK |K). The maximum likelihood estimator K̂ is
thus given by
K̂ = max
1≤k≤Kmax
E [f(g|α1, . . . , αK ,K)] ,
where Kmax is a known upper bound of K. Once K is
estimated, the multiplicities can be retrieved by using the
method in Section III-A.
To sum up, when K is unknown, the estimation of the
unknown parameters using the a priori pi consists in the
following steps :
1) Compute the consecutive differences of the ordered
eigenvalues of the sample covariance matrix Sn given
by δn,j = λ̂n,j − λ̂n,j+1;
2) For each k ranging from one to Kmax, calculate the
corresponding estimator (mˆ(k)1 , . . . , mˆ
(k)
k ) of the multi-
plicities using Theorem 1, and compute the maximum
likelihood function (3).
3) Select K such that it maximizes the maximum likelihood
function.
IV. NUMERICAL EXPERIMENTS
We consider in our simulations the model described by (2)
given in section II with A(θ) = p−1/2 [exp (−iv sin(θ)pi)]p−1v=0,
where θ is chosen uniformly on [0, 2pi). We assume that the
set of the a priori spikes is E = {1, 3, 5, 7} and that the values
α1, . . . , αK are uniformly distributed over this set.
In the sequel, we will display the empirical probability
P(Kˆ = K) calculated over 500 independent realizations. For
each iteration, we choose the “true” values of spikes uniformly
in the set E, but with the same fixed proportion mi/m,
i = 1, . . . ,K.
We consider two different experiments: in the first one, we
study the performance of our method for different level of
noise variances whereas for the second one, we consider the
impact of the number of spikes m for a fixed noise variance.
A. Performance of the proposed method with respect to the
variance of the noise
In this experiment, we consider the detection of the number
of K = 3 different clusters of 500×1 ( p = 500 ) signals from
n = 1000 samples. We assume that the unknown multiplicities
are m1 = 1, m2 = 4, m3 = 2. Since the minimum value
of the spike is assumed to be 1, σ2 has to be lower than
1/
√
c = 1.4142 in order to keep a gap between λˆm and
λˆm+1 (see Theorem 1). The noise variance is expressed in
dB 10 log10(σ
2). Table I illustrates the obtained results :
TABLE I
EMPIRICAL PROBABILITY OF P(Kˆ = K) AS A FUNCTION OF THE σ2 .
σ2(dB) -50 -40 -30 -20 -10 -6.99 -5.223 -3.98 -3.01 -2.22
P(Kˆ = K) 0.992 0.978 0.988 0.986 0.984 0.978 0.978 0.980 0.964 0.974
SNR (dB) -1.55 -0.97 -0.46 0 0.41 0.80 0.97 1.14 1.30 1.46
P(Kˆ = K) 0.972 0.954 0.960 0.968 0.942 0.926 0.896 0.850 0.694 0.476
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Fig. 2. Empirical probability of P(Kˆ = K) as a function of (p, n), for
Models A, B and C.
Our estimator performs well, especially for low noise vari-
ances. When σ2 is getting close to the threshold 1.41 (i.e. 1.50
dB), the estimator becomes less accurate, which was expected
since λˆm is very close to the bulk.
B. Influence of the number of spikes m
We study in this experiment the impact of the number of
spikes in the performance of the proposed estimation method.
Similarly to the previous simulation settings, we set K = 3
and γ = p/n = 0.5. We consider the following three models:
• Model A: m = 4, with m1 = 1, m2 = 2, m3 = 1;
• Model B: m = 8, with m1 = 2, m2 = 4, m3 = 2;
• Model C: m = 12, with m1 = 3, m2 = 6, m3 = 3;
Figure 2 displays the frequency of correct estimation for these
three models with respect to p. Note that these models keep
the p/n and mi/m fixed except m/n which is different. In
that way, only the impact of the variation of the number of
spikes is visualized.
As expected, our estimator performs better in Model A than
in Model B and C. In both cases, we observe the asymptotic
consistency, but the convergence is slower for Model C.
Remark 2. Once K was correctly estimated, we have noticed
by simulations that the multiplicities are correctly estimated.
This is in accordance with our Theorem 1.
V. CONCLUSION
The problem of signal detection appears naturally in many
signal processing applications. Previous works used to deal
with this problem partially by assuming extra knowledge about
the number of spikes or their corresponding orders. This work
is therefore an attempt to consider the general problem where
the objective is to estimate all the unknown parameters. In
particular, we show that when the number of different spikes
is known, their multiplicities can be estimated consistently. In
light of this consideration, we propose a Bayesian estimation
method which jointly infer the number of spikes and their
multiplicities. The experiments that we carried out support the
performance of the proposed technique.
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