Abstract. This paper presents a DSGE model in which agents' learning about the economy can endogenously generate time-varying macroeconomic volatility. Economic agents use simple models to form expectations and need to learn the relevant parameters. Their gain coefficient is endogenous and is adjusted according to past forecast errors.
Introduction
Several recent studies have documented large changes in the volatility of macroeconomic fluctuations in the US over the post-war period. Kim The conditional standard deviations for both series increase in the 1970s and substantially decline after the early 1980s.
Correctly modeling changes in volatility has been shown to be important for understanding macroeconomic fluctuations. Sims and Zha (2006) find that incorporating regime changes in the volatilities of disturbances in a Bayesian VAR overturns the evidence of large regime switches in US monetary policy. Primiceri (2005) , instead, estimates a VAR in which he allows for a continuously changing variance-covariance matrix: he similarly concludes that the role played by the falling volatility of exogenous shocks seems more important than monetary policy changes in explaining the recent behavior of US inflation and unemployment.
The typical estimated DSGE model, however, still commonly assumes that the shocks have maintained constant variance throughout the whole sample (e.g., Smets To compute the conditional standard deviation series, I have estimated AR(1) models for inflation and output gap (using the deviation of real GDP from the CBO's potential GDP series), allowing for a GARCH(1,1) specification for the residuals. Their learning speed is endogenous and depends on previous forecast errors. When the forecast errors are large, the agents become concerned that the economy may be experiencing a structural break and, therefore, they start assigning a larger weight to new information. When the forecast errors are, instead, relatively modest, economic agents remain confident about their model and they are less responsive to new information. The endogenous time-varying learning speed has implications for the volatility of the macroeconomic variables that agents are trying to learn. In this way, agents' learning with an endogenous gain can generate stochastic volatility in the economy. The learning rule with an endogenously switching gain is in the same spirit as the rule assumed by Marcet and Nicolini (2003) , who used a similar mechanism to study hyperinflations. Here, however, the gain is not fixed at a particular value, but estimated from time series data. This paper is related to the recent work by Branch and Evans (2007) , in which they present a framework in which regime changes in volatility arise endogenously. The time-variation in volatility is induced by two channels:
agents' parametric learning and the switching between different possible predictors according to their previous forecasting performance. Model uncertainty plays an important role in generating time-varying volatility in their Lucas-type monetary model.
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The paper is also related to a recent paper by Lansing (2006). Lansing presents a New Keynesian Phillips curve with boundedly-rational expectations, which can give rise to time-varying persistence and volatility. In a single-equation setting for inflation, he can derive the optimal variable gain as the fixed point of a nonlinear map that relates the gain to the autocorrelation of inflation changes. This paper and the Branch and Evans' approaches should be seen as complementary. A more realistic model, in fact, would possibly include agents that endogenously adjust their gain in response to the previous forecast errors, but that, at the same time, consider different models and switch among them as the performance of one of them becomes superior. This is, however, left for future research. Moreover, learning as in this paper might be seen as a crude way to model economic agents who are concerned about potential changes in the model of the economy, but without having to specify the different possible models or the number of regimes. Moreover, the paper shows that even if the economy was subject to structural shocks with constant-variance over the whole sample, a failure to incorporate agents' learning in the estimation would lead econometricians to spuriously find the existence of ARCH/GARCH effects in the model innovations. The paper finally discusses how the evidence of time-varying volatility in the innovations, as they are measured by the econometrician, may itself be the result of monetary policy and, mainly, of the interaction between policy and agents' learning, and not just a matter of luck.
The Model
The economy is described by the following New-Keynesian model
where π t denotes inflation, x t the output gap, and i t the nominal interest rate; u t , g t , and ε t denote supply, demand, and monetary policy shocks. 
where under rational expectations, but with two differences: agents do not know the reduced-form model parameters and they cannot observe the exogenous shocks.
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The agents learn the model coefficients according to the following updating equations
where φ t = (a t , vec(b t ) ) collects in a vector the coefficients, and
is a matrix of the stacked regressors. The first line describes the updating of the learning rule coefficients, whereas the second describes the updating of the matrix of second moments R t . The coefficient g t,y denotes Milani (2006 Milani ( , 2007 , in fact, shows that, under learning, those may become redundant as learning is successful in inducing persistence in the model. This simplification is not relevant for the main scope of the paper. 8 That is, I assume that agents estimate VARs in the endogenous variables, rather than VARMAs, as this is a more common practice in econometrics. It seems more realistic to assume that agents do not observe the shocks; the results in the paper, however, do not hinge on this assumption.
the gain, which in the paper will be endogenously determined and timevarying. I allow agents to learn about inflation, output, and interest rates at different rates, letting the gain g t,y differ for y = π t , x t , i t (as Branch and Evans 2006 discuss, in fact, if the degree of structural change can be expected to differ across series, the optimal gains should also differ).
The gain endogenously adjusts according to past forecast errors as follows
where y = π t , x t , i t . When the average of the past forecast errors (in absolute value) is below a certain threshold υ y t , the agents use a decreasing gain. When they know the correct model of the economy, with a decreasing gain they can be expected to asymptotically converge to the Rational Expectation Equilibrium (in this model, assuming that the shocks are observed and the gain is always decreasing, the required conditions are derived by Bullard and Mitra 2007). When the average of previous forecast errors is above the threshold υ t , instead, the agents become concerned that the economy may be experiencing a structural break. In the proximity of a structural break, a decreasing gain would be inefficient: the agents therefore switch to a constant gain, which allows them to better track the break by assigning a larger weight to new information. When the forecast errors fall again below the threshold, agents switch back to a decreasing gain, which is initially reset to
The endogenous switching gain is in the spirit of the gain assumed by Marcet and Nicolini (2003) .
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I assume that the threshold υ y t is given by the mean absolute deviation of historical forecast errors, which is recursively 9 Although agents' learning with the described endogenous gain is by no means optimal, it can be expected to provide a fairly good approximation to the optimal forecasting behavior of agents who are concerned about possible unknown breaks in the economy, but who do not want to take a stand on the nature or timing of the breaks, or on the existence or number of regimes, and assuming that the agents, in their loss function, are much more concerned about very large forecast errors than relatively small ones.
updated. Notice that the degrees of freedom from this mechanism are the gain coefficients g y , the window length J for past forecast errors, as well as υ y t . The gain will be estimated from the data, whereas J will be initially fixed (later in the paper I will also treat J as a parameter and estimate its value).
I assume that economic agents dispose of information only up to t − 1 when forming expectations for next period. Therefore, economic agents use (2.4) and the updated parameter estimates in (2.5) and (2.6) to form their expectations for t + 1 as 
Endogenous Gain and Endogenous Time-Varying Volatility
The value of the gain coefficient affects the volatility in the economy. here is an interesting issue, which is, however, not examined in this paper. model under an endogenous gain, which is allowed to switch as described in (2.7). Therefore, agents adopt a decreasing gain as long as their forecast errors are 'small'. They switch to a constant gain when those become larger and above ν t , the mean absolute deviation of past forecast errors. In the simulation, I assume g π = g x = 0.15. The choice of such high gain values is, for the moment, purely for descriptive purposes and it is meant to make the effects more striking in the graph (the value will be estimated later in the paper). The next section will take the model to the data. The estimation aims to infer the evolution of the endogenous gain from time series observations. 12 I simulate the economy for 13,000 periods, allowing agents to use a window of 3,000
observations when computing the mean of past forecast errors, and discarding the first 3,000 periods. The large number of observations is again meant to make the time-varying volatility more apparent in the graph. The parameters are: β = 0.99, κ = 0.05, σ = 0.1, ρ = 0.95, χ π = 1.5, χ x = 0.5, ρ u = 0.5, ρ g = 0.5.
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Allowing the gain to change in a more 'continuous' fashion, rather than abruptly jumping from t −1 to g would imply more gradual movements in the volatility series. The case of a gradually changing gain, possibly along the lines proposed by Valori (2004, 2005) , is left for future research.
The simulation can then be repeated in an artificial economy in which the learning process is calibrated to resemble the one estimated from US data.
Bayesian Estimation
I estimate the model using likelihood-based Bayesian methods. The estimation follows Milani (2007) , who extends the techniques reviewed in An and Schorfheide (2007) to allow for near-rational expectations and learning.
The vector Θ collects the structural parameters of the model:
Differently from Milani (2007) , the gain coefficient is now endogenous, being allowed to vary over time depending on the magnitude of the past forecast errors that agents make (as made clear by expression 2.7). The gain switches from decreasing (equal to t −1 ) in 'stable' times to constant (g y ),
when past forecast errors become large and hence suggestive that a break may be occurring. The constant gain coefficient to which agents switch is not fixed to an ad-hoc value, rather its value is jointly estimated with the rest of the model parameters. I use the Metropolis-Hastings algorithm to generate 200,000 draws from the posterior distribution.
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The likelihood of the system is evaluated at each iteration using the Kalman Filter. in the model and it is not assumed, instead, in the exogenous shocks, the estimation can be performed using the Kalman Filter rather than the more computationally-intensive particle filter employed in Fernandez-Villaverde and Rubio-Ramirez (2007). 16 Inflation is defined as the annualized quarterly rate of change of the GDP Implicit
Price Deflator, output gap as the log difference between GDP and Potential GDP (Congressional Budget Office estimate), and the federal funds rate is the measure for the nominal interest rate. The series are obtained from FRED, the Federal Reserve Bank of Saint Louis economic database. 
4.2.
Empirical Results. Figure 5 shows the evolution of the forecast errors (in absolute value) about inflation, output gap, and the federal funds rate over the sample under the estimated learning rules. Inflation and output were typically harder to predict during the 1970s and until the early 1980s.
The forecast errors for both inflation and output gap were on average lower in the 1990s. Monetary policy, instead, was harder to forecast in the late 1960s, in most of the 1970s, and during Volcker's disinflation.
17 Figure 6 shows the episodes in which the rolling means of the absolute forecast errors exceed the updated values of ν y t , which imply switches to learning with a constant gain. Table 2 presents the parameter estimates. The value of the constant gain to which private agents switch when their forecast errors are above threshold is estimated equal to 0.082 for inflation and to 0.073 for output (a very low 17 Best and Milani (2007) study more in detail private agents' expectations and learning about future monetary policies using post-war US data.
gain coefficient is, instead, found for the interest rate equation). Those values are substantially larger than the estimates in Milani (2007) , but of course here they refer only to particular periods in the sample.
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It appears, therefore, that agents, on average, adopt low gain coefficients, but they switch to considerably higher gains in periods of instability. Figure 7 plots the evolution of the time-varying gain coefficients estimated for inflation and the output gap. The window for the mean forecast errors can also be interpreted as a parameter that can be estimated from data. Table 4 reports the results when the estimation is repeated treating J as a free parameter. A gamma distribution with mean 12 and standard deviation 4.9 is assumed as prior for J. The estimated posterior mean is 4 (in the estimation, J is rounded to the closest integer, since agents need to use the previous J periods as described in 2.7), implying that agents care about forecast errors over the previous year (the time-varying gains are therefore similar to those shown in Figure 7) . Overall, the results are not too sensitive to the choice of J.
The finding of frequent switches to a constant gain coefficient in the 1970s is especially robust to the different J's. Switches to constant gain in the later part of the sample, instead, are more sensitive to its choice.
Since agents are unsure about the model of the economy and whether this is changing over time, one might argue that agents may be better off always using constant-gain learning, rather than reverting to a decreasing gain when their forecasting performance is satisfactory. I follow this argument here and assume that agents always adopt constant-gain learning, only switching from a 'low' to a 'high' gain when the conditions in (2.7) are met (the 'low' gain is fixed at 0.02, whereas the 'high' gain is estimated). The estimates are reported in table 5. The switches to the higher gain occur in similar periods to those found under the baseline case (see Figure 9) ; the estimated gains equal 0.096 for inflation and 0.042 for the output gap.
Simulation
I repeat the simulation of the model, but now using the estimated parameter values (shown in Table 2 ) from the previous section and fixing the agents' learning to resemble the one estimated from US data (i.e, assuming that the endogenous gain switches as in Figure 7 ). I simulate an economy with 185 periods (the same length as the estimated New Keynesian model) for 10,000 times. The shocks that hit the economy are drawn from distributions with constant variance over the whole sample.
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We have previously seen that learning can imply time-varying volatility in the variables about which agents are forming expectations. But suppose that learning is neglected in an empirical exercise. Let's consider the following experiment. Suppose that an econometrician would estimate inflation and output equations on the simulated data, but without taking learning into account.
Would the econometrician find evidence of time-varying volatility, even if the true data-generating process had shocks with constant variance through the whole sample?
To answer this question, I regress artificially-generated inflation and output gap series on a constant and their first lag (a similar regression on actual data gives the plot for conditional standard deviations in Figure 1) ; then I take the implied residuals and perform a test on the existence of 20 I use a 'projection facility' in the simulation to ensure that the economy does not become unstable. As in Williams (2005, 2007) , in fact, I assume that agents recognize that the economy is stable and every time the matrix of autoregressive coefficients in their VAR has an eigenvalue larger than 1 in absolute value, they do not update their estimates, keeping b φt = b φt−1 and Rt = Rt−1. If this is not enough to guarantee non-explosive dynamics, I reject the specific draw.
ARCH/GARCH effects (at the 5% significance level). Table 6 reports the percentages of rejections of the null hypothesis of no ARCH/GARCH effects from simulated data. In the case that the data derive from an economy with no learning (i.e., imposing g t,y = 0 at all times), the test rejects the null of no ARCH effects only about 5% of the times. In the case with learning, even though the variances of the shocks are constant by construction, the test concludes that ARCH/GARCH effects are a feature of the data in 52% of the cases for inflation and 78% for output gap (see Table 6 for more results under different cases).
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These results are suggestive that estimations that abstract from agents' learning can significantly overestimate the time variation in the volatility of exogenous shocks. To test for evidence of ARCH(q) effects against the hypothesis of no ARCH effects, the squared residuals are regressed on a constant and q lagged values and the statistic χ 2 = T R 2 is computed. Under the null hypothesis of no ARCH effects this statistic has a limiting chi-square distribution with q degrees of freedom. The test for GARCH(p, q) is equivalent to a test for ARCH(p + q). 22 A more sophisticated version of the same experiment would imply estimating the full DSGE model under Rational Expectations, hence disregarding learning dynamics, to test for the existence of spurious ARCH effects or stochastic volatility in the exogenous shocks. This is, however, beyond the scope of this paper. 23 A similar point, albeit in a largely different contexts, is reached by Bullard and Singh (2007) , who find that learning about different regimes may have had a role for the "Great Moderation": they conclude that 30% of the decline in variance may be due to learning, rather than pure good luck.
each simulation, I take the residuals from the inflation and output equations and I look at the point in the sample in correspondence of which the maximum rolling standard deviation is obtained (using a rolling window of 20 periods). I then estimate the Kernel density of the maxima across all simulations. Figure 11 
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The more aggressive monetary policy, the less often the econometrician would spuriously find time-varying volatility in the reduced-form residuals (from more than 80 to 55% of the times). Changes in the volatility of estimated shocks, therefore, may not in principle be a matter of luck after all, but an implication of better policy (notice, however, that under the estimated coefficients in this paper, large changes in volatility due to policy changes are unlikely).
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This result echoes, although in a different setting and with a different focus, the argument in a recent paper by Benati and Surico (2007) . They 24 The importance of monetary policy in reducing agents' forecast errors is also discussed in Orphanides and Williams (2003) . 25 A more detailed analysis of this channel, however, is certainly needed.
artificially generate data from a New Keynesian model assuming a policy change from a 'passive' to an 'active' policy rule and they ask whether a common VAR estimation would be able to recover the change in policy.
They show that the estimated VAR would lead researchers to inaccurately conclude that the variances of the shocks have changed, but not the policy coefficients. This paper's results similarly suggest caution: simply finding that the variances have changed from reduced-form regressions may not necessarily imply changes in luck, but it might be an effect of policy changes or, as in this paper, of the interaction between changing policies and private agents' learning.
Conclusions and Future Directions
The paper has presented a New Keynesian model in which agents' learning with a switching gain coefficient endogenously generates time-varying volatility in the economy. The estimation of the model has shown that there is evidence of large changes in the gain over the post-war US sample.
The changes in the gain can imply important changes in macroeconomic volatility, which can roughly match the magnitude of the Great Modera-
tion. An econometrician that would abstract from such learning dynamics, however, would be lead to overestimate the importance of changes in the volatility of exogenous shocks. Moreover, time variation in volatility may not be simply a matter of luck, but it may itself be affected by changes in monetary policy and, in particular, it can stem from the interaction between policy and learning by private agents.
A more ambitious scope for future research will be to test whether extensions of the model would be able to generate endogenous stochastic volatility series able to match those estimated in DGSE models by Justiniano 
