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We consider a dissipative tight-binding chain. The dissipation manifests as tunneling into/out
of the chain from/to a memoryless environment. The evolution of the system is described by the
Lindblad equation. Already infinitesimally small dissipation along the chain induces a quantum
phase transition (QPT). This is a decoherence QPT: the reduced density matrix of a subsystem (far
from the ends of the chain) can be represented as the tensor product of single-site density matrices.
We analyze the QPT in the thermodynamic limit by looking at the entropy and the response function
in the bulk. We also explore the properties of the boundaries of the chain close to the transition
point and observe that the boundaries behave as if they undergo a second-order phase transition
with power-law divergence of the correlation functions and response function. Disorder is known
to localize one-dimensional systems, but the coupling to the memoryless environment pushes the
system back into the delocalized state even in the presence of disorder.
I. INTRODUCTION
Coupling to the environment can significantly change
the properties of a quantum system. Intuitively, the pres-
ence of dissipation leads to a decrease of coherence in
the system. It can induce various types of phase transi-
tions.1–9
The best known example of such a transition is ex-
hibited by the spin-boson model: there is a critical
value of the interaction between the two-level system and
the bosonic environment which localizes the system.10 A
more complicated example is the superconductor-metal
transition in dissipative nanowires,6,7 which can be mod-
eled as a dissipative XY-spin chain, with a coupling to
the bosonic bath at every site of the chain. It was shown
both analytically and numerically6,8,9 that the system
experiences a universal second-order phase transition at
the critical value of the coupling to the environment.
These are examples in the presence of the bosonic bath.
Realistically, especially in condensed matter systems the
bath can be also fermionic.11 It is possible to describe it
in a similar manner as the bosonic bath in the spin-boson
model, i.e. using the Feynman-Vernon formalism. How-
ever, it is rather complicated to consider more than one
or two sites in such a formulation. The problem is often
simplified by studying a Lindblad-type equation.12,13 It
corresponds to a memoryless bath. Physically, it means
that the quasiparticles in the bath are assumed to have a
much smaller dynamical timescale comparing to the ex-
citations in the system. Even the memoryless dissipation
induces a novel behavior in the quantum systems. For
example, dissipation along the system can lead to the
algebraic decoherence in strongly interacting systems.14
Phase transitions have been observed in the presence
of a particle or energy flow in various spin chains.15 For
example, the equilibrium phase diagram of the transverse
field Ising model has two phases: ordered and disordered,
while in the presence of particle flow a new phase appears
which carries a non-zero particle flux.16 In this phase the
correlation functions show oscillations and decay with a
power-law.
The density matrix of the non-equilibrium steady state
(NESS) of a non-interacting fermionic system is associ-
ated with an effective Hamiltonian.3 In this formalism,
phase transitions can be observed directly from the spec-
trum of the effective Hamiltonian, which shows features
absent in the closed system. For example, a topological
phase transition has been found in a cold atomic system
subjected to laser irradiation.3
Equilibrium phase transitions are characterized by dis-
continuous derivatives of the free energy:17 the order of
the transition is equal to the order of the first discontin-
uous derivative. In a non-equilibrium situation the free
energy is not a well-defined statistical quantity. The par-
tition function, on the other hand, remains well-defined
also for a non-equilibrium system, as well as entropy,
which is given by the logarithm of the number of mi-
crostates.18 Starting from the partition function or en-
tropy we can define the (non-equilibrium) susceptibilities
even though the free energy is ill-defined.17 The suscepti-
bility diverges at the transition point.19 For the second-
order QPT the divergence is physical and detectable,
while it is a delta-function-like divergence for a first-order
transition. It means that in an infinite system undergo-
ing a first order phase transition, when the divergence
equals the Dirac delta-function, we can only observe the
step (discontinuity) in susceptibility, while the (infinitely
narrow) Dirac delta peak is not measurable.
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2A. Short overview
In this paper we study the fermionic chain connected
to the memoryless bath at every site of the chain, hence
we consider the Lindblad equation for non-interacting
fermions.5,20–22 The ends of the chain are connected to
non-interacting memoryless leads.22,23 The difference in
chemical potential induces the particle flow in the system.
We find a first-order QPT that separates the regimes of
coherent and dissipative transport along the chain. The
coherent state is characterized by the constant current
along the chain, while in the dissipative state the current
induced by the coupling to the reservoirs decays expo-
nentially inside the chain. QPT between the two hap-
pens already at an infinitesimally small coupling to the
environment, i.e. the critical coupling value is zero. The
transition can be understood microscopically from the
fact that the density matrix is decomposed into the ten-
sor product of one-site density matrices in the bulk. The
phenomenological reason for the transition is breaking
of the time-reversal symmetry by the dissipation along
the chain. From the thermodynamic point of view, the
transition is a consequence of the entropy-per-site jump.
The bulk susceptibility also has a jump at the transi-
tion. These facts make us conclude that it is a first order
phase transiton. We also detect the jump of the steady
state current at the ends of the chain for sufficiently long
chains. We can observe this non-equilibrium QPT in the
spectrum of the effective Hamiltonian of the NESS: the
gap present for zero dissipation along the chain closes in
the presence of dissipation. A non-equilibrium QPT in
the system coupled to the Markovian bath has also been
observed in the XY spin chain2,5 and in the XX spin
chain.1
The phase transitions are normally considered in the
thermodynamic limit and the effects of the boundaries
(finite size effects) are neglected (or, in numerical work,
systematically eliminated e.g. by finite size scaling).
When we discuss the transiton between the coherent
transport through the chain and decoherent state in-
duced by dissipation, we cannot neglect the effects of the
boundaries, because the particle current is due to the in-
jection of particles at the ends of the chain. Therefore,
we study the correlation functions and the electrical sus-
ceptibility at the ends of the chain and observe power-law
divergences.
We also consider the workings of dissipation in the
presence of disorder. We find that any memoryless dissi-
pation extended along the chain destroys the localization
by disorder. This result supports previous studies by the
scattering matrix approach26 and the Landauer-type ap-
proach with decoherence.27 The phase transition to the
dissipative state is universal and preserved in the pres-
ence of disorder.
II. MODEL AND FORMALISM
Evolution of a system of non-interacting fermions cou-
pled to the memoryless bath is described by the Lindblad
equation:
i
dρ
dτ
= [H, ρ] +
+ i
∑
µ,i/o
(
2`(i/o)µ ρ`
†(i/o)
µ − {`†(i/o)µ `(i/o)µ , ρ}
)
, (1)
where `µ are the Lindblad operators responsible for the
coupling to the bath, H is the tight-binding Hamiltonian
for free fermions:
H =
∑
{ij}
tij
(
a†iaj + h.c
)
+
∑
i
Uia
†
iai, (2)
with {ij} denoting the links between the sites, tij is the
hopping amplitude between sites i and j and Ui is an
on-site potential. Further we are interested in a one-
dimensional chain of the length L coupled to the source
and the drain at infinite bias voltage24 at the ends of
the chain: `
(i)
1 =
√
Γ(i)a†1, `
(o)
L =
√
Γ(o)aL. The chain is
connected to the memoryless bath at every site, so the
Lindblad operators are `
(i)
µ =
√
dΓ
(i)
µ a†µ for the sources
and `
(o)
µ =
√
dΓ
(o)
µ aµ for the drains, µ = 2, . . . , L − 1.
From now on in the text and in the plots the Γµ values
are measured in the units of the hopping t, or in the other
words we put t = 1.
A. Solving the Lindblad equation
The solution of the Lindblad equations for non-
interacting fermions is notably simplified in the super-
fermionic representation,21,22 which is based on the dou-
bling of the degrees of freedom as in thermofield theory.
Here instead of solving a differential equation for the evo-
lution of the 2L× 2L density matrix, the calculations are
done with the 2L× 2L matrices. The observables of the
NESS are computed directly. What is more, the full-
counting statistics of the transport through the ends of
the chain can be obtained by introducing the counting
field which yields to the generating function.22,23
We evaluate the current along the chain by averaging
the local current operator over the NESS:
jˆk = −it(a†kak+1 − a†k+1ak). (3)
At the ends of the chain the current and the Fano factor
are given by the derivatives of the generating function.
The Liouvillian for non-interacting fermions in the
super-fermionic representation becomes quadratic after
performing the particle-hole transformation,22 as the Li-
ouvillian becomes diagonal in the basis {f, f‡, f˜ , f˜‡}.
The density matrix of the NESS is a vacuum for the op-
erators f and f˜ . As there exists a linear relation between
3the initial basis {a, a†, a˜, a˜†} and the basis {f, f‡, f˜ , f˜‡},
the density matrix of the NESS is quadratic:
ρNESS =
exp(Hmna†a˜†)|00〉aa˜
〈I| exp(Hmna†a˜†)|00〉aa˜ , Hjn = κ˜
−1
ni κji, (4)
where the matrix τ is connected to the matrix of the
eigenvectors P of the transformation which diagonalizes
the particle-hole transformed Liouvillian,22 namely T =
P−1, κkj = Tkj and κ˜kj = Tk+L,j for k, j = 1, . . . , L.
Notice that iH is a Hermitian matrix as ρ is Hermitian,
and 〈I| is the left vacuum, |I〉 = ∑n |nn〉aa˜,21 where by
n we denote the state in the a-basis. Therefore, iH can
be considered as an effective Hamiltonian of the NESS.
III. DISSIPATION-INDUCED PHASE
TRANSITION
In this section we first observe the dissipation-induced
phase transition in the transport properties at the ends
of the chain and in the bulk and then we characterize
the transition in the thermodynamic limit. Afterwards
we discuss some specific aspects of the transition at the
ends of the chain by studying the response and correla-
tion functions close to the ends and reveal its microscopic
nature. Finally, we study the influence of the dissipation
on the phenomenon of delocalization in disordered sys-
tems.
A. Observation of the transition
We model dissipation along the chain as tunneling to
the metallic gate in the absence of good isolation of the
one-dimensional chain from the environment. To imple-
ment this we couple a source and a sink to every site of
the chain.21 We also allow for disorder in the hybridiza-
tion strengths dΓ
(i/o)
µ to account for different tunneling
rates to the environment.
The fermionic chain coupled to the reservoirs only at
its ends has a uniform current along its length due to
particle conservation. Let us call the state of such a sys-
tem coherent as the current at its ends depends on both
couplings. On the other hand we call the state of the
system decoherent when the current through a given end
depends only on the coupling of the reservoir at this end.
We only expect to find a phase transition and the as-
sociated discontinuities in the thermodynamic limit, i.e.
in an infinite system. For that reason we start by looking
at a chain long enough that there is no dependence on its
length, Fig. 1B. We see a jump both in the current and
in the Fano factor when the dissipation is switched on,
Fig. 1A. Ref. 23 provides the large deviation calculation
for the current distribution function of the chain coupled
to the reservoirs only at its ends. The current distribu-
tion is discontinuous as a function of the couplings to the
reservoirs and the author suggests that this is the reason
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FIG. 1: A: The jump of the current, j, and the Fano fac-
tor, F , at infinitesimally small dissipation constant along the
chain dΓ = dΓ(i) = dΓ(o) (Γ(i) = Γ(o) = 1). B: Dependence of
the current j and the Fano factor F through the ends of the
chain on the length L for random dissipation along the chain
taken from the range dΓ(i), dΓ(o) ∈ (0, 0.04) (points with er-
rorbars) and for the constant dissipation with the strength
dΓ(i) = dΓ(o) = 0.02 (points and the dashed lines). Here and
everywhere else in the text and the plots the Γµ values are
measured in the units of the hopping t.
of the phase transition also for the system dissipative
along its length.
In order to understand better the nature of the states
on both sides of the transition, let us consider the cur-
rent along the chain. We compute the expectation value
of the local current operator (3) in the NESS for every
link of the chain. For a non-dissipative system it is con-
stant along the chain due to the current conservation. For
the dissipative case it decays exponentially inside the sys-
tem, Fig. 2. One would certainly expect such behavior
in the presence of the drains only. But in our setup we
have both the source and the drain attached to every site
of the chain. Therefore, we conclude that the exponen-
tial decrease of the current is connected to the coherence
losses due to coupling to the memoryless environment,
and not simply to the current leakage into the drains.
If we allow for a random distribution of the dissipation
along the chain, the current averaged over disorder con-
figurations decays with the same exponent as the current
in the system with uniform dissipation, with the magni-
tude equal to the mean of the distribution of the disor-
dered couplings, Fig. 2.
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FIG. 2: Exponential decay of the current along the chain.
A: Logarithmic scale, different lengths of the system. The
currents in the system without randomness in dissipation are
represented by the regular sets of points (forming solid lines).
Darker, irregularly scattered points represent the current for
one realization of the disorder in dissipation along the chain.
B: The current through a dissipative chain after averaging
over different disorder realizations. The scale is linear (not
logarithmic) to show the standard deviation of the (fluctuat-
ing, random) current. Notice that the negative values of the
current are physical, because some realization of the (random)
couplings dΓ can give ano overall current flowing in the op-
posite direction. The couplings at the ends of the chain are
Γ(i) = Γ(0) = 1, dΓ = 0.05. For the average over disorder
dΓ
(i)
j , dΓ
(o)
j ∈ (0, 0.1), j ∈ (2, L− 1).
With increasing dissipation strength, the current
through one end of the chain becomes only weakly de-
pendent on the coupling at the other end of the chain be-
cause the coherence of the transport through the chain is
lost upon adding the dissipation along the chain, Fig. 3.
Here we make a plot for the constant dissipation rate
along the chain since the current averaged over disorder
in coupling strengths is the same as in the case of the
constant dissipation (see Fig. 2).
Both the presence of the jump in the transport char-
acteristics at the ends of the chain and the coher-
ence/decoherence transition in the current along the
chain suggest that any non-zero dissipation along the
chain induces the QPT. It is not a van der Waals-type
transition, meaning there is no analogue of the latent
heat, that is, excitation of internal degrees of freedom,
but the extra energy is instead exchanged with the bath.
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FIG. 3: Logarithmic plot of the current flowing from the sys-
tem into the reservoir at the beginning of the chain (denoted
by 1) as a function of the hopping rates at the ends of the
chain, in the presence of the constant dissipation along the
chain, dΓ(i) = dΓ(o) = 0.02. Increasing the dissipation makes
the current through one end independent of the coupling at
the other end of the chain. In this plot we denote Γ(i) = Γ1,
Γ(o) = Γ2.
B. First-order phase transition in the
thermodynamic limit
Phase transitions are normally studied using the ther-
modynamic quantities and the response functions. In a
non-equilibrium situation the partition function and the
entropy are well-defined thermodynamic quantities. Here
we concentrate on the entropy and the response to the
electric field, and eventually explain the microscopic na-
ture of the transition.
1. Entropy
The NESS is Gaussian, Eq. 4. Therefore, its effec-
tive Hamiltonian is a Hamiltonian of non-interacting
fermions. In analogy with equilibrium statistical physics
one can connect the entropy of the NESS to the eigen-
values µi of the effective Hamiltonian (4):
28
S = −
∑
i
(
ln(1 + e−i) +
i
1 + ei
)
, µi = e
−i . (5)
The entropy per unit length S = S/L does not depend on
the system length for sufficiently long systems and expe-
riences a jump upon turning on the dissipation along the
chain, Fig. 4. For a chain without dissipation the specific
entropy always depends on the couplings to the reservoirs
at the ends of the chain, while for a dissipative system
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FIG. 4: Entropy jump at the transition point as a func-
tion of the dissipation strength. The dashed line is in agree-
ment with Eq. (6). Inset: dependence of the entropy on
the chain length for different dissipation strengths dΓ =
0.01, 0.02, 0.03, 0.04, 0.05, 0.06 (from top to bottom solid curve
respectively), the dash-dotted line corresponds to the entropy
in the absence of the coupling to the environment, the point
at dΓ = 0 at the main plot.
it does not depend on the couplings to the leads in the
thermodynamic limit (the contribution from the bound-
aries is of the order of 1/L). The specific entropy tends
to a value depending only on the ratio of the incoming
and outgoing rates along the chain γ = dΓ(i)/dΓ(o):
S = ln(1 + γ)− γ
1 + γ
ln γ. (6)
This corresponds to the entropy of the single site coupled
to only two baths by the Lindblad operators
√
dΓ(i)a†
and
√
dΓ(o)a. Indeed, the reduced density matrix of a site
in the middle of the chain is the same as for a single site
coupled to two baths up to a factor exponentially small in
L. The coupling to the rest of the chain is irrelevant. The
current in the middle of the chain vanishes, but what is
happenning is even stronger: the correlation between two
neigbouring sites vanishes exponentially 〈c†i+1ci〉NESS =
O(exp(−βi)), where i is the number of the site in the
middle of the chain and β is the slope of the exponential
decay. Therefore, we can write down the reduced density
matrix of the middle part of the system neglecting the
exponentially small correlations between the sites as a
tensor product of the density matrix of one site connected
to two baths.
2. Spatial decoupling in the density matrix
Such a spatial decoupling of a density matrix for a com-
pletely translationally invariant system (without current
injection/removal at the ends) is evident. We can diago-
nalize the Liouvillian by the Fourier transform. Indeed,
in terms of Ref. 22 the matrix M after the Fourier trans-
form obtains the block structure:
L =
∑
k
(a†k a˜k)Mk
(
ak
a˜†k
)
− i
∑
k
(dΓ(i) + dΓ(o)),(7)
Mk =
(−iδΓ + 2t cos k 2dΓ(o)
−2dΓ(i) iδΓ + 2t cos k
)
(8)
with δΓ = dΓ(i)−dΓ(o). Each of the matrices Mk can be
diagonalized: Mk = P
−1
k DkPk, where Dk is a diagonal
matrix and Pk is a matrix of eigenvectors. This trans-
formation determines the basis where the Liouvillian is
diagonal:(
fk
f˜‡k
)
= P
(
ak
a˜†k
)
, (f‡k f˜k) = (a
†
k a˜k)P
−1, (9)
L =
∑
k
(
λkf
‡
kfk − λ∗kf˜‡k f˜k
)
. (10)
Here we assumed that Dk = diag(λk, λ
∗
k) and Imλk < 0.
This structure leads to cancelation of the constant term
in the Liovillian.
The steady state density matrix is determined as the
vaccum of operators fk and f˜k. The transformation to
the basis of the a, a† occupation numbers gives the den-
sity matrix:
ρ =
∑
k
exp(Ha†ka˜†k)|00〉aka˜k
aka˜k〈I| exp(Ha†ka˜†k)|00〉aka˜k
, (11)
H = i dΓ
(i)
dΓ(o)
, |I〉aka˜k = |00〉+ |11〉 (12)
The effective Hamiltonian H is a constant, therefore the
Fourier transform gives the density matrix which is a
tensor product in position space:
ρ = ⊗i
(
dΓ(o)
dΓ(o) + dΓ(i)
|00〉aia˜i +
dΓ(i)
dΓ(o) + dΓ(i)
|11〉aia˜i
)
.
(13)
We can thus conclude that the density matrix is local
in space. For the case of disordered leakage along the
chain one cannot perform the Fourier transform of the
Liouvillian analytically but numerical calculation shows
that the density matrix averaged over disorder is again
represented by the tensor product of single-site density
matrices. For a single realization of the disorder in the
couplings along the chain the decomposition is not exact,
as shown in Fig. 2A for the current through the chain for
a single realization of the disorder.
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FIG. 5: Main plot: the convergence of the non-linear re-
sponse to the electric field for long systems in the bulk of the
chain. Solid lines correspond to different coupling strength
dΓ = 0.005, 0.01, 0.02, 0.03, 0.05 (from top to bottom) and the
dashed line is dΓ = 0. Inset: quadratic scaling of j(E)− j(0)
with the applied electric field (the scale in logarithmic).
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FIG. 6: Main plot: the convergence of the non-linear re-
sponse to the electric field for long systems at the ends of the
chain. Solid lines correspond to different coupling strength
dΓ = 0.005, 0.01, 0.02, 0.03, 0.05 (from top to bottom) and the
dashed line is dΓ = 0. Notice that the nonlinear conductivity
at the ends points stays nonzero also in the thermodynamic
limit. As in Fig. 5, the conductivity is infinite in the absence
of dissipation. Inset: scaling of σ with disorder strength with
power-law fit: σ = αdΓβ , β = 3.161± 0.001.
3. Response to the electric field
The response functions are good indicators of the equi-
librium phase transitons. Let us consider a response of
the current to a constant electric field E applied along the
chain. In the tight-binding model it is incorporated as a
linearly growing on-site potential: Um = mEl0, where l0
is the lattice constant. In most models of the transport
one assumes that the current flow is due to an electric
field applied along the system. Here we have a current
through the chain due to the coupling to the reservoirs.
The difference in on-site potential from site to site can
be viewed as applying an additional field along the chain.
For example, in a cold atom system one can imagine a
lattice constructed with varying depths of the potential
well. In the decoherent phase, the electric field changes
the response function only locally: close to the ends we
expect the susceptibility to be different from the middle
of the system due to the presence of coherence because
of the coupling to the reservoirs. The linear response of
the current to the electric field applied along the chain
vanishes, and only the quadratic part is left, Fig. 5, inset:
jNESS(E, dΓ
(i), dΓ(o);L)− jNESS(0, dΓ(i), dΓ(o);L) =
= σ(dΓ(i), dΓ(o);L)E2.(14)
Here we also notice that there is a scaling with E: the
dependence of the conductivity on length scales with E2
for the same dissipation rates along the chain dΓ(i), dΓ(o).
We attribute the quadratic dependence on E to the struc-
ture of the NESS. The Ohm’s law is an outcome of the
linear response theory, which implies that the current is
a consequence of the electric field applied to the equilib-
rium system. In our case the situation is tremendously
different – from the physical point of view, the current
is already present in the system due to contact with the
leads even before applying the electric field along the sys-
tem. From the viewpoint of the response theory, the re-
sponse is considered with respect to the non-equilibrium
steady state. It is thus possible that the linear part of the
response vanishes and only the non-linear part is present.
The non-linear response to the electric field vanishes
in the bulk of the chain, Fig. 5. The response in the
non-dissipative system grows infinitely in the thermody-
namic limit because of the translational invariance in the
bulk. Indeed, when we make the hopping parameters
disordered (i.e. make them vary along the chain), the
infinite growth of σ is supressed. Therefore, there is a
discontinuity in the value of σ for infinitesimally small
dΓ. It is consistent with the first order phase transition.
C. Near-boundary effects
The symmetrized correlation function:
Ci(k) = 〈a†i+kai + a†iai+k〉NESS (15)
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FIG. 7: A: The lowest eigenvalue λmin of the effective Hamil-
tonian (4) as a function of the system size for the system
without (black dashed line) and with dissipation (blue points
– averages over the disorder from the range (0, dΓ), purple line
– constant dissipation with dΓ/2, dΓ = 0.025). B: The scal-
ing of the lowest eigenvalue with disorder strength, λmin(dΓ),
and the power law fit λmin ∝ dΓβ with β = 0.53± 0.01. The
couplings to the source and the drain are Γ(i) = Γ(o) = 1.
provides further information about the transition. The
correlations at the ends of the system are present and
they decay exponentially: Ci(k) ∝ exp(−k/ξi), i ∼ 1 or
i ∼ L, where ξ is a correlation length, Fig.8. We find
the power-law divergence of the correlation length close
to zero dissipation along the chain. Inside infinitely long
systems the correlations vanish: ξi → 0, i ∼ L/2, L→∞,
as all coherence in the system is lost.
The non-linear condutivity converges to a non-zero
value at the boundaries of the chain, Fig. 6, unlike in
the bulk of the chain, where it converges to zero. This
happens due to some remaining coherence at the ends
of the chain. Even more, there is a power-law scaling of
the conductivity with dissipation strength, the parameter
which drives the phase transition, inset of Fig. 6.
To further corroborate the finding of the continuous
QPT at the edges, let us now consider the spectrum
of the effective Hamiltonian, H. For the translation-
ally invariant dissipative system from Sec. III B 2 the
spectrum of the effective Hamiltonian is a delta-function
δ(− const · dΓ(i)/dΓ(o)), where the constant comes from
the freedom of choice of the effective Hamiltonian, which
is connected to the freedom of choice of constants in front
of the left and the right vacuum of the Liouvillian. When
we take into account the whole chain with the end sites,
the spectrum of the effective Hamiltonian is influenced
0.010.0050.002 0.020.0030.0015 0.0150.007 dG
5.
2.
3.
7.
Ξ
10 20 30 40 50 60
k
10- 8
10- 6
10- 4
0.01
C H k L
FIG. 8: Dependence of the correlation length on the cou-
pling to the environment for Γ(i) = Γ(o) = 1 (dots) and the
power law fit (dashed line). Inset: correlations at one end
of the chain as a function the position for different couplings
strengths dΓ = 0.005, 0.01, 0.02 (points) and exponential fits
which determine the correlation length (dashed lines).
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FIG. 9: Dependence of the current through a disordered dis-
sipative system on the length of the system for different values
of the dissipation along the system, dΓ = 0, 0.02, 0.03, 0.05
(solid lines: dU = 0.3, dashed lines: dU = 0;Γ1 = Γ2 = 1).
The current through the system is independent of the system
length for a sufficiently long system.
by the presence of the ends of the chain: in the absence
of the dissipation along the chain the lowest eigenvalue
λmin of H is 0, while in the presence of the dissipation
λmin shifts to a non-zero value, Fig. 7. There is a power-
law scaling of λmin with the strength of the dissipation,
Fig. 7B.
8D. Disordered dissipative system
It is known that in one spatial dimension any disorder
localizes the system.29 However, the presence of dissipa-
tion changes this: dissipation delocalizes the disordered
system, as the dissipation breaks the interference which
is responsible for the localization.
We have also checked the robustness of our finding
to the influence of disorder, introducing on-site disor-
der taken from the uniform distribution with the range
(0, dU). The general phenomenology of the clean system
with dissipation is preserved also in the disordered sys-
tem. The current again reaches a finite (though smaller)
value in the thermodynamic limit, and the current at one
end only weakly depends on the coupling at the other
end. An example is seen in Fig. 9, where for simplicity
we consider constant couplings to the environment along
the chain and average only over the disorder realizations
of the on-site potential.
IV. CONCLUSIONS AND DISCUSSION
We have considered the transport properties of a one-
dimensional wire with leakage to the environment. In
experimental systems, this leakage can happen due to
misfabrication and the presence of the tunneling from the
wire to a metallic region underneath the wire. We observe
a first-order phase transition for infinitely long systems
already at infinitesimal dissipation rate along the chain.
From the microscopic point of view, this QPT means
discontinuous behavior of the density matrix. On the
macroscopic level it manifests itself in the jump in the
current and the Fano factor. From the thermodynamic
point of view we can say that the entropy jumps across
the transition. The specific entropy in the dissipative
phase is equal to the entropy of a single site coupled to
the source and the drain.
Essentially, the phase transtion is an anomaly: dissi-
pation breaks the time reversal invariance. Upon taking
the symmetry-breaking parameter (dissipation strength)
to zero, we do not recover the result for unbroken sym-
metry. In the continuum limit it is analogous to the fact
that, for example, viscosity effects in a fluid are non-
perturbative and the flow undergoes a qualitative change
for arbitrarily small nonzero dissipation: the scaling ex-
ponents of the correlation functions of the velocities jump
at the transition between an ideal and viscous liquid.30
In a different context, the transport theory for dissipa-
tive systems has been developed in Refs. 25,26 in the lan-
guage of the scattering matrices. Our Lindblad-based ap-
proach and the scattering approach are different in a few
respects. First, let us consider a system without dissipa-
tion, coupled to two reservoirs at the ends. The scatter-
ing matrix theory describes the case when the wave com-
ing from the reservoir into the system is coherent (just a
plane wave), while the Lindblad approach describes the
case of incoherent leads – the hopping in the chain hap-
pens stochastically. This is also reflected in the transport
properties: while for coherent transport the conductivity
is proportional to the number of open channels in the
system, for the transport induced by incoherent hopping
it is not22. Now let us move to the dissipative system. In
the scattering matrix approach the dissipation is modeled
through additional channels, which do not contribute to
the transport (for one-dimensional non-dissipative prob-
lem the scattering matrix has the format 2 × 2, for the
incoming and the outgoing channel, while in the dissipa-
tive case the scattering matrix has a larger dimension,
and only two channels describe the transport along the
chain whereas the others describe the scattering in the
side channels). The dissipation constructed in this way
is coherent, while the Lindblad-like dissipation is inco-
herent.
It is interesting that the spin system coupled to
the bosonic bath at every site experiences a second
order phase transition, and only at finite dissipation
strength.6–9 We do not know if the order of the tran-
sition is related to the presence or absence of memory or
it is determined by the statistics of the bath.
The phase transition in the quadratic fermionic sys-
tems was studied also in Ref. 2,5. There, the XY chain
coupled to the reservoirs at both ends was considered.
The transition manifests itself in the change of behavior
of the spin-spin correlation functions and the entangle-
ment entropy, which does not depend on the system size
on one side of the transition and grows linearly with the
system length on the other side. The authors argue that
the transition is of infinite order as all local observables
are analytical across the transition. Subsequently the
critical behavior has been observed also in the XX-spin
chain1 coupled to the environment at every site of the
chain: the correlation functions are short-ranged in the
non-dissipative case, whereas they decay as a power-law
in the presence of the on-site decoherence. The transition
we observe is significantly different from the previously
studied cases since it is of the first order. This prob-
ably happens because the Refs. 2,5 consider the local
dissipation (only at the ends of the chain), while we are
interested in the global dissipation. The difference with
respect to the transition in the Ref. 1 lies in the fact
that the NESS is not Gaussian: in our case the correla-
tion functions in the presence of dissipation decay expo-
nentially, while for the XX-chain with on-site dephasing
there is a power-law decay of correlations.
The current in the steady dissipative state of the sys-
tem decays exponentially inside the chain, because the
coupling to the environment decreases the coherence of
the quantum system. For the random dissipation along
the chain, we find that the average current decreases in-
side the system with the same exponent as for the chain
with the same dissipation at every site which equals to
the mean of the random coupling. One can try to mea-
sure the current along the dissipative chain with a scan-
ning tunneling microscope (STM): if it decreases expo-
nentially uniformly along the chain, then the dissipation
9model without disorder is a valid model, if the current
inside the chain fluctuates, then the dissipation inside of
the chain is random. The STM should be in the regime
of a very low tunneling rate to the microscope tip, so that
the tunneling to the tip does not destroy the dissipative
state of the system itself.
We finish with an outlook. The state of the quan-
tum system depends on the dimensionality, disorder, in-
teraction, statistics, symmetries. The dissipation adds
one more axis to the phase diagram. It can lead to
new types of behavior, already investigated in the spin-
boson model10, arrays of the dissipative Josephson junc-
tions, dissipative spin chains.6–9 In the present paper
we have investigated the behavior of the non-interacting
fermionic system coupled to the Markovian bath and al-
ready have seen interesting quantum critical phenomena
upon adding the dissipation along the chain. There are
many unanswered questions: will this transition remain
the first order upon adding memory to the bath, what
happens to it in the presence of interactions, do dimen-
sionality and symmetries influence the behavior of the
dissipative system etc.
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