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Presque-rédutibilité des oyles quasi-périodiques
de lasse Gevrey 2
Claire Chavaudret
Institut de Mathématiques de Jussieu
1 Introdution
1.1 Présentation du résultat
Soit n ≥ 1, d ≥ 1, ω ∈ Rd et 0 < κ < 1, τ > max(1, d − 1). Supposons que ω est
diophantien de onstante κ et d'exposant τ , 'est-à-dire que
∀ m ∈ Zd \ {0}, |〈m,ω〉| ≥ κ|m|τ (1)
On peut aussi supposer sans perte de généralité que sup |ωi| ≤ 1. On note Td := Rd/Zd
le tore et 2Td := Rd/(2Zd) le double tore.
Dénition: Soit G une algèbre de Lie, G le groupe de Lie assoié à G et A : 2Td → G.
Le oyle quasi-périodique assoié à A est la fontion X : 2Td × R → G telle que pour
tous (θ, t) ∈ 2Td × R,
d
dt
X t(θ) = A(θ + tω)X t(θ); X0(θ) = Id (2)
On dit que 'est un oyle onstant si A est onstante.
Remarque: Le terme quasi-périodique vient du fait que A est la fontion enveloppe
d'une fontion quasi-périodique. En eet, pour tout θ ∈ 2Td, t 7→ A(θ + tω) est une
fontion quasi-périodique.
Un oyle onstant est toujours de la forme t 7→ etA.
Dénition: Soit r > 0. Soit E un sous-ensemble de gl(n,C). Notons CG,2r (2T
d, E) (resp.
CG,2r (T
d, E)) les fontions de lasse Gevrey deux de paramètre r sur 2Td (resp. Td) à
valeurs dans E, 'est-à-dire les fontions f ∈ C∞(2Td, E) (resp. C∞(Td, E)) telles qu'il
existe C > 0 tel que pour tout α = (α1, . . . , αd) ∈ Nd,
sup
θ∈2Td
|∂αf(θ)| ≤ Cr−2|α|(α!)2 (3)
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où on a noté α! = α1! . . . αd!. Notons ||f ||r la norme Gevrey de f , 'est-à-dire
||f ||r = sup
α∈Nd
r2|α|
1
(α!)2
sup
θ∈2Td
||∂αf(θ)|| (4)
Notation : Pour toute fontion f ∈ C1(2Td,C), on notera pour tout θ ∈ 2Td
∂ωf(θ) =
d
dt
f(θ + tω)|t=0 (5)
la dérivée de f dans la diretion ω.
Dénition: Soit G une algèbre de Lie et G le groupe de Lie assoié à G. Soient r, r′ > 0
et A,B ∈ CG,2r (2Td,G). On dit que A et B sont onjugués dans CG,2r′ (2Td, G) s'il existe
Z ∈ CG,2r′ (2Td, G) tel que pour tout θ ∈ 2Td,
∂ωZ(θ) = A(θ)Z(θ)− Z(θ)B(θ)
Si B est onstante en θ, on dit que A est rédutible dans CG,2r′ (2T
d, G), ou rédutible par
Z à B.
Remarque: Soit X le oyle quasi-périodique assoié à A. La fontion A est rédutible
par Φ à A0 si et seulement si
∀(t, θ), X t(θ) = Φ(θ + tω)−1etA0Φ(θ) (6)
La rédutibilité équivaut aussi au fait que l'appliation de 2Td × Rn dans lui-même :
(
θ
v
)
7→
(
θ + ω
X1(θ)v
)
(7)
soit onjuguée à une appliation χ telle que
dχ
dθ
(
θ
v
)
≡
(
1¯
0
)
(8)
Le but de et artile est de montrer que pour
G = GL(n,C), GL(n,R), SL(n,R), Sp(n,R), O(n), U(n)
au voisinage d'un oyle onstant, tout oyle de lasse Gevrey 2 de paramètre r à
valeurs dans G est presque-rédutible dans ∪r′>0CG,2r′ (2Td, G).
Nous allons prouver le théorème suivant, pour G parmi les groupes mentionnés i-dessus
et G l'algèbre de Lie assoiée à G :
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Théorème 1.1 Soit 0 < r ≤ 1, A ∈ G, F ∈ CG,2r (Td,G). Il existe ǫ0 < 1 ne dépendant
que de n, d, κ, τ, A, r tel que si
||F ||r ≤ ǫ0
alors pour tout ǫ > 0, il existe rǫ > 0, A¯ǫ, F¯ǫ ∈ CG,2rǫ (2Td,G), Zǫ ∈ CG,2rǫ (2Td, G) tels que
pour tout θ ∈ 2Td,
∂ωZǫ(θ) = (A+ F (θ))Zǫ(θ)− Zǫ(θ)(A¯ǫ(θ) + F¯ǫ(θ))
où
 A¯ǫ est rédutible dans C
G,2
rǫ
(2Td, G),
 ||F¯ǫ||rǫ ≤ ǫ,
 et ||Zǫ − Id||rǫ ≤ 2ǫ
1
2
0 .
De plus, en dimension 2 ou si G = GL(n,C) ou U(n), Zǫ, A¯ǫ, F¯ǫ sont ontinus sur T
d
.
1.2 Généralisations et onséquenes
Le théorème 1.1 dit qu'au voisinage d'un oyle onstant, tous les oyles sont presque-
rédutibles au sens où ils sont arbitrairement prohes d'un oyle rédutible, e qui
signie que la rédutibilité est un phénomène prédominant. Cependant, si la rédutibi-
lité implique la presque-rédutibilité, l'inverse n'est pas vrai : il existe des oyles non
rédutibles même prohes d'un oyle onstant.
L'intérêt de la notion de presque-rédutibilité est qu'un oyle presque rédutible a une
dynamique onnue sur un temps très long.
Le théorème 1.1 est en fait vrai si l'on suppose F dans une lasse plus grande que
CG,2r (T
d,G), à savoir les fontions de CG,2r (2Td,G) vériant ertaines "bonnes propriétés
de périodiité" par rapport à la matrie A.
En dimension 2 ou si G est omplexe, e résultat peut se reformuler omme un théorème
de densité des oyles rédutibles au voisinage des oyles onstants :
Théorème 1.2 Soit G = gl(n,C), u(n), gl(2,R), sl(2,R) ou o(2). Soit 0 < r ≤ 1 et
A ∈ G, F ∈ CG,2r (Td,G). Il existe ǫ0 ne dépendant que de r, n, d, κ, τ, A tel que si
||F ||r ≤ ǫ0
alors pour tout ǫ > 0 il existe rǫ > 0, H ∈ Cωrǫ(Td,G) rédutible dans CG,2rǫ (Td,G) et tel que
||A+ F −H||rǫ ≤ ǫ
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1.3 Résultats déjà onnus
Un résultat omparable pour les oyles lisses à valeurs dans les groupes ompats avait
été obtenu par R. Krikorian dans [9℄ (th.5.1.1). Dans le as d'un oyle au-dessus d'une
rotation du erle, le ontrle de l'analytiité est bien meilleur (voir par exemple [1℄) ar
il est alors possible d'utiliser des méthodes globales. Nous onsidérons ii le as d'un tore
de dimension quelonque. La méthode KAM que nous allons utiliser ii avait déjà produit
des résultats de rédutibilité en mesure totale pour des oyles à valeurs dans SL(2,R)
([6℄, [7℄).
Un résultat analogue au théorème 1.1 dans le adre des oyles analytiques à valeurs dans
GL(n,R) avait déjà été démontré dans [4℄ par L.H.Eliasson ; on se reportera également à sa
généralisation dans [3℄. Notons bien, ependant, la distintion suivante : le théorème 1.1 est
un résultat de presque rédutibilité faible, 'est-à-dire que le paramètre peut tendre vers
0 ; il en est de même pour le théorème d'Eliasson dans le as des fontions analytiques ([4℄)
où le rayon d'analytiité peut tendre vers 0. Dans le as des fontions analytiques, on peut
obtenir un résultat de presque rédutibilité forte ([3℄), 'est-à-dire où le rayon d'analytiité
reste stritement positif à la limite. Mais la question de la presque rédutibilité forte dans
le as des fontions Gevrey reste ouverte.
Notons que, omme dans [4℄ et [3℄, la perte de périodiité dans le théorème 1.1 est inévi-
table dans un groupe réel de dimension plus grande que 2. La notion de "bonnes propriétés
de périodiité" a pour but de s'assurer qu'un seul doublement de période sut. Le adre
sympletique introduit de nouvelles ontraintes pour éliminer les résonanes, par rapport
au adre réel, mais es ontraintes n'ont pas de onséquenes sur la onstrution de la
fontion de renormalisation, e qui explique que l'on n'ait pas plus de perte de périodiité
que dans le adre GL(n,R). Ainsi, omme dans [2℄, un seul doublement de période sut
dans le as d'un groupe sympletique réel.
1.4 Plan de l'artile
La preuve des théorèmes 1.1 et 1.2 reprend à peu près le même shéma de démonstra-
tion que dans [4℄ ; il s'agit d'une preuve par itération de type KAM. En voii les prinipales
étapes :
 Constrution d'une renormalisation Φ d'ordre N (proposition 4.2) pour N ∈ N\{0}
bien hoisi.
Notons qu'en dimension 2, Φ est telle que pour toute fontion H ontinue sur Td,
ΦHΦ−1 est ontinue sur Td.
 Résolution de l'équation homologique (proposition 5.2) : si A˜ a un spetre vériant
ertaines onditions diophantiennes et que F˜ est une fontion qui a ertaines bonnes
propriétés de périodiité relatives à A˜, alors il existe une solution X˜ de l'équation
∂ωX˜ = [A˜, X˜] + F˜
N ; ˆ˜X(0) = 0
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qui a les mêmes propriétés de périodiité que F˜ ; elle prend ses valeurs dans la même
algèbre de Lie que F˜ . De plus, elle vérie une bonne estimation quitte à perdre un
peu de régularité.
 Lemme indutif (proposition 6.6) : Si F˜ ∈ CG,2r (2Td,G) a ertaines propriétés de
périodiité (relatives à A˜), si
∂ωΨ = A¯Ψ−ΨA˜
et F¯ = ΨF˜Ψ−1, alors il existe Z ∈ CG,2r′ (2Td, G) telle que
∂ωZ = (A¯+ F¯ )Z − Z(A¯′ + F¯ ′) (9)
où A¯′ est rédutible, F¯ ′ est beauoup plus petit que F¯ , Z est prohe de l'identité et
Ψ′−1F¯ ′Ψ′ a des propriétés de périodiité relatives à A′ analogues à elles de F˜ .
L'estimation de F¯ ′ dépend de F˜ − F˜N , de la fontion de renormalisation Φ, et de
la solution X˜ de l'équation homologique.
 Itération du lemme indutif (théorème 7.2) : On itèrera le lemme 6.6 grâe à un
lemme numérique (lemme 7.1), pour réduire arbitrairement la perturbation.
Remarque: La fontion de renormalisation se onstruit selon le même prinipe que
dans [4℄.
1.5 Notations
On notera 〈., .〉 le produit salaire eulidien omplexe, ave la onvention qu'il est an-
tilinéaire en la deuxième variable. Pour tout opérateur linéaire M , on notera M∗ son
adjoint, égal à la transposée de M dans le as où M est réel. On notera aussi MN la
partie nilpotente de M , 'est-à-dire : si M = PAP−1 ave A en forme normale de Jordan,
et si AD représente la partie diagonale de A, alors MN = P (A − AD)P−1. Pour simpli-
er l'ériture, si A : 2Td → GL(n,C), on notera A−1 la fontion θ 7→ A(θ)−1. Pour tout
m = (m1, . . . , md) ∈ 12Zd, on notera | m |=| m1 | + · · ·+ | md |. On désignera par J la
matrie J =
(
0 −Id
Id 0
)
.
2 Bonnes propriétés de périodiité
Commençons par introduire quelques dénitions. La notion de trivialité par rapport à une
déomposition permettra d'expliiter plus failement les fontions de renormalisation ;
les bonnes propriétés de périodiité ont déjà été introduites dans [4℄ et permettent de
s'assurer, dans le as réel, qu'un seul doublement de période est néessaire à l'itération
du lemme indutif.
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2.1 Déompositions invariantes
Dénition: L = {L1, . . . , LR} est une déomposition de Cn si Cn =
⊕
j Lj .
Dénition: Soient L,L′ des déompositions de Cn. On dit que L est plus ne que L′ si
pour tout L ∈ L, il existe L′ ∈ L′ tel que L ⊂ L′ ; on dit que L est stritement plus ne
que L′ si L est plus ne que L′ et L 6= L′.
Dénition: Soit A ∈ gl(n,C) ; on dit que L = {L1, . . . , Ls} est une A-déomposition, ou
déomposition A-invariante, si 'est une déomposition de Cn et que pour tout i, ALi ⊂ Li.
Les Li sont les sous-espaes de L.
Remarque: Une A-déomposition est toujours moins ne que la déomposition en sous-
espaes propres généralisés. Ainsi, si deux matries A et A′ ont la même déomposition
en sous-espaes propres généralisés, alors une A-déomposition est une A′-déomposition.
Notation : Soit L une A-déomposition. Pour tout L ∈ L, on note σ(A|L) le spetre de
A restreint au sous-espae L.
Dénition: Soit κ′ ≥ 0. On notera LA,κ′ l'unique A-déomposition L telle que pour tous
L 6= L′ ∈ L, α ∈ σ(A|L) et β ∈ σ(A|L′) ⇒ |α − β| > κ′ et qu'auune A-déomposition
stritement plus ne que L n'a ette propriété.
Dénition: Soit A ∈ gl(n,C). On note LA la déomposition de Cn qui est l'ensemble des
sous-espaes propres généralisés de A.
Remarque: On fera attention au fait que LA n'est pas forément identique à LA,0. En
général LA est plus ne.
Dénition: Soit L une déomposition de Cn. Pour tout u ∈ Cn, il existe une unique
déomposition u =
∑
L∈L uL ave uL ∈ L pour tout L ∈ L. Pour tout L ∈ L, on appelle
projetion sur L relative à L, et on note PLL , l'appliation dénie par PLL u = uL.
Remarque: Soit A ∈ gl(n,C) et κ′ > 0. Si L est une A-déomposition moins ne que
LA,κ′, alors on a le lemme suivant, tiré de [4℄, appendie, lemme A1 :
Lemme 2.1 Il existe une onstante C0 ≥ 1 ne dépendant que de n telle que tout sous-
espae L ∈ L vérie
|| PLL ||≤ C0
(
1+ || AN ||
κ′
)n(n+1)
(10)
1
Le lemme A de [4℄ donne en fait une estimation en fontion de || A ||, mais il apparaît lairement
dans sa démonstration que l'estimation ne dépend en fait que de AN .
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Par la suite, on notera toujours C0 ette onstante xée dans le lemme 2.1.
Dénition: Une (A, κ′, γ)-déomposition est une A-déomposition L telle que pour
tout L ∈ L, la projetion sur L relative à L vérie l'estimation
|| PLL ||≤ C0
(
1+ || AN ||
κ′
)γ
(11)
Remarque: Pour A ∈ gl(n,C), on a toujours A =∑L,L′∈L PLLAPLL′. En partiulier, si L
est une A-déomposition, alors A =
∑
L∈L P
L
LAP
L
L .
Dénitions: Soit L une déomposition.
 On dit que L est une déomposition réelle si pour tout L ∈ L, L¯ ∈ L ;
 On dit que L est une déomposition sympletique si 'est une déomposition de Cn
ave n pair et que pour tout L ∈ L, il existe un unique L′ ∈ L tel que 〈L, JL′〉 6= 0.
 On dit que L est une déomposition unitaire si pour tout L 6= L′ ∈ L, 〈L,L′〉 = 0.
Remarque:
 Si A est une matrie réelle, alors pour tout κ′ ≥ 0, LA,κ′ est une déomposition
réelle.
 Pour tout L, il existe au moins un L′ tel que 〈L, JL′〉 6= 0. Cela vient de la non-
dégénéresene de la forme sympletique 〈., J.〉.
 Si A ∈ sp(n,R), alors toute A-déomposition L moins ne que LA,0 est une déom-
position sympletique réelle. En eet, soient L,L′ ∈ L tels que 〈L, JL′〉 6= 0 ; soient
v ∈ L, v′ ∈ L′ des veteurs propres de A tels que 〈v, Jv′〉 6= 0 et λ, λ′ leurs valeurs
propres assoiées. Alors
λ〈v, Jv′〉 = 〈Av, Jv′〉 = 〈v, A∗Jv′〉 = −〈v, JAv′〉 = −λ¯′〈v, Jv′〉 (12)
et omme 〈v, Jv′〉 6= 0, alors λ = −λ¯′.
 Si A ∈ U(n), alors toute déomposition moins ne que LA,0 est une déomposition
unitaire.
2.2 Trivialité et bonnes propriétés de périodiité par rapport à
une déomposition
Dénition: Soit L une déomposition de Cn. On dit qu'une fontion Ψ est triviale par
rapport à L s'il existe {mL, L ∈ L} ⊂ 12Zd, tels que pour tout θ ∈ 2Td,
Ψ(θ) =
∑
L∈L
e2iπ〈mL,θ〉PLL (13)
Dénition: On dit que la fontion Ψ est triviale s'il existe une déomposition L telle que
Ψ est triviale par rapport à L.
Remarque:
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 Si Ψ est triviale par rapport à L et que L′ est plus ne que L, alors elle est triviale
par rapport à L′.
 Si Φ,Ψ : 2Td → GL(n,C) sont triviales par rapport à L, alors le produit ΦΨ est
trivial par rapport à L.
 Si Φ est triviale par rapport à une A-déomposition L, alors pour tout θ ∈ 2Td,
[A,Φ(θ)] = 0.
Lemme 2.2 Soit L une déomposition réelle de Cn, {mL, L ∈ L} ⊂ 12Zd et Ψ dénie par
Ψ(θ) =
∑
L∈L
e2iπ〈mL,θ〉PLL (14)
Alors Ψ est réelle si et seulement si pour tout L, mL = −mL¯. De plus, si Ψ est réelle,
alors Ψ est à valeurs dans SL(n,R).
Pour la démonstration, se reporter à [3℄, lemme 1.2.
Remarque: Toute fontion triviale par rapport à une déomposition unitaire est unitaire.
En eet, soit L une déomposition unitaire, Φ triviale par rapport à L et L,L′ ∈ L. Alors
pour tout u ∈ L, v ∈ L′,
〈Φ(θ)u,Φ(θ)v〉 = 〈e2iπ〈mL,θ〉u, e2iπ〈mL′ ,θ〉v〉 = 〈u, v〉 (15)
Lemme 2.3 Soit L une déomposition sympletique réelle et {mL, L ∈ L} une famille
d'éléments de
1
2
Zd. Soit Ψ =
∑
L∈L e
2iπ〈mL,.〉PLL . Alors Ψ est à valeurs dans Sp(n,R) si et
seulement si
 pour tout L, mL = −mL¯
 et si 〈L, JL′〉 6= 0, alors mL = mL′.
Démonstration: Se référer à [3℄, lemme 1.3.
Dénissons les propriétés de périodiité.
Dénition: Soit L une déomposition de Cn. On dit que F ∈ C0(2Td, gl(n,R)) a de
bonnes propriétés de périodiité par rapport à L s'il existe Φ triviale par rapport à L telle
que Φ−1FΦ soit ontinue sur Td.
Pour préiser la famille (mL) qui dénit Φ, on dira que F a de bonnes propriétés de
périodiité par rapport à L et (mL).
Remarque:
 Si F ∈ C0(2Td, gl(n,R)) a de bonnes propriétés de périodiité par rapport à une
déomposition L et que Φ est triviale par rapport à L, alors ΦFΦ−1 a de bonnes
propriétés de périodiité par rapport à L.
 Si L′ est une déomposition de Cn qui est plus ne que L et que F a de bonnes pro-
priétés de périodiité par rapport à L, alors F a de bonnes propriétés de périodiité
par rapport à L′.
 Soit L une déomposition de Cn et (mL)L∈L une famille d'éléments de 12Zd. Si
F1, F2 ∈ C0(2Td, gl(n,R)) ont de bonnes propriétés de périodiité par rapport à L
et (mL), alors le produit F1F2 a de bonnes propriétés de périodiité par rapport à
L et (mL).
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3 Généralités sur les fontions de lasse Gevrey deux
Remarque:
 Pour tous 0 < r′ < r, on a l'inlusion CG,2r (2T
d,G) ⊂ CG,2r′ (2Td,G) et || f ||r′≤|| f ||r.
 Pour f, g ∈ CG,2r (2Td,G), on a ||fg||r ≤ ||f ||r||g||r (voir par exemple [11℄, appendie).
Lemme 3.1 Pour tout m ∈ Zd et tout r′ > 0, la fontion θ 7→ e2iπ〈m,θ〉 vérie
|| e2iπ〈m,.〉 ||r′≤ e2π|m|r′2 (16)
Démonstration: Pour tout α ∈ Nd et tout θ ∈ Td,
r′2|α|
(α!)2
| ∂α(e2iπ〈m,θ〉) | ≤ r
′2|α|
(α!)2
∏
j
| 2πmj |αj
≤
∏
j
(r′2 | 2πmj |)αj
(αj !)2
≤
∏
j
e|2πmj |r
′2
= e2π|m|r
′2

(17)
Remarque: Cei implique que les fontions analytiques sur un r-voisinage du tore ou du
double tore sont Gevrey deux de paramètre r ;
4 Fontion de renormalisation
Rappelons un lemme de [3℄ permettant de onstruire une fontion de renormalisation à
l'ordre N :
Proposition 4.1 Soit A ∈ G et N ∈ N. Soit
κ′′ =
κ
n(8N)τ
(18)
Il existe une fontion Φ triviale par rapport à LA,κ′′ et à valeurs dans G telle que
1. pour tout r′ ≥ 0,
|Φ|r′ ≤ nC0
(
1 + ||AN ||
κ′′
)n(n+1)
e4πNr
′
, |Φ−1|r′ ≤ nC0
(
1 + ||AN ||
κ′′
)n(n+1)
e4πNr
′
(19)
2. Si A˜ est dénie par
∀θ ∈ 2Td, ∂ωΦ(θ) = AΦ(θ)− Φ(θ)A˜ (20)
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alors
||A˜− A|| ≤ 4πN (21)
et A˜ a un spetre DCNω (κ
′′, τ).
3. Si G = gl(n,C) ou u(n), Φ est dénie sur Td.
Dénition: On appellera la fontion Φ onstruite dans la proposition 4.1 une renor-
malisation de A d'ordre N .
Cette fontion vérie une bonne estimation en norme Gevrey, omme le montre la propo-
sition suivante :
Lemme 4.2 Soit N ≥ 2, A ∈ gl(n,C) et Φ une renormalisation de A d'ordre N . Alors
Φ vérie, pour tout r′, l'estimation en norme Gevrey
||Φ||r′ ≤ nC.C0
(
1 + ||AN ||
κ′′
)n(n+1)
e4πr
′2N
(22)
où C ne dépend que de d, et de même pour Φ−1. De plus, si G = o(n) ou u(n), alors
||Φ||r′ ≤ nCe4πr′2N (23)
et de même pour Φ−1.
Démonstration: Pour tout m ∈ Zd et tout r′ > 0, d'après le lemme 3.1,
||e2iπ〈m,.〉||r′ ≤ Ce2πr′2|m| (24)
où C ne dépend que de d. Don
||Φ||r′ ≤
∑
L∈LA,κ′′
|| PLA,κ′′L || || e2iπ〈mL,.〉 ||r′
≤ C
∑
L∈LA,κ′′
|| PLA,κ′′L || e2πr
′2|mL|
≤ C
∑
L∈LA,κ′′
|| PLA,κ′′L || e4πr
′2N
(25)
or d'après le lemme 2.1,
|| PLA,κ′′L ||≤ C0
(
1+ || AN ||
κ′′
)n(n+1)
(26)
d'où (22). Si G est o(n) ou u(n), alors LA,κ′′ est une déomposition unitaire et don PLA,κ′′L
est de norme 1, d'où (23). 
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5 Equation homologique
Lemme 5.1 Soit 0 < r′ < r ≤ 1, f ∈ CG,2r (2Td,G) et g ∈ CG,2r′ (2Td,G). Soient
C > 0, D ≥ 0. Supposons que pour tout m ∈ 1
2
Zd,
||gˆ(m)|| ≤ C|m|D||fˆ(m)|| (27)
Alors
||g||r′ ≤ C ′C||f ||r
(
1
r − r′
)3(D+2)
(28)
où C ′ ne dépend que de d,D.
Démonstration: On a pour tout θ ∈ NTd et tout α ∈ Nd,
||∂αg(θ)|| ≤
∑
m∈ 1
2
Zd
|| gˆ(m) || | ∂αe2iπ〈m,θ〉 |
≤
∑
m∈ 1
2
Zd
|| gˆ(m) ||
∏
j
| 2πmj |αj
(29)
don par hypothèse,
||∂αg(θ)|| ≤ C
∑
m∈ 1
2
Zd
|m|D||fˆ(m)||
∏
j
| 2πmj |αj
≤ C ′C
∑
m6=0
1
| 2πm |2d
∏
i
| 2πmi |αi+(D+2)ei ||fˆ(m)||
(30)
et don en notant 1¯ = (1, . . . , 1),
||∂αg(θ)|| ≤ C ′C
∑
m6=0
1
| 2πm |2d ||
̂∂α+(D+2)1¯f(m)||
≤ C ′C sup
θ
||∂α+(D+2)1¯f(θ)||
(31)
où C ′ ne dépend que de d,D, don
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||g||r′ = sup
α∈Nd
(r′)2|α|
1
(α!)2
sup
θ
||∂αg(θ)||
≤ C ′C sup
α
(r′)2|α|
1
(α!)2
sup
θ
||∂α+(D+2)1¯f(θ)||
≤ C ′C sup
α
r2|α+(D+2)1¯|
((α+ (D + 2)1¯)!)2
sup
θ
||∂α+(D+2)1¯f(θ)|| r
′2|α|
r2|α+(D+2)1¯|
(
(α+ (D + 2)1¯)!
α!
)2
≤ C ′C || f ||r sup
α
r′2|α|
r2(|α|+(D+2)d)
∏
i
(
(αi +D + 2)!
αi!
)2
≤ C ′C || f ||r sup
α
r′2|α|
r2(|α|+(D+2)d)
(
(| α | +D + 2)!
| α |!
)2d
≤ C ′C || f ||r sup
α
r′2|α|
r2(|α|+(D+2)d)
(| α | +D + 2)2(D+2)d
(32)
Or la fontion
φ : [0,+∞[→ [0,+∞[, t 7→
(
r′
r
)t
t2(D+2)d
atteint son maximum en t = 2(D+2)d
ln r
r′
où elle vaut e−2(D+2)d
(
2(D+2)d
ln r
r′
)2(D+2)d
. D'où
||g||r′ ≤ C ′C||f ||re−2(D+2)d
(
2(D + 2)d
r′ ln r
r′
)2(D+2)d
≤ C ′C||f ||re−2(D+2)d (2(D + 2)d)
2(D+2)d
(r − r′)3(D+2)d 
(33)
Proposition 5.2 Soient
 N ∈ N,
 κ′ ∈]0, κ],
 γ ≥ n(n+ 1),
 0 < r′ < r.
Soit A˜ ∈ G ave un spetre DCNω (κ′, τ). Soit F˜ ∈ Cωr (2Td,G) ave de bonnes propriétés
de périodiité par rapport à une (A˜, κ′, γ)-déomposition L. Alors il existe une solution
X˜ ∈ Cωr′(2Td,G) de l'équation
∀θ ∈ 2Td, ∂ωX˜(θ) = [A˜, X˜(θ)] + F˜N(θ)− ˆ˜F (0); ˆ˜X(0) = 0 (34)
telle que
 si F˜ a de bonnes propriétés de périodiité par rapport à L et (mL), alors X˜ a de
bonnes propriétés de périodiité par rapport à L et (mL) ; en partiulier, si F˜ est
dénie sur Td, alors X˜ l'est également,
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 Il existe C ′, D′ ne dépendant que de n, d, τ tels que,
|| X˜ ||r′≤ C ′
(
1 + ||A˜N ||
(r − r′)κ′
)D′γ
|| F˜ ||r (35)
De plus, la tronation de X˜ à l'ordre N est unique.
Démonstration: • L'existene de X˜, son uniité jusqu'à l'ordre N , le fait qu'elle
prend ses valeurs dans G et ses bonnes propriétés de périodiité par rapport à L se
démontrent omme dans [3℄, proposition 3.2.
• Pour obtenir l'estimation (35), on démontre d'abord que pour tout m ∈ 1
2
Zd et tous
L,L′ ∈ L′,
||PLL ˆ˜X(m)PLL′ || ≤ C ′
(1 + ||A˜N ||)n2−1|m|(n2−1)τ
κ′(n2−1)
||PLL ˆ˜F (m)PLL′||(||PLL || ||PLL′||)n
2−1
(36)
Pour ela, nous allons faire un raisonnement analogue à elui de [4℄, lemme 2. Soit AL,L′
l'opérateur linéaire allant de gl(n,C) dans lui-même tel que pour tout M ∈ gl(n,C),
AL,L′M = A˜PLLM −MPLL′A˜ (37)
En déomposant (34) en blos, on obtient pour tous L,L′ ∈ L
∂ω(P
L
L X˜P
L
L′) = AL,L′PLL X˜PLL′ + PLL (F˜N − ˆ˜F (0))PLL′ (38)
Don pour tout m ∈ 1
2
Zd tel que 0 <| m |≤ N ,
2iπ〈m,ω〉(PLL ˆ˜X(m)PLL′) = AL,L′(PLL ˆ˜X(m)PLL′) + PLL ˆ˜F (m)PLL′ (39)
don
(PLL
ˆ˜X(m)PLL′) = (2iπ〈m,ω〉 − AL,L′)−1PLL ˆ˜F (m)PLL′ (40)
Représentons AL,L′ omme une matrie de dimension n2. Soient AD ∈ gl(n2,C) dia-
gonale et AN ∈ gl(n2,C) nilpotente telles que
(2iπ〈m,ω〉 − AL,L′) = AD − AN (41)
Alors AN est l'opérateur
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AN : B 7→ (A˜PLL )NB − B(PLL′A˜)N
De plus,
(2iπ〈m,ω〉 − AL,L′)−1 = A−1D (I + ANA−1D + · · ·+ (ANA−1D )n
2−1) (42)
Nous allons estimer (2iπ〈m,ω〉 − AL,L′)−1, pour m ∈ Zd si L = L¯′ et m ∈ 12Zd si
L 6= L¯′. Chaque oeient de A−1D (ANA−1D )j−1 est de la forme pq ave | p |≤|| AN ||j−1 et
q = β1 . . . βj où les βi sont des valeurs propres de 2iπ〈m,ω〉 − AL,L′. Or
σ(AL,L′) = {α− α′ | α ∈ σ(A˜|L), α′ ∈ σ(A˜|L′)} (43)
et de plus, pour tous α ∈ σ(A˜|L), α′ ∈ σ(A˜|L′),
| α− α′ − 2iπ〈m,ω〉 |≥ κ
′
| m |τ (44)
pour tout m ∈ Zd si L = L¯′ et tout m ∈ 1
2
Zd si L 6= L¯′ Ainsi,
|| (2iπ〈m,ω〉 − AL,L′)−1 || ≤ cn(1+ || A˜N || (|| PLL || + || PLL′ ||))n
2−1
( | m |τ
κ′
)n2−1
(45)
où cn ne dépend que de n, et (40) implique (36).
L'estimation (36) et le lemme 5.1 impliquent alors que
||PL′L X˜PL
′
L′ ||r′ ≤ C ′′
(
1 + ||A˜N ||
(r − r′)κ′
)Dγ
||PL′L F˜PL
′
L′ ||r (46)
où C ′′, D ne dépendent que de n, d, τ . Ainsi,
||X˜||r′ ≤
∑
L,L′
||PL′L X˜PL
′
L′ ||r ≤ C ′′
(
1 + ||A˜N ||
(r − r′)κ′
)Dγ∑
L,L′
||PL′L F˜PL
′
L′ ||r (47)
d'où
||X˜||r′ ≤ C3
(
1 + ||A˜||
(r − r′)κ′
)D′γ
||F˜ ||r (48)
où D′, C3 ne dépendent que de n, d, τ . 
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6 Lemme indutif
6.1 Lemmes auxiliaires
Rappelons un lemme démontré dans [3℄ qui sera utilisé pour itérer le lemme indutif
sans faire intervenir une fontion de renormalisation à haque étape, e qui améliorera de
beauoup les estimations.
Lemme 6.1 Soient
 κ′ ∈]0, 1[, C > 0,
 F˜ ∈ G,
 ǫ˜ = ||F˜ ||,
 N˜ ∈ N,
 A˜ ∈ G ave un spetre DCN˜ω (κ′, τ).
Il existe une onstante c ne dépendant que de nτ telle que si ǫ˜ est assez petit pour que
ǫ˜ ≤ c
(
Cτκ′
1 + ||A˜||
)2n
(49)
et
N˜ ≤ | log ǫ˜|
4
C
(50)
alors A˜+ F˜ a un spetre DCN˜ω (
3κ′
4
, τ).
Remarque: Comme dans [3℄, si G est un groupe ompat, alors le lemme 6.1 est vrai
en remplaçant (49) par une ondition de petitesse qui ne dépend pas de A˜.
Le lemme qui suit sera utilisé pour garantir qu'un seul doublement de période est nées-
saire.
Lemme 6.2 Soit A,A′ ∈ gl(n,R) et H : 2Td → gl(n,R). Supposons que H a de bonnes
propriétés de périodiité par rapport à une A-déomposition L et que
∀L,L′ ∈ L, PLL (A′ −A)PLL′ 6= 0⇒ PLLHPLL′ ∈ C0(Td) (51)
Alors H a de bonnes propriétés de périodiité par rapport à une A′-déomposition moins
ne que L.
La démonstration se trouve dans [3℄ (lemme 4.2).
Sous-lemme 6.3 Soit f ∈ CG,2r (2Td, gl(n,C)). Alors pour tout
N ≥ e
2d2
r4
(52)
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on a l'estimation
∑
|m|>N
|| fˆ(m) ||≤ Cd || f ||r NDe−
4
√
N
(53)
où Cd ne dépend que de d.
Démonstration: Par dénition de || f ||r, on a pour tout α ∈ Nd :
|| ∂̂αf(m) ||≤ sup
θ
|| ∂αf(θ) ||≤ α!
2
r2|α|
|| f ||r (54)
Or
∂αf(θ) ∼
∑
m
fˆ(m)∂α(e2iπ〈m,θ〉) ∼
∑
m
fˆ(m)
∏
j
(2iπmj)
αj .(e2iπ〈m,θ〉) (55)
don
∂̂αf(m) =
∏
j
(2iπmj)
αj fˆ(m) (56)
et don
|| fˆ(m) ||≤ α!
2∏
j | 2iπmj |αj r2|α|
|| f ||r (57)
Il existe forément 1 ≤ j ≤ d tel que | mj |≥ |m|d . Notons M =| m | et supposons que
M ≥ 1. Réérivons (57) ave α = (α1, . . . , αd) où αl = E( 4
√
M) si l = j et αl = 0 sinon.
Alors
|| fˆ(m) ||≤ (
4
√
M)!2
(2πr
2M
d
)
4
√
M
|| f ||r≤ c(
4
√
M + 1)2(
4
√
M+1)e−2
4
√
M
(2πr
2M
d
)
4
√
M
|| f ||r≤ c(2
√
M)
4
√
M+1e−2
4
√
M
(2πr
2M
d
)
4
√
M
|| f ||r
(58)
où c est une onstante numérique.
Cei implique que
∑
|m|>N
|| fˆ(m) ||≤ Cd
∑
M>N
Md+
1
2 e−2
4
√
M
(
√
Mπr2
d
)
4
√
M
|| f ||r (59)
où Cd ne dépend que de d, d'où
16
∑
|m|>N
|| fˆ(m) ||≤ Cd || f ||r
∫ +∞
N
td+
1
2
(
√
t
d
r2)
4
√
t
e−2
4
√
tdt (60)
et en eetuant le hangement de variable T = t
1
4
,
∑
|m|>N
|| fˆ(m) || ≤ C ′d || f ||r
∫ +∞
4
√
N
T 4d+2
(T
2
d
r2)T
e−2TT 3dT
(61)
pour C ′d ne dépendant que de d ; nalement, pour ertains C
′′
d , D ne dépendant que de d,
∑
|m|>N
|| fˆ(m) || ≤ C ′′d || f ||r
ND
| log
(
d
N
1
2 r2
)
|D
(
d
N
1
2 r2
) 4√N
(62)
et omme, par hypothèse,
d
N
1
2 r2
≤ e−1, alors
∑
|m|>N
|| fˆ(m) || ≤ C ′′d || f ||r NDe−
4
√
N

(63)
Lemme 6.4 Soient 0 < r ≤ 1, f ∈ CG,2r (2Td, gl(n,C)), N ∈ N et fN la tronation de f
à l'ordre N . Supposons que
N ≥ 16e
2d2
r4
(64)
Alors
||f − fN || r
2
≤ Cd || f ||r NDe−
4
√
N
(65)
où Cd et D ne dépendent que de d.
Démonstration: Par dénition,
||f − fN || r
2
= sup
α,θ
( r
2
)2|α|
α!2
| ∂α(f − fN)(θ) | (66)
don
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||f − fN || r
2
= sup
α,θ
( r
2
)2|α|
α!2
|
∑
m>N
fˆ(m)∂α(e2iπ〈m,θ〉) |
= sup
α,θ
( r
2
)2|α|
α!2
|
∑
m>N
fˆ(m)mαe2iπ〈m,θ〉 |
= sup
α,θ
( r
2
)2|α|
α!2
|
∑
m>N
∂̂αf(m)e2iπ〈m,θ〉 |
(67)
et par le sous-lemme 6.3, il existe Cd, D ne dépendant que de d tels que
||f − fN || r
2
≤ Cd sup
α
( r
2
)2|α|
α!2
|| ∂αf || r
2
NDe−
4
√
N
(68)
Or, d'après [11℄, lemme A.2, pour tout α,
( r
2
)2|α|
α!2
|| ∂αf || r
2
≤|| f ||r (69)
d'où
||f − fN || r
2
≤ Cd || f ||r NDe−
4
√
N
 (70)
6.2 Premier lemme indutif
Proposition 6.5 Soient
 ǫ˜ > 0, r˜ ≤ 1, κ′ > 0, N˜ ∈ N, γ ≥ n(n+ 1) ;
 F˜ ∈ Cωr˜ (2Td,G), A˜ ∈ G,
 L une (A˜, κ′, γ)-déomposition.
Il existe une onstante C ′′ > 0 ne dépendant que de τ, n telle que si
1. A˜ a un spetre DCN˜ω (κ
′, τ) ;
2.
|| ˆ˜F (0)|| ≤ ǫ˜ ≤ C ′′
(
κ′
1 + ||A˜||
)2n
(71)
et
(
4ed
r˜2
)2 ≤ N˜ ≤ (4ed)2| log ǫ˜|4 (72)
3. F˜ a de bonnes propriétés de périodiité par rapport à L
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alors il existe
 C ′ ∈ R ne dépendant que de n, d, κ, τ ,
 D ∈ N ne dépendant que de n, d, τ ,
 X ∈ Cωr˜
2
(2Td,G),
 A′ ∈ G
 une (A′, 3κ
′
4
, γ)-déomposition L′
vériant les propriétés suivantes :
1. A′ a un spetre DCN˜ω (
3κ′
4
, τ),
2. ||A′ − A˜|| ≤ ǫ˜ ;
3. la fontion F ′ ∈ Cωr˜
2
(2Td,G) dénie par
∀θ ∈ 2Td, ∂ωeX(θ) = (A˜+ F˜ (θ))eX(θ) − eX(θ)(A′ + F ′(θ)) (73)
a de bonnes propriétés de périodiité par rapport à L′
4. pour tout s ≤ r˜,
||X||s ≤ C ′
(
1 + ||A˜N ||
κ′(r˜ − s)
)Dγ
||F˜ ||r˜ (74)
5. et pour tout s ≤ r˜
2
,
||F ′||s ≤ C ′e||X||s||F˜ ||r˜(N˜de−
4
√
N˜ +
(1 + ||A˜N ||)Dγ
(κ′(r˜ − s))Dγ ||F˜ ||r˜(1 + e
||X||s)) (75)
De plus, si F˜ est ontinue sur Td, alors X et F ′ le sont également.
Démonstration: • Par hypothèse, F˜ a de bonnes propriétés de périodiité par rapport
à L et une ertaine famille (mL) et A˜ a un spetre DCN˜ω (κ′, τ), don on peut appliquer
la proposition 5.2. Soit X ∈ Cωr′(2Td,G) une solution de
∀θ ∈ 2Td, ∂ωX(θ) = [A˜,X(θ)] + F˜ N˜(θ)− ˆ˜F (0) (76)
vériant la onlusion de la proposition 5.2.
Posons A′ := A˜ + ˆ˜F (0).
• On a bien ||A˜− A′|| = || ˆ˜F (0)||, d'où la propriété 2.
• De plus, soit c la onstante donnée par le lemme 6.1, et supposons que C ′′ ≤ c. Les
hypothèses (71) et (72) permettent d'appliquer le lemme 6.1 ave C = 1
(4ed)2
pour déduire
que A′ a un spetre DCN˜ω (
3κ′
4
, τ) d'où la propriété 1.
• Soit F ′ ∈ Cωr′(2Td,G) la fontion dénie par (73). Alors
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F ′ = e−X(F˜ − F˜ N˜) + e−XF˜ (eX − Id) + (e−X − Id) ˆ˜F (0)− e−X
∑
k≥2
1
k!
k−1∑
l=0
X l(F˜ N˜ − ˆ˜F (0))Xk−1−l
(77)
Nous allons appliquer le lemme 6.2 ave A = A˜ et G = F ′, pour obtenir la propriété 3. La
fontion F ′ a de bonnes propriétés de périodiité par rapport à L et une ertaine famille
(mL) ar X et F˜ les ont. De plus, omme F˜ a de bonnes propriétés de périodiité par
rapport à L,
PLL
ˆ˜F (0)PLL′ 6= 0⇒ PLL F˜PLL′ ∈ C0(Td) (78)
or
PLL F˜P
L
L′ ∈ C0(Td)⇒ mL −mL′ ∈ Zd ⇒ PLLF ′PLL′ ∈ C0(Td) (79)
don l'hypothèse (51) du lemme 6.2 est vériée. D'après le lemme 6.2, F ′ a don de bonnes
propriétés de périodiité par rapport à une A′-déomposition L′ qui est moins ne que
L, don L′ est une (A˜, κ′, γ)-déomposition. Comme 'est une (A˜, κ′, γ)-déomposition,
haque sous-espae L ∈ L′ vérie
|| PL′L ||≤ C0
(
1+ || A˜N ||
κ′
)γ
(80)
don
|| PL′L ||≤ C0
(
1+ || A′N || +2ǫ˜
κ′
)γ
≤ C0
(
1+ || A′N ||
3κ′
4
)γ
(81)
don L′ est une (A′, 3κ′
4
, γ)-déomposition, d'où la propriété 3.
• La propriété 4 est donnée par la proposition 5.2.
• L'estimation de ||F ′||s vient de l'expression (77) et du lemme 6.4, que l'on peut appliquer
ave r = r˜, f = F˜ , N = N˜ , grâe à l'hypothèse (72) et la propriété 4. 
6.3 Deuxième lemme indutif
On peut obtenir diretement l'étape indutive en itérant deux fois le lemme indutif sans
renormalisation. Posons
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N(ǫ) = (4ed)2| log ǫ|4 (82)
et
κ′′(ǫ) =
κ
(9nN(ǫ))τ
(83)
Faisons une hypothèse supplémentaire sur γ. Soit γ¯ ≥ n(n + 1) ne dépendant que de n
tel que C
1
2γ¯
0 ≤ 2.
Proposition 6.6 Soient
 A ∈ G,
 r ≤ 1, γ ≥ γ¯,
 A¯, F¯ ∈ Cωr (2Td,G), Ψ ∈ Cωr (2Td, G),
 |F¯ |r = ǫ,
Il existe C˜ ′ > 0 ne dépendant que de n, d, κ, τ et D1 ∈ N ne dépendant que de n, d, τ tels
que si en notant r′ = 1|log ǫ|2 ,
1.
ǫ ≤ C˜ ′
(
κ′′(ǫ)r′
2(||A||+ 1)
)D1γ
(84)
et
4
| log ǫ |2 ≤ r (85)
2. A¯ est rédutible à A par Ψ,
3. Ψ−1F¯Ψ a de bonnes propriétés de périodiité par rapport à une (A, κ′′(ǫ), γ)-déomposition
L,
4. pour tout s ≤ r, |Ψ|s ≤ (1ǫ )
1
96
et |Ψ−1|s ≤ (1ǫ )
1
96
,
alors il existe
 Z ′ ∈ Cωr′(2Td, G),
 A¯′, F¯ ′ ∈ Cωr′(2Td,G),
 Ψ′ ∈ Cωr′(2Td, G),
 A′ ∈ G
vériant les propriétés suivantes :
1. A¯′ est rédutible par Ψ′ à A′,
2. la fontion (Ψ′)−1F¯ ′Ψ′ a de bonnes propriétés de périodiité par rapport à une
(A′, κ′′(ǫ
5
2 ), 2γ)-déomposition L′′
21
3. pour tout s ≤ r′, |Ψ′|s ≤ ( 1
ǫ
5
2
)
1
96
et |(Ψ′)−1|s ≤ ( 1
ǫ
5
2
)
1
96
,
4.
∂ωZ
′ = (A¯+ F¯ )Z ′ − Z ′(A¯′ + F¯ ′) (86)
5. ||A′|| ≤ ||A||+ ǫ 1112 + 8πN ;
6.
|Z ′ − Id|r′ ≤ 1
C˜ ′
(
2(1 + ||A||)| log ǫ|
r − r′
)D1γ
ǫ
5
6
(87)
et
|(Z ′)−1 − Id|r′ ≤ 1
C˜ ′
(
2(1 + ||A||)| log ǫ|
r − r′
)D1γ
ǫ
5
6
(88)
7. |F¯ ′|r′ ≤ ǫ 52 ,
8. la fontion Ψ′−1Ψ est triviale par rapport à LA,κ′′.
De plus, en dimension 2, si A¯, F¯ sont ontinus sur Td, que l'hypothèse 3 est remplaée
par
3' pour toute fontion H ontinue sur Td, ΨHΨ−1 est ontinue sur Td
alors Z ′, A¯′, F¯ ′ sont ontinus sur Td et la propriété 2 est remplaée par
2' pour toute fontion H ontinue sur Td, Ψ′H(Ψ′)−1 est ontinue sur Td.
Enn, si G = gl(n,C) ou u(n) et si A¯, F¯ ,Ψ sont ontinus sur Td, alors Z ′, A¯′, F¯ ′,Ψ′ sont
ontinus sur Td.
Démonstration: • Vérions d'abord que l'on peut appliquer la proposition 6.5 ave
ǫ˜ = ǫ; r˜ = r; κ′ = κ′′; N˜ = N ; (89)
Soit Φ une renormalisation de A d'ordre N et A˜ ∈ G telle que
∀θ ∈ 2Td, ∂ωΦ(θ) = AΦ(θ)− Φ(θ)A˜ (90)
Posons Ψ′ = ΨΦ et soit
F˜ := (Ψ′)−1F¯Ψ′
• La matrie A˜ a don un spetre DCNω (κ′′, τ) et la première hypothèse de 6.5 est vériée.
• Par hypothèse, Ψ−1F¯Ψ a de bonnes propriétés de périodiité par rapport à une (A, κ′′, γ)-
déomposition L et une ertaine famille (mL). Par ailleurs Φ est triviale par rapport à
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LA,κ′′. Comme L et LA,κ′′ sont des A-déompositions, on peut dénir une A-déomposition
L¯ de la manière suivante :
L ∈ L¯ ⇔ ∃L1 ∈ L, L2 ∈ LA,κ′′ | L = L1 ∩ L2 (91)
L¯ est une (A, κ′′
C0
, 2γ)-déomposition ar L et LA,κ′′ sont des (A, κ′′, γ)-déompositions et
don
|| P L¯L ||=|| PLL1P
LA,κ′′
L2
||≤ C20
(
1+ || AN ||
κ′′
)2γ
(92)
De plus, F˜ a de bonnes propriétés de périodiité par rapport à L¯. Comme L¯ est une
(A, κ
′′
C0
, 2γ)-déomposition, 'est aussi une (A˜, κ
′′
C0
, 2γ)-déomposition (puisque A et A˜ ont
la même partie nilpotente) et don la troisième hypothèse de 6.5 est vériée.
De plus,
|| ˆ˜F (0)|| ≤ |F˜ |0 ≤ |Φ|0|Φ−1|0|Ψ|0|Ψ−1|0|F¯ |0 (93)
Or d'après (22), pour tout s′ ≥ 0,
|| Φ ||s′≤ nCC0
(
1 + ||AN ||
κ′′
)n(n+1)
e4πNs
′2
(94)
où C ne dépend que de n, d. L'hypothèse (84), ave C˜ ′ assez petit et D1 assez grand, et
le fait que || AN ||≤|| A ||, impliquent alors que pour tout s′ ≤ r,
|| Φ ||s′≤ ǫ− 196 e4πNs′2 (95)
don pour r′ = 1|log ǫ|2 ,
|| Φ ||3r′≤ ǫ− 196 e36πNr′2 (96)
et don
|| ΨΦ ||3r′≤|| Ψ ||3r′|| Φ ||3r′≤ ǫ− 148 e36πr′2N ≤ cǫ− 148 ≤ ǫ− 140 (97)
où c ne dépend que de d, et de même pour Φ−1 (d'où la propriété 3). Don
|| ˆ˜F (0)|| ≤ ǫ1−2(r−r′)C20
(
1 + ||AN ||
κ′′
)2n(n+1)
(98)
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d'où
|| ˆ˜F (0)|| ≤ ǫ1−2(r−r′)− 148 (99)
Soit C ′, D donnés par la proposition 6.5 (ne dépendant don que de n, d et de τ). L'hy-
pothèse (84), qui implique (71) ave
C˜ ′ ≤ C ′4, D1γ ≥ 64n(n(n− 1) + 2)τ (100)
et l'expression (82) qui implique (72), permettent don de satisfaire la deuxième hypothèse
de la proposition 6.5.
• On obtient ainsi des fontions X ∈ Cωr′(2Td,G), F ′ ∈ Cωr′(2Td, G), et une matrie A′ ∈ G
telles que
 A′ a un spetre DCNω (
3
4
(
κ′′
C0
)
, τ),

||A′ − A˜|| ≤ ǫ 2324 (101)
 ∂ωe
X = (A˜ + F˜ )eX − eX(A′ + F ′),
 F ′ a de bonnes propriétés de périodiité par rapport à une (A′, 3κ
′′
4C0
, 2γ)-déomposition
L′
 pour tout s ≤ r,
|X|s ≤ C ′
(
C0(1 + ||AN ||)
κ′′(r − s)
)Dγ
|F˜ |r (102)
et pour tout s ≤ r
2
,
|F ′|s ≤ C ′e|X|s|F˜ |r(Nde−
4
√
N +
(
2C0(1 + ||AN ||)
κ′′s
)Dγ
|F˜ |r(1 + e|X|s)) (103)
Par hypothèse, 2r′ ≤ r
2
don X,F ′ ∈ Cω2r′(2Td,G).
• Montrons maintenant les estimations qui nous permettrons de réitérer la proposition
6.5. D'après (103), où l'on a pris s = 2r′ ≤ r
2
,
|F ′|2r′ ≤ C ′e|X|2r′ |F˜ |3r′(Nde−
4
√
N +
(
C0(1 + ||AN ||)
κ′′r′
)Dγ
|F˜ |3r′(1 + e|X|2r′ )) (104)
Or
|F˜ |3r′ ≤ |Ψ′|3r′|Ψ′−1|3r′ |F¯ |r ≤ ǫ1− 120 (105)
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et d'après (102) ave s = 2r′,
|X|2r′ ≤ C ′
(
C0(1 + ||AN ||)
κ′′r′
)Dγ
|F˜ |3r′ (102)
don d'après (84), si C˜ ′ est assez petit et D1 assez grand en fontion de n,D,C ′, alors
|X|2r′ ≤ ǫ 56 (106)
don
e|X|2r′ ≤ 2 (107)
don par l'hypothèse (84),
|F ′|2r′ ≤ 2C ′ǫ 1920 (Ndǫ+ 3ǫ 1920 ) (108)
Il existe une onstante cd ne dépendant que de d telle que si ǫ ≤ cd, alors
| log ǫ |d≤ ǫ 196 (109)
et dans e as,
|F ′|2r′ ≤ ǫ 95 (110)
• Nous pouvons don appliquer à nouveau la proposition 6.5 ave
ǫ˜ = ǫ
9
5 ; r˜ = 2r′; κ′ =
3
4
κ′′; N˜ = N ; A˜ = A′; F˜ = F ′; L = L′. (111)
Soient A′′ ∈ G, F ′′ ∈ Cωr′(2Td,G),L′′, X ′′ ∈ Cωr′(2Td,G) tels que
 A′′ a un spetre DCNω (
9
32
κ′′, τ ,
 || A′′ − A′ ||≤ ǫ 95 ,
 ∂ωe
X′′ = (A′ + F ′)eX
′′ − eX′′(A′′ + F ′′),
 F ′′ a de bonnes propriétés de périodiité par rapport à une (A′′, 9
32
κ′′(ǫ), 2γ)-déomposition
L′′,

|X ′′|r′ ≤ C ′
(
3C0(1 + ||AN ||)
κ′′r′
)Dγ
|F ′|2r′ ≤ ǫ 85 (112)
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 et
|F ′′|r′ ≤ C ′e|X′′|r′ |F ′|2r′(Nde−
4
√
N +
(
C0(1 + ||AN ||)
κ′′r′
)Dγ
|F ′|2r′(1 + e|X′′|r′ )) (113)
Posons Z ′ = Ψ′eXeX
′′
Ψ′−1, A¯′ = (∂ωΨ′ +Ψ′A′′)Ψ′−1, F¯ ′ = Ψ′F ′′Ψ′−1.
• (113) implique que
|F ′′|r′ ≤ 2C ′ǫ 95 (ǫ 1112 + ǫ 85 ) ≤ ǫ3 (114)
et nalement
|Ψ′F ′′Ψ′−1|r′ ≤ ǫ 52 (115)
d'où 7.
• Vérions que L′ est une (A′′, κ′′(ǫ 52 ), 2γ)-déomposition. Il sut de vérier que
9κ′′(ǫ)
32
≥ κ′′(ǫ 52 ) (116)
'est-à-dire
9κ
32(9n(4ed)2| log ǫ|4)τ ≥ κ
′′(ǫ
5
2 ) =
κ
(9nN(ǫ
5
2 ))τ
=
κ
(9n(4ed)2| log ǫ 52 |4)τ (117)
ou enore
9
32
≥ (2
5
)4τ (118)
e qui est vrai puisque τ ≥ 1, d'où 2.
• Nous allons estimer |ΨΦeXeX′′(ΨΦ)−1 − Id|r′. On a
| eXeX′′ − Id |r′=| eX(eX′′ − e−X) |r′≤ 2(| eX − Id |r′ + | eX′′ − Id |r′) (119)
et de plus
|eX − Id|r′ ≤ C ′
(
2C0(1 + ||AN ||)
κ′′(ǫ)r′
)Dγ
|F˜ |r
≤ C ′′
(
2C0(1 + ||AN ||)N(ǫ)τ
κr′
)Dγ
|F˜ |r
(120)
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pour un ertain C ′′ ne dépendant que de n, d, κ, τ , et de même pour |eX′′ − Id|r′. Don
|ΨΦeXeX′′(ΨΦ)−1 − Id|r′ ≤ 4C ′′
(
2C0(1 + ||AN ||)N(ǫ)τ
κr
)Dγ
ǫ
9
10
(121)
'est-à-dire
|ΨΦeXeX′′(ΨΦ)−1 − Id|r′ ≤ C3
(
2(1 + ||AN ||)| log ǫ|
κr
)D′
1
γ
ǫ
9
10
(122)
pour un ertain C3 ne dépendant que de n, d, κ, τ et D
′
1 ne dépendant que de n, d, τ .
On obtient la même estimation pour |ΨΦe−X′′e−X(ΨΦ)−1 − Id|r′, don la propriété 6 est
vériée ave C˜ ′ assez petit et D1 assez grand en fontion de n, d, κ, τ .
• De plus,
||A′′|| ≤ ||A′′ − A′||+ ||A′ − A||+ ||A|| ≤ ||A||+ ǫ 1112 + 8πN (123)
d'où la propriété 5.
6.3.1 Cas de la dimension 2
En dimension 2, omme par hypothèse Ψ−1F¯Ψ est ontinue sur Td, et par onstrution
de Φ, alors F˜ ,X et F ′ sont ontinues sur Td.
Don les fontions ΦF ′Φ−1,Φ ˆ˜F (0)Φ−1 et ΦXΦ−1 sont ontinues sur Td, et par hypothèse
sur Ψ, alors ΨΦF ′(ΨΦ)−1,ΨΦ ˆ˜F (0)(ΨΦ)−1 et ΨΦX(ΨΦ)−1 sont don ontinues sur Td et
don A¯′ = A¯ +ΨΦ ˆ˜F (0)(ΨΦ)−1 est ontinue sur Td.
Il ne reste qu'à vérier que pour toute fontionH ontinue sur Td, la fontion (ΨΦ)−1HΨΦ
est ontinue sur Td. Mais
(ΨΦ)−1HΨΦ = Φ−1Ψ−1HΨΦ
Par hypothèse, Ψ−1HΨ est ontinue sur Td, et don Φ−1Ψ−1HΨΦ aussi. 
7 Itération
Lemme 7.1 Soit C ′ ≤ 1, b0 > 0, τ ≥ 1. Soit D2, γ0 ∈ N. Il existe C ne dépendant que de
C ′, D2, γ0, τ tel que pour tout
ǫ ≤ C
(
1
b0 + 1
)16γ0D2
(124)
et en posant pour tout k
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
ǫk = ǫ
( 5
2
)k
0
γk = 2
kγ0
rk =
1
|log ǫk−1|2
bk := bk−1 + 1C′ | log ǫk−1 |4
κk =
C′
|log ǫk|4τ
(125)
alors pour tout k ∈ N,
4
rk
≤| log ǫk |2 (126)
et
ak :=
(
bk + 1
κkrk+1
)D2γk
ǫk ≤ C ′ (127)
Démonstration: La propriété (126) est évidente.
(127) est vraie si
(
2(1 + b0) | log ǫ0 |10τ
∑k−1
j=0(
5
2
)j+2k
C ′2
)2kD2γ0
ǫ
( 5
2
)k
0 ≤ C ′ (128)
et il sut pour ela que
(
2(1 + b0) | log ǫ0 |10τ (52)4k
C ′2
)D2γ0
ǫ
( 5
4
)k
0 ≤ C ′ (129)
e qui est vrai pour tout k si ǫ0 est assez petit pour que
(5(1 + b0))
D2γ0 | log ǫ0 |80τD2γ0 ǫ0 ≤ C ′16D2γ0+1  (130)
Théorème 7.2 Soit r ≤ 1, A ∈ G et F ∈ CG,2r (2Td,G) ave de bonnes propriétés de
périodiité par rapport à LA.
Il existe C ne dépendant que de n, d, τ, κ et D3 ne dépendant que de n, d, τ, κ, A tel que si
|F |r ≤ ǫ′0 =
(
C
|| A || +1
)D3
(131)
alors pour tout ǫ ≤ ǫ′0, il existe
 rǫ > 0,
 Zǫ ∈ CG,2rǫ (2Td, G),
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 Aǫ ∈ G,
 A¯ǫ, F¯ǫ ∈ CG,2rǫ (2Td,G),
tels que
1. A¯ǫ est rédutible à Aǫ,
2. |F¯ǫ|rǫ ≤ ǫ
3. pour tout θ ∈ 2Td,
∂ωZǫ(θ) = (A+ F (θ))Zǫ(θ)− Zǫ(θ)(A¯ǫ(θ) + F¯ǫ(θ))
4.
|Zǫ − Id|rǫ ≤ 2D3ǫ
1
4
−4rǫ
0
et
|Z−1ǫ − Id|rǫ ≤ 2D3ǫ
1
4
−4rǫ
0
5. Zǫ, ∂ωZǫ sont bornées dans C
ω
rǫ
(2Td, gl(n,C)) indépendamment de ǫ ;
De plus, en dimension 2 ou si G = gl(n,C) ou u(n), si F est ontinu sur Td, alors A¯ǫ, F¯ǫ
et Zǫ sont en faits ontinus sur T
d
. Si G = o(n) ou u(n), alors D3 est indépendant de A.
Démonstration: La preuve se fait par itération de la proposition 6.6, grâe au lemme
7.1. Soit γ ≥ γ¯ ne dépendant que de A, κ, n tel que LA soit une (A, κ, γ)-déomposition
(si G = o(n) ou u(n), on peut prendre γ = γ¯ qui est indépendant de A). Appliquons la
proposition 6.6 ave Ψ ≡ Id. Soient C˜ ′, D1 donnés par la proposition 6.6. Nous allons
appliquer le lemme 7.1 ave C ′ = C˜ ′, b0 =|| A ||, D2 = D1, γ0 = γ. Soit C donné par
le lemme 7.1, D3 = 16γ0D2 et soit ǫ
′
0 satisfaisant la ondition (131), qui implique (124).
Alors LA est en partiulier une (A, κ′′(ǫ′0), γ)-déomposition et ǫ′0 satisfait (84) et (85).
On peut don itérer la proposition 6.6 un nombre kǫ de fois qui est tel que
ǫ
′( 5
2
)kǫ
0 ≤ ǫ (132)
pour obtenir rǫ, Zǫ, Aǫ, A¯ǫ, F¯ǫ satisfaisant les propriétés 1, 2 et 3, et où Zǫ est un produit
de transformations Zk telles que, pour tout k ≤ kǫ,
|Zk − Id|rǫ ≤
1
C˜ ′
(
2(1 + ||A||)
r
5k| log ǫ′0|
)D1γ
ǫ
′ 5
6
( 5
2
)k
0 (133)
et de même pour Z−1k . Les estimations 4 s'obtiennent par une réurrene simple et la
propriété 5 se démontre par une estimation de Cauhy. 
Comme orollaire, on obtient la quasi-densité des oyles rédutibles au voisinage d'une
onstante, dans la topologie Gevrey.
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Corollaire 7.3 Soit G une algèbre de Lie parmi gl(n,C), gl(n,R), sp(n,R), sl(n,R), o(n), u(n),
soit A ∈ G, r ≤ 1, F ∈ CG,2r (Td,G). Il existe ǫ0 ne dépendant que de n, d, κ, τ, A, r tel que
si || F − A ||r≤ ǫ0, alors pour tout ǫ > 0 il existe rǫ > 0 et H ∈ CG,2r′ (2Td,G) rédutible
tel que || F −H ||rǫ≤ ǫ. Si G est omplexe ou si n = 2, alors on peut supposer H déni
sur Td. Si G = o(n) ou u(n), alors ǫ0 ne dépend pas de A.
Cei prouve les théorèmes 1.1 et 1.2.
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