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Eight lectures on qudratic reciprocity
Chandan Singh Dalawat
Si p est numerus primus formae 4n+1, erit +p, si vero p formae 4n+3,
erit −p residuum vel non residuum cuiusuis numeri primi qui positive
acceptus ipsius p est residuum vel non residuum.
— Carl Friedrich Gauß, Disquisitiones arithmeticae, 1801, §131.
Legendre a devine´ la formule et Gauss est devenu instatane´ment ce´le`bre
en la prouvant. En trouver des ge´ne´ralisations, par exemple aux anneaux
d’entiers alge´briques, ou d’autres de´monstrations a constitue´ un sport
national pour la dynastie allemande suscite´ par Gauss jusqu’a` ce que le
reste du monde, a` commencer par le Japonais Takagi en 1920 et a` continuer
par Chevalley une dizaine d’anne´es plus tard, de´couvre le sujet et, apre`s
1945, le fasse exploser. Gouverne´ par un Haut Commissariat qui surveille
rigoureusement l’alignement de ses Grandes Pyramides, c’est aujourd’hui
l’un des domaines les plus respecte´s des Mathe´matiques.
— Roger Godement, Analyse mathe´matique IV, 2003, p. 313.
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Lecture 1
λp(q) = λq(λ4(p)p)
() The group Z× of invertible elements of the ring Z consists of 1 and
−1, and will sometimes be thought of as a (1-dimensional) vector space
over the field F2 (with the unique basis −1).
() Let G be a group. A character (of G) of order dividing 2 is a
homomorphism χ : G→ Z×, so an element of Hom(G,Z×). Such a χ will
be called a quadratic character (of G) if it is surjective.
() The groups of interest will initially be the groups Gm = (Z/mZ)
×
of invertible elements in the rings Z/mZ for m > 0. The groups G1 and
G2 are trivial. For m > 2, we will often identify Z
× with its image in Gm.
Recall that if gcd(m,m′) = 1, then the canonical map Gmm′ → Gm×Gm′
is an isomorphism (as a consequence of the “Chinese remainder theorem”).
() Let p be a prime number. We denote by Z(p) the smallest subring
of Q containing l−1 for every prime l 6= p. Let A be a ring. There is a
homomorphism of rings f : Z(p) → A if and only if l ∈ A× for every prime
l 6= p. If f exists, it is unique.
() Every a ∈ Q× can be uniquely written as a = prα with r ∈ Z
and α ∈ Z×(p). We define vp(a) = r, and note that vp : Q× → Z is a
surjective homomorphism satisfying vp(a + b) ≥ Inf(vp(a), vp(b)) (where
vp(0) = +∞ by convention), with equality if vp(a) 6= vp(b). We have
a ∈ Z(p) ⇔ vp(a) ∈ N and a ∈ Z×(p) ⇔ vp(a) = 0.
() For every n > 0, there is a canonical map Z/pnZ→ Z(p)/pnZ(p) of
rings, and the universal property of Z(p) provides a map in the other
direction, so the two rings are canonically isomorphic. The resulting
morphism of groups Z×(p) → Gpn is surjective for every n > 0. Thus,
every Fp-space can be viewed as a Z(p)-module ; in particular, Z
× can
be viewed as a Z(2)-module, giving a meaning to the expression (−1)a for
every a ∈ Z(2).
() Recall that for every prime p, the group Gp = F
×
p is cyclic of order
p− 1. If p = 2p′ + 1 is odd, then p− 1 = 2p′ is even, so there is a unique
quadratic character λp : F
×
p → Z×, and Ker(λp) = F×2p . One can view
λp as a quadratic character of Gpn (for every n > 0) and of Z
×
(p) via the
surjections of these groups onto F×p . We shall see later that λp is the only
quadratic character of Gpn (n > 0, p 6= 2).
() Concretely, for every odd prime p and for every a ∈ Z×(p), we have
λp(a) = +1 if and only if a ≡ x2 (mod. p) for some x ∈ Z×(p) ; otherwise,
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λp(a) = −1.
() The map Z× → (Z/4Z)× is an isomorphism. We denote the
reciprocal isomorphism by λ4 : (Z/4Z)
× → Z×. We can view λ4 as a
quadratic character of G2n (for every n > 1) and of Z
×
(2) via the surjections
of these groups onto (Z/4Z)×. Concretely, for every a ∈ Z×(2), we have
λ4(a) = (−1)
a−1
2 =
{
+1 if a ≡ +1 (mod. 4),
−1 if a ≡ −1 (mod. 4).
Note that if a ∈ Z×(2), then a−1 ∈ 2Z(2), so (−1)
a−1
2 has a meaning (???).
() When we view Z× as a subgroup of G8 = (Z/8Z)×, the quotient
G8/Z
× has order 2, and hence it has a unique quadratic character
λ8 : G8/Z
× → Z×. We can view λ8 as a quadratic character of G2n
(for every n > 2) and of Z×(2) via the surjections of these groups onto G8
and thence onto G8/Z
×. It can be easily checked that, for every a ∈ Z×(2),
λ8(a) = (−1)
a2−1
8 =
{
+1 if a ≡ ±1 (mod. 8),
−1 if a ≡ ±5 (mod. 8).
Note that if a ∈ Z×(2), then a2 − 1 ∈ 8Z(2), so (−1)
a2−1
8 has a meaning
(???). When a = 2a′ + 1 for some a′ ∈ Z(2), the definition amounts to
λ8(a) =
{
(−1)a′ if a′ ≡ 0, 1 (mod. 4),
(−1)a′−1 if a′ ≡ 2, 3 (mod. 4).
It can also be easily verified that λ8(a) = (−1)
λ4(a)a−1
4 for every a ∈ Z×(2).
() Notice that the only quadratic characters of G8 = (Z/8Z)
× are
λ4, λ8 and λ4λ8. Of these, only λ4 comes from a quadratic characters of
G4 = (Z/4Z)
×, and only λ8 is even in the sense that λ8(−1) = +1. Note
that λ4, λ8 is a basis of the F2-space Hom(G8,Z
×). We shall see later that
for every n > 2, the only quadratic characters of G2n are λ4, λ8 and λ4λ8.
() Incidentally, the unique quadratic character λ∞ of R× is given
by λ∞(a) = a/|a|∞, where |a|∞ = Sup(a,−a), and notice that a ∈ R×
is a square if and only if λ∞(a) = +1, if and only if a > 0. In view of
R× = Z× × R×+, the uniqueness of λ∞ follows from the fact that every
character χ : R×+ → Z× is trivial : χ(a) = χ(
√
a)2 = 1. The character λ∞
is sometimes denoted sgn (for the Latin signum).
() The group Z×(p) is generated by −1 and the set of primes l distinct
from p, so any homomorphism λ : Z×(p) → H (H being a group) is uniquely
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determined by λ(−1) and the λ(l). When p = 2, we have explicit formulæ
for λ4 and λ8 (and hence also for λ4λ8, namely
λ4λ8(a) = (−1)
a−1
4 +
a2−1
8
for every a ∈ Z×(2)). When p is an odd prime, λp is completely determined
by λp(−1), λp(2) and the λp(q) for every odd primes q 6= p.
() Let p = 2p′ + 1 be an odd prime. The quadratic reciprocity law
asserts that
λp(−1) = λ4(p), λp(2) = λ8(p), and λp(q) = λq(λ4(p)p)
for every odd prime q = 2q′ + 1 distinct from p. It was discovered by
Euler and independently by Legendre, who gave a partial proof, and it
was finally proved by Gauß at the age of 18. Gauß called it the theorema
fundamentale and gave at least five, six, seven, or eight different proofs
— the count depending on the historian consulted — during the course of
his life. We shall give below one of the simplest proofs.
() The quotation from the Disquitiones arithmeticae (§131) of Gauß
Si p est numerus primus formae 4n + 1, erit +p, si vero p formae
4n + 3, erit −p residuum vel non residuum cuiusuis numeri primi qui
positive acceptus ipsius p est residuum vel non residuum.
can be translated into our notation as λp(q) = λq(λ4(p)p).
() (Euler) Let p = 2p′ + 1 be an odd prime. We have λp(a) = ap
′
for
every a ∈ F×p . Equivalently, λp(a) ≡ ap
′
(mod. p) for every a ∈ Z×(p).
Proof. Let a ∈ F×p , and let r ∈ F×p be a generator (an element of
order p − 1 = 2p′, or a “ primitive root modulo p ”) ; we have rp′ = −1
(because r2p
′
= 1 and rp
′ 6= 1). Write a = rn for some n ∈ Z (uniquely
determined mod. 2p′, and hence mod. 2) and note that λp(a) = +1 if and
only if n ≡ 0 (mod. 2). Also, ap′ = rnp′ = (−1)n, which equals +1 if and
only if n ≡ 0 (mod. 2). Hence λp(a) = ap′ .
() Applying Euler’s criterion (??) to a = −1 we get the supplementary
law λp(−1) = (−1)p′ = λ4(p). Another easy consequence is that for every
odd prime q = 2q′ + 1,
λq(λ4(p)) = λq((−1)p
′
) = (−1)p′q′ ,
which explains why the law λp(q) = λq(λ4(p)p) (for q distinct from p) is
often written as λp(q) = (−1)p′q′λq(p).
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() A character χ : Gm → Z× will be called even if χ(−1) = 1, odd if
χ(−1) = −1. Among the quadrtic character we have named, λ8 is even,
λ4 and λ4λ8 are odd, and, for an odd prime p, the character λp is even
if λ4(p) = 1, odd if λ4(p) = −1 (??). We also agree to call λ∞ (??) odd
because λ∞(−1) = −1.
() We say that a subset S ⊂ F×p is a section if the canonical projection
modulo Z× induces a bijection S → F×p /Z× of sets. Every section has p′
elements, and the map (e, x) 7→ ex is a bijection Z× × S → F×p . Every
a ∈ F×p uniquely determines a map ea : S → Z× and a permutation
σa : S → S such that ax = ea(x)σa(x) for every x ∈ S. The simplest
section is S = [1, p′], and there are 2p
′
sections in all.
() (Gauß) Let S ⊂ F×p be a section (??). We have λp(a) =
∏
x∈S ea(x)
for every a ∈ F×p .
Proof. It is sufficient (??) to prove that ap
′
=
∏
x∈S ea(x). Multiplying
together the relations ax = ea(x)σa(x) (for x ∈ S), we get
ap
′
∏
x∈S
x =
∏
x∈S
ea(x)σa(x) =
∏
x∈S
ea(x).
∏
x∈S
σa(x) =
∏
x∈S
ea(x).
∏
x∈S
x
and hence the result, because
∏
x∈S x is invertible in Fp.
() Let us prove the second supplementary law λp(2) = λ8(p). Take
the section S = [1, p′] and take a = 2 in (??). If p′ = 4n or p′ = 4n+ 1 for
some n > 0, then, for all x ∈ S,
e2(x) =
{
+1 if x ∈ [1, 2n],
−1 if x /∈ [1, 2n],
so
∏
x∈S e2(x) = (−1)p
′−2n = (−1)p′ . Similarly, if p′ = 4n+2 or p′ = 4n+3
for some n > 0, then
e2(x) =
{
+1 if x ∈ [1, 2n+ 1],
−1 if x /∈ [1, 2n+ 1],
so
∏
x∈S e2(x) = (−1)p
′−(2n+1) = (−1)p′−1. We have seen that
λp(2) =
{
(−1)p′ if p′ ≡ 0, 1 (mod. 4),
(−1)p′−1 if p′ ≡ 2, 3 (mod. 4).
Comparison with (??) leads to the desired result : λp(2) = λ8(p).
() Let us prove that λp(q) = (−1)p′q′λq(p) for any two distinct odd
primes p = 2p′+1 and q = 2q′+1. The idea is to compute the product of
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all elements in (F×p × F×q )/Z× (where Z× ⊂ (F×p × F×q ) is embedded
diagonally) in two different ways, by taking two different systems of
representatives. This proof is inspired by (??) and was given by Rousseau
in 1991. Another proof, directly based upon (??), is given in the exercises ;
it is due to Frobenius in 1914, and goes back to the fifth proof of Gauß.
() One system of representatives is [1, p − 1] × [1, q′] ⊂ (F×p × F×q ).
So the representatives are
(1, 1), (1, 2), · · · , (1, q′),
(2, 1), (2, 2), · · · , (2, q′),
· · · , · · · , · · · , · · · ,
(p− 1, 1), (p− 1, 2), · · · , (p− 1, q′),
and their product is visibly ((p− 1)!q′, q′!p−1). Notices that (p− 1)! = −1
in F×p (“Wilson’s theorem”, which can be proved by taking the product
of all elements in F×p ), and that
q′!p−1 = (q′!2)p
′
= ((−1)q′(q − 1)!)p′ = ((−1)q′(−1))p′ = (−1)p′q′+p′
in F×q , so the product of all the representatives is ((−1)q
′
, (−1)p′q′+p′),
which is equivalent (under Z×) to
(1, (−1)p′q′+p′+q′).
() Secondly, note that for every integer m > 0, the set of integers
in [1, m] which are prime to n = 2m + 1 is a system of representatives
in (Z/nZ)× for (Z/nZ)×/Z×. Take m = q′p + p′ = p′q + q′, so that
n = pq and we have an isomorphism of groups (Z/nZ)× → F×p ×F×q (??)
inducing the identity on the subgroups Z×. This gives our second system
of representatives : the set of integers in [1, m] which are prime to pq.
() Their product in F×p is computed by first computing the product
of all integers in [1, m] which are prime to p, namely
1, 2, · · · , (p− 1),
p+ 1, p+ 2, · · · , p+ (p− 1),
· · · , · · · , · · · , · · · ,
(q′ − 1)p+ 1, (q′ − 1)p+ 2, · · · , (q′ − 1)p+ (p− 1),
and q′p + 1, q′p + 2, · · · , q′p + p′, and then dividing by the product of
all multiples of q in [1, m]. The product, in F×p , of all these prime-to-p
elements of [1, m] is (p − 1)!q′p′! = (−1)q′p′!. Also, the multiples of q in
[1, m] are
1.q, 2.q, · · · , p′.q
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and their product in F×p is p
′!qp
′
= p′!λp(q), so the product, in F×p , of all
integers in [1, m] which are prime to pq is
(−1)q′p′!
p′!λp(q)
= (−1)q′λp(q).
Similarly, the product, in F×q , of all integers in [1, m] which are prime to
pq is (−1)p′λq(p).
() So the product, in F×p × F×q , of this system of representatives (of
(F×p ×F×q )/Z× in F×p ×F×q , namely the set of integers in [1, m] which are
prime to pq = 2m + 1) is ((−1)q′λp(q), (−1)p′λq(p)), which is equivalent
(under Z×) to
(1, (−1)p′+q′λp(q)λq(p)).
Comparing this result with (??) gives λp(q)λq(p) = (−1)p′q′ .
Exercises
() Let p = 2p′ + 1 be an odd prime. In the lemma (??), take S to be
section [1, p′] ⊂ F×p and take a = q, where q = 2q′ + 1 is an odd prime
distinct from p, to conclude that λp(q) = (−1)M, where M is the number
of pairs (x, y) ∈ [1, p′] × [1, q′] such that qx− py ∈ [−p′,−1]. (Hint : The
relation eq(x) = −1 is equivalent to the existence of a y ∈ Z such that
qx− py ∈ [−p′,−1]. This y, if it exists, is unique. Show that y ∈ [1, q′].)
() Similarly prove that λq(p) = (−1)N, where N is the number
of pairs (x, y) ∈ [1, p′] × [1, q′] such that qx − py ∈ [1, q′] and hence
λp(q)λq(p) = (−1)M+N. Show that there is no pair (x, y) ∈ [1, p′] × [1, q′]
such that qx− py = 0, so the exponent M+N is also the number of pairs
such that qx− py ∈ [−p′, q′].
() Show that the map (x, y) 7→ (p′+1−x, q′+1−y) is an involution of
[1, p′]× [1, q′] inducing a bijection between the set of pairs (x, y) satisfying
qx − py < −p′ with the set of pairs (x, y) satisfying qx − py > q′, using
the identity
q(p′ + 1− x)− p(q′ + 1− y) = −(qx− py)− p′ + q′.
() Conclude that M + N ≡ p′q′ (mod. 2), thereby proving the law
λp(q)λq(p) = (−1)p′q′ .
() (Bost, 2012). It is known that p = 243112609−1 is a prime number ;
it was in fact the largest prime known in the year 2012. Compute λp(2012).
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(Hint : If a prime p and an a ∈ F×p are fixed, then an depends only on
n (mod. p − 1), and can be computed by repeated squarings if we know
the base-2 expansion of n.)
() We have the prime decomposition 2012 = 22.503, therefore
λp(2012) = λp(503). Show that 2
43112609 ≡ 92 (mod. 503), and hence
p ≡ 91 (mod. 503). (Hint : As 43112609 ≡ 347 (mod. 502), we have
243112609 ≡ 2347 (mod. 503), and as 347 = 1+2+23+24+26+28, we just
need to compute 22
i
(mod. 503) by repeated squarings for i ∈ [1, 8] and
multiply some of them together to get 2347 ≡ 92 (mod. 503). I thank Paul
Vojta for correcting a mistake in an earlier version of this calculation.)
() Show that λp(503) = λ503(−p) = λ503(−91). Now use the prime
decomposition 91 = 7.13 to complete exercise (??).
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Lecture 2∏
v(a, b)v = 1
() For each prime number p, we shall define a bilinear map (the
quadratic hilbertian symbol at p)
( , )p : Q
× ×Q× → Z×
using the quadratic character λp (??) for p 6= 2 and the quadratic
characters λ4 (??), λ8 (??) for p = 2. We shall also define the (quadratic)
hilbertian symbol ( , )∞ at the “archimedean place” ∞ (using the
quadratic character λ∞), and show that the three laws (??)
λp(−1) = λ4(p), λp(2) = λ8(p), λp(q) = λq(λ4(p)p)
(in which p and q are distinct odd primes) can be encapsulated in a
single neat product formula
∏
v(a, b)v = 1, where v runs over all places
of Q, namely the prime numbers and also the archimedean place ∞, and
a, b ∈ Q×.
() First a bit of notation. The quadratic characters λ∗ (for ∗ an
odd prime or ∗ = 4, 8,∞) take values in the multiplicative group Z×.
Sometimes we need to think of them as taking values in the field F2 (over
which Z× is a 1-dimensional vector space, with basis −1), and then we
denote them by ε∗, so the relation between the two is
λ∗(a) = (−1)ε∗(a)
for every a ∈ Z×(p) (where p = 2 for ∗ = 4, 8 and p = ∗ if ∗ is an odd prime)
or for every a ∈ R× if ∗ =∞.
() The advantage of this notation is that we can replace conditions
such as “λ4(a) = 1 or λ4(b) = 1 ” by the condition “ ε4(a)ε4(b) = 0 ”.
Similarly, “a > 0 or b > 0 ” is equivalent to “ ε∞(a)ε∞(b) = 0 ”. The
property λ∗(ab) = λ∗(a)λ∗(b) implies that ε∗(ab) = ε∗(a) + ε∗(b).
() Let us make the definition explicit. For every a ∈ R×, we have
ε∞(a) =
{
0 if a > 0,
1 if a < 0.
() Write x ≡n y for x ≡ y (mod. n). For a ∈ Z×(2), we have (??)
ε4(a) ≡2 a− 1
2
≡2
{
0 if a ≡4 +1,
1 if a ≡4 −1;
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note the curiostiy ε∞(a) = ε4(λ∞(a)) for every a ∈ R×, which has its
uses. Similarly, for a ∈ Z×(2),
ε8(a) ≡2 a
2 − 1
8
≡2
{
0 if a ≡8 ±1,
1 if a ≡8 ±5.
by (??). As λ8 is a morphism of groups (??), we have
ab−1
2
≡2 a−12 + b−12
and (ab)
2−1
8 ≡2 a
2−1
8 +
b2−1
8 for a, b ∈ Z×(2).
() Finally, for every odd prime p and every a ∈ Z×(p), we have
εp(a) =
{
0 if a¯ ∈ F×2p
1 if a¯ /∈ F×2p .
() The quadratic reciprocity law (???) can of course be rewritten as
εp(−1) = ε4(p), εp(2) = ε8(p), εp(q) = ε4(p)ε4(q) + εq(p)
(for any two distinct odd primes p and q) but this reformulation is no
improvement. Reformulating the law in terms of hilbertian symbols is
going to be a substantial improvement.
() Put (a, b)∞ = (−1)ε∞(a)ε∞(b), so that (a, b)∞ = 1 if and only if
a > 0 or b > 0, if and only if there exist x, y ∈ R such that ax2+ by2 = 1.
() Now let p be a prime number. Note that every x ∈ Q× can be
uniquely written as x = pvp(x)ux, with vp(x) ∈ Z and ux ∈ Z×(p) (???). Let
a, b ∈ Q×, write
a = pvp(a)ua, b = p
vp(b)ub, (vp(a), vp(b) ∈ Z, ua, ub ∈ Z×(p)) ;
and note that uab = uaub in addition to vp(ab) = vp(a) + vp(b). Put
ta,b = (−1)vp(a)vp(b)avp(b)b−vp(a) = (−1)vp(a)vp(b)uvp(b)a u−vp(a)b
which is visibly in Z×(p) (??). Notice that tb,a = t
−1
a,b and ta,bc = ta,bta,c (for
every c ∈ Q×).
() If p 6= 2, define (a, b)p = (−1)εp(ta,b), so that (a, b)p = +1 if and
only if t¯a,b ∈ F×2p ; otherwise, (a, b)p = −1. It follows from the definitions
that
(a, b)p = λp(ta,b) = (−1)ε4(p)vp(a)vp(b)λp(ua)vp(b)λp(ub)−vp(a)
= (−1)ε4(p)vp(a)vp(b)+vp(b)εp(ua)−vp(a)εp(ub).
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() For p = 2, define (a, b)2 = (−1)ε4(ua)ε4(ub)+ε8(ta,b), so that
(a, b)2 = +1 if and only if
ua−1
2
ub−1
2
+
t2a,b−1
8
≡ 0 (mod. 2) ; otherwise,
(a, b)2 = −1. Again, it follows from the definitions that
(a, b)2 = (−1)
ua−1
2
ub−1
2 +
t2
a,b
−1
8 = (−1)ua−12 ub−12 λ8(ta,b).
Notice finally that ε8(ta,b) ≡ v2(b)ε8(ua)− v2(a)ε8(ub) (mod. 2), therefore
(a, b)2 = (−1)ε4(ua)ε4(ub)+v2(b)ε8(ua)−v2(a)ε8(ub).
() These definitions might seem a bit contrived. Once we have
introduced the fields Qp (containing Q) for primes p, we will see that
(a, b)p = 1 if and only if there exist x, y ∈ Qp such that ax2 + by2 = 1.
This is the natural definition of (a, b)p, valid for all a, b ∈ Q×p , and the
above formulæ are the result of a computation. The natural definition
brings out the analogy with the symbol ( , )∞ (??) on R = Q∞.
() The hilbertian symbol ( , )v (where v is a prime p or v = ∞)
possesses some elementary properties which we enumerate next. Most of
them are straightforward calculations, and completely obvious if v = ∞.
So assume that v = p is a prime, and a = pvp(a)ua, b = p
vp(b)ub as above.
() (a, b)v = (b, a)v. (Interchanging a, b replaces ta,b by t
−1
a,b (and
interchanges vp(a), vp(b) and ua, ub), but λ∗(t−1a,b) = λ∗(ta,b) for ∗ = p
if p 6= 2 and ∗ = 8 if p = 2.)
() (a, bc)v = (a, b)v(a, c)v. (Indeed, vp(bc) = vp(b)+ vp(c), ubc = ubuc
and ta,bc = ta,btb,c, and the ε∗ are homomorphisms (for ∗ = p if p 6= 2 and
∗ = 4, 8 if p = 2).)
() It follows from these two facts that (a, b)v depends only on the
classes of a, b modulo Q×2 in the sense that (a, b)v = (ac2, b)v for every
c ∈ Q× and (a, b)v = (a, bd2)v for every d ∈ Q× (so we may assume that
a, b are squarefree integers).
() (a,−a)v = 1. (For ta,b = 1 (and ε4(u−a) = 1+ε4(ua) when p = 2).)
The following two propositions are immediate consequences of the
definitions.
() Let p be an odd prime and let a, b ∈ Z×(p). Then
(a, b)p = 1, (a, pb)p = (−1)εp(a) = λp(a).
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() Let a, b ∈ Z×(2). Then we have
(a, b)2 = (−1)ε4(a)ε4(b), (a, 2)2 = (−1)ε8(a) = λ8(a).
() As an example, we have (p, p)p = (−p, p)p(−1, p)p = (−1, p)p,
which is = λp(−1) = λ4(p) if p 6= 2 (??), and = λ8(−1) = 1 if p = 2 (??).
Note that this example and (??) (for p 6= 2) or (??) (for p = 2) cover all
possible cases, by symmetry (??) and multiplicativity (??).
() Let a, b ∈ Q×. Then (a, b)v = 1 for almost every place v of Q,
and we have the product formula
∏
v
(a, b)v = 1.
Proof. That (a, b)v = 1 for almost every v follows from (??) and the
fact that a, b ∈ Z×(p) for almost every prime p. By the symmetry and
bilinearity of the symbol ( , )v and the fact that the F2-space Q
×/Q×2
admits a basis consisting of −1 and the primes numbers, it is sufficient to
prove the product formula in the following cases :
() a = p and b = q, where p and q are distinct odd primes. We then
have (p, q)v = 1 for all v 6= p, q, 2, and
(p, q)p = λp(q), (p, q)q = λq(p), (p, q)2 = (−1)ε4(p)ε4(q),
by (??) and (??), so the product formula follows in this case from the law
λp(q)λq(p) = (−1)ε4(p)ε4(q) (??).
() a = p, where p is an odd prime, and b = 2. Similarly, we have
(p, 2)v = 1 for all v 6= p, 2, and
(p, 2)p = λp(2), (p, 2)2 = λ8(p)
so the product formula follows from the law λp(2) = λ8(p) (??).
() a = p, where p is an odd prime, and b = −1. We then have
(p,−1)v = 1 for all v 6= p, 2, and
(p,−1)p = λp(−1), (p,−1)2 = (−1)ε4(p)ε4(−1) = (−1)ε4(p)
so the product formula follows from the law λp(−1) = λ4(p) (??).
() a = 2 and b = −1. We then have (2,−1)v = 1 for all v 6= 2,∞,
and
(2,−1)2 = λ8(−1) = 1, (2,−1)∞ = 1,
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so the product formula holds trivially in this case.
() a = −1 and b = −1. We then have (−1,−1)v = 1 for v 6= 2,∞
and (−1,−1)v = −1 for v = 2,∞.
We don’t need to consider the case (a, b) = (l, l) for any prime l because
(l, l)v = (−1, l)v(−l, l)v = (−1, l)v by (??), which has been treated in (??)
if l 6= 2 and in (??) if l = 2. This completes the proof of the product
formula (??) in all cases.
() Conversely, it is obvious that the product formula (???) implies
the quadratic reciprocity law (???).
() The above proof is summarised in the following table (in which l
is a prime 6= 2, p, q and the blank entries stand for +1)
v ∞ 2 p q l
(p, q)v (−1)ε4(p)ε4(q) λp(q) λq(p)
(p, 2)v λ8(p) λp(2)
(p,−1)v λ4(p) λp(−1)
(2,−1)v
(−1,−1)v −1 −1 .
() Fix a, b ∈ Q×. The number of places v such that (a, b)v = −1 is
(finite and) even.
() We shall see later that given any finite set S of places of Q such
that CardS is even, there exist a, b ∈ Q× such that (a, b)v = −1 for v ∈ S
and (a, b)v = 1 for v /∈ S.
() Let w be a place of Q. If (a, b)v = 1 for all v 6= w, then
(a, b)w = 1.
() For example, if (a, b)p = 1 for every prime number p, then at least
one of a, b must be > 0.
Exercises
() Let a = λ∞(a)
∏
p6=2 p
vp(a) (??) be the prime decomposition of an
odd integer a ∈ Z, so that λ∞(a) is the sign of a and vp(a) = 0 for almost
all primes p, and define ψa(n) =
∏
vp(a)≡1 (mod. 2) λp(n) for every integer
n prime to a. Show that
ψa(−1) = (−1)ε4(a)+ε∞(a), ψa(2) = (−1)ε8(a),
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and, for every odd integer b ∈ Z prime to a, we have the reciprocity law
ψa(b) = (−1)ε4(a)ε4(b)+ε∞(a)ε∞(b)ψb(a).
() Define k(a) =
∏
vp(a)≡1 (mod. 2) p, and view ψa as a character of
Gk(a) (??) via the isomorphism Gk(a) →
∏
vp(a)≡1 (mod. 2)F
×
p (??). Show
that the above reciprocity law continues to remain valid for any two odd
integers a, b ∈ Z such that gcd(a, k(b)) = 1 and gcd(b, k(a)) = 1 (or in
other words a¯ ∈ Gk(b) and b¯ ∈ Gk(a)).
() Let a ∈ Z be a squarefree integer, and put m = 4|a|∞. Show that
there is a unique homomorphism χa : Gm → C× such that χa(p) = λp(a)
for every prime p not dividing m. Moreover, χ2a = 1, but χa 6= 1 if a 6= 1.
(Hint : It is clear that χa is unique (if it exists) and has order dividing 2.
As for the existence, take χb = λ
ε4(b)
4 λl1λl2 . . . λlr if b = l1l2 . . . lr (where
r = 0 if b = 1) is a product of distinct odd primes li, and take
χ−b = λ4χb, χ2b = λ8χb, χ−2b = λ4λ8χb ;
this defines χa for every (squarefree) a. Suppose that a 6= 1. If a = −1, 2
or −2, then clearly χa 6= 1. Otherwise a has some odd prime factors
l1, l2, . . . , lr (r > 0) ; for any x ∈ Z such that λl1(x) = −1 and
x ≡ 1 (mod. 4l2 . . . lr), we have χa(x) = −1.)
() Show that χa(x) =
∏
l|m(a, x)l =
∏
gcd(l,m)=1(a, x)l for every
integer x > 0 prime to m.
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Lecture 3
Zp
() Let p be a prime number. For every n > 0, we have the finite
ring An = Z/p
nZ with pn elements, and a surjective morphism of rings
ϕn : An+1 → An, with kernel pnAn+1, so that we have the exact sequence
0 → A1 → An+1 → An → 0, where the first map is “multiplication by
pn ” (the unique morphism of groups A1 → An+1 such that 1 7→ pn).
Similarly we have the exact sequence 0 → An → An+1 → A1 → 0, where
the first map is “multiplication by p ”.
() A p-adic integer is a system of elements (xn)n>0 such that xn ∈ An
and ϕn(xn+1) = xn. The set of p-adic integers is denoted by Zp ; it is a
subset of the product
∏
n>0An defined by the vanishing of ϕm◦pim+1−pim
for all m > 0, where pim is the natural projection
∏
n>0An → Am. The
restriction of pim to Zp is surjective because the ϕn are surjective.
() For every n > 0, base-p expansion in N gives a natural bijection
[0, p[n→ [0, pn[, namely (bi)i∈[0,n[ 7→
∑
i∈[0,n[ bip
i, and thence a natural
bijection [0, p[n→ An. If xn+1 ∈ An+1 corresponds to (bi)i∈[0,n], then
ϕn(xn+1) corresponds to (bi)i∈[0,n[. It follows that the set Zp is in natural
bijection with the product [0, p[N ; a p-adic integer x ∈ Zp corresponds to
a sequence (bi)i∈N if and only if
pin(x) ≡
∑
i∈[0,n[
bip
i (mod. pn)
(in An) for every n > 0. In particular, the set Zp has the cardinality of
the continuum.
() Let x = (xn)n>0 be a p-adic integer. If xn = 0 (resp. xn = 1) for
every n > 0, then we write x = 0 (resp. x = 1). If y = (yn)n>0 is another
p-adic integer, we define
−x = (−xn)n>0, x+ y = (xn + yn)n>0, xy = (xnyn)n>0.
These definitions give Zp the structure of a commutative ring for which
each pim : Zp → Am is a morphism of rings.
() For every m > 0 define Vm = pi
−1
m (0). There is a unique
topology on Zp for which (x+ Vm)m>0 is a fundamental system of open
neighbourhoods of x, for every x ∈ Zp. Each x+ Vm is also closed in Zp
because Am is finite. This topology is compatible with the ring structure
of Zp, and each pim is continuous. The space Zp is compact because it is
a closed subset of the product
∏
n>0An.
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() In other words, the profinite ring Zp is the projective limit of the
inverse system (ϕn : An+1 → An)n>0. This means that given any ring
A and homomorphisms of rings fn : A → An such that ϕn ◦ fn+1 = fn
for every n > 0, there is a unique homomorphism of rings ι : A → Zp
such that fn = pin ◦ ι for every n > 0. Indeed, ι(a) = (fn(a))n>0 for every
a ∈ A. Also, X being a space, a map f : X→ Zp is continuous if and only
if pin ◦ f is continuous for every n > 0.
() If we consider instead the inverse system (ϕn : Bn+1 → Bn)n>0,
where Bn = Fp[T]/(T
n) and T is an indeterminate, we get the profinite
ring Fp[[T]] which is similar to Zp in many respects.
() Let ι : Z→ Zp be the natural morphism of rings. For every m > 0,
the composite pim ◦ ι is the canonical projection Z→ Am (passage to the
quotient modulo pmZ). In particular, ι is injective, for if a ∈ Z is such
that a ≡ 0 (mod. pm) for every m > 0, then a = 0. We indentify Z with
its image ι(Z) in Zp.
() For every m > 0, multiplication by pm is injective on Zp, and the
ideal pmZp is the kernel Vm of pim : Zp → Am.
Proof. For the first part, it suffices to prove that the map x 7→ px
is injective on Zp. Indeed, if px = 0 for some x = (xn)n>0 in Zp, then
pxn+1 = 0 for every n > 0, and there exist yn+1 ∈ An+1 such that
xn+1 = p
nyn+1. But then
xn = ϕn(xn+1) = p
nϕn(yn+1) = 0
for every n > 0, and hence x = 0. It follows that multiplication by pm is
injective on Zp for every m > 0.
Clearly pmZp ⊂ Vm. If x ∈ Vm, then xm = 0, so xm+r ∈ pmAm+r for
every r > 0, and xm+r = p
myr for some yr ∈ Am+r uniquely determined
(mod. pr) and such that ϕr(yr+1) = yr. The p-adic integer y = (yr)r>0 is
such that x = pmy, and therefore pmZp = Vm = Ker pim.
() We thus have the exact sequence 0→ pmZp → Zp → Z/pmZ→ 0
for every m > 0 ; in particular, Fp = Zp/pZp.
() For every m > 0, the induced map Z/pmZ → Zp/pmZp is an
isomorphism of rings.
() For x ∈ Zp, the following conditions are equivalent :
(1) x ∈ Z×p , (2) x /∈ pZp, (3) pi1(x) ∈ F×p .
In particular, pZp is the unique maximal ideal of the ring Zp.
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Proof. The equivalence of (2) and (3) follows from the fact that
Fp = Zp/pZp. As the implication (1) =⇒ (3) is clear, it suffices to prove
that (2) =⇒ (1).
Suppose that x /∈ pZp, so that pi1(x) ∈ F×p . It follows that for every
n > 0, we have xn /∈ pAn. Therefore there exist yn, zn ∈ An such that
xnyn = 1− pzn, or equivalently xnx′n = 1, with
x′n = yn(1 + pzn + . . .+ p
n−1zn−1n ).
We have ϕn(x
′
n+1) = x
′
n (because ϕn(x
′
n+1) is also an inverse of xn in the
ring An), so we get a p-adic integer x
′ ∈ Zp such that xx′ = 1, and hence
x ∈ Z×p .
() The group Z×p can be thought of as the projective limit of the
inverse system (A×n+1 → A×n )n>0.
() There is a unique morphism of rings ι : Z(p) → Zp. It is injective,
and the composite pim ◦ ι is the natural projection (mod. pmZ(p)).
Proof. Indeed, if u ∈ S, where S ⊂ Z is the multiplicative subset of
integers prime to p, then u ∈ Z×p (??), so by the universal property of
the localisation Z(p) = S
−1Z, there exists a unique morphism of rings
ι : Z(p) → Zp extending the inclusion Z ⊂ Zp. It is injective because the
only x ∈ Z(p) such that x ≡ 0 (mod. pn) for every n > 0 is x = 0. Finally,
the induced map Z(p)/p
mZ(p) → Zp/pmZp is an isomorphism because the
composite Z/pmZ→ Z(p)/pmZ(p) → Zp/pmZp is an isomorphism (??).
() Every x 6= 0 in Zp can be uniquely written as x = pmu, with
m ∈ N, u ∈ Z×p .
Proof. Let x ∈ Zp. If x 6= 0, there is a largest integer m > 0 such that
pim(x) = 0 ; we then have x = p
mu with u /∈ pZp (??). By (??), u ∈ Z×p .
The decomposition x = pmu is unique because m is uniquely determined
by x, and because y 7→ pmy is injective (??).
() For x = pmu (m ∈ N, u ∈ Z×p ), we put vp(x) = m, and define
vp(0) = +∞. Note that each of the three conditions in (??) is equivalent
to “ vp(x) = 0 ”. It is clear that vp(xy) = vp(x) + vp(y). This definition
is compatible with (??), and the inequality vp(x + y) ≥ Inf(vp(x), vp(y)),
with equality if vp(x) 6= vp(y), continues to hold for all x, y ∈ Zp.
() The ring Zp is integral and every ideal a 6= 0 is generated by pn
for some n ∈ N.
Proof. For x 6= 0 and y 6= 0 in Zp, we have vp(x)+vp(y) < +∞ and hence
xy 6= 0. Next, let a 6= 0 be an ideal of Zp, and let n be the smallest number
in vp(a). We claim that a = p
nZp. First, if x ∈ o is such that vp(x) = n,
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we have x = pnα for some α ∈ Z×p , or equivalently pn = x.α−1, so pn ∈ a.
Secondly, for every y 6= 0 in a, we have vp(y) ≥ n, and y = pvp(y)−nβ.pn
for some β ∈ Z×p (??), so a ⊂ pnZp. Hence a = pnZp.
() We put |x|p = p−vp(x) for x 6= 0 in Zp, and define |0|p = 0. We
then have |x− y|p ≤ Sup(|x|p, |y|p) (with equality if |x|p 6= |y|p) (??) and
hence dp(x, y) = |x− y|p is a distance on Zp satisfying
dp(x, z) ≤ Sup(dp(x, y), dp(y, z)),
(the ultrametric inequality), stronger than the triangular inequality.
() The topology on Zp can be defined by the distance dp, for which it
is complete.
Proof. That the topology can be defined by dp follows from the fact
that the fundamental system of open neighbourhoods pnZp of 0 (??) is an
open ball for dp, namely dp(x, 0) < p
−(n−1). That Zp is complete for dp is
a consequence of its compactness.
() We can reverse the process and define Zp as the completion of
Z for the distance dp. Notice that every open ball in Zp is also a closed
ball, for example |x|p < 1 is the same as |x|p ≤ p−1. Also, any point of
a ball can be considered as its “centre”, as follows from the ultrametric
inequality.
() Recall (??) that to every p-adic integer x ∈ Zp, we have associated
a sequence (bi)i∈N of elements bi ∈ [0, p[ characterised by the fact that for
every n ∈ N, ∑
i∈[0,n]
bip
i ≡ pin+1(x) (mod. pn+1).
() For every x ∈ Zp, the associated series
∑
i∈N bip
i converges in Zp
to x.
Proof. For every n ∈ N, let sn =
∑
i∈[0,n] bip
i be the partial sums, and
fix an integer m > 0. We have to show that almost all sn are in x+p
mZp.
This is clearly the case as soon as n > m, for sn − x ∈ pn+1Zp, by the
defining property of the sequence (bi)i∈N.
() As an example, take x = −1, so that bi = p − 1 for every i ∈ N,
and hence
−1 =
∑
i∈N
(p− 1)pi, (1− p)−1 =
∑
i∈N
pi,
in Zp. Both expressions give −1 = 1 + 2 + 22 + . . . for p = 2.
() The subset N is dense in Zp. More generally, if b ∈ Z is prime
to p and if a ∈ Z, then a+ bN is dense in Zp
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Proof. We have to show that for every x ∈ Zp and every n > 0, there
exists an x′ ∈ N such that x′ ∈ x+Vn ; it suffices to take an x′ whose image
in An is xn. The second statement follows from this because x 7→ a + bx
is an of Zp whenever gcd(b, p) = 1, as |b|p = 1 isometry (??).
() So a p-adic integer x can be considered as a formal expression
x =
∑
i∈N bip
i, with bi ∈ [0, p[. Addition and multiplication can be
defined by interpreting the partial sums as elements of N and taking base-
p expansions of the sum or product. For x 6= 0, the valuation vp(x) is the
smallest index i such that bi 6= 0. The greater the valuation of x, the
closer x is to 0 in the p-adic sense of dp(0, x). For example, the sequence
1, p, p2, . . . converges to 0 in Zp.
Exercises
() Let n > 0 be an integer and let n = aνp
ν + aν+1p
ν+1 + · · · be
its base-p expansion, where ν = vp(n), ai ∈ [0, p[, aν > 0, and ai = 0 for
almost all i. Put sn = aν + aν+1 + · · · and tn = aν !aν+1! . . . (with the
convention 0! = 1). Show that p−1 divides n−sn, that t¯n ∈ F×p , and that
vp(n!) =
n− sn
p− 1 ,
n!
(−p)vp(n!) ≡ tn (mod. p).
Observe that vp(n!) =
∑
j>0
⌊
n
pj
⌋
. (Hint : Use induction on n, noting that
n! = (n− 1)!.n and that the base-p expansion of n− 1 is
n−1 = (p−1)+(p−1)p+ · · ·+(p−1)pν−1+(aν−1)pν+aν+1pν+1+ · · · .)
() Let x ∈ Z2. For every integer n > 0, put cn =
∏
i∈[0,n[(1 − 2i).
Show that the series
∑
n>0 cn
(4x)n
n! converges to some y ∈ Z2 and that
(1 + y)2 = 1 + 8x. (Hint : 2n does not divide n!.) We shall see later that
1 + y is the unique square root of 1 + 8x such that y ≡ 0 (mod. 4).
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Lecture 4
Z×p
() Let us move on to serious things. Suppose we want to find the
roots in Zp of some polynomial f ∈ Zp[T]. This amounts to finding, for
every n > 0, a root ξn ∈ An of f such that ξn+1 ≡ ξn (mod. pn), so a first
necessary condition for f to have a root in Zp is that there should exist
an x1 ∈ Zp such that f(x1) ≡ 0 (mod. p).
() Let us try to improve such an x1 to an x2 = x1 + pz2 (with
z2 ∈ Zp, so that x2 ≡ x1 (mod. p)) such that f(x2) ≡ 0 (mod. p2). To
compute f(x1 + pz2) we use the polynomial identity
f(T + S) = f(T) + f ′(T)S + g(T, S)S2
(valid for some g ∈ Zp[T, S], where f ′ denotes the formal derivative of f),
so f(x2) ≡ f(x1)+ f ′(x1)z2p (mod. p2). As f(x1) = y1p for some y1 ∈ Zp,
f(x1 + z2p) ≡ 0 (mod. p2) ⇔ y1 + f ′(x1)z2 ≡ 0 (mod. p).
So if f ′(x1) 6≡ 0 (mod. p) (so that f ′(x1) ∈ Z×p ), we take z2 = −y1/f ′(x1),
and then
x2 = x1 − f(x1)
f ′(x1)
, f(x2) ≡ 0 (mod. p2), x2 ≡ x1 (mod. p).
The moral of this story is that if f has a simple root in A1, then it can be
uniquely lifted to a root of f in A2.
() This process can be iterated if it turns out that f ′(x2) ∈ Z×p (which
we will see is the case) : if we put x3 = x2 − f(x2)/f ′(x2), then
x3 ≡ x2 (mod. p2), f(x3) ≡ 0 (mod. p3).
Such is the basic idea behind the proof of the following slightly more
general and important result, known as Hensel’s lemma.
() Let f ∈ Zp[T] and x ∈ Zp be such that f ′(x) 6= 0, and put
δ = vp(f
′(x)). Suppose that we have f(x) ≡ 0 (mod. pm) for some m > 2δ.
Then there exists a unique ξ ∈ Zp such that
f(ξ) = 0, ξ ≡ x (mod. pm−δ), vp(f ′(ξ)) = δ.
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Proof. Note first that f ′(x) = pδu for some u ∈ Z×p (??), that f(x)/f ′(x)
is in Zp, and that therefore so is y = x− f(x)/f ′(x). We claim that
f(y) ≡ 0 (mod. pm+1), y ≡ x (mod. pm−δ), vp(f ′(y)) = δ.
Indeed, write f(x) = pma for some a ∈ Zp, so that y − x ∈ pm−δZp. The
polynomial identity (??) implies that
f(y) = f(x)− f(x)
f ′(x)
f ′(x) + (y − x)2t = (y − x)2t
for some t ∈ Zp, which implies that f(y) ∈ p2m−2δZp. But m > 2δ
by hypothesis, so f(y) ≡ 0 (mod. pm+1). Next, applying the polynomial
identity (??) to f ′, we get
f ′(y) = f ′(x+ (y − x)) = f ′(x) + (y − x)s
for some s ∈ Zp. Note that vp(y − x) > δ, so vp(f ′(y)) = vp(f ′(x)) = δ
(??), and our claim about y is established.
() Let us come to the proof of (??). The existence of ξ follows
immediately from the preceding discussion. Indeed, starting with the given
x0 = x, this algorithm furnishes an x1 = y to which the algorithm can be
reapplied. We thus get a sequence (xi)i∈N of p-adic integers such that
f(xi) ≡ 0 (mod. pm+i), xi+1 ≡ xi (mod. pm+i−δ), vp(f ′(xi)) = δ,
for every i ∈ N. The sequence (xi)i∈N converges in Zp to the desired ξ.
() Let us show the uniqueness ξ (satisfying the stated conditions). In
fact, we shall show that if f(η) = 0 for some η ∈ Zp satisfying the weaker
congruence η ≡ x (mod. pδ+1), then η = ξ. The polynomial identity (??)
gives
f(η) = f(ξ) + (η − ξ).f ′(ξ) + (η − ξ)2.a
for some a ∈ Zp. As η and ξ are roots of f , the above relation implies that
(η − ξ)(f ′(ξ) + (η − ξ)a) = 0.
But because vp(f
′(ξ)) = δ whereas vp((η − ξ)a) > δ by hypothesis, the
second factor is 6= 0. The only possibility is that η = ξ and we are done.
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() We extend the quadratic characters λp for p 6= 2 (resp. λ4 and
λ8 for p = 2) to the whole of Z
×
p by posing λp(u) = λp(pi1(u)) for p 6= 2
(resp. λ4(u) = λ4(pi2(u)) and λ8(u) = λ8(pi3(u)) for p = 2), where pim is
the projection Z×p → (Z/pmZ)×.
() For primes p 6= 2, a unit u ∈ Z×p is a square if and only if
λp(u) = +1.
Proof. Clearly λp(x
2) = +1 for every x ∈ Z×p . Suppose that λp(u) = +1.
Then there exists an x ∈ Zp such that f(x) ≡ 0 (mod. p), where f = T2−u.
As f ′(x) 6≡ 0 (mod. p), we can apply (??) with δ = 0, m = 1, to conclude
that there is a unique ξ ∈ Zp such that f(ξ) = 0, ξ ≡ x (mod. p), and
vp(f
′(ξ)) = 0 (which just means that ξ ∈ Z×p ). In other words, ξ is the
square root of u congruent (mod. p) to the given x.
() For odd primes p, the F2-space Z
×
p /Z
×2
p consists of {1¯, u¯}, where
u is any unit such that λp(u) = −1.
Proof. That there is such a unit u ∈ Z×p follows from the fact that the
projection pi1 : Z
×
p → F×p is surjective.
() For u ∈ Z×2 to be a square, it is necessary and sufficient that
λ4(u) = +1 and λ8(u) = +1, or equivalently u ≡ 1 (mod. 8).
Proof. The equivalence of the conditions “λ4(u) = +1 and λ8(u) = +1 ”
and “ u ≡ 1 (mod. 8) ” is easy to see, as it is to see that they hold for every
u = x2 (x ∈ Z×2 ). If they hold for some u ∈ Z×2 , then f = T2 − u has
the root x = 1 (mod. 8). We have f ′(1) = 2, so we can apply (??) with
δ = 1, m = 3, to conclude that there is a unique ξ ∈ Z2 such that ξ2 = u,
ξ ≡ 1 (mod. 4) and v2(2ξ) = 1 (which just means that ξ ∈ Z×2 ).
() The F2-space Z
×
2 /Z
×2
2 = (Z/8Z)
× has a basis consisting of
5¯,−1¯. The values of λ4, λ8 on this basis are given by the matrix
( λ4 λ8
5¯ 1 −1
−1¯ −1 1
)
.
() Next we prove that there is canonical section ω : Fp → Zp of the
projection pi1 : Zp → Fp. Of course ω cannot be a morphism of groups,
much less a morphism of rings, but it has the desirable property of being
multiplicative.
() Let R ⊂ Zp be the set of roots of Tp − T. The reduction map
pi1 : Zp → Fp gives a bijection R → Fp. Moreover, if x, y ∈ R,
then xy ∈ R and if ω : Fp → R denotes the reciprocal bijection, then
ω(ab) = ω(a)ω(b).
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Proof. Put f = Tp −T ; every a ∈ Fp is a simple root of f (mod. p), so
there is a unique root ω(a) ∈ R of f in Zp such that pi1(ω(a)) = a. As R
(being the set of roots in an integral ring (??) such as Zp of a polynomial
of degree p) can have at most p elements, the map ω : Fp → R is bijective,
and pi1 induces the reciprocal bijection.
If x, y ∈ R, then xp = x and yp = y, therefore (xy)p = xy, and hence
xy ∈ R. Finally, the multiplicativity ω(ab) = ω(a)ω(b) for a, b ∈ Fp follows
from the unicity of the ω(ab) ∈ R such that pi1(ω(ab)) = ab and the fact
that for the element ω(a)ω(b) ∈ R we have pi1(ω(a)ω(b)) = ab.
() The subset R is called the set of multiplicative representatives of
Fp. Let R
× be the set of roots of Tp−1 − 1 in Zp ; we sometimes identify
F×p with R
×. The morphism of groups ω : F×p → Z×p is a section of the
short exact sequence
1→ U1 → Z×p → F×p → 1.
We shall see later that the torsion subgroup of Q×p is R
× (resp. Z×) for
p 6= 2 (resp. p = 2).
() Let’s introduce some notation. For every n > 0, let Un = 1+p
nZp
be the group of units in Zp which are ≡ 1 (mod. pn). The Un form a
decreasing sequence of open subgroups of U = Z×p , and we have already
remarked that U can be identified with the projective limit of the system
(ϕn : U/Un+1 → U/Un)n>0.
() For every prime p, the group Z×p is the internal direct product of
R× and U1.
Proof. It is clear that R× ∩U1 = {1}, and every x ∈ Z×p can be written
as x = wu, with w = ω(pi1(x)) in R
× and u = xw−1 in U1.
() For every n > 0, the map (1+pnx) 7→ pi1(x) defines upon passage
to the quotient an isomorphism of groups Un/Un+1 → Z/pZ, as follows
from the identity
(1 + pnx)(1 + pny) ≡ 1 + pn(x+ y) (mod. pn+1).
In short, the map x 7→ (x − 1)/pn (mod. p) is a surjective morphism of
groups Un → Fp, and its kernel is Un+1.
() For every prime p and every r ∈ [1, p[, the binomial coefficient(
p
r
)
= p!/r!(p− r)! is divisible by p.
Proof. Indeed, vp(p!) = 1 whereas vp(r!) = 0 and vp((p− r)!) = 0.
() Let p 6= 2 (resp. p = 2) be a prime, and let n > 0 (reps. n > 1)
be an integer. If x ∈ Un but x /∈ Un+1, then xp ∈ Un+1 but xp /∈ Un+2.
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In other words, ( )p induces an isomorphism Un/Un+1 → Un+1/Un+2 of
groups.
Proof. Write x = 1 + pna, so that a 6≡ 0 (mod. p), by hypothesis. The
binomial theorem gives
xp = 1 + pn+1a+ . . .+ pnpap,
where the suppressed terms
(
p
r
)
(pna)r (1 < r < p) are all divisible by
p2n+1 (??) and hence also by pn+2. At the same time, we have np > n+1
(because n > 1 if p = 2), so we get xp ≡ 1 + pn+1a (mod. pn+2),
which implies that xp ∈ Un+1 but xp /∈ Un+2. The induced morphism
Un/Un+1 → Un+1/Un+2 is an isomorphism because it is not trivial and
the two groups are of order p.
() In short, for every n > 0 if p 6= 2 (resp. n > 1 if p = 2), the map
( )p takes Un to Un+1, the composite map Un → Un+1/Un+2 is surjective,
its kernel in Un+1, and we have a commutative diagram of groups
Un
( )p−−−→ Un+1y
y
Un/Un+1
∼−−−→ Un+1/Un+2.
() For every n > 0 if p 6= 2 (resp. n > 1 if p = 2), the group U1/Un
(resp. U2/Un) is cyclic of order p
n−1 (resp. 2n−2).
Proof. Let us first treat the case p 6= 2. Choose an α (for example
α = 1+ p) such that α ∈ U1 but α /∈ U2. By repeated application of (??),
we see that αp
i ∈ Ui+1 but αpi /∈ Ui+2 for every i > 0. In other words,
if we denote by αn the image of α in U1/Un, then (αn)
pn−2 6= 1 whereas
(αn)
pn−1 = 1, or equivalently αn has order p
n−1. But the group U1/Un
has order pn−1 because it has a filtration
Un/Un ⊂ Un−1/Un ⊂ · · · ⊂ U2/Un ⊂ U1/Un
whose successive quotients (Ui/Un)/(Ui+1/Un) = Ui/Ui+1 have order p
(??), so U1/Un is cyclic (and αn is a generator).
The case p = 2 is similar. Choose an α (for example α = 1 + 22) such
that α ∈ U2 but α /∈ U3. We observe (??) that α2i ∈ Ui+2 but α2i /∈ Ui+3
for every i > 0, so if αn is the image of α in U2/Un, then (αn)
2n−3 6= 1
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whereas (αn)
2n−2 = 1. But the group U2/Un has order 2
n−2, so it is cyclic
(and αn is a generator).
() For p 6= 2, the group U1 is isomorphic to Zp. For p = 2, the
group U2 is isomorphic to Z2, and U1 = Z
× × U2. More precisely, for
every α ∈ U1 such that α /∈ U2 (resp. α ∈ U2 such that α /∈ U3), there is
a unique isomorphism f : Zp → U1 (resp. Z2 → U2) such that f(1) = α.
Proof. We have seen that the group U1/Un (resp. U2/Un) is cyclic of
order pn−1 (resp. 2n−2), and the image αn, for any α such that α ∈ U1
(resp. α ∈ U2) but α /∈ U2 (resp. α /∈ U3), is a generator. Moreover,
the image of αn+1 ∈ U1/Un+1 in U1/Un is αn, so we get commutative
diagrams
Z/pnZ
∼−−−→ U1/Un+1 Z/2n−1Z ∼−−−→ U2/Un+1
ϕn−1
y
y ϕn−2
y
y
Z/pn−1Z ∼−−−→ U1/Un Z/2n−2Z ∼−−−→ U2/Un
in which the horizontal maps are isomorphisms (coming from our choice
of α). Since Zp is the projective limit of the vertical maps on the left, and
U1 (resp. U2) is the projective limit of the vertical maps on the right, it
follows that there is a unique isomorphism Zp → U1 such that 1 7→ α.
Finally, for p = 2, we have U1/U2 = (Z/4Z)
× and the isomorphism
Z× → (Z/4Z)×, so the multiplication map Z× × U2 → U1 is also an
isomorphism : clearly every x ∈ U1 can be uniquely written as x = su
(s ∈ Z×, u ∈ U2).
() For p = 2, the restriction of λ8 : Z
×
2 → Z× to U2 induces the
unique isomorphism U2/U3 → Z×. Conversely, λ8 can be recovered from
this isomorphism via the projection Z×2/Z
× → U2 (which can be written
a 7→ λ4(a)a).
() Note that the procedure in (??) gives each Um (m > 0) the
structure of a (multiplicatively written) Zp-module. Let us explain this for
m = 1 for simplicity. Let a ∈ Zp and u ∈ U1 ; they give rise to coherent
sequences of elements an ∈ Z/pnZ and un+1 ∈ U1/Un+1, and hence a
coherent sequence of elements uann+1 ∈ U1/Un+1 which defines ua ∈ U1 in
the limit. Similarly, form > 1, the system (Um/Um+r+1 → Um/Um+r)r>0
consists of Zp-modules, hence its projective limit Um is a Zp-module. The
Um are all free of rank 1 except when p = 2 and m = 1, in which case the
torsion subgroup is Z× ⊂ U1 (??).
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() Let p 6= 2 be a prime and let n > 0. The projection Gpn → F×p has
a canonical section, and Gpn is canonically isomorphic to F
×
p × (U1/Un).
The group U1/Un is cyclic of order p
n−1 and it is generated by 1 + p.
Proof. Indeed, Gpn = Z
×
p /Un (??), we know the structure of Z
×
p from
(??), and we’ve seen that U1/Un is cyclic of order p
n−1 and generated by
1 + p (??).
() Let n > 1. The projection G2n → G22 has a canonical section,
and G2n is canonically isomorphic to Z
× × U2/Un. The group U2/Un is
cyclic of order 2n−2 and it is generated by 1 + 22.
Proof. Indeed, G2n = Z
×
2 /Un (??), we know the structure of Z
×
2 from
(??), and we’ve seen that U2/Un is cyclic of order 2
n−2 and generated by
1 + 22 (??).
() It follows from the foregoing that Gpn (n > 0) is cyclic for every
prime p 6= 2, and G2n (n > 1) is cyclic if and only if n = 2.
() The existence of the canonical section F×p → Gpn (p odd prime,
n > 0) could also have been deduced from the following algebraic lemma.
Let 0 → A → E → B → 0 be an exact sequence of finite commutative
groups such that the orders a, b of A, B have no common prime factors.
Let B′ be the set of x ∈ E such that bx = 0. Then E is the internal direct
sum of A and B′, and B′ is the only subgroup of E isomorphic to B.
Proof. Let r, s ∈ Z be such that ar + bs = 1. If x ∈ A ∩ B′, then
ax = bx = 0, hence (ar+ bs)x = x = 0, and cosequently A∩B′ = 0. Next,
since bB = 0, we have bE ⊂ A, and hence bsx ∈ A for every x ∈ E. At
the same time, from abE = 0 it follows that arx ∈ B′ for every x ∈ E.
But every x ∈ E can be written as x = arx+ bsx, so E = A+ B′, and, in
view of A ∩ B′ = 0, the sum is direct and the projection E → B induces
an isomorphism B′ → B. Conversely, if B′′ is a subgroup of E isomorphic
to B, then bB′′ = 0, hence B′′ ⊂ B′ and B′′ = B′ because they have the
same order.
() For every a ∈ Z prime to p and for every n > 0, the map
( )a : Un → Un is an isomorphism.
Proof. Indeed, each Un is a Zp-module (??) and a, being prime to p, is
invertible in Zp (??).
Exercises
() For which u ∈ Z×3 does the polynomial T3−u have a root in Z3 ?
(The only cubes in (Z/32Z)× are ±1, and the only cubes in (Z/33Z)× are
±1,±8,±10. If u is congruent to one of these (mod. 33), then (??) can be
applied with m = 3, δ = 1.)
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() Let a ∈ Fp, and let x ∈ Zp be any lift of a in the sense that
pi1(x) = a. Show that the sequence (x
pn)n∈N converges in Zp to ω(a).
(Hint : Reduce to the case a = 1 and use the fact that ( )p maps Um into
Um+1).
() Let R ⊂ Zp be the set of multiplicative representatives (??) of
Fp. Show that for every (an)n∈N in RN, the series
∑
n∈N anp
n converges
in Zp and that the map (an)n∈N 7→
∑
n∈N anp
n is a bijection RN → Zp.
(Hint : Construct a reciprocal map by associating to x ∈ Zp the sequence
(an)n∈N inductively defined by a0 ≡ x (mod. p), a1 ≡ (x−a0)p (mod. p),
and so on.)
() Let x, y ∈ Zp, and let (an)n∈N, (bn)n∈N be the sequences in
RN such that x =
∑
n∈N anp
n and y =
∑
n∈N bnp
n. Find the sequences
corresponding to x+ y and xy.
() Let F¯p be an algebraic closure of the field Fp, and give the group
F¯×p the discrete topology. Show that every continuous morphism of groups
χ : Z×p → F¯×p factors through the quotient Z×p → F×p . (Hint : As χ is
continuous and F¯×p is discrete, there is an n > 0 such that Un ⊂ Kerχ.
Note that every element of F¯×p has order prime to p.)
() Let G be a finite commutative group (written multiplicatively),
and let s be the product of all elements of G. Show that if G has a unique
element τ of order 2, then s = τ , otherwise s = 1. (Consider the involution
x 7→ x−1 of G.) Take G = Gm for some integer m > 0. Show that s = −1
if m = 4 or m = la or m = 2la for some prime l 6= 2 ; otherwise s = 1.
(Use the structure of Gpn (??) and the Chinese remainder theorem.)
() Recall that for every integer m > 0 we are using the abbreviation
Gm = (Z/mZ)
×. A character of Gm is a morphism χ : Gm → C× of
groups ; quadratic characters (??) are a special case. If m is a multiple of
some m′ > 0, then every character of Gm′ can be viewed as a character
of Gm via the projection ϕm,m′ : Gm → Gm′ . If χ is not of the form
χ′ ◦ϕm,m′ for any character χ′ of Gm′ for any divisor m′ < m, we say that
χ is primitive, and that the conductor of χ is m. The quadratic characters
λp (p odd prime), λ4, λ8, λ4λ8 are primitive of conductors p, 4, 8, 8
respectively ; show that these are the only primitive quadratic characters
of prime-power conductor (???).
() For every character χ of Gm, we have χ(−1)2 = 1 and hence
χ(−1) = 1 or χ(−1) = −1. We say that χ is even if χ(−1) = 1,
odd if χ(−1) = −1 ; this extends the terminology introduced earlier
(???) for quadratic characters. Define ε(χ) ∈ Z2 by χ(−1) = (−1)ε(χ),
so that ε(χ) = 0 if χ is even and ε(χ) = 1 if χ is odd. (For the
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quadratic characters λ∗, we had earlier defined ε∗(−1) ∈ F2 (??) ; the
newly defined ε(λ∗) is the multiplicative representative (??) of ε∗(−1).
The advantage of the new definition is that whereas the congruence
ε(χ1χ2)− ε(χ1)− ε(χ2) ≡ 0 (mod. 2) holds for any two characters χ1, χ2,
we have the inequality ε(χ1χ2) − ε(χ1) − ε(χ2) 6= 0 when both χ1 and
χ2 are odd.) Let χ1, χ2 be primitive quadratic characters of Gm1 , Gm2
respectively such that gcd(m1, m2) = 1, and let χ = χ1χ2 be the quadratic
character of Gm1m2 coming from the isomorphism Gm1m2 → Gm1×Gm2 ;
show that χ is primitive. Show that for every primitive 4-th root i of 1 in
C, we have
χ1(m2)χ2(m1) = i
ε(χ1χ2)−ε(χ1)−ε(χ2).
() We have seen (???) that the identity (T + 1)p = Tp + 1 holds in
the polynomial ring Fp[T]. Show that, conversely, if (T+ 1)
n = Tn + 1 in
Z/nZ[T] for some n > 1, then n is prime. (If n is not prime, let p < n be a
prime divisor of n and put δ = vp(n), so that δ > 0. The coefficient of T
p
in the binomial expansion of (T+1)n is
(
n
p
)
= n(n−1) . . . (n− (p−1))/p!,
so vp(
(
n
p
)
) = δ − 1. This implies that (np) 6≡ 0 (mod. n).)
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Lecture 5
Qp
() Let p be a prime number. We define Qp to be the field of fractions
of Zp (??). Since every x 6= 0 in Zp can be uniquely written as x = pmu
(m ∈ N, u ∈ Z×p ), we have Qp = Zp[ 1p ], and every x 6= 0 in Qp can be
uniquely written as x = pmu (m ∈ Z, u ∈ Z×p ) ; we pose vp(x) = m. This
new definition of vp extends our earlier definition (??).
() The resulting homomorphism vp : Q
×
p → Z is a valuation in
the sense that vp(x + y) ≥ Inf(vp(x), vp(y)) for all x, y ∈ Qp (with the
convention vp(0) = +∞). For x ∈ Q×p , put |x|p = p−vp(x). Then | |p is a
homomorphism Q×p → R×+ satisfying |a+ b|p ≤ Sup(|a|p + |b|p) (with the
convention |0|p = 0), and dp(x, y) = |x−y|p is a distance on Qp satisfying
dp(x, z) ≤ Sup(dp(x, y), dp(y, z)), for all x, y, z ∈ Qp.
() For every x ∈ Q×, we have |x|v = 1 for almost all places v of
Q and the product formula
∏
v |x|v = 1 holds. Indeed, in view of the
multiplicativity of the | |v, it is enough to verify it for x = −1 and x = p
for every prime p.
() For every m ∈ Z, we have the sub-Zp-module of Qp generated
by pm, and the inclusion pm+1Zp ⊂ pmZp ; the union of this increasing
sequence (when m→ −∞) is Qp.
() The field Qp is locally compact, complete for dp, and the subring
Z[ 1
p
] is dense.
Proof. Recall (??) that Zp is compact ; as it is defined as a subspace
of Qp by dp(0, x) < p, it is an open neighbourhood of 0. Therefore
Qp is locally compact and therefore complete, like any locally compact
commutative group. Another way to prove completeness is to remark that
if (xn) is a fundamental sequence in Qp, then there is an M > 0 such that
the sequence (pMxn) is (fundamental and) in Zp ; if y ∈ Zp is the limit of
the latter sequence, then the former sequence has the limit x = p−My in
Qp.
() We have seen (??) that every x ∈ Zp can be uniquely written as∑
n∈N bnp
n, with bi ∈ [0, p[. It follows that every x ∈ Qp can be uniquely
written as
∑
n≥vp(x) bnp
n, making x the limit of the sequence (sm)m of
partial sums of the series representing x. But each sm is in Z[
1
p ], so Z[
1
p ]
is dense in Qp.
() An element pi ∈ Qp is called a uniformiser if vp(pi) = 1 ; the
simplest example is pi = p. The choice of a uniformiser pi leads to the
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splitting 1 7→ pi of the short exact sequence
1→ Z×p → Q×p → Z→ 0,
and thus to an isomorphism (m, u) 7→ pimu of groups Z × Z×p → Q×p .
If we also choose a generator α of the (free rank-1) Zp-module U1 when
p 6= 2 (resp. U2 when p = 2), then Q×p = Z×F×p × Zp (p 6= 2) (???), and
Q×2 = Z× Z× × Z2 (???).
() If p 6= 2, the group Q×p /Q×2p consists of {1¯; u¯; p¯, u¯p¯}, where
u ∈ Z×p is any unit such that λp(u) = −1.
Proof. This follows immediately from the isomorphism (??) and the fact
that Z×p /Z
×2
p = {1, u¯} (??).
() We have Q×2 /Q
×2
2 = {1¯; 5¯;−1¯,−5¯; 2¯, 10,−2¯,−10}.
Proof. This follows similarly from the isomorphism (??) and the fact
that Z×2 /Z
×2
2 = {1¯; 5¯;−1¯,−5¯} (??).
() For every p, the morphism νp(x) = (−1)vp(x) is a quadratic
character ofQ×p ; we call it the unramified quadratic character. Choosing a
uniformiser pi, we get a retraction x 7→ xpi−vp(x) of the inclusion Z×p → Q×p ,
allowing us to view quadratic characters of Z×p as ramified quadratic
characters of Q×p ; for the moment, don’t worry about the meaning of
these words. We choose the uniformiser p to fix ideas.
() For p 6= 2, the quadratic characters νp, λp constitute a basis of
the F2-space Hom(Q
×
p ,Z
×) ; their values on the basis u¯, p¯ of Q×p /Q
×2
p
are given by the matrix
( νp λp
u 1 −1
p −1 1
)
.
() The quadratic characters ν2, λ4, λ8 constitute a basis of the F2-
space Hom(Q×2 ,Z
×). Their values on the basis 5¯,−1¯, 2¯ of Q×2 /Q×22 are
given by


ν2 λ4 λ8
5 1 1 −1
−1 1 −1 1
2 −1 1 1

.
() Let us extend the hilbertian symbol ( , )p to Qp. Let a, b ∈ Q×p .
Write a = pvp(a)ua and a = p
vp(b)ub, and as in (??) put
ta,b = (−1)vp(a)vp(b)uvp(b)a u−vp(a)b
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If p 6= 2, define (a, b)p = λp(ta,b), as in (??). Similarly, as in (??), define
(a, b)2 = (−1)ε4(ua)ε4(ub)+ε8(ta,b)
() It is readily verified this new definition is compatible with the old
(??), and continues to enjoy all the properties listed in (??) to (??).
() Let a, b ∈ Q×p . If a+ b = 1, then (a, b)p = 1.
Proof. ???
() For every p, the pairing ( , )p is invertible in the sense that its
matrix (for p 6= 2 and p = 2 respectively)
( u p
u 1 −1
p −1 λ4(p)
)
,


5 −1 2
5 1 1 −1
−1 1 −1 1
2 −1 1 1

,
(with entries in Z×) with respect to the given basis ofQ×p /Q
×2
p is invertible
(when viewed with entries in the field F2). Indeed, in F2,
∣∣∣∣ 0 11 ε4(p)
∣∣∣∣ = 1,
∣∣∣∣∣∣
0 0 1
0 1 0
1 0 0
∣∣∣∣∣∣ = 1.
() The reader must have noticed that these matrices are the same as
the ones in (??) and (??) giving the values of the basic quadratic characters
on the chosen basis of Q×p /Q
×2
p , with the important exception of the
entry λ4(p) = λp(−1). This phenomenon will get explained later when
we will have interpreted the hilbertian symbol in terms of the reciprocity
isomorphism for the maximal abelian extension of Qp of exponent 2.
() Before proceeding further, we need a small general lemma. Let k
any field of characteristic 6= 2, and let a, b ∈ k×. If there is a pair (x, y) ∈ k2
such that ax2 + by2 = 1, then certainly there is a triple (x, y, s) 6= (0, 0, 0)
such that ax2 + by2 = s2. Conversely, if there is such a triple, then there
is a desired pair. This is clear if s 6= 0. If s = 0 (in which case x 6= 0 and
y 6= 0), we have −a = b/t2 with t = y/x and a (a+12a )2 + b (a−12at )2 = 1, so
a suitable pair exists.
() Let a, b ∈ Q×p . There exist x, y ∈ Qp such that ax2 + by2 = 1 if
and only if (a, b)p = 1.
Proof. Suppose that there do exist x, y ∈ Qp such that ax2 + by2 = 1.
If x = 0 (resp. y = 0), then b (resp. a) is in Q×2p , and hence (a, b)p = 1. If
xy 6= 0, then
(a, b)p = (ax
2, by2)p = 1,
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since (c, d)p = 1 whenever c+d = 1 (???). It remains to prove the converse.
() Suppose that (a, b)p = 1 ; we have to show that there do exist
x, y ∈ Qp such that ax2 + by2 = 1. Since the value (a, b)p as well as the
existence of x, y depend only on the classes of a and b modulo Q×2p , we
need only consider the following cases
vp(a) = vp(b) = 0 ; vp(a) = 0, vp(b) = 1 ; vp(a) = vp(b) = 1.
() In fact, the last case can be reduced to the middle case upon
replacing a by −ab−1. First,
(−ab−1, b)p = (a, b)p(−b−1, b)p = (a, b)p(−b, b)p = (a, b)p.
Secondly, the existence of x, y ∈ Qp such that −ab−1x2 + by2 = 1
is equivalent to the existence of (x, y, z) 6= (0, 0, 0) in Q3p such that
−ab−1x2 + by2 = z2 (??). Multiplying throughout by b and rearranging,
the latter becomes ax2 + bz2 = (by)2, which can be seen as before to be
equivalent to the existence of x, y ∈ Qp such that ax2 + by2 = 1.
() The case vp(a) = vp(b) = 0 ; subcase p 6= 2. Consider the subset
S ⊂ Fp of all elements of the form a¯ξ2 (ξ ∈ Fp) and the subset T ⊂ Fp
of all elements of the form 1− b¯η2 (η ∈ Fp) ; each of these has (p+ 1)/2
elements, so there exist x, y ∈ Zp such that ax2 + by2 ≡ 1 (mod. p). If
x 6≡ 0 (mod. p), then the unit (1 − by2)a−1 is a square (mod. p), and
hence the square of some t ∈ Z×p . We then have at2+ by2 = 1, and we are
done. If x ≡ 0 (mod. p), then for the same reason b = t2 for some t ∈ Z×p ,
and we have a.02 + b.(t−1)2 = 1 in Qp.
() The subcase p = 2. As (a, b)2 = (−1)ε4(a)ε4(b) = 1, we may
suppose (up to interchanging a and b) that a ≡ 1 (mod. 4), or equivalently
a ≡8 1 or a ≡8 5. If a ≡ 1 (mod. 8), then there is a t ∈ Z×2 such that a = t2,
and hence a(t−1)2 + b.02 = 1 in Q2. Suppose finally that a ≡ 5 (mod. 8).
As 4b ≡ 4 (mod. 8), we have a ≡ 1 − 4b (mod. 8), and there is a t ∈ Z×2
such that t2 = (1−4b)a−1. We then have a.t2+b.22 = 1, and we are done.
() The case vp(a) = 0, vp(b) = 1 ; subcase p 6= 2. The hypothesis
(a, b)p = λp(a) = 1 implies that a¯ ∈ F×2p , so (??) there is a t ∈ Z×p such
that a = t2, and then a(t−1)2 + b.02 = 1.
() The subcase p = 2. The reader should check that the hypothesis
(a, b)2 = 1 is equivalent in this subcase to “ either a ≡ 1 (mod. 8) or
a ≡ 1 − b (mod. 8) ”, so there exists a t ∈ Z×2 such that t2 = a or
t2 = (1 − b)a−1. In the former case we have a(t−1)2 + b.02 = 1, and
in the latter at2 + b.12 = 1, so we are done.
() Let b ∈ Q×p , and put Kb = Qp(
√
b), so that the degree [Kb : Qp]
equals 1 or 2 according as b ∈ Q×2p or b /∈ Q×2p . We have the norm
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homomorphism Nb : K
×
b → Q×p which is the identity in case [Kb : Qp] = 1
and sends x+ y
√
b (x, y ∈ Qp) to x2 − by2 in case [Kb : Qp] = 2.
() Let a, b ∈ Q×p . We have (a, b)p = 1 if and only if a ∈ Nb(K×b ).
Proof. There is nothing to prove if b ∈ Q×2p . If not, the proposition
follows from the equivalence of the following four conditions :
i) (a, b)p = 1,
ii) there exists a pair (x, y) in Q2p such that ax
2 + by2 = 1 (??),
iii) there exists a triple (x, y, z) 6= (0, 0, 0) in Q3p such that ax2+by2 = z2,
iv) there exists a pair (y, z) in Q2p such that a = z
2 − by2 (??).
() This proposition can be interpreted as saying that Nb(K
×
b ) = b
⊥,
where the orthogonal is taken with respect to the hilbertian pairing.
() Note finally that for a, b ∈ R× and Kb = R(
√
b), we have
a ∈ Nb(K×b ) if and only if (a, b)∞ = 1.
() For every quadratic extension E of Qp, the subgroup NE|Qp(E
×)
of Q×p is an open subgroup of index 2.
Exercises
() Show that if vp(x) < vp(y), then vp(x + y) = vp(x). Give an
example where vp(x) = vp(y) but vp(x+ y) > vp(x).
() Show that for every n ∈ Z, the subset v−1p ([n,+∞]) of Qp is
pnZp.
() The product formula (???) can be rewritten as |x|∞ =
∏
p |x|−1p
(x ∈ Q×). Show the unicity of this formula in the following sense : if the
reals sp > 0 are such that |x|∞ =
∏
p |x|−spp for every x ∈ Q×, then sp = 1
for every p. (Take x = l, where l runs through the primes).
() Show that the polynomial (T2 − 2)(T2 − 17)(T2 − 34) has roots
in R and in Qp for every prime p but doesn’t have a root in Q.
() For every integerm > 0, find an F2-basis of Hom(Gm,Z
×), where
Gm = (Z/mZ)
×. (Hint : The structure of Gpn was determined in (??) ;
note that λp is a quadratic character of Gm for every odd prime divisor p
of m, so is λ4 if v2(m) > 1, and so is λ8 if v2(m) > 2.)
() Let a, b, c ∈ Z×2 . Show that a necessary and sufficient condition
for ax2 + by2 + cz2 = 0 to have only the trivial solution (0, 0, 0) in
Q2 is that a ≡ b ≡ c (mod. 4). (Hint : The equation dx2 + ey2 = 1
(d, e ∈ Q×2 ) has a solution in Q2 if and only if (d, e)2 = 1. If d, e ∈ Z×2 ,
then (d, e)2 = (−1) d−12 e−12 . Finally take d = −ca, e = −cb and show
that the condition (d, e)2 = −1 is equivalent to the given condition
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a ≡ b ≡ c (mod. 4).)
() Show that for x ∈ Q×p , the relation “x ∈ Z×p ” (or “vp(x) = 0”) is
equivalent to “x ∈ Q×mp for every m prime to (p− 1)p”.
() Show that the only morphism σ : Qp → Qp of fields is the identity.
(Conclude from (???) that σ(Z×p ) ⊂ Z×p , so σ preserves the valuation and
σ(prZp) ⊂ prZp for every r ∈ Z, and hence σ is continuous.)
() Show that the only morphism σ : R→ R of fields is the identity.
(As R×2 = R×+, the order is preserved by σ and hence it is continuous.)
() For every prime p and every m > 0, compute the index of the
subgroup Q×mp ⊂ Q×p . (Use the decomposition (???).)
() Let x ∈ Qp, let x =
∑
n∈Z anp
n be its p-adic exapnsion (so that
an ∈ [1, p[ and an = 0 for almost all n < 0), put 〈x〉p =
∑
n<0 anp
n, and
view 〈x〉p as a real number in [0, 1[ ∩ Z[1/p]. Show that x 7→ e2ipi〈x〉p is a
continuous morphism of groups Qp → C× whose kernel is Zp.
() Show that the image of every continuous morphism ψ : Qp → C×
(of locally compact groups) is contained in the subgroup of p-power roots
of 1. (For every m ∈ Z, the subgroup pmZp is compact, so its image
ψ(pmZp) is contained in the unit circle U. As Qp is the union of these
compact subgroups, ψ(Qp) ⊂ U. Next, let V be an open neighbourhood
of 1 ∈ C× which contains only the trivial subgroup of C×. Then ψ−1(V)
is an open neighbourhood of 0 ∈ Qp and hence contains pNZp for some
(and in fact for every) sufficiently large N ∈ Z, so that ψ(pNZp) = 1 ; fix
such an N. Finally observe that Qp/p
NZp is the union of p
mZp/p
NZp for
m < N, and each of these quotients is (cyclic) of order pN−m. Conclude.)
() Show that for every continous morphism of groups χ : Q×p → C×,
there exists an n > 0 such that χ(Un) = 1. We say that χ is unramified
if χ(Z×p ) = 1, (at worst) tamely ramified if χ(U1) = 1, totally ramified if
χ(pi) = 1 for some uniformiser pi of Qp, and wildly ramified if χ(U1) 6= 1.
Classify all unramified χ, all tamely ramified χ, and all totally ramified χ.
(Use the decomposition (???) of Q×p .)
() (Bourgain-Larsen, 2014) For every subgroup G ⊂ Q× and every
finte set S of places of Q, denote by GS the closure of G in the product∏
v∈SQ
×
v ; in particular, for every place v of Q, the closure of G in Q
×
v is
denoted Gv. We want to give an example of a subgroup G (of finite index
in Q×) and a triple a, b, c ∈ Q× such that the equation ax+ by + cy = 0
has a solution xv, yv, zv in Gv at every place v of Q but no solution x, y, z
in G.
() Take G ⊂ Q× to be the subgroup generated by the numbers 3m5n
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such that m ≡ n (mod. 4) and all numbers t ∈ Q× which, when viewed
in Q×3 and Q
×
5 , are such that t ∈ 1 + 3Z3 and t ∈ 1 + 5Z5 (so that in
particular v3(t) = 0 and v5(t) = 0). Show that the index of G in Q
× is
4.ϕ(3).ϕ(5) = 32. Show that Gv = Q
×
v for every place v 6= 3, 5, and that
G3 = 3
Z(1 + 3Z3), G5 = 5
Z(1 + 5Z5).
() However, G{3,5} is not equal to the product G3 × G5 ; rather,
it is equal to the subgroup consisting of (t3, t5) ∈ G3 × G5 such that
v3(t3) ≡ v5(t5) (mod. 4).
() Show that the equation 63x+30y+25z = 0 has a solution in G3
(for example −5, 3, 9), and that every solution x3, y3, z3 satisfies
v3(x3) = v3(y3)− 1 = v3(z3)− 2.
Similarly, show that the given equation has a solution in G5 (for example
25,−45,−9), and that every solution x5, y5, z5 satisfies
v5(x5) = v5(y3) + 1 = v5(z5) + 2.
() Conclude that the equation 63x+30y+25z = 0 has no solutions
x, y, z ∈ G (even though it has a solution in Gv for every place v of Q)
because it doesn’t have any solution in G{3,5}.
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Lecture 6
Qp
(√
Q×p
)
() Let p be an odd prime number (resp. p = 2). We have seen that
the field Qp has three (resp. seven) quadratic extensions, namely those
obtained by adjoining
√
u,
√−p,√u.− p (the reason for choosing −p
instead of p is that (−p, p)p = 1 whereas (p, p)p = 1 only when λ4(p) = 1)
(resp.
√
5,
√−1,√5.− 1,
√
2,
√
5.2,
√−1.2,√5.− 1.2).
where, for p 6= 2, any unit u ∈ Z×p such that λp(u) = −1 can be chosen.
We have also seen that the group Q×p has three (resp. seven) quadratic
characters, namely νp, λp, νpλp
(resp. ν2, λ4, ν2λ4, λ8, ν2λ8, λ4λ8, ν2λ4λ8)
(with the choice of p as a uniformiser ofQp). One gets the feeling that there
is a canonical bijection between these two lists, but what characterises this
bijection ?
() There is a unique bijection E 7→ χ between the set of quadratic
extensions of Qp and the set of quadratic characters of Q
×
p such that
Ker(χ) = NE|Qp(E
×). The induced map Q×p/Q
×2
p → Hom(Q×p ,Z×) is an
isomorphism of groups.
Proof. We claim that the bijection given by the order in which the two
lists have been written in (??) is the required one. This is simple to verify ;
let us check for example that E = Qp(
√
u) (resp. E = Q2(
√
5)) corresponds
to χ = νp. As Ker(νp) = p
2Z.Z×p , this amounts to checking that an a ∈ Q×p
is in NE|Qp(E
×) if and only if vp(a) ∈ 2Z. Now, a ∈ NE|Qp(E×) if and
only if there exist x, y ∈ Qp such that a = x2 − uy2 (resp. a = x2 − 5y2),
which can be seen to be equivalent to (a, u)p = 1 (resp. (a, 5)2 = 1). The
explicit formulæ for the pairing ( , )p tell us that this last condition holds
if and only if vp(a) ∈ 2Z.
The proof in the other cases is similar. For example, to check that
χ = λp corresponds to E = Qp(
√−p) (for p 6= 2), we have to show that
for a given a = pmu (with m ∈ Z and u ∈ Z×p ), we have a ∈ NE|Qp(E×)
if and only if λp(u) = 1. The first condition translates into the existence
of x, y ∈ Qp such that a = x2 + py2, or equivalently (a,−p)p = 1. But
(a,−p)p = (pmu,−p)p = (pm,−p)p(u,−p)p = λp(u), so we are done.
As a random example, take χ = λ8 and E = Q2(
√
2). An a ∈ Q×2 is
in NE|Q2(E
×) if and only if there exist x, y ∈ Q2 such that a = x2 − 2y2,
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which is equivalent to (a, 2)2 = 1, which is equivalent to λ8(a) = 1. The
conscientious reader should check the remaining cases.
We thus get a bijection Q×p/Q
×2
p → Hom(Q×p ,Z×), and it remains to
show that it is an isomorphism. A cursory look at the two lists is enough
to conclude that it is indeed so.
() Actually, (??) is a corollary of what we have proved earlier. We
have canonical bijections between the following four sets :
E , the set of quadratic extensions of Qp,
H, the set of index-2 subgroups of Q×p/Q×2p ,
L, the set of order-2 subgroups of Q×p/Q×2p ,
Q, the set of quadratic characters of Q×p .
The bijection E → H sends E to NE|Qp(E×), the bijection H → L sends
H to H⊥, where the perpendicular is taken with respect to the hilbertian
pairing ( , )p, the bijection L → E sends L to Qp(
√
L), and the bijection
Q → H sends χ to Ker(χ)/Q×2p .
() The unramfied quadratic character νp corresponds to Qp(
√
u)
(for p 6= 2) and to Q2(
√
5) (for p = 2). These quadratic extensions will
therefore be called unramified (over Qp). Note that Q2(
√
5) contains
√−3
and hence a primitive 3-rd root of 1. Similarly, we shall see later for p 6= 2
that Qp(
√
u) contains a primitive (p2 − 1)-th root of 1.
() Let M be the maximal abelian extension of exponent 2 (or equiv-
alently the compositum of all quadratic extensions) of Qp. Concretely,
M = Qp(
√
u,
√−p) if p 6= 2 and M = Q2(
√
5,
√−1,√2) for p = 2. Let
G = Gal(M|Qp). As an F2-space, the dimension of G is 2 (resp. 3), so
there are many isomorphisms of G with the group Q×p/Q
×2
p , which has
the same F2-dimension. Among these isomorphisms there is one which is
very special.
() There is a unique isomorphism ρM : Q
×
p/Q
×2
p → G such that
for every quadratic extension E of Qp, the kernel of the composite map
ρE : Q
×
p → Gal(E|Qp) is NE|Qp(E×).
Proof. We have the perfect pairing 〈 , 〉p : G× (Q×p/Q×2p )→ Z× given
by 〈σ, b〉 = σ(√b)/√b for every σ ∈ G and every b¯ ∈ Q×p/Q×2p , so we
have the canonical isomorphism G → Hom(Q×p/Q×2p ,Z×). But we have
just established (??) the isomorphism Q×p/Q
×2
p → Hom(Q×p/Q×2p ,Z×),
and hence we get an isomorphism ρM : Q
×
p/Q
×2
p → G, and it remains to
show that ρM has the stated property.
This follows from the fact that when we identify these two groups using
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ρM, the kummerian pairing 〈 , 〉p gets converted into the hilbertian pairing
( , )p, and we have shown (??) that (a, b)p = 1 if and only if a is a norm
from the extension Qp(
√
b).
() Note that the reciprocity isomorphism ρM gives back the bijection
E 7→ χ of (??). Indeed, quadratic extensions ofQp correspond to quadratic
characters of G and hence (applying ρ−1M ) to quadratic characters of Q
×
p .
() Note also that ρM respects the natural filtrations on the groups G
and Q×p/Q
×2
p . The filtration on the latter group comes from the filtration
· · ·U2 ⊂ U1 ⊂ Z×p ⊂ Q×p . Concretely, it is the filtration
〈1¯〉 ⊂ 〈u¯〉 ⊂ Q×p/Q×2p , resp. 〈1¯〉 ⊂ 〈5¯〉 ⊂ 〈5¯,−1¯〉 ⊂ Q×2/Q×22
for p 6= 2 and p = 2 respectively. For p 6= 2, the filtration on G comes from
the tower M | Qp(
√
u) | Qp of quadratic extensions, whereas for p = 2 it
comes from the tower M | Q2(
√
5,
√−1) | Q2(
√
5) | Q2. We shall see later
that this is the ramification filtration on G.
() There is a unique isomorphism ρC : R
×/R×2 → Gal(C|R) of
groups, and it has the property that Ker(ρC) = NC|R(C×) analogous to
the defining property of ρM of (??).
() What we have achieved might not seem much, but it is rare to be
able to compute explicitly, for a given galoisian extension M of a field K, a
set of elements S ⊂ M such that M = K(S), the group G = Gal(M|K), and
σ(s) for every σ ∈ G and s ∈ S. This is what we have done for K = Qv and
M the maximal abelian extension of exponent 2. For example, when v is an
odd prime p, we may take S = {√u,√−p} with u ∈ Z×p not a square (or
equivalently λp(u) = −1), we have G = {σ1, σu, σp, σup}, and the action
is given by σa(
√
b) = (a, b)p.
√
b, where (a, b)p has been computed in (??).
A similar statement holds for v = 2 or v =∞.
() It is a minor miracle — in my view — that whereas ρM is uniquely
determined by imposing the condition Ker(ρE) = NE|Qp(E
×) on any two
(resp. three for p = 2) of the three (resp. seven) quadratic extensions E
whose compositum is M, this condition is automatically satisfied by the
remaining quadratic extension(s). In other words, ρM is independent of
the choice of bases.
() One of the main results of the theory of abelian extensions of local
fields says that for every local field K (of whichQp is the first example) and
for every n > 0, there is a unique isomorphism ρ : K×/K×n → Gal(M|K),
where M is the maximal abelian extension of K of exponent dividing n,
such that for every abelian extension E | K of exponent dividing n, the
kernel of the resulting composite map K× → Gal(E|K) is NE|K(E×) (and
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such that uniformisers correspond to the canonical generator σ of the
residual extension, as opposed to its inverse σ−1). We have proved the
case K = Qp, n = 2 (??) (and didn’t need to worry about uniformisers
because an automorphism of order 2 is its own inverse).
Exercises
() Define Bk ∈ Q in terms of the exponential series eT = exp(T) by
the identity
T
eT − 1 = B0
T0
0!
+ B1
T1
1!
+
∑
k>1
Bk
Tk
k!
,
so that B0 = 1 and B1 = −1/2. Show that Bk = 0 for every odd k > 1.
(Hint : B0 +B1T−T/(eT − 1) is invariant under T 7→ −T.) The purpose
of the next few exercises is to show that for every even integer k > 0, the
number
Wk = Bk +
∑
l−1 | k
1
l
(where l runs through the primes such that k ≡ 0 (mod. l − 1)) is in Z
(von Staudt–Clausen, 1840). The idea, due to Witt, is to show that Wk is
in Z(p) = Zp ∩Q for every prime p.
() For every integer n > 0, let Sk(n) = 1
k+2k+ · · ·+(n−1)k. Show
that Sk(n) =
∑
m∈[0,k]
(
k
m
)
Bm
k + 1−mn
k+1−m. (Compare the coefficients in
1 + eT + e2T + · · ·+ e(n−1)T = e
nT − 1
T
T
eT − 1 .)
Conclude that limr→+∞ Sk(pr)/pr = Bk in Qp.
() Using the fact that every j ∈ [0, ps+1[ can be uniquely written as
j = ups + v, where u ∈ [0, p[ and v ∈ [0, ps[, deduce that
Sk(p
s+1)
ps+1
− Sk(p
s)
ps
∈ Z.
(Notice that
Sk(p
s+1) =
∑
j∈[0,ps+1[
jk =
∑
u∈[0,p[
∑
v∈[0,ps[
(ups + v)k
≡ p(∑
v
vk
)
+ kps
(∑
u
u
∑
v
vk−1
)
(mod. p2s)
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and 2
∑
u u = p(p − 1) ≡ 0 (mod. p), so Sk(ps+1) ≡ pSk(ps) (mod. ps+1),
where, for p = 2, the fact that k is even has been used.) Conclude that
Sk(p
r)
pr
− Sk(p
s)
ps
∈ Z
for any two integers r > 0, s > 0, and that Bk−Sk(p)/p ∈ Z(p) (Fix s = 1,
let r → +∞, and use (??)).
() Show that Sk(p) ≡
{−1 (mod. p) if k ≡ 0 (mod. p− 1)
0 (mod. p) if k 6≡ 0 (mod. p− 1) (To see
that
∑
j∈[1,p[ j
k ≡ 0 (mod. p) when k 6≡ 0 (mod. p− 1), note that, g being
a generator of F×p , we have g
k − 1 6≡ 0 (mod. p), whereas
(gk − 1)( ∑
j∈[1,p[
jk
) ≡ (gk − 1)( ∑
t∈[0,p−1[
gtk
) ≡ g(p−1)k − 1 ≡ 0 (mod. p).)
Conclude that Bk + p
−1 ∈ Z(p) if k ≡ 0 (mod. p− 1) and that Bk ∈ Z(p)
otherwise.
() In either case, the number Wk (??) is in Z(p) for every p (One
has
Wk =
{
(Bk + p
−1) +
∑
l6=p l
−1 if k ≡ 0 (mod. p− 1)
(Bk) +
∑
l l
−1 if k 6≡ 0 (mod. p− 1)
where l runs through the primes for which k ≡ 0 (mod. l − 1).) Conclude
that Wk ∈ Z (for every even integer k > 0).
() Let v be a place ofQ. A character of Q×v is a continous morphism
χ : Q×v → C× of groups ; we say that χ is unitary if χ(Q×v ) ⊂ U. For
every character χ, the character χ1 : x 7→ χ(x)/|χ(x)|∞ is unitary. The
purpose of the next few exercises is to define the local constant Wv(χ).
() Every character of R× is uniquely of the form x 7→ |x|s∞λ∞(x)r
for some s ∈ C and some r ∈ F2 (where λ∞ (??) is the unique quadratic
character of R×) ; it is unitary if and only if s ∈ iR. Choose a primitive
4-th root of 1 in C, and define the local constant W∞(χ) = i−r (so that
W∞(χ) = W∞(χ1)).
() Now let p be a prime number and let χ be a character of Q×p . If χ
is unramified (???), we put a(χ) = 0. Otherwise let n > 0 be the smallest
integer such that χ(Un) = 1 (???), and put a(χ) = n. The integer a(χ) is
called the exponent of the conductor of χ (and the ideal f(χ) = pa(χ)Zp is
called the conductor of χ). Compute a(χ) for each of the seven quadratic
characters χ (???) of Q×2 and each of the the three quadratic characters
χ (???) of Q×p (p 6= 2).
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() Let χ be a character of Q×p with associated unitary character
χ1, and choose γ ∈ Q×p such that vp(γ) = a(χ), where a(χ) (???) is the
exponent of the conductor f(χ) of χ (so that f(χ) = pa(χ)Zp). Using the
notation 〈 〉p from (???), define the local constant as
Wp(χ) =
χ1(γ)√
pa(χ)
∑
x∈(Zp/f(χ))×
χ−1(x)e2ipi〈x/γ〉p .
Show that Wp(χ) does not depend on the choice of γ and compute it for
each of the seven quadratic characters χ (???) of Q×2 and each of the the
three quadratic characters χ (???) of Q×p (p 6= 2).
() Let d be a squarefree integer. For each place v of Q, we have the
extension Qv(
√
d) of Qv of degree 1 or 2, and hence (???) a character χv
of Q×v of order dividing 2. Show that Wv(χv) = 1 for almost all v, and∏
v Wv(χv) = 1. (Use induction on the number of prime divisors of d.)
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Lecture 7
| |
() We started with the quadratic reciprocity law (??) which asserts
that
λp(−1) = λ4(p), λp(2) = λ8(p), and λp(q) = λq(λ4(p)p)
for any two distinct odd prime numbers p and q. We then reformulated
it as a product formula
∏
v(a, b)v = 1 (??), where v runs over all places
of Q, namely the prime numbers and also the archimedean place ∞, and
a, b ∈ Q×. Finally, for each v, we’ve understood the factor (a, b)v (which
actually makes sense for all a, b ∈ Qv) in terms of a canonical isomorphism
ρ : Q×v/Q
×2
v → Gal(Mv|Qv), where Mv is the maximal abelian extension
of exponent 2 ofQv (??). But it is still mysterious as to why the product in
(??) extends over all prime numbers and the symbol∞. In other words, we
have to give a more intrinsic definition of a place of Q, instead of merely
declaring that the primes and ∞ are the places of Q.
() Let k be a field and denote its multiplicative group by k×. The
multiplicative group of strictly positive reals is denoted R×+ ; it is a totally
ordered group. A norm | | on k is a homomorphism | | : k× → R×+ such
that the trinagular inequality
|x+ y| ≤ |x|+ |y|
holds for every x, y ∈ k, with the convention that |0| = 0. A norm is called
trivial if the image of k× is {1}, essential otherwise. A norm is called
unarchimedean if the ultrametric inequality |x + y| ≤ Sup(|x|, |y|) holds
for all x, y ∈ k, archimedean otherwise.
() If ζ ∈ k× has finite order, then |ζ| = 1, for 1 is the only element
of finite order in R×◦. Consequently, every norm on a finite field is trivial.
() We have the usual norm |x|∞ = Sup(x,−x) on the field R ;
it is archimedean. Let p be a prime number. We have the p-adic norm
|x|p = p−vp(x) (??) on the field Qp ; it is unarchimedean.
() Two norms | |1, | |2 on k are called equivalent if there exists a
real γ > 0 such that | |1 = | |γ2 .
() For every norm | | and every x, y ∈ k, we have
| |x| − |y| |∞ ≤ |x− y|.
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Proof. As y = x + (y − x), we have |y| ≤ |x| + |y − x|. Similarly,
|x| ≤ |y|+ |x− y|. But |y − x| = |x− y|, hence the result.
() Let | | be an unarchimedean norm, and x, y ∈ k be such that
|x| < |y|. Then |x+ y| = |y|.
Proof. We have |x + y| ≤ Sup(|x|, |y|) = |y|. On the other hand,
y = (x + y) + (−x), so |y| ≤ Sup(|x + y|, |x|), and this Sup cannot be
|x| by hypothesis.
() A norm | | is unarchimedean if and only if |ι(n)| ≤ 1 for every
n ∈ Z, where ι(n) ∈ k is the image of n.
Proof. If | | is unarchimedean, then |ι(n)| ≤ 1 by induction. Conversely,
suppose that |ι(n)| ≤ 1 for every n ∈ Z. Let x, y ∈ k, and let s > 0 be an
integer. We have
|x+ y|s =
∣∣∣∣∣∣
∑
r∈[0,s]
(
s
r
)
xrys−r
∣∣∣∣∣∣
≤
∑
r∈[0,s]
∣∣∣∣
(
s
r
)∣∣∣∣ |x|r |y|s−r
≤
∑
r∈[0,s]
|x|r |y|s−r
≤ (s+ 1) Sup(|x|, |y|)s.
Taking the s-th root and letting s → +∞, we get |x+ y| ≤ Sup(|x|, |y|),
as required.
() If the restriction of | | to a subfield is unarchimedean, then so is
| |. Every norm on a field of characteristic 6= 0 is unarchimedean.
Proof. The first statement follows from (??). The second statement also
follows because that the restriction of | | to the prime subfield is trivial
(??).
() A valuation v on k is a homomorphism v : k× → R such that
v(x+ y) ≥ Inf(v(x), v(y))
for every x, y ∈ k, with the convention that v(0) = +∞. A valuation
v is said to be trivial if v(k×) = {0}, of height 1 otherwise. A height-1
valuation v is called discrete if the subgroup v(k×) ⊂ R is discrete. A
discrete valuation v is said to be normalised if v(k×) = Z.
() Notice that if v(x) < v(y), then v(x+ y) = v(x). The proof is the
same as that for (??).
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() For every prime p, we have the p-adic valuation vp (??) on the
field Qp ; it is discrete and normalised.
() Two valuations v1, v2 are called equivalent if there exists a real
γ > 0 such that v1 = γv2.
() If v is a height-1 valuation on k, then |x|v = exp(−v(x)) is
an essential unarchimedean norm, and conversely, if | | is an essential
unarchimedean norm, then v| |(x) = − log |x| is a height-1 valuation.
Equivalent valuations correspond to equivalent (unarchimedean) norms.
() (Ostrowski, 1918) Let | | be a norm on the field Q of rational
numbers. Then | | is either trivial, or equivalent to the archimedean norm
| |∞, or equivalent to the p-adic norm | |p for some prime p.
Proof (Artin, 1932). Clearly | | is trivial if |p| = 1 for every prime p
(because the group Q× is generated by the set of primes and −1). Assume
that |p| 6= 1 for some prime p. We shall show that if |p| > 1, then |l| > 1
for every prime l and that | | is equivalent to | |∞. On the other hand, if
|p| < 1, then |l| = 1 for every prime l 6= p, and that | | is equivalent to
| |p.
For the time being, let p and l be any two integers > 1, and write p as
p = a0 + a1l + a2l
2 + · · ·+ anln
in base l, with digits ai ∈ [0, l[ and ln ≤ p, i.e., n ≤ α, with α = log p
log l
.
The triangular inequality gives
|p| ≤ |a0|+ |a1||l|+ |a2||l|2 + · · ·+ |an||l|n
≤ (|a0|+ |a1|+ |a2|+ · · ·+ |an|) Sup(1, |l|n)
≤ (1 + n)d Sup(1, |l|n) (with d = Sup(|0|, |1|, . . . , |l − 1|)
≤ (1 + α)d Sup(1, |l|α) (since n ≤ α) .
Replace p by ps and extract the s-th root to get
|p| ≤ (1 + sα)1/s d1/s Sup (1, |l|α) ,
so that we obtain the estimate |p| ≤ Sup (1, |l|α) upon letting s→ +∞.
Now suppose that p and l are prime numbers and that |p| > 1. As
1 < |p| ≤ Sup (1, |l|α), we see that |l|α > 1 and hence |l| > 1 and |p| ≤ |l|α.
Interchanging the role of p and l, we deduce |p| = |l|α.
Defining γ (> 0) by the equation |p| = |p|γ∞ for the fixed prime p, we see
that |l| = |l|γ∞ for every prime l, and hence |x| = |x|γ∞ for every x ∈ Q×,
i.e., | | is equivalent to the archimedean absolute value | |∞.
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Finally, assume that |p| < 1 for some prime p. We have already seen
that then |l| ≤ 1 for every prime l, and hence |n| ≤ 1 for every n ∈ Z. Let
us show that |l| = 1 for every prime l 6= p. For every integer s > 0, writing
1 = asp+ bsl
s (as, bs ∈ Z), we have
1 = |1| ≤ |as| |p|+ |bs| |l|s ≤ |p|+ |l|s,
i.e., |l|s ≥ 1−|p|. This is possible for all integers s > 0 only if |l| = 1. This
shows that | | is equivalent to | |p.
() A place of k is an equivalent class of essential norms on k. The
foregoing theorem asserts that places of Q correspond naturally to the
set P¯ of prime numbers (the unarchimedean places) together with ∞, the
archimedean place. The following theorem, called the product formula, is
another piece of evidence for P¯ being the set of all places of Q.
() For every x ∈ Q×, one has |x|v = 1 for almost all v ∈ P¯ and∏
v∈P¯ |x|v = 1.
Proof. Indeed, it is sufficient to verify this for x = −1 and for x = p
(where p is a prime number). Note that for the product formula to hold,
we have to normalise the norms on Q suitably.
() If the image of a norm | | : k× → R×+ is discrete, then | | is
unarchimedean.
Proof. If k has characteristic 6= 0, then every norm is unarchimedean
(??), so there is nothing to prove. If k has characteristic 0, then the
restriction of | | to Q has discrete image by hypothesis, so must be trivial
or equivalent to | |p for some prime p (??). Hence | | is unarchimedean
(??).
Exercises
() Let k be a field and put K = k(T). Recall that the group K×/k× is
the free commutative group on the set PK of monic irreducible polynomials
f in k[T]. For each f ∈ PK, let vf : K× → Z be the unique homomorphism
which is trivial on k×, sends f to 1, and sends every other element of PK to
0. Check that vf is a discrete valuation. Also, the map v∞ : K× → Z which
sends a to − deg(a) is a discrete valuation, trivial on k×. The discrete
valuations v∞, vf (for varying f ∈ PK) are mutually inequivalent.
() Up to equivalence, the only height-1 valuations on k(T), trivial on
k, are v∞ and the vf , one for each f ∈ PK. (Let v be a height-1 valuation
on k(T), trivial on k. We will show that if v(T) < 0, then v is equivalent
to v∞, whereas if v(T) ≥ 0, then there is a unique f ∈ PK with v(f) > 0
and v is equivalent to vf .
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Suppose that v(T) < 0. It is sufficient to show that v(f) = v(T) deg(f)
for every f ∈ PK. This is clearly true for f = T. For any other f , write
f = Tn(1 + α1T
−1 + · · ·+ αnT−n) (with n = deg(f) and αi ∈ k, at least
one of them 6= 0). As v(1) = 0 and v(α1T−1 + · · ·+ αnT−n) > 0, we have
v(1 + α1T
−1 + · · · + αnT−n) = 0, and, finally, v(f) = v(T) deg(f), i.e. v
is equivalent to v∞.
Suppose now that v(T) ≥ 0 ; then v(a) ≥ 0 for all a ∈ k[T]. If we
had v(f) = 0 for every f ∈ PK, the valuation v would be trivial, not of
height 1. Pick p ∈ PK for which v(p) > 0. For every q 6= p in PK, write
1 = ap+ bq (a, b ∈ k[T]). We have
0 = v(1) ≥ Inf (v(a) + v(p), v(b) + v(q)) ≥ Inf (v(p), v(q)) ≥ 0,
which is possible only if v(q) = 0. It follows that v is equivalent to vp. It
is instructive to compare this proof with Artin’s proof classifying absolute
values on Q.)
() Up to equivalence, the only norms on k(T), trivial on k, are | |∞
and the | |f , one for each f ∈ PK. (Put P¯K = PK ∪{∞} and deg(∞) = 1.
For each p ∈ P¯K, define the norm |x|p = e−vp(x) deg(p).)
() For every x ∈ k(T)×, one has |x|p = 1 for almost all p ∈ P¯K and∏
p∈P¯K |x|p = 1. ( This is clearly true for x ∈ k×, so it is sufficient to check
this for x ∈ PK. We have v∞(x) = − deg(x), vx(x) = 1, and vq(x) = 0 for
every q 6= x in PK, which gives the “sum formula”
∑
p∈P¯K deg(p)vp(x) = 0.
The result follows from this upon exponentiating. Note that here too, as
in the case of Q earlier, it is necessary to normalise the absolute values
suitably for the product formula to hold.)
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Lecture 8
ax2 + by2 = 1
() Information gleaned locally at each place v of Q (namely in the
fields Qv) can often be pieced together to get a global result (about the
fieldQ). The simplest such example is the main result (???) of this lecture.
It is further evidence for the fact that we have found the right notion of a
place of Q.
() We first need a simple lemma for the proof. Let k be any field,
and a, b, c ∈ k×, d ∈ k such that d2 − a = bc. Let S be the set of
(x, y, s) 6= (0, 0, 0) in k3 such that ax2 + by2 = s2 and let T be the set of
(w, z, t) 6= (0, 0, 0) in k3 such that aw2 + cz2 = t2. It is easy to see that
if (x, y, s) ∈ S, then (dx + s, by, ax + ds) ∈ T and if (w, z, t) ∈ T, then
(dw − t, cz,−aw + dt) ∈ S.
() The maps S → T and T → S defined above are bijections,
reciprocal to each other.
() Let a, b ∈ Q×. For there to exist x, y ∈ Q such that ax2+by2 = 1,
it is necessary and sufficient that (a, b)v = 1 for every place v of Q.
() The local conditions ((a, b)v = 1 for every v) are clearly necessary
(??). Let us show that they are also sufficient. So assume that (a, b)v = 1
for every place v.
() The existence of x, y ∈ Q such that ax2+ by2 = 1 is unaffected if
we replace a, b by ac2, bd2 for some c, d ∈ Q× ; also, (ac2, bd2)v = (a, b)v
for every v. We may therefore assume that a and b are squarefree integers,
and proceed by induction on |a|∞ + |b|∞.
() If either a = 1 or b = 1, then we have the solution (x, y) = (1, 0)
or (x, y) = (0, 1), as the case may be. If |a|∞ + |b|∞ = 2, then we must
have |a|∞ = 1 and |b|∞ = 1, and either a = 1 or b = 1 (since (a, b)∞ = 1),
hence there is a solution (x, y), as we have just seen.
() Suppose that |a|∞ + |b|∞ > 2, and assume (up to interchaning a
and b) that |a|∞ ≤ |b|∞. Let us first show that the local conditions force
the existence of an d ∈ Z such that a ≡ d2 (mod. b). As b is squarefree, it
is sufficient to show that λp(a) = 1 (unless a ≡ 0 (mod. p)) for every odd
prime divisor p|b. But λp(a) = (a, b)p = 1, where the first equality holds
because vp(b) = 1 (??). So the existence of d is guaranteed, and we may
further assume that d ∈ [0, |b|∞/2].
() Put d2−a = bc for some c ∈ Z. If c = 0, then we have the solution
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(x, y) = (d−1, 0). Suppose that c 6= 0 ; then
|c|∞ =
∣∣∣∣d
2 − a
b
∣∣∣∣
∞
≤
∣∣∣∣d
2
b
∣∣∣∣
∞
+
∣∣∣a
b
∣∣∣
∞
≤ |b|∞
4
+ 1 < |b|∞,
where the last inequality holds since |b|∞ > 1.
() But we have seen (??) that, over any field k, the existence of a
solution (x, y) ∈ k2 of ax2 + by2 = 1 is equivalent to the existence of a
solution (w, z) ∈ k2 of aw2 + cz2 = 1, for any given a, b, c ∈ k× and d ∈ k
such that d2 − a = bc.
() Let’s return to our a, b, c, d from (??), and write c = ef2 for some
e, f ∈ Z of which e is squarefree, and note that |e|∞ < |b|∞. The proof is
therefore over by the inductive hypothesis, since |a|∞+|e|∞ < |a|∞+|b|∞.
Indeed, as there are local solutions for ax2 + by2 = 1 at every place of Q
by hypothesis, there are local solutions everywhere for aw2 + cz2 = 1
(applying (??) to k = Qv) and hence for aw
2 + et2 = 1, and therefore a
global solution for aw2 + et2 = 1 (the inductive step, to apply which we
changed c into the squarefree e) and hence for aw2+cz2 = 1, and therefore
a global solution for ax2 + by2 = 1 (applying (??) with k = Q).
() Let a, b, c ∈ Q×v and r ∈ Qv be such that r2 − a = bc. Then
(a, b)v = (a, c)v. In particualr, (r
2 − a, a)v = 1.
Proof. ??? Notice that for r = 0 and r = 1, we recover the relations
(−a, a)v = 1 and (1− a, a)v = 1 proved earlier.
() Let a, b ∈ Q. Then a ∈ N
Q(
√
b)|Q(Q(
√
b)×) if and only if
a ∈ N
Qv(
√
b)|Qv(Qv(
√
b)×) for every place v of Q.
Proof. ??? This is expressed by saying that a is a norm from the
extension Q(
√
b) if and only if it is everywhere locally a norm.
Exercises
() (Legendre) Let a, b, c ∈ Z be integers such that abc 6= 0 is
squarefree, and suppose that a, b, c are not all three of the same sign. Then
ax2 + by2 + cz2 = 0 has a solution (x, y, z) 6= (0, 0, 0) in Z3 if and only if
−bc, −ca, −ab are squares (mod. a), (mod. b), (mod. c) respectively.
() The law of quadratic reciprocity (??) was not used in the proof
of Legendre’s theorem (??). Criticise the following purported proof of the
said law from this theorem : We consider eight cases according to the signs
of λ4(p), λ4(q) and λq(p) (as Gauß did in his first proof). In each case, we
apply (??) to a suitable triple (a, b, c) such that a ≡ b ≡ c ≡ 1 (mod. 4)
49
(conditions which force ax2+by2+cz2 6≡ 0 (mod. 4), cf. (??)) to determine
λp(q). For example, here are some cases :
i) If λ4(p) = 1, λ4(q) = −1 and λq(p) = −1, we consider the triple
(a, b, c) = (1, p,−q) and conclude that λp(q) = −1, as required.
ii) Similarly, if λ4(p) = −1, λ4(q) = −1 and λq(p) = 1, we take
(a, b, c) = (1,−p,−q).
iii) Now consider the case λ4(p) = −1, λ4(q) = −1, λq(p) = −1, let l
be an auxillary prime such that λ4(l) = 1, λp(l) = −1, λq(l) = −1, and
take (a, b, c) = (l,−p,−q) to conclude that λp(q) = 1.
iv) In case λ4(p) = 1 and λ4(q) = 1, consider an auxillary prime l such
that λ4(l) = −1, λq(l) = 1, λl(p) = −1, and take (a, b, c) = (p, q,−l).
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