In this paper we show three methods for solving optimization problems of expected value of multiplicative functions with negative values; multi-stage stochastic decision tree, Markov bidecision process and invariant imbedding approach.
Introduction
Since Bellman and Zadeh [3] , a large amounts of efforts has been devoted to the study of stochastic optimization of minimum criterion in the field of "Decision-making in a fuzzy environment" (Esogbue and Bellman [5] , Kacprzyk [l l] and others). Recently Iwamoto and Fujit a [g] have solved the optimal value function through invariant imbedding. Iwamoto, Tsurusaki and Fujita [l01 give a detailed structure of optimal policy. Further, the regular dynamic programming is extended to a two-way programming under the name of bidecision process [7] or bynamic programming [6] .
In this paper, we are concerned wit h stochastic maximization problems of multiplicative function with negative returns. We raise the question whether there exists an optimal policy for the stochastic maximum problem or not. Further, if it exists, we focus our attention on the question whether the optimal policy is Markov or not.
Stochastic optimization of multiplicative function has been studied under the restriction that return is nonnegative. In this paper we remove the nonnegativity. The multiplicative function with negative returns applies to a class of sequential decision processes in which the tot a1 reliability of an information system is accumulateled through the degree of st age-wise reliabilities taking both positive and negative values. The negativity means unreliabilty (or incredibility) and the positivity does reliability (or truth). We are concerned wit h two extreme behaviors of the system under uncertainty. One is a maximizing behavior. The other is a minimizing behavior. This leads to both maximum problem and minimum problem for such a multiplicative criterion function. We show three methods -bidecision process approach, invariant imbedding approach, and multi-st age stochastic decision tree approach -yield the common optimal solution. Section 2 discusses stochastic maximization of multiplicative function with nonnegative returns. The op tirnization problem with negative returns are discussed in Sections 3, 4 and 5. Section 3 solves it through bidecision process. Section 4 solves it through invariant imbedding. Section 5 solves an example through multistage stochastic decision tree approach.
Throughout the paper the following data is given : N > 2 is an integer; the total number of stages X = {sl, 5 2 , . . . , sp} is a finite state space U = {al, 0 2 , . . . , ak} is a finite action space rn : X X U -+ R is an n-th reward function (0 <, n <, N -1) G : X -+ R is a terminal reward function p is a Markov transition law
y p(-\x, U) denotes that next state y conditioned on state X and action U appears with probability p(y \ X , U).
Nonnegative Returns
In this sect ion we consider the stochas tic maximization of multiplicative function as follows :
We treat the case for multiplicative process with nonnegative returns. Thus, we assume the nonnegativity of reward functions :
General policies
In this subsection we consider the original problem (2.1) with the set of all general policies.
We call this problem general problem. With any general policy a-= {on, . . . , over the ( N -n)-stage process starting on n-th stage and terminating at the last stage, we associate the expected value :
We define the family of the corresponding general subproblems as follows :
Then, we have the recursive formula for the general subproblems :
Vn(x) = ~! S l \ r n ( x , U )
In this subsection we consider the problem (2.1) wit h the set of all general policies. We call this problem general problem. With any general policy a = {gn, . . . , a N W l } , we associate the corresponding expected value :
We define both the family of m a x i m u m subproblems and the family of minimum subproblems as follows :
For each n (0 < n < N -l ) , X G X we divide the control space U into two disjoint subsets :
Then, we have the bicursive formula (system of two recursive formulae) for the both subproblems : Theorem 3.3 (Bicursive Formula [7, pp.685 ,l. 13-22] )
x e x Let TT = . . . , TTN-l} be a Markov policy for maximum problem and a = {(TO, . . . , oN-l} be a Markov policy for minimum problem, respectively. Then, the ordered pair (TT, a) is called a strategy for both m a x i m u m and minimum problem (2.1 ([7, pp.6841) .
Now let us return to the problem of selecting an optimal policy for maximum probl e m (2.1) with the set of all general policies. We have obtained the bicursive formula (3.5) , (3.6) for the general subproblems. Let for each n(O <:
and en(x) be a maximizer for (3.5) and a minimizer for (3.6) , respectively. Then, we have a pair of policies TT* = {T:, . . . , T T & _~} and (T = {(TO, . . . , 6'N-l}. Thus, the pair (TT*, 8) is a strategy for problem (2.1). The preceding discussion for strategy (TT*, 6') regenerates both upper policy p* = {p:, . . . , p&-l} and lower policy 5 = {Co, . . . , fiNP1}. From the construction (3.7)-(3.10) together with bicursive formula (3.5) , (3.6) , we see that upper policy p* = {p& . . . , A_ l} is optimal policy for maximum problem (2.1) . Thus, the general policy p* yields the optimal value function VO (-} in (3.2) for the general maximum problem.
Similarly, the lower policy 5 = {Co, . . . , fiNF1} is optimal for minimum problem (2.1).
The general policy 5 yields the optimal value function WO(-) in (3.3) for the general minimum problem.
Markov policies
Further, restricting the problem (2.1) to the set of all Markov policies, we have the Markov problem. However, the corresponding optimal value functions for Markov subproblems {vn ( S ) , wn (-) } do not satisfy the bicursive formula (3.5) , (3.6) . Further, the optimal value functions are not identical to the optimal value functions {Vn(-), Wn (-)} in (3.2) ,(3.3), respectively. In general, we have inequalities :
Proofs of Theorems 3.1 and 3.3
In this subsection we prove Theorems 3.1 and 3.3. It suffices to prove these two facts for the two-stage process, because those for the N-stage process are proved in a similar way.
We note that for xn E X where ul = ol(xl) in (3.12),(3.13) and uo = oo(xo), ul = ol(xo,xl) in (3.14),(3.15), respect ively. Thus, the equalit ies are trivial. Therefore we must show the equalities Since (3.17) is proved in a similar way, we prove (3.16) in the following. Let us choose an optimal (Markov) policy TT; for the one-stage maximum, process :
where u1 = T T~X~) and choose an optimal (Markov) policy (Tl for the one-stage minimum process :
where ul = <Tl (xi) . From the definition (3.14), we can for each x0 G X choose an optimal (not necessarily Markov) policy 3 = {h, h} for the two-stage process :
From (3.20) , (3.21) and (3.22) we have for UQ C U satisfying ro (xo, uo) > 0
On the other hand, we have for u0 G U satisfying rO(xO, u0) < 0 Thus, taking maximum over UQ E U(0, XQ , +) and once more over UQ E U (0, XQ, -) , we get
On the other hand, let for any xo E X, U* = u*(xo) E U be a maximize! of the right hand side of (3.23)(i.e., maximum of the two maxima). This defines a Markov decision function (3.8) . Then, the equality in (3.30) implies that the optimal value function VO(-) is attained by this general policy p* :
Thus, Theorem 3.1 is proved. This completes the proofs.
Irnbedded Processes
In this section we imbed the problem (2.1) into a family of t e r m i n a l processes o n onedimensionally augmented state space. We note that the return, which may take negative values, is mult iplicat ively accumulating .
Let us return to the original stochastic maximization problem (2.1) with multiplicative function. Without loss of generality, we may assume that
Under the condition (4.1) we imbed the problem (2.1) into the family of parameterized problems as follows :
where the parameter ranges over \o [-l, l] .
General policies
First we consider the imbedded problem (4.2) with the set of all general policies, called general problem. Here we note that any general policy :
consists of the following decision functions 
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However, note that the sequence of the latter halves of the states {An+l, An+2, . . . , AN } behaves deterministically.
We define the family of the corresponding general subproblems :
Then, the general problem (4.2) is identical to (4.5) with n = 0. We have the recursive formula for the general subproblems :
Theorem 4.1
Markov policies
Second we consider the Markov problem. That is, we restrict the imbedded problem Of course, the sequence of the latter halves of the states {An+l, An+2, . . . , AN } behaves determinist ically.
We define the family of the corresponding Markov subproblems :
7T
Note that the Markov problem (4.2) is also (4.7) with n = 0. 
I n fact, letting <(X, A) be a maximizer of (4.8) (or (4.6)) for each (X, A) E X X [-l, l], 0 5 n < N -1, we have the optimal Markov policy TT* = {TT;, . . . , TT&-~}.
(ii) The optimal value functions for the Markov subproblems (4.7) are equal to the optimal value functions for the general problems (4.5) :
Proofs of Theorems 4.1 -4.3
In this subsection we prove only Theorems 4.1 and 4.3(i) because Theorems 4.2 and 4.3(ii) are the direct consequences of Theorems 4.1 and 4.3(i). We prove both theorems for the two-stage process, because the theorems for the N-st age process are proved similarly.
We note that for (xn7 An) E X X [-1, l] where ul = 01 (xi, AI) in (4.9) and UQ = o-~(xo, Ao), AI = ^0^0(^0) uo) , UI = 01 (xo, Ao, X15 AI) in (4.10), respectively. Thus, the equality is trivial. We prove
Let us choose an optimal (Markov) policy o-\ for the one-stage process :
From the definition (4. This completes the proof of Theorem 4.3(i).
Proof of Theorem 3.1
Now, in this subsection, let us prove Theorem 3.1 by use of the result of Theorem 4.3.
First we note that any Markov policy for the imbedded problem (4.2) TT = {-no, . . . , T T N -~} together with a specified value of the parameter A. induces the general policy for the problem (2.1) 0-= {gO, . . . , ON-l} as follows :
where
U. = d x o 7 ' 0) Furthermore we see that both the Markov policy TT with a specified value \Q = 1 and the resulting general policy cr yield the same value function :
Second we note that Theorem 4.3 assures the existence of an optimal Markov policy for the imbedded problem (4.2) TT* which together with the value A. = 1 induces the corresponding general policy for the problem (2.1) g*, as is shown by (4.21) . Thus, we get On the other hand, for any general policy for the problem (2.1) o-= {go, . . . , ON-1) we define a general policy for the imbedded problem (4.2) 6 = {(TO, . . . , h-l} by ~o~^o , x I ;^~; . --~x~^~)
'Â¥ o~( x o~x~~---; x~)
Then, we have K0(x0, 1 ; (T) = J O ( X~; g) x0 E X. (4.23) Therefore, the optimality of the policy TT* implies Combining (4.22), (4.24) and (4.23), we get for any general policy cr Thus, the policy g* is optimal for the general problem (2.1). This completes the proof of Theorem 3.1.
Example
In this section we illustrate a multiplicative decision process with negative returns which does not admit any optimal Markov policy. As was mentioned in $3, the illustration also proves Theorem 3.2. We show that bidecision process approach, invariant imbedding approach, and multi-stage stochastic decision tree approach yield a common pair of optimal value functions and optimal policy.
Let us consider the two-stage, three-state and two-action problem as follows :
(ii) UQ G U, ul E U where the data is given as follows (see also [3, pp.152, 1.19-22, pp .B154],[9]) :
Bidecision processes
We note that Theorem 3. The computation proceeds as follows. First
Similarly, we have
Third we have
Thus, we have obtained the Markov strategy (TT* , 6") as follows :
where Now let us construct Markov strategy (TT*, 6").
an optimal policy p* = {G, p \ \ for maximum problem from the The upper policy p* = {p& p:} is defined as follows :
First we have
( s l ) = a2 ( I : ( s~) = "2 7 &(ss) = Second we have the following components of p* (xo, xi) .
S i n c e , r o (~( s l ) )
Similarly ro(71-0 (52)) = r0(a2) = 1.0 > 0 yields Further ro(7rn (4) = ro(al) = -0.7 < 0 does
Imbedded processes
In this subsection we solve the following parametric recursive formula :
The computation proceeds as follows :
Thus, we have optimal value function v1 and optimal second decision function TT* : (-0.33768), a1 A. X 0.6138, a2 A o x (-0.2338), a2 Aox0.4824, a2 A. X (-O.3986 
Hence, substituting A. = 1, we have Now let us from the Markov policy I* construct an optimal general policy 7 = {To, Tl}.
The first decision function is
The second decision function reduces in our data to Note that 0; ^l, "l) # ~' ( 3 3 , ~1 ) .
Thus, the optimal policy <r* is not Markov (but general).
In Figure 1 (resp. Figures 2, 3 mult. = multiplication of the two = rl (ul) X rG (x2) (resp. mult. = multiplication of the three = ro(uo) x rl (ul) X rG(x2)) times = path X mult. sub. = subtotal expected value total = total expected value. history ter. 
