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A instabilidade eléctrica do coração, que pode ser observada no ECG, produz uma sequência 
anormal de contracções, o desempenho funcional do coração diminui, pela redução da sua 
capacidade de bombeamento e eficiência. Este fenómeno denominado de arritmia pode ser 
classificado como frequente ou esporádico. As arritmias infrequentes podem ser avaliadas pela 
monitorização de longa duração através de um exame ECG. Essa quantidade enorme de dados 
necessita de um equipamento de ajuda ao diagnóstico automático, para reduzir o tempo 
necessário à apresentação de um relatório garantindo assim, um tratamento mais rápido do 
paciente. 
A fibrilhação auricular (AF) é a arritmia mais comum encontrada na prática clínica, 
afectando a população em geral. A AF não só se associa a sintomas que reduzem a qualidade de 
vida como também, constitui um factor de risco principal para a morte por doenças 
cardiovasculares. O diagnóstico desta arritmia é normalmente baseado na análise de ECG. 
Esta tese apresenta um sistema de reconhecimento de padrões (ECG-SRPad) baseado em 
modelos de Markov ocultos (HMMs) de observações contínuas (CDHMMs). O Sistema tem por 
base um HMM de Bakis ou ligado da esquerda para a direita com seis estados e cinco 
componentes na mistura Gaussiana por transição. Os sinais de ECG são previamente 
segmentados em pulsos com recurso à detecção do complexo QRS através do algoritmo de Pan-
Tompkins. O modelo de seis estados modela para cada pulso os eventos Q-S, S-T, T, T-P, P e P-
Q. Neste trabalho foram implementados, testados e comparados dois métodos de extracção de 
características; a linearização e a transformada wavelet (WT). Os pulsos seleccionados são os 
pulsos normais (N) e os pulsos com contracção ventricular prematura (PVC) (V). Os tipos de 
ritmo seleccionados são dois dos mais comuns pertencentes à classe das arritmias 
supraventriculares (S) denominados: fibrilhação auricular (AF) e flutter auricular (AFL) e o 
ritmo normal (N). Cada gravação tem duas derivações modificadas de ECG nomeadamente 
MLII e V1 que são modeladas de forma independente. Quando o resultado do reconhecimento é 
diferente nas duas derivações, os pulsos são seleccionados para posterior análise por um 
especialista em cardiologia. Os resultados experimentais foram obtidos em dados provenientes 
da base de dados MIT-BIH arrhythmia database e também em dados do sistema implementado 
de aquisição de dados de baixo custo. 
As técnicas, WT e HMM apresentam características que são apropriadas para a modelação 
de fenómenos de natureza não-estacionária como é o caso do ECG, podendo por isso 










Electrical instability of the heart, which can be identifiable in the ECG, leads to an abnormal 
synchronized contraction sequence reducing pumping efficiency. This phenomenon is named 
arrhythmia and it can be classified as frequent or sporadic. Infrequent arrhythmias can be 
evaluated by long-term ambulatory ECG monitoring. This huge quantity of data requires 
automatic-diagnosis equipment which allows to reduce the work time for a medical physician 
and to accelerate the patient treatment. 
Atrial fibrillation (AF) is the most common arrhythmia encountered in clinical practice, 
affecting the general population. AF is not only related to frequent symptoms and reduced 
quality of life but also constitutes a major risk factor for stroke and mortality from 
cardiovascular diseases. AF pathology diagnostics is usually based on ECG analysis. 
This thesis is concerned with the classification of ECG pulses (ECG-SRPad) by using 
continuous density hidden Markov models (CDHMMs). The baseline system is a Bakis or left-
to-right CDHMMs with a Gaussian mixture model (GMM) associated to each model transition. 
The ECG signal is previously sliced in singular pulses by using the Pan-Tompkins algorithm 
and each pulse class is defined by a six-state model, appearing the Q-S, S-T, T, T-P, P and P-Q 
events. A comparative study of feature extraction methods was done. The considered feature 
extraction methods are the standard linear segmentation and wavelet transform (WT). The types 
of beat being selected are normal (N), premature ventricular contraction (V) which is often 
precursor of ventricular arrhythmia. The types of rhythm being selected are two of the most 
common class of supra-ventricular arrhythmia (S), named: atrial fibrillation (AF) and atrial 
flutter (AFL) and normal rhythm (N). Derivation II modified (MLII) and pre-cordial derivation 
(V1) are used in the studies. Run-time classification errors can be detected at the decoding stage 
if the classification of each derivation is different. These pulses are selected for a posterior 
medical physician analysis. Experimental results were obtained in real data from MIT-BIH 
arrhythmia database and also in data acquired from a implemented low-cost data-acquisition 
system. 
The techniques WT and HMM have appropriate characteristics for modeling non-stationery 
signals as ECG signals. Also, these techniques are complementary. Moreover, a comparative 
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 1. Introdução 
Sumário 
Neste capítulo é feito o enquadramento do trabalho, é introduzida uma abordagem 
global do trabalho, tendo como ponto fulcral as arritmias cardíacas mais frequentes 
presentes em ritmos supraventriculares. 
Apresentam-se os sistemas de ajuda ao diagnóstico existentes para o estudo de arritmias 
cardíacas, bem como os fundamentos teóricos e contribuições práticas que permitam a 
construção de um novo modelo para atingir os objectivos em estudo. 
Finalmente, apresenta-se a motivação, os objectivos e organização da dissertação. 
 
1.1 O Coração  
1.2 O Electrocardiograma 
1.3 Sistemas de ajuda ao diagnóstico de ECG 
1.4 Motivação 
1.5 Sistema de reconhecimento de padrões 
1.6 Organização da dissertação 
 
 SISTEMA PARA AQUISIÇÃO, MONITORIZAÇÃO E ANÁLISE DA ACTIVIDADE CARDÍACA 1.2 
1.1 O CORAÇÃO 
O sistema cardiovascular ou circulatório é composto pelo coração e por uma extensa 
rede de vasos sanguíneos de vários tipos e tamanhos, que se ramificam por todo o 
organismo ligando todas as partes do corpo. No interior desses vasos sanguíneos circula o 
sangue, impulsionado pelas contracções rítmicas do coração. 
1.1.1 MORFOLOGIA E ANATOMIA DO CORAÇÃO  
O coração, à semelhança de outros órgãos do corpo humano, tem uma função bem 
definida, sendo a “bomba” impulsionadora do sistema cardiovascular. Localizado na 
cavidade torácica, atrás do esterno e acima do diafragma, palpita regular e constantemente, 
bombeando o sangue para todo o corpo, figura 1.1 [1]. É um órgão musculoso cavo com a 
forma de cone invertido, com o tamanho aproximado de um punho e pesa 
aproximadamente 250 a 300g. É especial uma vez que pulsa sem a intervenção de uma 
ordem vinda do cérebro, necessitando apenas de impulsos nervosos para que possa 
funcionar. O músculo cardíaco, denominado miocárdio, é responsável pelos seus 
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 No interior do coração existem quatro cavidades: duas na parte superior designadas 
aurículas (ou átrios) e duas na parte inferior, denominadas ventrículos. Estas cavidades 
estão isoladas por um septo que divide o coração em duas metades: a direita e a esquerda, e 
em cada uma delas, existe uma aurícula e um ventrículo. A espessura das aurículas é 
inferior à dos ventrículos uma vez que, a actividade contractiva nas aurículas é bastante 
inferior à dos ventrículos. As aurículas e os ventrículos comunicam entre si, através das 
válvulas auriculoventriculares ou válvulas cúspides: a aurícula direita comunica com o 
ventrículo direito através da válvula tricúspide, formada por três lâminas elásticas unidas às 
paredes do coração, e a aurícula esquerda, por sua vez, comunica com o ventrículo 
esquerdo através da válvula bicúspide ou mitral, formada por duas lâminas inseridas nas 
paredes do coração. No início da artéria aorta e da artéria pulmonar existem, ainda, as 
válvulas semilunares ou sigmóides, figura 1.2 [2]. A principal função destas quatro 
válvulas é fazer com que o sangue circule correctamente no interior do coração, isto é, 




Figura 1.2 Anatomia do coração humano e respectivos vasos sanguíneos (adaptada de [2]). 
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 Cada um dos lados do coração tem uma função específica: o lado esquerdo bombeia o 
sangue que chega dos pulmões para o resto do corpo e o lado direito faz com que o sangue 
regresse ao coração sendo enviado, de novo, para os pulmões. Para o efeito, o coração 
funciona como um par de bombas que trabalham em simultâneo e de forma sincronizada, o 
que proporciona uma circulação sanguínea dupla: a pequena circulação ou circulação 
pulmonar e a grande circulação ou circulação sistémica. A figura 1.3 [3] apresenta os dois 
circuitos que compõem o sistema circulatório: circulação pulmonar e a circulação 
sistémica. 
O sangue que circula pelas veias cavas, entra no coração pela aurícula direita e daí passa 
para o ventrículo direito através da válvula tricúspide. Uma vez no ventrículo, é bombeado 
para a artéria pulmonar através da válvula pulmonar semilunar. Esta artéria ramifica-se em 
dois vasos, um para cada pulmão. Nos pulmões, o sangue circula pelos capilares que 
chegam até aos alvéolos onde liberta o dióxido de carbono e recebe o oxigénio. 
 
 




Sangue pobre em O2, 
rico em CO2 
Sangue rico em O2, 
pobre em CO2 
Lado direito Lado esquerdo 
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Na etapa seguinte, o sangue arterial (rico em oxigénio) regressa pelas vénulas, que se vão 
reunindo, para formar as veias pulmonares e entra na aurícula esquerda. Daí passa ao 
ventrículo esquerdo através da válvula bicúspide e é de novo bombeado através da válvula 
semilunar para a artéria aorta. O sangue passa a circular noutras artérias, que são 
ramificações da aorta, até chegar às arteriólas e daí aos capilares, alimentando as células 
com oxigénio e nutrientes. De regresso, o sangue venoso (rico em dióxido de carbono) 
circula pelas vénulas que se juntam para formar as veias cavas. A veia cava superior 
transporta o sangue venoso da cabeça e membros superiores enquanto a veia cava inferior 
transporta o sangue venoso do resto do organismo, lançando, ambas, o sangue na aurícula 
direita e o processo recomeça. 
A função do lado direito do coração é recolher o sangue saturado de dióxido de carbono 
do corpo e enviá-lo para os pulmões para aí ser libertado, enquanto o lado esquerdo do 
coração recebe o sangue oxigenado para distribuir por todo o corpo. 
O sistema circulatório é por isso, particularmente importante a nível celular e como tal 
tem importantes funções vitais no homem. Não só por ser responsável pelo fornecimento 
de oxigénio e nutrientes às células como também é responsável pela remoção de dióxido de 
carbono e outros produtos de excreção, bem como por manter um pH óptimo e a 
mobilidade das proteínas e células do sistema imunitário [4]. 
1.1.2 O CICLO CARDÍACO  
O ciclo cardíaco completo representa uma sequência de acontecimentos que 
correspondem ao período compreendido entre o início de um batimento cardíaco até ao 
início do batimento seguinte, figura 1.4 [5]. Assim, o pulsar do coração é uma sequência de 
relaxamentos e contracções que impulsionam o sangue na sua circulação pelo corpo. 
O sangue move-se de uma região para outra devido à diferença de pressão. A passagem 
do sangue de uma aurícula para um ventrículo deve-se à pressão na aurícula ser maior do 
que a pressão no ventrículo. A circulação sanguínea entre estas duas cavidades cessa 
quando elas estão a igual pressão. Por esse motivo, o ciclo cardíaco pode ser dividido em 
duas fases: o relaxamento designado por diástole e a contracção denominada por sístole. A 
diástole corresponde à etapa durante a qual as cavidades do coração se enchem de sangue. 
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A sístole corresponde à fase durante a qual as cavidades do coração se esvaziam, figura 1.4 
[5]. Por convenção, considera-se que o ciclo cardíaco normal se inicia na sístole. 
As distensões das fibras musculares das aurículas por acção da diástole geral dilatam-se, 
de forma progressiva, à medida que o sangue chega vindo das veias cavas superior e 
inferior e das veias pulmonares. Quando as duas cavidades estão cheias de sangue, os 
músculos das duas aurículas iniciam o período de contracção – sístole auricular. A pressão 
arterial nestas duas cavidades é superior à pressão nas cavidades inferiores, uma vez que 
estas se encontram no período de relaxamento. Como consequência desta diferença de 
pressão, as válvulas tricúspide e bicúspide abrem-se completamente e os ventrículos 
enchem-se de sangue. Com a dilatação dos ventrículos a pressão intraventricular aumenta 
rapidamente, o que implica o fecho das válvulas tricúspide e bicúspide e consequentemente 
o regresso do sangue às aurículas. 
 
Figura 1.4 Ciclo cardíaco (adaptada de [5]). 
 
Uma vez cheios, os ventrículos contraem-se – sístole ventricular. Assim que a pressão 
dentro dos ventrículos excede a pressão da artéria aorta e da artéria pulmonar, as válvulas 
semilunares abrem-se. O sangue do ventrículo direito segue para a artéria pulmonar através 
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da válvula pulmonar semilunar, enquanto o sangue do ventrículo esquerdo passa para a 
artéria aorta através da válvula aorta semilunar. Com o aumento de volume de sangue, a 
pressão nestas duas artérias aumenta e, no momento em que a pressão arterial se torna 
superior à ventricular, as válvulas semilunares fecham-se – diástole geral. O coração fica 
em repouso, as válvulas tricúspide, bicúspide e semilunares encontram-se fechadas, as 
aurículas estão relaxadas e dá-se o início de um novo ciclo. 
Num ciclo cardíaco podem-se, então, considerar três fases principais: a sístole auricular, 
a sístole ventricular e a diástole geral. Em condições normais, a duração da sístole auricular 
é cerca de 0.1s, a duração da sístole ventricular é 0.3s enquanto a duração da diástole geral 
é 0.4s. O ciclo completo tem uma duração aproximada de 0.8s [6]. 
O número de ciclos cardíacos (ritmo cardíaco) é calculado pela quantidade de 
batimentos, contracções ou pulsos do coração num minuto. Em condições normais, a 
frequência cardíaca varia entre 60 batimentos por minuto (se o valor for inferior considera-
se que há bradicardia) e 100 batimentos por minuto (se o valor for superior diz-se que há 
taquicardia). A frequência cardíaca altera-se consideravelmente segundo a idade, o sexo ou 
a actividade (em repouso, em movimento, entre outros) [6]. O estudo do ciclo cardíaco 
permite entender melhor a coordenação existente entre as funções de relaxamento e de 
contracção e a actividade eléctrica do coração. 
1.1.3 A ACTIVIDADE ELÉCTRICA DO CORAÇÃO   
Nos ciclos cardíacos regulares, aurículas e ventrículos contraem-se de uma forma 
coordenada para impulsionar o sangue pelo corpo. Cada vez que existe uma contracção, 
esta é precedida e provocada por um estímulo ou impulso eléctrico. Os estudos eléctricos 
realizados ao coração têm como suporte científico, os seguintes conceitos básicos: campo 
eléctrico, potencial eléctrico e o de propagação de onda. Aqueles estudos associados a 
diferentes técnicas são a base de novos conhecimentos científicos, dando origem a novos 
instrumentos de trabalho [2]. Dado que o conceito de campo eléctrico só é possível pela 
condição necessária de cargas positivas e cargas negativas, estas cargas estão contidas 
dentro e em torno das células especializadas do coração. 
O coração é um órgão musculoso composto na sua maioria por células musculares 
contrácteis que funcionam de forma semelhante às células do músculo-esquelético. Porém, 
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ao contrário do músculo-esquelético, o músculo cardíaco não é estimulado directamente 
pelo sistema nervoso, por existir em menor número o conjunto de células cardíacas que 
têm a capacidade de gerar o seu próprio potencial de acção, e através das vias de condução 
do coração de enviar um estímulo eléctrico até às células contrácteis. 
Uma célula pode ser considerada como uma cápsula cujo interior é composto por uma 
solução aquosa, concentrada. Esta solução aquosa é composta principalmente pelas 
substâncias químicas básicas: água, electrólitos, proteínas, lípidos e hidratos de carbono. O 
revestimento da cápsula é feito por uma membrana celular. A actividade eléctrica nos 
tecidos vivos é um fenómeno que ocorre a nível celular e é dependente, única e 
exclusivamente da membrana celular [5]. A membrana celular de uma célula excitável 
impede que as moléculas carregadas a atravessem facilmente e quando o fazem é através 
dos seus canais, e de uma forma selectiva. Os meios intracelular e extracelular possuem 
diferentes concentrações iónicas, o que proporciona uma diferença de potencial entre o 
meio interno e o meio externo. À diferença de potencial permanente entre o interior e 
exterior de uma célula dá-se o nome de potencial de membrana, potencial de repouso da 
membrana ou simplesmente potencial de repouso. O interior da membrana celular 
apresenta uma carga eléctrica catódica menor que a carga eléctrica catódica do exterior. 
Este facto permite considerar que o potencial intracelular é negativo em relação ao 
potencial extracelular, que serve como referência (normalmente considerado nulo). O 
potencial de repouso da membrana é cerca de -70 mV (considera-se o meio exterior à 
célula como referência) e diz-se que a célula está polarizada ou no estado de repouso [8]. 
Quando estimulada, acima de um potencial limiar (cerca de -55 mV), uma célula 
polarizada inverte a sua polaridade isto é, o seu interior fica mais positivo e o exterior mais 
negativo. Este processo é conhecido como despolarização, que reflecte o fluxo de cargas 
eléctricas, isto é, uma corrente eléctrica para todas as células ao longo das vias de 
condução. A célula regressa ao estado de repouso pelo processo denominado repolarização 
[7]. Este é possível porque, toda a célula capaz de se despolarizar tem intrinsecamente 
capacidade para se repolarizar e, por conseguinte, se recuperar [6]. Ao processo descrito 
anteriormente que comporta três fases; repouso, despolarização e repolarização, denomina-
se de Potencial de acção, figura 1.5 [5]. As propriedades eléctricas das células cardíacas, 
que permitem a ocorrência dos processos descritos anteriormente são: capacidade de iniciar 
um impulso (automatismo), capacidade de responder a um impulso (excitabilidade) e 
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capacidade de transmitir um impulso (condutividade). A capacidade de responder como 
acção de bomba (contractilidade) e a capacidade de desactivação da contracção 




Figura 1.5 Forma de onda esquemática, aproximada, de um Potencial de acção: fase de repouso 
(A), fase de despolarização (B) e fase de repolarização (C) (adaptada de [5]). 
 
As células cardíacas distinguem-se entre si pelo ponto de vista anatómico-funcional, e 
dividem-se em dois tipos: células contrácteis e células específicas. As células contrácteis 
têm fundamentalmente uma função mecânica, a de bomba. Estas células conjuntamente 
com as células de “Purkinje” são chamadas células de resposta rápida dada a sua natureza 
electrofisiológica por reagirem a estímulos eléctricos. As células específicas são células 
que se encontram no nódulo Sinoauricular (nodo SA), no nódulo Auriculoventricular (nodo 
AV) e no restante sistema de condução intra-auricular e intraventricular. Em relação às 
células contrácteis são diferentes por terem uma resposta mais lenta ao estímulo eléctrico 
e/ou terem automatismo próprio. A sua função é a de formação e de condução do estímulo 
eléctrico. Sob o ponto de vista ultra-estrutural existem três tipos de células específicas: 
células P, ou células “pacemaker”, ou células automáticas (conjunto de células com 
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heterogéneas que se encontram normalmente ao longo de todo o sistema de condução 
cardíaco); e células de “Purkinje” (conjunto de células que se encontram nos ramos do 
feixe de His e da rede de Purkinje, cuja principal função é a condução do estímulo) [6]. A 
figura 1.6 mostra as diferenças entre os potenciais de acção de uma célula automática (A) e 
uma célula de resposta rápida (B). 
 
 
Figura 1.6 Diferenças entre os potenciais de acção de uma célula automática (A) e uma célula 
de resposta rápida (B) (adaptada de [6]). 
 
Na célula automática (A) apresenta-se o potencial de acção dividido em três fases: 0, 3 e 
4 em que, PL é o potencial limiar e o PAT o potencial de acção de transmembrana. Na fase 
0, verifica-se a despolarização rápida contudo, menos acentuada do que em (B). Na fase 3, 
observa-se o processo de repolarização. Por fim, na fase 4, considerada instável, o período 
de repouso é quase inexistente devido ao comportamento dos mecanismos iónicos, o que 
leva à sua substituição por um período de despolarização lento até ao limiar da excitação. 
Na célula de resposta rápida (B), o potencial de acção aparece dividido em cinco fases: 0, 
1, 2, 3 e 4. A fase 0 diz respeito à despolarização rápida, semelhante à observada nas 
células nervosas. Na fase 1, verifica-se uma repolarização rápida inicial, seguida de um 
período de manutenção do estado de despolarização observado na fase 2. Na fase 3, 
observa-se o processo de repolarização rápida até ao potencial de repouso. Na fase 4 dá-se 
o inicio ao período de repouso. Em resumo, as fases 1 e 2 correspondem à contracção ou 
sístole e as fases 3 e 4 ao relaxamento ou diástole. O potencial de transmembrana diastólico 
(ou potencial de repouso) nas células automáticas é cerca de -70 mV, nas células 
musculares situa-se nos -90 mV e nas células de Purkinje é aproximadamente -100 mV. O 
(mV) (mV) 
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pico da fase 0 nas células automáticas atinge os +10 mV; por sua vez, nas células 
musculares vai até aos +20 mV [6]. O sincronismo das actividades descritas anteriormente, 
permite garantir o bom funcionamento do músculo cardíaco porque o período refractário 
tem uma duração aproximada à duração da contracção muscular (cerca de 300 ms) 
evitando assim o seu desgaste mecânico. A sequência destas actividades e processos 
seguem vias específicas dentro do coração, conhecidas como o sistema de condução 
eléctrica do coração ou sistema de condução cardíaco. 
O sistema de condução cardíaco é composto por quatro estruturas interligadas: nodo SA, 
nodo AV, feixe de “His” e rede de fibras de “Purkinje”, figura 1.7 [2]. Em condições 
normais, o nodo SA é o responsável pela fonte do estímulo eléctrico que leva à 
despolarização das aurículas. Em seguida, o mesmo é conduzido pelos feixes internodais 
até ao nodo AV. Deste local, com um certo atraso, o impulso espalha-se pelo feixe de 
“His” para os ramos direito e esquerdo e, por conseguinte, para os ventrículos através da 
rede de fibras de “Purkinje”, dando início à despolarização ventricular. 
 
 





Feixe de His 
Ramos do feixe de His 
Rede de fibras de Purkinje 
15-30/min 
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O nodo SA localiza-se junto ao ponto de união entre a veia cava superior e a aurícula 
direita. Rico em células específicas automáticas é o responsável pela origem do primeiro 
potencial de acção. O estímulo eléctrico gerado no nodo SA segue o seu percurso através 
das vias de condução internodais até ao nodo AV. Neste nodo, também existem células 
específicas que ficam situadas na fronteira entre as aurículas e os ventrículos. Contudo, 
estas células específicas são, em grande maioria, do tipo de transição o que implica a 
condução menos rápida do estímulo eléctrico. Este atraso na propagação do estímulo é 
fundamental pois, evita que aurículas e ventrículos contraiam em simultâneo e por 
conseguinte favorece a sua manutenção em termos de desgaste. O nodo AV, em condições 
regulares é o único meio de condução das aurículas para os ventrículos. Por não possuir 
automatismo, excepto na junção com o feixe de “His”, o ritmo por si gerado é considerado 
um ritmo juncional e não nodal [6]. Nesta junção, em circunstâncias normais, são gerados 
cerca de 40 a 60 impulsos por minuto, o que a torna num marca-passo secundário [7]. A 
propagação do estímulo eléctrico do nodo AV para os ventrículos é feita por células 
específicas rápidas do tipo “Purkinje”. De uma forma simples, pode-se considerar que, este 
sistema é composto inicialmente pelo feixe de “His”. Posteriormente, o feixe divide-se em 
dois ramos: ramo esquerdo e ramo direito com a direcção para o ventrículo esquerdo e 
ventrículo direito, respectivamente. Por fim, numa fase terminal de condução do estímulo 
eléctrico encontram-se as redes de “Purkinje”, que se ramificam pelas paredes interiores 
dos ventrículos. Estas redes proporcionam uma condução rápida do estímulo eléctrico que 
activa cada uma das células contrácteis aí existentes. Os potenciais de acção gerados pelas 
várias células contrácteis causam a formação de uma onda que se propaga através da massa 
ventricular para a parede exterior dos ventrículos, ocorrendo a despolarização dos 
ventrículos. A figura 1.8 mostra os diferentes potenciais de acção gerados pelas células 
características do coração [2]. 
Em condições normais, a estrutura com a frequência intrínseca mais rápida torna-se o 
marca-passo cardíaco dominante. O nodo SA emite cerca de 60 a 100 impulsos por minuto; 
o nodo AV 40 a 60 impulsos por minuto; e os marca-passos inferiores, como o marca-
passo ventricular, 20 a 40 impulsos por minuto. Como o nodo SA é o marca-passo mais 
rápido, torna-se o marca-passo primário e dominante do coração. Contudo, apesar do seu 
funcionamento autónomo, este nodo é influenciado pelo sistema nervoso autónomo através 
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dos nervos dos sistemas Simpático e Parassimpático. As influências destes dois sistemas 
são contrárias, isto é, o sistema Simpático aumenta a frequência do nodo SA, a velocidade 
da condução internodal, a excitabilidade e a força de contracção. Por outro lado, o sistema 
Parassimpático diminui a frequência do nodo SA, a velocidade da condução internodal e a 
excitabilidade. Estes efeitos podem resumir-se pela influência do sistema Simpático no 
aumento da actividade cardíaca e pela influência do sistema Parassimpático na redução da 
mesma actividade. Se um destes sistemas é bloqueado, os efeitos do outro são observados. 
Por exemplo, se o sistema Simpático for bloqueado, apenas os efeitos do sistema 




Figura 1.8 Diferentes potenciais de acção gerados pelas células características do coração 
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Em circunstâncias anormais se falhar a ligação entre o nodo SA e o nodo AV, o nodo 
AV adopta a sua frequência intrínseca, se falhar o sistema de condução no feixe de “His”, 
os ventrículos funcionam com uma frequência intrínseca própria da sua região, que passa a 
ser considerada a dominante. 
1.2 O ELECTROCARDIOGRAMA  
A actividade cardíaca é consequência de uma sucessão de acontecimentos resultantes da 
actividade mecânica e eléctrica das células características (secção 1.1.3) do coração. Como 
resultado dessa actividade eléctrica celular, há correntes que fluem no organismo humano e 
que geram diferenças de potencial na superfície da pele, que podem ser medidas com a 
utilização de equipamentos específicos, como o electrocardiógrafo. O registo gráfico desses 
potenciais de superfície em função do tempo é denominado electrocardiograma (ECG) [10] 
[24]. 
1.2.1 A ORIGEM DO ECG   
Os primeiros estudos sobre a existência de actividade eléctrica em animais foram 
realizados por Luigi Galvani em 1791 [23]. Estes estudos continuaram no século seguinte 
com outros intervenientes: Matteucci, Kölliker e Muller [23]. Em 1872 Gabriel Lippmann 
desenvolveu um equipamento conhecido como o electrómetro capilar. Esse dispositivo era 
capaz de adquirir os sinais eléctricos produzidos pelo coração, directamente através da 
pele, no entanto, não apresentava resposta adequada a altas frequências, o que limitou o seu 
uso. Augustus D. Waller ficou conhecido por realizar, com sucesso, em 1887 o primeiro 
ECG num corpo humano [9]. Enquanto trabalhava no St. Mary’s Hospital, em Londres, 
construiu um electrocardiógrafo fixando um electrómetro capilar de Lippmann num 
projector em que, o traçado do sinal eléctrico do coração era projectado numa placa 
fotográfica movimentada por uma composição (máquina mais carruagens) num circuito de 
comboios (maqueta à escala reduzida) [10] [11]. Em 1897, Clément Ader inventou um 
dispositivo, conhecido como galvanómetro de corda, para obtenção de registos de correntes 
em cabos transatlânticos [12]. Willem Einthoven, Professor de Fisiologia da Universidade 
de Leiden na Holanda, frequentemente chamado de pai da electrocardiografia [7], utilizou 
nos seus primeiros registos electrocardiográficos um electrómetro capilar. Contudo, esse 
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equipamento tinha dois inconvenientes: uma grande inércia e o tempo gasto nas constantes 
correcções matemáticas das curvas produzidas pelo amortecimento do aparelho, o que 
levou Einthoven a procurar uma nova solução. Este começou por dedicar-se ao estudo do 
galvanómetro de bobina de Desprez e d´Arsonval e após vários cálculos chegou à 
conclusão que a solução óptima seria reduzir o número de espiras da bobina, apenas, para 
meia espira. Como consequência destes estudos, projecta uma solução com base num único 
fio, ligado a dois suportes, submetido ao campo electromagnético de um electroíman. A 
solução apresentada ficou conhecida como o galvanómetro de corda de Einthoven, figura 
1.9 [13]. Em relação à questão, se foi Einthoven ou Ader quem inventou o galvanómetro de 
corda, o assunto foi alvo de diferentes opiniões [14] [15]. 
      
 
Figura 1.9 Galvanómetro de corda (adaptada de [13]). 
 
Porém, o desenvolvimento e aplicação deste instrumento, por parte de Einthoven, 
revolucionou o registo de ECG [2] [11] [16]. As vantagens do galvanómetro de corda, em 
relação ao electrómetro capilar são: sensibilidade, melhor padronização, robustez, entre 
outras, tendo esse estudo sido publicado em 1903 [17]. A figura 1.10 mostra uma 
comparação entre os traçados de um electrómetro capilar e do galvanómetro de corda. Em 
1908, Einthoven publicou um artigo [18], considerado um clássico, sobre considerações 
adicionais do ECG, onde abrange o estudo fisiológico do sinal, assim como as suas 
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aplicações para o diagnóstico clínico. Devido às características do primeiro 
electrocardiógrafo de corda (cerca de 270 kg e uma grande complexidade técnica) de 
Einthoven, que não permitiam o seu transporte para o Hospital da Universidade de Leiden, 
foi desenvolvida uma ligação (cerca de 1,5 km), por fios condutores, entre o Hospital e o 
Laboratório de fisiologia da mesma Universidade. Esta ligação foi feita através dos fios 
subterrâneos da rede fixa telefónica de Leiden. Os pacientes eram examinados no Hospital, 
com as extremidades imersas em cubas que continham uma solução condutora, e o registo 
era feito no Laboratório. Ao processo da aquisição de registos da actividade eléctrica do 
coração, por telefone, Einthoven denominou de “Telecardiograma” [19]. Foi desenvolvido, 
desta forma, o primeiro sistema de Tele-electrocardiografia [11].    
 
 
Figura 1.10 Evolução do traçado a: a e b – obtido com o electrómetro capilar; c e d – o mesmo 
corrigido; e e – obtido com o galvanómetro de corda (adaptada de [17]). 
 
No seguimento dos seus trabalhos, foi compreendendo o significado dos traçados obtidos 
nos seus registos e atribuiu a cada deflexão as letras P, Q, R, S e T, em que P representa a 
despolarização auricular, o complexo QRS a despolarização ventricular e T a repolarização 
ventricular, que relacionou com a sístole e diástole cardíacas [3] [6]. Ao aperfeiçoar o seu 
sistema de obtenção de registos da actividade eléctrica do coração, obteve dados para 
concluir sobre um eixo eléctrico cardíaco e por conseguinte apresentar, pela primeira vez, 
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um triângulo equilátero com as três derivações dos membros, consideradas padrão [20]. O 
triângulo ficou conhecido como o triângulo de Einthoven de onde se obtêm as três 
derivações bipolares clássicas I, II e III [2] [21]. 
Sobre a electrocardiografia clássica fica um registo da aula leccionada em Londres, por 
Einthoven, em 1912 à Chelsea Clinic Society sobre as diferentes formas do 
electrocardiograma humano e o seu significado [22]. Nessa aula explicou que a aplicação 
da electrocardiografia no exame clínico produz informações válidas sob dois pontos de 
vista, o estudo das relações de tempo entre a actividade auricular e ventricular e o exame 
das alterações das formas do ECG [16]. 
1.2.2 O SISTEMA DE DERIVAÇÕES  
A colocação dos eléctrodos para aquisição dos sinais de ECG e o modo como se 
posicionam no corpo dependem dos potenciais que se pretende medir (derivações) assim 
como, dos dispositivos utilizados para aquisição de sinal. No ECG podem encontrar-se 
dois tipos de derivações [26]. As derivações bipolares que medem a diferença de potencial 
entre dois pontos (negativo e positivo) do corpo, e as derivações unipolares que medem os 
potenciais absolutos (positivo) em relação a um ponto comum (referência) [6]. Para esses 
estudos, em que se considera o ECG de 12 derivações, o coração é visto em dois planos; o 
plano frontal e o plano horizontal. No plano frontal, os eléctrodos são colocados nas quatro 
extremidades: braço direito (RA), braço esquerdo (LA), perna esquerda (LL) e perna direita 
(RL), de onde se obtêm as derivações bipolares clássicas (I, II e III) e as derivações 
unipolares (aVR, aVL e aVF). No plano horizontal, os eléctrodos exploradores (positivo) 
são colocados em seis pontos clássicos, definidos no tórax, e de onde obtêm-se as 
derivações unipolares pré-cordiais (V1, V2, V3, V4, V5 e V6) [3] [6]. Por uma questão de 
uniformização e contextualização com as referências apresentadas optou-se por, neste 
trabalho, recorrer à nomenclatura Inglesa, sempre que, sejam empregues conceitos padrão.   
Em 1912, Einthoven apresentou um sistema padrão para a colocação e posicionamento 
dos eléctrodos para aquisição dos sinais de ECG [22]. Esse sistema é baseado na 
convenção de que o coração é o centro de uma esfera homogénea que representa o torso. 
Assim as posições dos eléctrodos em RA, LA e LL são os vértices de um triângulo 
equilátero, em que o coração é o centro e os vectores formados pelas três derivações 
formam também um triângulo equilátero. Isto é, ao assumir-se que o coração pode ser 
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modelizado como um simples dipolo eléctrico, localizado no centro de uma esfera que 
representa o torso, com volume e orientação variáveis, valida-se também, que as diferenças 
de potencial medidas em cada uma das três derivações são proporcionais às projecções do 
seu vector eléctrico para cada um dos vectores que representam os lados do triângulo 
equilátero [2]. Cada um dos eixos de projecção desse triângulo forma uma derivação 
bipolar denominada pelos caracteres numéricos romanos I, II e III, conforme apresentado 
na figura 1.11 [10] [25]. 
 
 
Figura 1.11 Sistema de derivações proposto por Einthoven: representação visual das formas de 
onda (A), representação triangular das derivações bipolares (B) e representação vectorial das 
derivações bipolares (C) (adaptada de [25]). 
 
Na figura 1.11 (A) a primeira derivação (I) apresenta a forma de onda (traçado da 
amplitude do sinal ECG em função do tempo) correspondente à diferença de potencial 
entre LA (+) e RA (-), a segunda derivação (II) representa a forma de onda relativa à 
diferença de potencial entre LL (+) e RA (-) e a terceira derivação (III) mostra a forma de 
onda referente à diferença de potencial entre LL (+) e LA (-). De acordo com a lei de 
Kirchhoff das malhas ou das tensões, a soma algébrica das tensões instantâneas numa 
malha (percurso fechado) é igual a zero [29]. O triângulo de Einthoven ilustrado em (B) 
pode ser considerado como um percurso fechado. A relação entre estas duas condições 
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I + III – II = 0  (1.1) 
 
Em 1931, com o objectivo de introduzir mais informação sobre a actividade eléctrica do 
coração no ECG, um grupo de investigadores, liderado por Frank Norman Wilson, 
apresentou um conjunto de estudos sobre as diferenças de potencial produzidas pelo 
coração e a sua relação com o triângulo de Einthoven [27]. Nesses estudos Wilson 
apresentou um novo conceito para a aquisição dos sinais ECG, o conceito de derivação 
unipolar, onde propôs que, os três eléctrodos colocados nos membros do corpo: RA, LA e 
LL medissem, cada um deles, um potencial absoluto (positivo) em relação a uma 
referência, remota, localizada no infinito [2] [28]. Essa referência foi obtida pela ligação de 
uma resistência de 5 kΩ  entre cada um dos três eléctrodos e um ponto comum designado 
por terminal central, actualmente conhecido por terminal central de Wilson (CT), figura 
1.12 [2] [11].  
 
 
Figura 1.12 Terminal central de Wilson (CT): esquema do circuito (A). Imagem da localização 
no espaço (CT’) (B) (adaptada de [2]). 
 
No seguimento dos estudos apresentados por Wilson, assumiram-se algumas considerações 
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absolutos dos três membros, e de acordo com a lei de Kirchhoff dos nós ou das correntes, 
em qualquer nó (CT) de um determinado circuito a soma algébrica das correntes é nula isto 
é, IR + IL + IF
Em 1942, Emanuel Goldberger introduziu uma nova técnica para a aquisição das três 
derivações unipolares do plano frontal [30]. Essa técnica permitiu resolver o problema da 
amplitude das derivações unipolares do plano frontal propostas por Wilson, que 
apresentavam uma amplitude baixa em relação às derivações bipolares do mesmo plano. A 
solução apresentada por Goldberger, de forma a aumentar a amplitude desses sinais, 
consistiu em retirar a resistência entre o CT e o eléctrodo colocado no membro a ser 
medido isto é, a desconexão da derivação constituinte do CT mais próxima à derivação 
unipolar a ser medida, figura 1.13 [2] [25]. As derivações unipolares “aumentadas” 
apresentadas por esta técnica, iniciam-se com a letra “a” e designam-se por aVR, aVL e 
aVF [31]. Os sinais obtidos com estas derivações podem apresentar amplitudes (cerca de 
50%) maiores do que as obtidas anteriormente [10]. 
 = 0 [29] (figura 1.12 (A)). A imagem da localização no espaço do CT, 
representada na figura 1.12 (B), mostra que a localização do CT está no centro do triângulo 
de Einthoven. Ao medir-se a diferença de potencial entre cada membro (RA, LA e LL) e o 
CT obtêm-se três derivações unipolares do plano frontal denominadas de VR, VL e VF. 
 
 
Figura 1.13 Sistema de derivações proposto por Goldberger: exemplo da obtenção da derivação 
aVR pela desconexão do eléctrodo do braço direito (A) e representação triangular das derivações 
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Em 1944, com o objectivo de medir os potenciais perto do coração, Wilson propôs as 
seis derivações unipolares do plano horizontal, conhecidas como pré-cordiais [32]. As seis 
derivações designadas por V1, V2, V3, V4, V5 e V6 obtêm-se pela medição dos potenciais 
absolutos (V1 – V6
 
) de cada uma delas em relação ao CT, figura 1.14 [2] [10] [25]. 
 
 
Figura 1.14 Sistema de derivações proposto por Wilson: Eléctrodos (V1 – V6
 
) posicionados no 
peito e o CT ligado aos membros (A) e localização das derivações unipolares pré-cordiais (B) 
(adaptada de [2] [25]). 
Os eléctrodos que medem esses potenciais são aplicados nas posições designadas por 
clássicas: V1 e V2 são colocados no quarto espaço intercostal, do lado direito e do lado 
esquerdo do esterno, respectivamente; V3 fica entre V2 e V4; V4 é colocado no cruzamento 
entre o quinto espaço intercostal e a linha média clavicular esquerda; V5 fica entre V4 e 
V6, no mesmo nível horizontal que V4 mas na linha anterior axilar esquerda; e por fim, V6 
é colocado no mesmo plano horizontal de V4
Os sistemas de ECG existentes empregam, na sua maioria, as 12 derivações 
apresentadas anteriormente. Contudo, devido a interferências nos sinais de ECG 
provocadas por ruídos que advêm da actividade muscular, respiração, transpiração, 
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deslocamento dos eléctrodos, entre outros, nas provas de esforço principalmente, podem-se 
colocar os eléctrodos noutras posições. O sistema mais conhecido que permite minimizar 
esses ruídos baseia-se numa série de variações das derivações de Einthoven em que, os 
eléctrodos não são colocados nos membros (RA, LA, RL e LL) mas, em zonas 
correspondentes no torso. Esse método é conhecido por sistema de Mason-Likar [33]. 
As seis derivações do plano frontal são obtidas a partir dos mesmos três pontos de 
medida. Contudo, quaisquer duas destas seis derivações contêm a mesma informação que 
as outras quatro. Mais de 90% da actividade eléctrica do coração pode ser explicada com 
base no modelo do dipolo eléctrico [34]. A medição de três componentes individuais é 
suficiente para caracterizar este dipolo. Para tal, duas derivações bipolares dos membros (I, 
II e III) podem dar informação sobre o plano frontal e uma derivação unipolar pré-cordial 
pode ser escolhida para dar informação sobre o plano horizontal. O arranjo de três destas 
combinações deve ser suficiente para descrever completamente o vector eléctrico do 
coração [2] [6]. A tabela 1.1 mostra uma descrição e a relação matemática entre as 12 
derivações clássicas. 
Tabela 1.1 Descrição e relação matemática das 12 derivações clássicas 
Autor Derivação Eléctrodos usados  Relação matemática 
Einthoven Bipolar RA, LA, LL e RL I = LA – RA 
II = LL – RA 
III = LL – LA 
Goldberger Unipolar aumentada  RA, LA, LL e RL aVR = RA - ½ (LA + LL) 
aVL = LA - ½ (LL + RA) 
aVF = LL - ½ (LA + RA) 
Wilson Unipolar pré-cordial V1, V2, V3, V4, V5 e V V1 = V6 1
V2 = V
 – (RA + LA + LL) / 3 
2
V3 = V
 – (RA + LA + LL) / 3 
3
V4 = V
 – (RA + LA + LL) / 3 
4
V5 = V
 – (RA + LA + LL) / 3 
5
V6 = V
 – (RA + LA + LL) / 3 
6 – (RA + LA + LL) / 3 
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1.2.3 A MORFOLOGIA E NOMENCLATURA DO SINAL ECG NORMAL  
Os sistemas de ECG convencionais registam os traçados das alterações da actividade 
eléctrica do coração, numa tira de papel padrão que se move com velocidade constante 
[35]. A padronização é essencial para se poder avaliar adequadamente o tamanho das 
deflexões, mesmo que o ECG tenha sido aumentado ou reduzido no seu tamanho [7]. 
O papel de ECG é um papel padronizado em que o registo é feito à velocidade de 25 
mm/s (em situações especiais a velocidade pode ser de 50 mm/s) e com uma amplitude 
cuja sensibilidade é de 0.1 mV/mm. A tira de papel quadriculado está dividida em 
quadrados grandes de 5 mm de lado. Esses, por sua vez, estão divididos em 5 quadrados 
mais pequenos de 1x1 mm. A uma velocidade de 25 mm/s, cada quadrado grande 
corresponde a 0.2 s e cada quadrado pequeno é percorrido em 0.04 s. A uma sensibilidade 
de 0.1 mV/mm, cada quadrado grande corresponde em tensão a 0.5 mV e a cada 10 mm 
(dois quadrados grandes) equivale 1 mV, figura 1.15 [2] [6]. 
 
 
Figura 1.15 A morfologia e nomenclatura do ECG normal (adaptada de [2]). 
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Na figura 1.15, apresenta-se a morfologia e a nomenclatura do sinal de ECG normal 
correspondente à II derivação de Einthoven. Nesse registo consta a actividade eléctrica do 
coração quando este está ou não em repouso. Para se entender melhor esses estados é 
necessário definir o conjunto de termos utilizados: a linha isoeléctrica corresponde ao nível 
de tensão considerada para o coração em repouso; uma onda é uma variação no nível de 
tensão que se pode visualizar através de uma deflexão positiva ou negativa e sendo 
assinalada pelos caracteres alfabéticos P, Q, R, S, T e U; um complexo é um conjunto de 
várias ondas em que no ECG se atribui ao intervalo QRS; um segmento é a distância entre 
duas ondas e um intervalo representa vários estados que incluem ondas e segmentos [6] 
[36]. No que diz respeito à sequência dos eventos de despolarização e repolarização, 
descritos no ECG normal, durante o ciclo cardíaco pode dizer-se que: no início do 
processo, após o estímulo eléctrico ter sido gerado no nodo SA, a onda P é aquela que 
resulta da despolarização das aurículas; o segmento isoeléctrico P-R corresponde ao atraso 
na propagação do sinal no nodo AV; o complexo de ondas QRS representa a 
despolarização dos ventrículos; o segundo segmento isoeléctrico S-T caracteriza a 
excitação total dos ventrículos; a onda T reflecte a repolarização dos ventrículos e quanto à 
onda U, por ser considerada inconstante (só aparece em alguns indivíduos), existem 
diferentes teorias sobre o seu aparecimento [5] [24] [37]. A repolarização auricular possui 
uma amplitude muito baixa e ocorre muito próximo do complexo QRS o que implica que 
este estímulo não seja visível no ECG normal [2] [6]. O intervalo P-R representa a 
actividade eléctrica das aurículas enquanto, o intervalo Q-T representa a actividade 
eléctrica dos ventrículos. Sobre a morfologia das ondas, e tomando como exemplo a onda 
P, esta pode ser, positiva, negativa ou difásica [6]. As alterações na morfologia das ondas, 
em relação ao ECG normal serão abordadas no capítulo II (secção 2.2). 
1.2.4 OS ELÉCTRODOS   
A observação da forma como determinado processo evolui no tempo implica um 
conjunto de ferramentas que permitam monitorizar o seu estado e mediante um sistema de 
controlo ou decisão efectuar acções sobre o mesmo. 
Ao admitir-se um estudo sob a óptica da Engenharia, o sistema cardiovascular e em 
particular o coração, pode ser considerado como um processo (electromecânico), ainda que 
complexo, em que o seu funcionamento é caracterizado por uma sequência de estados bem 
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definidos e conhecidos [36] [38]. A figura 1.16 apresenta um diagrama de blocos típico do 
processo em estudo. Esta figura sugere um sistema em malha fechada contudo, não deve 
ser interpretado como tal uma vez que o diagnóstico pode levar a que certas acções sejam 
tomadas pelo cardiologista. Neste processo, como em qualquer outro, a aquisição de sinais 
é feita através de um sensor para o sistema de processamento. Na prática, nos sistemas 
convencionais de ECG, o elemento sensor que se utiliza para a aquisição dos sinais gerados 





Figura 1.16 Diagrama de blocos típico de um sistema de monitorização de ECG. 
 
Um eléctrodo é um transdutor uma vez que converte as correntes iónicas geradas pela 
actividade eléctrica do coração em correntes electrónicas, passíveis de serem adquiridas 
pelos sistemas de processamento [39]. O dispositivo médico, utilizado na aquisição de 
biopotenciais, é fabricado e comercializado de acordo com as normas padrão da American 
Heart Association (AHA) [43] e da International Electrotechnical Commission (IEC) [44]. 
A tabela 1.2 apresenta a nomenclatura e o código de cores, atribuídos a cada eléctrodo para 
aquisição dos biopotenciais, conforme os dois padrões apresentados anteriormente [45]. A 
aquisição dos biopotenciais pode ser realizada por dois tipos de eléctrodos: eléctrodos do 
tipo invasivo ou eléctrodos do tipo não-invasivo. Os primeiros permitem obter 
biopotenciais dentro do corpo humano, sendo o seu uso adequado a situações específicas. 
Os segundos, também conhecidos por eléctrodos de superfície permitem obter 
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eléctrodos activos [40]. Os eléctrodos passivos, devido ao seu custo reduzido em relação 
aos eléctrodos activos, são provavelmente os mais utilizados nos ECG convencionais. 
Estes são, geralmente, fabricados em ouro (Au), em liga de prata com cloreto de prata 
(Ag/AgCl), ou metálicos revestidos com materiais políméricos [40]. Para aplicações 
designadas de “ECG de repouso”, regularmente, são utilizados eléctrodos de sucção para as 
derivações pré-cordiais e eléctrodos de placa para as derivações das extremidades. Os 
eléctrodos de Ag/AgCl (normalmente em forma de disco e/ou descartáveis) são utilizados, 
em grande parte, nas aplicações designadas por “ECG de prova de esforço”, “ECG 
dinâmico (Holter)” e “ECG ambulatório” [21]. O seu comportamento químico torna-os 
mais imunes ao ruído de baixa frequência [39]. Sobre os eléctrodos passivos, importa 
referir que é necessário a utilização de um elemento electrólito que faça o ajuste de 
impedâncias entre a pele (alta impedância) e o eléctrodo (baixa impedância). O electrólito é 
um gel que pode utilizar-se em pasta ou creme depois de uma abrasão prévia da pele no 
local de contacto [41]. Sobre os eléctrodos passivos não descartáveis, é importante a sua 
limpeza uma vez que pode ocorrer oxidação que dificulte a passagem de corrente eléctrica 
e a ligação pele/eléctrodo. Por outro lado, a lavagem frequente dos eléctrodos com uma 
solução com 1/3 de vinagre e 2/3 de água tépida mantém-nos limpos e em bom 
funcionamento [6]. 
 Tabela 1.2 Nomenclatura e código de cores para eléctrodos (cabo), standards AHA e IEC 
Derivações Nomenclatura AHA Cores AHA Nomenclatura IEC Cores IEC 
Extremidades RA (Braço Direito) 
LA (Braço Esquerdo) 
LL (Perna Esquerda) 
RL (Perna Direita) 
Branco  R (Braço Direito) 
L (Braço Esquerdo) 
F (Perna Esquerda) 
N (Perna Direita) 
Vermelho  
Preto  Amarelo  
Vermelho  Verde  














Amarelo  Amarelo  
Verde  Verde  
Azul  Castanho  
Laranja  Preto  
Violeta  Violeta  
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Os eléctrodos activos, também designados por eléctrodos secos, permitem suprimir a 
necessidade da preparação da pele e do meio condutor isto é, evitam o efeito abrasivo 
(desgaste da pele para reduzir a impedância de interface) provocado aquando da utilização 
de eléctrodos passivos. Ao aumentar-se suficientemente as dimensões destes eléctrodos, 
podem obter-se traçados de ECG sem estes estarem em contacto com a pele [42]. A figura 
1.17 mostra alguns tipos de eléctrodos, cabos e acessórios para eléctrodos utilizados nos 
ECG convencionais [45] [46] [47]. Nesta, pode observar-se a diferença entre os eléctrodos 
de sucção, referência DRV175 (Ø 20mm) e referência DRV174 (Ø 15mm) em que, o 











Figura 1.17 Eléctrodos, cabos e acessórios utilizados nos ECG convencionais (adaptada de [45] 
[46] [47]).  
 
Os cuidados a observar na colocação dos eléctrodos assim como as suas dimensões, 
formas e interligações através de cabos e outros acessórios, são de extrema importância 





Cabos e acessórios para eléctrodos   
Sucção (pré-cordiais) 






ECG 12 Derivações 
Extremidades 
Pré-cordiais  Standard IEC 
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1.3 SISTEMAS DE AJUDA AO DIAGNÓSTICO DE ECG 
A actividade eléctrica do coração pode ser monitorizada através de diferentes sistemas 
em que, os dispositivos médicos utilizados possuem características mais ou menos 
complexas. Esses dispositivos têm custos médios idênticos contudo, sofrem um incremento 
à medida que se tornam mais complexos [46] [47]. Conforme a idade, sexo, mobilidade, 
entre outros, os pacientes são sujeitos a diferentes sistemas de monitorização de ECG [21].  
Os exames de “ECG de repouso”, considerados de rotina, são realizados em 
consultórios médicos da especialidade em que em poucos minutos, o diagnóstico é feito de 
imediato e o relatório é entregue de seguida. Normalmente, neste tipo de exames utilizam-
se dispositivos até 12 derivações. Um outro exame que é feito em consultórios médicos da 
especialidade e no qual, se utilizam dispositivos para 12 derivações é o “ECG prova de 
esforço”. Contudo, devido ao ruído provocado por diversos factores (secção 1.2.2) os 
eléctrodos são colocados segundo a configuração proposta por Mason-Likar [33] [48]. Em 
relação ao número de dados adquiridos, este é bastante superior ao “ECG de repouso” o 
que implica que o relatório seja entregue posteriormente, habitualmente uma semana, após 
o exame. Quando é necessário monitorizar a actividade eléctrica do coração por períodos 
de tempo mais alargados, como é o caso da confirmação de arritmias como causa de 
sintomas ocorridos durante a actividade diária (de um indivíduo), ou no prognóstico de 
ocorrências futuras dessa actividade, recorre-se a outro tipo de exames [21]. Nestes casos 
existe uma divisão quanto ao factor risco. Nos pacientes em que o risco é considerado 
baixo, o exame pode ser feito por um sistema dinâmico (conforme a colocação dos 
eléctrodos permitem obter diferentes derivações) conhecido como “ECG Holter” [49] em 
que a aquisição de ECG é feita durante horas ou até mesmo dias e os dados são guardados 
em memória para posterior análise [21]. No caso de dados adquiridos em 24 horas o 
número de pulsos para monitorizar, num indivíduo com um ritmo normal (cerca de 70 
batimentos por segundo), ascende os 100 000 pulsos. Conforme as anomalias da actividade 
eléctrica do coração que se queiram monitorizar, estes sistemas geralmente, utilizam 
dispositivos para 2 ou 3 derivações obtidas das 12 derivações padrão ou de outras 
derivações não padrão. Existem derivações ou traçados de ECG mais eficientes que outros 
na monitorização de certas patologias. Um exemplo, são as derivações MLII (derivação II 
modificada) e V1 (pré-cordial) para a detecção de arritmias que determinam ritmos 
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supraventriculares mais frequentes como a Fibrilhação Auricular (AF) e Flutter Auricular 
(AFL) [6] [50]. Em relação aos pacientes cujo risco é considerado elevado, como aqueles 
que sofrem de paralisias, que necessitam de tratamentos ao nível da fisioterapia e por 
consequência com mobilidade reduzida, existe uma solução para a realização da 
monitorização de ECG baseada em dispositivos portáteis de telemetria. Normalmente, 
esses dispositivos são do tipo “Holter” que podem ter tecnologias de transmissão de dados, 
entre o paciente e o sistema de monitorização, por rádio frequência (RF). O conjunto 
desses dispositivos é conhecido por telemetria médica ou “ECG ambulatório” em que os 
pacientes são monitorizados em tempo real. Assim, pode obter-se um diagnóstico imediato 
e “agir” sobre o paciente, sempre que necessário [21].  
1.3.1 O ECG DE REPOUSO   
Os exames de saúde para monitorização da qualidade de vida de um profissional activo 
podem ser de admissão, periódicos ou ocasionais e obedecem a normas orientadoras 
definidas na legislação e aplicadas pela Vigilância da Saúde – Medicina no Trabalho. Esses 
exames obedecem a uma metodologia sendo, por exemplo, no caso dos exames periódicos 
realizados anualmente para os profissionais com idades inferiores a 18 anos e iguais ou 
superiores a 50 anos e bienais para os restantes profissionais. Um desses exames tem como 
objectivo a avaliação da actividade cardíaca e o ECG de repouso é uma das ferramentas 
mais utilizadas para essa monitorização [51].      
No ECG de repouso existe um conjunto de parâmetros (campos que constam na 
impressão em formato de papel do ECG) padrão, além dos traçados de ECG, que devem 
ser observados pelos fabricantes de acordo com as normas AHA e IEC [43] [44] [45]. O 
dispositivo normalmente designado electrocardiógrafo, proposto pelos diversos fabricantes 
apresenta formatações diferentes para apresentação desses dados em formato de papel. 
Contudo nessa impressão, os parâmetros padrão aparecem normalmente, por blocos que 
caracterizam: os dados sobre o paciente como o seu nome, a informação relativa ao 
dispositivo de aquisição do sinal como a velocidade de aquisição dos traçados de ECG e a 
amplitude do sinal, os dados sobre a morfologia e nomenclatura do sinal como o complexo 
QRS e o segmento PQ, a informação sobre a frequência cardíaca e um relatório sobre as 
conclusões da observação desse exame, assim como o nome do técnico responsável pelo 
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exame. A figura 1.18 apresenta a impressão, em papel, de um ECG com as 12 derivações e 
os parâmetros padrão referidos anteriormente. 
 
 
Figura 1.18 Impressão, em papel, de um ECG de 12 derivações com os parâmetros standards. 
 
No apêndice A apresenta-se a impressão, em papel, de outros formatos de um ECG com 
diferentes configurações, mantendo contudo, os parâmetros padrão. 
1.3.2 O ECG HOLTER 
Quando os resultados de um ECG de repouso são inconclusivos, existem dúvidas em 
relação ao diagnóstico ou o paciente continua com sintomas que justifiquem mais exames, 
um outro exame pode ser sugerido, o ECG Holter. 
A realização de um ECG Holter implica a necessidade de monitorizar a actividade 
eléctrica do coração por longos períodos de tempo. Os dispositivos usados neste exame são 
portáteis pelo que características como o peso, as dimensões, entre outros devem ser tidas 
em conta para conforto do paciente. As derivações ou traçados de ECG mais apropriadas a 
Dados sobre o paciente 
Relatório 
Nome do técnico responsável Dados sobre o sinal 
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cada caso são escolhidas de acordo com a sintomatologia e historial do paciente 
dependendo por isso também da experiência do cardiologista ou técnico responsável pelo 
exame [21]. A figura 1.19 apresenta a impressão, em papel, de um exame Holter com duas 
derivações de ECG. 
 
 
Figura 1.19 Impressão, em papel, de um exame Holter com duas derivações de ECG. 
 
Pela observação da figura 1.19 verificam-se duas derivações com a terminologia 1 e 2, 
enquanto, na figura 1.18 as derivações aparecem com a nomenclatura padrão. Por este 
motivo, muitos profissionais de cardiologia atribuem o nome de traçado de ECG a uma 
determinada derivação de ECG pois, a observação em causa pode ser ou não padrão. Como 
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o exame ECG Holter decorre, normalmente, num período de 24 horas, os registos gravados 
permitem obter e sinalizar batimentos cardíacos fora do intervalo considerado normal (60 a 
100 batimentos por minuto), como a bradicardia (inferior a 60 batimentos por minuto) ou 
taquicardia (superior a 100 batimentos por minuto) [6]. Estes dados podem ser obtidos pela 
medição temporal de duas ondas R consecutivas (intervalo R-R). O número elevado de 
dados (pulsos de ECG) a observar pelos cardiologistas ou técnicos de cardiologia, neste 
tipo de exames, torna o processo moroso, repetitivo e muitas vezes cansativo, o que pode 
levar a alguns erros no diagnóstico. 
1.4 MOTIVAÇÃO 
O ECG é uma ferramenta de diagnóstico antiga e por consequência considera-se que o 
ECG é um sinal de interpretação simples estando já bastante explorado. Contudo, neste 
campo, permanecem problemas de difícil resolução que vêem sendo resolvidos de forma 
incremental com os avanços nas técnicas de filtragem, reconhecimento de padrões e 
classificadores. Esses avanços devem-se sobretudo ao incremento na capacidade de 
memória e processamento que os computadores têm disponibilizado ao longo das últimas 
décadas [21]. 
A actividade eléctrica do coração, que pode ser observada no ECG, mostra uma 
sequência normal ou anormal de contracções (actividade mecânica). No caso de essa 
actividade ser estável, em que produz uma sequência normal de contracções, o exame ECG 
de repouso é suficiente para a ajuda ao diagnóstico. No caso em que existe uma 
instabilidade que por consequência produz uma sequência anormal de contracções, o 
desempenho funcional do coração diminui, pela redução da sua capacidade de 
bombeamento e eficiência. Este fenómeno denominado de arritmia pode ser classificado 
como frequente ou infrequente (esporádico). As arritmias infrequentes podem ser avaliadas 
pela monitorização de longa duração através do exame ECG Holter. Essa quantidade 
enorme de dados necessita de um equipamento de ajuda ao diagnóstico automático, para 
reduzir o tempo necessário à apresentação de um relatório aumentando assim, a qualidade 
de vida dos pacientes. 
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De entre as arritmias mais frequentes, a fibrilhação auricular (AF) é talvez, a arritmia 
mais comum encontrada na prática clínica, afectando aproximadamente 0.5 a 1% da 
população mundial. A AF está associada a sintomas que reduzem a qualidade de vida como 
também, constitui um factor de risco principal para a morte por doenças cardiovasculares, 
entre outras [52]. 
A monitorização contínua durante um período prolongado de tempo é fundamental para 
aumentar a compreensão de anomalias cardíacas dos pacientes. Esta situação obriga à 
monitorização permanente feita pelos cardiologistas ou em alternativa recorrendo a 
equipamento automatizado para detecção de anomalias que pode identificar tipos diferentes 
de arritmias. Os dispositivos existentes de ajuda ao diagnóstico tornam-se dispendiosos 
quando incorporam software para a interpretação de dados [46] [47]. As dúvidas sobre a 
sua robustez aumentam quando falham na interpretação desses dados. Um caso frequente é 
a atribuição de uma arritmia (por confusão na interpretação dos dados/sensibilidade ao 
ruído) a um paciente quando este, na realidade, não a tem. Estas falhas obrigam o 
cardiologista ou o técnico de cardiologia a rever os traçados de ECG e por conseguinte à 
realização de um novo diagnóstico. Um outro problema prende-se com a incompatibilidade 
da formatação dos dados apresentada pelos diferentes dispositivos de ECG. Apesar da 
legislação existente, que obriga à observação das normas padrão [43] [44], por parte dos 
fabricantes, no que diz respeito à construção dos dispositivos de ECG, o mesmo não se 
verifica em relação ao software em que, cada fabricante desenvolve os seus próprios 
padrões e por conseguinte não existe compatibilidade entre eles [53]. Os softwares de 
interpretação são, normalmente, desenvolvidos em colaboração com Universidades dos 
países que fabricam os dispositivos de ECG como é o exemplo da ASPEL de origem 
Polaca. Um outro exemplo, o dispositivo LIFEPAK 12 defibrillator/monitor, da Physio-
Control, Inc., incorpora um programa de análise e interpretação de ECG (GE Medical 
System 12 SLTM
Portanto, pretende-se desenvolver uma ferramenta robusta para análise da actividade 
eléctrica do coração que contribua para o estudo (e consequente diagnóstico) de arritmias 
mais frequentes, presentes em ritmos supraventriculares. Esta ferramenta possibilitará, não 
só, a redução significativa do tempo de análise por recorrer a técnicas avançadas de 
processamento de sinal, como também a compatibilidade de software entre dispositivos e 
) desenvolvido por um especialista, que só pode ser comercializado fora 
dos EUA e não é aconselhado em pediatria [45].  
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base de dados (DB) utilizadas, assim como o recurso a hardware modular para interface da 
aquisição de dados, com as vantagens económicas que daí advêm. 
1.5 SISTEMA DE RECONHECIMENTO DE PADRÕES 
A figura 1.20 apresenta um diagrama de blocos do sistema proposto de reconhecimento 






 Figura 1.20 Diagrama de blocos do sistema proposto de reconhecimento de padrões para ajuda 
ao diagnóstico de ECG (ECG-SRPad). 
 
O ECG-SRPad é um sistema modular que tem como dados de entrada sinais de ECG 
oriundos do sistema de aquisição de dados desenvolvido e da base de dados de arritmias do 
MIT-BIH (DB MIT) (MIT-BIH arrhythmia Database [54]). Como saídas apresenta uma 
ferramenta de ajuda ao diagnóstico de ECG baseada num classificador de pulsos de ECG, 
que tem como suporte a transformada wavelet (WT) e os Modelos de Markov Ocultos 
(HMMs). 
O sistema de aquisição de dados apresentado neste trabalho é constituído por duas 
componentes, uma de hardware e outra de software. O hardware desenvolvido é baseado 
numa placa de circuito impresso (PCB) com pré amplificador, filtros e interface para os 
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eléctrodos Ag/AgCl. O sinal da actividade eléctrica do coração é filtrado, amplificado e 
convertido num sinal digital. Uma placa de aquisição de dados comum, tipo NI 6014 ou NI 
USB 6210, foi utilizada para controlo do hardware e para a conversão analógico/digital 
(A/D). O software para aquisição como para monitorização do sinal ECG foi desenvolvido 
em MATLAB. Uma base de dados (DB), com os parâmetros obrigatórios descritos [38] 
[45], foi criada para guardar os sinais adquiridos. Esses sinais foram convertidos, por 
questões de compatibilidade com a base de dados de arritmias MIT-BIT, no formato MIT-
BIH 212. 
O sistema de classificação de pulsos de ECG é constituído por um HMM e dois 
conjuntos de dados; o conjunto de treino e o conjunto de teste. No conjunto de treino o 
sistema “aprende” os padrões de referência que representam os diferentes ritmos 
supraventriculares. No conjunto de teste faz-se um reconhecimento, durante o qual um 
padrão de entrada desconhecido é identificado de acordo com o conjunto dos modelos dos 
padrões de referência. Os dados de entrada no conjunto de treino são provenientes da DB 
MIT enquanto, os dados para teste são provenientes da DB do sistema de aquisição 
desenvolvido e da DB MIT. Os sinais (registos de longos períodos de aquisição de ECG) 
provenientes dessas bases de dados são novamente filtrados, recorrendo a filtros digitais. 
Após todo o processamento descrito anteriormente os sinais de ECG são segmentados em 
pulsos com recurso à detecção do complexo QRS através do algoritmo de Pan-Tompkins. 
[55]. Uma vez em pulsos individuais, procede-se a extracção de características utilizando a 
transformada Wavelet (WT). Os pulsos são agora caracterizados por observações 
simultâneas correspondentes às escalas (níveis diferentes de focagem) adequadas ao sinal 
ECG. A segmentação linear foi outro método testado para extracção de características [56]. 
Os processos descritos anteriormente são comuns ao conjunto de treino e ao conjunto de 
teste. No conjunto de treino faz-se, ainda, a selecção do tipo de pulso pela anotação dada 
individualmente, pelos especialistas em cardiologia do MIT, segundo a tabela B (ver 
apêndice B) [54]. Nos ritmos estudados neste trabalho, as anotações seleccionadas para 
treino foram para as observações de um pulso normal o carácter (N) e para as observações 
de um pulso com contracção ventricular prematura (PVC) o carácter (V). As observações 
são agrupadas por anotações em que lhe são atribuídas uma classe. Cada classe de 
observações é modelada posteriormente, segundo o ritmo a que pertence, utilizando um 
HMM de Bakis, ou ligado da esquerda para a direita, com 6 estados e 5 componentes na 
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mistura Gaussiana por transição. No âmbito deste trabalho foram treinados, e armazenados, 
quatro Modelos (padrões de referência sob a forma de modelos de Markov) para o estudo 
das arritmias mais frequentes, presentes em ritmos supraventriculares. No conjunto de teste 
introduz-se uma sequência de observações correspondentes a pulsos, de uma determinada 
gravação, de um determinado paciente em que o processo de reconhecimento consiste em 
encontrar o HMM padrão para o qual a probabilidade de emissão da sequência observável é 
máxima. Essa optimização é conseguida recorrendo ao critério da máxima verosimilhança. 
No sistema proposto quando existe uma “incerteza elevada” sobre a classificação de um 
pulso desconhecido, este selecciona o pulso para posterior análise por um especialista em 
ECG. Daí, dizer-se que, o sistema desenvolvido é um sistema de ajuda ao diagnóstico de 
ECG. 
O ECG-SRPad correspondente ao trabalho desenvolvido nesta tese, tem como objectivo 
o estudo de arritmias mais frequentes na rotina clínica, como a AF e o AFL, encontradas 
em ritmos supraventriculares e por conseguinte apresenta um conjunto de vantagens 
descritas de seguida: 
• Sistema Modular que permite diferentes configurações para aquisição de 
traçados ou derivações de ECG; 
• Sistema de baixo custo; 
• Sistema concebido com recurso a técnicas avançadas de processamento de sinal 
como as WT e HMMs; 
• Facilmente adaptável ao estudo de outras arritmias presentes, por exemplo, em 
ritmos ventriculares. Para isso é só mudar a DB de treino; 
• Software desenvolvido em MATLAB que “corre” tanto no sistema operativo 
(OS) Windows como no (OS) Linux; 
• Formatação compatível dos dados que permite uma troca de informação entre as 
DB utilizadas. 
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1.6 ORGANIZAÇÃO DA DISSERTAÇÃO   
No presente capítulo foi feita uma introdução à morfologia e anatomia do coração. 
Apresenta-se a evolução do electrocardiograma (ECG), os seus constituintes assim como, 
sistemas de ajuda ao seu diagnóstico. Também é apresentado o sistema de reconhecimento 
de padrões desenvolvido neste trabalho. 
No capítulo 2 Apresenta-se uma abordagem sobre os ritmos supraventriculares, mais 
frequentes, com ênfase para o ritmo sinusal (N), fibrilhação auricular (AF) e flutter 
auricular (AFL). Apresentam-se também alguns métodos para a classificação de sinais do 
tipo ECG.  
O capítulo 3 descreve as técnicas de processamento de sinal e os métodos utilizados 
para a extracção de características e classificação de pulsos de ECG. 
No capítulo 4 apresentam-se as técnicas e métodos utilizados e resultados 
experimentais. 
No capítulo 5 apresentam-se as conclusões do trabalho efectuado e são referidas 
perspectivas futuras de desenvolvimento. 





















 2. Ritmos supraventriculares 
Sumário 
Neste capítulo faz-se referência ao electrocardiograma normal assim como, à 
metodologia de avaliação e interpretação dos seus parâmetros padrão. 
Apresentam-se também as arritmias consideradas comuns que determinam os ritmos 
supraventriculares mais frequentes. 
No final apresentam-se os sistemas de reconhecimento de padrões mais utilizados para o 
estudo de sinais de ECG. 
 
2.1 O Electrocardiograma normal 
2.2 Ritmos supraventriculares 
2.3 Sistemas contemporâneos de reconhecimento de padrões 
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2.1 O ELECTROCARDIOGRAMA NORMAL 
O electrocardiograma (ECG) considerado normal apresenta uma metodologia de 
avaliação e interpretação baseada num conjunto de parâmetros padrão [2] [6] [7]. Desses 
parâmetros faz parte o ritmo cardíaco que em condições normais é designado por ritmo 
normal ou sinusal do coração. Contudo, podem aparecer outros ritmos considerados de 
anormais ou não sinusais do coração como a fibrilhação auricular (AF), flutter auricular 
(AFL), entre outros [2] [5] [6]. 
O ritmo cardíaco normal do coração é um ritmo supraventricular como tal faz parte da 
secção 2.2 por estar relacionado com a caracterização de ritmos anormais do coração 
conhecidos como arritmias. 
2.1.1 A NOMENCLATURA  
O ECG normal é composto por várias ondas, segmentos e intervalos como mostra a 
figura 2.1. Os conceitos associados a esses termos estão descritos na secção 1.2.3.  
 
 
Figura 2.1 Nomenclatura das ondas, segmentos e intervalos de um ECG normal – sua localização e 
limites (adaptada de [2]). 
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Porém, para o enquadramento dos temas tratados neste capítulo faz-se referência à 
nomenclatura do sinal ECG normal, no qual: 
• A onda P é normalmente a primeira deflexão que surge no ECG em cada ciclo 
cardíaco e representa a despolarização das aurículas 
• O conjunto das ondas Q, R e S formam o complexo QRS que resulta da 
despolarização dos ventrículos 
• A onda T é normalmente a última deflexão e reflecte a repolarização ventricular 
• O segmento P-Q (PQ) ou P-R (PR) é o espaço entre o final da onda P e o início da 
onda Q, ou entre o final da onda P e o início da onda R, se não aparecer a onda Q, 
respectivamente 
• O segmento S-T é o intervalo de tempo entre o final do complexo QRS e o início da 
onda T 
• O intervalo P-Q (PQ) ou P-R (PR) é o intervalo de tempo entre o início da onda P e 
o princípio da onda Q do complexo QRS ou o intervalo de tempo entre o princípio 
da onda P e a origem da onda R respectivamente, se não ocorrer a onda Q 
• O intervalo S-T (ST) é o espaço de tempo entre o final do complexo QRS e o final 
da onda T 
• O intervalo Q-T (QT) que representa o espaço entre o início do complexo QRS e o 
final da onda T [2] [6] [7]. 
2.1.2 METODOLOGIA DE AVALIAÇÃO E INTERPRETAÇÃO DO ECG NORMAL  
Os parâmetros normalmente avaliados, na rotina clínica, para o diagnóstico e 
interpretação da actividade eléctrica do coração, são [6] [7]: 
• Ritmo cardíaco; 
• Frequência cardíaca; 
• Análise da onda P; 
• Intervalo PQ ou PR; 
• Análise do complexo QRS; 
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• Análise do segmento ST e da onda T (Intervalo ST); 
• Análise do intervalo QT / QT corrigido (QTc). 
As subsecções seguintes descrevem de modo detalhado os parâmetros 
supramencionados. 
2.1.2.1 FREQUÊNCIA CARDÍACA  
A frequência cardíaca considerada normal para um indivíduo adulto, em repouso, está 
contida num intervalo entre 60 a 100 batimentos por minuto (bpm). No entanto, em 
condições anormais, a frequência cardíaca pode aumentar ou diminuir. Um valor acima de 
100 bpm pode originar um estado de Taquicardia e um valor abaixo de 60 bpm pode 
provocar um estado de Bradicardia. A frequência cardíaca é um dos factores mais 
importantes no estudo do ritmo cardíaco [5] [6]. No ECG normal a determinação da 
frequência cardíaca pode ser feita de várias formas sendo, uma delas, a medida do intervalo 
de tempo entre duas ondas R consecutivas (método dois R-R consecutivos) [5] [6]. Por este 
método, a uma velocidade padronizada do papel de 25 mm/s cada quadrado pequeno 
representa uma duração de 0,04 s e cada quadrado grande (contém cinco quadrados 
pequenos) corresponde a 0,2 s (figura 2.1) [2] [6]. No caso em que a velocidade do papel é 
alterada na impressão do ECG, esse novo valor deve ser indicado e registado, para não 
existirem erros de interpretação por parte dos profissionais de cardiologia [6] [7]. A 
obtenção da frequência cardíaca implica contar o número de quadrados grandes entre duas 
ondas R consecutivas e dividir por 300 [6] [7]. A tabela 2.1 apresenta a medição da 
frequência cardíaca pelo método dois R-R consecutivos. No entanto, numa arritmia 
completa, existem métodos mais práticos e mais seguros de avaliar a frequência cardíaca. 
No caso de ocorrer uma arritmia completa, conta-se o número de ondas R existentes em 6 
segundos ou em 150 mm de papel padronizado de ECG (150 mm de papel padronizado de 
ECG corresponde a 6 segundos), multiplica-se esse número por 10 e obtém-se a frequência 
cardíaca por minuto. No caso de suceder uma arritmia não completa, o cálculo pode ser 
feito atendendo a duas vertentes: na primeira, cada 1500 quadrados pequenos (1x1 mm) de 
papel padronizado de ECG corresponde a 1 minuto. Ao dividir-se esse número pelo 
número de quadrados pequenos existentes entre duas ondas R consecutivas, obtém-se a 
frequência cardíaca por minuto; na segunda, cada quadrado pequeno de papel padronizado 
de ECG equivale a 0,04 s. 
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Tabela 2.1 Determinação da frequência cardíaca no ECG pelo método dois R-R consecutivos  






















Cada minuto tem 6000 centésimas de segundo (1500 quadradinhos pequenos x 4 
centésimas de segundo). Ao dividir-se 6000 pelo número de centésimas de segundo 
existentes entre duas ondas R consecutivas, obtém-se a frequência cardíaca por minuto [6] 
[7]. Existem no mercado réguas conhecidas como réguas de electrocardiografia para a 
medição da frequência cardíaca e outros parâmetros do ECG. A figura 2.2 mostra uma 
dessas réguas [6]. 
 
 
Figura 2.2 Exemplo de régua para a medição da frequência cardíaca e outros parâmetros (adaptada 
de [6]). 
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Na determinação da frequência cardíaca existem outros elementos para além dos 
abordados anteriormente, cuja influência está associada à idade e às variações dos padrões 
de ECG em relação a algumas raças [6]. 
2.1.2.2 A ONDA P  
No início do traçado de ECG, após o estímulo eléctrico ter sido gerado no nodo SA, a 
onda P é a que resulta da despolarização das aurículas. A figura 2.3 apresenta a morfologia 
das diferentes ondas P [6]. A sua medição normal deve ser feita de preferência, na 
derivação II, desde o início do seu ramo ascendente até ao final do seu ramo descendente. 
 
 
Figura 2.3 Morfologias das diferentes ondas P (adaptada de [6]). 
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A sua duração normal está contida entre os 0,08 e os 0,10 s. A sua amplitude normal, é 
medida verticalmente desde a linha isoeléctrica até ao seu cume, está acima de 0,1 mV e 
não deve ascender aos 0,25 mV [2] [6] [7]. A anormalidade na morfologia da onda P indica 
anomalias nas aurículas. As ondas P denominam-se de positivas quando estão totalmente 
acima da linha isoeléctrica e negativas quando estão totalmente abaixo da mesma linha. 
Quando têm duas fases chamam-se difásicas porque têm uma fase positiva e outra 
negativa. São isodifásicas quando a fase positiva ocupa uma área igual à fase negativa. 
Quando estas são positivas mas com dois modos (em dorso de camelo) chamam-se 
bimodais ou entalhadas [6] [7]. A ausência da onda P indica problemas nas aurículas e por 
exemplo, quando estas ondas são substituídas por ondas do tipo f conhecidas como ondas 
caóticas é sinónimo de fibrilhação auricular (AF) ou seja as aurículas não contraem [6] [7]. 
As ondas f são caracterizadas por amplitudes não coerentes com a morfologia de uma onda 
normal. 
A avaliação da dispersão da onda P (diferença entre a onda P de duração máxima e a 
onda P de duração mínima entre todas as 12 derivações), no ECG de 12 derivações 
simultâneas, pode ser um bom indicador útil para a prevenção de AF [57]. A dispersão da 
onda P constituí um diagnóstico precoce da AF numa fase de sintomatologia ainda 
praticamente nula, no entanto esta patologia está relacionada com problemas de 
hipertensão arterial, abuso excessivo de álcool, entre outros pelo que a prática de exercício 
físico e uma alimentação saudável contribuem para a sua prevenção. 
2.1.2.3 INTERVALO PQ OU PR  
O intervalo PQ ou PR (ver secção 2.1.1) representa a actividade eléctrica das aurículas. 
A sua medição deve ser feita, de preferência na derivação II, desde o início da onda P até 
ao início da onda Q ou da onda R, conforme o intervalo seja PQ ou PR, respectivamente. A 
sua duração normal varia entre os 0,12 e os 0,20 s. O cálculo deste intervalo é importante 
na medida em que, um aumento anormal, para valores superiores a 0,20 s representa um 
atraso na propagação dos impulsos eléctricos das aurículas para os ventrículos. Por outro 
lado, neste intervalo, uma diminuição anormal, para valores inferiores a 0,12 s, pode 
implicar distúrbios no ritmo cardíaco uma vez que, um avanço da propagação do estímulo 
eléctrico faz com que as aurículas e ventrículos possam contrair em simultâneo e por 
consequência um maior desgaste do coração [3] [6] [7]. A figura 2.4 apresenta um bloqueio 
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aurículo-ventricular de primeiro grau (1º A – V) que pode ser detectado, na derivação II, 




2.1.2.4 COMPLEXO QRS 
A contracção das fibras musculares dos ventrículos origina uma sequência de ondas 
conhecida como o complexo QRS que representa a despolarização dos ventrículos. A 
primeira onda do complexo (onda Q) apresenta uma deflexão negativa (normalmente 
invertida) para baixo da linha isoeléctrica do ECG. A segunda onda (onda R) mostra uma 
deflexão positiva para cima da linha isoeléctrica do ECG. Na parte terminal do complexo 
QRS, a deflexão negativa para baixo da linha isoeléctrica do ECG que ocorre normalmente 
após a onda R, é a onda S. A duração normal do complexo QRS está compreendida entre 
0,08 e no máximo 0,10 s [2] [5]. Um valor acima dos 0,10 s representa uma perturbação na 
condução intraventricular. O aumento do intervalo do complexo QRS pode ser observado 
nos bloqueios do ramo direito e ramo esquerdo do feixe de His [5] [6] [7]. A existência, a 
amplitude e a polaridade das ondas do complexo QRS pode variar dependendo do 
posicionamento dos eléctrodos e das perturbações causadas pelas doenças do coração. A 
figura 2.5 apresenta as morfologias mais frequentes do complexo QRS [6]. 
Sempre que no complexo QRS qualquer uma das ondas Q, R ou S tiver menos do que 
0,5 mV de amplitude, (inferior a 5 mm, o equivalente a menos do que um quadrado grande 
no papel padronizado de ECG) estas devem escrever-se com letra minúscula, isto é, q, r ou 
s, respectivamente. No caso em que a amplitude é maior do que 0,5 mV devem escrever-se 
em maiúsculas Q, R ou S [5] [6] [7]. Assim no complexo QRS, a primeira onda negativa 
Normal 
Alongamento excessivo do intervalo PR  
Derivação II 
Figura 2.4 Bloqueio aurículo-ventricular de primeiro grau (adaptada de [58]) 
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denomina-se Q ou q, a primeira onda positiva designa-se por R ou r, sendo S ou s a 
segunda onda negativa. 
 
 
Figura 2.5 Morfologias mais frequentes do complexo QRS (adaptada de [6]) 
 
Se existir uma segunda onda positiva depois de S ou s, denomina-se R´ ou r´, se acontecer 
uma terceira onda negativa depois de R´ ou r´, chama-se S´ ou s´, se houver apenas uma 
onda positiva, denomina-se R ou r e se existir apenas uma onda negativa, designa-se por 
QS [6]. Sempre que a diferença de amplitude (em valor absoluto) entre o valor do pico da 
onda R e o valor mínimo da onda S nas três derivações bipolares clássicas for inferior a 1,5 
mV é considerado que existe um decréscimo no valor da amplitude normal do complexo. 
Nas derivações pré-cordiais este valor não deve ser inferior a 0,5 mV em V1 e V6 a 0,7 mV 
em V2 e V5, e 0,9 mV em V3 e V4. O acréscimo ou decréscimo dos valores normais da 
amplitude do sinal do complexo QRS tem como principal causa o incremento ou 
decremento da massa muscular. No caso, por exemplo, em que a diferença de amplitude 
entre os extremos (R e S) seja superior a 2,5 mV é considerado que existe uma hipertrofia 
ventricular direita ou esquerda. Esta diferença no valor da amplitude do sinal pode ser 
superior a 4 mV [5] [6]. A observação de uma onda Q significativa com, no mínimo um 
terço da altura do complexo QRS e duração de 0,04 s tem sido associada a um risco 
acrescido de enfarte do miocárdio [6] [7]. 
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2.1.2.5 SEGMENTO ST E ONDA T (INTERVALO ST) 
O segmento ST e a onda T compõem o intervalo ST. O estudo deste intervalo é 
importante na medida em que, neste podem observar-se as alterações da repolarização 
ventricular como a hipertrofia, o bloqueio de ramo, a repolarização precoce, doença 
coronária, entre outros. Contudo, frequentemente, a abordagem seguida por diferentes 
autores separa as duas componentes, uma vez que estas têm significados diferentes no ECG 
[2] [5] [6] [7].    
A onda T é normalmente a última deflexão registada no ECG e representa a 





Figura 2.6 Morfologias das diferentes ondas T (adaptada de [6]). 
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A sua medição normal deve ser feita, de preferência na derivação I ou II, desde o final do 
segmento ST (início do seu ramo ascendente) até ao final do seu ramo descendente. A sua 
amplitude normal não deve passar os 0,5 mV nas derivações do plano frontal, nem 1 mV 
nas derivações pré-cordiais [6] [7]. A irregularidade na morfologia da onda T indica 
anomalias na repolarização dos ventrículos. 
As ondas T chamam-se positivas quando estão totalmente acima da linha isoeléctrica e 
negativas quando estão totalmente abaixo da mesma linha. Quando têm duas fases 
chamam-se difásicas porque têm uma fase positiva e outra negativa. São isodifásicas 
quando a fase positiva ocupa uma área igual à da fase negativa. Quando estas são positivas 
mas com dois modos chamam-se bimodais [6] [7]. Uma onda T invertida após uma 
elevação do segmento ST pode ser observada num enfarte do miocárdio [6]. 
O segmento ST tem início no final do complexo QRS (ponto de junção J) e termina no 
início da onda T. É normalmente isoeléctrico ou ligeiramente desnivelado (não superior a 
0,5 mm) para cima ou para baixo da linha isoeléctrica. A sua amplitude deve ser idêntica à 
amplitude do segmento PQ ou PR. Segmentos ST elevados podem indicar enfarte do 
miocárdio, enquanto segmentos deprimidos podem indicar bloqueio do ramo esquerdo do 
feixe de His [6] [7]. 
2.1.2.6 INTERVALO QT / QT CORRIGIDO (QTC) 
O intervalo QT representa a actividade eléctrica dos ventrículos. A sua medição normal 
deve ser feita, de preferência na derivação II, desde o início da onda Q até ao final da onda 
T. A sua duração normal varia entre os 0,35 e 0,42 s. Este intervalo pode ser alterado pela 
frequência cardíaca por isso, o mais correcto é medir o intervalo QT corrigido (QTc) em 
relação à frequência [6] [7]. O intervalo QTc para a mesma frequência cardíaca é sempre 
maior no sexo feminino que no sexo masculino. Um método para medir o intervalo QTc é 
o recurso a tabelas de consulta que indicam o valor do intervalo QTc segundo a frequência 
cardíaca. Um exemplo de uma dessas tabelas é apresentado na tabela 2.2 [7]. Um outro 
método prático para medir o intervalo QTc é utilizar a régua de electrocardiografia, como 
exemplificado na figura 2.2. Essa régua apresenta o valor médio do intervalo QTc. O valor 
normal é igual ao valor médio (medido com a régua para essa frequência) +/- 10% [6]. 
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Tabela 2.2 Valores indicativos para o QTc segundo a frequência cardíaca  
















No entanto, as medições conseguidas pelos métodos anteriores são aproximadas e por 
conseguinte, um outro método mais exacto, baseado em cálculos, pode ser utilizado para a 
medição do intervalo QTc. A fórmula mais utilizada para o cálculo do intervalo QTc, para 
o sexo masculino (M) e para o sexo feminino (F), foi apresentada por Bazett [59]: 
 
M = 0,37 x √ R-R (s) F = 0,40 x √ R-R (s)  (2.1) 
 
em que R-R é o intervalo entre duas ondas R consecutivas. O intervalo QT anormal pode 
dar informação acerca dos níveis de cálcio uma vez que, existe uma relação inversa entre o 
intervalo QT e o nível de cálcio. Um intervalo QT acima dos valores normais pode ser 
visto no ECG de indivíduos com hipocalcemia (nível baixo de cálcio) enquanto um 
intervalo abaixo dos valores normais pode ser observado em pessoas com hipercalcemia 
(nível elevado de cálcio) [6] [7]. 
Após a caracterização dos diversos parâmetros do ECG e atendendo às diversas 
patologias que podem ser detectadas especificamente em cada momento (ondas, intervalos 
e segmentos), estes parâmetros apresentam-se por blocos considerados padrão a imprimir 
num ECG de 12 derivações [2] [5] [6] [7]. Assim, a interpretação de um ECG pode ser 
efectuada segundo quatro blocos em que se analisa a despolarização auricular, a 
despolarização ventricular e repolarização ventricular e são apresentados como: 
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1. RITMO E FREQUÊNCIA 
• Intervalo PR 
• Anormalidades da onda P detectadas pela sua morfologia e/ou intervalo 
da sua duração  
• Anormalidades do Ritmo detectadas pela morfologia do sinal ECG e 
pela frequência cardíaca. 
2. COMPLEXO QRS 
• Duração 
• Anormalidades do complexo QRS detectadas pela amplitude e 
morfologia das ondas que o compõem. 
3. SEGMENTO ST E ONDA T (repolarização ventricular) 
• Duração do intervalo ST 
• Anormalidades no segmento ST e onda T detectadas pela sua morfologia   
4. INTERVALO QT 
• Duração 
 
A tabela 2.3 apresenta os valores normais dos parâmetros considerados como padrão 
para um ECG de 12 derivações. Esses valores são apresentados em intervalos e são 
referenciados em segundos [2] [6] [7]. 
Tabela 2.3 Intervalos para valores normais dos parâmetros de ECG de 12 derivações  
Parâmetros Valores Normais (s) 
Onda P 




0,08 – 0,10 
0,12 – 0,20 
0,08 – 0,10 
0,27 – 0,33 
0,35 – 0,42 
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2.2 RITMOS SUPRAVENTRICULARES  
A actividade cardíaca normal é consequência de uma sucessão de acontecimentos 
resultantes da actividade mecânica e eléctrica das células características do coração. Como 
resultado dessa actividade existe uma sequência de activação, despolarização e 
repolarização de aurículas e ventrículos, que produzem no ECG diferentes deflexões com 
várias amplitudes. Todas estas deflexões são impressas no ECG com uma determinada 
frequência característica do estado de saúde do coração. A cada frequência está associado 
um tipo de ritmo que pode ser dividido em duas classes, ritmo supraventricular (acima dos 
ventrículos) e ritmo ventricular. Os ritmos supraventriculares têm origem nas aurículas ou 
na junção do nodo AV com o feixe de His e o estímulo eléctrico resultante segue para os 
ventrículos através do feixe de His para os ramos direito e esquerdo e, por conseguinte, 
para os ventrículos através da rede de fibras de Purkinje, dando início à despolarização 
ventricular [2]. 
2.2.1 RITMO SINUSAL NORMAL 
O ritmo sinusal normal do coração ou simplesmente ritmo normal é aquele que é gerado 
no nodo SA e, em repouso, emite cerca de 60 a 100 impulsos ou batimentos por minuto 
(bpm). O diagnóstico médico do ECG com base neste ritmo não apresenta dificuldades 
uma vez que as três deflexões, P, QRS e T aparecem da forma sequencial normal com os 




Figura 2.7 Ritmo normal do coração (adaptada de [2]). 
Nodo SA 
Ritmo Normal do coração 
Impulsos com origem no nodo SA 






 2 RITMOS SUPRAVENTRICULARES 2.15 
As ondas P do ritmo normal são positivas nas derivações I, II e aVF e negativas em 
aVR. Cada onda P deve ser seguida de um complexo QRS e cada complexo QRS deve ser 
precedido de uma onda P. O Intervalo PR normal tem uma variação normal entre os 0,12 e 
os 0,20 s. A frequência é constante e está compreendida entre 60-100 bpm [7]. A figura 2.8 
mostra duas derivações (MLII e V1) de ECG usadas no bloco de treino do ECG-SRPad, em 
que o ritmo é considerado normal ((N) com pulsos normais (. ou N) [60]. 
 
 
Figura 2.8 Duas derivações de ECG com ritmo normal ((N) e pulsos normais (.) (adaptada de 
[60]). 
2.2.1.1 BRADICARDIA SINUSAL 
A bradicardia sinusal é caracterizada pelo batimento lento do coração. Uma vez 
cumpridos todos os critérios do ritmo sinusal normal, se a frequência cardíaca for menor do 
que 60 bpm, o ritmo é chamado de bradicardia sinusal, figura 2.9 [2] [7]. 
 
Figura 2.9 Bradicardia sinusal (adaptada de [2]). 
Bradicardia sinusal 
Impulsos com origem no nodo SA 
Nodo SA 
Deflexões normais, devidamente espaçadas < 60 bpm 
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2.2.1.2 TAQUICARDIA SINUSAL 
A taquicardia sinusal é caracterizada pelo batimento rápido do coração. Uma vez 
satisfeitos todos os critérios do ritmo sinusal normal, se a frequência cardíaca for maior do 
que 100 bpm, o ritmo é denominado de taquicardia sinusal, figura 2.10 [2] [7]. 
 
 
Figura 2.10 Taquicardia sinusal (adaptada de [2]). 
  
2.2.1.3 ARRITMIA SINUSAL 
A arritmia sinusal satisfaz todos os critérios descritos para o ritmo sinusal normal, 
excepto para a frequência cardíaca. O que contribui para a irregularidade no ritmo são as 
variações nos intervalos de tempo entre a onda T e a onda P seguinte. Os intervalos PR são 
constantes mas os intervalos entre dois R-R consecutivos alternam continuamente. Apesar 
de esta situação ser comum para todas as classes etárias, ela é mais visível em pessoas 
jovens. Esta mudança na frequência cardíaca tem sido associada aos ciclos respiratórios em 
que, inspirar imprime, no ECG, um intervalo mais curto entre R-R consecutivos e expirar 
imprime um intervalo mais longo. Por este motivo a frequência cardíaca, neste ritmo, pode 
variar cerca de 10% entre pulsos consecutivos [2] [7]. A figura 2.11 esquematiza a arritmia 




Impulsos com origem no nodo SA 
Nodo SA 
Deflexões normais, devidamente espaçadas > 100 bpm 






Figura 2.11 Arritmia sinusal (A) e traçado de ECG com os momentos respiratórios de expiração e 
inspiração (B) (adaptada de [2]). 
 
2.2.2 ARRITMIAS NÃO SINUSAIS  
No ECG podem aparecer outros ritmos supraventriculares mas não sinusais. A origem 
do estímulo eléctrico pode ser num ponto qualquer das aurículas ou mesmo no nodo SA. 
Contudo, se o local for a junção do nodo AV com o feixe de His, a despolarização 
auricular ocorre na direcção oposta à considerada normal. Como consequência, a onda P 
aparece no ECG com polaridade oposta [2] [7]. Este fenómeno pode ser visível no ritmo 
Wandering pacemaker sino-nodal e no ritmo Juncional. 
 
2.2.2.1 WANDERING PACEMAKER 
Existem dois tipos de ritmo Wandering pacemaker, o Wandering pacemaker intra-
sinusal e o Wandering pacemaker sino-nodal (a palavra nodal refere-se sempre ao nodo 
AV e não ao nodo SA). A figura 2.12 mostra um esquema com os diferentes tipos de 
activação do estímulo eléctrico no ritmo Wandering pacemaker [2]. 
 
Arritmia sinusal 
Impulsos com origem no nodo SA 
Nodo SA 




Inspiração Expiração Expiração 
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Figura 2.12 Wandering pacemaker intra-sinusal (A) e Wandering pacemaker sino-nodal (B) 
(adaptada de [2]). 
As principais diferenças entre o primeiro e o segundo ritmo estão no critério de observação 
da onda P no ECG. Assim, no Wandering pacemaker intra-sinusal:  
• as ondas P têm origem sinusal 
• a sua morfologia é variável sendo gradual e cíclica 
• na mesma derivação nenhuma onda P inverte a sua polaridade 
• os intervalos P-P são irregulares e uma maior amplitude de uma onda P 
corresponde a uma maior frequência e o intervalo PR ou PQ está normalmente 
dentro dos limites normais podendo apresentar pequenas variações. 
Por outro lado, no Wandering pacemaker sino-nodal: 
• as ondas P têm origem em grande parte na junção do nodo AV com o feixe de His 
• a sua morfologia é inconstante sendo cíclica e de mudança gradual 
• os intervalos P-P são variáveis e o intervalo PR ou PQ apresenta variações 
significativas. O seu valor pode ser menor que 0,12 s quando o estímulo eléctrico é 
gerado na junção do nodo AV com o feixe de His e costuma ser maior quando é 
gerado num outro ponto das aurículas [2] [7].  
Wandering pacemaker 
Impulsos gerados em diferentes locais das aurículas 
A A A B 
Variações: na forma de onda P, intervalo PR e nos intervalos P-P e R-R 
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Na tabela 2.3 apresentou-se para o intervalo PR ou PQ os valores compreendidos entre 
0,12 e 0,20 s como sendo aqueles considerados normais para a actividade das aurículas. As 
variações deste intervalo são consideradas pequenas se o valor registado estiver muito 
próximo dos valores limite desse intervalo como por exemplo 0,11 s. Por outro lado para 
um valor igual ou inferior a 0,10 s é considerada uma variação significativa uma vez que 
não é respeitado o tempo de espera de propagação do estímulo eléctrico e por consequência 
um maior desgaste do coração [7].       
2.2.2.2 FIBRILHAÇÃO AURICULAR (AF) 
De entre as arritmias mais frequentes, a fibrilhação auricular (AF) é talvez, a arritmia 
mais comum encontrada na prática clínica, afectando aproximadamente 0.5 a 1% da 
população mundial. A AF não só se associa a sintomas que reduzem a qualidade de vida 
como também, constitui um factor de risco principal para a morte por doenças 
cardiovasculares [6] [52]. A AF caracteriza-se por contracções desordenadas e ineficazes 
das aurículas (cerca de 350 a 600 bpm), isto é, as aurículas não contraem, limitam-se 
apenas a ter uma oscilação base. Por conseguinte, as ondas P não são observadas no ECG 
sendo substituídas por ondas f [7]. A figura 2.13 esquematiza o traçado de ECG 
correspondente a AF [2]. 
 
Figura 2.13 Traçado de ECG correspondente a AF (adaptada de [2]). 
 
A morfologia da onda auricular caracteriza-se pela irregularidade de ondas desordenadas 
com anomalias na amplitude e na duração (ondas f), apresentando uma actividade eléctrica 
desordenada onde a linha isoeléctrica é substituída por pequenas ondas irregulares [6]. As 
ondas f podem ser de dois tipos, umas de tipo “fino” com ondas pequenas e irregulares e 
Fibrilhação auricular (AF) 
Impulsos caóticos com origem em locais diferentes das aurículas 
Linha isoeléctrica irregular, resposta ventricular irregular 
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outras do tipo “grosseiro” com maior amplitude mas também desordenadas. A derivação 
onde se observa melhor as ondas f é a derivação pré-cordial V1. Por outro lado quando esta 
arritmia é completa, a resposta ventricular é completamente irregular não existindo dois 
intervalos R-R iguais. Para uma frequência auricular de, por exemplo, 520 bpm com uma 
frequência ventricular de 130 bpm significa que, um em cada quatro impulsos é conduzido 
irregularmente para os ventrículos [7]. Nas circunstâncias em que a arritmia é completa 
podem aparecer ondas R anormais em quatro situações: 
• O intervalo R-R é muito curto, o segundo R pode ser anormal (bloqueio em fase 3) 
• Após uma pausa longa, a primeira onda R pode ser anormal (bloqueio em fase 4) 
• Ocorrendo uma pausa longa, o segundo R, após a pausa, pode ser anormal 
• No síndrome de Wolff-Parkinson-White (WPW). O WPW ocorre quando os 
impulsos eléctricos são conduzidos das aurículas para os ventrículos por vias 
consideradas anómalas como o feixe de Kent.   
A figura 2.14 apresenta duas derivações (MLII e V1) de ECG usadas no bloco de treino do 
ECG-SRPad, em que o ritmo considerado é AF ((AFIB), com pulsos normais (. ou N) e 
com pulsos de contracção ventricular prematura (PVC) (V) [60]. 
 
                      
Figura 2.14 Duas derivações de ECG com ritmo AF ((AFIB), pulsos normais (.) e pulsos PVC (V) 
(adaptada de [60]). 
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A AF é particularmente grave no síndrome WPW porque a condução rápida na via 
anómala provoca respostas bruscas dos ventrículos o que leva a uma dispersão dos 
períodos refractários das fibras ventriculares que proporcionam taquicardias ou fibrilhação 
ventricular e pode acontecer morte súbita. O traçado de ECG com a AF, com intervalos R-
R regulares pode indicar um bloqueio aurículo-ventricular completo [6] [7]. 
2.2.2.3 FLUTTER AURICULAR (AFL) 
O estudo da arritmia flutter auricular (AFL) é importante na medida em que à 
semelhança da arritmia AF, quando associada a outros distúrbios da actividade cardíaca 
como, por exemplo, o WPW pode conduzir à morte súbita [6]. A morfologia típica da onda 
auricular, no ritmo AFL, caracteriza-se por um conjunto de ondas regulares em “dente de 
serra” (ondas F) que substituem a normal linha isoeléctrica existente entre o final da onda T 
e o inicio da onda P, assim como deixa de ser visível a tradicional onda P, figura 2.15 [2]. 
 
 
Figura 2.15 Traçado de ECG correspondente a AFL (adaptada de [2]). 
 
Essas ondas têm uma subida rápida, com menor duração, que corresponde à 
despolarização auricular e uma descida lenta de maior duração e têm maior visibilidade nas 
derivações do plano frontal II, III e aVF. Nestas condições, a morfologia é facilmente 
identificada contudo, as ondas regulares podem alterar-se quando ocorrem em simultâneo 
com o complexo QRS ou segmento S-T. A frequência auricular típica deste ritmo é 
aproximada e varia entre os 220 e 300 bpm [2], entre os 250 e 350 bpm [7] e 250 e 400 
bpm [6]. Porém, a resposta ventricular é geralmente regular para a condução de 2:1 (duas 
ondas F para um complexo QRS). Num bloqueio aurículo-ventricular esta relação pode ser 
Flutter auricular 
Os impulsos viajam em movimento circular pelas aurículas 
Ondas F rápidas, resposta ventricular geralmente regular (2:1) 
Bloco 
variável 
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de 3:1 ou 4:1, conforme a frequência auricular e a frequência ventricular. Por exemplo, 
num bloqueio aurículo-ventricular de segundo grau, para uma frequência auricular de 300 
bpm e para uma frequência ventricular de 75 bpm, a relação é de 4:1 isto é, por cada 4 
ondas F imprimidas no ECG aparece um complexo QRS. No exemplo apresentado, o nodo 
AV tem um papel importante na protecção do coração pois, não permite que cada impulso 
(2, 3 ou 4 ondas F) seja transmitido aos ventrículos. A protecção do coração é assegurada 
pela relação de condução [6] [7]. As anormalidades graves de condução ventriculares 
surgem quando existem respostas ventriculares muito rápidas, não permitindo aos ramos do 
feixe de His tempo de recuperar [6]. A figura 2.16 apresenta duas derivações (MLII e V1) 
de ECG usadas no bloco de treino do ECG-SRPad, em que o ritmo considerado é AFL 
(AFL), com pulsos normais (. ou N) [60]. 
         
 
Figura 2.16 Duas derivações de ECG com ritmo AFL ((AFL) e com pulsos normais (.) (adaptada 
de [60]). 
 
2.2.2.4 RITMO JUNCIONAL 
O ritmo juncional, hissiano ou da união aurículo-ventricular refere-se a um ritmo 
originado na junção do nodo AV com o feixe de His e é caracterizado por uma frequência 
baixa, cerca de 40 a 55 bpm. Quando a junção do nodo AV com o feixe de His se torna o 
marcapasso dominante, o único impulso gerado nessa junção propaga-se em duas 
direcções, figura 2.17 [2] [7]. Os ventrículos são despolarizados normalmente, uma vez 
que o impulso se transmite através do feixe de His para os seus ramos esquerdo e direito e 
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de seguida, para a rede de fibras de Purkinje, conduzindo à despolarização ventricular. 
Portanto, os complexos QRS são normais. As aurículas, por sua vez, são despolarizadas de 
maneira contrária à normal. Esse acontecimento é conhecido como despolarização 
auricular retrógrada e pode ser observado no ECG, por uma onda P negativa (abaixo da 
linha isoeléctrica) nas derivações do plano frontal II, III e aVF [6] [7]. 
 
 
 Figura 2.17 Ritmo Juncional (adaptada de [2]). 
 
Dependendo do tempo de propagação do impulso gerado na junção do nodo AV com o 
feixe de His para as aurículas estas, vão despolarizar-se antes, durante ou depois da 
despolarização dos ventrículos. No caso em que a despolarização das aurículas é antes ou 
depois da despolarização dos ventrículos, uma deflexão negativa (onda P) no ECG pode ser 
observada antes ou depois do complexo QRS, respectivamente. No caso em que existe a 
despolarização simultânea de aurículas e ventrículos, a onda P deixa de ser visível no ECG 
[2] [7]. 
2.3 ARRITMIAS MAIS FREQUENTES NA ROTINA CLÍNICA 
Na secção 1.5 apresentou-se como objectivo desta dissertação o estudo das arritmias 
mais frequentes na rotina clínica encontradas em ritmos supraventriculares. Do conjunto de 
ritmos supraventriculares apresentados na secção 2.2 foram escolhidos para este estudo os 
ritmos, normal do coração (N), fibrilhação auricular (AF) e flutter auricular (AFL). A 
Ritmo Juncional 
Impulsos com origem na junção do nodo AV com o feixe de His 
Onda P invertida, complexo QRS normal 40 – 55 bpm 
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grande prevalência e potencial perigo destas arritmias AF e AFL tem justificado em grande 
parte a importância que lhe tem sido atribuída [52] [96].       
2.4 SISTEMAS CONTEMPORÂNEOS DE CLASSIFICAÇÃO DE 
PADRÕES 
O ser humano tem uma capacidade natural para identificar continuamente objectos, 
sons, símbolos, entre outros através dos sinais captados pelos seus órgãos sensoriais. Em 
condições normais faz estas operações de forma quase automática e sem aparente 
dificuldade. As mesmas operações são difíceis de realizar por meios computacionais, a 
menos que se assumam hipóteses restritivas acerca dos objectivos a atingir [97]. 
Um objecto genérico pode ser identificado pela escolha de entre um conjunto limitado 
de hipóteses que melhor se adapta às observações feitas. Este problema de decisão é 
fundamental em aplicações diversas como reconhecimento em electrocardiogramas [56] 
em fala [107] e em acústica [113] sendo a sua solução concretizada através de métodos 
matemáticos conhecidos [97]. Uma ferramenta para reconhecimento de padrões tem como 
objectivo a resolução do problema de decisão.  
2.4.1 ESTRUTURA DE UM SISTEMA DE RECONHECIMENTO DE PADRÕES 
A figura 2.18 mostra o princípio básico da abordagem do reconhecimento de padrões 







Figura 2.18 Princípio de reconhecimento de padrões aplicado aos pulsos de ECG.  
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O funcionamento de um sistema deste tipo pressupõe duas fases: 
• Uma fase de treino, durante a qual o sistema “aprende” os padrões de referência 
que representam os diferentes tipos de ritmo (normal-N), fibrilhação auricular 
(AF) e flutter auricular (AFL)) que constituem o dicionário de modelos da 
aplicação. A fase de aprendizagem necessita de algoritmos de aprendizagem 
eficientes para prover o sistema com padrões de referência verdadeiramente 
representativos. 
• Uma fase de reconhecimento, durante a qual um padrão de entrada 
desconhecido é identificado de acordo com o conjunto dos modelos dos padrões 
de referência. A classificação de padrões é obtida por cálculo de uma medida de 
semelhança entre o padrão de entrada e cada padrão de referência. 
2.4.1.1 MÉTODOS DE CLASSIFICAÇÃO 
Os métodos de classificação mais comuns são baseados em modelos lineares, não-
lineares e estatísticos. Nos modelos lineares aparecem as máquinas lineares (LM) como as 
PWL (piecewise-linear machine), nos modelos não-lineares aparecem os métodos baseados 
em inteligência artificial (AI) como as redes neuronais (NN) e as máquinas de suporte 
vectorial (SVM) e nos modelos estatísticos aparecem métodos baseados em máquinas 
estatísticas como os Hidden Markov Models (HMM) [21].     
Os modelos lineares têm sido substituídos pelos seus equivalentes não-lineares com 
inegáveis vantagens ao nível do desempenho [21]. 
Os métodos não-lineares mais comuns são as redes neuronais (NN) cujo objectivo é 
tentar modelar algumas características conhecidas do neurónio biológico. A rede neuronal 
mais usada é porventura o chamado perceptrão multi-camada (MLP) [118]. A saída de uma 
rede neuronal deste tipo é uma função não-linear de uma combinação linear do vector 
observação. Este modelo não leva em conta a estrutura do sinal a modelar, apenas 
pressupõe que é possível encontrar um conjunto de coeficientes que garante o mapeamento 
de todos os padrões de entrada para um valor de saída com um erro mínimo. As máquinas 
SVM são outro método que pode ser usado para o reconhecimento de padrões. Os 
algoritmos de classificação são baseados na ideia da maximização da distância entre 
classes [117]. 
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O sinal de ECG é por natureza não-estacionário uma vez que as suas características 
nomeadamente espectrais variam no tempo especialmente de evento para evento. As 
diferentes repetições de cada evento apresentam também características diferentes, o que 
significa que podem ser modeladas estatisticamente. Por outras palavras um ECG é 
composto por uma sequência de eventos de natureza estatística e que normalmente ocorrem 
sempre na mesma ordem. Um modelo adequado a este tipo de sequência deve comportar 
uma máquina de estados duplamente estatística que possa modelar não só a estatística de 
cada evento como também a estatística de transição entre eventos. Um HMM é justamente 
uma máquina apropriada para modelar este tipo de eventos uma vez que se trata de 
modelos com capacidade para segmentar um sinal não-estacionário (ECG) em segmentos 
quase estacionários (eventos de um ECG), sendo cada um destes modelado por um modelo 
estatístico como por exemplo uma mistura Gaussiana. Os HMMs garantem uma 
metodologia robusta e flexível de um modelo estatístico para descrever diversos e 
diferentes tipos de dados sequenciais. O termo “sequenciais” representa neste contexto a 
existência de uma ordem natural de ocorrência no tempo dos eventos para modelação [21]. 
A variante das redes neuronais (NN) que permite uma modelação dinâmica são as 
chamadas redes recorrentes (RNN). Estas redes são obtidas com base no perceptrão multi-
camada não existindo uma versão recorrente para as SVMs, pelo que quando se fala em 
recorrência em termos de NN o perceptrão multi-camada recorrente está sempre 
subjacente. No entanto, do ponto de vista teórico, estes modelos são mais aptos para 
modelarem a repetibilidade de sequências de eventos, que sequências de eventos de 
natureza estocástica. Embora a modelação não-linear inerente à RNN possa ainda capturar 
alguma da variabilidade dos eventos do sinal de ECG o HMM parece mais adequado à 
morfologia do sinal de ECG, tendo sido por esta razão o classificador escolhido. 
 3. Sistema de reconhecimento de 
padrões 
Sumário 
Neste capítulo faz-se uma introdução sobre o sistema para análise da actividade cardíaca 
desenvolvido. 
Descreve-se o sistema de aquisição de dados e faz-se referência ao processamento de 
sinal analógico de sinais de ECG. 
No pré-processamento descrevem-se os métodos utilizados para a detecção de eventos 
em sinais de ECG assim como, para a extracção de características dos pulsos de ECG. 
Apresentam-se os conceitos associados aos modelos de Markov ocultos utilizados no 
sistema de reconhecimento de padrões.  
 
3.1 Sistema para análise da actividade cardíaca 
3.2 O Sistema de aquisição e processamento analógico de ECG 
3.3 Pré-processamento de sinal 
3.4 Modelos de Markov ocultos 
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3.1 SISTEMA PARA ANÁLISE DA ACTIVIDADE CARDÍACA 
O sistema de reconhecimento de padrões de sinais ECG proposto neste trabalho tem por 
base, um conjunto de hardware e software desenvolvidos com o objectivo de criar uma 
ferramenta robusta para ajuda ao diagnóstico de ECG. A figura 3.1 apresenta um diagrama 
de blocos sobre o sistema de reconhecimento de padrões proposto para ajuda ao 






 Figura 3.1 Diagrama de blocos do sistema de reconhecimento de padrões proposto para ajuda 
ao diagnóstico de ECG (ECG-SRPad). 
 
O presente capítulo pretende apresentar as ferramentas e métodos utilizados na 
realização do trabalho proposto. Assim, para uma melhor compreensão optou-se por fazer 
uma divisão clara entre as ferramentas desenvolvidas para aquisição e monitorização dos 
sinais de entrada do ECG-SRPad, provenientes do sistema de aquisição de dados 
desenvolvido e/ou da base de dados de arritmias do MIT-BIH (DB MIT) [62], e as 
ferramentas e métodos desenvolvidos para o sistema de classificação de pulsos de ECG. 
No que diz respeito às ferramentas desenvolvidas para aquisição e monitorização dos 
sinais de entrada, a componente de hardware é composta por pré-amplificadores, filtros e 









de Pulsos ECG 
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interfaces para os eléctrodos. Faz-se também uma abordagem sobre considerações 
relacionadas com a instrumentação biomédica (BI) e em particular com a aquisição de 
sinais de ECG. Os esquemas eléctricos, o projecto, o tipo de filtros e processamento de 
sinal analógico são apresentados na secção (3.2.2). A componente de software para 
aquisição, monitorização e registo (DB) foi desenvolvida em MATLAB. Para o controlo de 
hardware na aquisição e conversão analógica/digital (A/D) foi usada uma placa comum de 
aquisição de dados do tipo NI 6014 ou NI USB 6210 de baixo custo. No processamento 
digital do sinal recorreu-se, a filtros no domínio do tempo e no domínio da frequência, à 
transformada rápida de Fourier (FFT), entre outros. Em relação aos sinais provenientes da 
DB MIT faz-se, também, uma abordagem sobre a forma como foram adquiridos, 
convertidos e guardados. Os sinais (registos de longos períodos de aquisição de ECG) 
provenientes dessas bases de dados (DB e DB MIT) são novamente filtrados, recorrendo a 
filtros no domínio das wavelets. Os conceitos teóricos associados a esta ferramenta são 
apresentados na secção (3.3.2.2). 
Após todo o processamento descrito anteriormente os sinais de ECG são segmentados 
em pulsos com recurso à detecção do complexo QRS através do algoritmo de Pan-
Tompkins. Em seguida extraem-se-lhe as características utilizando as ferramentas no 
domínio das wavelets. Por fim são classificados recorrendo aos modelos de Markov ocultos 
(HMMs). 
3.2 O SISTEMA DE AQUISIÇÃO E PROCESSAMENTO 
ANALÓGICO DE ECG 
O sistema de aquisição de dados desenvolvido no âmbito deste trabalho para a aquisição 
e monitorização da actividade eléctrica do coração é composto por duas componentes, uma 
de hardware e outra de software. A componente de hardware é flexível no sentido em que 
permite configurações diferentes dos eléctrodos conforme as derivações a adquirir, sendo 
composta por uma ou mais placas de circuito impresso (PCB) com pré amplificadores, 
filtros, interfaces para os eléctrodos utilizados e fonte de alimentação. A componente de 
software para aquisição e monitorização foi desenvolvida em MATLAB e permite a 
gravação de dados com alguns campos identificativos do paciente e de alguns parâmetros 
de aquisição. Para controlo de hardware na aquisição e conversão analógica/digital (A/D) 
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foi usada uma placa de aquisição de dados da National Instruments (inicialmente NI 6014 e 
depois NI USB 6210). 
3.2.1 O SINAL DE ECG 
Um sistema de aquisição de dados para sinais de ECG deve ser projectado de forma a 
adquirir sinais de amplitude reduzida compreendidos entre os 0,5 mV e os 5 mV. Estes 
sinais contêm uma componente contínua de cerca +/- 300 mV (consequência da interface 
eléctrodo/pele) e uma componente em modo comum de aproximadamente 1,5 V de 
amplitude, que resulta da diferença de potencial entre os eléctrodos e a massa. Um 
dispositivo padrão para aquisição de sinais de ECG tem normalmente uma banda de 
frequências compreendida entre os 0,5 Hz e o 100 Hz; contudo, essa gama pode variar 
conforme certas aplicações consideradas específicas [64] [88] [89]. A banda de frequências 
é importante na medida em que a escolha de valores da frequência de corte para os 
extremos da banda pode implicar distorções nas componentes, tanto de alta como de baixa 
frequência do sinal [89]. A frequência de amostragem é 1 kHz para a maior parte das 
aplicações de ECG consideradas normais. Por exemplo, a frequência de amostragem para 
aplicações como a análise do intervalo PR deve ser no mínimo de 500 Hz até 1 kHz [21]. 
Contudo, em aplicações “pacemaker” a frequência de amostragem deve ser superior a 1 
kHz [88] [89]. 
Durante o processo de aquisição, um sinal de ECG sofre diversas interferências externas 
ao processo biológico que originam componentes no sinal que são indesejáveis. Algumas 
fontes destas interferências são conhecidas o que, em certa medida, permite um melhor 
controlo do seu nefasto efeito. As fontes conhecidas mais comuns são: 
• Interferências da rede de alimentação: provoca o aparecimento de picos nos 
50 Hz e de harmónicos múltiplos desta frequência. 
• Contacto entre eléctrodos/pele: o contacto quando instável, entre o eléctrodo e 
a pele gera desvios na linha de base (baseline). Além de dificuldades ao nível da 
detecção automática do complexo QRS esta degradação dificulta a interpretação 
de certos parâmetros como seja por exemplo a elevação da onda S, mesmo por 
parte de um técnico especializado com experiência.  
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• Artefactos do movimento: provocam alterações na impedância da interface 
eléctrodo/pele o que produz deslocamentos da linha de base. 
• Contracções musculares: os músculos geram sinais de electromiografia (EMG) 
que aparecem misturados com os sinais de ECG 
• Respiração: a actividade de inspiração e expiração causa desvios na linha base  
• Interferências electromagnéticas: outros dispositivos electrónicos geram 
interferências que são captadas através da cablagem dos eléctrodos servindo 
estes como antenas 
• Acoplamento: o ruído de outros equipamentos electrónicos próximos é 
acoplado normalmente nas altas frequências. 
3.2.2 PROCESSAMENTO DE SINAL ANALÓGICO DE ECG 
Os sinais de ECG são inicialmente adquiridos através dos eléctrodos colocados no corpo 
humano segundo as derivações ou traçados padrão. Em seguida, o sistema de aquisição de 
dados deve eliminar ou atenuar o ruído de baixa frequência causado pelo contacto entre 
eléctrodos/pele, artefactos do movimento e respiração, assim como o ruído de alta 
frequência causado pelas contracções musculares, interferências da rede e interferências 
electromagnéticas. Por fim, o sinal de ECG é filtrado e amplificado [88] [89]. 
A qualidade do sinal de ECG adquirido depende da eficiência do controlo sobre 
algumas fontes de ruído no sistema de aquisição. Existem algumas características dos 
sistemas de aquisição que são fundamentais para uma boa aquisição. Algumas destas 
características são: 
• Isolamento e protecção: Qualquer circuito eléctrico que utilize uma fonte de 
alimentação com uma potência considerável (caso da rede de baixa tensão 
230/400 V, 50 Hz) e que possa vir a estar em contacto com o corpo humano 
requer que, a placa de circuito impresso (PCB) contenha secções isoladas e 
outras não isoladas. Estas secções devem estar afastadas entre si, no mínimo 10 
mm, dependendo da constante dieléctrica do PCB. Pequenas correntes de fuga 
(na ordem dos 100 µA) que possam percorrer o paciente podem provocar uma 
Fibrilhação Ventricular (VF), o que pode ser fatal [63]. O isolamento entre essas 
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secções deve conter conversores de corrente contínua para corrente contínua. 
Devem ser colocadas resistências de valor elevado entre cada entrada (input) e a 
massa, para protecção de tensões de Fibrilhação estática. Para além disso, uma 
resistência para limitar a corrente deve ser colocada na saída (output) do sinal, 
para o caso de existirem falhas nos amplificadores operacionais (op-amps) [21]. 
• Factor de rejeição em modo comum: Desde que os edifícios começaram a ser 
alimentados pela energia da rede (baixa tensão 230/400 V, 50 Hz) que os 
harmónicos produzidos pelos dispositivos alimentados pela corrente alternada 
(AC) produzem ruídos, como o ruído electromagnético, que interferem na leitura 
de outros sinais de menor amplitude. O espectro do sinal ECG é extenso mas as 
componentes até 1 kHz são suficientes para representar o sinal numa resolução 
já considerada alta. Um filtro notch de 50 Hz pode ser usado para remover esse 
ruído. Tipicamente este filtro pode conter também zeros nos harmónicos de 
ordem superior contudo poderá não ser necessário atenuar esses harmónicos 
atendendo a que a interferência provocada pela rede de alimentação é 
aproximadamente sinusoidal e a utilização de um filtro passa-baixo (LP) na 
ordem dos 100 Hz ou menor evita a necessidade de atenuação dos harmónicos 
de ordem superior. Outra estratégia para remoção de ruído induzido é a 
utilização de um amplificador operacional de instrumentação com alto factor de 
rejeição em modo comum. O factor de rejeição em modo comum (CMRR – 
Common Mode Rejection Rate) de um amplificador diferencial mede a sua 
tendência para rejeitar sinais comuns nos dois terminais de entrada. Um alto 
CMRR é importante em aplicações onde o sinal de interesse é representado por 
uma pequena flutuação da tensão numa possível tensão elevada de offset, ou 
então quando existe uma informação relevante na diferença de tensão entre os 
dois sinais (ECG). O CMRR é expresso em decibéis (dB) que constitui uma 
unidade logaritmica que mede a amplitude de uma tensão relativamente a um 
nível de referência [21]. 
• Filtro passa-alto: Após o sinal de ECG ser amplificado pelo amplificador 
operacional de instrumentação, este deve passar por um filtro passa-alto (HP) de 
0,05 Hz em ECG convencionais [64]. Contudo, em aplicações de monitorização 
contínua (ECG Holter) deve-se utilizar um filtro HP de 0,5 Hz. Como o paciente 
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não se encontra em repouso, este valor do filtro contribui para a atenuação de 
ruídos de baixa frequência causados pela movimentação dos eléctrodos [55]. O 
filtro HP serve para remover a componente DC do sinal, devido à diferença de 
potencial entre os eléctrodos assim como, outros sinais de baixas frequências 
normalmente causados por flutuações da linha isoeléctrica como por exemplo a 
actividade respiratória [21]. O filtro HP deve ser um filtro tipo notch ou seja com 
tantos pólos como zeros tal que o efeito de uns anule os outros excepto na 
frequência próxima dos 0 Hz. De outro modo as ondas de baixa frequência do 
ECG como as ondas P e S desaparecerão e será alem disso amplificado o ruído 
de alta frequência. 
• Filtro passa-baixo: O espectro de um ECG pode ocupar mais do que 1 kHz 
[65]. De acordo com o teorema de Nyquist a frequência de amostragem deve ser 
duas vezes superior à frequência de corte de um filtro passa-baixo (LP) para 
evitar aliasing. Como a implementação de um filtro nunca é ideal, deve ter-se 
em consideração a relação entre o tipo de filtro, a frequência de corte do filtro e a 
taxa de amostragem do ADC para produzir uma aceitável e pequena quantidade 
de aliasing [21]. Uma série de estudos sobre a frequência de corte de um filtro 
LP e a frequência de amostragem para aplicações de ECG em crianças indicam 
que, para uma frequência de corte de 150 Hz, o sinal deve ser amostrado a uma 
frequência de 500 Hz [90] [91] [92]. Para algumas aplicações pediátricas a 
frequência de corte do filtro LP pode ir até os 250 Hz [92].    
3.2.2.1 MODELO PARA AQUISIÇÃO DE SINAL DE ECG  
O modelo base (uma derivação ou traçado) para aquisição de sinal de ECG é constituído 
por um conjunto de blocos que caracterizam as várias fases em que o sinal tem de passar 
desde a sua origem até à conversão analógico/digital, figura 3.2. Uma vez que o sistema de 
aquisição é flexível permitindo diferentes configurações para aquisição de traçados ou 
derivações de ECG, o modelo final para cada aplicação conforme os traçados ou derivações 
a adquirir é composto pelo conjunto de vários modelos base [95]. 
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Figura 3.2 Diagrama de blocos do modelo base para aquisição de sinal de ECG: amplificador de 
instrumentação e amplificador operacional para a referência do sinal (A), filtro passa-baixo (B), 
amplificador operacional para elevar o ganho (C) e filtro passa-alto (D).   
 
O sinal de ECG é adquirido através dos eléctrodos Ag/AgCl conforme o posicionamento 
padrão proposto por Einthoven ou o posicionamento modificado proposto pelo sistema de 
Mason-Likar, secção (1.2.2). Em seguida na figura 3.2 (A), o sinal é tratado e amplificado 
usando uma abordagem clássica composta por um amplificador de instrumentação e um 
amplificador operacional de feedback em modo comum para o membro inferior direito 
(RL) no caso da aquisição das derivações padrão de Einthoven ou para o torso (lado direito 
em baixo) no caso da aquisição de traçados proposto pelo sistema de Mason-Likar 
(derivações modificadas). O amplificador de instrumentação (IA) utilizado foi o AD620A 
da Analog Devices [93]. Este IA de baixo custo tem uma elevada precisão e uma excelente 
performance em que, para uma frequência próxima de 1 kHz consegue manter o CMRR 
maior ou igual a 100 dB, tem uma tensão de entrada máxima de offset de 50 µV, possui 
também uma baixa corrente de entrada (1 ηA máximo) e uma baixa tensão de ruído (0,28 
µV de 0,1 Hz até 10 Hz). O AD620A é alimentado a uma tensão simétrica de ± 5 V. Para 
evitar a saturação da saída, o ganho é limitado pela variação da máxima tensão de 
alimentação deste IA, sendo esta aproximada a ± 3,8 V. A variação da entrada é cerca de ± 
5 mV mais a componente contínua de offset em modo comum de aproximadamente ± 300 
mV. Nestas condições o ganho máximo é de 12,45. O ganho (G) do AD620A é 
condicionado por duas resistências internas de valor 24.7 kΩ e uma resistência exterior RG
 
, 
sendo o valor deste obtido pela equação (3.1)  
 
A B C D 
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G = 
GR
Ωκ4.49  + 1  (3.1) 
 








κ =   (3.2) 
 
O amplificador operacional (opamp) de feedback utilizado em modo comum para o 
membro inferior direito (RL) ou para o torso foi o OP97. Este opamp tem um baixo 
consumo, alta precisão e um CMRR elevado (no mínimo 114 dB). O ganho (G) em tensão 







R   (3.3) 
 







 =   (3.4) 
  
O circuito aplica uma versão invertida da interferência em modo comum ao membro 
inferior direito (RL) ou ao torso com o objectivo do cancelamento de interferências. 
A figura 3.2 (B) mostra um filtro de segunda ordem obtido através de dois filtros passa-
baixo em cascata com frequências de corte um pouco acima de 100 Hz por onde o sinal 
passa para retirar o ruído de frequências de interferência e os harmónicos de ordem 
superior causados pela interferência da rede de alimentação (50 Hz).  









  (3.5) 
 
A equação (3.5) é aproximada e válida na condição em que R8×C2 >> R7×C3. Este tipo 
de aproximação evita assim o uso de um ampop na configuração buffer entre o primeiro e o 
segundo filtro LP. 
No seguimento do filtro aparece o último andar de amplificação, figura 3.2 (C) com 
uma montagem característica não inversora do ampop OPA251. Este ampop é 
caracterizado por uma tensão baixa de offset de cerca de ± 250 µV e com um CMRR alto 
(124dB). O ganho (G) em tensão do OPA251 é dado pela equação (3.6) 
 




R   (3.6) 
 
Por último é colocado um filtro passa-alto, figura 3.2 (D) com frequência de corte 






 =   (3.7) 
 
A figura 3.3 apresenta o esquema eléctrico base (uma derivação ou traçado) para o 
processamento analógico de sinal. Uma derivação ou um traçado são adquiridos entre os 
pontos INA e INB e a referência à perna direita (RL) ou lado direito inferior do torso no 
ponto INREF. A saída do sinal é feita no ponto OUT. A equação 3.1 é alterada pelas 
resistências R3 e R4. A resistência RG é dada pela soma de R5 com R6. Assim o ganho (G) 
do AD620A é dado por [G = 1 + 49.4 KΩ / RG + (49.4 KΩ / 2) / 22 KΩ] [94]. Ao atribuir 
às resistências R5 = 180 Ω e R6 = 1.8 KΩ equivale a um valor para a resistência RG = 6.98 
KΩ de onde se obtém um ganho de 9 (± 1 %). 


























































Figura 3.3 Esquema eléctrico base para processamento analógico de sinal ECG. 
 
O ampop OP97 tem um ganho de tensão em modo comum dado pela equação (3.3) sendo o 
seu valor de 91. O filtro LP válido na condição de R2 >> R1 tem uma frequência de corte 
superior de 160Hz obtida através da equação (3.4). 
A equação (3.5) permite calcular a frequência de corte para o filtro passa-baixo sendo o 
valor obtido de 106,4 Hz. 
No último andar de amplificação, com uma montagem característica não inversora do 
ampop OPA251 obtém-se através da equação (3.6) um ganho (G) em tensão de 16. Assim, 
o sinal de ECG é amplificado num total de 144 vezes pelos AD620A e OPA251. 
Por último o filtro HP é calculado para uma frequência de corte inferior de 0,5Hz dada 
pela equação (3.7). 
No decorrer do trabalho foi necessária, em algumas aplicações, nomeadamente na 
aquisição de sinal com o paciente em movimento a substituição da placa de aquisição de 
dados da National Instruments NI 6014 pela placa NI USB 6210. Esta circunstância 
associada à componente do peso e dimensões futuras da placa PCB originaram que os 
filtros passa-alto (HP) e redução da interferência do ruído provocado pela rede de 
alimentação fossem projectados no domínio digital.    
3.2.2.2 HARDWARE 
Os testes iniciais foram feitos em placas de ensaios (breadboard) para circuitos 
electrónicos. A figura 3.4 mostra uma placa de circuito impresso (PCB) para o modelo 
base. 
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Figura 3.4 Placa de circuito impresso PCB com componentes. 
 
No projecto do PCB foi tido em conta o isolamento da placa em termos das pistas 
relativamente à massa pelo que se inseriu um plano de massa em toda a placa fazendo, 
deste modo, com que as pistas ficassem isoladas umas das outras. 
Uma placa comum de aquisição de dados da National Instruments NI 6014, de baixo 
custo, foi usada nos primeiros testes para aquisição e conversão analógica/digital (A/D) do 
sinal de ECG. No decorrer do trabalho e por uma questão de facilidade de mobilidade 
optou-se pela utilização de uma placa também de baixo custo NI USB 6210. 
3.2.3 SISTEMA DE ANÁLISE DE ECG ADQUIRIDO  
Foi desenvolvido um sistema de análise aos parâmetros fundamentais de um ECG, em 
parte para validação do restante sistema de aquisição. Este sistema pode ainda ser usado 
para fazer um diagnóstico preliminar e pouco elaborado do ECG. Este diagnóstico inclui: 
 
1. RITMO E FREQUÊNCIA 
• A onda P: A amplitude da onda P normalmente é inferior a 0,25 mV, um 
aumento significativo deste valor pode ser um indicativo de hipertrofia 
ventricular direita (RVH) [6] [7]. Os parâmetros amplitude e duração da 
onda P são também importantes na detecção de Fibrilhação auricular 
(AF). Neste caso em particular pela detecção da ausência da onda P. 
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• O intervalo PR ou PQ: A detecção de um alongamento excessivo no 
tempo do intervalo PR pode indicar um bloqueio aurículo-ventricular de 
primeiro grau (1º A – V) [38] [58]. Um intervalo PR prolongado também 
pode estar associado à hiperpotassemia (caracterizada por um nível 
elevado de potássio) ou à hipercalcemia (caracterizada por um nível 
elevado de cálcio) [7].   
• Distúrbios no ritmo: O marca-passo dominante do coração é o nodo SA 
que emite cerca de 60 a 100 impulsos por minuto. Em situações normais 
está associado ao ritmo Normal do coração. O nodo SA pode emitir 
aproximadamente 160 bpm no estado de repouso contudo valores desta 
ordem estão frequentemente associados a outros marca-passo [6] [7]. 
2. COMPLEXO QRS 
• Duração: A duração normal do complexo QRS está compreendida entre 
0,08 e 0,10 s. Durações de QRS acima deste valor estão normalmente 
associadas a bloqueios num, ou em ambos os ramos do feixe de His [5] 
[6] [7]. 
• Anormalidades: A hipertrofia ventricular direita ou esquerda pode ser 
detectada no caso em que a diferença de amplitude entre os extremos (R 
e S) seja superior a 2,5 mV [5] [6]. 
3. SEGMENTO ST E ONDA T 
• O segmento ST: O segmento ST é normalmente isoeléctrico ou 
ligeiramente desnivelado. A sua amplitude não deve ser superior a 0,5 
mV para cima ou para baixo da linha isoeléctrica. Segmentos ST com 
amplitudes superiores a 0,5 mV podem indicar enfarte do miocárdio, 
enquanto segmentos ST inferiores a – 0,5 mV podem indicar bloqueio do 
ramo esquerdo do feixe de His [6] [7]  
• A onda T: A amplitude normal da onda T não deve ser superior a 0,5 
mV nas derivações do plano frontal, nem a 1 mV nas derivações pré-
cordiais. Um alongamento excessivo na amplitude da onda T pode 
indicar uma hiperpotassemia [6] [7]. A evidência clínica associada a 
 SISTEMA PARA AQUISIÇÃO, MONITORIZAÇÃO E ANÁLISE DA ACTIVIDADE CARDÍACA 3.14 
ondas T invertidas ou seja, ondas T com amplitude para baixo da linha 
isoeléctrica no ECG é frequentemente associada a enfarte do miocárdio. 
Nesta patologia existe uma obstrução ao envio de sangue para uma área 
do coração e como consequência pelo menos uma parte do músculo 
cardíaco pode morrer [6] [7].  
4. INTERVALO QT 
• Duração: O intervalo QT representa a actividade eléctrica dos 
ventrículos. Um alongamento excessivo deste intervalo pode ser 
associado a hipocalcemia em que o nível de cálcio é considerado baixo 
enquanto um intervalo QT reduzido pode ser um indicativo de 
hipercalcemia [6] [7]. 
 
A ferramenta de diagnóstico acima apresentada baseou-se numa análise da amplitude e 
duração do sinal ECG em função dos parâmetros da secção 2.1 e da tabela 2.3. Numa fase 
preliminar de diagnóstico do sinal ECG os parâmetros apresentados são importantes para a 
detecção do ritmo cardíaco, aumento ou redução dos intervalos característicos de 
despolarização e repolarização do coração, detecção de amplitudes anormais nas ondas 
características do ECG, entre outros mas, não são suficientes para um diagnóstico mais 
elaborado e/ou específico. Uma restrição por exemplo é a detecção de um bloqueio 
aurículo-ventricular de segundo grau (bloqueio Mobitz tipo I). Este bloqueio é cíclico em 
que de início o intervalo PR é pouco prolongado mas aumenta progressivamente de 
batimento em batimento até não existir resposta ventricular e iniciar-se um novo ciclo [7].      
O software para aquisição e monitorização do sinal ECG foi desenvolvido em 
MATLAB. A abordagem para guardar os sinais adquiridos foi concebida com os campos; 
data de aquisição, nome, idade e sexo do paciente. Por cada sinal adquirido foi criado um 
novo ficheiro nesta nova DB. Os sinais de ECG foram guardados em dois vectores 
contendo um a amplitude e outro os instantes da amostragem. A substituição da placa de 
aquisição de dados da National Instruments NI 6014 pela placa NI USB 6210 implicou a 
implementação de um filtro notch para reduzir o ruído da componente da rede de 
alimentação 50 Hz e um filtro HP para eliminação da componente contínua do sinal. 
Depois o sinal foi analisado no domínio da frequência através da transformada rápida de 
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Fourier (FFT) para detecção da onda R. Seguidamente com recurso a funções básicas do 
MATLAB extraiu-se informação relevante do ECG como a amplitude das ondas P, Q, R, S 
e T, segmentos e respectivos intervalos. Este processo consistiu no cálculo adaptativo de 
vários thresholds de acordo com os parâmetros da secção 2.1 e da tabela 2.3. Para cada 
onda R detectada foi encontrada a sua amplitude e o respectivo instante de ocorrência ou 
índice temporal. Este índice permitiu a obtenção dos parâmetros relevantes para estudo do 
ECG. As amplitudes das ondas Q e S assim como os índices correspondentes no tempo 
foram obtidos através de funções de máximo e mínimo num intervalo heuristicamente 
conhecido. Após a caracterização do complexo QRS no tempo e na amplitude foram 
obtidos os parâmetros dos outros eventos (P, T, P-R e Q-T) pelo mesmo método.        




Figura 3.5 Print screen da aplicação em MATLAB. 
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Os sinais de ECG da base de dados (DB) inicial foram convertidos, por questões de 
compatibilidade com a base de dados de arritmias MIT-BIT (DB MIT), no formato MIT-
BIH 212.  
3.2.4 BASE DE DADOS DO MIT - BIH   
A base de dados MIT – BIH (DB MIT) nasceu da cooperação entre o Massachusetts 
Institute of Technology (MIT) e o Beth Israel Hospital (BIH) com o objectivo de 
desenvolver sistemas de análise em tempo real dos sinais de ECG. Está disponível na 
página de entrada da Physionet [62] a biblioteca (WFDB Library) composta por um 
conjunto de programas em linguagem C, MATLAB, entre outras que “correm” tanto no 
sistema operativo Linux como no sistema operativo Windows. A DB MIT é composta por 
um conjunto de 4000 registos obtidos no Beth Israel Hospital Arrthythmia Laboratory 
entre 1975 e 1979. Para utilização estão disponíveis 48 registos, 23 classificados de 100 a 
124 (não constam os registos 110 e 120) e escolhidos ao acaso do conjunto atrás referido e 
os restantes 25 registos estão classificados de 200 a 234 (não constam os registos 204, 206, 
211, 216, 218, 224, 225, 226, 227 e 229) escolhidos da mesma forma que os anteriores. 
Cada um destes registos contém aproximadamente 30 minutos de sinal o equivalente a 
1800 segundos e 650000 amostras. 
A gravação destes registos foi feita com dispositivos analógicos e posteriormente 
reproduzidos nesse formato para conversão digital. Foi aplicado aos sinais de ECG 
contidos nesses registos um filtro passa-banda entre 0,1 e 100 Hz para evitar a saturação do 
ADC e para suavizar o sinal. O sinal filtrado foi gravado a 360 Hz, com um ganho de sinal 
de 200 adu/mV (unidade analógica para digital por miliVolt), com uma resolução de 11 
Bits e um intervalo entre +/- 5mV de amplitude. Isto é, as amostras têm valores 
compreendidos entre 0 e 2047 sendo que 1024 (ADCzero) representa 0 mV (linha 
isoeléctrica). Para se poder obter o valor analógico do sinal (Vin), em mV, correspondente 
a cada valor da amostra (Vam) utiliza-se a seguinte equação (3.8). 
 
ganhoADCzeroVamVin /)( −=     (3.8) 
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Para cada paciente foi criado um conjunto de ficheiros. Este conjunto é composto por 
ficheiros de cabeçalho ((Header) (.hea)), ficheiros de sinais ((Signals) (.dat)) e ficheiros de 
anotações ((Reference annotations) (.atr)) que estão associados entre si pela classificação 
dada ao registo pelos especialistas em cardiologia do MIT. 
A tabela 3.1 mostra o formato do ficheiro Header para o registo 121 (121.hea) da DB 
MIT [54]. Para cada registo na base de dados existe um ficheiro Header que contém todas 
as informações sobre o paciente e sobre os sinais que compõem o registo. No caso do 
exemplo acima transcrito (wfdb programmers guide) [54], na linha do registo são 
apresentados os seguintes dados: A classificação deste registo na base de dados é a nº 121, 
contém 2 sinais obtidos a uma frequência de 360 Hz, são compostos por 650000 amostras 
cada, o tempo e data de início do sinal não foram registados. Na linha do sinal 1, os dados 
dizem respeito ao ficheiro de registo deste sinal que é o 121.dat, o seu formato é o 212, o 
ganho de sinal aplicado foi de 200 adu/mV, a resolução do sinal ADC é de 11 Bits, o 
ADCzero é de 1024 logo, a linha isoeléctrica é de 1024 (11 dá 2048), a primeira amostra 
tem o valor 849, o checksum do sinal é 6097 e a sua descrição é MLII (derivação II 
modificada). 
Tabela 3.1 Formato do ficheiro Header do registo 121 (121.hea)  
Linha Dados 
1 – Registo   121  2  360  650000  
2 – Sinal 1 121.dat  212  200  11  1024  849  6097  0  MLII 
3 – Sinal 2 121.dat  212  200  11  1024  894  6929  0  V1 
4 – Informação  #  83  F  1245  167  x2  
5 – Informação  #  Digoxin,  Isordil,  Nitropaste 
 
Na linha Informação, pode-se obter a informação que é uma Mulher de 83 Anos de Idade 
(83 Female). 
O formato de dados usado nos registos, estudados neste trabalho, da DB MIT é o 
formato 212 [66]. A figura 3.6 apresentada o ficheiro Signal (.dat) no formato 212. A 
principal característica deste formato é que cada sinal foi gravado em 12 Bit notação de 
complemento para dois (12 bit two’s complements). Como se pode verificar na figura 3.6, 
os dois sinais utilizam 3 bytes, onde a amostra do primeiro sinal é obtida a partir do 
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LSnibble (nibble é metade de um octeto ou seja 4 bits) do 2º byte mais o 1º byte, formando 
assim 12 bits (1 octeto + 1 nibble). O segundo Sinal é obtido pelo MSnibble do 2º byte 
mais o 3º byte formando assim 12 Bits do Most Significant Bit (MSB) para o Least 








Figura 3.6 Ficheiro Signal (.dat) no formato 212. 
 
O ficheiro Reference annotations é apresentado em tabelas com a nomenclatura para o 
tipo de ritmo e tipo de pulsos utilizadas pelo MIT – BIH [61]. Estas tabelas encontram-se 
no apêndice B. 
3.3 PRÉ-PROCESSAMENTO DE SINAL 
Os sinais biomédicos são em geral caracterizados por um conjunto de eventos próprios, 
sendo alguns deles sobejamente conhecidos. Um período pode ser referido como uma parte 
do sinal que relata um evento específico de interesse. A análise do sinal para monitorização 
ou diagnóstico requer a identificação desses períodos e a investigação dos eventos 
correspondentes. Uma vez que um evento é identificado, a correspondente forma de onda 
deve ser segmentada e analisada em termos de amplitude, morfologia, duração temporal, 
intervalo entre eventos, frequência, entre outros. A detecção de eventos pode ser 
considerada como um importante passo na análise de sinais biomédicos [67]. Os sinais de 
ECG são compostos por um conjunto de eventos cujas características foram apresentadas 
na secção 2.1. No âmbito desta tese foram estudados seis eventos; o complexo QRS, o 
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segmento S-T, a onda T, o segmento T-P, a onda P e o segmento P-Q. Estes seis eventos 
são geralmente considerados suficientes para a caracterização da morfologia do sinal ECG 
uma vez que reflectem a actividade eléctrica das aurículas e dos ventrículos. Assim existe a 
necessidade da segmentação dos pulsos de ECG para que os HMMs possam aprender as 
diferentes morfologias. 
Qualquer sinal contém informação redundante, ou seja informação em excesso 
relativamente à necessária para diagnóstico. Por isso normalmente reduz-se um sinal a um 
conjunto de observações que supostamente mantêm toda a informação necessária ao 
diagnóstico. Este tipo de processo denomina-se extracção de características. As 
características no âmbito deste trabalho foram obtidas através da WT.   
3.3.1 MÉTODOS PARA A DETECÇÃO DE EVENTOS EM SINAIS DE ECG 
No capítulo 1, apresentou-se a morfologia e nomenclatura do ECG normal. Nesse 
estudo expôs-se o conjunto de eventos, onda P, complexo QRS, onda T, entre outros, 
característicos do sinal de ECG. Assim, facilmente se verifica que, pela sua morfologia e 
amplitude, o complexo QRS é aquele conjunto de ondas onde se verifica a maior taxa de 
variação da amplitude do sinal no ciclo cardíaco. Essa característica deve-se à condução 
rápida e à despolarização dos ventrículos. Como a taxa de variação é dada pelo operador 
derivativo d/dt, a detecção do complexo QRS com base na derivada parece ser uma solução 
heuristicamente aceitável [67]. A figura 3.7 mostra uma estrutura considerada comum 






Figura 3.7 Estrutura comum usada na detecção do complexo QRS (adaptada de [98]). 
 
A detecção automática do complexo QRS é dividida em duas etapas, sendo a primeira 







Etapa de pré-processamento Etapa de decisão 
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de decisão que inclui a detecção de pico e uma decisão lógica. Seguidamente o sinal é 
submetido a um processamento extra para a localização temporal exacta do complexo QRS 
[98]. Dado que as características do complexo QRS potenciam a sua detecção tornam-no, 
porventura, o evento mais importante do ECG, com base no qual se medem os ritmos 
cardíacos e a duração de uma boa parte dos segmentos e ondas. A detecção do complexo 
QRS tem sido um campo muito fértil no uso das mais variadas técnicas desde as baseadas 
em derivadas até aos classificadores não lineares baseados em redes neuronais, passando 
pelas wavelets, morfologia matemática, banco de filtros, HMMs, algoritmos genéticos, 
entre outros. 
Os métodos baseados em WT, bancos de filtros, algoritmos genéticos, redes neuronais 
(NN) são provavelmente aqueles que, entre outros, mereceram mais atenção por parte da 
comunidade científica devido ao seu desempenho na detecção do complexo QRS [98]. 
Na secção 3.3.2.2 apresenta-se a teoria associada à WT. Contudo a detecção do pico no 
complexo QRS recorrendo a este método tem na maioria das aplicações, conceitos 
associados às aproximações propostas por Mallat e Hwang baseados no cálculo dos 
máximos locais dos coeficientes da WT [99]. A primeira aplicação do método anterior para 
detecção do pico R no complexo QRS é descrita em [100] onde, os picos R são obtidos 
simultaneamente através dos máximos locais obtidos nas escalas relevantes dos 
coeficientes da WT. 
Os métodos baseados em bancos de filtros podem também ser utilizados na detecção do 
complexo QRS. Esta abordagem foi proposta em [101] onde se assume que o complexo 
QRS é caracterizado por uma ocorrência simultânea de componentes da frequência do 
ECG em diferentes escalas. 
Os algoritmos genéticos são outro método utilizado na detecção do complexo QRS. A 
sua construção é baseada na combinação de filtros polinomiais para pré-processamento do 
sinal de ECG com os parâmetros de uma etapa de decisão [105]. Os filtros polinomiais 
óptimos definidos em [105] são divididos em três tipos, filtros quasi-linear com amostras 
consecutivas, filtros quasi-linear com amostras seleccionadas e filtros quadráticos com 
amostras seleccionadas. A etapa de decisão consiste no cálculo adaptativo de um threshold 
que é aplicado a uma versão filtrada do ECG [105]. O cálculo deste threshold é obtido em 
conjunto com o filtro polinomial através de um algoritmo de optimização genética.   
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Os métodos baseados em redes neuronais (NN) usados na detecção do complexo QRS 
têm por base o conceito de predição não-linear adaptativa [106]. As topologias de rede 
mais comuns são o perceptrão multi-camada (MLP), a função de base radial (RBF) e a 
quantização vectorial (LVQ) [98]. O objectivo destas técnicas é a previsão do valor do 
sinal de ECG no presente com base no seu valor do passado. O sinal de ECG é constituído 
na sua maioria por um conjunto de ondas e segmentos considerados como não pertencentes 
ao complexo QRS por isso, a NN converge para um ponto onde esses eventos estejam bem 
previstos. O complexo QRS é onde se detecta um conjunto de mudanças repentinas que 
provocam estatísticas diferentes conduzindo a um aumento brusco no erro de previsão. 
Assim o erro de previsão pode ser usado como uma característica do sinal para detecção do 
complexo QRS [106]. 
É possível encontrar desempenhos superiores a 99 % em qualquer um destes conjuntos 
de técnicas [98] e, por outro lado, nenhuma destas técnicas parece ultrapassar todas as 
restantes em termos de desempenho. Não sendo a detecção do complexo QRS um 
objectivo principal desta tese, optou-se por implementar um algoritmo com 
reconhecidamente bom desempenho, requerendo baixa capacidade de processamento 
relativamente aos restantes e sendo de fácil compreensão e implementação. O algoritmo de 
Pan-Tompkins cumpre estes requisitos e foi usado no âmbito desta tese para segmentar os 
pulsos de ECG a partir das gravações. Neste contexto o algoritmo de Pan-Tompkins vai ser 
apresentado de um modo mais detalhado na secção 3.3.1.2. Como o algoritmo de Pan-
Tompkins é baseado em derivadas começa-se por apresentar na secção 3.3.1.1 alguns 
métodos baseados só em derivadas para introduzir o leitor no conceito e também para se 
ficar com uma ideia mais clara do desempenho comparativo que o algoritmo de Pan-
Tompkins apresenta sobre as técnicas baseadas apenas em derivadas. 
O complexo QRS pode ainda ser detectado por outros métodos em que o desempenho 
está abaixo dos apresentados anteriormente. A detecção do complexo QRS pode ser 
encontrada, em operadores de morfologia matemática [102], em métodos baseados em 
sintaxe [103] e em algoritmos baseados em filtros digitais [104].  
3.3.1.1 MÉTODOS BASEADOS EM DERIVADAS 
O primeiro estudo para a detecção do complexo QRS baseado em derivadas foi 
apresentado por Balda et al. [68]. Esse estudo foi melhorado ao longo do tempo por 
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Ahlstrom e Tompkins [69], Friesen et al. [70], e Tompkins [55]. Esse método teve por base 
uma função “suave” obtida a partir da derivada de três pontos do sinal x(n) em que a 
primeira derivada y0
 
(n) é aproximada a 
y0
 
(n) = |x(n) – x(n – 2)|  (3.9) 




(n) = |x(n) – 2x(n – 2) + x(n – 4)|  (3.10) 
os dois resultados são ponderados e combinados para obter 
 
y2(n) = 1.3y0(n) + 1.1y1
 
(n)  (3.11) 
O resultado y2
Em 1979 Murthy e Rangayyan propuseram outro estudo também baseado em derivadas 
[71]. O método apresentado teve por base o quadrado da 1ª derivada “ponderado” para 
“suavizar” a resposta. Este operador é seguido por um filtro MA (Moving Average), com o 
objectivo de “suavizar” ainda mais a resposta. Neste método o operador é definido como 
(n) é obtido com um threshold (Thr) de 1,0. Sempre que o Thr é excedido 
são testadas as 8 amostras seguintes. Se pelo menos 6 amostras ultrapassarem o Thr, então, 
o conjunto das 8 amostras é considerado como pertencente ao complexo QRS. Contudo, 






(n) = |x(n – i + 1) – x(n – i)|2
 
(N – i + 1)  (3.12) 
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onde x(n) é o sinal ECG, e N é a largura de uma janela em que dentro, as diferenças de 
primeira-ordem são calculadas, elevadas ao quadrado e “ponderadas” pelo factor (N – i + 
1). O factor “ponderação” decresce mais cedo no tempo de uma forma linear, desde a 
diferença actual até à diferença N amostras, o que provoca o efeito “suave”. Esse efeito é 













(n – j)  (3.13) 
Com uma frequência de amostragem de 100 Hz, a largura da janela do filtro é ajustada para 
M = N = 8. O algoritmo fornece um pico único para cada QRS e suprime as ondas P e T. 
A obtenção do pico g(n) é obtida da seguinte forma: 
• Determinar o máximo valor de g(n) num segmento onde se espera que contenha 
um pico, seja g
• Definir um threshold (Thr) como uma fracção do máximo, por exemplo Thr = 
0,5 g
max 
• Para todos os g(n) > Thr seleccionar aqueles para os quais g(n) é maior do que 
um predeterminado número de M de g(n) anteriores e posteriores, isto é, 
max 
 
{p} = n|g(n)| > Thr 
e 
g(n) > g(n – i), i = 1, 2, …, M  (3.14) 
e 
g(n) > g(n + i), i = 1, 2, …, M  
{p} é o conjunto dos índices dos picos em g(n) 
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Adicionalmente podem ser impostas condições para rejeitar picos devido a “artifacts”, 
como seja o intervalo mínimo entre dois picos adjacentes [67]. 
3.3.1.2 ALGORITMO DE PAN-TOMPKINS PARA DETECÇÃO DO COMPLEXO QRS 
No sentido de resolver o problema da detecção do complexo QRS em aplicações “on-
line”, Pan e Tompkins propuseram um método baseado na análise do declive, amplitude e 
largura do QRS [55] [72]. O algoritmo inclui uma série de filtros e métodos que executam 
as funções de passa-baixo, passa-alto, derivativas, quadráticas, integradoras, limiar 
adaptativo e procedimentos de pesquisa. A figura 3.8 mostra o diagrama de blocos dos 




Figura 3.8 Diagrama de blocos do algoritmo PT para detecção do QRS. 
 
• Filtro passa-baixo: O filtro recursivo passa-baixo usado no algoritmo PT tem 
coeficientes inteiros para reduzir a complexidade de cálculos e é definido pela 














z   (3.15) 
 
A relação entre o sinal de saída y(n) e o sinal de entrada x(n) é dada por 
 
y(n) = 2y(n – 1) – y(n – 2) + 
32
1  [x(n) – 2x(n – 6) + x(n – 12)]  (3.16) 
 
Com uma frequência de amostragem de 200 Hz, o filtro tem uma frequência de 
corte fc = 11 Hz e introduz uma atraso de 5 amostras ou 25 ms. 
     Filtro 
 
Passa-banda 
Derivada Quadrado Integral 
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• Filtro passa-alto: O filtro passa-alto usado no algoritmo PT é implementado 
como um filtro passa-tudo menos um filtro passa-baixo. A função de 












z(z)=   (3.17) 
 
em que a relação entrada – saída é dada por 
 
y(n) = y(n – 1) + x(n) – x(n – 32)  (3.18) 
 
A função de transferência Hhp
 
(z) do filtro passa-alto é obtida por 
Hhp 16−(z) = z – 32
1  Hlp
 
(z)  (3.19) 
De um modo equivalente, a saída p(n) do filtro passa-alto é dada pela equação 
 
p(n) = x(n – 16) – 
32
1 [y(n – 1) + x(n) – x(n – 32)] (3.20) 
 
com x(n) e y(n) descritos na equação (3.18). O filtro passa-alto tem uma frequência 
de corte de 5 Hz e introduz um atraso de 80 ms. 
• Derivada: A operação derivativa utilizada pelo algoritmo PT é especificada 
como 
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y(n) = 
8
1 [2x(n) + x(n – 1) – x(n – 3) – 2x(n – 4)]  (3.21) 
 
em que a aproximação ao derivador ideal d/dt está acima de 30 Hz. As baixas 
frequências das ondas P e T são suprimidas e o ganho sobe com a frequência 
enfatizando o complexo QRS. 
• Quadrado: Esta operação torna o resultado positivo e realça grandes diferenças 
provenientes do complexo QRS. As pequenas amplitudes das ondas P e T são 
atenuadas. 
• Integral: Pela observação da saída da operação derivada, nota-se um conjunto 
de múltiplos picos dentro de um complexo QRS. O algoritmo PT apresenta uma 




1 [x(n – (N – 1)) + x(n – (N – 2)) + … + x(n)]  (3.22) 
 
A escolha de uma janela com largura N deve respeitar as seguintes 
considerações: uma janela muito larga, pode originar que o resultado da saída 
contenha a onda T, uma janela muito pequena pode apagar alguns picos 
importantes de um complexo QRS. Uma janela com a largura N = 30 foi 
encontrada como sendo a ideal para uma frequência de amostragem fs
3.3.2 MÉTODOS PARA A EXTRACÇÃO DE CARACTERÍSTICAS EM PULSOS DE ECG 
 de 200 Hz 
[67].    
As observações de um pulso de ECG são as características obtidas pelos métodos 
adequados para a sua extracção. É uma representação reduzida que realça ou pelo menos 
não atenua a informação relevante para o diagnóstico com o objectivo de eliminar 
informação redundante. Neste trabalho foram implementados, testados e comparados dois 
métodos, a linearização e a transformada wavelet (WT). A linearização de um sinal é a sua 
representação por segmentos de rectas enquanto a transformada wavelet permite ver o sinal 
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a diferentes níveis de focos com a vantagem de se poder observar um pormenor de um 
ponto mais afastado como de um ponto mais perto.   
3.3.2.1 LINEARIZAÇÃO DE PULSOS DE ECG 
As gravações de sinais digitais são frequentemente segmentadas e pré-processadas para 
a extracção de informação significativa das suas características [73] [74] [75]. As 
gravações do sinal ECG e em particular os registos de longa duração (exame Holter) têm 
uma quantidade de dados para análise que pode ascender os 100000 pulsos. Esses sinais 
têm uma grande quantidade de redundância. Isto é, existem muitos pontos (amostras) que 
se encontram a uma distância, considerada mínima, de um segmento de recta. Koski e 
Juhola usaram uma abordagem que considera um sinal digital como um conjunto de n 
pontos {(x1,y1),…,( xn,yn)} onde xi representa um ponto i no domínio do tempo para o qual 
se calcula uma quantidade yi
 
 [73]. Os pontos no domínio do tempo estão distribuídos de 
forma uniforme pois a frequência de amostragem é constante. Contudo, Koski apresentou 
um método adequado para a linearização de sinais de ECG onde a frequência cardíaca varia 
de pulso para pulso [76]. A linearização de um sinal digital com recurso a segmentos de 
recta consiste em encontrar a melhor aproximação entre o sinal original e uma linha 
constituída pelas várias aproximações por segmentos de recta feitas ao sinal. A equação 
(3.23) permite a linearização do ECG com a seguinte abordagem:   
       ( ) ( ) ,22 baba yyxx −+− Se ( )2ba xx − + ( )2ba yy − +                    
                                ( )2ca xx − + ( )2ca yy − < ( )2cb xx − + ( )2cb yy −  
       ( ) ( ) ,22 cbcb yyxx −+− Se ( )2ca xx − + ( )2ca yy − +                       
                                ( )2cb xx − + ( )2cb yy − < ( )2ba xx − + ( )2ba yy −  
                                
( )( ) ( )( )






, Se não 
 
 
d(xa,ya,xb,yb,xc,yc) (3.23) = 
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1. Se o ponto b está confinado às perpendiculares nos dois extremos do segmento 
de recta corrente calcula-se a distância na perpendicular do ponto b ao segmento 
de recta, 
2. Se o ponto b está fora dos limites considerados em (1.) então calcula-se a 
distância do ponto b ao limite do estremo do segmento de recta mais próximo.   
Se a distância máxima calculada em (1.) ou (2.) for inferior a um certo limiar ε então 
estende-se o segmento de recta de k pontos e repete-se (1.) e (2.) para o novo segmento de 
recta. 
Se a distância máxima ultrapassar ε então encurta-se o segmento de recta de tal modo 
que um dos dois extremos passe a ser o ponto (b) que apresenta maior distância. 
Inicialmente, para calcular a distância do ponto b ao segmento de recta formado pelos 
pontos a e c, referido como d(xa,ya,xb,yb,xc,yc
O primeiro segmento de recta {(x
), é necessário considerar um valor 
apropriado para a máxima distância admissível de um ponto à recta. Este valor constitui 
uma medida da redundância aplicada ao sinal que deve ser limitada sob pena de se perder 
informação relevante para o diagnóstico.  
1,y1),…,( xn,yn
3.3.2.2 WAVELETS 
)} é calculado recorrendo a uma 
quantidade inicial de pontos, k amostras, retirados do início do sinal. [76]. 
O geofísico Morlet e o físico Grossmann propuseram os conceitos teóricos associados às 
wavelets, em 1984. Esses, em colaboração com Meyer (‘Escola Francesa’) desenvolveram 
os fundamentos matemáticos das wavelets (ondelettes) [77]. Nessa altura, os estudos sobre 
as wavelets eram concentrados na matemática pura, deixando de lado as aplicações práticas 
[78]. Mais tarde, Daubenchies e Mallat deram um contributo importante na aplicação das 
wavelets ao processamento de sinal digital [79] [80]. Desde então, as wavelets têm sido 
aplicadas em várias áreas como, compressão de dados [80], processamento de imagem 
[81], estimação de sinal não-estacionário [82], astronomia [83], classificação de sinais 
ECG [56] [86]. 
No processamento e análise de sinais, as transformadas de Fourier são aquelas que 
podem ser consideradas universais. Essas são consideradas a “Chave” do processamento de 
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sinal moderno [78] [84]. As transformadas de Fourier (FT) e a sua inversa (IFT) são 















ωω ω deF tj)(   (3.25) 
 
onde F(ω) é a FT do sinal f(t). O uso da identidade de Euler para a exponencial complexa 








+ ωωωω dtjsentF )))(cos((   (3.26) 
 
Estas demonstrações permitem concluir que, a FT de um sinal é uma função que descreve a 
contribuição de senos e cossenos para a construção do sinal original no domínio do tempo. 
As funções base propostas por Fourier são de natureza estacionária, o que resulta numa 
descrição do sinal puramente no domínio das frequências. A FT mostra as componentes de 
frequência que existem num sinal, mas não dá qualquer informação sobre os instantes onde 
essas componentes espectrais aparecem. Portanto, a FT é ideal para análise de sinais 
estacionários, cujas propriedades estatísticas não evoluem no tempo mas, não é apropriada 
para análise de sinais não-estacionários, em que podem ocorrer mudanças abruptas no sinal 
[78] [85]. 
Em 1946, Gabor apresentou um trabalho no qual introduziu uma extensão à FT clássica, 
para resolver as limitações apresentadas anteriormente [84]. A ideia base dessa extensão 
assenta no pressuposto que, um sinal não-estacionário pode ser dividido em pequenos 
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segmentos estacionários. Assim, ao aplicar a FT separadamente a cada segmento, pode 
obter-se informação sobre o conteúdo espectral de cada segmento. Esse método é 





−∗ − dtetttf tjωω )'()(   (3.27) 
 
A STFT tem uma resolução temporal e espectral que depende da forma e do 
comprimento da janela ω*(t-t'). A introdução dessa janela, tem um efeito prejudicial na 
resolução espectral, como demonstrado por Bentley [78]. Essa demonstração, aponta para 
um compromisso entre resolução temporal e espectral em que, as janelas longas 
apresentam uma boa resolução espectral mas têm uma resolução temporal fraca e as janelas 
curtas apresentam uma resolução temporal adequada mas com uma resolução espectral 
pobre. Os sinais fortemente não-estacionários requerem janelas curtas o que implica a não 
obtenção de uma boa resolução espectral e a ocorrência de “leakage” [78]. O “leakage” é a 
perda de componentes espectrais que se encontram na vizinhança de outras predominantes 
em termos de amplitude.  
Os sinais biomédicos e em particular os sinais de ECG contêm componentes de alta 
frequência em segmentos muito curtos (complexo QRS) enquanto componentes de baixa 
frequência (ondas T e P) ocupam segmentos mais longos. Este facto requer um processo de 
análise com boa resolução temporal para altas frequências e boa resolução espectral para 
baixas frequências. Uma teoria baseada em funções wavelets apareceu como uma solução 
para a resolução deste problema. Enquanto, na STFT se faz uma descrição do sinal no 
domínio tempo-frequência, nas funções wavelets essa descrição é feita no domínio tempo-
escala. Isto é a função wavelet permite observar um sinal a diferentes níveis de foco que 
corresponde a escalas diferentes enquanto na STFT só temos um nível de foco (escala 
fixa).  
Como referido anteriormente, a transformada wavelet (WT) teve as suas origens na 
comunidade matemática e como tal, a sua teoria é suportada por funções matemáticas 
complexas que podem ser encontradas em [77] [79] [80]. Contudo, a sua implementação é 
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mais simples do que a sua teoria sugere [78]. Nesse sentido, apenas se faz referência às 
funções necessárias para melhor compreensão do trabalho realizado. 
Uma wavelet pode ser caracterizada por várias condições tanto no domínio do tempo 
como no domínio das frequências. Uma função Ψ(t) é uma wavelet se: 
• Possuir energia finita: uma função local tem a maior parte da sua energia num 
intervalo finito isto é, uma função com energia finita é bem localizada no tempo. 
• Possuir média nula: na reconstrução do sinal esta característica impede a 
divergência da transformada wavelet inversa (IWT). 
• Possuir um comportamento passa-banda: o que implica que a wavelet seja 
bem localizada no domínio da frequência. No domínio do tempo, o 
comportamento é de natureza oscilatória e manifesta-se como uma “onda 
pequena” isto é, wavelet.  
A WT é uma representação do sinal no domínio tempo-escala, onde cada escala 
representa um nível de foco do sinal que, pode ser observado como o resultado de uma 
filtragem passa-banda. 
O conjunto dos coeficientes das WTs é o produto interno de um sinal variante no tempo 
x(t) com uma família de “wavelets” obtida de uma função padrão conhecida como 
“wavelet”. Na transformada wavelet contínua (CWT) a wavelet correspondente à 











t τψ   (3.28) 
 
onde Ψ(t) é a wavelet que pode ser vista como uma função passa-banda. O termo s  
assegura a preservação da energia. Na CWT os parâmetros tempo-escala variam de uma 
forma contínua 
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),( sx τψ












 −τψ)(   (3.29) 
 
onde o asterisco representa o complexo conjugado. A equação (3.29) mostra que a WT é a 
convolução entre o sinal e a função wavelet à escala “s”. A escala “s” é inversa da 
frequência e, escalas grandes dão informação global sobre o sinal e normalmente 
estendem-se por toda a duração do sinal enquanto, escalas pequenas dão informação 
detalhada sobre o sinal. Assim, a escolha do tipo de wavelet parece ser importante no 
sentido de realçar algumas características do sinal porém, este tópico não é explorado no 
contexto deste trabalho. 
A utilização prática da WT requer a discretização do plano tempo-escala. A forma mais 
utilizada, para a amostragem do plano tempo-escala é a chamada “dyadic” grid, o que 
significa que os pontos amostrados no plano tempo-escala são separados por um factor 
multiplicativo de dois. Este procedimento leva a um aumento na eficiência de cálculo tanto 
para a WT como para a IWT. Sob esta restrição que leva à optimização, em termos de 






(t) = ( )00 τψ kts j −−   (3.30) 
 
O que significa que os coeficientes da DWT são amostrados dos coeficientes da CWT. 
É usada uma escala “dyadic” e por consequência s0 = 2 e τ0 = 1, obtendo-se uma resolução 
s = 2j e τ = k2j
Cada escala representa o nível de foco a que o sinal é visto que, está relacionado com a 
escala da frequência envolvida, assim o banco de filtros digitais é apropriado para cortar o 
sinal em escalas (bandas) diferentes. Se a progressão nas escalas é “dyadic” o sinal pode 
ser sequencialmente filtrado em passa-alto e passa-baixo. 
 onde j e k são inteiros. 
O detalhe do sinal é caracterizado pela saída do filtro passa-alto. A aproximação do sinal é 
evidenciada pela saída do filtro passa-baixo. Esta, para cada nível do sinal é decomposta 
nos seus componentes de detalhe e aproximação e assim sucessivamente até ao próximo 
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nível. Este esquema de progressão sucessiva é conhecido como árvore de decomposição da 
wavelet. A figura 3.9 mostra o processo de decomposição. De acordo com a regra de 
Nyquist podem ser eliminadas metade das amostras desde que, o sinal tenha apenas metade 
da frequência. 
Este algoritmo de filtragem é muito prático e é conhecido como a transformada de 
wavelet rápida (FWT) ou ainda como as “two-channel subband coder” [87]. 
A DWT possui uma propriedade importante que é a relação entre as respostas ao 
impulso do filtro passa-alto (g[n]) e do filtro passa-baixo (h[n]). Essas, são dependentes 
uma da outra e relacionadas por 
 
g[L – 1 – n] = ( – 1)n
 
 h[n]  (3.31) 
onde L é o comprimento do filtro em número de pontos. 
 


















DWT coeficiente nível 1 
DWT coeficiente nível 2 .   .   . 
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Dado que os dois filtros são versões invertidas alternadas de índice ímpar um do outro, 
estes são conhecidos como Quadrature Mirror Filters (QMF). Em princípio, uma 
reconstrução perfeita requer uma filtragem ideal de meia-banda. Embora, não seja possível 
realizar filtros ideais, em determinadas circunstâncias é possível encontrar filtros que 
forneçam uma reconstrução perfeita. Ingrid Daubechies desenvolveu um dos mais famosos, 
conhecido como Daubechies wavelets [79]. No âmbito deste trabalho foi utilizado as 
Daubechies wavelets com 2 vanishing moments (db-4). 
3.4 MODELOS DE MARKOV OCULTOS  
Os modelos de Markov ocultos são um método estatístico que pode ser usado para 
caracterizar as propriedades não estacionárias do sinal de ECG. A suposição subjacente ao 
HMM (Hidden Markov Model), ou a qualquer outro tipo de modelo estatístico, é que o 
sinal de ECG pode ser caracterizado como um processo aleatório cujos parâmetros podem 
ser calculados de uma forma precisa. Estes parâmetros caracterizam a morfologia e ordem 
de ocorrência dos diferentes eventos do ECG. 
Os modelos de Markov geram um processo “duplamente estocástico” no qual os dados 
observados são o resultado de uma transição num processo não observável (sequência de 
estados), por uma função que produz o processo observável (segundo processo). O modelo 
do processo não observável consiste numa colecção de estados ligados por transições, cada 
uma descrita por: 
• Uma probabilidade de transição que estabelece a probabilidade de se efectuar 




probabilidade de transição do estado i para o estado j, ou mais genericamente por 
 a probabilidade de transição do estado no instante t-1 para o estado no 
instante t.  
Por sua vez, o modelo do processo observável é descrito por: 
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• Uma função densidade de probabilidade de saída que define a probabilidade 
condicional de se observar um conjunto de características do sinal ECG quando 
uma dada transição tem lugar. 
A função densidade de probabilidade mais usada é a mistura gaussiana multivariável. 
Neste âmbito designa-se por f(yt/st) a função densidade de probabilidade do vector 
observado y no instante t no estado s (ou na transição efectuada pelo modelo do instante t-1 
para o instante t) e por f(yt/st,ct) a função densidade de probabilidade para a césima 
componente da mistura definida por f(yt/st
A figura 3.10 mostra um modelo de Markov com 6 estados onde nem todas as transições 
de estados são possíveis. Nos modelos de Markov discretos o processo estocástico gerado 











Figura 3.10 HMM com 6 estados (S1 a S6
 
). 
Se a transição de estado em cada momento for dependente apenas do estado no momento 
anterior, ou seja, não depende de estados anteriores ao anterior, então diz-se que a cadeia 
de Markov é de primeira ordem. Os HMMs desenvolvidos no âmbito desta tese geram 
cadeias de Markov de primeira ordem. 
Os HMMs utilizados em ECG não apresentam normalmente uma estrutura semelhante à 
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estrutura do modelo. O HMM apresentado na figura 3.12 parece apresentar uma estrutura 
mais apropriada para modelar sinais cujas propriedades se alteram no tempo mas de um 
modo sucessivo (aparecem sempre na mesma ordem temporal), que o HMM apresentado 
na figura 3.10. 
Dado um sistema de reconhecimento de padrões, como o definido na figura 3.11, 
completamente treinado, onde os padrões de referência estão armazenados sob a forma de 
modelos de Markov, e dada uma sequência de observações, o processo de descodificação 
ou de reconhecimento consiste em encontrar o modelo para o qual a probabilidade de 
emissão da sequência observável é máxima. Deste modo a optimização é feita recorrendo a 
um critério de máxima verosimilhança. 
Os elementos básicos de um HMM são além da matriz transição de estados A = {ai,j}e 
da função densidade de probabilidade de saída B em cada estado (ou transição) já 
mencionadas, o vector probabilidade de estado inicial π = {πi
 






Figura 3.11 Princípio de reconhecimento de padrões aplicado aos pulsos de ECG.  
 
Os elementos básicos de um HMM são além da matriz transição de estados A = {ai,j}e da 
função densidade de probabilidade de saída B em cada estado (ou transição) já 
mencionadas, o vector probabilidade de estado inicial π = {πi} e o número de estados. Em 
HMMs de observações discretas B é uma matriz cujos elementos representam a 
probabilidade de cada símbolo em cada estado. Fazendo um paralelismo para os HMMs de 
observações contínuas, B será uma estrutura de dados mais complexa contendo para cada 
estado dois vectores e uma matriz. Um dos vectores cuja dimensão é o número de 
componentes da mistura contém os coeficientes da mistura gaussiana, e o outro vector cuja 
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dimensão é a dimensão do vector observação contém as médias das variáveis aleatórias que 
compõem o vector observação. A matriz é quadrada e frequentemente diagonal e os seus 
elementos são as covariâncias das variáveis aleatórias que compõem o vector observação. 
Para compactação de notação os elementos básicos de um HMM são frequentemente 
representados por λ = {A,B,π}. Dada a definição de modelo de Markov, interessa resolver 
os dois seguintes problemas: 
• o problema da descodificação em que, dado um modelo e uma sucessão de 
observações, qual é a probabilidade de as observações terem sido geradas pelo 
modelo? A solução para este problema pode ser encontrada usando o algoritmo 
forward-backward [107] [108]. 
• o problema da aprendizagem em que, dado um modelo e uma sucessão de 
observações, quais deveriam ser os parâmetros do modelo, de modo a tornar 
máxima a probabilidade de gerar tal sucessão? A solução para este problema 
pode ser encontrada usando o algoritmo de Baum-Welch [107] [108]. 
3.4.1 O PROBLEMA DA DESCODIFICAÇÃO   
O problema da descodificação pode também ser visto como um problema de “ajuste”, 
ou seja dada uma sequência de observações pretende-se determinar o quanto a sequência se 
ajusta a determinado modelo. Considere-se um HMM de Bakis, ou ligado da esquerda para 
a direita, com 6 estados como ilustrado na figura 3.12 (por questões de simplicidade, não se 
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Dado a topologia adoptada, á medida que se avança no tempo avança-se também 
numericamente no estado, mas não mais que uma unidade, ou permanece-se no mesmo 
estado (só não se transita para trás), isto é prossegue-se nos estados da esquerda para a 
direita começando sempre a sequência de estados no primeiro estado (estado inicial) e 
acabando sempre no último, ao qual se dá frequentemente o nome de estado absorvente. 
Deste modo πi (probabilidade do estado i no instante inicial) tem a propriedade 
 














                     (3.32) 
 
e ai,j
A função densidade de probabilidade dependente da transição é tipicamente uma 
mistura finita multivariável de gaussianas da forma 
 para  j <  i e  j > i+1. De um modo geral mantêm-se nesta topologia todas as condições 
mais gerais dos HMMs como por exemplo, a soma das probabilidades de transição de um 
estado para todos os outros é unitária, incluindo a transição para o mesmo estado, dado que 












,,, ,,G)/ ( Σμyy   Nst ≤≤1   (3.33) 
 
onde y é o vector observação, 
tt cs
p ,  é o coeficiente da c




, G(.) representa a distribuição normal (gaussiana) com vector média e matriz 
covariância respectivamente  e 
tt cs ,
Σ  no estado st e para a componente da mistura ct, e 
N é o número de estados do modelo. Embora a distribuição normal seja a mais usada, 
podem também ser utilizadas outros tipos de distribuições como as log-concave ou 
elípticas [109]. As restrições quanto ao tipo de distribuição têm a ver com a relação entre 
os pontos críticos da função Q e os pontos críticos da função densidade de probabilidade 
dos dados observáveis. 
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Dada uma sequência de vectores observação Y = (y1, y2, …yT), qual a probabilidade 
(verosimilhanças) de o modelo ter gerado essa sequência de observações? Como um 
exemplo suponhamos T = 11, e o modelo da figura 3.12. Uma possível sequência temporal 
de transições ao longo do modelo seria 1r, 1n, 2r, 2n, 3r, 3n, 4r, 4n, 5r, 5n, 6r, onde r 
referencia transições recursivas (de um estado para ele próprio) e n referencia transições de 
um estado para o seguinte. Outra possível sequência temporal poderia ser 1r, 1r, 1r, 1n, 2n, 
3n, 4n, 5n, 6r, 6r, 6r. Como as observações geradas pelo modelo podem ter origem em 
qualquer sequência de transições ao longo do modelo (eventos que são mutuamente 
exclusivos) a probabilidade do modelo gerar a sequência de observações é a soma das 
probabilidades de o modelo gerar a sequência de observações em cada sequência de 
estados. Seja S = (s1, s2, …sT) uma de todas as possíveis sequências de estados onde s1 é o 
estado inicial. Seja do mesmo modo C = (c1, c2, …cT
 
) uma de todas as possíveis 
sequências de componentes da mistura. A função densidade de probabilidade de o modelo 
gerar a sequência de vectores observação Y de comprimento T pela sequência de 
componentes da mistura C, dada a sequência de estados S e os parâmetros do modelo λ = 
{A,B,π} é dada por 








, λ),,/(p y    (3.34) 
 




aaaP ,,, 132211 .../λ −= πS    (3.35) 
 
A função densidade de probabilidade conjunta de Y, C e S, é o produto dos dois termos 
anteriores 
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,, λ),,/(1 y    (3.36) 
 
A derivação da equação (3.36) supõe o HMM mostrado na figura 3.12, ou seja que a 
equação (3.32) é válida e que 11, 110 =π=π= sssa . 
A função densidade de probabilidade marginal de Y (dado o modelo) é obtida somando 
todas as possíveis sequências de estado S e de componentes de mistura C e é dada por 
 
( ) ( ) ( )∑ ∑∑ ==
S SC
SSYSSCYY /λ),/(/λλ),/,(/λ PfPff λ   (3.37) 
 
A função densidade de probabilidade f(Y/S,λ) é obtida facilmente de modo similar à 
obtenção da equação (3.34), considerando agora a mistura gaussiana em vez de cada 









2211 λ),/(),/()...,/().,/(λ),/( yyyySY λλλ              (3.38) 
 
A equação (3.37) pode agora ser escrita como a soma sobre todo o espaço S, da 











),/()...,/(),/()/( λλλπλ yyyY    (3.39) 
 
A interpretação da equação anterior é a seguinte. Inicialmente (no instante t=1) o HMM 
(mostrado na figura 3.12) está no estado s1 1sπ com probabilidade =1, e gera a observação 
y1 ),/f( 11 λsy (neste estado/transição) de acordo com a função densidade de probabilidade . 
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com probabilidade  gerando-se nesta transição a observação y2
),/( 22 λsf y
 de acordo com a 
função densidade de probabilidade . Este processo continua até que a última 
transição (no instante T), do estado sT-1 para o estado sT TT ssa ,1−, com probabilidade , 
gerando a observação yT ),/( λTT sf y de acordo com a função densidade de probabilidade , 
ocorra. 
3.4.2 O PROBLEMA DA APRENDIZAGEM   
O problema mais difícil dos HMMs é determinar um método para ajustar os parâmetros 
do modelo (A,B,π) de modo a satisfazer um determinado critério de optimização. Não se 
conhece nenhum método analítico que permita uma maximização global, para todos os 
parâmetros do modelo, da probabilidade de ocorrência da sequência observável. Pode-se no 
entanto escolher λ=(A,B,π) tal que a função densidade de probabilidade f(Y/λ) seja 
maximizada localmente através de um processo iterativo como por exemplo o método de 
Baum-Welch (que é um caso particular do método EM (Expectation Maximisation)), ou 
usando técnicas de gradiente [109]. O objectivo desta secção não é descrever 
pormenorizadamente o algoritmo EM mas mostrar a sua utilização na estimação dos 
parâmetros de um HMM. Esta secção não apresenta de modo nenhum uma descrição 
detalhada do algoritmo EM mostrando apenas os seus fundamentos e a sua utilidade na 
resolução de problemas com dados incompletos. As referências [110] [111] contêm uma 
explicação completa e bastante detalhada do algoritmo EM. 
3.4.2.1 FUNDAMENTOS BÁSICOS DO ALGORITMO EM 
O algoritmo EM (Expectation-Maximisation) é uma técnica frequentemente usada no 
cálculo iterativo de estimativas de máxima verosimilhança em problemas com dados 
incompletos ou não observáveis. Neste tipo de problemas, as estimativas de máxima 
verosimilhança são dificultadas pela ausência de parte dos dados. A ideia básica do 
algoritmo EM é associar a um problema com dados incompletos, um problema com dados 
completos para o qual a estimativa de máxima verosimilhança seja mais tratável. No caso 
dos HMMs a função densidade de probabilidade dos dados incompletos (observáveis) não 
tem solução analítica directa em termos de maximização. No entanto fazendo uso dos 
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dados observáveis e da função densidade de probabilidade conjunta dos dados completos 
(dados observáveis e os dados não observáveis) esta função pode ser maximizada, usando o 
algoritmo EM. 
O algoritmo trabalha a duas etapas consecutivas, a etapa da esperança (Expectation step) 
e a etapa da maximização (Maximization step). Na primeira etapa calcula-se o valor 
esperado dos dados não observados, usando a estimativa corrente dos parâmetros da função 
densidade de probabilidade conjunta dos dados completos, e os dados observados. Na 
segunda etapa usam-se os dados da primeira etapa como se tivessem sido de facto 
observados para determinar a estimativa de máxima verosimilhança dos parâmetros da 
distribuição dos dados completos. 
Assim, admita-se um espaço não observável de medida S correspondendo a um espaço 
observável de medida Y de dados incompletos. Enquanto Y é observável e deste modo 
mensurável, S contém apenas a informação adicional que não é directamente observável. 
Sejam f(s/λ) e f(y/λ) membros da família paramétrica das funções densidade de 
probabilidade (pdf) definidas em S e Y respectivamente para o conjunto de parâmetros λ, 
cujos valores se pretende estimar. Para um dado y∈Y, o objectivo do algoritmo EM é 
maximizar a verosimilhança dos dados observáveis y sobre λ explorando a relação entre 
f(y,s/λ) e f(s/y,λ). A função densidade de probabilidade conjunta f(y,s/λ) é dada por 
 
)/(),/()/,( λλλ yyssy fff =    (3.40) 
 
O logaritmo da verosimilhança simplifica frequentemente a maximização e fornece 
resultados equivalentes dado o logaritmo ser uma função monotónica, pelo que se usa 
quase sempre em vez da verosimilhança. No entanto, para se poder usar, a função 
logaritmo da verosimilhança tem que ser uma função contínua e diferenciável para todos os 
elementos do conjunto λ. Aplicando logaritmos a ambos os membros da equação (3.40) e 
resolvendo em ordem ao logaritmo da verosimilhança dos dados observáveis obtém-se 
 
),/(log)/,(log)/(log λλλ yssyy fff −=   (3.41) 
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Para dois conjuntos de parâmetros λ’ e λ, a esperança matemática do logaritmo da 
verosimilhança dos dados incompletos L(y,λ’) = log f(y/λ’) sobre os dados completos (y,s) 
condicionada por y e λ é: 
 
[ ] [ ] ∫== sysyyyyy ss d),/()'/(log),/'/(log,/)',(L λfλfλλfλλ ΕΕ  




[./y,λ] é a esperança matemática condicionada por y e λ sobre os dados completos 
(y,s). Então das equações (3.41) e (3.42) obtêm-se as seguintes expressões: 
( ) ( ) ( )',H',Q',L λλλλλ −=y   (3.43) 
onde 
[ ] ∫== syssyysys d),/()'/,(log,/)'/,(log)',(Q λfλff λλΕλλ   (3.44) 
e 
[ ]λλΕλλΗ ,/)',/(log)',( yysfs=                          (3.45) 
 
A base do algoritmo EM assenta no facto de que se Q(λ,λ’) ≥ Q(λ,λ), então L(y,λ’) ≥ 
L(y,λ), dado que pela desigualdade de Jensen se obtém H(λ,λ’) ≤ H(λ,λ) [111]. Este facto 
implica que o logaritmo da verosimilhança dos dados incompletos L(y,λ) é 
monotonicamente crescente, aumentando em cada iteração do processo de actualização do 
conjunto de parâmetros  λ para λ’. A maximização de L(y,λ) é obtida indirectamente por 
maximização da função Q que representa a esperança matemática do logaritmo da 
verosimilhança dos dados completos. Quando o vector aleatório s (não observável) é 
discreto a função Q é representada por 
 











λfλλ                        (3.44a) 
 
O algoritmo EM pode ser descrito da seguinte forma. Dado a estimativa corrente do 
conjunto de parâmetros λ, cuja estimativa inicial é em muitos casos puramente aleatória, 
que maximiza L(y,λ), obtém-se do seguinte modo a próxima estimativa λ’: 
1. Etapa da esperança matemática. Calcular Q(λ,λ’) com base na estimativa 
corrente de λ. 
2. Etapa da maximização. Calcular o novo conjunto de parâmetros λ’ que 
maximiza Q(λ,λ’). 
3. Fazer λ=λ’ e repetir o procedimento (a partir do passo 1) até obter convergência. 
 
O algoritmo EM é usado em aplicações que permitam mais facilmente a maximização 
da função Q que a maximização directa de L(y,λ). 
3.4.2.2 O ALGORITMO EM NO CONTEXTO DOS HMMS 
Como referido na secção 3.4, os modelos de Markov ocultos geram um processo 
duplamente estocástico onde o primeiro deles, a sequência de estados, é não observável e 
por isso desconhecida. Os dados que compõem a sequência de vectores observação (dados 
observáveis) são chamados dados incompletos porque os dados não observáveis 
(sequências de estados) não estão presentes, e os dados compostos pelos dados observáveis 
e não observáveis são chamados dados completos. Fazendo uso dos dados observáveis 
(incompletos) e da função densidade de probabilidade conjunta dos dados observáveis e 
não observáveis, o algoritmo EM maximiza iterativamente a probabilidade dos dados 
observáveis. 
A função densidade de probabilidade dos dados completos (observados e não 
observados) é dada no contexto dos HMMs pela equação (3.36), e para um novo conjunto 
de parâmetros λ’é dada por 
 









, )',,/()'/,,( 1 λλ yCSY    (3.46) 
 
A função Q pode agora ser calculada como mostra a equação (3.44), aplicando a função 
logaritmo e a esperança matemática à equação (3.46) como segue 
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   (3.48) 
 
Convém não esquecer que a equação (3.48) foi derivada para o caso particular do HMM 
de Bakis (figura 3.12) onde a sequência de estados começa sempre num estado conhecido, 
pelo que o vector estado inicial é a priori conhecido e dado pela equação (3.32). 
Consequentemente, para o caso presente o vector estado inicial não necessita ser estimado. 
Em todo o caso a função Q mais geral é obtida mantendo o termo 
1s
π  na derivação da 
equação (3.36), e consequentemente na equação (3.46), o que é equivalente a verificar a 
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Procedendo do mesmo modo que na obtenção da equação (3.48), ou seja substituindo 


























Neste momento termina a etapa da esperança matemática do algoritmo EM. A equação 
(3.47) representa claramente uma esperança matemática dado a integração no espaço não 
observável S. 
A equação (3.48a) mostra que a função Q é separável em quatro termos independentes 
sendo o primeiro termo dependente apenas do vector estado inicial, o segundo termo 
dependente das probabilidades de transição de estado, o terceiro termo dependente das 
componentes da mistura gaussiana sendo o último termo dependente dos parâmetros da pdf 
dos vectores observação (dados incompletos). Cada um destes quatro termos independentes 
pode ser visto como uma função auxiliar Q individual. 
No segundo passo do algoritmo EM, conhecido como maximização, a função Q é 
maximizada em ordem aos respectivos parâmetros (λ’). A maximização da função auxiliar 
Q completa pode ser obtida por maximização de cada função auxiliar Q individual. 
A função auxiliar Q individual relativa ao vector estado inicial pode ser escrita na forma 
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A equação (3.50) é uma equação do tipo 
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1 (soma das probabilidades 
iniciais de todos os estados tem que ser unitária) e yj ≥ 0 (probabilidades de estado inicial 













,        j=1,2,...,N  (3.52) 
 
















































  (3.53) 
 
De modo semelhante, a função auxiliar Q individual relativa à matriz de transição de 













CSY   (3.54) 
 
Para um estado particular i o somatório em S no segundo membro da equação (3.54) 
desaparece. No entanto como para um dado estado i a probabilidade de se passar a qualquer 
estado j é a soma das respectivas probabilidades de transição para todos os possíveis 
estados j (incluindo o estado i pois admite-se transições de qualquer estado para ele 
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próprio), a função individual Q, relativa às probabilidades de transição de estado, para um 
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C   (3.56) 
 
A função auxiliar Q individual relativa aos coeficientes da mistura pode ser escrita a 
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Usando a equação (3.52) na solução da equação (3.58) obtém-se 
 




















































   (3.59) 
 
Finalmente a função auxiliar Q individual relativa aos parâmetros da distribuição, 
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onde γt(n,c) é a função densidade de probabilidade conjunta do vector observação yt, do 
estado n e da componente de mistura c. Por outras palavras, γt(n,c) é a verosimilhança da 
componente de mistura c no estado n gerar yt no instante t. Assumindo que as variáveis 
aleatórias que constituem o processo estocástico observado yt 
 
são independentes e 
identicamente distribuídas com distribuição gaussiana, a equação (3.60) pode ser escrita 
como 
∑∑∑ ∏
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onde yt,i representa a componente i do vector observação no instante t, µn,c,i e σ2n,c,i 
 
representam respectivamente a média e a variância da componente i da mistura c no estado 
n. Substituindo na expressão anterior a expressão da gaussiana obtém-se 
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σγλ   (3.61) 
 
onde D é a dimensão do vector observação. A solução para o problema da maximização da 
equação (3.61) é em geral obtida por meio de diferenciação. 
Derivando em ordem à média µn,c,i
 


















































µ   (3.62) 
 
Derivando agora a equação (3.61) em ordem à variância σ2n,c,i 
 














































cuja solução é 
 


























σ    (3.63) 
 
As fórmulas de reestimação dadas pelas equações (3.53), (3.56), (3.59), (3.62) e (3.63) 
podem ser facilmente calculadas usando as definições de sequência avançada 
αt(i)=f(y1,y2,...yt,st=i/λ) e de sequência atrasada β t(i)=f(yt+1,yt+2,...yT,st
 
=i/λ). Este 
procedimento é um procedimento padrão na implementação de HMMs e encontra-se bem 


























 4. Técnicas e métodos utilizados e 
resultados experimentais 
Sumário 
Neste capítulo apresentam-se os resultados experimentais obtidos pela aplicação dos 
métodos desenvolvidos no âmbito desta tese. As secções 4.1 e 4.2 referem-se ao sistema de 
aquisição, monitorização e diagnóstico do sinal ECG com base na medição de parâmetros 
temporais. A secção 4.3 apresenta os resultados do sistema de classificação de pulsos de 
ECG baseado em modelos de Markov ocultos. 
Neste capítulo são comparadas também duas técnicas de extracção de características; a 
linearização e a transformada wavelet (WT).  
Ao longo do capítulo comentam-se e analisam-se os resultados obtidos e finalmente 
apresentam-se as conclusões. 
 
4.1 Resumo do sistema de aquisição de dados 
4.2 Resultados do diagnóstico com base na medição de parâmetros temporais do ECG 
4.3 Resultados da classificação de pulsos de ECG 
4.4 Conclusões        
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4.1 RESULTADOS DO SISTEMA DE AQUISIÇÃO DE DADOS 
Um sistema de instrumentação biomédico robusto é considerado adequado para 
aquisição, monitorização e análise da actividade cardíaca quando incorpora um conjunto de 
ferramentas desenvolvidas a nível de hardware e a nível de software para a supervisão do 
sinal biomédico desde a sua origem, processamento, caracterização e armazenamento. Um 
sistema de instrumentação deste tipo é apropriado para o diagnóstico do sinal de ECG uma 
vez que integra vários módulos independentes para o processamento e classificação de 
sinal no sentido da sua caracterização fidedigna.  
A secção 3.1 apresenta de modo detalhado os vários módulos que compõem o sistema 
para análise da actividade cardíaca desenvolvido no âmbito desta tese. O primeiro módulo 
apresentado diz respeito à componente de hardware desenvolvida para o processamento 
analógico de sinal. Para este módulo após vários testes em placas de ensaio (breadboard) 
desenvolveu-se uma placa base em circuito impresso (PCB) composta por pré-
amplificadores, filtros e interfaces para os eléctrodos. 
A aquisição de sinal ECG feita pelo sistema de aquisição de dados proposto pressupôs 
duas fases tendo em conta os exames “ECG de repouso” e “ECG Holter” considerados 
comuns na ajuda ao diagnóstico de ECG (secção 1.3). Numa primeira fase as aquisições de 
sinal foram realizadas com o paciente em repouso segundo as derivações clássicas 
propostas por Einthoven (secção 1.2.2). Na segunda fase as aquisições foram efectuadas 
com o paciente em movimento segundo as derivações modificadas de ECG propostas por 
Mason-Likar (secção 1.2.2). Os eléctrodos Ag/AgCl foram utilizados nas duas fases de 
aquisição do sinal ECG. Em relação à colocação dos quatro eléctrodos segundo as 
derivações clássicas, estes foram colocados nas extremidades (RA, LA, LL e RL), como 
mostra a figura 4.1. Com esta disposição pode obter-se seis derivações clássicas (I, II, III, 
aVR, aVL e aVF). Na colocação dos cinco eléctrodos segundo as derivações modificadas, 
estes foram colocados no torso de acordo com a figura 4.2. Com esta disposição pode 
obter-se duas derivações modificadas (MLII e V1). Na escolha e colocação dos eléctrodos 
foram observadas as especificações e restrições descritas na secção 1.2.4, assim como os 
cuidados a ter para evitar os efeitos nefastos no sinal ECG provocados por ruído a estes 
associado (secção 3.2.1). 
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Figura 4.1 Colocação dos quatro eléctrodos segundo as derivações clássicas. 
 
 
Figura 4.2 Colocação dos cinco eléctrodos segundo as derivações modificadas. 
 
Contudo com o paciente em movimento como em exames tipo Holter em ambulatório nem 
sempre é possível a obtenção de um sinal isento de interferências mesmo com a 
implementação de todos os módulos enunciados anteriormente. A figura 4.3 apresenta um 
conjunto de pulsos de ECG obtidos a partir dos eléctrodos colocados no torso para 
obtenção da derivação MLII de um paciente com ritmo normal utilizando a placa base 
proposta. 
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Figura 4.3 Conjunto de pulsos de ECG obtidos da derivação MLII. 
 
A figura 4.4 mostra a aplicação de filtros digitais, passa-baixo e passa-alto a um 
conjunto de pulsos de ECG obtidos a partir da derivação MLII. 
 
 
Figura 4.4 Aplicação de filtros digitais a um conjunto de pulsos de ECG da derivação MLII. 
 
Factores como o peso, a dimensão e o consumo de energia da placa PCB foram tidos em 
conta para a substituição dos filtros no domínio analógico para o domínio digital. Às 
considerações anteriores acrescentam-se a tolerância e o envelhecimento dos componentes 
que implicam afinações com potenciómetros, substituição, entre outros. Por outro lado a 
melhoria deste sistema para uma aplicação futura tipo ECG Holter com um processador de 
 4 TÉCNICAS E MÉTODOS UTILIZADOS E RESULTADOS EXPERIMENTAIS 4.5 
sinal digital (DSP) e com a integração de um módulo de comunicação tipo rádio frequência 
(RF) impõe a optimização contínua do sistema desenvolvido. Outro aspecto que deve ser 
levado em conta prende-se com o consumo de energia que tem implicações ao nível da 
autonomia de um sistema de aquisição móvel. Havendo recursos computacionais 
disponíveis a optimização ao nível da autonomia passará certamente pela diminuição de 
componentes de hardware envolvidos. 
No exame ECG de repouso em que o paciente está normalmente na horizontal (figura 
4.5) existem vantagens sob o ponto de vista da aquisição de sinal em relação ao exame tipo 
Holter em que o paciente está em movimento e normalmente na vertical. A instrumentação 
médica no primeiro caso é fixa e não existem problemas como autonomia das baterias uma 










Figura 4.5 Exame ECG de repouso (aquisição de derivações clássicas do plano frontal).  
 
O ECG de repouso é um exame de curta duração em que os eléctrodos utilizados podem 
ser do tipo placa ou sucção o que evita contactos instáveis entre os eléctrodos e a pele. 
Estes eléctrodos podem ser reutilizáveis o que em termos de preservação do ambiente e 
custos associados é manifestamente vantajoso. O pormenor da figura 4.5 mostra um 
conjunto de pulsos de ECG adquiridos com a placa base e com filtros no domínio 
analógico onde se observa um sinal praticamente isento de interferências. Este aspecto do 
sinal deve-se em grande parte ao facto do paciente estar em repouso. 
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As primeiras aquisições de sinal de ECG foram realizadas com o paciente em repouso. 
A placa de aquisição de dados da National Instruments NI 6014 foi usada no controlo de 
hardware para aquisição e conversão analógico/digital (A/D) nestas condições. Para o 
exame com o paciente em movimento utilizou-se a placa NI USB – 6210. Ambas as placas 
são de baixo custo, possuem características e desempenhos aproximados e podem ser 
usadas na aquisição do sinal ECG com o paciente em repouso ou em movimento. Por uma 
questão de facilidade de mobilidade optou-se pela utilização da placa NI USB – 6210 para 
aquisições do sinal ECG nas duas condições.   
4.2 RESULTADOS DO DIAGNÓSTICO COM BASE NA MEDIÇÃO 
DE PARÂMETROS TEMPORAIS  
O sistema de aquisição de sinal de ECG resumido na secção 4.1 e apresentado na secção 
3.2 permitiu o desenvolvimento de uma ferramenta de diagnóstico preliminar baseado na 
medição de parâmetros temporais das gravações de ECG. A figura 4.6 apresenta a 
aplicação do sistema de diagnóstico em MATLAB (Graphical User Interface (GUI)). Para 
uma melhor compatibilidade entre a(s) saída(s) deste sistema e as saídas dos sistemas 
actualmente existentes, quer a nível de representação de dados, quer a nível de 
terminologia optou-se por apresentar a medição dos parâmetros de diagnóstico em língua 
Inglesa. O sistema apresenta com rigor os parâmetros considerados suficientes para a 
caracterização dos eventos (P, PR, QRS, QT e T) do sinal ECG em que é medido: 
1. A altura da onda P que pode ser positiva ou negativa em que um aumento 
significativo do seu valor positivo pode ser um indicativo de hipertrofia 
ventricular direita (RVH) e quando negativa pode indicar a presença do ritmo 
Juncional. 
2. A largura do intervalo PQ ou PR importante para a avaliação de um bloqueio 
aurículo-ventricular de primeiro grau (1º A – V), hiperpotassemia, hipercalcemia 
e do síndrome de Wolff-Parkinson-White (WPW). 
3. A largura e altura do complexo QRS importante para a detecção de bloqueios do 
ramo direito e ramo esquerdo do feixe de His e na detecção de hipertrofia 
ventricular esquerda (LVH).   
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4. A largura do intervalo QT importante na avaliação do nível de cálcio uma vez 
que um alongamento excessivo deste intervalo pode ser associado a 
hipocalcemia enquanto um intervalo QT reduzido pode ser um indicativo de 
hipercalcemia. 
5. A altura da onda T que pode ser positiva ou negativa em que um aumento 
significativo do seu valor positivo pode ser indicativo de hiperpotassemia e 
quando negativa pode indicar a presença de enfarte do miocárdio. 
A avaliação baseada neste conjunto de parâmetros temporais dos eventos característicos 
do sinal ECG permite fazer um diagnóstico preliminar onde alguns factores como por 










Figura 4.6 Aplicação em MATLAB do sistema de diagnóstico. 
 
Na figura 4.6 é apresentado a título de exemplo um pulso pertencente a um paciente 
com ritmo normal. O software desenvolvido também permite a selecção de pulsos cujos 
parâmetros não estão contidos nos intervalos apresentados na tabela 2.3 para serem 
analisados posteriormente por um cardiologista ou especialista em ECG. 
A aplicação de diagnóstico apresenta uma análise aos parâmetros apresentados na 
secção 2.1.2 considerados suficientes para um diagnóstico preliminar do sinal de ECG. 
Com base nessa análise o sistema pode concluir para o exemplo apresentado que o 
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intervalo PQ/PR, o complexo QRS e o intervalo QT estão dentro dos valores considerados 
normais para o sinal de ECG. Esta informação é importante para a detecção do ritmo 
cardíaco, aumento ou redução dos intervalos característicos de despolarização e 
repolarização cardíaca, detecção de amplitudes anormais nas ondas características do ECG, 
entre outros, não sendo contudo suficientes para um diagnóstico mais elaborado e/ou 
específico. No caso do estudo dos ritmos supraventriculares (secção 2.2) como o AF, o 
diagnóstico permite detectar que o ritmo não é normal mas não consegue inferir qual. 
Embora se deva enfatizar que as medidas obtidas por este módulo são bastante 
aceitáveis, em parte pela relativamente pouca precisão temporal requerida, as principais 
limitações são: 
1. A morfologia do pulso não é tida em conta. 
2. O método exige a colocação de inúmeros thresholds nos domínios da amplitude 
e do tempo devido ao facto de a maioria dos eventos serem de natureza aleatória 
e não-estacionária. 
Estas duas limitações requerem modelos estocásticos de natureza não-estacionária para 
a modelização do ECG. Os HMMs cumprem todos estes requisitos pelo que são adequados 
para a modelação do ECG. 
4.3 RESULTADOS DA CLASSIFICAÇÃO DOS PULSOS COM 
HMMS  
Como visto no final da secção anterior os modelos de Markov ocultos (HMMs) 
apresentam algumas vantagens relativamente à heurística oriunda dos meios médicos, 
nomeadamente no que à modelação estatística de natureza não-estacionária diz respeito. De 
facto os intervalos propostos nos manuais médicos para a variação dos diversos eventos 
encerram intrinsecamente modelos estatísticos que estão ocultos. Os HMMs têm 
possibilidade de modelar esta estatística com base em exemplos, que fazem parte do 
universo de treino. 
Uma gravação do sinal ECG adquirido (DB) ou da (DB MIT) contém um conjunto de 
informação considerada redundante para a caracterização do sinal (secção 3.3). O sistema 
de reconhecimento de padrões com recurso aos HMMs direccionado à modelação da 
 4 TÉCNICAS E MÉTODOS UTILIZADOS E RESULTADOS EXPERIMENTAIS 4.9 
morfologia ao nível do pulso pressupõe a necessidade da segmentação dos pulsos de ECG 
para que os HMMs possam aprender as suas diferentes morfologias. Há um modelo 
estatístico não-estacionário orientado ao pulso cujo objectivo é a classificação da 
morfologia de cada pulso com base num dicionário de modelos previamente treinado. Para 
atingir esse objectivo é necessário a sincronização dos pulsos. Esta sincronização pode ser 
obtida com base no complexo QRS por ser um complexo que existe sempre e com 
características muito diferentes das dos restantes eventos. 
4.3.1 DETECÇÃO DO COMPLEXO QRS 
O método utilizado no âmbito desta tese para a detecção do complexo QRS foi o 
algoritmo de Pan-Tompkins. O sinal de ECG utilizado neste estudo tem duas origens, uma 
da DB e outra da DB MIT (secção 1.5). Na secção 4.1 apresentaram-se os resultados da 
aplicação de filtros para atenuação do ruído do sinal de ECG proveniente do sistema de 
aquisição de dados desenvolvido. Nesta secção faz-se referência à atenuação do ruído do 
sinal proveniente da DB MIT com recurso a filtros no domínio das wavelets. A figura 4.7 
apresenta um conjunto de pulsos de uma gravação da DB MIT antes da aplicação dos 
filtros para eliminação do ruído. 
 
 
Figura 4.7 Conjunto de pulsos de ECG da DB MIT, derivação MLII. 
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A figura 4.8 mostra a aplicação de filtros no domínio das wavelets a um conjunto de 
pulsos de ECG obtidos a partir da derivação MLII da DB MIT onde se pode observar a 
atenuação do ruído de alta frequência. 
 
Figura 4.8 Aplicação de filtros no domínio das wavelets a um conjunto de pulsos de ECG, 
derivação MLII. 
 
No seguimento da filtragem no domínio das wavelets o sinal é então submetido ao 
algoritmo de Pan-Tompkins (secção 3.3.1.2) para detecção do complexo QRS. A figura 4.9 
mostra a detecção do complexo QRS por esse método. 
 
Figura 4.9 Detecção do complexo QRS pelo método de Pan-Tompkins. 
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Pela observação da figura 4.9 verifica-se que o algoritmo de Pan-Tompkins é eficiente 
na detecção do complexo QRS com ênfase no pulso 3 mesmo em condições adversas com 
uma grande flutuação da linha base. 
4.3.2 EXTRACÇÃO DE CARACTERÍSTICAS   
A extracção de características de um sinal é porventura um dos passos mais importantes 
em todo um processamento necessário à identificação de um padrão. A importância deste 
pré-processamento de sinal para um classificador, constitui um compromisso entre 
redundância e suficiência das características remanescentes do sinal após extracção, tendo 
por isso um elevado grau de importância no que ao desempenho do sistema de 
classificação diz respeito. Neste trabalho foram implementados, testados e comparados 
dois métodos para a extracção de características, a linearização e a transformada wavelet 
discreta (DWT). 
Os resultados comparativos das técnicas de extracção de características supra referidos 
foram obtidos da base de dados de arritmias do MIT-BIH (DB MIT) (MIT-BIH arrhythmia 
Database) por ser uma base de dados padrão neste ramo do conhecimento. Contudo apenas 
os ritmos supraventriculares foram considerados no âmbito desta tese. Os ritmos 
supraventriculares estudados foram o ritmo normal (N), a fibrilhação auricular (AF) e o 
flutter auricular (AFL). Os pulsos seleccionados foram os pulsos normais (N) e os pulsos 
com contracção ventricular prematura (PVC) (V). 
Uma das formas de apresentação de resultados é uma tabela onde conste em 
percentagem o valor da sensibilidade e o valor preditivo positivo do sistema de 
classificação. A sensibilidade do sistema mede a probabilidade de um determinado pulso 
de uma classe ser classificado nessa classe. O valor preditivo positivo é a percentagem de 
pulsos que estão bem classificados numa dada classe. Os parâmetros obtidos para o valor 
da sensibilidade e para o valor preditivo positivo (Pr+) foram cálculos pelas seguintes 
equações 




  × 100  (4.1) 
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 × 100   (4.2) 
 
em que TP representa o número de pulsos verdadeiros positivo, FP representa o número de 
pulsos falsos positivos e FN representa o número de pulsos falsos negativos. 
O sistema de classificações de padrões referido nas secções 2.4.1 e 3.4 pressupõe um 
conjunto de treino e um conjunto de teste. As considerações sobre estes dois conjuntos são 
abordadas na secção 4.3.3. Assim, para o conjunto de treino foram seleccionadas da DB 
MIT as gravações 121, 122, 221 e 222 e para o conjunto de teste foram escolhidas da 
mesma base de dados as gravações 105, 112, 121, 122, 210, 221 e 222. Os pulsos 
seleccionados para o conjunto de treino foram 722 pulsos normais (N) das gravações 121 e 
122 catalogadas como ritmo normal (N), 682 pulsos normais e PVC (V) da gravação 221 
(ritmo AF) e 197 pulsos normais da gravação 222 (ritmo AFL). O conjunto de teste é 
composto por 2065 pulsos das gravações 105, 112, 121 e 122, por 1011 pulsos das 
gravações 210 e 221 e ainda por 246 pulsos da gravação 222, o que significa que os dados 
para o treino e teste foram obtidos de diferentes gravações o que é normalmente conhecido 
como análise independente do paciente. As tabelas 4.1 e 4.2 mostram o resultado da 
classificação de pulsos pelo método dos HMMs em que a extracção de características é 
feita pelas técnicas de linearização e DWT respectivamente.  
Tabela 4.1 A matriz confusão associada à linearização   
 AF N AF V AFL N N N Total Pr+ 
AF N 868 0 0 335 1203 0,721 
AF V 0 114 0 0 114 1 
AFL N 7 0 246 13 266 0,924 
N N 22 0 0 1717 1739 0,987 
Total 897 114 246 2065 3322  
Sensibilidade  0,967 1 1 0,831   
 
As características resultantes da linearização constituem observações bidimensionais 
onde a derivada e o ponto médio de cada segmento de recta representam respectivamente a 
1ª e a 2ª dimensão do vector observado. O ponto médio é robusto à componente DC do 
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ECG [74]. As características resultantes da DWT constituem observações bidimensionais 
obtidas a partir de dois níveis de foco ou seja com as duas primeiras escalas. 
Tabela 4.2 A matriz confusão associada à DWT com 2 escalas  
 AF N AF V AFL N N N Total Pr+ 
AF N 864 0 0 0 864 1 
AF V 0 114 0 0 114 1 
AFL N 0 0 237 0 237 1 
N N 33 0 9 2065 2107 0,980 
Total 897 114 246 2065 3322  
Sensibilidade  0,963 1 0,963 1   
 
A linha com a designação de “Total” significa o número total de pulsos usados no sistema 
de teste para cada classe apresentada na coluna correspondente. Na extracção de 
características pela técnica de linearização foram testados vários parâmetros contudo os 
que contribuíram para um melhor desempenho do algoritmo foram para ε = 0,01, Max = 1 
e k = 2 (secção 3.3.2.1). Com k = 8 verificou-se que o número de rectas era 
demasiadamente reduzido para conter toda a informação relevante para a modelização 
adequada do ECG. Diminuindo k verificou-se uma melhoria significativa no desempenho 
do sistema que contudo não se alterou para k < 2. 
Pela comparação dos valores das tabelas 4.1 e 4.2 é evidente que a técnica baseada na 
transformada wavelet apresenta melhores resultados do que a técnica de linearização no 
que respeita à caracterização do sinal ECG com recurso ao método de classificação 
baseado nos HMMs [56]. 
4.3.3 RESULTADOS DA CLASSIFICAÇÃO 
O sistema de classificação de pulsos de ECG é constituído por um HMM e dois 
conjuntos de dados, o conjunto de treino e o conjunto de teste. Com base no conjunto de 
treino o modelo que representa cada classe aprende os padrões de referência dessa classe 
com base nos exemplares dessa mesma classe existentes no conjunto de treino. No 
conjunto de teste faz-se um reconhecimento, durante o qual um padrão de entrada 
desconhecido é identificado de acordo com o conjunto dos modelos dos padrões de 
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referência. Os dados de entrada no conjunto de treino são provenientes da DB MIT 
enquanto os dados para teste são provenientes da DB do sistema de aquisição desenvolvido 
e da DB MIT.  
Após os resultados obtidos na secção 4.3.2, a técnica utilizada para a extracção de 
características passou a ser a WT. 
4.3.3.1 EXTRACÇÃO DE CARACTERÍSTICAS COM DUAS ESCALAS DA DWT  
O conjunto de treino utilizou as gravações seleccionadas da DB MIT 121, 122, 221 e 
222 e para o conjunto de teste foram escolhidas da mesma base de dados as gravações 105, 
112, 121, 122, 210, 221 e 222 e as gravações 300 e 301 da DB criada a partir do sistema de 
aquisição de dados desenvolvido. Os pulsos seleccionados para o conjunto de treino foram 
1445 pulsos normais (N) das gravações 121 e 122 catalogadas como ritmo Normal (N), 682 
pulsos normais e PVC (V) da gravação 221 (ritmo AF) e 197 pulsos normais da gravação 
222 (ritmo AFL). Os pulsos seleccionados para o conjunto de teste foram 3024 pulsos das 
gravações 105, 112, 121, 122, 300 e 301, 1011 pulsos das gravações 210 e 221 e 246 
pulsos da gravação 222. 
A tabela 4.3 mostra o resultado da classificação de pulsos das duas bases de dados DB e 
DB MIT pelo método dos HMMs em que a extracção de características é feita pela IWT 
com as duas primeiras escalas d1e d2. 
Tabela 4.3 A matriz confusão associada à DWT com as 2 primeiras escalas d1 e d2  
 AF N AF V AFL N N N Total Pr+ 
AF N 858 0 0 0 858 1 
AF V 0 114 0 0 114 1 
AFL N 0 0 234 0 234 1 
N N 39 0 12 3024 3075 0,983 
Total 897 114 246 3024 4281  
Sensibilidade  0,956 1 0,951 1   
 
Pela observação da tabela 4.3 é notório que a sensibilidade do sistema diminuiu em 
relação a sensibilidade do sistema apresentada na tabela 4.2. Contudo apesar do uso da 
mesma técnica para extracção de características os dados não são os mesmos uma vez que 
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na tabela 4.3 são apresentados resultados com a inclusão de duas gravações da DB criada a 
partir do sistema de aquisição de dados desenvolvido. Uma das conclusões que se pode 
depreender pode ter por base o facto de as gravações serem provenientes de duas DB em 
que os sistemas de aquisição de dados foram concebidos de forma diferente. Porém o valor 
da sensibilidade do sistema apresentado na tabela 4.3 não difere de uma forma acentuada 
da sensibilidade do sistema apresentada na tabela 4.2. É um facto que a linearização já foi 
optimizada em termos de desempenho para o número de segmentos de recta mais 
apropriado. Neste momento falta verificar se as duas escalas utilizadas nas DWT não 
eliminam mais que a informação redundante à classificação morfológica dos pulsos. A 
secção 4.3.3.2 tenta responder a esta secção. 
4.3.3.2 EXTRACÇÃO DE CARACTERÍSTICAS COM TRÊS ESCALAS DA DWT  
A análise do sinal com base na DWT pode evidenciar pequenas diferenças no sinal 
quando este é observado nas escalas mais apropriadas. A figura 4.10 mostra o resultado da 
aplicação da DWT a um pulso do ritmo Normal do ECG. 
















Figura 4.10 Resultado da aplicação da DWT a um pulso do ritmo Normal de ECG visto às 
escalas d1, d2 e d3. 
 
Na figura 4.10 pode observar-se que o nível de foco d1 (intervalo de frequência de 90-
180 Hz) enfatiza as altas frequências do complexo QRS quando comparado com a onda P e 
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onda T. As escalas d2 e d3 mostram claramente que outras ondas de baixa frequência que 
não aparecem na escala d1 aparecem nestas escalas. 
As características usadas no âmbito deste trabalho são observações simultâneas das 
escalas d1, d2 e d3, desta forma a sequência de observações gerada depois da extracção dos 
parâmetros está na forma O = (o1, o2, …oT) onde T é o comprimento do sinal em número 
de amostras e cada observação oT 
O conjunto de treino e o conjunto de teste utilizaram as mesmas gravações indicadas na 
secção 4.3.3.1. 
é um vector tridimensional. Cada elemento do vector 
observação é obtido através da transformada wavelet inversa (IWT) da escala seleccionada. 
As combinações de três escalas d1, d2 e d4, d1, d3 e d4 e d2, d3 e d4 foram usadas para a 
extracção de características contudo os melhores resultados foram obtidos com as escalas 
d1, d2 e d3. 
A tabela 4.4 mostra o resultado da classificação de pulsos pelo método dos HMMs em 
que a extracção de características é feita pela técnica IWT com três escalas diferentes d1, 
d2 e d3 respectivamente. 
Tabela 4.4 A matriz confusão associada à DWT com 3 escalas  
 AF N AF V AFL N N N Total Pr+ 
AF N 864 0 0 0 864 1 
AF V 0 114 0 0 114 1 
AFL N 0 0 237 0 237 1 
N N 33 0 9 3024 3066 0,986 
Total 897 114 246 3024 4281  
Sensibilidade  0,963 1 0,963 1   
 
Cada gravação tem dois traçados ou derivações modificadas de ECG nomeadamente 
MLII e V1 que são modeladas de forma independente. Um pulso é classificado 
correctamente quando os dois modelos têm o máximo na mesma classe, quando não têm o 
pulso é considerado não classificado. Um cardiologista ou técnico de ECG é requisitado 
para analisar os pulsos considerados não classificados que são separados previamente 
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enquanto os resultados apresentados na tabela 4.4 correspondem aos pulsos classificados 
correctamente. 
A figura 4.11A e figura 4.11B mostram dois pulsos separados para posterior análise por 
um cardiologista em que para cada traçado foi atribuída uma classe diferente pelo sistema 
de reconhecimento. O primeiro pulso é claramente do tipo “A” (anexo B) e o segundo 










Figura 4.11 Pulso tipo “A” (A) e pulso tipo “j” (B) para uma análise posterior por um 
cardiologista. 
 
4.3.3.3 COMPARAÇÃO DE RESULTADOS COM OUTROS MÉTODOS DE 
CLASSIFICAÇÃO  
Os resultados apresentados no âmbito desta tese nas secções 4.3.3.1 e 4.3.3.2 dizem 
respeito aos ritmos supraventriculares normal, AF e AFL. Na literatura actual é difícil 
encontrar resultados de outros métodos para a classificação de pulsos de ECG nas mesmas 
condições de treino e de teste. Assim, existe a necessidade de treinar outras classes não 
pertencentes a estes ritmos com o objectivo da comparação de desempenho do classificador 
proposto. Para atingir esse objectivo são propostas quatro novas gravações da DB MIT; 
100, 102, 106 e 118 de onde são seleccionados pulsos normais (N), pulsos com não 
  
A B 
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condução da onda P (/), pulsos com contracção ventricular prematura PVC (V) e pulsos 
right bundle branch block (RBBB). 
O estudo apresentado por Engin et al. [116] denominado “ECG beat classification using 
neuro-fuzzy network” comparou com sucesso o método híbrido baseado em Fuzzy e redes 
neuronais (N-FN) desenvolvido no âmbito do seu trabalho com os 3 métodos; GE (Global 
Expert), LE (Local Expert) e ME (Mixture of Experts) desenvolvidos no âmbito de um 
outro trabalho [119]. Com base nos resultados obtidos em [116] foi apresentada como 
principal vantagem o valor da média da sensibilidade do método muito superior em relação 
ao método proposto noutra referência [119]. 
No sentido de se poder comparar os resultados obtidos pelo método N-FN com os 
resultados obtidos pelo método baseado em HMMs desenvolvido no âmbito desta tese, o 
conjunto de treino e teste foram seleccionados com base nos critérios propostos em [116]. 
Assim, para o conjunto de treino e para o conjunto de teste foram seleccionadas da DB 
MIT as gravações 100, 102, 106 e 118. Os pulsos seleccionados para o conjunto de treino 
foram 800 sendo 200 de cada gravação. Para o conjunto de teste foram seleccionados 100 
pulsos de cada gravação num total de 400 pulsos. Apesar de as gravações serem as 
mesmas, os pulsos usados para treino são diferentes dos pulsos usados para teste.  
Os resultados da classificação de pulsos de ECG pelo método N-FN são apresentados de 
forma diferente àquela que tem vindo a ser usada neste trabalho. Assim, é necessário 
introduzir mais dois conceitos; o conceito de especificidade e o conceito de percentagem de 
reconhecimento. A especificidade mede a percentagem de pulsos negativos bem 
classificados. A percentagem de reconhecimento diz respeito aos pulsos bem classificados 
no universo de todos os pulsos.   
 




  × 100  (4.3) 
 




+  × 100  (4.4) 
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A tabela 4.5 mostra os resultados do desempenho para as classes apresentadas dos 
classificadores baseados em N-NF e HMMs.   
Tabela 4.5 Comparação do desempenho dos dois classificadores  
Gravações Sensibilidade (%) Especificidade (%) Perc. de reconhecimento (%) 
102 100 100 93 99,6 93,5 99,7 
106 100 100 93 98,9 93,5 99,2 
118 99 98 100 100 93,4 99,4 
Média 99,6 99,3 95,3 99,5 93,5 99,4 
 
Como se verifica da tabela 4.5 o método proposto nesta tese apresenta especificidade 
superior ao método proposto em [116]. Relativamente à sensibilidade o método proposto 
nesta tese apresenta um resultado ligeiramente inferior, no entanto os pulsos aqui 
contabilizados como erros não o são de facto devido à incerteza no reconhecimento. O 
modelo mais provável para ambas as derivações não foi o mesmo e nestas situações os 
pulsos são isolados para posterior análise médica. Consequentemente estes não são pulsos 
errados pelo classificador mas aqueles onde a incerteza na sua classificação é elevada. Esta 
situação é naturalmente diferente de uma situação de erro, de facto, onde um pulso é mal 
classificado com elevada verosimilhança (certeza) no modelo que representa a classe. 
4.4 CONCLUSÕES 
Esta secção apresenta a conclusão dos resultados obtidos pelo sistema de 
reconhecimento de padrões de ECG, desenvolvido no âmbito desta tese. O principal 
objectivo é a detecção das arritmias cardíacas mais comuns pertencentes a ritmos 
supraventriculares. Este classificador de morfologia de pulsos de ECG permite fazer uma 
triagem inicial necessitando contudo da intervenção de um cardiologista quando a 
confiança no diagnóstico assim o exige. O sistema de reconhecimento de padrões trabalha 
simultaneamente em 2 HMMs, onde cada um modela uma das derivações (MLII e V1). 
Quando o resultado do reconhecimento aponta para uma classe numa derivação e para 
outra classe na outra derivação, o resultado do reconhecimento é ambíguo e estes pulsos 
são seleccionados para posterior análise por um especialista em cardiologia. O especialista 
N-FN HMMs HMMs N-FN HMMs N-FN 
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pode fazer o diagnóstico com base nos seus conhecimentos médicos e/ou recorrendo a 
exames complementares. Relativamente à maioria das técnicas baseadas na transformada 
de Fourier (FT), a WT apresenta a vantagem de assinalar as variações de frequência 
caracterizadas, por exemplo, por picos no domínio temporal. Por esta razão é uma técnica 
mais apropriada para a análise de sinais cujas características variam no tempo, os 
chamados sinais de natureza não-estacionária. As WT permitem observar o sinal a 
diferentes escalas em que cada uma enfatiza algumas características e propriedades do 
sinal. Um pulso de ECG é potencialmente melhor caracterizado quando se usam em 
simultâneo diferentes escalas isto porque são usadas mais características do sinal. De facto 
algumas características diferentes podem ser observadas simultaneamente como a baixa 
frequência da onda P e a alta frequência do complexo QRS. As técnicas, WT e HMM 
apresentam características que são apropriadas para a modelação de fenómenos de natureza 
não-estacionária como é o caso do ECG, podendo por isso complementar-se. Os resultados 
comparativos desta abordagem com uma das abordagens afins descritas na literatura 
recente, conhecida como neuro-fuzzy network (N-FN), mostram alguma vantagem desta 
abordagem e por isso alguma vantagem da ligação entre WT e HMMs. 
 5. Conclusões e trabalho futuro 
Sumário 
Neste capítulo apresentam-se as conclusões do trabalho realizado assim como algumas 
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5.1 INTRODUÇÃO 
Este capítulo apresenta as conclusões do trabalho efectuado para cada um dos módulos 
propostos no âmbito desta tese. Assim na secção 5.2 são apresentadas as conclusões do 
sistema de aquisição de dados desenvolvido, do pré-processamento de sinal, da extracção 
de características e do classificador. Na secção 5.3 são apresentadas para os módulos 
desenvolvidos algumas sugestões para trabalho futuro. 
5.2 CONCLUSÕES FINAIS 
O sistema de aquisição de dados desenvolvido no âmbito desta tese para a aquisição e 
monitorização da actividade eléctrica do coração é composto por três blocos; o 
processamento de sinal analógico, a aquisição, monitorização e registo do sinal e o sistema 
de análise do sinal de ECG adquirido. A abordagem do modelo base para o processamento 
analógico de sinal de ECG apresenta como vantagens, a simplicidade, a funcionalidade e a 
adequação às derivações ou traçados de ECG a adquirir. O sistema de aquisição é flexível 
permitindo diferentes configurações para aquisição de traçados ou derivações de ECG, o 
modelo final para cada aplicação conforme os traçados ou derivações a adquirir é composto 
pelo conjunto de vários modelos base. O sistema de análise do sinal de ECG é baseado 
numa análise da amplitude e duração do sinal ECG em função de parâmetros considerados 
normais dos seus eventos característicos. Este sistema mede com relativa precisão a 
amplitude das ondas P, Q, R, S e T assim como a duração dos intervalos PQ ou PR, QT e 
do complexo QRS. No caso do estudo dos ritmos supraventriculares (secção 2.2) como o 
AF, o diagnóstico permite detectar que o ritmo não é normal mas não consegue concluir 
qual. A particularidade de os diferentes eventos terem características distintas, 
nomeadamente conteúdo espectral leva a que o sinal de ECG seja não-estacionário. 
Processos não-estacionários podem ser modelados de forma mais precisa usando técnicas 
não-lineares de processamento de sinal. 
O pré-processamento de sinal é importante para um sistema de reconhecimento de 
padrões na medida em que a qualidade do sinal necessária para um bom desempenho do 
classificador é aqui controlada. Em condições normais e no caso específico do sinal ECG 
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este pré-processamento tem tipicamente três fases; a atenuação de ruído, a detecção do 
complexo QRS e a sincronização de pulsos de ECG. Todos os processos estão sujeitos ao 
ruído, sendo este proveniente de diversas fontes (secção 3.2.1). Os efeitos do ruído no sinal 
tornam imperceptíveis algumas das suas características fundamentais o que é obviamente 
indesejável. No entanto, em certas circunstâncias é possível atenuar significativamente o 
seu efeito, em especial se o espectro do sinal e do ruído não coincidirem. A filtragem LP é 
normalmente usada para atenuar os efeitos do ruído de alta frequência. Para a atenuação de 
ruído nestas condições foi usada uma técnica baseada na WT que para além de realçar as 
características principais do sinal pode evitar a perda de detalhes importantes do mesmo 
[115]. O uso de filtros digitais no domínio das wavelets no pré-processamento de sinal 
deve-se ao facto de ser uma técnica mais recente de processamento de sinal digital com 
vantagens sobejamente conhecidas sobre a sua parente clássica; a transformada de Fourier 
localizada ou a transformada de Fourier que depende do tempo (STFT). A detecção do 
complexo QRS não é um dos objectivos principais deste trabalho. Os resultados obtidos na 
detecção do complexo QRS pelo método de Pan-Tompkins são satisfatórios uma vez que, 
neste estudo e para as gravações utilizadas, o método detecta todos os complexos mesmo 
aqueles que se encontram em condições adversas com grandes flutuações da linha base. O 
sistema de reconhecimento de padrões com recurso aos HMMs direccionado à modelação 
da morfologia ao nível do pulso pressupõe a necessidade da segmentação dos pulsos de 
ECG para que os HMMs possam aprender a variabilidade na morfologia existente em cada 
tipo de arritmia. Após a detecção do complexo QRS pelo método de Pan-Tompkins 
desenvolveu-se um algoritmo para segmentação do sinal ECG em pulsos e em seguida 
procedeu-se à sincronização do pulso MLII com o pulso V1. 
Neste trabalho foram implementados, testados e comparados dois métodos de extracção 
de características; a linearização e a transformada wavelet (WT). As gravações do sinal 
ECG e em particular os registos de longa duração (exame Holter) têm uma quantidade de 
dados para análise que pode ascender os 100000 pulsos. Esses sinais têm uma grande 
quantidade de redundância. Pela comparação dos resultados obtidos no que respeita ao 
reconhecimento de um padrão em pulsos de ECG com recurso ao método de classificação 
baseado nos HMMs é um facto que a técnica baseada na transformada wavelet apresenta 
melhores resultados do que a técnica de linearização para a extracção de características do 
sinal de ECG. Um sinal biomédico observado directamente contém normalmente 
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informação mais do que suficiente para as necessidades em termos de diagnóstico. A 
extracção de características é o resultado de uma unidade de processamento cujo objectivo 
é retirar do sinal apenas a informação necessária ao diagnóstico, ou seja é descartada a 
informação redundante que não contribuindo para a melhoria do diagnóstico pode ter um 
peso elevado no processamento do sinal. Porém, não deixa de ser evidente também que a 
WT usa quase a totalidade de informação de um pulso de ECG enquanto a linearização usa 
apenas aproximações a rectas para retirar a mesma informação. Isto é a WT pode 
apresentar melhores desempenhos na extracção de características para o classificador 
contudo necessita de muito mais processamento porque o número de segmentos de recta 
obtido da linearização é muito menor que o número de amostras de um pulso. 
O sistema de classificação de pulsos de ECG é constituído por um HMM e dois 
conjuntos de dados. O primeiro é um conjunto de dados de treino onde o sistema “aprende” 
a estatística da variação da morfologia do pulso para cada classe. O segundo é um conjunto 
de teste que serve para aferir o desempenho do sistema. É importante que o conjunto de 
teste seja o mais independente possível do conjunto de treino o que nunca é garantido mas 
é aproximadamente assumido quando nenhum dos exemplares do conjunto de treino 
aparece no conjunto de teste. Esta abordagem foi seguida no âmbito desta tese. 
O processo de reconhecimento consiste em encontrar o HMM para o qual a 
probabilidade de emissão da sequência observável é máxima. O HMM de cada classe é 
obtido por treino em exemplares dessa classe recorrendo ao critério da máxima 
verosimilhança. O algoritmo EM (Expectation-Maximisation) é uma técnica 
frequentemente usada no cálculo iterativo de estimativas de máxima verosimilhança em 
problemas com dados incompletos ou não observáveis. No caso dos HMMs a função 
densidade de probabilidade dos dados incompletos (observáveis) não tem solução analítica 
directa em termos de maximização. No entanto, fazendo uso dos dados observáveis e da 
função densidade de probabilidade conjunta dos dados completos (dados observáveis e os 
dados não observáveis) esta função pode ser maximizada, usando o algoritmo EM. 
Os resultados obtidos no sistema de reconhecimento de padrões utilizando um 
classificador estatístico que tem por base os HMMs foram satisfatórios na medida em que 
para os ritmos supraventriculares estudados no âmbito desta tese o classificador teve 
desempenhos relativamente elevados mesmo quando comparados com sistemas 
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contemporâneos (tabela 4.5). Este desempenho pode ser observado na secção 4.3. Quando 
o resultado do reconhecimento aponta para uma classe numa derivação e para outra classe 
na outra derivação, o resultado do reconhecimento é ambíguo e estes pulsos são 
seleccionados para posterior análise por um especialista em cardiologia. Daí, dizer-se que, 
o sistema desenvolvido é um sistema de ajuda ao diagnóstico de ECG. 
5.3 TRABALHO FUTURO 
A actualização do sistema de aquisição de dados pode passar por uma implementação 
tipo ECG Holter com um processador de sinal digital (DSP) e com a integração de um 
módulo de comunicação tipo radiofrequência (RF). Contudo a aplicação ECG Holter 
impõe a optimização do sistema desenvolvido uma vez que tratando-se de um sistema de 
aquisição móvel o consumo de energia tem implicações ao nível da sua autonomia. Uma 
vez que os recursos computacionais disponíveis neste trabalho são considerados 
suficientes, a optimização ao nível da autonomia pode passar pela diminuição de 
componentes electrónicos envolvidos. 
Na análise de literatura comparativa recente o método de Pan-Tompkins apresenta um 
desempenho na detecção do complexo QRS acima dos 99%. Na literatura da especialidade 
têm aparecido métodos alternativos baseados em abordagens que têm por base técnicas 
mais modernas de processamento de sinal como as wavelets [99], redes neuronais [106], 
morfologia matemática [102] e algoritmos genéticos [105]. No entanto todos estes métodos 
apresentam desempenhos semelhantes ao método de Pan-Tompkins mas com um muito 
significativo aumento de capacidade computacional [98]. Neste enquadramento não é fácil 
apresentar sugestões para trabalho futuro no que à detecção do complexo QRS diz respeito. 
Uma das formas de melhorar o desempenho de um classificador pode passar por 
melhorar os métodos utilizados ou utilizar outros métodos de extracção de características. 
Em termos de trabalho futuro essa melhoria pode passar pelo uso de métodos que analisem 
a estatística do espectro em vez do próprio espectro preferencialmente numa abordagem ao 
segmento em vez de à amostra. Estes métodos têm vantagens na redução significativa ao 
nível do processamento sendo tipicamente mais robustos ao ruído, uma vez que o efeito do 
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ruído em cada instante de amostragem pode ser diluído por todos os pontos pertencentes a 
um determinado segmento. 
Em termos de trabalho futuro a medição dos intervalos de tempo dos eventos, assim 
como a completa delineação do sinal de ECG muito importante para a prática clínica diária 
pode ser obtida via backtracking usando no algoritmo de Viterbi a estimativa da sequência 
de estados mais provável (verosímil). 
As abordagens baseadas no treino discriminativo levam potencialmente a modelos mais 
ajustados ao conjunto de treino, uma vez que cada modelo é treinado com todos os dados 
(os dados dele próprio e também dos restantes modelos). A função densidade de 
probabilidade é maximizada condicionalmente aos parâmetros dos modelos das outras 
classes. O objectivo é maximizar as “diferenças” entre classes que é o mais importante no 
que à classificação diz respeito, em vez de maximizar a função densidade de probabilidade 
para cada classe dado as observações dessa mesma classe, como o MLE (Maximum 
Likelihood Estimation). O algoritmo MMIE (Maximum Mutual Information Estimation) é 
um dos mais comuns em treino discriminativo e é proposto como trabalho futuro para a 
substituição do MLE. 
Em diversas situações é possível obter com o MLE uma abordagem semelhante ao 
MMIE com alterações na estrutura dos modelos [114]. No entanto, e dependendo das 
diferenças entre as várias classes esta abordagem nem sempre é possível. 
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A Impressão, em papel, de outros formatos de um ECG com 
diferentes configurações, mantendo contudo, os parâmetros 
padrão.  
B Tabelas com a nomenclatura para o tipo de ritmo e tipo de 
pulsos utilizadas pelo MIT – BIH 
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Na figura A.1 apresenta-se a impressão, em papel, de outros formatos de 
um ECG com três traçados de ECG; 1, 2 e 3. 
Na figura A.2 apresenta-se a impressão, em papel, do relatório 














Figura A.1 Impressão, em papel, de outros formatos de um ECG com três 
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Na tabela B.1 apresenta-se a nomenclatura para o tipo de ritmo utilizada 
pelo MIT – BIH. 
Na tabela B.2 apresenta-se a nomenclatura para o tipo de pulso utilizada 
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Tabela B.1 Nomenclatura para o tipo de ritmo utilizada pelo MIT – BIH.  
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