Abstract| Due to the scarcity of frequency allocations for emerging personal communications services, it has been proposed that spread spectrum (SS) signals be used in such services so that they can be overlaid on existing frequency band occupants. Such SS signals would be constrained in power so as not to interfere with pre-existing, narrowband users. In view of this application, suppression of strong narrowband signals that interfere with commercial SS communications systems is being investigated with renewed interest. Previous research has modeled narrowband users as sinusoidal or autoregressive signals, and consequently has advocated use of predictive ltering to suppress such signals. In this paper it is shown that when the narrowband interferer is in fact a digital communications signal these methods are less e ective than techniques derived from multiuser communications. In particular, by modeling a narrowband user as a digital signal, optimal and asymptotically (low background noise) optimal linear algorithms for the recovery of the SS bit stream are developed. This technique represents not only a promising new approach to narrowband interference suppression, but also a new application for multiuser detection theory.
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I. Introduction
The use of spread spectrum (SS) systems for emerging personal communications services has been proposed, where the SS signal is overlaid on existing narrowband users 1,2,3]. For a single SS user in an additive white Gaussian noise (AWGN) channel, the optimal receiver is a lter matched to the signature sequence of the SS signal. The presence of narrowband users makes the environment decidedly non-AWGN, especially as narrowband users can be expected to be much more powerful than the SS user. To compensate for this, many schemes have been proposed to lter out such narrowband signals before going on to matched lter the received waveform. For example, one of the most common approaches uses ltering to predict narrowband signals and to subtract these predictions from the received signal. Such a scheme is termed a predictor/subtracter detector.
Analysis of these ltering techniques has involved modeling the narrowband signal as either a deterministic sinusoidal signal or an autoregressive signal (AR), i.e., the output of a linear lter driven by AWGN 4, 5] . These models greatly simplify analysis and have characteristics that capture the narrowbandedness of the interferer. Consider, however, the situation where the interferer is actually a digital communications signal with a data rate much lower than the spread spectrum chip rate. This signal is indeed a narrowband interferer, but it is poorly modeled as either a sinusoid or an AR process. In such a situation the structure of the digital interferer can be exploited to develop a SS receiver that optimally rejects the interference. The predictor/subtracter structure is only optimal if the prediction is errorless.
Although this system of one true SS user and one digital, narrowband interferer is not a code division multiple access (CDMA) system in the usual sense, in the following section we describe how this can be thought of as a system of m+1 spread spectrum users, where m is a function of the relative data rates of the two signals. In this paper we apply the techniques of multiuser detection to this model to derive new methods for decoding the SS user while simultaneously suppressing the interferer. For simplicity we address the case of one true spread spectrum user and one narrowband interferer, however our results can be extended to more general situations.
Analogously with the analysis of CDMA systems, we adopt use of the e ciency, asymptotic e ciency and the near-far resistance to gauge the e ectiveness of our detectors. The e ciency is the ratio of e ective signal-to-noise ratio (SNR) to actual SNR, where the e ective SNR is the signal level required in the presence of multiple access noise to achieve the same probability of error when this noise is removed. The asymptotic e ciency is the limit of the e ciency as the background AWGN goes to zero. This asymptotic quantity is not only more tractable analytically than the e ciency, but it also gives a better sense of how the detector performs in our stated environment, i.e., when the dominant source of signal corruption is the narrowband interferer. The near-far resistance is the asymptotic e ciency minimized over all possible interference energy levels 6].
The optimal multiuser receiver has complexity that is exponential in the number of users (in our case, this corresponds to the number of narrowband data symbols per SS data symbol), which can be quite large. To reduce this computational burden several linear algorithms have been proposed which take into account the structure of the CDMA signals and work to compensate for the multiple access interference. Among these, the optimal linear detector maximizes the asymptotic e ciency, while the decorrelating detector has asymptotic e ciency equal to the near-far resistance of the optimal multiuser detector 7].
We begin our analysis by assuming the interferer operates synchronously with the SS user, and derive expressions for the optimal linear and the decorrelating detectors. We next examine the case of an asynchronous interferer and derive an expression for the decorrelating detector and its asymptotic e ciency as the frame of bits to be detected is allowed to be arbitrarily large.
II. Synchronous Interferer
As mentioned above, we begin with the more tractable assumption of synchrony between the SS user and the narrowband interference. We rst cast this problem in a multiuser CDMA framework. We derive expressions for the optimal linear detector and the decorrelating detector, and nd their asymptotic e ciencies. Although our system is composed of m virtual SS users, our receivers strongly resemble \vectorized results" for receivers for systems with two true SS users.
We consider a system with one SS signal and one narrowband binary communications signal in an otherwise AWGN channel. Each data bit of the SS user is modulated by a pseudonoise (PN) signature sequence (each entry being one chip), which spreads the signal in the frequency domain. We assume for now that the narrowband signal is synchronized with the SS signal. Furthermore, we assume a relationship between the data rates of the two users, i.e., m bits of the narrowband user occur for each bit of the SS user. In Figure 1 we have drawn the set of m virtual Given that most digital data is sent at rates that are powers of two, it is reasonable to employ an integer relationship between the bit rates; indeed, m is most likely to be a power of two for practical channels.
signature sequences, and the SS spreading code. y The rst virtual user's signature sequence is one during the rst narrowband user's bit interval (a virtual \chip" interval) and zero everywhere else. Similarly each narrowband user's bit can be thought of as a signal arising from a virtual user with a signature sequence with only one non-zero entry. These form a set of orthogonal users, uncorrelated with one another. However, in general, the i th virtual user will have some cross correlation with the spread spectrum user. If we call the vector formed by the cross correlations, dened explicitly in (2), and we let I m be the m m identity matrix, then we see that the cross correlation matrix R for this virtual multiuser system has a very simple structure,
We have assumed in the foregoing that the narrowband user had a faster data rate than the SS user (although, of course, this rate is still much slower than the chip rate), however the opposite could just as easily hold. Although we do not study this case explicitly, our analysis applies to it equally well. Figure 2 shows a system where there are m SS bits in a narrowband bit. Our narrowband user becomes a virtual user with a signature sequence of all ones and we cast the single SS user as m virtual SS users that are orthogonal. The covariance matrix of this system has the same structure seen before. Let T be the bit duration of the SS user, which implies T=m is the bit duration of the narrowband user. Let G be the processing gain of the SS signal; then the chip interval has length T=G. By our assumption that the interferer is narrowband, we have G m. Let s 1 (t) be the normalized bit waveform of the narrowband user, i.e., s 1 (t) is zero outside the interval (0; T=m) and has unity power, and similarly, let s 2 (t) be the normalized chip waveform of the SS user.
y For the sake of illustration we feature square waves at baseband, however our remarks hold for arbitrary waveforms and carrier frequencies that are o set.
We assume that the two users are sending digital data through the same channel characterized by AWGN with variance 2 n . We assume further that the received signal strength for both signals remains constant for the larger bit interval. Let w 1 be the received energy of the narrowband signal, and w 2 the received energy of the SS user (including the processing gain). We will use the notation that the narrowband user data bits during the interval (0; The output of the i th lter, 0 i < m, is given by
The cross correlations mentioned earlier are de ned by
If we form a diagonal matrix, W = diag(w 1 ; : : :; w 1 ; w 2 ), of received energies, then the outputs of the matched lters form a vector y given by
where n is Gaussian with zero mean and covariance matrix 2 n R.
The maximum likelihood estimate for the vector of narrowband and SS bits requires the solution of a quadratic integer program, which is NP complete. This is prohibitively complex as it is exponential in the number of narrowband bits m which may be quite large. Therefore, we focus our attention on two linear detectors that enjoy properties similar to those of the maximumlikelihood detector with much lower complexity.
A. Linear Detectors
As we are interested in the case of a strong narrowband signal compared to the SS signal (consistent with the premise that the SS signal will not cause undue interference to the pre-existing narrowband user), we investigate receivers that perform well in this regime. Our optimality criteria for the linear receivers will be the asymptotic e ciency and near-far resistance.
As de ned in the introduction, the e ciency of a detector is the ratio of the e ective energy to the actual energy. Given a system with AWGN of spectral height 2 and users' energies given by the diagonal matrix W, a detector will have a probability of error for detecting the k th user, say P k ( ; W). We de ne the e ective energy e k to be the energy that would achieve the same probability of error in a system with the same AWGN and no other users, i.e., Q( p e k = ) = P k ( ; W). The asymptotic e ciency is the limit of the e ciency as the AWGN is allowed to go to zero. The near-far resistance is the worst case asymptotic e ciency over all possible energy con gurations.
In the following sections we derive the optimal linear detector, which maximizes the asymptotic e ciency. We compare this detector with the decorrelating detector, which achieves the near-far resistance of the optimal (maximum likelihood) detector. We also derive a loose lower bound on the probability of error of the predictor/subtracter detector.
Decorrelating Detector
Per 7], the decorrelating detector and its asymptotic efciency are completely determined by the inverse of the cross correlation matrix R given in (1), which for our system is
The SS bit estimate involves the last row of this inverse, Since this expression is independent of the received energies, the near-far resistance is equal to the asymptotic efciency, the same near-far resistance as the optimal detector. Hence the decorrelator is the maxi-min linear detector. Note that for a system with two users at the same bit rate, the asymptotic e ciency is 1 ? 2 , so our result is a vector version of this equation 7].
Optimal Linear Detector
When the relative energies of the narrowband interferer and SS user are known, an optimal linear detector exists that may have higher asymptotic e ciency than the decorrelating detector. It is optimal in that it maximizes the asymptotic e ciency, i.e., it minimizes the probability of error for low background noise. Per 7] the optimal linear detector for the spread spectrum user is that vector v that maximizes If we de ne I j = sgn( v j + j ), then we seek the that forces the following to zero for each j. 
While there is no explicit method for nding such a vector , by examining the solution in the case of two SS users, we hypothesize a solution of the same form, that is v j = 8 < :
It can be veri ed that this choice does indeed force the expression in (4) to zero, and yields a maximumasymptotic e ciency. Per (3), the optimal linear detector estimates the SS bit by the sign of~ T y wherẽ
The asymptotic e ciency of the optimal linear receiver is given by We wish to evaluate the two proposed receivers, the decorrelating detector and the optimal linear detector, and compare their performance to that of the two most common receivers to date, the matched lter and the predictor/subtracter. We will derive exact expressions for the probability of error for the matched lter, decorrelating detector and optimal linear detector; however there is no closed form expression for the predictor/subtracter. Therefore we derive a crude lower bound on the probability of error for the predictor/subtracter; this represents the theoretical limit on predictability of the narrowband signal. At the conclusion of this section, the exact probabilities of error for these detectors are plotted for a speci c PN sequence, as well as simulation results for a true (versus ideal) predictor/subtracter.
For the conventional detector, the received signal is sent directly to a single lter matched to the spreading code. The output of the lter is then compared to a threshold, to yield the spread spectrum bit estimateb SS = sgn(y m ). The probability of error is We next derive the lower bound on the probability of error of the predictor/subtracter, a block diagram of which is given in Figure 4 . To obtain a crude lower bound on the probability of error resulting from the prediction process, we assume for the moment that only the binary narrowband signal is present, and that all information is available about the waveform of this signal. We assume the interferer is matched ltered as appropriate to obtain an equivalent square pulse binary signal. This square pulse is sampled at the chip rate. Because of our assumed perfect knowledge of the narrowband signal waveform, we know when a sample is interior to the narrowband bit, and when a transition has occurred between samples. For an interior point we can achieve perfect prediction, therefore the only errors occur during samples with bit transitions, as illustrated in Figure 5 .
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Fig. 5 Ideal Predictor
To nd an expression for the probability of error of the ideal predictor/subtracter, we subtract out the prediction from the received signal and send the residual to a lter where j i is the chip number where the i th narrowband bit transition occurs, andb i is our estimate of the narrowband bit at the transition. Choosingb i to be zero gives minimum mean-squared-error for the interference prediction. However, for some interference powers the probability of error in predicting the SS bit is actually lower when choosingb i at random. We calculate both probabilities of error and take the lowest one (for that interference power) as our lower bound. It is only during chip intervals encompassing a narrowband bit transition that we will have any energy due to the narrowband user contributing to our threshold test; all other chip intervals have perfect prediction. If we de nẽ We use the data provided in 9] to select parameters for the systems whose performance is compared in this paper. Speci cally we reference all powers to a unity spread spectrum signal (before despreading). The noise power, 2 n , is chosen to be 4, as required for the SS signal to be 6 dB down from the ambient noise to ensure no degradation of the pre-existing narrowband user. The narrowband user's power is allowed to vary from parity with the SS signal, to 40 dB above it. A processing gain of 63 is adequate to get reasonable system performance for these parameters. We use an m-sequence of length 63 as the spreading code and a square pulse for both s 1 (t) and s 2 (t). The narrowband signal is allowed to have 1, 2, 4, and 8 bits relative to the SS signal. Larger values make the probability of errors very di cult to compute and they also con ict with our assumption of a narrowband signal (m=G is a measure of the narrowbandedness of the signal).
Simulation results are plotted in Figure 6 , each representing a di erent value for m. It is only for interference powers below the AWGN (6dB) that the matched lter performs well. The optimal linear detector o ers little if any improvement over the decorrelating detector. Though the ideal predictor/subtracter outperforms the decorrelating detector for moderate values of interference power, Monte Carlo simulations show that actual predictor/subtracter performance will have much greater error probability. Results when using a 7 tap LMS lter 5] to predict the narrowband interferer are labeled \Pred/Sub, 7 tap" in Figure 6 . For strong interference powers, and for (relatively) less narrowband signals (i.e., m = 8), we see the decorrelating detector o ers a signi cant increase in performance.
The lower bound calculated in the previous section assumes errors due only to the AWGN and the inherent unpredictability of the narrowband data. As is evident from the simulation results, this is a very optimistic lower bound. When predicting a digital signal, the LMS algorithm makes enough errors to yield worse performance than the matched lter with no prediction, at least for moderate interference powers. For large interference powers the LMS does better, but still has signi cantly larger probability of error than the lower bound, an ideal predictor/subtracter. y
III. Asynchronous Interferer
We now allow for a known, xed delay between the spread spectrum signal and the interferer. Due to the complexity of this problem, we will focus our attention on the decorrelating detector. We nd rst the asymptotic e ciency of the decorrelating detector, and then the structure of this detector. For the simulation parameters examined and for large interference powers, the multiuser detector outperformed both the conventional detector and an idealized predictor/subtracters. Figure 8 illustrates the virtual multiuser system for the asynchronous case. We call the xed, known time lag between the spread spectrum bit and the nearest previous start of a narrowband bit, i.e., 0
T=m. We have a new set of cross correlations, and in particular there is a new vector of correlations due to the overlap of an interferer's bit with the preceding SS bit. Due to the de nition of the delay, only the rst component of will be non-zero; however for ease in some matrix equations we maintain the vector notation.
Unless otherwise noted, the notation used in section II is unchanged. We assume a frame of 2N+1 spread spectrum y The greater disparity exists for the case m = 1, which can be explained by the lower bound's assumption that errors only occur at bit transitions (of which there is only one) while in fact with the LMS algorithm errors occur throughout the bit interval. where n is a Gaussian vector with zero mean and covariance matrix 2 n R 0].
A. Asymptotic E ciency of the Decorrelating Detector
In 10] it was found that the asymptotic e ciency of the decorrelating detector in determining the i th bit of the j th user is equal to the reciprocal of the (j; j) element of the i th submatrix of the inverse of the normalized cross correlation matrix R N , where N is the total number of bits in the frame of data being processed. We have R N = 2 6 6 6 6 6 6 6 4 7 7 7 7 7 7 7 5 ; where there are N diagonal submatrices. We wish to nd an expression for the asymptotic e ciency as we let the string of data become in nitely long on either side of the bit to be decoded. In appendix A this asymptotic e ciency is found to meet the following recurrence relationship. The coe cients of the non-causal IIR lter to generate the estimate of the SS bit is then given by The performance of all three detectors (the matched lter, ideal predictor/subtracter, and decorrelating detector) depends on the xed time delay, therefore in Figures 9  and 10 we plot the range of probabilities of error for all delays, with the average performance indicated by the discrete points. The equations used to calculate the error are given in the following paragraphs. The general behavior observed for the synchronous problem holds true again. The matched lter performs well only for interference powers below the ambient noise. The ideal predictor/subtracter works well for the most narrowband interferer, and moderate powers. The decorrelating detector however would outperform actual implementations of the predictor/subtracter over most if not all possible interference powers.
The estimate for the SS bit given by the matched lter isb SS = sgn(y m ), and per (7) The probability of error for the decorrelating detector as the number of SS bits in a frame goes to in nity is determined by the asymptotic e ciency calculated in (8) . Application of the limiting IIR (in nite impulse response) lter gives the spread spectrum bit with power w 2 plus Gaussian noise with variance 2 n = . Therefore the probability of error is Q( p w 2 = n ).
The calculation of the probability of error for the ideal predictor/subtracter is calculated as in (6), except of course that the cross correlations are functions of the delay, and 
IV. Conclusion
We have examined the feasibility of employing signal detection techniques for multiuser CDMA to combat the interference caused to a single SS user by the presence of a strong narrowband, digitally modulated signal. We are interested in the scenario of a SS signal constrained to operate below the noise, and in the presence of a preexisting system of much greater power.
We have seen that in the case of a SS signal received in synchrony with the interferer, a bank of matched lters followed by a simple linear transformation and threshold test can signi cantly decrease the probability of error relative to the conventional receiver. Furthermore, there are regimes for which this structure outperforms the theoretical limits of any scheme to predict and subtract the interference. While it is analytically intractable to determine error probabilities for actual predictor/subtracter performance, simulations show that our lower bound of the predictor/subtracter probability of error greatly over estimates achievable performance, and that the decorrelating detector o ers much better performance over a large spectrum of interference powers.
When we abandon the assumption of synchrony between the SS and interfering signals in favor of a xed, known delay, we obtain similar results. System performance in general depends on the value of the delay, but qualitatively we see the same relative performance for the three approaches. The matched lter bank followed by a linear transformation is replaced by a lter bank and a non-causal IIR lter. In practice the lter would be truncated and a delay introduced to make the system causal.
The computational burden of the proposed system is not excessive, and is of the same order of magnitude as most predictor/subtracters. However, we do require knowledge of the interfering signal's shape and timing. Given the premise that the interferer enjoys reliable communications over the channel, these parameters should be recoverable with reasonable hardware requirements.
Appendix A
The covariance matrix for our system grows as we increase the number of bits that we have in our frame. We want to nd the asymptotic e ciency of the decorrelating detector as the string of data on either side of the bit we are interested in decoding becomes arbitrarily long. As the asymptotic e ciency for the N +1 bit of the SS user is the reciprocal of the (m+1; m+1) entry of the N th submatrix of the inverse of the covariance matrix, we wish to nd the \middle" submatrix of the inverse of the frame covariance matrix. To do this we nd recurrence relationships for key entries of this covariance matrix. Here as in all future matrices, all unspeci ed entries are zero. We adopt the notation that subscripts of \ rst", \middle", and \last" refer the rst, middle and last (m+ 1) (m+1) submatrices of the argument. The subscript \last entry" refers to the lower right entry of the matrix. Using the matrix identity: Using the matrix identity of (9) we can write this as the following. we begin by using (9) and (11) To nd the asymptotic e ciency for arbitrarily large frame size (i.e., as N ! 1), we have to solve the recurrences for x N and y N . In the following sections we will show that x N and y N have two possible asymptotic solutions. We will further show that x N tends to the larger of the two solutions, and that y N tends to the smaller. That is, that x N tends to the rst solution, which we call ASY 1, which is given by the following equation. 
