INTRODUCTION
In this paper, we consider the semilinear elliptic equation The main aim of this paper is concerned with the existence and nonexistence of multiple positive solutions of (1.1)* for the full A G [0, oo). We also obtain some properties of solutions and some bifurcation results of solutions at A = 0 and A = A*, where A* is given in Theorem 1.1 below.
Throughout this paper, we always assume that h{x) ^ 0, h(x) £ 0 in R", K(x) is a positive, bounded and continuous function on R N and u 0 is the unique solution of (l.l)o, unless otherwise specified and we set 
where UQ is the unique positive solution of (l.l)oWe shall organise this paper as follows. In Section 2, we give some notations and preliminary results. In Section 3, we assert that there exists A* > 0 such that (1.1) A has a minimal solution for A € [0, A*). In Section 4, we establish the existence of a second solution Ux for A S (0, A*) and some asymptotic behaviour of the solution of (1.1) A . In Section 5, we shall give some further properties, and bifurcation of solutions of (1.1) A .
PRELIMINARIES
In this section, we shall give some notations and some known results. In order to get the existence of positive solutions of (1.1) A , we consider the energy functional Ix :
where u ± (x) = max{±u(z),0}. Then the critical points of J A are the positive solutions of (1.1) A . Consider the equation 
where we agree that in the case I = 0 tie above holds without u it x\.
The proof can be obtained by using the arguments in Bahri and Lions [3] (also see [13, 14] ). We omit it. Then for all u € dB x = {u 6 H^R") : ||u|| = t x },
provided that A < Ai which Ai is given by (1.2). Fix such a value of A, say A o , and set available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/S0004972700035188 [6] By Lemma 3.1, we have A* > 0. Now, consider A € [0, A'). By the definition of A*, we know that there exists A' > A such that A' < A* and (l.l)y has a positive solution
Then uy is a supersolution of (1.1)A-From h{x) ^ 0 and h(x) £ 0, it is easily proved that 0 is a subsolution of (1.1)A-By the standard barrier method, there exists a solution ux of (1.1)A such that 0 ^ u x < uy-Since 0 is not a solution of (1.1)A and A' > A, the maximum principle implies that 0 < ux < uy. Again using a result of Amann [1] , we can choose a minimum positive solution Ux of ( and there is t, 0 < t < 1 such that Therefore,
showing the monotonicity of OA(UA), A 6 [0, A*). that is, 
D
Finally, we establish the decay estimate for solutions of (1.1)A and this result will be used in Section 4 and Section 5. Now, we quote two Regularity Lemmas (see Hsu [11] for the proof). Applying the implicit function theorem to F, we can find a neighbourhood (A* -6, A* + S) of A* such that (1.1) A possesses a solution u x if A G (A* -6, A* + 6). This is contradictory to the definition of A*. Hence, we obtain that CTA-(UA-) = X*.
Next, we are going to prove that u\~ is unique. In fact, suppose (1-1)A-has another solution Ux-^ ux-. Set w = Ux--ux-; we have 
EXISTENCE OF SECOND SOLUTION
The existence of a second solution of (1.1)A, A € (0, A*), will be established via the mountain pass theorem. When 0 < A < A*, we have known that (1.1)A has a minimal positive solution u x by Lemma 3.2, then we need only to prove that (1.1)* has another positive solution in the form of Ux = ux + vx, where vx is a solution of the following problem:
The corresponding variational functional of (4.1)A is
+ v 2 )-X f f K[(s + ux)"-ul]dsdx, v £ H'(R N
. 
II J N
Since ox{ux) > A, by property (ii) in Lemma 3.2, the boundedness of K, and the Sobolev inequality imply that for small e > 0, (ii) the following inequality holds
Jx(v) > \ox(ux)-H°x(u x ) -X)\\vf -
By wx is the ground state solution of (2.1)A and condition (kl), then we have by using an idea in [12] . We also assume that K(x) and h{x) are in C Q (R N ) n L 2 {R N ) and define 
By (T X (U\) -
F : K 1 x C 2 ' a (R N ) n H 2 {R N ) -> C a (R N ) n
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