Dual-polarization Doppler radar has proven useful for the estimation of hydrometeor content and the classification of hydrometeor type. Recent studies have leveraged dual-polarization-specific information to produce improved assimilated cloud and precipitation fields from the warm rain (above freezing) portion of deep convective storms. While the strengths of dual-polarization radar observations have been conclusively shown for rain and hail hydrometeors, it is less clear how much information is provided in mixed-phase and ice-only regions.
Introduction
The U.S. National Weather Service (NWS) recently completed a significant upgrade to its operational Weather Surveillance Radar-1988 Doppler (WSR-88D) system to polarimetric (''dual-pol'') capability. Dual-pol radars transmit and receive pulses of radio frequency electromagnetic energy in both horizontally and vertically polarized directions. Differentiation between vertically and horizontally polarized signals received at the radar yields information on the shape, size, and type of hydrometeors in the observed volume (Seliga and Bringi 1976; Sachidananda and Zrni c 1987; Rinehart 1997; Straka et al. 2000; Kumjian 2013 ). This information has been proven to yield more accurate estimates of convective system rain and hail content when compared with that retrieved solely from radar reflectivity, and to show unique advantages in identifying hydrometeor type (Hall et al. 1984; Chandrasekar et al. 1990; Zrni c and Ryzhkov 1996; Ryzhkov et al. 1998; Vivekanandan et al. 1999; Carey et al. 2000; Zhang et al. 2001; Brandes et al. 2002; Bringi et al. 2003; Vivekanandan et al. 2004) .
During the past 20 years, several studies have demonstrated the benefit of assimilating traditional radar reflectivity and radial velocity in convective systems, using three-or four-dimensional variational data assimilation (3DVAR or 4DVAR) methods (e.g., Crook 1997, 1998; Rabier et al. 2000; Gao et al. 2004; Hu et al. 2006; Xiao et al. 2007; Kawabata et al. 2011; Schenkman et al. 2011; Wang et al. 2013; Wattrelot et al. 2014 ) and ensemble Kalman filter (EnKF) techniques (Caya et al. 2005; Tong and Xue 2008; Dowell and Wicker 2009; Aksoy et al. 2009; Zhang et al. 2009 ). The aforementioned studies also expressed the need for further improvement in radar data assimilation through more advanced assimilation schemes and strategies, more accurate observations, or both. Recent studies have begun to assess the utility of dual-pol observations for constraining convective storm structure in a data assimilation context, but this work has been hampered by the inadequate understanding of the uncertainties and noise level of dual-pol radar measurements, and the difficulty of developing radar forward operators for dual-pol variables. Early studies returned results that were mixed at best. Recently, a full polarimetric radar forward operator was developed by Jung et al. (2008a Jung et al. ( ,b, 2010 and used to assimilate dual-pol variables: differential reflectivity Z dr , reflectivity difference Z dp , and specific differential phase K dp in addition to typical radar reflectivity and radial velocity in an observing system simulation experiment (OSSE) context. These studies demonstrated significant improvement in storm initialization and short-term prediction, but also noted that the usefulness of dual-pol observations may be limited by uncertainties in the forward model and noise in the observations. Li and Mecikalski (2010, 2012 ) demonstrated successful assimilation of dual-pol variables in two convective storms observed by the C-band Advanced Radar for Meteorological and Operational Research (ARMOR) using a 3DVAR framework. They demonstrated a positive impact of assimilating horizontal reflectivity Z h , Z dr , and K dp observations, but noted that the improved model state did not produce forecast improvements that lasted beyond 2 h. They noted in a follow-up paper (Li and Mecikalski 2013 ) that differences in a radar forward model can have a significant effect on the thermodynamic, dynamic, and microphysical structure of the storm.
The work conducted by Li and Mecikalski (2010 , 2012 , 2013 ) utilized a radar forward operator that was limited to liquid phase (warm rain) hydrometeors. Jung et al. (2010) included ice hydrometeors in their experiments, but limited their investigation to rain and hail, and used an EnKF framework to examine the sensitivity of their forward model to the assumed particle size distribution (PSD) and density. Experiments conducted to date have not yet thoroughly explored the information content of dual-pol variables in mixed-phase and ice-only regions of convective storms. The quantitative effect of uncertainty in ice density and PSD is also not clear. With this in mind, we pose the following research questions: 1) What are the characteristics of the information contained in forward modeled dual-pol radar data in the ice-phase portions of deep convective clouds, and how does this change with ice content and ice species present in the cloud? Do dual-pol observations contain enough information to constrain ice mass and PSD in a data assimilation context? 2) What role do PSD assumptions play in the estimates of dual-pol information content? Is it possible to quantify the error introduced by allowing these assumptions to vary?
In addressing these questions, our overarching science goals are to examine the information contained in dualpol radar observations for ice-phase portions of deep convective clouds, and to support the development of a forward model for the assimilation of dual-pol information in subfreezing clouds. Perturbation studies may provide some limited information on the sensitivity of assimilation results to changes in forward model error, but have difficulty quantifying the magnitude and characteristics of that error. Data assimilation studies can yield useful information on the forecast and analysis impact of dual-pol variables, but are necessarily limited by the assumptions used in the formulation of the data assimilation schemes (e.g., linearity in the stateobservation relationship and/or Gaussian error distributions). In this paper we take a Bayesian perspective, using a Markov chain Monte Carlo (MCMC; Posselt et al. 2008; Posselt and Vukicevic 2010; Posselt and Bishop 2012; Posselt et al. 2014; Posselt and Mace 2014) algorithm to sample the probability distribution of estimated rain, snow, and graupel. The form of the PDFs yields information as to whether observations have enough information to uniquely constrain hydrometeor content, and allow a computation of the information gained by the assimilation of dual-pol variables, as well as the information lost when the forward model is allowed to have errors. We focus specifically on the gain in information provided by dual-polarization radar observables, as well as the information loss caused by variability in hydrometeor particle size distribution and ice density. Because our context is data assimilation, we perform idealized experiments using simulated radar variables as observations. This allows us to compare estimated hydrometeor content directly with a known true state, and facilitates the analysis of the role of error in the forward model. We wish to point out at the outset that the perspective we take in this study is one in which we consider only the information provided by dualpolarization radar on the local hydrometeor properties, and restrict our analysis to grid cells that have already been determined to contain cloud. While radar observations do not contribute direct knowledge of the thermodynamic state of the atmosphere, they do provide information on the presence or absence of cloud and, by extension, on whether a grid volume is saturated. In addition, successive constraint of cloud properties at multiple times will certainly have an effect on the temperature and water vapor content both within and outside of the cloud. Experiments that have performed data assimilation experiments in which with dual-polarization radar data are used at multiple times have, in fact, demonstrated the utility of dual-pol observations in this regard, particularly with respect to water vapor (e.g., Wattrelot et al. 2014) . The remainder of this paper is organized as follows. Section 2 presents an overview of the WRF simulation and convective storm, the dual-polarization radar forward model, and the MCMC algorithm. Results of MCMC experiments and quantification of information content are presented in section 3. A discussion of the results is offered in section 4, and a summary and conclusions are presented in section 5.
Data and methods

a. Convective storm description and WRF simulation
The Advanced Research version of the WRF Model (Skamarock et al. 2008 ) is used to simulate an isolated small-scale convective squall line on 23 June 2008. The storm of interest initiated as a single convective cell at approximately 1500 UTC in southern Tennessee and experienced a quick intensification in the next few hours with hail, strong winds, and lightning strikes observed along its path. The system evolved from a single cell into a linear southwest-northeast cluster of individual cells that remained relatively small in horizontal extent. Between 1900 and 2100 UTC the entirety of the system of convective elements was contained within the ARMOR domain. After 2100 UTC, the convective system continued its movement toward the southeast, and dissipated in northwest Georgia at approximately 0100 UTC 24 June 2008.
Two 2-way interactive nested domains were used to simulate the storm, with coarse grid dimension of 450 3 360 3 28 grid points, fine grid dimension of 480 3 390 3 28 grid points, and horizontal grid spacings of 3 and 1 km, respectively. The model physics options include the Rapid Radiative Transfer Model (RRTM; Mlawer et al. 1997 ) longwave radiation, Dudhia shortwave radiation (Dudhia 1989) , and Yonsei University (YSU) PBL schemes (Hong et al. 2006) in all experiments. The primary focus of the model simulation is the development stage of this storm between 1900 and 2100 UTC 23 June 2008 (Fig. 1) . A more complete discussion of the simulation of this storm can be found in Li and Mecikalski (2012) . Note that the observations presented in Fig. 1 and the assimilation experiments presented in Li and Mecikalski (2012) used the C-band ARMOR radar and a radar forward model appropriate for C-band wavelength. We have tailored our experiments to be applicable to the operational NEXRAD network, and as such employ a wavelength of 10.7 cm in our forward model and in the forward modeled radar observables depicted in Fig. 1. b. Dual-pol forward models
1) FORWARD MODEL FRAMEWORK
The dual-polarimetric radar observational forward operator is based on the algorithm developed by Jung et al. (2008a,b) , and designed to be consistent with the WRF single-moment 6-class (WSM6) microphysics scheme (Hong et al. 2009 ). Forward modeled radar variables include horizontal reflectivity (Z h ), vertical reflectivity (Z v ), radial velocity (V r ), differential reflectivity (Z dr ), specific differential phase (K dp ), and correlation coefficient (r hv ). This operator is used to calculate dual-pol radar variables from the WRF Model simulation for the information content analysis. Three types of hydrometers are considered in the radar forward operator: rain, snow, and graupel-hail. An exponential drop size distribution is assumed for each species, with fixed intercept parameter N 0 and variable slope parameter L. For hydrometeor species x, this is
where the slope parameter is
with hydrometeor particle density r x , mass mixing ratio q x , and air density r a . The values of the intercept ) can be written as
where l is wavelength of the radar, which is 10.7 cm for NEXRAD radars. Variables A, B, and C describe the falling behavior (canting angle) of different hydrometeors; f a and f b are backscattering amplitudes for polarizations along the major and minor axes; and K w is the dielectric factor of water. For rain, Z h and Z v (in mm 6 m
23
) can be written as
For ice-and mixed-phase particles, Z h and Z v are
where G(...) is the complete gamma function, and a x,a , a x,b are the coefficient and index parameters describing backscattering amplitudes in the power-law form of the particle size. Differential reflectivity in dB is computed as
Specific differential phase is
Cross-correlation coefficient r hv measures the correlation coefficient between the horizontal and the vertical power return:
where Z hv is a product of two orthogonal copolar components of the radar return:
It can readily be seen from the forward model equations that the dual-pol variables are a function of hydrometeor mass, PSD slope intercept, and particle density. When temperature is above 08C, there is an option to activate a melting model used to describe hydrometeors that consist of a mixture of snow or graupel-hail and rain. It is assumed that the fraction of ice particles decreases linearly downward, while the rain fraction increases linearly upward through the melting layer. For example, the fraction of rain-snow mixture within a grid cell is defined as
where F max 5 0.5. The fraction of rain within the rainsnow mixture is
Density of the rain-snow mixture is parameterized as
We run the forward model without the melting parameterization by default, because the WSM6 scheme does not allow for mixed-phase hydrometeors (e.g., wet graupel or water covered snow particles). We discuss the effect of activating this parameterization later in section 4. When compared with observed dual-pol variables for the storm of interest, the forward operator generates realistic results for all of the dual-pol variables (Li and Mecikalski 2012) . However, the thermodynamic structure and spatial distribution of hydrometeors in the model is quite different from those observed in the storm.
2) SENSITIVITY OF FORWARD MODELED DUAL-POLARIZATION RADAR OBSERVATIONS TO CHANGES IN ICE MASS, ICE DENSITY, AND PARTICLE SIZE DISTRIBUTION
Prior to conducting a Bayesian analysis of the dual-pol radar variables, we first examine the sensitivity of forward modeled dual-pol radar variables to changes in ice mass (Fig. 2 ) and PSD and density (Fig. 3 ) using a response function analysis. We vary one state variable at a time across a specified range of values, holding all others constant ( Table 1) . The specific values used in these experiments correspond to the mixed-phase WRF grid point used in our MCMC experiments in section 3. Note that we use graupel as our variable of choice as this is the form taken by heavily rimed ice in the WSM6 scheme. In reality, there is not a clear distinction between graupel and spongy hail in models, the difference (for a given size) being largely a function of the amount of liquid water and solid (air free) ice in the hydrometeor. Indeed, the rimed ice category in many single-moment microphysical schemes is readily converted from graupel to hail by changing the assumed particle density and size distribution. As such, in essence we are emulating the transition from graupel to hail by varying the graupel density from low (dry spongy graupel) to high (wet graupel-hail) and allowing the PSD intercept to vary from low (more large particles) to high (more small particles). Since the WSM6 does not allow for the coexistence of liquid and ice in the graupel-hail category, we do not treat melting by default in our experiments. Sensitivity to implementation of a melting parameterization is explored later in the discussion.
The results demonstrate a strong sensitivity of all dual-pol forward observations to changes in rain hydrometeor content (Fig. 2) . As we shall see, this has implications for regions of the cloud where rain is present, as well as regions where it is not. In contrast, there is very little sensitivity to changes in snow mass mixing ratio. This is unsurprising given 1) the wavelength of the radar is large compared to the typical snow particle size, and 2) the density of snow particles is, by default, assumed to be low (100 kg m 23 ). Note that if we had set the default snow density higher, consistent with either riming or a change in the habit assumption, changes in snow mixing ratio and PSD intercept would have had a larger influence on the radar signal. Changes in graupel mass have an effect similar in magnitude on the forward observations as changes in rain, with the
Response of forward modeled (from left to right) Z h , Z v , Z dr , K dp , and r hv to changes in (from top to bottom) rain, graupel, and snow mixing ratio (g kg
21
).
exception of K dp , which is known to be relatively insensitive to changes in ice content. Note also that the sensitivity to Z dr decreases with an increase in graupel mass as particles become more spherical with increasing mass, in contrast to rain, which becomes increasingly nonspherical with increasing mass. The r hv measures the uniformity in the scanned volume, and large values (close to 1.0) of r hv indicate the homogenous particle type. As such, once there is a sufficient hydrometeor content, a change in the graupel or hail mass has little effect on r hv . This is only true if the particles do not contain both liquid and ice; the results are quite different for mixed-phased particles.
As with the mixing ratios, the PSD intercept parameter and density of snow (Fig. 3 ) have a negligible influence on the forward modeled radar observables. Radar observations are sensitive to changes in the intercept of the rain and graupel number concentrations, but note that the sign of the response is the inverse of that seen in the mixing ratio responses (Fig. 2 ). This is due to the fact that, for a given mass, an increase in the slope intercept of the PSD implies a larger number of 
small particles, consequently decreasing reflectivity and decreasing (increasing) asymmetry for rain (graupel). This highlights the well-known nonuniqueness problem in radar observations: for single-frequency radar, large numbers of small particles appear very similar to a few large particles. The strong sensitivity in the radar reflectivity to changes in the graupel density arises from the fact that the PSD slope parameter L is proportional to the particle density. The slope parameter is in turn inversely proportional to the horizontal and vertical reflectivity. As such, when the density (and, hence, the slope) increases, the radar reflectivity decreases. The response function results indicate that, if particle number and density are fixed, dual-pol radar observations should place a strong constraint on the mass of rain and graupel (as, indeed, has been demonstrated in numerous studies). It does not appear that dual-pol radar should place a constraint on the snow mass. The responses of the forward model to changes in rain and graupel number and density indicate that, should these be allowed to vary, a not insignificant amount of uncertainty will be introduced into the estimate. It is this uncertainty that we aim to address in the following sections.
c. MCMC algorithm and Bayesian perspective on observation uncertainty
1) BAYESIAN PERSPECTIVE ON OBSERVATION
UNCERTAINTY
Data assimilation produces an estimate of a set of geophysical quantities by combining prior information on the state of the system with a set of measurements. This information is quantified by assigning each source a probability distribution, and the estimate is computed as the solution to Bayes's relationship for conditional probabilities:
where x is the set of estimated quantities and y are the observations; P(x) represents prior knowledge of x, while P(y) is a normalizing factor that integrates over the probability space containing all possible observations. The probability of obtaining the observations y from a given set of parameter values x is quantified via the likelihood P(y j x). The optimal estimate of x is defined as the maximum likelihood (most probable) point in the posterior conditional PDF P(x j y). Uncertainty in the estimate can be quantified via calculation of the width of the posterior PDF [e.g., posterior (co)variance, interquartile range, etc.]. It is clear from Eq. (16) that the relationship between x and y, as stated in the likelihood function P(y j x), is a key contributor to the estimate. Because the measurements are rarely also the geophysical quantities themselves, a model (or set of models) is required that maps from geophysical parameter space to observation space. Even if the analyzed and observed variables are the same, interpolation in space and time is commonly required. The forward problem describes the generation of simulated observations from a set of geophysical variables or control parameters. The likelihood is meant to represent the probabilistic relationship between x and y. As such, it should include an estimate of the measurement uncertainty, and also account for the functional form of the forward model that maps from values of x to corresponding values of y. Any uncertainty in this forward relationship should be incorporated into the likelihood function. This means that, in reality, the likelihood is made up of two components: one due to the uncertainty in the measurements, and the other due to the uncertainty in the relationship between x and y. It is reasonable to assume that the forward model errors and instrument errors are independent of one another, and as such we may compute the likelihood as
Here, P(y j x true ) represents the measurement error: the error the observation would have if measuring the true state. Term P( f(x) j x) represents the probability of producing the correct forward observations y 5 f(x) from a given state x. Clearly, if the forward model is exact, then the likelihood reduces to the measurement error. What is interesting is the fact that there may still be errors in a perfect observation if there is uncertainty in the forward operator.
Consider two experiments: one in which there is no error in the forward model and one in which uncertainty in the forward model is allowed. Further assume that the measurement error distribution is identical in each case. We would like to assess the increase in error associated with uncertainty in the forward model, expressed as a difference in some measure over the respective probability distributions P( f 1 (x) j x) and P( f 2 (x) j x), where f 1 and f 2 represent different levels of assumed forward model uncertainty. If the prior estimate P(x) does not change, and the space containing all possible solutions P(y) also does not change, then this measure can be computed from the posterior probability distributions P((x j y, f 1 (x)) and P(x j y,f 2 (x)). As such, a single computation of the Bayesian posterior distribution provides information on the solution space and the characteristics of the forward model error. In the next section, we describe a method by which an estimate of P(x j y) can be obtained that preserves the properties of f(x) (nonlinearity, etc.), and does not restrict the probability distributions to any particular form.
2) MCMC ALGORITHM
Markov chain Monte Carlo methods provide a solution to Eq. (16) that does not require assumptions as to the specific form of the probability distributions (e.g., Gaussian, as is the case in variational data assimilation and ensemble Kalman filters), and utilizes the full nonlinear forward model. MCMC algorithms sample the posterior probability distribution via a random walk that consists of multiple sequential runs of the forward model. In each iteration, candidate values of all control parameters are randomly drawn from a proposal distribution centered on the current parameter estimate. The forward model is then used to produce simulated observations from the candidate parameter values and the resulting forward observations and prior are compared with the observations via a likelihood function P(y j x). The proposed set of parameter valuesx (and the corresponding set of forward modeled observationsŷ) are accepted as a sample of the posterior probability distribution with probability:
where x i is the previously accepted parameter set and the acceptance ratio r(x i ,x) is defined as
Here, q(x, x i ) is the proposal distribution, and represents the probability of randomly transitioning from the current parameter set x i to the proposed parameter setx. Conversely, q(x i ,x) represents the probability of randomly transitioning from the proposed parameter setx back to the current parameter set x i . If the proposal distribution is symmetric, q(x i ,x) 5 q(x, x i ), and Eq. (19) simplifies to the ratio of prior and likelihoods. Our implementation of the MCMC algorithm uses an uncorrelated Gaussian proposal distribution centered on the current set of parameter values, with a variance that is adaptively tuned during an initial set of forward model calculations (Haario et al. 1999; Tamminen and Kyrola 2001; Posselt 2013) to strike a balance between finegrained sampling of local probability maxima and gradients (small variance) and efficient sampling of all possible values of x (large variance). Parameter sets generated during the proposal variance tuning process are not included in the posterior solution.
Note that the form of likelihood and prior in MCMC are completely general-any distribution shape may be assumed. The value of the acceptance ratio r(x i ,x) determines whether the proposed set of parameters is stored as a sample of the posterior distribution. If the new set of parameters produces an improved fit to the observations, then this set is saved as the next sample in the distribution. If not, then a test value is drawn from a uniform distribution. If this value is less than the acceptance ratio, the proposed parameter values are saved; if not, the proposed set of parameters is rejected, the current set is stored as another sample, and new proposed parameter values are drawn. The acceptreject procedure is central to the operation of an MCMC algorithm, and ensures that randomly chosen parameter sets with higher probability (better fit to the observations) are automatically accepted, while parameter values that provide a similar (but perhaps poorer) fit to observations are considered. Parameter sets that produce simulated observations far from the measurements are rejected. In the process, the algorithm preferentially samples high-probability regions of the posterior parameter space, avoids very low probability regions, and appropriately samples the parameter space in between. The probabilistic acceptreject procedure allows the algorithm to move away from local probability maxima, and is the primary reason MCMC is not simply an optimization algorithm. Considered as a whole, the sequence of randomly generated parameter vectors accepted as samples of the posterior distribution is the Markov chain. At the user's discretion, an MCMC algorithm can be constructed so that it uses a single Markov chain, or multiple chains simultaneously exploring the probability distribution associated with the same set of observations (Posselt 2013) . For the sake of parallelizing the algorithm over many grid points, we use single chains in this study.
The sample of the posterior PDF generated by an MCMC algorithm represents the most complete characterization of the solution for a given forward model, prior, and set of measurements. It allows identification of sources of uncertainty, quantification of observation information content, and straightforward testing of the impact of changes to observation uncertainty and the introduction of new observations. The implementation of the MCMC algorithm in this paper is based on the algorithm described in Posselt et al. (2008) and Posselt and Mace (2014, hereafter PM14) . As in PM14, the prior probability density function for all control variables is assumed to be uniform with minimum and maximum bounds set to physically realistic values of each of the hydrometeor mixing ratios, PSD parameters, and densities (Table 1) . Ranges of hydrometeor mass are set intentionally large to allow the algorithm the freedom to explore multiple possible combinations of mass, PSD, and density, and PSD intercept values are consistent with observed liquid and ice particle size distributions (Tokay and Short 1996; Roy et al. 2005; Heymsfield et al. 2002) . As with the hydrometeor mass mixing ratios, particle densities are also allowed a broad range with the intent of sampling widely in the parameter space. The observation likelihood is assumed to adhere to a Gaussian distribution, consistent with current operational practice, and the assumed error standard deviations and forward modeled values for the two grid points considered in the first set of experiments are reported in Table 2 . Several MCMC experiments are performed, with the intent of assessing the increase in uncertainty in the estimated hydrometeor contents associated with variability in the PSD intercepts and densities. Increasing the number of degrees of freedom necessarily requires an increase in the number of MCMC iterations. Analysis of a multivariate Gaussian distribution (Haario et al. 1999) indicates approximately 10 000 (20 000) iterations should be sufficient to sample a 3-(8) dimensional parameter space. To allow for non-Gaussianity in the posterior distribution, we run 50 000, 500 000, and 1 000 000 iterations for 3-, 6-, and 8-dimensional PDFs, respectively (Table 3) .
Results
a. Bayesian analysis of the utility of DPR for ice-phase cloud characterization
We now use MCMC to explore the extent to which dual-polarization radar observations are capable of estimating ice content, and assess the effect that variability in particle size distribution parameters and ice densities has on dual-pol observation information content.
The fundamental questions we seek to answer are the following: 1) If particle size distribution intercept values and ice particle densities are specified, can dual-polarization radar observations be used to effectively constrain grid point cloud variables? What is the nature of the solution space? 2) If we relax the assumption that the PSD properties and ice densities are known, what is the effect on the information content of dual-pol radar?
We begin by assuming the ice densities and higher moments of the particle size distribution are known. We consider two grid points: one containing a mixture of rain, snow, and graupel, and another containing only snow and graupel, and determine whether assimilation of dual-pol observations will result in effective constraint of hydrometeor mass mixing ratios. The chosen grid points each have relatively large cloud condensate amount (Table 1) ; experiments with relatively small amounts of condensate produced qualitatively similar results, and are not presented here. Three separate MCMC experiments are performed: the default assumes only Z h , Z v , and Z dr are available as observations, while subsequent experiments add information from observations of K dp and r hv . Figure 4 depicts two-dimensional marginal PDFs from the MCMC-generated Bayesian posterior distribution P(x j y) for the case in which only mixing ratios are allowed to vary and dual-pol radar reflectivity observations are used as constraints in the MCMC algorithm. Figures 4a-c correspond to the mixed-phase grid point, while the PDFs in Figs. 4d-f were obtained for the ice-only grid point. We will explore the changes in the marginal distributions associated with assimilation of different dual-pol observations and variability in PSD and density momentarily. Analysis of these figures primarily serves to provide an indication of the shape of the posterior solution space. A number of conclusions may be drawn (keeping in mind that this analysis is performed for only two grid points). First, rain and graupel mass are well constrained by radar reflectivity: a single maximum likelihood point is evident in Figs. 4a and 4d. Second, while snow mass is not well constrained at low values of snow mass mixing ratio (probability is nearly uniform over a range between 0 and 2 g kg 21 ), the algorithm precludes large snow mass, indicating the radar observations place an upper bound on the snow content in the volume. Third, the uniform probability of snow mass between 0.0 and 4.0 g kg 21 for the mixedphase grid point (Fig. 4b ) and between 0.0 and 2.0 g kg 21 for the ice-only grid point is in fact covariability with graupel ( Figs. 4c and 4f ). Large snow mass and small graupel mass produce the same radar forward observations as large graupel mass and small snow mass. Finally, while the PDFs are symmetric in the immediate region of the maximum likelihood point, they are by nature hard bounded at zero. This immediately introduces skewness into the solution as the PDF is truncated on one side and unbounded on the other. It has been shown (Posselt et al. 2014 ) that True values of each mixing ratio are depicted in the red vertical and horizontal lines, and the white contours correspond to 99.7% (dash-dot), 95% (dashed), 68.3% (solid), and 37.5% (dotted) probability.
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the assumption that hard-bounded variables are Gaussian in nature can lead to significant problems in ensemble-based assimilation algorithms. An evaluation of the effect of Gaussian assumptions on the assimilation of dual-pol radar variables is not the topic of this study, but we mention it here to caution users that these issues are potentially a problem for any assimilation exercise that assumes a Gaussian PDF for variables that are naturally bounded. It is notable that the PDFs in the ice-only case have identical shape to those in the mixed-phase case. The only difference is that the rain mixing ratio is constrained to far smaller values for the grid point in which rain is absent. This highlights the utility of dual-pol observations in regions of the atmosphere that support rain, but for which rain is absent; dual-pol radar is an excellent rain detector.
The WSM6 single-moment microphysical scheme used in WRF assumes the particle number density is known. We now relax this assumption and examine the effect on the posterior marginal distributions. Figure 5 depicts the marginal probability densities for rain, snow, and graupel obtained from several experiments. Each row corresponds to a different cloud hydrometeor species, while each column corresponds to different measures of variability in the PSD and particle densities. In the first column, PSD parameters and ice density are assumed fixed, while the slope intercept parameters are allowed to vary in the experiments shown in the middle column. The intercepts and ice densities are all allowed to vary in the experiments represented in the column at right. In each plot, 1D marginal distributions are shown for cases in which only reflectivity is observed (blue), reflectivity and K dp are observed (black), and reflectivity, K dp , and r hv are observed (red). As such, transition from left to right represents increasing uncertainty in the forward model, while progression from blue to black to red represents increasing observational constraint.
The first column essentially confirms, in a 1D context, what was shown in Fig. 4 : rain and graupel mass (Figs. 5a and 5d) are well constrained when any combination of dual-pol observations are used, but note that addition of r hv (red) places a strong constraint on the graupel mass. Snow is very poorly constrained in general (Fig. 5g) , though it is notable that the addition of r hv has a positive effect on the estimate of the snow mass. This is likely due to the fact that the graupel is well constrained by the correlation coefficient. Since the posterior distribution of snow covaries with graupel (Figs. 4c and 4f) , improved constraint on graupel leads to improved constraint on snow as well.
The sensitivity of the forward model to changes in particle number has a clearly discernible effect on the solution when PSD parameters are allowed to vary. There is a near complete loss in uniqueness of the solution for all variables. Rain is still relatively well constrained (Fig. 5b) , especially when all dual-pol variables are used as observations, but there is a significant increase in the posterior variance for graupel and snow (Figs. 5e and 5h ). In fact, there is near-zero information on the snow content (the posterior PDF is uniform) when reflectivity and K dp are assimilated, with small constraint offered by the correlation coefficient (Fig. 5h ).
In the experiments described above, it was assumed that the density of snow and graupel-hail is perfectly known. If we relax this assumption, we introduce additional uncertainty into the estimate. When ice densities are allowed to vary, the posterior PDF of the rain mass changes little (Fig. 5c ), but there is a nearly complete loss of information on the graupel and snow mass (Figs. 5f and 5i). Assimilation of K dp and r hv has little effect on the distributions. Now, consider a grid point that contains only ice (snow and graupel; Tables 1 and 2 ). When there is no rain in the grid box, there is much improved constraint on the snow and graupel mass, especially when the ice densities are held constant (left and middle columns, Fig. 6 ). Constraint on the graupel mass remains when ice densities are allowed to vary (Fig. 6f) , but now the snow mass is completely unconstrained (Fig. 6i) . Note that, while the most likely state is one in which there is no rain present, there is still significant probability of obtaining a result with some rain, with mass mixing ratios as large as 1 g kg 21 in the perfect forward model, and 2 g kg 21 when PSD and ice densities are allowed to vary. Additional insight into the conditional relationships between variables can be seen in plots of the joint parameter distributions. Visualization of a marginal joint distribution in more than two dimensions is difficult, but insight into the structure in the (in this case) 8-dimensional PDF can be obtained by examining 2D marginal distributions for each pair of variables. Figures 7 and 8 depict all twodimensional marginal distributions for the mixed-phase and ice-only grid points, respectively. Comparison of the two figures reveals that the structure of the solution for mixed-phase and ice-only grid points is quite similar. This is a key point, as it illustrates the fact that the underlying functional relationships between changes in input variables and changes in forward observations determine the character of the solution space. What is also clear is the fact that the width (dispersion) of the posterior error distributions is a function of the water mass in the grid box; larger water content is associated with larger probability dispersion (a measure of uncertainty in the estimate). It is worth noting that data assimilation and retrieval methods predicated on the assumption that the posterior PDF can be constructed via linear perturbation analysis have difficulty reproducing this behavior unless the ) as a function of variables assimilated and for increasing variability in the forward model. Experiments depicted in (a),(d),(g) assume particle size distribution intercept and ice particle density are known. Experiment results in (b),(e),(h) assume ice density is known, but size distribution intercept is not; and results in (c),(f),(i) assume that PSD intercept and ice density are unknown. Observations used in each experiment are reflectivity (Z h , Z v , and Z dr ; blue lines), reflectivity 1 specific differential phase (Z h , Z v , and Z dr , and K dp ; black lines), and reflectivity 1 specific differential phase 1 correlation coefficient (Z h , Z v , and Z dr , and K dp and r hv ; red lines). Blue vertical lines depict the true mixing ratio value in each case. observation error is made an explicit function of the observation magnitude.
Clear covariability can be seen in the joint marginal distributions of q r and N 0,r , q g and N 0,g , and q g and r g in each plot. Each of these makes physical sense: to produce the same set of forward radar observations, as mass increases, the slope intercept of the PSD must also increase so that there are larger numbers of small particles and, hence, the same forward modeled radar reflectivity. Graupel mass and density covary because of the formulation of the particle size distribution: mass is in the numerator and density in the denominator of the PSD slope parameter L. In addition, there is clear constraint on the rain mass in the mixedphase grid point and on the rain and graupel in the iceonly grid point. Finally, the reason for the apparent FIG. 6 . As in Fig. 5 , but for the ice-only grid point.
shift in mode away from the true graupel mass becomes apparent when the PDFs are viewed in 2D. Because of the covariability of the graupel mass and graupel density and number, much of the mass of the PDF lies at values far from the truth. When the eightdimensional PDF is integrated over seven dimensions, the covariability makes the 1D marginal PDF appear to have a mode that is located at values far from the true value. FIG. 7 . All 2D marginals for the mixed-phase grid point for the case in which all observations are used in the assimilation and all dual-pol forward model parameters are allowed to vary: (first column) q r vs (top to bottom) q s , q g , N 0,r , N 0,s , N 0,g , r s , and r g ; (from the second column to the last column) as in first column, but for q s , q g , N 0,r , N 0,s , N 0,g , r s , and r g , respectively, vs remaining quantities. Color-filled and line contours are as in Fig. 4 .
b. Information content analysis
1) INDIVIDUAL GRID POINTS
It is clear from the preceding analysis that assimilation of dual-pol variables adds value to the analysis, especially when PSD parameters and ice densities are assumed known. Even when they are not, dual-pol observations still result in a constraint on rain mass and, to a lesser extent, graupel. In this section we quantify the information gain associated with assimilation of the dual-pol variables, as well as the information loss when PSD parameters and ice densities FIG. 8 . As in Fig. 7 , but for the ice-only grid point.
are allowed to vary. From a theoretical perspective, information can be quantified by considering the entropy of a given state. Given a probability distribution P, the entropy S(P) can be written for the discrete case as (Rodgers 2000) S(P) 5 2å
where p i is the probability mass in discrete interval i. The information provided by a set of observations can be quantified by examining the difference between the entropy of the state before and after the addition of the observations. One commonly used measure is the Shannon information content H 5 S(P 1 ) 2 S(P 2 ) (Rodgers 2000) , where the entropy is computed in log base 2 so that H is represented in bits of information. Note that in our case P 1 and P 2 are two posterior conditional probability distributions, and may be computed using two different sets of observations or two different sets of forward model uncertainty assumptions. In the former case, H quantifies the information gain between case 1 and case 2, while in the latter H measures the information loss due to increased forward model uncertainty. Now, if the probability distributions P 1 and P 2 are Gaussian, the computation of H reduces to
where S 1 is the covariance associated with probability distribution P 1 and S 2 the covariance associated with probability distribution P 2 . Note that the factor of ln 2 in the denominator has the effect of expressing the information content in units of bits. We see in Eq.
(21) a natural expression of the ratio of posterior covariances. Since the ratio of posteriors is directly related to the ratio of likelihoods if the priors are the same, computation of the information content H allows an estimate of the factor by which observation uncertainty must be inflated to account for forward model error. Rearranging Eq. (21), if S 2 is the posterior covariance obtained from a constrained (assumed error free) forward model, and S 1 is the posterior covariance obtained using a forward model with errors, the error variance inflation factor due to forward model error is
Results of the information content analysis are presented in Tables 4 and 5 for the mixed-phase and iceonly grid points, respectively. Note that information content less than 0.1 bits is deemed not to be robust, as it is sensitive to changes in the discrete PDF bin size. Information in Tables 4 and 5 that is robust to changes in bin size is indicated in boldface text. The first four columns of each table contain the information in bits computed according to Eq. (20) gained by addition of observations of K dp and r hv , and lost via variability in PSD intercept and particle density. The last three columns contain the percent inflation on an assumed Gaussian observation error standard deviation [computed from Eq. (22)] due to variability in PSD intercept, particle density, or both. Examination of the results for the mixed-phase grid point reveals there is little information gain from the addition of K dp observations (first column, Table 4 ) for all of the hydrometeor types. In essence, if only the hydrometeor contents are allowed to vary, rain and graupel are well constrained by radar reflectivity; and the addition of K dp does not help to improve the estimate of snow. Note that the very small negative values of K dp information TABLE 4. Information gain (columns 1-2) and loss (columns 3-4) with addition of observation information and with increased variability in forward model parameters. Columns 5-7 depict the fractional inflation on the assumed observation error due to forward model errors. Boldface text indicates where information content results are robust to changes in probability bin size. Table 4 , but for the ice-only grid point. 
in the graupel content case in both Tables 4 and 5 are an artifact of the discrete PDF binning and should be considered to be zero information. Addition of r hv observations improves the estimate of snow content, but does not change the (already well constrained) rain and graupel content. Variability in the PSD intercept results in a significant loss in information. In fact, far more information is lost because of variability in the PSD than is gained via assimilation of K dp and r hv . The losses are worst for graupel content, but rain and snow are strongly affected as well. When particle densities are allowed to vary, rain and snow are not affected, but there is a loss in information for graupel. In total, the losses in information result in error inflation factors of approximately 150% for rain and snow, and approximately 200% for graupel. Similar results are obtained for the ice-only grid point, though in this case variability in particle density results in a more significant loss in information for snow and graupel than in the mixedphase case. Consequently, while the error inflation factor for rain remains close to 150%, the inflation factors for snow and graupel are now 213% and 236%, respectively.
We test whether observation error inflation can account for the variability in PSD and particle densities by running an additional MCMC experiment for each grid point in which variability is only allowed in the hydrometeor mass (PSD and ice densities are fixed), but the observation errors are inflated by 200% for the mixed-phase and ice-only grid points, respectively. These numbers represent the approximate mean of the total inflation factors for each grid point. Marginal PDFs from each experiment are depicted in Fig. 9 . Examination of the PDFs of rain (first column) indicates inflation is largely successful at capturing the increased error variance, though the variance is somewhat overestimated for the ice-only grid point. Inflation causes snow PDFs to closely approximate those that result from PSD parameter variability, but is not able to represent the loss of information associated with variability in particle density. Inflation does not result in the correct approximation for the graupel PDF in either case-while the overall variance is increased, the posterior PDF still exhibits a mode near the true value, while the true posterior PDFs have a mode nearer the center of the range. The fact that error inflation does not produce PDFs that are identical to the true posterior PDFs is primarily due to the fact that the inflation factor is based on the assumption of a Gaussian PDF, while posterior distributions are clearly non-Gaussian for most variables. The bottom line conclusion from the information content analysis is that variability in the PSD parameters and particle densities results in up to 560% inflation in the observation uncertainty.
2) WHOLE-STORM INFORMATION CONTENT
While a detailed analysis of select grid points provides insight into many aspects of the radar information content, it is by nature limited. A more complete analysis should necessarily consider a large range of cloudy grid points. To this end, we conduct an MCMC-based analysis of a portion of the WRF domain that corresponds approximately to the ARMOR radar range. Following Fig. 1 (Table 6 ). These are, as in the single gridpoint results reported in section 3b(1), designed to highlight the information gained by addition of K dp and r hv when mixing ratios are the only variables, then to quantify the loss of information when number concentrations and particle densities are allowed to vary. Information content and error inflation factor are depicted in the first and second rows of Fig. 10 , respectively. As in the single gridpoint analysis, we examine the information gained by adding observations of K dp and r hv when only the mixing ratios are allowed to vary, and the information loss when particle size distribution and ice particle densities are assumed to be unknown. As in the single gridpoint case (Tables 4 and 5) , observations of K dp add little information to the estimate of graupel (Fig. 10b) or snow (Fig. 10c) . Analysis of several thousand grid points with differing water content now allows us to see that the information gain from K dp increases as a function of rainwater content (Fig. 10a) . There is no additional information gained by assimilation of r hv for rain, and the slight gain in information for graupel and snow is independent of hydrometeor content (Figs. 10b,c) . As in the single gridpoint results, the information loss associated with variability in PSD intercept and ice particle density is far greater than the information gain associated with assimilation of K dp and r hv . Allowing variability in ice density inflates error significantly, but only for ice content, and predominantly at low ice content values [,2 g kg 21 graupel (Figs. 10b,e) , and ,0.2 g kg 21 snow (Figs. 10c, f)]. In contrast, variability in the PSD intercept leads to significant loss of information for all hydrometeors, but especially for graupel and snow. Error increases with increasing rain content, while it decreases with increasing snow and graupel content. This is due to the fact that rain content is well constrained by dual-pol observations at nearly all values of the rain mixing ratio. By contrast, as ice content increases, information in the observations saturates (around a value of 2 g kg 21 graupel and 0.1 g kg 21 snow). Above these values, there is little additional information in the observations. The loss of information is greater at large rain mixing ratio values because there is more information to lose. Note that the observation error inflation estimates are state dependent; they are a strong function of the mixing ratio. Note also that they are far higher in general for q r , q s , q g Z h , Z v , Z dr , K dp 1 3 10 4 q r , q s , q g Z h , Z v , Z dr , K dp , r hv 1 3 10 4 q r , q s , q g N 0,r , N 0,s , N 0,g Z h , Z v , Z dr , K dp , r hv 5 3 10 4 q r , q s , q g N 0,r , N 0,s , N 0,g r s , r g Z h , Z v , Z dr , K dp , r hv 1 3 10
snow (up to 650%) than for graupel (up to 350%) and rain (up to 250%).
Sensitivity to melting parameterization
As mentioned above, the single-moment microphysical parameterization used in our WRF experiments does not allow for partially melted or partially frozen hydrometeors. In reality, particles that consist of a mixture of liquid and ice exist throughout the region between approximately 08 and 2158C. Since liquid-coated hydrometeors are known to have a strong radar signature, it is useful to examine the effect a melting parameterization may have on the forward model results. To this end, the melting parameterization described above in section 2 is incorporated in the radar forward model. In the process, two new hydrometeor categories are created: one a mixture of rain and graupel, the other a mixture of rain and snow. Each has its own particle size distribution, parameterized via specified PSD slope intercepts N 0,r,s and N 0,r,g , respectively. As with the control version of the forward model, which does not include melting effects, it is useful to examine the response of radar forward observations to changes in hydrometeor content prior to conducting a Bayesian analysis of the posterior probability distributions. Comparison with response functions for the control model (Fig. 2 ) reveals subtle changes in structure (Fig. 11) . First, we note that melting effectively increases the reflectivity Z h and Z v over the entire range of values. This is consistent with the fact that we have chosen a grid point with relatively large values of rain, snow, and graupel. Second, the correlation coefficient values are far lower in the model with melting than in the control version. This is due to the well-known brightband effect on r hv . In addition, the response of the correlation coefficient to changes in both rain and graupel is now nonmonotonic. This is due to the fact that we are varying only one hydrometeor content at a time; all others are fixed. For a fixed snow and graupel content, the FIG. 10 . Results of MCMC experiments using all grid points in the ARMOR domain. Information content gained from addition of K dp and r hv observations (blue and cyan, respectively) and lost with variability in N 0 and ice particle density (green and red, respectively) is shown for (a) rain, (b) graupel, and (c) snow. The inflation in the uncertainty of estimated hydrometeors due to variability in N 0 (green), ice particle density (red), and both (black) is shown for (d) rain, (e) graupel, and (f) snow. reflectivity first increases rapidly as the rain content (and, hence, the mixed-phase fraction) increases. This is because there is both increasing hydrometeor content, and increase in the fraction of liquid-covered ice hydrometeors. Once the rain content exceeds approximately twice the graupel content, the reflectivity signal is primarily derived from the rain content and the contribution to reflectivity from liquid-covered ice hydrometeors is relatively small. As such, the reflectivity response approaches the response seen when the model is run with no melting parameterization (Fig. 2) . The nonmonotonic behavior in the correlation coefficient response can be explained similarly. With increasing rain and graupel content (and fixed graupel and rain, respectively), the correlation first decreases as the mixed-phase fraction increases, then increases again as the rain and graupel content become large.
Nonmonotonic response functions are known to give rise to multimode posterior PDFs Posselt and Vukicevic 2010; Posselt and Bishop 2012; Posselt et al. 2014) , and examination of the posterior 1D marginal distributions (Fig. 12) bears this out. Note that the posterior PDFs of rain, snow, and graupel are unimodal when reflectivity, Z dr , and K dp are used as observations, but become distinctly bimodal when r hv is included as a constraint. What is notable is the fact that snow and graupel are much more well constrained (each has a more well-defined mode or modes) when melting is included in the forward model. This is due to the stronger response of reflectivity to changes in snow and graupel content when mixed-phase particles are allowed in the grid box. Reflectivity increases rapidly with hydrometeor content, and as such, there is a much smaller range of hydrometeor mixing ratios that produces reasonable values of forward modeled radar reflectivity.
Additional insight on the effect of melting in the forward model may be obtained from examination of the 2D marginals (Fig. 13) . Compared with the results obtained from the forward model without melting (Fig. 7) , when melting is turned on, it is clear that the rain mixing ratio is slightly more well constrained, and the snow and hail mixing ratios are much more well constrained. Bimodality is clearly evident in the 2D marginal joint distribution of snow and all of the other parameters, but especially in the joint distribution with rain. The covariances between parameters are left mostly unchanged, due to the fact that the maximum allowed mixed liquid-ice hydrometeor fraction is 50%. This only happens when the rain and graupel content is equal, and generally the mixture in the model grid is very small. FIG. 11 . Response of forward observed radar variables to changes in mixing ratio when a melting parameterization is incorporated in the forward model. (top) q r vs Z h , Z v , Z dr , K dp , and r hv . (middle),(bottom) As in (top), but for q g and q s vs the same parameters.
Summary and conclusions
We have conducted a Bayesian analysis of the information content of dual-pol observations in mixedphase and ice-only portions of a convective storm, including a detailed examination of individual mixedphase and ice-only grid points, as well as a sample of more than 9500 ice-containing cloudy grid cells. We evaluated the influence of a melting parameterization on the results. Our experiments were conducted using an MCMC algorithm that makes no limiting assumptions about the linearity of the forward cloudradar relationship, and is not restricted to Gaussian probability distributions. As such, it avoids the potentially significant problems associated with estimation of positive definite quantities using least FIG. 12 . As in Figs. 5 and 6, but for the case in which the melting parameterization is implemented in the forward model. squares algorithms, and is not required to return a single unique solution.
The major findings of this work are the following:
d If hydrometeor PSD and ice particle density are assumed known, then dual-pol reflectivity observations (Z h , Z v , and Z dr ) are sufficient to uniquely constrain the rain and graupel-hail hydrometeor content. Low-density snow remains poorly constrained, and addition of information in the form of K dp and r hv does not produce a unique snow hydrometeor content estimate.
d The fact that hydrometeor content is hard bounded at zero automatically introduces skewness into the FIG. 13 . As in Figs. 7 and 8, but for the case in which the melting parameterization is implemented in the forward model.
posterior probability distribution for all three hydrometeor types. This will likely cause problems for ensemble data assimilation algorithms based on Gaussian distributions.
d When the intercept of the PSD is allowed to vary, rain content remains relatively well constrained. This is not the case with traditional (nonpolarimetric) radar and as such this represents a significant improvement over older radar systems. In contrast to rain, there is a significant reduction in the information on graupel and snow.
d When ice densities are allowed to vary, the result is a near-complete loss of information on snow content, and a further reduction in the information on graupelhail.
d An information content analysis indicates that K dp and r hv contribute more information to the analysis when a melting parameterization is used.
d Examination of the information loss associated with variability in PSD intercept and ice density indicates errors in the posterior estimate may need to be inflated by up to 400% for rain, 700% for graupelhail, and 2000% for snow to account for variability in the forward model.
In conclusion, it is important to note the limitations of our study. We have conducted a very thorough analysis of the information contained in dual-polarization radar observations, but our results are limited to a single time during a single case of deep convection. As such, while we are confident we have spanned a large range of hydrometeor contents, we caution against generalizing the results to other convective cases. In addition, very different mixtures of hydrometeors and hydrometeor masses may lead to different information content results. We are currently in the process of analyzing two cases of midlatitude snowfall, but description of this work must, necessarily, be left for the future. In addition, we have considered only isolated grid cells in our information content analysis. In so doing, we have neglected the fact that reflectivity can (and does) influence the local and far-field thermodynamic state through its influence on the hydrometeor field. In cloudy locations for which the prior contains no cloud, radar assimilation will naturally produce a positive moisture increment (and vice versa for cloud-free regions with cloudy prior). In our experiments, assimilation of radar observations can only have a direct effect on the water vapor content in an already-cloudy grid box. This is because, in our forward models, water vapor and temperature are used only to determine the air density, which is in turn used to obtain the slope of the PSD for the three hydrometeor species. Changes in water vapor and temperature consistent with the typical uncertainty in these quantities will have a relatively small effect on air density. For example, if we assume an error of 50% on the water vapor content and 2 K on temperature, and consider the 850-hPa pressure level, a temperature of 273 K, and a water vapor mixing ratio of 4 g kg 21 , the density perturbation will be less than 1% (0.846%). This translates to a difference in density of 0.0092 kg m 23 .
The slope of the PSD [Eq. (2)] indicates that a small perturbation in density will have an even smaller effect on the slope due to the fact that the density is raised to a power of 1 /4. We conclude that a change in the air density consistent with typical errors in temperature and water vapor will have a negligible effect on the resulting forward simulated dual-pol variables at any given time in our experiments. We also note that data assimilation that accounts for the time dimension, either by accumulating information from observations sequentially in time (as in the case of ensemble filters) or by dynamically adjusting the model state over some time interval (as in the case of ensemble smoothers or 4DVAR algorithms) may serve to overcome some of the limitations of dual-pol observations we have discussed. In particular, by placing constraint on the rain content early in the storm evolution, the model environment will likely be more realistic, as will the rain hydrometeor content itself. Such improvements should naturally lead to better use of dual-pol information later in the storm life cycle. It is also important to remind the reader that the results of any information content or data assimilation study are a function of not only the physical system of study, but also the construction of the forward model and forecast model. It is almost certain that use of a different microphysical parameterization (and properly modified radar forward model) would produce different results. We expect this to be true in particular of two-and three-moment parameterizations, for which there is no specified PSD intercept parameter. We also note that there are other wellknown sources of uncertainty in the relationship between dual-pol observations and cloud hydrometeor content that are difficult to account for in a gridpoint analysis (e.g., partial beam filling, attenuation, ice crystal shape, etc.).
Finally, we note that, in most retrieval and data assimilation applications, prior information on the state of the system is included in the analysis via use of a prior probability distribution and estimate [the P(x) term in Eqs. (12) and (15)]. In an effort to place an upper bound on the uncertainty in radar forward observations, we have made the assumption that we have no prior information, aside from reasonable bounds on each variable. If, in reality, reliable prior information on the hydrometeor mass, number, or density is available, this will certainly lead to better posterior constraint on the hydrometeor mass. We take the position that our assumption of no prior information is likely the most realistic, as the capability to provide an accurate prior estimate for cloud mass and PSD does not yet exist in any operational data assimilation system of which we are aware. Even sophisticated multivariate retrieval algorithms struggle mightily to constrain the mass and PSD of ice in both pure ice and mixed-phase clouds (PM14).
