Dimensión Hausdorff de conjuntos de Julia de polinomios by Martínez González, Luis Manuel & Blé González, Gamaliel
Dimensión Hausdorff de conjuntos de Julia de 
polinomios
En este trabajo se presenta la implementacio´n de un algoritmo que permite aproximar
la dimensio´n Hausdorff de conjuntos de Julia geome´tricamente finitos, de funciones
polinomiales expansivas en el plano. En particular, se trabajan ejemplos en la familia
de polinomios cuadra´ticos real.
In this paper is presented the implementation of an algorithm to approximate the
Hausdorff dimension of Julia sets of geometrically finite, expansive polynomial fun-
ctions in the plane. In particular, examples are worked in the family real quadratic
polynomial.
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Introduccio´n
Una de las herramientas que permiten comprender la geometr´ıa de los conjuntos
 fractales es la dimensión Hausdorff. Debido a la complejidad que presenta el cálculo de la 
dimensión para un subconjunto de Rn, se han desarrollado algoritmos que permiten 
aproximar con suficiente precisión la dimensión para conjuntos con ciertas  características. 
En particular, McMullen propone un algoritmo conocido como del valor propio y que 
funciona para conjuntos de Julia de polinomios expansivos, [McMIII]. En este trabajo 
presentamos una implementación de este algoritmo y la aplicamos a  polinomios 
cuadráticos.
1. Dimensio´n Hausdorff
En esta seccio´n daremos los conceptos ba´sicos que permiten definir la dimensio´n
Hausdorff de un conjunto F ⊂ Rn.
Si U es un subconjunto del espacio euclidiano Rn, el dia´metro de U esta´ definido
como:
|U| = sup{|x − y| : x, y ∈ U},
 i.e, ”la más grande distancia entre los pares de puntos de U”.
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2Una δ-cubierta de F ⊂ Rn es una coleccio´n numerable o finita {Ui} de conjuntos
de dia´metro a lo ma´s δ que cubren a F , i.e,
F ⊂
∞⋃
i=1
Ui,
con 0 < |Ui| ≤ δ para cada i.
Dado F ⊂ Rn, s un nu´mero no negativo y δ > 0, definimos
Hsδ = ı´nf
{ ∞∑
i=1
|Ui|s : {Ui} es una δ − cubierta de F
}
.
Cuando δ decrece, la clase de cubiertas admisibles de F en la ecuacio´n anterior se
reduce, por consiguiente, el ı´nfimo de la definicio´n Hsδ se incrementa y as´ı se aproxima
a un l´ımite cuando δ −→ 0. As´ı,
Hs(F ) = l´ım
δ→0
Hsδ (F )
esta´ bien definido para todo subconjunto F de Rn, sin embargo, el valor l´ımite puede
           ser 0 o ∞. Existe un valor cr´ıtico s en el cual Hs(F ) salta de ∞ a 0, este valor recibe
          el nombre de dimensi´on Hausdorff de F , [F].
  Definición 1.1. Sea F ⊂ Rn, la dimensión de Hausdorff de F es el número dimH (F ) = 33 
´ınf{s ≥ 0 : Hs(F ) = 0} = sup{s ≥ 0 : Hs(F ) = ∞}.
2. Conjuntos de Julia
Para definir los conjuntos de Julia y de Fatou de un polinomio daremos las siguien-
 tes definiciones.
Definicio´n 2.1. Sea f : Ĉ→ Ĉ una funcio´n anal´ıtica en x0 y f(x0) = x0.
1. El punto x0 es un punto fijo atractor si |f ′(x0)| < 1, si f ′(x0) = 0 diremos que x0 es
super-atractor.
2. El punto x0 es un punto fijo repulsor si |f ′(x0)| > 1.
3. El punto x0 es un punto fijo indiferente si |f ′(x0)| = 1, es decir, f ′(x0) = e2piiθ.
En te´rminos de θ los puntos fijos indiferentes se pueden clasificar en parabo´lico (θ
 racional) y Siegel o Cremer (θ irracional), [CG].
Teorema 2.2. (Bo¨ttcher-1904) Sean f una aplicacio´n anal´ıtica y z0 un punto fijo
       super-atractor. Si f(z) = z0 + ak(z − z0)k + . . . , con ak 6= 0, entonces existen U, V  
vecindades de z0 y 0, respectivamente, y un bi-holomorfimo ϕ : U → V que conjuga  f(z) y 
g(z) = zk. Esta conjugación es única módulo multiplicación por una ra´ız  (k − 1)−´esima 
de la unidad.
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3Notemos que si f es un polinomio de grado d ≥ 2, el infinito es un punto fijo
super-atractor y por el teorema de Bo¨ttcher f es conjugado a zd en una vecindad del
infinito. Denotamos por Af (∞) al dominio de atraccio´n del infinito, es decir,
Af (∞) = {z ∈ C : l´ım
n→∞ f
n(z) =∞},
y el conjunto de Julia lleno de f
Kf = {z ∈ C : la o´rbita Of (z) es acotada }.
El conjunto de Julia de f , Jf , es igual a la frontera de Kf que a su vez es igual a49
la frontera de Af (∞). El conjunto de Fatou de f , es el complemento de Jf , el cual es50
igual a la unio´n de Af (∞) y el interior de Kf .51
De la definicio´n de Kf , tenemos que es un conjunto compacto, perfecto, diferente52
del vac´ıo y lleno (su complemento en Ĉ es conexo). [CG]. Adema´s se tienen los53
siguientes resultados:54
Teorema 2.3. (Fatou-1919). Sea f un polinomio, el conjunto Kf es conexo si y55
so´lo si la o´rbita de cada punto cr´ıtico pertenece a Kf .56
Teorema 2.4. (Fatou-1919). Si f es un polinomio y tiene una o´rbita atractora ξ,57
entonces existe un punto cr´ıtico en el dominio inmediato de atraccio´n de ξ.58
3. Algoritmo59
Con la finalidad de describir el algoritmo presentado por McMullen en [McMIII]60
daremos las siguientes definiciones.61
Definicio´n 3.1. Un sistema dina´mico conforme F sobre Sn = Rn ∪ {∞}, es una
familia de funciones conformes
f : U(f)→ Sn,
donde U(f) es un abierto de Sn.62
Definicio´n 3.2. Dado un sistema dina´mico conforme F , una medida finita y positiva
µ definida en Sn es una densidad F−invariante con dimensio´n δ, si
µ(f(E)) =
∫
E
|f ′(x)|δdµ
siempre que f |E es inyectiva, E ⊂ U(f) es un conjunto de Borel y f ∈ F .63
Definicio´n 3.3. Una particio´n de Markov para un sistema dina´mico comforme F64
con densidad F−invariante µ, es una coleccio´n no vac´ıa P = 〈(Pi, fi)〉 de bloques65
compactos y arcoconexos Pi ⊂ Sn, y aplicaciones fi ∈ F definida en Pi, tal que:66
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41. fi(Pi) ⊃ ⋃i7→j Pj , donde la relacio´n i 7→ j significa que µ(fi(Pi) ∩ Pj) > 0;
2. fi es un homeomorfismo en una vecindad de Pi ∩ f−1i (Pj), cuando i 7→ j;
3. µ(Pi) > 0;
4. µ(Pi ∩ Pj) = 0 si i 6= j; y
5. µ(fi(Pi)) = µ(
⋃
i7→j Pj) =
∑
i7→j µ(Pj).
El refinamiento de una particio´n P
R(P ) = 〈(Rij , fi) : i 7→ j〉
es una nueva particio´n de Markov definida por
Rij = f
−1
i (Pj) ∩ Pi.
En otras palabras cada bloque de la particio´n P es subdividido y las aplicaciones
son las mismas en cada bloque subdividido.73
A continuacio´n presentamos el algoritmo que permite aproximar la dimensio´n δ de
una densidad µ. Supongamos que se tiene una particio´n de Markov P = 〈(Pi, fi)〉, y75
una muestra de puntos xi ∈ Pi. El algoritmo calcula una sucesio´n de aproximaciones76
α(Rn(P )) a δ procediendo de la siguiente manera:
1. Para cada i 7→ j, se calcula yij ∈ Pi tal que fi(yij) = xj .
2. Calcule la matriz de transicio´n
Tij =

|f ′i (yij)|−1 si i 7→ j,
0 en otro caso.
3. Encuentre α(P ) ≥ 0 tal que el radio espectral satisface
λ(T α) = 1.
Donde (T α)ij = T
α
ij .
4. La salida α(P ) es una aproximacio´n a δ.
5. Reemplace P por un refinamiento R(P ), defina nuevamente una muestra de puntos
xij = yij ∈ Rij , y regrese al paso 1.
El resultado que nos garantiza la convergencia de este algoritmo es el siguiente teo-83
rema de McMullen, [McMIII].84
Teorema 3.4. (McMullen-1997) Sea P una particio´n de Markov expansiva para
un sistema dina´mico conforme F con una densidad invariante µ de dimensio´n δ.
Entonces
α(Rn(P ))→ δ
cuando n tiende a ∞.85
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5Este resultado nos garantiza que basta con construir una particio´n de Markov86
expansiva en el conjunto de Julia de un polinomio y tener una medida invariante µ87
de dimensio´n δ, para poder aplicar el algoritmo y encontrar una aproximacio´n a la88
dimensio´n Hausdorff de e´ste.89
Definicio´n 3.5. Un polinomio es expansivo si su conjunto de Julia no contiene puntos90
cr´ıticos o puntos parabo´licos.91
Definicio´n 3.6. Un polinomio f es geome´tricamente finito si todo punto cr´ıtico que92
pertenece a J(f) es pre-perio´dico.93
Note que todo polinomio expansivo es geome´tricamente finito.94
95
El siguiente resultado nos garantiza la existencia de una medida invariante para96
los polinomios expansivos.97
Teorema 3.7. (McMullen-1997) El conjunto de Julia de un polinomio f expan-98
sivo admite una u´nica densidad invariante µ de dimensio´n δ = dimH(Jf ), de medida99
total uno y soporte en el conjunto de Jf .100
En la siguiente seccio´n mostraremos la construccio´n de la particio´n de Markov para101
polinomios expansivos.102
4. Particiones de Markov para polinomios103
En esta parte construiremos, v´ıa a´ngulos externos, una particio´n de Markov en el104
conjunto de Julia de polinomios expansivos.105
Sea f un polinomio de grado d ≥ 2, por el teorema de Bo¨ttcher existe Φf definida106
en una vecindad del infinito Uf tal que107
Φf (z
d) = f(Φf (z)). (1)
Si K(f) es conexo, entonces Uf = Af (∞) = C−Kf , [DH]. Es decir,
Φf : (Ĉ−∆)→ (Ĉ−K(f)).
Si f es geome´tricamente finita, J(f) es localmente conexo y por el teorema de
Carathe´odory, Φf se extiende continuamente a la frontera y se obtiene una aplicacio´n
φf : S
1 → J(f)
que semiconjuga la dina´mica de f en Jf a la multiplicacio´n por d. Al punto φf (e
2piiθ) ∈108
Jf se dice que tiene a´ngulo externo θ, [CG].109
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6Figura 1. Conjugacio´n
Teorema 4.1. (McMullen-1997) Si f(z) es un polinomio expansivo con conjunto
de Julia conexo, entonces P = (φf (Ii), f) es una particio´n de Markov expansiva para
(f, µ) donde
Ii =
[
i− 1
d
,
i
d
]
bajo la identificacio´n de S1 = R \ Z y µ es la densidad para f .110
4.1 Polinomios cuadra´ticos reales111
Sea fc(z) = z
2 + c con c ∈ R. Este polinomio tiene un u´nico punto cr´ıtico que es112
z = 0 y dependiendo de su o´rbita tenemos la conexidad de Jc. Para no introducir113
ma´s notacio´n, denotaremos por Jc = Jfc y φc = φfc . Del Teorema 2.4 tenemos que114
si fc tiene una o´rbita atractora, entonces la o´rbita de cero bajo f converge al ciclo115
atractor y por lo tanto fc es expansivo. Por otro lado, si la o´rbita de cero tiende a116
infinito fc es expansivo, pero Jc es disconexo, por el Teorema 2.3.117
En ambos casos, el Teorema 4.1 garantiza la existencia de una particio´n de Markov
expansiva P = 〈(Pi, fc)〉 con P1 = φc([0, 12 ]) y P2 = φc([ 12 , 1]), donde
φc : S
1 ∼= R/Z→ Jc.
Por lo tanto, en este caso la dimensio´n de los conjuntos de Julias puede ser calculada118
con el algoritmo del valor propio.119
Para la muestra de puntos, tomamos {x1, x2} = {φc( 14 ), φc( 34 )} = f−1c (−βc) donde120
βc = φc(0) es el punto fijo de fc con a´ngulo externo cero y −βc ∈ f−1(βc). As´ı,121
f2(xi) = βc y los puntos de la muestra para todos los refinamientos de P se encuentran122
en la o´rbita inversa de βc.123
Para construir la matriz de transicio´n de esta particio´n nos apoyaremos de la se-124
miconjugacio´n φc, la cual conjuga la dina´mica de fc a la multiplicacio´n por dos en R/Z.125
126
En la figura 2 mostramos la particio´n inicial y la matriz (PT )1 que llamaremos ma-127
triz de transicio´n preliminar. Para construir la matriz transicio´n (MT )1 simplemente128
evaluamos el modulo de f ′c en cada uno de los puntos yij , y le sacamos el inverso, ve´ase129
(MT )1. Resolviendo la ecuacio´n λ((MT )
α
1) = 1, obtenemos la primera aproximacio´n130
a la dimensio´n Hausdorff de Jc. Para obtener una mejor aproximacio´n, realizamos un131
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7refinamiento a la particio´n y tomamos xij = yij . La matriz de transicio´n preliminar132
en el segundo paso es (PT )2 y se muestra en la figura 3. En general la matriz de133
transicio´n preliminar (PT )n = [yij ] y se construye como sigue:134
Los yij esta´n colocados de tal manera que el indice i indica que esta en la particio´n135
Ii y el indice j indica que es preimagen de xj , esto para toda i, j = 1, ..., n, ve´ase136
(PT )n.137
138
La matriz de transicio´n (MT )n se obtiene simplemente evaluando el modulo de f
′
c en139
cada uno de los puntos yij , y le sacamos el inverso, ve´ase MTn.140
Figura 2. Particio´n inicial
(PT )n =

y11 y12 0 0 · · · 0 0
0 0 y23 y24 · · · 0 0
...
...
...
...
...
...
...
0 0 0 0 · · · y( n2 )(n−1) y( n2 )(n)
y( n2+1)1 y(
n
2+1)2
0 0 · · · 0 0
0 0 y( n2+2)3 y(
n
2+2)4
· · · 0 0
...
...
...
...
...
...
...
0 0 0 0 · · · y(n)(n−1) ynn

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8Figura 3. Primer refinamiento
(MT )n =

|ŷ11|−δ |ŷ12|−δ 0 0
... 0 0
0 0 |ŷ23|−δ |ŷ24|−δ
... 0 0
...
...
...
...
...
...
...
0 0 0 0
... |ŷ( n2 )(n−1)|−δ |ŷ( n2 )(n)|−δ
|ŷ( n2+1)1|−δ |ŷ( n2+1)2|−δ 0 0
... 0 0
0 0 |ŷ( n2+2)3|−δ |ŷ( n2+2)4|−δ
... 0 0
...
...
...
...
...
...
...
0 0 0 0
... |ŷ(n)(n−1)|−δ |ŷnn|−δ

Donde ŷij = f
′(yij).141
142
Es importante mencionar que en la construcio´n de la matriz (MT )n se ha usado143
fuertemente la simetr´ıa que tienen los conjuntos Jc para c ∈ R.144
Notemos que para obtener una aproximacio´n a la dimensio´n Hausdorff de Jc, ne-145
cesitamos calcular la potencia a la cual debemos elevar cada entrada de la matriz de146
tal manera que el radio espectral de la matriz obtenida sea 1.147
Dado que la matriz crece desmesuradamente resulta imposible hacer los ca´lculos148
nume´ricos usando la funcio´n max(abs(eig(MT ))) de Matlab en una computadora149
convencional para obtener, el radio espectral en el refinamiento nu´mero 13. Este150
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9problema nos llevo´ a hacer los ca´lculos del radio espectral usando el me´todo de la151
potencia normalizado.152
Se utilizo´ el me´todo de la potencia normalizado para poder hacer el ca´lculo del radio153
espectral junto con una variante del me´todo de biseccio´n para encontrar esa potencia,154
adema´s, dado que los ca´lculos de un para´metro c no depende de otro usamos parfor155
(una funcio´n de Matlab que permite trabajar en paralelo) para trabajar en paralelo156
y poder hacer ca´lculos de dimensio´n de ma´s de un conjunto de Julia.157
Para usar el me´todo de la potencia se hizo un reacomodo de la matriz de transicio´n158
quedando una matriz de 2n × 2, que denotaremos por MT ′n:159
MT ′n =

|ŷ11|−1 |ŷ12|−1
|ŷ23|−1 |ŷ24|−1
|ŷ35|−1 |ŷ36|−1
|ŷ47|−1 |ŷ48|−1
...
...
|ŷ( n2 )(n−1)|−1 |ŷ( n2 )(n)|−1|ŷ( n2+1)1|−1 |ŷ( n2+1)2|−1|ŷ( n2+2)3|−1 |ŷ( n2+2)4|−|ŷ( n2+3)5|−1 |ŷ( n2+3)6|−1|ŷ( n2+4)7|−1 |ŷ( n2+4)7|−1
...
...
|ŷ(n)(n−1)|−δ |ŷnn|−δ

160
161
El me´todo de las potencias es un me´todo iterativo de aproximaciones sucesiva, por162
lo cual, adema´s de la matriz A ∈ Rn×n debera´ conocerse una tolerancia establecida y163
tambie´n un cierto nu´mero de iteraciones.164
Este me´todo requiere de la siguiente fo´rmula recurrente: dado x0, se calcula xk+1 =165
Axk, con k ∈ N, donde x0 y xk son vectores normalizados para toda k. Se usa este166
me´todo ya que al momento de realizar la operacio´n MTnx
k, las entradas de la matriz167
que tienen ceros no contribuyen en la multiplicacio´n.168
En la siguiente tabla podemos ver como se va obteniendo la sucesio´n de vectores169
y la sucesio´n de cj .170
j y(j−1) x(j) λ(j)
1 y(0) = 1c0x
(0) x(1) = Ay(0) c1
2 y(1) = 1c1x
(1) x(2) = Ay(1) c2
3 y(2) = 1c2x
(2) x(3) = Ay(2) c3
4 y(3) = 1c3x
(3) x(4) = Ay(3) c4
...
...
...
...
k y(j−1) = 1cj−1x
(j−1) x(j) = Ay(j−1) cj
171
Se cumple que:172
1. La sucesio´n de escalares cj tiende al radio espectral.173
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174
2. La sucesio´n de vectores
{xj}∞j=1 → x,
donde x es un vector propio normalizado asociado al radio espectral.175
El siguiente Teorema garantiza la convergencia de este me´todo cuya demostracio´n176
puede ser consultada en [YS].177
Teorema 4.2. Supongamos que existe un u´nico valor propio λ1 dominante de una178
matriz A. Entonces la sucesio´n de vectores xj generados por el me´todo de la potencia179
converge a un vector propio asociado a λ1 y cj converge a λ1.180
5. Resultados181
La implementacio´n en Matlab del me´todo de la potencia y una variante del me´todo182
de biseccio´n en el algoritmo del valor propio fueron aplicados a la familia de polinomios183
cuadra´ticos reales y los resultados obtenidos en el refinamiento nu´mero 15 se muestran184
en la tabla de la figura 5. En la tabla de la figura 6 se muestra los datos del art´ıculo185
[McMIII]. En la gra´fica que se muestra en la figura 4 se hace la comparacio´n de las186
dos tablas.187
Figura 4. Resultados
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6. Conclusio´n188
La implementacio´n realizada del algoritmo del valor propio resulta ser buena cuan-189
do estamos lejos de los puntos parabo´licos. En el caso de los puntos parabo´licos la190
gra´fica muestra que no es suficiente con 15 refinamientos para tener una buena apro-191
ximacio´n.192
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Figura 5. Dimensio´n
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Figura 6. Dimensio´n
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