SUMMARY Optical flow is usually computed only on the basis of intensity information of images. Therefore, if we use color information in addition to the intensity, it is expected that more accurate optical flow can be computed. However, this intuition will be correct only when the following conditions are satisfied. First, the images should contain rich color variations. Moreover, it is also required that the image gradient of each color band differs in its direction. In this report, we empirically examined the difference of gradient directions on each band using 500 images, and evaluated quantitatively the advantage of using color information for optical flow computation.
Introduction
Optical flow is usually computed on the basis of intensity information of images. However, when color images are available, it seems that using color information in addition to the intensity improves the accuracy of the detected flow. Based upon this idea, several research activities have been reported [1] - [4] .
Their basic strategy is as follows. Color images consist of R, G, and B images. If we apply the equation relating image gradient to the optical flow vector (the gradient-based approach) to each band image, we have the same number of constraints for optical flow as we do bands. For instnance, if we choose R and G bands, the following two equations are obtained:
where R x , R y , and R t are the partial derivatives with respect to the image space coordinates x, y and time t of band R, respectively, G x , G y , and G t are the same derivatives of band G, and (u, v) is the flow vector. If these equations are independent-in other words, if the two spatial gradients, ∇R = (R x , R y ) and ∇G = (G x , G y ), have different directions-the flow vector (u, v) is determined. This means we can compute the flow vector using information of one image point; we don't need assumptions on flow distribution in space, such as motion coherence in neighbors [5] or smoothness of flow distribution [6] . Even when using these assumptions, it is expected that the usage of color information reduces dependence on these assumptions. The bands that we use are not necessarily limited to two. If all R, G, and B bands are used, three constraints are obtained [3] , [4] . In this case, the flow vector is determined by the least-squares manner. Other color presentations can also be used like HSV (Hue, Saturation, Value), and YUV [2] - [4] . If we exclude the intensity channels (V in HSV and Y in YUV), the method becomes robust against change in illumination [2] .
However, all these strategies rely on the assumption that independent spatial gradients are obtained from different bands. If this is not the case, the constraints from different bands degenerate into one, and do not contribute to solving the aperture problem. As a result, color information doesn't help to improve the accuracy of the computed flow. Therefore, it is important to investigate whether the independent gradients are obtained in actual images. This report discusses this problem.
Evaluation Method
As a quantitative measure for the independence of gradients, several quantities have been used. Examples are determinant, condition number, or the smallest eigen value of some matrix computed from the gradients [3] . However, we adopt more directly the angle between the gradients, θ, as the measure.
Here, I 1 and I 2 are an exclusive choice from R, G, and B, respectively. If angle θ is wider, the two gradient are regarded as more independent. In this case, however, if the length of either gradient is small, the gradient information is not effective because of the presence of image noise. Therefore, we compute angle θ when both of the gradient lengths are larger then threshold T .
In the experiments, we set the value of T to 5 levels. We investigate angle θ for R, G, and B bands. However, the result is valid for other color representations such as HSV. This is justified as follows. Suppose there are two 
The space gradients of these components are given as follows:
These equations show that ∇X and ∇Y are represented by linear combinations of ∇R, ∇G, and ∇B. Therefore, if ∇R, ∇G, and ∇B are not independent, ∇X and ∇Y cannot be independent.
One more thing to be noted is that evaluating angle θ is equivalent to investigating how color information reduces the aperture problem. Therefore, the result is valid not only to the gradient based approach, but also to other optical flow detection methods such as the block matching approach [7] .
Experiments
In the experiments, we used 500 images taken by Canon PowerShot G5 with high quality image mode. The size of the images is 640 by 480 pixels, and each pixel of R, G, and B images has 256 levels. The images were from five categories: (a) city scene, (b) indoor scene, (c) nature scene, (d) colorful objects (artificial), and (e) colorful objects (natural). Each category contains 100 images. Figure 1 shows eight randomly selected images from each category. For city scenes, buildings, roads, and other structures in a city were imaged. Scenes inside of buildings and houses were imaged for indoor scenes. The objects imaged were floors, walls, stairways, desks, chairs, bookshelves, and so on. The third category is for natural scenes. Trees, grasses, mountains, lakes, and clouds were imaged. For the fourth and the fifth categories, we selected intentionally colorful objects: artificial objects for the fourth category and natural ones for the fifth category. The objects for the fifth category were mainly flowers and colorful leaves.
We computed the spatial gradient ∇I at position (x, y) using the following formula:
where (x, y) is the index for pixels, in this case, and image I can be R, G, or B. Then, for all pairs of R, G, and B, we selected the gradients that meet the condition of Eq. (4), and computed the angle θ between them by Eq. (3). For comparison purposes, we also computed angle θ for gradients that are 1 pixel apart, namely for ∇I(x, y) and ∇I(x + 1, y), under the same conditions. In this case, image I was the average value of R, G, and B. The result is shown by graphs in Fig. 2 . For these graphs, the horizontal axis is for the angle between the two gradients, and the vertical axis is for percentage of image points at which the angle θ is greater than the angle indicated by the horizontal axis. For example, if a line indicates 40 in the vertical axis at 20 in the horizontal axis, it means that 40 percent of the whole image area has values of θ greater than 20 degrees. In each graph, four lines named SP, RG, GB, and BR are drawn. RG, GB, and BR represent the selected bands, and SP is for the case of using the gradients located 1 pixel apart. The values at 20 and 40 degrees are also listed in Tables 1 and 2 , respectively. For (a) city scene, (b) indoor scene, and (c) nature scene, it is observed that values when using color information are even smaller than that of SP. Referring to Tables 1  and 2 , most values for color cases are even less than one half of SP. However, for colorful object scenes of (d) and (e), the values for color cases become closer to that of SP. This is especially true for natural objects. This is presumably because natural objects like petals present smoother changes in color than artificial objects, which contain edge-like color changes. From these observations, it can be concluded that using color information is effective to optical flow computation for some kind of colorful objects. Otherwise, however, we cannot expect color information to greatly improve the optical flow accuracy.
Conclusion
In this report, we investigated the effectiveness of using color information for optical flow computation by measuring the angle between intensity gradients in different color bands. The results show that for some colorful objects like flowers, using color information is effective, but for many other objects, it is not necessarily so. However, this conclusion doesn't mean that color information is useless for optical flow computation. If it is used for the purpose of eliminating effects of illumination change as reported in [2] , it would be useful.
We used ordinary color images consisting of R, G, and B bands for the experiments. However, if the same investigation had been made for multi-spectral images [8] , which contain more precise spectral information, there is a possibility that the results were different. Moreover, in the case that infrared images are used as one band images [9] , it is expected that more different gradients can be obtained, because those images reflect a different physical phenomenon, i.e. the temperature of objects.
