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Topic of the present thesis is the research on nonlinear model-based predictive control (MPC) for
internal combustion engines with homogenized low temperature combustion. In this context, both
the gasoline (GCAI) and the diesel process (PCCI) are investigated, especially with respect to
the challenge of increasing the operating range. For this purpose a MPC approach is developed,
which consists of a 2-stage calculation of the actuated values allowing for realtime multiobjective
optimization. This approach, including system identification and control design, is applied to
both engine concepts. Herewith the operating range can be extended for the GCAI case, i.e. by
considering the evolving cycle-to-cycle dynamics. For the diesel engine, the actuated values are
calculated by also considering economic parameters, such as fuel consumption, automatically
deciding between the conventional and PCCI mode. Simulative and experimental results prove
the feasibility of the presented approach.
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X Abstract
Abstract
This present thesis focuses on research on nonlinear model-based predic-
tive control (MPC) for internal combustion engines with homogenized
low temperature combustion. For this reason, both the gasoline (GCAI)
and the diesel process (PCCI) are investigated. The advantages of the
combustion process are the increase of fuel efficiency and the reduction
of emissions, although a more complex process control is necessary com-
pared to conventional combustion processes. The aim of this thesis is
to develop control methods that allow a stable operation and simulta-
neously take care of important combustion parameters. In this context,
the challenges concerning the limited operating range are addressed.
In case of the GCAI engine, strategies for the extension of the GCAI
operating range are investigated, where a load and speedtransient op-
eration is possible. For the PCCI engine, the simultaneous control of
the PCCI and the conventional combustion is investigated, with the
motivation to apply the most economic actuated values. A two-stage
MPC method is introduced to fulfill the aforementioned requirements.
The two-stage MPC is designed for the GCAI process, with the aim
of compensating for the existing cycle-to-cycle dynamics and exploiting
the maximal range of the actuated values, such that the chance of losing
control authority is minimized. For the PCCI process, the MPC con-
cept is designed such that the most economic stationary actuated values
are calculated by means of multi-objective optimization, i.e. concern-
ing fuel consumption and the noise emissions. The MPC concept is
based on a combustion process individual mathematical model, which
is tailored for the specific system dynamical properties. To cope with
the system dynamics of the GCAI process, a method for system iden-
tification of a linear parameter varying model is presented, while for
the PCCI process, an approach with piecewise affine models is taken.
The control concepts are tested and evaluated by using simulations and
experiments at a real engine test bench.
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Zusammenfassung XI
Zusammenfassung
Gegenstand der vorliegenden Arbeit ist die Erforschung von nichtlin-
earen Modellbasierten Prädiktiven Reglern (MPC) für Verbrennungsmo-
toren mit homogenisierter Niedertemperatur-Verbrennung. Hierbei wer-
den sowohl der ottomorische (GCAI) als auch der dieselmotorische Pro-
zess (PCCI) betrachtet. Den Vorteilen dieser Brennverfahren in Bezug
auf Wirkungsgradsteigerung und Emissionssenkung, steht die im Ver-
gleich zu konventionellen Brennverfahren komplexer werdende Prozess-
führung gegenüber. Ziel der Arbeit ist die Entwicklung von regel-
ungstechnischen Methoden, die einen stabilen Betrieb ermöglichen und
simultan wichtige Verbrennungsparameter mit berücksichtigen. Eine
hierbei adressierte Herausforderung ergibt sich aus dem begrenzten Kenn-
feldbereich. Für das GCAI Brennverfahren werden Strategien zur Aus-
weitung des Kennfeldbereiches, hinsichtlich last- und drehzahltransien-
tem Betrieb, entwickelt. Im Fall des PCCI Brennverfahrens wird die
simultane Regelung des PCCI und des konventionellen Betriebes er-
forscht, mit der Aufgabe die ökonomischsten Stellgrößen zu verwenden.
Zur Erfüllung der vorgenannten Anforderungen wird eine zweistufige
MPC-Methode entwickelt. Diese zweistufige MPC-Methode wird für
den GCAI Prozess so ausgelegt, dass die auftretende Zyklus-zu-Zyklus
Dynamik kompensiert wird und eine maximale Ausnutzung des Stell-
bereichs ermöglicht wird, damit die Chance zum Verlust der Stellau-
thorität minimiert ist. Im Fall des PCCI Prozesses wird das Konzept
so ausgelegt, dass insbesondere durch eine Mehrzieloptimierung der
ökonomischste stationäre Wert für die Stellgrößen berechnet wird, z.B.
hinsichtlich Kraftstoffverbrauch und Geräuschemissionen. Die MPC
beruht auf einem brennverfahrensspezifischen, mathematischen Modell,
welches auf die jeweiligen systemdynamischen Eigenschaften maßgeschnei-
dert ist. Beim GCAI Prozess wird hierzu eine Methode zur Systemiden-
tifikation eines linear parameter-variierenden Modells vorgestellt und
bei dem PCCI Prozess wird ein Ansatz mittels stückweise-affiner Mo-
delle verfolgt. Die Regelungskonzepte werden an Hand von Simula-
tionen bzw. Experimenten am realen Motorprüfstand evaluiert.
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1 Introduction 1
1 Introduction
One of the main goals of current powertrain development for passenger
cars is the reduction of carbon dioxide (CO
2
) emissions, while at the
same time minimizing other pollutants. The reasons can be found in
the increasing awareness for global pollution and global warming, sus-
tainable use of the limited resource of fossil fuels and customer demands
for low fuel consumption due to rising fuel prices. Governments around
the world have enforced this development by introducing laws through
which explicit limit values are set. For example, the European Union
(EU) regularly introduces tighter legislations that must be fulfilled for
the certification of new cars sold in the EU. In Figure 1.1, the develop-
ment of the limits can be seen for the emission standards from Euro 1
in 1992 until the future Euro 6, which will become active in 2014, see
[27]. The limit values for particulate matter (PM), the sum of unburned
hydrocarbon (HC) and nitrogen oxide (NO
x
) are depicted. During this
time span, the emission limits have been vastly reduced, with the cut
accounting for more than 80% in the depicted examples.
1995 2000 2005 2010 2015
0.2
0.4
0.6
0.8
1.0
1.2
PM HC + NOX
EURO 4 EURO 6EURO 5EURO 3EURO 2EURO 1
First Year of Type Approval
E
U
 E
m
is
s
io
n
 L
im
it
 (
g
/k
m
)
Figure 1.1: EU Emission Limits for HC+NO
x
and PM in Diesel Passenger
Cars
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2 1.1 Motivation for Low Temperature Combustion Control
In the recent debate concerning sustainable mobility, battery electric
vehicles (BEV) are seen as a valuable contribution. Although the im-
pact of BEV on the environment can be evaluated as very positive,
there are several reasons why no deep market penetration is expected
in a midterm range, such as the related costs and the lacking infrastruc-
ture. In the position paper of the European Automobile Manufacturers
Association [28], it is reported that most stakeholders assume a realis-
tic market share for electrically chargeable vehicles in the range of 3%
to 10% by 2020 to 2025. Thus, the internal combustion engine (ICE)
will likely maintain a significant role for individual mobility in the com-
ing decades, especially as ICEs are used in conventional gasoline and
diesel powertrains, as well as in hybrid electric vehicles. In conclusion,
further development of ICEs is essential for consequent and proximate
reduction of emissions produced by passenger cars.
ICE research is conducted concerning a huge variety of technologies. A
good overview of recent research topics is given in [71]. Improvements
are investigated in the field of after-treatment systems, thermal man-
agement and waste heat recovery, reduction of mechanical losses, etc.
Beside these topics, a major research focus is set on the optimization of
the combustion system, to directly reduce the production of emissions.
In this context, new combustion methods are evolving. One of the most
promising technologies concerning the combustion method is the low
temperature combustion (LTC), which offers the possibility to achieve
high fuel efficiency while simultaneously minimizing emissions.
1.1 Motivation for Low Temperature
Combustion Control
The LTC is characterized by a highly homogenized mixture, the absence
of temperature peaks and self-ignition of the air-fuel mixture, which is
achieved by a high amount of recirculated exhaust gas. These charac-
teristics result in very low soot formation as present in the case of con-
ventional gasoline spark ignition (SI) operation, very high fuel efficiency
as present in the case of diesel compression ignition (CI) operation, as
well as very low NO
x
formation. Thus, the benefits of lean combustion
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concepts can be achieved without separate NO
x
after-treatment. LTC
engines can be operated with gasoline, diesel and other fuels such as
bio-fuels. Within existing literature, combustion methods with these
characteristics are known under different equivalent acronyms. In the
present thesis, the diesel fuelled LTC combustion is called Premixed
Charge Compression Ignition (PCCI) and the gasoline fuelled LTC com-
bustion is called Gasoline Controlled Auto Ignition (GCAI). Other com-
mon acronyms for this combustion method, which are not used in this
thesis, include Homogenous Charge Compression Ignition (HCCI) and
Controlled Auto Ignition (CAI). A detailed overview of LTC combustion
engines can be found in [97,99].
The major challenge for the application of LTC is the process control,
which is more complex as in the case of conventional SI and CI com-
bustion. In a conventional gasoline engine, the ignition is initiated by
a spark plug, which acts as a trigger to start the combustion. For a
conventional diesel CI combustion, the fuel is injected late, so that the
fuel immediately auto-ignites when entering the combustion chamber
due to the present high temperature and pressure. Thus, for CI com-
bustion, the time point start of injection acts as a trigger to initiate the
combustion. Compared to diesel CI engines, the fuel is injected earlier
in LTC engines, such that the start of combustion is established by the
auto ignition chemistry of the air-fuel mixture, see [97]. Consequently,
there is no longer any direct trigger for the start of combustion. The
timing of auto ignition depends on the thermodynamic state in the com-
bustion chamber, see [93]. Among others, the thermodynamic state is
defined by the global pressure and temperature level in the combustion
chamber, as well as the local stratification of the residual gas, local
temperature and air-fuel ratio, see [3]. Thus, the auto ignition timing
is very sensitive to factors such as the engine speed or the cooling water
temperature. As timing plays a crucial role for the quality of combus-
tion, closed-loop control is necessary to maintain a certain timing and
consequently achieve an optimized combustion. Aside from the com-
bustion timing, the demanded torque by the driver has to be supplied
and there is the desire to reduce noise emissions. The process can be
influenced by means of the fuel and air path. To fulfill these require-
ments, the controller has to handle several in- and outputs, and thus a
Multiple-Input-Multiple-Output (MIMO) control problem is present.
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4 1.2 Aims and Outline of the Thesis
Control methods have to be developed to cope with the requirements
and complexity of the LTC combustion. One control method that is ad-
vantageous for complex MIMO control problems, where constraints are
present, is model-based predictive control (MPC). The basic concept of
MPC prescribes the calculation of optimal actuated values based on a
mathematical process model. The MPC control method evolved with
great success in the 1980s in the process and chemical industries, where
’slow’ systems are present. With the increased available computational
speed, new MPC methods are being researched that allow the applica-
tion of MPC to ’fast’ systems, as they are present in the automotive
industry, see [46,81]. For this reason, there is strong interest in develop-
ing and evaluating MPC algorithms applicable for the advanced control
requirements in LTC engines.
1.2 Aims and Outline of the Thesis
The present thesis investigates the MPC based control of LTC in a
4-stroke engine, specifically examining a gasoline fuelled and a diesel
fuelled engine. For both engines, the control requirements are related
for an operation of the engine in a passenger car, within which the ICE
has to cover a wide load and speed range. However, the LTC combustion
can only be applied in a limited operating range, which is not sufficient
for this purpose. The contributions of the present thesis to the state of
the art are related to the research questions arising due to the limited
operating range in which GCAI and PCCI can be operated.
As the GCAI operation is beneficial over the conventional SI opera-
tion, it is advantageous if the GCAI operating range can be extended.
Thus, the GCAI part of this thesis addresses the question of how to
extend this limited operating range. For this purpose, a combination
of several actuated variables is used, which leads e.g. in low loads to
an overactuated system. One of the requirements in passenger cars is
the transient operation of the engine. For load transient operation, the
GCAI combustion reveals distinct cycle-to-cycle dynamics. To enable
stable, loadtransient operation with high dynamics, the cycle-to-cycle
dynamics have to be taken into account over the entire operating range
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in the controller. Moreover, the controller has to be able to handle
transients concerning the engine speed in the extended operating range.
The engine speed is predetermined by the driving situation and is thus
a disturbance variable from a control perspective.
For the PCCI operation, another question is investigated that also re-
lates to the limited operating range. In a passenger car, both the LTC
mode and the conventional mode have to be applied to cover the whole
operating range (even if the LTC operating range is extended). Conse-
quently, the complexity of the control task would increase: aside from
the hardware, the electronic control unit (ECU) also has to be able to
handle both operating modes. With a non model-based controller, this
would lead to a huge amount of calibration work, which is both time-
and cost-intensive. Instead of putting a lot of effort into controller-
tuning, a model-based framework shall be applied in which the require-
ments for calibration can be directly integrated. Thus, it is investigated
whether a feedback control concept can be developed that simultane-
ously deals with both modes and automatically chooses the ’optimal’
operating mode, depending on the recent reference values and distur-
bance states. A special focus is placed on a multiple objective optimiza-
tion, as several conflicting targets have to be optimized for combustion
engine control, such as the minimization of fuel consumption and noise
emissions. This kind of control would make an operating mode co-
ordinator, responsible for the decision of switching between LTC and
conventional operation, superfluous and would reduce the calibration
work tremendously.
From a control perspective, the use of MPC is analyzed in the GCAI
and PCCI part. The developed MPC controllers have to handle the aris-
ing complexity from the aforementioned requirements. In the present
thesis, a two-stage MPC algorithm is investigated. For this reason, two
different cost functions are utilized, which are applied for challenges
such as the overactuated system in GCAI and the simultaneous con-
trol of PCCI and conventional operation. In the selected approach, the
identification of the employed process model is based on measurement
data. The identification process has to cope with the system dynamical
properties of the nonlinear processes. At the same time, the computa-
tional demand for the optimization increases with increased complexity
of the process model, such that real-time feasibility becomes critical,
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6 1.2 Aims and Outline of the Thesis
as sampling times of ICEs are in the range of ms. In order to achieve
successful operation, all different parts of MPC have to be developed
such that they match.
The present thesis is structured in seven chapters. Chapter 2 provides
an overview of the fundamentals of LTC combustion. The specifics of
the GCAI and the PCCI combustion are presented, placing a special fo-
cus on the needs for closed-loop control. Furthermore, the requirements
of LTC closed-loop control are analyzed. Based on these requirements,
the suitability of MPC as control algorithm is assessed and the different
components of the MPC are analyzed regarding an application of MPC
for LTC engines.
Chapters 3 and 4 deal with the gasoline-fuelled GCAI combustion con-
trol. Chapter 3 depicts the gasoline engine test bench, along with the
proposed control algorithm, which is developed such that cycle-to-cycle
control is possible in an extended operating range. Consequently, the
identification of the process model, the observer and the specific MPC
algorithm are explained. Chapter 4 describes the closed-loop control
results gained at the engine test bench.
Chapters 5 and 6 cover the diesel-fuelled PCCI combustion control. In
Chapter 5, the diesel engine test bench is illustrated. The main objec-
tive for the control algorithm is set on the simultaneous and economic
operation of PCCI and conventional CI. For this purpose, the process
identification and the observer are depicted along with the MPC algo-
rithm. The closed-loop control results gained in simulation with the
proposed MPC algorithm are detailed in chapter 6.
In chapter 7, a conclusion of the thesis is drawn and an outlook for
future work is given.
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2 Fundamentals for
Model-Based LTC Engine
Control
In this chapter, the fundamentals for model-based LTC engine con-
trol are depicted. After illustrating the differences between gasoline SI,
diesel CI and LTC combustion, the specifics of the GCAI and the PCCI
process control are pointed out. Based on this analysis, the require-
ments for LTC engine control are derived. Subsequently, it is depicted
that the MPC is a control algorithm capable of handling the arising
challenges.
2.1 Comparison of Diesel CI, Gasoline SI and
LTC Combustion
Engines with LTC attempt to overcome the limitations of the most pop-
ular combustion processes in gasoline and diesel engines, see Figure 2.1.
In the following, a comparison between conventional SI combustion in
gasoline engines, conventional CI combustion in a diesel engine [42, 74]
and the LTC [97,99] is given.
In a conventional gasoline engine, the combustion process is typically
characterized by a homogenous charge, which is ignited by a spark plug.
The premixed air-fuel mixture is almost stoichiometric, such that the
air-fuel equivalence ratio λ results to λ = mL/mL,st = 1, wheremL equals
the present air mass and mL,st the stoichiometric air mass. A flame
front proceeds through the combustion chamber, which is initiated by
spark ignition. The resulting advantage is that almost no soot emissions
are produced. Nonetheless, high local peak temperatures and thus high
NO
x
emissions are generated. As λ is fixed, for the variation of the
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load, the air has to be adapted to the amount of injected fuel, which is
achieved by a throttle valve. However, this creates significant pumping
losses, with low fuel efficiency resulting in partial loads.
In a diesel engine, a stratified charge CI is typically used as the com-
bustion process. The fuel is injected at high pressure late during the
compression stroke into the cylinder. Instead of igniting the lean air-fuel
mixture (λ > 1) by a spark plug, it auto-ignites due to the temperature
increase in the compression stroke. The main portion of the fuel burns
around the spray as diffusion flame. For variations of the load, λ is ad-
justed, thus no throttle is needed and the efficiency is higher compared
to a gasoline engine. However, the disadvantages of the diesel engine
are high emissions of NO
x
and soot.
ZeitStellgröße
Gütemaß
Optimale Stellgr öße
Diesel CI Gasoline SI LTC
Injector Spark Plug Control
Actuator
Sensor
Figure 2.1: Comparison of Diesel CI, Gasoline SI and LTC Combustion,
see [99]
In a LTC engine, characteristics of both aforementioned engine concepts
are combined. A premixed air-fuel mixture is present for combustion,
as in the case of a gasoline engine. This air-fuel mixture auto-ignites to-
wards the end of the compression stroke due to the piston compression,
as in the case of the diesel engine. For LTC engines, the auto igni-
tion process simultaneously occurs at several places in the combustion
chamber, which leads to a fast conversion of the fuel. As a premixed
air-fuel mixture is used, very low soot emissions result. Moreover, very
high fuel efficiency is given, as optimized gas properties caused by the
lean relative air-fuel ratio are present, substantially less gas exchange
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losses (dethrottling due to the open throttle valve), as well as a ther-
modynamically effective and quick combustion. Furthermore, the LTC
engine is characterized by high rates of exhaust gas recirculation (EGR),
which leads to a dilution of the charge. In combination with the high
homogenization, this results in lower peak temperatures. Thus, the
NO
x
emissions are reduced to the detection limit. To summarize, with
a LTC combustion process, the NO
x
and soot emissions can be simul-
taneously reduced compared to diesel engines, while reducing the fuel
consumption and NO
x
emissions compared to gasoline SI engines. In
the following, the diesel fuelled PCCI and gasoline fuelled GCAI control
concepts are introduced in further detail.
2.2 LTC Combustion Control
2.2.1 GCAI Combustion Control
In Figure 2.2, typical fuel consumptions and NO
x
emissions are com-
pared for several gasoline-based combustion processes, see [83]. Com-
pared to the conventional stoichiometric throttled operation in gasoline
SI engines, GCAI combustion allows a reduction of CO
2
emissions by
more than 20%, as well as lowering NO
x
emissions by more than 90%.
For generating a homogenous charge, which is needed for LTC, gasoline
fuel offers the advantage of higher volatility compared to diesel fuel,
which is beneficial for the vaporization. On the other hand, the high
octane rating of gasoline fuel means that a higher resistance exists for
auto ignition of the fuel. Sufficient thermal energy has to be provided
such that ignition temperatures are exceeded late in the compression
stroke and auto ignition occurs.
Different strategies can be found within existing literature for obtaining
the required thermal energy. Several researchers describe how GCAI
can be achieved and controlled by using variable compression ratios
(VCR), see [37,38,47,73]. However, one drawback of this concept is that
VCR does not offer cylinder-individual control. The control by using
intake air heating for GCAI was investigated in [39,95]. Limitations of
the control occur due to the limited bandwidth of the actuator. The
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Figure 2.2: Comparison of Fuel Consumption and NO
x
Emissions of Differ-
ent Gasoline Engine Concepts, see [83]
most common and promising strategy reported in literature to provide
thermal energy is through the use of hot internal exhaust gas, which is
controlled by variable valve actuation (VVA).
With VVA, different actuation strategies are possible for realizing in-
ternal EGR. An overview of different valve control strategies is given
in [43]. One such strategy is the so-called combustion chamber recir-
culation (CCR), whereby the exhaust valves closes (EVC) early in the
exhaust stroke in order to trap the exhaust gas within the cylinder.
Through the use of CCR, the amount of trapped residual gas of the
previous cycle can be individually adapted in every cycle. It is used as
an important parameter for controlling the combustion. Compared to
other valve strategies, CCR offers the advantage of the largest operating
range.
With CCR, the auto ignition depends on the combustion products of
the previous cycle. As illustrated in Figure 2.3, for the same fuel mass
injected (FMI), higher rates of trapped exhaust gas result in higher
maximum pressure rise gradients (DPMAX), which correlate with noise
emissions and stress on the components. By contrast, low residual gas
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rates can delay the combustion and lead to large standard deviations for
the indicated mean effective pressure (IMEP), see [83]. IMEP correlates
with the load of the engine. It is even possible that no auto ignition is
initiated, which reveals the unstable nature of GCAI. If the combustion
cannot be ensured in one cycle, hot residual gas of the previous cycle
is missing for initiating the auto ignition process in the following cycle
and thus the engine process in GCAI can no longer be maintained. This
is the reason why closed-loop process control plays a vital role for the
GCAI combustion. The task of the controller is to stabilize the process
by influencing the air-fuel mixture generation and fuel injection.
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Figure 2.3: Stability for Different EGR Rates, see [83]
Moreover, the large amount of internal EGR results in a cycle-to-cycle
coupling, as the combustion products of the previous cycle, character-
ized by e. g. temperature and mass, are used for the subsequent cycle.
The cycle-to-cycle coupling is most important for load transitions, as
the characteristics of the exhaust gas directly change in such cases. This
cycle-to-cycle coupling is much more distinctive for CCR operation than
in the case of conventional engines or diesel PCCI, where large amounts
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of internal EGR are not common.
For CCR, different control concepts are presented in literature, see [5,
44, 54]. Nonetheless, only a few of the investigated control concepts
explicitly consider the evolving cycle-to-cycle dynamics. In [52, 53, 58],
the arising problem of cycle-to-cycle dynamics is addressed, albeit only
for stationary operating points and not for load transitions. A control
concept for large load transitions is examined in [50], investigating a
decoupled control that is evaluated in simulations.
Besides the need for closed-loop control, GCAI realized with CCR poses
another challenge. The process characteristics generate limitations for
the applicable load and speed range of the combustion process; it is
only applicable for medium loads and speeds. The limitations at low
loads and speeds are due to the decreasing combustion stability, as the
enthalpy of the trapped exhaust gas is too low to initiate an auto igni-
tion. Lower temperatures of the residual gas are present under usually
higher residual gas rates. As explained earlier with the decreased ther-
mal state in the combustion chamber, for example by lower cylinder gas
temperatures, the ignition delay is increased. If the thermal state is too
low for the oxidation of the mixture, the stability limits are exceeded
and misfire occurs, see [83]. At high loads, the exhaust gas temper-
ature is high and thus also the enthalpy of the exhaust gas. In this
case, the operating range is either limited by an air efficiency that is
too low or by the increasing DPMAX. The high DPMAX values result
in an unwanted acoustic behavior and increased mechanical stress on
the components, see [83].
The extension of the limited operating range forms part of recent re-
search, as the operation in GCAI is advantageous concerning fuel con-
sumption and emissions compared to conventional SI. Within existing
literature, several possibilities have been investigated for the operating
range extension, including the use of boosted intake air, see [59,98]. By
using boosted air, higher dilution can be achieved, which retards the
ignition. Accordingly, the upper limit can be extended as DPMAX is
reduced. Another way to delay the ignition and decrease DPMAX is the
use of multiple injections, as explained in [35, 77]. For the lower load,
several researchers have investigated the positive effect of the spark ig-
nition, see [21, 96, 100]. A flame front is initiated by the spark plug,
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resulting in a heat release that increases the pressure and temperature
in the unburned gas region, leading to auto ignition. This combustion
can also be found under the acronym spark assisted compression ig-
nition (SACI). This spark-assisted combustion mode still shows good
efficiency and low emissions. Concerning the operating range exten-
sion research in literature focuses on the stationary behavior and not
so much on the question of how the strategies have to be embedded in
a closed-loop control such that a transient operation in the extended
operating range becomes feasible.
2.2.2 PCCI Combustion Control
For conventional diesel combustion, a tradeoff between soot and NO
x
emissions exists. This means that most engine modifications that lower
one of the two emissions result in an increase of the other one. For
example, one approach for decreasing NO
x
is the use of external exhaust
gas, but it results in an increase of soot, see [92]. With the introduction
of LTC engines, this soot vs. NO
x
tradeoff can be overcome, as both
emissions are reduced at the same time. In Figure 2.4 it can be seen
how the range of local temperature and λ changes when moving from
conventional diesel combustion to PCCI combustion, with NO
x
and soot
emissions close to the detection limit, see [22,24]. The drawback of this
combustion process is that minor disadvantages result concerning fuel
consumption. Nonetheless, the fuel efficiency is still better than the one
achievable with a conventional gasoline engine.
For realizing auto ignition, diesel fuel has the advantage of lower octane
ratings compared to gasoline fuel, which makes it less resistant against
auto ignition. Nonetheless, the low resistance to auto ignition as well
as the low volatility and the high viscosity make the generation of a ho-
mogenous charge more difficult. Strategies have to be developed where
the fuel and air mixes homogeneously without igniting too early, such
that an inefficient combustion is avoided. In general, there are two pos-
sibilities: extending the ignition delay or improving the homogenization
of the charge, see [97, 99].
In the literature different strategies can be found for obtaining the re-
quired homogenous charge. One strategy using port fuel injection (PFI)
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Figure 2.4: NO
x
and Soot Production Over Local Temperature and λ,
see [24]
can be found in [85, 86]. In order to generate a homogenous charge, in
the mentioned research work a major part of the fuel is supplied by PFI,
which causes a mixing in the intake port. Additionally, a small amount
of fuel is supplied by direct injection (DI), with the purpose of igniting
the whole charge. The direct fuel injection can be used to control the
combustion. Furthermore, other researchers have investigated multiple
injections, see [40]. As the first injection, an early direct injection of the
fuel is used. The second fuel injection is applied close to top dead center
(TDC) similar to a conventional DI diesel injection. Here, the second
injection also serves for controlling the combustion. Another possibility
to achieve PCCI is given by the use of additives or fuel blends, see [69].
Through this strategy, the ignition delay can be extended such that suf-
ficient time is present for the homogenization. All these strategies are
either not optimal concerning the emissions or are only achievable with
high cost for engine design, as for example two different injection sys-
tems have to be used. One promising approach for achieving PCCI with
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good emission characteristics and moderate costs is the use of cooled
EGR. Cooled EGR can be achieved for example with a turbo inter-
cooler. The EGR serves as a dilutant for the combustion, increasing
the specific heat capacity. Consequently, the in-cylinder temperatures
rise more slowly and the ignition delay is extended. As a result, more
time is present for homogenization of the charge. Moreover, the EGR
introduced leads to a decrease of local peak temperature such that NO
x
production is avoided, see Figure 2.4.
The strategy of using cooled EGR has disadvantages concerning the in-
fluence on combustion. In conventional diesel engines, the direct trigger
for the combustion is the injection itself, as the injection occurs close
before TDC, where auto ignition conditions are present. For the used
PCCI strategy, this direct trigger is no longer present. Analogous to
the case of GCAI, in PCCI the auto ignition timing depends on many
characteristics, such as the thermodynamic state. Thus, the auto igni-
tion timing is very sensitive to many disturbances and active closed-loop
control has to be developed, see [87]. A difference to the GCAI closed-
loop control arises, as in the case of PCCI no internal exhaust gas is
used. This renders the PCCI combustion more robust concerning the
preceding combustion. The enthalpy of the recirculated EGR changes
with a slower dynamic, such that the cycle-to-cycle dynamics do not
play such a major role as in the GCAI combustion process. Several
control concepts have already been applied to the PCCI combustion,
where successful closed-loop control is shown [24,34,57].
Beside closed-loop control, another problem that arises for PCCI is the
limited operating range. Consequently, for use in a passenger car, the
PCCI and the conventional mode have both to be applied. In most
cases, a high level control is used, which decides about mode transitions
and the low level control takes care of the control in the operating mode,
see [56]. In these cases, the operating range of each mode is defined
offline with some a priori switching rules. The arising problem is the
significant calibration burden, which is both cost- and time-intensive.
As the tuning of the large amount of look-up tables is often conducted
by a trial and error approach, the resulting system lacks concerning
optimality, robustness and optimality, see [71]. Instead, a thorough
model-based approach would be beneficial.
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2.3 Requirements for LTC Engine Control
In the following, the requirements for control of LTC engines in a pas-
senger car are analyzed from a control perspective. The task for the
GCAI engine in this thesis is the control of GCAI in an extended op-
erating range, for which different actuators are used at the same time.
In the case of the PCCI engine, the task is the combustion control over
a wide operating range, covering conventional CI and PCCI operating
mode. The controller shall automatically choose the most efficient op-
erating mode. In the following, the main system theoretical properties
that the controller has to account for are listed.
GCAI + PCCI:
- reference tracking of load and combustion timing
- desired load changes very often and has to be tracked fast
- very sensitive to disturbances
- sampling time in the order of milliseconds
- nonlinear
- coupled MIMO system
- limitations of actuator
- desirable to minimize the noise emissions
GCAI:
- unstable
- distinctive cycle-to-cycle dynamics
- overactuated for low IMEP
PCCI:
- multiple possible solutions for one load (PCCI or CI operation)
- decision of operating mode by multiple objective optimization (fuel
consumption vs. noise emissions)
One control concept that is beneficial for this list of system properties
is MPC, which is further introduced in the following.
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2.4 Model-Based Predictive Control
2.4.1 General Functionality of MPC
A scheme of the MPC functionality is depicted in Figure 2.5. The main
characteristic of the MPC is that the control algorithm is explicitly
based on the use of a process model. This process model is applied for
predicting the control relevant process outputs. Based upon limitations
concerning the computation time, the outputs are predicted over a finite
prediction horizon Hp. The prediction is used as a basis for the solution
of a finite horizon open-loop optimization problem with respect to the
actuated values.
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Figure 2.5: Scheme of MPC
By minimizing a cost function subject to constraints, the MPC algo-
rithm computes an optimal control step sequence at discrete time in-
stants k with k ∈ 0,1,2, . . . :
ΔU∗(k) = ΔU∗
(k|k) . . . ΔU
∗
(k+Hu−1|k)
(2.1)
Here, Hu denotes the length of the control horizon and (·)(k+j|k) the
prediction of variable (·) for the sampling step k + j at sampling step
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k. The task of the controller is to minimize the cost function in each
sampling step. After optimization, only the first actuated values based
on the calculated values ΔU∗
(k|k) are applied to the system. The op-
timization problem is solved in each sampling step. In the following
sampling step, a new optimization problem is calculated over a shifted
prediction horizon, in a procedure called the receding horizon principle.
This strategy implements a feedback control law, which enables setpoint
tracking and the rejection of disturbances, see [80]. The main advan-
tages of MPC are the easy handling of MIMO systems, non-minimum
phase systems, the possibility to explicitly account for limitations in
the actuated values, system states and outputs, as well as the possibil-
ity of disturbance variable compensation by incorporating a disturbance
model. A more detailed introduction to MPC can be found in [61].
The development of MPC can be divided into three different parts,
see [81]: 1) process model; 2) cost function and constraints; and 3)
optimization. All three parts interact with each other and have to be
matched for successful control. As the MPC is based on an optimization,
the major bottleneck for algorithm development is real-time feasibility,
which has to be ensured in addition to the control performance of the
algorithm. In the following, the different parts are evaluated regarding
the aforementioned requirements concerning LTC engine control.
2.4.2 Models in MPC
In the MPC framework, the process model is an integral part of the
controller. The applied process model has to cope with two contrary
challenges. On the one hand, it has to reproduce the main dynamic
and static behavior, especially the control-relevant nonlinearities. The
increase of reproduction quality often goes along with increased com-
plexity of the model. On the other hand, it has to be simple enough
that the process model can be used for MPC in a real-time context.
Several researchers have investigated the numerical simulation of LTC.
For LTC engines, various kinds of models are present. In [12,66] a com-
putational fluid dynamics (CFD) model is investigated with a multi-
zone detailed chemistry approach to reproduce the combustion process.
One major advantage is that the CFD models also deliver information
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about (practically) not measurable parameters, although they are not
suited for the purpose of MPC as they are far too complex for real-time
optimization with recent control hard- and software. Other researchers
have investigated reduced order models, where the number of dimen-
sions and zones is reduced. Examples with limited amount of dimen-
sions and zones can be found in [29, 72]. These models can be used
for controller testing on a virtual test bench, but are still too complex
for online optimization. Moreover, there exist first approaches for 0-D
models, which can be applied within a MPC framework. As an exam-
ple, [50,78,94] can be named, where a physically aspired process model
was successfully applied for the use in a MPC framework. Nonetheless,
the models do not capture the model complexity necessary for achieving
the goals, which are set from an application perspective in this thesis,
including the influence of the engine speed.
The alternative to a physically aspired model is a model generated
through data driven system identification. Given that both investigated
engines offer the possibility to conduct experiments, system identifica-
tion is used in this thesis. For system identification, a candidate model
is chosen that is usually present in a parameterized form. Through
the use of a measured data set, the parameters are estimated. Different
kinds of candidate model are possible. An overview of the most common
candidate models is given in Figure 2.6, which are linear models, linear
parameter varying (LPV) models, piecewise affine (PWA) models, quasi
linear parameter varying models (qLPV) and general nonlinear models,
see [60, 81]. The models all differ concerning their mathematical for-
mulation. Consequently, the (maximal) complexity that the different
models can reproduce is also determined by their formulation. Along
with the representable complexity the related complexity of optimiza-
tion also grows. The challenge of identification of a process model for
the use in the MPC is to determine the model with least complexity,
which is still able to satisfy the demands on the quality of reproduction
for closed-loop control. A poor model leads to either closed-loop insta-
bility or destroys the advantages of the model-based concept, see [89].
In this thesis, it will be investigated what kind of approximations suit
the purpose of GCAI and PCCI control for the given requirements.
Several promising approaches can be found in existing literature where
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Figure 2.6: Candidate Models for MPC
LPV and PWA models are applied for the MPC control of fast sys-
tems, such as [23, 32]. Consequently, a special focus is set on LPV and
PWA models. The LPV and PWA models offer the advantage that
their structure is relatively simple, such that it is suited for application
in MPC. Nevertheless, they are able to reproduce nonlinearities with
reasonable complexity. The LPV and PWA based MPC is an active
area of research. Nonetheless, the controllability and observability of
these systems poses a challenge. This topic is addressed in more detail
in [17]. It is stated that no analytic conditions can be expressed for
testing controllability and observability for a PWA model; instead, it
is recommended to check these two properties via formal verification,
where an iterative, test case scenario proof is made. Thus, in this the-
sis, the observer and controller are designed for the local properties
and extensive simulations for global properties are conducted. This is
a common way in nonlinear control system applications, as can be seen
in [4].
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2.4.3 Cost Function and Constraints
The main advantage of MPC, e. g. over a Linear Quadratic Regulator
(LQR), is the possibility to include constraints. The constraints on
the actuated values, systems states and controlled values can be very
general set memberships:
U(k) ∈ U (2.2)
X(k) ∈ X (2.3)
Y(k) ∈ Y (2.4)
In the case of LTC engines, the consideration of constraints is needed.
The actuated values are constrained, e. g. there is a minimal and maxi-
mal quantity that can be injected by the injection system or there are
physical limitations of the valve actuation due to the free flight limits.
Moreover, as described earlier, there is the desire to limit the process
output DPMAX. Such limitations can be considered by linear inequal-
ities:
UMin ≤ U(k) ≤ UMax (2.5)
XMin ≤ X(k) ≤ XMax (2.6)
YMin ≤ Y(k) ≤ YMax (2.7)
The optimization task is described by the cost function, which is mini-
mized in every sampling step and determines the properties of the op-
timal actuated values applied to the plant. The cost function consists
of different terms, which are penalized by a deviation from a setpoint.
Many different possibilities exist in literature for setting up the cost
function, see [80]. In this thesis, a structure is used as depicted in Fig-
ure 2.7, which is called the two-stage MPC, because two different cost
functions are used. The first stage is called the target selector and the
second stage is called the dynamic regulator.
In the target selector, an optimization is performed to calculate the
steady state actuated values. The solution is then used as input in the
dynamic regulator, where the actuated values that are applied to the
plant are calculated. Compared to the target selector, in the dynamic
regulator the dynamic portion of the process model is additionally con-
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sidered for the prediction. The two-staged approach has the disadvan-
tage of being more complex compared to a single cost function. On
the other hand, it has the advantage of being able to handle over- and
underactuated systems, see [84], which is beneficial for the given control
purpose. Through the separate calculation, it is additionally possible to
exploit the degrees of freedom given by the overactuated system, such
that the most economical steady state values can be applied. For the
GCAI and the PCCI engine, the possibilities offered by the separate
steady state optimization are individually exploited.
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Figure 2.7: Scheme of the Applied MPC Algorithm
2.4.4 Optimization
Several possibilities exist for solving the optimization problem, which
is based on the process model. In general, one can distinguish between
online optimization and offline optimization, which is called explicit
MPC. The two categories are independent of the underlying system
model (i.e. linear vs. nonlinear). In the case of online optimization,
the optimization problem is solved at runtime. The time for solving the
optimization problem is crucial for real-time feasibility. Several tech-
niques exist for the online optimization. Depending on the integrated
system model and cost function, different kinds of optimization prob-
lems result. In the case of linear system model, quadratic cost function
and linear constraints a quadratic program (QP) results, where mature
techniques exist for solving this kind of problems in a quick manner,
see [19]. Among these, one can name interior-point methods or active
set methods. In the case of a nonlinear model, a nonlinear program
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will result, which is much more demanding to solve. While several
techniques exist, they are much less mature than in the case of QP. In
the case of MPC the optimization problem is parameterized by at least
the current state of the system, thus it is usually solved in each sam-
pling step. One advantage of the online optimization is the possibility
to adapt to parameters during runtime. For instance it is possible in
each sampling step to consider just the recent linear approximation of
the system, which yields (in each sampling step) to a convex approxi-
mation of the original problem, but in progress of time the operating
point dependent nonlinearity is considered, see [46]. This approach is ei-
ther called linear parameter varying (LPV) MPC or linear time varying
(LTV) MPC. In the following, it is referred to as LPV MPC.
For explicit MPC the optimal MPC control laws are pre-computed of-
fline, see [16]. The results of this offline calculation are stored in an
appropriate data structure. This offers the advantage that during run-
time, no optimization problem has to be solved any more; instead, the
stored explicit function has to be evaluated. Given that the mapping of
the states to the input is computed offline, the maximum turnaround
time of the algorithm during runtime can be pre-determined. In case
of a linear or PWA system model, the explicit control law is in the
form of a PWA function [10], where the boundaries are defined by poly-
hedrals. Inside this polyhedrals, the control law is equal to an affine
state feedback law. Nonetheless, the size of the memory needed to store
the solution grows rapidly with the optimization complexity and thus
the evaluation of the function also becomes demanding. In the case of
a PWA control law, the online computation time involves finding the
active region, which is the so-called point location problem. For large
data sets, the point location problem can become very time consuming.
Overall, with the state of the art technology, explicit MPC is used espe-
cially for small systems, which prohibits the use for LTC engine control.
Consequently, online optimization is used in this thesis for the resulting
optimization problem.
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3 Model-Based Control of the
GCAI Engine
In this chapter, the control concept for the GCAI engine is presented.
The engine set-up, the structure of the control concept, the identifica-
tion of the process model and the MPC algorithm are described. For
the investigations of the GCAI engine control, the focus is set on the
extension of the operating range.
3.1 GCAI Engine Test Bench
For research on the GCAI combustion, an engine test bench is used,
which is operated at the Institute for Combustion Engines (VKA) at
RWTH Aachen University, Germany. The engine is a DI single cylinder
gasoline engine equipped with an electromechanical valve train (EMVT).
The EMVT is a fully variable valve train (VVT), which offers the possi-
bility of opening and closing the intake and exhaust valves at any time.
As the valve timings can be individually set for every single cycle, the
EMVT offers great potential for cycle-resolved control. The injector
and the spark plug are located in the center of the roof of the combus-
tion chamber. The applied piezo injector opens outwards; its high flow
rate and a very short actuated time provide a wide span concerning the
amount of injected fuel.
A cylinder pressure sensor is used for obtaining the pressure trace signal
resolved in crank angle degrees. The data from the pressure trace signal
is processed once every combustion cycle by a separate electronic control
unit (ECU) to compute the values of IMEP, DPMAX and the center of
combustion CA50 in a cycle-resolved manner. The center of combustion
corresponds to the time point at which 50% of the fuel mass fraction is
burned.
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At the test bench, the cooling water temperature can be controlled. A
conditioning system is present for the aspired air and the oil circuit. The
engine speed can also be controlled; accordingly, a 4-quadrant chopper
is operated as a brake. For experiments, conventional european gasoline
fuel of a research octane number (RON) 95 is used. Table 3.1 summa-
rizes the essential technical features of the test engine, while further
details concerning the used engine test bench can be found in [83].
Table 3.1: Characteristics of the GCAI Engine
Data Value
Bore 84mm
Stroke 90mm
Displacement volume 0.499 dm3
Compression ratio 12
Valves per cylinder 4
Valve lift 8mm
Injector Continental Piezo
Figure 3.1: GCAI Single Cylinder Engine Test Bench
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3.2 Control Concept
3.2.1 Controlled Variables
The main task of the controller is to provide the torque demanded by
the driver, which is taken into account as a controlled variable in terms
of the value for IMEP (YIMEP). YIMEP correlates with the load and
thus also with the demanded torque by the driver. Besides the value for
IMEP, the control of the combustion timing is one of the critical points
in GCAI engine control as explained in chapter 2. For this reason, the
center of combustion (YCA50) is used as controlled variable to influence
the combustion timing. The CA50 value influences the stability of the
combustion, as on the one hand, the combustion timing should not be
delayed too much to avoid misfires; moreover, on the other hand, the
progress of the combustion should not be too advanced to avoid runaway
heat release. Moreover the CA50 value also influences fuel efficiency and
thus CO2 emissions.
At the engine test bench, the optimal values for the CA50 value were
experimentally investigated. As criteria for the optimal values, the min-
imum standard deviation of IMEP was used. The experiments have
shown that the optimal CA50 value for the GCAI combustion depends
on the engine load and engine speed. The relation of the optimal value
of CA50 in dependence of engine load and speed can be described as
the affine function, as can be seen in Figure 3.2. With decreasing engine
load, the desired CA50 value shifts to earlier center of combustions and
is also reduced by decreasing speed. The following affine approximation
of the relation was determined at the engine test bench:
YCA50,Ref(YIMEP,Ref,n) =
13
6
YIMEP,Ref −
n− 1500
500
+
1
3
(3.1)
Moreover, the controller considers one influenced variable, the value for
DPMAX (YDPMAX). The DPMAX value correlates with noise emissions
and mechanical stress on the components. For YDPMAX, an upper limit
value of 5 bar/°CA is defined for the GCAI engine, which corresponds
to an acceptable amount of noise emissions. During operation, YDPMAX
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Figure 3.2: Reference Value for CA50 in Dependence of IMEP and Engine
Speed
should not exceed this limit and thus it has to be considered as a soft
constraint in the controller.
3.2.2 Actuated Variables
In the presented control approach, the required conditions for auto ig-
nition are achieved by using a large amount of recirculated hot internal
residual gas. The required exhaust gas rates are supplied by using
the valve control strategy CCR, given that it offers the largest oper-
ating range. According to CCR, the exhaust valve closes early and
the trapped residual gas is compressed until reaching the gas exchange
TDC. The valve control timings ’Exhaust Valve Opens’ (EVO) and
’Intake Valve Closes’ (IVC) are set constant. The valve control edges
’Exhaust Valve Closes’ (EVC) and ’Intake Valve Opens’ (IVO) are ad-
justed symmetrically to the gas exchange TDC (360 °CA aTDC), see
Figure 3.3. Due to this adjustment, one degree of freedom UEVC results
in terms of the actuated variables. By changing this actuated vari-
able UEVC the negative valve overlap and thus the internal EGR can
be changed in every cycle. If the EVC edge has been shifted to late
timings, the negative valve overlap is reduced and thus the EGR is also
reduced. Nonetheless, if only the variations of the EGR are used to
influence the process, limitations occur concerning the operating range.
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Figure 3.3: Actuated Variables for Combustion Chamber Recirculation
This limited operating range can be extended if additional actuated
variables are used.
The problem with high loads in the GCAI engine is that the recircu-
lated exhaust gas temperatures are very high. Consequently, a very
quick combustion results, with high values for DPMAX. In order to
realize an acceptable DPMAX level and thus extend the upper limit,
a double injection is employed. The early closing of the exhaust valve
offers substantial degrees of freedom for the calibration of various in-
jection strategies. In the selected approach a small amount of fuel is
injected into the hot residual gas before the gas exchange TDC, see
Figure 3.3. With this pre-injection, the timespan of the combustion
process is extended and thus has a significant effect on DPMAX and
the combustion phasing. The time point of the start of the pre-injection
is kept constant independent of load and speed, as it does not have a
considerable influence; instead, the amount of pre-injection UDOI1 acts
as an actuated variable for the controller. Besides the pre-injection, the
main-injection is also used for control purpose, as it is the main param-
eter for influencing YIMEP. For the main-injection, the time point of
injection is also kept constant independent of load and speed and the
amount of fuel injected during the main-injection UDOI1 is used as the
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third actuated variable.
The problem with lower loads is the decreasing combustion stability.
Therefore, an additional spark ignition is used at lower loads in the
proposed control concept. The spark ignition serves as assistance to en-
sure auto ignition. The electrical discharge of the spark plug provides
an additional enthalpy, which supports the initiation of combustion and
a spark assisted compression ignition results, see chapter 2. The actua-
tion of the spark plug USI decides in a binary manner whether the spark
is turned on (’1’) or not (’0’). The spark timing is kept constant.
(Spark-Assisted)
GCAI Combustion
Real-time
Pressure Analysis
Cylinder
Pressure
-180 -130 -80 -30 20 70 120 170
0
20
40
60
80
100
120
DOI1
EVC Crank
Angle
IMEP
CA50
DPMAX
DOI2
(SI)
Figure 3.4: In- and Outputs of the GCAI Combustion Process and for the
Spark-Assisted GCAI Combustion Process
Figure 3.4 provides an overview of the employed actuated and controlled
variables. For the GCAI combustion, three actuated variables influence
three controlled variables, which causes a coupled multivariable control
problem. If the spark-assisted GCAI combustion is additionally consid-
ered, this structure is even extended towards four actuated variables.
3.2.3 Overall Structure
To control the GCAI process, the structure presented in Figure 3.5
is employed. For the closed-loop control experiments, the aforemen-
tioned engine test bench is used. The sensors and the respective data
post-processing deliver the measurement values for IMEP, CA50 and
DPMAX once every combustion cycle. Moreover, measurements of the
recent engine speed are delivered by the engine test bench. For the ref-
erence value, automated test-case signals are generated. Accordingly,
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the controller computes the actuated values once every combustion cy-
cle. Given that the duration of the combustion cycle k depends on the
engine speed, an asynchronous communication is realized and the sam-
pling time is not constant. Consequently, the MPC process model is not
built up discrete in time, but discretized with regard to the combustion
cycle k. The control algorithm is designed such that the minimal avail-
able time for computation is not exceeded, which is Tcomp ≈ 25ms.
GCAI
Combustion
Engine
Test Bench
Reference Value
Kalman-Filter
&
MPC Optimization
Engine Speed
DOI1
DOI2
EVC IMEP
CA50
DPMAX
IMEP
SI
IMEPSI
SI
on
off
Figure 3.5: Overall Control Structure
The control algorithm consists of different parts, where the main part is
a MPC. For reducing the complexity of the MPC, the control of USI is
conducted separately from the computation of the other three actuated
variables. For calculation of USI, a discrete controller is used, which
sets USI depending on the last measured value of YIMEP. For low values
of YIMEP, the spark plug is actuated to ensure a spark-assisted GACI
combustion. In experiments it was evaluated that below a threshold
of YIMEP = 2.3 bar a positive influence on the standard deviation can
be seen with spark assistance. Thus, it is reasonable to use the spark
plug below this threshold to ensure a combustion and thus gain better
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properties concerning the stability margins, which is especially neces-
sary for the transient operation. It has to be mentioned that in higher
loads, the spark plug has no advantage and thus it is shut off. In order
to prevent chattering between the control signal ’on’ and ’off’, a hys-
teresis has been added around the thresholds of YIMEP = 2.25 bar and
YIMEP = 2.35 bar.
USI(k) =
⎧⎨
⎩
1, YIMEP(k − 1) < 2.25
USI(k − 1), 2.25 ≤ YIMEP(k − 1) ≤ 2.35
0, YIMEP(k − 1) > 2.35
(3.2)
After computation of USI, the signal is used as known input for the
MPC. The computation of the three other actuated variables is based
on a MPC and is much more complex. The algorithm is explained in
further detail in the remainder of this chapter. The measurements of
the last cycle, the reference values, the engine speed and USI are the
inputs for the Kalman-Filter and the MPC. In the following, the process
model used in the MPC and Kalman-Filter is explained along with the
MPC control algorithm.
3.3 Modeling of the GCAI Combustion Engine
as LPV Model
In this contribution, a dynamic black box model is used to reproduce
the GCAI process behavior. For generating the model, process iden-
tification is applied. The identification is based on measurements of
the input to output behavior of the process at the engine test bench.
Multiple measurements were taken at different operating points, which
are characterized by the engine speed and load for a combustion en-
gine. Process identification of combustion engines is challenging, as the
engine is not only used in one operating point and the operating point
regularly changes. If a GCAI combustion process is identified instead
of a conventional SI combustion process, the challenges become even
more complex. As explained earlier, the combustion timing is now also
dependent on the EGR respectively the EVC.
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The process model in the controller has to capture the major operating
point-dependent process behavior relevant to control. For the identifi-
cation process, it implies that data has to be collected over the entire
operating range. Given that the focus is set on operating range exten-
sion, especially the analysis of nonlinearities in the extended operating
range is of interest. Besides the challenge of nonlinearities over the op-
erating range, the identification process in one single operating point is
already challenging, as distinct cycle-to-cycle dynamics are present.
In the following, an analysis of the system behavior is undertaken, based
on measurements conducted at the engine test bench. As a result of the
system behavior analysis, a suitable candidate model is derived. Sub-
sequently, the identification procedure is described, which includes the
measuring program, the parameter estimation and the model valida-
tion.
3.3.1 Analysis of Static System Behavior
3.3.1.1 Static Nonlinearity for Constant Engine Speed
In the following, the static system behavior is analyzed for the case of
constant engine speed. In all experiments conducted with constant value
of the main injection UDOI2, the mean value of the steady state mea-
surement data can be approximated well by an affine model. Figure 3.6
shows the mean steady state measurement values for YCA50 in the case
of varying UDOI1, UEVC and constant UDOI2. The measurement data
points are determined by taking the mean value of a larger data set
with the same actuated values. Along with the measurement data, the
model data is shown. The model data results from a linear regression of
the presented measurement data. It can be seen that the measurement
data can be approximated well. Nonetheless, the approximation of the
measurement data impairs concerning quality, if the measurement data
is taken far away from the optimal values for YCA50. As one of the con-
troller’s goals is to keep the process output close to the optimal YCA50
values, it is reasonable to assume that the process output lies in the lin-
ear region for closed-loop operation. Consequently, the approximation
by an affine model seems appropriate for control modeling.
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Figure 3.6: Measurement Data Along With Linear Regression for Varying
UDOI1, UEVC and Constant UDOI2
Even if UDOI2 is varied in a certain range, the affine approximation
shows the capability of reproducing steady state measurement data in
high quality in proximity of the optimal combustion average. The mea-
surement data shows that the superposition of the different influences
is feasible, thus a simple affine model results:
YSS =m ·USS + b , (3.3)
where m corresponds to the gradients and b to the offsets of the affine
model. Nonetheless, the affine approximation only seems valid as long
as UDOI2 is within a certain range. There is a difference between the
system behavior for the lower and the upper load range. These ranges
correlate with the ones for the use of spark ignition. If the spark ignition
is used, then the system behavior changes, as one would expect. In the
following, it is investigated how the model has to be extended, when
both operating ranges, the SACI and the GCAI, are modeled. For
reproducing the process behavior two different model approaches are
compared. The first model is an affine model in the form of (3.3). In
the following, it is called loadconstant model. In this case, one affine
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model is used for reproducing the SACI and the GCAI operating range
at the same time. Thus, the measurement data of the SACI and the
GCAI operating range are both used to identify the parameters of the
model, where the parameters are constant over the entire operating
range.
As second model, an affine model is investigated in which the parameters
are switched depending on the recent operating range (SACI vs. GCAI),
see (3.4). The differences in the operating ranges correlate with the use
of the spark plug (USI) and the load, respectively. In this case, one affine
regression is built for the SACI and another for the GCAI operating
range. Given that it is a linear parameter varying model, it is called
a LPV model in the following. Consequently, for the SACI model the
measurement data of the SACI operating range is used and analogously
the same holds for the GCAI model.
YSS =
{
mGCAI ·USS + bGCAI , USI = 0
mSACI ·USS + bSACI , USI = 1
(3.4)
In Figure 3.7, the mean measurement data is depicted along with the
simulated data of the LPV and the loadconstant model. The influence of
UEVC on YIMEP, YCA50 and YDPMAX is shown for 1 bar and 3 bar. In each
case, the other actuated variables, UDOI1 and UDOI2 are kept constant.
In the mean measurement data, it can be seen that the influence of
UEVC is smaller for 1 bar than it is for 3 bar. The different effect of
UEVC on the output in terms of the gradient is captured much better
with the LPV model compared to the loadconstant model. The LPV
model adapts the gradient depending on the load range, whereas the
loadconstant model has a constant gradient at 1 bar and 3 bar. Thus,
the LPV model seems more appropriate in terms of its use as a control
model, compared to the loadconstant model. The Root Mean Square
Error (RMSE) can be used as a benchmark for comparison, it is given
in Table 3.2 and shows the improvement of the LPV model compared
to the loadconstant model. Overall the LPV model is better suited
for the purpose of control modeling. The effect of the two different
models on the closed-loop behavior is investigated in chapter 4 through
experiments at the engine test bench. In the following, the influence
of engine speed is investigated, whereby the analyzed models are built
upon the LPV model.
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Figure 3.7: Comparison of UEVC Influence at 1 bar and at 3 bar for Mean
Measurement Data and Model Data
Table 3.2: RMSE of the Loadconstant and LPV Model for the Influence of
UEVC
RMSE Loadconstant Model LPV Model
YIMEP @1 bar 0.11 bar 0.03 bar
YIMEP @3 bar 0.06 bar 0.03 bar
YCA50 @1 bar 1.0 °CA 0.6 °CA
YCA50 @3 bar 2.6 °CA 1.6 °CA
YDPMAX @1 bar 0.3 bar/°CA 0.1 bar/°CA
YDPMAX @3 bar 0.7 bar/°CA 0.4 bar/°CA
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3.3.1.2 Static Nonlinearity for Varying Engine Speed
In the following, the reproduction of the mean steady state process
behavior for varying engine speeds is investigated. Two different models
are compared, the first of which is constant with respect to the engine
speed, and is called the speedconstant model. The same equations as
in eq. (3.4) are used. A difference results from the previous model, as
the speedconstant model is built up on measurement data taken for the
engine speeds n1 = 1500 1/min, n2 = 2000 1/min and n3 = 2500 1/min.
Thus, one set of parameters is used over the entire operating range
concerning the engine speed.
As a second model, a model is used in which the parameters now also
depend on the engine speed. Concerning the engine speed, it is linear
parameter varying with an affine term, thus it is called LPV model in
the following. In this case, the matrixm and the affine term b now also
depend on the engine speed, see (3.5).
YSS =
{
mGCAI(n) ·USS + bGCAI(n), USI = 0
mSACI(n) ·USS + bSACI(n), USI = 1
(3.5)
To define the engine speed-dependent parameters of the matrix m and
the affine term b, single affine models were identified for the engine
speeds n1 = 1500 1/min, n2 = 2000 1/min and n3 = 2500 1/min. For
engine speeds between these three points, the model parameters are
linearly interpolated. The engine speeds n1 and n3 mark the outer limits
of the applicable operating range of the GCAI and SACI combustion
process and thus no extrapolation is necessary. In (3.6) and (3.7), the
equations for calculating m(n) and b(n) are given for N1 = [1500,2000]
and N2 =]2000,2500].
m(n) =
{
n−1500
500
·m(2000) + 2000−n
500
·m(1500), n ∈ N1
n−2000
500
·m(2500) + 2500−n
500
·m(2000), n ∈ N2
(3.6)
The affine term b(n) is calculated in an analog manner, as follows:
b(n) =
{
n−1500
500
· b(2000) + 2000−n
500
· b(1500), n ∈ N1
n−2000
500
· b(2500) + 2500−n
500
· b(2000), n ∈ N2
(3.7)
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Figure 3.8: Comparison of UDOI1 Influence at Engine Speed 1500, 2000 and
2500 1/min for Measurement Data and Model Data
Figure 3.8 shows the difference in reproduction of the mean measure-
ment data from the speedconstant model and the LPV model at dif-
ferent engine speeds. The influence of UDOI1 on YIMEP, YCA50 and
YDPMAX for n1 = 1500 1/min, n2 = 2000 1/min and n3 = 2500 1/min is
shown. In each case, the other actuated variables UDOI2 and UEVC are
kept constant. The LPV model is more suitable than the speedconstant
model in terms of reproducing the mean measurement data. In case
of the influence on YIMEP the gradient is reproduced better with the
LPV model, while in case of YCA50 and YDPMAX an offset arises for the
speedconstant model. For the example shown in Figure 3.8, the RMSE
are given in Table 3.3.
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Table 3.3: RMSE of the (a) LPV Model and (b) Speedconstant Model for
Varying UDOI1
RMSE Model (a) Model (b)
YIMEP@1500 1/min 0.03 bar 0.04 bar
YIMEP@2000 1/min 0.03 bar 0.03 bar
YIMEP@2500 1/min 0.04 bar 0.03 bar
YCA50@1500 1/min 0.62 °CA 0.75 °CA
YCA50@2000 1/min 0.62 °CA 1.88 °CA
YCA50@2500 1/min 0.52 °CA 1.91 °CA
YDPMAX@1500 1/min 0.08 bar/°CA 0.25 bar/°CA
YDPMAX@2000 1/min 0.08 bar/°CA 0.27 bar/°CA
YDPMAX@2500 1/min 0.06 bar/°CA 0.13 bar/°CA
The LPV model is not only capable of reproducing the process be-
havior at the engine speeds n1 = 1500 1/min, n2 = 2000 1/min and
n3 = 2500 1/min, where measurement data was used for the identifica-
tion purpose. Moreover, the LPV model can also reproduce the process
behavior at engine speeds at which no measurement data was used for
the identification. The validation of this interpolation is shown in [6].
Thus, the linear interpolation is justifiable. The effect of the two dif-
ferent models on the closed-loop behavior is investigated in chapter 4
through experiments at the engine test bench.
3.3.2 Analysis of Dynamic System Behavior
In the following, the dynamic behavior of the process is analyzed. The
main challenge for the dynamic part of the model is to capture the cycle-
to-cycle dynamics. To illustrate the arising challenge, Figure 3.9 shows
the output variable YCA50, while a step in the three actuated variables
is applied. In Figure 3.9, the actuated variables are kept constant until
the time t = 1.3 s. The corresponding output YCA50 in this time span
equals the steady state response to the input signal. The mean value
of YCA50 remains constant in this time span, but shows a high ratio of
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noise. After the step at t = 1.3 s, one would expect to see a significant
influence of the cycle-to-cycle dynamics on the YCA50 output value, as
explained in the introduction. However, it is difficult to observe cycle-
to-cycle dynamics from this single measurement. The reason is that the
influence of the cycle-to-cycle dynamics is only present for very limited
amount of cycles, within which the output is superimposed by the noise
and thus can hardly be extracted.
A common technique for handling high ratios of noise in system iden-
tification is the increase of the number of experiments, see [2]. For this
reason the same step-response with the length of θ cycles was measured
γ = 30 times and the average values1 YAvg of the different measure-
ments Yj were calculated to reduce the influence of the measurement
noise, see eq. 3.8, where i equals to the cycle number.
YAvg(i) =
1
γ
γ∑
j=1
Yj(i), with i = 1, . . . ,θ (3.8)
If the step input depicted in Figure 3.9 is repeated 30 times (in every
experiment, the step is conducted at the same time point), then the
YCA50 traces in Figure 3.10 are captured. In Figure 3.9, the averaged
measurement data for YCA50 can be seen, along with the single step
response. If all 30 measurements are considered, the noise influence can
be reduced, as expected. Now, the average cycle-to-cycle dynamics can
clearly be differentiated from the static part.
Consequently, for the identification of the dynamic part many experi-
ments, at least γ = 20, are needed as it turned out in practice. On the
other hand, for the static part one of the step responses is sufficient.
The mean value of the stationary part does not change significantly,
almost the same mean value is achieved for every experiment.
While the cycle-to-cycle dynamics show a high ratio of noise, for the
identification of the process model, only the averaged behavior shall be
reproduced. It is investigated in the following if linear transfer func-
tions are capable to reproduce the averaged dynamic behavior. For this
1With mean value the averaging over time is referenced, in contrast to that with
the average value the averaging over different measurements for single cycles is
referenced. In the latter case no low-pass effects are present.
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Figure 3.9: Step Response of CA50 on Single Step
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Figure 3.10: Sequence of Step Responses of CA50
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reason, a transfer function was built for every input to output relation,
resulting in nine different transfer functions. Each of this relation is
described by an ’Autoregressive with exogenous input’ (ARX) model,
see [60], which follows the equation with l = 1, . . . ,9:
Gl(Z) =
Y (Z)
U(Z)
=
bj,0 + bj,1z
−1
+ · · ·+ bj,Mz
−M
1 + aj,1z−1 + · · ·+ aj,Nz−N
(3.9)
The parameters bj,0; bj,1; . . . ; bj,M ; aj,1; . . . ; aj,N are estimated with a
least squares fit using the Matlab/Simulink System Identification Tool-
box. If only the data of one operating point is analyzed, it can be seen
that the measurement data for all three averaged outputs can be repro-
duced qualitatively and quantitatively very well by linear ARX models.
As example, in Figure 3.11 the averaged dynamic responses of the three
output variables YIMEP, YCA50 and YDPMAX are depicted after a step-
wise change in UEVC at time t = 1.1 s. The average was taken for 20 step
responses. Meanwhile, the other actuated variables are kept constant.
In the figure, the cycle-to-cycle dynamics of the process can be seen.
Along with the average measurement data, the simulated output based
on the identified linear dynamic model is depicted. The simulated out-
puts can very well reproduce the overshoots present in the measurement
data. The direct state space identification of the dynamic behavior by
the use of subspace clustering did not lead to good model estimates, as
the number of parameters to identify (approx. 200) was too large.
If other operating points are analyzed, the outcome of the pole-zero
map is very similar. This holds for different load ranges as well as for
different speed ranges. In this context, it is important to interpret k
as cycle number and not as time basis for the identification. Thus, the
discrete representation of the dynamics does not change although the
sampling time changes with the engine speed. Moreover, the super-
position of the different dynamic behaviors is also applicable, as will
be shown in the validation section. Consequently the dynamic part is
assumed constant linear over the entire operating range. A nonlinear
dynamic representation would not lead to a significant advantage con-
cerning model quality, but would make the optimization and estimation
much more complex.
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Figure 3.11: Dynamic Response for Step Input on UEVC
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3.3.3 Structure of GCAI Process Model
The analysis of the measurement data shows that it is reasonable to
assume a constant linear behavior of the dynamics over the entire op-
erating range in the investigated GCAI engine. In contrast to that, the
static behavior shows nonlinear nature over the operating range. This
nonlinearity can be captured well by a LPV model. The nonlinearity
comes into play through the spark ignition at low loads and the engine
speed. This analysis suggests using a Wiener type model as process
model. In a Wiener model a linear dynamic and nonlinear static part
are connected in series, see [36], as shown in Figure 3.12. From a compu-
tational perspective it is advantageous to use a state space formulation
for the purpose of MPC. Thus, a state space formulation was used for
realizing the Wiener model. The following equations result in:
X(k + 1) = A ·X(k) +B ·U(k) (3.10)
Y(k) =
⎧⎪⎪⎨
⎪⎪⎩
CGCAI(n(k − 1)) ·X(k) + fGCAI(n(k − 1)),
USI(k − 1) = 0
CSACI(n(k − 1)) ·X(k) + fSACI(n(k − 1)),
USI(k − 1) = 1
(3.11)
The dynamic part in this model, which corresponds to the cycle-to-
cycle dynamics, is represented by the matrices A and B. The static
part is represented by the matrices Ci and fi, which depend on the
engine speed n and the spark ignition USI from the previous cycle. In
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Figure 3.12: Wiener Model for the GCAI Process
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Figure 3.13: Operating Point Dependent Static Affine Models
correspondence to (3.6) and (3.7), the calculation of Ci(n) is handled
by:
Ci(n) =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
n−1500
500
·Ci(2000) +
2000−n
500
·Ci(1500),
i ∈ GCAI,SACI and n ∈ N1
n−2000
500
·Ci(2500) +
2500−n
500
·Ci(2000),
i ∈ GCAI,SACI and n ∈ N2
(3.12)
with N1 = [1500,2000] and N2 =]2000,2500]. The affine term fi(n) is
calculated in an analog manner as follows:
fi(n) =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
n−1500
500
· fi(2000) +
2000−n
500
· fi(1500),
i ∈ GCAI,SACI and n ∈ N1
n−2000
500
· fi(2500) +
2500−n
500
· fi(2000),
i ∈ GCAI,SACI and n ∈ N2
(3.13)
Overall six different static affine models are present in the aforemen-
tioned process model. The regions of validity are depicted in Fig-
ure 3.13.
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3.3.4 Identification of Process Model
In the following an approach for the identification of the GCAI engine as
Wiener model as suggested in (3.10) and (3.11) is depicted. It includes
the measuring program, the estimation of the parameters and shows
some validation data.
3.3.4.1 Measuring Program
For generating the measuring program, it is necessary to consider the
analysis concerning the static and dynamic behavior. From a practical
perspective, the device under test is only available for a limited amount
of time and the conduction of the experiments is connected with costs,
e.g. for operating material such as fuel. Thus, only a limited amount
of experiments can be conducted in practice. Subsequently the mea-
suring program should be tailored for the individual characteristics of
the process behavior, such that with limited amount of measurements
a good approximation of the system behavior can be realized. As re-
sult the GCAI engine measuring program is split up for the static and
dynamic behavior. The different parts of the measuring program are
schematically depicted in Figure 3.14.
A scheme of the static measuring program for a single operating point
is depicted in Figure 3.14 in the part headlined with (1). In this part,
the actuated variables are adjusted in a quasi-static manner. Only one
single actuated variable is modified at a time, while the others are kept
constant. The sequence is independently repeated for every actuated
variable. With the acquired data set, the dynamic properties cannot be
extracted, but it is well suited for capturing the influence of the inputs
on the steady state values of the outputs. For identification of the static
behavior, for one pair of actuated variables, not as much measurement
data is needed compared to the dynamic part. Nonetheless, the non-
linear behavior over the operating range has to be considered. For this
reason, the depicted scheme in (1) is repeated for different loads and
for different speeds to cover the entire operating range. Three different
speeds are covered: n = 1500, 2000, 2500 1/min. For every speed four
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Figure 3.14: Measuring Program for Identification of the GCAI Engine
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different operating points are measured, two of them with spark igni-
tion and two without spark ignition. Thus, in total 12 operating points
result, compare also Figure 3.13. The actuated values for the four dif-
ferent operating points belonging to one engine speed are depicted in
Figure 3.15. By measuring different operating points, the superposition
of varying values in all actuated variables is automatically captured.
A scheme of the dynamic measuring program is depicted in Figure 3.14
in the part headlined with (2). In this part, the actuated values are
adjusted in a stepwise manner. For identification of the dynamic prop-
erties, these measurements are repeated (at least) 20 times. Only one
single actuated variable is modified at a time, while the others are kept
constant. The sequence is independently repeated for every actuated
variable. While the static properties cannot be extracted out of the data
with this data set alone, it is well suited for evaluating the influence of
the inputs on the dynamic behavior of the outputs. The repetition of
the measurements is necessary to reduce the influence of the measure-
ment noise, such that the cycle-to-cycle dynamics can be identified. As
shown in the analysis, only one single operating point is sufficient for
identification of the dynamic properties, given that it can be assumed
constant linear.
For validation of the process model, additional measurement data that
is not used for the parameter estimation is necessary. For this reason,
the scheme as depicted in (1) and (2) is repeated at operating points not
used for identification. Moreover, in the validation data set the actuated
variables are adjusted from one operating point (OpPt1) to another
(OpPt2), which is depicted in Figure 3.14 in the part headlined with (3).
Compared to the data set (2), all three actuated variables are changed
at the same time and the height of the step is greater. In this case the
dynamic and the static behavior can be evaluated, thus the data set is
very useful for validation. It can be used to validate the aforementioned
assumptions, such as the linear superposition of the dynamic and the
nonlinear static part and the interpolation capability.
For the adjustment of the actuated values in the measuring program,
the actuation and stability limits have to be considered. As mentioned
in the previous chapter, the process shows unstable behavior, e. g. if the
CA50 values are operated with large deviations to the nominal value.
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For this reason, the stability limits have to be determined at the test
bench and based on this determination, the measuring program has to
be adapted for every single operating point. Caused by the cycle-to-
cycle dynamics the static (StatLim) and the dynamic limits (DynLim)
are different. Consequently, the starting point in the measuring pro-
gram is chosen as the point where the nominal YCA50 values are met.
This point is denoted as operating point OpPt. This results in the
highest flexibility to adjust the actuated values without occurrence of
instabilities.
3.3.4.2 Parameter Estimation
In the following, the parameter estimation of the model described by the
eq. (3.10) and (3.11) is explained. The intuitive approach of using all
of the recorded measurement data to directly estimate the parameters
does not work and no suitable model results. As the amount of static
data is much larger than the amount of dynamic data, the parameters
will be identified such that the static behavior is fitted better than the
dynamic behavior. For this reason, the estimation of the parameters is
split into two parts: first the dynamic behavior is estimated, which is
represented by the constant matricesA and B; in second step, the static
behavior, represented by the parameter-varying matrices C(n,SI) and
f(n,SI), is estimated.
For the estimation of the dynamic part, which corresponds to the pole
and zero locations of the input to output behavior, nine different ARX-
models were identified, as explained in chapter 3.3.3. The nine models
result from the different combinations of inputs to outputs. These dif-
ferent estimated ARX-models are subsequently transformed into one
state space model, as shown in eq. (3.14). During the transformation,
the deadbeats of the different inputs are combined. Through this trans-
formation the poles and zeros of the input to output behavior are main-
tained and as result the matrices A and B are determined.
⎡
⎣
G1 G2 G3
G4 G5 G6
G7 G8 G9
⎤
⎦ → X(k + 1) = A ·X(k) +B ·U(k)
Y(k) = C ·X(k) + f
(3.14)
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For identification of the static part, the parameters for C and f have
to be estimated. For this purpose, the functionality of grey-box mod-
eling in the Matlab System Identification Toolbox was used. Here, it
is possible to select some values that are not changed during identifica-
tion. Thus, the matrices A and B are fixed in the grey-box model. By
the transformation given in eq. (3.14), many zero entries are produced,
which can be used for further reduction of the complexity of the static
identification task. As it is known what states have an influence on
which output, only these parameters are used for estimation. A matrix
results with following structure, where  represent the parameters to be
estimated.
C =
⎡
⎣
.. 0..0 0..0
0..0 .. 0..0
0..0 0..0 ..
.. 0..0 0..0
0..0 .. 0..0
0..0 0..0 ..
.. 0..0 0..0
0..0 .. 0..0
0..0 0..0 ..
⎤
⎦(3.15)
f =
⎡
⎣



⎤
⎦ (3.16)
The identification of the C and f matrices is repeated with the mea-
surement data from each of the six different operating ranges, as shown
in Figure 3.13, such that in each operating range one model with indi-
vidual matrix C and f results.
3.3.4.3 Model Validation
In the following, the overall process model is validated, whereby the
measured validation data is compared to the simulation data generated
with the identified process model described by eq. (3.10) and (3.11).
In Figure 3.16, the validation is conducted for two different operating
points, where the validation data is acquired as depicted in part (3) of
Figure 3.14. One of the two operating points is in the GCAI and the
other one is in the SACI operating range. In the validation data, a step is
applied to all three actuated variables at the same time. The measured
averaged dynamic response of the three output variables shows that the
dynamic response at the two different operating ranges is very similar.
When respecting the values of actuation, one can see that the static
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behavior is different; for example, the direction of the step in UDOI1
is different for the two operating points. This is in accordance with
the assumptions that were made for identification. In the measurement
data, an undershoot can be seen for YCA50, which was not present when
only one single actuated variable was actuated. Therefore, one can
conclude that it results from superposition of the different actuation
effects.
The simulated data can reproduce the step responses both quantita-
tively and qualitatively well. The cycle-to-cycle dynamics that are
present for the first cycles after the step can be reproduced well for
both operating points. The undershoot in YCA50 for example can also
be seen in the simulated data. Note that the process model was identi-
fied with training data, where only one actuated variable was actuated.
In conclusion, the different single actuation effects seem to be repro-
duced well, such that the superposition also seems valid. One can see
however, that there exists a slight static off-set between measured and
simulated output.
For further evaluation of the arising static offset, in Figure 3.17 the
time response of the system is depicted along with the simulated data.
The validation data is acquired as depicted in part (1) and (2) of Fig-
ure 3.14. All three actuated variables are varied in a quasi-static and
in a stepwise manner. When looking at a larger operating range and
taking into account the measurement noise, the arising static offset can
be classified as negligible. Nevertheless, the validity of the model is only
given in proximity to the operating points. It can be seen, that with in-
creasing distance from the operating point the model validity decreases
(e. g. at t = 1035 s). In chapter 4, the suitability of this model for a
control purpose is evaluated at the engine test bench. The next chapter
describes the control concept used at the engine test bench.
3.4 Control Algorithm
The main control algorithm for the GCAI engine consists of different
parts, as can be seen in Figure 3.18. There is a Kalman-Filter that is
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Figure 3.16: Simulated Output Along with Validation Measurement Data
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Figure 3.17: Measurement Data and Simulated Output of the Linear Pa-
rameter Varying Model for n = 1500 1/min
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used for estimating the states and disturbances of the system. Addi-
tionally, a two-stage MPC is used: in the first stage, the steady state is
calculated; subsequently in the second stage, the solution of the steady
state optimization is used for dynamic regulation. In the following, the
different components are explained in further detail.
The inputs of the algorithm are the reference values for YIMEP,ref and
YCA50,ref, the last measurement of YIMEP, YCA50, YDPMAX, the engine
speed n and the spark ignition signal USI. In the approach evaluated,
only the current (and no predictive) driver request is known. Thus, the
reference signal is taken as
Yref(k+i|k) = Yref(k) = const. , with i = 1,..,Hp (3.17)
Engine
speed
IMEP
CA50
DPMAX
Kalmann
Filter
Reference
Values
Target
Selector
Dynamic
Regulator
Calculation
of Steady-State
Taget
Look-up Table
based
Determination
of Upre
Upre
Xes
Calculation
of
Actuated
Values
Uss
Xes
DOI1
DOI2
EVC
Spark
Ignition
Figure 3.18: Control Algorithm for the GCAI engine
3.4.1 Disturbance Model
One of the requirements imposed on the developed controller is offset-
free tracking. In the MPC framework, offset-free control is achieved
by augmenting the process model by an appropriate disturbance model
(see [62], [63] and [70]). The disturbance model realigns the mismatch
between the measured valueYmeas(k) and the predicted valuesY(k|k−1).
Depending on the demands placed on the off-set free control, different
conditions have to be fulfilled. The offset-free tracking shall be realized
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for the case of asymptotically constant reference and disturbance values
in the GCAI controller. For the disturbance values, the engine speed
and the spark ignition are of particular concern.
The basis for the controller-internal model in the MPC is the identified
model described by eq. (3.10) and (3.11). In order to realize the require-
ments for offset-free tracking, the controller-internal model is augmented
by additional disturbance states XDis, with XDis ∈ R
ld . According to
[70], the augmented system has to hold the following condition:
rank
[
A˜− I 0
C˜ I
]
= ln + ld (3.18)
where ln equals to the number of system states. Consequently, to
achieve offset-free control in the GCAI case for all tracked variables,
a suitable choice for the number of disturbance variables is equal to the
number of outputs, which is ld = 3.
[
X(k + 1)
XDis(k + 1)
]
︸ ︷︷ ︸
X˜
=
[
A 0
0 I
]
︸ ︷︷ ︸
A˜
·
[
X(k)
XDis(k)
]
+
[
B
0
]
︸︷︷︸
B˜
·U(k) (3.19)
Y(k) =
[
Ck I
]
︸ ︷︷ ︸
C˜k
·
[
X(k)
XDis(k)
]
+ fk (3.20)
Based upon the aforementioned assumptions, the augmented process
model in eq. (3.19)-(3.20) can be used for the MPC. By this augmenta-
tion, a state-space model with the new states X˜ and the characterizing
matrices A˜, B˜ and C˜ and f results. The disturbance states XDis are
characterized by an integrating behavior and thus provide an adjust-
ment between the measured and predicted value.
3.4.2 Observer Design
The prediction of the system states and outputs in the MPC algorithm
are based on the recent state of the system. As a model created through
identification is used, the system states do not have a physical meaning
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and are thus not measurable; instead, a state observer is used for es-
timating the system state. The state estimator reconstructs the states
from the trace of inputs and outputs.
In the GCAI engine, a strong process and measurement noise is present
and noise rejection is essential. For these kind of systems a Kalman-
Filter is advantageous, given that it can consider stochastic noise. Con-
sequently, a Kalman-Filter is applied to estimate the system states X˜.
An introduction to the Kalman-Filter is given in [33,91].
The Kalman-Filter is used for systems where the noise can be statis-
tically characterized. The measurement noise and process noise are
assumed to be white, independent of each other and with normal prob-
ability distributions. For statistical characterization, the process noise
covariance QKF and the measurement noise covariance RKF are intro-
duced. QKF and RKF are either known or used as tuning parameters
for the filter algorithm. In the engine operation the process noise co-
variance and measurement noise covariance are not constant, but rather
change e. g. depending on the engine speed. However, as the covariances
do not change in the order of magnitudes, a constant variance QKF and
RKF is used in the presented approach.
With the Kalman-Filter the state of a process can be estimated, in a
way such that the mean squared error is minimized. The algorithm
is attractive, given that the set of mathematical equations are applied
in an iterative structure, which makes the algorithm feasible for real-
time applications. The Kalman-Filter is characterized by a predictor-
corrector structure. In the first step, the predictor equations project
the current state and error covariance estimates forward in time. The
values calculated are a priori estimates for the system state X˜−
es,k at
the next time step and for the error covariance P−k . In the GCAI case,
the model used in the Kalman-Filter is based on the augmented LPV
state space model (3.19)-(3.20). The following equations result for the
prediction step:
X˜
−
es,k = A˜ · X˜es,k−1 + B˜ ·Uk−1 (3.21)
P
−
k = A˜ ·Pk−1 · A˜
T
+QKF (3.22)
Y˜
−
es,k = C˜k · X˜
−
es,k + fk (3.23)
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with
C˜k = C˜(USI(k − 1), n(k − 1)) (3.24)
fk = f(USI(k − 1), n(k − 1)) (3.25)
In the second step, called the correction step, the a priori estimates
are updated based on the recent measured values. The resulting values
of this calculation are the a posteriori estimates for the system state
X˜es,k and the error covariance Pk. The values calculated for the states
are passed to the MPC algorithm X˜es(k) = X˜es,k. Accordingly, the
following equations result for the correction step:
Lk =
P
−
k · C˜
T
k
C˜k ·P
−
k · C˜
T
k +RKF
(3.26)
X˜es,k = X˜
−
es,k + Lk · (Ymeas,k − C˜k · X˜
−
es,k − fk) (3.27)
Pk = (I− Lk · C˜k) ·P
−
k (3.28)
In these equations, C˜k and fk vary depending on the engine speed nk−1
and the spark plug actuation USI,k−1. No assumptions are necessary
concerning the two values for k−1, as both are known at the timepoint
k. The engine speed varies continuously and while the engine speed
varies, the parameters in C˜ and f also vary continuously. In contrast,
USI changes in a discrete manner and with that also the parameters
in C˜k and fk are changed in a value discrete manner. Consequently, a
large error in the observing algorithm and thus also a large change in the
actuated values would result for the time point of change. In practical
application, a smooth actuation is preferable. A smooth actuation can
be realized for the time point of discrete change if re-initialization is
conducted where the following condition holds:
Yes,init(USI = USI(k))
!
= Yes,k(USI = USI(k − 1))
∀ k ∈ (USI(k) = USI(k − 1))
(3.29)
As it is reasonable to assume constant dynamics, consequently continu-
ity in the system states is demanded. Thus, for realizing eq. (3.29), the
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disturbance states are reinitialized in case of USI(k) = USI(k − 1):
X˜es,init =
[
Xinit
XDis,init
]
=
[
Xes,k
XDis,es,k + (Ck −Cinit) ·Xes,k + fk − finit
] (3.30)
with
Cinit = C(USI(k), n(k)) (3.31)
finit = f(USI(k), n(k)) (3.32)
The overall sequence of the different steps of the observer, including
initialization and reinitilization is depicted in Figure 3.19.
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Figure 3.19: Algorithm for State Estimation
3.4.3 Target Selector
In this section, the algorithm for determining the steady state values of
the actuated variables USS is explained. In steady state, the actuated
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values USS lead in a best case to:
YSS(USS) = Yref (3.33)
Here, the steady state outputs are equal to the reference values. Ac-
tually, two problems arise, which prohibit an analytic solution for this
equation and instead create the need for an optimization-based calcu-
lation. The first problem arises, as due to the input constraints, it
cannot always be guaranteed that it is possible to reach YSS = Yref.
Thus, eq. (3.33) might be not feasible. Nonetheless, it is desirable to
maintain offset-free tracking if possible. If no offset-free solution is pos-
sible, a solution should be found with YSS as close to Yref as possible
in a least-squares sense. The second problem arises as three actuated
variables and only two controlled variables are given in the case where
YDPMAX < 5 bar/°CA, which is usual at lower loads. Consequently,
there might exist an infinite number of solutions. The infinite number
of possible solutions makes the optimization problem ill-conditioned.
These two problems can be overcome if USS is calculated by the follow-
ing optimization and cost function, where the quadratic norm is defined
as Y
2
Q
= YT Q Y.
min
USS,S
JSS (3.34)
with
JSS = USS(k)−Upre(k))
2
RSS
+ S
2
SSS,q
+ SSS,l · S (3.35)
subject to:
YSS,i ≤ Yref,i(k) + S,i , with i = {1,2} (3.36)
YSS,i ≥ Yref,i(k)− S,i , with i = {1,2} (3.37)
YSS = f(k) + XDis(k) +C(k) · (I−A)
−1
·B ·USS (3.38)
YDPMAX,SS ≤ YDPMAX,lim + S,i , with i = 3 (3.39)
UMin ≤ USS ≤ UMax (3.40)
S,i ≥ 0 , with i = {1,2,3} (3.41)
By considering the two inequalities given in eq. (3.36)-(3.37) with an
exact penalty, the demand for tracking the references is considered. The
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exact penalty is realized by introduction of the slack variable S . The
elements of the weighting matrices SSS,l are strictly non-negative and
SSS,q is a symmetric positive definite matrix. Using this formulation,
it is possible to find the offset free solution with YSS = Yref by a sin-
gle optimization in case of feasibility. A solution is found that satisfies
the equality constraint if possible, when SSS,l is chosen large enough
in the linear penality, see [79]. If no offset-free solution is possible, the
constraints are softened and a solution with a minimal distance to the
reference values is found. Rather than solving two different problems,
only one single convex function is needed. By adding the quadratic
penalty with the weighting matrix SSS,q, a unique solution is found. As
the augmented system is used, the target optimization compensates for
the influence of the recently calculated disturbance XDis in every sam-
pling step, such that offset-free tracking is achieved despite the existence
of disturbances, i. e. caused by a mismatch between process model and
plant.
As only the steady state values are of interest in the target calculation,
the steady state simplification of the originally dynamic model can be
used (3.38). Given that the non-augmented system matrices in the pro-
cess model are stable and have no integrators, it is possible to calculate
the steady state gain. The optimization also takes into account the
boundaries for the actuated variables (3.40), which arise e. g. from the
physical limits of the actuators. Moreover, the maximum pressure rise
gradient YDPMAX is also considered in the optimization. By using the
slack variables, the oversteps of YDPMAX can be reduced. As can be
seen in (3.39) and (3.41), it is thus possible to define an upper limit
value YDPMAX,lim for YDPMAX that takes noise emissions into consid-
eration. For YDPMAX, the same mechanism takes effect as for Yref. If
YDPMAX is predicted to be smaller or equal to the limit value, YDPMAX
does not affect the solution. If YDPMAX is predicted to be higher than
the limit, the value is used in the cost function and a solution as close
to YDPMAX,lim as possible results. As only an upper limit is desired,
only one inequality is present.
To obtain a unique minimizer for USS, the distance from the value Upre
is added in the cost function. Upre is a value taken out of a look-up
table that has the reference value and engine speed as input. Upre is
determined offline, which has the advantage that no real-time issues
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have to be considered and any desired property can be calculated. The
value is calculated offline for YIMEP = {1, 2, 3, 4}bar at the engine
speeds n = {1500, 2000, 2500}1/min.
The calculation of Upre is conducted separately for YIMEP = {1, 4} bar
and YIMEP = {2, 3} bar. For YIMEP = {1, 4} bar, which corresponds
to the lower and upper load, the problem arises that the actuated vari-
ables operate close to their limit values such that they often saturate
and consequently control authority is lost. For this reason, the value
Upre is calculated, such that the distance to the actuation boundaries is
maximized, while satisfying the reference values at the same time. The
maximation of the distance to the boundaries has the advantage that
the maximal actuation possibility is maintained during control, e. g. for
reacting on disturbances. First, the admissible set for the actuated
values is calculated, which is defined as USS
USS :=
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
USS ∈ R
3
∣∣∣∣∣∣∣∣∣∣∣∣
YIMEP,SS = YIMEP,ref (k)
∧ YCA50,SS = YCA50,ref (k)
∧ YDPMAX,SS ≤ YDPMAX,lim
∧ YSS = Ck · (I−A)
−1
·B ·USS
+fk +Xes,Dis(k)
∧ UMin ≤ USS ≤ UMax
⎫⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎭
(3.42)
The boundaries of this admissible set are defined as:
UDOI1,Min,SS = min
⎧⎨
⎩UDOI1 ∈ R | ∃ UDOI2, UEVC ∈ R (3.43)
with
⎡
⎣
UDOI1
UDOI2
UEVC
⎤
⎦ ∈ USS
⎫⎬
⎭
UDOI1,Max,SS = max
⎧⎨
⎩UDOI1 ∈ R | ∃ UDOI2, UEVC ∈ R (3.44)
with
⎡
⎣
UDOI1
UDOI2
UEVC
⎤
⎦ ∈ USS
⎫⎬
⎭
In the same way, UDOI2,Min,SS, UDOI2,Max,SS, UEVC,Min,SS, UEVC,Max,SS
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are defined.2 Based upon these definitions, Upre is calculated as:
Upre =
⎛
⎝
0.5 (UDOI1,Min,SS + UDOI1,Max,SS)
0.5 (UDOI2,Min,SS + UDOI2,Max,SS)
0.5 (UEVC,Min,SS + UEVC,Max,SS)
⎞
⎠ (3.45)
For calculating Upre at the values YIMEP = {2, 3} bar the focus is set
on the smoothness of the look-up table for Upre. Consequently, if the
reference signal varies, Upre shall also vary smoothly and continuously.
For this reason, the calculated values for Upre,DOI1 is linearly interpo-
lated between the solutions for YIMEP = 1bar and YIMEP = 4bar. With
the interpolated values Upre,DOI1, the other values for Upre can be cal-
culated.
All in all Upre is determined offline. The values for Upre are then used
in the online optimization for determining USS. A direct look-up table
for USS (instead of the online optimization used) is not practicable as
the state XDis changes in every step, and thus the optimization needs to
calculate how to handle this disturbance, while still satisfying all con-
straints. As it is a static optimization, the number of optimized variables
is much less than in the case of a dynamic optimization. Consequently
the optimization is not as time-consuming and can be performed on-
line.
3.4.4 Dynamic Regulator
The dynamic regulator compensates the cycle-to-cycle dynamics arising
in the GCAI engine. As an example, in Figure 3.16 it was shown that an
undershoot in YCA50 results for the given step inputs. For appropriate
closed-loop control, this undershoot should be taken into account, such
that an individual control of the different controlled variables (without
undershoots) becomes possible. Consequently, in this part, the MPC
is based on the augmented process model including the cycle-to-cycle
dynamics. The prior calculated steady state actuated values serve as
2Umin and Umax are not necessarily equal to the values for Umin,SS and Umax,SS,
as these are more limited due to further restriction of satisfying the reference
values.
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input for the dynamic regulator. In the dynamic regulator, the actuated
values that are applied to the plant are calculated. For this reason, the
following optimization task is solved in each time step:
min
ΔU,D
JD (3.46)
The following quadratic cost function (3.47) is employed for the GCAI
process in the presented approach.
JD =
Hu−1∑
j=0
[∥∥U(k+j|k) −USS(k))
∥∥ 2
RD(j)
+
∥∥ΔU(k+j|k)
∥∥ 2
SD(j)
]
+
Hp∑
j=1
[∥∥Y(k+j|k) −Yref(k)
∥∥ 2
QD(j)
+
∥∥D(k+j|k)
∥∥ 2
TD(j)
] (3.47)
Hereby, ΔU(k+j|k) is defined as:
ΔU(k+j|k) = U(k+j|k) −U(k+j−1|k) (3.48)
such that U(k+j|k) can be calculated as:
U(k+j|k) = U(k − 1) +
j∑
i=0
ΔU(k+i|k) (3.49)
and the actuated value, which is applied to the plant, is calculated as
follows:
U(k) = USS(k) + ΔU
∗
(k|k) (3.50)
where U∗
(k|k) are the first values of the calculated optimal values. The
cost function (3.47) takes the following values into account: deviations
of the predicted controlled variables Y from the setpoints Yref, which
is penalized by QD. The change of actuator signals U against the
steady state values USS is penalized by RD, the change of the actuated
variables ΔU is penalized by SD, the slack variables D with which soft
constraints can be realized in the optimization, see [80], are penalized by
TD. While TD(1),...,TD(HU ) are scalar values, the weighting matrices
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QD(i), RD(i) and SD(i) are block diagonal matrices.
QD(1) = ... = QD(Hp − 1)
= diag [ QD,IMEP ; QD,CA50 ; QD,DPMAX ]
RD(1) = ... = RD(Hu)
= diag [ RD,DOI1 ; RD,DOI2 ; RD,EV C ]
SD(1) = ... = SD(Hu)
= diag [ SD,DOI1 ; SD,DOI2 ; SD,EV C ]
(3.51)
Additionally, with the factor ρ, a terminal cost is added for the positive
influence on stability issues, see [80].
QD(Hp) = diag [ ρ ·QD,IMEP ; ρ ·QD,CA50 ; ρ ·QD,DPMAX ] (3.52)
The optimization task (3.47) for the MPC algorithm is subject to the
constraints:
X˜(k+j+1|k) = A˜ · X˜(k+j|k) + B˜ ·U(k+j|k) , j = 0, . . . ,Hp − 1
(3.53)
Y(k+j|k) = C˜(k+j|k) · X˜(k + j | k) + f(k+j|k), j = 1, . . . ,Hp (3.54)
UMin ≤ U(k+j|k) ≤ UMax, j = 0, . . . ,Hu − 1
(3.55)
YDPMAX(k+j|k) ≤ YDPMAX,lim + D,j , j = 1, . . . ,Hp (3.56)
0 ≤ D,j , j = 1, . . . ,Hp (3.57)
Eq. (3.53)-(3.54) define the dynamic model. The prediction starts with
the states X˜(k|k) = X˜es(k), which are calculated by the Kalman-Filter.
Moreover, the limitations of the actuators are also considered in the
optimization. By using soft constraints, the controller tries to satisfy
the constraint YDPMAX ≤ YDPMAX,lim .
The identified LPV state space model, described by (3.53)-(3.54), is
taken as the basis for the optimization. Thus, it is possible to explic-
itly take the coupled multivariable structure of the GCAI combustion
process into account, thereby including the cycle-to-cycle dynamics.
To ensure the real-time capability of the control algorithm, the opti-
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mization is simplified, whereby the engine speed and the actuation of
the spark plug and thus also the set of parameters C and f are assumed
to be constant over the prediction horizon.
n(k+j|k) = n(k) , j = 1, . . . ,Hp (3.58)
USI(k+j|k) = USI(k) , j = 1, . . . ,Hp (3.59)
and in consequence
C˜(k+j|k) = C˜(k) , j = 1, . . . ,Hp (3.60)
f(k+j|k) = f(k) , j = 1, . . . ,Hp (3.61)
Although the prediction of the engine speed and spark plug actuation in
the future is connected with high uncertainty, this assumption is appli-
cable as the prediction horizon is small. In the approach presented, the
control horizon was chosen as Hu = 5 and the prediction horizon was
chosen as Hp = 8, which corresponds to approximately 0.5 sec, depend-
ing on the engine speed. This assumption leads to a linear model that is
valid in close proximity to the recent operating point. One consequence
of the linear model is that a quadratic program for the optimization
problem results. In contrast to a non-linear program, a quadratic pro-
gram can be solved with considerably less computational effort, see [19].
In each sampling step, the currently valid set of parameters is used in
the algorithm for the purpose of adaptation of the optimization prob-
lem. Due to the adaptation in each sampling step the nonlinearity is
still taken into account.
In the following, the calculation of the optimal actuated values under the
given assumptions is described in further detail. The one-step prediction
of the controlled variables Y(k+1|k) can be calculated as follows:
Y(k+1|k) = C˜ ·
[
A˜ · X˜(k|k) + B˜ ·U(k|k)
]
+ f (3.62)
which can be reformulated as:
Y(k+1|k) = C˜ ·
[
A˜ · X˜(k|k) + B˜ ·U(k − 1) + B˜ ·ΔU(k|k)
]
+ f (3.63)
When respecting thatΔU(k+j|k) = 0 for j ≥ Hu, it is possible to denote
the sequence of the predicted controlled variables, which is denoted as
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Y (· |k ) as:
Y (· |k ) =
⎡
⎢⎣
Y(k+1|k)
...
Y(k+Hp|k)
⎤
⎥⎦ (3.64)
=
⎡
⎢⎣
C˜A˜1
...
C˜A˜Hp
⎤
⎥⎦ · X˜(k|k) +
⎡
⎢⎢⎢⎢⎢⎣
C˜
(
1−1∑
i=0
A˜i
)
B˜
...
C˜
(
N2−1∑
i=0
A˜i
)
B˜
⎤
⎥⎥⎥⎥⎥⎦
·U (k − 1) +
⎡
⎢⎣
f
...
f
⎤
⎥⎦
+
⎡
⎢⎣
Φ (1) · · · Φ (1−Hu + 1)
...
. . .
...
Φ (Hp) · · · Φ (Hp −Hu + 1)
⎤
⎥⎦
⎡
⎢⎣
ΔU(k|k)
...
ΔU(k+Hu−1|k)
⎤
⎥⎦
with
Φ (i) =
⎧⎪⎨
⎪⎩
C˜
(
i−1∑
j=0
A˜j
)
B˜ , i ≥ 1
0 , i < 1
(3.65)
By introducing:
γ (· |k ) =
⎡
⎢⎣
C˜A˜1
...
C˜A˜Hp
⎤
⎥⎦ · X˜(k|k) +
⎡
⎢⎢⎢⎢⎢⎢⎣
C˜
(
1−1∑
i=0
A˜i
)
B˜
...
C˜
(
Hp−1∑
i=0
A˜i
)
B˜
⎤
⎥⎥⎥⎥⎥⎥⎦
·U (k − 1)
+
⎡
⎢⎣
f
...
f
⎤
⎥⎦
(3.66)
and
Ψ =
⎡
⎢⎣
Φ (1) · · · Φ (1−Hu + 1)
...
. . .
...
Φ (Hp) · · · Φ (Hp −Hu + 1)
⎤
⎥⎦ (3.67)
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it is possible to reformulate J as:
J = ‖γ (· |k ) +Φ ΔU (· |k )−Yref · 1‖
2
QD
+ ‖ (· |k )‖
2
TD
.(3.68)
+ ‖U(k − 1) · 1+ΔU (· |k )−USS(k) · 1‖
2
RD
(3.69)
+ ‖ΔU (· |k )‖
2
SD
(3.70)
Hereby, 1 denotes a vector with appropriate length, where each element
is 1. The weighting matrices are defined as:
QD =
⎛
⎜⎜⎜⎝
QD(1) 0 · · · 0
0 QD(2) · · · 0
...
...
. . .
...
0 0 · · · ρ ·QD(Hp)
⎞
⎟⎟⎟⎠ (3.71)
TD =
⎛
⎜⎜⎜⎝
TD(0) 0 · · · 0
0 TD(1) · · · 0
...
...
. . .
...
0 0 · · · TD(Hp)
⎞
⎟⎟⎟⎠ (3.72)
RD =
⎛
⎜⎜⎜⎝
RD(0) 0 · · · 0
0 RD(1) · · · 0
...
...
. . .
...
0 0 · · · RD(Hu − 1)
⎞
⎟⎟⎟⎠ (3.73)
SD =
⎛
⎜⎜⎜⎝
SD(0) 0 · · · 0
0 SD(1) · · · 0
...
...
. . .
...
0 0 · · · SD(Hu − 1)
⎞
⎟⎟⎟⎠ (3.74)
With the substitutions:
e (· |k ) = γ (· |k )−Yref · 1 (3.75)
and Uinit (· |k ) = U(k − 1) · 1−USS(k) · 1 (3.76)
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it follows
J = ΔU (· |k )
T (
ΦTQD Φ+RD + SD
)
ΔU (· |k )
+2
(
e (· |k )
T
QD Φ +Uinit (· |k )
T
RD
)
ΔU (· |k )
e (· |k )
T
QD e (· |k ) +  (· |k )
T
TD  (· |k )
(3.77)
In this cost function, ΔU (· |k ) is the only unknown variable. The cost
function is quadratic with respect to the optimizing values ΔU (· |k );
consequently, a Quadratic Program results. As the matricesQD,RD,SD
and TD are positive definite, a unique minimizer ΔU (· |k )
∗
exists.
Overall, the introduced dynamic regulator is capable of taking into ac-
count the identified process behavior in a MPC framework, including
the cycle-to-cycle dynamics. In order to obtain a currently valid model
over the entire operating range, the parameters of the linear model
used in MPC are recalculated online in every sampling step to match
the operating point; therefore, a linear parameter varying (LPV) MPC
results.
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4 Experimental Control Results
of the GCAI Combustion
Engine
In this chapter, the control concept for the GCAI engine, which was
introduced in chapter 3, is validated. The MPC, which is based on the
LPV model described by eq. (3.10), is called LPV MPC in the following.
It is tested in closed-loop experiments on the above described single
cylinder GCAI engine test bench. The resulting controller performance
is also compared to the results generated with other controllers. Both
aspects, namely the operating range extension as well as the cycle-to-
cycle resolved control, are investigated.
The control concepts were implemented in Matlab/Simulink. As a QP
solver, qpdantz was used, which is part of Matlab/Simulink. Accord-
ing to the approach followed in Rapid Control Prototyping, see [2],
the controller was first tested in simulation before it was applied to
the combustion engine. The simulation environment was created in
Matlab/Simulink, which made it possible to perform model-in-the-loop
(MiL) tests of the controller. In order to validate the controller and
test its robustness, a different kind of model, a neural network (NN),
was used as plant model in the simulation environment. The controller
structure was tested and parameterized in the MiL environment.
After successful MiL tests of the controller algorithm, the controller
was validated with experiments on the above-described single cylinder
GCAI engine test bench. A dSpace MicroAutoBox (MABX) was used
as the hardware target platform for controller tests. The C-code for the
target platform was generated automatically with the Matlab Realtime-
Workshop. A second MABX was used for two purposes: on the one
hand, the values IMEP, CA50 and DPMAX are calculated from the
pressure trace signal in every cycle; while on the other hand, the MABX
serves, along with a RapidPro Unit, as a tailor-made electronic control
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unit (ECU) for actuating the injection, valve timing and spark plug. In
the following, the control results obtained at the engine test bench are
presented. All controllers use the following limitations for the actuated
values in the constraints:
⎡
⎣
60
100
245
⎤
⎦ ≤
⎡
⎣
UDOI1
UDOI2
UEVC
⎤
⎦ ≤
⎡
⎣
120
700
295
⎤
⎦
⎡
⎣
µs
µs
°CA aTDC
⎤
⎦ (4.1)
4.1 Extension of the GCAI Operating Range
In this section, the capability to extend the operating range with the
proposed controller is investigated. For this reason, first the extension
of the load range with the different actuated variables, such as the spark
ignition, is examined. Subsequently, the capability of the controller to
handle transients in the engine speed is investigated. In both cases, a
setpoint profile for the IMEP is specified and the reference values for
CA50 are calculated by eq. (3.1).
4.1.1 Extension of the Operating Range by Spark
Assisted GCAI
The control structure proposed in chapter 3 is designed such that the
operating range is extended as much as possible. In the MPC, the evolv-
ing nonlinearities are considered by a LPV model, whereby a switch
occurs between two different models, depending on the actuation of the
spark plug (on/off). This controller is compared to a simpler controller,
called Loadconstant MPC in the following. The simpler controller has
the same structure as the LPV MPC controller, but the system model
included in the MPC is not LPV but constant linear and thus neglects
the nonlinearities. The SACI range is not explicitly accounted for, with
only one model used over the entire load operating range, as shown in
Figure 3.7. For the identification of the single linear model, measure-
ment data from the entire load operating range is used, namely the
GCAI and the SACI operating range.
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Figure 4.1 presents the experimental results of the LPV MPC controller
for a setpoint profile at constant engine speed. The experimental results
show that the engine is running during the whole test and no ignition
failure occurs. The controller is capable of stabilizing the process during
the given load profile. In addition to stabilization, the controller is also
able to track the setpoints offset-free and with fast dynamics. Even if
the setpoints change in a step-wise manner, the controller can still track
the setpoints for both controlled variables at the same time with high
control quality for the entire operating range. In the chosen load profile,
the lower loads can only be operated when spark ignition is used. Good
control performance becomes possible by adapting the recent model
in dependence of the spark plug actuation. The switching between
the GCAI and SACI operating range occurs without any noticeable
effect on the controlled values. Moreover, the experimental results show
that the higher loads can be operated without excessive oversteps of
YDPMAX,lim = 5bar/°CA. Single cycles exceed the limit, but in the very
next cycle the controller takes action and reduces YDPMAX such that
the overall exceed is reduced, see e.g. time t = 99.2 s. This behavior is
induced by taking into account YDPMAX in the cost function using a soft
constraint. In Figure 4.1, the corresponding actuated values for UEVC,
UDOI1 and UDOI2 as well as USI are shown. Although the model in
the MPC controller is switched when the spark plug is switched on/off,
the controller structure generates smooth transients for the actuated
values at these time instances. Moreover, the overactuation at lower
loads does not pose a problem; indeed, no numerical ill-conditioning
was observed in the experiments. It can be seen that the actuated
variables do not saturate, such that overall the two-staged approach
seems to be appropriately working.
Now, the question arises of whether the switching of the model is neces-
sary or if the same control result can be obtained with a simpler model
and optimization. To evaluate this question, the loadconstant model
was used in the following experiment, which is depicted in Figure 4.2.
In this experimental result of the controller the same conditions and set-
point profile as in the experiment depicted in Figure 4.1 is used. With
the loadconstant model the engine shuts down at time t = 31.9 s, after
a step in the reference value to YIMEP = 1 bar. Thus, in contrast to
the LPV MPC controller, no stabilizing control can be achieved with
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Figure 4.1: Control Result for MPC Based on LPV Model
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Figure 4.2: Control Result for MPC Based on Loadconstant Model
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Figure 4.3: Comparison of the Actuated Values for MPC Based on LPV and
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one constant linear model over the entire operating range. Figure 4.3
compares the actuated values for the LPV and the loadconstant MPC
resulting from the experiments conducted in Figure 4.2 and Figure 4.1.
As described earlier in section 3.3.1.1, the UEVC loses influence at very
low loads and UDOI1 has a major influence in terms of the control of
YCA50. In Figure 4.3, it can be seen that the LPV MPC takes this into
consideration and consequently UDO1 and UEVC are actuated more than
in the case of the MPC with loadconstant model.
To summarize, it can be stated that the evolving nonlinearities of the
system characteristics present in the extended operating range have to
be considered in the MPC model to achieve a stabilizing control. In the
proposed control structure, this was maintained by switching between
two linear models: one for the GCAI operating range and one for the
SACI operating range. With only one model, no stabilizing control
could be achieved with the proposed control structure.
4.1.2 Control Result for Speed-Varying GCAI
Combustion
The proposed LPV model in the MPC is designed such that variations
in the engine speed are accounted for. For the engine speed, this means
that the system parameters of the model are changed in dependence
of the recent engine speed. In the following, it is experimentally eval-
uated whether the LPV MPC controller is able to stabilize the LTC
combustion process at varying engine speeds. This LPV controller is
compared to a simpler controller, called speedconstant MPC. The same
control structure as in the LPV MPC case is used, but the system model
uses two different models for the load (one for GCAI, one for SACI).
However, the system parameters are not changed in dependence of the
engine speed; rather, they remain constant over the entire engine speed
operating range. For the identification of the system model used in the
speedconstant MPC, measurement data from the entire speed operating
range is used, as shown in Figure 3.8.
Figure 4.4 presents the experimental results of the speedconstant MPC
controller from the engine test bench at the constant engine speed
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n = 2500 1/min. The experiment shows that a misfire is produced at
time t = 95.1 s and consequently the engine shuts down, whereby the
closed-loop system is not stable. Moreover, at time t = 31.5 s and
t = 37.8 s, there also exist cycles with poor combustion. In this case,
the instability arises, at the very high and very low loads at the en-
gine speed n = 2500 1/min, which is the upper limit of the operating
range concerning speed. Actually, the boundaries of the operating range
with respect to load and speed are the most critical points for the sta-
bilizing control. In other experiments conducted, the speedconstant
MPC was able to stabilize the combustion for an engine speed close to
n = 2000 1/min, where the distance to the boundaries of the operating
range is the greatest. For operating range extension concerning speed,
the speedconstant MPC is unable to satisfy the requirements, given that
no stabilizing control can be achieved over the entire operating range
with the proposed control structure.
Now, it is necessary to evaluate whether the LPV MPC can handle the
boundaries of the operating range concerning engine speed. Figure 4.5
presents the experimental results of the LPV MPC controller from the
engine test bench at the same conditions as depicted in the previous
experiment (Figure 4.4). The experimental results show that the engine
is running stable during the whole test and no ignition failure occurs.
Thus, the controller is capable of stabilizing the process during the
given load setpoint profile at the given engine speed of n = 2500 1/min,
which is a boundary of the operating range. Given that this was not
the case with the speedconstant model, it can be concluded that the
speed-dependence has to be considered in the controller to maximize the
operating range in which a stabilizing control is possible. The controller
is also able to track the YIMEP and YCA50 reference values without any
off-set in steady state and with high dynamics, while satisfying the
limit values on YDPMAX. Comparing Figure 4.1 to Figure 4.5, it can be
observed that the noise of the YCA50 value is strongly dependent on the
engine speed. This behavior can also be seen in static measurements
for different engine speeds and is not related to the closed-loop control.
One of the main reasons is that 1 ◦CA correlates to different amount of
times depending on the engine speed. Accordingly, if a constant noise
with respect to the time is assumed, the noise expressed in °CA would
depend on the engine speed.
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In Figure 4.6, it is shown that the LPV MPC is also able to handle
transient variations for the engine speed. The same setpoint profile
as in the previous cases is used for the load. According to eq. (3.1),
the CA50 setpoint profile changes in accordance with the engine speed.
The experimental results show that the engine is running during the
whole test and no ignition failure occurs. Thus, the controller is capable
of stabilizing the process during the given load and speed transients.
In addition the controller is able to track the setpoints offset-free and
with fast dynamics. Even if the setpoints change in a stepwise manner,
the controller can still track the setpoints for both controlled variables
at the same time with good control performance. Special attention
should be paid to the fact that the tracking is possible although the
engine speed varies continuously during the test. The engine speed acts
as a disturbance on the controller. By adapting the recent model in
dependence of the engine speed and the spark ignition, it is nevertheless
possible to track the reference values. The switching between the GCAI
and SACI operating range occurs without any noticeable effect on the
controlled values, independent of the recent engine speed. Moreover, it
can be seen in the experimental results that YDPMAX stays below the
limit of YDPMAX = 5 bar/°CA most of the time. In this experiment, it
can also be seen that the noise of YCA50 varies over time, corresponding
to the engine speed.
In Figure 4.7, the actuated values for the LPV MPC controller are
depicted corresponding to the same setpoint profile concerning load,
albeit once with constant engine speed (Experiment Figure 4.5) and
once with varying engine speed (Experiment Figure 4.6). It can be
seen that the engine speed has a significant influence on the combustion
process. However, although the controlled values track the load setpoint
in an accurate manner in both cases, the actuated values are different.
As the varying engine speed acts as a continuously changing disturbance
on the system, the actuated values also do not approach steady state
but change continuously, see e.g. the timespan between t = 80 s and
t = 90 s. This is in contrast to the case for constant engine speed, where
the actuated values only slowly deviate from steady state, e.g. after a
stepwise change in YIMEP,ref.
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Figure 4.4: Closed-Loop Control Result for MPC with Speedconstant Model
at Constant Engine Speed
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Figure 4.5: Closed-Loop Control Result for MPC with LPV Model at Con-
stant Engine Speed
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Figure 4.6: Closed-Loop Control Result for MPC with LPV Model for Tran-
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Figure 4.7: Comparison of Actuated Values for the Conducted Experiments
in Figure 4.6 and Figure 4.5
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4.2 Cycle-to-Cycle Control of the GCAI
Engine
One of the challenges concerning the control of the GCAI process is the
distinct dynamic coupling from one cycle to the subsequent cycle. Sev-
eral inputs and outputs are present, which even show a cross-coupled
dynamics. To show the influence of the cycle-to-cycle dynamics model
on the control result, the LPV MPC, as proposed in chapter 3, is com-
pared to a simpler controller. The simpler controller has the same struc-
ture as the LPV MPC controller, although the system model included
in the MPC neglects the cycle-to-cycle dynamics. Through this com-
parison, the differences in the control result are demonstrated when a
model for the cycle-to-cycle dynamic is included in the MPC structure.
Subsequently, it is shown that the cycle-to-cycle resolved control can be
independently achieved for YIMEP and YCA50.
4.2.1 Influence of Cycle-To-Cycle Dynamics Model on
Closed-Loop Control Results
In the following, the importance of the inclusion of the cycle-to-cycle
dynamics in the control structure is evaluated. For this evaluation, the
same control experiment is conducted twice: once with the proposed
LPV MPC control structure where the cycle-to-cycle dynamics is in-
cluded, as well as with the same control structure but neglecting the
cycle-to-cycle dynamics, called static MPC in the following. The static
MPC was realized by using the same control algorithm, but changing the
model matrices in the following way: AStatic ≡ 0 and BStatic, CStatic,
fStatic identified as described in the static part in section 3.3.4.2, such
that the static behavior is reproduced.
Figure 4.8 presents the experimental results from the engine test bench
with the static MPC controller. The setpoint is changed several times
in a step-wise manner, switching between the two operating points
YIMEP = 2.5 bar with YCA50 = 5.5 °CA and YIMEP = 3.5 bar with YCA50 =
7.5 °CA. With the static MPC controller the measurement data follows
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the reference value without any steady state error. However, the mea-
surement data shows a significant overshoot when a step-wise change
is introduced for the setpoint. Moreover, the value YDPMAX oversteps
the limit value of YDPMAX,lim = 5bar/°CA at this point in time. These
issues are reasonable as the cycle-to-cycle dynamics was neglected. The
overshoot can be seen for example at t = 5 s and t = 20 s. Depending on
the recent disturbance acting on the system, it might be possible that
the YCA50 is so low that the engine can no longer ensure proper combus-
tion and consequently the engine would shut down. In the following, it
is shown that the inclusion of the cycle-to-cycle dynamics avoids such
issues.
Figure 4.9 presents the experimental results with the LPV MPC con-
troller, whereby the cycle-to-cycle dynamics is included for the same
setpoint profile as in Figure 4.8. With the LPV MPC controller, the
measurement data follows the reference value for YIMEP and YCA50 very
quickly, without unreasonable overshoot and without steady state er-
ror. Moreover, the value YDPMAX does not overstep the limit value of
YDPMAX,lim = 5bar/°CA. In Figure 4.10, the corresponding actuated
values can be seen for both controllers in comparison. After applying a
change in the reference values, the actuated values change quickly first,
while subsequently the actuated values only change slowly. This be-
havior is beneficial for the purpose of reference tracking in combination
with disturbance rejection, especially given that the measurement noise
on YCA50 is very high. In conclusion, to maintain a robust control, it is
essential to consider the cycle-to-cycle dynamics in the MPC algorithm.
The drawback is that more computational power is needed. The com-
putation time is more than doubled, see Table 4.1. Nonetheless, the
required time remains less than the available computation time, which
is approx. Tcomp ≈ 30ms.
Table 4.1: Computation Time Comparison between Static and LPV MPC
Cycle-To-Cycle Dynamics Static MPC LPV MPC
Number of States 3 21
Computation time (ms) 4.1 9.8
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Figure 4.8: Control of Step-wise Changes of YIMEP,ref and YCA50,ref with
Static MPC
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Figure 4.9: Control of Step-wise Changes of YIMEP,ref and YCA50,ref with
LPV MPC
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Figure 4.10: Actuated Values for the Experiments Conducted in Figure 4.8
and 4.9
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4.2.2 Individual Control of CA50 and IMEP
Thus far, it has been shown that it is beneficial to take the cycle-to-
cycle dynamics into account when changing from one operating point to
another. Now, the LPV MPC controller, where the cycle-to-cycle dy-
namics is included, is further evaluated. It is shown that the LPV MPC
controller is also able to control the value YIMEP and YCA50 independent
of each other.
Figure 4.11 presents the experimental results of the LPVMPC controller
gained at the engine test bench at the engine speed n = 2000 1/min.
Step-wise and sinusoidal changes are applied to the reference value for
YCA50 between YCA50 = 0 °CA and YCA50 = 8 °CA, while a constant
reference value is set for YIMEP. With the LPV MPC controller, the
measurement data follows the reference value for YCA50 very quickly,
without unreasonable overshoots and without steady state error. Mean-
while, the value for YIMEP stays constant at YIMEP = 3 bar. The value
YDPMAX does not overstep the limit value of YDPMAX,lim = 5bar/°CA.
The corresponding actuated values can be seen in the same figure. For
the control of YCA50, UDOI1 is particularly actuated in a highly dy-
namic manner, while the other two actuated values are changed in a
more static way.
Figure 4.12 also presents experimental results of the LPV MPC con-
troller at the engine speed n = 2000 1/min, although this time step-wise
and sinusoidal changes are applied to the reference value for YIMEP be-
tween YIMEP = 1.5 bar and YIMEP = 3.5 bar, while a constant reference
value is set for YCA50. With the LPV MPC controller, the measurement
data follows the reference value for YIMEP also in this case fast, without
unreasonable overshoot and without steady state error. The reference
tracking is not as fast as in the case of a step reference for YCA50, albeit
still within a couple of cycles, fulfilling the dynamic requirements for
automotive engines. Meanwhile the value for YCA50 remains constant
at YCA50 = 5 °CA and the value YDPMAX does not overstep the limit
value of YDPMAX,lim = 5bar/°CA. The corresponding actuated values
can be seen in the same figure. For the control of YIMEP, all three ac-
tuated variables are used. This is in contrast to the case of the control
of YCA50, where the value of UDOI1 was particularly actuated.
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Figure 4.11: Control Result with LPV MPC for Steps in YCA50,ref
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Figure 4.12: Control Result with LPV MPC for Steps in YIMEP,ref
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Overall, the experiments show that both controlled variables YCA50 and
YIMEP can be independently controlled by the LPV MPC control struc-
ture. By taking into account the crosscoupling of the dynamics, it is pos-
sible to control both values in a cycle-to-cycle resolved manner, which is
necessary to robustly control stepwise load transients. The experiments
also serve as validation for the suitability of the model for the cycle-to-
cycle dynamics, given that the closed-loop experiments were conducted
at different operating points. While the experiment depicted in Fig-
ure 4.9 is conducted at n = 1500 1/min, the experiments Figure 4.11
and Figure 4.12 are conducted at n = 2000 1/min. In Figure 4.12, ad-
ditionally a switch is performed from the GCAI to the spark assisted
combustion. In all cases, a good control result can be achieved, which
shows that the approach of using a constant linear dynamic model for
control as well as the model gained through identification is suitable.
4.3 Evaluation of the Proposed Control
Approach
In this chapter, the validation of the control approach for the GCAI
engine at the engine test bench was presented. For control purposes, a
two-stage MPC was introduced based on an identified black-box model
that takes into account cycle-to-cycle dynamics. The main advantage
from the two-stage MPC approach is that it is capable of handling non-
square systems, such that it is possible to take advantage from the given
overactuated system. At an engine test bench, closed-loop experimental
results were conducted. In the experiments, the controller was capable
of stabilizing the process and tracking the desired combustion values
with good control performance for the given setpoint profiles, while at
the same time maintaining YDPMAX below a certain threshold. This is
especially challenging as many disturbances and a high ratio of noise
are present. To satisfy both requirements, fast tracking and disturbance
rejection, the two-stage MPC that takes into account the dynamics
of the system, which was developed in this contribution, is very well
suited.
By considering the cycle-to-cycle dynamics in the MPC system model,
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it is possible to track YIMEP and YCA50 very quickly and without high
under- or overshoots. This is possible as the cross-coupling dynamics
can be considered by the MPC, and this makes the MPC superior over
other control technique for this application. It was shown that fast
tracking is possible for YIMEP and YCA50 independent of each other, as
well as the control of both at the same time. The approach of using
a constant linear dynamic model for control is reasonable as good con-
trol results can be achieved for different speeds and independent of the
GCAI and SACI operating range. If the cycle-to-cycle dynamics are not
considered in the control structure, high overshoots result, such that no
robust control of stepwise transients can be achieved. If a computa-
tionally less demanding controller is used, as presented in [50], where
the cycle-to-cycle dynamics is not considered in a predictive way, the
decoupled control cannot achieve comparable control quality as in the
presented case.
A special focus was set on extending the operating range. On the one
hand, varying engine speeds were investigated, while on the other hand,
a spark plug is used in lower loads to initiate a spark-assisted GCAI
combustion, such that the operating range can be extended to lower
loads. The higher load limit can be extended by using pilot injection,
which can reduce DPMAX. The experiments show that the evolving
nonlinearities in load and speed have to be considered in the system
model. If this is not undertaken, no stabilizing control was achieved. A
LPV model has shown to capture the nonlinear behavior of the process
very well, while still being simple enough for real-time optimization.
With this LPV model, a stabilizing controller has been achieved for the
conducted experiments in the extended operating range. The controlled
values are able to follow the reference values independent of the recent
operating point. Consequently, the operating range of the GCAI com-
bustion can be extended by the means of control. In Figure 4.13, the
resulting operating range is shown, along with the undertaken steps for
handling the different operating ranges. Comparable published MPC
based control approaches for LTC are also able to stabilize the process,
see [78]. Nonetheless, the stabilized operating range is limited. The
achievement of this thesis is that a much larger operating range can
be tracked with the proposed control approach, while simultaneously
considering cycle-to-cycle dynamics to realize large load transients.
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Figure 4.13: Operating Range Enlargement Along with the Undertaken
Steps
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5 PWA Based PCCI Engine
Control Approach
In this chapter, the control concept for the PCCI engine is presented.
The focus for the investigations of the PCCI engine control lies on the
simultaneous control of the PCCI and the conventional operating mode.
This chapter describes the engine set-up, the control concept, the iden-
tified system model and the control algorithm.
5.1 PCCI Engine Setup
In this contribution the control problem for the PCCI engine is studied
for a four-cylinder GM Fiat Diesel engine with a displacement volume of
1.9l from series production, see Figure 5.1. The engine is operated at the
Institute for Technical Combustion, ITV at RWTH Aachen University,
Germany. Table 5.1 gives information about the technical details of the
combustion engine.
The engine is equipped with a variable geometry exhaust turbocharger.
External EGR can be realized with an EGR valve and along the EGR
recirculation path a cooler is integrated. The air path control is not
part of this thesis. A control approach for the given engine air path is
described in [24, 26]. In the present contribution, the air path closed-
loop control is taken as given and only the dynamic properties of the
closed-loop EGR control are considered in the control algorithm. The
engine uses a second-generation Bosch Common-Rail injection system
with magnetic injector. The engine test bench is equipped with a condi-
tioning system for fresh air, fuel, cooling water and engine oil. Further
remarks on the used engine can be found in [90].
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Figure 5.1: Diesel Engine
Table 5.1: Characteristics of the Diesel Engine
Data Value
Construction In-line engine
Cylinder 4
Valves per Cylinder 4
Displacement Volume 1900 cm3
Bore 82.0mm
Stroke 90.4mm
Compression Ratio 15:1
Spray Angle 120°
Injection System 7-hole injector
Max. Output 110 kW
Max. Torque 320Nm
Exhaust Tubro Charger Garrett GT1749
ECU Bosch EDC16
Cyan Magenta Yellow Black L_141922_Diss_Druck_Albin_TRZ.pdfMai 27, 2014 | 11:31:13 104
5 PWA Based PCCI Engine Control Approach 93
5.2 Control Concept
5.2.1 Applied Sensors and Controlled Variables
The influenced outputs are similar to those in the GCAI engine control
and are denoted as Y ∈ R3. The main task of the process control is
to deliver the recently requested torque of the driver. As the indicated
mean effective pressure YIMEP correlates to the delivered torque, YIMEP
is used as first controlled output. In order to estimate the characteristics
of the combustion process, the position of the combustion average YCA50
is used as second controlled output. As the third influenced output, the
maximum cylinder pressure gradient YDPMAX, which correlates to the
noise emissions, is considered. All three outputs can be determined by
the evaluation of the pressure signal from each cylinder.
5.2.2 Applied Actuators and Actuated Variables
The actuated variables are denoted as U ∈ R3. The homogenization
needed for PCCI combustion is realized by early injection of the fuel.
To manipulate the fuel injection, a common rail diesel injector is used,
where the amount of injected fuel mass UFMI and the start of injection
USOI can be set. In the presented control approach, the required con-
ditions for avoiding run-away heat release are achieved by using a large
amount of cooled recirculated residual gas. The third actuated variable
is the EGR rate UEGR, defined as:
UEGR =
M˙EGR
M˙EGR + M˙AIR
(5.1)
where M˙EGR is the recirculated exhaust gas mass flow and M˙AIR is the
mass flow of fresh air. All three control inputs have an influence on all
three outputs, thus resulting in a coupled MIMO control problem.
U =
⎡
⎣
USOI
UEGR
UFMI
⎤
⎦ Y =
⎡
⎣
YIMEP
YCA50
YDPMAX
⎤
⎦ (5.2)
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Figure 5.2: In- and Outputs of the Diesel Engine Incl. PCCI Combustion
5.2.3 Control Task
One of the drawbacks of the PCCI combustion is its limited operating
range. Thus, for an application of PCCI in a passenger car ICE, beside
the PCCI, the conventional CI combustion also has to be applied. Con-
sequently, it is investigated, whether the entire operating range can be
controlled with one single controller, which means that both operating
ranges are considered simultaneously.
The most important requirement for control is that YIMEP and YCA50
are tracked appropriately. Through the existence of multiple operating
modes, different actuated variables can generate these reference values.
Instead of using a separate high-level control for the decision of mode
transitions, it is advantageous to directly integrate this decision into
one control algorithm, as shown in chapter 2. Thus, one additional re-
quirement for the control algorithm is to choose the most economical of
the several possible actuated values. One can think of the minimization
of fuel consumption as one example. The task is schematically depicted
in Figure 5.3 for one input, which shall be minimized while tracking the
output. In this case, the task would be to find:
U∗ = argmin
U
U (5.3)
s. t. Y = Yref (5.4)
The arising challenges are the real-time capability, which has to be
fulfilled despite the fact that the optimization is based on a nonlinear
process model. Given the aim to ascertain a global minimum, a LPV
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Figure 5.3: Illustration of the Control Task
MPC does not seem appropriate, as it is based on linear models and
a convex optimization is solved in each time step. Instead, nonlinear
MPC seems more appropriate, as in this case a nonlinear model is used
and a non-convex program is solved in each time step. In addition
the controller has to handle disturbances for offset-free control. At the
same time, it cannot always be guaranteed that the reference signal
Y = Yref can be reached because of actuator limitations which have
to be considered. Moreover, it should be possible to define different
minimization tasks without much calibration burden.
5.2.4 Overall Structure
To control the PCCI process, the structure presented in Figure 5.4 is
employed. For the calculation of the three different actuated values,
a MPC in combination with a Kalman-Filter is used. As a MPC al-
gorithm is used, a model from the engine is needed, which serves as
controller-internal and estimator model. The requirement is that the
model has to be capable of reproducing the main nonlinearities, while
at the same time real-time feasibility of the optimization has to be sat-
isfied, which prohibits the process model from being too complex. One
example for complex models are NN, which are capable of reproducing
the measurement data very well, as will be seen later. Nonetheless,
the complexity of NN prohibits the use as controller-internal model,
if a nonlinear MPC optimization is wanted in every time step (with
recent hard- and software). For satisfying real-time feasibility often a
LPV MPC approach is used with NN as controller-internal model, as
described in section 2.4.4. Thus, a model with reduced complexity is
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used in the present approach. Rather than using NN in the MPC, it
is investigated whether PWA models are suitable for the nonlinear op-
timal control of the PCCI engine. The PWA models are capable of
reproducing the nonlinearities, while their structure is simpler than in
the case of NN.
Diesel Combustion
Modeled with
Neural Network
a
Reference
Value
SOI
EGR
FMI
IMEP
CA50
DPMAX
Kalman-Filter &
MPC Optimization
Based on PWA Model
a
Figure 5.4: Overall Control Structure
The developed control algorithm is tested with MiL experiments. Con-
sequently, there is a need for another model that serves as substitute
for the engine test bench. To test the robustness of the controller,
the plant model should be different from the controller-internal process
model. For the purpose of plant model, a NN was used.
5.3 Process Model of the LTC Diesel Engine
In the following, the identification of the PCCI engine with NN and
PWA models is described. As a starting point for the identification, the
work in [51] is used. In this paper, the same PCCI engine that is oper-
ated at ITV is investigated. There, it is shown that the engine can be
modeled as a Wiener model. The dynamics of the system are captured
by simple transfer functions for each input, resulting in three different
actuator dynamics. The terms are all in the type of a PT1-element.
All PT1-elements have a gain of 1, albeit different time constants. The
static part is captured by a stand-alone multi-zone CFD model along
with a mean value model for the gas exchange. The dynamic part is
already much reduced concerning computation time, such that it can be
adopted for control purpose. In the present thesis, the static part is re-
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placed by the NN and the PWA model, which is subsequently explained
in further detail.
5.3.1 Neural Network Identification
NN have the significant advantage that they are a general function ap-
proximator. If the number of model parameters, which corresponds to
the number of neurons in the hidden layer, is sufficiently high, then
the NN can approximate any time-discrete or time-continuous function
arbitrarily well, see [68]. In the area of combustion engines, nonlinear
process models that generate a smooth output function are advanta-
geous. For this requirement, NN with the ability of general function
approximation are well suited. Thus, NN are a common choice for
black-box modeling in the area of ICEs. Hereby, several kinds of NN
are used, such as Local-Linear Model-Trees, see [64], Neural Network
State Space Innovations Form (NNSIF), see [45], or feedforward NN,
see [24]. Depending on the kind of NN, several advantages result. For
instance, the NNSSIF is in the form of a state space model, which al-
lows also calculating the system states. As only the input to output
behavior is needed in the present case, the most common NN, namely
the feedforward NN, is used. In the chosen approach, the plant model
consists of a series connection of linear dynamic transfer functions and
a feedforward NN, as can be seen in Figure 5.5.
USOI
UEGR
UFMI
Y
Y
Y
IMEP
CA50
DPMAX
Linear
Dynamic
Feedforward
Neural Network
Figure 5.5: Neural Network Based Plant Model for PCCI Process
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The network consists of two-layers with sigmoid hidden neurons and lin-
ear output neurons. The following formula results for the NN, see [24]:
Yj(U) = θj +
n∑
i=1
[(
2
1 + e−2(Φj(i,·)U+σji )
− 1
)
ψji
]
(5.5)
Hereby, Yj denotes the j-th element of the output vector, n the number
of neurons, θj the offset for output j and Φj(i,·) the weighting factor for
each input, σji the offset for the exponent in the neuron i and ψji the
linear factor for neuron i. The training of the parameters of the NN was
conducted with the Levenberg-Marquardt backpropagation algorithm.
To generate the network, the Neural Network Toolbox from Matlab is
used.
5.3.2 PWA Identification
The PWA model is used as the controller-internal model for prediction
in the MPC. As the model consists of several linear models, the structure
of the model can be exploited for online optimization, as will be shown
in section 5.4. The general PWA model with polyhedral boundaries is
defined as follows, see [18]:
X(k + 1) = Ai ·X(k) +Bi ·U(k) + gi (5.6)
Y(k) = Ci ·X(k) + f i (5.7)
i s. t. Hi ·X(k) +Wi ·U(k) ≤ Ki (5.8)
Hereby, X ∈ Rn denotes the state vector at the discrete time steps
k ∈ {1,2,3, . . . }, i(k) ∈ {1, . . . ,s} denotes the current mode of the hybrid
system. Ai(k), Bi(k), Ci(k), f i(k), gi(k) are constant matrices describing
the affine models. The constant matrices Hi(k), Wi(k) and Ki(k) from
the linear inequalities in (5.8) describe the boundaries, called guardlines,
in which the different affine models are active. The boundaries can apply
to the system state space and/or the control input space.
For reproduction of the PCCI system behavior, the model complexity
can be reduced when the Wiener type dynamics is considered. The
model should reproduce a series connection of a linear dynamic term
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and a nonlinear static term, where the static term is reproduced by the
PWA function. The constant, linear dynamic term yields to a constant
matrix Ai(k) in the PWA model approach:
Ai=A ∀ i (5.9)
The matrix A can trivially be calculated from the three PT1 transfer
functions, see [1]. Furthermore, the affine term gi can be neglected:
gi ≡ 0 ∀ i (5.10)
The polyhedral boundaries are only needed in the system state space
system and not in the input space, thus:
W
i
≡ 0 ∀ i (5.11)
As the gain of the three PT1-elements is one, following condition shall
be met in steady state:
XSS = USS (5.12)
which results in:
B
i
= (A− I) ∀ i (5.13)
with I being the identity matrix of appropriate dimension. Denote that
A only has eigenvalues with negative real part. Thus, to reproduce the
Wiener type dynamics, the following system matrices result:
X(k + 1) = A ·X(k) +B ·U(k) (5.14)
Y(k) = C
i
·X(k) + f
i
(5.15)
i s. t. H
i
·X(k) ≤ K
i
(5.16)
Consequently, the matrix A and B are known and it remains the iden-
tification of the static relationship between input and output, which is
described by the matrices Hi, Ki, Ci and f i. For the computation of
these matrices, measurements from the PCCI engine at a constant speed
of 2000 1/min were available from preceding works in the Collaborative
Research Center (CRC) 686, see [24].
If the guardlines for the PWA model are known, then the identifica-
tion is straightforward, as e. g. regression analysis can be used for each
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partition. If the guardlines of the PWA model are not known, then the
identification becomes more complex. Different techniques are available
for this procedure. In the case of clustering based identification tech-
niques the following three steps are carried out: first, the data set is
partitioned into m clusters; second, the input data space is divided into
m partitions according to the clusters to compute the parameters for
the guardlines; and third, a standard identification technique, such as
the regression analysis, can be used to identify the model for each par-
tition. Different clustering algorithms can be employed for the first step
of the identification. One example is the k-means clustering, which was
proposed in [30] and [67]. Other than these algorithms, correlation clus-
tering algorithms were also developed and applied for the measurement
data from the PCCI engine as shown in [48].
The clustering result from [48], was applied in a MPC framework for
PCCI control. The closed-loop control is possible with the computed
model, as can be seen in [7]. The drawback is that the robustness is
very limited, given that only a narrow band of the weighting matrices in
the MPC can be applied for satisfying closed-loop control action. The
problem is that a chattering behavior of the computed actuated values
arises, which is not desired for the PCCI control. One of the reasons
for the chattering behavior is the discontinuous output space, which is
produced by the above-mentioned clustering algorithms. In MiL exper-
iments, it was investigated that better closed-loop control behavior is
gained with continuous models. As a Wiener model is used, the system
state space is already continuous. For the output space, following con-
ditions are additionally imposed for the identification procedure, while
respecting that XSS = USS:
C
i
·USS + f
i
= C
j
·USS + f
j
(5.17)
∀ USS ∈ (H
i
·USS ≤ K
i
∩ H
j
·USS ≤ K
j
) (5.18)
This condition realizes smooth outputs over the PWAmodel boundaries.
PWA models satisfying this condition are frequently called hinging hy-
perplanes, with the basic idea first introduced in [20]. Every hinge func-
tion h(USS) consists of two hyperplanes, which are continuously joined
together. Let
C
+
·USS + f
+
, C
−
·USS + f
−
(5.19)
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denote two hyperplanes, which are joined together at the guardlines:
USS, s. t. (C
+
− C
−
) ·USS + f
+
− f
−
= 0 (5.20)
in [20, 76, 82], algorithms are described that determine the hinge func-
tions. The iterative hinge finding algorithm described in [20] was further
improved in [49]. Rather than using several random initializations for
the iterations, the use of the principal Hessian direction is proposed
for determining good initialization parameters in this work. In [49], the
identification of the PCCI engine measurement data with this algorithm
is depicted. The algorithm from this work was used in this thesis for
the identification of the PCCI engine.
5.3.3 Identification Results
In Figure 5.6, the steady state measurement data from the PCCI engine
for the three outputs YIMEP, YCA50 and YDPMAX for varying UFMI, USOI
and constant UEGR = 30% is depicted in green. The nonlinear behavior,
especially in YCA50 and YDPMAX, can be seen. For the measurement data
of YDPMAX, even a gain inversion is present, which poses challenges for
the closed-loop control.
The results from the NN model identification are illustrated in Fig-
ure 5.6. In the figure, the simulated steady state NN model data are de-
picted along with the measurement data. The resulting model is able to
accurately reproduce the nonlinear behavior of the measurement data.
A good trade-off between accuracy and suitable interpolation behavior
was found for six neurons.
In Figure 5.7, the results from the PWA model identification are shown,
whereby the steady state output hyperplanes of the PWA model are de-
picted along with the same measurement data, as in Figure 5.6. The
PWA model reproduces the measurement data qualitatively very well.
The results show that the hinging hyperplanes algorithm is capable of
identifying the areas with different system behavior. With the affine
models in the different partitions, the nonlinear behavior of the mea-
surement data can be reproduced very well. Furthermore, the resulting
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guardlines for the partitions are illustrated in Figure 5.7. A good trade-
off between number of hinges and accuracy of the model was achieved
with five hinges, which result in 21 partitions for the PWA model. The
partitioning of the input space is illustrated in Figure 5.8.
A quantitative comparison of the reproduction behavior of the two mod-
els can be seen in Table 5.2. Both models are able to reproduce the
measurement data in a highly accurate manner. Small advantages re-
sult for the NN in the case of YCA50, whereas YIMEP can be slightly
better reproduced by the PWA model. The difference from the NN and
the PWA model allows investigating the robustness of the control algo-
rithm. Moreover, the control behavior was also investigated for some
perturbations of the static and dynamic behavior.
Table 5.2: Comparison of RMSE values for PWAModel and Neural Network
Piecewise Affine Neural Network
RMSE YIMEP (bar) 0.13 0.25
RMSE YCA50 (°CA) 0.93 0.54
RMSE YDPMAX (bar/°CA) 0.60 0.60
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Figure 5.6: Steady State Measurement Data Along With the Simulated
Steady State Model Output From the Identified NN Model For
(a) YIMEP (b) YCA50 (c) YDPMAX
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Figure 5.7: Steady State Measurement Data Along With the Simulated
Steady State Model Output From the Identified PWA Model
For (a) YIMEP (b) YCA50 (c) YDPMAX
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Figure 5.8: PWA Model Clustering With 5 Hinges and 21 Partitions
5.4 Control Concept for the PCCI Process
The control algorithm for the PCCI engine comprises different parts, as
can be seen in Figure 5.9. There is a Kalman-Filter, which is used for
estimating the states and disturbances of the system. Additionally, a
two-stage MPC is used: in the first stage, the steady state is calculated;
subsequent, in the second stage, the solution of the steady state opti-
mization is used for dynamic optimization. The calculations of both
stages are performed online. In the following, the different components
are explained in further detail.
The inputs for the control algorithm are the references for YIMEP,ref and
YCA50,ref and the recent measurements of the three output variables. As
in the case of the GCAI engine, only the recent (and no predictive)
driver request is known in the evaluated approach. Thus, the reference
values are taken as
Yref(k+i|k) = Yref(k) = const. , with i = 1, . . . ,Hp (5.21)
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Figure 5.9: Control Algorithm for PCCI Engine
5.4.1 Disturbance Model
In the PCCI case, reference tracking is required. The requirement for
the reference tracking is offset-free tracking subject to the condition that
the reference values and the disturbances are asymptotically constant.
In the GCAI case, these conditions lead to the applicability of linear
theory. In the PCCI case, the PWA Model is nonlinear even if constant
disturbances are assumed; thus, nonlinear theory has to be applied.
in [65], the requirements for off-set free control in the nonlinear case are
explained. As in the linear case, the system model has to be augmented
by a disturbance model. If the results from [65] are applied to the PWA
system, the following condition has to hold for offset-free tracking:
rank
[
Ai − I 0
Ci I
]
= n+ nd (5.22)
i(k) s. t. H
i(k)
·X(k) ≤ K
i(k)
(5.23)
A suitable choice for the number of disturbances is equal to the number
of measurement variables nd = ny. The augmented model was chosen
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as follows:
[
X(k + 1)
XDis(k + 1)
]
︸ ︷︷ ︸
X˜
=
[
A 0
0 I
]
︸ ︷︷ ︸
A˜
·
[
X(k)
XDis(k)
]
+
[
B
0
]
︸︷︷︸
B˜
·U(k) (5.24)
Y(k) =
[
Ci(k) I
]
︸ ︷︷ ︸
C˜
·
[
X(k)
XDis(k)
]
+ f
i(k)
(5.25)
i(k) s. t. H
i(k)
·X(k) ≤ K
i(k)
(5.26)
Based upon the aforementioned assumptions, the augmented process
model in eq. (5.24) - (5.25) can be used to achieve locally offset-free
control in MPC. By this augmentation, a state-space model with the
new states X˜ and the characterizing matrices A˜, B˜ and C˜i(k) and f i(k)
follows. The disturbance states XDis are characterized by an integrating
behavior and thus provide an adjustment between the measured and
predicted value.
5.4.2 Observer Design
As in the GCAI case, the PCCI process is also subject to measurement
and process noise. Thus, the process is modeled as a stochastic PWA
system and a Kalman-Filter is advantageous for observation of the sys-
tem states. Nonetheless, a single linear Kalman-Filter would not lead
to a stable estimator, as an inversion of the gain is present in the inves-
tigated system. Consequently, a switched Kalman-Filter is used as the
observer. A similar approach was also used in [13] and [75] for PWA
systems. The stochastic model can be described as:
[
X(k + 1)
XDis(k + 1)
]
︸ ︷︷ ︸
X˜
=
[
A 0
0 I
]
︸ ︷︷ ︸
A˜
·
[
X(k)
XDis(k)
]
+
[
B
0
]
︸︷︷︸
B˜
·U(k) + vk (5.27)
Y(k) =
[
Ci(k) I
]
︸ ︷︷ ︸
C˜
·
[
X(k)
XDis(k)
]
+ f
i(k)
+ wk (5.28)
i(k) s. t. H
i(k)
·X(k) ≤ K
i(k)
(5.29)
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vk and wk represent the measurement and the process noise, respectively.
The following equations result for the update process, whereby the a
priori estimates for the next time step for the system state X˜−
es,k
and
the a priori estimate for the error covariance P−
k
are calculated. QKF
and RKF represent the process noise covariance and the measurement
noise covariance, respectively, see also section 3.4.2.
X˜
−
es,k
= A˜ · X˜es,k−1 + B˜ ·Uk−1 (5.30)
P
−
k
= A˜ ·Pk−1 · A˜
T
+QKF (5.31)
i(k) s. t. H
i(k)
· X˜es,k ≤ K
i(k)
(5.32)
In the second step, called correction step, the a priori estimates are
updated based on the recent measured values. The resulting values of
this calculation are the a posteriori estimates for the system state X˜es,k
and the error covariance Pk. The calculated values for the states are
passed to the MPC algorithm X˜es(k) = X˜es,k. As a PWA model is used,
the active region has to be determined first, and is calculated by using
the a priori estimates X˜−
es,k
. If the active region is known, the standard
Kalman-Filter equations can be used. The following equations result
for the correction step:
Lk =
P−
k
· (C˜i(k))T
C˜i(k) ·P−
k
· (C˜i(k))T +RKF
(5.33)
X˜es,k = X˜
−
es,k
+ Lk · (ymeas,k − C˜
i(k)
· X˜
−
es,k
− f
i(k)
) (5.34)
Pk = (I− Lk · C˜
i(k)
) ·P
−
k
(5.35)
Consequently, in steady state there are the same number of values for
Lk as partitions in the PWA model. The structure of the filter is com-
parable to the extended Kalman-Filter, see [91].
5.4.3 Target Selector
In this section, the algorithm for determining the steady state values of
the actuated variables USS is explained. In the best case, the actuated
variables lead in steady state to the reference values: YSS(USS) = Yref.
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Given that inequality constraints are present and the number of inputs
and outputs are not the same, a mathematical program is used for cal-
culating USS. A methodology for finding USS under these requirements
has already been presented in the GCAI part. Nonetheless, a different
methodology is developed for the PCCI case, which has two reasons as
explained in the following.
As three actuated variables are present, the reference values for YIMEP
and YCA50 can be obtained by several input combinations USS. In the
GCAI case, a unique solution was obtained by including pre-determined
values in the cost function. The main objective of the pre-determined
values is to prevent the saturation of the actuated variables. As the
PCCI process is stable and no distinctive cycle-to-cycle dynamics is
present, the controller can take more economic advantage of the multiple
solutions. From a practical perspective one can imagine that one load
can be achieved in the conventional driving mode and in the PCCI
mode, where the possible solutions have different properties such as fuel
consumption and DPMAX. Consequently, the steady state reference
values of YIMEP and YCA50 can be achieved, while minimizing at the
same time other criteria as the mentioned fuel consumption UFMI or
the value for noise emissions YDPMAX. Thus, it is possible to consider
multiobjectives.
The second reason is the infeasibility handling. In the GCAI case, the
infeasibility handling was managed by soft constraints with exact penal-
ties. As a linear model is used for every time step, it is manageable to
find a suitable parametrization. For the nonlinear PCCI model, it is
complex to find one parameter set that is robust enough that it is ap-
plicable over the entire operating range. As a different output behavior
is present in every operating point, one single parameter set does not
result in a satisfying behavior.
To satisfy these two objectives, the calculation of USS is conducted by
using the following optimization task:
min
USS
JSS (5.36)
with
JSS = ‖YDPMAX‖
2
QS,DPMAX
+ ‖UFMI‖
2
RS,FMI
(5.37)
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subject to:
YSS(k) = C
i(k)
· (I−A) ·B ·USS(k) + f
i(k)
+XDis(k) (5.38)
i(k) s. t. H
i(k)
·USS(k) ≤ K
i(k)
(5.39)
UMin ≤ USS ≤ UMax (5.40)
YIMEP,SS = YIMEP,ref (5.41)
YCA50,SS = YCA50,ref (5.42)
The infinite number of solutions for the reference tracking is practi-
cally reduced to one unique solution, due to the cost function, which
quadratically minimizes YDPMAX and UFMI in the cost function. As this
cost function chooses, the most economic among all possible, it is called
the economic cost function in the following. As only the steady state
solutions are of interest, it is possible to consider the steady state sim-
plification of the originally dynamic model, see eq. (5.38). Given that all
linear models contained in the PWA system are open-loop stable and
no integrating behavior is present, the steady state gain for each linear
model can be calculated. In steady state, it holds that USS = XSS, why
the guardlines of the PWA can be reformulated to eq. (5.39). More-
over, the limitations on the actuated variables are also considered in
the constraints, eq. (5.40). The steady state tracking of the reference
value for YIMEP and YCA50 are introduced as equality constraints with an
additional infeasibility handling, as explained later. The given problem
set is nonlinear as the system matrices C and f depend on the actu-
ated values USS. In this case, the optimization problem can be solved
by complete enumeration, whereby all s possible partitions are checked
for the minimum. For each possible partition, one convex optimization
problem JSS,r can be formulated, with r ∈ {1, . . . ,s}, where the current
mode is set i(k) = r.
min
USS
JSS,r, with r ∈ 1,...,s (5.43)
where
JSS,r = ‖YDPMAX‖
2
QS,DPMAX
+ ‖UFMI‖
2
RS,FMI
(5.44)
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subject to:
YSS(k) = C
r
· (I−A) ·B ·USS + f
r
+XDis(k) (5.45)
H
r
·USS ≤ K
r
(5.46)
UMin ≤ USS ≤ UMax (5.47)
YIMEP = YIMEP,ref (5.48)
YCA50 = YCA50,ref (5.49)
The overall minimizer J∗ of the problem stated in (5.36) results from
comparing the s convex optimization problems, defined by eq. (5.43).
The actuated values minimizing the s optimization problems are equal
to U∗
SS
minimizing the original cost function JSS. Consequently, the
original problem can be solved by complete enumeration of all possible
partitions.
J
∗
SS
= min
{
J
∗
SS,1
, . . . ,J
∗
SS,s
}
(5.50)
As equality constraints are present, infeasibility handling is needed. In-
stead of using soft constraints with exact penalties, prioritized con-
straints are used to solve the optimization task with hard constraints.
With prioritized constraints, different prioritization are given to fulfill
the different constraints. For further readings regarding the prioritized
constraints, see [55] or [88].
The idea of prioritized constraints is to satisfy as many hard constraints
as possible in the order of their priority level. The different prioritized
constraints are called g(USS) with a reformulation such that g(USS) ≤ 0 is
desired. The different constraints are sorted according to their priority,
with g1 as the lowest priority and gq as the highest priority. The task
for prioritized constraints is to satisfy all constraints, according to their
priority until gi ≥ 0. The constraints with lower priority than i are
subsequently neglected.
In the present case, the prioritized constraints are introduced for
YIMEP,SS = YIMEP,ref and
YCA50,SS = YCA50,ref.
The following algorithm is used to solve the prioritized constraints:
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Step (1). Solve the optimization task with hard constraints on YIMEP,SS
and YCA50,SS. If at least one of the optimization problems defined by
JSS,r is feasible, go to step (4).
Step (2). Solve the optimization task with hard constraints on YIMEP
and soft constraints on YCA50. If at least one of the optimization prob-
lems defined by JSS,r is feasible, go to step (4).
Step (3). Solve the optimization task with soft constraints on YIMEP
and YCA50.
Step (4). Find the minimizer of all feasible solutions
With this algorithm, the maximum number of possible hard constraints
are realized. As both constraints are softened in (3), a feasible solu-
tion is definitively found with this algorithm. Note that through this
optimization, the number of objectives in the multiple objectives is not
limited; rather, it is independent of the number of actuated variables.
This concept makes it possible e. g. to extend the objectives in future
works, to include the reduction of emissions.
5.4.4 Dynamic Regulator
The dynamic regulator compensates for the arising dynamics in the
PCCI engine. Consequently, the MPC is based on the augmented pro-
cess model including the dynamic behavior in this part. The prior
calculated steady state actuated values serve as input for the dynamic
regulation. In the dynamic regulator, the actuated values are calcu-
lated, which are applied to the plant. For this reason, the cost function
described by eq. (5.51) is used. In the cost function deviations of the
controlled outputs from the reference values Yref are pruned, as well as
changes of the actuated values ΔU and the deviations from USS. Here,
Hu denotes the length of the control horizon and Hp the length of the
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prediction horizon. In the cost function, a quadratic norm is used:
J =
Hu−1∑
j=0
[
‖U(k+j|k) −USS(k))‖
2
RD(j)
+ ‖ΔU(k+j|k)‖
2
SD(j)
]
+
Hp∑
j=1
‖Y(k+j|k) −Yref(k)‖
2
QD(j)
(5.51)
Hereby, ΔU(k+j|k) is defined as:
ΔU(k+j|k) = U(k+j|k) −U(k+j−1|k) (5.52)
such that U(k+j|k) can be calculated as:
U(k+j|k) = U(k − 1) +
j∑
i=0
ΔU(k+i|k) (5.53)
and the actuated values, which are applied to the plant are calculated
as follows:
U(k) = USS(k) + ΔU
∗
(k|k) (5.54)
where U∗(k|k) are the first values of the calculated optimal actuated val-
ues. The weighting matrices QD(j), RD(j) and SD(j) are block diagonal
matrices.
QD(1) = . . . = QD(Hp − 1)
= diag [ QD,IMEP ; QD,CA50]
(5.55)
RD(1) = . . . = RD(Hu)
= diag [ RD,DOI1 ; QD,DOI2 ; RD,EVC]
(5.56)
SD(1) = . . . = SD(Hu)
= diag [ SD,DOI1 ; SD,DOI2 ; SD,EVC]
(5.57)
Additionally with the factor ρ, a terminal cost is added for positive
influence on stability issues (see [80]).
QD(Hp) = diag [ ρ ·QD,IMEP ; ρ ·QD,CA50 ] (5.58)
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The following optimization problem has to be solved in every time step
to determine the actuated values applied to the plant:
min
ΔU
J (5.59)
subject to:
X˜(k+j+1|k) = A˜ · X˜(k+j|k) + B˜ ·U(k+j|k) , j = 0, . . . ,Hp − 1 (5.60)
Y(k+j|k) = C˜
i(k+j|k)
· X˜(k+j|k) + f
i(k+j|k)
, j = 1, . . . ,Hp (5.61)
i(k + j | k) s. t. H
i(k+j|k)
· X˜(k+j|k) ≤ K
i(k+j)
, j = 1, . . . ,Hu − 1 (5.62)
UMin ≤ U(k+j|k) ≤ UMax , j = 1, . . . ,Hu − 1 (5.63)
where J denotes the cost function described by eq. (5.51), which has
to be minimized. UMin and UMax are the absolute constraints for the
actuated values. The constraints result from physical limitations of the
actuator and process limitations. In order to account for mismatch
between the controller-internal model and the real world behavior, the
augmented process model is used, which provides an alignment between
the model prediction Y(k | k−1) and the measured value Ymeas(k). Note
that the YDPMAX values are only considered in the target selector, given
that the steady states values are most important for reduction of noise.
The transients are not considered as the contribution in transients is
only little to the overall amount, because no overshoots are present and
steady state is reached quickly. In the given case, the prediction of the
system behavior is based on a PWA model. Consequently, no convex
optimization is present any more; instead, a Mixed Integer Quadratic
Program (MIQP) has to be solved. The PWA based MPC is called
hybrid MPC, see [18]. In hybrid MPC, the model can be described,
among others, by a mixed logical dynamical (MLD) model or a PWA
model. The different modeling types can be transformed into each other,
see [14]. For the PCCI engine, the PWA model is directly used for solv-
ing the optimization problem. For a one-step prediction, it results:
Y(k+1|k) =C˜
i(k+1|k)
·
[
A˜ · X˜(k|k) + B˜ ·U(k|k)
]
+ f
i(k+1|k)
(5.64)
i(k + 1 | k) s. t. H
i(k+1|k)
·X(k+1|k) ≤ K
i(k+1|k)
(5.65)
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which can be reformulated as:
Y
(k+1|k) =C˜
i(k+1|k)
·
[
A˜ · X˜
(k|k) + B˜ ·U(k − 1) + B˜ ·ΔU(k|k)
]
+ f
i(k+1|k)
(5.66)
i(k + 1 | k) s. t. H
i(k+1|k)
·X
(k+1|k) ≤ K
i(k+1|k)
(5.67)
By introducing:
Φ (l) =
⎧⎨
⎩
(
l−1∑
p=0
A˜p
)
B˜ , l ≥ 1
0 , l < 1
(5.68)
i(k) s. t. H
i(k)
·X(k) ≤ K
i(k)
(5.69)
With respect toΔU (k + j |k ) = 0 for j ≥ Hu, it follows for the prediction
horizon:
Y (· |k ) =
⎡
⎢⎣
Y
(k+1|k)
...
Y
(k+Hp|k)
⎤
⎥⎦
T
(5.70)
Y (· |k ) =
⎡
⎢⎣
C˜i(k+1|k)A˜1
...
C˜i(k+Hp|k)A˜Hp
⎤
⎥⎦ · X˜ (k) +
⎡
⎢⎣
f i(k+1|k)
...
f i((k+Hp|k))
⎤
⎥⎦
+
⎡
⎢⎢⎢⎢⎢⎣
C˜i((k+1|k))
(
1−1∑
l=0
A˜i
)
B˜
...
C˜i((k+Hp|k))
(
Hp−1∑
l=0
A˜i
)
B˜
⎤
⎥⎥⎥⎥⎥⎦
·U (k − 1) (5.71)
+
⎡
⎢⎣
C˜i((k+1|k)) ·Φ (1) · · · C˜i((k+1|k)) ·Φ (1−Hu + 1)
...
. . .
...
C˜i((k+Hp|k)) ·Φ (Hp) · · · C˜
i((k+Hp|k)) ·Φ (Hp −Hu + 1)
⎤
⎥⎦
·
⎡
⎢⎣
ΔU
(k+1|k)
...
ΔU
(k+Hu−1|k)
⎤
⎥⎦
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As C˜ and f depend on X (· |k ), they are affected by ΔU (· |k ). Conse-
quently, a non-convex, nonlinear program is present. There are different
ways to solve the optimization problem stated in (5.59). One possible
way is to translate the given PWA model into a Mixed Logical Dynami-
cal (MLD) system, as stated in [41]. The resulting optimization problem
can be cast into a mixed integer quadratic program (MIQP) and subse-
quently solved offline to obtain an explicit controller [15]. As mentioned
in the introduction, the resulting explicit control would become very
complex, such that it does not have any advantage compared to online
solution regarding the online computation time. As result, the evolving
optimization problem is solved online. For this reason, the set of all
feasible switching sequences over the prediction horizon are denoted as
vr, see [18]. Furthermore, the k-th element of the switching sequence vr
is defined as vr(k), i.e. if vr(k) = l, it results i = l s. t. H
l ·X(k) ≤ Kl.
In the present case, the guardlines of the PWA model are clustered
concerning the state variables, which leads to r ∈
{
1, . . . ,s
Hp
}
possible
switching sequences, where s denotes the number of partitions of the
PWA model. For each possible switching sequence vr, one finite-time
optimal control (FTOC) problem Jr can be formulated. The result-
ing FTOC problems are similar to the control problems arising in a
standard linear constrained MPC.
min
ΔU
Jr, with i(k) = vr(k) (5.72)
For each single optimization task, it follows one quadratic program:
J =
Hu−1∑
j=0
[
‖U(k+j|k) −USS(k))‖
2
RD(j)
+ ‖ΔU(k+j|k)‖
2
SD(j)
]
+
Hp∑
j=1
‖Y(k+j|k) −Yref(k)‖
2
QD(j)
(5.73)
subject to
X(k+j+1|k) = AAug ·X(k+j|k) +BAug ·U(k+j|k) ,
j = 0, . . . ,Hp − 1
(5.74)
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Y(k+j|k) = C
vr(k+j)
Aug
·X(k+j|k) + f
vr(k+j)
, j = 1, . . . ,Hp (5.75)
H
vr(k+j) ·X(k+j|k) ≤ K
vr(k+j)
, j = 1, . . . ,Hp (5.76)
UMin ≤ U(k+j|k) ≤ UMax , j = 0, . . . ,Hp − 1 (5.77)
The overall minimizer J∗ of the problem stated in eq. (5.59) results from
comparing the sHp FTOC problems, defined by eq. (5.72).
J
∗
= min
{
J
∗
1 ,...,J
∗
s
Hp
}
(5.78)
The control sequence minimizing the sHp FTOC problems is equal to
the control sequence ΔU∗ minimizing the original cost function J . Con-
sequently, the original problem can be solved by complete enumeration
of all possible switching sequences. One of the advantages is that the
algorithm is well suited for parallel computation. As the reduced opti-
mization problems are standard FTOC problems, well-known QP solv-
ing techniques can be used.
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6 Simulative Evaluation of the
PCCI Control
In the following, the PWA based MPC control approach of the PCCI
combustion process is evaluated. For this reason, closed-loop simu-
lations with different controller settings are performed for a constant
engine speed of 2000 1/min. Matlab/Simulink was used for the imple-
mentation of the controllers and QP-Oases (see [31]) as QP-Solver. In
all following results, MiL experiments are conducted with the NN as
plant model, as shown in 5.2.4, where the MiL structure is introduced.
This gives a mismatch between plant and control model, such that the
robustness of the controller can be evaluated. For the analysis of the
control algorithm, one setpoint profile is always used. This setpoint
profile comprises ramps, steps and sinusoidal parts for YIMEP,ref and
YCA50,ref. Besides the general applicability and the multiobjective fea-
tures of the control algorithm, it is also investigated whether a simpler
control algorithm leads to comparable control results. The simulations
were run on a Intel Pentium 2.8GHz computer.
In the optimization problem, the sampling time is chosen to TS = 60ms,
which is equal to the duration of one cycle at 2000 1/min. The states
X˜(k) are determined in all test cases and MPC methods by the Kalman-
Filter according to chapter 5.4.2. The same Kalman-Filter algorithm is
used for all test cases, such that the influence of the state observer on
the control results can be neglected. All control algorithms also use the
same constraints on the actuated values. They are set according to the
actuator and process limitations of the engine:
⎡
⎣
10
20
−10
⎤
⎦ ≤
⎡
⎣
UFMI
UEGR
USOI
⎤
⎦ ≤
⎡
⎣
20
50
−45
⎤
⎦
⎛
⎝
mm
3
/cycle
%
°CA aTDC
⎞
⎠ (6.1)
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6.1 Evaluation of the Applicability of Hybrid
MPC for Real-Time Application
First, the hybrid MPC control approach is evaluated regarding its ap-
plicability for the PCCI engine. For the evaluation of the general ap-
plicability, the hybrid MPC controller is simulated in closed-loop with
the NN superimposed by stochastic noise as the plant model. With
this test case, the PWA-based Kalman-Filter and the robustness of the
hybrid MPC approach against stochastic noise and disturbances can
be verified, which are basic prerequisites for the controller’s successful
operation on the engine.
Figure 6.1 and 6.2 present the simulation results of the hybrid MPC
controller for a setpoint profile at constant engine speed. The simula-
tion results show stable closed-loop behavior during the given setpoint
profile. In addition, the controller is able to track the setpoints offset-
free and with fast dynamics. Even if the setpoints change in a step-wise
manner, the controller can still track the setpoints for both controlled
variables at the same time with high control performance and without
strong overshoots. The tracking performance shows high quality over
the entire operating range despite the strong nonlinear behavior. As
there is a mismatch between the MPC model and the plant model, it
can be stated that the controller is somewhat robust against model-
mismatch. Another common problem with hybrid MPC controllers is
chattering behavior, see [11]. Although the PWA model used has 21
partitions, the actuated variables do not show chattering behavior. The
reasons are the use of a continuous model and the two-stage approach,
which both prevent chattering. Moreover, the PWA based Kalman-
Filter seems to work appropriately and shows neither chattering nor
discontinuous behavior. As the changeover between the models at the
boundaries is continuous, no jumps in the estimated states occur. Over-
all, it can be seen that the control algorithm in combination with the
Kalman-Filter seems to work appropriately for the given problem set. In
Figure 6.2 beside the actuated variables, the current mode of the PWA
model is also depicted, indicating that switches between the modes are
performed.
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Figure 6.1: Evaluation of Hybrid MPC for the PCCI process including
stochastic noise - Controlled Variables
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Figure 6.2: Evaluation of Hybrid MPC for the PCCI process including
stochastic noise - Actuated Variables
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Now, that the functionality of the hybrid MPC is validated, subse-
quently the real-time feasibility is tested, which is one of the main chal-
lenges for MPC in the area of engine control. For usage of the control
algorithm in the ICE, a computation time of approx. TS = 60ms is
available. Thus, the resulting computation time for the hybrid MPC
has to be less than the 60ms. For this reason, it is investigated what
turn-around times are reached with the proposed control algorithm. For
evaluation, two simulations with different control and prediction hori-
zons are compared to each other. To render a comparison feasible, the
stochastic noise is neglected for these tests, as well as in all following
test cases.
In the case of hybrid MPC, the calculation complexity grows exponen-
tially with the prediction horizon. Consequently, a short prediction and
control horizon are used to encounter the real-time feasibility. In Fig-
ure 6.3 and 6.4, the simulation results for a controller with prediction
horizon of Hp = 1 and a control horizon of Hu = 1 is compared to a
controller with Hp = 2 and Hu = 2. The rest of the parameters are
set to the same values for both controllers. Along with the simulation
plots, the main quantitative results are detailed in Table 6.1.
The control results for all three inputs and outputs only differ marginally.
The RMSE for tracking YIMEP, YCA50 and the average of YDPMAX are
approximately the same in both cases, such that from a control perfor-
mance perspective there is no advantage to one of the two controller
settings. A huge difference exists in terms of the computation time.
For the controller with Hp = Hu = 1, the requirements for real-time
Table 6.1: Comparison Between Hybrid MPCWith Different Prediction and
Control Horizons
Hp = Hu = 1 Hp = Hu = 2
RMSE YIMEP (bar) 0.08 0.08
RMSE YCA50 (°CA) 0.49 0.47
Avg. YDPMAX (bar/°CA) 7.4 7.4
Computation Time (ms) 43 1080
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capability are met, although for Hp = Hu = 2 the computation time by
far exceeds the maximum available computation time. The short pre-
diction horizons are appropriate as, the dynamics are not too complex
(compared to the case of a non-minimum phase system e. g.) and the
system is open-loop stable. Additionally, due to the two-stage approach,
in every sampling step the steady state values are incorporated in the
optimization algorithm, which has a comparable effect to the terminal
cost. Overall, it can be stated that the controller with Hp = Hu = 1
gives good control results and is real-time capable. As there is no ad-
vantage in longer control and prediction horizons, the prediction and
control horizon Hp = Hu = 1 are used in the following.
6.2 Comparison of Hybrid MPC to Linear and
LPV MPC
Now that it has been validated that the controller gives good control
performance, is real-time capable and able to handle the stochastic sig-
nals, it is investigated whether such a complex nonlinear MPC is ad-
vantageous over simpler controllers. For this reason, the hybrid control
approach is compared to a linear MPC and a LPV MPC. Linear MPC
has the advantage that it is the most simple MPC algorithm but has
disadvantages if the controlled process becomes too complex and non-
linear. The LPV MPC is often used, when linear MPC is not sufficient.
In LPV MPC, the recent linear model is used for prediction in every
sampling step, which makes the optimization complexity comparable
to that of linear MPC. The linear model results e. g. through lineariza-
tion of a more complex process model at the recent operating point.
Thus, process models such as NN or physical models can be incorpo-
rated. These complex process models forbid full nonlinear optimization
in every sampling step.
For evaluation of the three controllers, the performance of tracking
YIMEP, YCA50 and minimizing YDPMAX are compared to each other. All
three controllers use the same main weighting matrices: QD,IMEP = 50,
QD,CA50 = 1, SD,SOI = 1, SD,EGR = 1 and SD,FMI = 1. The differences in
the controllers are explained in the following:
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Hybrid MPC: The Hybrid MPC is equal to the one described in sec-
tion 5.4. As the controller-internal model, the PWA model with 21
partitions is used. The following specific parameters are used:
RD,SOI = 8, RD,EGR = 2, RD,FMI = 8, (6.2)
RS,IMEP = [], QS,DPMAX = 0.01 (6.3)
LPV MPC: For the LPV MPC, almost any nonlinear model that ap-
propriately reproduces the measurement data can be used. The qual-
itative results gained for the LPV MPC are independent of the used
model. However, by using the same PWA model as in the case of hy-
brid MPC, influences of the model can be discarded and it is possible
to simply evaluate the control method. The LPV MPC uses the cost
function described in eq. (6.4).
J =
Hp∑
j=1
[
‖Y(k+j|k) −Yref (k)‖
2
QD(j)
+ ‖YDPMAX,(k+j|k)‖
2
QDPMAX(j)
]
+
Hu−1∑
j=0
‖ΔU(k+j|k)‖
2
SD(j)
(6.4)
subject to:
X˜(k+j+1|k) = A˜ · X˜(k+j|k) + B˜ ·U(k+j|k) , j = 0, . . . ,Hp − 1 (6.5)
Y(k+j|k) = C˜
i(k+j|k)
· X˜(k+j|k) + f
i(k+j|k)
, j = 1, . . . ,Hp (6.6)
i(k + j | k) = i(k) s. t. H
i(k)
·Xes,k ≤ K
i(k)
, j = 0, . . . ,Hu − 1 (6.7)
UMin ≤ U(k+j|k) ≤ UMax + , j = 1, . . . ,Hu − 1 (6.8)
with
QDPMAX = 0.01 (6.9)
In the LPV MPC, it is assumed that i(k + j | k) = i(k) holds; thus only
the most recent linear model is used for prediction, which is updated in
every sampling step. The steady state calculation (based on the recent
linear model) is neglected in this case, given that the calculation would
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Table 6.2: Comparison Between Hybrid MPC, LPV MPC, Linear MPC for
Minimization of DPMAX
Hybrid LPV Linear
RMS YIMEP (bar) 0.08 0.07 0.10
RMS YCA50 (°CA) 0.49 0.52 3.0
Avg. YDPMAX (bar/°CA) 7.4 8.8 8.4
Computation Time (ms) 43 2.7 2.7
result in a large offset to the ’real’ steady state solution and thus the
control result would be unacceptable. Consequently, the LPV MPC
approach can be compared to a gradient based search for the control
solution.
Linear MPC: The linear MPC is even simpler than the LPV MPC.
The same cost function given by eq. (6.4) as in the LPV MPC case is
used. For the same reason as in LPV MPC, the steady-state calculation
is also discarded. For the linear MPC one single linear model, which
does not change over time, is used in each time step. Thus, replacing
in eq. (6.6) i(k + j | k) = i(k) by:
i(k + j | k) = const. , ∀ k, j (6.10)
The results presented for the linear MPC controller are based on one
of the 21 models identified for the PWA model. While other different
linear models were also tested, they lead to comparable results. The
following specific parameter is used:
QDPMAX = 0.01 (6.11)
Closed-loop simulations were conducted with the three different con-
trollers for the same setpoint profile and initial conditions. In Fig-
ure 6.5, the simulated controlled variables and in Figure 6.6 the cor-
responding actuated values are shown. Moreover, Table 6.2 shows a
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Figure 6.5: Comparison Between Hybrid MPC, LPV MPC, Linear MPC for
Minimization of DPMAX - Controlled Variables
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quantitative comparison for the three controllers based on the RMSE,
average YDPMAX and computation time.
The linear MPC is unable to track the reference values for YIMEP,ref and
YCA50,ref appropriately during the entire simulation time. A strongly
operating point-dependent control performance can be seen. In the
time span between t = 5 s and t = 20 s, the linear MPC controller is
able to track the references without offset in steady state, whereas, for
t < 5 s and t > 20 s an offset results even in steady state. The reason is
that the single linear model used only reproduces the dynamic behavior
sufficiently well for some operating points. In the other operating points,
the model mismatch between the process and linear model is too large
and the controller fails to track the reference offset-free. Consequently,
the nonlinearity of the process has to be considered for a good control
performance over the entire operating range.
In contrast to the linear MPC, the hybrid MPC controller is able to
track the reference YIMEP,ref and YCA50,ref offset-free in every operating
point. Indeed, the same holds for the LPV MPC. The resulting RMSE
values for the two controllers are approximately the same for the hybrid
MPC and the LPV MPC; thus, the tracking performance is comparable.
Both controllers were calibrated such that YDPMAX is minimized, while
reference tracking the other values. The hybrid MPC is able to produce
16% less noise emissions compared to the LPV MPC.
As the hybrid controller takes into account the different operating point
dependent dynamic characteristics, it is able to globally take the non-
linearities into account in every time step. Consequently, the hybrid
controller is able to find the global minimum with respect to the PWA
model, which minimizes YDPMAX for every reference value of YIMEP,ref
and YCA50,ref. In contrast, the LPV MPC is only aware of the recent
local dynamic behavior in every timestep; thus, the steady state so-
lution is found iteratively by convex approximations. This procedure
also terminates at a local minimum, by which the discrepancy in the
YDPMAX results. This instance can be observed when looking at the ac-
tuated values. The progress of the actuated values differs significantly.
Whereas the actuated values of the linear MPC and the LPV MPC are
close to the initial values, the hybrid MPC also applies solutions that
have greater distance from the initial conditions. To summarize, it can
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be said that the developed hybrid MPC controller is superior over the
linear MPC and LPV MPC approach.
6.3 Multiobjective Optimization
In the previous section, it was stated that the hybrid MPC framework is
superior over the LPV MPC, given that it is possible to realize a MPC
with economical features; namely, the controller is able to track the
references for some values offset-free, while minimizing a separate cost
function. This feature offers the advantage of being able to optimize
the actuated variables in an economic sense. As already shown, one
can track the references for YIMEP,ref and YCA50,ref while minimizing the
noise emissions YDPMAX. Special attention is drawn to the fact that the
number of variables that shall be minimized in the economic function
is not limited. A multiobjective optimization can be used to find a
pareto optimum. In the case of engine control, this is an important
feature. Usually YIMEP,ref and YCA50,ref shall be reference tracked while
minimizing other values such as the fuel consumption, noise emissions,
pollutant emissions, etc.
In the following, the control algorithm is evaluated concerning this mul-
tiobjective optimization feature. For example, the fuel consumption
UFMI and the noise emissions YDPMAX are taken as values that shall
be minimized. Three different settings are compared to each other:
1) minimization of fuel consumption; 2) minimization of noise emis-
sions; and 3) minimization of noise emissions and fuel consumption. All
three controllers have the following settings in common: QD,IMEP = 50,
QD,CA50 = 1, SD,SOI = 1, SD,EGR = 1, SD,FMI = 1, RD,SOI = 8, RD,EGR = 2,
RD,FMI = 8. The settings in which they differ are mentioned in the
following.
Minimization of fuel consumption:
QS,DPMAX = [], RS,IMEP = 0.1, (6.12)
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Table 6.3: Comparison Between Hybrid MPC Controllers With Optimiza-
tion of DPMAX, Fuel Consumption and Multiobjective (MO)
[DPMAX + Fuel Consumption]
DPMAX-Opt. Fuel-Opt. MO-Opt.
RMSE YIMEP (bar) 0.08 0.07 0.08
Avg. YIMEP (bar) 3.2 3.2 3.2
RMSE YCA50 (°CA) 0.49 0.49 0.52
Avg. YDPMAX (bar/°CA) 7.4 9.1 7.5
Avg. UFMI (mm
3/cycle) 12.8 11.7 12.2
Minimization of noise emissions:
QS,DPMAX = 0.1, RS,IMEP = [], (6.13)
Minimization of noise emissions and fuel consumption:
QS,DPMAX = 0.1, RS,IMEP = 0.55, (6.14)
Closed-loop simulations were conducted with the three different con-
troller settings for the same setpoint profile and initial conditions. In
Figure 6.7 the simulated controlled variables and in Figure 6.8 the corre-
sponding actuated values are shown. Moreover, Table 6.3 shows a quan-
titative comparison for the three controller settings between RMSE, av-
erage fuel consumption UFMI, average YIMEP and average YDPMAX. It can
be seen that all three settings show a good control performance concern-
ing the tracking of the values YIMEP,ref and YCA50,ref. All three manage
to track these values offset-free in steady state. The RMSE values and
the average YIMEP of all three controller settings are approximately the
same.
Beside these, the second requirement of the controller is the minimiza-
tion of the values UFMI and YDPMAX. Comparing the results from the
three controller settings, it can be seen that the fuel optimal controller
setting finds a solution with least fuel consumption, whereas the YDPMAX
optimal controller setting finds a solution with minimal YDPMAX emis-
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Figure 6.7: Comparison Between Hybrid MPC Controllers With Fuel-
Optimizing, DPMAX-Optimizing and Multiobjective Settings
- Controlled Values
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sions. The multiobjective controller setting finds a solution that is just
1% higher concerning the YDPMAX value, compared to the YDPMAX op-
timal controller, while the fuel consumption is reduced by 9%. As ex-
plained earlier, with the hybrid MPC control algorithm, the pareto op-
timum can be found. Despite the fact that all three controllers are able
to track YCA50 and YDPMAX offset-free, the steady state actuated values
of the three controllers are entirely different for all three actuated vari-
ables. This shows that the controller is able to appropriately consider
the nonlinearities of the process.
The solutions found by the hybrid MPC control algorithm are globally
pareto optimal concerning the PWA model used in the optimization
algorithm. The question arises as to what extent the solutions found
online by the control algorithm are away from the global optimum of
the process model, which is a NN in this case. This point becomes inter-
esting, as a mismatch between the process model and the control model
exists. For instance, this is evaluated for one steady state operating
point, with the reference values YIMEP = 3.8 bar and YCA50 = −2.5 °CA,
as present at the time point t = 8 s in the simulation depicted in Fig-
ure 6.7 and Figure 6.8.
In Figure 6.9.a, the iso plane of YIMEP = 3.8 bar is shown for the three
actuated variables in the NN. In the same way, the iso plane of YCA50 =
−2.5 °CA is shown for the three actuated variables in the NN in Fig-
ure 6.9.b. To generate an offset-free solution with YIMEP = 3.8 bar and
YCA50 = −2.5 °CA, the actuated values have to lie on the cross section
of these two iso-planes. The cross-section of the two iso planes is de-
picted in Figure 6.9.c along with the related YDPMAX values. It can be
seen that different YDPMAX values result depending on the used actuated
values. In Figure 6.10.a, the cross-section of the two iso-planes is de-
picted along with the solutions found by the fuel optimal, noise optimal
and multiobjective controller setting. The solution curve existing from
point A -> point B is projected in Figure 6.10.b on the noise emissions
YDPMAX and in Figure 6.10.c on the fuel consumption UFMI. Through
this projection, the differences between the global optimal solution of
the NN process model and the solutions found online by the controller
based on a PWA model can be seen.
The evaluation shows that the fuel consumption generated by the fuel-
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minimizing controller only deviates by 0.7% from the global optimal
solution of the NN. The solution found online by the YDPMAX-minimizing
controller setting is practically the same solution as the global optimal
solution of the NN. The multiobjective solution slightly increases the
YDPMAX value, but also overproportionally reduces UFMI. If a different
proportion of QS,DPMAX/RS,IMEP is used, the solution can be shifted
more towards the fuel optimal or more to the noise optimal solution.
It is possible to conclude that the PWA approximation is very well
suited for the PCCI control. Even if the computation time would allow
using a full nonlinear MPC with a NN, the control results would not
significantly improve. Overall, it can be stated that a solution close to
the global pareto optimal solution can be found in real-time with the
proposed control approach.
6.4 Evaluation of the Control Approach
For the control of the PCCI engine, a hybrid MPC control approach was
presented. The MPC is based on a PWA model of the process including
the conventional and the PCCI operating range. Based on this model,
it is possible to control the engine with both operating modes in the
entire operating range. The MiL experiments show that the values
for YIMEP,ref and YCA50,ref can be tracked without offset in steady state
independent of the reference value. The control approach presented is
real-time feasible and can also handle stochastic noise.
Nonetheless, the outstanding property of the controller is the two-stage
approach. Beside the dynamic regulator, which handles the coupled
dynamics, a steady state calculation is also used, designed such that an
economic cost function is realized. This offers the possibility to track
the references offset-free, while automatically choosing the most suited
actuated values that satisfy this task, e. g. choose between conventional
and PCCI operating range. The search for the best point is calculated
by minimizing the economic function.
In simulations, the hybrid MPC controller was compared to a linear
MPC and a LPV MPC. Whereas the linear MPC is unable to track the
references appropriately, the LPV MPC is able to track the references.
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Figure 6.9: (a) ISO-Plane for YIMEP = 3.8 bar
(b) ISO-Plane for YCA50 = −2.5
◦
CA
(c) ISO-Line for YIMEP = 3.8 bar and YCA50 = −2.5
◦
CA
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Figure 6.10: (a) ISO-Line for YIMEP = 3.8 bar and YCA50 = −2.5
◦
CA
(b) Projection of curve on YDPMAX
(c) Projection of curve on UFMI
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Figure 6.11: Adaptability of Optimization Algorithm
In terms of the tracking performance, the hybrid MPC does not differ
too much from the LPV MPC. However, it is possible to generate more
economic solutions with the hybrid MPC, which is an important factor
in engine control. For the setpoint profile presented, the noise emissions
could be reduced by 16% with the hybrid MPC.
For realizing control results comparable to the hybrid MPC, a classical
approach is the application of a feedforward control including a nonlin-
ear feedback controller, such as a gain-scheduled PID controller. This
would necessitate a large amount of calibration work. By comparison,
the hybrid MPC approach requires much less application work, given
that it is a systematical, model-based approach, which is able to di-
rectly take into account the nonlinearities of the process. Moreover, it
has the advantage that the economic solution is found online, in con-
trast to the feedforward control that is calculated offline. As result of
the online optimization, the disturbances are directly compensated for.
A simple example to illustrate the adaptability is shown in Figure 6.11,
indicating how the optimal solution can change in dependence of the
disturbances. In contrast to the feedforward control calibrated offline,
the hybrid MPC is directly able to take the variations of the solutions
into account, without additional calibration.
In the economic function, any multiobjective optimization can be per-
formed. The pareto optimal trade-off between different values, which
shall be minimized, is generally found with the economic cost function.
The calculated optimum corresponds to the global optimum of the PWA
model. It was further analyzed that the global optimum of the PWA
model in the analyzed case only deviates from the global optimum of
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the more complex NN by 0.7%. Thus, even if the NN could be opti-
mized completely nonlinear in real-time for every time step, the control
result would not improve considerably.
Recent political debates have discussed random driving cycles for future
legislation. Indeed, the proposed control approach is also advantageous
for optimization of these random driving cycles. As the controller always
searches online for the best operating point, it is able to deal with
random driving cycles.
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7.1 Summary
The main content of this thesis is the development and validation of
model-based predictive control (MPC) algorithms for the closed-loop
control of engines with low temperature combustion (LTC). More specif-
ically a gasoline-fuelled LTC engine, called GCAI, and a diesel-fuelled
LTC engine, called PCCI, are investigated. In both engines, the con-
trolled variables are the combustion relevant values: the indicated mean
effective pressure (IMEP), the average combustion timing (CA50) and
the maximum pressure rise gradient (DPMAX). For the gasoline engine,
advancements are made concerning the enlargement of the GCAI oper-
ating range with respect to load and speed. Therefore, a MPC concept
is developed that incorporates several actuated variables. The MPC is
based on a linear-parameter varying (LPV) model gained through iden-
tification including cycle-to-cycle dynamics. Experimental validation of
the control concept is conducted at the engine test bench, which shows
the ability to individually control CA50 and IMEP even at large load
transients, while not exceeding limit values on DPMAX. In addition,
the operating range in which GCAI can be used is extended. The ad-
vancements in the case of the PCCI engine are made concerning the
simultaneous control of the conventional and the PCCI mode. In the
developed approach, the entire operating range is modeled as piecewise
affine (PWA) model. Based on the PWA model, a MPC is built, that
has the capability to optimize for an economical steady state value. Ac-
cordingly, the most economic actuated values are calculated and thus
the best operating mode is also automatically chosen. The concept is
finally validated in simulation, whereby it is shown that multiobjectives
such as fuel consumption and DPMAX can be simultaneously optimized
in a pareto optimal sense while satisfying off-set free tracking of IMEP
and CA50 in steady state.
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In the introduction, it is explained that the further development of pow-
ertrain technologies in terms of fuel consumption and pollutant emis-
sions is necessary. To achieve success from a midterm perspective, the
internal combustion engine needs to be improved. A recent focus of
research is set on the optimization of the combustion system. Hereby,
the LTC is one of the most promising approaches. The principle of the
LTC was further explained in the introduction, highlighting its advan-
tage of simultaneous reduction of fuel consumption and NO
x
in the case
of GCAI and soot and NO
x
in the case of PCCI. However, a closed-loop
control is necessary for the operation of the LTC engines, which poses
one of the major challenges for their widespread automotive implemen-
tation.
In the subsequent chapter a comparison is made between LTC engines,
conventional gasoline engines and conventional diesel engines. The LTC
engine is further investigated with respect to control concepts by re-
viewing the present literature. For the GCAI operation, this particu-
larly concerns the possibilities to control the supplied thermal energy
for reaching auto ignition conditions. In the case of PCCI, the ques-
tion of interest is the realization of the homogenous air-fuel mixture.
Subsequently, the requirements for the control of GCAI and PCCI were
analyzed and the suitability of MPC in this case is depicted. After in-
troducing the MPC, the different parts contained in MPC, namely the
controller-internal model, the cost function and the optimization, are
analyzed for the application of LTC control.
Upon this fundamental analysis, the GCAI control concept is described.
For this reason, first the GCAI engine test bench is introduced, which is
equipped with variable valve actuation (VVA), such that internal EGR
is realized for supplying thermal energy to auto-ignite the air-fuel mix-
ture. Besides the VVA, the additional actuated variables, namely pilot
injection, main injection and spark ignition, are used to enlarge the
GCAI operating range. For modeling the process a LPV system was
identified. A special focus is set on the cycle-to-cycle dynamics, given
that they are crucial for the load transient operation. The developed
MPC concept is based on this LPV model. Therefore a two-stage ap-
proach is used that realizes the control of the overactuated system. The
first optimization stage, which determines the steady state of the actu-
ated values, is used to enable a maximum actuation commandability,
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such that the actuation limits are not reached and control authority is
not lost. The cost function of the second stage, the dynamic regulator,
compensates the arising cycle-to-cycle dynamics.
The concept introduced was tested on the engine test bench. It was
depicted that the proposed control concept is able to realize a stable
operation for the given experiments. By comparison, an unstable be-
havior is present if a linear model is used in the MPC. In addition, the
functionality of the control concerning the cycle-to-cycle dynamics is
illustrated. Besides the combined control of IMEP and CA50, the de-
coupled control along with the limitation of DPMAX can be achieved
with the proposed control concept. Moreover, the operating range in
which closed-loop control can be successfully applied is extended.
In the present thesis, the PCCI combustion is also investigated. Based
on the introduction of the diesel engine test bench, the control concept
is depicted. In the present concept, the fuel injection and the amount of
cooled EGR are used for controlling the combustion. To cover the entire
operating range, a PWAmodel is identified, comprising the conventional
and the PCCI operation mode. Based on the PWA model, a two-stage
MPC is developed. For the PCCI engine, the first optimization stage,
which calculates the steady state actuated values, is designed such that
the most economic steady state values are calculated. Therefore, a
multiobjective optimization is employed, i.e. in the present case, the
pareto optimum regarding fuel consumption and DPMAX is calculated.
The second stage compensates for the process dynamics.
The PCCI control concept is validated in a simulation environment,
whereby a Neural Network (NN) is used as plant model. In the sim-
ulation, it is shown that the PWA based MPC is able to track the
reference values for IMEP and CA50, even in the case of superimposed
stochastic noise. At the same time, an economic cost function is em-
ployed, which considers DPMAX and fuel consumption. In every sam-
pling step, a complete nonlinear optimization is realized, whereby the
global optimum concerning the economic function can be calculated.
With the concept developed, it is possible to use small prediction and
control horizons and consequently realize real-time feasibility despite
the nonlinear optimization. In comparison, it was shown that the linear
parameter varying (LPV) MPC is able to track IMEP and CA50 with
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the same quality as the hybrid MPC. Nonetheless, the LPV MPC is
unable to globally optimize for the most economic actuated variables,
as a convex approximation is used in each time step. Moreover, it was
shown that the solutions found online with the PWA model only differ
from the global solution of the more complex NN by 0.7%. Thus, no
significant advantage results if a NN is used instead of a PWA model.
7.2 Outlook
The control concepts introduced provide a very good fundament for fur-
ther investigations on LTC combustion control. One of the possibilities
for extension of the controller capabilities is the inclusion of the exhaust
gas emissions into the control concept. In the case of hybrid MPC, the
framework is given to easily include the exhaust gas emissions as an
additional value to the target selector. Consequently, the emissions are
also considered for the choice of operating range. The emissions can ei-
ther be measured online or estimated by a model-based soft-sensor. Ac-
cordingly, emission peaks in transient operation can be reduced, which
becomes particularly interesting in the case of load transients.
For the control concept, it is also interesting to conduct further research
concerning the controller-internal models. The data-driven model intro-
duced can be extended by physical insights, such that greybox-models
result. Accordingly, it is possible to increase the generizability of the
control model. In the best case, the ability for inter- and extrapolation
of the model is increased. In addition, it might be possible to achieve
physical system states that are measurable. In this way, the process
behavior can be adapted to measurements that are independent of the
outputs and some new control values as the emission outputs (see above)
can be introduced.
For the GCAI engine, the importance of cycle-to-cycle variations and
combustion instabilities was explained in this thesis. To encounter the
arising challenges, a cycle-to-cycle based control was introduced. One
further step is to investigate intra-cycle control, whereby the closed-loop
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control actuation is realized within the same combustion cycle. Con-
sequently, the deadbeat of the controller would be reduced and distur-
bances could be directly rejected, which is beneficial for cycle-to-cycle
variations. For an intra-cycle control, the piezo injector can serve as
an actuator, the electromechanical valve train (EMVT) is too slow. A
cylinder pressure sensor can be used to measure the pressure in the
combustion chamber, resolved in crank angle degrees. Some indicators
have to be determined within this pressure signal, e. g. pressure at a cer-
tain time point, which serve as a controlled variable. One can imagine
a cascaded control in which the EMVT is used in the outer loop and
the fast piezo injector in the inner loop. As control hardware, a Field-
Programmable-Gate-Array (FPGA) reflects an interesting choice, given
that the processing of the pressure signal and fast control calculation
(T < 1ms) can be handled. The FPGA is also advantageous for the
implementation of MPC algorithms in terms of computation time.
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