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Spin squeezing in dipolar spinor condensates
Dariusz Kajtoch and Emilia Witkowska
Institute of Physics PAS, Aleja Lotników 32/46, 02-668 Warszawa, Poland
We study the effect of dipolar interactions on the level of squeezing in spin-1 Bose-Einstein con-
densates by using the single mode approximation. We limit our consideration to the su(2) Lie
subalgebra spanned by spin operators. The biaxial nature of dipolar interactions allows for dynam-
ical generation of spin-squeezed states in the system. We analyze the phase portraits in the reduced
mean-filed space in order to determine positions of unstable fixed points. We calculate numerically
spin squeezing parameter showing that it is possible to reach the strongest squeezing set by the
two-axis countertwisting model. We partially explain scaling with the system size by using the
Gaussian approach and the frozen spin approximation.
PACS numbers: 03.75.Gg, 03.75.Mn, 42.50.Dv
I. INTRODUCTION
Spin-squeezed states have great interest in the do-
main of precise measurements with Bose-Einstein con-
densates (BECs). In the pioneering paper [1] Kitagawa
& Ueda proposed a scheme for dynamical generation of
spin-squeezed quantum states in an ensemble of spin-1/2
particles. A self-evolving quantum system can bring a
separable state into the squeezed state due to nonlinear
interactions between particles which enable for quantum
mechanical correlations to be established. Two models,
namely the one-axis twisting (OAT) and two-axis coun-
tertwisting (TACT) were proposed for dynamical gener-
ation of strongly squeezed states. The OAT model was
implemented experimentally by utilizing inter-atomic in-
teractions in bimodal [2–4] and spinor [5] BECs as well
as in cavity-assisted setups [6, 7]. The achieved level of
squeezing was limited by decoherence processes [8–10].
Spin-squeezed states are promising for practical appli-
cations in precise devices like atomic clocks [11], inter-
ferometers [12], magnetometers [13], etc. A straightfor-
ward implication is the improved precision beyond the
standard quantum limit, as it was recently demonstrated
[13, 14], potentially approaching the Heisenberg limit.
It is widely recognized that the TACT Hamiltonian
generates the highest level of squeezing [15]. The best
squeezing time strongly decreasing with the number of
particles [16], constant angle of minimal fluctuations [16,
17] and relatively large resistance against noise [18] make
the model an attractive tool for quantum metrological
purposes. Many possible implementations of the TACT
Hamiltonian were proposed [15, 17, 19, 20], but till today
experimental realization remains a challenge.
Here we explore a simple observation that dipolar in-
teractions may take the form of the TACT model. Sev-
eral experiments have demonstrated condensation of lan-
thanide atoms such as 174Yb [21, 22], 164Dy [23] or 168Er
[24] which have large dipole moments that result in dom-
inating long-range dipolar interactions between particles.
In the system composed of 52Cr atoms [25–28] Feshbach
resonances can enhance the effect of dipole–dipole forces.
It was suggested in [29–33], and confirmed in [34], that
dipolar effects may be observed also in the spinor F = 1
87Rb BEC. The existence of long-range interactions is
a motivating factor for studing systematically the effect
of dipolar interactions on the level of squeezing in the
simplest F = 1 spinor BECs.
The system Hamiltonian is conveniently written in
terms of the spin and nematic-tensor operators that
constitute the su(3) Lie algebra under the single mode
approximation. It turns out, that the Hamiltonian is
the sum of the OAT and TACT models with geometry-
dependent coefficients plus additional linear and nonlin-
ear terms. It was shown [35] that su(2) subalgebras of the
su(3) algebra give two distinct classes of squeezing which
are unitary equivalent to the spin squeezing and spin-
nematic squeezing. We limit our considerations to the
subalgebra spanned by spin operators. We start our anal-
ysis with the mean-field description of the Hamiltonian.
We show how to make slicing in the four-dimensional
phase space in order to analyze the subspace of interest.
This allows for reduction of the phase space dimension
and determination of positions of unstable fixed points.
There are three initial configurations that bring the spin
coherent state into the strongly squeezed state, depend-
ing on the geometry of the system. Our quantum cal-
culations show that the non-OAT and non-TACT parts
of the Hamiltonian have negligible impact on the spin
squeezing. When the z-axial symmetry is present, the
OAT model is realized and the spin squeezing is achiev-
able in addition to the spin-nematic squeezing. In the
anisotropic case, one can generate spin squeezing via
the TACT model. We partially explain scaling of the
best squeezing and the best squeezing time with the sys-
tem size by using the frozen spin approximation for ini-
tial states located around a stable fixed point, and the
Gaussian approach within the Bogoliubov-Born-Green-
Kirkwood-Yvon hierarchy of equations of motion for ex-
pectation values of operator products for initial states
around an unstable fixed point.
2II. THE MODEL
We consider a spinor F = 1 condensate with con-
tact interactions and long-range dipolar magnetic in-
teractions. The many-body Hamiltonian in the second
quantization formalism acquires the following form [29]:
Hˆ =
∫
d3r
[
Ψˆ†j(r)
(
− ~
2
2m
∇2 + Vext(r)
)
Ψˆj(r)
+
c0
2
Ψˆ†j(r)Ψˆ
†
i (r)Ψˆi(r)Ψˆj(r)
+
c2
2
Ψˆ†j(r)Ψˆ
†
i (r)Fik ·FjlΨˆk(r)Ψˆl(r)
]
+
cd
2
∫
d3rd3r′Ψˆ†j(r)Ψˆ
†
k(r
′)Vjikl(r− r′)Ψˆi(r)Ψˆl(r′),
(1)
where the summation convention over repeated indexes
is applied, F = (Jx, Jy, Jz)
T is a vector of the spin-
1 matrices (see Appendix A) and Ψˆj(r) is a field an-
nihilation operator of an atom in the hyperfine state
|F = 1, j = +1, 0,−1〉 located at the position r. The
first part of the Hamiltonian involves the kinetic energy
(with the particle mass m) and external trapping po-
tential Vext(r) = m(ωxx
2 + ωyy
2 + ωzz
2)/2. The spin-
independent part of the contact interaction is preceded
by the c0 coefficient, whereas the spin-dependent part
by c2. Both coefficients can be expressed in terms of
s-wave scattering lengths [36]. The last term in the
Hamiltonian describes magnetic dipolar interaction with
cd = µ0(µBgF )
2/(4π) (µ0 is the vacuum permeability, µB
the Bohr magneton, gF Landé g-factor for an electron)
[37] and the energy
Vjikl(r− r′) =
1
|r− r′|3Fji ·Fkl
− 3|r− r′|5 [Fji · (r− r
′)] [Fkl · (r− r′)] . (2)
The expression for the dipolar potential can be written
in a very convenient way using spherical harmonics.
A. Single mode approximation
In the single mode approximation (SMA) we decom-
pose field operators as
Ψˆj(r) = aˆjφ(r), (3)
with the spin-independent spatial wave function φ(r) be-
ing a solution of a nonlinear Schrödinger equation [38],
and the boson operators aˆj satisfying [aˆj , aˆ
†
i ] = δj,i. The
SMA is a strong assumption and implies the lack of spa-
tially varying spin textures [39, 40]. However, it is a
fairly good approximation as long as spin-dependent in-
teractions (including the dipolar interactions) are much
smaller than the spin-independent part [39–42].
Under the SMA the system Hamiltonian (1) can be
written in terms of generators of the su(3) algebra (see
Appendix A for definitions):
Hˆ = µNˆ − c′0Nˆ(Nˆ − 1) + c′2(Jˆ2 − 2Nˆ) + Hˆd, (4)
where µ is the chemical potential, c′0 =
c0
2
∫
d3r |φ(r)|4
and c′2 =
c2
2
∫
d3r |φ(r)|4. The dipolar interaction part
Hˆd has a more complex structure and consists of five
parts [42]
Hˆd = Hˆd2 + Hˆ†d2 + Hˆd1 + Hˆ
†
d1
+ Hˆd0 , (5)
where
Hˆd2 = cd2
[
Jˆ2+ −
(
iQˆxy + Dˆxy
)]
, (6a)
Hˆd1 = cd1
[
Jˆz · Jˆ+ + Jˆ+ · Jˆz −
(
iQˆyz + Qˆzx
)]
, (6b)
Hˆd0 = cd0
(
−Jˆ2 + 3Jˆ2z −
√
3Yˆ
)
. (6c)
The trap geometry dependent coefficients are
cd2 = −cd
√
3π
10
∫
d3r
∫
d3r′
ρ(r)ρ(r′)
|r− r′|3 Y
−2
2 (r− r′),
(7a)
cd1 = −cd
√
3π
10
∫
d3r
∫
d3r′
ρ(r)ρ(r′)
|r− r′|3 Y
−1
2 (r− r′),
(7b)
cd0 = −cd
√
π
5
∫
d3r
∫
d3r′
ρ(r)ρ(r′)
|r− r′|3 Y
0
2 (r− r′), (7c)
where Y ml (r) are spherical harmonics written in Carte-
sian coordinates [43] and ρ(r) = |φ(r)|2. Here we consider
the Gaussian ansatz for the SMA wave function
φ(r) = π−3/4 (γxγyγz)
1/4
e−(x
2γx+y
2γy+z
2γz)/2, (8)
with the normalization
∫
d3r|φ(r)|2 = 1. For the Gaus-
sian ansatz the coefficient cd1 is equal to 0, while the two
other can be expressed in terms of single real integrals
(see Appendix B).
The operator Nˆ of the total atom number plays a role
of unity operator which enables us to simplify the Hamil-
tonian (4) even further and concentrate on the effective
Hamiltonian
Hˆeff
|c′2|
=(sign(c′2)− α) Jˆ2 + 3αJˆ2z
+ β
(
Jˆ2x − Jˆ2y − Dˆxy
)
−
√
3αYˆ , (9)
where α = cd0/|c′2| and β = 2cd2/|c′2|. In fact, it
is an almost ideal realization of the Lipkin-Meshkov-
Glick model, that was introduced in nuclear physics in
1965 [45], for a zero magnetic field. Entangled properties
[46–48] as well as spin squeezing in the ground state [49]
were already discussed in the literature. Nevertheless,
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FIG. 1. (Color online) Dipolar coefficients (a) β/2|cd/c2| and
(b) α/|cd/c2| calculated with the Gaussian ansatz for the SMA
wave function (8). For Rubidium 87Rb one has |cd/c2| ≃ 0.09.
Both functions are bounded from below and above. A region
of parameters where one of the integrals dominates can always
be found. The same result was obtained in [44].
dynamical generation of spin-squeezed and other entan-
gled states are still quite poorly understood.
If one drops the linear terms and the Jˆ2 operator in
the effective Hamiltonian (9) then it takes the form of
the OAT model HˆOAT ∝ Jˆ2z for |β| ≪ |α|, or the TACT
model HˆTACT ∝ Jˆ2x − Jˆ2y for |β| ≫ |α|, and HˆTACT ∝
Jˆ2z − Jˆ2y for β = α (the two forms of TACT model differ
by rotation). Fig. 1 shows how the coefficients α and
β vary with the geometry dependent parameters γi of
the SMA wave function. When the axial symmetry is
present (γx = γy) then β is 0 [42, 44]. In the anisotropic
case (γx 6= γy) α and β can be negative, 0 or positive.
Nonetheless, they are bounded from below and above.
The geometry can always be tuned in such a way that α
dominates over β, or vice versa.
B. Time evolution
Closed-form expression for time evolution cannot be
found analytically. In what follows we solve the
Schrödinger equation
i~∂t |Ψ(t)〉 = Hˆeff |Ψ(t)〉 (10)
numerically in the Fock state basis with the fixed num-
ber of particles N . The initial state is chosen to be the
spin coherent state [50] defined with respect to the Bloch
sphere spanned by the {Jˆx, Jˆy, Jˆz} operators. The action
of the SU(2) rotation on the highest-weight state |N, 0, 0〉
gives the desired coherent state
|θ, ϕ〉 = e−iϕJˆze−iθJˆy |N, 0, 0〉 , (11)
or equivalently
|θ, ϕ〉 = 1√
N !
(
e−iφ cos2
θ
2
aˆ†1 +
sin θ√
2
aˆ†0+
e−iφ sin2
θ
2
aˆ†−1
)N
|vac〉. (12)
The spin coherent state has a natural geometrical in-
terpretation. It can be visualized as a disk of diameter√
N/2 and center (θ, ϕ) on the spin Bloch sphere with
radius N . This property stems from the following equal-
ities:
〈θ, ϕ| Jˆθ,ϕ |θ, ϕ〉 =N, (13a)
〈θ, ϕ|∆Jˆ2~n⊥ |θ, ϕ〉 =
N
2
, (13b)
where Jˆθ,ϕ = ~J · ~n, ~J = (Jˆx, Jˆy, Jˆz), ~n =
(sin θ cosϕ, sin θ sinϕ, cos θ)T and ~n⊥ is any unit vector
orthogonal to ~n. We note that the class of operators
for which (13) holds is much broader if we consider any
element of the su(3) algebra [51].
C. Spin squeezing parameter
We define the squeezing parameter among the triple
of operators spanning the su(2) subalgebra, similarly to
[35]. Due to the fact that (12) is defined with respect to
the Bloch sphere of the {Jˆx, Jˆy, Jˆz} operators, we extend
the definition of the spin squeezing parameter from the
spin-1/2 ensemble [52]
ξ2 =
2N〈∆Jˆ2⊥〉min
|〈 ~J〉|2
, (14)
where 〈∆Jˆ2⊥〉min is the minimal variance of the spin com-
ponent normal to the mean spin vector 〈 ~J〉. The quan-
tum state generated initially from the coherent state (12)
is refereed to as spin-squeezed when ξ < 1.
III. REDUCTION OF THE MEAN-FIELD
PHASE SPACE
In the limit of a large number of particles (N → ∞)
the phase space quantum dynamics follows classical tra-
jectories. Based on the topology of the mean-field phase
portrait one can predict approximate quantum evolution
and explain the squeezing mechanism of the initial sepa-
rable state. This approach proved to be very useful in the
study of spin-1/2 [16, 53–56] as well as spin-1 [5, 57–59]
quantum systems.
In the mean-field approximation we replace bosonic op-
erators by c-numbers as follows:
aˆj →
√
N
√
ρje
iθj , j = +1, 0,−1. (15)
Conservation of the total particle number imposes∑
j ρj = 1.We define canonical positions (θs,m) and con-
jugate momenta (ρ0, θm) as [60]
θs = θ1 + θ−1 − 2θ0, (16a)
θm = θ1 − θ−1, (16b)
m = ρ1 − ρ−1, (16c)
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FIG. 2. (Color online) Mean-field phase portraits for (a) α = 1, β = 0; (b) α = 1, β = 1; (c) α = 1, β = 3; (d) α = 1, β = 10.
Darker regions indicate lower energy. Stable fixed points are marked with green dots, whereas unstable ones with circles. The
dashed lines mark positions of the non-isolated fixed points.
with ρ0 ∈ [0, 1], θs ∈ [0, 2π[, θm ∈ [0, 4π[, m ∈ [−1, 1] and
0 6 1 − ρ0 − |m| 6 1. The time evolution of the mean-
field variables is governed by the Hamilton’s equations.
The mean-field phase space is isomorphic to a 4-sphere.
In order to analyze phase portraits we have to reduce the
number of parameters through slicing [61, 62].
The subspace of interest is the mean-field counterpart
of the Bloch sphere spanned by the {Jˆx, Jˆy, Jˆz} opera-
tors. We reduce the number of parameters through slic-
ing in such a way that the mean-field representation (15)
of the operators {Jˆx, Jˆy, Jˆz} is 1
Jclx =N sin θ cosϕ, (17a)
Jcly =N sin θ sinϕ, (17b)
Jclz =N cos θ, (17c)
where ϕ ∈ [−π, π[ is the azimuthal angle and θ ∈ [0, π]
the polar angle of the Bloch sphere. From (17) we get
cos θ = m, ρ0 = (1 − m2)/2, θs = 0 and ϕ = −θm/2.
The mean-field energy, defined as the expectation value
of the effective Hamiltonian (9) calculated with coherent
state (12) and divided by N , is
Er(m,ϕ)
|c′2|
=β
(
1−m2) cos(2ϕ)(N − 1
2
)
+
3αm2
(
N − 1
2
)
, (18)
after dropping constant terms. The reduced phase space
is the one we know from the study of the spin-1/2 system
1 The procedure we describe can be applied to any triple of oper-
ators spanning the su(2) subalgebra. The reason, we can always
perform a slicing and end up with a 2-sphere subspace, relies on
a more general method for obtaining mean-field limit. Alterna-
tively, one replaces operators by their mean value calculated in
the SU(3) coherent state [63].
[16]. Notice, the linear terms in the effective Hamiltonian
with Yˆ and Dˆxy enter the mean-field energy as factors
1/2 subtracted from N . Hence, they have no impact on
the mean-field phase portrait. Equations of motion for
(ϕ,m) are given by ϕ˙ = 2
~
∂Er
∂m and m˙ = − 2~ ∂Er∂ϕ .
The topology of the phase portrait depends on the pa-
rameters α and β. Fig. 2 shows phase portraits for dif-
ferent values of β and α = 1. A characteristic feature
of the phase portrait is the presence of fixed points at
which the velocity field (ϕ˙, m˙) is equal to 0. In the case
of a stable center fixed point, nearby trajectories circu-
late around and a solution would never drift away. Orbits
near a saddle fixed point are attracted along one direc-
tion and repelled along another. This makes the saddle
point unstable since solutions can easily escape from a
neighborhood of it. We can also distinguish the non-
isolated fixed point (see Fig. 2a) where a section of the
phase space has zero velocity. We can see that stability
of fixed points changes when one crosses the bifurcation
point |3α/β| = 1. Below we list the exact positions of
the fixed points:
• β = 0 and α 6= 0: stable fixed points are located at
m = ±1, while the non-isolated fixed point at the
equator. This set of parameters marks an another
bifurcation point.
• 3α/β > 1: stable fixed points appear at (m,ϕ) =
(0,±π/2) and m = ±1, while unstable saddle fixed
points are located at m = 0 and ϕ = 0,−π.
• |3α/β| < 1 or α = 0: stable fixed points appear at
m = 0 and ϕ = 0,±π/2,−π, while unstable saddle
fixed points are located at m = ±1.
• 3α/β < −1: stable fixed points appear at m = 0,
ϕ = 0,−π and m = ±1, while unstable saddle fixed
points are located at (m,ϕ) = (0,±π/2).
The phase portraits for positive α and β represent all
typical configurations of fixed points. Starting with the
5phase portrait for positive and fixed values of α and β,
one can obtain phase portraits for another signs of the
parameters according to the following rules:
• α > 0 and β < 0: rotate the phase portrait through
π/2 around the Z axis.
• α < 0 and β > 0: rotate the phase portrait through
π/2 around the Z axis and reverse the direction of
the velocity field.
• α < 0 and β < 0: reverse the direction of the
velocity field.
Strong squeezing can be achieved from the spin coher-
ent state located around an unstable fixed point. De-
pending on the values of the parameters, convenient lo-
cations of initial states are along the X , Y or Z axis of
the Bloch sphere. However, dynamics around the Y axis
can be reproduced from the dynamics around the X axis
by changing the sign of α or β, due to symmetry with
respect to rotation through π/2 around the Z axis. In
what follows, we will concentrate on the two initial states,
namely along the X and Z axis of the Bloch sphere.
IV. SPIN SQUEEZING
When the axial symmetry (γx = γy) is present, the
dipolar coefficient cd2 = 0 and terms preceded by the
parameter β disappear. The effective Hamiltonian (9)
reduces to
Hˆeff = (sign(c′2)− α) Jˆ2 + 3αJˆ2z −
√
3αYˆ , (19)
and the magnetization 〈Jˆz〉 is conserved due to the fact
that [Hˆ, Jˆz] = 0. There are two additional terms in (19)
that are not present in the OAT model.
The mean-field energy (18) for this geometry is
Er(m,ϕ)/|c′2| = 3αm2 (N − 1/2). Neither Jˆ2 nor Yˆ de-
termine the topology of the phase portrait suggesting also
their negligible impact on the squeezing. Fig. 2a shows
the phase portrait in the subspace of interest with the
non-isolated fixed points located at the equator and sepa-
rating trajectories running in opposite directions. Strong
squeezing is attainable once one starts the evolution with
the spin coherent state centered at the equator of the
Bloch sphere. The time evolution can be traced ana-
lytically when one drops the operator Jˆ2 in the Hamilto-
nian (19). The analytical solution (see Appendix C) gives
the same scaling of the squeezing parameter as the OAT
model even in the presence of the single linear term. Nu-
merical calculations using the full Hamiltonian (19) are
in agreement with the analytical findings and justify the
negligible effect of the Jˆ2 operator. In the isotropic case,
the best squeezing ξ2best together with the best squeezing
time tbest scales with the system size as N
−2/3.
In a general anisotropic scenario the both dipolar co-
efficients are non-zero. Fig. 3 shows time evolution of
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FIG. 3. (Color online) The inverse of the squeezing param-
eter ξ−2 as a function of β with α = 1 calculated numeri-
cally for c′2 < 0, N = 25 and the effective Hamiltonian (9).
The initial state for the evolution is (a) |θ = 0, ϕ = 0〉 or (b)
|θ = pi/2, ϕ = 0〉. The qualitative change of the squeezing pa-
rameter around 3α/β = 1 corresponds to changing stability
of the mean-field fixed points between a stable center to an
unstable saddle, or vise versa.
the inverse of the spin squeezing parameter ξ−2 as a
function of the parameter β. When the initial spin co-
herent state is located on the north pole of the Bloch
sphere |θ = 0, ϕ = 0〉, regular oscillations of the squeez-
ing parameter are observed below the bifurcation point
(|β| < 3|α|), because of the underlying stable fixed point.
Increasing β above the bifurcation point results in the
much stronger best squeezing and shorter best squeezing
time, approaching the scaling given by the TACT model
in which ξ2best ∝ N−1 and tbest ∝ ln(2N)/2N [16]. The
opposite situation occurs when the initial state is located
at the equator, |θ = π/2, ϕ = 0〉. The level of squeezing
is higher and the best squeezing time is shorter, than
in the OAT model, when β is non-zero. The optimal
squeezing is reached before the bifurcation point because
the angle between incoming and outcoming trajectories
at the saddle fixed point increases approaching π/2 for
β = α, at which the Hamiltonian takes the form of the
TACT model. This can be seen in Fig. 4 where the best
squeezing and the best squeezing time are plotted as a
function of β.
The structure of the mean-field phase portrait sug-
gests, while numerical calculations confirm, that neither
Jˆ2 nor linear terms influence the spin squeezing parame-
ter. In Fig. 4 we compare numerical results obtained with
the full effective Hamiltonian (9), marked by solid lines,
and with the simplified one Hˆsim = 3αJˆ2z + β(Jˆ2x − Jˆ2y ),
marked by dashed lines. Indeed dashed lines overlap with
their solid counterparts. The same holds for another α,
e.g. α = 0.01. We point out that the Hamiltonian Hˆsim
possesses the following properties:
Hˆsim(α,−β) = UˆHˆsim(α, β)Uˆ †, (20a)
Hˆsim(−α, β) = −UˆHˆsim(α, β)Uˆ †, (20b)
Hˆsim(−α,−β) = −Hˆsim(α, β), (20c)
where Uˆ = e−iJˆzπ/2. This implies that the spin squeez-
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FIG. 4. (Color online) The best squeezing ξ2best (a) and the
best squeezing time tbest (c) as a function of β with α = 1 for
the initial spin coherent state located on the north pole of the
Bloch sphere |θ = 0, ϕ = 0〉. The best squeezing (b) and the
best squeezing time (d) as a function of β with α = 1 for the
initial spin coherent state located at the equator of the Bloch
sphere |θ = pi/2, ϕ = 0〉. Solid lines are numerical results
for the effective Hamiltonian (9), dashed lines are numerical
results for the simplified model Hˆsim = 3αJˆ2z + β(Jˆ2x − Jˆ2y ),
while dot-dashed lines are scaling laws obtained within the
FSA and BBGKY, as summarized in Tables I and II.
ing parameter does not depend on signs of α, β when the
initial state is along the Z axis of the Bloch sphere. Ad-
ditionally, the spin squeezing parameter for positive α
and β with the initial state along the X axis of the Bloch
sphere is the same as the spin squeezing parameter for
αβ < 0 with the initial state along the Y axis. It is
enough to concentrate on the positive α and β.
In what follows, one can make alternative analysis of
the best squeezing and the best squeezing time, based
on the Hamiltonian Hˆsim and the analytical approach as
in [16]. The results for positive α, β are summarized in
Tables I and II, while the comparison to the exact numer-
ical calculations is given in Fig. 4. We emphasize that the
simplification of the Hamiltonian can be used as long as
quantity of interest is the spin squeezing parameter dy-
namically generated from the initial spin coherent state
given by Eq. (12).
In the case of an initial state located at the stable
fixed point, it is the frozen spin approximation (FSA)
that gives good results, see Appendix D for more details.
In this approach, evolution of the spin is frozen around a
stable fixed point. Equations of motions for the two other
spin components (orthogonal to the direction of the spin)
can be solved analytically, determining the best squeez-
ing and the best squeezing time. Indeed, the agreement
TABLE I. Scaling laws for the best squeezing and the best
squeezing time with the initial state |θ = 0, ϕ = 0〉 and posi-
tive α and β, see Appendix D for more details.
β < 3α β > 3α
ξ2best
(3α−β)2
9α2−β2
1.9
N
tbest
pi
4N
√
9α2−β2
ln(2N)
4Nβ
TABLE II. Scaling laws for the best squeezing and the best
squeezing time with the initial state along the X axis of the
Bloch sphere, |θ = pi/2, ϕ = 0〉 and positive α and β, see
Appendix D for more details.
β < 3α β > 3α
ξ2best
1.9
N
β−3α
2β
tbest
ln(2N)
2N(3α+β)
pi
4N
√
2β(β−3α)
up to the bifurcation point is excellent which is demon-
strated in Fig. 4. In the second case, when the initial
state is located around an unstable fixed point a general
theory developed in [16, 19, 64] can be applied, see Ap-
pendix D. The approximation lies in truncation of the
Bogoliubov-Born-Green-Kirkwood-Yvon (BBGKY) hier-
archy of equations of motion for expectation values of
operator products. We have truncated the hierarchy by
keeping the first- and the second-order moments. In this
way scaling laws for the best squeezing and the best
squeezing time can be obtained, but overall evolution
is not well described. The approximation works best
for the TACT-like models, when the angle between in-
flowing to the saddle and outflowing from it trajectories
is optimal. For β > 3α and the saddle fixed point lo-
cated at the north pole of the Bloch sphere, this angle
approaches π/2 very fast. Thus, we have dropped the
dependence on angle by setting its value to the optimal
angle π/2. The scaling of the best squeezing is known
up to a constant factor which we have adjusted numeri-
cally. For β < 3α and an unstable point located at the
equator of the Bloch sphere the situation is much more
complex and the BBGKY approach breaks down. In this
region competition between the two squeezing models is
the strongest. The OAT scaling wins for β = 0, while
the pure TACT model is realized when β = α. In what
follows, one can only estimate the lower bound for the
scaling laws from the analysis for the optimal angle. No-
tice, neither the frozen spin approximation nor the Gaus-
sian approach work in the close vicinity of the bifurcation
point.
V. SUMMARY
We have shown that spin squeezing is achievable in
dipolar spin-1 Bose-Einstein condensates in addition to
spin-nematic squeezing. We have demonstrated that the
axial symmetry leads to the squeezing which is well mod-
7eled by the OAT Hamiltonian. When the system is
anisotropic, other terms in the effective Hamiltonian be-
come relevant, and the spin squeezing is determined by
a combination of the OAT and TACT models. When
the parameter β is much larger than α, or optionally
β = α 6= 0, then it is possible to achieve the strongest
level of squeezing determined by the TACT Hamiltonian.
Our calculations show that neither Jˆ2 nor linear terms
influence the spin squeezing parameter. Hence, the over-
all evolution of the squeezing is well described by the
simplified Hamiltonian beeing the sum of the OAT and
TACT models. Based on the simplified Hamiltonian, we
have partially explained scaling of the best squeezing
and the best squeezing time by using the FSA for ini-
tial states around stable fixed points, and the Gaussian
approach based on the BBGKY hierarchy of equations of
motions for initial states located around unstable saddle
fixed points. One may expect that our results can be ex-
tended to higher spin systems, where dipolar interactions
dominate. The analysis can always be reduced to the
su(2) subalgebra spanned by spin operators which results
in the same nonlinear form of the Hamiltonian in terms
of appropriate spin operators. Our analysis shows that
dipolar interaction, in particular their anisotropic part,
can be a considerable advantage for quantum metrology
based on spinor condensates, since strongly spin-squeezed
states generated in the system may serve to ultra-precise
measurements [5, 65, 66].
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Appendix A: su(3) generators
An operator Lie algebra is constructed from the matrix
Lie algebra using the following correspondence (isomor-
phism) between operators Λˆµ and matrices Λµ [67]:
Λˆµ =
∑
m,n=−1,0,+1
(Λµ)
m
n aˆ
†
maˆn, (A1)
where (Λµ)
m
n denotes the m-th row and n-th column of
the matrix Λµ. We follow [35] and define eight hermitian
generators of the su(3) Lie algebra
Jx =
1√
2

 0 1 01 0 1
0 1 0

 , Jy = i√2

 0 −1 01 0 −1
0 1 0

 ,
Jz =

 1 0 00 0 0
0 0 −1

 , Qxy = i

 0 0 −10 0 0
1 0 0

 ,
Qyz =
i√
2

 0 −1 01 0 1
0 −1 0

 , Qzx = 1√2

 0 1 01 0 −1
0 −1 0

 ,
Dxy =

 0 0 10 0 0
1 0 0

 , Y = 1√
3

 1 0 00 −2 0
0 0 1

 .
(A2)
Any element Λˆ of the su(3) can be written as a linear
combination of generators
Λˆi = {Jˆx, Jˆy, Jˆz, Qˆxy, Qˆyz, Qˆzx, Dˆxy, Yˆ }, (A3)
Λˆ =
8∑
i=1
λiΛˆi,
8∑
i=1
λ2i = 1, (A4)
with real coefficients λi.
The su(3) Lie algebra involves su(2) triads. Given the
subalgebra e.g. {Jˆx, Jˆy, Jˆz} one can define the ladder
operators Jˆ± and the Casimir operator Jˆ2:
Jˆ± = Jˆx ± Jˆy, (A5a)
Jˆ2 = Jˆ2x + Jˆ
2
y + Jˆ
2
z , (A5b)
such that
[Jˆz, Jˆ±] = ±Jˆ±, (A6a)
[Jˆi, Jˆ
2] = 0. (A6b)
Appendix B: Geometry-dependent coefficients
In the main part of the paper we argued that one
can control dipolar interaction coefficients with the SMA
wave function φ(r). We will elaborate further on this
topic using the Gaussian ansatz for the wave function
(8). The contact interaction integrals, c′0 and c
′
2, can be
easily evaluated,
c′i =
ci
2
(2π)−3/2
√
γxγyγz . (B1)
The dipolar part requires more effort and in general can-
not be brought to a closed-form expression. Here we
present method to simplify the integrals as much as pos-
sible. Analogous results were presented in [44].
We start with general mathematical analysis of a 6D
integral of the form∫
d3r
∫
d3r′ρ(r)ρ(r′)Γ(r− r′), (B2)
8where the integration limits extend to infinity. The eas-
iest way to evaluate this expression is to use the Fourier
transform and the convolution theorem. We adopt the
following convention for the Fourier transform:
ρ˜(k) = F {ρ(r)} =
∫
d3r e−ir·kρ(r), (B3a)
ρ(r) = F−1 {ρ˜(k)} = 1
(2π)3
∫
d3k eir·kρ˜(k), (B3b)
(ρ ∗ Γ) (r) =
∫
d3r′ ρ(r′)Γ(r − r′), (B3c)
F {ρ ∗ Γ} = F {ρ} · F {Γ} . (B3d)
We can write (B2) in an equivalent form using (B3)
∫
d3r
∫
d3r′ρ(r)ρ(r′)Γ(r− r′) =
1
(2π)3
∫
d3k Γ˜(k)ρ˜(k)ρ˜(−k). (B4)
Owing to this procedure we were able to bring the 6D
integral to just one 3D integral.
Fourier transforms of necessary functions are listed be-
low [32]
F
{
Y −22 (r)
|r|3
}
= −
√
5π
6
e−2iϕ sin2(θ), (B5a)
F
{
Y −12 (r)
|r|3
}
= −
√
5π
6
e−iϕ sin(2θ), (B5b)
F
{
Y 02 (r)
|r|3
}
= −
√
5π
6
[1 + 3 cos(2θ)] , (B5c)
F {ρ(r)} = exp
[
−1
4
(
k2x
γx
+
k2y
γy
+
k2z
γz
)]
, (B5d)
where cos θ = kz/k and sin θ = ky/
√
k2 − k2z . When
k = kz or k = 0, the Fourier transforms are 0. It turns
out that the integral (B4) in our special case (of the Gaus-
sian ansatz (8)) can be evaluated in spherical coordinates
(note that we first integrate over k and then over θ)
2π∫
0
dϕ
π∫
0
dθ sin θ
∞∫
0
dk k2f(k, θ, ϕ). (B6)
The integration over k is a simple Gaussian type integral.
The subsequent integration over θ requires more effort.
Finally, we end up with
cd1
|c′2|
=0, (B7a)
cd0
|c′2|
=− cd|c2|κxκy
2
3
π/2∫
0
dϕ
[(
1
A +
3
B
)
−
3B−3/2Arcsinh
(√
B
A
)]
, (B7b)
cd2
|c′2|
=
cd
|c2|κxκy
π/2∫
0
dϕ cos(2ϕ)
[(
1
A +
1
B
)
−
B−3/2Arcsinh
(√
B
A
)]
, (B7c)
where κi =
√
γz/γi and
A = κ2x + sin2(ϕ)
(
κ2y − κ2x
)
, (B8)
B = 1−A. (B9)
The coefficient cd1 is always zero by the symmetry
argument (periodicity of trigonometric functions), while
the imaginary part of cd2 is 0. When κx = κy then (B7b)
reduces to the known result [68–71] and (B7c) is 0.
Appendix C: Squeezing parameter for the axial
symmetry
We consider a special case of the effective Hamilto-
nian when the rotational symmetry around the Z axis is
present. In this assumption, only the coefficient cd0 is
non-zero, and we end up with Hˆeff = (sign(c′2)− α) Jˆ2 +
3αJˆ2z −
√
3αYˆ . The presence of the Yˆ operator does not
break the Jˆz conservation. However, it does not com-
mute with the Jˆ2 part. Here we wish to drop this term
in order to see the effect of the linear part. The corre-
sponding Schrödinger equation can be solved exactly in
the Fock state basis. The time evolution of the initial
state |Ψ0〉 is given by
|Ψ(t)〉 = e−it(ζJˆ2z+χYˆ ) |Ψ0〉 , (C1)
with the initial spin coherent state polarized along the X
axis,
|π/2, 0〉 = 2−N
N∑
k=0
k∑
n=0
√(
N
k
)(
k
n
)
2
1
2
n |N − k, n, k − n〉 .
(C2)
At subsequent moments of time the state takes the fol-
lowing form:
|Ψ(t)〉 = 2−N
N∑
k=0
k∑
n=0
√(
N
k
)(
k
n
)
2
1
2
ne
−iν 1√
3
(N−3n) ×
× e−iµ(N−2k+n)2 |N − k, n, k − n〉 , (C3)
9where µ = ζt and ν = χt. It has to be noted that a simi-
lar Hamiltonian was analyzed in [61], where the authors
showed that a superposition of SU(3) coherent states can
be generated during time evolution.
In order to get an analytical formula for the squeezing
parameter (14) we need to calculate the minimal variance
of the spin operator normal to the mean spin vector:
〈∆Jˆ2⊥〉min =
1
2
[
2〈∆Jˆ2z 〉+A−
√
A2 +B2
]
, (C4)
A = 〈∆Jˆ2y 〉 − 〈∆Jˆ2z 〉, (C5)
B = 2Re〈JˆyJˆz〉 − 2〈Jˆy〉〈Jˆz〉. (C6)
We list all necessary quantities below
〈∆Jˆ2y 〉 =
N
8
cos2N−4(2µ)×
×
[
2(1−N) cos(4µ+ 2
√
3ν)− cos(4µ) + (1− 2N)
]
+
+
N
4
[
(N + 2) + (N + 1) cos(2
√
3ν)
]
, (C7a)
〈∆Jˆ2z 〉 =
N
2
, (C7b)
〈JˆyJˆz + Jˆz Jˆy〉 = N cos2N−3(µ)×
×
[
(2N − 1) sin(µ) cos(µ+
√
3ν) + 2 sin(
√
3ν)
]
.
(C7c)
Scaling with the system size can be found by introducing
the small parameter ǫ as follows:
1
2
Nt = a/ǫ, (C8a)
1
4
Nt2 = bǫ, (C8b)
where a and b are constants. Expansion of the squeezing
parameter to the third order in ǫ gives
ξ2 =
1
2N2ζ2t2
+
2
3
N2ζ4t4 +
[
1
3
ζ6t6N3+
1
N
(
3
4
−
√
3
χ
ζ
)]
+ . . . . (C9)
We can neglect the third-order term (in the square brack-
ets) and find a minimum of the resulting expression.
The scaling is the same as for the OAT model. In
numerical calculations the scaling ξ2best ∝ N−2/3 and
ζtbest ∝ N−2/3 can be extracted as long as ǫ is small
(N−1/3 ≪ 1), so that higher-order terms in the expan-
sion (C9) are irrelevant.
Appendix D: Scaling of the best squeezing and the
best squeezing time
Let us first introduce a small parameter ε = 1/N and
transform spin components into hˆj =
√
εJˆj ; then the
simplified Hamiltonian Hˆsim reads
εHˆsim = 3αhˆ2z + β(hˆ2x − hˆ2y) (D1)
and commutation relations are [hˆi, hˆj ] = i
√
εhˆkǫijk. We
also introduce the time scale τ = t/
√
ε. Calculations
discussed below are for positive α and β.
1. Around stable center fixed points
In what follows, we will use the FSA in which evolution
of the spin is frozen around a stable fixed point.
(a) β < 3α. In this regime the stable fixed point is
located at the north pole of the Bloch sphere. The initial
state for the evolution is |θ = 0, ϕ = 0〉 which gives the
initial conditions for expectation values of operators and
their products: 〈hˆz〉 =
√
N , 〈hˆx, y〉 = 0 and 〈hˆ2x, y〉 = 1/2.
Equations of motion for spin components are
˙ˆ
hx = −(3α+ β){hˆy, hˆz}, (D2)
˙ˆ
hy = (3α− β){hˆz, hˆx}, (D3)
˙ˆ
hz = 0, (D4)
where {, } denotes anticommutator. In the FSA one re-
places the operator hˆz by its mean value 〈hˆz〉 =
√
N .
This reduces the structure of the equations of mo-
tions and gives the following solutions for the remaining
rescaled spin components:
hˆx(τ) = hˆx(0) cos(ωτ)− 3α+ β√
(3α)2 − β2 hˆy(0) sin(ωτ),
hˆy(τ) = hˆy(0) cos(ωτ) +
3α− β√
(3α)2 − β2 hˆx(0) sin(ωτ),
with ω = 2
√
N
√
(3α)2 − β2. Having the squeezing pa-
rameter ξ2 = 2N〈∆hˆ2y〉/|〈hˆz〉|2 one obtains the best
squeezing time tbest = π/(4N
√
9α2 − β2) and the best
squeezing ξ2best = (3α− β)2/(9α2 − β2).
(b) β > 3α. This time the initial state is located along
the X axis of the Bloch sphere. In order to obtain a
proper solution one should rotate the coordinate system
and rewrite the initial simplified Hamiltonian in terms of
the new operators hˆ′i = e
ihˆyπ/2hˆie
−ihˆyπ/2. The simplified
Hamiltonian reads εHˆsim = 3αhˆ′
2
x + β(hˆ
′2
z − hˆ′
2
y). Initial
conditions for the evolution are 〈hˆ′z〉 =
√
N , 〈hˆ′y, x〉 =
0 and 〈hˆ′2y, x〉 = 1/2. The equations of motion for the
rotated spin components read
˙ˆ
h′x = −2β{hˆ′y, hˆ′z}, (D5)
˙ˆ
h′y = (3α− β){hˆ′z , hˆ′x}, (D6)
˙ˆ
h′z = (3α+ β){hˆ′y, hˆ′x}. (D7)
After replacing the operator hˆ′z by its mean value
〈hˆ′z〉 =
√
N solutions of the above equations can
10
be easily found. In this case the squeezing param-
eter is ξ2 = 2N〈∆hˆ′2y 〉/|〈hˆ′z〉|2, which gives tbest =
π/(4N
√
2β(β − 3α)) and ξ2best = (β − 3α)/(2β).
2. Around unstable saddle fixed points
In order to estimate scaling laws around unstable
saddle fixed points we use the approach developed in
[16, 19, 64]. The approximation relies on truncation of
the Bogoliubov-Born-Green-Kirkwood-Yvon (BBGKY)
hierarchy of equations of motion for expectation values
of operator products. We have truncated the hierarchy
by keeping the first- and the second-order moments,
〈hˆihˆj hˆk〉 ≃ 〈hˆihˆj〉〈hˆk〉+ 〈hˆj hˆk〉〈hˆi〉+ 〈hˆkhˆi〉〈hˆj〉
− 2〈hˆi〉〈hˆj〉〈hˆk〉. (D8)
(a) β < 3α. In this regime of parameters the unsta-
ble saddle fixed point is located at the equator, and the
initial spin coherent state is along the X axis. Initially
we have 〈hˆx〉 =
√
N and 〈hˆ2y, z〉 = 1/2. Now, we rotate
the coordinate system through φ/2 around the X axis
to align inflowing to the saddle fixed point trajectories
along the new Y axis of the Bloch sphere. The simpli-
fied Hamiltonian in terms of the new spin components
hˆ′i = e
iφhˆx/2hˆie
−iφhˆx/2 reads
εHˆsim = Az hˆ′
2
z +Ayhˆ
′2
y +Azy{hˆ′z , hˆ′y}+ βhˆ′
2
x, (D9)
where Az = 3α cos
2(φ/2) + β sin2(φ/2), Ay =
3α sin2(φ/2) + β cos2(φ/2) and Azy = (β − 3α) sin(φ)/2.
The equations of motion for the rotated spin components
are determined by the Heisenberg equation. The equa-
tions of motions for the expectation values lx = 〈hˆ′x〉
and second-order moments δjk = 〈hˆ′j hˆ′k + hˆ′khˆ′j〉 −
2〈hˆ′j〉〈hˆ′k〉 relevant for our purposes are
l˙x = χ (δyy − δzz) , (D10a)
δ˙yy = −2χ δyy lx, (D10b)
δ˙zz = 2χ δzz lx. (D10c)
were χ = (3α + β), for φ = π/2. The above equations
have the same form as equations obtained for the pure
TACT model [16]. Thus we can use the scaling laws
ξ2best = γ/N and χtbest = ln(2N)/2N from [16]. The
factor γ in the scaling law for the best squeezing does
not depend on β and α, and in our case is equal to 1.9
(it was adjusted numerically).
(b) β > 3α. In this regime of parameters the ini-
tial spin coherent state is located along the Z axis of
the Bloch sphere. Initial conditions for the evolution are
〈hˆz〉 =
√
N and 〈hˆ2x, z〉 = 1/2. We rotate the coordinate
system through φ/2 around the Z axis in order to align
inflowing to the saddle trajectories along the new X axis
of the Bloch sphere. The simplified Hamiltonian in terms
of new spin components reads:
εHˆsim = 3αhˆ′
2
z + β cos(φ)(hˆ
′2
x − hˆ′
2
y)− β sin(φ){hˆ′x, hˆ′y}.
(D11)
The equations of motion for the expectation value lz =
〈hˆ′z〉 and second-order moments relevant for our pur-
poses are
l˙z = χ (δxx − δyy) , (D12a)
δ˙xx = −2χ δyy lz, (D12b)
δ˙yy = 2χ δzz lz, (D12c)
were χ = 2β, for φ = π/2. The above equations have the
same form as in [16], and similarly to the previous case
we obtain ξ2best = 1.9/N and χtbest = ln(2N)/2N .
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