Sliding window analysis is a commonly used method for studying the properties of molecular sequences: data are plotted as moving averages of a particular criterion, such as the number of nucleotide changes, for a window of a certain length slid along a sequence or sequence alignment (Tajima, 1991) . In particular, the principle of 'variability' has been widely applied to assessing the properties of nucleotide and protein sequences (Schneider et al., 1986; Salomon and Konopka, 1992; Martin et al., 1995) . Here we present a graphical Macintosh application, 'SWAN' (Sliding Window Analysis), developed to reveal patterns of variability along nucleotide sequences. The program requires a nucleotide sequence alignment in interleaved format (Thompson et al., 1994) as input, and produces a numerical and graphical portrayal of variability as output. Interactive manipulation of the output data in graphical windows is also possible.
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SWAN estimates variability in each column of the alignment as an entropy function of the nucleotide variation observed in this column using the following equation:
where n i is the number of each nucleotide (G, A, C, T or U) in a column of the alignment and N is the total number of sequences analysed. In this way, the method takes into account both the degree of sequence variability and its character. For example, for a column consisting of two different nucleotides, five T and five C, the variability determined under our method will be ∼0.693. In contrast, for a column composed of all four nucleotides, e.g. three T, two C, three A and two G, the variability is ∼1.366. Variability for a column consisting of nine A and one G is different from that for a column containing seven A and three G (∼0.325 and ∼0.611, respectively). This description of sequence variability differs from that performed in another recently developed variant of sliding window analysis: the Kernel-density method (Lauder et al., , 1996 Lin et al., 1993) , which classifies columns as conservative or variable only. SWAN provides two options by which to choose window size: the user may assign a fixed window size or have it set by the program. In the second option, the program searches for the most informative window size: the alignment is analysed with various window sizes and the number of variability values which fall outside the standard deviation about the mean for the whole alignment is recorded. The window size which gives the largest number of significantly deviating values is then chosen as the most sensitive to non-random variation in the distribution of variability along the alignment (Tajima, 1991) .
To start an analysis, a number of settings are required by the program. These include the region of analysis within the alignment, the size and shift of the sliding window, or, if the search for a most informative window size is preferred, the largest permissible window size. In addition, the program allows sequences to be excluded from the analysis, in a manner either determined by the user or chosen randomly by the program. The iterative removal of sequences and the calculation of mean variability and standard error for each iteration allow the user to assess confidence in the mean value and to test whether specific sequences bias the observed patterns of variability.
The program plots the results of the variability analysis in graphical windows (Figure 1 ) and computes basic statistical information, such as the mean and highest variability for the data analysed, along with the standard deviation and standard error. With these results in hand, it is possible to perform more detailed analyses of sequence variability, such as calculation and graphical representation of the first and second derivatives of variability, which are useful measures of the distribution of variability along sequences. The first derivative indicates how quickly the variability changes from one measurement point to the next, while the second derivative provides information about the speed of these changes. We have used the first and second derivatives to analyse the regularity of the sequence variation in DNA and RNA viruses, and the values obtained were shown to be relatively independent of the overall level of variability (V.Proutski and E.C.Holmes, unpublished results).
The program also allows the user to compare data presented in different windows: the overall correlation index (the Pearson product moment) can be computed to compare the similarity of plots and a sliding window analysis of the correlation between two plots can be performed in another window.
We have also incorporated into the body of the SWAN program the module CovarSearch which was developed to reveal possible compensatory mutations (covariations) in sequences, as are often found in RNA secondary structures (Proutski et al., 1997a,b) .
All results obtained from SWAN are stored in text files that can be used for subsequent analysis by statistical packages or by the program itself. The graphs plotted in windows can be printed directly or saved as graphical files.
In conclusion, SWAN contains a number of original features which make it a useful tool for analyses of sequence variation. The algorithm used for variability estimation can also be extended to incorporate protein sequences. The program was developed in Think C for Macintosh (Symantec Corporation 1993 -1994 .
