Data from natural phenomena are usually nonstationary due to their transient nature; also, the span of captured data may be shorter than the longest time scale that describes the phenomenon. In fact, since it is impossible or impractical to obtain infinite data points describing a phenomenon, all data are invariably short. To simplify processing and analysis, data stationarity is often assumed even though the condition may not be strictly satisfied. For instance, the stationarity assumption justifies traditional Fourierbased methods, which utilize a priori basis sets to globally decompose a signal. To directly address the processing of nonstationary and nonlinear signals, the Hilbert-Huang transform (HHT) has recently been developed. The HHT comprises two steps: empirical mode decomposition (EMD) and Hilbert spectral analysis (HSA). Unlike Fourier-based methods, the EMD decomposes a signal into its components adaptively without using a priori basis. The decomposition is based on the local time scale of the data. The adaptive nature of the process successfully decomposes nonlinear, nonstationary signals in the time domain. Moreover, the decomposition components, referred to as intrinsic mode functions (IMFs), are generally in good agreement with intuitive and physical signal interpretations. Moreover, the IMFs have well-defined instantaneous frequencies. Accordingly, the HSA Hilbert transforms the IMFs to generate a full energy-frequency-time plot (Hilbert spectrum), which gives the instantaneous energy and frequency content of the signal. The bidimensional empirical mode decomposition (BEMD) has recently been introduced as a 2D extension to the EMD. Thus, the EMD and BEMD are increasingly being employed to successfully address many contemporary signal processing applications.
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Bidimensional empirical mode decomposition (BEMD) is an extension of the one-dimensional EMD applied to two-dimensional signals. Images are usually decomposed with BEMD using different interpolation methods to extract IMFs. An important aspect of the BEMD is the construction of envelopes when sifting for IMFs, which involves interpolation of scattered data formed by the extrema of the data. Three broad methods of scattered data interpolation are radial basis function methods, triangulation-based methods, and inverse distance weighted methods. In using any of these major methods, there are two approaches to data interpolation: global and local approaches. In the global approach, interpolated data are influenced by all data within the given domain, whereas in the local approach, interpolated values are influenced by data within a neighborhood of the interpolated points. Global methods tend to be computationally costlier than local methods due to the generation of larger coefficient matrices that can easily become highly ill-conditioned.
A number of issues have come up concerning empirical mode decomposition, including the following. Most success in EMD has been in 1D, however, one issue still persists in all these advancements: the physical significance of IMFs derived from the original data series or signal. A thorough understanding of the physical processes that generate data is required before any form of scientific explanation can be attributed to any particular IMF or group of IMFs. Even with this kind of thorough knowledge, there is still a level of ambiguity when trying to extract information from the IMFs that is directly relevant to the original signal and the physics of the underlying system. Before getting to the point where essential information can be extracted from the IMFs, there is a need to determine which IMFs are really relevant to the decomposition process and which carry the necessary information required to understand the underlying system, as EMD is a numerical procedure with possible numerical errors in the results.
BEMD has potential in image preprocessing in the area of edge detection. The first few IMFs in BEMD contain the highest spatial frequencies contained in the original image, so that separating out these first few IMFs can smooth out the image for further processing.
The purpose of this special issue is to address the following issues in both 1D and 2D empirical mode decompositions: We sincerely hope that the diverse papers in this special issue will introduce various researchers, engineers, and students to this new emerging field. Although the EMD is at its infancy, the number of papers keeps increasing astronomically every year. Finally, we hope that more mathematicians will address some of the "mathematical and theoretical" limitations.
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This Special Issue of the EURASIP Journal of Embedded Systems is intended to present innovative methods, tools, design methodologies, and frameworks for algorithm-architecture matching approach in the design flow including system level design and hardware/software codesign, RTOS, system modeling and rapid prototyping, system synthesis, design verification, and performance analysis and estimation. Today, typical sequential design flows are in use and they are reaching their limits due to:
• The complexity of today's systems designed with the emerging submicron technologies for integrated circuit manufacturing • The intense pressure on the design cycle time in order to reach shorter time-to-market and reduce development and production costs • The strict performance constraints that have to be reached in the end, typically low and/or guaranteed application execution time, integrated circuit area, and overall system power dissipation Because in such design methodology the system is seen as a whole, this special issue will also cover the following topics:
• 
