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Abstract 
One of interpersonal human communication is facial expression which is used to manifest emotions. If computerscould recognize 
these emotional inputs, the interaction between human and computers will bemore natural.Currently, video game is one of the 
applications that use facial expression detection to increase natural interaction.Kinect is motion sensor for game controller that 
can track the detected face using Active Appearance Model (AAM). AAM is the method that adjusts shape and texture model in 
a new face,when there is variation of shape and texture comparing to the training result. The aim of this research is to detect 
facial expression byobservingthe change of key features in AAM using Fuzzy Logic. Fuzzy Logic is used to determine the 
current emotions based on prior knowledge derived from Facial Action Coding System (FACS). The experimental results onuser-
generated dataset show that: (i) FACS does not provide any information about the degree of muscle activation, thus the degree of 
the key features have to infer from specific dataset, (ii) detection accuracy of emotions depend on the kind of emotion itself. 
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1. Introduction 
Many ways have been developed to increase the interactionof humans and computers. Interaction between 
humans and computer is no longer using the conventional way (keyboard and mouse), but done like communication 
between human beings, throughvoice recognition or facial recognition. Facial recognition research currently is 
developed to recognize human non-verbal communication, i.e. emotions. Human emotions can be recognized by 
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observingthe changes in a person's facial expressions. Thus recognition of facial expression refers to a computer 
system that can automatically analyze and recognize the changes in the facial features 1. 
One of the technologies that use facial expression recognition systems is video game. Recognition of facial 
expressions in the game can improve interaction and the attractiveness of the game itself. The game players will feel 
more comfortableduring playing, if they can express their emotions automatically. One of the devices on a video 
game that can be used for facial expression is Kinect. Kinect was first produced by Microsoft in 2010 with the aim to 
identify the body movement and sound. Kinect is also widely used in research on computer vision because it can 
generate depth data with a detailed skeleton 2. In this research, we will exploit Kinect as a device to detect and track 
movement of the face. 
To recognize facial expressions, there is confusion, which comes from close similarity of expressions e.g. startled 
and terrified. In addition, there is some face that is naturally resembling certain expressions, e.g. face of someone 
who looks always happy. To overcome this confusion, this research using rules obtained from Facial Action Coding 
System (FACS). FACS is a system that described the changesofkey facial featuresand list taxonomic classification 
of a facial expression based on the key features 3. FACS is used in this research so we establish a solid reference of 
facial expression. 
To retrieve the values of key facial features in FACS, it is used Active Appearance Model (AAM). AAM is a 
template-matching method based on statistics with shape and texture model are derived from a dataset training 4. In 
research 5 states that AAM is considered more flexible and powerful than with other methods. In the same year 6 
have modified the algorithm with SIC AAM so that it becomes faster and more accurate. Therefore, AAM is widely 
used for a variety of research with the purpose of face recognition and tracking. 
On the other hand, Fuzzy Logic used in this research because of the facial expression has no precise value. 
Soladie et al 7 also used Fuzzy inference system for emotion detection. Their research did not employ Facial Action 
Coding System (FACS), while our approach extract Action Units deﬁned in the FACS system and exploit them to 
detect facial expressions. Fuzzy Logic is multiple-value logic, which allows the value of truth isin the interval 
between two classicaltruths 8. In paper 9 has been developed novel methods of Fuzzy Logic approach and concluded 
that Fuzzy Logic has the recognition rate higher than related methods. Therefore, we employ Fuzzy Logic for 
evaluating the key feature value of the observed expression. 
Our approach for detection of human facial expression combines the above idea to extract the key features of face 
using AAM and then observethe change of their value using Fuzzy Logic. Fuzzy Logic is used to determine the 
current emotions based on prior knowledge derived from FACS. To test the application performance, itis used 
performance testof biometric system. 
The remainder of this paper is composed as follows: first we discuss how to collect user-generated dataset for 
training and verification in section 2, and then is followed by the building of fuzzy membership functions in section 
3. In section 4, we report the experiment result based on our dataset. Finally, we summarize our work with notes on 
future research in section 5. 
2. User-generated Dataset 
To generate user-generated dataset, some volunteers are used as samples in the determination of the expression 
after the standard expression based on Facial Action Coding System (FACS) is shown to them. The type of the 
expressions which are examined consist of 3 types, i.e., normal, happy and sad. Their expressions are then recorded 
using Kinect as a tool. Based on Active Appearance Model (AAM) 4 on recorded Kinect video, we can extract six 
key features of FACS called asAction Units (AU), that is: Neutral Face, AU0 (Upper Lip Raiser), AU1 (Jaw 
Lowerer), AU2 (Lip Stretcher), AU3 (Brow Lowerer), AU4 (Lip Corner Depressor), and AU5 (Outer Brow 
Raiser).Then the value of AU0-AU5 would have taken as much as 60 times and then saved. Outliers from will be 
eliminated by using a Modified Thompson Tau test 10. Outliers are defined as data points that are statistically 
inconsistent with the rest of the data. Furthermore, each of the AU will be checked using significance test-t sample 
two different varians (Welch's t-test). The significant AUs then become the input of fuzzy system. We will explain 
the steps in detail in next subsections. 
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2.1. The process of generating AU0-AU5 
The extraction of key facial features will be done using AAM instance in order to obtain the value of AU0-AU5 
which is ranged between –1 and 1. The value of AU0-AU5 will be recorded as much 60 times for each sample.The 
process of recording the value is done for two kinds of expressions, that is:happy and sad. Finally, the results will be 
stored in a file. 
2.2. The Modified Thompson Tau 
The Modified Thompson Tau 10 is used to remove data outliers from AUs. This test is performed on each of the AU 
so only valid data is retrieved from each sample. Here are the steps in Modified Thompson Tau: 
1. Calculate mean(ݔҧ) and standard deviationሺܵሻfromsampleሺ݊ሻ. 
2. Foreachvaluefrom data, calculate the absolute value of deviationߜ௜ ൌ  ȁݔ௜ െ ݔҧȁǡ ݅ ൌ ͳǡʹǡ͵ǡ Ǥ Ǥ ǡ ݊ 
3. Calculate the value of Modified Thompson Tau߬ ൌ 
௧ഀ
మ
Ǥሺ௡ିଵሻ
ξ௡ට௡ିଶା௧ഀ
మ
మ 
where: 
݊isnumber of sample and ݐഀ
మ
is criticalstudent’s t value, based on α = 0.05 and df = n-2 
4. Data is an outlier if ߜ௜ ൐ ߬ܵ, and vice-versa. 
2.3. T-test for two independent samples with different varians(Welch's t-test) 
After the outliers are eliminated fron the dataset, each of the AU is checked using significance test-t sample two 
different varians (Welch's t-test). The Welch's t-test is used to determine significance difference between 
meanvaluesof two pieces of data. Welch's t-testcan be expressed as follows: 
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The degree of freedom value can be expressed as follows: 
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Here is the result: 
Table 1.Welch's t-testof six Action Units (AU). 
AU Description P(T<=t) two-tail Result 
0 JawLower 0.461013911 Accept ܪ௢ 
1 BrowLower 0.788903166 Accept ܪ௢ 
2 BrowRaiser 0.067285369 Accept ܪ௢ 
3 LipDepressor 0.001218942 Rejectܪ௢ 
4 LipRaiser 0.003798382 Reject ܪ௢ 
5 LipStretcher 0.000034315 Reject ܪ௢ 
 
From the table 1, it can be concluded that LipStretcher, LipRaiser, and LipDepressor are the significant AU using 
95% confident levelindataset of happy and sad expressions, while the others are not significant. Lipstretcher also 
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have smallest probability value comparing the other AUs, thus it is the most affecting in the determination of 
expression 
3. Building of Fuzzy Membership Functions and Fuzzy Rules 
After we get the significant inputs, fuzzify will be doing for the input and output variables. The three AUs 
(LipStretcher, LipRaiser, and LipDepressor) will be fuzzified based on their mean ࣆand varians ࣌ (see Table 2). 
Then the fuzzy membership function of three AUswill be saved in separated fuzzy files for the determination of the 
type of expression. The fuzzy membership function consists of three categories, namely: Low, Normal, and High. 
The triangular membership function is used for the Normal, while the trapezoid is used for the Low and High. The 
values for each category are based on tolerance parameter that is: (ࣆ േ ૜࣌  ).Furthermore, the valueswill be 
normalized from original value [-1, 1] into the range value [-100, 100]. Limits of tolerance are also given to the 
expression of happy and sad in (ࣆ േ ૜࣌ ). 
Table 2. Mean and varians of three AUs  
AU Description Mean ࣆ Varians ࣌ 
3 LipDepressor -0.01 0.02 
4 LipRaiser 0.12 0.02 
5 LipStretcher 0.04 0.04 
 
Whereas, the fuzzification of output variable is based on our assumption that each category: Sad, Normal and Happy 
have the same role in expression. Here is representation of fuzzy membership functions of the output variable: 
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(3) 
The next step is determining the fuzzy rules for facial expressions and saving it in fuzzy file. Theconstructed 
rulesare based on FACSFacial Action Coding System (FACS)3. Table 3 showsFACS rulesfor happy and sad 
expressions: 
Table 3. FACS rules for happy and sad expression  
Emotion Action Units (AUs) 
Happy 6 (Cheek Raiser) + 12 (Lip Corner Puller) 
Sad 1 (Inner Brow Raiser) + 4 (Brow Lowerer) +15 (Lip Corner Depressor) 
 
From Table 3 above, it can be seen that AUswhich deals to the brow and surrounding are significant to of happy and 
sadexpression. It is quite different with our previous experiment in subsection 2.3. It due to not all respondents can 
move their eyebrows when being poses for sad expression. Furthermore, we conclude that FACS does not provide 
any information about the degree of muscle activation, thus the degree of the key features have to infer from specific 
dataset.Therefore, expression rules also use the local specific dataset as second reference. Here are fuzzy rules used 
to determination an expression: 
Table 4. The fuzzy rules  
No LipStretcher LipDepressor LipRaiser Result 
1 Low Low Low Normal 
2 Low Low Normal Normal 
3 Low Low High Normal 
4 Low Normal Low Normal 
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5 Low Normal Normal Normal 
6 Low Normal High Normal 
7 Low High Low Sad 
8 Low High Normal Sad 
9 Low High High Sad 
10 Normal Low Low Normal 
11 Normal Low Normal Normal 
12 Normal Low High Happy 
13 Normal Normal Low Normal 
14 Normal Normal Normal Normal 
15 Normal Normal High Happy 
16 Normal High Low Normal 
17 Normal High Normal Normal 
18 Normal High High Happy 
19 High Low Low Happy 
20 High Low Normal Happy 
21 High Low High Happy 
22 High Normal Low Happy 
23 High Normal Normal Happy 
24 High Normal High Happy 
25 High High Low Normal 
26 High High Normal Normal 
27 High High High Happy 
 
Finally, the output results are obtained from the COG (Center Of Gravity) as defuzzification method. The maximum 
accumulation value of COG will be converted to the output variables namely: normal, happy and sad. 
4. Experiment Results 
In order to evaluate the proposed method, AU0-AU5will be retrieved from AAM module, then the application 
will load fuzzy expression file. Afterwards, defuzzify will be doing for input AUs andthe result of defuzzify will be 
classified into facial expression.To test the application performance, the volunteers will pose with happy and sad 
expressions based on FACS standard for 3 seconds. And the application records the volunteer facial expressions to a 
file. The head position of the volunteer also performsa roll movement, as follow: 
 
 
Fig. 1. Roll movement. 
 
Environment and volunteersfor application testing is set to some standards, such as: suitable illumination 
level,consistent kinect camera position, no glasses, tattoo or birthmarks in the face, and finally only restricted for 
single person detection. The proposed method that described in section 2 and 3 was implemented by using C# and 
Kinect SDK. Fig. 2shows the screenshoot of the face expression application. 
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Fig. 2.Screenshoot of face expression apps. 
 
Table 5 shows the experiment results of application testing: 
Table 5. The experiment results  
GRAND TOTAL Result total %acc Happy Normal Sad 
Expression 
Happy 1466 34 0 1500 97.73 
Normal 0 1500 0 1500 100.00 
Sad 34 127 1339 1500 89 
total 1500 1661 1339 4500 95.67 
 
Based on the experiment results, we analyzed to find out application performance using various metrics of biometric 
system that is: 
1. False Rejection Rate (FRR) is the percentage of the number of events that occur when the system rejects 
the input accordingly. 
2. False Acceptance Rate (FAR) is the percentage of the number of events that occur when the system 
incorrectly identifies an input that is not appropriate. 
3. True Accept Rate (TAR) is the percentage of the number of events that occur when the system correctly 
identify an appropriate input. 
4. True Reject Rate (TRR) is the percentage of the number of events that occur when the system properly 
reject an input that is not appropriate. 
After all calculations of these metrics are obtained, we can see application performance in facial expression 
detection. Here arecalculated metric tablesof three facial expressions: happy, sad, and normal: 
Table 6. Calculated metrics of happy expression  
Happy Analyis 
Result Total TAR 97% Happy Other TRR 98% 
Type 
Happy 1466 34 1500 FAR 3% 
Other 34 2966 3000 FRR 2% 
Total 1500 3000 4500  
Table 7. Calculated metrics of normal expression  
Normal Analyis 
Result Total TAR 90% Normal Other TRR 100% 
Type 
Normal 1500 0 1500 FAR 10% 
Other 161 2839 3000 FRR 0% 
Total 1661 2839 4500  
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Table 8. Calculated metrics of sad expression  
Sad Analyis 
Result Total TAR 100% Sad Other TRR 94% 
Type 
Sad 1466 34 1500 FAR 0% 
Other 34 2966 3000 FRR 6% 
Total 1500 3000 4500  
 
From Table 6-8, it can be concluded that average error in detection of happy expression is only 2-3%.But the 
average error in normal expression detection is relatively high about 10%. It is due to the manifestation of a high 
sensitivity to the AUs changesin normal expression detection. Finally, the average errorin expression sad detection 
is about 6%. This error is mainly due to the volunteerdifficulty to posing sadin accordance with the FACS 
standard.Overall, we make conclusion thatthe detection accuracy of emotions depend on the kind of emotion itself. 
5. Conclusion 
In this paper, we have successfully implemented our proposed method for facial expression using Active 
Appearance Model (AAM) and Fuzzy Logic on a Kinect. Based on the experiment results, it can be concluded our 
application performance is good because it can recognize facial expressions of single person with error between 0-
10%.There are two main conclusions: (i)FACS does not provide any information about the degree of muscle 
activation, thus the degree of the key features have to infer from specific dataset. Therefore, expression rules also 
use the local specific dataset as second reference. (ii) the detection accuracy of emotions depend on the kind of 
emotion itself, because there is specific difficulty related to certain expression which cannot be solved generally. 
The proposed method is still restricted for single person with three expressions. Thus we can develop further the 
application for multi person expression detection with more expressions.These are remaining for our future works. 
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