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A complex projective t-design is a configuration of vectors which is “evenly distributed” on a sphere
in the sense that sampling uniformly from it reproduces the moments of Haar measure up to order
2t. We show that the set of all n-qubit stabilizer states forms a complex projective 3-design in dimen-
sion 2n. Stabilizer states had previously only been known to constitute 2-designs. The main technical
ingredient is a general recursion formula for the so-called frame potential of stabilizer states. To es-
tablish it, we need to compute the number of stabilizer states with pre-described inner product with
respect to a reference state. This, in turn, reduces to a counting problem in discrete symplectic vec-
tor spaces for which we find a simple formula. We sketch applications in quantum information and
signal analysis.
I. INTRODUCTION ANDMAIN RESULTS
A. Introduction
In its simplest incarnation, a D-dimensional complex
projctive t-design is a set of unit-length vectors inCD that
is evenly distributed on the sphere in the sense that sam-
pling uniformly from this set reproduces the moments
of Haar measure up to order 2t [1–5] (see Definition 1
below for a precise definition). In a variety of contexts
such a design structure is important:
In numerical integration, designs are known as cuba-
tures. It follows from the definition that the average of
a homogeneous polynomial p of order 2t over the com-
plex unit sphere equals p’s average over the design. If
the design has small order, this realization can be made
the basis for fast numerical procedures that compute
integrals of smooth functions over high-dimensional
spheres.
In quantum information theory, designs are a widely-
employed tool for derandomizing probabilistic construc-
tions. Recall that the probabilistic method [6] is a pow-
erful proof technique originally designed to tackle prob-
lems in combinatorics. At its core is the observation that
the existence of certain extremal combinatorial struc-
tures often can be be proved by showing that a suit-
ably chosen random construction would produce an ex-
ample with high probability. In quantum information,
randomized construction often rely on randomly chosen
Hilbert space vectors [7]. While thismethod has brought
about spectacular successes (such as the the celebrated
proof of strict sub-additivity of entanglement of forma-
tion [8]), it suffers e.g. from the problem that generic
Haar-random states of large quantum systems are un-
physical: they cannot be prepared from separable inputs
using a polynomial number of operations [9]. Designs,
in contrast, can be chosen to consist solely of highly-
structured and efficiently preparable vectors, while re-
taining “generic” properties in a precise sense. Thus
considerable efforts have been expended at designing
complex projective designs (and their unitary cousins)
[3, 10–13].
Lastly, randomized constructions in Hilbert spaces
have completely classical applications, e.g. in signal anal-
ysis. Take for instance the highly active field of com-
pressed sensing and related topics [14]: There, one is
interested in reconstructing objects that possess some
non-trivial structure (e.g. sparsity, or low rank) from a
small number of linear measurements. Strong recov-
ery guarantees can be proven for randomly constructed
measurement vectors. Once more, this raises the prob-
lem of finding sets of structured and well-understood
measurements that sufficiently resemble the properties
of generic random vectors. The use of designs for this
purpose has been proposed in [15–17].
Despite this wealth of applications and non-
constructive existence proofs [18], explicit constructions
for complex designs remain rare. There are varios
infinite families of complex projective 2-designs (e.g.
maximal sets of mutually unbiased bases [19, 20],
stabilizer states, or symmetric informationally complete
POVMs [2]); sporadic solutions for higher orders
[11, 21, 22]; and approximate constructions involving
random circuits [13]. To the best of our knowledge, an
infinite set of explicit complex projective 3-designs has
not been identified before.
Here, we show that the set of all stabilizer states in di-
mension 2n forms a complex projective 3-design for all
n ∈ N.
Recall that the stabilizer formalism is a ubiqutous tool
in quantum information theory [9, 23]. Stabilizer states
(and, slightly more general, stabilizer codes) are joint
eigenvectors of generalized Pauli matrices. Constituting
the main realization of quantum error correcting codes
[23], they can be efficiently prepared [24] and described
in terms of polynomially many parameters [9]. Yet they
exhibit non-trivial properties likemulti-partite entangle-
ment [25]. Stabilizer states were instrumental in the de-
velopment of measurement-based quantum computa-
tion [26, 27]. In several precise ways, they can be seen
as the discrete analogue of Gaussian states [28]. Beyond
quantum information, stabilizer states have proved to
2be versatile enough to provide powerful models for one
of the most influential recent development in theoretical
condensed mater physics: the study of topological order
[29, 30].
Our main result thus identifies yet another aspect ac-
cording to which stabilizer states capture properties of
generic state vectors.
B. Designs and frame potential
In order to state our results more precisely, we need
to give a formal definition of complex projective designs
and introduce the related notion of frame potential. Fol-
lowing [4, 31, 32], we define
Definition 1. Fix a dimension D and let µ be a probability
measure on the unit sphere in CD. The measure µ is a com-
plex projective t-design if, for any order-t polynomial p, we
have
Ex,y∼µ
[
p
(
|〈x, y〉|2
)]
=
∫
x,y
p
(
|〈x, y〉|2
)
dxdy, (1)
where the right-hand-side integration is with respect to the
uniform (Haar) measure on the sphere.
In other words, sampling according to µ should give
the same expectation values as sampling according to
the uniform measure for any random variable that is a
polynomial in |〈x, y〉|2 of order at most t. From now on,
we will only be concerned with the case where µ is the
uniform measure on a finite set of unit vectors.
It is not hard to see that µ fulfills (1) for all polyno-
mials of order t or less, if equality holds for the specific
case of p(z) = zt. The resulting value is the t-th order
frame potential [33]
Ft(µ) := Ex,y∼µ
[
|〈x, y〉|2t
]
. (2)
It is known that the Haar integral on the r.h.s. of (1) min-
imizes the frame potential over the set of all measures µ
and that, in fact, its value is given by
Ft(µ) ≥ Wt (D) :=
(
D+ t− 1
t
)−1
. (3)
This relation is known as Welch bound [34] or Sidelnikov
inequality [35]. In summary, we have:
Theorem 1 ([4, 31–33]). Fix a dimension D and let µ be a
probability measure on the unit sphere inCD . The measure µ
is a complex projective t-design if and only if its frame poten-
tial meets the Welch bound
Ft(µ) = Wt(D).
C. Main results
At the heart of this work is an explicit characteriza-
tion of the frame potential assumed by the uniform dis-
tribution over stabilizer states in prime power dimen-
sions D = dn. We denote the set of stabilizer states on(
Cd
)⊗n
≃ CD by Stabs(d, n). The unitary symmetry
group of the set of stabilizer states is the Clifford group
(for a precise definition, see Section II C). All results are
then implied by the following recursion formula over
the dimension’s exponent n = logd(D).
Theorem 2 (Main Theorem). Let d be a prime number and
let t ∈ N+. Then for all dimensions D = dn, the frame
potential Ft(Stabs(d, n)) of stabilizer states in CD is deter-
mined by the following recursion formula over n:
Ft(Stabs(d, 1)) =
d2−t + 1
(d+ 1)d
, (4)
Ft (Stabs(d, n+ 1))
Ft (Stabs(d, n))
=
dn−(t−2)+ 1
d (dn+1 + 1)
. (5)
Comparing this explicit characterization of the frame
potential to the Sidelnikov inequality (3) allows us to
draw the following conclusions:
Corollary 1. Let dn be a prime-power dimension. Then the
following statements are true
1. Stabs(d, n) forms a complex projective 2-design.
2. Stabs(d, n) constitutes a complex projective 3-design if
and only if d = 2.
3. The set Stabs(d, n) does not constitute a complex pro-
jective 4-design.
4. The Clifford group does not act irreducibly on
Sym4(CD) ⊂
(
CD
)⊗4
. In particular, it is not a uni-
tary 4-design.
As indicated before, the first fact was already widely
known [11, 19, 20]. The other results, however, are new
to the best of our knowledge. We reemphasize that these
assertions follow immediately form the Main Theorem,
which may be of independent interest.
D. Applications and Outlook
Here, we sketch relations of the result to problems
from signal analysis and quantum physics. Elaborating
on these connections will be the focus of future work.
In low-rank recovery [14, 36–38], a low-rank matrix X
is to be reconstructed from few linear measurements
of the form yi = tr (XAi). In the phase retrieval prob-
lem [15, 39, 40] one aims to recover a complex vector
x ∈ CD from the absolute value of a small number of
measurements yi = |〈x, ai〉| that are ignorant towards
3phase information. This task can be reduced to a partic-
ular instance of rank-one matrix recovery by rewriting
the measurements as [41, 42]
y2i = tr
(
|x〉〈x| |ai〉〈ai|
)
,
i.e. by setting X = |x〉〈x| and Ai = |ai〉〈ai|. For both
problems, strong recovery guarantees for randomly con-
structed measurements are known. Oftentimes these
rely on generic (e.g. Gaussian) measurement ensembles
and employing complex projective designs to partially
derandomize these result has been proposed in both
contexts [15, 16, 43].
Regarding both low rank matrix recovery and phase
retrieval, it is known that sampling measurement vec-
tors independently from a 2-design does not do the job
[15], while 4-designs already have an essentially optimal
performance [43, 44]. However, the remaining interme-
diate case for t = 3 is not yet fully understood. Numeri-
cal studies conducted by Drave and Rauhut [45] indicate
that random stabilizer-state measurements perform sur-
prisingly well at that task. The combinatorial properties
of prime power stabilizer states – e.g. Theorem 2 – may
help to clarify this situation. We believe this to be a po-
tentially very insightful open problem.
Finally, we want to point out that one nice structural
property of stabilizer states is that they come in bases,
i.e. the set of all stabilizer states is a union of different
orthonormal bases (see e.g. Theorem 3 below). This al-
lows for a considerably more structured random mea-
surement protocol: Select one such basis at random and
iteratively measure the trace inner product of an un-
known low rank matrix with all projectors onto the in-
dividual basis vectors. After having acquired D data
points that way, choose a new stabilizer basis at random
and repeat. We refer to [46] for a detailed description
of such a protocol. It should be clear that it has imme-
diate applications to quantum state tomography. In the
above paper, non-trivial recovery statements have been
announced for t-designs that admit such a basis struc-
ture and have strength t ≥ 3. Again, stabilizer states
obey these criteria and have been used for the numerical
experiments conducted there. However the announced
recovery statement suffers from a non-optimal sampling
rate for 3-designs and the rich combinatorial structure of
stabilizer bases might help to amend that situation.
E. Relation to previous work and history
After completion of this work (first announced at the
QIP 2013 conference [47]), we became aware of the fact
that a close analogue of our main result follows from a
statement proved in the field of algebraic combinatorics
[48] in 1999. The object of study there is a real version
of stabilizer states in R2
n
, as well as their symmetries,
which are given by a real version of the Clifford group.
The key result is that under the action of the real Clif-
ford group, the space Sym3(R2
n
) decomposes into ir-
reps in exactly the same way as it does under the action
of the full orthogonal groupO(2n) [48, 49]. This implies
[50, 51] that any orbit of the real Clifford group gives
rise to a set that reproduces moments of Haar measure
up to order 6 (the established – if confusing – terminol-
ogy is to refer to such sets as spherical 6-designs [1], while
the complex-valued analogue would be called a complex
projective 3-design [2]).
The findings of [48] are formulated in the language
of algebraic invariant theory. While the present authors
were trying to relate them to the results we had estab-
lished in the context of quantum information, we be-
came aware of yet another development. Huangjun
Zhu [52] independently derived a very simple and el-
egant proof showing that the complex Clifford group
in dimensions d = 2n actually forms a unitary 3-design
[10, 11]. This means that the the irreducible repre-
sentation spaces of the action of the Clifford group on(
C2
n)⊗3
coincide with those of the full unitary group
U(d). In particular, the Clifford group acts irreducibly
on Sym3(Cd) which, in turn, implies that that any orbit
of the group constitutes a complex projective 3-design.
The work of Zhu thus fully implies our main result.
What is more, the proof is simpler.
The appeal of the question treated here was under-
scored even more, when we learned a few days prior to
submission of this paper to the arxiv e-print server, that
yet another researcher – Zak Webb – had independently
obtained results related to the ones of Zhu [53].
In comparision to these works, our proof methods are
completely different: We rely on counting structures in
discrete symplectic vector spaces in order to compute
the angle set between stabilizer states, whereas [48] is
based on algebraic invariant theory and [52] on char-
acter theory. As a corollary, we derive an expression
for the number of stabilizer states with prescribed inner
product to a reference state. This finding might be of
independent interest. Also, we show that the set of sta-
bilizer states fails to be a 4-design in dimensions 2n and
that stabilizer states in dimensions other than powers of
two do not even constitute a 3-design. The simultane-
ously submitted papers seem to have left this possibility
open.
II. PROOF OF THEMAIN STATEMENT
A. Outline
We already mentioned in the introduction that there
is a geometric approach to stabilizer states building on
4the theory of discrete symplectic vector spaces1. This
phase space formalism will be introduced in Section II B.
We formally define stabilizer states and explain how to
compute inner products in this language in Section II C.
We then move on to briefly introducing Grassmannians
and some core concepts of discrete symplectic geome-
try. These tools will be used to establish Theorem 2 in
Section III.
B. Phase Space Formalism
We start by considering a d-dimensional Hilbert space
H, equipped with a basis {|q〉 | q ∈ Q}, where the con-
figuration space Q is given by Q := {0, . . . , d − 1} ⊂ Z
with arithmetics modulo d. Following [54, 55], we de-
fine two phase factors τ := epii(d
2+1)/d = (−1)depii/d
and ω := τ2 = e2pii/d. For q, p ∈ Q, we introduce the
shift and boost operators defined by the relations
shift: xˆ(q)|x〉 = |x+ q〉, boost: zˆ(p)|x〉 = ωpx|x〉 (6)
for all x ∈ Q.
For p, q ∈ Q, the corresponding Weyl operator (or gen-
eralized Pauli operator) is defined as
w(p, q) = τ−pqzˆ(p)xˆ(q). (7)
Again following [54, 55], we adopt the convention that
any artihmetic expression in the exponent of τ is not un-
derstood to be modulo d, but rather as taking place in
the integers. This makes a difference for even dimen-
sions (see below). One could argue that it would be
slightly cleaner to syntactically distinguish the modu-
lar operations appearing in (6) from the non-modular
arithmetic in (7). However, the implicit convention does
declutter notation and we feel it is ultimately benefitial.
This definition is consistent with established conven-
tions. For example, one recovers the usual Pauli ma-
trices for the qubit case d = 2. We use the notation
V := Q× Q and consequently write w(v) := w(vp, vq)
for elements v = (vp, vq) ∈ V. Furthermore we define
the standard symplectic form
[u, v] := upvq − uqvp = u
T Jv (8)
where
J =
(
0 1
−1 0
)
and u = (up, uq), v = (vp, vq) ∈ V. If d is prime,
the space V together with the non-degenerate symplec-
tic product (8) forms a symplectic vector space which
1 This is connected to the fact that stabilizer states are the natural
discrete analogue of Gaussian states of bosonic systems, where the
symplectic structure is well-appreciated. For a concise introduction
of this point of view, see [28].
is called phase space due to its resemblance to the phase
space appearing in classical mechanics.
The Weyl operators obey the composition and commu-
tation relations
w(u)w(v) = τ[u,v]w(u+ v), (9)
w(u)w(v) = ω[u,v]w(v)w(u) ∀u, v ∈ V. (10)
which can be verified by direct computation.
It is worthwhile to point out that for odd d, the ring
Zd contains a multiplicative inverse of 2, namely 2
−1 =
1
2 (d+ 1) ∈ Zd. This in particular assures that τ is a dth
root of unity and hence the phase factors in (7, 9) de-
pend only on, respectively, pq and [u, v] modulo d. In
even dimensions, however, τ has order 2d. This some-
what complicates the theory of stabilizer states in the
even-d case – c.f. Section IIC.
The preceeding definitions have been made with a
single d-dimensional system in mind. We now extend
our formalism to n such systems. The corresponding
configuration space is Q = Znd with elements q =
(q1, . . . , qn) and qi ∈ Zd. The associated phase space
will be denoted by V := Q × Q ≃ Z2nd (dimV = 2n).
It carries a symplectic form given by the natural multi-
dimensional analogue of (8):
[u, v] := uT Jv, J =
(
0n×n In×n
−In×n 0n×n
)
.
With elements (p, q) ∈ V, we associate Weyl operators
w(p, q) =w(p1, . . . , pn, q1, . . . qn)
=w(p1, q1)⊗ . . .⊗w(pn, qn)
acting on the tensor product space
(
Cd
)⊗n
. With these
definitions, the composition and commutation relations
(9, 10) remain valid for n > 1.
We conclude this section with two formulas that will
be important in what follows and can both be verified
immediately. First, the Weyl operators are trace-less,
with the exception of the trivial one:
tr (w(v)) = dnδv,0. (11)
Second, for any vector v ∈ V and any subspace W ⊆ V
one has
∑
w∈W
ω[v,w] =
{
|W| if [v,w] = 0 ∀w ∈W,
0 else.
(12)
C. Stabilizer States
Here, we will cast the established theory [9, 23] of sta-
bilizer states into the language of symplectic geometry
required for our proof. For previous similar expositions,
see [28, 56].
5Note that Equation (10) implies that two Weyl oper-
ators w(u) and w(v) commute if and only if [u, v] = 0.
Now consider the image of an entire subspace M ⊆ V
under the Weyl representation. We define
w(M) = {w(m) : m ∈ M}
and observe that w(M) consists of mutually commut-
ing operators if and only if [m,m′] = 0 holds for all
m,m′ ∈ M. Spaces having this property are called
isotropic. Assume now that M is isotropic.
If d is odd, then the w(M) not only commute, but ac-
tually form a group w(u)w(v) = w(u+ v). That’s be-
cause in (9), the phase factor depends on [u, v] modulo
d, which is zero by assumption for u, v ∈ M. For even
dimensions, however, [u, v] might equal d and in this
case, the product w(u)w(v) = −w(u + v) does not lie
in w(M) (in other words, v 7→ w(v) is only a projective
representation of the additive group of M). This would
create problems in our analysis below. Fortunately, it
turns out that one can choose phases c(v) ∈ {±1} such
that v 7→ c(v)w(v) does become a true representation of
M. We will now describe this construction.
To this end, choose a basis B = {u1, . . . , udimM} of
M. For a given element m ∈ M, let m = ∑i miui be
the expansion of m with respect to this basis. Define the
(basis-dependent) Weyl operators to be:
wB(m) := ∏
i=1
w(ui)
mi . (13)
Using the fact that the w(ui) commute, one then obtains
for m,m′ ∈ M
wB(m)wB(m
′) =
n
∏
i=1
w(ui)
mi
n
∏
i=1
w(ui)
m′i
=
n
∏
i=1
w(ui)
mi+m
′
i = wB(m+m
′).
This is the desired representation of M.
Stabilizer states turn out to be related to maximal
isotropic spaces M. We call a subspace M ⊆ V La-
grangian (LAG) – or maximally isotropic – if every vector
v ∈ V that commutes with all elements of M is already
contained in M. This is precisely the case if
M = {v ∈ V : [v,m] = 0 ∀m ∈ M} =: M⊥,
where M⊥ denotes the symplectic complement of M.
A basic result of symplectic geometry (e.g. Satz 9.11 in
[57]) states that this condition is fulfilled if and only if
dimM = 12 dimV = n, or equivalently |M| = d
n.
We are now ready to state the relation between La-
grangian subspaces and state vectors in Hilbert space:
Theorem 3 (Stabilizer States). Let M ⊂ V be a Lagrangian
subspace, let B be a basis of M. Then the following assertions
are valid:
1. Up to a global phase, every v ∈ M singles out one unit
vector |M, v〉 ∈ H – called a stabilizer state that ful-
fills the eigenvalue equations
ω[v,m]wB(m)|M, v〉 = |M, v〉 ∀m ∈ M. (14)
2. Two elements u, v ∈ M define the same stabilizer
state if and only if they belong to the same affine space
[v]M := {v+m, m ∈ M} modulo M. If this is not
the case, the resulting stabilizer states are orthogonal,
i.e. 〈M, u|M, v〉 = 0.
3. V can be decomposed into a union of dn = dim(H)
different affine spaces modulo M. Via (14), this union
defines an orthonormal basis of stabilizer states associ-
ated with M.
This statement implies that each stabilizer state is
uniquely characterized by a Lagrangian subspace M ⊂
V and one particular affine space [v]M modulo M. In
the remainder of this article it will be convenient to rep-
resent each such affine space by a representative ζ ∈
[v]M ∈ V contained in it. We have opted to denote such
representatives of cosets ζ, ι ∈ V by greek letters to no-
tationally underline their origin.
Proof of Theorem 3. Define
ρM,v := d
−n ∑
m∈M
ω[v,m]wB(m)
and compute
ρ2M,v =d
−2n ∑
m,m′∈M
ω[v,m]ω[v,m
′]wB(m)wB(m
′)
=d−2n ∑
m,m′∈M
ω[v,m+m
′]wB(m+m
′)
=d−n ∑
m∈M
ω[v,m]wB(m) = ρM,v,
as well as
tr ρM,v =d
−n ∑
m,∈M
ω[v,m] trwB(m)
=d−n trwB(0) = 1
where we have employed (11). The first relation implies
that ρM,v is a projection and the second one that is has
rank one. One can check by direct calculation that
ω[v,m]wB(m)ρM,v = ρM,v,
holds for every m ∈ M. Consequently, the so that the
any vector from the range of ρM,v fulfills all eigenvalue
equations. However, since ρM,v has rank one, its range
corresponds to a single vector that we can associate with
|M, v〉 ∈ H up to a global phase. This proves the first
claim up to uniqueness which we are going to establish
later on.
6For the second claim, fix u, v ∈ V and observe
tr (ρM,uρM,v) =d
−2n ∑
m,m′∈M
ω[u,m]ω[v,m
′]tr
(
wB(m+m
′)
)
=d−2n ∑
m,m′∈M
ω[u,m]ω[v,m
′]dnδm+m′,0
=d−n ∑
m∈M
ω[u−v,m]
=d−n
{
|M| if [u− v,m] = 0 ∀m ∈ M,
0 else,
where we have used (12). But because M is maximally
isotropic, [u − v,m] = 0 ∀m ∈ M implies u − v ∈ M.
Thus, there is one ρM,u for each affine space u + M ⊂
V, and two distinct affine spaces give rise to othogonal
states which is just the second claim.
Finally, note that there are |V/M| = dn = dimH
such affine spaces, which proves that one obtains an
ortho-normal basis in this way. Moreover, this estab-
lishes the uniqueness part of the first statement and im-
plies, justifying that |M, v〉 is well-defined up to a global
phase.
In the remainder of this section, we will show how
to choose consistent bases for two, possibly intersecting,
Lagrangian spaces M,N and use these results to come
up with formulas for the inner product between two ar-
bitrary stabilizer states.
Lemma 1 (Compatible bases). Let M,N ⊂ V be two La-
grangian subspaces. Then there exists bases BM of M and
BN of N such that wBK(m) = wBM(m) = wBN (m) for any
m ∈ M ∩ N. What is more, for m ∈ M and n ∈ N, it holds
that
tr
(
wBM(m)wBN(−n)
)
= dnδm,n. (15)
Proof. Choose a basis {u1, . . . , udimM∩N} of M ∩ N. By
elementary linear algebra, it can be extended both to a
basis BM of M and to a basis BN of N. The first claim
follows immediately from (13). For the second claim,
note that for from (9), we have that wBM(m)wBN(−n) =
±w(m− n). Thus, by (11), the trace in (15) vanishes un-
less m = −n. In that case, however, m, n ∈ K and thus,
by construction of the bases, wBM(m) = wBK(m) and
wBN (−n) = wBK(−n). Thus
wBM(m)wBN(−n) = wBK(m− n) = wBK(0) = w(0).
The claim then follows from (11).
We conclude this subsection with an important obser-
vation: The overlap of different stabilizer states is fully
characterized by the geometric intersection of their un-
derlying Lagrangian subspaces.
Lemma 2 (Overlap of stabilizer states). Let
|M, ζ〉, |N, ι〉 ∈ H be two stabilizer states characterized by
Lagrangian subspaces M,N ⊂ V (as well as corresponding
bases BM and BN if d is even) and representatives ζ, ι ∈ V
of cosets [ζ]M ∈ V/M and [ι]N ∈ V/N, respectively. Then,
setting K = M ∩ N, their inner product is given by
|〈M, ζ|N, ι〉|2 =
{
d−n|K| if [ζ,m] = [ι,m] ∀m ∈ K,
0 else.
(16)
Proof. The claim follows from direct computation. Ac-
cording to Lemma 1 we can pick bases BK of K :=
M ∩ N, BM of M and BN of N that are compatible with
each other. With respect to these bases we can write
|M, ζ〉〈M, ζ| = d−n ∑
m∈M
ω[ζ,m]wBM(m),
|N, ι〉〈N, ι| = d−n ∑
m′∈N
ω−[ι,m
′]wBN (−m
′).
Formula (15 ) now implies
|〈M, ζ|N, ι〉|2
=tr (|M, ζ〉〈M, ζ||N, ι〉〈N, ι|)
=d−2n ∑
m∈M
∑
m′∈N
ω[ζ,m]−[ι,m
′]tr
(
wBM(m)wBN(−m
′)
)
=d−n ∑
m∈M∩N
ω[ζ−ι,m]
=d−n
{
|M ∩ N| if [ζ − ι,m] = 0 ∀m ∈ M ∩ N
0 else,
where the last equation follows from formula (12).
D. Grassmannian subspaces and discrete symplectic
geometry
Let Q be a n-dimensional vector space over the fi-
nite field Zd. The Grassmannian G(d, n, k) is the set of
k-dimensional subspaces of V. A standard result – e.g
formula (9.2.2) in [58] – says that the size of G is given
by the Gaussian binomial coefficient:
|G(d, n, k)| =
(
n
k
)
d
:=
{
∏
k−1
i=0
dn−i−1
dk−i−1
if k ≤ n,
0 else.
(17)
This is the analogue of the familiar binomial coefficient
for the finite field Zd. As such it exhibits similar proper-
ties, such as (nk)d = (
n
n−k)d (symmetry), (
n
n)d = (
n
0)d = 1
(trivial coefficients) and Pascal’s identity(
n
k
)
d
= dk
(
n− 1
k
)
d
+
(
n− 1
k− 1
)
d
. (18)
For further reading and proofs of these identities we re-
fer to Chapter 9 in [58] andmove on to introducing some
core concepts of symplectic geometry:
Let V be a 2n-dimensional symplectic vector space
over the finite field Zd. A polarization (M,N) of V is
7the choice of two Lagrangian subspaces M,N which are
transverse in the sense that their direct sum spans the
entire space, i.e M⊕ N = V. For a fixed Lagrangian M
we define the set
T (M) = {N |N Lagrangian; (M,N) is a polarization of V}
of all Lagrangian subspaces transverse to M. The set
T (M) appears in various contexts. For instance it labels
all graph states (in a sense explaind below) in quantum
information theory [25]
For the purpose of our counting argument, we need
to compute the size of T (M) ∈ V.
Proposition 1. Let V be a 2n-dimensional symplectic space
over Zd and let M be an arbitrary Lagrangian subspace.
Then, the cardinality of T (M) amounts to
T (d, n) :=
∣∣T (M)∣∣ = d 12 n(n+1).
Proof. Fix M and note that a subset N ⊂ V has to be both
Lagrangian and transverse to M in order to lie in T (M).
These conditions can bemademore explicit if we choose
a basis b1, . . . , b2n of V which obeys
M = span {b1, . . . , bn} and
[
bi, bj
]
= δn⊕i,j,
where ⊕ denotes addition modulo 2n. Such a basis al-
lows us to fully characterize any subspace N by a n ×
2n-generator matrix GN with column vectors a1, . . . , an
obeying span {a1, . . . , an} = N. Moreover, it will be
instructive to partition each generator matrix into two
n × n blocks A and B, i.e. GN =
(
A
B
)
. Due to our
choice of basis the generator matrix GM of M is particu-
larly simple, namely GM = ( In×n 0n×n )
T
. Transver-
sality can be restated in terms of these generator ma-
trizes: M ⊕ N = V if and only if the 2n × 2n-matrix
( GM GN ) has full rank. Due to the particular form of
GM this is however equivalent to demanding rank(B) =
n. Thus we can convert GN into the equivalent genera-
tor matrix G˜N =
(
A˜T In×n
)T
(and generators a˜1, . . . a˜n
as above) by applying a Gauss-Jordan elimination in the
columns of GN.
The generator matrix G˜N characterizes a Lagrangian
subspace if and only if [a˜i, a˜j] = 0 holds for all i, j =
1, . . . , n. These requirements can be summarized in a
single matrix equality, namely that G˜TN JG˜N must iden-
tically vanish. Inserting the particular form of G˜N and
carrying out the math reveals that this is equivalent to
demanding that A˜T− A˜must be the zeromatrix. Hence,
a subspace N is a polarization of M if and only if its gen-
erator matrix (with respect to the basis chosen above) is
Gauss-Jordan equivalent toGN = ( A In×n )
T
, where A
is a symmetric n× n-matrix over Zd. Therefore there is a
one-to-one correspondence between polarizations N of
M and symmetric n× n-matrizes over Zd. The dimen-
sionality of the latter is 12n(n+ 1) which completes the
proof.
The one-to-one correspondence between polariza-
tions of M and symmetric matrices in this proof gives
additional meaning to the set T (M). Recall that a stabi-
lizer state |N, ζ〉 is a graph state if N possesses a generator
matrix of the form ( A In×n )
T
, where A is a symmetric
n× n-matrix. Hence, T (M) is the set of all Lagrangian
subspaces N which lead to graph states.
The name graph state pays tribute to the fact that A
can be interpreted as the adjacency matrix of a (possi-
bly weighted) graph. Graph states possess a rich struc-
ture and many properties of |N, ζ〉 can be deduced from
the corresponding graph alone. However, here we con-
tent ourselves with pointing out the analogy between
graph states and T (M). For further reading we defer
the reader to [25].
Let us now turn to subspaces of the symplectic vector
spaceV. It is clear that a proper subspaceW ⊂ V is itself
a vector space, however in general it fails to be symplec-
tic. This is due to the fact that the standard symplectic
inner product (8) of V becomes degenerate if we restrict
it to W. Therefore important tools – such as Proposi-
tion 1 – cannot be directly applied to the proper sub-
spaceW. However, this problem can be (partly) circum-
vent by applying a linear symplectic reduction. ForW ⊆ V
we define the quotient
Wˆ = W/(W⊥ ∩W). (19)
This space carries the non-degenerate symplectic form[
[v], [w]
]
Wˆ
:= [v,w]V (20)
which is easily seen not to depend on the representatives
for [v] and [w]. Consequently, the space Wˆ endowed
with [·, ·]Wˆ is a symplectic vector space. We will need
such a reduction in the proof of Theorem 4.
III. PROOF OF THEMAIN THEOREM
In this section we show our main result – Theorem 2 –
which provides an explicit recursion fully characterizing
the frame potential Ft(Stabs(d, n)) of stabilizer states in
prime power dimensions D = dn. We denote the set of
all stabilizer states by Stabs(d, n) =
{
x1, . . . , xS(d,n)
}
⊂
CD, where S(d, n) := | Stabs(d, n)| is just the cardinal-
ity of that set. Recall that in our framework each sta-
bilizer state xi ∈ C
D is specified by a Lagrangian sub-
space M in V = Z2nd and a representative ζ ∈ V of the
coset [ζ]M ∈ V/M. The Clifford invariance [28] of sta-
bilizer states allows us to calculate any frame potential
Ft(Stabs(d, n)) by counting intersections of Lagrangian
subspaces. This is the content of the following result that
considerably simplifies the expression for frame poten-
tials.
Lemma 3. Let D = dn be a prime power. The t-th frame
potential of the set of all stabilizer states in dimension D is
8given by
Ft(Stabs(d, n)) =
1
S(d, n)
n
∑
k=1
κM(d, n, k)d
(1−t)(n−k),
(21)
where κM(d, n, k) is the number of Lagrangian subspaces N
whose intersection with an arbitrary fixed Lagrangian sub-
space M is k-dimensional.
Proof. Stabilizer states constitute an orbit of a particular
finite unitary group – the Clifford group. Due to this
symmetry, the second summation in Ft(Stabs(d, n)) is
superfluous and we can write
Ft(Stabs(d, n)) =
1
S(d, n)2
N
∑
i,j=1
∣∣〈xi, xj〉∣∣2t
=
1
S(d, n)
N
∑
i=1
|〈xk, xi〉|
2t , (22)
where xk ∈ Stabs(d, n) is an arbitrary fixed stabilizer
state. Theorem 3 assures that any such xk is unambigu-
ously specified by a Lagrangian subspace M of V and
coset [ζ]M ∈ M/V. Since the choice of xk in (22) was
arbitrary, we can choose xk = |M, 0〉 – i.e. it is specified
by M and the particularly simple representative 0 ∈ V
of the coset [0]M. Such a choice of xk together with The-
orem 3 allows us to rewrite (22) as
Ft(Stabs(d, n)) =
1
S(d, n) ∑
N LAG
∑
[ζ]N∈V/N
|〈N, ζ|M, 0〉|2t ,
(23)
because instead of summing over stabilizer states, we
may as well sum over their characterizing Lagrangian
subspaces and cosets instead. Such a reformulation al-
lows us to employ Lemma 2 which implies
|〈N, ζ|M, 0〉|2t =
{
d−nt|K|t if [ζ,m] = 0 ∀m ∈ K,
0 else,
where K = M ∩ N denotes the intersection. If this in-
tersection is k-dimensional, |K| = dk and consequently
|〈N, ζ|M, 0〉|2t = d−t(n−k), provided that [ζ,m] = 0
for all elements m ∈ K. This requirement for a non-
vanishing overlap is met if and only if ζ ∈ K⊥. The num-
ber of representatives ζ which obey this property (and
single out different stabilizer states) is given by the or-
der of the quotient space |K⊥/N|. Since N ⊆ K⊥ (which
follows from K ⊆ N and N⊥ = N), such a quotient
space is well defined and its order amounts to
|K⊥/N| = ddim(K
⊥/N) = d2n−k−n = dn−k.
Consequently, for each pair of Lagrangians M,N with
k-dimensional intersection, dn−k out of a total of dn sta-
bilizer states specified by N give rise to a non-vanishing
overlap |〈N, ζ|M, 0〉|2t = d−t(n−k) with the fixed stabi-
lizer state xk = |M, 0〉. Inserting this insight into (23)
reveals
Ft(Stabs(d, n)) =
1
S(d, n) ∑
N LAG
d(1−t)(n−dim(N∩M))
=
1
S(d, n)
N
∑
k=1
κM(d, n, k)d
(1−t)(n−k),
where we have replaced the summation over the differ-
ent Lagrangian subspaces with an equivalent summa-
tion over the dimension k of the intersectionsM∩N.
Lemma 3 shows that we can compute the stabilizer
frame potential Ft(Stabs(d, n)) provided that the num-
ber κM(d, n, k) is known for any Lagrangian subspace M
and any intersection space dimesion k ∈ {0, . . . , n}. The
following two statements characterize that number.
Theorem 4. Let V be a 2n-dimensional symplectic space
over Zd. Fix an arbitrary Lagrangian subspace M and a k-
dimensional subspace K of M. The number of Lagrangian
subspaces N that obey M ∩ N = K equals
T (d, n− k) = d
1
2 (n−k)(n−k+1).
The fact that each Lagrangian M admits |G(d, n, k)| =
(nk)d different k-dimensional subspaces K (formula (17))
immediately yields the following corollary.
Corollary 2 (Expression for κM(d, n, k) ). Let V be a 2n-
dimensional symplectic space over Zd. For an arbitrary La-
grangian subspace M ⊂ V and k ∈ {0, . . . , n}, the number
of Lagrangian subspaces N whose intersection with M is k-
dimensional amounts to
κM(d, n, k) =
(
n
k
)
d
d
1
2 (n−k)(n−k+1). (24)
Proof of Theorem 4. We need to count in how many ways
one can choose a Lagrangian space N ⊂ V that inter-
sects M exactly in K. Our strategy will be to relate the
set of such extensions N of K to a set T as in Proposi-
tion 1. To that end, set Wˆ := K⊥/K. Note that K ⊆ K⊥
(because K ⊆ M and M is Lagrangian) implies
Wˆ = K⊥/K = K⊥/
(
K ∩ K⊥
)
= K⊥/
(
(K⊥)⊥ ∩ K⊥
)
.
Therefore Wˆ is the linear symplectic reduction of K⊥ as
defined in (19). The space Wˆ endowed with the induced
symplectic product [·, ·]Wˆ defined in (20) forms a sym-
plectic vector space with dimension
dim Wˆ = dimK⊥/K = 2n− k− k = 2(n− k).
Note that any isotropic space N containing K is in par-
ticular contained in K⊥. The canonical projection N 7→
N/K sets up a one-to-one correspondence between n-
dimensional subspaces of K⊥ containing K and (n− k)-
dimensional subspaces of Wˆ. We need two properties of
9(i) N/K ⊂ Wˆ is isotropic if and only if N ⊂ V is.
Proof: This follows immediately from (20).
(ii) N/K ⊂ Wˆ is transverse to M/K if and only if M ∩
N = K. Proof: Basic linear algebra shows
(M+ N)/K ≃ M/K+ N/K.
For the left hand side:
dim(M+ N) = dim(M) + dim(N)− dim(M ∩ N)
≤ 2n− k
with equality if and only if M∩N = K. Hence dim(M+
N)/K ≤ 2(n− k) with the same condition for equality.
For the right hand side:
dim(M/K) + dim(N/K) ≤ dimM+ dimN − 2 dimK
= 2(n− k)
with equality if and only if the two spaces are transverse.
It follows that M/K is a Lagrangian subspace of Wˆ
and there is a one-to-one correspondence between La-
grangian spaces N intersecting M in K and Lagrangian
subspaces of Wˆ transverse to M/K. Employing Propo-
sition 1 then yields the desired result.
Finally, we are going to require an explicit characteri-
zation of the number S(d, n) of stabilizer states. We bor-
row it from [28, Corollary 21]:
Proposition 2 (Number of stabilizer states). For H =(
Cd
)⊗n
, the cardinality S(d, n) of Stabs(d, n) ⊂ H
amounts to
S(d, n) = | Stabs(d, n)| = dn
n
∏
j=1
(
dj + 1
)
(25)
and thus obeys the recursion
S(d, n)
S(d, n+ 1)
=
1
(dn+1 + 1)d
. (26)
Formula (25) combined with Corollary 2 allows us to
write down the frame potential (Lemma 3) explicitly:
Ft(Stabs(d, n)) =
1
S(d, n)
n
∑
k=0
(
n
k
)
d
d
1
2 (n−k)(n−k+3−2t)
(27)
with S(d, n) defined in (25). Note that this is a purely
combinatorical expression that depends solely on d and
n. Analyzing its recursive dependence on n allows us to
establish the main result of this work – Theorem 2.
Proof of Theorem 2. Let us start with the base case (4)
which is readily established. Indeed, setting n = 1
and evaluating formula (27) reveals that for any d and
t Ft(Stabs(d, n)) amounts to
1
(d+ 1)d
((
1
0
)
d
d
1
2 (4−2t) +
(
1
1
)
d
)
=
d2−t + 1
(d+ 1)d
,
where we have used (n0)d = (
n
n)d = 1. Let us now move
on to establishing the recursive behavior. Replacing n by
(n+ 1) in formula (27) and employing Pascal’s identity
(18) as well as trivial coefficients for Gaussian binomials
yields
Ft (Stabs(d, n+ 1)) =
1
S(d, n+ 1)
n+1
∑
k=0
(
n+ 1
k
)
d
d
1
2 (n+1−k)(n+1−k+3−2t)
=
1
S(d, n+ 1)
((
n+ 1
0
)
d
d
1
2 (n+1)(n+4−2t)+
n
∑
k=1
(
n+ 1
k
)
d
d
1
2 (n+1−k)(n−k+4−2t)+
(
n+ 1
n+ 1
)
d
)
=
1
S(d, n+ 1)
(
d0
(
n
0
)
d
d
1
2 (n+1)(n+4−2t)+
n
∑
k=1
(
dk
(
n
k
)
d
+
(
n
k− 1
)
d
)
d
1
2 (n+1−k)(n−k+4−2t)+
(
n
n
)
d
)
=
1
S(d, n+ 1)
(
n
∑
k=0
dk
(
n
k
)
d
d
1
2 (n+1−k)(n−k+4−2t)+
n+1
∑
k=1
(
n
k− 1
)
d
1
2 (n−(k−1))(n−(k−1)+3−2t)
)
, (28)
where we have encorporated the first and last terms
in the first and second summation, respectively.
Note that the second summation just corresponds to
∑
n
k=0 (
n
k)dd
1
2 (n−k)(n−k+3−2t) – which in that very form
also appears in (27). Importantly, a similar equivalence
is true for the first sum appearing in (28). Taking a closer
look at the overall exponent of d in that summation re-
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veals
k+
1
2
(n+ 1− k)(n− k+ 4− 2t)
=n− (t− 2) +
1
2
(n− k)(n− k+ 3− 2t)
and the first term is independent of the summation in-
dex. Consequently the first sum in (28) actually cor-
responds to dn−(t−2) ∑nk=0 (
n
k)dd
1
2 (n−k)(n−k+3−2t) and we
can conclude
Ft(Stabs(d, n+ 1))
=
S(d, n)
S(d, n+ 1)
(
dn−(t−2)+ 1
)
×
1
S(d, n)
n
∑
k=0
(
n
k
)
d
d
1
2 (n−k)(n−k+3−2t)
=
dn−(t−2)+ 1
d(dn+1 + 1)
1
S(d, n)
n
∑
k=0
(
n
k
)
d
d
1
2 (n−k)(n−k+3−2t)
=
dn−(t−2)+ 1
d(dn+1 + 1)
Ft (Stab(d, n))
where we have employed (26).
We conclude this article with presenting a proof of
Corollary 1 which establishes some substantial insights
into the structure of stabilizer states.
Proof of Corollary 1. Start with the case t = 2. Then the
result of Theorem 2 reads
F2(Stabs(d, 1)) =
2
d(d+ 1)
F2(Stabs(d, n+ 1))
F2(Stabs(d, n))
=
dn + 1
d(dn+1 + 1)
.
But the Welch Bound (3) satisfies identical relations:
W2(d) =
2
d(d+ 1)
(29)
W2(d, n+ 1)
W2(d, n)
=
(d
n+1
2 )
(d
n+1+1
2 )
=
(dn + 1)dn
(dn+1 + 1)dn+1
(30)
The 3-design case can be proved along similar lines.
We have
F3(Stabs(d, 1)) =
1+ d−1
(d+ 1)d
(31)
F3(Stabs(d, n+ 1))
F3(Stabs(d, n))
=
dn−1 + 1
d(dn+1 + 1)
(32)
and the Welch bound satisfies
W3(d) =
(
d+ 2
3
)−1
=
6
(d+ 2)(d+ 1)d
(33)
W3(d
n+1)
W3(dn)
=
(dn + 2)(dn + 1)
(dn+1 + 2)(dn+1 + 1)d
. (34)
The two base values (31) and (33) coincide for d ≤ 2.
Otherwise, the former is strictly larger than the latter.
Comparing the recursion factors yields
Eq. (34)
Eq. (32)
=
(dn + 2)(dn + 1)
(dn+1 + 2)((dn−1+ 1)
(35)
=
d2n + 3dn + 2
d2n + (2/d+ d)dn + 2
≤ 1 (36)
with equality if and aonly if d = 1, 2. Consequently we
have F3(Stabs(d, n)) = W3(d
n) for any n ∈ N+ if and
only if d ≤ 2.
Finally, let us move on the the 4-design case, where
we have
F4 (Stabs(d, 1)) =
1+ d−2
(d+ 1)d
, (37)
F4 (Stabs(d, n+ 1))
F4 (Stabs(d, n))
=
dn−2 + 1
(dn+1 + 1)d
, (38)
(39)
and
W4(d) =
24
(d+ 3)(d+ 2)(d+ 1)d
(40)
W4(d
n+1)
W4(dn)
=
(dn + 3)(dn + 2)(dn + 1)
(dn+1 + 3)(dn+1+ 2)(dn+1+ 1)d
. (41)
Comparing (37) to (40) reveals F4 (Stabs(d, 1)) ≥
W4 (d) with equality if and only if d = 1. An analo-
gous relation holds for (38) and (41) which assures that
F4(Stabs(d, n)) and W4(d
n) only ever coincide in the
trivial case d = 1.
For the final claim of Corollary 1, note that the set of
stabilizer states in prime-power dimensions form one
orbit under the action of the Clifford group [28]. Also,
any orbit of a unitary t-design is a complex projective
t-design [10, 11]. Thus Claim 3 implies that the Clifford
group is not a 4-design. Peter Turner has made us aware
of the fact that the frame potential of group orbits only
depends on the action of that group on the totally sym-
metric space Symt(CD). Following the reasoning of [11],
a group acting irreducibly on that space has the property
that any orbit constitutes a complex projective t-design.
Thus, the stronger statement in Claim 4 is also implied
by Claim 3.
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