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Abstract
Investigating the structure of human cerebral white matter is gaining interest in the neurological as well as in
the neuroscientific community. It has been demonstrated in many studies that white matter is a very dynamic
structure, rather than a static construct which does not change for a lifetime. That means, structural changes
within white matter can be observed even on short timescales, e.g. in the course of normal ageing, neurodegener-
ative diseases or even during learning processes. To investigate these changes, one method of choice is the texture
analysis of images obtained from white matter. In this regard, MRI plays a distinguished role as it provides a
completely non-invasive way of acquiring in vivo images of human white matter.
This thesis adapted a statistical texture analysis method, known as variography, to quantify the spatial correlation
of human cerebral white matter based on MR images. This method, originally introduced in geoscience, relies on
the idea of spatial correlation in geological phenomena: in naturally grown structures near things are correlated
stronger to each other than distant things.
This work reveals that the geological principle of spatial correlation can be applied to MR images of human
cerebral white matter and proves that variography is an adequate method to quantify alterations therein. Since
the process of MRI data acquisition is completely different to the measuring process used to quantify geological
phenomena, the variographic analysis had to be adapted carefully to MR methods in order to provide a correctly
working methodology. Therefore, theoretical considerations were evaluated with numerical samples in a first,
and validated with real measurements in a second step. It was shown that MR variography facilitates to reduce
the information stored in the texture of a white matter image to a few highly significant parameters, thereby
quantifying heterogeneity and spatial correlation distance with an accuracy better than 5%. This means that
MR variography provides an easy way to characterise and to compare datasets from cross-sectional or longitudinal
studies investigating neurological and neuroscientific questions, even with large subject groups. Furthermore, it
can provide useful additional information to other advanced structure analysing methods. Finally, the power and
usefulness of MR variography was demonstrated by means of two application examples. First, the relation of
spatial correlation parameters and age was investigated by means of 24 datasets of healthy, female volunteers.
It was shown that white matter heterogeneity is strongly positively correlated to age up to distances of 3mm
(r = 0.83, p < 10−6). These findings are in good accordance with results obtained with other advanced structure
analysis techniques, such as e.g. diffusion tensor imaging but benefits from much shorter image acquisition times
and easier data processing. The second application example includes the investigation of advances and drawbacks
of using quantitative MR maps as data basis for MR variography. The correlation parameters obtained from
quantitative data were shown to be interpreted more easily, but prevalently the price of less accurate results has
to be paid, as quantitative maps have properties which complicate the variographic analysis.
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1. Introduction
During the 19th century several medical imaging modalities have been developed and improved.
They allow one to acquire images of the living human, pioneering a new branch of diagnostics as
well as research. As a result, medical imaging has become an essential part of modern medicine
and life sciences. Patients benefit from accurate diagnostics and researchers utilise the possi-
bility to investigate structure and function of the living body in greater detail. The common
modalities are based on different functionalities, such as on the transmission of electromagnetic
waves through tissue, utilised for conventional X-ray and CAT scans, the expression of biochem-
ical processes with dedicated radioactively labelled compounds, as used in nuclear medicine, or
the interaction of sound waves with tissue, used for ultrasound imaging.
In the 1970s, Paul Lauterbur and Peter Mansfield introduced a further modality which is based
on the interaction of external magnetic fields and the nuclear spins within the human body [43].
The underlying physical effect, named nuclear magnetic resonance (NMR) was discovered by
Felix Bloch in the 1940s [9]. The method, called magnetic resonance imaging (MRI), allows
one to acquire tomographic images in a completely non-invasive manner without the need for
ionising radiation. Since that time, MRI has become an essential tool for medical diagnosis and
contemporary scientific research employs the method as a basis for the non-invasive investigation
of human brain structure and function.
MR hardware, imaging sequences and reconstructions methods as well as image processing
techniques are a field of active research and develop continuously. The rapid increase of compu-
tational performance during the last two decades pushed the automated analysis of MR images,
and therefore, gained significant interest and paved the way for many new applications [18].
In this context, the analysis of image texture, that is the comparison and relation of image
greyscale intensities in different voxels, plays an important role [13]. Texture analysis methods
have been applied to MR image data to investigate a variety of questions, such as for the auto-
mated segmentation of anatomical structures [63], for the diagnosis of skeletal muscle atrophy
[33], for the differentiation between healthy and pathological tissue in the human brain [40],
for the quantification of pathological changes in multiple sclerosis [50] as well as to study the
relation between epilepsy and hippocampal sclerosis [35].
This thesis analyses the texture in MR images of human cerebral white matter, employing
and enhancing a novel method, the so-called MR variography. Originally, variography was in-
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troduced in the field of geoscience to analyse spatial correlation in geological phenomena by
Matheron in the 1960s [49]. It utilises a probabilistic description of spatial data to reduce the
huge and unmanageable information content stored in a dataset to a few but highly significant
parameters. This allows one, to describe the spatial structure and correlation of the phenomenon
in a quantitative and comparable way. Matheron’s mathematical description was motivated by
the observations of Krige, a mining engineer who studied and documented thoroughly the spatial
distribution of gold grades in South African gold mines in the 1950s [41].
Similarly to geological phenomena, white matter can also be regarded as a complex spatial
structure, which is organised on different levels, such as cells, cell networks connected by nerve
fibres, mesoscopic anatomical regions and so on. These levels of organisation result in a spatial
correlation of the greyscale intensities measured in MR imaging experiments and thus form a
reasonable basis for the investigation thereof by means of variographic methods.
White matter is not a static structure which remains in the same configuration for a lifetime
but changes with age [74], learning processes [76] as well as in the progress of degenerative dis-
eases (e.g. multiple sclerosis). Therefore, variographic analysis is a promising tool to investigate
whiter matter alterations in cross-sectional and longitudinal studies.
In fact, different geostatistical methods, such as kriging interpolation or variogram based struc-
ture classification, have been successfully employed to automatically detect lesions in MR images
of white matter [66], to improve functional MRI data analysis ([7], [8]) and to optimally inter-
polate and to render the surface in medical datasets [62]. However, in the scope of analysing
cerebral white matter, MR variography is a novel and promising approach to gain information
about the spatial structure and organisation of the tissue. The successful transformation of this
geostatistical method to MRI is not a straightforward process: analysing the method thoroughly
and comprehensively in its new context is an essential prerequisite to assure reliable results. A
deliberate transformation and adaption of the original methods is necessary to consider the
unique process of MR image formation. The thesis aims to accomplish the transformation of
variography from geostatistics to MRI as well as to apply MR variography to in vivo white
matter data.
To account for all relevant issues, this thesis is divided into four major parts: A theoretical part
(chapter 2 to 4), a methodological part (chapters 5 and 6), two application examples (chapter 7
and 8) and finally, summary, conclusion and outlook (9). The first, theoretical part introduces
the principles of magnetic resonance imaging 2 as well as the mathematical background of vari-
ography 3. These two chapters do not intend to give a complete and comprehensive composition
of both fields, but focus on the issues, which are important to understand and to connect both
modalities to a working analysis method. The third chapter 4 completes the unification by a
thorough consideration of white matter MR images as appropriate data source for the applica-
tion to variographic analysis methods.
The second, methodological part includes the Chapters 5 and 6. Chapter 5 demonstrates and
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analyses effects and potential sources of error when applying variography to MR data. As a
proof of principle, MR variography is applied to well-defined numerical samples. The results
thereof are summarised and discussed. This is an important part, as it allows one to quantify po-
tential errors and to check the quality of possible and necessary correction approaches. Thereby,
critical effects can be identified and distinguished from less influencing factors. In Chapter 6,
the knowledge gained from the investigation of the numerical samples is used to introduce a
processing chain for the variographic analysis of standard anatomical MR images of the brain
to provide accurate correlation parameters which describe the actual structure of white matter
tissue.
The third part of this work (Chapters 7 and 8) demonstrates the utility of MR variography by
means of two application examples. First, age-related white matter changes are investigated
based on 24 standard anatomical MR datasets of healthy, female volunteers (Chapter 7). The
variographic analysis is employed to study visually hidden changes in white matter structure
which becomes visible in MR images of elderly subjects only. Second, MR variography is applied
to quantitative parameter maps (Chapter 8). The quantitative maps are obtained from three
healthy male volunteers of the same age and the resulting correlation parameters are compared
to those obtained from a conventional anatomical scan. Thereby, advantages and drawbacks of
quantitative parameter maps as data source for the variographic analysis are discussed.
The thesis closes with a summary of the results presented (Chapter 9). The main conclusions
drawn from this work are collected and an overview of the open issues and further directions to
follow is provided.
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2. Principles of Magnetic
Resonance Imaging
Magnetic Resonance Imaging (MRI) is based on the interaction between spins in the human
body and external magnetic fields. Sequences of fast switching gradient fields and pulses of
electromagnetic waves facilitate the non-invasive imaging of subjects placed in a strong, static
magnetic field. Dedicated timings of the sequences result in images of tissue features with var-
ious contrasts that cannot be achieved with other medical imaging modalities. This chapter
introduces the different types of external magnetic fields, the interactions with tissue spins are
discussed and the mechanisms which are used for image acquisition and contrast manipulation
are described. At all stages, the considerations are restricted to the nucleus that is used for
conventional MRI experiments: the proton.
The chapter starts with the discussion of the magnetic resonance effect and the concomitant his-
torical developments during the 20th century. The dynamics of many spin systems are detailed
by means of the classical theories. It is shown how such systems can be manipulated by means
of radio frequency pulses and what shape the resultant resonance signals are taking. The prin-
ciples of nuclear magnetic resonance spectroscopy are introduced and further extended to MRI
by the inclusion of spatial encoding techniques. In light of this, the relation between MRI sig-
nal acquisition strategies and resulting image parameters, such as resolution, field-of-view and
noise, are discussed. Consequently, in the following sections the basic imaging sequences are
presented and the methods for contrast manipulation are introduced. The penultimate sections
are dedicated to the imaging sequences which forms the basis for the image analysis technique
presented in this thesis. Finally, for the sake of completeness, the chapter is closed with an
overview of hardware components found in a conventional MRI scanner.
2.1. Spins and Magnetisation
2.1.1. Zeeman Effect
In 1896, Pieter Zeeman observed a splitting of spectral lines when he exposed emitting matter
to a static magnetic field. This observation was explained by an increase of the energy states
available for electrons in the electron shell of the atoms. According to atom type and state,
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shell electrons can have an angular momentum and since electrons are charged, the momentum
is accompanied by a magnetic moment. The potential energy of a magnetic moment, pm, in a
static magnetic field, B, reads:
Epot = −pm ·B. (2.1)
The total energy of shell electrons in an external magnetic field is thus slightly raised or reduced
and this gives rise to the observed splitting of spectral lines, the Zeeman effect (Figure 2.1).
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Figure 2.1: Zeeman effect: Splitting of the energy state when a spin 1/2 particle is exposed
to a static magnetic field.
2.1.2. Magnetic Moments and Spins
In 1922, the Stern-Gerlach experiment demonstrated that also silver atoms, whose electron shells
have zero angular momentum, show a splitting in external magnetic fields. It was thus concluded
that electrons have an intrinsic magnetic moment associated with an additional quantum me-
chanical degree of freedom. This new degree of freedom was called spin, S, and it was later
shown how spin and magnetic moment are connected:
pm = γS with |S| =
√
s(s+ 1)~, Sz = m~.
The proportional constant, γ, is called gyromagnetic ratio and ~ is Planck’s constant divided
by 2pi. s and m are the spin quantum numbers. However, not only electrons but also many
nuclei have a spin and thus a non-zero magnetic moment. For the proton, a particle with spin
one-half, I = 1/2, the magnetic moment is given by:
pm = γI with |I| =
1
2~, Iz = ±
1
2~,
where the gyromagnetic ratio for protons has the value γ = 2.675Hz/T. A proton exposed to a
static magnetic field in z-direction, B = (0, 0, B0), can therefore be found in two different energy
levels:
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Epot = −pm ·B = ±
1
2γ~B0 (2.2)
2.1.3. Macroscopic Magnetisation
The human body consists of 50% to 70% of water and therefore of a huge number of water
protons. In thermal equilibrium, the protons populate the two energy levels according to the
Boltzmann distribution:
N± ∝ exp (−
±12γ~B0
kbT
) (2.3)
N+
N−
= exp (−γB0
kbT
)
Here, kb is the Boltzmann constant and T the absolute temperature. For a static magnetic field
of 3T strength, as found in many clinical MR scanners today, and body temperature (310K), the
population difference is extremely small: of 10000 protons, 5001 can be found in the upper and
4999 in the lower energy state. This very small difference is a result of the rather high thermal
energy, kbT , compared to the energy level difference, ∆E = γ~B0 and leads to a generally low
signal-to-noise ratio (SNR) in MRI experiments.
Leaving now the quantum mechanical regime and relying on Bohr’s correspondence principle for
a large number of protons, the magnetic state of the sample can be described by a macroscopic
quantity called magnetisation. The magnetisation, M , is defined as the vector sum of all
magnetic moments per volume, V . In a static magnetic field, B = (0, 0, B0), the magnetisation
is parallel aligned to B and its scalar value can be estimated by Curie’s law:
M = 1
V
∑
i
pm
M0 = ρp
γ2~2
3kbT
B0, (2.4)
where ρp is the proton density. Note that for a given temperature and field strength, the
magnetisation is proportional to the proton density.
2.1.4. Larmor Precession
The magnetisation, M , in a magnetic field, B, experiences a torque, T = M × B, which is
proportional to the rate of change of M . The proportional constant is the gyromagnetic ratio,
γ:
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dM
dt
= M × γB (2.5)
This differential equation allows one to study the dynamics of the sample magnetisation inter-
acting with external magnetic fields. For the most simple case of a static B-field aligned in
z-direction, the equation of motion reads:
d
dt

Mx
My
Mz
 =

Mx
My
Mz
× γ

0
0
B0

Assuming Mx(0) = 0,My(0) = Mˆxy,Mz(0) = Mz,0 as boundary conditions, the solution for the
components of M(t) can be expressed by:
Mx(t) = Mˆxy sin γB0t
My(t) = Mˆxy cos γB0t (2.6)
Mz = Mz,0
By means of Equation (2.2), γB0 can be assigned to a frequency, the so called Larmor frequency,
ω0:
∆Epot =
1
2γ~B0 − (−
1
2γ~B0) = γ~B0 = ~ω0
ω0 = γB0 (2.7)
Equations (2.7) can thus be interpreted as a precession of the magnetisation vector about the
direction of the magnetic field with Larmor frequency, referred to as Larmor precession (Fig-
ure 2.2). Complex numbers allow for a common and more useful notation of the transverse
magnetisation component:
Mxy(t) = Mˆxy(cosω0t+ i sinw0t) = Mˆxy exp (−iω0t) (2.8)
2.1.5. Bloch Equations and Relaxation
The equation of motion presented in (2.5) implies a fundamental problem. If the magnetisation
is not in equilibrium, the dynamics do not allow for a transition to the equilibrium state. As
demonstrated with Equations (2.7), a magnetisation vector initially positioned in the xy-plane
and left on its own would precess about the z-axis forever. This is intuitively illogical and
is furthermore excluded by the observation that any sample brought into a static magnetic
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>
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Figure 2.2: Larmor precession: Placed in a static magnetic field, the sample magnetisation
vector, M , precesses about the direction of B0 with Larmor frequency, ω0. The
Larmor frequency in turn, is proportional to the strength of the static field, ω0 = γB0.
field reaches the equilibrium state after a given time. In order to solve this problem, in 1946,
Felix Bloch added empirical terms to the equations (2.5) [9]. The modified equations allow for
an interaction between a single spin and its environment and thus give rise to the transverse
magnetisation component to approach zero and the longitudinal component to approach M0
with time. These Bloch equations then read:
dMx
dt
= γ(MyBz −MzBy)− Mx
T2
dMy
dt
= γ(MzBx −MxBz)− My
T2
(2.9)
dMz
dt
= γ(MxBy −MyBx)− Mz −Mz(t = 0)
T1
Assuming, similar to section 2.1.4, that the magnetisation vector was initially tipped into the
xy-plane (Mx(0) = 0,My(0) = Mˆxy,Mz(0) = Mz,0), one can give an analytical solution for
Equations (2.10):
M z(t) = M0(1− exp (−t/T1))
Mxy(t) = Mˆxy exp (−iω0t) exp (−t/T2) (2.10)
After disturbance, the magnetisation approaches again its equilibrium (Fig. 2.3). This be-
haviour is called relaxation and is formally described by the two time constants, T1 and T2,
which are called longitudinal (spin-lattice) relaxation time and transverse (spin-spin) relaxation
time. This nomenclature indicates the relaxing magnetisation component (longitudinal = com-
ponent parallel to B0, transverse = component perpendicular to B0) as well as the underlying
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physical process (spin-lattice relaxation, spin-spin relaxation).
Spin-lattice relaxation originates from the dissipation of potential energy of the spins to the
surrounding lattice. This energy transfer allows the magnetisation to go back to the state of
lowest energy, the equilibrium state. The value of T1 for protons thus depends on the molecular
structure of the sample.
Spin-spin relaxation in contrast, is an entropic process. The magnetic moments of each single
spin interacts with the moments of its adjacent spins. This leads to small variations in the
precession frequencies of the spins and therefore to a loss of phase coherence. The progress
of dephasing gives rise to a decreasing transverse magnetisation component until it is decayed
completely. The value of T2 is determined by spin environment and the strength of interaction
between neighbouring spins. Since it is not possible to measure any transverse magnetisation if
the magnetisation has already relaxed to equilibrium, it is obvious that T2 is always shorter or
equal to T1.
In heterogeneous samples, another mechanism affects the relaxation behaviour. In case of spatial
susceptibility variations within the sample, the magnetic field shows local gradients which lead
to differences in the spin precession frequencies. This effect accelerates the loss of phase coher-
ence and therefore shortens the transverse relaxation constant. The resulting time constant is
called T ∗2 and includes both, the spin-spin interactions as well as influences from susceptibility
differences. Nevertheless, both mechanisms must not be equated. The loss of phase coherence
arising from susceptibility differences is not a random process as the spin-spin interaction and
the entropy does not increase. Thus, the process is reversible and this difference can be used
in dedicated MR experiments to obtain different information (see section 2.6: spin echo and
gradient echo experiment).
The three relaxation processes mentioned form the most important endogenous contrast mech-
anisms utilised in MRI experiments. I will be shown in the following sections how a dedicated
timing of gradient fields and RF pulses can produce signals which are selectively influenced by
one or more of the relaxation mechanisms.
2.1.6. Excitation
The first magnetic resonance experiments were conducted by Isidor Isaac Rabi in the 1930s.
He used an extended version of the Stern-Gerlach experiment, which allowed him to irradiate
electromagnetic waves to particles exposed to a static magnetic field. Rabi discovered that
the thermal equilibrium can be disturbed by applying RF waves with Larmor frequency. The
effect of these waves was a flipped magnetisation vector which was termed magnetic resonance.
In 1944, Rabi awarded the Nobel prize in physics ’for his resonance method for recording the
magnetic properties of atomic nuclei’.
In order to investigate the influence of electromagnetic waves on a proton sample, the equation of
motion given in (2.5) can be employed. An electromagnetic wave includes a magnetic component,
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Figure 2.3: Illustration of the evolution of the magnetisaton vector components during
relaxation. For the relaxation of the transverse component, Mxy, the fast alternations
due to Larmor precession were omitted.
B1, which is in the following assumed to be linearly polarised in x-direction:
B1(t) = 2B1(t) cosωt · ex
This term can be decomposed into two circular polarised parts, a left- and a right-handed term:
B1(t) = B1(t)(cosωt · ex − sinωt · ey)︸ ︷︷ ︸
left−handed
+B1(t)(cosωt · ex + sinωt · ey)︸ ︷︷ ︸
right−handed
Since the right-handed field rotates opposite to the precessing spins, it is completely off-resonant
and will not have any reasonable effect. The remaining term substituted to the equation of
motion (2.5) results in the following differential equation:
d
dt

Mx
My
Mz
 =

0 γB0 γB1(t) sinωt
−γB0 0 γB1(t) cosωt
−γB1(t) sinωt −γB1(t) cosωt 0


Mx
My
Mz

To solve the equation analytically, it can be transformed into a frame of reference rotating with
ω about the z-axis,M →M rot = Rz(ωt)M , where Rz(ωt) is the rotation matrix for a rotation
of ωt about the z axis. For an exactly on-resonant excitation (ω = ω0 = γB0), the equation of
motion reads:
d
dt
M rot =

0 0 0
0 0 γB1(t)
0 −γB1(t) 0
M rot (2.11)
A complete derivation of (2.11) can be found in [58, p. 105ff.]. The solution is given by:
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M rot(t) = Rx
 t∫
0
γB1(s)ds
M rot(0)
That is, the magnetisation vector is rotated by an angle, α, about the x-axis which is dependent
on the pulse length, τ , and the time dependent amplitude of the excitation field, B1(t):
α =
τ∫
0
γB1(t)dt (2.12)
In practise, irradiation of the electromagnetic waves requires an antenna. In most cases, the
antenna is realised by a coil or an array of several coils which are tuned and matched to the
Larmor frequency of the static magnetic field.
2.1.7. Signal Reception
The same coil that is used for excitation can also serve as detection device for the signal that
arises from precessing spins. Signal reception is based on Faraday’s law of induction:
 = dφ
dt
, where φ =
∫
BdS (2.13)
That means, a change of the magnetic flux, φ, with time through a conducting loop induces an
electromotive force, . The flux is defined by the integral of the magnetic field, B, that passes
through the conducting loop area, S. In MR experiments, the origin of B is the magnetised
sample inside the receiver coil. A given magnetisation, M , generates a vector potential, A:
A = µ04pi
∫ ∇′ ×M(r′, l)
|r − r′| dr (2.14)
A in turn, is related to a magnetic field by B = ∇×A. Substituting this relation and the term
for the vector potential ((2.14)) into the equation for the magnetic flux and considering Stoke’s
theorem, φ can be expressed by:
φ =
∫
BdS =
∫
(∇×A)dS =
∮
Adl =
∫
∇′ ×
(
µ0
4pi
∮
M(r′, l)dl
|r − r′|
)
dr (2.15)
In general, the receiver coil will have a position dependent sensitivity. That means, the electro-
motive force induced by a magnetisation near the coil is not only dependent on the vector M
but also on its location, r. According to the principle of reciprocity [34], this receive sensitivity,
B−1 (r), is equal to the transmit sensitivity, B+1 (r) = B(r)/I, which is defined as the magnetic
field strength, B, that is generated at r when the coil is driven with current, I. Considering the
law of Biot-Savart, the receive sensitivity can thus expressed as:
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B−1 (r′) = B(r′)/I = ∇′ ×
(
µ0
4pi
∮
dl
|r − r′|
)
(2.16)
Combining now Equations (2.14) to (2.16) and substituting them into Faraday’s law of induction
(2.13), the electromotive force induced in the coil, which is directly proportional to the received
signal, sr(t), is:
sr(t) ∝  = − d
dt
∫
sample
B−1 (r)M(r, t)dr (2.17)
The magnetisation evolution with time of a sample in a magnetic field is given in Equations
(2.7) and (2.8). Substitution of both equations into (2.17) demonstrates that the measured
signal originates from the transverse magnetisation components (xy-plane):
sr(t) ∝ d
dt
∫
sample
B−1,z(r)M0,z(r) +B−1,xy(r)Mxy(r) exp (−iω0t)dr
sr(t) ∝ d
dt
∫
sample
B−1,xy(r)Mxy(r) exp (−iω0t)dr (2.18)
In a more general case, the Larmor frequency, ω0, will not have a constant value and direction
over the whole sample and over time. Such variations are due to inhomogeneities and drifts
of the static magnetic field, susceptibility differences within the sample and especially due to
deliberately applied magnetic field gradients. The gradient fields are the key tool which allows for
spatial encoding in MRI experiments. This issue is discussed in detail in the following sections.
For now, we consider an arbitrary vectorial function of location and time, Φ(r, t), which can
be decomposed into a sum of a location independent part, ω0t, (static field) and a vector field,
φ(r, t), whose absolute values are very small compared to ω0 at any location and time (small
disturbances of the static field). Thus, Equation (2.18) reads:
sr(t) ∝ d
dt
∫
sample
B−1,xy(r)Mxy(r) exp (−iΦ(r, t))dr
∝ d
dt
∫
sample
B−1,xy(r)Mxy(r) exp (−iω0t) exp (−iφ(r, t))dr
∝ i(ω0 + dφ(r, t)/dt)
∫
sample
B−1,xy(r)Mxy(r) exp (−iω0t) exp (−iφ(r, t))dr.
Since |φ(r, t)| << ω0, the time derivatives of φ are negligible compared to ω0. Therefore, the
signal equation can be further simplified to:
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sr(t) ∝ iω0
∫
sample
B−1,xy(r)Mxy(r) exp (−iω0t) exp (−iφ(r, t))dr.
For reasons that will become obvious in the later sections, the received signal is demodulated by
means of a quadrature phase-sensitive detection. The incoming signal is split into two channels.
One channel is multiplied by cosω0t, the other by a factor of sinω0t. Subsequently, the signals are
low-pass filtered. This process gives rise to the complex-valued received signal to be demodulated
down to the baseband signal, s(t).
s(t) = sr(t) exp (iω0t) ∝ iω0
∫
sample
B−1,xy(r)Mxy(r) exp (−iφ(r, t))dr (2.19)
This is the fundamental signal equation for MR experiments and it will be used as a starting
point for the following considerations about signal acquisition.
2.2. Nuclear Magnetic Resonance
The first nuclear magnetic resonance (NMR) experiments in condensed matter were conducted
independently by Felix Bloch and Edward Mills Purcell in 1946 ([9], [70]). In 1952, both awarded
the Nobel prize in physics ’for their development of new methods for nuclear magnetic precision
measurements and discoveries in connection therewith’.
2.2.1. Free Induction Decay
The most basic nuclear magnetic resonance experiment consists of a resonant excitation of the
sample magnetisation and subsequent recording of the signal. This is called free induction de-
cay (FID). By means of a resonant 90 ◦ RF-pulse, the thermal equilibrium is disturbed and the
magnetisation is flipped into the xy-plane, perpendicular to the direction of the static magnetic
field. Thenceforth, the transverse magnetisation component decays according to the Bloch equa-
tions. Assuming an ideal static magnetic field and no disturbing influences from susceptibility
differences or gradient fields, φ(r, t) = 0, the resulting signal equation (based on (2.19)) reads:
sFID(t) =
∫
sample
B−1,xy(r)Mxy(r) exp (−t/T2)dr (2.20)
For the sake of clarity, the proportional factors were omitted and replaced by an equal sign.
Nevertheless, the scaling of the signal remains arbitrary and does not allow for a direct inference
of the absolute sample magnetisation. Let S0 be the volume integral over B−1,xy(r)Mxy(r) which
is equivalent to the amplitude of the measured signal. The resulting FID signal can thus be
described by (Figure 2.4a):
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Figure 2.4: FID magnitude signal of a single proton species with resonance frequency
equal to ω0 and the corresponding spectral representations.
sFID(t) = S0 exp (−t/T2). (2.21)
2.2.2. NMR Spectroscopy
As shown in Equation (2.21), the FID signal contains information about the number of protons
in the sample since S0 is a weighted sum of the spatial distribution of magnetisation and the
magnetisation in turn is proportional to the proton density (cf. (2.4)). Furthermore, the decline
of the FID signal is related to the spin-spin relaxation constant. One can obtain a different
representation of the FID by transforming the time signal into the frequency domain using the
Fourier transform (FT). This representation of the measured signal is called NMR spectrum
(Figure 2.4b):
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sFID(ω) = FT{sFID(t)} = FT{S0 exp (−t/T2)}
=
+∞∫
−∞
S0 exp (−t/T2) exp (−iωt)dt
= S0T21 + T 22ω2
+ i S0T
2
2ω
1 + T 22ω2
.
The real part of the NMR spectrum is called absorption, the imaginary part dispersion mode
(Figures 2.4c and 2.4d). The absorption mode is characterised by a Lorentzian function with the
peak located at zero and a width of 1/piT2. That means that the location of the peak is related
to the deviation of the sample protons Larmor frequency from the reference frequency, ω0, and
the width of the peak is inverse proportional to the spin-spin relaxation time. Furthermore, the
integral over the absorption mode equals S0 and the area under the peak is thus proportional
to the number of protons in the sample.
2.2.3. Chemical Shift
The advantages of the spectral representation of the FID signal become obvious if the sample
consists of multiple proton species characterised by different Larmor frequencies. In such cases,
the spectrum shows multiple peaks (Figure 2.5) which allow for a differentiation between the
proton species and their characteristics such as abundance and relaxation time. Differences in the
Larmor frequencies arise if protons are bound in different chemical compounds and therefore
have various spatial configurations of the surrounding electrons. These electrons weaken the
static magnetic field locally and thus determine the effective magnetic field, B0, that is seen by
the proton. A smaller effective B0 also reduces the Larmor frequency (ω0 = γB0) and results
in a peak shift in the spectrum. This effect is called chemical shift and forms the basis of NMR
spectroscopy which is thus an elegant and powerful way to study the composition and molecular
structure of materials or biological tissues.
The most important chemical shift in conjunction with MRI is the shift between water and fat
protons. Especially for abdominal imaging, the large amount of fat in the surroundings of the
viscera gives rise to artefacts which impair the image quality. In order to clarify these relations,
the following sections discuss the mechanisms of spatial encoding in MRI experiments.
2.3. Spatial Encoding
The essence of an imaging experiment is a technique to encode the received signals spatially, so
that it is possible to reconstruct an image from the acquired data. In MR experiments one is
faced with the problem that the measured signal is always a superposition of signals from all
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Figure 2.5: FID magnitude signal of a two proton species with different resonance fre-
quencies and the corresponding spectral representations.
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parts of the sample that have been excited with a RF-pulse before. Thus, in order to spatially
encode the signals, on one hand, it is possible to selectively excite certain volumes, acquire the
signals from each of these volumes separately and finally put all data together to a resulting
image. On the other hand, one can manipulate the sample magnetisation between excitation and
signal reception with spatially varying magnetic fields to later decompose the recorded signals
into their contributions in the image space. The latter idea was proposed by Paul C. Lauterbur
and Sir Peter Mansfield in 1973. Their work in the 1970s was the hour of birth for MRI and
in 2003 both were finally awarded with the Nobel Prize in Physiology and Medicine ’for their
discoveries concerning magnetic resonance imaging’.
Nowadays, a combination of both, spatially selective RF-pulses and spatially varying magnetic
fields, is used for spatial encoding in MRI experiments. Since coils and transmit hardware have
been developed rapidly during the last years, methods for spatially selective excitation are an
active field of research. The following sections, however, are focused on the conventional concepts
of spatial encoding.
2.3.1. Slice Selection
The basic idea of slice selection is an RF-pulse that excites a volume of the sample with a
restricted thickness in one dimension. For this purpose, the static magnetic field, B0, is ma-
nipulated by an additive linear gradient field in z-direction, Gz. In principle, the direction of
the gradient field and therefore the orientation of the resulting slice is arbitrary, but for sake of
clarity we will stay with the z-direction. The gradient field makes the Larmor frequency (2.7)
of the sample a function of the position, z:
ω0 ⇒ ω0(z) = γ(B0 +Gzz)
With that, one can assign a frequency range, ∆ω, to a desired slice thickness, ∆z:
∆ω = γ(B0 +Gz(z + ∆z))− γ(B0 +Gzz) = γGz∆z (2.22)
Consequently, if a RF-pulse with frequency range, ∆ω, is played out during the linear gradient
field, Gz, is applied, only the spins located between z and z + ∆z will be excited (Figure 2.6a).
The x- and y-direction remain unaffected from such restrictions. The subsequently measured
signal contains only information of the magnetisation within this slice, since all other protons
have not been affected by the RF-pulse and their magnetisation vectors have not been flipped
inside the detectable xy-plane. What kind of RF-pulse shape is required to achieve the frequency
range, ∆ω? The answer is given by the Fourier transform. If the desired frequency range is a
rectangular function, B1(ω), the Fourier transformed of B1(ω) is the required pulse shape that
has to be played out in the time domain (Figure 2.7):
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∆ω
∆ω = γGz∆z
(a) Pulse Bandwidth and Slice Thickness
RF
Gz
0
(b) Slice Selection Sequence
Figure 2.6: Depending on z-gradient strength and bandwidth of the RF-pulse, a slice of
certain thickness can be selectively excited (left). Pulse diagram of a slice selection
sequence (right).
B1(ω) = B0,ω
1 if ω ∈ ∆ω0 otherwise
B1(t) = FT{B1(ω)} = B0,tsinc(pi∆ωt)
This relation is not restricted to the case of a rectangular slice profile, but is the general rela-
tion between required pulse shape in the time domain and the resulting profile of the excited
slice. In Figure 2.6b, the selective excitation process is depicted in a so called pulse sequence
diagram where the time course of RF amplitude and gradient strength are depicted. Note that
an additional z-gradient in opposite direction after the RF-pulse has to be played out. This
gradient, which has half the amplitude-time-product of the slice selection gradient, compensates
the dephasing of spins that arises during the slice selection. Without that, the signals from the
spins inside the selected slice would not be coherent and the resulting measured signal would be
decreased dramatically.
2.3.2. Frequency Encoding
The second spatial encoding method is called frequency encoding. The principle is the same as
used in NMR spectroscopy. As discussed above, the NMR spectrum allows one to distinguish
between proton species which are bound to different chemical compounds and therefore have
slightly different Larmor frequencies. Looking a the spectrum, the signal peaks are shifted on
the x-axis according to the chemical shift of the proton species. However, if the sample consists
only of free water protons, one can apply a linear gradient to deliberately shift the Larmor
frequency with respect to the position. In the spectrum, peak shifts do no represent chemical
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(b) slice profile in the frequency domain
Figure 2.7: The profile of a slice in the frequency domain (left) is determined by the
Fourier transform of the slice selective excitation pulse in the time domain (right).
Depending on the slice selective gradient, the profile in the frequency domain can be
directly related to the profile in the spatial domain.
shifts anymore, they are rather assigned to the different spatial positions of the protons. Then
the frequency axis has to be reinterpreted as spatial axis. In practice, a constant, linear frequency
encoding gradient, Gx, is applied during signal reception. Considering this gradient in the signal
equation (2.19) as a small disturbance in the static field, φ(r, t) = γGxxt, gives:
s(t) =
∫
B−1 (x)Mxy,0(x) exp (−iγGxxt)dx
Here again, the proportional factors were ignored and the cumulated measured magnetisation
in y- and z-direction are defined as Mxy,0(x) =
∫ ∫
B−1 (r)Mxy(r)dydz. Assuming B−1 (x) to be
normalised (
∫
B−1 (x)dx = 1) and constant for all x, the measured signal is the Fourier transform
of the magnetisation distribution projected onto the x-axis:
s(t) =
∫
Mxy,0(x) exp (−iγGxxt)dx (2.23)
= FT{s( γ2piGxt)} = FT{Mxy,0(x)}
Figure 2.8a illustrates the sequence diagram of a frequency encoding block.
2.3.3. Phase Encoding
Phase encoding is the third conventional spatial encoding technique in MRI (Figure 2.8b). It
is based on the same idea as frequency encoding, namely, the linear spatial modulation of the
Larmor frequency in order to assign a certain position to the portion of signal that was measured
at a given frequency in the spectrum. The difference is that the gradient field is not applied
during the signal recording but between excitation and reception. The resulting signal equation
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(a) Frequency Encoding
Gy
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(b) Phase Encoding
Figure 2.8: Sequence diagrams of spatial encoding blocks: frequency and phase encoding.
for a phase encoding sequence is completely equivalent to that of a frequency encoding block.
If one applies a constant gradient field in y-direction, Gy, for the time, τ , after excitation, the
phase of the spins evolves depending on their position. Assuming the same conditions as for
Equation (2.24), the signal equation can be expressed as:
s(τ) =
∫
Mxy,0(y) exp (−iγGyyτ)dy. (2.24)
Here, Mxy,0(y) is the cumulated magnetisation of the sample projected onto the y-axis. The
signal is, as shown for frequency encoding, the Fourier transform of Mxy,0(y):
s(τ) = FT{s( γ2piGyτ)} = FT{Mxy,0(y)}
The difference between both encoding methods becomes obvious, if the parameters of the mea-
sured signals ((2.24) and (2.24)) are compared. Since frequency encoding applied a gradient field
during the acquisition, the signal changes with time and it is possible to acquire a spectrum in
a single run. Phase encoding allows one only to measure one time point per acquisition. As
will be discussed in the next section, conventional MRI employs a combination of all methods
to achieve an efficient way of data acquisition.
2.4. Signal Equation and Fourier Interpretation
The combination of all three spatial encoding methods leads to an elegant way to obtain a
2-dimensional tomographic image of a sample. In the following sections we will use the signal
equation (2.19) to investigate the resulting MRI signal. It will be shown that the signal is the
2D-Fourier transform of the magnetisation distributions, so that a tomographic image can be
reconstructed from the measured signal by means of a 2D inverse Fourier transform.
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2.4.1. Signals
The following considerations are based on the signal equation given in (2.19). The proportional
factors are neglected and additionally the receiver coil is assumed to be ideal, that is, B−1 is
constant for all positions, r, and can thus be omitted in further calculations. The effective signal
equation reads:
s(t) =
∫
sample
Mxy(r) exp (−iφ(r, t))dr (2.25)
The first element of the imaging sequence is a slice selective RF-pulse. As shown in (2.22), an
arbitrary slice of thickness ∆z can be excited by means of a gradient field in z-direction in com-
bination with a matching RF-pulse frequency range. In the following, only the protons within
that slice will contribute to the measured signal, since all other spins stay aligned parallel to the
static magnetic field and thus cannot be detected by the receiver coil. Since a rephasing gradi-
ent in z-directions compensates the accumulated phases of the spins during the slice selection
gradient, the effective disturbance of the static field, φ, is zero at this time. Equation (2.25)
thus simplifies to:
s(Texc) =
∫ ∫
Mxy,0(x, y)dxdy, (2.26)
where Mxy,0(x, y) =
∫ z+∆z
z Mxy(x, y, z)dz is the magnetisation within the selected slice from z
to z + ∆d projected onto the xy-plane.
Subsequently to the rephasing gradient, a phase encoding gradient is applied in y-direction
during a time τ . It acts as a small disturbance of the static field and becomes noticeable as
exponential term (2.24):
s(Tpha) =
∫ ∫
Mxy,0(x, y) exp (−iγGyτy)dxdy (2.27)
After the phase encoding, a frequency encoding gradient is applied along the x-axis. During this
gradient the signal is acquired. According to (2.24), another exponential term has to be added
to the signal equation:
s(Tfrq) = s(t, τ) =
∫ ∫
Mxy,0(x, y) exp (−iγGyτy) exp (−iγGxtx)dxdy, t ∈ [Tpha, Tfre] (2.28)
This equation is the 2D-Fourier transform of the magnetisation distribution, Mxy,0(x, y). The
corresponding frequencies in the frequency space are given by γ/2piGxt and γ/2piGyτ respec-
tively. It is only required to collect the signals from enough different frequencies, or in other
words, gradient-time-products Gxt and Gyτ and the magnetisation distribution can be recon-
structed by means of an 2D inverse Fourier transform.
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2.4.2. k-space
In this section, the signal equation prepared in (2.28) will be generalised in order to introduce
the basic concept of MRI data acquisition - the k-space. For this purpose, we stay no longer with
gradients of constant amplitudes which can only be switched on and off, but assume arbitrary
amplitude functions of time, Gx(t), Gy(t). Furthermore, kx(t) and ky(t) are defined as:
kx =
γ
2pi
∫
Gx(t)dt, ky =
γ
2pi
∫
Gy(t)dt (2.29)
With these parameters, Equation (2.28) reads:
s(kx, ky) =
∫ ∫
Mxy,0(x, y) exp (−i2pikxx) exp (−i2pikyy)dxdy (2.30)
Mxy,0(x, y) = FT{s(kx, ky)} (2.31)
Consequently, one can reconstruct a spatially resolved image of the sample magnetisation distri-
bution by means of an inverse Fourier transform (iFT) of the signal as a function of kx and ky.
The parameter space generated by kx and ky is called k-space. Although the resulting image
is generally dependent on the acquisition trajectory through the k-space, it is not necessary to
acquire the signal in a certain order of (kx, ky). It is rather important to match some basic
requirements, such as sampling rate and maximal k-values in order to obtain an artefact free
image. In this regard, the Cartesian sampling pattern presented in Figure 2.9b offers several
advantages for the image reconstruction. Since in practice, the Fourier transform is commonly
implemented as discrete Fast Fourier transform (FFT), it is necessary that the signal is available
on a regular Cartesian grid. If this is not the case, the data have to be regrided beforehand.
Furthermore, the regular sampling pattern facilitates an easy way to define image resolution
and field-of-view (FOV). In the following sections the properties of the k-space and the resulting
consequence for the reconstructed image are discussed.
2.4.3. Point-Spread-Function, Resolution and Field-of-View
One of the most important characteristic of an imaging system is its point-spread-function (PSF).
The PSF describes the response of the imaging system to a point object. In the mathematically
regard, it is the function that has to be convoluted with the object to obtain the image. Thus,
the PSF is a main predictor for the fidelity of the imaging process.
In order to determine the PSF of an MR imaging system, a point object located at (x0, y0) is
modelled as a 2-dimensional delta function, M(x, y) = δ(x− x0, y− y0). According to Equation
(2.31), the signal in the k-space, s(kx, ky), is described by the Fourier transform of M(x, y):
s(kx) = FT{M(x, y)} = FT{δ(x− x0, y − y0)}. (2.32)
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(a) 2D Spatial Encoding Sequence
kx
k
y
(b) 2D k-space Trajectory
Figure 2.9: Conventional sequence for the spatial encoding of an arbitrary 2-dimensional
slice within the subject (left) and the corresponding trajectory through the k-space
(right).
That means, if one could measure the signal for all (kx, ky), it could be inversely Fourier trans-
formed and the reconstructed image would be a perfect copy of the original point object. How-
ever, the imaging system is restricted and it is generally not possible to acquire the signal for all
real values between (kx, ky) = (−∞,−∞) and (kx, ky) = (+∞,+∞). If the signal is sampled on
a regular Cartesian grid, only a small part of the k-space, from (kx, ky) = (−kx,max,−ky,max) to
(−kx,max,−ky,max) in discrete steps of ∆kx may be acquired. Such a sampling pattern can be
included into Equation (2.32) with two multiplicative factors:
s(kx) = FT{δ(x−x0, y− y0)} · rect( kx2kx,max ,
ky
2ky,max
) ·
+∞∑
i,j=−∞
(δ(kx− i∆kx, ky − j∆ky), (2.33)
where the rectangular function refers to the finite size and the sum of delta-functions, also known
as Dirac comb or Shah function, to the discrete sampling of the k-space. Considering the Fourier
convolution theorem and the properties of the delta-function as identity of the convolution, the
reconstructed image, i(x, y), can be expressed as:
i(x, y) = iFTs(kx)
= δ(x− x0, y − y0)
∗
sinc(2kx,maxx, 2ky,maxy) ∗ +∞∑
i,j=−∞
(
δ(x− i∆kx , y −
j
∆ky
) (2.34)
Thus, the PSF is given by the convolution of a sinc-function with a Dirac comb (2.34). The
both terms lead to two important characteristics of a MR image, the resolution and FOV. For
the sake of clarity, we will deal with the terms separately.
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Figure 2.10: The relation between sinc-shaped PSF and image resolution in MRI. Due
to the width of the sinc lobes, which depends on the size of the acquired k-space, two
point objects can only be resolved if their distance is large enough.
Resolution
Starting with the sinc-function and ignoring the Dirac comb shows that the image of the point
object is spread around its original location in a 2-dimensional sinc-shaped manner. The fre-
quencies of this sinc-function are determined by kx,max and ky,max. The higher kmax, the smaller
the lobes. This gives rise to a fundamental relation between kmax and the resolution of the im-
age: the sizes of the voxels in an MR image, dx and dy, are inversely proportional to the size of
the sampled k-space, kx,max and ky,max [58, p. 96]:
dx,y ≈ 12kx,y,max (2.35)
In Figure 2.10, this relation is illustrated in 1 dimension. Note that the resolution can be dif-
ferent for the x- and y-direction and is independent between both.
Field-of-View
Considering now the Dirac comb in Equation (2.34). This term replicates the point object
in steps of 1∆kx in x-direction and in steps of
1
∆ky in y-direction. Thus, the k-space sampling
rate, ∆k, determines the effective FOV of the reconstructed image since the largest correctly
reconstructible object may have a size of 1∆k (Figure 2.11):
FOVx,y =
1
∆kx,y
(2.36)
As discussed for the resolution, the FOV may also be different for x and y-direction.
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Figure 2.11: The FOV in MRI is related to the k-space sampling density. For Cartesian
sampling, the distance between two sampling points in k-space (left) is inversely pro-
portional to the size of the FOV and the image is replicated in intervals of that size
(right).
Generalisation of the PSF
The signal equation given in (2.33) describes the ideal case of discrete k-space sampling. In a
real MRI experiment, the signal scaling can change while moving on a trajectory through the
k-space e.g. due to relaxation effects. The scaling differences act as a multiplicative function of
kx and ky in Equation (2.33). After inverse Fourier transform, this additional window function,
u(kx, ky), appears as a further term in the generalised PSF, PSFgen, of the image:
PSFgen = sinc(2kx,maxx, 2ky,maxy) ∗
+∞∑
i,j=−∞
δ
(
x− i∆kx , y −
j
∆ky
)
∗ FT{u(kx, ky)} (2.37)
On one hand, such window functions can seriously affect the effective image resolution, on the
other hand, they can also be used to deliberately influence the PSF in order to suppress noise
and thereby enhance the SNR. Certainly, both effects interact so that a desired increase of SNR
has to be paid with a decreased effective resolution.
2.4.4. Artefacts
When rating MR image quality, one is often faced with artefacts which cannot be explained
intuitively. This is the result of the MR imaging process. In conventional photography for
example, the intensity in each pixel is obtained by imaging the object through an optical device
directly in the image space. In contrast, in MRI the information is acquired in the frequency
space called k-space. Thus, all limitations of the imaging system do not directly act on the image,
but they are also Fourier transformed in the course of image reconstruction. It is worthwhile to
investigate how errors and imperfections of the imaging system propagate to the reconstructed
image and thus manifest as artefacts. As an example, a common MRI artefact is introduced
and discussed in the following section.
36
2.5. Noise in MR Signals
Aliasing and the Nyquist-Shannon Sampling Theorem
The Nyquist-Shannon sampling theorem states that if a signal is bandlimited to a bandwidth,
∆f , the signal must be sampled with a rate, fs > 2∆f to facilitate exact reconstruction [82].
If the signal contains frequencies outside ∆f , these parts are misinterpreted in their frequencies
(Figure 2.12).
In connection with MRI, this effect leads to an artefact called aliasing. As discussed in the
previous sections, the spatial encoding in an MR image works through linear gradient fields
which provide a deterministic relation between Larmor frequency and position. Consequently, if
the image is reconstructed from a signal that contains frequencies outside the trusted bandwidth,
the spatial encoding becomes biased and parts of the objects are shifted to erroneous positions.
The way how the image is actually affected can be determined by the considerations about the
FOV. As shown in the last section, the discrete sampling of the k-space gives rise to a replication
of the object is steps of 1∆k . If the object is larger than the FOV, and therefore the Nyquist-
Shannon sampling theorem is violated, the left part of the object outside the FOV folds in to the
right side of the image. Likewise, all other object parts outside the FOV appear at the opposite
side in the reconstructed image (Figure 2.13).
time
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sampling points
reconstructed signal
Figure 2.12: The Nyquist-Shannon sampling theorem: if a signal is sampled with a fre-
quency smaller than twice the highest frequency present in the signal, the reconstruc-
tion fails.
2.5. Noise in MR Signals
Real MR experiments are always contaminated by noise. The main part of the noise is a result
of the electrical resistance of the scanned object as well as of the scanner electronics. This
signal independent part is called thermal or Johnson noise. Furthermore, in experiments where
living tissue is examined, running physiological processes lead to continuous small changes of
MR parameters which result in random fluctuations of the measured signal. This kind of noise
is generally dependent on the signal strength and is called physiological noise. Especially the
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Figure 2.13: Violation of the Nyquist-Shannon sampling theorem leads to aliasing. Since
spatial encoding is achieved by means of spatially linear varying Larmor frequencies,
the frequencies from object parts which are located outside the FOV are misinterpreted
and fold over to the opposite side of the field of view.
statistical characteristics of thermal noise have to be carefully considered in the variographic
analysis described in the following chapter and is thus discussed theoretically in detail in this
section.
2.5.1. Thermal Noise
In any conducting material at room temperature, the thermal energy gives rise to random
movements of charge carriers regardless of the applied voltage. The movements are equal to
small fluctuating currents within the material which again lead to small, random changes in
the measured voltage. This effect is called thermal or Johnson noise. Thermal noise is white,
which means that the power spectral density is constant throughout the frequency spectrum.
Additionally, its amplitude has a Gaussian probability density function with zero mean and a
standard deviation, σn, which is dependent on the temperature, T , the resistance of the material,
R, and the bandwidth, ∆f :
σn =
√
4kbTR∆f (2.38)
In MR experiments, the conducting material is given by the electronics of the receive system and
by the resistance of the scanned object, which is usually the human body ([20], [47]). Therefore,
one can divide the total thermal noise into two contributions: body noise, σn,B, and electronic
noise, σn,E . Since both phenomena are independent, their variances, or the squares of their
standard deviations, are additive:
σ2n = σ2n,B + σ2n,E (2.39)
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2.5.2. Physiological Noise
During MR signal acquisition, the living human body cannot be regarded as a static object.
The MR parameters will change spatially and with time due to physiological processes, such
as fluctuations in the basal cerebral metabolism, blood flow and volume as well as cardiac and
respiratory functions [42]. In contrast to thermal noise, the physiological induced fluctuations,
σn,P , are signal dependent. Nevertheless they can also be assumed to be Gaussian distributed.
Krueger and Glover [42] showed that σn,P can be modelled as:
σn,P = s
(
c1
TE
∆T ∗2
+ c2
)
(2.40)
where s is the signal strength, ∆T ∗2 are physiological induced changes in the spin-spin relaxation,
TE is the echo time and c1, c2 are constants. The total noise variance (2.39) has thus to be
extended by this term for the physiological noise, σn,P :
σ2n = σ2n,B + σ2n,E + σ2n,P (2.41)
2.5.3. Statistics of Noisy MR Signals
For the following considerations, the total noise is assumed to be dominated by thermal noise
so that physiological effects can be neglected. The measured MR signal, sm, contains the
actual complex signal, s, which is contaminated by complex Gaussian noise with zero mean and
standard deviation, σn:
sm = s+ n(0, σn) = (<(s) + n(0, σn)) + i(=(s) + n(0, σn)) (2.42)
Usually, the MR image is presented as the magnitude of the measured complex signal, m =√
<(sm)2 + =(sm)2. This representation has the advantage that it is not affected by artefacts
in the signal phase. The magnitude reconstruction gives rise to the signals to become Rician
distributed with the probability density function, fRi(m|s, σn) [71]:
fRi(m|s, σn) = m
σ2n
exp
(
−m
2 + s2
2σ2n
)
I0
(
ms
σ2n
)
, m ≥ 0 (2.43)
where I0(x) is the modified Bessel function of the first kind with order zero. Mean, µ, and
variance, σ, of f(m|s, σn) read:
µRi = σn
√
pi
2L1/2
(
− s
2
2σn
)
; σ2Ri = 2σ2n + s2 − µ2Ri (2.44)
L1/2(x) denotes a Laguerre polynomial. From this general form of the noisy MR signal, two
important special cases can be inferred. First, if the signal is very large compared to the noise
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Figure 2.14: For single-channel receiver systems, the noise in magnitude MR images
is generally Rician Distributed. For rather large SNR values, as shown here for
SNR=10, the Rice distribution can be well approximated by a Gaussian function
(left). For regions with zero signal, the noise becomes Rayleigh distributed (right).
level, s >> σn, the magnitude becomes approximately Gaussian distributed with mean equal to
s and variance equal to σ2n [32]. Thus, for high SNRs, the magnitude mean value corresponds
to the actual signal strength and the measured noise variance is equal to the variance of the
complex noise signal. The second important special case is zero signal, which can be found for
example in the background area of the image. In these regions the magnitude becomes Rayleigh
distributed with the probability density function, fRl(m|σn):
fRl(m|σn) = m
σ2n
exp
(
−m
2
2σ2n
)
, m ≥ 0 (2.45)
Mean and variance of the Rayleigh distribution read:
µRl = σn
√
pi
2 ; σ
2
Rl = σ2n
(4− pi
2
)
(2.46)
The probability density functions of the Rice and Rayleigh distributions are depicted in Figure
2.14.
Multi Channel Receivers
The previous considerations have been made under the assumption of a single-channel receiver
system. However, in contemporary scanner systems single-channel receivers are rarely found.
Most of the coils used today consist of arrays of up to 32 elements. Such designs allow for higher
SNR and accelerated signal acquisitions (cf. section 2.8).
For image reconstruction, the signals from all receive channels have to be combined. There are
two commonly used reconstruction methods available: sum-of-squares reconstruction (SoS) and
adaptive combination (AC) [88]. The SoS image is computed by
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ml,SoS =
√√√√ l∑
i=1
(<(sm,i)2 + =(sm,i)2)
where l is the number of channels and sm,i the measured signal from the i-th channel. This is
a simple but effective way to obtain a magnitude image from a multi channel acquisition. For
high SNR signals, this reconstruction method is approximately optimal [72].
The adaptive combination method is based on a linear combination of the single channels:
ml,AC =
∑l
i=1wism,i. The weights wi are inferred by including the signal and noise levels of
each channel into the calculation. This allows for a maximisation of the SNR in the recon-
structed image. After the linear combination of the channels, the signal is still complex. In
order to obtain a conventional image, the magnitude of the complex signal is computed.
Dependent on number of channels and reconstruction method, the noise statistics change. Con-
stantinides et al. [16] demonstrated that for completely uncorrelated channels with same noise
levels, the statistics of the reconstructed signals can be generally described by a non-central chi
distribution:
fncChi(ml|sl, σn, l) = sl
σ2n
(
ml
sl
)l
exp
(
−m
2
l + s2l
2σ2n
)
Il−1
(
mlsl
σ2n
)
, ml ≥ 0, (2.47)
where sl is the combination (either SOS or AC) of all noise free signals si and Il−1 is the modified
Bessel function of first kind and (l − 1)th order. The distribution is depicted in Figure 2.15a.
Mean, µncChi, and variance, σ2ncChi, of the non-central Chi distribution read:
µncChi = σn
√
pi
2
(2l − 1)!!
2l−1(l − 1)!1
F1
(
−12 , l,−
s2n
2σ2n
)
(2.48)
σ2ncChi = 2lσ2n + s2l − µ2ncChi, (2.49)
where 1F1(a, b, c) is the confluent hypergeometric function. Similarly to the single channel
statistics, for the special case of zero signal the non-central chi distribution simplifies to a
central chi distribution (Figure 2.15b):
fcChi(ml|σn, l) = 2(√2σn)2l(l − 1)!
m2l−1l exp
(
−m
2
l
2σ2n
)
, ml ≥ 0. (2.50)
In case of AC reconstruction, the l channels are linearly combined to a single effective channel
of which then the magnitude is calculated. Thus, the noise statistics is equal to that of a single
channel signal and follows a Rician distribution in regions with signals larger than zero and a
Rayleigh distribution for zero signal regions. Note that this is only strictly true if all channels
are uncorrelated and have same noise levels. In Table 2.1 an overview of the discussed signal
statistics is depicted.
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Figure 2.15: For multi-channel receiver systems, the noise in magnitude MR images is
generally non-central chi distributed, which is exemplarily shown for SNR=10 and
32 channels in the left figure. In regions with SNR=0, the noise becomes central-chi
distributed (right). For AC reconstruction the noise distribution simplifies to a Rice
or Rayleigh distribution, respectively.
Reconstruction Method
SNR (Number of Channels) Sum of Squares Adaptive Combination
S > 0 (1) Rice Rice
S >> σn (1) approx. Gaussian approx. Gaussian
S = 0 (1) Rayleigh Rayleigh
S > 0 (n) non-central chi Rice
S = 0 (n) central chi Rayleigh
Table 2.1: Overview of the noise distribution for different receiver systems (single- or
multi-channel) and magnitude image reconstruction methods.
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2.6. Basic MRI Sequences and Contrasts
After introducing the conventional spatial encoding methods and the concept of k-space, the
following section is supposed to present the two basic MRI sequences and shows how to utilise
the timing of their sequences blocks to obtain different image contrasts.
2.6.1. Gradient Echo
The first sequence discussed is the gradient echo (Figure 2.16). It begins with a selective excita-
tion of a slice in the xy-plane using a constant z-gradient field and a matching 90 ◦ RF-pulse of
limited bandwidth. Simultaneously to the refocusing z-gradient, a phase encoding gradient in
y-direction as well as a prephasing x-gradient are applied. The amplitude of the phase encoding
gradient determines the line of the k-space in y-directions which will be acquired during the
following readout. Since the selected line dependents only on the gradient moment (the integral
of the gradient amplitude over time, (cf. (2.29)), it would also be possible to in- or decrease
the time the y-gradient is switched on. However, this would change the timing for every line of
k-space and thus the gradient moment is commonly selected only by changing the amplitude.
The prephasing x-gradient with negative amplitude gives rise to the magnetisation to dephase,
or in other words, it leads to a position of negative kx-values in k-space. During the following
frequency encoding gradient, the signal is recorded. This x-gradient has a positive amplitude
and a moment which is twice the prephasing gradient moment. Thereby, the magnetisation
rephases and has maximum phase coherence in the centre of k-space and dephases again for
positive kx-values. The deliberately de- and rephasing of the magnetisation by means of gradi-
ents only is called gradient echo. The time between the centre of the RF-pulse and the centre of
k-space is called echo time (TE). TE is determined by the length of the refocusing z-gradient,
the phase encoding y-gradient and the pre- and rephaser gradients in x-direction. In principle,
TE can be arbitrarily decreased using stronger gradient amplitudes. However, this is restricted
by hardware limitations of the gradient system and the desired maximum values in k-space
which determine the image resolution (2.35). Furthermore, in order to maintain a given FOV
,the sampling rate must be increased if the gradient amplitude is higher. In this regard, one
must be aware of the fact that a higher sampling rate, and thus, a larger readout bandwidth
increases the noise level in the signal which leads to a lower SNR in the resulting image.
After the acquisition of a k-space line, the whole gradient echo experiment is repeated using
a different phase encoding gradient moment and therefore acquires another ky-line of k-space.
The time between two RF-pulses is called repetition time, TR. TR may be arbitrarily long,
but the shortest possible value is limited by the length of the whole gradient echo block. The
gradient echo experiment is repeated until all desired ky-lines of k-space are acquired and it may
be further repeated to acquire the data from a second or even more kx-ky-planes in order to
cover a 3-dimensional volume.
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Figure 2.16: The gradient echo sequence: the dephased magnetisation is refocused using
a gradient. During refocussing, the gradient echo signal is recorded.
2.6.2. Spin Echo
The spin echo sequence (Figure 2.17) is essentially composed of the same elements as the gradi-
ent echo. However, a second RF-pulse is required. This RF-pulse is played out between phase
encoding and readout and has a flip angle of 180 ◦. That is, the magnetisation is inverted. By
means of the inversion, the dephasing of the magnetisation can be turned back into a rephas-
ing since the phase advance which is developed by spins with higher Larmor frequency before
inversion, is turned into a phase deficit by means of the 180 ◦ RF-pulse. Due to the persisting
higher Larmor frequency of these spins, the deficit is compensated with time and after twice
the time between excitation and inversion a spin echo can be observed. Due to the inversion,
the prephasing x-gradient must have the same polarity as the frequency encoding gradient. The
definitions of TE and TR remain unchanged. TE is the time between centre of RF-pulse and
the centre of k-space as well as TR is the time between two 90 deg excitation pulses.
The essential difference between gradient and spin echo is the measured relaxation parameter.
By means of a spin echo all deterministic variations in Larmor frequencies such as susceptibility
differences are refocused and only the loss of phase coherence due to random spin-spin inter-
actions remains. The gradients echo in contrast, does not refocus such phase coherence losses.
Thus, spin echo images are weighted by T2, while gradient echo images are weighted by T ∗2 .
2.6.3. Sequence Parameters and Contrast Manipulation
The choice of the sequence timing parameters, TE and TR, allows for a manipulation of the
image contrast. This becomes clear if one considers the solution of the Bloch equations given
in (2.10). A long TR compared to T1 gives rise to full relaxation before the next excitation
and thus to a maximum of available magnetisation while a shorter TR decreases this value.
Mathematically, the measured signal intensity is described by the following term:
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Figure 2.17: The spin echo sequence: the dephased magnetisation is refocused using a
180 ◦ inversion pulse which is played out between the excitation pulse and the signal
reception. The originally dephasing spins refocus again after the 180 ◦ RF-pulse and
at the time TE a spin echo can be observed.
TR ≈ T1 TR >> T1
TE ≈ T2/T ∗2 T1 and T2/T ∗2 weighted T2/T ∗2 weighted
TE << T2/T ∗2 T1 weighted proton density weighted
Table 2.2: The choice of the sequence timing parameters, TE and TR, influences the
weighting of the resulting image intensities.
S(TR, T1) ∝ ρp
(
1− exp
(
−TR
T1
))
(2.51)
Likewise, if TE is comparable to T2 or T ∗2 respectively, the decay of the xy-magnetisation is
advanced. If TE is very short compared to T2/T ∗2 , almost the whole magnetisation is still
measurable. Therefore, the measured signal intensity given in (2.51) must be extended by a
second term:
S(TR, TE, T1, T (∗)2 ) ∝ ρp exp
(
− TE
T
(∗)
2
)(
1− exp
(
−TR
T1
))
(2.52)
From this, one can infer four different weightings of the measured signal:
For two types of tissue with significantly different relaxation times, one can thus obtain different
image contrasts by adapting TR and TE to the tissue relaxation constants. In Figure 2.18 this is
depicted for human brain tissues as an example for the contrast between white and grey matter
when using different sequence timings.
2.7. Fast 3-dimensional Imaging: The MP-RAGE Sequence
Until now, only 2-dimensional spatial encoding in x- and y-direction was considered which was
introduced with the concept of a 2D k-space. The third dimension was pre-encoded by means
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Figure 2.18: The different relaxation constants of white an grey matter can be used to
obtain distinct soft-tissue contrast in the human brain. Depending on the choice of
echo time, TE, and repetition time, TR, the signals from white and grey matter are
different which gives rise to various contrasts between the both tissue types.
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of a slice selective RF-pulse. However, in similar way it is possible to excite the whole sample
with a non-selective RF-pulse and to subsequently encode the acquired signal in all three spatial
dimensions. Thus, the k-space becomes a 3-dimensional construct and the image reconstruction
is performed by means of a 3D iFT. Nevertheless, all discussed characteristics of the k-space,
such as PSF, resolution and FOV, similarly apply to the third dimension. The advantage of
3-dimensional spatial encoding is that the image is continuous in all three dimensions and is not
influenced by slice profiles and/or gaps. The drawback is the occasional long acquisition time.
For that reason several fast imaging techniques (not only for 3D but also for 2D acquisitions)
have been developed. The following sections introduce a widely used fast 3D imaging sequence,
called MP-RAGE. This sequence will form the data basis of the variographic analysis presented
in the following chapter and is therefore discussed in detail. For the sake of clarity the building
blocks of the MP-RAGE sequence, such as the inversion recovery technique as well as the 3D
FLASH readout are discussed beforehand and will be finally connected.
2.7.1. FLASH 3D
The Fast Low Angle Shot (FLASH) technique has been patented by Jens Frahm and colleagues
in 1985 [24]. The main idea is to use a gradient echo sequence with low excitation flip angles,
α, instead of 90 ◦ pulses. This allows one to go to very short TR s without loosing too much
signal intensity. In case of a 90 ◦ RF-pulse and short TR, only few magnetisation has recovered
when the next excitation pulse is applied. This results in a very low signal level and thus in
a low SNR. Using low flip angles only, enough magnetisation is recovered before the following
excitation. However, before each new excitation pulse, the residual transverse magnetisation
has to be spoiled to avoid image artefacts. The spoiling is usually achieved by a combination
of spoiler gradients after the signal reception and a variation of the RF pulse phase for each
excitation. The measured signal intensity of such an MR experiment was derived by Richard R.
Ernst and the formula is nowadays known as Ernst equation:
S = S0 sin (α) exp
(
−TE
T ∗2
) 1− exp (−TRT1 )
1− cos (α) exp
(
−TRT1
) (2.53)
As an example, the measured signal intensity for TR/TE = 10ms/3ms and T1/T ∗2 = 800ms/50ms
(human white matter at 3T) with respect to the excitation flip angle is depicted in Figure 2.19b.
The flip angle of maximum signal intensity, the Ernst angle αE , is given by:
αE(TR, T1) = arccos
(
exp
(
−TR
T1
))
(2.54)
The sequence diagram of the 3D variant of FLASH is depicted in Figure 2.19a. The important
differences to the gradient echo sequence illustrated in Figure 2.16 are the non-selective RF-
pulse with a flip angle generally lower than 90 ◦ and a second phase encoding gradient in z-
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Figure 2.19: The 3D FLASH sequence diagram (left) and the resulting signal strength for
human cerebral white matter with respect to the flip angle used (right). For a given
combination of TR and T1, it exists an flip angle, called Ernst angle, that maximises
the signal intensity.
direction instead of the slice selection gradient. Furthermore, directly after the signal reception,
spoiler gradients are applied on all axis to destroy residual transverse magnetisation. With these
modifications a whole brain can be imaged with 1mm isotropic resolution in about 10 minutes
(using TR = 10ms).
2.7.2. Inversion Recovery Experiments
The FLASH 3D sequence implies the problem that for very short TR the T1 contrast becomes
low since the typical T1 values in the human brain are about 800ms for white and 1350ms for
grey matter [60], and thus, the T1-weighting term 2.51 is almost independent on the tissue type.
In order to increase the T1 contrast, one can invert the magnetisation by means of a 180 ◦ pulse
before the readout. Such MR sequences are called inversion recovery experiments (Figure 2.20).
It is for example possible to invert the magnetisation, wait for a time TI and then apply a 90 ◦
excitation pulse to acquire a line of the k-space using a gradient echo experiment. After waiting
for relaxation, the scheme can be repeated until a full k-space is sampled. With the right choice
of TI, one can thus acquire an image with arbitrary T1 contrast. The signal equation for the
inversion recovery gradient echo experiments reads:
S(TI) = S0
(
1− 2 exp
(
−TI
T1
))
. (2.55)
2.7.3. Sequence Diagram of the MP-RAGE Sequence
The drawback of the conventional inversion recovery experiment for imaging purposes is the
long acquisition time. For that reason, in 1990 Mugler III and Brookeman presented a technique
that merges speed of the 3D FLASH sequence and increased T1 contrast of an inversion recovery
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Figure 2.20: Sequence diagram of an inversion recovery gradient echo experiment (IR-
GRE). The equilibrium magnetisation is inverted and after a time TI the recovered
signal is measured using a gradient echo readout. Before the next inversion, the
magnetisation must have relaxed fully in order to start again from the equilibrium
state. This can decisively prolong the acquisition time.
experiment. They called the sequences MP-RAGE (magnetisation-prepared rapid gradient-echo
imaging) [53]. The sequence diagram is depicted in Figure 2.21. It consists of a 180 ◦ adiabatic
inversion pulse followed by a 3D FLASH readout and a subsequent magnetisation recovery
period. Thereby, after each inversion a complete k-space in x- and y-direction can be acquired
(inner loop). The experiment is repeated for the number of k-space lines desired in z-direction
in order to achieve volume coverage (outer loop). By means of this scheme, the acquisition time
for a whole brain with 1mm isotropic resolution remains below 10 minutes whereas the resulting
T1 contrast can be considerably increased.
TE
TRIL
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TROL
180◦ α
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0 ky kz
Figure 2.21: The MP-RAGE sequence diagram: after inversion of the magnetisation
by means of an adiabatic RF-pulse, the relaxing magnetisation is read out using a
3D FLASH acquisition scheme. This combination allows for a fast acquisition of a
complete 3D dataset of the brain with distinct soft-tissue contrast.
2.7.4. The PSF of the MP-RAGE
The short acquisition time for whole brain coverage achieved with the MP-RAGE sequence has
to be paid with the price of a worse PSF. Sampling of the k-space in y-direction takes place
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during T1 relaxation (cf. Figure 2.22). This gives rise to a weighting of the k-space data with
an exponential function along that dimension. The exact shape of the exponential is a function
of several sequence parameters as well as of the T1 of the tissue. Since during the readout, the
magnetisation is continuously disturbed with consecutive RF-pulses, the magnetisation does not
relax to the equilibrium state, S0, but to a steady-state, Sss, determined by the Ernst equation
(2.53). Furthermore, the effective time constant of the relaxation process, T ′1, is shortened
compared to the real T1 of the tissue. The equation for the signal evolution during such a
disturbed relaxation was already derived in 1970 by Look and Locker in the context of NMR
experiments for a fast measurement of T1 [46]:
S(TI) = Sss − (Sss − S0) exp
(
−TI
T ′1
)
1
T ′1
= 1
T1
− ln(cosα)
TRIL
(2.56)
Here, TRIL is the time between two consecutive excitation pulses with flip angle α. In fact,
the final signal equation for the MP-RAGE experiment is even more complex since the state of
the magnetisation at the beginning of the readout, S0, is also dependent on the time between
inversion pulse and beginning of the readout as well as the time between end of the readout and
following inversion pulse. These intervals in turn are determined by the sequence parameters
TROL, inversion time, TI, and the number of k-space lines acquired in y-direction. Along
the x-direction the weighting function deviates only slightly from the ideal shape of constant
weighting. The reason for the deviation is the spin-spin relaxation which takes places during the
signal readout. However, the readout time, TRO, for a conventional MP-RAGE protocol with
two times the echo time (TRO ≈ 2TE ≈ 7ms) is short compared to T ∗2 of brain tissue (about
50ms). Thus, the differences in the weighting function remain small. For the z-direction one
expects an ideal constant weighting function since after each inversion, or in other words, for
each line of the k-space in z-direction, the readout starts at the same time and with the same
state of the magnetisation. Actually, the first few lines may be influenced by the transition into
the steady-state of the outer loop which forms with respect to the FLASH readout parameters
and the time intervals before and after the readout. However, in practice the effect is negligible.
In Figure 2.22 synthetic weighting functions and the corresponding PSFs in x-, y- and z-direction
for sequence parameters of a conventional MP-RAGE protocol are illustrated. The parameters
include: TI = 900ms, TROL = 2500ms, TRIL = 7ms, TE = 3ms, α = 9 ◦ and a matrix size
of 256× 256× 256 voxels.
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Figure 2.22: Synthetic window functions and corresponding point-spread-functions for an
MP-RAGE acquisition with commonly used parameters. In particular, the signal in y-
direction is spread over several voxels due to spin-lattice relaxation which takes place
during the signal readout in ky direction. The other directions are hardly affected.
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2.8. Parallel Imaging
In the last two decades, new techniques to decrease the acquisition time of MR sequences have
been developed. These so called parallel imaging methods are based on multi-element receiver
coils. The geometry of such a phased array gives rise to the single elements to have different
spatial sensitivities with regard to object. This allows for an artefact free reconstruction of
undersampled k-space data. Undersampling means that, for example, only every second line
of the nominal k-space is acquired. The total acquisition time is thus halved. Without special
reconstructions techniques, this would lead to aliasing artefacts in the resulting image (cf. section
2.4.4). However, since a phased array is used for signal reception, the data is acquired multiple
times, each dataset with a different spatial sensitivity. The knowledge of the spatial sensitivities,
which can be measured in a short separate scan before the actual image acquisition, allows for
a retrospective cancellation of the aliasing artefacts.
Two substantially different reconstruction methods are commonly used: The SENSE (sensitivity
encoding [69]) technique merges the aliased images of the single channels into one artefact free
image in the image space, while the GRAPPA (generalized autocalibrating partially parallel
acquisition [31]) reconstruction interpolates the missing lines directly in the k-space. Depending
on coil geometry and number of independent receiver elements, it is possible to acquire not only
every second but even only every third, fourth or even less line of the k-space. After correct
parallel imaging reconstruction, the resulting images are artefact free.
2.8.1. Influence of Parallel Imaging on the Noise Statistics
One major drawback of parallel imaging techniques is the change of the image noise character-
istics. The higher the acceleration factor, the lower the SNR. Generally, SNR decreases with
the square root of the acceleration factor. Furthermore, the noise variance does not remain
stationary but becomes a function of the position and its distribution changes, which can be
described by a so called g-factor map [12], [1]. The noisy signal statistics may thus only be
approximately described by a non-central chi probability density function. This effect can have
significant impact on post-processing methods which rely on a quantitative estimation of the
noise level.
2.9. Methods for Quantitative Imaging
The previous sections discussed extensively how the timing of RF- and gradient pulses can be
exploited in order to obtain MR images with a variety of different contrasts. However, despite
that the signal strength measured in a given voxel might be strongly dependent on the distribu-
tion of the NMR parameters (proton density, spin-lattice and spin-spin relaxation constants) in
this volume, the actual intensity is not a direct physical measure of these values. In most cases,
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the signal equations are rather complex functions of more than one NMR parameter, which
influence the image intensities in a non-linear fashion. Nevertheless, in many cases the signal
equations are known and thus it is possible to acquires several images with different contrasts
and to derive maps of a single parameter thereof. In NMR spectroscopy, measurements of, e.g.,
the spin-lattice relaxation time are routinely performed since the late 1940s, as T1 can provide
important information about the lattice structure of solids or of the environment of water protons
in solutions [10]. During the last decades, also in the field of in vivo MRI the attempts to obtain
quantitative maps of the NMR parameters distribution, such as T1, T2/T ∗2 and proton density,
heaps up [85]. Quantitative MRI (qMRI) techniques are in particular important for compara-
tive studies, where data from different subjects, time points or sites have to be compared since
the quantitative parameters (if measured correctly) do not depend on the scanner system and
condition. The main problem of MRI for in vivo application is the measurement time required.
In particular in clinical routine, the total acquisition time should not exceed 20 minutes. In this
time frame all required contrast images as well as the corresponding correction scans have to
be acquired in order to obtain accurately quantitative information. Such restrictions certainly
hinder the spread of qMRI methods in the neuroscientific community and in particular in clin-
ical routine. However, with the development of scanner hardware, e.g. multi-channel receiver
arrays, and the concomitant advances in image acquisition acceleration, these problems could
more and more take a back seat.
Despite the difficulties, qMRI has already been successfully applied to several neuroscientific
questions. It was demonstrated that T1 and absolute water content of brain tissue change in
patients suffering from hepatic encephalopathy and that the change is significantly correlated to
disease severity ([79] and [78]). Furthermore, the grey matter water content [55] and the grey
matter T1 values [60] were shown to decrease with subject’s age. Mapping of the transverse
relaxation constant, T2, is frequently used in the investigation of hippocampus alterations [3].
For the variographic analysis presented in the following chapters, qMRI could have two potential
advantages. First, a correctly obtained map of a quantitative parameter can be directly com-
pared to maps from other subjects, to maps from the same subject acquired at a different time
and to maps measured with other scanners (of the same field strength). That means the mea-
sured intensities have an absolute meaning which is not the case for conventional MRI, where
the signal values are arbitrarily scaled and furthermore might be influenced by B1 sensitivity
patterns or similar effects. The second advantage is that the intensities in quantitative maps
depend only on a single parameter whereas conventional MR image contrast is often a mixture of
several properties of the tissue. Therefore, the interpretation of the variographic parameters ob-
tained might be easier. In the following sections, two qMRI methods are introduced which allow
for the determination of three quantitative NMR parameters, namely the spin-lattice relaxation
time, T1, the spin-spin relaxation time, T ∗2 and the absolute water content.
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Figure 2.23: The TAPIR sequence in its latest implementation: after a 90 ◦-τ -180 ◦ prepa-
ration module with adiabatic, non-selective RF pulses, the T1 relaxation process is
sampled by means of a 2D multiple-echo gradient echo readout. The acquisition of
k-space data is arranged over different time points in an inner and over different
slices in an outer loop. This scheme allows for an efficient and accurate inference of
T1 from the data acquired.
2.9.1. T1 Mapping using the TAPIR Sequence
In 2000, Shah and colleagues patented a method for fast and efficient 2D acquisition of quantita-
tive in vivo T1 maps ([80], [81], [83]). The TAPIR (T1 mapping with partial inversion recovery)
sequence is a Look-Locker based method [46] with preceding saturation pulse (Fig. 2.23a). The
sequence begins with a magnetisation saturation using an non-selective 90 ◦ RF pulse which is
followed by a relaxation delay, τ , and a subsequent magnetisation inversion by means of a 180 ◦
non-selective pulse. After inversion time, TI, k-space data are acquired using a 2D gradient echo
readout in which the single gradient echo measurements are repeated over time points in an inner
loop and over slices in an outer loop. This scheme is very efficient and allows for broad coverage
of the relaxation curve for all slices (Fig. 2.23b) which in turn facilitates an accurate inference
of T1 form the measured relaxation data. The acquisition can be even further accelerated by
means of a segmented EPI readout. Thus, 3 or more lines of the k-space can be acquired after a
single excitation pulse. Zaitsev et al. demonstrated in 2003 [91], that it is beneficial for the accu-
racy of the TAPIR method to additionally measure the inversion efficiency of the non-selective
180 ◦ RF pulse in a separate experiment. With this information, in particular the quality of the
quantitative maps at the edges of the FOV can be improved significantly. However, as recently
shown by Moellenhoff [52], the additional measurement can be avoided without a dramatic loss
of accuracy when adiabatic inversion pulses are employed.
For the calculation of the final quantitative T1 map, the data are fitted voxelwise to the TAPIR
signal equation (for detail, please see [91]) using a 3 parameter non-linear least squares algorithm:
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Figure 2.24: Quantitative parameter maps obtained with the TAPIR sequence. The 3 pa-
rameter fit was performed including the information from an additional measurement
of the inversion efficiency, IE.
S = M0m sin (α)
m = m∞ − (m∞ −m1) exp
(
− t− TI
T1
)
m∞ =
1− exp (−TRT1 )
1− cos (α) exp (−TRT1 )
m1 = 1− exp (−TI
T1
)
(
1 + IE
(
1− exp (− τ
T1
)
))
1
T ∗1
= 1
T1
− ln(cos (α))
TR
(2.57)
The inversion efficiency can be either considered by the additional input of the measured value
into the fitting routine, or can be ignored by setting IE to 1. The coproducts of the fitting pro-
cedure are two further quantitative maps: a flip angle and a S(TE) map. The total acquisition
time for the TAPIR sequence with common parameters is about 3 minutes for 8 slices of 2mm
thickness with an isotropic in-plane resolution of 1mm. The achieved accuracy and precision for
the T1 maps obtained is about −6% ± 2% for white matter [52]. In Figure 2.24, examples for
TAPIR based computed T1, flip angle and S(TE) maps are depicted.
2.9.2. Mapping of the Water Content and T ∗2
Although in conventional MRI, the acquired signals arise from protons bound in free water
molecules, the in vivo measurement of the absolute water content is one of the most challenging
objectives in the field of qMRI. Regardless of the sequence used, the acquired signal is always
influenced by more than one parameter, such as the relaxation constants or B1 sensitivities. In
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order to avoid the signal weighting by T1 and T2/T ∗2 , one can pursue the most simple approach
and choose the sequence timing parameters of a gradient echo experiment in a way that the
resulting signal is strongly proton density weighted and all other influences become negligible
(cf. 2.6.3). This is the basic idea of the 2D long TR method (Figure 2.25a) [59] which is based
on a 2D multiple-echo gradient echo sequence called QUTE [56]. By increasing the repetition
time, TR, to a value which corresponds to 5 or more times the maximal T1 values of the brain,
the T1 weighting becomes insignificant. The suppression of the T2∗ weighting is more difficult
since due to hardware limitations, the echo time, TE, cannot be reduced to arbitrarily short
intervals. Therefore, a remedy of this problem is the acquisition of several gradient echoes with
different TE s and a subsequent exponential fit of the T2∗ decay, which results in quantitative
maps of the signal intensity at zero echo time, S0, and the spin-spin relaxation constant, T ∗2 . In
principle, S0 is a map of the magnetisation in each voxel and thus, considering Curie’s law (2.4),
it is directly proportional to the proton density. The proton density in turn, corresponds mainly
to the density of free water protons since protons bound to macromolecules relax too fast to
contribute significantly to the signal measured in imaging experiments [85]. However, although
the S0 map is corrected for relaxation effects, it is still influenced by B1 transmit (sinα) and
receive (CRX) sensitivities as can be understood from the signal equation of a gradient echo
imaging experiment (cf. (2.53)):
S = M0 sinαCRX︸ ︷︷ ︸
S0
exp (−TE
T ∗2
)︸ ︷︷ ︸
fit TE=0→1
1− exp(−TRT1 )
1− cosα exp (−TRT1 )︸ ︷︷ ︸
TR>>T1→1
(2.58)
Unfortunately, an accurate method for the measurement of the receive sensitivities at 3T is not
available yet ([29], [30]) and therefore the B1 correction is performed using a post-processing
bias field estimation algorithm [2]. This is easily possible since both influences, transmit and
receive sensitivities, are multiplicative factors in Equation (2.58). Finally, in order to calibrate
the proton density map to the absolute water content, it has to be scaled to a reference with
known water content. For healthy subjects, the cerebrospinal fluid (CSF) can be considered as
an internal reference, since it is composed of mainly water and only very small amounts of ions
and proteins [23]. Thus, with the help of the CSF mask which is a byproduct of the bias field
estimation, the proton density map can be scaled to an absolute water content map. In Figures
2.25b and 2.25c examples for water content and T ∗2 maps obtained with the long TR method
are depicted.
2.10. MRI Hardware
Closing the MRI theory chapter, this section provides an overview of the important hardware
devices required for MRI experiments and integrated in a common clinical MR scanner.
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Figure 2.25: The left figure shows the sequence diagram of the QUTE sequence used for
the acquisition of absolute water content maps. After a slice selective RF pulse with
flip angle α, a single k-space line is acquired n-times using a multi-echo gradient echo
readout in order to sample the T ∗2 signal decay. Before this scheme is repeated for
the next slice, the residual transverse magnetisation is spoiled. When all slices have
been acquired, the acquisition of the next line of the k-space is delayed until the time
TR has elapsed. The right figures show examples of a quantitative water content and
a T ∗2 map obtained from a long TR dataset acquired with flip angle α = 30 ◦, TR
=10 s and 8 different TE s.
2.10.1. Static Magnetic Field
The static magnetic field is the prerequisite for the generation of the NMR effect. Its strength
determines the Larmor frequency of the spin’s precession and has a crucial influence on image
quality and contrast since SNR increases ([20]) and relaxation times change ([11], [60]) with
field strength. Nowadays, commonly used field strengths for human body examinations ranging
between 1.5T and 3T for clinical scanners and go up to 9.4T for research systems. An 11.7T
whole body human scanner is currently under construction [87]. Such strong fields cannot be
generated with permanent or conventional electromagnets but they are generated by means
of superconducting solenoidal coils mainly made of niobium-titanium embedded in a copper
matrix. In order to maintain superconductivity, the coil has to be cooled to a few Kelvin which
is usually achieved by liquid helium. To avoid large losses of expensive helium gas, it is again
cooled with liquid nitrogen in a second, outer cooling vessel system. The permanent cooling
of the superconducting coils implies permanent energy consumption and it is furthermore not
possible to simply switch on an off the static magnetic field which has to be considered in security
concerns.
Shim Coils
An important quality characteristic of a superconducting magnet is its field homogeneity. Inho-
mogeneities in the static field give rise to a decline in image quality. Even if the empty magnet
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has a perfectly homogeneous field, the presence of a human body with its different magnetic
properties distorts the static field. Therefore, it is crucial for any MRI scanner to have a system
available that allows for field homogenisation after the subject has entered the magnet bore.
The homogenisation is performed by so called shim coils. These additional electromagnets can
be selectively driven with variable currents to compensate the static field imperfections to some
extent and thus to enhance image quality.
2.10.2. Gradient System
The essence of a MRI scanner is the gradient system. These coils generate the linearly increasing
fields in x-, y- and z-direction which facilitate the spatial encoding. The gradient system is re-
alised by Maxwell coils and is usually integrated in the scanner, located between superconducting
magnet and bore encasement. The important characteristics of a gradient coil are its maximum
strength and slew rate, that is the maximum rate of change of the gradient strength. Both
parameters are directly connected with the achievable image resolution and FOV (cf. section
2.4.3) and also determine the fastest possible timing of sequence blocks. Typical human MRI
scanners have gradients systems available with a maximum strength of 40mT/m and maximum
slew rates of 200mT/(m ms).
2.10.3. RF Coils
The third essential component of a MRI system is the RF-coil. The RF-coil is used to transmit
RF-pulses in order to excite the magnetisation as well as to receive the signals from precess-
ing spins. Depending on the strength of the static magnetic field, the coil must be tuned and
matched to the corresponding Larmor frequency of the protons. Furthermore, it is important
that the coil design allows for efficient and uniform excitation and detection of the magnetisation
within the whole FOV. In many clinical scanners, a body coil is permanently installed under the
magnet bore encasement and can be used for excitation over the whole body. Depending on the
examined body part, a separate, specialised receiver coil is then used for the signal acquisition
to achieve higher SNRs.
During the last two decades, coil architecture has been changed from single- to multi-channel
receiver systems. As discussed in the previous section, such phased arrays give rise to increased
SNR and furthermore allow for the acceleration of the image acquisition by the use of parallel
imaging techniques. Technically, this development is accompanied by the need for more com-
plex and powerful receiver systems as well as image reconstruction hardware. Recently, with
the trend to ultra high static fields, such as 7T or even 9.4T, also the transmit system of the
RF coils is sometimes realised in a multi-channel architecture. This approach provides an op-
portunity to cope with inhomogeneous excitation patterns due to the smaller wavelength of the
electromagnetic waves at ultra high fields [37].
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Image processing methods are an inherent part of the analysis of medical data. For many
problems in this field, techniques for image filtering, tissue segmentation, image co-registration
or intensity correction are of essential importance [18]. In particular in the neuroscientific
community, the automated analysis of image textures has become a common field of research
which allows one to infer quantitative measures from the image information content available
without relying on subjective visual assessment [13]. In this work, a method for the investigation
of correlations in spatial data, originally developed in the field of geoscience, is employed to
analyse MRI data. In order to motivate the basic idea of the method, it is referred to Tobler
who formulated his first law of geography: ’Everything is related to everything else, but near
things are more related than distant things.’ [84]. Tobler’s hypothesis describes an intuitive,
everyday tangible fact which can be observed in many different fields of nature. For example, if
there is a place where extraordinary precipitation is recorded, the surrounding regions will also
very likely have more-than-average rainfall. Likewise, if a large deposit of gold is found at some
place, it is certainly profitable to have a closer look at the neighbourhood.
Actually, D.E. Krige realised the importance of such relations in the 1950s, when he studied
the distribution of gold deposits in South Africa to estimate remaining resources [41]. His
considerations were taken up by C. Matheron who formulated the mathematical principles of
Krige’s ideas in the 1960s and coined the term geostatistics [49]. Matheron introduced the
variogram, a tool for the quantification of correlation in spatial data and developed the theory
of a variogram based optimal interpolation technique - today known as kriging. Similarly, the
variogram can be employed to analyse and interpret the structure of spatial phenomena which
is often referred to as variography. Nowadays, these geostatistical concepts are well-established
tools for the investigation of many problems in the earth sciences. Also in connection with
medical image analysis, the methods have been employed. In 1993, Parrott and coworkers
demonstrated the applicability of kriging for slice interpolation and surface rendering in medical
datasets [62]. Several publications report on the improvement of fMRI data analysis using
variograms ([7], [8]). Pham employed geostatistical concepts for the automated detection of
lesions in MR images of white matter [66]. Nevertheless, the full potential of variography for
the analysis of brain tissue images might not yet been exploited.
The following sections provide an overview of the geostatistical concepts and methods and detail
the aspects which are important for the application of variography to MR data. Since the scope of
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this thesis is the structural analysis of images, the kriging interpolation technique is not covered.
The chapter begins with the introduction of geostatistical terms, such as regionalised variables,
and the definition of fundamental statistical constructs, such as stochastic processes and random
fields. In the second section, the central geostatistical tool, the variogram, is presented and the
methods and problems of variogram estimation are discussed. Finally, the last section details
the influence of the data support on the variographic analyses and highlights the relation to the
measurement process of spatial information.
3.1. Regionalised Variables and Random Fields
When a variable is distributed in space, it is said to be a regionalised variable (ReV). A ReV
may be defined in the 1-, 2- or 3-dimensional space and is mathematically represented by a
scalar-valued function, f(x), where x represents the position in space. The important idea
behind ReVs is the possibility to set two values of the variable, f(x1) and f(x2), into relation
with their spatial position to each other, d = x1 − x2 (Fig. 3.1). Classical examples for ReVs
from the earth sciences are metal grades, rainfall measurements or harvest yields. The nature
of ReVs makes it often impossible to analyse the datasets with analytical functions. Either, the
function would become too complex for a decent analysis or it would not be possible to describe
the spatial phenomena with all its important aspects. It turned out to be useful to base the
description of ReVs on stochastic constructs called random fields (RF). This approach allows for
a more elegant way to look at natural spatial phenomena.
r(x)
r(x) ∈ R
x = (x, y)
x →
y ↑
Figure 3.1: Regionalised Variable (ReV): Each point in space is allocated to a variable
intensity (greyscale value r(x)). This allows one to put the intensities at different
positions into relation with their distance (f(r(x1), r(x2)) = f(x1 − x2)).
First, in order to define the concept of RFs, a further stochastic term, the random variable,
is introduced. Generally spoken, a random variable is the assignment of probabilities to the
outcomes of an experiment. A common example for a random variable is coin tossing. The
two possible outcomes of this experiment are heads and tails. Both outcomes are equally likely
with a probability of one-half. Since the number of outcomes of coin tossing is finite, the
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Figure 3.2: Examples for Probability Mass Functions (PMF) and Probability Density
Functions (PDF). Coin tossing can be describes by a PMF. Both outcomes, head
and tail, are equal likely with a probability of 0.5. For experiments with an infinite
number of continuous outcomes, such as the metal grade in a productions unit, the
characteristic function which describe the probability to find a certain metal grade is
called PDF.
random variable is discrete and the mathematical function describing the random variable is
called probability mass function (PMF, Fig. 3.2a). However, one can also imagine experiments
which do not have a finite number of outcomes. Considering for example, the metal grade in
a production unit of a deposit: the grade could be any real value between no (0) and pure
metal (1). Thus, the grade of many of these production units can be described by a continuous
random variable and the corresponding function is called probability density function (PDF,
3.2b). Certainly, the exact shape of the PDF for metal deposits differs from case to case but
generally the extreme values, such as no or pure metal, will be rather unlikely and the maximum
of the PDF might be found for small grades near but not equal to zero.
Instead of regarding the entity of all production unit grades as a random variable, one can
similarly regard the metal grade of a single production unit as an outcome of a random variable
which characterises the stochastic properties of the deposit with respect to the position of the
production unit. Therefore, each position in space is assigned to a random variable with its
own PDF. Such a stochastic construct is called random field (RF). In this context, a ReV can
be regarded as an outcome, or in other words, as a particular realisation of an RF (Fig. 3.3).
At first glance, the idea of regarding a ReV as particular realisation of an RF might seem to
be much more cumbersome than simply using deterministic functions. However, the following
sections demonstrate that the stochastic concept is superior to a deterministic description and
leads to a very decent characterisation of the ReV.
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R(x) = P (Ω)
x = (x, y)
x →
y ↑
one particular realisation
⇓
r(x)
r(x) ∈ R
x = (x, y)
x →
y ↑
Figure 3.3: The ReV can be regarded as particular realisation of a RF. The RF in turn
is characterised by set of PDFs, P (Ω), which are assigned to each spatial position.
3.1.1. Spatial Correlation
ReVs have two important characteristics which suggest the interpretation as RF realisations.
First, the distribution of such variables is locally random and erratic. There is no obvious
reason why, for example, the metal grade in a deposit is higher at one position and lower at
another position. This is a result of the complex development of such ore bodies which are
affected by deposition and erosion processes over long time periods. Beside this erratic aspect,
almost every ReV shows a certain grade of spatial correlation. Spatial correlation means an
increase of similarity with decreasing distance: values from adjacent positions are more similar
than values from distant positions. This characteristic is also related to the abovementioned
development processes: if, for some reason, the metal grade at a given position is uncommonly
high, the metal grades in the proximity will generally also be increased. Thus, although the
spatial correlation indeed allows no conclusions to be drawn about the formation history of the
ore body, it can be used for the characterisation of its current status. The combination of both
mentioned aspects makes the RF an adequate mathematical tool to analyse the structure of ReVs.
For illustration purposes, numerically generated ReVs with and without spatial correlations are
depicted in Figure 3.4.
3.1.2. Stationarity
Random variables and their parameters which characterise an RF are generally dependent on the
position in space. Such degree of freedom indeed allows for a detailed description of a random
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Figure 3.4: Two numerically generated ReVs with (left) and without (right) spatial cor-
relation. The bottom row shows the corresponding plots along the black dashed lines.
In case of spatial correlation, near pixels tend to have more similar intensities than
distant pixels. For the spatially completely uncorrelated ReV the intensity variations
do not change with distance.
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system; however, it might also lead to a complexity that cannot be accessed by manageable
functions. In the following sections, it will be assumed that the RF possess a certain kind of
stationarity. That means, that some aspects of the random variables are constant for all points
in space. Such assumptions facilitate an easier mathematical access to the RF. There are three
kinds of stationarity to be differentiated [36, p. 32ff.]:
Strict Stationarity
A RF, R(x), is said to be strictly stationary, when its spatial law {R(x1), ...R(xn)} is invariant
under translation:
{R(x1), ..., R(xn)} ≡ {R(x1 + d), ..., R(xn + d)} ∀ d (3.1)
Second-Order Stationarity
A RF, R(x), is said to be second-order stationary, if the expected value of R(x), E{R(x)}, is
independent on x and if for all vectors, d, the covariance of the pair (R(x+d), R(x)) exists and
does not depend on x:
E{R(x)} = m ∀ x and Cov{R(x+ d), R(x)} = f(d) ∀ d (3.2)
For the formal definition of expected value, covariance and variance see Appendix A.1.
Intrinsic Hypothesis
A RF, R(x), is said to be intrinsic, when the expected value of R(x), E{R(x)}, is independent
on x and when the for all vectors d, the increment R(x+ d)−R(x) has a finite variance which
does not depend on x:
E{R(x)} = m ∀ x and Var{R(x+ d)−R(x)} = f(d) ∀ d (3.3)
Note that the intrinsic hypothesis is the weakest of the three conditions presented. That means, a
strictly stationary RF is also second-order stationary as well as second-order stationarity implies
the intrinsic hypothesis.
3.2. The Variogram
A variogram is a function that describes the variance of ReV differences with respect to distance.
When all voxel pairs with a certain distance have similar values, the variance of their differences
is small and thus the corresponding variogram value is small. However, when these voxels have
rather variable values, the variance of the differences becomes larger and so the variogram value
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increases. Therefore, the variogram is a function which illustrates spatial correlations within
the ReV. If for example, the variogram continuously increases from zero for zero distance to a
higher value for distances up to dc and then stays on a constant level for all larger distances, one
can conclude that the ReV is spatially correlated in regions of size dc. In contrast, a completely
spatially uncorrelated ReV would result in a constant variogram for all non-zero distances.
Certainly, it is also possible that the ReV is spatially correlated on several different distances.
The variogram then shows the superposition of all correlation structures. Additionally to the
information about spatial correlation, the absolute values of the variogram represent the variance
of the ReV. A prerequisite for the definition of the variogram is that the ReV can be regarded
as a realisation of an intrinsic RF. The following sections deal with the mathematical definition
of the variogram and the methods how to obtain a proper estimation from ReV data.
3.2.1. Definition of the Variogram
Assuming an intrinsic RF, R(x). The variogram of R(x), γ(d), is defined as half the variance
of the difference of R(x+ d) and R(x) [17]:
γ(d) = 12 Var{R(x+ d)−R(x)}
= 12 E

R(x+ d)−R(x)− E{R(x+ d)−R(x)}︸ ︷︷ ︸
=0 (3.3)

2
= 12 E{(R(x+ d)−R(x))
2} (3.4)
Due to the factor one half, the variogram is also more precisely called semi-variogram. Through-
out this thesis however, the term variogram should always be understood as semi-variogram
according to the definition in Equation (3.4). The use of calculation rules for expected values,
variances and covariances (Appendix A.2 to A.4) and the properties of an intrinsic RF (3.3)
allows one to reformulate Equation (3.4) to a more interpretable term:
γ(d) = 12 Var{R(x+ d)−R(x)}
= 12 (Var{R(x+ d)}+ Var{−R(x)}+ 2Cov{R(x+ d),−R(x)})
γ(d) = Var{R(x)} − Cov{R(x+ d), R(x)} (3.5)
Equation (3.5) demonstrates that the variogram consist of a constant variance level, Var{R(x)},
from which a distance dependent portion, Cov{R(x+ d), R(x)}, is subtracted. The covariance
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is a measure for the correlation between R(x + d) and R(x) and in this regard a measure for
the spatial correlation between the RF values with distance, d. There are two important special
cases:
|d| = 0 ⇒ γ(0) = Var{R(x)} − Cov{R(x), R(x)} = 0
|d| → ∞ ⇒ γ(|d|)→ Var{R(x)} (3.6)
For zero distance, the covariance term is equal to the variance term (cf. Appendix A.1) and the
variogram becomes zero. For very large distances, the RF values R(x + d) and R(x) become
more and more uncorrelated and the covariance term approaches zero. Thus, the variogram
approaches the nominal RF variance.
3.2.2. Estimation of the Variogram: The Empirical Variogram
When working with ReVs, the underlying RF is unknown and only a particular, localised realisa-
tion is available for analysis. That means, the actual variogram as it is defined in Equation (3.4)
cannot be calculated. However, it is possible to estimate the variogram from the available data
of the particular RF realisation, r(x). The estimated variogram is called empirical variogram.
For its estimation the classical Matheron estimator [49] can be employed:
γ(d) = 12N(d)
∑
k,l
(r(xk)− r(xl))2 , ∀ |xk − xl| = d (3.7)
The empirical variogram is thus estimated by the approximation of the expected value in (3.4)
by the mean value, where N(d) is the number of pairs from the ReV with an Euclidean distance,
|xk−xl|, equal to d (Fig. 3.5). In order to increase the significance of the estimation or if the ReV
is only sparsely sampled in space, it can be useful to define distance intervals, di = (di,min, di,max],
for the variogram computation. One value of the variogram, γ(deff ), is then estimated from all
N(deff ) available data pairs with a distance within di and the corresponding effective distance,
deff , is the mean of all distances implied:
γ(deff ) =
1
2N(deff )
∑
k,l
(r(xk)− r(xl))2 , ∀ |xk − xl| ∈ di
deff =
1
N(deff )
N(deff )∑
n=1
dn, ∀ dn ∈ di (3.8)
With this way of estimating the variogram, γ(d) is only dependent on the scalar-valued distance,
d, and the direction of the vector between two ReV values is ignored. Such a variogram is
therefore called isotropic. Nevertheless, it is possible to compute anisotropic variogram where γ
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is a function of distance and direction, however, this topic is not covered in the present thesis.
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Figure 3.5: Minimal working example for the estimation of an empirical variogram in
two dimensions. All possible pairs of voxels are sorted according to their Euclidean
distance and their squared intensity differences are computed. For each existing dis-
tance, the mean over the squared intensity differences is derived.
Estimation Errors: Variance of Estimation and Fluctuation Variance
If a variogram is estimated from a particular, localised realisation of the underlying RF, it will
generally differ from the actual variogram. This is a result of two main influences: first, the
variogram is estimated from only a local region of the RF of finite size L. Therefore, local
fluctuations give rise to the local variogram, γl(d), to deviate from the actual variogram γ(d).
The corresponding fluctuation variance, σ2flu, is a function of L, d, γ(d) and a variogram specific
constant A and restricts the largest reliable sampling distance for the variogram estimation from
the localised ReV [36, p. 193ff.]:
σ2flu = E
{
(γ(d)− γl(d))2
}
=
A
d
Lγ
2(d) for d < L3
prohibitive value for d > L2
(3.9)
For distances larger than half the ReV dimensions, the deviations of actual and empirical vari-
ogram become prohibitively high and a reliable estimation it not possible.
The second main influence arises from the number of pairs, N(d), used to estimate the variogram
value for a given distance. For small values of N(d), the mean in Equation (3.7) will significantly
differ from the actual expectation value in (3.4) and the estimated local variogram, γl,est(d), will
deviate from the actual local variogram. Here, the estimated variogram is compared to the local
and not to the actual variogram, since the local variogram represents the only available physical
reality of the RF and it is realised in the particular ReV data. The corresponding variance, σ2est,
is called variance of estimation and is dependent on N(d), L and the actual variogram [36, p.
193ff.]:
σ2est = E
{
(γl(d)− γl,est(d))2
}
= 4γ(d)σ
2
D(0, L)
N
(3.10)
Here, σ2D is the so called dispersion variance which is discussed in section 3.4.3. The main
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predictor for the variance of estimation is, however, the number of voxels pairs used. Small N
gives rise to large oscillating deviations of the empirical from the localised variogram.
Both variances provide a measure for the general estimation quality of the variogram. The higher
the variance, the higher the probability that the estimated variogram deviates significantly from
the actual one. In light of Equations (3.9) and (3.10), the variogram should be estimated from
all available data pairs for a given distance interval and only for distances smaller than half the
dimension of the ReV.
3.2.3. Violation of Stationarity
When working with actual ReVs, the ideal assumption of intrinsic stationarity is, in most cases,
not strictly fulfilled but a good approximation. Especially, the demand for a constant expectation
may be violated over the whole ReV. Such violations of the intrinsic hypothesis may change the
shape of the variogram essentially. In order to investigate this effect, the effective ReV is assumed
to be a realisation of an effective RF, R(x), which is modelled as a superposition of an actual,
intrinsic RF, Ract(x), that corresponds to the spatial structure of the ReV and a linear gradient,
G(x) = ux, representing the violation of stationarity:
R(x) = Ract(x) +G(x), where E{Ract(x)} = m (3.11)
As long as the violation of the intrinsic hypothesis is small, a linear gradient should be a valid
approximation for the local changes of the effective RF’s expectation. The resulting variogram
is defined as:
γ(d) = 12 E{(R(x+ d)−R(x))
2}
= 12 E{R
2
act(x+ d) +R2act(x) + (ud)2
− 2Ract(x+ d)Ract(x) + 2Ract(x+ d)ud− 2Ract(x)ud}
(3.12)
In order to simplify this equation, the calculation rules for expected values, variances and co-
variances (Appendix A.2 to A.4) together with the knowledge of the grade of spatial correlation
between Ract(x) and G(x) can be employed:
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E{R2act(x+ d)} = E{R2act(x)} = m2 + Var{Ract(x)} (completely correlated)
E{(ud)2} = (ud)2 (deterministic value)
E{Ract(x+ d)Ract(x)} = m2 + Cov{Ract(x+ d), Ract(x)} (correlated)
E{Ract(x+ d)ud} = E{Ract(x)ud} = mud (completely uncorrelated)
(3.13)
Substituting (3.13) into (3.12) results in a relation between effective and actual variogram:
γ(d) = Var{Ract(x)} − Cov{Ract(x+ d), Ract(x)}+ 12(ud)
2
γ(d) = γact(d) +
1
2(ud)
2 (3.14)
A small violation of the stationarity in the form of a linear spatial gradient in the RF’s expec-
tation thus gives rise to an additive quadratic function in the variogram.
3.2.4. Random Measurement Errors and the Nugget Effect
The values of a ReV are obtained by some kind of measurement process. Generally, every
measurement is biased, systematically and randomly. Assuming a measurement process with
negligible systematic error but with a non-zero random error characterised by the standard
deviation σe. How does such an error influence the variogram computed from the measured
ReV data? To answer this question, the underlying RF of the ReV, R(x) is decomposed into
two independent, intrinsic RFs: one reflecting the actual distribution of the measured variable,
Ract(x), and the other representing the random measurement error, E(x). The properties of
both RFs can be summarised by:
R(x) = Ract(x) + E(x)
E{Ract(x)} = m, Var{Ract(x)} = σ2
E{E(x)} = 0, Var{E(x)} = σ2e (3.15)
The variogram, γ(d), of R(x) is defined as:
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γ(d) = 12 E{(R(x+ d)−R(x))
2}
= 12 E{R
2
act(x+ d) +R2act(x) + E2(x+ d) + E2(x)
− 2Ract(x+ d)Ract(x) + 2Ract(x+ d)E(x+ d)− 2Ract(x+ d)E(x)
− 2Ract(x)E(x+ d) + 2Ract(x)E(x)− 2E(x+ d)E(x)}
(3.16)
Similar to Equation (3.12), this cumbersome term can be simplified when considering the dif-
ferent degrees of spatial correlation between Ract(x) and E(x), the properties of the RFs (3.15)
and the calculation rules for expected values (Appendix A.2):
E{R2act(x)} = E{R2act(x+ d)} = m2 + σ2 (completely correlated)
E{E2(x)} = E{E2(x+ d)} = σ2e (completely correlated)
E{Ract(x) ·Ract(x+ d)} = m2 + Cov{Ract(x), Ract(x+ d)} (correlated)
E{X · E(x)} = E{X · E(x+ d)} = 0 (completely uncorrelated)
(3.17)
Substituting Equations (3.17) into (3.16), for all non-zero distances the error affected variogram
becomes:
γ(d) = 12
(
2Var{Ract(x)} − 2Cov{Ract(x+ d), Ract(x)}+ 2σ2e
)
= Var{Ract(x)} − Cov{Ract(x+ d), Ract(x)}+ σ2e
γ(d) = γact(d) + σ2e , d > 0 (3.18)
For d = 0, the error variance, σ2e , cancels out:
γ(0) = 12 (2Var{Ract(x)} − 2Cov{Ract(x), Ract(x)})
γ(0) = 0 (3.19)
Thus, the error affected variogram shows a discontinuity at the origin. For zero distance, γ is
zero and therefore equal to the unbiased variogram, γact(0). For d > 0, the variogram is shifted
towards higher values by the distance independent value, σ2e , which is equal to the variance of
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the random measurement error.
Discontinuities at the variogram origin do not only appear in the course of measurement errors.
It can also be observed in ReVs which have strong variations on length scales much shorter
than the smallest distance sampled. The empirical variogram then seems to jump from zero
variance to a rather large value. However, more precisely the lack of knowledge about the
variogram progress for short distances is the reason for the observation. Historically, this effect
was observed in variograms of gold deposits [17, p. 59ff.]. The presence of small nuggets changed
the measured gold grades of adjacent volumes and gave rise to a discontinuity at the variogram
origin. This is the reason why those discontinuities are referred to as nugget effect.
3.2.5. Linear Transformations of ReV Values
From Equation (3.5) it can be inferred that the variogram is not invariant under linear trans-
formations of the ReV values. Assuming that the ReV is a realisation of an intrinsic RF, R(x),
with the variogram, γ(d). Any linear transformation of the ReV then corresponds to an intrinsic
RF, R′(x) = aR(x) + b. The variogram of R′(x) reads (cf. Appendix A.3 and A.4):
γ′(d) = Var{R′(x)} − Cov{R′(x), R′(x+ d)}
= Var{aR(x) + b} − Cov{aR(x) + b, aR(x+ d) + b}
= a2Var{R(x)} − a2Cov{R(x), R(x+ d)}
γ′(d) = a2γ(d) (3.20)
Hence, the transformed variogram is scaled with the square of the scaling factor of the linear
transformation, a. However, shifts, as expressed in the summand b, do not have any effect on the
variogram. These are two crucial properties of the variogram when comparing absolute values
of γ(d) from differently scaled ReVs.
3.2.6. Relation to Covariograms and Correlograms
For the sake of completeness, it should be mentioned that two further functions exist which
can be used to characterise the spatial structure of ReVs: the covariogram and the correlogram.
Both are equivalent representations of the variogram (Fig. 3.6). The covariogram, C(d), is
defined as the covariance of the two random variables, R(x + d) and R(x), of a RF which are
displaced by the distance, d:
C(d) = Cov{R(x+ d), R(x)} = E{R(x+ d) ·R(x)} − E{R(x)}2 (3.21)
71
3. Variography
This definition demands for a second-order stationary RF. With Equations (3.5) and (3.21), it
can be easily shown that for a given covariogram, C(d), the corresponding variogram, γ(d), is
determined by:
γ(d) = Var{R(x)} − Cov{R(x+ d), R(x)}
= Cov{R(x), R(x)} − Cov{R(x+ d), R(x)}
= C(0)− C(d)
Consequently, the covariogram values start from the variance of the RF for zero distance to
zero for large distances. The third spatial correlation function is the correlogram, ρ(d), which
is nothing but a normalised version of the covariogram and is thus valued between 1 for |d| = 0
and 0 for |d| → ∞ and also demands for second-order stationarity of the RF:
ρ(d) = Cov{R(x+ d), R(x)}
Cov{R(x), R(x)} =
C(d)
C(0)
The correlogram can also easily be converted into the corresponding variogram:
γ(d) = Var{R(x)} − Cov{R(x+ d), R(x)}
= C(0)
(
1− C(d)
C(0)
)
= C(0) (1− ρ(d))
Since all three functions are equivalent representations of the same spatial structure, the question
is, which representation is the most practical? The covariogram provides the advantage that
its shape reflects the idea of spatial correlation in a more intuitive way: higher values stand
for a higher degree of spatial correlation. The correlogram possess the same convenience as the
covariogram but in the course of normalisation, the quantitative information about the variance
gets lost. However, both functions have an essential drawback compared to the variogram. Both
demands for second-order stationarity of the RF while the variogram only requires the intrinsic
hypothesis to be hold. This is the reason why this thesis makes exclusively use of the variogram.
3.3. Variogram Models: The Theoretical Variogram
Once an empirical variogram is estimated, it can be useful to fit the data points to a model
function. The fitted variogram is called theoretical variogram. The construction of a theoretical
variogram may be an indispensable step, regardless whether a variogram is used for analysis of
structures or for interpolation of ReVs. In connection with spatial correlation analysis, theoret-
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Figure 3.6: Under the assumption of a second-order stationary RF, the corresponding
Variogram, Covariogram and Correlogram are equivalent descriptions of the spatial
correlation within the ReV. If the RF is only intrinsic, the variogram exists but both
other functions are not defined.
ical variograms allow for a description of the ReV with only few significant and representative
parameters. Thereby, the spatial structure of different ReVs - which are characterised by similar
variogram models - can be compared with respect to their fitted model parameters. This is
particularly important for the variographic analysis of brain tissue presented in the following
chapters. For the interpolation of ReV by means of variogram data, the fit to a model function
is mandatory since the interpolation process relies on the definition of the variogram for arbi-
trary and not only for the distances sampled. The following sections provide a discussion about
the validity of variogram models and give an overview of frequently used models as well as of
possible model combinations.
3.3.1. Valid Model Functions
Based on the theory of RFs, the choice of a theoretical variogram function is not completely
arbitrary [17, p. 86ff.]. The model function, γmod(d), must be conditional negative definite. In
order to further clarify this issue, assume an intrinsic RF, R(x). The variance of any finite linear
combination Y of R(x)
Y =
n∑
i
aiR(x)
must be non-negative:
Var{Y } = γmod(|d| → ∞)
∑
i
ai
∑
j
aj −
∑
i
∑
j
γmod(xi − xj) ≥ 0
For an intrinsic RF, γmod(|d| → ∞) does not necessarily have a finite value. However, under the
condition that
∑
i
ai = 0, (3.22)
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the variance of Y becomes
Var{Y } = −
∑
i
∑
j
γmod(xi − xj) ≥ 0. (3.23)
If γmod(d) fulfills Equation 3.23 under the condition that 3.22 holds, it is said to be conditional
negative definite and thus a valid variogram model.
3.3.2. Common Variogram Models
In this section the most common variogram models are introduced. All models presented are
valid in the sense that they are conditional negative definite. In many cases, the empirical
variogram monotonically increases for shorter distances and approaches a more or less stable
value for large distances. This indicates that the variogram has a so called sill value, or in other
words, a value that is not exceeded for any distance. In other cases, the variogram may further
increase regardless of the distance. These variograms do not have a sill value. Therefore, the
collection of valid models is generally divided into two groups. First, models without a sill value.
The most important model of this group is the linear model:
linear model: γlin(d) = md (3.24)
The linear model describes a variogram which grows proportional to the distance with slope
m (Fig. 3.7a). m is a measure for the smoothness of the ReV. A small slope means that the
differences in the ReV values increase only slowly with distance, larger slopes indicate a faster
varying spatial distribution of the ReV values.
For the variographic analysis of brain tissue, the second group, the models with a sill, plays a
more important role. The most simple sill model is the nugget effect (Fig. 3.7b):
nugget effect: γnug(d) =
0 d = 0σ2 otherwise (3.25)
The nugget effect can be used to fit variograms of completely uncorrelated ReVs, e.g. the part
of variability in a ReV which is caused by random measurement errors. The parameter σ2
then quantifies the variance of the error. Other frequently used models with sill values are the
exponential model, the Gaussian model and the spherical model (Figures 3.7c, 3.7d, 3.7e):
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Figure 3.7: Common theoretical variogram models.
exponential model: γexp(d) = σ2
(
1− exp
(
− d3dc
))
(3.26)
Gaussian model: γgau(d) = σ2
(
1− exp
(
− d
2
3d2c
))
(3.27)
spherical model: γsph(d) =
σ
2
(
3d
2dc − d
3
2d3c
)
d ≤ dc
σ2 d > dc
(3.28)
All three models have in common that they are characterised by two parameters. First, the sill,
σ2, which is the value that the variogram approaches for long distances. As already mentioned
for the nugget effect, σ2 is a measure for the nominal variance of the ReV (3.6). The second
parameter, dc, is called range and corresponds to the distance where the difference between
variogram and sill value becomes negligible. For models with asymptotic sill values, such as
the exponential and the Gaussian model, the range is usually defined as the distance where the
variogram reaches 0.95 of the sill value. For models with a fixed sill, such as the spherical model,
dc is the distance where the variogram first reaches the sill value. According to this definition,
for distances between 0 and dc the covariance term in Equation (3.5) is not negligible compared
to the variance term, that means, in this interval the ReV shows spatial correlation. Therefore,
the zone of the variogram up to dc is frequently referred to as zone of influence [36, p. 37].
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3.3.3. Nested Models
In practise, the variogram of a ReV might not sufficiently be described by a single theoretical
model. In this case, it is possible to combine several single models to a nested model by summing
up their functions. From Equation (3.23), it can be seen that the sum of n conditional negative
definite model functions is again a conditional negative definite function and thus a valid model.
In order to corroborate the usefulness of nested models, one can consider a ReV which is a
realisation of an intrinsic RF, R(x), with the variogram, γ(d). Furthermore, R(x) is supposed
to be a superposition of two uncorrelated, intrinsic RFs, R1(x) and R2(x, with the corresponding
variograms γ1(d) and γ2(d). The statistical independence of R1(x) and R2(x) results in zero
covariance between both, Cov{R1, R2} = 0. Thus, applying the calculation rules given in
appendix A.1, it can be shown that γ(d) is the sum of γ1(x) and γ2(x):
γ(d) = Var{R(x)} − Cov{R(x), R(x+ d)}
= Var{R1(x) +R2(x)} − Cov{R1(x+R2(x)), R1(x+ d) +R2(x+ d)}
= Var{R1(x)}+ Var{R2(x)} − Cov{R1(x), R1(x+ d)} − Cov{R2(x), R2(x+ d)}
γ(d) = γ1(d) + γ2(d) (3.29)
Consequently, the use of nested models to fit empirical variograms allows for the decomposition
of the underlying RF into its constituents. The important prerequisite for the validity of (3.29),
is the statistical independence of the RFs R1(x) and R2(x), that is, both RFs must be completely
uncorrelated. However, if one assumes that the two spatial correlation structures found in the
ReV are based on two different, non-interacting mechanisms, this prerequisite is fulfilled. An
example for such a ReV was already presented in the previous section, where the influence of
random measurement errors has been discussed (cf. 3.2.4). In this regard, the two independent
RFs represented the actual spatial structure of the ReV on one hand, and the influence of the
random measurements errors on the other hand. Note that all aforementioned considerations
are not restricted to 2 RFs only and can be similarly applied to n uncorrelated RFs.
3.3.4. Interpretation of Empirical Variograms by Means of Theoretical Models
Beyond the advantages for structural analysis and interpolation of ReVs, the construction of the-
oretical variograms facilitates an interpretation of their spatial correlation structure. Although
all sill models presented can be characterised by the same 2 parameters (the sill value which is
related to the variability of the ReV and the range which is a measure for the range of spatial cor-
relation) they represent different ideas of a zone of influence: the exponential model approaches
its sill value asymptotically with continuously decreasing slope. Thus, the zone of influence
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has no well-defined end and the similarity of the variable first decreases quickly but runs down
more slowly for larger distances. The Gaussian model also reaches its sill value asymptotically.
However, for short distances, the similarity of the ReV decreases only slowly and consequently,
the corresponding ReV has a smoother structure. The spherical model increases almost linearly
to its sill value and reaches it at its range. Therefore, the spherical model stands for a zone of
influence with a distinct end. These ideas of the zone of influence can sometimes be assigned to
a concrete structure. For example, it can be analytically shown that the variogram of porous
media, which is modelled by randomly positioned fully penetrable spheres, can be described by
an exponential variogram function, where the exponent is the product of sphere density and the
union volume of two spheres ([89], [86]). The following chapters will show, that brain tissue
can be well-modelled by means of theoretical variograms consisting of the sum of few spherical
models and that this corresponds to spherical zones of influence.
3.4. Variogram Support: The Effect of Regularisation
For all previous considerations, it was tacitly assumed that the value of the ReV, r(x), is the
value from an infinitely small point positioned at x. In practise, this is generally not the case
since the measured value is obtained as the mean value from a volume with certain size and
shape. The estimation of statistical parameters from these volumes, such as mean or variance,
is affected and therefore results in variograms which depend on size and shape of the volume.
Thus, correlation parameters obtained from a fit of such empirical variograms are also affected by
size and shape and are not necessarily comparable with each other as well as their quantitative
nature may be limited. This effect is called regularisation. The following sections demonstrate
how the regularisation effect evolves and explain how it can be quantified under consideration
of size and shape of the measurement volumes.
3.4.1. From Point to Non-Point Support
The function, r(x), which describes a ReV represents mathematically the variable value at an
infinitely small point, x. The ReV is said to have point support. For measured data, this
generally does not hold. Due to the measurement process, the assigned value is rather the mean
over a volume than a singular point value. The ReV, r∗(x), is then said to have non-point
support.
point support → non-point support (3.30)
r(x) → r∗(x) = 1
v
∫
v
r(x)dx, (3.31)
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where v is a set of points in space which represents the measurement volume in size and shape.
Let γ(d) and γ∗(d) be the variograms of r(x) and r∗(x). In case that the dimensions of the
measurement volume are very small compared to the dimensions of the ReV and to the vari-
ogram sample distances, d, the differences between γ(d) and γ∗(d) becomes negligible. Such
a constellation is called quasi-point support. Nevertheless, for many actual ReVs, non-point
support is present and the difference between the variograms is significant.
3.4.2. Estimation Variance
If a ReV is measured with different supports, the values found at position x will generally
deviate. This is a result of the local erratic aspect of a ReV: volumes of different size and shape
have different mean values although they might be centered at the same position. However,
if one assumes at least intrinsic stationarity and knows the spatial correlation properties (the
variogram) of the ReV, the deviations can be statistically quantified. In order to detail this
issue, let R(x) be an intrinsic RF which is sampled on two different supports, v1 and v2. The
corresponding RFs, Rv1(x) and Rv2(x), are defined by:
Rv1(x) =
1
v1
∫
v1
R(x)dx
Rv2(x) =
1
v2
∫
v2
R(x)dx (3.32)
In order to quantify the deviation between the measured values obtained from particular realisa-
tions of R(x) with both support volumes, the variance of their difference, E(x), is determined:
σ2E(v1, v2) = Var{E(x)} = E{(Rv1(x)−Rv2(x))2}
= E{Rv1(x)2}+ E{Rv2(x)2} − 2E{Rv1(x)Rv2(x)}
= 1
v21
∫
v1
∫
v1
E{R(x)R(x′)}dxdx′ + 1
v22
∫
v2
∫
v2
E{R(x)R(x′)}dxdx′
− 2 1
v1v2
∫
v1
∫
v2
E{R(x)R(x′}dxdx′ (3.33)
Considering the definition of the variogram 3.4, the expected values in (3.33) can be replaced
by mean variograms, γ:
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σ2E(v1, v2) = 2
1
v1v2
∫
v1
∫
v2
γ(x− x′)dxdx′ − 1
v21
∫
v1
∫
v1
γ(x− x′)xdx′ − 1
v22
∫
v2
∫
v2
γ(x− x)dxdx′
σ2E(v1, v2) = 2γ(v1, v2)− γ(v1, v1)− γ(v2, v2), (3.34)
where the mean variogram is defined as
γ(v1, v2) =
1
v1v2
∫
v1
∫
v2
γ(x1 − x2)dx1dx2. (3.35)
The measure σ2E is called estimation variance and is valid for arbitrary sized and shaped volumes
v1 and v2 (Fig. 3.8). It is important to note, that σ2E can be regarded as the most general form
of a variogram. Assuming, for example, v1 and v2 to be infinitely small volumes which are
displaced by the distance d, the resulting estimation variance is two times the point support
variogram:
σ2E(0, d) = 2γ(0, d)− γ(0, 0)− γ(d, d) = 2γ(d)
The three terms in Equation (3.34) describes how and which measurement parameters influence
the quality of the statistical estimation. The first term, γ(v1, v2), includes size and shape of both
measurement volumes and their spatial position to each other. The second and the third term,
γ(v1, v1) and γ(v2, v2), quantify the spatial arrangement of the information within the volumes
v1 and v2. Finally, all three terms are additionally dependent on the point support variogram,
hence, the actual spatial correlation structure of the ReV.
ReV
v1
v2
γ(v1, v2)
γ(v1, v1)
γ(v2, v2)
Figure 3.8: Estimation variance: the variance of the differences between two arbitrary
measurement volumes, v1 and v2, is determined by the mean point support variogram
of both volumes minus the mean point support variograms within v1 and v2. The
estimation variance is the most general description of a variogram.
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3.4.3. Dispersion Variance
For analysing a ReV which is defined on a finite volume, it is usually divided into several equally
sized and shaped measurement volumes. Since a ReV is characterised by a locally random
structure, the mean value of a certain measurement volume will more or less deviate from the
mean value of the whole ReV volume. The extent of this deviation is quantified by the dispersion
variance, σ2D.
In order to derivate the formula for the dispersion variance, an intrinsic RF, R(x), is assumed
which is defined on the volume, V , and divided into n measurement volumes, v (Fig. 3.9). The
mean value of the whole RF volume, RV (x), and the mean value of a certain measurement
volume, Rv(x), read:
RV (x) =
1
V
∫
V
R(x)dx
Rv(x) =
1
v
∫
v
R(x)dx
RV (x) =
1
n
∑
i
Rv(x) ≈ 1
V
∫
V
Rv(y)dy. (3.36)
The approximation given in (3.36) holds if v is small compared to V . With this assumption the
dispersion variance, σ2D, which is defined as the variance of the mean deviation between RV (x)
and Rv(x), can be expressed as:
σ2D(v, V ) = E
 1V
∫
V
(RV (x)−Rv(x))2dx

= 1
V
∫
V
E
{
(RV (x)−Rv(x))2
}
dx = 1
V
∫
V
σ2E(v, V )dx. (3.37)
Considering Equations (3.34) and (3.35), the dispersion variance reads:
σ2D(v, V ) =
1
V
∫
V
(2γ(v, V )− γ(v, v)− γ(V, V ))dx
σ2D(v, V ) = γ(V, V )− γ(v, v). (3.38)
Consequently, taking the increasing shape of the variogram with distance into account, the
dispersion variance increases as the volume of the ReV, V , increases and as the measurement
volume, v, decreases. In practise, that means that the variogram values obtained are dependent
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on the size of the portion of the available ReV used for the estimation as well as on the size
of the measurement volumes. The sill value of a variogram estimated from a ReV with small
measurement volumes will be higher than that estimated from only a part of the ReV using
larger measurement volumes. In this context, it can be shown that the relation between sill
value and ReV variance (3.6) is only strictly valid if all available ReV data with point support
are used for the variogram estimation:
σ2D(0,∞) = γ(∞,∞)− γ(0, 0) = γ(∞)− γ(0) = Var{R(x)}
In all other cases, the actual variance of the ReV will be generally underestimated.
During his studies of gold mines in South Africa in the 1940s and early 1950s, Krige found
empirically a law for the dispersion variance of ReVs ([41]). He demonstrated that the dispersion
variance is an additive measure:
σ2D(v, V ) = σ2D(v, V ′) + σ2D(V ′, V ). (3.39)
The dispersion variance of production units v obtained from a region of volume V is the sum of
the dispersion variance of the volumes v within the region V ′ and the dispersion variance of V ′
within V . Equation (3.39) is today known as Krige’s relation.
ReV
V
v
γ(V, V )
γ(v, v)
Figure 3.9: Dispersion variance: the variance of the measurement volumes, v, within a
region, V , of the ReV is the difference of the mean point support variograms within
V and within v. That means, a larger ReV region increases, a smaller measurement
volume decreases the variance.
3.4.4. The Effect of Regularisation
The abovementioned consequences arising from non-point support can restrict the quantitative
nature of the variogram. That means, parameters obtained from the theoretical variogram, such
as sill or range, do not necessarily correspond to the actual variance or to the size of the zone of
influence of the ReV. This change of the variogram with support is called regularisation. When
one is interested in structural analysis, regularisation can seriously worsen the resulting quality.
However, the measures defined above, such as the estimation variance, allow for quantification of
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the regularisation effect. Assuming an intrinsic, point support RF, R(x), and the corresponding
variogram, γ(d). If R(x) is sampled with non-point support using the measurement volume, v,
the resulting RF, Rv(x), will have a regularised variogram, γv(d), which is different from γ(d).
γv(d), can be expressed by means of the estimation variance (3.34):
γv(d) =
1
2 Var{Rv(x+ d)−Rv(x)}
= 12 E{(Rv(x+ d)−Rv(x))
2} = 12σ
2
E(v, vd)
= 12(2γ(v, vd)− γ(v, v)− γ(vd, vd))
γv(d) = γ(v, vd)− γ(v, v). (3.40)
Here, vd is the same volume as v but displaced by a distance d (Fig. 3.10). Equation (3.40)
illustrates the relation between a regularised and the corresponding point support variogram.
The regularised variogram can be written as the difference between the mean point support
variogram of the displaced volumes and the mean point support variogram of a single volume.
Thus, γv(d) is always reduced compared to the point support variogram, γ(d). If the sample
distance, d, is very large compared to the dimensions of the volume, v, the first term in Equation
(3.40) can be approximated by the point support variogram:
γv(d) ≈ γ(d)− γ(v, v), d >> v. (3.41)
In this regime, the regularised variogram is only shifted to smaller values compared to the
point support variogram by a constant equal to the mean variogram within the volume v. If
additionally v is very small compared to the range of the point support variogram, dc, the second
term in (3.40) becomes negligible and the regularised variogram is a very good approximation
of the point support variogram:
γv(d) ≈ γ(d), d >> v, v << dc. (3.42)
This case is called quasi-point support. Note, that the impact of regularisation is not only
dependent on size and shape of the measurement volume but also on the parameters of the
point support variogram, such as sill and range. Thus, regularisation does not only affect the
quantitative nature of the variogram but also hampers the comparability of variograms albeit
they might have been obtained with the same measurement process.
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ReV
vd
v
γ(v, v)
γ(vd, v)
d
Figure 3.10: Regularisation: in case of non-point support, the variogram value for dis-
tance, d, is determined by the mean point support variogram within the measurement
volume, v, and the mean point support variogram of two equally sized volumes which
are displaced by d.
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4. Considering White Matter as
Regionalised Variable
Cerebral white matter (WM) is one of the main human brain components and of fundamental
importance for cognitive processes. On the functional level, WM connects nerve cells from
different parts of grey matter by conducting action potentials from one to another cortex region
and thus enables the complex interplay of various localised brain functions. On the cellular level,
WM contains mostly myelinated axons embedded in a matrix of glial cells which are supplied
by a system of small blood vessels. The importance of WM for brain function becomes obvious
when degenerative processes, such as inflammation or demyelinisation hinder the axon function
and as a consequence the transmission of nerve signals is disturbed. Such WM alterations
result for example in the symptoms observed in multiple sclerosis patients, such as changes
in sensation, loss of sensitivity, motor dysfunctions and many more. However, also in healthy
subjects, WM is not a static structure but an adaptive and continuously changing tissue. Scholz
and colleagues demonstrated that learning processes change WM [76] and from several diffusion
tensor imaging studies it is known that also healthy ageing alters the WM substructure ([74],
[28]). The manifold plasticity observed in WM makes it an interesting structure to study. A
possible approach for the investigation is the variographic analysis of WM from MR images.
The data can be acquired non-invasively from healthy subjects as well as from patients suffering
from neurodegenrative diseases. Thus, variography could be a promising tool for neuroscientific
studies and a reasonable extension to the well-established methods, such as diffusion tensor
imaging. However, the application of variographic analysis to data sets acquired with MRI
requires a careful adaption of the methods for variogram estimation and correlation parameter
determination. The unification of both concepts introduces new problems which have to be
addressed fully in order to preserve the quantitative significance of the method. First, one
has to ensure that MR images of WM fulfill the prerequisites for a variographic analysis which
means that the images can be regarded as a realisation of an intrinsic RF. Furthermore, influences
specific to the MR image acquisition must be analysed in order to provide appropriate approaches
for their correction.
The first section of this chapter investigates the origins of the intensity distribution observed
in MR images of WM and discusses if and how far the images can be regarded as realisation
of RF. Subsequently, the validity of the intrinsic hypothesis for WM MR images is investigated
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(a) Sagittal Plane (b) Transverse Plane
(c) Coronal Plane (d) Segmented White Matter
Figure 4.1: 3D illustration of a human brain from an MP-RAGE dataset. Figures a) to c)
show cuts through the brain across the three main planes. The outer, darker parts of
the brain are called grey matter which contain the nerve cell bodies and are therefore
the regions where the actual brain function takes place. The inner, brighter parts are
called white matter. This tissue is made of mostly myelinated axons which connect the
nerve cell bodies in the grey matter and thus allows for signal transmission. Figure
d) shows the segmented WM only.
and resulting problems are addressed. The third section deals with spatial correlation in WM
images. Sources of spatial correlation are introduced and divided into structure related and
MRI inherent correlations. Thereafter, the influence of WM microstructure anisotropies and
the consequences for isotropic variogram estimation and correlation parameter determination are
addressed. Finally, the last section of this chapter discusses the role of quantitative parameter
maps as possible data source for the variographic analysis.
4.1. Distribution of White Matter Intensities in MR Images
Figures 4.1a to 4.1c depict three cuts through a human brain obtained from a standard 3D
MP-RAGE dataset. Segmenting WM only (Figure 4.1d) and plotting a histogram of the voxel
greyscale values results in an almost symmetrical intensity distribution around a single maxi-
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Figure 4.2: Histogram of the greyscale values of segmented WM from a 3D MP-RAGE
acquisition (a). Plot of the WM distribution PDF (black circles) in comparison to
a Gaussian PDF (black dashed line)(b). The centre part of the WM distribution is
equal to the Gaussian PFD, however, for intensities at the edges of the distribution,
the probability is shifted to smaller greyscale value.
mum (Figure 4.2a). The width of the distribution is a measure for the intensity variance and
furthermore a decisive determinant for the values found in the variogram. Consequently, in order
to provide a decent analysis and interpretation of variogram shape and amplitude, the origins of
the distribution observed must be clarified and potential sources of error must be discussed. The
following sections present the tissue structure related determinants for the intensity variability
of WM and summarise the most important non-tissue related influences.
4.1.1. Approximative Gaussianity
From the histogram of the representative dataset, shown in Figure 4.2a, it can be observed that
the intensity distribution of WM MR images can be well approximated by a Gaussian Function.
Only, for small and large intensities, the distribution deviates from a Gaussian PDF and seems
to be shifted from larger to smaller values (Fig. 4.2b). The approximative Gaussianity of the
WM intensity distribution has been already shown empirically in several publications (e.g. [60])
and has also been used to model the characteristics of tissue, e.g., for segmentation purposes [2].
However, it may also be interpreted as a consequence of the central limit theorem. The central
limit theorem states that the sum of n independent and identically distributed random variables
approaches a normal distribution as n increases. Thus, the approximative Gaussianity observed
in the MR images argues for the interpretation as realisation of a RF. The small deviations from
the normal distribution may be well interpreted as influences from spatial correlations which
slightly violate the prerequisite of the central limit theorem to have independence between the
random variables. Thus, by this interpretation the approximative Gaussianity of the measured
intensities supports that MR images of WM can be regarded as partly spatially correlated ReVs.
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Figure 4.3: Additional noise broadens and flattens the original distribution. Due to the
generally low SNR of an MRI experiment, a large part of width of the WM histogram
is caused by the contamination of the signal with thermal noise.
4.1.2. Thermal Noise
Depending on SNR, a large part of the image intensity variations can be attributed to thermal
noise arising from the signal reception system and the subject itself (cf. 2.5). In case of a single-
channel receiver coil, thermal noise is spatially completely uncorrelated and for SNRs achieved
with a standard MP-RAGE sequence at 3T it can be modelled as Gaussian distribution. In
case of a multi-channel receiver system, thermal noise becomes non-central chi distributed and
as long as the single channels are approximately uncorrelated and no parallel imaging technique
has been used, the noise remains spatially uncorrelated. The influence of thermal noise overlays
with the tissue variations and broadens the intensity distribution of the image (Fig. 4.3). In
order to allow for a decent analysis of the variogram, it must be corrected for the influences of
thermal noise beforehand. This is easily possible as long as the thermal noise can be assumed to
be spatially uncorrelated. Then, the numerical variance of the noise is constant over the whole
FOV and can be inferred accurately from background regions in the image. In case of parallel
imaging, however, the noise variance varies over the FOV according to the g-factor distribution
(cf. 2.8). This hinders the thermal noise correction for accelerated data sets.
4.1.3. Structure Inherent Influences
Besides thermal noise, intensity variations arise from the microscopic substructure of WM. WM
is a living tissue which consists of mostly myelinated axons embedded in glial cells which are
supplied by a system of small blood vessels. In this microstructure, the MR visible protons
are variably distributed and their relaxation times change with their surroundings. With voxel
sizes achievable by conventional MR imaging techniques (e.g. 1mm isotropic), the microscale
variations cannot be resolved since the typical diameters of glial cells or axonal fibres is in the
order of 0.01mm (Fig. 4.4). Nevertheless, the measured intensity of a single voxel is the result
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(a) MP-RAGE Image (1mm ×
1mm)
(b) Histological Section
(0.1mm × 0.1mm)
(c) Magnification Histological
Section
Figure 4.4: The resolution of a standard MP-RAGE scan is low compared to the inho-
mogeneous substructure of WM. In each MRI voxel, indicated by the grid in 4.4c,
are thousands of glial cells, axons and blood capillaries. Depending on the actual
composition of the tissue in a voxel, the effective MR parameters are slightly different
and therefore the measured intensities vary as well.
of the MR properties of all protons within the voxel and is thus influenced by its substructure.
Consequently, the measured intensities differ slightly from voxel to voxel and give rise to the
distribution observed. By a closer look at the substructure and the measurement process, one
can distinguish between two mechanisms for the structural inherent intensity variations.
Spatial Inhomogeneities of MR Parameters
Each voxel of the WM image contains many axons, glial cells and small blood vessels, the
actual composition, however, differs from voxel to voxel. This is the result of the spatially
inhomogeneous structure of WM. In some regions axons are packed more densely, in other
regions the number of glial cells is increased or the supply with blood vessels is pronounced. In
particular, pathological or degenerative changes in WM, such as inflammatory processes, small
lesions or demyelinisation, might have a contribution to spatial inhomogeneities of the tissue.
Small but present inhomogeneities of the actual voxel composition lead to variations in the
effective MR parameters and thus to differences in the measured intensities. The mentioned
inhomogeneities in the WM substructure represent the current state of tissue, which does not
change during the MR acquisition but might change with age of the subject or with the progress
of potential neurodegenerative diseases.
Physiological Noise
The second important aspect of WM substructure variations is the temporal change of MR
parameters during the measurement. Since the acquisition of an MP-RAGE image takes usually
several minutes, physiological processes within WM, such as blood flow, lead to temporal changes
of the MR parameters within a given volume and thus to intensity variations amongst the
voxels in the reconstructed image. Although the effect is called physiological noise (cf. 2.5), for
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variogram analysis it should not be put on the same level with thermal noise. Thermal noise
is an artefact of the signal reception system and does not provide any information about the
tissue state. In contrast, physiological noise originates from physiological processes and might
give useful information about the WM structure.
4.2. Stationarity
The discussion about the intensity distribution of WM MR images demonstrated that they can
be modelled well as a realisation of a RF. Unfortunately, this is not sufficient for a correct
variographic analysis. A further important prerequisite is that the RF can considered to be
intrinsically stationary. This intrinsic hypothesis implies two statements (3.3): first, the mean
of the RF must be constant regardless of the position, and second, the variance of the difference
of the RF at two arbitrary positions must be only dependent on the distance. For MR images,
one has to consider the characteristics of MR image acquisition. Therefore, in the following
sections the applicability of the two statements of the intrinsic hypothesis to MR images of WM
are discussed.
4.2.1. Slowly Varying Mean
The intensity in MR images is generally influenced by the sensitivities of the RF coil used
(2.19). Depending on design, geometry and number of channels of the coil, the sensitivity varies
spatially. Although these variations are usually slow, two voxels at opposite regions of the
FOV can have significantly different intensities in the reconstructed image, even though they
include exactly the same MR properties (Fig. 4.5). Consequently, the coil sensitivity gives rise
to a non-stationary scaling of the image intensities and therefore the mean intensity becomes
position dependent. That is a violation of the intrinsic hypothesis. In order to perform a proper
variographic analysis, it is crucial to correct the WM data for these effects before variogram
estimation.
4.2.2. Stationarity of the Variance of Intensity Differences
Besides a constant mean of the RF, the intrinsic hypothesis demands a variance of RF differences
which depends on the distance only. Based on the image, which is a particular realisation of the
RF, it is not possible to prove strictly whether this statement is fulfilled or not. Nevertheless,
without this prerequisite the variogram is mathematically undefined. In geostatistical literature,
the uncertainty about the correct applicability of stationarity has lead to great confusion as
discussed by Myers [54]. Myers in particular emphasises that measured data is very often used
as a basis to decide between stationarity and non-stationarity. This is clearly insufficient since
the intrinsic hypothesis refers to the RF and not to the ReV which is only a particular realisation
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Figure 4.5: Transverse slice through an MP-RAGE dataset of the brain before (red) and
after (blue) correction for coil sensitivity influences. The right figure show the cor-
responding line plots along the dashed lines. Without correction, the slow intensity
variations due to the coil sensitivities exceed by far the local, structure inherent vari-
ations.
of the RF. However, Myers was not able to present a final solution to address the problem. Thus,
in the context of his publication, it is clearly stated that for MR images the intrinsic hypothesis
cannot be proven from the data available and therefore remains an assumption. Nevertheless, the
considerations about spatial correlation in WM (see below) indicate that the intrinsic hypothesis
is at least approximatively valid.
4.3. Spatial Correlation in White Matter Images
In order to illustrate the origins of spatial correlation in WM, one may go back to Tobler’s first
law of geography: ’Everything is related to everything else, but near things are more related than
distant things’ [84]. Although Tobler ascribes this law to geographical problems only, one may
apply this principle to almost every spatial phenomena found in nature since natural systems
might be regarded as complex systems. According to Chu, complexity is the difficulty to find
an appropriate model to describe a system [15]. The lack of a model leads to the conclusion
that the system behaves non-deterministic, even randomly. Despite this apparent randomness,
a further essential feature of a complex system is the interaction between the parts of the
system. For spatial phenomena, it might be assumed that interactions between near things
are much more likely and more decisive for the developmentvthan interactions between distant
things. This conceptional idea of spatial correlation may be similarly applied to WM. Tissue
alterations, regardless of being based on normal development/ageing or on neurodegenerative
diseases, are not local processes restricted to single axons or single cells only, but always develop
under interactions with the surrounding. These mechanisms can be quantified by means of
the variogram. Unfortunately, in WM MR images there are not only tissue specific correlations
which give rise to the variogram shape observed. One has to distinguish between tissue structure
related and MRI inherent sources of spatial correlation.
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4.3.1. Structure Related Correlations
The first source of spatial correlation in WM MR images arises from the spatial organisation of
the tissue microstructure which explicitly implies the spatial organisation of the MR parameters
in single voxels. A denser package of axons might lead to a measured intensity different from
that measured in a voxel with a pronounced number of glial cells. However, such differences are
not necessarily restricted to single voxels. Densely packed axons in one voxel are likely to be
accompanied by an increased number of axons in adjacent voxels. Similarly, voxels containing
several small lesions due to inflammatory processes might have many voxels in their neighbour-
hood which also contain lesions.
The abovementioned structural correlations are constant on the time-scale of MRI experiments.
Additionally to them, temporal phenomena, such as blood flow variations, can change the mi-
croscopic condition of the tissue and therefore give rise to local changes in the MR parameters
while the image is acquired. These effects, subsumed under the term physiological noise, show
also spatial correlation. For example, blood flow can be assumed to be regulated over larger
regions than a single voxel only. Thus, in case of pronounced blood flow through a certain voxel,
the blood flow through adjacent voxels is also increased.
Both, time-constant and temporally varying microstructural correlations influence the spatial
correlation between the measured voxel intensities in the MR image. In a variogram, the result
of the interaction of all effects is illustrated and thus it provides quantitative measures for the
anatomical and physiological state of the WM on the whole.
4.3.2. Influence of the PSF
The second source of spatial correlation in MR images arises from the way of MR data acquisi-
tion. As discussed in section 2.4.3, a single point in the sample does not become a single point in
the reconstructed image but a volume with a characteristic intensity distribution. The intensity
distribution is determined by the PSF of the imaging process, which in turn generally depends
on the sequence and sample parameters. The spreading of signal over several voxels gives rise to
an MRI inherent spatial correlation [45]. In contrast to the abovementioned structure specific
correlations, the MRI inherent correlation does not contain any information about the WM
state. Nevertheless, it affects the shape of the variogram. If the PSF is known, the influences
can be quantified using the equations for the effect of regularisation and thus the variogram
shape can be corrected.
4.4. Structural Anisotropies in WM
From diffusion MRI measurements it is well known that WM has an anisotropic substructure
(e.g. [6]). The experiments demonstrate that the diffusion of MR visible protons in WM is
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direction dependent (Fig. 4.6). This is a result of the tissue structure related restrictions for
water protons which arise from cell walls and nerve fibres. Thus, it can be for example assumed
that the protons diffuse easier along the direction of a nerve fibre than in perpendicular directions
which means that the proton would have to cross the axon. This effect allows for the tractography
of nerve fibres based on the data from diffusion weighted images.
In connection with variography, an important question has to be answered: Are isotropically
computed variograms, that is, variograms which are dependent on the distance of two voxels
only and neglect the voxels’ orientation to each other, sufficient to provide a decent analysis of
anisotropic tissue? Fibre tracts can extend over several centimetres, and thus, they introduce
spatial correlations which are highly dependent on the direction. However, these anisotropies
vary locally and if the variogram is estimated from the whole WM volume, the local anisotropies
might be less important. Actually, it is demonstrated by means of numerical samples 5.7 that
local anisotropies of the intensities, as found in WM, do not significantly change the shape of
isotropically estimated variograms. Nevertheless, global structural anisotropies, which might be
present in the human white matter [39], could be analysed by computing anisotropic variograms.
Although this might be an interesting field to investigate, this topic cannot be sufficiently covered
within the scope of this thesis and is planned for future projects 9.
Figure 4.6: Transverse slice through a colored FA map of a brain calculted from diffusion
MR data. The color indicates the main direction of the fibres within a voxel (red=left-
right, green=anterior-posterior, blue=superior-inferior), the intensity is a measure
for the anisotropy.
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4.5. Quantitative Parameter Maps as Data Source for Variographic
Analysis
Despite that the MP-RAGE sequence is a very fast 3D sequence for the acquisition of a full
brain dataset with high and isotropic resolution, it could be beneficial to consider quantitative
parameter maps as data source for variographic analysis. The potential advantages arise from
the quantitative nature of the intensities in qMR images. If the quantitative parameter map
has been obtained accurately, the need for correction of arbitrary intensity scaling as well as of
non-stationarities due to B1 sensitivity effects becomes redundant. Additionally, the informa-
tion content of a variogram from a single MR parameter might be more clearly interpretable
than a variogram estimated from MP-RAGE data and therefore contains influences from several
parameters. That means, correlation parameters obtained from a water content map could be
directly related to the mesoscopic distribution of free water in intra and extra cellular spaces,
while in case of T ∗2 maps, the correlation parameters would rather describe the distribution of
ions that gives rise to a fast transverse relaxation of the water protons, such as, e.g., iron.
Unfortunately, there are also some severe pitfalls which come with the use of qMRI data. First
the effort for the acquisition and the preparation of quantitative maps is largely increased com-
pared to the use of a single anatomical scan, which can be acquired within less than 10 minutes
and without any complex post-processing. This point could be a serious disadvantage for the
application of the method in the neuroscientific community or even in clinical routine. Further-
more, the computation of quantitative parameter maps may hinder or even corrupt the correct
estimation of the variogram. qMR maps are the result of a fit and/or computation of several
contrast images and therefore the noise statistics and the PSF can alter dramatically between
the single MR images and the final qMR map. Furthermore, it can be necessary to filter, inter-
polate or co-register the data as frequently done in the course of B1 sensitivity corrections and
these operations introduce artificial spatial correlation to the final parameter map. Additionally,
the acquisition mode of the quantitative data has to be considered. Due to measurement time
constraints, many qMRI methods are restricted to 2D acquisitions. In such measurements, the
resolution in slice direction is commonly decreased compared to the in-plane resolution. Con-
sequently, the variogram estimation cannot be performed in the same isotropic way as done for
the 3D MP-RAGE data. In slice direction, less voxel pairs are sampled with less spatial density.
Although all problems mentioned might be considered in theory for the variogram estimation,
every correction has a finite accuracy and potentially worsens the quality of the results. In
one of the following chapters, WM variograms estimated from MP-RAGE images and quanti-
tative parameter maps are compared in order to discuss the advantages and downsides for the
variographic analysis from both kinds of data sets.
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MR variography, the application of variography to MR data is a novel and very challenging
field of research. The crux of the matter is the way, how MR images are acquired. Due to the
large number of steps which are necessary to obtain MR data and possible imaging artefacts,
the established methods of variography cannot be applied to MR data in a straightforward
manner. As a consequence, a theoretical investigation of the methodology in the context of the
MR imaging process is a necessary step to introduce MR variography as a working method for
the analysis of WM. Therefore, numerical samples were created to investigate the effects arising
from data acquisition and to quantify possible sources of errors. Thereby, it is finally possible
to provide assertions about the quality of the correlation parameters obtained, and thus, to find
a reasonable interpretation for structures found in WM. Starting with structures whose corre-
lation parameters are accurately known, the following sections introduce a method to generate
numerical samples which show correlation structures similar to WM. These samples can be used
to study the effects that arise during MR image acquisition and finally to quantify the changes
due to the MR imaging process in the estimated correlation parameters.
The investigation of numerically generated correlation samples with well-defined correlation pa-
rameters not only allows one to demonstrate the problems arising in variographic analysis of MR
data but also to validate corresponding approaches for correction. The computational routine
for the variogram estimation was implemented in C++, using the libraries of the Insight Toolkit
(ITK) [90]. All other programs, such as variogram fitting or the computation of regularisation
weights, were implemented in MATLAB [51].
5.1. Generation of Numerical Samples
The method used for the generation of numerical samples characterised by correlation structures
similar to WM MR images is based on random positioning of spherical objects. This approach
takes up the ideas from the ’fully penetrable spheres’ model [86] which was originally used to
describe porous media. In this model, spheres made of material (greyscale value = 1) are placed
randomly into a void volume (greyscale value = 0). The spheres are allowed to overlap and in
regions of overlap, the greyscale value remains 1. After the positioning of a sufficiently large
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Figure 5.1: (a) Median slice through a numerically generated sample using spherical ob-
jects of 10mm diameter. (b) The histogram of the sample intensities shows a nearly
Gaussian distributed shape, which can be further validated by means of the comparison
to a Gaussian PDF (dashed line) illustrated in (c).
number of spheres, the resulting sample reproduces some important properties of porous media.
In order to account for the intensity distribution observed in WM MR images, the porous media
model is extended with regard to the intensities that can be assigned to single spheres. For
WM samples, the spheres are allowed to have real valued intensities and in regions of overlap,
the greyscale values are added. In detail, the generation proceeds as follows: Spherical objects
of selectable diameter and variable intensities are placed randomly in a 3D volume of arbitrary
size. The intensity of a certain sphere is drawn from a Gaussian distribution with zero mean and
standard deviation σ. The positioning of the spherical objects proceeds until the whole sample
volume has been covered by at least one object. By means of this scheme, the resulting sample
shows a Gaussian intensity distribution and finite zones of influence with approximately the size
of the objects (Fig. 5.1).
The scheme described was used to generate 10 different numerical samples with a matrix size of
400×400×400 voxels, where a single voxel was defined to have a size of 0.1mm×0.1mm×0.1mm.
These dimensions are similar to those found in segmentedWM, where regions of continuous tissue
are about 40mm in size (cf. Fig. 6.2). Each of the 10 samples was randomly filled with spheres of
different diameters,D = {0.5mm, 1mm, 2mm, 3mm, 5mm, 7mm, 10mm, 15mm, 20mm, 25mm}
with greyscale values randomly drawn from a Gaussian distribution with zero mean and stan-
dard deviation, σ = 1. Due to the finite resolution of the sample matrix, the objects placed are
only approximately spheres. The choice whether a certain voxel belongs to the sphere is made
by means of the centre coordinates of a voxel. If the distance from the voxel centre to the sphere
centre is equal or smaller than the half the diameter, the whole voxel belongs to the sphere. In
particular in case of the smaller diameters (0.5mm and 1mm), the objects deviate significantly
from the spherical shape. Therefore, the effective diameter, Deff , is introduced. Deff is defined
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(a) Voxel Size: 0.1mm× 0.1mm× 0.1mm
(b) Voxel Size: 1mm× 1mm× 1mm
Figure 5.2: The high resolution samples are transformed into the k-space and cut to a
size that corresponds to 1mm isotropic voxel size. The small k-space is transformed
back into the spatial domain which results in a sample with a resolution comparable
to MR images.
as the diameter of a sphere which has exactly the volume of the spherical object. The volume of
the spherical object, VO, can be easily determined by counting the number of voxels and multi-
plying it by the voxel volume and the effective diameter can be computed by Deff = (6VOpi )1/3.
The samples generated have 0.1mm isotropically sized voxels and thus a rather high resolution
compared to a standard anatomical MR scan, where the voxels are typically of 1mm isotropic
size. The high resolution is necessary to generate samples with spheres of MR voxel size or
even below (0.5mm and 1mm). These samples are of special interest, since they allow one to
study the influence of sub-voxel structures on the variogram. In order to finally decrease the
sample voxel size to MR image resolution, the samples are Fourier transformed and the resulting
k-spaces are cut to a 40× 40× 40 matrix. Subsequently, the samples are transformed back into
the spatial domain where a voxel is then 1mm isotropic in size (Fig. 5.2). Since the resolution
is defined by the maximum k-value acquired (cf. 2.4.3), the choice of the k-space size is exactly
the same mechanism how the voxel size is determined in an MRI experiment. After resolution
reduction, all 10 samples were scaled to a variance of 1 and an 11th sample was generated by the
addition of the 3mm and the 20mm samples. Medial slices through the 3-dimensional samples
are depicted in Figure 5.3.
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5.1.1. Sample Intensity Distribution and Stationarity
It can be shown, that samples generated according to the abovementioned scheme can be re-
garded as a realisation of an intrinsic, Gaussian RF. Considering a single voxel of the sample,
the final intensity is a realisation of the sum of n independent Gaussian random variables, where
n is the number of spheres that have influenced the final voxel intensity. The expected value
as well as the variance of the sum of n Gaussian random variables is again a Gaussian ran-
dom variable with an expected value and a variance equal to the sum of all single expected
values and variances [73]. For the numerical samples this means, that the expectation of the
greyscale value in a given voxel is zero and its variance equals n, since the intensities are drawn
randomly from Gaussian distributions with zero mean and σ = 1. Under these conditions for
the greyscale values in single voxels, one can make assertions about the properties of the whole
sample. Considering the central limit theorem (cf. 4.1.1), the intensity distribution of the whole
sample will approximately follow a Gaussian distribution which can be exemplarily observed for
the 10mm sphere sample in Figure 5.1. Furthermore, the sample can be regarded as realisation
of an intrinsic RF (3.3). The expected value of the random variables is zero for all voxels, thus,
the demand for a constant expectation over the whole RF is fulfilled. Additionally, the variance
of the difference of two voxels has to be a function of their distance only. In general, for distant
voxels within the sample, the variance does not depend on the distance but is a constant value,
since the variance of the difference of two independent Gaussian random variables is simply
the sum of both single variances [73]. For voxels whose distance is smaller than the size of
the spheres, both random variables are not independent anymore, and the resulting variance is
reduced. Thus, the variance of voxel differences becomes a function of the distance. Despite
the fact, that the final adaption of the sample to MR image resolution can change the greyscale
value variance as well as the shape of the variogram, the intensity distribution remains the same
and the conditions for intrinsic stationarity are still fulfilled. The chapter about the influences
of the PSF (5.6) discusses this issue in detail.
5.2. Variogram Estimation and Correlation Parameter Inference
In order to analyse and to quantify the correlation structure of the numerical samples, the
corresponding variograms were estimated for distances up to 20mm divided into 20 equally
sized intervals using Equations (3.7) and (3.8). Considering the size of the samples (40mm in
each dimension), a maximum estimation distance of 20mm ensures for a tolerable fluctuation
variance (3.9). For the 10 single-sphere samples, the empirical variograms were fitted with a
single spherical model (3.28), for the two-spheres sample the sum of two spherical models was
employed. Fitting was performed using an implementation of the Nelder-Mead algorithm [57]
to find the least squares between empirical and theoretical variogram by varying the parameters
σ2 and dc.
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(a) 0.5mm (b) 1mm (c) 2mm (d) 3mm (e) 5mm
(f) 7mm (g) 10mm (h) 15mm (i) 20mm (j) 25mm
Figure 5.3: Medial slice through the numerically generated 3D samples using 10 different
sphere diameters between 0.5mm and 25mm.
5.2.1. Results
The empirical and the fitted theoretical variograms are depicted in Figure 5.6. It can be observed,
that, apart from the 25mm spheres, all single-sphere sample variograms can be fitted well to
a single spherical model function. This is additionally quantified by the small mean squared
deviations, SqDev, depicted in the plots, which are below 7 · 10−4 for all samples. However, the
25mm sphere sample fit shows a significantly larger deviation of SqDev25 = 1.46 · 10−3 5.4a.
The two-sphere sample, which has been fitted to the sum of two spherical models, shows again
a very good agreement between the empirical and the theoretical variogram with a mean of
squared deviations of SqDev3+20 = 9.54 · 10−5 5.4b.
Figure 5.5 illustrates the deviation between the fitted and the reference values for the correlation
parameters, σ2 and dc, with respect to the effective diameter of the spherical objects, Deff . The
25mm sphere and the two-spheres samples have been neglected in this illustration. The reference
value for σ2 is 1 since the nominal variance of the samples was scaled to 1 and according to
(3.6), the sill value approaches the nominal variance of the data set. The reference for the fitted
value of dc is the effective diameter, Deff , since dc is supposed to reflect the size of the zone
of influence which is assumed to approximately equal the size of the spherical objects used for
the sample generation. The plot demonstrates that the error of σ2 ≥ −90% is extremely large
for the sub-voxel spheres (0.5mm in diameter) and then continuously decreases with increasing
effective diameter. For the 10mm sphere samples, the error drops already down to about −5%.
The error of dc shows an inverted trend. For the sub-voxel spheres, dc is highly overestimated
by about 40%. First, the error decreases with increasing deff , the zero percent line is crossed
between sphere diameters of 10mm and 15mm and then the error drops further down to −17%
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Figure 5.4: (a) Since the 25mm sphere sample has a larger correlation distance than
the highest sampled distance (dc = 25mm > 20mm = dmax), the fit with a spherical
model fails and the estimated correlation parameters are corrupted. (b) The variogram
of the two-sphere samples (3mm + 20mm spheres) can be fitted well to the sum of
two spherical models. The estimated correlation parameters are comparable to those
inferred from the corresponding single-sphere models.
underestimation for the 20mm sphere sample.
The 25mm sphere sample shows an extremely high deviation of the order of 109 % for both
correlation parameters (Fig. 5.4a). In case of the two-sphere sample, which is a combination
of the 3mm and 20mm spheres, σ2 deviates −8.5% for the smaller and −13.9% for the larger
spheres from the reference. The effective sphere diameters are about 24% overestimated for the
3mm and about −11% underestimated for the 20mm spheres. These errors are similar to the
corresponding single-sphere samples.
5.2.2. Conclusion
The analysis of the numerical samples demonstrates that for spheres with diameters between
3mm and 20mm, the fitted correlation parameters, σ2 and dc, are good estimators for the
intensity variance and the effective diameter of the spherical objects used for the sample gener-
ation. Therefore, in all following analyses σ2 will be called heterogeneity and dc will be called
correlation distance. These terms are supposed to illustrate the correlation parameters as a
measure for the variability and the size of the zone of influence within the tissue investigated.
Unfortunately, the experiments also demonstrated that the quality of the correlation parameter
estimation strongly depends on the size of the spherical objects. For sphere diameters smaller
than 3mm, the errors increase steadily and go up to deviations of −90% for the heterogeneity
and 40% for the correlation distance when the sphere size amounts half the voxel size. Thus,
for these structures the estimation is highly inaccurate. As will be shown at the end of this
chapter (5.6), the deviations are mainly due to the effect of regularisation and can be reduced
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Figure 5.5: Deviations between the fitted correlation parameters and the reference values
for the numerical samples with sphere diameters between 0.5 and 20mm. The dia-
gram shows a general trend; the smaller the spheres, the higher the deviation. This
observation can be assigned to the effect of regularisation (5.6).
significantly to less than 5% for spherical objects larger than a voxel given that the regularisa-
tion effect is considered in the fitting routine.
For spheres with diameters larger than 10mm, the errors start to increase again. The 20mm
sphere sample, which includes structures as large as dmax, allows still for a fairly accurate in-
ference of the correlation parameters whereas the fit fails completely for the 25mm spheres.
The reason for that can be found in the spherical correlation structure: for distances below
the correlation distance, the spherical variogram increases more or less linearly, so that plenty
combinations of σ2 and dc (in particular large values) give rise to a good fit of the theoretical
variogram without large sums of squared deviations.
Regarding the two-sphere model, it was shown that the sum of two samples gives rise to a
variogram which is similar to the sum of the corresponding single-sphere variograms. Thus, by
means of a fit of the empirical variogram to the sum of two spherical models, the correlation
parameters of the single-sphere variograms can be inferred accurately. It is important to note,
that this additivity of variograms is only strictly valid if the single correlation structures are
completely independent (cf. 3.2.3). This prerequisite is fulfilled for the numerical sample, since
both single-sphere samples were independently generated and added thereafter.
In conclusion, the analysis of the numerical samples showed that for correlation structures with
sizes between three times the image voxels and the maximum sample distance, the fitted corre-
lation parameters are good estimators for the heterogeneity and correlation distance. Further-
more, it was demonstrated that variograms are additive if the single corresponding correlation
structures are independent.
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Figure 5.6: Empirical and fitted theoretical variograms of the numerical samples gener-
ated with spheres of diameters from 0.5mm to 20mm. For all samples, the fit with
a spherical model shows a small sum of squared deviations (SqDev) and matches
visually well to the shape of the empirical variogram.
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5.3. Violation of Stationarity
One important prerequisite for the variographic analysis is the intrinsic stationarity of the RF
which underlies the ReV investigated (cf. 3.3). This implies that the expected value of the RF
is independent of the position. In MR images, the B1 sensitivities give rise to slowly varying
intensity variations and thus to a violation of the intrinsic hypothesis. As mentioned above, the
numerical samples fulfil the intrinsic hypothesis as they were explicitly created to meet these
limitations. In the following sections, the intrinsic samples are overlaid with different kinds of
slowly varying intensity variations in order to demonstrate and to quantify the effects caused by
violations of the intrinsic hypothesis.
5.3.1. Methods
In order to investigate the effect of slowly varying intensity variations, different bias fields were
added to the 10mm sphere sample. First, the sample was superimposed with a linear intensity
gradient in all three dimensions, bflg = m(x + y + z), where m = 1/4, which mimics intensity
variations present in commonly used head coils. In addition, measured bias fields acquired with
a single-channel birdcage coil, a 12-channel and a 32-channel head array were superimposed
with the sample. The bias fields were estimated from in vivo MP-RAGE datasets using SPM8
[2] and were cut to the sample matrix size by selecting a region of interest within WM. Since
the bias fields estimated with SPM are multiplicative, but the stationarity model presented in
section 3.2.3 is based on additive fields, the measured intensity variations were converted using
the following relation:
i(x) · bfmul(x) = i(x) + bfadd(x)⇒ bfadd(x) = i(x)(bfmul(x)− 1),
where i(x) represents the intensities of the sample, bfmul(x) and bfaddx) denote the multiplica-
tive and the additive bias fields. Variograms of the single bias fields as well as of the combination
of sample and bias field were estimated in the same way as described in the previous section 5.1.
5.3.2. Results
In Figure 5.7, for all four bias fields variograms of the pure sample, of the pure intensity variation,
of the additive combination of both as well as the sum of the pure variograms are depicted in a
single diagram. In all cases, the variogram of the combined sample matches very well the sum
of the pure variograms. Only for larger distances over 10mm, the plots show small deviations.
Furthermore, it can be observed that all pure bias field variograms show a parabolic shape with
different steepness. The steepness varies with the number of coil channels but shows no clear
functional relation.
Figure 5.7 depicts several variograms for all four bias fields: the pure sample variogram, the
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(b) Measured Bias Field: Single-Channel Coil
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(c) Measured Bias Field: 12-Channel Coil
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Figure 5.7: Variograms of the pure 10mm sphere sample in comparison with the vari-
ograms of the pure bias field and of the additive combination of both. Additionally,
the sum of both pure variograms is depicted as dashed line in red.
pure bias field variogram, the variogram of the additive combination of sample and bias field as
well as the sum of both pure variograms. In all cases, the variogram of the combined sample
matches the sum of the pure variograms very well. Only for larger distances (over 10mm), the
plots show small deviations. Furthermore, it can be observed that all pure bias field variograms
show a parabolic shape with different steepness. This steepness varies with the number of coil
channels but shows no clear functional relation.
5.3.3. Conclusions
As predicted in Equation (3.14), a linear gradient bias field induces an additional additive
variogram which increases quadratically with distance. The measured bias fields show similar
influences, although the strength of the influence differs from coil to coil. In all cases, the influ-
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ence of the bias field on the variogram is much stronger than the influence of the actual structure.
This is an important observation, since the strong bias field influence might hinder the analysis
of the actual correlation structure. Comparing a combined variogram with the sum of two pure
variograms reveals a difference between these variograms for lager distances. This deviation
can be attributed to the finite sample size. The fluctuation variance increases rapidly, if the
distances under investigation approach half the sample size, and thus the estimation becomes
more inaccurate (3.9). This effect was already observed in the variogram of the pure 10mm
sample, where the variogram was characterised by decreasing values after reaching its sill value
(Fig. 5.6g). This effect is very small, but when the sample is superimposed with the bias fields
it is amplified and therefore becomes visible when comparing the variogram of the combined
sample with the sum of both pure variograms.
Bias fields induced by coil sensitivities have a crucial influence on the shape of the variogram.
Consequently, the bias field correction is an important step in the variographic analysis, since
the tissue correlation structure cannot be analysed, if the dataset is contaminated by coil sensi-
tivities.
5.4. Influence of the Sample Size
Variography investigates relations between structures of different scales. Consequently, the
sizes of the sub-structures (the main object of investigation) as well as the total size of the
sample (the area where the substructures are investigated) and the ratio between these two
dimensions are crucial parameters. Three important influences on the correlation parameters
inferred from variograms can be attributed to these two quantities. First, the total sample size
determines the highest possible sampling distance, dmax, since the fluctuation variance seriously
increases to prohibitively high values when the sampling distance exceeds half the diameter
of the sample (3.9). Second, as already shown at the beginning of this chapter (5.4a), only
correlation structures with diameters below dmax can be accurately quantified by means of
variogram fitting. The third issue is related to Krige’s relation (3.39), which states that the
variance of a ReV changes with total size and support. In this section, the abovementioned
effects are studied by means of numerical samples in order to judge possible influences on the
variogram based estimation of WM correlation parameters.
5.4.1. Methods
A numerical sample was generated by random positioning of 10mm spheres in a 1000× 1000×
1000 matrix with voxels of 0.1mm isotropic size. The nominal sample variance was scaled to
1 and the matrix was downsized to 100× 100× 100 voxels of 1mm isotropic size using Fourier
transforms (cf. 5.1). From the upper left corner of the sample, cubic regions of 103 to 1003
voxels were separated (Fig. 5.8). Variograms of all 10 regions of interest (ROI) were estimated
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Figure 5.8: The original numerical sample with a size of 1003 voxels, was subdivided into
9 ROIs of sizes down to 103 voxels.
and subsequently fitted to a spherical model. Additionally, the nominal variance of the ROIs
was determined by means of the unbiased estimator (cf. Appendix A.6).
5.4.2. Results
Figure 5.9a shows the variograms of the subdivided ROIs. All variograms estimated of samples
larger than 303 voxels have nearly the same shape, they slightly differ in their sill values. Below
303 voxels, the sill value is significantly reduced and the variogram shape matches the spherical
model barely. In particular for the smallest ROI, an anomalous variogram shape can be observed,
where γ(d) in- and decreases alternately. For distances larger than 16mm, there is no variogram
value available, since the largest distance in cube of 10mm size is given by
√
3 · (10mm)2 ≈
17.3mm. The general change of the sill value with ROI size is directly connected to the increase
of the nominal variances with increasing matrix size, depicted in Figure 5.9b.
Fitting the variograms to a spherical function allows one to plot the error of the fitted values for
the heterogeneity, σ2 and the correlation distance, dc, with respect to the ROI size (Fig. 5.10a).
The reference value for σ2 is the nominal variance of the ROI, the reference for dc is the effective
diameter of the 10mm spherical objects. For large sample sizes from 1003 to 603 voxels, the
errors of both correlation parameters approach a constant level, which are about 2.5% for σ2
and about 11% for dc. If the sample is cut to sizes below 603 and even down to 203 voxels, the
error of the heterogeneity increases slowly to approximately 5%, whereas the fitted values of the
correlation distance turn from an over- into an underestimation of about −7%. For the smallest
ROI, which has a size of 103 voxels and therefore a size similar to the diameter of the spheres, the
errors jump to a high overestimation for both correlation parameters (∆σ2 = 38%,∆dc = 13%).
In order to complete the results, the sum of the squared deviations between estimated and fitted
variogram with respect to the ROI size is depicted in Figure 5.10b. For all ROIs larger than
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(b) Nominal Variance
Figure 5.9: (a) Variograms of the 10 different ROI from the 10mm sphere sample. All
variograms from ROIs larger than 303 voxels have a very similar shape with only
small differences in the sill values. The smaller ROIs show variograms which deviate
strongly from the spherical shape. (b) The differences in the sill values are related to
an actual change of the nominal variance of the sample with changing size (Krige’s
relation).
103 voxels, the deviations are smaller than 3 · 10−3 but then increase quickly up to 0.21 for the
smallest sample.
5.4.3. Conclusions
The analysis of variograms estimated from differently sized ROIs of a 10mm sphere sample
demonstrates that the size of a ReV has a significant influence on the correlation parameter
estimation. One has to distinguish between three different mechanisms. First, according to
Krige’s relation, the nominal variance of the sample decreases with decreasing ROI size. This
effect does not originate in a bias of the heterogeneity estimation but is caused in an actual
change of the nominal variance of ROI with size. As demonstrated in Figure 5.9b, the change
of variance is small for samples down to a size of 303 voxels but then gains significant impact
when the ROI size approaches the diameter of the spherical objects. For the 103 voxels sample,
whose size equals the sphere diameter, the nominal variance dropped to half the initial value.
For WM analysis, Krige’s relation plays an important role in the segmentation process. On one
hand, the segmentation has to ensure that grey matter and CSF are completely excluded from
the WM mask, on the other hand, a very rigorously performed segmentation gives rise to an
actually decreased tissue heterogeneity originating from the smaller sample size.
The second effect influences the quality of the estimated correlation parameters below a ROI size
of 403 voxels. This is accompanied with a change in the correlation parameter error (Fig. 5.10a).
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(a) Errors of the Correlation Parameters
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(b) Fit Residuals
Figure 5.10: (a) Errors of fitted heterogeneity and correlation distance with respect to
the ROI size. For sizes down to 603 voxels, the errors approach a constant level.
The smaller ROIS are characterised by a slightly increasing error of σ2 and the
overestimation of dc turns into an underestimation. The strong overestimation of
the correlation parameters for the 103 voxels ROI results from the deviation of the
empirical variogram from a spherical model, which is indicated by the rather larger
fit residuals (b).
This observation is the result of an increased fluctuation estimation of variogram values, which
have been estimated for distances larger than half the sample diameter. Thus, in case of the 303
voxels sample, the variogram values for distances larger than 15mm become unreliable, for the
103 sample, the inaccuracy starts already from d = 10mm. For ROIs larger than 503 voxels,
the error approaches a constant levels which is, however, non-zero. The absolute bias of the
correlation parameters can be assigned to regularisation effects. While the heterogeneity error
changes only slightly for a ROI size between 503 and 203 voxels, the deviations of the correlation
distances turn from an over- to underestimation. This alteration is related to a decreasing ratio
of total sample to sphere (sub-structure) size, as can be observed similarly when the ROI size
remains constant and the sphere size is varied (Fig. 5.5). The third effect concerns the 103 voxels
ROI only. For this sample the parameter estimation fails completely. The ROI dimensions allow
one to estimate accurate variogram values only for distances smaller than 10mm. Beyond this,
γ(d) is biased and for distances larger than 16mm, there are no voxel pairs available to estimate
the variogram. Thus, the variogram deviates strongly from a spherical model (Fig. 5.10b) and
a decent inference of heterogeneity and correlation distance becomes impossible.
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5.5. Influence of Noise
Thermal noise is present in every MR signal. Depending on the sequence and its parameters,
the SNR varies between single- and three-digit numbers. The standard MP-RAGE sequence
provides a rather high SNR which is about few tens for a single-channel coil and can go up
to three-digit numbers when a 32-channel coil is used for the acquisition. Nevertheless, the
signal variations due to the structural variability of WM are orders below the mean WM signal
and thus comparable to the variance of thermal noise. This fact clarifies that the estimation
of the noise level is a crucial step in the variographic analysis. If the noise level is estimated
inaccurately, the bias propagates directly to the fitted heterogeneity value and even affects
the correlation distance. Thus, the noise level has to be estimated with the highest possible
accuracy. In order to quantify the estimation accuracy for single- as well as multi-channel
coils, numerical samples are superimposed with noise samples, which originate from different
numbers of channels and reconstruction methods. The noise-affected variograms are corrected
and compared to the variogram of the unaffected sample. Thus, differences in the corresponding
correlation parameters can be quantified.
5.5.1. Methods
In all following experiments, the preparation of the samples and the analysis of the variograms
obtained were performed according to the same scheme: depending on the number of channels
and on the reconstruction method, a complex-valued noise sample was generated and superim-
posed with the 10mm sphere sample. A detailed description of the noise preparation for each
coil and reconstruction method is given in the below-mentioned subsections. Magnitude images
were reconstructed from the pure noise sample as well as of the additive combination of noise
and spheres. The variogram of the combined sample was estimated according to the common
sampling scheme (5.1) and subsequently corrected for noise influences. The correction is based
on the characteristic of noise to be spatially completely uncorrelated, which is a valid assumption
as long as no parallel imaging methods are employed. The spatially uncorrelated variations in
the noise intensities give rise to an additional variogram offset (3.18) by the noise variance, σ2n,
which can be quantified by a fit of the noise histogram with an appropriate distribution function.
Finally, the corrected variograms as well as the fitted correlation parameters of the combined
and the native sample were compared.
In order to demonstrate the absence of spatial correlation within noise samples and the additiv-
ity of the corresponding variograms, the correction process is exemplarily illustrated by means
of a simple Gaussian noise sample. Therefore, a Gaussian distributed noise sample with zero
mean and variance σ2n = 1 was generated and superimposed with the 10mm sphere sample.
Variograms of the pure noise as well as of the additively combined sample were estimated.
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Single-Channel Coils
In order to simulate noise influences in MRI experiments where a single-channel receive coil
is employed for the signal acquisition, a complex-valued sample with Gaussian distributions of
zero mean and σ2n,Gauss = 1 in the real and the imaginary part was generated. Apart from the
exact number of σ2n,Gauss, these are conditions which can also be found in real experiments. The
complex-valued noise sample was superimposed with the 10mm sphere sample and magnitude
images from the pure noise as well as from the combined sample were computed. The variogram
of the combined sample was estimated, corrected for noise influences and subsequently compared
to the pure sphere sample variogram. For the noise correction, the histogram of the noise
magnitude image was fitted to a Rayleigh distribution (2.45), and thus, the variance of the
complex Gaussian noise, σ2n,Gauss, can be estimated. By means of Equation (2.44), the variance
of the Rician distributed noise at the mean signal of sphere sample, σ2n,fit, was obtained. This
value was subtracted from the combined variogram in order to compensate the noise induced
offset. Pure and corrected variograms were fitted to a spherical model function to obtain values
for heterogeneity and correlation distance.
Multi-Channel Coils
When employing multi-channel coils, the signal that arises from the sample magnetisation is
measured multiple at the same time. That means, for each of the n channels an individual noise
sample is acquired. In the course of image reconstruction, these noise samples are recombined
to the final noise background which can be observed in image regions without any signal. The
following section presents the generation of multi-channel noise samples to investigate the quality
of the noise offset estimation depending on number of channels and reconstruction method. Since
a 12- and a 32-channel phased array are available for the in vivo experiments presented in the
next chapter, the effects are demonstrated by means of 12- and 32-channel noise samples.
Twelve independent, complex-valued noise channels with a matrix size of 40×40×40 voxels were
generated. The real as well as the imaginary parts of all samples followed Gaussian distributions
with zero mean and variance, σ2n = 1. The first noise channel was superimposed with the 10mm
sphere sample. Magnitude images of the pure noise sample as well as of the superposition of
noise and sphere samples were reconstructed using SoS on one hand, and AC on the other
hand (2.5.3). All AC weights were set to 1/
√
12. This choice of the weights ensures that the
noise variance in the magnitude image is approximately one, but certainly deviates from AC
weights employed in actual MR image reconstruction. However, the deviation does not alter the
noise statistics since any linear combination of independent Gaussian PDFs is again Gaussian
distributed [73]. The variograms of the combined samples were estimated, noise corrected and
fitted to a spherical model function. The correction proceeded similar to the single-channel case,
only for the SoS reconstructed images, the underlying noise statistics had to be changed from
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Figure 5.11: On the left, the two pure samples, Gaussian noise and the 10mm sphere
sample, as well as the additive superposition of both is depicted. On the right, the
variograms of the samples are plotted. The noise variogram is constant for all non-
zero distances and equals the variance of the Gaussian noise distribution. The sum of
both pure sample variograms matches exactly the variogram of the combined sample.
a Rice to a non-central chi distribution. For AC reconstruction, the noise statistics is expected
to follow a Rayleigh distribution just as observed for a single-channel coil and thus the noise
correction could be performed analogously (2.1). The whole procedure was repeated additionally
for 32 independent noise channels.
In real experiments, the noise channels can have different variances and are not necessarily
independent amongst each other. In order to investigate the impact of these effects, two more
sample kinds were produced. First, the 12 independent, complex-valued noise channels were
scaled separately to different variances. The scaling factors are equally distributed within an
interval, [σ2n,min, σ2n,max], which is defined to be symmetric around σ2n = 1. The values of σ2n,min
and σ2n,max were chosen such that the absolute variance variation, (σ2n,max − σ2n,min), adopts a
certain percentage of the mean variance, σ2n = 1. Fife samples with absolute variance variations
of 1%, 5%, 10%, 15% and 25% were generated. Secondly, the 12 original, independent noise
channels were artificially correlated. The correlation matrix was obtained from the raw data
of an in vivo MP-RAGE image acquired with a 12-channel phased array (cf. 6.6). The noise
samples were superimposed with the 10mm sample and SoS an well as AC magnitude images
were reconstructed in the same way as already described above.
5.5.2. Results
Figure 5.11 shows medial slices through the simple Gaussian noise sample, through the 10mm
sphere sample and through a sample consisting of the additive combination of both. Additionally,
the variograms of the three structures are depicted as well as the sum of the two pure variograms.
The noise variogram shows a constant γ value for all non-zero distances which equals the nominal
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Figure 5.12: (a) Histogram obtained form the single-channel noise sample. The histogram
was fitted with a Rayleigh PDF. (b) Variograms of pure sphere sample and the cor-
rected noisy sample.
variance of the Gaussian distribution used for the sample generation. The sum of noise and
sphere variogram matches exactly the shape of the combined variogram.
In Figure 5.12, the single-channel results are depicted. 5.12a shows the fit of the noise histogram
with a Rayleigh PDF. The theoretical distribution function matches the actually measured
intensities very well. Figure 5.12b illustrates the variogram of the original sphere sample as well
as the variogram of the noise contaminated sample which was corrected for the noise induced
offset beforehand. Both variograms are almost the same.
The results for the 12- and 32-channel noise samples are depicted in Figure 5.13. The two upper
rows show the SoS reconstructed, the two lower rows the AC reconstructed noise distributions
and variograms. Regardless of the number of channels and the reconstruction method, the
noise histograms match the corresponding theoretical distribution functions very accurately and
the corrected variograms show nearly no deviation from the reference. Figure 5.14 depicts the
results of the variograms estimated from the multi-channel noise samples with variable variances.
The residuals of the fit with a spherical function and the errors of the resulting correlation
parameters are shown for both, the SoS and AC reconstructed samples. The SoS reconstruction
shows steadily increasing fit residuals with increasing noise variance variations which go up
from 6.3 · 10−4 for no variation to about 1.3 · 10−1 for 25% variation. The corresponding
correlation parameters show a similar behaviour. The deviations of both parameters from their
references increase linearly up to noise variance variations of 15% where the heterogeneity is
overestimated by 18% and the correlation distance is underestimated by −13%. For 25% noise
variance variation, the error of the correlation distance drops to 3% and the deviation of the
correlation distance further increases to −26%. In case of AC reconstruction, the fit residuals
and the parameter deviations are much smaller. The fit residuals are within values of 4.4 · 10−4
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and 12.3 · 10−4 rather independent of the noise variance variation. Likewise, the deviations of
the heterogeneity, ranging from −1.2% to 0.2%, and of the correlation distance, ranging from
−2.8% to 1.1%, show no clear relation to the variance variation. In Figure 5.15, the results of the
correlated noise samples are illustrated. For AC reconstruction, the fitted Rayleigh distribution
matches the noise histogram very accurately, and similarly, the noise corrected variogram is
in good agreement with the variogram of the pure sphere sample. When employing SoS to
reconstruct the magnitude images of the correlated noise samples, the fit of a central chi PDF
shows observable deviations to the actual noise histogram, in particular, for rather large and
rather small greyscale values. The accordance between the variograms is worse compared to AC
reconstruction. Even though the shapes of corrected and native sample variograms are similar,
the sill value of the corrected variogram is slightly higher.
Table 5.1 summarises the fitted correlation parameters and their deviation from the pure 10mm
sphere sample for the noise samples discussed.
5.5.3. Conclusions
The initial experiment of the superposition of Gaussian noise with the 10mm sphere sample
demonstrates the main characteristics of noise in the variographic analysis nicely. First, the
variogram of pure noise is constant for all distances larger zero, where it is zero by definition.
The constant γ value represents the absence of any spatial correlation, which applies strictly to
noise in MR images as long as image reconstruction methods which artificially introduce spatial
correlations (e.g. parallel imaging techniques) are omitted. However, noise is not only spatially
completely uncorrelated is it also uncorrelated with the actual signal. Thus, according to (3.18),
the variogram of an additive superposition of signal and noise is exactly the sum of the pure
noise and pure signal variograms. This additivity and the absence of any spatial correlation
gives rise to the variogram of a noise contaminated sample to show an offset along the y-axis.
The offset, and thus the influence of noise, can be easily corrected by means of subtraction of
the offset value before correlation parameter fitting. The height of the offset equals to the noise
variance and can be estimated by a fit of an appropriate distribution model to the intensity
histogram of the image background where no signal is present. The distribution model depends
on the number of channels of the coil used and on the image reconstruction method.
The correction approach works very accurately for an arbitrary number of channels and regard-
less of the reconstruction method as long as all channels have identical noise variances and are
not correlated amongst each other. Correlation and variable noise variances alter the corre-
lation parameters inferred. For AC reconstruction, the effect is rather small and the error of
the correlation parameters inferred remains below 4% for variations up to 25%. However, in
case of the SoS reconstruction, the impact is more significant and can lead to underestimations
down to −27% for the heterogeneity and to overestimations up to −19% for the correlation
distance when the noise variance of the channels varies by 25%. Channel correlations give rise
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Figure 5.13: Histograms and corresponding variograms of the multi-channel noise sam-
ples.
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Figure 5.14: Correlation parameters inferred from the fit of the noise samples with vari-
ations in the channel variances by a spherical model function. The plots on the left
show the fit residuals, the plots on the right shows the deviation of the correlation
parameters from the parameters obtained for zero variance variation.
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Figure 5.15: Noise histograms and the corresponding sample variograms for correlated 12
channels data. The upper row shows the results for SoS reconstructed images, the
lower row the results for AC reconstruction.
to additional alteration of the correlation parameters of about 3%. Consequently, when using
multi-channel data and SoS magnitude reconstruction, the noise channels should be decorre-
lated and scaled to the same variances beforehand in order to obtain accurate results from the
variographic analysis.
5.5.4. Noise Level Correction and Parallel Imaging
When using parallel imaging techniques, the noise variance depends not only on the signal
strength, but becomes additionally a function of the position. This non-stationarity causes
serious trouble for the variographic analysis. First, the noise variance cannot be determined
directly from the image background since the parameter, σ2n, which describe the noise variance,
will generally change from the background to the WM regions of the FOV. Moreover, even within
WM the noise variance does not remain a single value but varies smoothly with position. Thus,
the noise becomes spatially correlated and the corresponding variogram turns from a constant
value into a function of distance. In theory, it is possible to include these effects into the
estimation of the noise correction; however, this implies the knowledge of the spatial variations
116
5.6. Non-Point Support: Point-Spread-Function
Sample σ2n σ2n,fit ∆σ2n σ2org σ2cor ∆σ2 dc,org dc,cor ∆dc fit residual
[a.u.] [a.u.] [%] [a.u.] [a.u.] [%] [mm] [mm] [%]
single-channel 1.00 1.00 0.11 0.95 0.97 1.92 10.26 10.22 −0.40 4.39 · 10−4
12 channels
- SoS 1.00 1.00 0.08 0.95 0.94 −0.62 10.26 10.33 0.72 6.27 · 10−4
- AC 1.00 1.00 −0.15 0.95 0.94 −0.66 10.26 10.49 2.20 11.19 · 10−4
- SoS Corr 1.00 0.70 −30.07 0.95 0.97 2.60 10.26 9.98 −2.76 1.71 · 10−4
- AC Corr 1.00 0.60 −39.62 0.95 0.95 0.11 10.26 10.34 0.76 6.71 · 10−4
32 channels
- SoS 1.00 1.00 −0.02 0.95 0.95 −0.09 10.26 10.23 −0.35 3.70 · 10−4
- AC 1.00 1.00 0.21 0.95 0.95 −0.21 10.26 10.01 −2.47 1.94 · 10−4
Table 5.1: Summary of the correlation parameters obtained from the corrected variograms
of different noise samples. Note that in case of correlated noise channels, the fitted
noise variance in the magnitude images deviates strongly from the actual variance of
a single channel.
of, σ2n, which is basically represented by the g-factor map ([12], [1]). Although, in principle
the g-factor map can be measured, this would seriously increase the complexity of the current
variographic analysis. Therefore, this thesis focuses on non-accelerated data.
5.6. Non-Point Support: Point-Spread-Function
The support of the ReV is an important determinant for the shape of the empirical variogram (cf.
3.4.4). The change of the variogram caused by changes in the support is called regularisation.
In case of MR images, the support is realised by voxels, which are often visualised as brick-
shaped objects. Each of these objects is assigned to a greyscale value representing the mean
signal intensity measured in this volume. In most MR images this conception of a voxel is
inapplicable. The actual spatial composition of the measured signal in a voxel is described by
the PSF, which is determined by the MR sequence and its parameters as well as by the MR
parameters of the sample (cf. 2.4.3). Thus, in general a voxel is neither brick-shaped nor is the
signal simply the mean value over this volume, but a more complex shaped objects where the
measured signal is a weighted sum of the spatially distributed signal portions. As a consequence,
the effect of regularisation gives rise to a change of the variogram shape when it is estimated
from MR images acquired with different sequences and/or sequence parameters, even though
the sample remains exactly the same. In particular, the nominal image resolution, which is
directly related to the PSF (2.4.3), has a large impact on the variogram. In order to compare
variograms and the resulting correlation parameters from acquisitions with different resolutions
or sequences (parameters), the effect of regularisation can be included into the fitting routine,
and thus, PSF independent correlation parameters can be obtained.
The following sections demonstrate the effect of regularisation by means of numerical samples
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and show how the effect can be included into the variogram fitting process. The quality of
the corrected correlation parameters is investigated and compared to the parameters obtained
without any corrections. With regard to the following variographic analysis of in vivo WM data,
the demonstration focuses on the influences of the nominal image resolution as well as of the
intrinsic PSF of the MP-RAGE sequence.
5.6.1. Methods
The demonstration of the regularisation effect is based on the native single-sphere samples with
a matrix size of 400 × 400 × 400 voxels and voxel dimensions of 0.1mm × 0.1mm × 0.1mm.
Considering the diameters of the spheres, with 0.5mm as smallest structure, all samples fulfil
the prerequisites for quasi-point support (3.42). This is important, since only for (quasi-)point
support, the corresponding variograms represent the actual correlation structure and are unaf-
fected by any PSF influences. The native samples were transformed into the Fourier space and
the resulting k-spaces were cut to sizes which correspond to voxels of 0.5mm, 0.6mm, 0.7mm,
0.8mm, 0.9mm and 1.0mm isotropic size. Subsequently, the low-resolution k-spaces were trans-
formed back into the spatial domain. Additionally, the 1.0mm k-space samples were multiplied
with an MP-RAGE window function, which has been numerically generated based on a standard
set of sequence parameters (2.7.4). Thus, an additional sample with a PSF similar to that of a
common in vivo MP-RAGE acquisition was generated.
Variograms of the samples with different combinations of sphere size and resolution wer esti-
mated using the standard scheme presented at the beginning of this chapter. Depending on the
sample, the number of distance intervals was adapted to the image resolution whereas the max-
imum sampling distance, dmax = 20mm, remained constant for all sphere sizes and resolutions,
i.e., the 0.5mm isotropic voxel variograms were estimated for 40 equally sized distance intervals
between 0mm and 20mm, the 0.6mm variograms for 34 equally sized distance intervals and so
on.
The variogram fitting routine was modified crucially in order to consider the regularisation effect.
First, a point support model function, γmod,ps, was generated using an initial set of correlation
parameters. Subsequently, the function values wer regularised under the consideration of the
known PSF (details below). The regularised values were compared to the empirical variogram
and the sum of the squared deviations is calculated. Under variation of the correlation pa-
rameters, the deviations were minimised using the Nelder-Mead algorithm. By means of this
approach, the fit routine provides a set of correlation parameters which describes the native sam-
ple correlation structure, free from effects induced by the specific PSF of the image acquisition
process.
An important determinant for the correction quality is the accurate knowledge of the PSF, which
allows for the computation of mean variograms, γ(v, vd), and thus provides the connection
between point support, γps(d), and regularised variogram, γreg(d), as expressed in Equation
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Native Sample Matrix
v
vd
d
d˜
x1
x2
Figure 5.16: Illustration of the voxel volumes and distances for the regularisation of a
native sample matrix (black) to a lower resolution image (red). d is the distance
between the low resolution voxel centres and d˜ the distance between two voxel in the
native sample matrix.
(3.40). For the description of the regularisation from the native, quasi-point support samples to
low-resolution images, the integrals in the terms of the mean variograms can be converted into
discrete weighted sums:
γ(v, vd) =
1
vvd
∫
v
∫
vd
γps(|x1 − x2|)dx1dx2, x1 ∈ v, x2 ∈ vd
=
∑
k
∑
l
w(xk,xl)γps(|x1 − x2|), xk ∈ v, xl ∈ vd,
∑
k
∑
l
w(xk,xl) = 1 (5.1)
Here, x1 and x2 represent the positions of a voxel in the native, quasi-point support sample.
v denotes the set of voxels from the native sample which forms the voxel volume in the low
resolution image. vd is a replication of v, but displaced by a distance d. The weights, w(x1,x2),
quantify the normalised signal intensity associated with the native voxels at x1 and x2. De-
pending on the PSF, the highest intensity can be found at the centre of a low-resolution voxel
and decreases rapidly as the distance to the centre increases. For a certain voxel distance, d,
the weights can be written as single parameter function which assigns to each possible distance
between the voxels in the native sample, d˜i, an effective signal portion, w(d˜, d). Note, that d is
the distance between voxel centres in the low resolution images and d˜i the distance between two
voxels of the native sample matrix (Fig. 5.16):
γ(v, vd) =
∑
i
w(d˜i, d)γps(d˜i), d˜ = |x1 − x2| (5.2)
Substitution of (5.2) into (3.40) results in an expression for the regularised variogram, γreg(d):
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γreg(d) = γ(v, vd)− γ(v, v)
=
∑
i
w(d˜i, d)γps(d˜i)−
∑
j
w(d˜j , 0)γps(d˜j)
=
∑
i
(
w(d˜i, d)− w(d˜i, 0)
)
γps(d˜i) (5.3)
The weights, w(d˜, d), represent the signal portion in two voxels associated with the distance d˜
when the voxel centres are displaced by d. It is thus determined by the PSF, p(x), of the image
acquisition process. w(d˜, d) is the sum of the product of p(x) and p(y−d) over all combinations
of x and y with distance d˜. For the sake of clarity, the derivation is presented for one dimension
only, but can similarly be applied to two or three dimensions:
w(d˜, d) =
∑
x
∑
y
p(x)p(y − d)δ(|x− y| − d˜) (5.4)
The delta-function, δ(|x − y| − d˜), equals 1 for y = x + d˜ and y = x − d˜ and zero for all other
summands. Thus, Equation (5.4) can be written as:
w(d˜, d) =
∑
x
(
p(x)p(x− (d+ d˜)) + p(x)p(x− (d− d˜))
)
(5.5)
Considering the definition of the discrete convolution, (f ⊗ g)[n] = ∑ f(m)g(n −m), and the
symmetry of the PSF, p(x) = p(−x), Equation (5.5) can be expressed as the convolution of the
PSF, p(x), with itself:
w(d˜, d) = (p⊗ p)[d+ d˜] + (p⊗ p)[d− d˜] (5.6)
The convolution, (p ⊗ p), for a particular image acquisition can be obtained from the cor-
responding window function, u(x). u(x) is a 3D rectangular functions where different reso-
lutions manifest in different widths. For the MP-RAGE sequence, u(x) is a more complex
function which differs with k-space dimensions (cf. 2.7.4). Considering the relation between
PSF and window function, u = FT{p} (2.37), as well as the Fourier convolution theorem,
FT{f ⊗ g} = FT{f}FT{g}, the convolution of p with itself is equal to the inverse Fourier
transform of u2:
FT{p⊗ p} = FT{p}FT{p} = u2
p⊗ p = iFT{u2} (5.7)
Equations (5.7) and (5.6) as well as the accurate knowledge of the window function, u(x),
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Figure 5.17: (a) A change in resolution, and thus a change of the PSF, alters the vari-
ogram. The larger the nominal voxel size, the lower the sill value and the longer the
correlation distance. The intrinsic MP-RAGE PSF further amplifies the effect. (b)
If the regularisation effect is considered correctly in the fitting routine, the variogram
can be corrected and PSF independent correlation parameters can be obtained.
allows one to calculate the regularisation weights, w(d˜, d), for all required combinations of d˜
and d. Thus, by means of Equation (5.3) the regularised variogram can be obtained for a
given point-support model and an arbitrary window function. The specific weights required for
regularised fits of the variograms from the samples presented were computed by means of the
window functions which have been used to cut and to scale the sample k-spaces.
5.6.2. Results
Figure 5.17a shows variograms estimated from the 3mm sphere sample reconstructed with dif-
ferent resolutions as well as the window function of the 1mm isotropic MP-RAGE acquisition.
Additionally, a spherical model function with σ2 = 1 and dc = 3mm is depicted as a reference
variogram for the native sample. The sill value of the variograms decreases, the correlation
distance increases with decreasing voxel size. The MP-RAGE window function further amplifies
this effect. Figure 5.17b demonstrates the correction of PSF influences by considering the regu-
larisation in the fitting routine. The diagram shows the variogram of the 3mm sphere sample at
1mm isotropic resolution which is fitted by a regularised spherical model function. Furthermore,
the corrected variogram as well as the reference function are shown. The regularised variogram
matches the shape of the empirical variogram very well. Similarly, the corrected variogram
shows good agreement with the reference function, only the sill value is slightly underestimated.
In Figure 5.18, a comparison between the common and the regularised fit is presented. The
diagrams depict the errors of the correlation parameters obtained from the sphere samples with
1mm isotropic resolution. For both parameters, heterogeneity and correlation distance, the
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Figure 5.18: Correlation parameter deviations obtained from the 1mm isotropic voxel
sample with respect to the effective sphere diameter. The variograms have been fitted
to a spherical model function with and without the consideration of regularisation.
Generally, the regularised fit shows a higher accuracy, this is in particular true for a
diameters between 2mm and 10mm.
regularised fit shows generally less errors. For spheres larger than 1mm, σ2 is estimated with
deviations smaller than 5%. The error of dc stays below 5% for all spheres larger than 1mm
and smaller than 10mm.
A more general illustration of the correlation parameter errors is depicted in Figure 5.19. The
deviations of σ2 and dc from their references are plotted as a function of the sphere to voxel
volume ratio. The upper row shows the results of the common fit routine, the lower row the
results of the regularised fit. For small volume ratios, the common fit leads to large deviations
of both parameters, which amount −90% for the heterogeneity and 65% for the correlation
distance. With increasing volume ratio, the error converges to a constant, non-zero value of
about −15% for σ2 and 15% in case of dc. The error of the regularised fit also starts from
a large value (∆σ2 = −80%, ∆dc = 100%), but converges faster to its final value which is
approximately zero. For both parameters, the deviations go below 5% as soon as the volume
ratio is larger than 1.
Figure 5.20 depicts the error of the correlation parameters obtained from the samples affected by
the synthetic MP-RAGE PSF. The diagrams show the results of the common and the regularised
fit. Similarly to the samples with different resolutions, both fits provide correlation parameters
with different accuracy. The parameters from the regularised fit deviate generally less from the
reference. The relation of deviation and sphere size is very similar to the 1mm isotropic voxel
samples, even though the error of σ2 is less well compensated by the regularised fit and shows
larger deviations, up to −15% for spheres with 2mm diameters. The error of dc is similar to
the 1mm voxel sample.
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Figure 5.19: Comparison of the correlation parameter deviations with respect to the sphere
to voxel volume ratio obtained from variogram fits with the common and regularised
routine. The regularised fit allows for an accurate inference of both parameters with
deviations below 5%, if the spheres exceed the size of a voxel. In contrast, the common
fit results in non-zero errors, even for large volume ratios.
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Figure 5.20: Errors of the correlation parameters, heterogeneity and correlation distance,
obtained from the sampled affected by a synthetic MP-RAGE PSF. The diagrams
depict the results from the common and the regularised fit. The regularised fit shows
generally less deviations, in particular, for sphere diameters from 2mm to 10mm.
5.6.3. Conclusions
The PSF of the image acquisition process has a large impact on the correlation parameters. In
particular, an increase of the nominal voxel size gives rise to an underestimation of the hetero-
geneity and an overestimation of the correlation distance. The intrinsic PSF of the MP-RAGE
sequence amplifies this effect further. If the regularisation effect is neglected, the correlation
parameters are generally biased as has been demonstrated already in the first section of this
chapter (5.2). Luckily, if the PSF (or the window function) of the acquisition process is known,
the regularisation effect can be considered in the fitting routine, and thus, the regularisation
effect can be compensated. This works similarly well for PSFs resulting from a nominal voxel
size of the image as well as for more general cases, such as the intrinsic MP-RAGE PSF, al-
though the latter shows larger deviations of the heterogeneity for small sphere diameters. In
general, the success of the compensation depends mainly on the size of the spheres. If the
sphere volume is small compared to the voxel volume, the heterogeneity is largely under- and
the correlation distance largely overestimated. If the sphere volume exceeds the voxel volume,
the deviations fall below 5%. Consequently, correlation structures can be quantified correctly
only if the image has been acquired with sufficient resolution, which means that the nominal
voxel volume must be smaller than the volume of the correlation structures. Smaller structures
are strongly suppressed and their size is not estimated accurately. Note that the consideration
of the regularisation effect only compensates the errors due to the actual voxel dimension, the
deviations arising from the finite size of the sample (cf. 5.4) remain unaffected.
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5.7. Local Anisotropies
As already discussed in the previous chapter, WM has an anisotropic substructure which is
expressed in anisotropic diffusion of MR visible water protons (cf. 4.4). The generation of
the numerical samples introduced here is based on the positioning of spherical objects and
therefore the resulting samples show an isotropic substructure. Thus, it is disputable whether
the samples are able to reproduce the correlation structure of WM to such extent, that they
can be used as a valid model of WM. In order to address this question, numerical samples
with anisotropic substructure are generated and analysed in the same way as the isotropic
samples. This study shows that locally anisotropic substructures of the same quality as found in
WM, do not significantly change the correlation parameters inferred from isotropically estimated
variograms.
5.7.1. Methods
In order to generate numerical samples with locally anisotropic substructure, the random posi-
tioning of spheres was replaced by a random positioning of ellipsoids. In diffusion tensor imaging
(DTI) [5], ellipsoids are used to describe the anisotropy in a given voxel, and therefore, they
can be considered as appropriate objects to model the anisotropic correlation structure of WM.
An ellipsoid is fully characterised by the length of its three semi-axes and by its position and
orientation in space. In DTI, each voxel is assigned to a diffusion tensor which is represented by
its eigenvectors and eigenvalues and can be related to the abovementioned characteristics of an
ellipsoid. The direction of the principal long axis denotes the main diffusion direction and by
means of the eigenvalues, λi, a measure for the anisotropy, called fractional anisotropy (FA),
can be defined [44]:
FA =
√
3
2
(λ1 − λ)2 + (λ2 − λ)2 + (λ3 − λ)2
λ21 + λ22 + λ23
, where λ = 13(λ1 + λ2 + λ3) (5.8)
For the generation of anisotropic samples, ellipsoids with constant volume and a single value for
the two smaller eigenvalues were employed. The volume is determined by the desired effective
diameter and together with the condition that λ1 > λ2 = λ3, a unique ellipsoid can be defined
for arbitrary FA values. These ellipsoids were positioned randomly in the orientation of their
principal long axis and randomly in space into the sample matrix. All further steps are similar
to the generation of the isotropic samples. The samples generated have local anisotropies deter-
mined by the orientation of the principal long axis and the FA value. The sample as a whole,
however, shows no preferred orientation since the local anisotropies of the randomly oriented
ellipsoid average out over the sample.
Nine anisotropic samples with an effective diameter of 3mm and FA values between 0.1 and 0.9
in steps of 0.1 were generated. The variograms were estimated isotropically for distances up to
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20mm. The empirical variograms were fitted to a spherical model function with and without
the consideration of regularisation.
5.7.2. Results
In Figure 5.21d, two examples of the anisotropic samples with FA values of 0.5 and 0.9 are
illustrated and compared to the 3mm isotropic sample. Additionally, the variograms of the
three structures are depicted. Apart from very small differences in the sill values, all variograms
show very similar shapes. Figure 5.22c depicts the errors of the fitted correlation parameters with
respect to FA value with and without consideration of regularisation as well as the corresponding
fit residuals. Independent on the consideration of regularisation, the error propagation is similar.
For FA values up to 0.6, both parameters, heterogeneity and correlations distance, are on an
almost constant level. For larger FAs, the deviations of dc change quickly while the error of σ2
remains constant. Differences between common and regularised fit are present in the absolute
values of the errors. For the common fit, the error of σ2 is constantly about 17% for all FAs.
The deviation of dc, which shows a 15% overestimation for FA values from 0 to 0.6, drops down
to almost zero error for FA = 0.9. In case of the regularised fit, heterogeneity and correlation
distance are accurately estimated (errors smaller than 5%) for FA ≤ 0.6. Above FA = 0.6, the
heterogeneity is still estimated accurately but the deviation of the correlation distance increases
with increasing FA and ends up at −14% underestimation for FA = 0.9. The residuals of the
common and regularised fit show a rather inverse progress with respect to FA. For FAs smaller
or equal to 0.6, the regularised fit shows very small errors which increase only slightly with FA.
In contrast, the common fit residual starts at its maximum for the spherical samples and then
continuously decreases for larger FAs.
5.7.3. Conclusions
The variographic analysis of locally anisotropic samples demonstrates that the correlation pa-
rameters inferred from isotropically estimated variograms do not change significantly for FA
values up to 0.6 and have the same value as those obtained from the isotropic sample. This
is true for both fitting routines, with and without consideration of regularisation. Thus, since
the local WM anisotropies are mainly associated with FA values below 0.6[14], they do not
significantly affect the fitted correlation parameters.
The plot of the fit residuals with respect to the FA value shows a further interesting effect.
In case of the common fit routine, the residuals decrease with increasing FA (Fig. 5.22c).
Consequently, the effect of regularisation on the shape of the variograms seems to be partly
compensated by the influences of local anisotropies within the sample. However, in the impor-
tant range of FA values up to 0.6, the fit residuals of the regularised fit are permanently smaller
than for the common fit.
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Figure 5.21: Two examples of anisotropic samples generated by random positioning of
ellipsoids with 3mm effective diameter and FA values of 0.5 (b) and 0.9 (c). For
comparison, the isotropic 3mm sphere samples is depicted as well (a). The vari-
ograms of the three samples show almost identical shapes, only the sill values differs
slightly (d).
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(a) Common Fit
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(b) Regularised Fit
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Figure 5.22: Errors of the correlation parameters obtained from a fit of an isotropically
estimated variogram with a spherical function without (a) and with (b) consideration
of regularisation. For FA ≤ 0.6, the errors are on a constant level and equal the
values obtained from the isotropic sphere sample. (c) the fit residuals show an inverted
progression for the common and the regularised fit.
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6. MR Variography: MP-RAGE
Images of White Matter
The application of variography to in vivo MR images is accompanied by many challenges specific
to the MR image acquisition process and the associated reconstructions methods. The previous
chapter described these challenges as well as possible solutions based on numerical samples. It
was demonstrated that the special properties of MR images lead to alterations of the variogram
shape and affect the accuracy of the correlation parameters inferred thereof. Nevertheless, it
has also been shown that a thorough consideration of these effects allows one to compensate the
errors almost completely and to provide a set of parameters which quantify the actual tissue
structure. This chapter takes up the results obtained from the numerical sample experiments as
well as the considerations about WM as ReV and demonstrates the power but also the pitfalls
associated with the variographic analysis of WM MR images.
The chapter begins with a description of the basic MP-RAGE image preparation steps and a
discussion on variogram estimation and fitting. In the subsequent sections, the single steps of
the analysis procedure are detailed and demonstrated by means of an actual in vivo dataset.
Furthermore, possible sources of errors are investigated and, if possible, compensated by means
of the knowledge about the MRI specific influences which has been gained from the numerical
samples experiments. Finally, possible interpretations of the correlation structures found in WM
images are discussed.
6.1. Preparation of in vivo White Matter Images
A decent variographic analysis of in vivo MR images requires a thorough preparation of the
native image data to ensure for quantitative and comparable results. The following paragraphs
summarise the necessary pre-processing steps before the actual variogram estimation and intro-
duce the basic methods used for it. Detailed descriptions of each step are given in dedicated
sections later in this chapter. A pictorial overview of the whole image preparation process is
depicted in Figure 6.1.
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native image segmented WM scaled intensity
probability map
corrected imagenoise histogram
binary mask closed mask
Figure 6.1: Pictorial description of the MP-RAGE image preparation for variographic
analysis.
6.1.1. MP-RAGE Sequence Parameters
The variographic analysis is based on images obtained with an MP-RAGE sequence. This se-
quence offers several advantages, such as 3D isotropic resolution, high grey matter - white matter
- CSF contrast, fast and SNR efficient acquisition as well as widespread availability. As demon-
strated in chapter 4, the WM intensity distribution in MP-RAGE images shows approximative
Gaussianity and the image can be corrected for bias fields to fulfil the intrinsic hypothesis. If not
otherwise stated, all datasets introduced in this chapter have been acquired with the same se-
quence parameters which include: TR =2250ms, TI =900ms, flip angle α =9 deg, TE =3.03ms,
matrix size = 256×256 voxels, 1mm isotropic resolution, acquisition time TA = 9.38min. From
all volunteers written informed consent was obtained before scanning. The scans were performed
on a 3T Siemens Trio Scanner (Siemens Healthcare, Erlangen, Germany).
6.1.2. White Matter Segmentation and Combined Bias Field Correction
In a first step, WM is segmented from the other brain tissues and at the same time, the bias
field, which originates from B1 sensitivities of the coil system, is estimated. For this purpose,
an algorithm, which was introduced by Ashburner and Friston in 2005 [2] and is implemented in
the current version of SPM [25], is employed. The algorithm registers a brain template which is
divided into the 3 tissue classes: white matter, grey matter and CSF, to the MP-RAGE image
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of the brain. By variation of the template registration and the additional superposition with a
spatially slowly varying bias field, the width of the intensity distribution of each tissue class is
minimised by minimising its entropy. The bias field is realised as a linear combination of discrete
cosine basis functions, which are well suitable for the description of B1 sensitivities. The result
of the algorithm are 3 tissue probability maps for white matter, grey matter and CSF as well
as a bias field corrected version of the native image. For a discussion of the in vivo bias field
correction quality, see section 6.5.
6.1.3. Preparation of the WM Mask
All further preparation steps rely on a binary WM mask. The SPM segmentation however,
provides a WM probability map with values between 0 and 1. Therefore, this probability map
is converted into a binary mask: first, all voxels with WM probabilities smaller than 1 are
discarded. Although this is a very restrictive procedure, it ensures reliably that the final mask
consists of WM only and does not imply voxels near to grey matter or CSF, which might
be influenced by partial volume effects. The downside of the restriction is the introduction
of ’wholes’ within continuous WM tissue, since some WM voxel are assigned to probabilities
slightly smaller but not exactly equal to 1. However, most of these voxel certainly belong to
WM and therefore a morphological closing operation [77] is applied to the binary WM mask,
using a 3 × 3 × 3 voxel cube as structuring element. Morphological closing allows one to fill
the wholes within continuous tissue but does not increase the all over dimensions of the mask.
Finally, the closed binary mask is applied to the bias field corrected image, and thus, a corrected
3D dataset of WM only is obtained from the native image.
6.1.4. Scaling of the Images Intensities
As shown in the theoretical variography chapter (3.20), the variogram is not invariant under
linear transformation of the image intensities. That means, that the arbitrary scaling of greyscale
values in MP-RAGE images leads to arbitrary sill values of the variogram. Unfortunately, the
sill value is directly related to the heterogeneity, which is an important measure of the tissue
structure. If this parameter changes from one image acquisition to the other, the heterogeneity
can neither be compared between different subjects, nor between temporally different scans of
the same subject. This is a serious problem since the strength of the method is based on the
comparison of datasets acquired from subjects with different characteristics. A remedy for the
problem is the scaling of the mean intensity of all WM images to a constant value. Of course,
this approach implies the assumption that the mean intensity does not change from subject to
subject or from one acquisition date to the following. Therefore, for the whole subject group
must be ensured that the MR parameters, such as proton density, T1 and T2/T ∗2 , do not alter
with the characteristic investigated. An alternative solution for this problem can be the use of
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qMR maps as native image data (for details please see 8).
6.1.5. Noise Estimation
To correct the variogram offset induced by thermal noise, noise regions within the native image
background are selected. The choice of the noise regions is not trivial since it is possible that
signals from the brain are spread into background regions in the course of image reconstruction
(PSF, motion artefacts, etc.). In order to minimise these effects, the noise samples are obtained
from 8 volumes in the corners of the FOV, each 20× 20× 20 voxels in size. Thus, the number
of noise voxels included is sufficiently large to provide a statistically significant histogram and
to provide a basis for the fit with an appropriate distribution function. After fitting, the noise
at the WM mean intensity is determined according to the scheme presented in chapter 5.5.
However, in case of in vivo MP-RAGE data a second effect can become significant: In the native
image, the noise variance is constant over the whole FOV (if no parallel imaging techniques have
been applied). In the course of bias field correction, the constant noise variance is scaled with a
spatially varying factor, and consequently, the noise variogram of the corrected image becomes
a distance dependent function. As demonstrated in section 6.6, this effect is quite small and
may be neglected without sacrificing much accuracy. Nevertheless, for a high precision analysis,
a spatially varying variance can be included in the noise estimation. Since the bias field and
the native noise variance are known, a dedicated noise sample with the same spatial noise
pattern as present in the actual corrected image can be generated numerically. Thereafter,
the corresponding variogram is estimated and since structure- and noise-related variograms are
additive, the distance dependent noise variogram can be subtracted from the variogram of the
corrected image instead of subtracting a constant value.
6.2. Variogram Estimation and Correlation Parameter Inference
In a second step, the variogram of the corrected MP-RAGE dataset is estimated and fitted to an
appropriate model function. This procedure provides several correlation parameters which are
measures for heterogeneity and correlation distance for the different structure within the tissue.
When all corrections have been applied properly, the parameters are comparable between differ-
ent subjects and acquisition dates. The following paragraphs describe the variogram estimation
and correlation parameter inference process and discuss the optimisation of the model function
used for WM variogram fitting.
6.2.1. Estimation of the Empirical Variogram
Similarly to the numerical sample variogram estimation, the in vivo WM variograms are com-
puted using the classical Matheron estimator (3.7) and 20 equally sized distance intervals from
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0mm 400mm
Figure 6.2: Typical dimensions of segmented WM in all directions. The smallest regions
of continuous tissue, which are about 40mm in diameter, can be found in the left-right
direction.
0mm to 20mm (3.8). Estimations for distances larger 20mm are not reliable since the largest
continuous regions in segmented WM in left-right direction are about 40mm in size (Fig. 6.2).
Despite that, the tissue includes larger continuous regions in inferior-superior, and in partic-
ular, in anterior-posterior direction, the shortest dimension is decisive since the variogram is
isotropically estimated. Thus, according to the equation for the fluctuation variance (3.9), the
variogram can only be estimated accurately up to distances of 20mm. This is an important nat-
ural restriction for the WM variogram estimation, which cannot be circumvented or corrected.
A further issue in connection with WM variogram estimation is the treatment of voxel pairs
across a sulcus. The commonly used Euclidean distance is not a useful measure for these voxel
pairs, since the actual distance is rather given by the length of the shortest connection between
the voxels through the tissue. This aspect is discussed in section 6.3 in full detail. For all fol-
lowing experiments the following conditions hold: the Euclidean distance is used for variogram
estimation, but all voxel pairs without a direct connection through the tissue are neglected.
6.2.2. Correlation Parameter Inference: Fitting the Empirical Variogram
After variogram estimation, the resulting curve is fitted to a theoretical model function in order
to obtain correlation parameters which characterise the tissue structure. For the fit of WM
variograms, two main aspects have to be addressed. First one has to find out, which of the valid
model functions is suitable to describe the present tissue correlation structure, and second it is
important to determine, how many different structures are expected. To answer both questions,
an empirical approach, based on the principle to keep things as simple as possible, is followed:
a variogram of a representative WM dataset is fitted to the sum of several spherical model
functions, and thus, it is demonstrated that already a small number of spherical models is able
to describe the WM correlation structure to almost the full extent.
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Methods
The basis of the investigation is a variogram, γ(d), of a representative in vivo MP-RAGE
WM image, which was estimated for D = 20 equally sized distance intervals between 0mm
and 20mm. Before fitting, the variogram has been corrected for thermal noise effects. Fit-
ting was performed using the sum of n spherical model functions, γmod, and minimising the
mean squared normalised deviations between empirical and theoretical variogram, SqDev =∑
d(γ(d)− γmod(d))/(Dγmod(d)) by means of the Nelder-Mead algorithm. n started from 1 and
was increased up to 5.
Results
Figure 6.3 depicts the empirical and the fitted theoretical variograms for different numbers of
spherical model functions. Additionally, the common logarithm of the fit residuals with respect
to the number of models are shown. Using a single model function only, the fit deviates strongly
from the empirical variogram which is represented quantitatively in a relatively large fit residual
of 1.46 ·10−2. For two models, the fit matches visually well the basic shape of the WM variogram
and shows by a factor of several hundreds smaller residuals. Using the sum of three spherical
model functions, the residuals further decrease by a factor of 10, but the visual appearance
alters only slightly. The basic shape does not change but small variations of γ(d), which are in
particular present for d between 5mm and 15mm, are reproduced more accurately. For more
than three models, the fit residuals remain on the same level. Likewise, the visual matching of
theoretical and empirical variogram does not change noticeably.
Conclusions
A decent fit of an in vivo WM variogram requires at least the sum of two spherical model
functions. Such a model allows one to reproduce the basic shape of γ(d) and thus enables the
inference of correlation parameters which quantify the essential structures of the tissue. Using
a third spherical model in addition, the fit residual further reduces and the visual agreement
between empirical and theoretical model increases, in particular for distances between 5mm and
15mm. That means, that the larger correlation structure can be split up into two, when looking
at the variogram in more detail. However, this additional correlation structure is characterised
by small heterogeneity compared to the others and is thus very less pronounced. The use of
more than three spherical models does not significantly reduce the fit residuals anymore. Thus,
such model functions are not beneficial and may only increase the risk of overfitting, resulting in
apparent correlation structures which are completely unrelated to the actual tissue conditions.
The final choice of the number of spherical models is a choice between desired fit robustness and
detail. Two models seem to be enough to reproduce the main characteristics of WM variograms
and the fit of four free parameters can be performed relatively robustly, even for comparison
134
6.2. Variogram Estimation and Correlation Parameter Inference
0 5 10 15 20
0
2
4
6
8
10
distance [mm]
γ
[a
.u
.]
SqDev = 1.46e-02
 
 
empirical variogram
spherical model fit
(a) n=1
0 5 10 15 20
0
2
4
6
8
10
distance [mm]
γ
[a
.u
.]
SqDev = 6.58e-05
 
 
empirical variogram
spherical model fit
(b) n=2
0 5 10 15 20
0
2
4
6
8
10
distance [mm]
γ
[a
.u
.]
SqDev = 6.27e-06
 
 
empirical variogram
spherical model fit
(c) n=3
0 5 10 15 20
0
2
4
6
8
10
distance [mm]
γ
[a
.u
.]
SqDev = 6.27e-06
 
 
empirical variogram
spherical model fit
(d) n=4
0 5 10 15 20
0
2
4
6
8
10
distance [mm]
γ
[a
.u
.]
SqDev = 5.74e-06
 
 
empirical variogram
spherical model fit
(e) n=5
1 2 3 4 5
−5.5
−5
−4.5
−4
−3.5
−3
−2.5
−2
−1.5
number of spherical models
lo
g
(fi
t
re
si
d
u
a
l)
(f) Fit Residuals
Figure 6.3: Fit of a representative WM variogram with the sum of different numbers, n,
of spherical model functions and the corresponding fit residuals.
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within larger subject groups. In contrast, three models allow for a more detailed differentiation
of the correlation structure by providing the information about a further, even though less
pronounced, structure. Nevertheless, a six parameter fit requires a dedicated routine and initial
values near to the minimum to obtain stable results. This problem can become particularly
serious when comparing parameters obtained from large subject groups.
6.3. Distance Measures in White Matter
Since WM typically has a non-convex shape in regions adjacent to grey matter, the Euclidean
distance measure is not appropriate to describe the true structural distance of two voxels located
across a sulcus (Fig. 6.4a). Using the Euclidean measure to calculate their distance might give
rise to an overestimation of γ(d) for these displacements, since the structural separation is larger.
In principle, it is possible to use other geodesic distance measures, which define the distance
as the shortest connection between two voxels through the tissue. One of these measures is,
the Dijkstra distance, known from graph theory [19]. However, the use of this algorithm has
two critical drawbacks. First, the computational effort to estimate the variogram from a 3D
volume in size of a human brain increases dramatically, even though the Dijkstra algorithm is a
relatively fast method. This prolongs the estimation time for a single dataset significantly and
makes the analysis of larger subjects groups even impossible. Second, two voxels in a continuous
tissue region which have the same Euclidean distance do not necessarily have the same Dijkstra
distance, as the ways between two voxels are different if one goes directly from one voxel centre
to the other or passes all voxel centres in between (Fig. 6.4b). Since the arrangement of WM
into voxels is only an effect of the image reconstruction, in this regard, the Euclidean distance
seems to be more appropriate.
With this background, one can think of a simpler and less time-intensive way to avoid errors
from voxels located across a sulcus: all pairs of voxels which are not connected by a straight line
through the tissue are omitted. Since the number of voxels pairs in a 3D WM MP-RAGE image
is huge, the fluctuation variance is still small enough to obtain a proper variogram estimation
from this voxel subset.
6.4. Influence of the White Matter Volume
The experiments with the numerical samples demonstrated that the fitted correlation parameters
depend on the volume fraction of the whole sample used to estimate the variogram. For WM
images, this effect might introduce significant errors when the ratio of actual and segmented
WM volume differs from subject to subject due to imperfections in the segmentation process.
In order to quantify the potentially resulting errors, variograms from WM images which have
been prepared under variably restrictive segmentation conditions are compared.
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(a) WM Distance Measured Across a Sulcus
v1
v2
Euclidean Distance Dijkstra Distance
(b) Eucleadian vs. Dijkstra Distance
Figure 6.4: (a) Euclidean and structural distance of two voxels across a sulcus. (b) In
continuous regions of WM, the Euclidean distance between two voxels, v1 and v2, is
not necessarily equal to the Dijkstra distance.
6.4.1. Methods
The basis for the investigation forms the commonly obtained WM mask from the representative
in vivo dataset. In order to produce images with reduced WM volume fractions, the mask was
eroded [77] with a 3 × 3 × 3 voxels diamond-shaped structuring element. This morphological
operation introduces a small reduction of the mask volume. The eroding operation was applied
repeatedly, and thus, WM masks with volume fractions of 76%, 71% and 57% have been
obtained. The masks were applied to the bias field corrected and intensity scaled WM images.
The corresponding variograms were estimated and corrected for the noise offset and were finally
fitted to the sum of two spherical models to infer heterogeneity and correlation distance.
6.4.2. Results
Figure 6.5 shows the variograms obtained for different volume fractions of the originally seg-
mented WM dataset as well as a transverse slice through the corresponding masks. Already in
case of the 76% WM fraction, the variogram values have altered significantly. The sill is strongly
decreased and as a consequence the whole variogram is compressed. A further reduction of the
volume fraction to 71% or even 57% does not result in comparably strong variogram changes.
Only the sill value further decreases slightly with decreasing volume. In Figure 6.6, the correla-
tion parameter errors with respect to the WM volume fraction are depicted. Here, the errors are
measured relatively to the correlation parameters of the original WM dataset. The parameters
of the smaller correlation structure, σ21 and dc,1, are generally stronger affected than σ22 and dc,2.
σ21 first drops quickly to −30% for 71% volume fraction, and then further decreases to −35%
for 57% of the toal WM volume. σ22 in contrast, shows a deviation of about −7.5% regardless
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Figure 6.5: (a) Variograms of an in vivo WM MP-RAGE dataset which has been seg-
mented to differently sized WM volumes. (b) Transverse slices through the WM vol-
ume fractions.
of the volume fraction. The correlation distances show an almost linear relation to WM volume:
dc,1 increases with 0.60%, and dc,2 decreases with 0.47% per percent volume fraction.
6.4.3. Conclusions
Changes in the WM volume fraction used for variogram estimation can strongly affect the corre-
lation parameters. This is important for the comparison of different datasets since the resulting
WM volume fraction can vary amongst subjects due to imperfections of the segmentation pro-
cess. In particular, the heterogeneity of the small correlation structure drops quickly when the
WM size is only slightly reduced. In fact, several studies show that WM volume is almost con-
stant for healthy adults ([65], [26]). Thus, the volume of the segmented WM can be regarded
as relatively accurate measure for the actual volume fraction. Consequently, if the segmented
volume varies strongly within a subject group, the effect should be taken into account, oth-
erwise the correlation parameters can be seriously biased and a comparison becomes difficult.
This applies in particular to the heterogeneity of the small WM correlation structure which can
be reduced by more than 10% for 90% WM volume fraction. Special attention must be paid
to patient groups with diseases which are accompanied by changes of WM morphology, such
as multiple sclerosis [75] or chronic alcoholism [64]. In such cases, a reduced segmented WM
volume is not necessarily an indicator of a reduced WM fraction.
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Figure 6.6: Correlation parameter errors with respect to the WM volume fraction. The
heterogeneity corresponding to the smaller correlation structure is the most affected
parameter.
6.5. Violation of Stationarity
Bias fields induced by B1 sensitivities introduce slowly varying intensity variations in the image
and thus violate the intrinsic hypothesis (3.3) seriously. In chapter 5.3 has been shown, that
these variations give rise to quadratically increasing variograms which superimpose additively
with the actual tissue variogram. The remedy for this effect is the application of a bias field
correction algorithm to the image before variogram estimation. In this thesis, the bias field
correction is performed using the unified segmentation algorithm as implemented in SPM8 ([2],
[25]). The following section investigates the quality of the correction with regard to the results
represented in the variograms.
6.5.1. Methods
Three standard MP-RAGE datasets were acquired with different coil systems (single-channel
birdcage, 12-channel and 32-channel phased array) from the same subject in quick succession
(whole acquisition within 45minutes). The sequence parameters included the standard set of
MP-RAGE parameters (2.7.4) and remained unchanged throughout all measurements. Mag-
nitude images were computed using a SoS reconstruction and WM was segmented from the
resulting images. The WM volumes were scaled to a constant mean intensity and variograms
were estimated. After the images have been additionally bias field corrected, the variogram
estimation was repeated.
Besides the bias field influences, the variograms are still affected by a noise induced offset. In
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order to correct the offset without relying on the measured correction only, a heuristic correc-
tion approach was applied. It is based on the assumption that all three variograms should be
identical since they have been acquired from the same subject at the same time and only the
signal acquisition hardware has been changed. This assumption is in particular true for vari-
ogram values measured at short distances, as the influences of possible residual bias fields are
small for adjacent voxels. Thus, the variograms were shifted along the y-axis such that the first
non-zero distance γ value is the same for all three acquisitions. As reference, the noise corrected
variogram of the single-channel coil image was employed. This dataset is natively unaffected by
correlations or noise variance difference between single channels, and thus, the noise correction
is the most accurate one. The approach is supposed to represent an almost ideal correction of
the noise offset.
The corrected variograms were fitted to three different theoretical models: the sum of two
spherical model functions, the sum of three spherical model functions as well as the sum of two
spherical and a Gaussian model function.
6.5.2. Results
Figure 6.7 depicts the uncorrected, the bias field corrected as well as the bias field and noise
offset corrected variograms of the three datasets. Without any corrections, all variograms are
dominated by the quadratically increasing variogram which corresponds to the bias field. The
steepness is similar for the single- and 12-channel coil, but is significantly higher for the 32-
channel coil. After bias field correction, the variogram shapes are relatively similar, but the sill
values differ strongly due to variations in the noise levels from the different coils. The additional
noise correction compensates the different offsets and afterwards all variograms show equal val-
ues up to a distance of 7mm. For larger distances, the variograms start to diverge slowly and
end up at slightly different sill values of 8.2 for the single-channel coil, 7.8 for the 12-channel
coil and 7.5 for the 32-channel coil.
In Table 6.1, the correlation parameters obtained from the fits to the different model functions
are shown. Employing the sum of two spherical model functions, the small correlation structure
show similar values of heterogeneity and correlations distance for all coils. σ21 varies about 4.9%
and dc,2 about 5.3%. For the larger correlation structure, the result is different. While dc,2 is
relatively stable at approximately 20mm, σ22 decreases with increasing number of channels. The
fit with the sum of three spherical models fails for the 32-channel dataset so that the correlation
distance of the small structure approaches zero. Both other coils show less stable results than
the two-model fit. Using a Gaussian model function instead of a third spherical model, the fit
stability increases again. The smallest structure shows similarly constant correlation parame-
ters as observed for the two spherical model fit (∆σ21 = 7.5%, ∆dc,1 = 6.5%). However, the
parameters of the two larger structures show trends related to the number of channels. σ22 seems
to increases with the number of channels while the corresponding correlation distance, dc,2, de-
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creases. The heterogeneity of the largest correlation structure, σ23, drops with the number of
channel and dc,3 shows a slight increase.
6.5.3. Conclusions
The bias fields present in MP-RAGE acquisitions from common single- and multi-channel coils
have a strong influence on WM image variograms. The effect is several times stronger than the
manifestation of the actual tissue structure in the variogram, and thus, a correction of the bias
fields before variogram estimation is an essential step in the analysis process. After correction
of the bias field as well as of the noise offset (detailed discussion in the next section), all three
variograms show very similar shapes. This is what one would expect since all plots originate
from the same subject and have been acquired within a very short time period. However, strict
similarity can only be observed for the smaller distances up to 7mm. This indicates the presence
of residual bias fields which could not have been compensated by means of the SPM correction.
These fields are still slowly varying in space, and therefore, the corresponding variograms are
very small for short distances but have significant impact when looking at larger distances.
The residual bias fields affect the correlation parameters, in particular those which correspond to
larger structures. Employing a sum of two models fit, the small correlation structure shows rela-
tively constant parameters, whereas the parameters of the large structure are correlated with the
number of channels. Thus σ21 and dc,1 can be regarded as reliable measures for the actual tissue
integrity, but σ22 and dc,2 are more or less influenced by the residual bias fields. These findings
can be further specified when adding a third model to the theoretical variogram function. As
mentioned above, the sum of three spherical model functions fits visually better to the empirical
WM variogram than only two models and leads additionally to significantly smaller residuals.
This can be related to the fact, that the longer correlation structure can be decomposed into
two, a very small mid-range structure and a more prominent long-range structure. However, the
fit of three spherical functions does not increase the stability of the parameters and even leads to
a failed fit for the 32-channel image. Thus, it is a beneficial approach to replace the long-range
spherical model by a Gaussian model which is more appropriate to describe the influence of the
residual bias field, since they show quadratically increasing semi-variances with distance. This
fitting function shows similar stable results for the small correlation structure as the two model
function and offers the advantage to assign a part of the large structure to residual bias fields
only. Admittedly, the mid-range structure still depends on the number of channels and is thus
still affected by the quality of the correction.
In conclusion, the fit of the empirical WM variogram to the sum of two spherical models pro-
vides a relatively robust way to obtain the pure tissue related correlation information for short
distances. The long structure parameters, however, are definitely influenced by the quality of
the bias field correction and can thus vary between subjects without any actual differences in
the WM structure. Similar to the results discussed above, an extension of the model to three
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Figure 6.7: Influence of bias fields on WM variograms and its correction. (a) The un-
corrected variograms are dominated by the quadratically increasing variograms of the
bias fields. (b) After bias field correction, the differences of the noise offsets become
visible. (c) The additional noise correction shows that the tissue related variograms
are almost equal, and only for larger distances, residual bias fields give rise to a slow
divergence of the single variograms.
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Fit Model σ21 dc,1 σ22 dc,2 σ23 dc,3 fit residual
[a.u.] [mm] [a.u.] [mm] [a.u.] [mm]
2 spherical
- single-channel 4.87 1.97 3.43 23.44 - - 13.37 · 10−5
- 12-channel 5.02 2.05 2.61 20.19 - - 30.96 · 10−5
- 32-channel 5.12 2.08 2.29 20.05 - - 38.25 · 10−5
3 spherical
- single-channel 4.40 1.78 0.99 7.21 5.10 49.12 1.36 · 10−5
- 12-channel 4.14 1.69 1.53 6.51 3.81 50.96 2.22 · 10−5
- 32-channel 3.80 ≈ 0 1.85 5.47 2.60 37.41 3.02 · 10−5
2 spherical + Gaussian
- single-channel 4.51 1.81 1.56 7.91 3.14 31.01 1.61 · 10−5
- 12-channel 4.29 1.74 1.89 7.24 2.33 32.00 2.96 · 10−5
- 32-channel 4.17 1.69 1.99 6.68 2.21 34.52 2.81 · 10−5
Table 6.1: Summary of the correlation parameters obtained from bias field and noise offset
corrected variograms of WM MP-RAGE images acquired with three different coils.
functions can provide additional information of tissue structure but at the same time the ro-
bustness of the fit is reduced. In this regard, a Gaussian model instead of a spherical model as
third function leads to more stable results and seems to be more appropriate to describe the
residual bias field related correlations.
6.6. Influence of Thermal Noise
Thermal noise is present in every MRI experiment and gives rise to an additional variogram
offset. Since the noise level depends on many parameters, such as temperature, signal acquisition
bandwidth, receiver hardware as well as on the sample itself (2.5.1), it changes from measurement
to measurement and subject to subject. In order to preserve the comparability of variograms,
the actual noise level has to be determined for each acquisition and the resulting variogram offset
has to be corrected. The following experiments demonstrate the differences in the variogram
noise offsets estimated from magnitude images acquired with different coils and reconstructed
with different methods. Moreover, the quality of the correction approach is analysed.
6.6.1. Methods
As data basis, the three MP-RAGE datasets acquired for the investigation of the effects from
stationarity violations (6.5) were employed. Magnitude images of the two multi-channel datasets
were reconstructed twice: first with SoS, and second, with AC reconstruction. The fife resulting
images were bias field corrected, WM was segmented and variograms were estimated. The
variograms were compared to each other after the application of a stepwise noise correction
procedure. In a first step, the noise offset was estimated by means of a fit of the image background
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histogram to an appropriate distribution function and subtracted from the variogram. This
approach has already been detailed in the description of the basic analysis procedure (6.1.5).
In a second step, effects of the bias field correction on the noise variance were included. The bias
field correction leads to spatial variations in the originally constant noise variance in the image,
which in turn gives rise to a distance dependent noise variogram. For correction of this effect,
a noise sample with the same shape of the segmented WM and a constant noise variance equal
to the variance determined from the image background was generated numerically. This sample
was multiplied with the bias field and its variogram was estimated in the same way as done for
the image data. The variogram of the numerical noise sample represents exactly the variogram
of the actual thermal noise in the image. Since the spatially varying noise is still uncorrelated
to the tissue structure, the noise variogram can simply be subtracted from the image variogram
in order to obtain the tissue related variogram.
In a third step, possible noise variance differences and correlations between the channels of
the two multi-channel coils were considered. These imperfections alter the noise distribution.
Thus, the PDFs used for fitting are only approximately valid and the estimated effective noise
variance becomes biased. In order to exclude these effects, the image raw data of the single
channels were decorrelated as described in Pruessmann et al., 2001 [68]. The decorrelation
procedure includes the compensation of possible noise variance differences between the channels.
After decorrelation, magnitude images were calculated using SoS reconstruction. Since AC
reconstruction is much more complex, it is omitted for this last step. The variograms obtained
after all three correction steps are fitted twice: to the sum of two spherical model functions and,
with regard to the results of the bias field correction, to the sum of two spherical and a Gaussian
model function.
6.6.2. Results
Figure 6.8a depicts the uncorrected variograms from the three coils and both reconstructions
methods. It can be observed that the single-channel coil shows the largest noise induced offset
and that the offset generally decreases with increasing number of channels. Furthermore, it is
shown that the reconstruction method has hardly any effect on the offset. For the 12-channel
coil, the SoS reconstructed variogram has a slightly smaller sill value (17.7 to 18.0), for the
32-channel coil, however, SoS and AC variograms are virtually equal. In Figure 6.8b, the noise
variograms obtained from the bias field affected numerically generated samples are depicted.
For comparison, all variograms have been divided by their actual noise variance which has been
determined from their image background histograms. Comparing the variograms of a certain
coil, it can be found that they vary only slightly with distance. The difference between max-
imum and minimum value amounts 1.7% for the single-channel coil, 0.7% for the 12-channel
coil and is with 4.2% maximal for the 32-channel coil. The variations amongst the different
coils are stronger and amount up to 8.4% when comparing the minimum of the 12-channel SoS
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Figure 6.8: (a) Variograms of WM images acquired with three different coils and re-
constructed with different methods and (b) the corresponding noise background vari-
ograms including the effects of the bias field correction.
reconstructed variogram with the maximum of the single-channel variogram.
Figure 6.9 shows the image variograms after application of the three subsequent noise correc-
tion steps. In Figure 6.9a, the effect of the simple offset correction is illustrated. Although
the maximal variogram value differences are reduced from 22 to 7, the result is unsatisfactory.
The residual differences are still in the order of the actual tissue related variogram values. The
consideration of the bias field correction induced σ2n variations, depicted in Figure 6.9b, has only
minor impact. Only the single-channel variogram shifts noticeably towards the variograms of
the 12-channel AC and the 32-channel images. In Figure 6.9c, the variograms obtained from the
decorrelated datasets and corrected for noise offset and variance variations are depicted. The
shape of all three variograms is very similar, in particular for shorter distances. For distances
larger than 6mm, the single-channel variogram starts to deviate from the multi-channel vari-
ograms, which have almost equal values for all distances.
In Table 6.2, the correlation parameters inferred from a fit of the decorrelated and noise cor-
rected variograms to the sum of two spherical model functions and to the sum of two spherical
and a Gaussian model function are shown. For the two spherical model fit, the heterogeneity
and correlation distance of the smaller correlation structure are relatively constant and vary
only about 4.0% for σ21 and 6.2% for dc,1, respectively. The larger correlation distance, dc,2, is
about 20mm for all coils, but the corresponding heterogeneity decreases with increasing number
of channels.
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0 5 10 15 20
0
2
4
6
8
10
12
14
distance [mm]
γ
[a
.u
.]
 
 
Single−Channel
12−Channel SoS
32−Channel SoS
(c) Decorrelated
Figure 6.9: Variograms of WM images acquired with three different coils and reconstructed
with different methods. The three figures show the results after a stepwise noise
offset correction: (a) offset correction, (b) consideration of the spatial noise variance
variations due to the bias field correction, (c) decorrelation of the single channels
before SoS reconstruction.
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Fit Model σ21 dc,1 σ22 dc,2 σ23 dc,3 fit residual
[a.u.] [mm] [a.u.] [mm] [a.u.] [mm]
2 spherical
- single-channel 4.87 1.97 3.43 23.44 - - 13.37 · 10−5
- 12-channel 4.78 2.07 2.61 20.14 - - 33.58 · 10−5
- 32-channel 4.98 2.10 2.30 20.03 - - 39.79 · 10−5
2 spherical + Gaussian
- single-channel 4.51 1.81 1.56 7.91 3.14 31.01 1.61 · 10−5
- 12-channel 4.05 1.75 1.89 7.22 2.32 31.88 3.21 · 10−5
- 32-channel 4.04 1.70 1.99 6.68 2.20 34.25 2.94 · 10−5
Table 6.2: Correlation parameters obtained from variograms of datasets acquired with
different coils. The variograms were corrected for the noise offset and fitted to the
sum of two and three model functions.
6.6.3. Conclusions
Besides the bias field correction, the noise offset correction is the second essential step in the
variographic analysis. The images acquired with the three different coils are characterised by
different noise offsets in the variograms. The offsets are in the order of the tissue related
semi-variances and can even exceed them multiple times (in case of the single-channel coil).
The different offsets observed are related to the different WM SNRs achieved with the coils.
The mean intensity is scaled to the same value for all coils and the offsets are the squares of
the corresponding noise standard deviations. Thus, the offsets indicate clearly an increase of
SNR with number of coil channels and additionally it becomes obvious that the SNR is nearly
independent of the image reconstruction method (Fig. 6.8a). When neglecting these noise
levels differences, the sill values are highly biased and the correlation parameters obtained from
different coils are not comparable.
Although the simple offset correction leads to significant reductions of the sill differences (Fig.
6.9a), they are still in the order of the tissue related semi-variances and thus do not lead to
comparable correlation parameters between data from different coils. These differences are a
consequence of correlations and noise variance variations amongst the single channels of the
multi-channel coils. Depending on the correlation strength, the number of channels and the
reconstruction method, the noise level estimation is biased and the error propagates directly
to the variogram correction. The additional consideration of the spatial variations of the noise
variance distribution induced by the bias field correction alters the results barely. The corrected
effect is far below the offset correction errors caused by channel correlations. Not until the data
have been decorrelated before magnitude image reconstruction, the noise correction becomes
reliable and leads to comparable results from all three datasets.
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6.7. Non-Point Support: The Point-Spread-Function
The data support is a decisive factor influencing the shape of the variogram. In the context of
MRI, the support, or in other words the actual size and shape of the image voxels, is determined
by the PSF. In this section, an important special case of PSF changes, the decrease of nominal
image resolution, is investigated by means of an in vivo WM MP-RAGE dataset. The quality
of the PSF correction is tested and discussed critically.
6.7.1. Methods
An in vivo MP-RAGE dataset was acquired with a 32-channel receive array and the common set
of sequence parameters (6.1.1). Magnitude images were reconstructed from the 3D k-space data
twice: first, based on the complete k-space data, and second, by using only half of the k-space
in each dimension while the centre remained unchanged. The halved k-space corresponds to
an image with same FOV as the full k-space image but with halved nominal resolution in each
dimension. Consequently, the originally 1mm isotropic resolution is reduced to 2mm isotropic
resolution. All other reconstruction steps proceeded analogously to section 6.6, including noise
decorrelation. The resulting magnitude images were bias field corrected, WM was segmented and
the mean intensity was scaled to a consistent value. Variograms were estimated and corrected
for the noise offset. In case of the 1mm isotropic resolution image, the variogram was estimated
from the usual 20 equally sized distances intervals between 0mm and 20mm, whereas for the
2mm resolution variogram only 10 equally sized intervals were employed. The variogram of the
1mm isotropic resolution image was fitted to the sum of two spherical model functions as well as
to the sum of two spherical and an additional Gaussian model function. Regularisation weights
were computed based on the k-space filter function which equals a 3D rectangular function with
a width of half the original k-space in each dimension. In order to compare the theoretically
predicted regularisation gained from the k-space filter function and the actual regularisation
manifested in the variogram of the 2mm isotropic image, the fitted model functions are regu-
larised according to Equation (5.5) using the weights calculated. A backward calculation of the
regularisation effect from the 2mm to the 1mm image variograms, as it has been demonstrated
with the numerical samples, was tested but did not lead to usable results.
6.7.2. Results
Figure 6.10 shows a transverse slice through the MP-RAGE dataset reconstructed at 1mm and
2mm isotropic resolution. The FOVs remained unchanged. The reduction of the voxel volume
by a factor of eight manifests clearly in a loss sharpness and detail and reduces visually the
contrast between white and grey matter.
In the corrected variograms (Fig. 6.11a), the lower image resolution is represented by a gen-
eral reduction of the semi-variances for all distances, whereas the shapes of the high- and the
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(a) 1mm isotropic (b) 2mm isotropic
Figure 6.10: Transverse slice through an in vivo MP-RAGE Scan reconstructed with 1mm
and 2mm isotropic nominal resolution.
low-resolution variograms agree. Only for the first distances interval (2.8mm mean distance),
the semi-variance is extraordinary high. Figures 6.11b and 6.11c depict in addition the fitted
high resolution variograms and the corresponding regularised variograms. Both regularised vari-
ograms are shifted against the semi-variances actually estimated from the 2mm resolution image
and underestimate them by about 50%.
6.7.3. Conclusions
The numerical sample experiments demonstrated that the methodology for considering the reg-
ularisation based on the knowledge of the PSF is a valid way to correct variograms for support
influences. However, in the case of this in vivo dataset the approach failed. One can observe
two significant differences between the regularised fitted variogram and the empirical variogram
estimated from the 2mm resolution image. First, the semi-variance of the shortest non-zero
distance is larger than for the next higher distance. This is an atypical finding since according
to the considerations about spatial phenomena (4.3), the dissimilarity of the voxel intensities
is supposed to increase monotonically with distance. Second, the whole variogram is shifted
towards higher semi-variances which is similar to the effect of uncompensated noise offsets.
However, the noise offset correction used for this dataset included the consideration of bias field
induced σ2n variations as well as the decorrelation of the single noise channels. In section 6.6, it
was shown that this method works far too accurately to result in a 50% error.
One possible explanation for the deviations might be the increasing influence of partial volume
effects with increasing voxel size. In regions of the transition from WM into other brain parts,
signals from grey matter and CSF contaminate the intensities of the WM voxels. This effect is
certainly present in both images, but is significantly increased for the 2mm isotropic resolution
image where the voxels have eight times the volume of the voxels from the 1mm resolution
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image. The contaminated voxels increase the overall variance of the intensities which leads to
raised semi-variances. Moreover, since all these voxel are located at the edges of WM and thus
next to each other, the effect is particularly high for the shortest distance interval. In order
to avoid such influences, the WM segmentation would have to be performed more restrictively.
However, when discarding all voxels at the edges of the originally segmented WM, the loss of
volume is enormous, in particular as the voxels in the low resolution image are relatively large.
In turn, a significant loss of volume gives also rise to changes in the variogram and the corre-
lation parameters (6.4). The detailed investigation of this effect is an important aspect in the
future development of the MR variography methodology.
6.8. Interpretation of White Matter Correlation Parameters
The empirical variogram is a parameter free illustration of the semi-variance of voxel greyscale
intensities with respect to their distance. The semi-variance is a direct measure for dissimilar-
ity, this means, low variogram values represent relatively similar, high variogram values rather
dissimilar intensities. Most variograms, and in particular WM MRI variograms, show a rapid
and monotone semi-variance increase for small distances and converge to an almost constant
sill value at a certain distance. This observation corresponds to the intuitive fact that things
which are near together influence each other more significantly than distant things, and thus,
the dissimilarity increases with distance.
Although the empirical variogram alone allows for a qualitative interpretation of the correla-
tion structure, a quantitative comparison of different empirical variograms is challenging. This
applies in particular to the comparison and interpretation of WM variograms from large sub-
ject groups. These evaluations should be performed in an automated way without additional,
subjective input from the analyst. For this reason, the empirical variogram can be fitted to
an appropriate theoretical model and this approach allows one to describe the variogram shape
with few significant parameters. In sections 6.2.2 and 6.5 has been demonstrated empirically,
that the fit of WM variograms to the sum of two spherical or the sum of two spherical and
an additional Gaussian model function gives rise to a good visual matching of the empirical
and the theoretical variogram with very small fit residuals. The experiments indicated that
the spherical models correspond mainly to the tissue related correlation structure, whereas the
Gaussian model represents residual bias fields. Since each model function is defined by two pa-
rameters, the heterogeneity σ2 and the correlation distance dc, a WM variogram can be finally
characterised by four or six correlation parameters, respectively.
For the interpretation of the correlation parameters, one can rely on the results obtained from
the numerical sphere samples, whose variograms could be similarly described by spherical model
functions 5. It must be emphasised that the agreement between WM variograms and the nu-
merical sample variograms is not related to a direct correspondence of their physical structure.
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Figure 6.11: WM Variograms estimated from images with different nominal resolution:
(a) empirical variograms, (b) empirical variograms and a fitted theoretical variogram
based on the sum of two spherical model functions as well as (c) based on the sum of
two spherical and a Gaussian model function.
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WM is not an accumulation of overlapping spherical objects but a tissue consisting of glial cells,
myelinated axons and small blood vessels. However, based on the data acquired in an MRI
experiment with a typical resolution of 1 × 1 × 1mm3, the correlation structure of the tissue
can be modelled as that of overlapping spheres: the mean intensity measured in a single voxel
is the result of the sub-voxular distribution of the MR properties. The distribution is locally
different but within the zone of influence, which might be approximated as spherical shaped vol-
umes, it shows similarities. The numerical samples offers the possibility to relate the correlation
parameters obtained from the fit to the properties of the spherical zones of influence.
6.8.1. Heterogeneity
The heterogeneity, σ2, quantifies the variance of the spherical object intensities used for the
sample generation. With regard to WM, this is a measure for the local MR parameter dif-
ferences, or in other words, a measure for the heterogeneity of the tissue structure. A small
heterogeneity means that the tissue composition hardly changes amongst the voxels, whereas
high heterogeneity value indicates strong differences in the local compositions.
6.8.2. Correlation Distance
Each heterogeneity is related to a correlation distance, dc, which corresponds to the effective
diameter of the spherical objects. In connection with WM, it quantifies the size of the zones of
influence and is therefore a measure for the spatial organisation. A large correlation distance
means high similarity also for relatively distant voxels and thus indicates an ordered spatial
organisation, whereas a very small correlation distance indicates an orderless tissue structure.
Actually, WM is known to have an anisotropic spatial organisation 4.4, and therefore, the
correlation distance should not taken as the diameter of a perfect sphere. Nevertheless, it has
been demonstrated in 5.7, that dc is a good estimator of the effective diameter which quantifies
the volume of the spherical objects, even if they highly asymmetrical and can be more accurately
described by ellipsoids.
6.8.3. Conclusions for WM Structure
WM shows two tissue related correlation structures. The short-range structure has the most
prominent heterogeneity and is related to a correlation distance of about 2mm. Considering
the PSF of the MP-RAGE sequence and the effect of regularisation, this structure represents
most likely the heterogeneity within a single voxel. Consequently, this parameter subsumes all
tissue heterogeneities from the microscopic to the voxular level. The second correlation structure
shows a much smaller heterogeneity and the corresponding correlation distance depends strongly
on the fit model used. For the sum of two spherical model functions, dc is about 20mm but
definitely influenced by residual bias fields. Using additionally a Gaussian model, the correlation
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distance reduces to approximately 7mm. This structure allows manifold interpretations with
regard to the influencing sub-voxel components: regional variations in the cell density, typical
dimensions of large fibre bundles or spatial differences in the blood supply. The actual origin is
not yet cleared.
The interpretation of the correlation parameters presented is a relatively general and unspe-
cific description of the tissue structure. When studying larger subject groups and comparing
the correlation parameters, the observed changes have to be set into the context of a certain
neuroscientific or pathological question. Thus, the interpretation may be adapted or refined.
A direct interpretation of the structure at a cellular level, such as deduced from, e.g., diffusion
MRI experiments cannot be provided with the variographic analysis. In contrast to diffusion
MRI, where the measured voxel intensity is actually related to sub-voxel processes, variography
is based on intensity differences of voxels which represent the mean MR properties of many cells,
axons and blood vessels. Thus, the cellular structure information is not included in the data
and cannot be recovered.
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7. The Influence of Age on White
Matter Spatial Correlation
MRI is an excellent tool for the non-invasive acquisition of in vivo images with high soft tissue
contrast. By means of dedicated sequences one can exploit a variety of contrast mechanisms
given by the interaction of magnetic fields and spins within the human body. Especially for
brain imaging, MRI is the diagnostics method of choice for several neurodegenerative diseases
[67] as well as for the investigation of normal brain structures in cross-sectional and longitudinal
studies [21]. An important example for the diagnosis of structural changes of the brain is the
observation of white matter hyperintensities (WMH) in MR images. WMHs can be caused by
very different reasons. On one hand, they arise in the course of neurodegenerative diseases, such
as multiple sclerosis, as a consequence of the inflammation process in regions of damaged myelin
sheaths. On the other hand, WMHs can also be found in a multitude of elderly subjects not
necessarily accompanied by any specific symptoms. These observations are commonly referred
to as age-related white matter changes (ARWMC). Basile et al. [4] found age, hypertension
and lacunar stroke to be the most important determinants for the development of ARWMCs.
There are indications that these risk factors are connected to changes in the vascular structure
of tissue [61]. The underlying degenerative alterations are likely to be the result of a continuous
process that cannot be observed directly in MR images before they manifest as ARWMC in an
advanced state. This assumption is supported by several studies which investigated changes in
human cerebral white matter (WM) structure using different advanced MRI methods such as
diffusion tensor imaging (DTI), magnetisation transfer ratio (MTR) contrast and quantitative
MRI techniques. Fractional anisotropy was found to decline with increasing age ([74], [28])
while the mean diffusivity showed a positive correlation to age [28]. Furthermore, Ge et al.
[27] demonstrated that the MTR starts to decrease in subjects older than 40 years. Neeb et
al. [55] analysed the distribution and voxel correlation in quantitative water content maps and
found significant correlations of H2O standard deviation and spatial correlation distance with
age in white matter of male subjects. However, the abovementioned methods and studies require
specialised sequences and demanding post-processing.
In this chapter, the utility of MR variography is demonstrated by means of the investigation
of age-related changes in WM correlation structure. Therefore, 24 MP-RAGE datasets from
healthy female volunteers ranging in age from 19 y to 73 y have been acquired and analysed.
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The results presented here have been partly published in NeuroImage [38].
7.1. Methods
MP-RAGE data were acquired from 24 healthy female volunteers after giving written, informed
consent in accordance with the requirements of the local ethics committee. The age of the
subjects ranged between 19 y and 73 y with a mean value of 40.4 y and standard deviation
of 16.3 y. All measurements were performed on a Siemens TRIO 3T MRI scanner (Siemens
Healthcare, Erlangen, Germany) using a transmit/receive birdcage coil and the manufacturer’s
implementation of the MP-RAGE sequence which included the following parameters: flip angle
of 9 deg, TR = 2250ms, TI = 900ms, TE = 3.03ms and an imaging matrix of 256x256x176
voxels with 1mm isotropic resolution acquired in 9.37min. The MP-RAGE images were bias
field corrected with the simultaneous segmentation of the WM using SPM8. The mean WM
intensity was scaled to a constant value of 100 and variograms were estimated for 20 equally
sized distance intervals between 0mm and 20mm. The variograms were corrected for the noise
offset and fitted to the sum of two spherical model functions.
The variographic analysis used here was deliberately performed in a minimal setup. That
means, a single-channel transmit/receive coil was employed to ensure for an accurate noise
offset correction as well as the fitting model was restricted to four free parameters to produce
robust correlation parameter estimates for all subjects. Furthermore, effects induced by the PSF
and by differences in the ratio of segmented and actual WM volume were neglected to keep the
analysis complexity to a minimum.
7.2. Results
Figure 7.1 shows images of similar transverse slices through the WM volume, full brain greyscale
value histograms and the corresponding empirical and fitted theoretical variograms of three
volunteers with considerable age differences (a: 21 y, b: 51 y, c: 73 y). The images and the
histograms of all three subjects are similar. In particular, the images of the middle-aged and the
elderly subjects do not show any visually assessable differences and the histograms do not have
significantly different widths. Only the image of the younger subject shows a less heterogeneous
WM structure and the corresponding histogram width is smaller compared to the older volun-
teers. In sharp contrast, however, in the variograms there is a clear increase of the sill value
with increasing age.
In Figure 7.2, the age dependence of the four fit parameters obtained from the 24 volunteers
is illustrated. In addition to the fitted heterogeneities (σ2fit,1, σ2fit,2) and the fitted correlation
distances (dc,1, dc,2), the age dependence of the fitted total heterogeneity, σ2fit = σ2fit,1 + σ2fit,2,
as well as the nominal variance, σ2, directly estimated from the WM intensities using the un-
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Figure 7.1: Transverse slices trough segmented WM of three volunteers with significantly
different ages. In addition, the corresponding full WM greyscale value histograms and
variograms are depicted. The variograms show a distinct increase of the sill value
with increasing age. (This figure has been published in [38])
biased estimator is shown. The nominal variance is a measure for the width of the histogram
and already shows a weak but significant correlation with age (r = 0.41; p = 0.044, Fig. 7.2f).
The fitted total heterogeneity, σ2fit, is a good estimator of the noise corrected variance of the
WM image. It is also significantly correlated with age (r = 0.58; p = 0.003, Fig. 7.2e). The de-
composition into a short- and a long-range correlation structure demonstrates that the observed
correlation is mainly related to short-range structure with a mean correlation distance of (3.1 ±
0.3) mm and a heterogeneity which shows the most prominent correlation with age (r = 0.83;
p < 10-6, Fig. 7.2a). Long-range heterogeneity, in contrast, is independent on the subject’s age
and has a mean value of 4.6 ± 1.3. The corresponding correlation distance is a rather variable
parameter amongst the subjects with a mean value of (23.8 ± 4.3) mm (Fig. 7.2d).
In addition, all correlation parameter results are summarised in Table 7.1.
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Figure 7.2: Dependencies of the four correlation parameters obtained form a fit to the
sum of two spherical model functions on age (a-d). The short-range heterogeneity,
σ21, show a high and significant correlation. For comparison, the age dependence of
the sum of short- and long-range heterogeneity as well as of the nominal variance of
the WM intensities are depicted (e/f). Both measures are also significantly correlated
with age, even though less clearly compared to σ21. (This figure has been published in
[38])
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7.3. Discussion and Conclusions
The results presented demonstrate the strength and the advantages of MR variography for the
analysis of common anatomical contrast images. Although the analysis has been performed
without consideration of all the influences presented in the previous chapter and with the focus
to the essential corrections only, it provides significant results with regard to the age dependence
of short-range tissue heterogeneity. It is clear that the analysis describes the measured intensity
distribution in a more fundamental way than histogram analysis and provides observer inde-
pendent results, which are more objective than visual rating scales. The results summarised in
Table 7.1 demonstrate that variograms provide WM correlation structure parameters which are
more strongly and more significantly correlated to age than parameters obtained from intensity
histograms and thus the variograms may facilitate the identification of less pronounced effects
and/or within smaller subject groups. Additionally, the variogram allows for the decomposition
of correlation structures into its constituents and enables the assignment of typical sizes to the
corresponding substructures. Indeed, other studies ([74], [28], [27], [55]) show similar relations
which also indicate alterations in the structural organisation of the WM tissue with age. In this
study, the heterogeneity of the tissue was found to be very significantly correlated with age (r
= 0.83 and p < 10-6, see Fig. 7.2a) and the alterations seem to be connected to structures with
sizes between 2 mm and 3 mm (under consideration of the bias of approximately +12%, see
Fig. 5.5). Since the size of this correlation structure has an extremely small standard deviation
among the 24 subjects (0.3 mm, see Tab. 7.1), it may well be that the influence of the PSF,
which was deliberately neglegted in this study, plays a role in the determination of this correla-
tion distance. However, the significant increase in heterogeneity with age cannot be ascribed to
a PSF effect since sequence parameters were held constant throughout the study.
The larger correlation structure found in WM has a mean correlation distance of 23.8 mm and
is thus already outside the interval of a reliable correlation parameter estimation (cf. Fig. 5.5).
This is a consequence of the typical size of segmented WM which restricts the maximal sampling
distance (dmax = 20mm, cf. Fig. 6.2) and forms a natural limitation for a reliable variogram
estimation. Therefore, it is difficult to infer usable and interpretable information from the larger
correlation structure. With regard to the results presented in section 6.5, it is likely that this
structure is highly influenced by residual bias fields and contains only less information about
the actual tissue condition.
Considering the interpretation of the correlation parameters presented in section 6.8, one can
conclude that the heterogeneity of WM structure increases steadily in the investigated age in-
terval from 19 y to 73 y. The alterations are related to structures of few millimetres. The origin
of the heterogeneity might be the change of vascular substructure [61], the frequent occurrence
of microlesions and/or the decline of myelination [48].
The present study has demonstrated that variography can help to gain quantitative information
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Subject age [y] σ2fit,1 [a.u.] dc,1 [mm] σ2fit,2 [a.u.] dc,2 [mm] σ2fit,tot [a.u.] σ2 [a.u.]
1 24 1.84 2.63 4.00 23.98 5.84 12.71
2 26 2.00 3.55 3.43 19.83 5.43 18.24
3 30 1.79 3.24 4.59 23.28 6.38 15.49
4 35 2.29 2.82 3.64 20.97 5.93 13.54
5 37 3.56 3.21 3.10 23.26 6.66 23.48
6 41 4.17 2.92 5.23 21.11 9.40 23.19
7 42 1.86 3.33 4.20 28.79 6.06 18.48
8 46 3.84 2.78 3.33 27.09 7.17 21.61
9 54 3.60 3.29 5.27 27.31 8.87 22.25
10 59 4.76 2.86 7.46 24.10 12.23 23.23
11 67 4.65 3.04 4.70 17.40 9.35 21.78
12 29 2.02 3.72 2.93 29.93 4.96 14.63
13 21 1.15 3.70 4.42 25.14 5.56 14.36
14 20 2.92 3.08 3.24 25.08 6.16 24.14
15 57 3.67 3.03 3.67 26.50 7.34 23.03
16 61 4.62 2.75 4.00 21.05 8.62 17.91
17 27 1.59 2.65 3.61 17.58 5.19 12.25
18 21 2.04 3.21 4.94 17.68 6.98 30.18
19 30 3.12 2.92 5.33 24.47 8.45 22.98
20 49 3.30 2.98 3.77 19.39 7.07 22.78
21 54 3.23 2.78 5.09 22.78 8.32 23.01
22 73 5.45 3.09 6.00 19.67 11.45 25.82
23 51 3.74 3.00 5.39 30.03 9.13 24.92
24 19 2.96 2.80 8.37 33.96 11.33 15.13
Mean 40.5 3.09 3.06 4.57 23.77 7.66 20.21
StdDev 16.3 1.16 0.30 1.33 4.34 2.06 4.78
r - 0.83 -0.22 0.18 -0.18 0.58 0.41
p - < 10−6 0.30 0.40 0.40 < 0.003 < 0.05
Table 7.1: Correlation parameters obtained from the MP-RAGE images of 24 healthy
female volunteers of ages ranging from 19 y to 73 y.
about tissue properties from MR images which goes beyond that from greyscale value histogram
analysis and is more objective and observer independent than results provided by visual rat-
ing scales. Further, it is not necessary to employ specialised and time demanding sequences
or analysis methods. A standard clinical sequence, such as MP-RAGE, contains information
that can be revealed in the manner described herein. The method presented here can be a very
powerful tool for the quantification of visually hidden tissue structures from simple MR con-
trast images and could provide a useful extension to the structural information gained from, e.g.
more complex DTI studies. A huge amount of MP-RAGE scans covering the whole population
cross-section is readily accessible worldwide, and one expects extensive data mining to provide
further clarifications regarding the usefulness and impact of this method.
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8. Spatial Correlation in
Quantitative Parameter Maps
Quantitative parameter maps provide important advantages for comparative studies where data
sets from different volunteers, different time points or different scanners/sites are compared and
alterations found are related to subject characteristics. The image intensities in quantitative
maps are not arbitrarily scaled grey values which can only be evaluated by their contrast to the
grey value of another voxel, but have an absolute physical meaning, such as spin-lattice relax-
ation time or water content. If the quantitative imaging method works accurately, the resulting
maps are free from all scanner-related influences. These influences, which might change from
volunteer to volunteer, measurement to measurement or scanner to scanner. Thus, all differences
found in the maps of two scans can be ascribed to an actual difference in the subject(s). Due to
these characteristics of quantitative parameter maps, they could be potentially beneficial for MR
variography. Problems which arise in connection with MP-RAGE data, such as B1 sensitivity
induced bias fields or the arbitrary scaling of the grey scale values, are omitted and the physical
meaning of the intensities might facilitate the interpretation of the correlation parameters fitted.
However, as discussed earlier in this thesis (4.5), quantitative data is also accompanied by new
problems for the variographic analysis. In particular, the alteration of the noise statistics by the
calculation or fitting of the quantitative maps from several raw images as well as the necessity
to interpolate or coregister several images can result in serious trouble.
In order to compare the correlation structures and the information content of MP-RAGE data
and quantitative parameter map variograms as well as to assess the severity of potential prob-
lems, the following sections analyse the variograms estimated from MP-RAGE data and quanti-
tative T1, H2O and T ∗2 maps from three healthy male volunteers of same age. Additionally, the
correlation parameters obtained from the fit of the variograms with dedicated model functions
are compared and similarities as well as differences are discussed.
8.1. Methods
The following sections give an overview of the quantitative methods used and why they have
been chosen as data basis for the variographic analysis. Furthermore, the image preparation
and variogram estimation is described as well as the methods for comparing the quantitative
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parameter map variograms to the MP-RAGE variograms are introduced.
8.1.1. Choice of the Quantitative Imaging Methods
The methods used for the quantitative parameter calculation have been chosen with respect to
the applicability of the maps for MR variography and in order to minimise the abovementioned
sources of error. For T1 mapping the TAPIR method (2.9.1) is used; in order to provide H2O
and T ∗2 maps, the long TR method (2.9.2) is employed. Both approaches do not rely on any
interpolation or coregistration process and involve only a single fitting operation and no further
computations based on several raw images is required. These are important properties which
makes the two methods to an optimal choice for the variographic analysis.
Nevertheless, there are also problems arising in connection with the two techniques which have
to be considered in the evaluation of the results. Due to the non-linear fit procedure, the spa-
tial noise distribution in background regions of the final map becomes a complex function of
the native noise variance, the fit model and algorithm as well as of the fitted parameter value.
Therefore, the common noise offset correction approach becomes unfeasible. In particular, the
correlation of noise variance and parameter value gives rise to a noise variogram that differs
significantly from a constant offset and rather follows the shape of the tissue variogram.
A further potential problem arises from the 2D acquisition mode of the quantitative maps. In
slice direction, the image voxels are larger than in the in-plane directions and have additionally
gaps between each other. Thus, for few distance intervals there are no voxels in slice direction
available and the semi-variance is estimated based on the in-plane information only. In compar-
ison with the 3D isotropic resolution MP-RAGE dataset, these differences of the support can
influence the variogram.
8.1.2. Image Preparation and Variogram Estimation
MP-RAGE images and quantitative T1, H2O and T2∗ maps were acquired from three volunteers
at a 3T Siemens Trio MR scanner (Siemens Healthcare, Erlangen, Germany) using a 32-channel
head array as receive coil. The MP-RAGE sequence included the standard set of parameters
6.1.1. The Quantitative T1 maps were obtained with a TAPIR protocol consisting of a stan-
dard TAPIR sequence as well as an additional inversion efficiency measurement. The sequence
parameters included: TR = 18.8ms, TE = 8.31 , α = 25deg, TI = 20ms, τ = 2400ms, EPI-
factor=5, in-plane resolution of 1mm × 1mm and 40 slices with 2mm thickness and 0.4mm
gaps, acquired within 17min.
The H2O and T ∗2 maps were obtained using the long TR method based on a single 2D QUTE
acquisition with a repetition time of 10 s, a flip angle of 30 deg and 16 echo times from 4.33ms
up to 73.49ms. The other parameters included: in-plane resolution of 1mm × 1mm and 40
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slices with 2mm thickness and 0.4mm gaps, acquired within 21min.
Both 2D quantitative datasets were acquired on the same FOV and with the same 40 slice po-
sitions covering the whole cerebrum. The 3D MP-RAGE sequence was acquired with standard
full brain coverage. All three volunteers were healthy males at the same age of 29 y.
The MP-RAGE images were bias field corrected, WM was segmented and the mean intensities
were scaled to the constant value of 100 for all three volunteers. For the quantitative maps, the
bias field correction as well as the intensity scaling were omitted since these images are intrinsi-
cally free from B1 sensitivities and the actual mean intensity corresponds to the mean value of
the quantitative parameter measured and is thus representative for the tissue state. Only the
WM segmentation was obtained in the usual way using SPM8.
Variograms were estimated from all volunteers and all images for the same 20 equally sized dis-
tance intervals from dmin = 0mm to dmax = 20mm. Noise offset correction was performed from
the MP-RAGE variograms only and included the consideration of bias field influences on the
noise variance distribution as well as the decorrelation of the noise channels before magnitude
reconstruction. Although the quantitative maps are also contaminated by thermal noise, the
offset correction was omitted due to the abovementioned noise properties in the maps. However,
the quantitative maps are the result of a fit to 20 data points in case of T1 and to 16 data
points in case of H2O and T ∗2 . The single noisy data points are acquired in time and are thus
completely uncorrelated. Therefore, the noise averages out partly and the final noise variance
in the quantitative maps is significantly reduced compared to the noise level in a single image.
All variograms were fitted to the sum of two spherical model functions and to the sum of two
spherical and a Gaussian model functions. Although the fit to a Gaussian model function as
long-range correlation structure includes the assumption of the existence of residual bias fields
which does not hold for the quantitative maps, the model is preserved to provide a fair compari-
son with the MP-RAGE variogram as a reference. The correlation parameters obtained from the
quantitative maps were compared to those obtained from the MP-RAGE variograms. Since the
quantitative parameters have different orders of mean values and the MP-RAGE images are only
arbitrarily scaled to a constant mean intensity, the semi-variances will differ very significantly
among the variograms of the different data sets. Thus, a direct value-to-value comparison of
the correlation parameters (in particular of the heterogeneities) cannot provide useful results.
Therefore, the relation of a given MP-RAGE correlation parameter among the three subjects is
compared to the relation of the same correlation parameter obtained from a quantitative map.
That means for example, if the heterogeneity of the MP-RAGE data increases monotonically
with the subject number and increases in the same way for a quantitative parameter, the infor-
mation content in both variograms is similar, regardless of the absolute semi-variances values.
In order to quantify such similarities of the correlation parameters, the Pearson correlation co-
efficient, r, is employed. r is calculated based on the three values of a given parameter from the
MP-RAGE variogram and the same three values obtained from a quantitative map variogram.
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Additionally, the significance, p, of the correlation coefficient is computed. According to this
procedure, all correlation parameters obtained from quantitative maps were compared to the
corresponding parameter inferred from the MP-RAGE variograms.
8.2. Results
Figure 8.1 shows the MP-RAGE images as well as the quantitative T1, H2O and T ∗2 maps of
the three volunteers. All images represent a similar transverse slice through the cerebrum. In
Figure 8.2, the corresponding WM variograms are depicted. In general, all variograms show the
same shape which is characterised by a rapid increase of the semi-variance for short distances
up to approximately 5mm and a more or less stable sill value for larger distances. In particular,
the water content map variograms show very constant semi-variance values for distances larger
than 10mm, whereas the variograms of the other images still increase slightly for the largest
distance interval measured. In order to describe the differences of the variograms in more detail,
it is distinguished between differences among the subjects and differences among the parameters
measured.
Regarding the differences among the subjects, the variograms have a similar shape for all three
subjects but differ significantly in their sill values. However, the relation between the sill values
is consistent for all quantitative parameters as well as for the MP-RAGE images: subject 2
shows always the highest and subject 3 always the lowest value.
The differences among the quantitative parameters and the MP-RAGE variograms are more
complex. Generally, the absolute values of the semi-variances differ very strongly for the three
quantitative parameters as a result of the different mean values of the measures T1, H2O and
T ∗2 . The absolute values of the MP-RAGE semi-variances originate from the arbitrary scaling
of the mean intensities to a constant value (in this case 100) and have no quantitative meaning.
Apart from the absolute value, the T1 map variograms show the highest similarity to the MP-
RAGE variograms. Both curves are equally shaped for all three volunteers and converge only
slightly for lager distances. For both data sets, the variograms of the subjects 1 and 2 are
almost identical and the variogram of the 3rd subject shows a smaller sill value. Comparing the
H2O with the MP-RAGE variograms, the curves show the least similarities. The water content
semi-variances are nearly constant for the larger distances and the relation of the sill values from
the three volunteers shows a different pattern compared to the MP-RAGE variograms. The T ∗2
variograms show larger differences in the sill values compared to MP-RAGE curves but have a
similar increase for larger distances.
In summary, the T1 variograms show the most, the H2O the least similarities to the MP-
RAGE variograms. The T ∗2 variograms have the same long-range behaviour as the MP-RAGE
variograms but show significantly higher differences in the sill value of the three subjects.
Tables 8.1 and 8.1 summarise the correlation parameters obtained from the different variograms
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(a) Subject 1: MP-
RAGE
0 [ms] 3000
(b) Subject 1: T1
0 [%] 100
(c) Subject 1: H2O
0 [ms] 100
(d) Subject 1: T ∗2
(e) Subject 2: MP-
RAGE
0 [ms] 3000
(f) Subject 2: T1
0 [%] 100
(g) Subject 2: H2O
0 [ms] 100
(h) Subject 2: T ∗2
(i) Subject 3: MP-RAGE
0 [ms] 3000
(j) Subject 3: T1
0 [%] 100
(k) Subject 3: H2O
0 [ms] 100
(l) Subject 3: T ∗2
Figure 8.1: Transverse slices through MP-RAGE images and quantitative T1, H2O and
T ∗2 maps acquired from three healthy male volunteers of same age.
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Figure 8.2: Variograms obtained from MP-RAGE images and quantitative T1, H2O and
T ∗2 maps of three healthy male volunteers of same age.
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by a fit with the sum of two spherical model functions and the sum of two spherical and a
Gaussian model function, respectively. Additionally, for each correlation parameter the Pearson
correlation coefficient, r, and the corresponding significance, p, between the three values ob-
tained from a quantitative map and the MP-RAGE images are depicted. Although the number
of volunteers is too low to provide strictly significant results (p > 0.05 for all parameters), high
r values indicate similarities of the variogram information content with regard to the correlation
parameter studied. Positive values represent a direct and negative values an inverse proportion-
ality. High correlation coefficients (|r| ≥ 0.70) are printed in bold.
For the fit to the sum of two model functions, all four T1 correlation parameters show high r
values, where the short-range correlation structure is directly and the long-range structure in-
verse proportional to the parameters obtained from the MP-RAGE variogram. The short-range
heterogeneity of the water content maps shows a strong direct proportionality to the MP-RAGE
results. The long-range parameters could not be analysed properly, as the H2O variograms fit
of the first subject failed and thus the correlation coefficient computation becomes meaningless.
In case of the T ∗2 correlation parameters, long-range heterogeneity and correlation distance show
a high direct proportionality.
The fit to the sum of three model functions shows a slightly different result. The T1 short-range
correlation parameters are still positively correlated to the MP-RAGE values. Regarding the
larger structures, only the long-range heterogeneity shows a significant inverse proportionality.
The H2O correlation parameters differ in general from the MP-RAGE references. Only the mid-
range heterogeneity shows a higher r value of 0.70. In case of the T ∗2 correlation parameters,
the short-range heterogeneity and the mid-range correlation distance are direct proportional to
the corresponding values from the MP-RAGE variograms.
8.3. Discussion, Conclusions and Outlook
The results presented in this chapter demonstrate the applicability of MR variography to quan-
titative parameter maps. Even though a compensation of all the abovementioned erroneous
influences is not possible, a careful choice of the quantitative imaging method used can avoid
several problems and leads to relatively robust results. Since all volunteers were healthy, male
and of the same age, one would expect very similar variograms with differences originating from
the natural variability of the human brain only. In fact, the results presented here indicate that
the variations induced by erroneous influences in the maps are rather small compared to the
actual tissue related structures. Taking the fully corrected MP-RAGE variograms as a reference,
in particular, the H2O as well as the T ∗2 map variograms show increased variations within the
subject group. The T ∗2 variograms differ strongly in their sill values which might be a result
of a varying shim quality amongst the subjects (see below). A further source of variation is
the unavailable noise correction for the quantitative maps. This does not only apply to the T ∗2
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σ21 [a.u.] dc,1 [mm]
MP T1 H2O T ∗2 MP T1 H2O T ∗2
Subject 1 4.23 1305 4.07 20.15 2.14 1.81 2.67 3.31
Subject 2 3.94 1333 3.82 24.10 2.08 1.81 2.22 2.83
Subject 3 3.73 1182 3.06 16.16 2.38 1.87 2.33 2.93
r - 0.70 0.93 0.42 - 0.98 -0.11 -0.15
p - 0.51 0.24 0.72 - 0.14 0.93 0.91
σ22 [a.u.] dc,2 [mm]
MP T1 H2O T ∗2 MP T1 H2O T ∗2
Subject 1 2.59 382 1e+10 15.91 21.62 19.96 8e+11 23.01
Subject 2 3.23 395 1.71 15.31 20.04 22.28 6.58 17.81
Subject 3 1.93 425 1.31 13.02 18.94 31.62 13.15 17.65
r - -0.70 (0.01) 0.76 - -0.90 (0.91) 0.92
p - 0.52 (0.99) 0.45 - 0.28 (0.27) 0.25
Table 8.1: Correlation parameters obtained from the MP-RAGE images and the quanti-
tative parameter of three healthy male volunteers of same age using the sum of two
spherical models as fitting function.
σ21 [a.u.] dc,1 [mm]
MP T1 H2O T ∗2 MP T1 H2O T ∗2
Subject 1 3.76 1122 2.53 20.22 1.91 1.56 2.25 3.26
Subject 2 3.45 1090 3.07 14.65 1.82 1.46 2.02 2.12
Subject 3 3.03 971 2.51 10.98 2.04 1.55 2.07 2.32
r - 0.97 0.11 0.98 - 0.78 0.12 0.07
p - 0.15 0.93 0.13 - 0.43 0.92 0.95
σ22 [a.u.] dc,2 [mm]
MP T1 H2O T ∗2 MP T1 H2O T ∗2
Subject 1 1.49 346 1.67 5.65 7.47 6.19 3.76 10.19
Subject 2 1.52 424 2.24 14.92 6.32 6.30 4.74 5.22
Subject 3 1.67 341 1.26 9.55 7.13 5.91 5.80 5.56
r - -0.38 -0.70 0.10 - -0.48 -0.27 0.77
p - 0.75 0.51 0.94 - 0.68 0.83 0.44
σ23 [a.u.] dc,3 [mm]
MP T1 H2O T ∗2 MP T1 H2O T ∗2
Subject 1 2.34 316 224.08 12.82 30.90 29.00 854.43 27.80
Subject 2 2.49 2420 0.33 10.82 21.91 106.50 20.90 19.49
Subject 3 1.75 64511 0.68 9.31 34.25 563.79 17.53 18.53
r - -0.98 0.32 0.32 - 0.61 0.25 0.16
p - 0.14 0.79 0.79 - 0.58 0.84 0.90
Table 8.2: Correlation parameters obtained from the MP-RAGE images and the quanti-
tative parameter of three healthy male volunteers of same age using the sum of two
spherical and a Gaussian model as fitting function.
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maps but also to both other quantitative maps. In particular for the H2O, the missing noise
correction seems to have a higher impact since the sill value of subject 2 is massively increased
compared to the others, which cannot be observed for the other datasets. In contrast, the 2D
acquisition mode used for the quantitative imaging sequence does not seem to have a significant
influence on the analysis, as the 3D MP-RAGE variograms show a generally high similarity to
the 2D T1 maps variograms.
Apart from variations induced by a varying shim quality and a missing noise correction, var-
iogram variations can also be caused by differences in the information contained in a certain
quantitative map. Such differences are of interest, as they provide different structural informa-
tion from the tissue, depending on the contrast or the quantitative parameter the variograms are
estimated from. In order to address this issue properly, the correlation parameters obtained from
the fit with theoretical models are discussed in detail for each quantitative parameter separately.
8.3.1. T1 Variograms
The T1 and the MP-RAGE variograms show the most similarities, which can not only be observed
visually in the variograms but is also represented by high correlation coefficients between the
fitted correlation parameters. Using the sum of two spherical model functions, the absolute
values of r are larger than 0.70 for all four correlation parameters. This is a result of the contrast
present in an MP-RAGE image. Apart from a slight T ∗2 weighting caused by the non-zero echo
time, MP-RAGE images are mainly T1 weighted. Thus, the structural information contained in
the MP-RAGE variogram reflects mainly the information of the spatial T1 distribution. Actually,
for larger distances the MP-RAGE variograms start to deviate from the T1 variograms and
the correlation coefficients show an inverse proportionality for the long-range structure. This
might be explained by two main effects. First, in contrast to the T1 variogram, the MP-RAGE
variogram includes influences from residual bias fields. Therefore, for large distances the MP-
RAGE semi-variances exceed the T1 semi-variances. The second effect might originate from
the small T ∗2 weighting of the MP-RAGE image. As can be seen in the pure T ∗2 variograms,
the corresponding quantitative maps contain prominent long-range structures which are most
likely due to shimming imperfections. This structures might also play a role for the MP-RAGE
variograms.
Regarding the fit with the sum of three model functions, the short-range heterogeneity and
correlation distance show a strong direct relation between MP-RAGE and T1, whereas the long-
range structure heterogeneity, σ23, is highly inverse proportional. This is a further support for the
assumption that the MP-RAGE variogram contains mainly T1 information in the short-range
domain and additional influences from residual bias fields and T ∗2 for larger distances.
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8.3.2. H2O Variograms
The H2O and the MP-RAGE variograms show the least visual similarities. Regarding the
correlation parameters fitted, it is focus on the results from the fit with the sum of three model
functions, since the fit with the sum of two model functions failed for the first subject and
the provided r values are not reliable. The fitted correlation parameters support the visual
impression, as the mid-range heterogeneity, σ22, is the only parameter of the six which shows a
high r value. Consequently, although it is known that the water content is related to the T1 value
[22], the structural information gained from the H2O variograms differs essentially from that
gained from the MP-RAGE variograms. This is an important finding, since it demonstrates the
power of the variogram as a tool to reveal spatial information which goes beyond the information
obtained from greyscale value histograms.
8.3.3. T ∗2 Variograms
Strictly spoken, T ∗2 is a semi-quantitative parameter in the sense that the actual value does
not only depend on the tissue condition but is also affected by the voxel size and the homo-
geneity of the main magnetic field. In this study, the voxel size remained unchanged for all
three volunteers, and therefore, it is not responsible for the differences observed. However, the
homogeneity of the main magnetic field depends on the shim quality which is likely to change
from one subject to the other. Thus, differences in the shim quality may be the reason for the
relatively high variations of the T ∗2 variogram sill values among the three subjects in comparison
to the MP-RAGE variograms. Nevertheless, it is clear that the non-zero echo time of the MP-
RAGE sequence gives rise to a small T ∗2 weighting. In the variograms, the effect seems to have
particularly impact for larger distances, as the r values between MP-RAGE and T ∗2 obtained
from the fit to the sum of two spherical model functions are high for the long-range correlation
parameters and insignificant for the short-range structure. For the fit to the sum of three model
functions, however, the result is pretty much changed. This effect might be due to the small
number of subjects in combination with the less robust fit of six instead of four free correlation
parameters.
8.3.4. Final Remarks and Outlook
Although the simple analysis and comparison of variograms from MP-RAGE images and quan-
titative parameter maps presented here already allows one to draw conclusions about the ability
of quantitative maps for MR variography as well as about differences in the information content,
there are still several issues which have to be addressed in more detail. In order to increase the
significance of the measures for variogram similarity, the number of subjects has to be increased.
Thereby, the trends which have been observed for the three datasets can be either confirmed
or refused with higher certainty. This is an important step to make final assertions about dif-
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ferences in the structural information content of the different quantitative maps. Furthermore,
the influence of thermal noise has to be investigated for each quantitative imaging method in
detail. Even if a correction is not feasible, an estimation of influence strength would be beneficial
for a more accurate interpretation of the variograms. In a further step, the theoretical model
functions employed to fit the variograms have to be revised. A theoretical variogram suitable
to describe the shape of an in vivo WM variogram estimated from an MP-RAGE dataset is
not automatically adequate to fit H2O variograms. Therefore, the model function has to be
potentially adapted to each quantitative parameter individually.
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9. Summary, Conclusion and
Outlook
This thesis presented the adaptation and application of variography to datasets of human cere-
bral white matter obtained from MR imaging experiments to a novel working texture analysis
method called MR variography. Originally, variography was introduced to analyse geological
phenomena in geoscience with regard to spatial structure and correlation. The successful con-
nection of a structure analysis technique and a medical imaging modality requires a thorough
consideration of MR specific influences and image properties. Therefore, the thesis covered the
theoretical principles of MRI and variography, discussed the necessary steps to adopt the tech-
nique to MR images and investigated the quality of the correlation parameters inferred thereof
with regard to their accuracy. Finally, the utility of MR variography was demonstrated by
means of two application examples.
The theoretical part, which included the Chapters 2 to 4, covered the principles of magnetic
resonance imaging, the mathematical background of variography and the consideration of MR
images as source for the variographic analysis. In Chapter 4 was shown that the greyscale in-
tensities of white matter MR images are approximately Gaussian distributed. This finding can
be interpreted as a consequence of the central limit theorem and argues for the interpretation
of the images as a random field. It was demonstrated that the images- if corrected for spatial
intensity variations induced by MR coil sensitivities- show intrinsic stationarity which is a main
prerequisite for the applicability of variography. The spatial correlation in MR data of white
matter was found to result from two origins: first, MR imaging related correlations which are
induced by the point-spread-function determined by the imaging sequence and its parameters,
and second, tissue inherent correlations which represent the actual tissue structure expressed in
the spatial distribution of cell density, nerve fibres, blood vessels, micro lesions etc. Finally, the
advantages and downsides of quantitative parameters maps as data source for MR variography
were discussed. These maps benefit from the absolute scaling and the direct physical mean-
ing of the image intensities. Thus, variograms obtained from quantitative parameter maps are
directly comparable and are more easily interpretable since the greyscale values are related to
measures such as water content or relaxation times. Moreover, quantitative maps are free from
coil sensitivities and therefore fulfil directly the important prerequisite of intrinsic stationarity.
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On the other hand, they are usually obtained by fitting or calculating with imaging data from
several different MR experiments and thus, effects of thermal noise as well as the intrinsic spatial
correlation induced by the point-spread-function become unpredictable.
The methodological part included the Chapters 5 and 6 and provided an optimal scheme for
the processing of MR images, which aims to obtain parameters describing correlation distance
and heterogeneity of the actual tissue correlation structure and excludes influences from the
imaging process. For this purpose, Chapter 5 described the generation of numerical samples
with well-defined correlation parameters which mimic the main features of white matter cor-
relation structure in MR images. The analysis of these samples showed that, besides effects
originating from sample size and point-spread function, the spatial intensity variations induced
by coil sensitivities as well as the thermal noise level give rise to the largest deviations between
measured and initial correlation parameters. However, if considering these influences correctly,
the error of the correlation parameters remained below 5%. It was also demonstrated that the
inherent anisotropy of white matter, which is known from MR diffusion experiments, has only
a negligible influence on the variographic analysis and does not require a dedicated correction
when the variograms are estimated isotropically. The findings obtained by means of numerical
samples were utilised to optimise the processing chain and to maximise the accuracy of the corre-
lation parameters by means of dedicated correction approaches. It was demonstrated that white
matter can be described well by two correlation structures of different size and heterogeneity:
a short-range correlation structure with a size of about 2mm to 3mm which is related to the
larger part (≈ 60%) of the tissue heterogeneity and a long-range correlation structure which
is characterized by a diameter of approximately 20mm. The long-range correlation structure
includes most likely influences from residual bias fields which could not be compensated com-
pletely with common correction approaches. It was shown that it can be beneficial to introduce
a third correlation structure which represent the uncompensated bias fields in order to divide the
long-range structure into a mainly tissue related structure with a correlation distance of about
7mm and a mainly bias field related structure. However, this approach implies the disadvantage
of loosing robustness in the correlation parameter estimation and thus it might be less suitable
for the analysis of large subject groups. The accuracy of the correlation parameters was found
to be dependent on a variety of image properties, such as the volume of the segmented white
matter, the quality of the bias field correction, the thermal noise level as well as its intrinsic
point-spread function. The bias fields and the thermal noise level were found to have the largest
impact. However, it is possible to consider these influences in the processing chain, and thus,
to keep deviations of the correlation parameter below 5%. Unfortunately, the correction of the
point-spread-function effect, which could be validated theoretically by means of the numerical
samples, is not working as good as expected in case of the measured MR images and remains
an open issue for future investigation.
The last part included the Chapters 7 and 8 and presented two application examples. In Chapter
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7 MR variography was employed to investigate age-related changes in white matter structure.
The method was applied to 24 MP-RAGE datasets of healthy female volunteers with age ranging
from 19 y to 73 y. It was shown that the heterogeneity of the tissue increases significantly with
age (r = 0.83, p < 10−6), which might be interpreted as a change in the vascular structure,
an increasing occurrence of microlesions or a decline of myelinated nerve fibres. In the present
significance, this information cannot be deduced from visual inspection or simple histogram
analysis of the image intensities. Therefore, this application example demonstrated clearly the
strength of MR variography as a tool that enables the quantification of visually hidden informa-
tion in the texture of common anatomical images and is well-suited for an automated analysis
of large subject groups. Thus, it can be a useful and easy to apply extension to more advanced
but also more complicated techniques, such as diffusion tensor imaging. Chapter 8 compared
the correlation parameters obtained for different quantitative maps (T1, T ∗2 and H2O) to those
from the standard anatomical datasets based on three datasets from healthy male subjects of
the same age (29 y). The comparison demonstrated that variograms obtained from the standard
anatomical scan (MP-RAGE) show mainly the same characteristics and similar correlation pa-
rameters as the T1 map variograms as well as similarities to the T ∗2 map parameters. This is
most likely the result of the image contrast of the MP-RAGE scan which is T1 weighted but
additionally influenced by T ∗2 decay. The variograms obtained from the absolute water content
maps showed different correlation parameters. This indicates that, in terms of the spatial cor-
relation structure, the H2O maps contain information different from the information gathered
from T1 maps, T ∗2 maps and the anatomical scans and facilitates a comprehensive characterisa-
tion of the texture when several different contrast images are available. It must be emphasised
that all results have been obtained on the basis of only three datasets; therefore, they are not
strictly statistically significant and have to be confirmed by a larger subject group in a future
study.
Variography is a technique originally designed to analyse data from geological spatial phenom-
ena. Such datasets are fundamentally different from MR images. Geological data are usually
obtained by probing an actual physical structure and thus providing a direct measure for the
quantity of interest. In contrast, MR data are digital images of the actual tissue structure, which
are acquired in frequency space with non-ideal hardware, reconstructed by a multi-dimensional
Fourier transform and potentially filtered in the course of post-processing. Thus, the final image
correlation structure does not only depend on the actual tissue structure but is also influenced
by parameters (sequence, hardware, reconstruction) of the imaging process. These parameters
alter variograms estimated from MR images and thus change the correlation parameters of the
tissue structure determined thereof. Despite these limitations, this thesis demonstrated the pos-
sibility to adapt variographic analysis for MR data and to provide correlation parameters which
quantify the actual tissue structure accurately (5%) and exclude influences from the parameters
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specific to the imaging process. Thereby, MR variography is a powerful technique to charac-
terise brain tissue quantitatively and to investigate potential brain alterations in comparative
or longitudinal studies. MR variography is easy to apply and has no need for specialised and
time-intensive imaging sequences and since it is applicable to standard anatomical scans it also
allows for the retrospective analysis of existing datasets. The analysis is fast, can be fully au-
tomated and provides a few highly significant and quantitative correlation parameters which
allow for a clear and comparable assessment of the tissue structure, even of large sample groups.
Thus, MR variography has the potential to extend advanced MR applications which explore the
brain tissue, such as diffusion tensor imaging, to provide a more comprehensive characterisation
of the tissue condition.
Future Work
The thesis presented a working methodology for the variographic analysis of MR images. Al-
though the most important aspects of MR variography related to the MR imaging process have
been addressed in this work, the methodology still offers space for potentially interesting and
useful extensions. It has been demonstrated 5 that tissue anisotropy is not relevant to cor-
relation parameters determined from an isotropically estimated variogram. Nevertheless, an
anisotropic variogram estimation (γ(d) → γ(d)) could reveal additional information about the
tissue structure. Thereby, the isotropically estimated variogram could be split into several ori-
entation specific variograms and the information content gained from a single dataset could be
increased. However, at the same time the computational demands as well as the analysis com-
plexity would increase significantly.
As shown in Chapter 8, it could be beneficial to investigate the correlation structure of brain
tissue in MR images of various contrasts, and thus, to get a more comprehensive characterisation
of a dataset. In this regard, quantitative parameters maps, with all their advantages and draw-
backs for the variographic analysis, might play an important role since the quantitative nature
of the maps can facilitate the interpretation of the results essentially. However, a final evaluation
of this issue requires the thorough analysis of a subject group with statistically significant size.
Since during the last years multi-channel receiver arrays and imaging acceleration methods
gained importance in the neuroscientific community as well as in the clinical routine, it is im-
portant for future studies to enable the consideration of parallel imaging methods, such as
GRAPPA or SENSE, in the variographic analysis. This extension requires an accurate method
to determine the spatial distribution of the noise variance in accelerated datasets and the inte-
gration of this information in the crucial noise level correction.
Ultimately, the strength of MR variography develops with the number of analysed subjects with
different characteristics, such as age, gender or various neurodegenerative pathologies. A large
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database of correlation parameter values for each of these characteristics would provide signifi-
cant measures of the natural variability of the parameters and would enable a classification of
a single dataset by means of those references. Therefore, the application of MR variography
to existing datasets of subjects groups with various characteristics will be the best and most
convincing way to demonstrate the final usefulness of the method.
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A. Calculation Rules For
Expectations, Covariances and
Variances
A.1. Definitions
Let X be a random variable. If X is discrete and finite, the expectation of X, E{X}, is defined
as
E{X} =
∑
i∈I
xipi,
where i is an element of the set of all valid index numbers I, xi is a possible outcome of X and
pi the corresponding probability. If X is continuous with the probability density function, p(x),
the expectation is given by
E{X} =
∞∫
−∞
xp(x)dx.
Let Y be another random variable. The covariance, Cov{X,Y }, of X and Y is defined as
Cov{X,Y } = E{(X − E{X})(Y − E{Y })}.
The variance of X, Var{X}, is defined as the covariance of X with itself
Var{X} = Cov{X,X} = E{(X − E{X})2}.
The correlation coefficient, ρ{X,Y }, of the two random variables X and Y is defined as their
normalized covariance
ρ{X,Y } = Cov{X,Y }√
Var{X}√Var{Y } .
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A.2. Properties of the Expectation
The expectation of the sum of n random variables Xi is the sum of the expectations of all Xi:
E{
n∑
i=1
Xi} =
n∑
i=1
E{Xi}
Let Y = aX + b be a linear transformation of the random variable X, with a, b ∈ <, then the
following holds:
E{Y } = E{aX + b} = aE{X}+ b
In particular holds true
E{aX} = aE{X}.
If n random variables Xi are pairwise independent it holds that
E{
n∏
i=1
Xi} =
n∏
i=1
E{Xi}.
That includes in particular that
E{XY } = E{X}E{Y },
as long as X and Y are independent.
A.3. Properties of the Covariance
Alternative expression for the covariance of two random variables X and Y :
Cov{X,Y } = E{XY } − E{X}E{Y }
Bilinearity (Z is another random variable and a, b, c, d, e, f ∈ <):
Cov{aX + b, cY + d} = acCov{X,Y }
Cov{X, (cY + d) + (eZ + f)} = cCov{X,Y }+ eCov{X,Z}
Symmetry:
Cov{X,Y } = Cov{Y,X}
If X and Y are independent, it holds that:
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Cov{X,Y } = 0
A.4. Properties of the Variance
Alternative expression for the variance of a random variable X:
Var{X} = E{X2} − (E{X})2
Let Y = aX + b a linear transformation of a random variable X, with a, b ∈ <. Then the
variance of Y is given by
Var{Y } = Var{aX + b} = a2Var{X}.
In particular holds true:
Var{−X} = Var{X}
The variance of the sum of n random variables Xi is the sum of the variances of all Xi plus two
times the sum of their covariances:
Var{
n∑
i=1
Xi} =
n∑
i=1
Var{Xi}+ 2
n−1∑
i=1
n∑
j=i+1
Cov{Xi, Xj}
That includes in particular the case of two random variables X and Y :
Var{X + Y } = Var{X}+ Var{Y }+ 2Cov{X,Y }
If all Xi are pairwise independent, their covariances become zero and the following holds:
Var{
n∑
i=1
Xi} =
n∑
i=1
Var{Xi}
A.5. Properties of the Correlation Coefficient
Let X and Y be two random variables. For the correlations coefficient, ρ, of both variables the
following expressions hold true:
ρ{X,Y } = ρ{Y,X}
ρ{X,Y } ∈ [−1, 1]
ρ{X,X} = 1
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ρ{X,−X} = −1
If X and Y are independent, the correlation coefficient becomes zero:
ρ{X,Y } = 0
A.6. Estimators
If only a finite data sample of a random variable is available, the following expressions can be
used to estimate expectation, covariance, variance and correlation coefficient:
If each outcome of a random variable, X, has the same probability, p, and n outcomes, xi, have
been obtained, the expectation of X can be estimated by the mean value of all xi:
E{X} =
n∑
i=1
xipi =
n∑
i=1
xip =
1
n
n∑
i=1
xi = x
From the estimator of the expectation and the definitions of the covariance and the variance,
respectively, the following estimators can be deduced. Y is a second random variable with equal
likely outcomes which has been sampled n-times.
Cov{X,Y } = 1
n
n∑
i=1
(xi − x)(yi − y)
Var{X} = 1
n
n∑
i=1
(xi − x)2
The latter expression is the maximum likelihood estimator for the sample variance. An unbiased
estimate can be obtained by
Var{X} = 1
n− 1
n∑
i=1
(xi − x)2.
Under consideration of the estimators for covariance and variance and the definition of the
correlation coefficient, it can be estimated by:
ρ{X,Y } =
∑n
i=1(xi − x)(yi − y)√∑n
i=1(xi − x)2
√∑n
i=1(yi − y)2
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