In this study, we propose the stop and go particle swarm optimization (PSO) algorithm, a new method to dynamically adapt the PSO population size. Stop and go PSO (SG-PSO) takes advantage of the fact that in practical problems there is a limit to the required accuracy of the optimization result. In SG-PSO, particles are stopped when they have approximately reached the required accuracy. Stopped particles do not consume valuable function evaluations. Still, the information contained in the stopped particles' state is not lost, but rather as the swarm evolves, the particles may become active again, behaving as a memory for the swarm. In addition, as an extension to the SG-PSO algorithm we propose the mixed SG-PSO (MSG-PSO) algorithm. In the MSG-PSO algorithm each particle is given a required accuracy, and through the accuracy settings global search and local search can be balanced. Both SG-PSO and MSG-PSO algorithms are straightforward modifications to the standard PSO algorithm. The SG-PSO algorithm shows strong improvements over the standard PSO algorithm on multimodal benchmark functions from the PSO literature while approximately equivalent results are observed on unimodal benchmark functions. The MSG-PSO algorithm outperforms the standard PSO algorithm on both unimodal and multimodal benchmark functions.
Introduction
In particle swarm optimization (PSO) [Kennedy 95 ], particles are initialized with a random position and velocity in the n-dimensional domain space of the objective function. As time progresses, the particles travel through the domain space updating their positions and keeping track of their personal best observed location in domain space. The result of the PSO optimization is the best location in domain space observed by the swarm.
A key parameter to PSO optimization is the population size. In general, when computational resources are fixed, the smaller populations emphasize exploitation, and are better for unimodal functions; whereas larger populations emphasize exploration, and are needed for multimodal functions. Determining the population size is problem specific and is traditionally a matter of trial and error.
To address this problem, we propose the stop and go PSO (SG-PSO) algorithm. We observe that in many practical problems there is a limit to the required accuracy of the optimization result. The SG-PSO algorithm takes advantage of this information to dynamically adjust the population size resulting in more effective use of function evaluations. More specifically, in SG-PSO, when a particle has approximately reached the required accuracy in domain space (accuracy being measured by closeness in domain space, not to the unknown optimum function value), it is stopped. cal searching particles. First, the global searchers find promising locations in domain space and stop, then local searchers perform further optimization.
Both SG-PSO and MSG-PSO algorithms are straightforward modifications to the standard PSO algorithm. The SG-PSO algorithm shows strong improvements over the standard PSO algorithm on multimodal benchmark functions from the PSO literature while approximately equivalent results are observed on unimodal benchmark functions. The MSG-PSO algorithm outperforms the standard PSO algorithm on both unimodal and multimodal benchmark functions.
In addition to the standard PSO algorithm with fixed coefficients, we compare the SG-PSO algorithm to the PSO with a time-varying inertial coefficient (TVW-PSO) [Shi 99 ].
This paper is outlined as follows. In Section 2 we discuss related research. Section 3 gives the standard PSO algorithm. Section 4 discusses the SG-PSO algorithm and the MSG-PSO algorithm. Experimental results are given in Section 5. The conclusion is presented in Section 6.
Related Research
It has been observed in the PSO literature that the appropriate size for the particle swarm is problem dependent [Clerc 03] . A simple experiment is shown in Table 1 . The table clearly shows that a population of 10 is not enough, even the 30 dimensional Sphere problem was not completely successful. A population of 20 does well on the unimodal Rosenbrock function, but does not perform well on the multimodal Rastrigrin, Griewank, or Schaffer's f6 functions. In general, when computational resources are fixed, the smaller populations emphasize exploitation and are better for unimodal functions whereas larger populations emphasize exploration are needed for multimodal functions.
Although there have been many papers in the PSO literature adjusting PSO parameters such as the social and cognitive components [Ratnaweera 04 ] and the neighborhoods [Janson 03, Mendes 04, Kennedy 99] . We are aware few papers adapting the PSO population size. One such dynamically adapting swarm is called Tribes and seeks to be a no-parameter swarm algorithm [Clerc 03 ]. In Tribes, multiple swarms exist, and there is a method for creating and destroying particles dynamically. Tribes was found to be better than the standard PSO algorithm in that is frees the user from the burden of setting parameters and that it performed "at least equivalent to the result obtained by PSO (with constriction)".
The idea of breaking up the swarm into local and global searchers was studied in the division of labor PSO [Vesterstrom 02 ], where the swarm particles are dynamically assigned different tasks every time step based on a response threshold probability formula. Our proposed MSG-PSO algorithm borrows the idea of local and global searchers, and offers a simpler and more straightforward method to balance global and local search.
In our previous research [Binkley 08], we proposed velocity-based reinitialization for PSO (VBR-PSO) to improve the balance between global and local search. In VBR-PSO, the velocities of the particles are monitored and when the median velocity of the swarm particles drops below a threshold, the swarm is reinitialized (the threshold controls the balance between global and local search). Through the SG-PSO and MSG-PSO algorithms proposed in this study, we investigate the ability of a dynamic population to balance global and local search automatically. 
The Standard PSO Algorithm
In the standard PSO algorithm [Eberhart 01 ], a population of particles is initialized randomly in the domain space of the function to be optimized. Each particle is given a random position and velocity in the n-dimensional domain space. As time progresses, the particles fly through domain space, updating their positions, velocities, and keeping track of their own personal best-ever position.
The state of a particle is represented by its position
and its personal best position p i = (p i1 , p i2 , . . ., p in ), where i is the particle index and n is the number of dimensions of the domain space. The state of the whole swarm consists of state of all the particles plus a global best position p g = (p g1 , p g2 , . . ., p gn ).
At each time step, the particles update their velocity and positions according to the following equations.
Where r 1 and r 2 are uniform random numbers between 0 and 1, i is the particle index, and d is the coordinate being updated. The velocity and position vectors are updated on a coordinate by coordinate basis. The pseudocode for the standard PSO algorithm is presented in Figure 1 .
The standard PSO algorithm given here is known as the global best PSO algorithm. 
Stop and Go Particle Swarm Optimization
First, we discuss the stop and go PSO (SG-PSO) algorithm, then SG-PSO is extended to introduce the mixed SG-PSO (MSG-PSO) algorithm.
1 The Stop and Go PSO Algorithm
The SG-PSO algorithm is a simple-to-implement PSO algorithm with a dynamically resizing population. SG-PSO starts with a maximum population and stops selected particles as the optimization is performed. Stopped particles do not perform function evaluations, however, later in the optimization stopped particles may become active again. This "stop and go" design gives the SG-PSO algorithm its unique 
8: dynamic population. In addition, the stopped particles act as a type of memory for the swarm.
To determine the appropriate time to stop or start a particle, one helpful parameter is introduced: the required degree of optimization accuracy, r. In the simple case, r, can be considered a sphere in n-dimensional domain space. In the more general case, different weights can be attached to each dimension in a problem specific manner, resulting in an n-dimensional ellipsoid. Since we are dealing with benchmark functions in this study, n-dimensional Euclidean distance is used, with all dimensions being weighted equally.
At the beginning of each time step of the SG-PSO algorithm, the distance between the "solution" (approximated by the swarm's global best) and each particle's personal best is compared. If this distance is less than the required accuracy, r, the particle will neither move nor perform a function evaluation during this time step. Since the global best can change as time progresses, stopped particles may become active again.
One more detail needs to be mentioned. There is the possibility that all the particles will converge to within the required accuracy of the current swarm's global best, and all particles will become stopped. There may be available function evaluations and the question arises as how to effectively use them. If the particles continued from their current state (for ex- 
10: ample, using the standard PSO algorithm), function evaluations would be concentrated between their personal bests and the global best, mostly within the required accuracy, r, of the global best. Although this might improve the result slightly, the optimization result is already within the required accuracy where these function evaluations would be occurring. This suggests that the function evaluations might be better applied elsewhere through the use of some type of restarting method.
There are many methods of restarting the whole swarm or part of the swarm in the literature. In [Clerc 99 ], a "no-hope" criterion is based on the spread of particles space is used, and when appropriate the particles are restarted around the best particle. In the "self-organizing hierarchical particle swarm optimizer" (HPSO) [Ratnaweera 04 ], velocity components are individually reinitialized. In the Gregarious PSO (G-PSO) [Pasupuleti 06 ], the velocity vector is completely reinitialized when the particle reaches certain distance from the global best. In [Clerc 06 ], after a number of time steps without improvement, the neighborhoods of the particles are randomized. In velocity-based reinitialization [Binkley 08 ], the global best is stored and the whole swarm is reinitialized when the median velocity of the particles drops below a threshold.
The majority of reinitialization methods in the literature are mostly applicable to a particular PSO variant. Some, such as the "no-hope" criterion, concentrate search around the current global best. In the SG-PSO algorithm, it is our hypothesis that the current global best is within the required accuracy of the nearest local minimum and therefore further function evaluations nearby are not likely to be very useful. In SG-PSO, a more global search oriented reinitialization method is desired. We restart all particles, except the current global best. The particles forget their current personal best, and are restarted with both new random velocities and positions.
In Section 5, we observe that SG-PSO yields improved results over standard PSO for multimodal functions. Intuitively, on unimodal functions, the dynamic decrease in population size offered by SG-PSO can result in quicker convergence to the minimum. However, in the standard PSO algorithm it is wellknown that for multimodal functions, larger populations are needed to avoid premature convergence to a local minimum. At first glance, it seems that the decrease in population size offered by SG-PSO might be a disadvantage when facing multimodal functions. On the contrary, we hypothesize that the decrease in population size is an advantage when facing multimodal functions. The key being that with SG-PSO particles stop and reinitialization can occur. When convergence occurs to within the required accuracy setting, reinitialization is performed, allowing for the search for better local minimums. Whereas the standard PSO algorithm keeps a constant relatively large population size, investigates many possible local minimums, and then converges on one; the SG-PSO algorithm decreases the population size dynamically, converging quicker to a local minimum and then reinitialization is performed to investigate other local minimuns. SG-PSO investigates local minimums in a sequential manner.
The SG-PSO algorithm is a straightforward modification to the standard PSO algorithm. A check for a stopped particle is inserted before line 4 of 
2 Mixed SG-PSO
The mixed SG-PSO (MSG-PSO) algorithm is an extension to the SG-PSO algorithm to improve the balance between global and local search in PSO. We found that the SG-PSO algorithm's accuracy setting can be applied in a very natural and straightforward way to balance local and global search.
In the MSG-PSO algorithm, each particle is given an individual accuracy setting, r i , where i is the particle index. With different accuracy settings, a mixture of global searching particles (high accuracy settings, smaller r i ) and local searching particles (low accuracy settings, larger r i ) is created. First, the global searchers find promising locations in domain space and stop, then local searchers perform further optimization. The MSG-PSO "stop and go" population dynamics prove very effective on both unimodal and multimodal problems, and are analyzed in detail in Section 5 2 4.
The required modification to the SG-PSO algorithm given in Figure 2 is simple, line 5 is modified as follows.
In this study, the r i required accuracy settings are constants, fixed at the beginning of the MSG-PSO algorithm.
Experiments
In this section, first we discuss the common experimental settings and then we give the experimental results.
1 Common Experimental Settings
We compare the PSO algorithms using five benchmark functions commonly found in the PSO literature. The functions given in Table 2 . The Sphere, and Rosenbrock functions are unimodal functions. The Rastrigrin, Griewank, and Schaffer's f6 functions are multimodal functions. For the curious, some graphs and program code relating to these functions is given at GO Test Problems web site [Hedar 07 ]. The simulation difficulty is adjusted by varying the number of dimensions of the search domain space. Except for the Schaffer's f6 function which is two dimensional, simulations were performed for all functions in 10, 20, 30, 50 and 100 dimensions, resulting in a total of 21 benchmark functions of various difficulties.
There are many simulation parameters to determine such as the maximum number of function evaluations allowed for each simulation, the size of the search domain, the stopping criterion for each benchmark function. We based our simulation settings on [Ratnaweera 04 ] and [Binkley 08 ], choosing common settings from the literature whenever possible.
The simulations were stopped when a predetermined stopping criterion was reached or if the maximum number of permitted function evaluations was exhausted. The stopping criterion and number of permitted function evaluations are based on function difficulty. The stopping criterion for all functions was set to 0.01, except for the Schaffer's f6 function were the stopping criterion was set to 0.00001. For Schaffer's f6 function the maximum number of function evaluations was set at 40000. For the Sphere function the maximum number of evaluations was set at 40000, 80000, 120000, 200000, and 200000 respectively, for the 10, 20, 30, 50, and 100 dimension simulations. For the remaining functions the maximum number of evaluations was set at 120000, 160000, 200000, 200000, and 200000 respectively, for the 10, 20, 30, 50, and 100 dimension simulations.
In PSO, the particle positions, are normally restricted to a predetermined search range, and the velocity is restricted to a fraction of the search range [Eberhart 00, Eberhart 01]. The search range and maximum velocities are specific to each benchmark function and are given in Table 2 . In a manner similar to the PSO velocity update process, the position and velocity restrictions are enforced on a component by component basis. If a particle's position component exceeds the maximum range, the component is randomly placed back in the range, and the corresponding velocity component is set to 0. If a particle's velocity component exceeds the maximum velocity, the component is set to the maximum velocity.
Since the global minimum of all the common PSO benchmark functions is near the origin, uniform initialization over the search domain will tend to surround the minimum. To avoid this bias, asymmetric initialization was proposed in [Angeline 98 ]. The asymmetric initialization ranges used in this study are given in Table 2. The initial particle velocities are randomly chosen from between minus and plus the maximum velocity.
The standard PSO algorithm population is fixed at 40 particles. For the parameters, w, c 1 , and c 2 , we use the common Clerc settings [Clerc 02, Clerc and Figure 3 apply the same labels as Table 3 .
2 Experimental Results
The results for the SG-PSO and MSG-PSO algorithms are given. Allocation of computational resources and the population dynamics of the SG-PSO algorithms are studied.
§ 1 Stop and Go PSO
In Table 3 , we compare the results for standard PSO algorithm to the SG-PSO algorithm with r varying from 10 −3 to 10 −9 . We observe that for the Sphere problems of less than 50 dimensions the results are the same in terms of the number of successes achieved. However, at 100 dimensions the SG-PSO algorithm starts to outperform, achieving 199 successes for accuracy settings r = 10 −3 and r = 10 At r = 10 −9 , the SG-PSO algorithm approaches the standard PSO algorithm, SG-PSO becoming almost, but not quite, like a standard PSO with only 39 particles. The difference being that the global best particle does not move, but may change as time progresses.
Comparing SG-PSO to TVW-PSO, we find that the SG-PSO algorithm outperforms TVW-PSO on the unimodal functions, while TVW-PSO yields better results on the higher dimensional multimodal benchmark problems.
Most striking is the difference in performance on the simple Sphere problem in 100 dimensions. While SG-PSO achieved more than 197 successes, TVW-PSO was only able to achieve 29 successes. On the unimodal Rosenbrock function, SG-PSO outperformed TVW-PSO on problems of all dimensions. On the multimodal Rastrigrin function, SG-PSO outperformed TVW-PSO on problems of dimensions less than 50 dimensions, the results for 50 dimensions were about equivalent, and TVW-PSO performed better at 100 dimensions. The multimodal Griewank function yielded similar results. SG-PSO outperformed TVW-PSO on problems of less than 30 dimensions. And TVW-PSO performing better on the problems of 30 or more dimensions. Whereas TVW-PSO offers improvements on the performance of multimodal functions over the standard PSO algorithm, it significantly sacrifices the ability to optimize unimodal functions. The SG-PSO algorithm, proposed in this paper, improves on the performance of the standard PSO algorithm on multimodal functions, without significant sacrifice of the ability to optimize unimodal functions. The MSG-PSO algorithm (see Section 5 2 2) improves on the standard PSO algorithm for both unimodal and multimodal benchmark functions. § 2 Mixed SG-PSO Table 3 gives the results for the benchmark functions, comparing the number of successes in reaching the stopping criterion and average optimization results reached for the mixed SG-PSO (MSG-PSO), the standard PSO, and the SG-PSO algorithms. The results are identical for the Sphere problems of less than 100 dimensions. At 100 dimensions, the MSG-PSO outperforms the standard PSO algorithm.
The MSG-PSO algorithms, with parameters settings of MIXa and MIXb, outperform the standard PSO algorithm on the multimodal Rastrigrin function, the multimodal Griewank function, and the unimodal Rosenbrock function. The MIXa parameter settings perform equivalent to or better than the standard PSO algorithm on all 21 benchmark functions.
In only two dimensions, the very granular accuracy settings of MIXb and MIXc show a degradation of performance on the 2-dimensional Schaffer's f6 function. We explain this through observing that in two dimensions, an accuracy setting of 100 in the case of MIXc is about 25 % of the search domain 2-D volume. In 30 dimensions, an accuracy setting of 100 is a very small fraction of the search domain 30-D volume, about 100/10 30 . The accuracy setting of 100 is too granular for 2-D Schaffer's f6 function, leading to the degradation in performance. The MSG-PSO algorithm is observed to outperform the standard PSO algorithm on both unimodal and multimodal benchmark functions.
§ 3 Allocation of Computational Resources
Through its dynamic population, we hypothesize that compared to the standard PSO algorithm, the SG-PSO algorithm is better able to allocate computational resources (function evaluations), leading to a gain in performance. We illustrate this with two graphs showing the fitness of the best member of the swarm vs. the number of function evaluations applied. The standard PSO algorithm stagnated rather quickly and was unable to apply the remaining function evaluations effectively. The TVW-PSO algorithm was more effective than standard PSO, but still stagnated due to its inherent decreasing momentum coefficient. The SG-PSO methods do not show the quick stagnation of the standard PSO algorithm, and will likely continue to improve the optimization result if more functions evaluations are applied.
The graph shown in Figure 3 illustrates a typical case. Whereas the standard PSO and TVW-PSO algorithms have stagnated on the 30 dimensional multimodal Rastrigrin function, the SG-PSO algorithms are still able to improve on the minimum after 200000 function evaluations.
Some unimodal functions are more difficult for the SG-PSO algorithms. Figure 4 shows the 30 dimensional unimodal Rosenbrock function. Here the TVW-PSO algorithm is outperformed by the SG-PSO algorithm, the standard PSO algorithm slightly outperforms the SG-PSO algorithm, and the MSG-PSO algorithm performs best overall.
These graphs illustrate one further advantage over the TVW-PSO algorithm: a good optimization result is achieved quickly and the result can be built on. In Figure 3 and Figure 4 with less than 25000 fitness function evaluations a good optimization result is achieved. Further computational resources can be applied to improve the result in a straightforward manner, simply by extending the evolution of the swarm (adding more time periods). Application of further computational resources to improve a result for TVW-PSO is difficult, since the method of decreasing the momentum coefficient has already been fixed. . The population remains steady optimizing like standard PSO until the 300 th time step at which point most particles stop, the population size dropping below 10. Soon, a better global best is found by the these few particles and all particles continue optimization from their previous locations. At about time step 500, the active population has dropped again and all particles stop, all particles except the global best are reinitialized. Reinitializations occur again at approximately time steps 2500 and 2800. The optimization is finished when the stopping criterion is reached at about time step 2900. . Initially, the global searchers stop and go as the global best is consistently improved. At about time step 250, significant improvements in the global best are not found and the global searchers begin to stop and not reactivate. There is a short plateau until about time step 300 where mostly local searchers are concentrating on local improvement. As this becomes futile, the local searchers begin to stop and the active population drops briefly to 5. The global best is then improved significantly and the population jumps to 15. However, further significant improvement is not found and all particles reach their required accuracy and stop at about time period 1000. At this point all the particles except the global best are reinitialized. Optimization continues in a similar manner, after 12 more reinitializations the stopping criterion is reached at about time step 4300. § 4 Population Dynamics The population dynamics reveal hints about the inner workings of the SG-PSO algorithms. Most notably, the SG-PSO algorithms produce distinct population dynamics on unimodal and multimodal benchmark functions. While reinitializations occur on multimodal functions, they do not occur on unimodal functions (with reasonably small accuracy settings).
An example of the multimodal SG-PSO population dynamics is shown in Figure 5 . Initially, SG-PSO behaves much like standard PSO, with all particles except the global best particle moving. Then, as the particles get near a local minimum, many particles get within the required accuracy of the current global best. These particles stop while the moving particles continue to search. If the global best is improved significantly, the stopped particles activate again. Eventually, when all particles are within the required accuracy of the global best, they stop and all particles except the global best are reinitialized.
We hypothesis that it is the stop, wait, and go dynamics that allow for the more effective use of func- tion evaluations in the SG-PSO algorithms, and thus the improvements in optimization results over the standard PSO algorithm. This is particularly clear in MSG-PSO where there are two particle accuracy settings: global search (low accuracy setting) and local search (high accuracy setting). The global searchers are observed to stop first, and wait for local search to progress before continuing movement.
An example of the multimodal MSG-PSO population dynamics is shown in Figure 6 . Throughout the run, there are plateaus observed at a population of about 20, where the global searchers have mostly stopped, but the local searchers are continuing to improve the local minimum.
Although the population dynamics of the multimodal benchmark functions of 10 or more dimensions were all similar to the Rastrigrin function studied in Figure 5 and Figure 6 , the population dynamics of the unimodal benchmark functions are different. For the SG-PSO, the graphs of the unimodal Rosenbrock (and Sphere) population dynamics were mostly straight lines, with only the current global best particle ever stopped. The MSG-PSO population dynamics on the unimodal Rosenbrock function are more interesting. In Figure 7 , we observe stop and go action throughout the run, and hypothesis that it is the mixture of local and global searchers the produces these population dynamics. In both SG-PSO and MSG-PSO, reinitializations are not observed on unimodal functions.
Conclusion
In this study, we proposed the stop and go PSO (SG-PSO) algorithm, a new method to dynamically adapt the PSO population size. In SG-PSO, particles are stopped and removed from the population when they have approximately reached the required accuracy. Stopped particles do not consume valuable function evaluations, but as the swarm evolves, the stopped particles may become active again, behaving as a memory for the swarm. The SG-PSO algorithm is a simple and effective modification to the standard PSO algorithm and shows strong improvements over the standard PSO algorithm on multimodal benchmark functions from the PSO literature while approximately equivalent results are observed on unimodal benchmark functions.
As an extension to the SG-PSO algorithm, we proposed the mixed SG-PSO (MSG-PSO) algorithm to facilitate the balance between global and local search. In the MSG-PSO algorithm, particles are given individual accuracy settings, resulting in a mixture of global and local searching particles. First, the global searchers find promising locations in domain space and stop, then local searchers perform further optimization. The MSG-PSO algorithm is a straightforward extension to the SG-PSO algorithm and strongly outperforms the standard PSO algorithm on both unimodal and multimodal benchmark functions.
We analyzed the population dynamics of the SG-PSO and MSG-PSO algorithms. As the particles required accuracies were achieved, the particles were observed to stop and wait for the search to progress before continuing. We hypothesized that the "stop and go" behavior of the particles in the SG-PSO and MSG-PSO algorithms allows for more effective application of function evaluations, leading to gains in performance over the standard PSO algorithm. We noted that while reinitializations occur on multimodal functions, they do not occur on unimodal functions.
In future research, we plan to investigate extensions to the MSG-PSO algorithm. One idea is to implement a MSG-PSO algorithm with more than two particle types. We are also considering time varying and adaptive particle accuracies.
