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Abstract
The intelligent handheld instrument, ITrem2, enhances manual positioning accuracy by cancelling erroneous hand movements and,
at the same time, provides automatic micromanipulation functions. Visual data are acquired from a high speed monovision camera
attached to the optical surgical microscope and acceleration measurements are acquired from the inertial measurement unit (IMU)
on board ITrem2. Tremor estimation and canceling is implemented via Band-limited Multiple Fourier Linear Combiner (BMFLC)
ﬁlter. The piezoelectric actuated micromanipulator in ITrem2 generates the 3D motion to compensate erroneous hand motion.
Experiments were conducted for cancellation of oscillatory motions and error amplitude was reduced by 67% in 1-DOF test.
c© 2012 Published by Elsevier Ltd. Selection and/or peer-review under responsibility of the Iris2012, Dr. Hanaﬁah Yussof, HuRoBs
Lab, Faculty of Mechanical Engineering, Universiti Teknologi MARA, Malaysia.
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1. Introduction
Physiological tremor [1], jerk [2] and low frequency drift [3] are involuntary and erroneous motion components of
normal human hand movement. Physiological tremor is the most common involuntary motion affecting micromanip-
ulation. The frequency of the signiﬁcant component of physiological tremor is reported to lie in the 8Hz to 12Hz band
[4] and its peak-to-peak amplitude can be as large as 50μm [5].
The presence of erroneous involuntary hand movements limits the surgeon’s micromanipulation accuracy. Many
delicate surgical procedures are considered infeasible because of these inherent limitations. An example of a delicate
surgical intervention is direct injection of anticoagulants into the retinal veins to treat central retinal vein occlusion [6].
There is a risk of retinal detachment and intraocular hemorrhage when inserting a needle and injection the drug into
the 80μm diameter vein [7]. Performing these tasks without making disastrous damage to the veins is challenging.
Various tools have been implemented to achieve accuracy enhancement such as telerobotic systems [8] and steady-
hand robotic systems [9]. Handheld instrument approach for physiological tremor compensation was proposed by
Bose et al. [10] to further reduce cost, and to maximize the ease of use, user acceptance, and compatibility with
current surgical practice. In these devices, sensing and the manipulator systems are implemented within a completely
∗ Corresponding author. Tel.: +65-6790-4377.
E-mail address: yanna@ntu.edu.sg
Available online at www.sciencedirect.com
Open access under CC BY-NC-ND license.
Open access under CC BY-NC-ND license.
730   Yan Naing Aye et al. /  Procedia Engineering  41 ( 2012 )  729 – 736 
handheld instrument. The sensing system senses the motion of the instrument body, and the manipulator system
controls the tool tip to compensate the erroneous motion.
Maintaining the instrument size and weight as close as possible to those of existing passive instruments, Ang
and Riviere [11] developed an active tremor compensation handheld instrument called Micron. A more compact
handheld instrument called ITrem was presented by Latt et al. [12] with an improved sensing system using only
analog accelerometers. The sensing sub-system is non-obtrusive since the sensors are internally-referenced and are
light in weight and mounted inside the instrument body. Inertial sensing provides movement information at high
sampling rate but it tends to lose accuracy over time. Therefore, they are suitable for sensing tremor which is a high
frequency component in erroneous hand movement.
ITrem uses only accelerometers to sense physiological tremor but the accelerometers alone are not suitable to sense
the low frequency hand motion. Because the magnitudes of the hand motion drift and intended motion in acceleration
domain are less than the accelerometer noise level [13]. On the other hand, to perform certain automatic functions
such as “Snap-to” [14], a technique that is used to guide the tool tip to the target automatically, it is necessary to
determine the absolute tool tip position in the world reference frame. Other high level functions to aid and enhance
micromanipulation, such as virtual ﬁxtures [15] also require the absolute tool tip position to be known in the world
reference frame. But the inertial sensors are unable to sense the absolute position of the tool tip of ITrem with respect
to the world reference frame because of the notorious drift associated with them.
In this paper, we propose an improved handheld instrument, ITrem2, which incorporates real-time vision system
and the inertial measurement unit. In addition to physiological tremor cancellation, ITrem2 further reduces the error
due to hand motion drift and allows automatic micromanipulation functions.
2. Design of ITrem2
The ITrem2 sensing system consists of two sub-systems, the inertial measurement system and the vision system.
The inertial measurement system embedded in ITrem2 senses its own motion. This inertial information is used to
cancel the physiological tremor. The vision system has a high speed camera mounted on the surgical microscope. The
measurements from the vision system is used to control the tool tip of ITrem2 in micrometer scale accuracy.
The piezoelectric actuators in ITrem2 manipulate the tool tip in real-time to nullify the erroneous motion and to
position it to the desired target. The functional block diagram of ITrem2 is shown in Fig. 1.
In this approach, the inertial sensors are used to cancel physiological tremor and the vision feedback is used for
visual servo control as shown in Fig. 2.
2.1. The Vision Unit
The vision system searches the ITrem2 tool tip in each acquired image using edge based geometric template match-
ing. To use edge based geometric matching, an image template characterized by shape information that represents the
ITrem2 tool tip is created ﬁrst. The geometric matching gives the coordinate positions of the ITrem2 tool tip in pixel
reference frame, PP =
[PX PY]T , in sub-pixel accuracy. After that, the position of the tool tip in the microscope
reference frame is obtained from (1),
[
p11− p31PX p12− p32PX
p21− p31PY p22− p32PY
][MX
MY
]
=
[
p34PX− p14+
(
p33PX− p13
)MZ
p34PY − p24+
(
p33PY − p23
)MZ
]
, (1)
where pi j is the element of perspective projection matrix at ith row and jth column.
There are several focusing algorithms to estimate the distance of the tool tip from the center of the objective lens
based on the blurriness of an image [16]. Among them, the Normalized Variance method is mentioned to provide the
best overall performance. Calibration to relate the focus value of the ITrem2 tool tip and the distance along the Z-axis
of the microscope reference frame is also done.
After calibration, MZ in the microscope reference frame can be solved on-line from focus value calculation of the
tool tip using the Normalized Variance method. Considering the efﬁciency of the numerical calculation, the more
appropriate parabola-ﬁtting approximation [17] is used instead of a brute-force approach. These focus values along
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Fig. 1. Functional block diagram of ITrem2
Fig. 2. The ITrem2 block diagram.
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the Z-axis may be modeled by a least squares ﬁt of a second order polynomial as a function of distance and is shown
in (2).
FV (MZ) = c2MZ
2
+ c1
MZ+ c0 (2)
where c2,c1, and c0 are coefﬁcients of the polynomial.
2.2. The Inertial Measurement Unit
The frame attached to the body of ITrem2 is represented by the body reference frame, {B}. The rotation matrix
which brings the corresponding axes of the body reference frame and the microscope reference frame onto each other
is denoted by MRB. Then the coordinate transformation of the tool tip acceleration from the body reference frame to
the microscope reference frame can be represented by (3) and (4)
MA= MfB
(BA) (3)
MA= MRBBA (4)
where MfB represents the function that performs coordinate transformation. Since the body reference frame on the
instrument is moving with respect to the microscope reference frame, the rotation matrix, MRB, is updated at each
sample point using Z-Y-Z Euler Angle Sequence.
At ﬁrst, the X-Y plane of the microscope reference frame is manually calibrated to be aligned to the horizontal
plane using a digital inclinometer. The accuracy of the digital LCD inclinometer (667-3916, RS Component) is±0.1◦.
Therefore, the Z-axis of the microscope reference frame is aligned to the gravity, G, after the calibration.
The dual-axis miniature digital MEMS accelerometers ﬁxed on ITrem2 are used to detect the tilt angle rotation,
MβY , about MY axis and roll rotation, MγZ , about MZ axis. Tilt sensing method using nonlinear regression model of
low-g MEMS accelerometer [18] is used to reduce the sensing error almost to the level of stochastic noise.
Pan angle rotation is obtained from the orientation of the tool tip image of ITrem2 in the pixel reference frame. Two
corner points of the template in edge based geometric template matching is used to estimate the pan angle rotation,
MαZ , about MZ axis of the microscope reference frame.
3. Experiment
3.1. Setup
The vision system consists of a table top optical surgical microscope (Leica M651 MSD, Leica Microsystem
GmbH, Germany) with a built-in coaxial illuminator retroﬁtted with a camera (Basler piA640 -210gm/gc, Basler AG,
Germany). The magniﬁcation of the achromatic objective lens of the microscope is 25 and its focal length is 200mm.
The control unit for the built-in illuminator allows continuous adjustment of the light intensity. The microscope is
equipped with a beamsplitter and a stereo attachment for a second observer. Therefore the workspace can be viewed
simultaneously by the camera, a surgeon, and an assistant.
The image sensor inside the camera is a Kodak CCD sensor and its resolution is 640×480 pixels. This provides a
workspace view of 5mm×3.7mm. To obtain good quality images with an acceptable noise level, we used an exposure
time of 8 ms and the sampling rate of the vision system is 50 Hz.
Real-time image processing is performed on the NI PXIe-8130 real-time embedded computer connected to the
camera via the Gigabit Ethernet interface. Edge based geometric template matching is used to track the ITrem2 tool
tip because it is capable of locating the template which may be rotated or partially occluded in the image. The IMAQ
Vision for LabVIEWTM is used to implement the template matching and it gives the position of the tool tip in sub-pixel
accuracy.
There are four dual-axis digital miniature MEMS accelerometers (ADIS16003, Analog Devices, USA) placed
inside the ITrem2. The embedded microcontroller (AT89C51CC03, Atmel, USA) on board ITrem2 reads the measure-
ments from the accelerometers at 666Hz. After performing a moving average ﬁltering, the microcontroller sends the
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acceleration data to the real-time computer at 333 samples per second. The CAN (Controller-area network) interface
with a bandwidth of 500kps is used to achieve robust and real-time communication between the ITrem2 and the real-
time computer. The real-time computer deploys a ﬁrst-order digital Butterworth bandpass ﬁlter to ﬁlter out the effects
of accelerometer drift, gravity, and noise.
3 DOF motion for the micromanipulator is generated by the parallel mechanism using three piezoelectric actuators
and a ﬂexural mechanism. Maximummovement of the manipulator along the X-axis and Y-axis is 150μm and that of
the Z-axis is 28μm.
The displacement of the tool tip is measured by capacitive sensor placed in X-axis (capaNCDT 6019 fromMICRON-
EPSILON with resolution 0.2μm, band width 500Hz, measuring range 0.2mm). The position of the sensor can be
adjusted using the linear stage. The experimental setup of ITrem2 is shown in Fig. 3.
Fig. 3. Experiment setup of microscope, camera and motion generator.
3.2. Visual Servo Control
The ITrem2 system uses position based visual servo control [19] integrated with inertial sensing to fulﬁl the need
for hard real-timeliness in microsurgery. Vision system has a monovision camera mounted on the micorscope which
is located at a ﬁxed position in the workspace. It captures the tool tip images at the sampling rate of 50Hz. The inertial
sensors are mounted inside the ITrem2 to sense the hand movement. Sampling rate of the accelerometers is 333Hz.
The coordinate transformation from the tool tip reference frame, {T}, to the body reference frame attached to the
ITrem2 is represented by
BP= BfT
(TP) , (5)
where BfT refers the coordinate transformation from the tool tip reference frame to the body reference frame. Then
the position, MP, relative to the microscope reference frame may be computed from the corresponding position, TP,
in the tool tip reference frame by using composition of coordinate transformations
MP= MfB
(BfT (TP)) (6)
= MfT
(TP) (7)
The micromanipulator in ITrem2 is a piezoelectric actuated parallel ﬂexural mechanism that generates the 3D mo-
tion so that erroneous hand motion can be compensated. While accelerometers sense uncompensated body movement
of the instrument, the vision system detect compensated position of the tool tip. That is why our algorithm also
needs controlled value, BfT , which speciﬁes coordinate transformation from the body reference frame to the tool tip
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reference frame. For a point-to-point positioning task in which the tool tip at MP is to be brought to a desired target
location, MS in the microscope reference frame, the error function may be deﬁned as
TE
(T fB)= T fB (BfM (MP−MS)) . (8)
where the coordinate transformation from the tool tip reference frame to the body reference frame, T fB, is the value
to be controlled. The control input to be computed is the desired micromanipulator translational movement, u, as
shown in (9)
u=−KTE
(T fB) , (9)
where K is a proportional feedback gain. The proportional control law will drive the tool tip so that the value of the
error function is zero.
3.3. Results
The experiment has been carried out to test its performance on physiological tremor cancellation and snap-to a tar-
get function. The ITrem2 was ﬁxed ﬁrmly to the motion generator and the motion that consists of both high frequency
and low frequency components was generated along X-axis of the microscope reference frame. The high frequency
component of 10Hz with 40μm peak-to-peak sinusoidal was used to create a representation for physiological tremor
and the low frequency component of 0.5Hz with 50μm peak-to-peak sinusoidal was to simulate hand motion drift.
First, the piezoelectric manipulator was turned off and the resultant movement of the ITrem2 tool tip was 90μm
peak-to-peak. The RMSE of the uncompensated motion was 24.4μm. The ground truth position of the ITrem2 tool
tip along the X-axis of the microscope reference frame as measured by the capacitive sensors is shown in Fig. 4(a).
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Fig. 4. (a) Ground truth position of the ITrem2 tool tip, and (b) the ITrem2 tool tip position from vision.
Fig. 4(b) shows the measurements from the vision unit as opposed to the ground truth position of the ITrem2 tool
tip. There is a signiﬁcant delay in the vision information because the vision system requires sufﬁcient exposure time
to acquire images with acceptable noise level and substantial image processing to identify the tool tip. This inherent
delay in the vision system is too long for the physiological tremor to be compensated. That is why ITrem2 uses
BMFLC (Band-limited Multiple Fourier Linear Combiner) ﬁlter to estimate and compensate the physiological tremor
[20] while the position based visual servo control of the vision system performs automatic visual servoing tasks.
Acceleration readings from the accelerometers consists of several components due to tremor, intended motion,
accelerometer drift, gravity and noise. To obtain the acceleration reading due to tremor only and to ﬁlter out other
components, ITrem2 deployed ﬁrst-order digital Butterworth bandpass ﬁlters and BMFLC ﬁlters. The output of ﬁrst-
order digital Butterworth bandpass ﬁlter for X-axis acceleration is shown in Fig. 5(a). Thereafter, estimation of
tremulous motion for real-time tremor compensation was performed by BMFLC ﬁlter that can track the modulated
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Fig. 5. (a) The ITrem2 tool tip acceleration, and (b) the output of the BMFLC ﬁlter.
signals with multiple frequency components. Fig. 5(b) shows the output of the BMFLC ﬁlter over a period of 1.2
seconds.
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Fig. 6. The waveform showing the result of snap-to function.
Thereafter, the manipulator was turned on to perform snap-to function of the tool tip at two different positions.
The resulting waveform of 1D motion canceling test in the X-axis over a period of 10 seconds is shown in Fig. 6. The
RMSE of the compensated motion was 8.12μm. The percent error reduction due to the compensation of ITrem2 was
67%.
4. Conclusion
The design and implementation of an intelligent hand-held microsurgical instrument for accuracy enhancement,
ITrem2, has been presented. ITrem2 performs automatic visual servoing tasks and, at the same time, reduces the
erroneous tremulous hand motion. The experiment for canceling of multiple frequency oscillatory motions showed
that error was reduced by 67% in 1-DOF test.
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