Abstract-In this paper the problem of simulation of constrained mechanical systems is addressed. In modeling multibody mechanical systems, the Lagrange formulation produces a redundant set of differential-algebraic equations, the integration of which can lead to several difficulties, for example the drift of the "constraint violation". One of the most popular approaches to alleviate this issue is the so-called Baumgarte's method that relies on a linear feedback mechanism. This method can however lead to numerical instabilities when applied to nonlinear (mechanical) systems. The objective of this study is to propose a new method that ensures existence of solutions and makes the constraint manifold asymptotically attractive. The proposed technique is illustrated by means of a simple example.
I. INTRODUCTION
The numerical analysis of constrained mechanical systems has gained great relevance in the research community in the last decades, in part because of the large number of applications where these systems arise and in part because of the increasing computational power of computers, which has allowed the implementation of complex algorithms for simulation purposes. The numerical integration of constrained mechanical systems is not straightforward because the equations of motion obtained from the application of Lagrange's principle are naturally nonlinear and differential-algebraic (DA).
To overcome the issues related to the integration of differential-algebraic equations (DAEs), numerically dissipative integrators have been proposed for stiff problems in [1] , while in [2] the direct application of ordinary differential equation (ODE) methods has been investigated. The general conclusion is that direct numerical solutions of DAEs can be achieved only for systems with index 1, where the index represents the minimum number of differentiations required to transform a DA system to a pure differential system (see [3] for a precise definition of index). This observation has encouraged the research community to study different techniques for the integration of high index DA systems. Good reviews of classical and contemporary approaches to this problem are given in [4] and [5] . The Index reduction techniques aim to reduce the index of a DA system. For high index systems the algebraic equations involve a sufficient number of "hidden" constraints, e.g. velocity and acceleration constraints in mechanical systems, which can be obtained by repeated differentiation of the algebraic equations. The paper [6] has suggested to enforce these constraints by adding a new set of multipliers to reduce index 3 DAEs to index 2 ones. A further reduction to index 1 was proposed in [7] and then in [8] . However, the reduction comes at the cost of a higher analytical computation due to the higher number of multipliers involved.
Another class of methods which aim to reduce DAEs to ODEs are coordinates reduction techniques, which are based on the algebraic elimination of Lagrange's multipliers. Methods of this kind include Maggi's formulation, see [9] , [10] and [11] , the Index-1 formulation, see [12] , [13] , [14] and [15] , the null space formulation in [13] and Udwadia and Kalaba's formulation, see [16] and [17] . These are all based on the application of classical numerical methods to the resulting ODEs. Even though these methods reduce the number of equations involved, numerical approximations and round-off errors in the initial conditions make the solution drift away from the solution manifold, which is invariant but not attractive, see [18] .
The projection methods aim to avoid drift phenomenon, which arise from the application of coordinates reduction methods, by means of iterative processes that project the solution onto the constraint manifold, see [19] and [20] . As a drawback, none of the algorithms developed so far provide a deterministic number of iterations, which is not appealing for real-time simulations.
Historically, stabilization methods represent the first approach to the considered problem from a control theory perspective. They aim to avoid drift by the addition of extra terms into the equations of motion which vanish on the constraint manifold, but have the effect of making the constraint manifold asymptotically attractive. The most widely used method is the Baumgarte's method [21] . The principle of this method is to stabilize the constraint drift by feeding back the violations of the position and velocity constraints. The choice of the feedback parameters depends on several factors, e.g. the numerical integrator used and the model. However, this method does not solve all possible numerical instabilities. The major drawbacks of Baumgarte's method reported in the literature are the ambiguity in choosing the feedback parameters and the fact that the constraints are not exactly satisfied. Some attempts to improve Baumgarte's method have been presented in [22] , in which an adaptive computation of the feedback parameters based on adaptive control theory has been proposed, or in [23] , in which the integral of the constraint violation calculated using optimal control theory is added to the feedback law. An interpretation of the constraint stabilization method as an output nullifying feedback control has been provided, in the framework of Lie algebraic control theory, in [24] .
Following the geometric interpretation of DA systems given in [25] , the objective of this study is to propose a constraint stabilization method for the simulation of high index nonlinear DA systems. In Section II we show some limitations of a class of stabilization methods by means of a simple example. In Section III we provide the main theoretical results of the paper on constraints stabilization. In Section IV we study the special case of nonlinear constrained mechanical systems. In Section V we present an algorithm for the simulation of nonlinear DA systems based on the proposed theory. In Section VI, the method is validated with an example (integration of a simple pendulum on a cart) and compared to Baumgarte's method. Finally in Section VII we report our conclusions.
Notation. We use standard notation. The superscript represents the transposition operator. 0 represents the zero matrix. The symbol R ≥0 indicates the set of non-negative real numbers. Given a vector x, the symbol ||x|| denotes its L 2 norm. Given a map f : R n → R, we use equivalently the symbols ∇ x f (x) and
∂x to denote the row vector of partial derivatives of f with respect to the vector x ∈ R n . The symbol L f h denotes the Lie derivative of the function h along
indicates the k-th time derivative of the function y(t), provided it exists. Given a manifold Z, the symbol f | Z indicates the restriction of f to Z.
II. MOTIVATION AND PRELIMINARIES
The objective of this section is to highlight some limitations of a class of constraint stabilization methods for the solution of nonlinear DA systems and to introduce some preliminary results which are instrumental for the remaining of the paper. In particular, we show that a class of DA systems shares the same solution manifold of a class of differential systems used for simulation purposes. Then, by means of a simple example, we demonstrate that if the constraints are not perfectly satisfied (such as in cases of errors in the calculation of the initial conditions), the solutions diverge in finite time.
Consider a nonlinear differential-algebraic system of the formẋ
where x(t) ∈ R n is the state vector, λ(t) ∈ R m is the algebraic variable, and f : R n → R n , g : R n → R n×m and h : R n → R m are smooth mappings. For simplicity we assume in the remainder of the section that m = 1 and that the origin is the only equilibrium point of the system. We now recall the definition of index for a DA system. Definition 1. [26] The differentiation index ν of the differential-algebraic system (1) is equal to the minimum number of times it is necessary to differentiate (1) in order to find an explicit expression ofẋ andλ as continuous functions of x and λ.
For the DA system (1) the following proposition holds.
Proposition 1.
[25] Consider system (1). Assume it has index ν = r+1, r ∈ R ≥0 . Consider the mapping z = Φ(x), defined locally around the origin, where
(2) Assume that the Jacobian of Φ(x) is invertible and that φ i , for i = r + 1, . . . , n, are such that
Then, in the new coordinates, system (1) can be written as
. . .
where
, with a, b and q smooth mappings. Moreover, the solution manifold of system (4) is
Consider now the differential systeṁ
in place of system (4), where A ∈ R r×r . The following result holds.
Proposition 2. Consider systems (4) and (6) . Assume system (4) has index ν = r + 1. Suppose ξ(0) belongs to the solution manifold M. Then any solution of (4) is a solution of (6) and viceversa. Proposition 2 states that the differential system (6) can be used in place of the DA system (4) for simulation provided solutions belongs to the manifold M for all t ≥ 0. In general, errors in the calculation of the initial conditions, round-off errors or solver's truncation errors make the solution drift off the solution manifold, i.e. ξ(t) = 0 for some t ≥ 0. In all these cases, the solution behaviour of (6) is unpredictable, as illustrated in the following example.
Consider the DA system ξ 1 = 0,
with α > 0. Note that for ξ 1 (t) ≡ 0 the subsysteṁ
is linear and asymptotically stable. Consider now the case in which ξ 1 (0) = 0. In this case ξ 1 (t) = ξ 1 (0)e −αt and the µ subsystem becomeṡ
from which it is clear that for any α > 0 and ξ 1 (0) > 0 there exists a scalar M > 0 such that, for all µ(0) > M ,
The previous example shows that if the initial conditions do not belong to the solution manifold, solutions may not exist for all t ≥ 0. Hence, it is clear that any constraint stabilization method in form of (6), as shown in Section IV with Baumgarte's method, may make the numerical integration process fail in finite time.
III. NONLINEAR CONSTRAINT STABILIZATION
In this section, motivated by the previous considerations, we derive sufficient conditions for a class of nonlinear DA systems which guarantee the existence of solutions for all t ≥ 0 and asymptotic convergence to the manifold M. The method proposed is based on a nonlinear version of system (6) overcoming the limitations highlighted in the previous section.
Consider the following differential system in place of system (6)ξ
where ξ i (t) ∈ R, for i = 1, . . . , r, µ(t) ∈ R n−r , ξ = (ξ 1 , . . . , ξ r ) , q 0 and q i , for i = 1, . . . , r, are smooth mappings and
for i = 1, . . . , r, with > 0 and δ ∈ R to be specified. For such a system the following result holds, the proof of which is omitted.
Proposition 3. Consider systems (4) and (9) . Assume system (4) has index ν = r + 1. Suppose ξ(0) belongs to the solution manifold M. Then any solution of (4) is a solution of (9) and viceversa.
We now introduce the main result of this section. Theorem 1. Consider system (9) . Assume there exists a positive definite radially unbounded function W (µ) such that
for some γ ≥ 0 and γ 0 ≥ 0, and
for some W > 0. Then the following statements hold.
1) µ(t) and ξ(t) exist for all µ(0) ∈ R n−r , ξ(0) ∈ R r and t ≥ 0; 2) lim t→∞ ξ i (t) = 0, for i = 1, ..., r.
The previous theorem, together with Propositions 1 and 3, proves that solutions of the differential system (9) under assumptions (11) and (12) do exist for all t ≥ 0 and converge to the manifold M of the DA system (1). Note that if stability properties of the DA system (1) are known in advance, these can be exploited to verify condition (11) , as stated in the following corollaries.
Corollary 1.
If the origin is a globally asymptotically stable equilibrium point for system (1) then condition (11) of Theorem 1 is satisfied. 
for some γ ≥ 0 and γ 0 ≥ 0, then condition (11) of Theorem 1 is satisfied.
IV. ON THE INTEGRATION OF CONSTRAINED MECHANICAL SYSTEMS
In this section we study the special case of constrained mechanical systems. We first prove that Baumgarte's method does not guarantee existence of the solutions for all t ≥ 0. Then we show how the results derived in the previous section can be applied to mechanical systems.
Consider a mechanical system with (holonomic) constraints described by the differential-algebraic equations
where M (s) ∈ Rn ×n is a symmetric and positive-definite matrix, called the mass or inertia matrix, Q(s,ṡ) ∈ Rn is the vector of external forces (other than constraint forces) and C(s) ∈ R m represents a set of m kinematic constraints. Here s,ṡ ands representn-dimensional vectors of position, velocity and acceleration, respectively, while λ ∈ R m is a set of m Lagrange multipliers modelling the reaction forces. For simplicity we assume that the origin is the only equilibrium point and that m = 1. Since M (s) is invertible, we can write system (14) in the state space forṁ
where x = (x 1 , x 2 ) = (s ,ṡ ) , x(t) ∈ R 2n , and
and h(x) = C(x 1 ). Since constrained mechanical systems have index ν = 3, then, in Proposition 1, r = ν − 1 = 2. Hence, by applying the coordinate transformation z = Φ(x) defined in (2) with φ i such that (3) holds, to (15), we obtain the system
where ξ 1 (t) ∈ R, ξ 2 (t) ∈ R, µ(t) ∈ R 2n−2 , a(ξ, µ) = 0, and q, a and b are smooth mappings.
Baumgarte's method replaces the DA system (14) with the differential system
where α > 0, β > 0 and λ is such that the second equation in (18) is satisfied, see [21] . Applying the coordinate transformation z = Φ(x) to system (18) yieldṡ
Note that system (19) belongs to the class of systems in (6) with
thus, as discussed in Section II, the solution behaviour is unpredictable in case of inconsistent initial conditions, i.e. initial conditions that violate the constraint. Consider now the differential systeṁ
in place of (18), where
Φ(x) given in (2), with φ i such that (3) holds, and K 1 and K 2 given in (10) . Then the following result holds. Lemma 1. Let Φ(x) be as in (2), with φ i such that (3) holds, and K 1 and K 2 be as in equation (10) . Then system (20) has the following properties. 1) x(t) exists for all x(0) ∈ R 2n and for all t ≥ 0;
The previous lemma shows that solutions of the differential system (20) exist for all x(0) ∈ R 2n and t ≥ 0, and that they converge to the solution manifold of the DA system (15).
V. SIMULATION ALGORITHM In this section, based on the results presented in Sections II, III and IV, we present a globally stable convergent algorithm for the integration of constrained mechanical systems in the form (15) .
Set φ i (x) for i = r + 1, . . . , n such that the matrix
. . . . . .
.
4: Compute the vectorx = Φ −1 (z) where z = Φ(x) = φ 1 , . . . , φ n .
5: Let
Compute functions q i (z), for i = 1, . . . , r, such that
9: Be µ = z r+1 , . . . , z n , find a function W (µ) which satisfies
and
for some γ ≥ 0, γ 0 ≥ 0 and W > 0. 10: Set δ such that
for i = 1, . . . , r and > 0. 12: Let
Simulate the differential systeṁ
VI. NUMERICAL EXAMPLE
Consider a simple pendulum on a cart depicted in where the cart has mass M , the pendulum has mass m and l is the length of the rigid bar, assumed massless. Assume that the only external force acting on the system is the gravitational force, with g a the gravitational acceleration. Such a system can be described by a set of differential-algebraic equations in the state space form (1) where
are the Cartesian coordinates of the center of mass of the cart and of the pendulum, respectively, and
All simulations have been carried out with the MATLAB solver "ode23" with absolute and relative tolerances equal to 1e−12. Moreover, the data used in all simulations are M = 1 kg, m = 1 kg, l = 1 m, δ = 5 for the proposed method and α = β = 5 for Baumgarte's method. Simultation in finite time, while the method in Algorithm 1 achieves constraint stability. Note that for both simulations a faster transient response could be achieved using Baumgarte's method with a different choice of the parameters α and β. However, for any fixed choice of these parameters there exists a large enough inconsistent initial condition which makes the trajectory to diverge in finite time.
Finally, we report simulation results for different values of the parameter δ for x 1 (0) = x 5 (0) = 1, x 7 (0) = 10 and x 2 (0) = x 3 (0) = x 4 (0) = x 6 (0) = x 8 (0) = 0. As can be seen from Fig. 6 , as δ grows, the steady state error of the total mechanical energy becomes smaller.
VII. CONCLUSIONS
In this paper we have studied the problem of integration of a general class of nonlinear DA systems with high index. In Section II we have shown that stabilization methods based on a linear feedback mechanism have some limitations when applied to nonlinear systems, resulting in numerical instabilities for certain initial conditions. The method proposed in Section III is based on the stabilization of the algebraic equations and guarantees solutions existence for all times and constraints satisfaction. The special case of constrained mechanical systems has been studied in Section IV, where the proposed method has been compared with Baumgarte's method. A stepby-step algorithm for the simulation of nonlinear differentialalgebraic systems has been provided in Section V. Finally, in Section VI, a numerical example has validated the theoretical results.
