Difficulties in the assimilation of Lagrangian data arise because the state of the prognostic model is generally described in terms of Eulerian variables computed on a fixed grid in space, as a result there is no direct connection between the model variables and Lagrangian observations that carry time-integrated information. A method is presented for assimilating Lagrangian tracer positions, observed at discrete times, directly into the model. The idea is to augment the model with tracer advection equations and to track the correlations between the flow and the tracers via the extended Kalman filter. The augmented model state vector includes tracer coordinates and is updated through the correlations to the observed tracers.
Introduction
Lagrangian meters, such as weather balloons and ocean drifters and floats, provide a substantial part of atmospheric and oceanic data. These data are used to reconstruct mean large-scale currents, estimate the rate of relative dispersion, and give insight into the formation, movement, and interaction of coherent flow features, such as eddies, etc. (Dutkiewicz et al. 2001; Garfield et al. 2001; Carr and Rossby 2001; Bower and Hunt 2000) . Trajectories of Lagrangian tracers also contain detailed quantitative information about the dynamics of the underlying flow, but this information is currently not used for assimilation into flow models. The reason is that most assimilation schemes in oceanography and meteorology use model variables computed on a fixed grid in space (Ghil and Malanotte-Rizzoli 1991) , whereas the Lagrangian observations are distributed nonuniformly over the space and do not give the data directly in terms of model variables.
In this work we present a new method for the assimilation of Lagrangian (drifter) data that follows a sequential approach. Our approach is based on applying the extended Kalman filter (EKF ; Jazwinski 1970) to the dynamics in the augmented state space that includes drifter coordinates as extra variables (Ide et al. 2002) . The augmented state vector x ϭ (x F , x D ) combines the Eulerian part x F describing the state of the flow, and the Lagrangian part x D -coordinates of the drifters. Advection equations for x D are added to the model (equations for the evolution of the Eulerian variables are not changed). The augmented error covariance matrix is evolved by the tangent linear model (TLM). On the level of second-order statistics it carries all necessary information including the correlations between the errors in flow variables and the errors in drifter positions. Due
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to the correlations, the assimilation of the tracer information corrects not only the tracer part of the state vector x D but also the flow variables x F . The correction vector Kd is a product of the innovation vector d (differences between observed drifter coordinates and their predictions by the model) and the Kalman gain matrix K. The latter has dimension N ϩ L by L, where N, L are dimensions of x F , x D . The first N rows of the matrix K give the weights with which drifter observations correct the state variables, they are proportional to the part of the error covariance matrix corresponding to correlations between the flow state and drifter positions. These correlations always appear because drifter motion depends on the underlying flow. A different approach where drifter data were used to derive Eulerian (velocity) information that is assimilated into the model was used in Ö zgökmen et al. , 2003 ; Molcard et al. (2003) .
The advantage of the proposed scheme is that including drifters into the dynamical model and tracking them and their correlations with the flow numerically allows us to extract maximal information about the flow from drifter observations. This is achieved by computing dynamically consistent weights (given by the gain matrix K) at each update step, so that the new information from the observations is distributed according to the actual structure of the flow.
To test the technique we apply it to point vortex flows. The model is given by a system of N F point vortices in a plane (N ϭ 2N F ), and the actual flow (model truth) is governed by the same system but with a stochastic white noise term added that represents unresolved smallscale processes. Positions of N D passively advected particles (tracers) are observed at regular time intervals and assimilated into the model; further, no observations of vortices are made (L ϭ 2N D ). The flows with N F ϭ 2 (model vortices exhibit regular motion) and N F ϭ 4 [model vortices in chaotic or (quasi) periodic regimes] were considered. We have found that, provided the observations are frequent and accurate enough, the assimilating model stays close to the original (stochastic) one, that is, by observing and assimilating only a few tracer positions (N D ϭ 1, 2) it was possible to track both tracers and vortices.
When the observations are taken less frequently or when the noise levels are increased the scheme is prone to abrupt divergence caused by the passage of tracers through the neighborhoods of saddle-points for the velocity field. The cause of this filter malfunction is the breakdown of the TLM (that is used to predict the model error covariance matrix) due to the fast exponential error growth in the vicinity of the saddle-point. This problem is connected with the difficulties, caused by an exponential separation rate in the vicinity of unstable critical points, which, in its Eulerian analog, is known as a cause of divergence of the EKF (Ide and Ghil 1998; Miller et al. 1994; Evensen 1997; Miller et al. 1999; Verlaan and Heemink 2001) .
The successful performance of the above method in the case of this simple (although strongly nonlinear) system gives a favorable perspective on the possibility of applying it to realistic oceanographic models. One of the challenges in applying the EKF to these models is the forecasting of the error covariance matrix, which has very large dimension (square of the number of degrees of freedom of the entire model). Forecasting it by direct solution of the evolution equation becomes computationally too expensive. Modifications of the EKF such as various versions of the ensemble Kalman filter (Anderson 2001; Evensen 1994; Heemink et al. 2001; Pham 2001 ) may be employed to overcome this problem. Another fundamental problem is the sparsity of oceanographic data. Although part of the attraction of Lagrangian observations lies in the relatively low cost of drifters and floats compared to moorings (and ships) that collect Eulerian data, it is still too expensive to cover the ocean densely. Therefore, finding where and when a drifter should be placed to reveal as much information as possible about the flow that drives it is a question of considerable practical importance (Poje et al. 2002) .
The rest of the paper is organized as follows. In section 2, we review extended Kalman filtering in order to establish notation and introduce the assimilation scheme for the augmented model that includes the flow and the drifters. The point vortex model is described in section 3. Section 4 contains our computational results: examples of successful tracking in two-and four-vortex systems, analysis of the filter divergence, dependence of the efficiency of the scheme on the drifter launch location, and comparison of our scheme with an alternative indirect method based on the assimilation of the flow velocity derived from consecutive drifter observations.
Extended Kalman filter for Lagrangian data
In numerical models the state of the flow is represented as an N-dimensional vector x(t), which is obtained by a discretization of the model equations and comprises all relevant dynamical variables, for example, flow velocity, density, etc. The dimension of the state vector N is a product of the number of these variables and the number of discretization elements (grid points, Fourier modes, etc.), and therefore is typically large. The model describing the evolution of the state vector is a deterministic equation
dt where M is the corresponding dynamics operator. The superscript f (forecast) distinguishes the solution of (1) from the value of the state vector variables in the true flow x t (Ide et al. 1997) . A closed system of equations for x t is usually unavailable because the state variables
interact with the subgrid-scale processes that are not represented by the state vector. The system (1) might be our best guess for a deterministic equation for x t , but we can go further if something is known about the statistics of the small-scale processes. Then the discretized dynamics of x t can be written as a stochastic system
The noise term t (t) represents the effect of the unresolved small scales, and we assume below that it is a zero-mean Gaussian white noise:
. (3) Sequential data assimilation updates the model every time an observation of the true state becomes available. The observations at t j can be written in terms of ϵ
where H j is a vector of observation functions (forward observation operators) and are random variables rept ⑀ j resenting errors of the observations, which are typically assumed to be uncorrelated zero-mean Gaussian with a covariance
The dimension of is equal to the number of obsero y j vations L j available at t j . The number and type of observations can vary at each update time.
To combine the observations with the model prediction we will use the extended Kalman filter. A key element of the EKF is tracking the evolution of the model error covariance matrix
using the TLM, which gives a closed equation for P f : 
The EKF gives a first-order approximation to an optimum analysis state using the model error covariance matrix predicted by the linearized Eq. (7). The update
is a linear combination of the predicted model state vector and the product of the innovation vector (the f x j L j dimensional vector of differences between the observations and the prediction of the observed quantities by the model)
and the Kalman gain matrix
Here
is the linearized observation matrix and R j is our estimation of the the covariance matrix of the observation error (5). The updated error covariance matrix is given by
In this study, we consider the case when the observations are provided by Lagrangian tracers. Positions of
Note that an observation of tracer positions at one time does not give any information about the flow, it will contain such information only as the tracer position is also known at some previous time
To extract the information about the flow from the tracer observations we augment the model state space, so that the new model state vector
combines the state vector of the flow x F and the vector of the tracer coordinates x D . Tracer advection equations are added to the model:
The first part of (16) is the unchanged original model (1), the second part represents discretized tracer advection equations. The linearized dynamics operator (8) and
matrices that can be written in a block form as
P P

DF DD
where M FF and P FF are N by N matrices,
In practice the number of available observations at each update time is much less than the
number of degrees of freedom of the model, L K N, which presents a challenge for successful tracking of the flow. On the other hand, it means that the increase in the dimension of the model, and therefore in the computational cost of dealing with a bigger system, is relatively small.
The observation function H corresponding to tracer positions is linear:
where 0 is a L ϫ N matrix of zeros, and I is a L ϫ L unit matrix. This results in a special form of the Kalman gain matrix:
The weights with which drifter observations correct the flow variables x F are given by the first N rows of K, they are proportional to P FD , the correlations between the flow state and the drifter positions. These correlations always appear because drifter paths depend on the flow, M DF 0. Note that P FF , which is the largest part of the error covariance matrix, does not enter into (20). It is required, however, for the prediction of P FD , since (7) couples all blocks of P. Nevertheless, the absence of the direct dependence of the Kalman gain on P FF suggests that some simplified form of the latter could be used (Carter 1989; Cohn 1993) .
Point vortex systems
Point vortex flows are singular solutions to 2D Euler's equation. They are often used to model 2D flows dominated by strong coherent vortices (McWilliams 1990; Babiano et al. 1994; Weiss et al. 1998) . A flow due to N F point vortices is specified by their positions on the plane [x m (t), y m (t)], m ϭ 1, . . . , N F , so the state vector has dimension N ϭ 2N F . We will use complex coordinates z m (t) ϭ x m (t) ϩ iy m (t), and a complex-valued state vector z ∈ . The dynamics of vortices is then N F C governed by the equations (Friedrichs 1966; Aref and Pomphrey 1982) :
F where ⌫ l is circulation of vortex l, and the stochastic
unresolved processes. In Ide and Ghil (1998) such a system was modeled by its deterministic part, and observations of the vortex positions and of flow velocities at fixed stations were assimilated using the EKF. Below we will consider the case when the data is provided by observations of passive tracers, and assimilate this information using the method introduced in the previous section. The tracers are advected according to
D
where N D is the total number of tracers, ∈ are
In this study, we take F and D to be given by uncorrelated, white Gaussian noise with zero mean
, and covariance given, respec-
System noise is assumed to lead to the same covariance for vortices and tracers. We form the state vector describing both the flow and the tracers:
The forecast state x f is computed by solving the deterministic part of (21) and (22). The error ⌬x
2 (unbiased assumption is generally violated in nonlinear models; it is our assumption that ⌬x f remains small, and the bias can be neglected). The TLM gives
where the linearized dynamics operator M 2 is obtained by differentiating the model equations (21) and (22) and their complex conjugates with respect to x and x*:
The system noise covariance matrix Q is [from (23) and (24)]:
I 0
Due to the symmetry of the error covariance matrix (P 1 ϭ , ϭ ), the system (27) splits into two coupled The tracer positions are measured at regular time intervals t j ϭ j⌬T, j ϭ 1, 2, . . . , providing L ϭ 2N D independent observations:
where
In our simulations the observation errors ⑀ j ϭ ϩ
are distributed as independent Gaussians with the (y)
⑀ j same statistics:
At each observation, the state vector is updated according to (10), where the x and y are extended to include their complex conjugates. Using the block form (26) the update can be written as
where the subscript j is dropped for simplicity in notation. The error covariance matrix is updated according to (14) or in terms of P 1 and P 2 f f a The Kalman gain matrix is given by
is the covariance matrix of the observation error. The blocks of the Kalman matrix, K 1 and K 2 , have the same structure as in (20): their first N F rows, that is, the weights with which the vortex coordinates are updated, are proportional to the correlations between the vortices and the tracers (off-diagonal blocks of P 1 and P 2 ).
Computational examples a. Two vortices
We start from the case of two identical vortices with circulations ⌫ 1 ϭ ⌫ 2 ϵ ⌫, and initial positions z 1 (0) ϭ Ϫ1, z 2 (0) ϭ 1. We take ⌫ ϭ 2, for different ⌫, l ϵ | z 1 Ϫ z 2 | the scaling of coordinates and time
would recover our parameters; the system noise and observation error variances would scale as → (⌫ 1/2 / 2) and → 2/l.
When the stochastic forcing is present or the initial conditions are imprecise, the deterministic model loses track of the full system, that is, after some time the error in vortex positions grows up to the order of the system size l. The breakdown time can be estimated from the covariance Eq. (7). For two identical vortices with ϭ 2 ϩ t ϩ t ϩ .
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Our simulations have and in the range 0.01-0.5, and the model loses track of the full system in one-two motion periods. The covariance Eq. (27) becomes a poor approximation for the error propagation for t Ͻ (nonlinear terms become important when | z f Ϫ z t | ϳ l) and therefore (44) gives only a rough estimation for the breakdown time.
To track vortex positions for an extended period of time new information about the full system has to be injected into the model. Consider the case when the information comes from measurements of a position of one tracer and no other measurements are used. A comparison of our assimilation scheme with the nonassimilating model is illustrated in Fig. 1 . Synthetic observations of tracer position [obtained by adding a random error to the true tracer position according to (33)] were taken every ⌬T ϭ 1.0. The full flow was simulated by the solution of the stochastic system (21) with ϭ 0.02. Vortices were initialized according to (42) and (43). The initial condition for the tracer in the model was (0) ϭ 0.3 Ϫ 0.6i, in the simulated truth it was picked randomly from a Gaussian distribution with E[ Figure 1 shows the actual vortex position errors | ⌬z 1,2 (t) | in the deterministic model without assimilation and in the model that assimilates tracer position. Without assimilation the errors grow up to the system size l in about 1.5T. Assimilation of the tracer position affords successful tracking of the vortices: the errors do not grow beyond ⌬z max ഠ 0.4 for the full length of the simulation. A comparison of the predicted root-mean-square (rms) error from P f with actual errors for a given noise realization in Fig. 2 shows a good agreement between the two. Figure 3 shows the errors for a similar experiment with a different noise realization with ϭ 0.05 and ϭ 0.05. The assimilating model tracks the full system for about 3T but fails after that. The expected rms errors predicted by the variance equation do not correspond to actual errors and remain misleadingly moderate. The malfunction of the filter is caused by the breakdown of the TLM. In nonlinear systems the probability density function (PDF) of the error can differ significantly from a Gaussian with the covariance predicted by (27) . In this situation an update may decrease the expected error variance and at the same time deteriorate the state estimate. Our scheme would work properly only when the noise levels and are moderate so that ⌬x remains small enough and the TLM remains a good approximation. This is a general feature of the EKF (see, e.g., Miller et al. 1994 ) rather than the result of the Lagrangian nature of observations.
To analyze the role of the system's parameters we have performed N e ϭ 100 experiments with different noise realizations for each parameter set. The results are summarized in Table 1 . The diagnostics shown in the table are N f , the percentage of failed experiments in which | ⌬z 1,2 | exceeded the ''successful tracking threshold'' (chosen to be 1) for at least one step, and d ϭ ͗ | ⌬z 1,2 | ͘, the actual error in the predicted vortex positions averaged over time and noise realizations. The simulation time was 60 (ഠ5T). The scheme works for relatively large intervals between observations, the dependence on is considerably stronger than the dependence on the observation error . This is not surprising-there are no direct vortex observations and the update of their positions is carried through , the pref P DF dicted correlations between the vortices and the tracer [see (20) ]. The accuracy of updates depends strongly on the accuracy of the prediction of P DF , which rapidly deteriorates as increases. Figure 4 illustrates results of two experiments from the table with ϭ 0.02 and ϭ 0.02. For ⌬T ϭ 1.0 (Fig. 4a ) the assimilation works well-in all 100 experiments vortex errors were well below l. Less frequent observations, ⌬T ϭ 1.5, (Fig. 4a) result in a larger error in vortex tracking.
More importantly, the filter caused a spontaneous di- vergence of the model solution in two experiments where, during one of the update steps, the | ⌬z 1,2 | jumped up to the characteristic size of the system. Such spontaneous divergence is triggered by the passage of the tracer through neighborhoods of saddle-points of the velocity field. When the tracer approaches a saddle an error in its position grows exponentially along the unstable direction and | ⌬ | can reach large values between two consecutive observations. The next update will correct the tracer, which is observed directly, but it may deteriorate the estimates of the vortex positions, because these corrections are computed from the P f , and the forecast of the latter is unreliable when | ⌬ | is large. A typical example of the spontaneous filter divergence is shown in Fig. 5 , where the trajectories of the full and the model system are plotted together in the reference frame co-rotating with the vortices. The time series of actual and expected rms errors are shown in Fig. 6 . Prior to the last update shown in Fig. 5 (at t ϭ 12) the vortex error was | ⌬z 1,2 | ഠ 0.5, similar experiments indicate that an error of this magnitude is usually corrected by the following update with tracer data. In the present case | ⌬ | grew considerably faster (see Fig.  6b ) due to the exponential trajectory separation near the saddle. The expected error PDF (Gaussian with covariance P f ) did not reflect the actual error distribution, and the update at t ϭ 12 increased the actual vortex error (Fig. 6a) . The filter failed to give a correct selfestimation of its performance after the divergence: expected rms errors are almost an order of magnitude smaller than the actual ones, Fig. 6 [note the inconsistency between the innovations (crosses in Fig. 6b ) and their expectations after the divergence].
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Since the divergence is caused by the passage of the tracer through ''bad spots'' that give rise to trajectories with large separation rates, it is important to locate these spots and to find a way to treat data coming from them. A detailed discussion of these issues is beyond the scope of this paper. As a remark, we would like to mention that maps of relative dispersion that are used to study mixing in geophysical flows (Jones and Winkler 2002) seem to be an appropriate tool for the location of such regions.
1) DEPENDENCE ON THE LAUNCH LOCATION
In all previous experiments the initial condition of the tracer (0) was fixed. It is clear that the performance of the scheme will depend on (0). If we take | (0) | k l the tracer will stay in the far region and the influence of the relative vortex motion on the tracer would be insignificant, and the updates would not provide enough constraint on the drifts of individual vortices induced by system noise. On the other hand if the tracer is taken too close to a vortex its fast rotation would lead to a rapid growth of the tracer error ⌬, and unless the observation frequency is substantially increased, the error Table 1 . Table 2 ). The error diagnostics N f and d are defined in the same way as above, the average is over N e ϭ 200 noise realizations. The variation in the filter performance is very strong: for our original choice of (0) ϭ 0.3 Ϫ 0.6i only about 1% of the 200 experiments failed (N f ϭ 1.5% for ϭ 0.02 and N f ϭ 0.5% for ϭ 0.04), on the other hand when the tracer was launched closer to one of the vortices, (0) ϭ 1 Ϫ 0.6i, the filter diverged in half of the experiments. Initial conditions of the tracers from Table  2 are plotted in solid circles (numbered from 1 to 5) in Fig. 7 on the background of the streamfunction of the two-vortex system in the corotating frame. Without noise, the tracers would follow the streamlines and their motion would be periodic. The separatrices (dark lines in Fig. 7 ) divide the flow plane into regions with different types of motion such as vortex cores where tracers rotate around only one vortex, a figure-eight area with tracers rotating around both vortices, two ghost vortices on each side, and the far region (outside the last separatrix). Model noise introduces time dependence into the streamline pattern, and the above description of the tracer motion becomes invalid. Tracers in the outlined regions still follow the pattern to some extent, but now they may cross the separatrices and change their motion type. It is reasonable to expect that the filter efficiency would depend on the initial condition (0) relative to the corotating frame separatrices, or, in the more general case (when there is no single corotating frame in which the boundaries between regions with different motion types can be approximated by streamfunction separatrices), relative to Lagrangian coherent structures. Results in Table 2 agree with this expectation. Good launch locations yielding less than 1% filter failure rate are the ones inside the ghost vortices (1, 3, and 5), where they neither approach the vortices too closely, nor stay far away from them. When the tracer is launched inside of the vortex core (2) the filter tends to diverge due to fast tracer rotation. In the far region (4) the updates are insignificant and do not constrain the noise-induced drift of the vortices. To see this let us define a relative distance r ϭ r z /r 12 between the tracer and vortex centroid z c ϭ z 1 ϩ z 2 , where r z ϭ | Ϫ z c | and r 12 ϭ | z 1 Ϫ z 2 | is the distance between the vortices. A far-away tracer has a large r by definition. For a large r, the correlation terms for z 1 and z 2 with respect to become indistinguishable. In this case, the filtering process can correct only z c but not individual positions of z 1 and z 2 that may slowly drift away from each other. This is somewhat similar to the case without assimilation shown in Fig. 1 , but z c is estimated correctly by the faraway . A more detailed analysis of dependence of the efficiency of the assimilation on (0) is presented in Fig.  8 . Two different vortex systems were considered: with ⌫ 1 ϭ ⌫ 2 ϭ 2 (same as in all previous experiments) (Fig. 8a) and with 3⌫ 1 ϭ ⌫ 2 ϭ 1.5 (Fig. 8b) . Streamline patterns in the corotating frame are shown in Fig. 7 . The parameters are ϭ 0.02, ϭ 0.04, and ⌬T ϭ 1.0, tracers were launched on the y axis: (0) ϭ iy 0 . The plots show the N f (diamonds) and d (triangles) as functions of y 0 . The error diagnostics exhibit strong variation around the separatrix values of y 0 -the effect of the flow structures on the filter performance is evident in both cases.
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Understanding the correlation between the informational value of a drifter and its initial position is a crucial step in devising optimal launching strategies. Lagrangian flow structures provide a template that divides the flow into regions with different types of tracer motion. Our results show that the performance of the assimilation scheme depends on which structure the drifter was launched into, and that drifters in the same structure yield similar results (e.g., the plateaus in Figs. 8a,b corresponding to the ghost vortices). Table 2 (⌬T ϭ 1, ϭ 0.02, ϭ 0.02). An alternative approach to the assimilation of Lagrangian information is to estimate the velocity of the flow at the drifter location from two (or more) consecutive position observations. The flow velocity is an Eulerian variable that has a straightforward expression in terms of the flow state vector. In this case there is no need to track tracers and corresponding covariances, which results in smaller system dimension; on the down side, the quality of the observations deteriorates (additional errors are introduced by finite differences).
To compare velocity assimilation with our approach we have performed simulations in the same setting as before: the system was initialized according to (42) and (43) and was evolved by (21) and (22), where the covariance of the system noise was given by (31). Tracer positions were observed every ⌬T [with error covariance given by (40)] and a second-order finite difference was used to estimate the flow velocity v( ) at observed o y j tracer locations :
where j denotes the error resulting from the tracer ob-⑀ servation error ⑀, model noise , and finite ⌬T. We
jϪ2 that results in
Note that as ⌬T → 0 the signal-to-noise ratio in velocity observations goes to zero, because the tracer displacement due to the noise scales as , while the con-͙⌬T tribution of the deterministic part is ϳ⌬T (as a result R diverges as ⌬T → 0).
The velocities (45) are assimilated into the vortex model via the EKF. The observation function h j (z) is given by the expression for the velocity induced by the vortices at observed tracer locations: The results are presented in Table 3 . Comparison with Table 1 shows that assimilation with the augmented model is more accurate and has lower failure rates (N f ). The dependence of the efficiency of the velocity assimilation on the tracer initial position (Table 4) shows the same character as in the case of position assimilation. The difference in the performance of the two schemes is pronounced when the tracer is launched close to the vortices; for the tracer in the far region, (0) ϭ 2.4 Ϫ 2.4i, both schemes give similar results.
b. Four vortices
Depending on vortex circulations and initial positions the motion of a deterministic four-vortex system can be (quasi) periodic, chaotic, or can reach a singularity in finite time (Aref and Pomphrey 1982; Novikov and Sedov 1978; Ziglin 1980; Kimura 1990 ). We will consider a system of four identical vortices, ⌫ m ϭ 2, m ϭ 1, . . . , 4, and assess the performance of our scheme in case when the deterministic model can possess chaotic vortex motion (the existence of regions of strong local instability, which is a precursor of chaotic dynamics, is known to have a negative effect on the EKF performance (Miller et al. 1994 ). For our choice of , , and ⌬T, we found that one tracer cannot provide enough information to estimate four vortices: failure rates are close to 1 in numerical experiments with (N F , N D ) ϭ (4, 1). Here we report experiments with (N F , N D ) ϭ (4, 2).
We start from a vortex motion that does not visit the unstable part of the phase space by initializing vortices at the corners of a square: z m (0) ϭ Ϯ (1 Ϯ i). The ͙3/2 length scale is chosen in such a way that the period of the rotation of the unperturbed system, T ϭ 4, coincides with that of the vortex pair in section 4a. Two tracers are initialized at 1 ϭ 2.5i and 2 ϭ 0.5. Vortex and tracer initial conditions have uncorrelated errors Figure 9 shows an experiment with ϭ 0.02 and ϭ 0.02, the tracers were observed every ⌬T ϭ 1.0. Similarly to the two-vortex system, the model without assimilation loses track of the full system after a couple of rotations. The errors of the assimilating model remain small during the entire simulation, a comparison with their predicted values, (tr /N F ) 1/2 , in Fig. f P 2FF 10a shows the agreement between the two. We have repeated the experiment with different noise realizations and found that our assimilation scheme works very well. In this example, the four-vortex system was initialized in the ''middle'' of its stability region. Figure 10b shows the time series of the absolute value of vortex (solid) and tracer (dashed) velocities [i.e., the deterministic part of the right-hand sides of equations (21) and (22)], it is evident that the vortices never deviated far from a table synchronous rotation.
In our next example, vortices were initialized at z m (0) ϭ Ϯ4 Ϯ i (corners of a rectangle), corresponding to a quasi-periodic motion. Tracers were launched at 1 (0) ϭ Ϫ0.5 ϩ i and 2 (0) ϭ 0.5, observation frequency and noise parameters were the same as above. The actual vortex position errors (dashed) and the predicted rms error (solid) are plotted in Fig. 11a . The latter is just slightly larger than in the previous experiment, but the actual errors are sometimes tripled. Nevertheless, the model was able to track the full system through the entire observation period. Vortex and tracer velocities are plotted in Fig. 11b . Vortex motion can be described as a sequence of noise-induced transitions between different quasi-periodic regimes. The unstable dynamics of the underlying deterministic system results in larger tracking error, despite the fact that the motion is slower (absolute values of vortex velocities in Fig. 11b are smaller than in Fig. 10) . Figure 12 shows results of a similar experiment with the vortices initialized in the chaotic part of the phase space of the deterministic model, z(0) ϭ (5.241 ϩ 3.609i, Ϫ2.1213, 2.1213, Ϫ3i). The rms error in Fig.  12a shows that the system was tracked through the entire observation period, but the errors were consistently larger than in the previous experiments. Vortex velocities (Fig. 12b) are of the same scale as in the previous examples, but their time series have irregular appearance typical of chaotic motion. Similar experiments with different noise realizations show that the performance of the filter in chaotic regime is irregular and to ensure successful tracking the noise levels must be reduced.
For example, in the above experiment the filter worked reasonably well for 0 Ͻ t Ͻ 60 (with N f ϭ 4%), but diverged in N f ϭ 40% of experiments on 0 Ͻ t Ͻ 120.
We have kept the observation frequency and noise parameters fixed in all these experiments, varying the system length scale l in order to control the performance of the assimilating model. Smaller l results in a faster system, which is equivalent to larger ⌬T and , according to the scaling (41). In order to achieve successful tracking, the quasi-periodic and chaotic initializations required taking relatively large l that leads to a considerably slower vortex motion. Although the parameter space of the problem is too large for generalizations (e.g., there is a strong dependence on the tracer initial conditions), it appears that chaotic vortex trajectories that spend the longest time in the unstable parts of the phase space are the most difficult to track. 
Conclusions
We have presented a new method for the assimilation of tracer data into dynamical flow models. The main difficulty in assimilating Lagrangian data is due to the fact that drifter observations yield time-integrated information that is not a function of an instantaneous flow state. We overcome this problem by augmenting the model, treating tracer coordinates as additional state vector components. Information from Lagrangian observations propagates into the flow state through the error correlation between the tracer positions and the flow state.
The assimilation of tracer data into two-and fourpoint vortex systems affords successful tracking of the vortices, provided that the observations are sufficiently frequent and accurate. The filter diverges when the noise levels are increased accounting for the nonlinear effects that are neglected by the EKF.
The performance of the assimilation scheme strongly depends on the initial position of the tracer relative to the Lagrangian structures of the flow. In the case of two vortices the boundaries of these structures can be roughly approximated by the separatrices of the streamfunction in the corotating frame. Numerical examples confirm the strong correlation between the efficiency of the assimilation and the tracer position with respect to the separatrices.
Comparison of the proposed method with an alternative approach that assimilates flow velocity estimated from consecutive tracer positions shows that our method works better because we take into account the Lagrangian nature of drifter information.
Numerical simulations with four-point vortices demonstrate the feasibility of tracking multivortex systems VOLUME 131 M O N T H L Y W E A T H E R R E V I E W with few tracer observations assimilated by our method. The performance of the assimilation depends not only on the scales of motion and noise levels, but on the character of the underlying deterministic vortex dynamics, or, from a different viewpoint, on the trajectory separation rates in the parts of the phase space visited during the motion. Chaotic vortex initial conditions resulted in the biggest tracking errors, whereas the tracking in case of the symmetric initialization (that restricted the motion to a stable part of the phase space) was the most accurate.
