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Introduction:
The LMS (least mean square) algorithm was developed by Widrow in 1959 and originally applied to a neural network known as Adaline.' Since then the LMS algorithm has been successfully applied to a number of practical applications such as adaptive filters in telecommunication, radio and audio applications due to its robustness in nonstationarv environments and its simolicitv in c o m~u t a t i o n .~.~ output error
However the main drawback of the LMS algorithm in comparison with other complex algorithms such as the RLS (recursive least squares) algorithm and the recursive lattice filter algorithm is the tradeoff relationship of the convergence rate and the residual misadjustment errors after conTo overcome this difficulty, many approaches have been studied. Most of them are the methods of controlling the step size (or adaptive feedback gain) p according to a number of available pieces of inf~rmation.~-' In this Letter we derive the variable step size LMS algorithm by Karni and Zeng6 from a new performance criterion and interpret the interesting convergence properties of the algorithm via the curvature of the performance function around the optimal weight vector.
The LMS algorithm is a stochastic gradient optimisation technique which attempts to minimise the performance function so that the filter weight vector converges to the optimal value WO. The performance function J,,, is defined as
where n is the time index in the discrete-time domain, E is the filter output error, X E RN is the filter input data vector, d is the desired scalar output signal of the filter and T denotes transpose.
A stochastic gradient algorithm is obtained as derive a stochastic gradient algorithm for the new performance function.
If we rewrite a new step size ,C(n) as
then we have the variable step size LMS algorithm obtained by Karni and Zeng (in a modified form)6 such that (9)
When IlE(n)X(n)ll is large, the variable step size F(n) = p, hence the algorithm converges quickly provided that we choose p as the maximum step size without divergence. After the algorithm converges around the optimal weight vector, the norm of the gradient Il$n)X(n)ll is greatly reduced, and F(n) becomes very small. Hence the algorithm is in the misadjustment error minimising state. These properties can be seen from the performance functions on Fig filter, and p is a constant step size or adaptation gain. The fore the LMS algorithm from the above performance function (eqn. 1) is:
In the following we deal with a new performance functi and a derived stochastic gradient algorithm, which turns out to be the variable step size LMS algorithm obtained by Karni -8 that of the original LMS algorithm in Fig. 1 . The gradients in the neighbourhood of the optimal weight vector are also reduced as shown in Fig. 2 . Suppose that llE(n)X(n)ll is large, where a is a damping parameter which determines sensitivity then the gradient on the surface of the performance function is of the algorithm, and KZ stands for Karni and Zeng. This large and the algorithm converges very quickly. When the performance function is plotted in Fig. 1 becomes very small. Hence the new performance function becomes wider for small input data X(n) and the curvature of the performance function in the neighbourhood of the optimal value is flat. Consequently the gradient on the surface of the performance function is very small and the misadjustment error is significantly reduced.
The fast convergence and small misadjustment error properties can be confirmed from computer simulations in Fig. 3 as expected even for the nonstationary environments. The filter weight vector in computer simulations is abruptly switched to another value on the 200th iteration. Design parameters used for simulations are as follows: N = 5, p = 0.15, and a = 5, which are dependent on the statistics of the input data vector X(n) that is generated from the output sequence of a filter with a white Gaussian noise input signal. The convergence rate depends on the data vector X(n) so that if input power IIX(n)llz is high, the speed of convergence is high. In contrast, for low input power, the gradient E(n)X(n) is small for the same error level, and the convergence rate IS reduced. When the optimal filter weight vector is located around the eigenvector corresponding to the smallest eigenvalue when the filter weight vector starts from the initial point, the convergence speed is very low. On the other hand if the optimal vector is along the direction of the eigenvector of the largest eigenvalue, the rate of convergence is highest. These differences of convergence rate are observed in the computer simulation in Fig. 3 . The algorithm often encounters slow convergence in the environment of weak data signals or when the initial condition happens to be in the direction of the eigenvector with a small eigenvalue as shown in the computer simulations.
Conclusions: The variable step size LMS algorithm is derived from a new performance function which has an additional exponential term to that of the LMS algorithm. From these results the introduction of the variable step size LMS algorithm is justified and its fast convergence and low misadjustment error properties can be easily interpreted and analysed. Introduction: Optical signal processing technology using wavelength division multiplexing is expected to provide network capacity and flexibility. There has been a growing interest in studying wavelength conversion devices for use in optical wavelength division switching.
1.5Gbitls TRANSMISSION SYSTEM USING
Recently, an optical frequency conversion has been demonstrated in a 140Mbit/s DPSK transmission experimentz This conversion used nearly-degenerate four wave mixing in semiconductor laser optical amplifiers. Another wavelength conversion experiment using a multielectrode DFB laser with a saturable absorber3 was reported. In this case, a tunability greater than 58, was demonstrated at frequencies up to 500 MHz.
More recently, wavelength conversion was demonstrated where 1,534pm FM light is converted to 1.550pm FM light! In this novel wavelength conversion, a light-injection-induced frequency shift in a DFB laser is used, combined with the FM-IM conversion function of a Mach-Zehnder optical filter.
We report a 1,5Gbit/s transmission experiment using a two-electrode DFB laser as an optical wavelength convertor. Wavelength conversion is demonstrated where 1.5171 pm AM light is converted to 1.5136pm FM light.
Experiment:
The experimental setup is shown in Fig. 1 . Two 1.5 pm GaInAsP/InP DFB buried-ridge structure (BRS) laser diodes were used. These lasers have been fabricated on material grown by the MOCVD technique with a second order corrugation. The first DFB laser (LD 1) had a single electrode of 300pm length. The second DFB laser (LD 2) used as wavelength convertor had two electrodes each 200pm long.
The electrode of the first laser (LD 1) was matched with a 47R resistor and a bias current connection. The two-electrode DFB laser (LD 2) presented a continuous tuning range over 1 nm with a minimum spectral linewidth of 15 MHz.' Their two facets are cleaved and uncoated.
The laser diode (LD 1) light was injected into the wavelength-conversion device (LD 2) through an optical isolator. The polarisations of the two lasers were matched using a polarisation controller (PC) for higher wavelengthconversion efficiency.
An optical spectrum analyser with a resolution of O.lnm was used to observe the DFB laser spectra. A solid FabryPerot (FP) filter etalon was used as an optical frequency discriminator (FM-AM conversion) and wavelength filter. The F P interferometer had a 320GHz free spectral range (FSR) and a finesse of 50.
