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Abstract – We introduce a fast and efficient non-iterative algorithm, called BetaBit, to simulate
autocorrelated binary processes describing the occurrence of natural hazards, system failures, and
other physical and geophysical phenomena characterized by persistence, temporal clustering, and
low rate of occurrence. BetaBit overcomes the simulation constraints posed by the discrete nature
of the marginal distributions of binary processes by using the link existing between the correlation
coefficients of this process and those of the standard Gaussian processes. The performance of
BetaBit is tested on binary signals with power-law and exponentially decaying autocorrelation
functions (ACFs) corresponding to Hurst-Kolmogorov and Markov processes. An application to
real world sequences describing rainfall intermittency and the occurrence of strong positive phases
of the North Atlantic Oscillation (NAO) index shows that BetaBit can also simulate surrogate data
preserving the empirical ACF as well as signals with autoregressive moving average (ARMA) de-
pendence structures. Extensions to cyclo-stationary processes accounting for seasonal fluctuations
are also discussed.
Introduction. – Binary processes are apparently1
ubiquitous in physics and many other fields because every2
sequence of data describing a phenomenon under study3
can be dichotomized based upon some operational rule4
identifying the occurrence or non occurrence of a prop-5
erty of interest. Hydro-meteorological and geophysical ex-6
amples include the occurrence of events or hazards such7
as rainfall [1], floods [2, 3], droughts [4], wind storms [5],8
and earthquakes [6], among others. Since these natural9
processes exhibit a random behavior, they can effectively10
be studied by statistical sampling techniques generating11
random sequences of real numbers that can provide in-12
sight into what constitutes “typical” behavior of real data13
obtained from a random experiment [7]. The availability14
of computers have supported the diffusion of these tech-15
niques and their application in an uncountable number of16
practical applications for the past seventy years [8].17
Several algorithms have been developed to produce18
computer-generated sequences of numbers that closely re-19
semble the samples of independent and identically dis-20
tributed (iid) random variables [9] and stochastic pro-21
cesses with prescribed dependence structures [10]. A gen- 22
eral approach producing sequences of real numbers with 23
any arbitrary mean and autocorrelation function (ACF) - 24
if it is mathematically feasible - relies on the application of 25
a linear filter to a Gaussian white noise [11]. However, such 26
an approach, often called the convolution method, cannot 27
produce binary random numbers, because the output of 28
a linear filter is a non-binary sequence even if the input 29
is binary [12]. Since the problem of generating correlated 30
binary sequences with specified mean is a key issue in a va- 31
riety of applications in different fields, several techniques 32
have been proposed to solve this problem. However, most 33
of the existing methods have serious restrictions on the 34
class of autocorrelation functions that can be effectively 35
modeled [12–15]. 36
Serinaldi and Lombardo [16] showed that classical spec- 37
tral techniques can effectively be used if one focuses on 38
the parent continuous process of beta distributed transi- 39
tion probabilities rather than on the target binary process. 40
This change of paradigm yields a simulation procedure ef- 41
fectively embedding a spectrum-based iterative amplitude 42
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adjusted Fourier transform (IAAFT) method [17–19] de-43
vised for continuous processes, and allows the simulation44
of binary processes with prescribed dependence structure45
and surrogate data reproducing the empirical ACF of the46
observed sequences.47
In this study, we describe an alternative non-iterative48
approach, called BetaBit, that effectively exploits the ex-49
isting relationship between the pairwise correlation coeffi-50
cients of bivariate Gaussian distributions and those of bi-51
variate binary processes. We compare a procedure based52
on the numerical inversion of this relationship to our alter-53
native version relying on closed form approximation for-54
mulas based on beta distribution. The performance of55
BetaBit is tested by simulating binary signals with power-56
law and exponentially decaying ACFs. The analysis and57
modeling of real world binary sequences describing rainfall58
intermittency and the occurrence of strong positive phases59
of the NAO index show that BetaBit can also generate sur-60
rogate data preserving the empirical ACF as well as signals61
with autoregressive moving average (ARMA) dependence62
structures under the condition of positive definiteness.63
BetaBit algorithm. – We aim to generate a corre-64
lated sequence of random numbers {xj}j∈N, for simplic-65
ity {x}, taking values 1 and 0 with probability p and66
1 − p, respectively. The underlying discrete-time stochas-67
tic process X = {Xj}j∈N with state space {0,1}, where j68 (= 0,1,2, ...) denotes discrete time, is specified in terms69
of its mean µX = E[X] = p and autocovariance function70
(ACVF)71
cX(τ) = E [XjXj+τ ] − µ2X = σ2XρX(τ), (1)
where E[⋅] denotes expectation (ensemble average), τ is72
the time lag, σ2X = Var[X] = p(1 − p) and ρX(τ) =73
Corr[Xj ,Xj+τ ] are the variance and autocorrelation func-74
tion (ACF) of X, respectively. The simulation of corre-75
lated sequences for continuous processes can be performed76
by the convolution of a generic sequence of uncorrelated77
values {ε} [20]. However, the direct application of the con-78
volution method to {ε} cannot produce correlated binary79
random numbers {x}, because the output of a linear filter80
is a non-binary sequence even if the input is binary [12].81
This problem can be overcome by considering the gener-82
ation of autocorrelated binary sequences as a special case83
of simulation of cross-correlated binary vectors [21–23].84
Ideally, the most straightforward way to simulate such a85
binary-valued stochastic process, X, could be that of gen-86
erating a sequence of n random numbers {yj}n−1j=0 for an87
auxiliary process Y with the desired ACF (e.g., exponen-88
tial or power-law) and standard Gaussian marginal distri-89
bution Φ, and then transform the marginal distributions90
into Bernoulli marginals by91
xj = ⎧⎪⎪⎨⎪⎪⎩1 if yj < Φ
−1(p)
0 otherwise
. (2)
where Φ−1 denotes the inverse of Φ, i.e. the quantile 92
function. However, this dichotomization does not pre- 93
serve linear correlation. Nevertheless, it can be shown 94
that ρX(τ) is related to the correlation of the process Y , 95
ρY (τ) = Corr[Yj , Yj+τ ], by the relationship [21] 96
ρX(τ) = Φ2(Φ−1(p),Φ−1(p);ρY (τ)) − p2
p(1 − p) = ψ(ρY (τ), p),
(3)
where Φ2 denotes the bivariate Gaussian cumulative dis- 97
tribution function (cdf) of (Yj , Yj+τ). Therefore, to sim- 98
ulate X with prescribed rate of occurrence, p, and ACF, 99
ρX(τ), it is sufficient to simulate Y with corresponding 100
ρY (τ) values such that ρX − ψ(ρY , p) = 0 for any lag τ . 101
Since ψ(ρY , p) is continuous and strictly increasing and 102
it ranges in the interval [−1,1], the solution of eq. 3 is 103
unique and can be found by root-finding methods [23, 24] 104
or polynomial approximations [25]. 105
In this study, we analyze the relationship between ρX(τ) 106
and ρY (τ) in order to find a functional relationship ρY = 107
ψ−1(ρX) yielding a suitably inflated ACF for the sequences 108{y}, so that the resulting sequences {x} have the desired 109
ACF after dichotomization (eq. 2), without resorting to 110
root-finding procedures. In fact, minimizing the use of 111
numerical solvers can be an advantage for large scale simu- 112
lation studies, as it is commonly the case with geophysical 113
problems. 114
Figure 1(a) shows the relationships between ρX and 115
ρY for varying p. For p = 0.5 (i.e., Φ−1(p) = 0), ρY = 116
sin(2piρX) [23] covering the full range of possible values 117[−1,1], meaning that the joint distribution can describe 118
both positive and negative linear correlation. As p de- 119
creases, the range of admissible negative values of ρY 120
tends to zero according to the theoretical lower bound 121
max{−p/(1 − p),−(1 − p)/p} [21, 26]. Therefore, for a 122
given p, it is not possible to simulate binary antipersis- 123
tent processes characterized by negative ACF values below 124
such a bound, regardless of the correlation of the auxiliary 125
bivariate Gaussian process. This problem is not as serious 126
as it looks for geophysical applications. In this context, 127
we are usually interested in persistent occurrence (binary) 128
processes with positive ACF, overdispersion, and cluster- 129
ing [1–3,5, 27–29]. 130
Since ρY and ρX are linked by a monotonic nonlinear 131
relationship (eq. 3), and ρX ∈ [0,1] for ρY ∈ [0,1] (see 132
eq. 3 and fig. 1(a)), a suitable candidate function describ- 133
ing such a relationship is a beta cdf G with parameters αp 134
and βp depending on p 135
ρY = G(ρ′X ;αp(p), βp(p))
= 1
B(αp, βp)
ρ′X∫
0
sαp−1(1 − s)βp−1ds. (4)
where ρ′X = 2/pi sin−1((2/pi sin−1(ρ0.25X ))0.25). Notice that 136
G in eq. 4 does not have a probabilistic interpretation, 137
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Fig. 1: (a) Law of variation of ρY as a function of p and ρX (in-
set figure shows the 3-dimensional surface). Curves describing
the approximation formula in eq. 4 for p ∈ {0.001,0.01,0.1,0.5}
are reported to highlight the agreement with exact values. (b)
Laws of variation of αp and βp as functions of p. Curves cor-
responding to the relationships in eq. 5 are also shown.
but it is simply used as a generic monotonic link function138
f ∶ [0,1] → [0,1] to describe the relationship between ρX139
and ρY . Some examples are highlighted in fig. 1(a). The140
approximation in eq. 4 yields errors smaller than 0.02 for141
ρY ∈ [0,0.004] and 0.01 for ρY ∈ (0.004,1], thus implying142
small overestimation of very low correlation values. To143
understand how the shape of this relationship evolves with144
the rate of occurrence p, we have estimated the parameters145
αp and βp for each set of pairs (ρX , ρY ) corresponding to146
p ranging from 0.001 to 1 by steps of 0.001. Results are147
summarized in fig. 1(b). The relationship between αp,148
βp and p is well approximated by generalized power law149
functions150 ⎧⎪⎪⎨⎪⎪⎩αp = 2.281 + 27.541p
0.167+0.07pe−0.313p
βp = 0.11 + 14.129p0.063+0.177pe−0.147p . (5)
To summarize, the implementation steps of the BetaBit151
algorithm to generate a correlated sequence {x} are: (i)152
0
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Fig. 2: Relationship between simulation time and and sample
size for the algorithms based on (i) the approximated solution
in eqs. 4 and 5, and (ii) the numerical inversion of eq. 3. Val-
ues refer to simulation times of binary signals with power-law
decaying ACF.
compute αp and βp from eq. 5 based on the desired value 153
of p; (ii) use eq. 4 to inflate the terms of the ACF of the 154
auxiliary process Y , ρY (τ), in order to obtain the tar- 155
get process X with the desired ACF, ρX(τ); (iii) gener- 156
ate a standard Gaussian time series {y} with the inflated 157
ACF by algorithms allowing the explicit use of the ACF 158
in the simulation process, such as the method proposed by 159
Davies and Harte [30] and used in this study; finally (iv) 160
apply the dichotomization in eq. 2. 161
The great advantage of using eqs. 4 and 5 instead of 162
numerically inverting eq. 3 is illustrated in fig. 2, which 163
shows how the simulation time of a binary time series 164
with power-law decaying ACF (discussed in the next sec- 165
tion) increases with the sample size n. Both approaches 166
require O(n) operations; however the growth rate is 167≈ 3.6 ⋅ 10−3 s/realization for the numerical solution, and 168≈ 2.8 ⋅ 10−6 s/realization for the approximated solution, 169
meaning that simulating a series of size 105 requires ≈ 360 s 170
and ≈ 0.28 s, respectively (see fig. 2). 171
Simulation of binary signals with exponentially 172
and power-law decaying ACF, and extension to 173
cyclo-stationary processes. – The performance of 174
BetaBit is tested by generating binary sequences with 175
ACF corresponding to two widely used stationary pro- 176
cesses, i.e. the Hurst-Kolmogorov (HK) and the Markov 177
process. The former, also known as fractional Gaussian 178
noise, is characterized by the following ACF 179
ρX(τ) = 1
2
(∣τ + 1∣2H − 2∣τ ∣2H + ∣τ − 1∣2H), (6)
which exhibits a power-law decay ρX(τ) ∝ ∣τ ∣2H−2. For 180
0.5 <H < 1 the process is positively correlated and exhibits 181
long-range dependence, while it reduces to white noise for 182
H = 0.5. As a second example, we consider a process with 183
short-range Markovian dependence, which is characterized 184
by exponentially decaying ACF of the form 185
ρX(τ) = exp(−γ∣τ ∣) = ρ∣τ ∣1 , (7)
where 1/γ is the correlation radius and ρ1 = exp(−γ) is 186
the lag-one autocorrelation coefficient. Simulations are 187
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Fig. 3: ACFs (a-b) and sample signals (c-h) corresponding
to HK and Markov processes with three different values of the
characteristic parameters (H and ρ1), and p = 0.01. Simulation
relies on ρY values computed by inverting eq. 3 via a numerical
root-finding procedure. Panels (a-b) show the analytical ACFs
(—) along with the empirical ACFs of the simulated binary
sequences {x} (●) for each of the parameter values reported in
the legends. Panels (c-e) and (f-h) show synthetic sequences
corresponding to ACFs reported in (a) and (b), respectively.
The simulated sequences exhibit an increasing clustering effect
related to the increasing strength of the autocorrelation (viz.
parameter values).
performed for H ∈ {0.7,0.8,0.9}, ρ1 ∈ {0.5,0.8,0.95},188
p ∈ {0.01,0.05,0.1}. The values of p may mimic the rate189
of occurrence of rare events such as storms, floods, earth-190
quakes and other geophysical hazards.191
Results for p = 0.01 are illustrated in figs. 3 and 4, which192
refer to ρY values computed by inverting eq. 3 via a nu-193
merical root-finding procedure and by approximation for-194
mulas in eqs. 4 and 5, respectively. Figures 3(a)-(b) and195
4(a)-(b) compare each theoretical ACF with the empiri-196
cal ensemble counterpart for HK (figs. 3(a) and 4(a)) and197
Markov (figs. 3(b) and 4(b)) processes with the set of pa-198
rameters mentioned above. Ensemble ACFs are estimated199
from 5000 sequences of size 2000. The agreement between200
theoretical and empirical ACFs denotes the effectiveness201
of the proposed approach to simulate binary signals with202
power-law and exponentially decaying ACFs, as well as203
with prescribed mean and variance. Therefore, BetaBit204
effectively generates correlated binary sequences of ran-205
dom numbers by means of a closed-form algorithm, which206
is a faster alternative to the numerical simulation proce-207
dures existing in the literature.208
For each model, figs. 3(c)-(h) and 4(c)-(h) show some209
examples of synthetic sequences of length 10000. In all210
cases, values 0 and 1 tend to cluster more and more as the211
degree or extent of autocorrelation increase. This cluster-212
ing behavior is in agreement with previous theoretical and213
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Fig. 4: As fig. 3 but for ρY approximated by formulas in eqs.
4 and 5; the same caption and interpretation apply.
empirical findings resulting from the study of extreme val- 214
ues of simulated and observed processes taking real values 215
[2, 3, 27,28,31–35]. 216
Even though our algorithm is devised to simulate binary 217
sequences with ACF corresponding to that of stationary 218
processes, seasonal patterns characterizing the occurrence 219
of many geophysical variables, such as rainfall, stream flow 220
and sea waves [3, 36, 37], can be incorporated in BetaBit 221
in order to obtain cyclo-stationary binary signals. This 222
can be done by stratifying data on a monthly or seasonal 223
basis, then estimating the empirical ACF and/or the re- 224
quired parameters of the theoretical models for each sub- 225
set, and finally merging the simulated series correspond- 226
ing to each month or season. Alternatively, if the seasonal 227
variation is mainly related to a cyclic behavior of the rate 228
of occurrence (e.g., less rainfall events in summer than in 229
winter), then seasonal fluctuations of p can be introduced 230
by means of a periodic function reproducing the differ- 231
ent rate of occurrence corresponding to each season in the 232
same spirit of other generators of point processes, such as 233
the integrate-and-fire method [38]. Both methods yield 234
non-homogenous persistent point processes. The former 235
approach allows for the seasonal variation of both p and 236
ACF parameters. The latter implies seasonal variation 237
of p but constant ACF parameters, and its rationale is 238
similar to that of ARMA modeling of deseasonalized time 239
series. 240
For the sake of illustration, we show an example of 241
application of the second method as a proof of concept. 242
Fig. 5 shows the average ACFs (over 5000 sequences of size 243
10 ⋅ 365) and some sequences generated by using a time- 244
varying p with average value p¯ = 0.2 and sinusoidal fluctua- 245
tion p(t) = 0.19 sin(2pit/365)+0.2 with period equal to 365. 246
The sequence of values yielded by function p(t) is used in 247
the dichotomization in eq. 2, where {y} are sequences cor- 248
responding to Markov processes with ρ1 ∈ {0.5,0.8,0.95}. 249
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Fig. 5: Average ACFs (a) and sample signals (b-d) corre-
sponding to cyclo-stationary processes with underlying Markov
dependence structure with three different values of ρ1, and
p(t) = 0.19 sin(2pit/365) + 0.2 (continuous gray lines in panels
(b-d)). The simulated sequences exhibit an increasing clus-
tering effect around the periods with high p values (which is
related to the increasing strength of the autocorrelation), while
preserving systematic lack of events when p ≈ 0.
According to this model structure, each simulated binary250
sequence of length 10⋅365 mimics ten years of daily records251
with a hypothetical summer/winter alternation in terms of252
rate of occurrence p. The simulated time series show that253
the events tend to cluster around the time steps t where254
p reaches the maximum value, while few or no events oc-255
cur when p is close to zero. As ρ1 increases, events tend256
to cluster more and more, generating consecutive (persis-257
tent) sequences of occurrences in the periods with high258
p values, while preserving systematic lack of occurrences259
when p ≈ 0.260
These remarks further highlight the efficiency and flex-261
ibility of BetaBit. However, since these advanced aspects262
require deeper investigation, the examples of applications263
to geophysical variables shown in the next section refer to264
homogenous processes, according to the approach based265
on data stratification.266
Geophysical applications. – As mentioned in the267
introduction, binary sequences are very common in geo-268
physics as they naturally rise when one focuses on the269
occurrence/non-occurrence or presence/absence of a given270
event and/or characteristic. For the sake of illustration,271
we consider both rainfall intermittency, i.e. the alterna-272
tion of wet and dry periods, and the occurrence of positive273
phases of the NAO index exceeding the 80% threshold. As274
shown below, this analysis allows for testing (i) the perfor-275
mance of BetaBit against an additional parametric depen-276
dence structure, namely ARMA ACFs (with positive ACF277
terms), and (ii) the capability of the proposed methodol-278
ogy to generate so-called surrogate sequences preserving279
on average the observed pˆ and empirical autocorrelation280
function. Surrogate data are useful for exploratory analy-281
sis to check, for instance, nonlinearity [17–19, 25] or clus-282
tering and departures from Poissonian behavior (or from283
other benchmark processes) in the context of occurrence284
(binary) data such as timings of climatic extreme events 285
or neuronal spikes in neurosciences [23, 39]. On the other 286
hand, parametric models can be used for prediction, sen- 287
sitivity analysis, or as a part for more general models [40]. 288
The dependence structure of the rainfall occurrence pro- 289
cess appears to be non-Markovian [1], and the reproduc- 290
tion of the observed rate of occurrence, p, is fundamental 291
to set up, for instance, occurrence modules of rainfall mod- 292
els used in hydrological studies [40]. We consider a rainfall 293
time series recorded in Gubbio (central Italy) at 30-minute 294
temporal resolution from 1995 to 2001 extracted from a 295
wider data set of 35 time series previously studied [41,42]. 296
In order to have a homogenous sequence free of seasonal 297
fluctuations, we focused on October data (similar results 298
can be obtained for the other months). Figures 6(a)-(b) 299
show the time series of rainfall depth and rainfall occur- 300
rence. The estimated rate of occurrence is pˆ = 0.05. The 301
empirical ACF was computed on the merged sample com- 302
prising October records for the years 1995-2001, taking 303
care of removing the cross-products of lagged observations, 304
xj and xj+τ , not belonging to the same year [43]. The oc- 305
currence process was modeled by an ARMA(2,4) depen- 306
dence structure resulting from a model selection procedure 307
based on the Akaike information criterion [44]. ARMA 308
binary sequences are compared with surrogate series pre- 309
serving the empirical ACF. The two example time series 310
in figs. 6(c)-(d) show that both ARMA and surrogate bi- 311
nary sequences resemble the observed occurrences quite 312
closely, mimicking the typical clustering behavior of rain- 313
fall events. Figure 6(e) compares the empirical ACF of the 314
observed process with the average ACF computed from 315
the ACFs of 1000 simulated sequences, with length equal 316
to the one of the observed time series. The 95% confi- 317
dence bands of the ACF show that the observed ACF is 318
close to the ARMA structure for the first 25 lags, while 319
the model tends to slightly underestimate the observed 320
ACF for larger lags. However, the aim is not to suggest 321
a highly-parameterized ARMA dependence structure for 322
rainfall intermittency, but to show the ability of BetaBit to 323
reproduce a variety of ACF models. The comparison be- 324
tween the observed ACF and the average and the 95% con- 325
fidence bands of the ACFs resulting from 1000 surrogate 326
series (fig. 6(f)) confirms that BetaBit easily generates ac- 327
curate surrogate series preserving on average the observed 328
ACF with limited variability around the expected pattern. 329
The study of the occurrence of the NAO strong pos- 330
itive phases is of interest because they tend to be as- 331
sociated with above-normal temperatures in the eastern 332
United States and across northern Europe and below- 333
normal temperatures in Greenland and often across south- 334
ern Europe and the Middle East. They are also associated 335
with above-normal precipitation over northern Europe and 336
Scandinavia and below-normal precipitation over south- 337
ern and central Europe [45]. Since this behavior is most 338
pronounced during winter, we focused on NAO data from 339
December to March [45,46]. 340
Figure 7(a) shows the first 3000 values of the winter 341
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Fig. 6: (a) Time series of rainfall depth [mm] obtained by
merging October data recorded in Gubbio (central Italy) at
30-minute temporal resolution from 1995 to 2001. (b) Ob-
served occurrence process corresponding to the rainfall records
in panel (a). (c-d) Typical synthetic time series, of equal
length, generated by the BetaBit algorithm respectively with
ARMA dependence structures, and empirical ACF (surrogate
sequence). Comparison with the observed occurrence process
in panel (b) shows that ARMA model and surrogate can re-
produce the typical clustering behavior (also known as over-
dispersion) of rainfall events. (e-f) Comparison of the ACF
of the observed occurrence process and the mean ACF ob-
tained by averaging the ACFs of 1000 synthetic signals with the
same size of the observed sequence. The 95% confidence bands
are also reported. Panels (e-f) show that the average ACF
of ARMA sequences fits well the observed ACF, even though
sampling fluctuations fall outside the confidence bands for lags
larger than 25. The average ACF of surrogate series in panel
(f) closely follows the empirical ACF with limited fluctuations
as expected according to the definition of the surrogate.
NAO daily records spanning the period December 1st,342
1950 to March 31st, 2016, along with the 80% thresh-343
old. In this case, the selected model is an ARMA(2,2),344
pˆ = 0.2, and the empirical ACF was estimated by the345
same approach used for rainfall data. A visual comparison346
of the binary sequence of the over-threshold occurrences347
and ARMA and surrogate sequences (figs. 7(b)-(d)) con-348
firms the ability of BetaBit to generate binary time series349
similar to the observed ones. The overlap of the observed350
ACF and the average ACFs from 1000 simulated sequences351
(figs. 7(e)-(f)) highlights the agreement between the de-352
pendence structures.353
−3.0
−1.5
0.0
1.5
3.0 (a)  NAO
0
1 (b)  Observed binary
0
1 (c)  ARMA binary
0
1
0 500 1000 1500 2000 2500 3000
(d)  Surrogate binary
Time step [day]
0 20 40 60 80 100
0.0
0.2
0.4
0.6
0.8
1.0
AC
F
(e)  ARMA
Lag [day]
Observed
Average simulation
95% confidence bands
0 20 40 60 80 100
0.0
0.2
0.4
0.6
0.8
1.0
AC
F
(f)  Surrogate
Lag [day]
Fig. 7: As fig. 6 but for the occurrence of the NAO phases above
the 80% quantile; the same caption and interpretation apply.
The fluctuations of the simulated ACFs are smaller because of
the larger sample size and rate of occurrence.
Conclusions. – We introduced an efficient non- 354
iterative algorithm, called BetaBit, to generate binary pro- 355
cesses with given mean and autocorrelation describing the 356
occurrence of natural hazards, system failures, and other 357
physical and geophysical phenomena showing persistence 358
and clustering. BetaBit is a fast alternative to the al- 359
gorithm proposed by Serinaldi and Lombardo [16] in the 360
spirit of Macke et al. [23]. It relies on the relationship 361
between the correlation coefficient of auxiliary bivariate 362
Gaussian processes and that of the target bivariate binary 363
processes. In particular, we introduce an analytical ap- 364
proximation of such a relationship to avoid its inversion 365
via numerical solvers, and allow for a faster simulation. 366
The methodology is fully general and enables the use of 367
desired autocorrelation structure under minimal assump- 368
tions. Such a flexibility was tested by simulating sequences 369
from models with exponentially and power-law decaying 370
autocorrelation, and surrogate data preserving the empir- 371
ical correlation structure. The former are useful for pre- 372
diction, sensitivity analysis, or as a part for more general 373
models, while the latter for exploratory purposes. We also 374
provided a preliminary discussion of possible extension of 375
BetaBit to simulate cyclo-stationary processes with peri- 376
odic fluctuations of the rate of occurrence p. 377
The application to real world data describing rainfall 378
intermittency and the occurrence of strong phases of the 379
NAO index showed that BetaBit reproduces the typical 380
clustering behavior exhibited by rainfall or other geophys- 381
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ical processes as well as extreme events such as floods,382
wind storms, and others characterized by low rate of oc-383
currence. Therefore, BetaBit can effectively be used in384
risk analysis. For example, simulating the number of ex-385
treme events (e.g., floods or storms) over a time window386
allows one to assess the variability of the number of fail-387
ures we can expect in the design life of a system (e.g.,388
defense infrastructure). These synthetic experiments can389
be performed in a verification setting by starting from the390
rate of occurrence and dependence structure of recorded391
data, or for a sensitivity analysis exploring the effect of392
the rate of occurrence and persistence.393
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