In this paper, we investigate some new sequence spaces, which naturally emerge from the concepts of almost convergence and generalized weighted mean. The object of this paper is to introduce the new sequence spaces obtained as the matrix domain of generalized weighted mean in the spaces of almost null and almost convergent sequences. Furthermore, the beta and gamma dual spaces of the new spaces are determined and some classes of matrix transformations are characterized. MSC: Primary 47A15; secondary 46A32; 47D20
Introduction
By a sequence space, we understand a linear subspace of the space C N of all complex sequences which contains φ, the set of all finitely non-zero sequences, where C denotes the complex field and N = {, , , . . .}. We write ∞ , c, and c  for the classical spaces of all bounded, convergent and null sequences, respectively. Also by bs, cs,  , and p , we denote the spaces of all bounded, convergent, absolutely, and p-absolutely convergent series, respectively. A sequence spaces μ with a linear topology is called a K -space if each of the maps p i : μ → C defined by p i (x) = x i is continuous for all i ∈ N. A K -space is called an FK -space if μ is a complete linear metric space; a BK -space is a normed FK -space.
A sequence (b (n) ) ∞ n= in a normed space μ is called a Schauder basis if for every x ∈ μ, there is a unique sequence (β n ) ∞ n= of scalars such that
The sequence (e (n) ) is the Schauder basis for p and c  , and {e, e (n) } is the Schauder basis for the space c, while the space ∞ has no Schauder basis, where e (n) and e denote the sequences whose only non-zero entry is a  in the nth place for each n ∈ N and e = (, , , . . .).
A subset M of a metric space (X, d) is said to be dense in X if M = X. A metric space (X, d) is said to be separable if it contains a countable subset which is dense in X. Note that a nonseparable space has no Schauder basis.
Let λ and μ be two sequence spaces, and A = (a nk ) be an infinite matrix of complex numbers a nk , where k, n ∈ N. Then we say that A defines a matrix mapping from λ into ©2014 Kirişci; licensee Springer. This is an Open Access article distributed under the terms of the Creative Commons Attribution License (http://creativecommons.org/licenses/by/2.0), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited. http://www.journalofinequalitiesandapplications.com/content/2014/1/93 μ, and we denote it by writing A : λ → μ if for every sequence x = (x k ) ∈ λ the sequence Ax = {(Ax) n }, the A-transform of x, is in μ; here
(.) By (λ : μ), we denote the class of all matrices A such that A : λ → μ. Thus, A ∈ (λ : μ) if and only if the series on the right side of (.) converges for each n ∈ N and each x ∈ λ and we have Ax = {(Ax) n } n∈N ∈ μ for all x ∈ λ. A sequence x is said to be A-summable to α if Ax converges to α, which is called the A-limit of x. Also by (λ : μ; p), we denote the subset of (λ : μ) for which limits or sums are preserved whenever there is a limit or sum on the spaces λ and μ. The matrix domain λ A of an infinite matrix A in a sequence space λ is defined by
which is a sequence space. If A = (a nk ) is triangle, that is to say, a nn =  and a nk =  for all k > n, then one can easily observe that the sequence spaces λ A and λ are linearly isomor-
for all k, n ∈ N; here u n depends only on n and v k only on k. We shall write throughout for brevity
The main purpose of present paper is to introduce the sequence spaces f  (G) and f (G) derived as the domain of the generalized weighted mean in the spaces f  and f of almost null and almost convergent sequences, and to determine the β-and γ -duals of these spaces. Furthermore, some classes of matrix mappings on/in the space f (G) are characterized.
Spaces of almost null and almost convergent sequences
The shift operator P is defined on ω by (Px) m = x m+ for all n ∈ N. A Banach limit L is defined on ∞ , as a non-negative linear functional, such that L(Px) = L(x) and L(e) = . A sequence x = (x k ) ∈ ∞ is said to be almost convergent to the generalized limit α if all Banach limits of x are α [] and is denoted by f -lim x k = α. Let P i be the composition of P with itself i times and let us write for a sequence x = (x k ) 
where t mn (x) is defined by (.). Also, by fs, we denote the space of all almost convergent series.
New sequence spaces and their duals
In this section, we introduce the sequence spaces f  (G) and f (G) and give some results concerning them, and we determine their beta and gamma duals.
Malkowsky and Savaş [] have defined the sequence space Z = (u, v; X), which consists of all sequences whose 
Afterward, Altay and Başar [] studied the sequence space (u, v; p) as follows: 
By the notation of (.), the sequence spaces f  (G) and f (G) are restated as
Theorem . The sequence spaces f (G) and f  (G) are BK -spaces with the same norm given by Proof By the definition on the sequence spaces f  and f , it is immediate that f ⊂ f (G) and
Now, we should show that these inclusions are strict. We consider the sequence t = (t k ) defined by
The sequence is not almost convergent but Gt is almost convergent to /. This step completes the proof. 
Theorem . The inclusions c ⊂ f (G) and f (G)
and
From Lemma . and Lemma ., we may give the theorem determining the β-and γ -duals of the sequence space f (G).
Theorem . Let u, v ∈ U and z
Proof Consider the equality
where E = (e nk ) is defined by (.). We therefore observe by (.) that zx = (z k x k ) ∈ cs or bs whenever x = (x k ) ∈ f (G) if and only if Ey ∈ c or ∞ whenever y = (y k ) ∈ f . We obtain from Lemma . and Lemma . the result that
, which is what we wished to prove.
As a direct consequence of Theorem ., we have the following.
Some matrix mappings related to the space f (G)
In this section, we give two theorems characterizing the classes of matrix transformations from the sequence space f (G) into any given sequence space μ and from any sequence space μ into the given sequence space f (G). We write throughout for brevity for all k, n ∈ N and μ be any given sequence space. Then E ∈ (f (G) : μ) if and only if {e nk } k∈N ∈ {f (G)} β for all n ∈ N and F ∈ (f : μ).
Proof Let μ be any given sequence. Suppose that (.) holds between the infinite matrices E = (e nk ) and F = (f nk ), and we take into account that the spaces f (G) and f are linearly isomorphic. Let E ∈ (f (G) : μ) and take any y = (y k ) ∈ f . Then FG(u, v) exists and {e nk } k∈N ∈ {f (G)} β , which yields the result that (.) is necessary and {f nk } k∈N ∈ f β for each n ∈ N. Hence, Fy exists for each y ∈ f and thus by letting m → ∞ in the equality we obtain Ex = Fy, which leads to the consequence F ∈ (f : μ). Conversely, let {e nk } k∈N ∈ {f (G)} β for each n ∈ N and F ∈ (f : μ), and we take any x = (x k ) ∈ f (G). Then Ex exists. Therefore, we obtain from the equality Now, we list the following conditions:
Prior to giving some consequences as an application of this idea, we give the following basic lemma, which is the collection of the characterization of matrix transformations related to almost convergence. Finally, we should note that the investigation of the domain of some particular limitation matrices, namely Cesàro means of order m, Nörlund means, etc., in the spaces f  and f will lead to new results which are not comparable with the present results.
Lemma .

