Abstract. We propose a generalization of the conjugate gradient method that uses multiple preconditioners, combining them automatically in an optimal way. The derivation is described in detail, and analytical observations are made. A short recurrence relation does not hold in general for this new method, but in at least one case such a relation is satisfied: for two symmetric positive definite preconditioners whose sum is the coefficient matrix of the linear system. A truncated version of the method works effectively for other cases as well. The algorithm may be useful for domain decomposition techniques and other problems in which the need for more than one preconditioner arises naturally. We discuss similarities and differences with the standard and block conjugate gradient methods. Numerical examples illustrate and validate the merits of our algorithm.
Organization of paper and notation.
The paper is structured as follows. In Section 2 we derive a multi-preconditioned steepest descent method. In Section 3, the main part of the paper, we derive the MPCG algorithm and discuss its properties. Section 4 is devoted to numerical experiments. Finally, in Section 5 we draw some conclusions and point out possible directions for future research.
Throughout we will assume without loss of generality that our initial guess is x 0 = 0, with accompanying initial residual r 0 = b; generally quantities computed at the i'th iteration of an algorithm will have the subscript i. The matrix A is symmetric positive definite, and the preconditioners are M j , j = 1, . . . k, where M −1 j ≈ A −1 . This is the one case where the subscript does not indicate the iteration at which the quantity is computed: M 1 , . . . M k are fixed throughout the algorithm.
Multi-preconditioned steepest descent (MPSD).
Since A is symmetric positive definite, it is possible to employ the notion of energy norm: e A = √ e T Ae. The basic Steepest Descent (SD) algorithm for solving Ax = b is to take the negative gradient of the energy norm of the error, i.e. the steepest descent direction, which also happens to be the current residual vector r i , as the search direction for a step that minimizes the energy norm of the error associated with the new guess:
Of course, convergence is much faster if the search direction is closer to the actual error A −1 r i , so it is natural to precondition this iteration by instead choosing p i+1 = M −1 r i where M −1 ≈ A −1 , obtaining a preconditioned SD algorithm (PSD). One possible approach of further improving the new residual is to enlarge the search space from one dimension to multiple dimensions: use a set of search directions p 1 , . . . , p k . In particular, if multiple preconditioners M 1 , . . . , M k are available, use p
To get the same energy norm minimization, we derive a multipreconditioned steepest descent (MPSD) algorithm:
Note that α is now a vector of coefficients specifying the linear combination of search directions for updating the guess.
Multi-preconditioned conjugate gradient (MPCG).
Although the steepest descent method converges, it is inefficient compared with Conjugate Gradient. This section establishes the multi-preconditioned analogy of CG in a fashion similar to the derivation of the standard PCG, whose first step is an iteration of PSD. The analogy to the derivation of the standard method with a single preconditioner allows for making the reasonable assumption that MPCG will improve on MPSD in a way similar to the improvement obtained by using CG rather than SD.
3.1. Derivation. One way of looking at CG and why it is so much faster than SD is to interpret it as a generalized SD with multiple search directions. At step i + 1, the search directions are simply p 1 , . . . , p i+1 , i.e. the new search direction plus all the previous ones. Thus we get a global energy norm minimum, not just a local greedy minimization. The clever part about CG is choosing the search directions to be A-conjugate, so that P T i+1 AP i+1 is just diagonal and trivial to invert. Furthermore, due to the global minimization, the previous search directions P i are orthogonal to the most recent residual, so P T i+1 r i is zero except for the last component, making the update even simpler.
We will want to preserve these features in generalizing PCG to have multiple search directions per step (generated from multiple preconditioners). That is, we want the property
We begin with one step of MPSD:
Then we generate the preconditioned residuals to increase the dimension of the search space:
We will want to get P 2 from Z 2 by making it A-conjugate to the previous directions:
, or more generally:
Now, with the new A-conjugate search direction, we can again seek a global minimum that simplifies to a local computation:
The algorithm is given in Figure 3 .2.
Orthogonality properties.
Since we do a global minimization of energy norm at the previous steps, we get the usual orthogonality property:
Up to this point we have derived properties which are valid for any choice of the Z's, e.g. even with random nonsymmetric preconditioners chosen independently at each step. However, let us now use the fact that our preconditioners are symmetric and do not change throughout the iteration (as opposed to a flexible method). Then
In combination with (3.2), we conclude that
3.3. Breakdown. The MPCG algorithm could break down if P T j AP j is singular for any j, which happens for example if two or more of the preconditioners are identical to each other. Note that P T j AP j is k-by-k, where k is the number of preconditioners. It is therefore an extremely small matrix whose singularity can be easily detected. A possibility of breakdown should not be a major concern: sensible choice of the preconditioners should preclude such a situation, since it does not make sense to choose preconditioners that do not produce linearly independent A-conjugate directions. However, in any case an automatic way to avoid a breakdown situation may be to apply the pseudo-inverse of P T j AP j , which effectively means that redundant search directions are ignored. 
Assuming an initial guess of x 0 = 0 with initial residual r 0 = b, the standard PCG algorithm solves for x 2j as the vector from the Krylov subspace
that minimizes the energy norm of the error. Let us show that the same Krylov subspace is obtained with j iterations of MPCG with the above defined M 1 and M 2 . Note that
The corresponding subspace from which x is chosen is spanned by M −1 r 0 and M −1 AM −1 r 0 in the first iteration, and is extended by
The rest of the proof readily follows by induction, for any given integer j, by repeating the same argument. Since MPCG finds the vector from this subspace that minimizes the energy norm of the error, just as PCG does, it must produce the same iterates as PCG.
The recurrence relation. For regular PCG observe that
Thus the A-conjugation step may ignore all but the previous search direction, giving the short recurrence. Unfortunately in MPCG α is a vector and cannot be inverted, so the above does not easily generalize. However, note that in MPCG AP j α j = r j−1 − r j . Using equation (3.3) , this means for j < i
and then after expanding α
We also know r
is not zero, it is orthogonal to all residuals from r j−1 up.
While this orthogonality condition is as close to a short recurrence relation as MPCG generally gets, there is an important case in which it is provably short and there is no error in the truncation: we now formulate and prove this result, beginning with a lemma. Proof. Write out the columns of each Z matrix and perform the multiplication explicitly:
where the last step uses equation (3.3).
We now prove the short recurrence for this A = B + C case: THEOREM 3.3. Suppose A = B + C where B and C are SPD and are used as the preconditioners for MPCG. Then the search directions satisfy the short recurrence relation
Proof. To show that the sum in the general A-conjugation formula for P i+1 collapses to just the one term as in (3.5), we will prove that P T j AZ i+1 = 0 for j < i. We begin our induction argument with the j = 1 case.
For j = 1,
We argue that α 1 has all nonzero entries unless r 0 = 0: a zero entry would indicate there is no energy norm improvement in the solution possible along the corresponding search direction, i.e. for that column, say the a'th column p
1 cannot be zero, assuming the preconditioners are positive definite. The only diagonal matrix which has a vector with all nonzero entries in its null-space is the zero matrix. Thus P T 1 AZ i+1 = 0. Now assume that P T s AZ i+1 = 0 for all s < j and let us work on the case for j. Substituting the general summation formula for P j gives
Since s ≤ j − 1 < i in the above sum, the factor P T s AZ i+1 in each term is zero by induction, so the sum is zero. We are left with P T j AZ i+1 = Z T j AZ i+1 . Just as in the base case, we know this is a diagonal matrix by lemma 3.2 and that α T j (P T j AZ i+1 ) = 0 by equation (3.4) . Also as in the base case note that, by the energy norm minimization property, if an entry of α j was zero then it would have to be that the corresponding column of P j was orthogonal to r j−1 . Say such a column is p a j . Using the definition of P j , we can expand: Since s ≤ j − 1, the factors r 3.6. Truncated MPCG. Theorem 3.3 shows that in certain cases there is no need to use the full MPCG. Even when the recurrence relation is not short, numerical experiments indicate that it often is acceptable to truncate the A-conjugation step to the standard short recurrence (that is, only make P i+1 A-conjugate to P i instead of all previous search directions). The terms we truncate are often very small, and convergence is often not significantly slowed down by the omission. Numerical results that demonstrate this are given in Section 4.
While we do not have a full analytical justification for the expectation that a truncated version of MPCG be effective, some insight may be provided by referring to the result that was obtained earlier in this section, namely that the update P j (P T j AP j ) −1 P T j AZ i+1 is orthogonal to all the residuals from r j−1 up. In practice often the terms that have been truncated are small; this observation is supported by numerical experiments we have performed.
We define MPCG(m) to be a truncated version of MPCG in which only the last m search directions are used in each iteration. Note that another parameter necessary for defining (full as well as truncated) MPCG is k, the number of preconditioners. However, to maintain simplicity of notation, we avoid incorporating it into the definition.
Examples.
We now present numerical examples that demonstrate the merits and potential of the MPCG method, and discuss different ideas for how to choose multiple preconditioners.
ADI examples .
We start this section by showing how the mechanism of MPCG works for two simple model problems with ADI preconditioning.
2D Poisson with weak coupling in one direction. Consider
on Ω = (0, 1) × (0, 1), with Dirichlet boundary conditions. We set the right-hand-side and the boundary conditions so that u(x, y) = cos(πx) cos(πy) is the exact solution.
Using the standard second order centered difference scheme with n grid points in each direction (that is, with mesh size h = 1 n+1 ), the coefficient matrix is n 2 × n 2 , given by A = I n ⊗ T n + εT n ⊗ I n , where T n = tri[−1, 2, −1]. We select two preconditioners in an 7 ADI fashion: M x = I n ⊗T n and M y = εT n ⊗I n . Thus, M x is tridiagonal and corresponds to the discretized operator −u xx , and M y is a discrete operator corresponding to −εu yy . Since A = M x + M y by construction, Theorem 3.3 holds and MPCG(1), which is based on short recurrences, produces the same iteration sequence as MPCG (up to roundoff errors). Setting ε = 1 corresponds to the standard Poisson equation, for which the symmetry between x and y implies that MPCG with M x and M y as preconditioners is tied with the standard PCG with either M x or M y in terms of overall computational work. (Numerical experiments indeed confirm this.) However, for smaller values of ε the symmetry is lost and differences between using M x and M y are expected. We take ε = 0.5, and compare the convergence of PCG and MPCG(1). Figure 4 .1 illustrates the behavior of α and the convergence of MPCG(1). A 32×32 grid was used. As expected, M x dominates the search space; the graphs for α confirm this.
Note that each iteration of MPCG(1) involves solving for two preconditioners and hence is more computationally expensive than a PCG iteration by a factor of nearly 2. The iteration counts that are presented in the graphs are 206 for PCG using M y , 102 for PCG using M x , and 66 for MPCG(1) using M x and M y . Thus, PCG with M x outperforms MPCG(1) whereas PCG with M y is inferior.
The point that we are making in this example is that while there might be a single preconditioner whose performance is better than a combination of preconditioners, the detection of the preconditioning for MPCG is done automatically, and does not rely on knowledge of the underlying continuous problem or properties of the matrix. Indeed, not always is it possible to identify beforehand which single preconditioner is the best one to use. Even in cases where one particular preconditioner clearly dominates, MPCG could still be useful, as a few iterations could be executed to determine what the most effective preconditioner is, and then one could switch to regular PCG with that choice.
ADI for 3D Poisson. The three-dimensional Poisson equation, ∇
2 u = f on the unit cube with Dirichlet boundary conditions, is discretized using standard centered finite differences, and is solved using three preconditioners in an ADI fashion: discrete operators that correspond to −u xx , −u yy , −u zz . We used a random right-hand-side vector and ran the program for several meshes. The short recurrence relation does not hold in this case; this was observed by keeping track of P T AZ throughout the iteration. But numerical experiments indicate that MPCG(1) performs as well as full MPCG. In other words, the convergence behavior is practically not affected by the truncation. Results are given in Table 4 
Domain Decomposition.
One of the natural applications for MPCG is domain decomposition: each preconditioner corresponds to (approximately) solving a restriction of the PDE to a subdomain. MPCG will then automatically provide something akin to a coarse grid correction: the matrix equation for α is a Galerkin projection of the matrix onto a small subspace with one degree of freedom per subdomain. This allows for much greater scalability than the corresponding PCG method using just a fixed combination of subdomain solves.
For preliminary experiments we solved the standard 5-point Poisson problem on a square grid with Dirichlet boundary conditions. For preconditioners we partition the domain into disjoint rectangles, where in each of which we exactly solve the restriction of the problem, i.e. inverting the submatrix of A corresponding to those unknowns. For regular PCG, we assemble these into a standard block diagonal preconditioner. For MPCG, we treat each subdomain solve as a separate preconditioner which can supply a unique search direction. Our first observation is that if we have just two subdomains, then MPCG apparently (observed to round-off error) preserves the short recurrencethough this situation is not covered by theorem 3.3. In this case, MPCG is noticeably more efficient than PCG: e.g. to solve on a 100 × 100 grid (with 100 × 50 subdomains) to 10 −10 relative residual reduction took PCG 49 iterations but MPCG just 37. The cost of these iterations is dominated by the subdomain solves, so the small amount of extra work that MPCG does per iteration is more than compensated for by the enhanced convergence rate. Figure  4 .3 shows the residual norm histories.
For more subdomains, the short recurrence property is lost. However, we were intrigued to find that the full (non-truncated) form of MPCG actually has significantly better scalability than standard PCG, at least in terms of iteration counts. If we keep the subdomain size constant as we increase the grid size, then the iteration count for PCG increases linearly with the side length of the grid. But for full MPCG, the iteration count appears to only increase logarithmically: see figure 4 .4 for the numbers from our numerical experiment.
Unfortunately with truncation-even keeping two or three previous iterations' search directions and not just one-the scalability is diminished and the results are noticeably slower. We conjecture that truncating to one search direction leads to a linear convergence (like PCG, but slower), but retaining more search directions steadily improves the scalability, ultimately towards O(log n) for full MPCG. For example, MPCG(3) (keeping three previous search direction groups) appears from figure 4.4 to lead to O(n 2/3 ) iterations for an n × n grid.
Truncated Truncated Truncated Grid Size PCG MPCG (1) MPCG (2) 
A Model Bending Problem.
Our motivation for this example is plate and shell elasticity problems, or more generally PDE's where the matrix to solve is the sum of relatively easy to precondition parts (e.g. second order differential operators) and more challenging parts (e.g. fourth order differential operators). We used the standard centered finite difference discretization of with clamped boundary conditions (u = ∂u ∂n = 0) on a unit square domain as a model for an implicit time step in a bending simulation.
The biharmonic term in this problem gives rise to a non-M-matrix and can cause standard incomplete Cholesky methods to break down, though for example modified incomplete Cholesky works very well for the other terms. A robust alternative that has been successfully applied to difficult shell problems is Stabilized AINV [2] . We investigate using both SAINV (on the full matrix, permuted with a minimum degree ordering, with drop tolerance 0.1) and modified incomplete Cholesky (on all terms except the biharmonic operator, using the regular grid ordering, with level 0 fill) in MPCG.
Our test case uses a 100 × 100 grid, B = 10 −6 , ∆t = 10 −2 , and various values for S. Our motivation for these specific choices is related to scaling of the operators. We present iteration counts for PCG with the two different preconditioners as well as their sum (i.e. giving them equal weight), for full MPCG, and for truncated MPCG(1) and MPCG(2) in figure 4.5.
Observe that as the relative importance of the second-order term changes, the effectiveness of PCG with a particular choice of preconditioners varies significantly. Meanwhile, full MPCG followed closely by truncated MPCG(2) robustly achieve the minimum iteration counts-though of course doing more work per iteration. For the more imbalanced problems (S very small or very large) it is almost certain that PCG with the appropriate preconditioner will be the clear winner in terms of actual time, but for the more interesting balanced caseswhere it is unclear a priori what the appropriate preconditioner is-truncated MPCG could be a very competitive, robust choice.
To illustrate some of the dynamic behavior of MPCG, we plot the two components of α for full MPCG in the S = 0.1 problem in figure 4.6. While the contribution from the SAINV preconditioner remains steady, the contribution from the modified incomplete Cholesky preconditioner steadily grows. We hypothesize this is due to SAINV being more effective overall, but MIC(0) doing a better job on low frequencies-which eventually are all that is left after SAINV deals with the rest of the spectrum. These steadily changing weights could not be duplicated by a fixed combination in regular PCG. Interestingly, we do not see the upwards trend in truncated MPCG: further investigation is required to understand this behavior.
We have observed variations on this problem where MPCG does not fare as well. From these experiments it appears MPCG usually behaves in one of two ways (excepting the scalable domain decomposition results in the previous section where we get the coarse grid correction effect). In some problems the multiple preconditioners act synergistically, and the full and truncated forms of MPCG perform comparably: the additional search directions from the multiple preconditioners more than make up for the loss of global orthogonality and attendant loss of global optimality. For other problems truncated MPCG performs poorly, and while full MPCG necessarily converges in fewer iterations than simple PCG, it appears not to af- ford a major improvement: the extra search directions are nearly redundant, so PCG with its guarantee of global optimality is more efficient than truncated MPCG.
5. Discussion and future research. The MPCG method derived in this paper establishes a class of algorithms that are distinct from Krylov subspace solvers that we have seen so far in the literature. A feature of the method is that the choice of 'optimal' preconditioning (in an energy minimization sense, as described in Section 3) is done automatically. We believe that this is a promising approach, in particular in a time when research in the field of numerical linear algebra is shifting away from fine-tuning Krylov solvers towards relying more strongly on effective preconditioning methodologies.
The method we propose is different from flexible methods since the preconditioners in MPCG are fixed and do not change throughout the iteration. It is also different from block methods, which maintain multiple search directions from the start but only use a single preconditioner. Our algorithm constructs a generalized Krylov space whose dimension is proportional to the number of preconditioners incorporated.
Short recurrences cannot generally be preserved when more than one preconditioner is involved. But we were able to show that for two preconditioners whose sum is equal to the coefficient matrix itself, a short recurrence relation holds and the truncated algorithm MPCG(1) can be used without giving away anything. In addition, we have experimentally observed two interesting phenomena which our analysis does not cover. In the three-dimensional Poisson equation with three ADI preconditioners MPCG(1) converges as fast as full MPCG, even though the short recurrence relation does not hold. Furthermore in a nonoverlapping domain decomposition test problem we have observed that the short recurrence holds for two subdomains. When more than two subdomains are applied the short recurrence is lost, but scalability remains very good, as is demonstrated in section 4.2.
In many complicated and large scale problems, the choice of a preconditioner is not obvious, and if more than one candidate is available, a fixed combination of the preconditioners may not work well enough. This is where the mechanism of MPCG may come in handy, since it determines throughout the iteration how to combine the preconditioners. Even if MPCG ultimately is not faster than PCG with the right selection of preconditioner, a few iterations of MPCG may robustly identify what that selection should be.
Parallelism may be another strong point of MPCG. While we have not implemented our algorithm in a parallel environment, it is evident that the time-consuming step Z i+1 = [M k r i ] can be straightforwardly parallelized. We also envision that there may be useful parallel speed-up even from highly sequential preconditioners: e.g. instead of running PCG with incomplete Cholesky, leaving half of a dual-processor workstation sitting idle, two variations on incomplete Cholesky could be run in parallel with MPCG.
Future research may extend into several directions. Domain decomposition applications naturally lend themselves to an approach such as MPCG, particularly if the physics of one domain is significantly different than the physics of another domain (e.g. due to material interfaces). Singular preconditioners that practically affect only one particular subdomain could be used. Also, a flexible variant of MPCG might prove useful: allowing the preconditioners to vary throughout the iteration, for example if they are applied to sub-problems using PCG with a rough convergence tolerance.
Again recall that in the domain decomposition example our preconditioners were singular. Regular PCG of course cannot tolerate preconditioners whose null-spaces overlap the span of the right hand side. It is tempting to ask if we can push this further, with preconditioners that are even slightly indefinite (in different subspaces). A motivating case here is the sparse approximate inverse SPAI [6] whose definiteness is difficult to determine.
Another possible research direction is the derivation of multi-preconditioned solvers for other classes of linear systems. In particular, since GMRES [13] does not possess a short recurrence relation multi-preconditioned GMRES may be very competitive.
A MATLAB implementation of the multi-preconditioned conjugate gradient method is available at [4] . The authors welcome comments and suggestions.
