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The method of generalized quasi-linearization has been well developed for
ordinary differential equations. In this paper, we extend the method of generalized
quasi-linearization to reaction diffusion equations on an unbounded domain. The
iterates, which are solutions of linear equations starting from lower and upper
solutions, converge uniformly and monotonically to the unique solution of the
nonlinear reaction diffusion equation in an unbounded domain. Initially an exis-
tence theorem for the linear nonhomogeneous reaction diffusion equation in an
unbounded domain has been proved under improved conditions. The quadratic
convergence has been proved by using a comparison theorem of reaction diffusion
equations with ordinary differential equations. This avoids the computational
complexity of the quasi-linearization method, since the computation of Green's
function at each stage of the iterates is avoided. Q 1999 Academic Press
Key Words: Unbounded domain; generalized quasi-linearization; reaction diffu-
sion equation; quadratic convergence.
1. INTRODUCTION
w xIt is well known that the method of quasi-linearization 1 is a construc-
tive method of proving the existence of solutions of initial and boundary
value problems. The main advantage of the method in addition to quadratic
convergence is that the iterates are solutions of linear and mildly nonlinear
w x w xequations. See 11 for first-order ordinary differential equations and 7
w xfor reaction diffusion equations. In 6, 7 we refer to the method of
quasi-linearization as generalized quasi-linearization, since we no longer
require the forcing function to be convex or concave, as the original
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quasi-linearization method. Furthermore, the method of upper and lower
solutions is used as in the monotone method to obtain simultaneously
increasing and decreasing sequences. Further the iterates are solutions of
linear equations. In this paper, we extend the generalized quasi-lineariza-
tion method to reaction diffusion equations in an unbounded domain. We
develop the method of generalized quasi-linearization such that the forcing
Ž . Ž . Ž . Ž .function f t, x, u is split as f t, x, u q f t, x, u q f t, x, u , where1 2 3
Ž . Ž .f t, x, u can be made convex, f t, x, u can be made concave, and1 2
Ž .f t, x, u is bounded and Lipschitzian. In this case, the iterates are3
Ž .solutions of simple nonlinear equations. However, if f t, x, u ’ 0, the3
iterates are solutions of linear equations. These linear iterates converge
quadratically to the unique solution of the nonlinear reaction diffusion
w xequation. However, the rate of convergence is linear in 4, 7, 8, 9 .
2. PRELIMINARIES
In this section we list the assumptions and recall some known existence
and comparison results that are needed to develop our main result. See
w x3]7 for details.
We define the closed set
Nw xL s t , x , u : ¤ t , x F u F w t , x , t , x g Q ’ 0, T = R .Ž . Ž . Ž . Ž . 40 0 T
We consider the reaction diffusion equation with the Cauchy problem of
the form
› u
Nxy Lu s f t , x , u in Q s 0, T = R ,Ž . ŽT› t 2.1Ž .
u 0, x s u x in R N ,Ž . Ž .0
where L is a strictly uniform elliptic operator defined by
N 2 N› ›
L s a t , x q b t , x q c t , x .Ž . Ž . Ž .Ý Ýi , j i 0› x › x › xi j ii , js1 is1
Ž . Ž . Ž . Ž .Here f t, x, u s f t, x, u q f t, x, u q f t, x, u .1 2 3
We list the following assumptions for convenience.
Ž . Ž . Ž . Ž . Ž .A Let f t, x, u , f t, x, u , f t, x, u be such that F t, x, u s0 1 2 3
Ž . Ž . Ž . Žf t, x, u q F t, x, u and F t, x, u are uniformly convex in u on L i.e.,1
. Ž . Ž . Ž .f q F G 0 and F G 0 . Also let G t, x, u s f t, x, u q C t, x, u1, uu uu uu 2
Ž . Žand C t, x, u be uniformly concave in u on L i.e., f q C F 0 and2, uu uu
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.C F 0 , and f is a bounded continuous in u on L. In addition, letuu 3, u
Ž . Ž . Ž . ar2, a Žw x N .F t, x, u , G t, x, u , and f t, x, u g C 0, T = R = R , R . Further-3
more, let
2< <F t , x , j q G t , x , h y F t , x , h y C t , x , j F M x q 1 ,Ž . Ž . Ž . Ž . Ž .u u u u
2.2Ž .
Ž . Ž .where t, x, j and t, x, h g L.
In fact, it is enough to assume that
< < 2F t , x , w q G t , x , ¤ y F t , x , ¤ y C t , x , w F M x q 1 ,Ž . Ž . Ž . Ž . Ž .u 0 u 0 u 0 u 0
F t , x , ¤ q G t , x , w y F t , x , w y C t , x , ¤Ž . Ž . Ž . Ž .u 0 u 0 u 0 u 0
< < 2G yM x q 1 ,Ž .
Ž .instead of 2.2 .
2qaŽ . Ž . Ž . ŽA i a , b , c are bounded. For each t g 0, T , a g C Q ,1 i j i 0 i j T
1qa. Ž .R , b g C Q , R . Here a satisfiesi T i j
N
2 2< < < <d j F a t , x j j F d j ,Ž .Ý0 i j i j 1
i , js1
Ž .where d and d are independent of t, x .0 1
Ž . Ž . < Ž . <ii f t, x, u is holder continuous in t and x, and f t, x, u F
b < x < 2 Ž .y1M e , where M and b are constants M ) 0, b - 4Td .0 0 0 1
Ž . Ž . 2qa < Ž . < b < x < 2iii u x g C and u x F A e .0 0 0
1, 2w xDEFINITION 2.1. We say a function ¤ g C Q , R is called a lower0 T
Ž .solution of 2.1 if
› ¤ 0 y L¤ F f t , x , ¤ ,Ž .0 0› t
¤ 0, x F u x ,Ž . Ž .0 0
Ž .and an upper solution of 2.1 if the reversed inequality holds.
w xWe state the following maximum principle from 3 and comparison
w xtheorem from 5 , which we need in the main result to prove the mono-
tonicity of iterates and quadratic convergence part, respectively.
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Ž .THEOREM 2.1. uLet t, x satisfy
› u
y Lu q cu G 0 in QT› t
u 0, x G 0,Ž .
where L is the elliptic operator defined by
N 2 N› ›
L s a t , x q b t , x q c t , xŽ . Ž . Ž .Ý Ýi , j i 0› x › x › xi j ii , js1 is1
such that
< < < <a F M , b t , x F M x q 1 ,Ž . Ž .i , j
< Ž . < Ž < < 2 . Ž . Ž < <.and c t, x F M x q 1 , and u t, x G yB exp b x , where M, B, b
are positi¤e constants. Then we ha¤e
u t , x G 0 in Q .Ž . T
w xSee 3 for details of the proof.
THEOREM 2.2. Suppose that
Ž . 1, 2Ž . Ž . Ži m g C Q , R such that m y Lm F f t, x, m , where f t,T q t
. w xx, u g C Q = R, R and the operator L is elliptic.T
Ž . Žw x . Ž .ii g g C 0, T = R , R and let r t, 0, y G 0 is the maximal solu-q 0
tion of the differential equations
yX s g t , y , y 0 s y G 0Ž . Ž . 0
existing for t G 0 and
f t , x , z F g t , z , z G 0.Ž . Ž .
Ž . Ž . Ž .iii m 0, x F r 0, 0, y for x g R.0
Ž . Ž .Then m t, x F r t, 0, y on Q .0 T
w xSee 5 for details.
In the following, we prove the existence of a unique solution of the
Ž .following Cauchy problem, where the coefficient c t, x is unbounded but
< < 2satisfies some growth condition such as x .
w xFirst we recall some known results from 3 .
Ž .Let G t, x; t , j be the fundamental solution of the uniformly parabolic
operator
N 2 N› › ›
L s y a q b q c .Ý Ýi j i 0ž /› t › x › x › xi j ii , js1 is1
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Ž . Ž . NLet f t, x be a function defined from Q to R, where Q s 0, T = R .
We consider the potential function to be
t
V t , x s G t , x ; t , j f t , j dj dt .Ž . Ž . Ž .HH
N0 R
< < b < x <
2
THEOREM 2.3. Assume that f is a measurable function and f F Me ;
Ž .then V t, x is a continuous function in Q.
Ž . < <THEOREM 2.4. Assume that f t, x is a continuous function and f F
b < x < 2 Ž . Ž .Me in Q. Then V t, x , where t, x g Q, has the continuous first-order
partial deri¤ati¤e with respect to x and
› V t , x ›Ž . t
s G t , x ; t , j f t , j dj dt .Ž . Ž .HH
N› x › x0 Ri i
Ž .THEOREM 2.5. If f t, x is continuous in Q, f is locally Holder continuous
N < < b < x <
2 Ž .in x g R uniformly with respect to t, and f F Me , then V t, x has the
continuous second-order partial deri¤ati¤e in x.
ŽTHEOREM 2.6. Let the assumptions of Theorem 2.5 hold. Then › V t,
.x r› t exists and is continuous in Q.
Now we prove the main result of this section. We prove the existence of
the solution of the following Cauchy problem, using the monotone method.
Consider the Cauchy problem
› u
y Lu q cu s g t , x , u in Q ,Ž . T› t 2.3Ž .
u 0, x s u x ,Ž . Ž .0
where
N 2 N› ›
L s a q b q c ,Ý Ýi j i 0› x › x › xi j ii , js1 is1
where c is the bounded function and0
2< < < <a F M , b t , x F M , c t , x F M x q 1 ,Ž . Ž . Ž .i , j
Ž .where M is a positive constant and g t, x, u is a continuous function in L.
Ž .Ž . Ž .Ž .THEOREM 2.7. Assume A i and A iii hold and there exists ¤ and1 1 0
1, 2w x Ž .w g C Q , R , which are lower and upper solutions of 2.3 such that0 T
Ž . Ž . Ž .¤ t, x F w t, x on Q . Furthermore, let g t, x satisfy0 0 T
g t , x , a y g t , x , b G yM a y bŽ . Ž . Ž .1
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for ¤ F b F a F w , and let M be a positi¤e constant. Then the Cauchy0 0 1
1, 2Ž . w xproblem 2.3 has a unique solution belonging to C Q , R such thatT
¤ t , x F u t , x F w t , x on Q .Ž . Ž . Ž .0 0 T
 4  4Proof. We construct the sequences ¤ and w as solutions of then n
linear equations
› ¤n y L¤ q M ¤ s yc q M ¤ q g t , x , ¤ ,Ž . Ž .n 1 n 1 ny1 ny1› t
¤ 0, x s u x ,Ž . Ž .n 0
and
› wn y Lw q M w s yc q M w q g t , x , w ,Ž . Ž .n 1 n 1 ny1 ny1› t
w 0, x s u x ,Ž . Ž .n 0
where n s 1, 2, 3, . . . .
w x 1, 2Ž .We can show as in 7, 3 that ¤ , w g C Q for n s 1, 2, 3, . . . , aren n
such that
¤ F ¤ F ??? F ¤ F w F ??? F w F w .0 1 n n 1 0
Ž . Ž .It is easy to show that ¤ t, x , w t, x converge uniformly and monotoni-n n
Ž . Ž . Ž . Ž .cally such that lim ¤ t, x s ¤ t, x , lim w t, x s w t, x . Fur-n“‘ n n“‘ n
thermore, we can show that ¤ and w satisfy
t
¤ t , x s G t , x ; t , j yc j , t ¤ j , tŽ . Ž . Ž . Ž .ŽHH
N0 R
qg t , j , ¤ dj dt q J Ž0. t , x ,Ž . Ž ..
t
w t , x s G t , x ; t , j yc j , t w j , tŽ . Ž . Ž . Ž .ŽHH
N0 R
qg t , j , ¤ dj dt q J Ž0. t , x ,Ž . Ž ..
where
J Ž0. t , x s G t , x ; 0, j u j dj .Ž . Ž . Ž .H 0
NR
Ž0.Ž . 1, 2Ž .Clearly, J t, x g C Q . Furthermore, ¤ and w are Lebesgue mea-
surable functions such that ¤ F ¤ F w F w . Using Theorems 2.3, 2.4,0 0
2.5, and 2.6, it is easy to prove that ¤ and w are the classical solutions of
Ž .2.3 . Finally, we have to prove that ¤ ’ w. Let a s ¤ y w; then we have
›a
y La q ca s g t , x , ¤ y g t , x , w G yM a ,Ž . Ž . 1› t
a x , 0 s 0.Ž .
Using the Maximum Principle, we have a G 0, i.e., ¤ G w. Hence, ¤ ’ w.
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Remark 1. The above result is an improvement compared with the
w x Ž .results of 6 , since we have not assumed c t, x to be bounded. We note
that the above method is a constructive method of proving the existence of
Ž .the unique solution of 2.3 . However, the order of convergence of the
sequences is linear.
3. GENERALIZED QUASI-LINEARIZATION
In this section we develop the method of generalized quasi-linearization.
The method of generalized quasi-linearization yields monotone sequences
Ž .that converge uniformly and monotonically to the unique solution of 2.1 .
Furthermore, we can show that the convergence is quadratic when the
concerned functions are bounded.
Ž .THEOREM 3.1. Let ¤ and w be lower and upper solutions of 2.1 and,0 0
Ž . Ž .furthermore, let assumptions A and A hold. Then there exist monotone0 1
 4  4sequences ¤ and w that con¤erge uniformly and monotonically to then n
Ž .unique solution u of 2.1 .
Ž . Ž .Proof. From A it is easy to see that f t, x, u satisfies0
f t , x , u G f t , x , ¤ q f t , x , ¤ q f t , x , uŽ . Ž . Ž . Ž .1 2 3
q F t , x , ¤ q G t , x , u y F t , x , uŽ . Ž . Ž .u u u
yC t , x , ¤ u y ¤ . 3.1Ž . Ž . Ž .u
Let ¤ , w be the solutions of the IVP of the form1 1
› ¤ 1 y L¤ s f t , x , ¤ q f t , x , ¤ q f t , x , ¤Ž . Ž . Ž .1 1 0 2 0 3 1› t
q F t , x , ¤ q G t , x , w y F t , x , wŽ . Ž . Ž .u 0 u 0 u 0 3.2Ž .
yC t , x , ¤ ¤ y ¤Ž . Ž .u 0 1 0
¤ 0, x s u xŽ . Ž .1 0
and
› w1 y Lw s f t , x , w q f t , x , w q f t , x , wŽ . Ž . Ž .1 1 0 2 0 3 1› t
q F t , x , w q G t , x , ¤ y F t , x , ¤Ž . Ž . Ž .u 0 u 0 u 0 3.3Ž .
yC t , x , w w y wŽ . Ž .u 0 1 0
w 0, x s u x .Ž . Ž .1 0
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First, we will show that ¤ and w are the lower and upper solutions of0 0
Ž . Ž . Ž .3.2 and 3.3 , respectively. Clearly, ¤ is the lower solution of 3.2 .0
Ž .Similarly, using 3.1 , we have
› w0 y Lw G f t , x , wŽ .0 0› t
s f t , x , w q f t , x , w q f t , x , wŽ . Ž . Ž .1 0 2 0 3 0
G f t , x , ¤ q f t , x , ¤ q f t , x , wŽ . Ž . Ž .1 0 2 0 3 0
q F t , x , ¤ q G t , x , w y F t , x , wŽ . Ž . Ž .u 0 u 0 u 0
yC t , x , ¤ w y ¤ ,Ž . Ž .u 0 0 0
and
w 0, x G u x .Ž . Ž .0 0
Ž .This proves w is an upper solution of 3.2 . Similarly, we can prove ¤0 0
Ž .and w are the lower and upper solutions of 3.3 . Therefore, the solutions0
Ž . Ž .of 3.2 and 3.3 exist and are unique, by Theorem 2.7. This proves
¤ F ¤ , w F w .0 1 1 0
Next we show that ¤ F ¤ F w F w . Let g s ¤ y w ; then we have0 1 1 0 1 1
›g
y Lg s f t , x , ¤ y f t , x , wŽ . Ž .1 0 1 0› t
q F t , x , ¤ y F t , x , w ¤ y w q w y ¤Ž . Ž . Ž . Ž .u 0 u 0 1 1 0 0
q f t , x , ¤ y f t , x , wŽ . Ž .2 0 2 0
q G t , x , w y C t , x , ¤ ¤ y w q w y ¤Ž . Ž . Ž . Ž .u 0 u 0 1 1 0 0
q f t , x , ¤ y f t , x , w .Ž . Ž .3 1 3 1
Using the fact that
f t , x , ¤ y f t , x , w q F t , x , ¤ y F t , x , w w y ¤ F 0Ž . Ž . Ž . Ž . Ž .1 0 1 0 u 0 u 0 0 0
f t , x , ¤ y f t , x , w q G t , x , w y C t , x , ¤ w y ¤ F 0,Ž . Ž . Ž . Ž . Ž .2 0 2 0 u 0 u 0 0 0
Ž .and using the Mean Value Theorem on f t, x, u , we have3
›g
y Lg F F t , x , ¤ q G t , x , w y F t , x , w y C t , x , ¤ gŽ . Ž . Ž . Ž .u 0 u 0 u 0 u 0› t
q f t , x , z gŽ .3u
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< Ž . < Ž . Ž .for some z g L, so that f t, x, z F M by A and g 0, x F 0. By3u 0
Ž .Maximum Principle Theorem 2.1, we have g t, x F 0. Therefore, we have
¤ F ¤ F w F w .0 1 1 0
Now, we assume that for some k ) 1, we have
¤ F ¤ F ??? F ¤ F ??? F ¤ F w F ??? F w F ??? F w F w ,0 1 i k k i 1 0
where ¤ and w are solutions of the systemi i
› ¤ i y L¤ s f t , x , ¤ q f t , x , ¤ q f t , x , ¤Ž . Ž . Ž .i 1 iy1 2 iy1 3 i› t
q F t , x , ¤ q G t , x , w y F t , x , wŽ . Ž . Ž .u iy1 u iy1 u iy1 3.4Ž .
yC t , x , ¤ ¤ y ¤Ž . Ž .u iy1 i iy1
¤ 0, x s u xŽ . Ž .i 0
and
› wi y Lw s f t , x , w q f t , x , w q f t , x , wŽ . Ž . Ž .i 1 iy1 2 iy1 3 i› t
q F t , x , w q G t , x , ¤ y F t , x , ¤Ž . Ž . Ž .u iy1 u iy1 u iy1 3.5Ž .
yC t , x , w w y w ,Ž . Ž .u iy1 i iy1
w 0, x s u x ,Ž . Ž .i 0
for i s 1, 2, . . . , k.
Let ¤ and w be solutions of the mildly nonlinear equationskq1 kq1
› ¤ kq1 y L¤ s f t , x , ¤ q f t , x , ¤ q f t , x , ¤Ž . Ž . Ž .kq1 1 k 2 k 3 kq1› t
q F t , x , ¤ q G t , x , w y F t , x , wŽ . Ž . Ž .u k u k u k 3.6Ž .
yC t , x , ¤ ¤ y ¤Ž . Ž .u k kq1 k
¤ 0, x s u xŽ . Ž .kq1 0
and
› wkq1 y Lw s f t , x , w q f t , x , w q f t , x , wŽ . Ž . Ž .kq1 1 k 2 k 3 kq1› t
q F t , x , w q G t , x , ¤ y F t , x , ¤Ž . Ž . Ž .u k u k u k 3.7Ž .
yC t , x , w w y w ,Ž . Ž .u k kq1 k
w 0, x s u x ,Ž . Ž .kq1 0
respectively.
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We will prove that ¤ F ¤ F w F w on Q .k kq1 kq1 k T
Ž .First, we show that ¤ and w are lower and upper solutions of 3.6 ,k k
Ž .respectively. Using 3.1 , we have
› ¤ k y L¤ s f t , x , ¤ q f t , x , ¤ q f t , x , ¤Ž . Ž . Ž .k 1 ky1 2 ky1 3 k› t
q F t , x , ¤ q G t , x , w y F t , x , wŽ . Ž . Ž .u ky1 u ky1 u ky1
yC t , x , ¤ ¤ y ¤Ž . Ž .u ky1 k ky1
F f t , x , ¤ q f t , x , ¤ q f t , x , ¤ ,Ž . Ž . Ž .1 k 2 k 3 k
Ž . Ž .which prove that ¤ is the lower solution of 3.6 . Similarly, using 3.1 , wek
also have
› wk y Lw s f t , x , w q f t , x , w q f t , x , wŽ . Ž . Ž .k 1 ky1 2 ky1 3 k› t
q F t , x , w q G t , x , ¤ y F t , x , ¤Ž . Ž . Ž .u ky1 u ky1 u ky1
yC t , x , w w y wŽ . Ž .u ky1 k ky1
G f t , x , w q f t , x , w q f t , x , wŽ . Ž . Ž .1 k 2 k 3 k
q F t , x , ¤ w y ¤ q F t , x , w ¤ y wŽ . Ž . Ž . Ž .u k ky1 k u ky1 k ky1
q G t , x , w y C t , x , ¤ w y ¤Ž . Ž . Ž .u ky1 u k ky1 k
q F t , x , w q G t , x , ¤ y F t , x , ¤Ž . Ž . Ž .u ky1 u ky1 u ky1
yC t , x , w w y wŽ . Ž .u ky1 k ky1
G f t , x , w q f t , x , w q f t , x , wŽ . Ž . Ž .1 k 2 k 3 k
q F t , x , ¤ w y ¤ q F t , x , w ¤ y wŽ . Ž . Ž . Ž .u k ky1 k u k k ky1
q G t , x , w y C t , x , ¤ w y ¤Ž . Ž . Ž .u k u k ky1 k
q F t , x , ¤ q G t , x , w y F t , x , wŽ . Ž . Ž .u k u k u k
yC t , x , ¤ w y wŽ . Ž .u k k ky1
G f t , x , w q f t , x , w q f t , x , wŽ . Ž . Ž .1 k 2 k 3 k
q F t , x , ¤ q G t , x , w y F t , x , wŽ . Ž . Ž .u k u k u k
yC t , x , ¤ w y ¤ ,Ž . Ž .u k k k
and
w 0, x s u x .Ž . Ž .k 0
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Ž .This proves that w is the upper solution of 3.6 . Therefore, usingk
Theorem 2.7, there exists a unique solution ¤ such that ¤ F ¤ F w .kq1 k kq1 k
Similarly, we can prove that there exists a unique solution w suchkq1
that ¤ F w F w . To prove that ¤ F w , let g s ¤ y w .k kq1 k kq1 kq1 kq1 kq1
Then we have
›g
y Lg F F t , x , ¤ q G t , x , w y F t , x , w y C t , x , ¤ gŽ . Ž . Ž . Ž .u k u k u k u k› t
q f t , x , z g ,Ž .3u
< Ž . < Ž .where z g L, so that f t, x, z F M by A and g 0, x F 0. By Maxi-3u 0
Ž .mum Principle Theorem 2.1, we have g t, x F 0. Therefore, ¤ F ¤ Fk kq1
w F w .kq1 k
Using mathematical induction, it is easy to see that ¤ and w satisfyn n
¤ F ¤ F ??? F ¤ F w F ??? F w F w , for all n.0 1 n n 1 0
Now using standard arguments as in the proof of Theorem 2.7, one can
 4  4show that the sequences ¤ and w converge uniformly and monotoni-n n
Ž .cally to the unique solution of 2.1 on Q .T
THEOREM 3.2. Let the assumptions of Theorem 3.1 hold. Furthermore,
< < < < < < < <suppose ¤ and w are bounded functions and functions f , f , F , G ,0 0 u 3, u u u
< < < < < < < < < < < <F , G , F , F , C , C are bounded by M for t, x, u on L, where Muu uu u uu u uu
is a positi¤e constant. Then the con¤ergence of the sequences of Theorem 3.1
is quadratic.
Ž .Proof. Let a s u t, x y ¤ G 0, b s w y u G 0. Then wekq1 kq1 kq1 kq1
have
a 0, x s 0, b 0, x s 0Ž . Ž .kq1 kq1
Hence
›akq1 y Lakq1› t
s f t , x , u y f t , x , ¤ q f t , x , ¤ q f t , x , ¤Ž . Ž . Ž . Ž .1 k 2 k 3 kq1
q F t , x , ¤ q G t , x , w y F t , x , wŽ . Ž . Ž .u k u k u k
yC t , x , ¤ ¤ y ¤ 4Ž . Ž .u k kq1 k
s f t , x , u y f t , x , ¤ y f t , x , ¤ y f t , x , ¤Ž . Ž . Ž . Ž .1 k 2 k 3 kq1
y F t , x , ¤ q G t , x , w y F t , x , wŽ . Ž . Ž .u k u k u k
yC t , x , ¤ ¤ y u q u y ¤Ž . Ž .u k kq1 k
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F F t , x , u y F t , x , ¤ a q G t , x , ¤ y G t , x , w aŽ . Ž . Ž . Ž .u u k k u k u k k
q F t , x , ¤ q G t , x , w y F t , x , w y C t , x , ¤ aŽ . Ž . Ž . Ž .u k u k u k u k kq1
q F t , x , w y F t , x , ¤ aŽ . Ž .u k u k k
q C t , x , ¤ y C t , x , u a q f t , x , j aŽ . Ž . Ž .u k u k 3, u kq1
2 w x w x 2F Ma q M b q a a q 5Ma q M b q a a q Mak k k k kq1 k k k k
s 4Ma 2 q 5Ma q 2 Ma bk kq1 k k
F 5Ma 2 q 5Ma q Mb 2 .k kq1 k
Similarly,
›bkq1 2 2y Lb F Mb q 5Mb q Ma .kq1 k kq1 k› t
Using Comparison Theorem 2.2, we get
t 5M Ž tys. 2 20 F a t , x F e max 5Ma q Mb ds.Ž .  4Hkq1 Q k kT
0
Therefore,
1 2 25M T< < < < < <max u y ¤ F e max 5M u y ¤ q M u y w . 4kq1 k k5
Similarly,
1 2 25M T< < < < < <max u y w F e max M u y w q M u y ¤ . 4kq1 k k5
This completes the proof.
w xThe population genetics problem of 7, p. 38 clearly illustrates the
application of Theorems 3.1 and 3.2.
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