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1 Introduction
Let g be a finite-dimensional simply laced (we need it sometimes) semi-simple Lie algebra
and gˆ is the corresponding affine Lie algebra; gˆ is a central extension of the current
algebra gS on a circle, gS = . . .+gz−2+gz−1+g+gz+gz2+ . . . with help of 1-dimensional
space C · K,K is a central element. We shall deal only with the representations with
highest weight. Recall that the level of representation is the eigenvalue of K, we always
consider the modules where K acts by a scalar. It is known that gˆ has a remarkable
class of integrable representations, which can be characterized in the following way. Let
θ be the root generator of g, corresponding to the maximal root, and put θi = θ · z
i
and S
(k+1)
i =
∑
α1+...+αk+1=i
θα1θα2 . . . θαk+1 . This sum is infinite, but nevertheless S
(k+1)
i acts
in an arbitrary representation with highest weight. A representation π of level k from
the category of representations with highest weight is a sum of irreducible integrable
representations if and only if k ∈ Z, k ≥ 0 and each S
(k+1)
i , i ∈ Z, is acting by zero in
π. In other words, elements S
(k+1)
i generate a two-sided ideal T (k) which acts by zero on
integrable representations of level k.
Let us restrict ourselves by Vk-the vacuum irreducible representation of level k. Let
v be the vacuum vector in Vk, gˆ
in · v = 0, gˆin = g + gz + gz2 + . . . . Denote by gˆ−
the algebra of creation operators gˆ− = gz−1 + gz−2 + . . . . Module Vk is isomorphic
to a quotient U(gˆ−)/I(k), where the submodule I(k) is generated by the vector θk+1−1 v.
Algebra U(gˆ−) has a standard filtration such that U(gˆ−)ad ∼= S∗(gˆ−). The submodule
I(k) defines the “space of its highest symbols” - an ideal I(k)ad ⊂ S∗(gˆ−) and we get
the “abealization” V adk of the representation Vk, V
ad
k = S
∗(gˆ−)/I(k)ad. The dual space
(V adk )
∗ has the following nice description. Note first that the dual space (gˆ−)∗ is naturally
isomorphic to the space of 1-forms on a line Ω1 ⊗ g∗ = F with values in g∗ (pairing is
given by the residue). Coalgebra (U(gˆ−)ad)∗ ∼= S∗F and we realize SnF as the space
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of expressions f(z1, . . . , zn)dz1 . . . dzn, where f is a symmetric function in z1, . . . , zn with
values in g∗ ⊗ · · · ⊗ g∗ (n times). Vector θk+1 is a highest weight vector in the g-module
Sk+1g and let πk+1 be the submodule of S
k+1g generated by θk+1, so we have an embedding
πk+1 →֒ S
k+1g and the dual map ϕ : Sk+1g∗ → π∗k+1. Now, (V
ad
k )
∗ ⊂ S∗F consists of the
elements f(z1 . . . zn)dz1 . . . dzn, n ∈ Z, n ≥ 0 which satisfy the following condition. Let
n > k+1 and consider arbitrary point u : (z1, . . . , zn) ∈ C
n such that z1 = z2 = . . . = zk+1.
At this point u, f(u) ∈ Sk+1(g∗) ⊗ g∗ ⊗ · · · ⊗ g∗ and our condition is (ϕ ⊗ 1)f(u) ∈
π∗k+1 ⊗ g
∗ ⊗ · · · ⊗ g∗ is zero. The space of such functions forms an n-symmetric power of
F “with restriction to (k + 1)-diagonal.”
Let us consider more simple example of such construction. Let T 1 be the space of
polynomial 1-forms on a line. The usual symmetric power SnT 1 is realized in the space of
forms f(z1, . . . , zn)dz1·· · ··dzn where f is a symmetric function. The “restricted symmetric
power” Sn(l)T
1 consists of expressions f(z1, . . . , zn)dz1 . . . dzn such that f(z1, . . . , zn) is zero
if z1 = z2 = . . . = zl. It is clear that S
∗
(l)T
1 ⊂ S∗T 1 is a commutative coalgebra.
This “restricted” symmetric co-algebra appears in the following context. Let g be
sl2, {e, h, f} - the standard basis in sl2, {e} = n - maximal nilpotent subalgebra in sl2,
ei = e ⊗ z
i, {ei} = nˆ – Lie algebra of currents on a circle with values in n, nˆ− = {ei},
i < 0. Define the principal subspace Wk in Vk as U(nˆ)v = U(nˆ−)v. So, Wk ∼= U(nˆ−)/I,
where I is an ideal. The dual co-algebra W ∗k is isomorphic to S
∗
(k+1)T
1. It is possible to
use this result for the description of irreducible representation Vk as a linear space.
Recall that in Vk there is a family v(n), n ∈ Z of the so-called extremal vectors. The
Weyl group of ŝl2 acts on Vk and {v(n)} is the orbit of vacuum vector v = v(0). So, in Vk
we have the set of subspaces U(nˆ)v(m) = Wk(m),Wk(m1) andWk(m2) are isomorphic and
isomorphism is given by the action of some element from the Weyl group. On the other
hand there is a sequence of embeddings: → Wk(1) → Wk(0) → Wk(−1) → . . . and Vk is
the inductive limit of this sequence. Informally, it means that it is possible to determine
the “semi-infinite restricted symmetric power” of the space Ω1(S1) of 1-forms on the circle.
The inductive limit Wk(−∞) ∼= Vk is dual to the sum ⊕
i
S
∞
2
+i
(k+1) (Ω
1(S1)), i ∈ Z. In some
sense those “semi-infinite restricted symmetric powers” are very close to the spaces of
semi-infinite exterior forms, but their construction is more subtle and there are many
open questions.
We see, that two “functional constructions” are connected with vacuum representation
Vk. The first one represents the space dual to the adjoint space to Vk as the restricted
symmetric coalgebra for Ω1 ⊗ g∗ - the one forms on a line with coefficients in g∗. The
second one gives us V ∗k as the semi-infinite restricted symmetric tensors of Ω
1(S1)⊗{e∗},
where e∗ is a generator of n∗, n ∈ g. It is interesting that both construction are deduced
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from the structure of the annihilating ideal. The semi-infinite construction is close to the
parafermionic considerations of Lepowsky, Wilson, and Primc. The character formula,
which arises from this realization, coincides with the formula of Lepowsky and Primc. In
§2 we investigate the semi-infinite construction for ŝl2. In §4 we deal with sl3. Now we
explain what to do in the general case.
Fix the Cartan decomposition g = n1 ⊕ f ⊕ n2, and denote by nˆ = . . . + n2 ⊗ z
−1 +
n2 + n2 ⊗ z + . . . , nˆ− = n2 ⊗ z
−1 + n2z
−2 + . . . . First we want to describe the dual space
to Wk ⊂ Vk, Wk = U(nˆ)v, v-vacuum vector in the vacuum irreducible representation of
gˆ of level k. To do it let us introduce the following construction. Let A = {Aij} be
Cartan matrix of g, α1, . . . , αl – simple positive roots of g. We connect with this data the
multigraded vector space
M = ⊕Mm1,m2,...,ml , mi ∈ Z, mi ≥ 0.
Mm1,m2,...,ml = {f(x1(α1), x2(α1), · · · , xm1(α1); x1(α2), . . . , xm2(α2); · · · ;
x1(αl), . . . , xml(αl)) · ⊓i′<j′
(xi(αi′)− xj(αj′))
−1 ⊓
i,j
dxi(αj)}
Here f is a polynomial in the variables xi(αj), f is symmetric with respect to each group
of variables {xi(α1)}, {xi(α2)}, . . . , {xi(αl)}. Space M may be considered as a component
of extended symmetric power of the space F = M1,0,...,0 ⊕ M0,1,0,...,0 ⊕ M0,0,...,0,1; M is
extended and not “restricted” because we have the negative powers of the difference
of the arguments, so M is bigger than the symmetric algebra of F . Now let us add
so-called “Serre relations”. Introduce the subspace M¯ = ⊕M¯m1,m2,...,ml of M , where
M¯m1,...,ml ⊂ Mm1,m2,...,ml and elements of M¯ are expressions in which f is zero if for
arbitrary 1 ≤ i, j ≤ l, i 6= j, x1(αi) = x2(αi) = · · · = x−Aij+1(αi) = x1(αj). We claim that
M¯ can be identified with the dual space to U(nˆ−). Now let us describe Wk ∼= U(nˆ−)/I.
It is clear that (Wk)
∗ ⊂ (U(nˆ−))
∗, so (Wk)
∗
m1,m2,···,ml
⊂ M¯m1,m2,···,ml and element from M¯
belongs to (Wk)
∗ if corresponding polynomial f satisfies to condition: for each 1 ≤ i ≤ l
f is zero if x1(αi) = x2(αi) = · · · = xk+1(αi). Using this model we can write down the
formula for the character of W1. Let L0 be the energy operator and consider first the case
k = 1. Then:
Tr(qL0)|W1 =
∑
r1,···,rl
q
1/2
∑
i,j
Aijrirj
(q)r1(q)r2 · · · (q)rl
, ri ∈ Z, ri ≥ 0, 1 ≤ i, j ≤ l.
Here Aij is the Cartan matrix. For general k formula has the similar form, but we have
to replace l → l · k and {Aij} replace to the form with the matrix A ⊗ B
−1
k , where A
is the same Cartan matrix and Bk is the symmetrization of the Cartan matrix for series
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Bk, so Bk = {bij}, 1 ≤ i, j ≤ k, bij = 0 if |i − j| > 1, bij = −1 if |i − j| = −1, bii = 2 if
1 ≤ i ≤ k − 1, bk,k = 1. Note, that formulas of such kind appeared in the articles [5],[6]
where they describe the character of the space of quasi particles in the thermodynamic
Bethe anzatz.
This complicated construction gives us a “functional model” for the dual space to
Wk = U(nˆ)v ⊂ Vk. Weyl group Waff acts on Vk and let {vw = w(v), w ∈ Waff} be the
set of extremal vectors. Define the set of subspaces Wk(w) = w(Wk) = U(nˆ)vw. We can
choose the series of elements wi, i ∈ Z, i > 0, such that Wk(wi) ⊂ Wk(wi+1) and the
inductive limit of this sequence of embeddings is Vk. It gives some construction of Vk and
a character formula which we write down in §4 for ŝl3.
In this paper we discuss in some detail only the sl2 case. General case is much more
technical and we shall write down more about it in our next paper. Note that the notion
of semi-infinite restricted powers is not fully developed in this paper even in ŝl2. This
notion deserves a separate investigation and we plan to do that in the future.
The second topic of this article is connected with the geometry of the flag manifold for
gˆ. Let F = Gˆ/Bˆ be a flag manifold, 1 - a Shubert cell in F of dimension zero and M is a
closure of the orbit Nˆ · 1, where Nˆ ⊂ Gˆ is a subgroup in Gˆ which consists in the currents
with values in the maximal nilpotent subgroup in G. Integrable irreducible representation
Vλ with highest weight λ is realized in the space of sections of the line bundle Lλ on F .
The space U(nˆ) · v ∈ Vλ (v-vacuum vector) is dual to the space H
0(M,Lλ). So, it is
possible to use geometric arguments when we deal with U(nˆ)v. In §3 in ŝl2-case we use
the fixed point theorem to determine the character of H0(M,Lλ). Manifold M in the
ŝl2-case is non-singular and we can apply the argument similar to the case of the full flag
manifold which gives us the Weyl formula for the character. So for the space H0(M,Lλ)
we obtain two character formulas: one is a consequence of a functional realization in the
space of symmetric polynomials and the second is given by the fixed point formula. If we
compare two expressions, we get the Roger-Ramanudjan and Gordon identities. We also
apply to Wk the Demazure-like character formula and get the same result.
In §4 we discuss ŝl3 case. For ŝl3 the manifoldM is singular, so the fixed point formula
becomes much more complicated. We can not write down the fixed point formula, however
we conjecture a specialization of this formula (trqL0), which gives interesting consequences.
This paper should be viewed as an announcement of our results. We do not supply
proofs of some of our statements, and in the proofs, which we give, in particular, when
we work with the infinite-dimensional flag manifold we avoid certain subtle questions to
emphasize ideas rather than technical points.
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Let us add a few “physical words.” The structure of the space Wk may be described
in the following way. Suppose at each point on a line we have a “particle” αi(z), αi
is a simple root of g. So, the particle has coordinate (z) and color (αi), i = 1, · · · , m.
These particles constitute an operator-algebra with the relations: αi(z1) · αj(z2) = (z1 −
z2)
cijBij(z1) + · · · , cii = 0, cij = −1 if i 6= j, αi(z1)
k+1 = 0, and “Serre relations” - the
leading term in the expansion αi(z1)αi(z2) · · ·αi(zn)αj(zn+1), n = −Aij + 1 is zero. Note,
that this expansion starts with the term ⊓(zi − zn+1)
c−1 . From this point of view it is
clear that there are relations between our objects and parafermion algebras, although we
do not yet fully understand them.
2 ŝl2-case
2.1 Notations.
Let e, h, f be the standard basic elements of the Lie algebra sl2 : e =
(
0 1
0 0
)
, h =(
1 0
0 −1
)
, f =
(
0 0
1 0
)
. In the Lie algebra ŝl2 : ∼= sl2⊗C[t, t
−1]⊕C C we have the basis
fi = f⊗ t
i, hi = h⊗ t
i, ei = e⊗ t
i, and C, where C is the central element, and the relations
are:
[ei, ej ] = [fi, fj ] = 0(2.1.1)
[hi, ej ] = 2ei+j; [hi, fj ] = −2fi+j
[ei, fj] = hi+j + iCδi+j,0; [hi, hj] = 2iCδi+j,0.
Fix the Cartan decomposition ŝl2 = n+ ⊕ f ⊕ n−, where f = {h0, C} is Cartan
subalgebra and n+ = {ei, fi, hi (i > 0) and e0}, n− = {ei, fi, hi (i < 0) and f0} are
the annihilation and creation subalgebras. The Lie algebra ŝl2 has a natural grading,
deg ei = deg fi = deg hi = i, degC = 0. We will consider only graded representations. Let
m be a homogeneous element of an sl2-module, the number degm is called the energy
of m. The affine Weyl group Waff is isomorphic to Z2 ⋉ Z and can be realized as a
subgroup of the group of affine transformations of a line. Waff consists of the shifts
T n, T n(x) = x+ n, x ∈ R, n ∈ Z and reflections Sn, n ∈ Z, Sn(x) = n− x. In this notations
the reflection which corresponds to the root vector fi is Si and to the root vector ei is
S−i.
The weight of a vector from a graded representation of ŝl2 is a triple (m, λ, k), where
m is energy and λ, k are the eigenvalues of h0 and C. The action of the Weyl group on
the weights is given by the formulas:
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T n(m, λ, k) = (m− λn− kn2, λ+ 2kn, k)(2.1.2)
S0(m, λ, k) = (m,−λ, k),
Sn(m, λ, k) = T
nS0(m, λ, k) = (m+ λn− kn
2,−λ+ 2kn, k).
In particular the action of T n on the root vectors:
T n(ei) = ei−2n, T
n(fi) = fi+2n.(2.1.3)
Recall that it is possible to introduce “a half of a sum of positive roots” ρ = (0, 1,+2).
2.2
Fundamental representation of ŝl2 is the irreducible representation V with highest weight
ν = (0, 0, 1), V is a quotient of the Verma module Mν with the vacuum vector v¯, n+v¯ = 0,
by the submodule MS0∗ν + MS1∗ν (here the action of w ∈ Waff is defined by w ∗ ν =
w(ν + ρ) − ρ). Singular vectors in Mν , f0v¯ and e
2
−1v¯, are the highest vectors of maximal
submodule in Mν ,MS0∗ν +MS1∗ν . Let us denote by v the image of v¯ under the projection
Mν → V, v is called the vacuum vector of V .
Let nˆ = (e) ⊗ C[t, t−1] be an abelian subalgebra of ŝl2 with the basis {ei}, i ∈ Z.
We define the principalsubspace W ⊂ V as W = U(nˆ)v. Here U(nˆ) is an algebra of
polynomials in infinite number of generators. Vacuum vector is annihilated by ei, i ≥ 0, so
W = C[e−1, e−2, . . .]v. It means that we can identify W with a quotient C[e−1, e−2, . . .]/I,
where I is ideal.
Theorem 2.2.1 Ideal I is generated by the polynomials
Sk =
∑
eiej, i+ j = k, i < 0, k < −1.
Now we explain why {Sk} belong to I. Recall that the Virasoro algebra is acting in the
representations of ŝl2 with highest weight, operator Li is defined by the formula
Li =
1
2(k + 2)
:
∑
α+β=i
(eαfβ + fαeβ + 1/2hαhβ) :(2.2.2)
where k is an eigenvalue of the central element.
We need now only L−1. It is clear that
[L−1, ei] = iei−1, [L−1, fi] = ifi−1, [L−1, hi] = ihi−1(2.2.3)
Vacuum vector in the fundamental representation is annihilated by L−1, L−1v = 0. We
know, that in V, e2−1v = 0, so (L−1)
pe2−1(v) = 0, but (L−1)
p(e2−1)(v¯) = aS−2−p(v¯),where a 6=
0 is some constant.
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Remark 2.2.4 Let us write down the infinite sums S¯m =
∑
i+j=m
eiej , m ∈ Z, i, j ∈ Z. It is
easy to see that S¯m are well-defined operator in arbitrary representation from the category
of representations with highest weight. The well-known result from the conformal field
theory is that S¯m acts by zero on an arbitrary integrable representation of level 1. In
terms of generating function we can rewrite it as e(z)2 = 0, where e(z) =
∑
p∈Z
epz
p.
2.3
The space W is a sum of its weight subspaces : W = ⊕
n,λ
W(n,λ,1). Our aim is to determine
the character of W , ch(W )
def
= Σqizj dimW(−i,2j,1). First we introduce some convenient
description of the dual space W ∗.
Let us identify nˆ = {ei} = (e)⊗C[t, t
−1] with C[t, t−1] -the space of algebraic functions
on C∗. Decompose nˆ = nˆ− ⊕ nˆ+, nˆ− = {ei}, i < 0, nˆ+ = {ei}, i ≥ 0, so nˆ+ consists
of functions which are regular at zero, and nˆ− is isomorphic to C[t, t
−1]/C[t]. The dual
space nˆ∗−
∼= (C[t, t−1]/C[t])∗ is naturally isomorphic to the space of polynomial 1-forms
on C, nˆ∗ ∼= Ω1(C) = {f(x)dx, f(x) ∈ C[x]}, deg xndx = n + 1. Therefore (U(nˆ−))
∗ ∼=
⊕
p≥0
Sp(nˆ−)
∗ ∼= ⊕
p≥0
Sp(nˆ∗−)
∼= ⊕
p≥0
Sp(Ω1(C)),where Sp(Ω1(C)) is the space of expressions
f(x1, . . . , xp)dx1dx2 . . . dxp = ω. Note, that ω is not a volume form, here dxi and dxj
commute with each other, and f is a symmetric polynomial. We will call Sp(Ω1(C)) the
p-particles space. Pairing of fdx1dxi . . . dxp and the product of currents (ϕ1 ⊗ e) · (ϕ2 ⊗
e) . . . (ϕp ⊗ e) is given by the formula:
〈fdx1dx2 . . . dxp, (ϕ1 ⊗ e) . . . (ϕp ⊗ e)〉(2.3.1)
= Resx1=...=xp=0f(x1 . . . xp)ϕ1(x1) . . . ϕp(xp)dx1 . . . dxp
(Res is the coefficient before the term x−11 . . . x1pdx1 . . . dxp in Loran expansion).
W is a quotient U(nˆ−)/I, soW
∗ is a subspace in the coalgebra U(nˆ−)
∗;W ∗ = ⊕
p≥0
W ∗p ,W
∗
p ⊂
Sp(Ω1(C)). Using the description of generators of I we obtain thatW ∗p = {f(x1, . . . , xp)dx1 . . . dxp}
such that f(x1, . . . , xp) = 0 when x1 = x2, in other words f = g · ⊓
i<j
(xi − xj)
2. Thus
W ∗ =
∞
⊕
p=0
W ∗p , where W
∗
p = {g(x1 . . . xp) ⊓
i<j
(xi − xj)
2
p
⊓
i=j
dxi},(2.3.2)
g-symmetric polynomial.
Informally this picture describes the situation of nondistinguished particles, which can
move on a line and two of them can not be simultaneously in one point.
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Now it is easy to write down a formula for the character of W :
chW = chW ∗ =
∞∑
p=0
chW ∗p(2.3.3)
=
∞∑
p=0
qp
2
zp
(1− q)(1− q2) . . . (1− qp)
.
If z = 1 or z = q we get the left hand sides of the famous Roger-Ramanujan identities.
2.4
Theorem 2.2.1 can be used for describing the whole space of the fundamental represen-
tation V . Let n ∈ Z, {vn = T
nv} be the set of all extremal vectors in V . Due to (2.1.3),
the weight of vn is equal to (−n
2, 2n, 1) Consider the spaces Wp = T
pW = U(nˆ)vp. It is
evident that . . .W2 ⊂W1 ⊂W0 ⊂W−1 ⊂W−2 ⊂ . . . (pic. 1)
··
··
·
··
·
····
··
·
·· ··
··
·· ·
·
e1
space has dimension m.
mean that corresponding weight
diagram of V . m points in a site
This is a part of the weight
Pic 1
v = v0
e−1
v1v−1
e3 e−3
v2v−2
e5 e−5
v3v−3
e−7e7
Using the theorem 2.2.1 and formula (2.1.3), we obtain that
Wn = (C[e−2n−1, e−2n−2, . . .]/In)vn, where In is ideal, generated by the polynomial Sm =∑
α+β=m
eαeβ, m ≥ −4n− 2, α, β ≥ −2n− 1. So, we have a sequence of C[ei], i ∈ Z-modules
. . .→W2
θ2→ W1
θ1→W0
θ0→ W−1 → . . . , where each arrow is a C[ei]-homomorphism. (Note,
that in Wn, ei, i < −2n− 1, act by zero). The formula for the embedding can be deduced
from picture 1. For example: v0 is the generator ofW0 and θ0(v0) = e1v−1, where v−1 is the
generator of W−1. Our fundamental representation is an inductive limit of this sequence.
This fact can be formulated in the following way. Any vector of the space V is represented
as a finite linear combination of vectors ei1ei2 . . . einv−N = ei1ei2 . . . eine2N+1v−N−1 = . . . if
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N is large enough. Now let N go to infinity, it means that we add (formally) “extremal”
vector v−∞ and write down v−N = (e2N+1e2N+3e2N+5 . . .)v−∞.
Theorem 2.4.1 Let V˜ be the vector space with the basis of infinite monomials M =
(ei1ei2ei3 . . .)v−∞, where the infinite sequence of indices {i1, i2, i3, . . .} stabilizes. It means
that for some n, in is an odd number and ip+1 = ip + 2, if p ≥ n. We also suppose that
(1) different eiα commute : ei1ei2 . . . eik . . . eie . . . = ei1ei2 . . . eie . . . eik . . . and (2) if m
contains a fragment eue2N+1e2N+3 . . . such that u ≥ 2N then m = 0. The space V˜ is a
C[ei](i ∈ Z) module and a natural completion of algebra C[ei] acts on V˜ . In particular,
the expressions Sp = Σeαeβ, p ∈ Z, α + β = p, α, β ∈ Z act on V˜ . Let V be the
quotient V˜ /(Sp)V˜ . Then in V it is possible to define an action of ŝl2 such that we get the
fundamental representation, where {ei} act just by multiplication.
Remark 2.4.2 Extremal vector vN is annihilated by subalgebra T
Nn+T
−N = n+(N) ⊂
ŝl2. If N goes to minus infinity, then subalgebra n+(N) tends to n+(−∞) = {fi, i ∈
Z, hi, i > 0}. So, it is natural to think that vector v−∞ is killed by subalgebra n+(−∞).
But actually vector v−∞ is annihilated by subalgebra bˆ = {fi, hi, i ∈ Z}. We try to explain
this point of view in the next remark.
Remark 2.4.3 Let us reformulate the statement of the theorem 2.4.1. in a more geomet-
rical way. Let CP 1 be a projective line and ĈP 1-set of current S1 → CP 1. This ĈP 1 can
be considered as infinite dimensional complex manifold. Group SLS2 acts on ĈP
1. Fix a
Shubert decomposition of CP 1 = {p ∩ C} and let Cˆ be the space of maps S1 → C, Cˆ is a
dense set in ĈP 1. Denote by Cˆ(n) a set of maps S1 → C which are admit analytic contin-
uation inside the disk D = {z, |z| ≤ 1} (we identify S1 with the boundary of D) with the
possible singularity only at zero, and such that the corresponding function f : D → C has
the form g(z) · zn, where g is regular at zero. The Lie algebra {ei} acts on Cˆ in a simple
way, a vector field corresponding to ei is a shift, if f ∈ Cˆ, δf = z
i. Now we will construct
some subspace in the space of distributions on Cˆ. Let δ(n) be the δ-function with support
on Cˆ(n). Informally, δ(n) is zero outside Cˆ(n) and infinite on Cˆ(n). Up to a constant
δ(n) is characterized by two condition (1) support δ(n) = Cˆ(n) and (2) Xδ(n) = 0 if X is
vector field on Cˆ tangent to Cˆ(n). Introduce the space U2 = ⊕
p
C[ei]δ(p), p ∈ Z, U2 consists
of all derivations of distributions δ(p). Then let us factorize U2 by the C[ei] submodule
which is generated by elements δ(p)−ep+1δ(p+2).We get the space U1 and then factorize
it by the action of elements Σeαeβ . The result is our space V . So, this construction is
very similar to the construction of the induced representation of algebra slS2 from triv-
ial representation of bˆ. The difference is that we work with the space of polynomials of
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infinite degree on the homogeneous space ĈP 1. This infinite effects create a non-trivial
central charge.
Remark 2.4.4 Here we try to explain the problems which arise when we try to define an
action of the operators hi and fi in V . We know that hi(vp) = 0 if i > 0. It means that
we can write down:
hα(ei1ei2 . . . v−∞) = [hαei1 ]ei2 . . . v−∞ + ei1 [hαei2 ] . . . v−∞ + . . . .
But in this infinite sum only finite number of non-zero terms. The action of h0, and
the action of the energy operator can be found in the following way.
h0(e2N+1e2N+3 . . . v−∞) = −2Ne2N+1e2N+3 . . . v−∞; h0(eiw) = eih0(w) + 2eiw
deg(e2N+1e2N+3 . . . v−∞) = −N
2, deg(eiw) = degw + i.
Now let us try to find h−1(e1e3e5 . . . v∞).
h−1(e1e3e5 . . . v∞) = [h−1e1]e3e5 . . . v−∞ + e1h−1e3e5 . . . v−∞
= 2e0e3e5 . . . v−∞ + 2e1e2e5e7 . . . v−∞
+2e1e3e4e7e9 . . . v−∞ + . . .+ e1e3e5 . . . h−1v−∞.
Due to the previous remark, we put h−1v−∞ = 0. Using the quadratic relations, we
obtain:
e0e3e5 . . . v−∞ = −e1e2e5e7 . . . v−∞ = e1e3e4e7e9 . . . v−∞ = . . .
So if we put 2e0e3e5 . . . v−∞ = a, then:
h−1(e1e3e5 . . . v−∞) = (a− a+ a− a+ a− . . .)e0e3e5 . . . v∞
The partial sums of this row are a, 0, a, 0, . . . . Therefore the sum of our sequence is a
2
(as
in the textbook by Hardy). We get then:
h−1(e1e3e5 . . . v−∞) = e0e3e5 . . . v−∞. It is possible to see that h−1 actually acts on the
fundamental representation by this way. In principle it takes some work with infinites to
define an action of all hi, but we failed to invent the general procedure. Note, that the
action of fi can be found if we know the action of hi. It is clear that, fi(vN ) = 0 if N is
small enough. Then,
fα(ei1ei2 . . . v−∞) = [fαei1 ]ei2 . . . v−∞ + ei1 [fαei2 ] . . .+ . . .+ ei1ei2 . . . fαv−∞.
The last term is zero as fαv−∞ = 0 and only finite number of terms in the sum is non-zero.
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2.5
At this point we present the way of constucting the operators hi, fi
Lemma 2.5.1 Denote be nˆ(r) the subalgebra in nˆ with the basis {ei, i ≥ r}. Then
U(nˆ(r))v−∞ = V .
We have to explain the meaning of the symbol U(nˆ(r))v−∞. This space consists of ex-
pressions ei1ei2ei3 . . . v−∞, where all is ≥ r. Now suppose we have an arbitrary word
ej1ej2 . . . e2N+1e2N+3 . . . v−∞, where j1 ≤ j2 ≤ · · ·.
Using the quadratic relations, let us write down:
(ej1e2N+1 + ej1+1e2N + ej1+2e2N−1 + · · ·+ e2N+1ej1)×
×ej2ej3 · · · e2N+3e2N+5 · · · v−∞ = 0.
Therefore it is possible to express ej1ej2 · · · e2N+1e2N+3 · · · v∞ as a linear combinations of
expressions “without j1”. We can repeat this procedure several times and replace our
element by the sum of words, where j1, j2, . . . , jM does not appear. It is evident, that if
M is big enough we got an element from U(nˆ(r))v−∞.
Now define an action of fα:
fα(ej1ej2 · · · v−∞) = −hα+j1ej2ej3 · · · v−∞ − ej1hα+j2ej3ej4 · · · v−∞ + · · · .
In general case this sum is infinite, but suppose, that for all s, α + js > 0. In this case
only finite number of terms are non-zero and in the remark 2.4.4 we defined an action
of hβ, β > 0. So we get an action of fα in V . It is possible to verify that our definition
is correct: namely if we represent the vector w ∈ V as an element of U(nˆ(r))v−∞ where
r+ α > 0 by two different way and calculate an action of fα the results will be the same.
Operators hα are the brackets of eu and fv u+v = α, so we can define the action of them.
2.6
Here we construct in the principal spaceW and in the space of fundamental representation
the monomial bases. We shall say that monomial ei1ei2 · · · eisv ∈ W is basic if ip+1 < ip+1.
Similarly the infinite monomial ei1ei2 · · · v−∞ basic if the same condition ip + 1 < ip+1 is
hold.
Proposition 2.6.1 Basic monomials constitute bases in W and V .
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This statement about W is a direct consequence of Theorem 2.2.1 and V is a sum of
spaces T nW , n ∈ Z. It gives the statement about basis in V .
From 2.6.1 it is possible to obtain the character formula (left hand side of the Roger-
Ramanujan identity) for W . Now we use 2.6.1 to write down a character formula for the
fundamental representation. As V =
⋃
T nW , n ∈ Z, ch V = limN→∞ chW−N . We shall
use standard notations:
(q)k = (1− q)(1− q
2) · · · (1− qk), (q)∞ =
∞∏
i=1
(1− qi),
ch(T−NW ) = T−N chW
=
∞∑
k=0
qk
2
(q)k
(q−2Nkzk)qN
2
z−N ((2.3.3), (2.1.2))
=
∞∑
n=−N
qn
2
zn(q)−1n+N (here we substitute k −N = n).
Then N goes to infinity:
ch V = lim
N→∞
chW−N =
∑∞
n=−∞ q
n2zn
(q)∞
(2.6.2)
This formula coincides with the well known expression for the character of fundamental
representation in bosonic realization.
Remark 2.6.3 Proposition 2.6.1 gives an expressions for the characters of W and V as a
statistical sum of configurations of points on a 1-dimensional lattice. For W it is known,
and we shall formulate this fact for V . A configuration is an infinite set of points on a
1-dimensional lattice i1 < i2 < i3 < · · · which satisfies two conditions: (1) iα + 1 < iα+1
and (2) for some N iN is odd number and iα + 2 = iα+1 if α ≥ N . The statistical weight
of configuration is qS(A), q ∈ C∗, S(A) = i1 + i2 + · · ·. This definition does not make
sense of because S = ∞. But we let us change the definition of S(A). The configuration
U = {1, 3, 5 . . .} will be called vacuum. Then S(A) and S(U) are infinite, but the difference
S(A) − S(U) is of finite value. So, we define the statistical sum
∑
(q) as
∑
qS(A)−S(U),
where the sum is taken over all configuration. According to Proposition 2.6.1,
∑
(q) is
just the character of the fundamental representation.
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2.7
The results of §§2–6 can be generalized to the case of an arbitrary integrable representation
of ŝl2. First we will explain what to do with the representation with highest weight (0, 1, 1)
(this representation has level 1 and is also called fundamental). In this case we also have
an extremal vector “at infinity” v−∞, and the monomials ei1ei2 · · · v−∞ constitute the basis
if iα + 1 < iα+1 and for some N iN is an even number and iα+1 = iα + 2 if α ≥ N . From
the point of view of configurations on 1-dimensional lattice is means that configuration
stabilize on “another” vacuum, which consists of the even numbers. Now let us consider
the case of an arbitrary integrable representation.
Let V be the irreducible representation of ŝl2 with highest weight λ = (0, l, k), where
k, l ∈ Z, 0 ≤ l ≤ k, v-vacuum vector and
W = U(nˆ)v = (C[e−1, e−2, . . .]/Il,k)v.
Theorem 2.2.1′ The ideal Il,k is generated by the polynomials e
k+1−l
−1 and S
(k+1)
i =∑
eα1eα2 . . . eαk+1, αj ≤ −1, i ≤ −(k + 1).
Remark Actually the following fact is true. Let M be an arbitrary integrable representa-
tion of level k. Then the elements Sm =
∑
eα1eα2 . . . eαk+1 , αj ∈ Z, α1+α2+· · ·+αk+1 = m
acts by zero on M . The converse is also true: if N is representation of level k from cate-
gory of representations with highest weight and elements Sm from the universal enveloping
algebra act by zero onN , then N is a direct sum of integrable representations. The annihi-
lating ideal of all integrable modules of level k is generated by Sm. In terms of generating
functions the conditions Sm = 0 (m ∈ Z) can be written as e(z)
k+1 = 0, e(z) =
∑
eiz
i.
As in the case k = 1 the dual space W ∗ is described in terms of the space of symmetric
functions. The following generalization of (2.3.2) is true.
(2.3.2′)
W ∗ =
∞
⊕
m=0
W ∗m, where
W ∗m
∼= {f(x1, . . . , xm)dx1dx2 . . . dxm},
function f is symmetrical polynomial in m variables f = 0 if x1 = x2 = · · · = xk+1 and
x1 = x2 = · · · = xk−l+1 = 0 (the first makes sense, if k + 1 ≤ m, and the second, if
k − l + 1 ≤ m). In other words, f is zero if k + 1 points coincide or k − l + 1 points are
equal to zero. The character of W is given by the left hand side of Gordon identity.
(2.3.3′)
chW =
∑∞
m=0 chW
∗
m
=
∑∞
m=0
∑
N1≥N2≥···≥Nk≥0
N1+N2+···+Nk=m
· z
m+l/2q
N2
1
+N2
2
+···+N2
k
+Nk−l+1+Nk−l+2+···+Nk
(q)N1−N2 (q)N2−N3 ···(q)Nk−1−Nk (q)Nk
.
We shall give the sketch of a proof of this fact. For simplicity we restrict ourselves by the
case l = 0.
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Theorem 2.7.1 The character of the space W ∗m = {f(x1, . . . , xm)dx1 . . . dxm}, where
f -symmetric polynomial, f = 0 if x1 = x2 = · · · = xk+1 is equal
chW ∗m =
∑
N1≥N2≥···≥Nk≥0∑
Ni=m
qN
2
1+N
2
2+···+N
2
k
(q)N1−N2(q)N2−N3 · · · (q)Nk−1−Nk(q)Nk
.
Let p = (p1, . . . , ps) be a decomposition m = p1 + p2 + · · ·+ ps, p1 ≥ p2 ≥ · · · ≥ ps > 0,
pi ∈ Z. We associate to (p) a subspace Up ⊂W
∗
m in the following way:
f(x1 . . . xm)dx1 . . . dxm ∈ Up, if f = 0 when x1 = x2 = · · · = xp1 ,
xp1+1 = · · · = xp1+p2, xp1+p2+1 = · · · = xp1+p2+p3, · · · ,
xp1+···+ps−1+1 = · · · = xm.
Define the space Γp as ∩p′≥pUp′, where p
′ = (p′1, p
′
2, . . . , p
′
s) is greater (p
′ ≥ p) then p, if
p′1 > p1 or p
′
1 = p1 and p
′
2 > p2, or p
′
1 = p1, p
′
2 = p2, p
′
3 > p3, . . . (this is lexicographic
ordering). It is clear that W ∗m = Up(k) = Γp(k), where p(k) = (k + 1, 1, 1, . . . , 1). Thus we
have a filtration in W ∗m which are labeled by the elements of the ordering set and let us
form the adjoint graded space Gr Γ = ⊕p(Gr Γ)p. Each component (Gr Γ)p of this space
can be identified with the space of expressions
ϕ(z1, . . . , zs)(dz1)
p1(dz2)
p2 . . . (dzs)
ps where
z1 = x1 = x2 = · · · = xp1 , z2 = xp1+1 = · · · = xp1+p2, . . . , zs =
xp1+···+ps−1+1 = · · · = xm.
(We have s groups of clusters, each cluster is a “composite particle”.) The function ϕ
satisfies the conditions (1) if pi = pj then ϕ is symmetric with respect to the transpo-
sition of the coordinates zi and zj, (2) ϕ has a zero on the diagonal zi = zj of degree
æij . It is easy to see that æij = 2pj if pi ≥ pj . Namely, suppose that p = (p1, p2). So we
have variables (x1 · · ·xp1, xp1+1, . . . , xp1+p2). The function of lowest degree from Γp has a
form Symm
∏p2
t=1(xt − xp2+t)
2 and the degree of if is equal 2p2. Our statements deduced
from this. Finally:
(Gr Γ)p = {ϕ(z1 . . . zs)(dz1)
p1 · · · (dzs)
ps
∏
i<j
(zi − zj)
2pj},
where ϕ satisfies the symmetry condition (1).
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Let nr be a number of pi in p = (p1, . . . , ps) which are equal to r. Write down the
character of (Gr Γ)p:
ch(Gr Γ)p =
q
∑
i<j
2pj+
∑
i
pi∏
r(q)nr
=
q
∑
r
r(n2r−nr)+
∑
r<t
2rnrnt+
∑
r
rnr∏
r(q)nr
=
q
∑
r
(nr+nr+1+nr+2+···)2∏
r(q)nr
=
q
∑
r
N2r
(q)N1−N2(q)N2−N3 . . . (q)Nl
.
It is clear that Young diagram which corresponds to (N1, N2, . . .) is dual to the Young
diagram which corresponds to p. Collect together all ch(Gr Γp). We get:
ch SmΩ1(C) =
qm
(1− q) · · · (1− qm)
=
∑
(N1,N2,...)
N1≥N2≥···≥0,
∑
Ni=m
q
∑
N2r
(q)N1−N2(q)N2−N3···
.
The character of W ∗m is a sum of ch(Gr Γ)p such that p < p(k). It means that pi ≤ k for
all i. After simple calculation we get the statement of our theorem.
Remark 2.7.2 Let A = {Aij} be the matrix of quadratic form. Let us introduce a formal
series
ψA(q) =
∑
n1,...,nk≥0
q
1
2
∑
i,j
Aijninj
(q)n1 . . . (q)nk
.
The convenient way to rewrite the statement of Theorem 2.7.1 is: chW (q, 1) = ψB−1(q),
where B−1 is inverse to the k × k Cartan matrix
B =


2 −1 · · · 0
−1 2 −1
−1
. . .
. . . −1
. . . 2
0 −1 1


which corresponds to Lie algebra O2k+1.
Remark 2.7.3 Here we present another approach to the left hand side of the Gordon
identity. Change the notations a little. The problem is to determine the character of a
quotient Ck = C[x1, x2, . . .]/(S
(k+1)
m ), where S
(k+1)
m =
∑
xi1xi2 . . . xik+1, i1+i2+· · ·+ik = m.
In the algebra C = C[x1, x2, . . .] let us consider the family of ideals J
(k), k ∈ Z, k ≥ 0, J (k)
is generated by {S(k+1)m }. Form the adjoint object: C/J
(1)⊕J (1)/J (2)⊕J (2)/J (3)⊕· · · = Cad,
Cad is a graded algebra, put deg J (S)/J (S+1) = S. In Cad the images of the elements S(k)m
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(we denote them by the same symbol) form a system of generators. It is possible to prove
that they satisfy quadratic relations. Consider two examples:
(1)
∑
S(1)m S
(2)
n = 0, m+ n = a in C
ad. (This is evident.)
(2)
∑
m+n=a
mS(1)m S
(2)
n =
∑
m+u+v=a
mxmxuxv =
1
3
a
∑
m+u+v=a
xmxuxv = 0(in C
ad).
Similar calculations shows that {Sp1m } and {S
p2
n } satisfy 2p1 series of relations if p1 ≤ p2.
The convenient way to describe Cad again uses the dual coalgebra. Let V (k) be a space
with the basis {S
(k)
k , S
(k)
k+1, S
(k)
k+2, . . .}. We identify (V
(k))∗ = Γ(k) with the space of tensors
on a line f(z)(dz)k where f is a polynomial, {S(k)m } and {z
m(dz)k} are the dual bases.
Now let us construct a coalgebra B. First define B˜ as:
B˜ = ⊕
i1,i2,...,ir
Si1Γ(1) ⊗ Si2Γ(2) ⊗ · · · ⊗ SirΓ(r), iα, r ∈ Z, r > 0, iα ≥ 0.
Elements of B˜ are expressions:
f(z1(1), z2(1), . . . , zi1(1), z1(2), . . . , zi2(2), . . . , z1(r), . . . , zir(r))
dz1(1)dz2(2) . . . . . . dzi1(1)(dz1(2))
2(dz2(2))
2 . . . (dzi2(2))
2 . . . (dz1(r))
r
. . . (dzir(r))
r,
where f is a polynomial, which is symmetric in the group of variables
z1(a), z2(a), . . . , zia(a) for each a. B˜ has a natural structure of cocomutative coalgebra.
For example, on the component S2Γ(1) the comultiplication B˜ → B˜ ⊗ B˜ is the natural
embedding S2Γ(1) → Γ(1)⊗Γ(1) plus trivial term S2Γ(1) → S2Γ(1)⊗S0Γ(1)+S0Γ(1)⊗S2Γ(1).
The coalgebra B is a subcoalgebra in B˜, which consist of such elements, where the polyno-
mial f has zeros of order 2min(a, b) when zi(a) = zj(b). We claim that B is isomorphic to
the coalgebra (Cad)∗. If we work with Ck, the description is similar: the coalgebra (C
ad
k )
∗
is isomorphic to the subcoalgebra in B, which consists of such polynomials f , depend only
on zi(a), a ≤ k. The calculation of the character is the same as above. Let us formulate
now the counterpart of the theorem (2.4.1).
Theorem 2.4.1′ Irreducible representation of ŝl2 with highest weight (0, l, k) is realized
in the quotient V˜ /(S
(k+1)
i )V˜ , where V˜ is a vector space with the basic of “infinite mono-
mials” ei1ei2 . . . e
l
2Ne
k−l
2N+1e
l
2N+2e
k−l
2N+3 . . . v−∞ and (1) ei and ej can be transposed (they
commute) (2) if a monomial m contains fragments eie
l
2Ne
k−l
2N+1e
l
2N+2 . . . v−∞, i ≥ 2N
or eie
k−l
2N+1e
l
2N+2, . . . , i ≥ 2N then m = 0. S
(k)
i =
∑
eα1eα2 . . . eαk , i ∈ Z, α1, . . . , αk ∈ Z,
α1 + · · ·+ αk = i. Elements ei ∈ ŝl2 act by multiplication from the left.
In the space of representation we can choose the basis from the basic monomials.
16
Proposition 2.6.1′ Let us call the monomial ei1ei2 . . . eimv (or infinite “monomial”
ei1ei2ei3 . . . v−∞) basic if (1) i1 ≤ i2 ≤ i3 ≤ · · · and in finite case im−k+l < −1 and
ij+k− ij ≥ 2 (2) if “infinite” case ij+k− ij ≥ 2 for all j and the sequence {iα} stabilizes.
It means that for some M the structure of sequence is: iM = iM+1 = · · · = iM+l−1,
iM + 1 = iM+l = iM+l+1 = · · · = iM+k and so on. The basic monomials constitute the
bases in W and V .
Remark. We can certainly formulate the combinatorial version of these statements in
terms of statistical sums on a 1-dimensional lattice. For example, the configuration will
be a function f : Z→ {0, 1, . . . , k}, such that (1) f(x) = 0 if x < M (M depends on f)
(2) f(x) + f(x+1) ≤ k (3) if x > N (N again depends on f) then f(x) = l if x is even
and f(x) = k − l if x is odd.
Then we can define the vacuum configuration fvac, fvac(x) = 0 if x < 0 and fvac(2y) = l,
fvac(2y + 1) = k − l, y ∈ Z, y ≥ 0. For each f the difference S(f) =
∑
n∈Z f(n) −∑
n∈Z fvac(n) if well defined. So, the statistical sum
∑
f q
S(f) coincides with the character
of the irreducible representation ŝl2 with highest weight (0, l, k).
Now we can compute the character of V . The strategy is the same as for the funda-
mental representation: the character of the subspace W is given by the left hand side of
the Gordon identity and we have to do the “limit” procedure. Put ch(TNW ) = chN , and
then tends N to −∞, ch(V ) = ch−∞. We get the formula:
(2.6.2′) ch V(0,l,k) =
1
(q)∞
∑
N1≥N2≥···≥Nk∈Z
q
N2
1
+···+N2
k
+Nk−l+1+···+NkzN1+···+Nk+l/2
(q)N1−N2 (q)N2−N3 ···(q)Nk−1−Nk
Remark 2.7.4 This formula for the character actually coincides with the “parafermionic”
formula due to Lepowsky and Primc [1]. Let us restrict ourselves with the case l = 0.
Denote by V (−i, 2j) the eigensubspace in V , where the energy is equal to −i and the
eigenvalue of h0 is equal to 2j. Suppose first that j = 0. We have:
∞∑
i=0
dimV (−i, 0)qi
=
1
(q)∞
∑
N1≥N2≥···≥Nk∈Z
N1+···+Nk=0
qN
2
1+N
2
2+···+N
2
k
(q)N1−N2(q)N2−N3 · · · (q)Nk−Nk−1
=
1
(q)∞
∑
(n1,...,nk−1)
q
∑
Bijninj
(q)n1(q)n2 · · · (q)nk−1
, ni ∈ Z, ni ≥ 0
where {Bij} is proportional to the inverse matrix of the Cartan matrix of Ak−1.
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The general formula is the following: (we use the notations of the remark 2.7.2)
k−1∑
j=0
∞∑
i=0
dimV (−i, 2j)qi+
j
k−1 = ψ(A−1
k−1
)(q)
1
(q)∞
.
This is exactly the result of Lepowsky and Primc.
3 Flag manifold approach. sl2 case
3.1
First fix some notations which concern the flag manifold. Let G = SL(2,C), Gˆ-the central
extension of the current group on a circle. Actually Gˆ-one of the possible Kac-Moody
groups, but we do not want to be precise at this point. Let B+ be the Borel subgroup in Gˆ
and P1 and P2-two parabolic subgroups of Gˆ. Recall that the Lie algebras of the groups P1
and P2 are the following:
(
a b
c −a
)
plus central element, where a, b, c are regular inside
the disk and
(
a bz
c · z−1 −a
)
plus central element where again a, b, c are regular in the disk
and z is a local coordinate. The flag manifold is a quotient F = Gˆ/B+. There are two
projections: π1 : F → F1 = Gˆ/P1 and π2 : F → F2 = Gˆ/P2. The fibers of these maps are
projective lines. For each point q ∈ F let us denote by A1(q) the projective line π
−1
1 π1(q)
and A2(q) is π
−1
2 π2(q). The arrows q → Ai(q) define two correspondences A1, A2 on F .
The Shubert cells (finite dimensional) are the orbits of B+ on F . There is a distinguished
one-point orbit, we shall denote it by 1. Other orbits correspond to other elements of the
affine Weyl group. This Weyl group Waff is generated by two simple reflections S0 and
S−1. Each w ∈ Waff is a product of them, for example w = S0S−1S0, then the closure of
the corresponding Shubert cell Shw = A1A2A1(1). It means that each S0 we replace by
the correspondence A1 and S−1 by A2. Geometrically we start from the point 1 then draw
a line in the direction A1, then from each point of this line draw the line in the direction
A2, and so on.
Each integrable irreducible representation of Gˆ is realized in the space of sections
of some line bundle Lλ on F,H
0(F, Lλ) ∼= Vλ, λ is the highest weight. The impor-
tant property of Shubert cells is that H i(Shw, Lλ) = 0, i > 0, and the natural map
H0(F, Lλ)→ H
0(Shw, Lλ) is a surjection.
Now let us introduce the principal manifold M = Nˆ · 1 ⊂ F -the closure of the orbit of
the point 1 with respect to the action of a group of currents with values in the maximal
nilpotent subgroup N in SL(2). The Lie algebra of N is {e}. Manifold M is an inductive
limit of finite-dimensional manifolds Mn,M = lim
→
Mn and Mn = B
n
+1, B
+
n = T
nB+T
−n.
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It is clear that Mn is isomorphic to one of the Shubert cells (as an orbit of adjoint group).
Actually, the following is true. To each w ∈ Waff corresponds a point of F -the projection
of w, we denote the image by the same letter. We can construct “Shubert cells” starting
from an arbitrary point and acting by correspondence A1 and A2. So Mn is a “Shubert
cell”, which is constructed by a sequence of correspondences with the starting point T n.
As a result we have: dimH i(M,Lλ) = 0 if i > 0 and the map H
0(F, Lλ) → H
0(M,Lλ)
is a surjection. Let us consider the dual map ϕ : (H0(M,Lλ))
∗ → (H0(F, Lλ))
∗. The
dual space (H0(F, Lλ))
∗ is isomorphic to the contragredient representation which is also
isomorphic to Lλ, the map ϕ is an injection and the image is isomorphic to our principal
space W = U(nˆ)v. Thus we can use geometric methods to determine the character of
W . We want to apply the Atiyah-Bott fixed point theorem to the pair (M,Lλ), where
the maximal abelian subgroup in ŝl2 acts. On M there is an action of the product of
the Cartan subgroup and C∗, this additional C∗ corresponds to the energy. Note that the
manifolds Mn are singular, but M is non-singular (see below). The fixed points of the
action of our abelian subgroup A are Waff ∩M . The fixed point theorem gives us:
chW ∗ =
∑
w∈Waff∩M
ewλ
⊓(1 − eµ)
(3.1.1)
where in the product ⊓{µ}(1− e
µ) {µ} is a set of characters of A (weights) which appears
in the decomposition T ∗w(M) = ⊕µ, T
∗
w(M)-the tangent space of M in w.
3.2 The structure of the manifold M
Theorem 3.2.1 1) M is nonsingular
2) M ∩Waff = {T
n : n ≥ 0, Sn : n > 0}
3)The set of all weights which correspond to the action of A in the tangent space to M
at the point w ∈ Waff ∩M is a subset in the root system of ŝl2. The corresponding root
vectors are:
for w = T n, n ≥ 0 : {e−i, i ≥ 2n+ 1; fi, n+ 1 ≤ i ≤ 2n; h−i, 1 ≤ i ≤ n}
for w = Sn, n > 0; {e−i, i ≥ 2n; fi, n ≤ i ≤ 2n− 1; h−i, 1 ≤ i ≤ n− 1}
4) The flag manifold F can be decomposed into the union of Shubert cells of finite codi-
mension. They are the orbits of the opposite maximal nilpotent subgroup N− and are
labelled by elements of Waff : Sh
cofin
w = N−w,w ∈ F . The intersections Yw = Sh
cofin
w ∩M
constitute a stratification of M such that
(a) Yw is a contractable complex manifold, codimYTn = codimYSn = n
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(b) Yw are stable with respect to the action of Nˆ , and YTn and YSn are n-parametric
families of the orbits of Nˆ and the transversal submanifolds are given by formulas:
(d1, · · · , dn)→
(
(1 + d1z
−1 + · · ·+ dnz
−n)−1 0
0 1 + d1z
−1 + · · ·+ dnz
−n
)
So, {d1, · · · , dn}-are the coordinates on the manifold of orbits
(c) The closure of Y¯Tn = ∪m≥nYTm ∪m>n YSm and Y¯Sn = ∪m≥nYSm ∪m≥n Y
′
Tm where Y
′
Tm is
a subfamily in the set of Nˆ -orbits in YTm of codimension one, which consists of the orbits
with coordinate dm = 0.
This theorem is proved by a strightford calculation “in coordinates”. First let us
fix the representation of elements from Weyl group in ̂SL(2), put T n = ( z−n 0
0 zn
)
and Sn =
(
0 −z−n
zn 0
)
. The manifold F is covered by the family of coordinate charts
F = ∪w∈WaffUw, Uw = wN− · 1
∼= N−. Let us determine, for example, the tangent space
Tw, w = T
1.
Fix an element w = T n =
(
z−n 0
0 zn
)
. Then w
(
a b
c d
)
∈ wN− · 1, a = 1 + a1z
−1 +
a2z
−2+ · · · , b = b1z
−1+b2z
−2+ · · · , c = c0+c1z
−1+ · · · , d = 1+d1z
−1+ · · · , ad−bc = 1
belongs to Nˆ · 1, if and only if for some series p = p1z
−1 + p2z
−2 + · · · the matrix
(
1 p
0 1
)(
z−n 0
0 zn
)(
a b
c d
)
=
(
az−n + cznp bz−n + dznp
czn dzn
)
(3.2.2)
is from B+. If n < 0, then the series dt
n = tn + d1t
n−1 + · · · is not in C[z], therefore
Nˆ · 1 ∩ Uw = φ. Now consider the case n = 1. The condition “matrix (3.2.2) belongs to
Bn+” means in this case that:
c = c0, d = 1 + d1z
−1
z−1 + a1z
−2 + a2z
−3 + · · ·+ c0(p1 + p2z
−1 + · · ·) = c0p1,
b1z
−2 + b2z
−3 + · · ·+ (z + d1)(p1z
−1 + p2z
−2 + · · ·) = p1.
If c0 = 0 then the third equation can not be solved and p does not exist. If c0 6= 0
then we can find all pi, i = 2, 3, · · ·, for example p2 = −c
−1
0 . The forth equation gives us
p1d1 + p2 = 0 (this is a coefficient before t
−1 so p1d1 = c
−1
0 and so it is necessary that
d1 6= 0. Conversely, if c0 6= 0, d1 6= 0, then we can define pi by the formulas:
p1 =
1
c0d1
, p2 = −
1
c0
, pi = −
ai−2
c0
if i = 3, 4, · · ·(3.2.3)
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The matrix 3.2.2 has the form
(
c0p1 x
c0z d1 + z
)
and the determinant is equal to 1,c0p1(d1+
z) − xc0z = 1, it means that x = p1 and the matrix is in B+. We obtain the following
result:
Nˆ · 1 ∩ UT 1 = {T
1 ·
(
1 + a1z
−1 + · · · b1z
−1 + · · ·
0 1 + d1z
−1
)
· 1 : c0, d1 6= 0}
M ∩ UT 1 = {T
1 ·
(
a b1z
−1 + · · ·
c0 1 + d1z
−1
)
· 1} = {
(
a b1z
−3 + b2z
−4 + · · ·
c0z
2 1 + d1z
−1
)
T 1}
In particular, M∩UT 1 is nonsingular and we see what the structure of tangent space in T
1
is. It is clear also why the imaginary roots appear in the tangent space. The hyperplane
{c0 = 0} ⊂ M ∩ UT 1 is
YT 1 = {
(
(1 + d1z
−1)−1 b1z
−3 + b2z
−4 + · · ·
0 1 + d1z
)
T 1}
= ∪d1∈C Nˆ
(
(1 + d1z
−1)−1 0
0 1 + d1z
−1
)
T
The hyperplane {d1 = 0} is the intersection UT 1 ∪ Y¯S1. It can be shown in a similar way.
Let us draw the picture which illustrates the Theorem 3.2.1.
1
S1
e−2
e−2
f2
f3
f3f4
e−6
e−3
e−4
e−5
f4
e−5
e−6
f2
f3
e−4
f1
e−3
e−1
h−1
T 2
S3
e−4
h−2
h−1
f5
h−1
h−2
T 1
S2
h−1
e−3
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Here the points are elements of the Weyl group, which are identified with the fixed
points of A on M . Consider the Lie subalgebra sl2 = {e−2, f2, h0 − 2C} ⊂ ŝl2 and let
SL2 ⊂ ŜL2 be the corresponding subgroup in ŜL2. The set SL2 · 1 ⊂ F is isomorphic
to CP1-the flag manifold of SL2. The point S2 is in this CP
1. The arrow on the picture,
which starts at 1 and ends at S2, is this CP
1. The tangent vectors to CP1 correspond to
e−2 in Tw, w = T
1 and f2 in Tw, w = S2. The arrows  denote the “imaginary” directions.
3.3 Combinatorial consequences of Theorem 3.2.1
Let us write down what fixed point formula gives in our case:
(3.3.1)
chW =
∞∑
n=0
eT
nλ
(q)n(1− (qn+1z)−1)(1− (qn+2z)−1) . . . (1− (q2nz)−1)(q2nz; q)∞
+
+
∞∑
n=1
eWnλ
(q)n−1(1− (qnz)−1)(1− (qn+1z)−1) . . . (1− (q2n−1z)−1)(q2n−1z; q)∞
=
=
1
(z; q)∞
·
∞∑
n=0
(−1)n
(z; q)n
(q)n
q
3n2+n
2 zn(eT
nλ − eSn+1λzq2n+1)
Here we use the standard notations
(a; q)∞ =
∞∏
i=1
(1− aqi); (a; q)n =
n∏
i=1
(1− aqi)
Now let us compare different formulas for the character ofW -(3.3.1) and the Gordon type
formula (2.3.3′).
Theorem 3.3.2
(a) (1− qz)(1− q2z)(1− q3z) · · · =
∑∞
n=0(−1)
nq
3n2+n
2 zn (1−qz)···(1−q
nz)
(1−q)···(1−qn)
(1− q2n+1z)
(b)
∑∞
n=0
qn
2
zn
(q)n
= 1
⊓∞m=1(1−q
mz)
∑∞
n=0(−1)
n (1−qz)···(1−q
nz)
(1−q)···(1−qn)
(q
5n2+n
2 z2n − q
5(n+1)2−n−1
2 z2n+1)
(c) let k, l ∈ Z, 0 ≤ l ≤ k
∑
N1≥N2≥···≥Nk≥0
qN
2
1+···+N
2
k+Nk−l+1+···+NkzN1+···+Nk+l/2
(q)N1−N2(q)N2−N3 · · · (q)Nk−1−Nk(q)Nk
=
=
1
⊓∞m=1(1− q
mz)
∞∑
n=0
(−1)n
(1− qz) · · · (1− qnz)
(1− q) · · · (1− qn)
·(q
(2k+3)n2+(2l+1)n
2 z(k+1)n+l/2 − q
(2k+3)(n+1)2−(2l+1)(n+1)
2 z(k+1)(n+1)−l/2)
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Point (a) corresponds to the weight λ = (0, 0, 0), (b) to the weight λ = (0, 0, 1) and in
(c) we have general case λ = (0, l, k).
Specialization z = 1 gives us a new proof of the classical partition identities.
Theorem 3.3.3
(a) Euler pentagonal theorem: ⊓∞m=1(1− q
m) =
∑
n∈Z(−1)
nq
3n2+n
2 ;
(b) Roger-Ramanujan identities
(I)
∑∞
n=0
qn
2
(q)n
= ⊓∞m=1
1
(1−q5m+1)(1−q5m+4)
(II)
∑∞
n=0
qn
2+n
(q)n
= ⊓∞m=1
1
(1−q5m+2)(1−q5m+3)
(c) Gordon identities:
∑
N1≥···≥Nk≥0
qN
2
1+···+N
2
k
+Nk−l+1+···+Nk
(q)N1−N2 · · · (q)Nk−1−Nk(q)Nk
= ⊓m6≡0,±(k−l+1)mod(2k+3)
m>0
1
1− qm
To get the Gordon identity we have to rewrite the right hand side of (c) from (3.3.2)
(z = 1). To do it we use Jacobi identity:
∑
n∈Z
(−1)nu
n(n+1)
2 v−n = (1− v) ⊓∞m=1 (1− u
mv−1)(1− um)(1− umv)
where u = q2k+3, v = qk−l+1
3.4
The decomposition M = UYw, w ∈ Waff ∩M can not be used as the Shubert cell decom-
position of F . The reason is that the closure of YSn is not a union of Yw. To improve the
situation we have to construct more subtle decomposition. For example, it is necessary
to decompose YT 1 = (YT 1\Y
′
T 1)∪ Y
′
T ′. Suppose we construct the subtle stratification with
good properties, then we can use it to get the resolution of nˆ module H0(M,Lλ), analo-
gous to the BGG resolution. The terms of this resolution are distributions with support
on the cells of decomposition. Character formula shows us that this resolution can not
be simple, so the structure of decomposition is complicated. Nevertheless it is possible
to find out the initial terms of cell decomposition - cells of codimension zero and one. It
gives the two first terms of the resolution of H0(M,Lλ). In particular it gives us a proof
of the theorem 2.2.1′.
Let U = Y1 = Nˆ ·1 be an open dense stratum, U1 = US1∩M , and U2 = (UT 1∩M)\Y¯S1-
the open vicinities of strata of codimension 1: YS1 and YT 1\Y
′
T ′; let U
∗
1 = U1\YS1, U
∗
2 =
U2\YT 1. From the proof of the theorem 3.2.1 we can deduce that U
∗
1 = U1 ∩ U and
U∗2 = U2 ∩ U .
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Now we fix the line bundle Lλ, λ = (0, l, k) and we shall write H
0(Z) instead of
H0(Z, Lλ), (Z-submanifold in F ). Our geometric data define an exact sequence:
0→ H0(M)→ H0(U)→ H0(U∗1 )/H
0(U1)⊕H
0(U∗2 )/H
0(U2)(3.4.1)
Here are the usual initial terms of the Grothendieck-Cousin complex, which calculates the
cohomology of M ; the third group of the complex are 1-dimensional local cohomologies
with support on the strata of codimension one. It is easy to see that H0(U) is a cofree
C[e−1, e−2, · · ·]-module. So, the dual to 3.4.1 sequence has the form:
0←W
pi
← C[e−1, e−2, · · ·]
(ϕ1,ϕ2)
← M1 ⊕M2
where π is natural projection and Mi = [H
0(U∗i )/H
0(Ui)]
∗. Theorem 2.2.1′ follows from
the lemma.
Lemma 3.4.2 (1)M1 is a free C[e−1, e−2, · · ·] module of rank 1 with generator τ, ϕ1(τ) =
ek−l+1−1 .
(2) C[ei]-module M2 is generated by the sequence of generators, σi, i ∈ Z, ϕ2(σi) =
S
(k)
i .
The proof is a straightforward calculation which we will present in an extended version
of this paper.
3.5
Here we discuss the fixed point formula for singular manifolds and Demazure character
formula.
First let us recall what Demazure formula is. Let G be a Kac-Moody algebra, T -weight
lattice, C[T ]-the group algebra of T and if x ∈ T then by ex we denote this element as
a generator of C[T ]. The Weyl group W acts on C[T ] by automorphisms; if α is a root,
then Sα is the corresponding reflection. The Demazur operator
∑
α acts on C[T ] by the
formula ∑
Sα
(ex) =
ex
1− eα
+
eSαx
1− e−α
.
Now let Vλ be an integrable representation of G with highest weight λ, and v(w)-the
extremal vector which is corresponded to w ∈ W, n−-the maximal nilpotent subal-
gebra, n−v = 0. Denote by Vλ(w) the subspace U(n−)v(w) ⊂ Vλ. The geometric
description of Vλ is the following: Vλ(w) is dual to the space H
0(Shw, Lλ). Here as
usual Lλ is a line bundle and Shw is the closure of Shubert cell. Demazur formula
is an expression for the character of the space Vλ(w). Fix a reduced decomposition
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w = Sα1Sα2 · · ·Sαl and define
∑
w as
∑
α1
∑
α2 · · ·
∑
αl. It is well known that
∑
w does not
depend on the choice of the reduced decomposition. The character chVλ(w) =
∑
w e
λ.
This formula has another form: chVλ(w) =
∑˜
w · e
wλ, where
∑˜
w =
∑
σγ1
∑
σγ2
· · ·
∑
σγl
where σγ1 , σγ2 · · · , σγl are reflections corresponding to the set of roots (γ1, γ2, · · · , γl) such
that each subset (γl−s+1, γl−s+2, · · · , γl) coincides with the set of positive roots {γ | w(s)γ
is negative }, w(s) = SαlSαl−1 · · ·Sαl−1+s . We need this form of the Demazure formula,
because Vλ(w) = U(n−)v(w), so we have also the formula for the character of the space
U(wn−w
−1)v.
Now let us apply this to the G = ŝl2-case. If we act on the vacuum vector in Vλ by the
algebra C[e−1] we get
∑
S1 e
λ. If we act by C[e−1, e−2] we get
∑
S2(
∑
S1 e
λ). The general
formula is ch(C[e−1, e−2, · · · , e−m]) =
∑
S1
∑
S2 · · ·
∑
Sm(e
λ) (Note that here we mean that∑
S1 acts first, then
∑
S2, · · ·). After the direct calculation we get:
chH0(Mn, Lλ)
∗ = ch(C[e−1, e−2, · · · e−2n]v)(3.5.1)
=
2n−1∑
m=0
eT
mλ(2n−1
m
)q
(q(−2m−1)z−1; q)m(q2mz; q)2n−m
+
+
2n∑
m=1
eSmλ(2n−1
m−1
)q
(q−2m−1z−1; q)m(q2m−1z; q)2n−m
Here (2n−1
j
)q =
(q)2n−1
(q)j (q)2n−1−j
is a q-binomial coefficient.
If n→∞, then this character formally tends to the formula (3.3.1). From this point
of view it is natural to think that formula (3.3.1) for the character of the basic space
coincides with the Demazure formula for an “infinite element” w0 = limn→∞ Tn in the
Weyl group. This w0 can be written as an infinite product in two different ways:
w0 = S1S2S3 · · · = · · ·S0S1S0S1.
Let us make a few comments about the connection of this with the fixed point formula.
Let X be a compact complex algebraic manifold (possibly, with singularities), L is a
one-dimensional line bundle on X and T - the torus, which acts algebraically on the pair
(X,L), and suppose that T has only finite set of fix points. A natural analog of the fixed
point formula is: ∑
(−1)ich(T,H i(X,L)) =
∑
Tx=x
ch(T,Ox(L))(3.5.2)
where Ox(L) is a formal completion of the space of sections of L in x.
Suppose, for example, that the manifold in the infinitesimal vicinity of the fix point
x is a complete intersection. It means that Ox is a quotient C[t1, · · · , tM ]/J , where J is
generated by the regular sequence f1, · · · , fN , N < M . Suppose also that the action of
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T can be lifted on C[t1, · · · , tM ] and fi are homogeneous elements. In this case the local
term from 3.5.2 has the form:
ch(T,Ox(L)) = e
ν⊓(1− e
µj )
⊓(1− eλi)
(3.5.3)
Here ν is a weight of the action of T on Ox(L)/mxOx(L), mx- maximal ideal, which
corresponds to x;µ1, · · · , µN are weights of fi and λ1, · · · , λM are weights of ti. Formula
(3.5.1) shows that in the fixed points of the torus, Mn should be locally a complete
intersection, but we did not verify this fact directly.
4 sl3-case
4.1
The Lie algebra sl3 has three positive roots α, β, and γ = α+ β. The corresponding root
vectors are e1, e2 and e12, e12 = [e1, e2]. The opposite root vectors are f 1, f 2 and f 12.
The coroots are hα = h
1, hβ = h
2 and hγ = h
12 = h1+h2. The basis in ŝl3 is e
1
i = e
1⊗ zi,
e2i = e
2 ⊗ zi, . . . and the central element C.
We will try to use notations similar to those in §§2-3. In particular, a weight of ŝl3
is a triple λ = (m, ν, k), where k is the eigenvalue of central element, m is the energy
and ν is the weight of sl3. Let V (or Vλ) be an irreducible representation of ŝl3 with
highest weight λ, Gˆ —Kac-Moody group, corresponding to Lie algebra ŝl3, F = Gˆ/B+
—flag manifold and Lλ —homogeneous linear bundle on F , which corresponds to λ. The
irreducible representation V is identified with (H0(F, Lλ))
∗.
Affine Weyl group Waff = Tˇ ⋊ S3 contains the lattice Tˇ = Hom(C
∗, T ) ⊂ h, where T is
maximal torus in SL(3), and h is the Lie algebra of T ; S3 is the symmetric group which
is the Weyl group W of SL(3).
The reflections, which correspond to the roots (i, α, 0), (i, β, 0), (i, γ, 0) we denote by
S−iα , S
−i
β , S
−i
γ . Simple roots are α = (0, α, 0), β, and (1,−γ, 0) and simple reflections are
Sα, Sβ, and S
1
γ .
The action of ξ ∈ Tˇ and w ∈ W on the space of weights is given by the formulas:
ξ(m, λ, k) = (m− λ(ξ)−
1
2
k〈ξ, ξ〉, λ+ kξ∗, k)(4.1.1)
w(m, λ, k) = (m,w(λ), k)
The canonical scalar product on h defines the identification h → h∗ and ξ∗ is the image of
ξ.
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4.2
Let V be a fundamental representation of ŝl3, V = Vλ, λ = (0, 0, 1). As in §2.1, we define
the principal space W as U(nˆ)v, where v is vacuum vector, n is the maximal nilpotent
subalgebra in sl3 with basis e
1, e2, e12, and the basis in nˆ is {e1i , e
2
i , e
12
i , i ∈ Z}, nˆ− is
subalgebra in nˆ with the same basis, but i < 0. We are interested in the left ideal I in
U(nˆ−) such that W = (U(nˆ−)/I)v. The vectors f
1
0 v, f
2
0 v, (e
12
−1)
2v are singular vectors
in the Verma representation Mλ with highest weight λ = (0, 0, 1). Using this, we deduce
that the following vectors belong to I : (e12−1)
2, ad f 10 ((e
12
−1)
2) = ±(e2−1e
12
−1 + e
12
−1e
2
−1);
ad f 20 ((e
12
−1)
2) = ±(e1−1e
12
−1 + e
12
−1e
1
−1), and also (e
2
−1)
2 and (e1−1)
2, because, for example,
ad f 10 (e
2
−1e
12
−1+ e
12
−1e
2
−1) = ±2(e
2
−1)
2. As in ŝl2-case let us introduce the operator L−1 from
the Virasoro algebra, such that L−1v = 0. It gives us five series of elements from I. In
terms of generating functions these relations are:
(e1(z))2, (e2(z))2, e1(z)e12(z), e2(z)e12(z)(4.2.1)
Theorem 4.2.2 The left ideal I is generated by the coefficients of the expansions of
(4.2.1): Rk =
∑
e1i e
1
j , i+ j = k, i, j ∈ Z, i, j 0 −1, and so on.
Remark 4.2.3 Actually infinite expressions R˜k =
∑
e1i e
1
j , i+ j = k, k ∈ Z, i+ j ∈ Z and
others act by zero on V .
Now recall the character formula for V in “bosonic” realization:
ch V =
1
(q)2∞
∑
ξ∈Tˇ
eξλ =
1
(q)2∞
∑
a,b∈Z
qa
2−ab+b2za1z
b
2(4.2.4)
The notations here are the usual ones: q corresponds to the energy operator and z1
and z2 —to the two simple roots of sl3.
The relations of (4.2.4) and the character of the principal subspace W is the same as
in the ŝl2-case. The character of W is given by the formula:
chW =
∑
a,b≥0
qa
2−ab+b2za1z
b
2
(q)a(q)b
(4.2.5)
Note that chW (q, 1, 1) = ΨA2(q) (we use the notations of 2.7.2). Note that I is a two-sided
ideal in U(nˆ−). We present the description of U(nˆ−)/I, which is close to the description
of the corresponding quotient in the sl2-case. The first complication is that U(nˆ−) is not
a commutative algebra, so first let us do its abelianization.
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The algebra U(nˆ−) has a standard filtration such that the adjoint algebra is S(nˆ−)
—the symmetric algebra of the space nˆ−. The ideal I defines an ideal I
ad in S(nˆ−), such
that S(nˆ−)/I
ad is the adjoint algebra to U(nˆ−)/I. In particular, they have the same
characters. The commutative algebra S(nˆ−) is generated by the images of the elements
e1i , e
2
i , e
12
i , which we denote by the same symbols.
Proposition 4.2.6 The ideal Iad is generated by relations (4.2.1).
This proposition says that we can work with a commutative algebra with quadratic re-
lations. Now following the line of 2.3, we can describe the dual space to the W ad =
S(nˆ−)/I
ad. The space W ad has a Z3-grading (n1, n2, n3) where n1 is degree with respect
to the group of variables {e1i }, n2 —the degree with respect to {e
2
i } and n3 corresponds
to {e12j }. The (r, s, t) component of a (W
ad)∗ is isomorphic (see 2.3.2) to some space of
polynomials:
(W ad)∗r,s,t
∼= {g(x1, . . . , xr; y1, . . . , ys; u1, . . . , ut) · ⊓
i<j
(xi − xj)
2 ×
× ⊓
i<j
(yi − yj)
2 ⊓
i<j
(ui − uj)
2 ⊓
i,j
(xi − yj) ⊓
i,j
(xi − uj) ⊓
i,j
(yi − uj)⊓
i
dxi ⊓
j
dyj ⊓
k
duk}
where g is a polynomial which is symmetric with respect to {xi}, {yi}, {ui}.
Therefore:
chW =
∑
r,s,t
ch(W ad)∗r,s,t =
∑
r,s,t
qr
2+rs+s2+st+t2zr+s1 · z
s+t
2
(q)r(q)s(q)t
Using the simple formulas with q-binomial coefficients, it is possible to show that this
sum is equal to (4.2.5).
4.3 Principal manifold M and fixed point formula
In this section we restrict ourselves only with the “vacuum” representation with highest
weight λ = (0, 0, k), k ≥ 0, k ∈ Z. In this case the irreducible representation V is realized
in the space of sections of a bundle Lλ on a parabolic flag manifold P = Gˆ/Gˆ
in, where
the subgroup Gˆin corresponds to the subalgebra gˆin = C ·C + g+ gz + gz2+ · · · . In other
words, gˆin consists of currents on the circle which can be extended analytically inside the
disc on the complex plane. So we shall work with P and the principal manifold is the
closure of the orbit Nˆ− · 1, where 1 is the zero-dimensional Shubert cell on P .
Our problem now is to write down the fixed point formula like (3.3.1) for the pair
(M,Lλ) and 3-dimensional torus which acts on (M,Lλ). The fixed points of the torus in
P are labeled by the elements of the lattice Tˇ
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Theorem 4.3.1 1) Tˇ ∩M = {Tmα+nβ : m,n 1 0} (see picture 4)
2) M is nonsingular at the points Tnα, Tnβ and singular in all others fixed point.
3) Local term in the fixed point formula corresponding to Tnα is equal to
∆nα =
eTnαλ
⊓(1− eδ)
where δ is a root of ŝl3 such that, Sδ(nα) 6= nα; Tnα(δ) < 0, Sδ(nα) = kα + lβ, k, l ≥ 0,
Sδ —reflection with respect to δ. In the variables q, z1, z2,∆nα is given by
∆nα =
eTnαλ
(q−2nz−11 ; q)n(q
2nz1; q)∞(z2, q−1)n−1(1− z2)(z2; q)∞(qnz1z2; q)∞
The local term ∆nβ corresponding to Tnβ can be obtained from ∆nα, if we change α↔ β,
z1 ↔ z2.
4) At the points Tnγ = Tnα+nβ M is locally a complete intersection and
∆nγ =
eTnγλ
⊓(1− eδ)
·
(1− (z1z2)
−1)(1− (qz1z2)
−1 . . . (1− (qn−1z1z2)
−1)
(1− q)(1− q2) . . . (1− qn)
where Sδ(−nγ) 6= −nγ, Sδ(−nγ) = kα + lβ, k, l ≥ 0, Tnγ(δ) < 0.
⊓(1− eδ) = (1− z−11 )(1− (qz1)
−1) . . . (1− (qn−1z1)
−1)(1− qn+1z1)(1− q
n+2z1) . . . ·
· (1− z−12 )(1− (qz2)
−1) . . . (1− (qn−1z2)
−1)(1− qn+1z2)(1− q
n+2z2) . . . ·
· (1− (qnz1z2)
−1)(1− (qn+1z1z2)
−1) . . . (1− (q2n−1z1z2)
−1)(1− q2n+1z1z2)(1− q
2n+2z1z2) . . .
We could not determine the local terms ∆nα+mβ, if n 6=, m 6= 0 and n 6= m. The
singularities of M at such points are complicated and we think that M is not a complete
intersection in the neighbourhood of such points. Note that Demazure’s formula can be
used in this situation, but we did not carry out the calculation.
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Sα
S1α
Picture 4
The straight lines on the picture are the mirrors, corresponding to reflections with
respect to the affine roots. Distinguished points belong to Tˇ ∩M .
Conjecture 4.3.2 The local terms ∆mα+nβ, m 6= 0, n 6= 0, m 6= n are zero if z1 = z2.
We suppose that such ∆mα+nβ can be represented as a product of (1 − z1) or (1 − z2) or
(1− z1z2) and something else.
Let us calculate ∆nα, ∆nβ, and ∆nγ when z1 = z2 = 1. Certainly, it can not be done,
because each term contains 1− z1 or 1− z2 or 1− z1z2 in the denominator. Nevertheless
these infinites cancel each other in the sum ∆nα +∆nβ +∆nγ . The calculation gives the
following result.
Theorem 4.3.3 (∆nα +∆nβ +∆nγ)|z1=z2=1 is equal
(a)
(6n+ 1)q3n
2+n − (6n− 1)q3n
2−n
(q)3∞
if V is fundamental representation (k = 1).
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(b)
((2k + 4)n+ 1)q(k+2)n
2+n − ((2k + 4)n− 1)q(k+2)n
2−n
(q)3∞
if V is representation with high-
est weight (0, 0, k).
Theorem 4.3.4 (Modulo conjecture 4.3.2)
(a) Gauss formula: (q)3∞ = 1− 3q + 5q
3 − 7q6 . . .+ (−1)n(2n + 1)q
n(n+1)
2 + . . .
(b) Analog of Roger-Ramanujan:
∑
a,b≥0
qa
2−ab+b2
(q)a(q)b
=
∑
n∈Z
(6n+ 1)q3n
2+n
(q)3∞
(c) ΨA2⊗B−1k
(q) =
∑
n∈Z
((2k + 4)n+ 1)q(k+2)n
2+n
(q∞)3
Here (a) corresponds to k = 0, (b) to k = 1 and (c) is to arbitrary k. The left hand
side of the formula (c) is written in the notation of 2.7.2, quadratic form is a product of
B−1k (the same as in Gordon formula) and Cartan matrix for SL(3). We shall discuss this
expression in §4.5.
4.4
Note that the right hand side of (b) from 4.3.4 coincides with the Kac formula for the
character of the fundamental representation of ŝl2 with highest weight (0,1). And the
same is true for (c): the character of ŝl2 representation with highest weight (0, k) is equal
to the right hand side of (c). It is very easy to see for (b). Recall the simple combinatorial
fact (it concerns Dufrey square):
∑
a,b≥0
a−b=m=const
qab
(q)a(q)b
=
1
(q)∞
Then ∑
a,b≥0
qa
2−ab+b2
(q)a(q)b
=
∑
m∈Z
a,b,a−b=m
qm
2
·
∑ qab
(q)a(q)b
=
∑
m
qm
2
(q)∞
And we get the character of fundamental representation of ŝl2 in “bosonic” realization.
We do not know the direct proof of (c).
Now we give some explanation of this fact. Orthogonal subalgebra in sl3 is isomorphic
to sl2, it gives us a map ŝl2 → ŝl3. Restriction of the representation of ŝl3 of level k on
ŝl2 is a representation of level k. So, we have in ŝl3 two subalgebras ŝl2 and nˆ. They have
some similarity. Namely, in sl3 there are two 3-dimensional subalgebras: orthogonal and
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maximal nilpotent and maximal nilpotent is a deformation of orthogonal. ŝl2 and nˆ are
currents with value in sl2 and n (and central element add in the first case). In the space
of vacuum representation Vλ, λ = (0, 0, k) of ŝl3 there are two subspaces: U(nˆ)v = W and
U(ŝl2)v = W2. Energy operator L0 is acting in W1 and W2 and the fact about characters
means that tr qL0|W1 = tr q
L0 |W2. Now for simplicity restrict ourselves only by the case
k = 1. Space W2 is fundamental representation of ŝl2 and W2 ∼= U(ŝl
out
2 )/I, where ŝl
out
2
is the Lie algebra with the basis {ei, hi, fi, i < 0} and I is a left ideal. Five elements e
2
−1,
[f0, e
2
−1] = −(h−1e−1+e−1h−1), [f0[f0 e
2
−1]] = −2(f−1e−1+e−1f−1)+h
2
−1, h−1f−1+f−1h−1,
f 2−1 belong to I. Operator L−1 from Virasoro gives five serieses of generators of I:
(1)
∑
i+j=−n
eiej (2)
∑
i+j=−n
hiej + ejhi (3)
∑
i+j=−n
fiej + eifj − hihj
(4)
∑
i+j=−n
hifj + fjhi (5)
∑
i+j=−n
fifj
(4.4.1)
Proposition 4.4.2 (a) Five serieses of relations (4.4.1) generate the ideal I (b) the
same is true for the adjoint graded space. It means that we replace U(ŝl
out
2 ) by adjoint
space of polynomials on (ŝl
out
2 )
∗ and I defines the adjoint ideal Iad in S∗(ŝl
out
2 ). Now in
S∗(ŝl
out
2 ) the variables ei, hi, fi commute with each other and I
ad is generated by the same
expression (4.4.1).
Now let us compare 4.4.2 (b) and 4.2.6. We see that the quotient spaces S(nˆ−)/I
ad
and S(ŝl
out
2 )/I
ad are almost identical: the difference is only in the third series of relations,
there is the additional term
∑
hihj .
These considerations can be generalized to arbitrary k.
4.5
In this section we give another description of W = U(nˆ−)/I following Schechtman-
Varchenko. To do it, first let us describe the universal enveloping algebra U(nˆ−) in
terms of the space of symmetric polynomials. Actually, we shall give a new construction
of dual coalgebra.
Let W = ⊕Wm,n, m,n ∈ Z, m,n ≥ 0 be the space of functions:
Wm,n = {f(x1, . . . , xn; y1, . . . ym}
f is polynomial in {xi}, {yj} which is symmetric with respect to the group of variables
{xi} and {yj}.
We shall call {xi} the coordinates of the particles of type α and {yj}—the coordinates
of the particles of type β. (Recall that α, β are positive simple roots of sl3). W has
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a natural structure of commutative and cocommutative Hopf algebra. Multiplication
Wm′,n′ ⊗Wm′′,n′′ → Wm,n, m = m
′ +m′′, n = n′ + n′′ is given by the formula:
f ·g(x1, . . . , xm; y1, . . . , yn) = Symm f(x1, . . . , xm′ ; y1, . . . yn′)g(xm′+1, . . . , xm; yn′+1, . . . , yn),
where Symm is the symmetrization with respect to the groups of variables {xi} and {yj}.
The component of comultiplication ∆ : Wm,n → Wm′,n′ ⊗Wm′′,n′′ is nontrivial only if
m = m′ + m′′, n = n′ + n′′ and in this case ∆ is a natural embedding. The space
Wm′,n′ ⊗Wm′′,n′′ may be identified with some space of polynomials in {xi}, 1 ≤ i ≤ m,
{yj}, 1 ≤ j ≤ n with evident symmetry properties and ∆(Wm,n) ⊂ Wm′,n′ ⊗ Wm′′,n′′
consists of polynomials with extra symmetry conditions. We now want to extend W to
W˜ ; elements of W˜ are rational function in {xi}, {yj}, which can have a pole of order
one when xi = yj. Multiplication makes sense for such functions but comultiplication
acts from W˜m,n into some modified tensor product W˜m′,n′⊗̂W˜m′′,n′′. Symbol ⊗̂ means that
functions from the space W˜m′,n′⊗̂W˜m′′,n′′ can have poles of order one in the hyperplanes
xi = yj.
Let us define a subspace Am,n in the space of functionals on W˜m,n. Elements from
W˜m,n can be represented as products p = f(x1, . . . , xm, y1, . . . yn)⊓(xi− yj)
−1, 1 ≤ i ≤ m,
1 ≤ j ≤ n. For each pair (i, j) fix one of two possible decompositions of (xi − yj)
−1:
τ+(xi, yj) = xi(1 + yjx
−1
i + (yjx
−1
i )
2 + . . .), τ−(xi, yj) = −yj(1 + (xiy
−1
j ) + (xiy
−1
j )
2 +
. . .). After it we can form the Laurent expansion of p. The space Am,n is generated by
functionals a, such that the pairing 〈a, p〉 is some coefficient of this Laurent expansion.
Then a depends on the choice of the coefficient and the choice of the expansions τ+
or τ− of each term (xi − yj)
−1. A = ⊕
m,n
Am,n is a cocommutative Hopf algebra. The
comultiplication is evident and multiplication is calculated by the formula:
a1 ∈ Am′,n′, a2 ∈ Am′′,n′′, p ∈ W˜m,n, m = m
′ +m′′, n = n′ + n′′,
∆p ∈ W˜m′,n′⊗̂W˜m′′,n′′, ∆p = f(x1, . . . , xm; y1, . . . , yn)⊓(xi − yj)
−1,
∆p+ = f · ⊓
1≤i≤m′
1≤j≤n′
(xi − yj)
−1 · ⊓
m′+1≤i≤m
n′+1≤i≤n
(xi − yj)
−1 · ⊓
1≤i≤m′
n′+1≤i≤n
τ+(xi, yj) · ⊓
m′+1≤i≤m
1≤j≤n′
τ+(xi, yj)
〈a1 · a2, p〉 = 〈a1 ⊗ a2,∆p+〉
So, to determine the pairing of a product a1 · a2 on p we have to find ∆p, choose the
expansions of all (xi− yj)
−1 and then the value of the pairing is some Laurent coefficients
of the resulting series ∆p+.
Now let us introduce the Serre relations. Define a subcoalgebra U˜ in W˜ , which consists
of expressions f(x1, . . . , xm; y1, . . . , yn)⊓(xi − yj)
−1 where the polynomial f is zero, if
x1 = x2 = y1 or x1 = y1 = y2. It is clear that U˜ is stable with respect to comultiplication,
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it means that U is a Hopf algebra “in extended sense” (it means that the comultiplication
acts to the extended tensor product). It is more convenient for our goals to introduce the
subcoalgebra U ⊂ U˜ , U = {f(x1, . . . , xm; y1 . . . , yn)x1 . . . xm y1 . . . yn ⊓(xi − yj)
−1}. The
dual space U∗ (in the same sense as above) is a quotient of A. It can be shown that U∗
is isomorphic to U(nˆ−) = U(nz
−1 + nz−2 + . . .), n —the maximal nilpotent subalgebra
in sl3. So, we have a nice “functional” model of (U(nˆ−))
∗. Let us return to the principal
space Wk = U(nˆ−)/Ik (k means that we deal with the vacuum representation of level k);
W ∗ is subspace in (U(nˆ−))
∗.
Theorem 4.5.1 The dual space to the principal subspace Wk is isomorphic to the space
M = ⊕Mm,n, m,n ∈ Z, m,n ≥ 0, where
Mm,n = {f(x1, . . . , xm, y1, . . . , yn)x1 . . . xm y1 . . . yn ⊓(xi − yj)
−1},
f is polynomial and symmetric with respect to {xi}, {yj} and f is zero if x1 = x2 = y1,
y1 = y2 = x1, x1 = x2 = · · · = xk+1 or y1 = y2 = · · · = yk+1. For k = 1 a simple
calculation gives us the formula (4.2.5). For general k we need arguments with filtration
like in the ŝl2 case, where we obtained the left hand side of the Gordon identity.
chWk(q, z1, z2) =
∑
0≤N1≤N2≤···≤Nk
0≤M1≤M2≤···≤Mk
q
N21+N
2
2+···+N
2
k
+M21+···+M
2
k
−
∑
i<j
MiNj z
∑
Ni
1 z
∑
Mj
2
(q)N1(q)N2−N1 . . . (q)Nk−Nk−1(q)M1(q)M2−M1 . . . (q)Mk−Mk−1
If z1 = z2 = 1 this is exactly ΨA2⊗B−1k
from 4.3.4 (c).
Now we can use the formula for the character of Wk(q, z1, z2) to obtain the following
formula for the full character of the irreducible representation ŝl3 with highest weight
(0, 0, k)
ch V(0,0,k) =
1
(q)2∞
·
∑
N1≤N2≤···≤Nk
M1≤M2≤···≤Mk
q
N21+N
2
2+···+N
2
k
+M21+···+M
2
k
−
∑
i<j
MiNj z
∑
Ni
1 z
∑
Mj
2
(q)N2−N1 . . . (q)Nk−Nk−1(q)M2−M1 . . . (q)Mk−Mk−1
Ni,Mi ∈ Z
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