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0. Introduction
The study of heights has become an important subject in number theory. One facet of the subject
is estimating the number of points on a given variety (or type of variety) with given height, or height
no larger than a given bound. The simplest case here is classical: estimate the number of primitive
integral points in a ball centered at the origin. In more modern language, we would say this estimates
the number of points in projective space over Q of bounded height, or alternately the number of
one-dimensional subspaces of bounded height. The collection of one-dimensional subspaces of Qn
is a particular Grassmann variety. In 1967 W.M. Schmidt was able to extend this classical result to
subspaces of Qn of arbitrary dimension [4], i.e., to arbitrary Grassmann varieties deﬁned over Q. Later
Schanuel extended the classical result to one-dimensional subspaces deﬁned over an arbitrary number
ﬁeld [3], and subsequently the author extended Schmidt’s result to the general case of Grassmannians
deﬁned over a number ﬁeld [7].
Franke, Manin and Tschinkel independently in [2] used techniques from Eisenstein zeta functions
to give asymptotic estimates for a wide range of homogeneous spaces. Their immediate objective was
to determine the rate of growth and, to a lesser extent, the coeﬃcient of the main term; any depen-
dence on the metrization chosen for the height was not dealt with. In contrast to this, the author
in [8] derived asymptotics for Grassmannians over number ﬁelds with arbitrary “twisted” heights,
where the dependence on the “twist” (or metrization, in the language of Arakelov geometry) is made
explicit.
E-mail address: jthunder@math.niu.edu.0022-314X/$ – see front matter © 2008 Elsevier Inc. All rights reserved.
doi:10.1016/j.jnt.2008.06.011
2974 J.L. Thunder / Journal of Number Theory 128 (2008) 2973–3004Turning to function ﬁelds, as Weil states in the forward to Basic Number Theory [11]: “Once the
presence of the real ﬁeld, albeit at inﬁnite distance, ceases to be regarded as a necessary ingredient
in the arithmetician’s brew, it goes without saying that the function-ﬁelds over ﬁnite ﬁelds must be
granted a fully simultaneous treatment with number ﬁelds, instead of the segregated status, and at
best the separate but equal facilities, which hitherto have been their lot.” In step with this philosophy,
Serre stated in [5] a function ﬁeld analog of Schanuel’s Theorem; this was later proved (indepen-
dently) by Wan [10] and DiPippo [1]. Our goal here is to provide a function ﬁeld analog to the more
general result for Grassmannians in [8] mentioned above; this is achieved with Theorem 2 below. We
ﬁrst prove Theorem 1 which deals with the one-dimensional case where we obtain a better error
term; this result generalizes those in [1] and [10].
1. Deﬁnitions, notation and statement of main results
For the remainder of this paper, K is a ﬁnite algebraic extension of the ﬁeld of rational func-
tions Fq(X), where X is transcendental over the ﬁeld with q elements, Fq . We assume that Fq is
the ﬁeld of constants for K . We let g and J denote the genus and the number of divisor classes of
degree 0, respectively ( J is also the cardinality of the Jacobian), and let ζK denote the zeta function
of K which is analogous to the classical Riemann zeta function. For 1 d < n let
a(n,d) := J
q − 1q
(1−g)((n−d)d+1) ζK (d) · · · ζK (2)
ζK (n) · · · ζK (n − d + 1) ,
where the empty product of zetas in the numerator in the case d = 1 is understood to be 1. This
quantity arises in the main term of our asymptotic expressions (cf. the analogous quantity for number
ﬁelds in [7, Theorem 2]).
We will write M(K ) for the set of places of K and KA for the adele ring. For a place v ∈ M(K )
we let Kv denote the topological completion of K at v and let ordv be the order function on Kv ,
normalized to have image Z ∪ {∞}. We let Rv denote the subring of Kv consisting of all elements
x ∈ Kv with ordv(x) 0 (with the usual convention that ∞ > 0). We extend ordv to Knv by deﬁning
ordv(x1, . . . , xn) = min
1in
ordv(xi).
For any x = (xv) ∈ KnA with ordv(xv ) ∈ Z for all places v and with ordv (xv) = 0 for all but ﬁnitely
many places, we get a divisor
div(x) :=
∑
v∈M(K )
ordv (xv) · v.
Thus, for any non-zero x ∈ Kn and A ∈ GLn(KA) we have a divisor div(Ax) and the additive and
multiplicative heights
hA(x) := −degdiv(Ax), HA(x) := qhA(x).
Since the degree of a principal divisor is 0, one sees that these heights are actually functions on
projective (n−1)-space. These heights are extended to arbitrary subspaces of Kn via Grassmann coor-
dinates. Speciﬁcally, suppose 1 d n and S ⊆ Kn is a d-dimensional subspace with basis x1, . . . ,xd .
Then X= x1 ∧ · · · ∧ xd ∈ K (nd) and we deﬁne
hA(S) := h∧d A(X) = −degdiv(Ax1 ∧ · · · ∧ Axd), HA(S) := qhA(S).
Note that hA(Kn) = −degdivdet(A). The case where A = In , the identity element of GLn(KA), gives
the usual “untwisted” height.
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μi(A) := min
{
m: Kn contains i linearly independent x with hA(x)m
}
for 1 i  n. We also deﬁne
νi(A) :=min
{
m: Kn contains an i-dimensional subspace V with hA(V ) =m
}
for 1  i  n. We note that ν1(A) = μ1(A) and νn(A) = hA(Kn). The function ﬁeld analog of
Minkowski’s second convex bodies theorem (see below) shows how the remaining νi(A)’s can be
estimated; νi(A) is approximately μ1(A) + · · · + μi(A). The “approximately” here (as opposed to
“equal”) is a minor inconvenience; if x1, . . . ,xn ∈ Kn are linearly independent with hA(xi) = μi(A)
for all i = 1, . . . ,n, then x1, . . . ,xi may not be a basis for an i-dimensional subspace V with
hA(V ) = νi(A). We will need a way around this inconvenience; given the x1, . . . ,xn above, deﬁne
V1(A), . . . , Vn(A) ⊆ Kn by
Vi(A) = Kx1 ⊕ · · · ⊕ Kxi, i = 1, . . . ,n,
and let ν ′i (A) = hA(Vi(A)). While these subspaces are not a priori uniquely determined by A alone,
but by the choice of the xis as well, this will not be an issue for us. (In fact, they are uniquely
determined if the successive minima are unequal.) Minkowski’s Theorem shows that each ν ′i (A) is
relatively close to νi(A), and clearly ν ′1(A) = ν1(A) and ν ′n(A) = νn(A).
Deﬁnition. Suppose n 2 and A ∈ GLn(KA). For 1 d < n and any integer m we let N(A,d,m) denote
the number of d-dimensional subspaces S ⊂ Kn with hA(S) =m.
We state our estimates for one-dimensional subspaces ﬁrst.
Theorem 1. Suppose n 2 and A ∈ GLn(KA). Suppose mμ2(A) and let i be maximal such that mμi(A).
Then for all positive ε  1,
∣∣N(A,1,m) − a(i,1)qim−ν ′i (A)∣∣= O ε(q(1+ε)(m−μi (A))/2qiμi(A)−ν ′i (A)).
In particular, for any mμn(A) and all positive ε  1,
∣∣N(A,1,m) − a(n,1)qnm−νn(A)∣∣= O ε(q(1+ε)(m−μn(A))/2qnμn(A)−νn(A)).
Moreover, we may take ε = 0 if the zeta function has no repeated roots. By deﬁnition, if m < μ2(A), then
N(A,1,m) 1, with equality if and only if m = μ1(A).
Here and throughout the rest of this paper all implicit constants depend on n and K together
with any other parameters that are in the subscript; no subscript signiﬁes that the implicit constant
depends only on n and K .
We easily have μi(In) = νi(In) = ν ′i (In) = 0 for all i = 1, . . . ,n and thus the following corollary.
Corollary 1. (See [10, Corollary 4.4].) For any m 0 and all positive ε  1 we have
N(In,1,m) = a(n,1)qnm + O ε
(
q(1+ε)m/2
)
.
Theorem 1 is not convenient when we consider the dual of a subspace. It also does not give a
uniform result for all m. We remedy this with the following result, proven at the end of Section 4.
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∣∣N(A,1,m) − a(n,1)qnm−νn(A)∣∣= O ε(q(1+ε)(m−νn(A)+νn−1(A))/2q(n−1)νn(A)−nνn−1(A)).
For any m and all positive ε  1 we have
∣∣N(A,1,m) − a(n,1)qnm−νn(A)∣∣= O ε(q(1+ε)(m−ν1(A))/2q(n−1)νn(A)−nνn−1(A)).
Moreover, in both instances we may take ε = 0 if the zeta function has no repeated roots.
Corollary 2 does behave well when passing to dual subspaces. Since the dual of a one-dimensional
subspace of Kn is an (n − 1)-dimensional subspace, we will see how Corollary 2 and the Duality
Theorem stated in Section 3 easily allow us to count (n − 1)-dimensional subspaces.
Corollary 3. Suppose n  2 and A ∈ GLn(KA). Then for any m  νn(A) − ν1(A) and all positive ε  1 we
have
∣∣N(A,n − 1,m) − a(n,n − 1)qnm−(n−1)νn(A)∣∣= O ε(q(1+ε)(m−νn(A)+ν1(A))/2qνn(A)−nν1(A)).
For any m and all positive ε  1 we have
∣∣N(A,n − 1,m) − a(n,n − 1)qnm−(n−1)νn(A)∣∣= O ε(q(1+ε)(m−νn−1(A))/2qνn(A)−nν1(A)).
Moreover, in both instances we may take ε = 0 if the zeta function has no repeated roots.
We now come to our results for d-dimensional subspaces. We count such subspaces via an induc-
tive argument on the dimension, using our results for one-dimensional subspaces. Unfortunately, this
method of proof yields a larger error term (with respect to m) than Theorem 1 and its corollaries.
Theorem 2. Suppose n 2 and A ∈ GLn(KA). Let 1 d < n. Then for any m satisfying m νn(A) − νn−d(A)
we have
∣∣N(A,d,m) − a(n,d)qnm−dνn(A)∣∣= O (q(n−1)(m−νd(A))).
We easily get the following special case.
Corollary 4. Suppose n 2 and 1 d < n. Then for any m 0,
∣∣N(In,d,m) − a(n,d)qnm∣∣= O (q(n−1)m).
We end this section with some notation. The next two sections deal with auxiliary results and also
recall some useful theorems from earlier papers. We prove Theorem 1 and its corollaries in Section 4.
In Section 5 we prove two upper bounds for N(A,d,m) which are necessary ingredients of our proof
of Theorem 2 given in Section 6.
Throughout this paper we will use capital script German letters to denote divisors: A,B,C, etc.,
and simply use 0 to denote the zero divisor. We say a divisor A is non-negative and write A  0 if
ordv(A) is non-negative for all places v ∈ M(K ). More generally, we write A B if A − B  0. We
let μ denote the Möbius function on non-negative divisors; μ is deﬁned by μ(0) = 1, μ(P) = −1
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disjoint support.
For a divisor A and an A ∈ GLn(KA), we will consider the following set:
Λ(A, A) := {x= (xv) ∈ KnA: ordv(Avxv)−ordv(A) for all v ∈ M(K )}.
In other words, if a ∈ GL1(KA) (i.e., a is an idele) with div(a) = A, then
Λ(A, A) = {x= (xv) ∈ KnA: av Avxv ∈ Rnv for all v ∈ M(K )}.
Let L(A, A) = Λ(A, A) ∩ Kn . We note that L(A, A) is a vector space over Fq of ﬁnite dimension
(see [10, Chapter IV] or [9, §II]); we denote its dimension by l(A, A) and its cardinality by λ(A, A)+1,
so that λ(A, A) is the number of non-zero elements of L(A, A). We thus have
λ(A, A) = ql(A,A) − 1. (1)
Let
L′(A, A) := {x ∈ L(A, A): ordv(Avx) = −ordv(A) for all v ∈ M(K )}
and denote the cardinality here by λ′(A, A). We note that hA(x) deg(A) for all non-zero x ∈ L(A, A),
with equality if x ∈ L′(A, A).
We will also use inhomogeneous versions of L(A, A) and L′(A, A) above. To wit, given an A ∈
GLn(KA) and a column vector b ∈ KnA , let
A+ =
(
A b
0 1
)
∈ GLn+1(KA)
(here 0 ∈ Kn
A
is the row vector of all zeros). Deﬁne
Λinh(A, A) = {x ∈ Kn
A
: (x,1) ∈ Λ(A, A+)}
and
Linh(A, A) = Λinh(A, A) ∩ Kn,
with the latter’s cardinality denoted by λinh(A, A). (Though the deﬁnitions of Λinh(A, A) and
Linh(A, A) depend on b, in most cases the cardinality λinh(A, A) does not. See Lemma 10 below.)
One easily veriﬁes that, if it is not empty, then Linh(A, A) is of the form x0 + L(A, A) for any
x0 ∈ Linh(A, A). Thus, either λinh(A, A) = 0 or λinh(A, A) = λ(A, A) + 1. Let
Linh
′
(A, A) = {x ∈ Linh(A, A): ordv(A+(x,1))= −ordv(A) for all v ∈ M(K )}
and denote its cardinality by λinh
′
(A, A). Finally, let hinhA denote the inhomogeneous height on K
n:
hinhA (x) = hA+ (x,1).
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We will use “Möbius inversion” several times throughout this paper. We start with the basic
lemma for carrying out the inversion, and follow with a few routine applications.
Lemma 1. For any divisor D 0 we have
∑
0CD
μ(C) =
{
1 ifD = 0,
0 otherwise.
Proof. The statement is obvious in the case D = 0. Suppose D > 0 and let P1, . . . ,Pm be the distinct
prime divisors of D. Since μ(C) = 0 otherwise, we may assume CP1 + · · · + Pm . In other words,
we may assume D = P1 + · · · +Pm . Now
∑
0CD
μ(C) =
∑
0CD−P1
μ(C) + μ(C+P1) = 0. 
Lemma 2. For any divisor A and any A ∈ GLn(KA) we have
∑
0C
μ(C)λ(A− C, A) = λ′(A, A).
Proof. For non-zero x ∈ Kn , it is clear that x ∈ L(A, A) if and only if x ∈ L′(A − B, A) for some non-
negative divisor B. Thus, letting D = B+ C below and using Lemma 1,
∑
0C
μ(C)λ(A− C, A) =
∑
0C
μ(C)
∑
0B
λ′(A−B− C, A)
=
∑
0D
λ′(A−D, A)
∑
0CD
μ(C)
= λ′(A, A). 
In the exact same way, one can prove
Lemma 3. Let A ∈ GLn(KA) and let A be a non-negative divisor. Then
∑
0CA
μ(C)λinh(A− C, A) = λinh′(A, A).
Clearly Linh(A, A) = ∅ if A  0. Thus Lemma 3 deals with all non-trivial cases.
Lemma 4. For any integer n 2,
∑
C0
μ(C)q−ndeg(C) = 1
ζK (n)
.
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ζK (n)
∑
C0
μ(C)q−ndeg(C) =
∑
B0
q−ndeg(B)
∑
C0
μ(C)q−ndeg(C)
=
∑
D0
q−ndeg(D)
∑
0CD
μ(C)
= 1. 
Finally, we note a few simple estimates involving non-negative divisors.
Lemma 5. For non-negative integers l, let a(l) denote the number of non-negative divisors A with deg(A) = l.
Then a(l) = Jq−1 (ql+1−g − 1) for l 2g − 1. In particular, a(l)  ql for all l 0. Hence, if m is a non-negative
integer, then
∑
A0
deg(A)m
qndeg(A) =
∑
lm
a(l)qnl  qm(n+1)
for all n > −1 and
∑
A0
deg(A)m
q−ndeg(A) =
∑
lm
a(l)q−nl  q(1−n)m
for all n > 1.
Proof. This is well known. See [6, Lemma V.1.4], for example. 
Lemma 6. Let c  1 and d 2. Then for all m 0,
∣∣∣∣
∑
A0
deg(A)m
q−ddeg(A)
∑
0CA
μ(C)q−c deg(C) − ζK (d)
ζK (c + d)
∣∣∣∣= O (q(1−d)m)
and
∑
A0
deg(A)m
q−ddeg(A)
∑
0CA
q−c deg(C) = O (1).
Also
∑
A0
deg(A)m
∑
0CA
q−c deg(C) = O (qm)
and
∑
A0
deg(A)m
∑
0CA
q−ddeg(A) = O (1).
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∑
A0
deg(A)m
q−ddeg(A)
∑
0CA
μ(C)q−c deg(C) =
∑
C0
deg(C)m
μ(C)q−(c+d)deg(C)
∑
B0
deg(B)m−deg(C)
q−ddeg(B).
By Lemma 5,
∣∣∣∣
∑
B0
deg(B)m−deg(C)
q−ddeg(B) − ζK (d)
∣∣∣∣= O (q(1−d)(m−deg(C))).
By Lemmas 4 and 5,
∣∣∣∣
∑
C0
deg(C)m
μ(C)q−(c+d)deg(C) − 1
ζK (c + d)
∣∣∣∣=
∣∣∣∣
∑
C0
deg(C)>m
μ(C)q−(c+d)deg(C)
∣∣∣∣

∑
C0
deg(C)>m
q−(c+d)deg(C)
= O (q(1−c−d)m)
and
∑
C0
deg(C)m
q−(c+1)deg(C) = O (1).
The ﬁrst part of Lemma 6 follows. The other parts can be proven in an entirely similar fashion. 
3. Heights, successive minima and less simple results
In this section we recall some deeper facts involving the height, derive estimates for λ(A, A) and
also an analog to Lemma 5 involving the Möbius function.
Duality Theorem. (See [8].) Let A ∈ GLn(KA) and S be a subspace of Kn. Let A∗ denote the inverse of the
transpose of A and let S∗ denote the dual space:
S∗ = {x ∈ Kn: x · y= 0 for all y ∈ S},
where · denotes the canonical bilinear form on Kn. Then
HA∗
(
S∗
)= HA(S)
HA(Kn)
.
In particular,
νd
(
A∗
)= νn−d(A) − νn(A)
for all d = 1, . . . ,n.
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Then
νi(A)μ1(A) + · · · + μi(A) νi(A) + ig′.
In particular,
μi(A) − ig′  νi(A) − νi−1(A)μi(A) + (i − 1)g′
and
qμ1(A)+···+μi(A)  qνi(A)
for all i = 2, . . . ,n.
This allows us to relate the successive minima of A with those of its dual.
Lemma 7. Let A ∈ GLn(KA) and A∗ be its dual as in the Duality Theorem. Then for i = 1,2, . . . ,n − 2,
−(n − 1)g′ μi+1
(
A∗
)+ μn−i(A) (n + 1)g′.
Also
0μn(A) + μ1
(
A∗
)
 ng′, 0μn(A∗) + μ1(A) ng′.
Proof. For 1 i  n − 2 we start with the following consequences of Minkowski’s Theorem:
μn−i(A) − (n − i)g′  νn−i(A) − νn−i−1(A)μn−i(A) + (n − i − 1)g′
and
μi+1
(
A∗
)− (i + 1)g′  νi+1(A∗)− νi(A∗)μi+1(A∗)+ ig′.
By the Duality Theorem νi+1(A∗) − νi(A∗) = νn−i−1(A) − νn−i(A). Thus,
μi+1
(
A∗
)+ μn−i(A) − (n + 1)g′  0μi+1(A∗)+ μn−i(A) + (n − 1)g′,
proving the ﬁrst part of the lemma.
Next, let x satisfy hA∗(x) = μ1(A∗) and let V be the dual space of Kx. Chose linearly independent
y1, . . . ,yn ∈ Kn with hA(yi) = μi(A) for all i. Since the dimension of V is n− 1, there is some y j /∈ V .
We have Ky j ⊕ V = Kn . By [9, Lemma 5], hA(y j) + hA(V )  νn(A). But hA(V ) = hA∗ (x) + νn(A) by
the Duality Theorem. Thus μ j(A) + μ1(A∗) 0 for some j  n, so that μn(A) + μ1(A∗) 0. Also by
Minkowski’s Theorem and the Duality Theorem μn(A) − ng′  νn(A) − νn−1(A) = −μ1(A∗). Noting
that (A∗)∗ = A completes the proof. 
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and choose a basis x1, . . . ,xd for S. There is an A′ ∈ GLd(KA) such that the height hA′ on S with respect to
the basis x1, . . . ,xd is equal to hA . Speciﬁcally, suppose V ⊆ S is a subspace with basis v1, . . . ,vr and write
vi = yi,1xi + · · · + yi,dxd, so that yi = (yi,1, . . . , yi,d) ∈ Kd for each i = 1, . . . , r. Then
ordv(Avv1 ∧ · · · ∧ Avvr) = ordv
(
A′vy1 ∧ · · · ∧ A′vyr
)
for all v ∈ M(K ).
Lemma 8b. (Cf. [8, Theorem 2].) Let A ∈ GLn(KA) and 1 d n. Let S ⊂ Kn be a d-dimensional subspace and
choose a basis x1, . . . ,xn of Kn such that x1, . . . ,xd is a basis for S. There is an A′′ ∈ GLn−d(KA) such that the
height hA′′ on Kn/S with respect to the basis xd+1 + S, . . . ,xn + S satisﬁes hA′′ (V /S) = hA(V )−hA(S) for all
subspaces V containing S. Speciﬁcally, suppose V /S is a subspace of Kn/S with basis v1+ S, . . . ,vr + S and let
yi = (yi,1, . . . , yi,n−d) ∈ Kn−d be the coordinate vector for vi+ S with respect to the basis xd+1+ S, . . . ,xn+ S
for each i = 1, . . . , r. Then
ordv
(∧r+d AvV)− ordv(∧d AvX)= ordv(∧r A′′vY)
for all v ∈ M(K ), where V= x1 ∧ · · · ∧ xd ∧ v1 ∧ · · · ∧ vr , X= x1 ∧ · · · ∧ xd and Y= y1 ∧ · · · ∧ yr .
Proof. Let B ∈ GLn(K ) take ei to xi for all i, where e1, . . . ,en are the canonical basis vectors of Kn .
By considering AB ∈ GLn(KA), we see that it suﬃces to consider the case where xi = ei for all i.
Further, there is a norm-preserving U ∈ GLn(KA) (meaning Uv ∈ GLn(Kv ) takes Rnv to itself for all
v ∈ M(K )) such that U A is upper-triangular. Thus, we may assume without loss of generality that
A is upper-triangular; write
A =
(
A′ C
0n−d,d A′′
)
,
where A′ ∈ GLd(KA), A′′ ∈ GLn−d(KA), C is a d × n − d matrix with entries in KA and 0n−d,d is the
(n − d) × d matrix with all zero entries. Then A′ and A′′ have the stated properties. 
Lemma 9. Let A ∈ GLn(KA) and 1  d  n. Let Vd(A) be as in Section 1, i.e., Vd(A) is a d-dimensional
subspace with basis x1, . . . ,xd satisfying hA(xi) = μi(A) for each i = 1, . . . ,d. Let A′ ∈ GLd(KA) be as in
Lemma 8a above giving the height on Vd(A). Then μi(A′) = μi(A) for i = 1, . . . ,d and qνd(A′) = qν ′d(A) 
qνd(A) . Further, if x is a non-zero element of Kn with hA(x) < μd+1(A), then x ∈ Vd(A).
Proof. It is clear from the deﬁnitions that μi(A′) = μi(A) for i = 1, . . . ,d. Also, by deﬁnition,
Lemma 8a and Minkowski’s Theorem
νd(A) ν ′d(A) = νd(A′)μ1(A′) + · · · + μd(A′) = μ1(A) + · · · + μd(A) νd(A) + dg′.
Finally, let x1, . . . ,xd be a basis for Vd(A) with hA(xi) = μi(A) for i = 1, . . . ,d. By the deﬁni-
tion of μd+1(A), there are no x ∈ Kn which are linearly independent of x1, . . . ,xd and also have
hA(x) < μd+1(A). 
We now come to our estimates for λ(A, A) and λinh(A, A). One can view these as the function
ﬁeld analog of estimating the number of lattice points in a ball centered at the origin and a ball
centered elsewhere, respectively.
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l(A, A) = n(deg(A) + 1− g)+ degdivdet(A).
If further A 0, then
λinh(A, A) = qn(deg(A)+1−g)−νn(A).
Proof. We initially deal with the ﬁrst statement. In general,
l(A, A) = n(deg(A) + 1− g)+ degdivdet(A) + dimFq
(
Kn
A
Λ(A, A) + Kn
)
.
(See [10, Chapter VI, Theorem 1] or [9, Theorem 2].) In the case n = 1, we have via the Riemann–
Roch Theorem (see [6, Theorem I.5.17], for example) that dimFq (
KA
Λ(A,A)+K ) = l(W − A, A−1), where
W is a canonical divisor. If deg(W) − deg(A) < deg(div(A)) = −μ1(A), then l(W − A, A−1) = 0. In
other words, since degW = 2g − 2, we have KA = Λ(A, A) + K for A ∈ GL1(KA) whenever deg(A)
μ1(A) + 2g − 1. The case n = 1 of the ﬁrst statement of the lemma follows.
Now assume n  1. After possibly multiplying A on the right by an element of GLn(K ), we may
assume that hA(ei) = μi(A) for all i. Thus, via the one-dimensional case above we see that
KAei = Λ(A, A) ∩ KAei + Kei
whenever deg(A) hA(ei)+ 2g − 1. Since we are assuming hA(ei) = μi(A) and since μi(A)μn(A),
we have Kn
A
= Λ(A, A) + Kn whenever deg(A)  μn(A) + 2g − 1. The ﬁrst statement follows from
this.
We note a more direct proof. In a subsequent paper we show that, in general,
l(A, A) = n(deg(A) + 1− g)+ degdivdet(A) + l(W−A, A∗),
where A∗ is the dual as in the Duality Theorem and W is a canonical divisor. As noted before,
l(B, B) = 0 whenever deg(B) < μ1(B). Also, from Lemma 7 0  μ1(A∗) + μn(A). In particular,
l(W−A, A∗) = 0 whenever 2g − 2− deg(A) < −μn(A). The ﬁrst statement of the lemma follows.
As for the second statement, let b ∈ Kn be a column vector and A 0. If deg(A)μn(A)+2g−1,
then as shown above we have Kn
A
= Λ(A, A)+ Kn . In particular, there is an x0 ∈ Kn with A−1b+ x0 ∈
Λ(A, A). This implies that x0 ∈ Linh(A, A), since A 0. Thus, Linh(A, A) is not empty and, as remarked
above, we have λinh(A, A) = λ(A, A) + 1. The lemma follows from this and (1). 
Lemma 11. Let A ∈ GLn(KA). If A is a divisor with deg(A)μ1(A) and i is maximal with deg(A)μi(A),
then
λ(A, A)  qi deg(A)−νi(A).
If deg(A) < μ1(A), then λ(A, A) = 0.
Proof. Note that a non-zero x ∈ L(A, A) necessarily satisﬁes hA(x)  deg(A). The last part follows
from this and the deﬁnition of μ1(A).
We now proceed to prove the ﬁrst part by induction on n. If n = 1, then A is an idele and
μ1(A) = ν1(A) = −degdiv(A). If deg(A)  −degdiv(A), then deg(A + div(A))  0. As a corollary to
the Riemann–Roch Theorem and Clifford’s Theorem [6, Theorem I.6.11] we have l(A + div(A),1) 
deg(A) + degdiv(A) + 1. One easily sees that l(A+ div(A),1) = l(A, A). The case n = 1 follows.
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hA(e j) = μ j(A) for all j. Further, after possibly multiplying A on the left by a “norm-preserving”
U ∈ GLn(KA) (i.e., ordv(Uv (x)) = ordv (x) for all x ∈ Knv and all places v), we have that A is upper-
triangular:
A =
(
B b
0 a
)
,
where B ∈ GLn−1(KA) and a is an idele. Note that B gives the height on Vn−1(A) as in Lemma 8a.
If i < n, then by Lemma 9 and the construction L(A, A) = L(A, B). Via the induction hypothesis we
have λ(A, A) = λ(A, B)  qi deg(A)−νi(B) . By Lemma 9 and Minkowski’s Theorem
qνi(B)  qμ1(B)+···+μi(B) = qμ1(A)+···+μi(A)  qνi(A).
Thus λ(A, A)  qi deg(A)−νi(A).
Now suppose i = n. We have L(A, A) ∩ Kn−1 = L(A, B), so that l(A, A) is equal to l(A, B) plus the
dimension over Fq of
{
k ∈ K : ken + x ∈ L(A, A) for some x ∈ Kn−1
}
.
But this last set is surely contained in
{
k ∈ K : ordv(kav )−ordv (A) for all v ∈ M(K )
}= L(A,a).
Thus,
l(A, A) l(A, B) + l(A,a). (2)
By Lemma 9 we have μn−1(B) = μn−1(A)  μn(A). Also, div(Aen)  div(a), so that μn(A) =
hA(en) ν1(a). We may thus apply the induction hypothesis to B and a if deg(A)μn(A). Clearly by
construction det(A) = adet(B) so that νn(A) = νn−1(B) + ν1(a), whence by (2)
λ(A, A)  q(n−1)deg(A)−νn−1(B)qdeg(A)−ν1(a)
= qndeg(A)−νn−1(B)−ν1(a)
= qndeg(A)−νn(A).
This completes the proof. 
We now ﬁnd an analog to Lemma 5 involving the Möbius function. We start by writing ζK (s) =
Z(q−s), where
Z(t) =
∞∑
l=0
a(l)tl
and a(l) is as in the statement of Lemma 5. It is well known that
Z(t) =
∏2g
i=1(1− tαi) , (3)
(1− t)(1− qt)
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with integer coeﬃcients. Moreover,
|αi | = q1/2 (4)
for all i. (This is the famous “Riemann Hypothesis” for function ﬁelds; see [6, Theorem V.2.1], for
example.)
Lemma 12. For non-negative integers l, let
b(l) =
∑
C0
deg(C)=l
μ(C).
Then for all ε > 0 we have
∣∣b(l)∣∣ε q(1+ε)l/2.
Moreover, we may take ε = 0 if the αi ’s above are all distinct. In the case g = 0 we have b(0) = 1, b(1) =
−(q + 1), b(2) = q, and b(l) = 0 for all l > 2.
Proof. By Lemma 4 and (3) we have
(1− t)(1− qt)∏2g
i=1(1− αit)
= 1
Z(t)
=
∞∑
l=0
b(l)tl.
The poles of this function are precisely the roots of Z(t). The lemma follows from (4) and the partial
fraction decomposition. 
4. One-dimensional subspaces
In this section we prove Theorem 1 and its corollaries. We ﬁrst prove Theorem 1 in the case i = n,
so assume m  μn(A) for the time being. Let A ∈ GLn(KA). Let A1, . . . ,A J be representatives of the
divisor classes of degree zero and let A0 be a divisor of degree 1. Then each 1-dimensional sub-
space S with hA(S) =m contains a non-zero x in exactly one of the sets L′(Ai +mA0, A), i = 1, . . . , J .
Moreover, the x is unique up to multiplication by a non-zero element of Fq . Hence by Lemmas 2
and 11
(q − 1)N(A,1,m) =
J∑
j=1
λ′(A j +mA0, A) =
J∑
j=1
∑
C0
μ(C)λ(A j +mA0 − C, A)
=
J∑
j=1
∑
C0
deg(C)m−μ1(A)
μ(C)λ(A j +mA0 − C, A)
=
∑
C0
deg(C)m−μ1(A)
μ(C)
J∑
j=1
λ(A j +mA0 − C, A)
=
m−μ1(A)∑
l=0
∑
C0
deg(C)=l
μ(C)
J∑
j=1
λ(A j +mA0 − C, A).
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a principal divisor). We thus have
(q − 1)N(A,1,m) =
m−μ1(A)∑
l=0
b(l)
J∑
j=1
λ
(
A j + (m − l)A0, A
)
. (5)
We break this up into several subsums depending on the successive minima. For 1  i  n − 1
deﬁne
Σi =
m−μi(A)∑
l=m−μi+1(A)+1
b(l)
J∑
j=1
λ
(
A j + (m − l)A0, A
)
.
Also deﬁne
Σn =
m−μn(A)∑
l=m−μn(A)−2g+2
b(l)
J∑
j=1
λ
(
A j + (m − l)A0, A
)
and
Σn+1 =
m−μn(A)−2g+1∑
l=0
b(l)
J∑
j=1
λ
(
A j + (m − l)A0, A
)
.
In all cases, an empty sum is to be interpreted as 0. By (5) we have
(q − 1)N(A,1,m) = Σ1 + · · · + Σn+1. (6)
We will show that Σ1, . . . ,Σn only contribute to the error term in Theorem 1; the main term comes
from Σn+1. Towards that end, by Lemmas 11 and 12 we have for i = 2, . . . ,n − 1 and any positive
ε  1 and for i = 1 with ε  1/2 (so that i − (1+ ε)/2 1/4)
|Σi | 
m−μi(A)∑
l=m−μi+1(A)+1
∣∣b(l)∣∣
J∑
j=1
λ
(
A j + (m − l)A0, A
)

m−μi(A)∑
l=m−μi+1(A)+1
∣∣b(l)∣∣qi(m−l)−νi (A)
ε
m−μi(A)∑
l=m−μi+1(A)+1
ql(1+ε)/2qi(m−l)−νi (A)
=
m−μi(A)∑
l=m−μi+1(A)+1
qim−νi(A)−(i−(1+ε)/2)l
 qim−νi(A)−(i−(1+ε)/2)(m−μi+1(A))
= q(1+ε)m/2q(i−(1+ε)/2)μi+1(A)−νi(A).
For the case i = 1 and ε > 1/2, let δ = (1+ ε)/2− 3/4 > 0. By what we have already shown
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= q(1+ε)m/2q(1−(1+ε)/2)μ2(A)−ν1(A)q−δ(m−μ2(A))
 q(1+ε)m/2q(1−(1+ε)/2)μ2(A)−ν1(A),
since we are assuming mμn(A)μ2(A).
Thus for all positive ε  1,
|Σi | ε q(1+ε)(m−μn(A))/2qnμn(A)−νn(A), i = 1, . . . ,n − 1. (7)
In the same manner,
|Σn| 
m−μn(A)∑
l=m−μn(A)−2g+2
∣∣b(l)∣∣
J∑
j=1
λ
(
A j + (m − l)A0, A
)

m−μn(A)∑
l=m−μn(A)−2g+2
∣∣b(l)∣∣qn(m−l)−νn(A)
ε
m−μn(A)∑
l=m−μn(A)−2g+2
ql(1+ε)/2qn(m−l)−νn(A)
 q(1+ε)(m−μn(A))/2qnμn(A)−νn(A). (8)
We now estimate Σn+1. First, if the sum deﬁning Σn+1 is empty (so that Σn+1 = 0), then
qm  qμn(A) . In particular qnm−νn(A)  qnμn(A)−νn(A) . Thus by (6) and what we have already shown,
Theorem 1 is correct in this case (though the main term is majorized by the error term). So suppose
that mμn(A) + 2g − 1.
By Lemma 10,
Σn+1 =
m−μn(A)−2g+1∑
l=0
b(l) J
[
qn(m−l+1−g)−νn(A) − 1]. (9)
By Lemma 12 again, and since nμn(A) νn(A) by Minkowski’s Theorem, for all positive ε,
∣∣∣∣∣
m−μn(A)−2g+1∑
l=0
b(l)
∣∣∣∣∣ 
m−μn(A)−2g+1∑
l=0
∣∣b(l)∣∣
ε q(1+ε)(m−μn(A))/2
 q(1+ε)(m−μn(A))/2qnμn(A)−νn(A). (10)
Finally, by Lemma 4
m−μn(A)−2g+1∑
l=0
b(l)q−nl = 1
ζK (n)
−
∞∑
l=m−μn(A)−2g+2
b(l)q−nl (11)
and once more by Lemma 12, for all positive ε,
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∞∑
l=m−μn(A)−2g+2
b(l)q−nl
∣∣∣∣∣ 
∞∑
l=m−μn(A)−2g+2
∣∣b(l)∣∣q−nl
ε
∞∑
l=m−μn(A)−2g+2
ql(1+ε)/2−nl
=
∞∑
l=m−μn(A)−2g+2
ql((1+ε)/2−n)
 q(m−μn(A))((1+ε)/2−n).
This together with (9)–(11) shows that
Σn+1 = a(n,1)qnm−νn(A) + O 

(
q(1+
)(m−μn(A))/2qnμn(A)−νn(A)
)
. (12)
The case where mμn(A) of Theorem 1 follows from (6)–(8) and (12). More generally, if i  2 is
maximal such that m  μi(A), then by Lemma 9 any non-zero x ∈ Kn with hA(x) = m is contained
in Vi(A). Let Ai ∈ GLi(KA) give the height on Vi(A) as in Lemma 8a. By deﬁnition, νi(Ai) = ν ′i (A),
and by Lemma 9 μ j(Ai) = μ j(A) for all j  i. The rest of Theorem 1 thus follows from what we have
already proven, applied to Ai . We remark that by Lemmas 10 and 12, we get an exact formula for
N(A,1,m) when g = 0 (cf. [10, Corollary 4.2]).
We turn to Corollary 2. By Minkowski’s Theorem
nμn(A) + n(n − 1)g′ − νn(A) (n − 1)νn(A) − nνn−1(A) nμn(A) − n2g′ − νn(A),
qnμn(A)−νn(A)  q(n−1)νn(A)−nνn−1(A).
Thus, the ﬁrst error term in Corollary 2 is the same as the error term in Theorem 1 when mμn(A),
which in turn is clearly less than the second error term in Corollary 2. Thus both parts of Corollary 2
follows from Theorem 1 when mμn(A). We complete the proof by showing that the ﬁrst error term
in Corollary 2 always majorizes the main terms and error terms in Theorem 1 if νn(A) − νn−1(A)
m < μn(A), and that the second error term in Corollary 2 always majorizes the main terms and error
terms in Theorem 1 if m < μn(A).
For all i = 2, . . . ,n we see by Minkowski’s Theorem that
nμn(A) − νn(A)
(
μn(A) − μn(A)
)+ (μn(A) − μn−1(A))+ · · · + (μn(A) − μ1(A))

(
μn(A) − μi(A)
)+ · · · + (μn(A) − μ1(A))

(
μi(A) − μi(A)
)+ · · · + (μi(A) − μ1(A))
 iμi(A) − νi(A) − ig′, (13)
so that by the above estimate and Lemma 9
q(n−1)νn(A)−nνn−1(A)  qnμn(A)−νn(A)
 qiμi(A)−νi(A)
 qiμi(A)−ν ′i (A).
Since q−ν1(A)  qνn−1(A)−νn(A) by Minkowski’s Theorem, this shows that both error terms in Corol-
lary 2 always majorize both the main term and the error term in Theorem 1 if μn(A) >m μ2(A),
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term in Theorem 1 if μn(A) > m  μ2(A). Both error terms in Corollary 2 majorize N(A,1,m)
if μ1(A)  m < μ2(A), since in these cases N(A,1,m) = 1 or 0. Finally, if m < μ1(A) we have
N(A,1,m) = 0. If m  νn(A) − νn−1(A), then the ﬁrst error term in Corollary 2 majorizes the main
term. If m < νn(A)− νn−1(A), then we easily see that the second error term with ε = 1 majorizes the
main term. Since this choice of epsilon minimizes the error term when m < μ1(A), we are done.
We now show how Corollary 3 follows from Corollary 2 and the Duality Theorem. By the Duality
Theorem, S ⊂ Kn is an (n − 1)-dimensional subspace with hA(S) = m if and only if S∗ is a 1-
dimensional subspace with hA∗ (S∗) =m−νn(A). In other words, N(A,n−1,m) = N(A∗,1,m−νn(A)).
One readily veriﬁes via the Duality Theorem that m − νn(A)  νn(A∗) − νn−1(A∗) if and only if
m νn(A) − ν1(A). Also,
n
(
m − νn(A)
)− νn(A∗)= nm − (n − 1)νn(A),(
m − νn(A)
)− νn(A∗)+ νn−1(A∗)=m − νn(A) + ν1(A),
(n − 1)νn
(
A∗
)− nνn−1(A∗)= νn(A) − nν1(A),(
m − νn(A)
)− ν1(A∗)=m − νn−1(A).
Corollary 3 follows after noting that a(n,n − 1) = a(n,1).
5. Two upper bounds
We will use an inductive argument in our proof of Theorem 2. Unfortunately, the induction hy-
potheses alone will be insuﬃcient; we will need more general estimates for N(A,d,m). Though we
will only need upper bounds (as opposed to an asymptotic estimate), even this is rather complicated.
It turns out to be simplest to deal with particular choices for how one can build up d-dimensional
subspaces from one-dimensional pieces. We introduce more notation for this purpose.
For integers 0 < d < n let c(n,d) denote the set of ordered increasing d-tuples of integers α =
(α1,α2, . . . ,αd), 1 α1 < α2 < · · · < αd  n. We will estimate the number of subspaces S counted in
N(A,d,m) which are elements of a given “cell” of a Schubert variety. Speciﬁcally, for α ∈ c(n,d) and
A ∈ GLn(KA) let Nα(A,d,m) denote the number of d-dimensional subspaces S ⊆ Kn with hA(S) =m
and which also satisfy
dimK
(
S ∩ Vαi (A)
)= i > dimK (S ∩ Vαi−1(A)), i = 1, . . . ,d.
Note that for such a subspace S , if A′ ∈ GLd(KA) gives the height on S as in Lemma 8a, then by
construction/deﬁnition and Lemma 9 we have μi(A′)μαi (A) for all i = 1, . . . ,d.
If d > 1 and α ∈ c(n,d), set α′ = (α1, . . . ,αd−1) ∈ c(n,d − 1). If d = 1 we set c1(α) := α1, and in
general
c1(α) := max
1id
{αi − 2i} + d + 1
= max{αd − d + 1, c1(α′) + 1} if d > 1.
If d = 1, set c2(α, A) := −να1 (A), and recursively for d > 1,
c2(α, A) := c2(α′, A) − ναd (A) −
{
μαd (A)(c1(α
′) − αd + d) if αd − d c1(α′),
(μ (A) + · · · + μ (A))(α − d − c (α′)) if α − d > c (α′).α1 αd−1 d 1 d 1
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c3(α) := #
{
i: c1(α) = αi − 2i + d + 1
}
.
Two particular elements of c(n,d) turn out to be special:
αn,d := (n − d + 1,n − d + 2, . . . ,n), βn,d := (n − d,n − d + 2,n − d + 3, . . . ,n).
(Note that we have a βn,d only if d > 1.) One easily checks that c1(αn,d) = n, c3(αn,d) = 1, c1(βn,d) =
n − 1 and c3(βn,d) = 2. These appear in Lemma 15, Proposition 2 and Section 6 below.
Proposition 1. Suppose n 2, A ∈ GLn(KA) and 1 d < n. Then for all α ∈ c(n,d),
Nα(A,d,m)  qmc1(α)+c2(α,A)
(∣∣m − μα1(A) − · · · − μαd (A)∣∣+ 1)c3(α)−1.
Proof. We prove this by induction on n. First, if n = 2, then we must have d = 1. There are only
two choices for α, namely α1 = 1 or α1 = 2. In the ﬁrst case, Nα(A,1,m) is 1 if m = μ1(A) and
0 otherwise. One easily veriﬁes Proposition 1 in this case. In the second case, either m < μ2(A) and
hence Nα(A,1,m) = 0 by deﬁnition (so that the proposition is trivially true), or m  μ2(A) and we
have Nα(A,1,m) N(A,1,m)  q2m−ν2(A) = qmc1(α)+c2(α,A) by Theorem 1 with ε = 1.
Now suppose n > 2 and the proposition holds for n − 1. As before in the proof of Lemma 11, we
may assume that hA(ei) = μi(A) for all i and that A is upper triangular:
A =
(
B b
0 a
)
.
In particular, Kn−1 = Vn−1(A) and B ∈ GLn−1(KA) gives the height on Vn−1(A) as in Lemma 8a. We
will make a similar normalization in the proof of Theorem 2. We record some simple observations.
Lemma 13.With the normalization above, we have hB(V ) = hA(V ) for all V ⊆ Kn−1 . In particular,
μi(B) = μi(A), i = 1, . . . ,n − 1,
and qνn−1(A)  qνn−1(B) . We also have νn−1(B) − degdiv(a) = νn(A). Moreover, 0  μn(A) +
degdiv(a) ng′.
Proof. The ﬁrst part is immediate from Lemma 9. Since adet(B) = det(A), we have νn−1(B) −
degdiv(a) = νn(A). For the rest, by Minkowski’s Theorem and what we have already shown
μ1(A) + · · · + μn−1(A) = μ1(B) + · · · + μn−1(B)
 νn−1(B)
= νn(A) + degdiv(a)
μ1(A) + · · · + μn(A) − ng′ + degdiv(a).
Thus, μn(A) + degdiv(a) ng′ . Since clearly div(Aen) div(a), we also have
0 = μn(A) + degdiv(Aen)μn(A) + degdiv(a). 
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nition of Nα and Lemma 13, Nα(A,d,m) = Nα(B,d,m). Also qc2(α,A)  qc2(α,B) by Lemma 13 and
Minkowski’s Theorem. Proposition 1 now follows from the induction hypothesis. We will assume from
now on that αd = n.
Suppose d = 1. Then Nα(A,1,m) = 0 if m < μn(A) by Lemma 9 so that the proposition is trivially
true. If m  μn(A), then Nα(A,1,m)  N(A,1,m)  qnm−νn(A) = qmc1(α)+c2(α,A) by Theorem 1 with
ε = 1, since α1 = n.
Now suppose d > 1. Given a d-dimensional subspace S ⊂ Kn counted in Nα(A,d,m), we have
S = T ⊕ K (x+ en), where T = S ∩ Kαd−1 is a uniquely determined (d − 1)-dimensional subspace and
x ∈ Kn−1 is unique modulo T . Moreover, if we let A′′(T ) ∈ GLn−d+1(KA) give the height on Kn/T as
in Lemma 8b, then we have
m = hA(S) = hA(T ) + hA′′(T )(x+ en + T ). (14)
By construction T is counted in Nα′ (A,d − 1, j) for some j. We claim that such a j satisﬁes
μα1 (A) + · · · + μαd−1(A) − (d − 1)g′  j m − μn(A) + ng′. (15)
Indeed, let A′(T ) ∈ GLd−1(KA) give the height on T as in Lemma 8a. As noted above in the deﬁnition
of Nα(A,d,m) we have μi(A′(T ))μαi (A) for i = 1, . . . ,d− 1. This together with Minkowski’s Theo-
rem gives the lower bound in (15). On the other hand, we clearly have div(A′′(T )(x+en+ T )) div(a),
so that hA′′(T )(x + en + T )  −degdiv(a). From this, (14) and Lemma 13, we get the upper bound
in (15).
We have by (14) and (15)
Nα(A,d,m)
∑
j
∑
T
N
(
A′′(T ),1,m − j), (16)
where the ﬁrst sum is over integers j satisfying (15) and the second is over subspaces T counted in
Nα′ (A,d − 1, j) = Nα′ (B,d − 1, j). If this sum over j is empty, i.e., m is too small for (15) to possibly
hold, then Nα(A,d,m) = 0 and we are done. Assume from here on that this is not the case. Note that
for the j in (15) we have m − j μn(A) − ng′ .
In order to estimate N(A′′(T ),1,m− j) we ﬁrst determine an upper bound for μn−d+1(A′′(T )). By
Minkowski’s Theorem and the construction of A′′(T ) we have
μn−d+1
(
A′′(T )
)
 νn−d+1
(
A′′(T )
)− νn−d(A′′(T ))+ (n − d + 1)g′
= νn(A) − hA(T ) − hA
(
T+
)+ hA(T ) + (n − d + 1)g′
= νn(A) − hA
(
T+
)+ (n − d + 1)g′,
where T+ is an (n−1)-dimensional subspace containing T of smallest height. By deﬁnition hA(T+)
νn−1(A). Thus by Minkowski’s Theorem
μn−d+1
(
A′′(T )
)
 νn(A) − νn−1(A) + (n − d + 1)g′
μn(A) + (2n − d)g′.
We have determined that for all j in (15) we have
m − j μn(A) − ng′ μn−d+1
(
A′′(T )
)− (3n − d)g′. (17)
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N
(
A′′(T ),1,m − j) q(n−d+1)(m− j)−νn−d+1(A′′(T )) = q(n−d+1)(m− j)+ j−νn(A). (18)
To see this, we note by (13) that for all j satisfying (17) and all i = 2, . . . ,n − d + 1,
q(n−d+1)(m− j)−νn−d+1(A′′(T ))  qi(m− j)−νi (A′′(T )).
Thus by Theorem 1 with ε = 1 we have the ﬁrst inequality in (18) if m − j  μ2(A′′(T )). If
m − j < μ2(A′′(T )) we have N(A′′(T ),1,m − j)  1, whence the ﬁrst inequality in (18) by (17) and
Minkowski’s Theorem. Our claim follows after noting that νn−d+1(A′′(T )) = νn(A)−hA(T ) = νn(A)− j.
Now by (16), (18), the induction hypothesis and Lemma 13, we get
Nα(A,d,m) 
∑
j
Nα′ (B,d − 1, j)q(n−d+1)(m− j)+ j−νn(A)
 qm(n−d+1)−νn(A)
∑
j
q(c1(α
′)−(n−d)) j+c2(α′,A)(∣∣ j − μα1(A) − · · · − μαd−1(A)∣∣+ 1)c3(α′)−1,
where again the sum is over j satisfying (15). Set l = j − μα1(A) − · · · − μαd−1(A). Then
Nα(A,d,m)  qm(n−d+1)−νn(A)+c2(α′,A)+(c1(α′)+d−n)(μα1 (A)+···+μαd−1 (A))
×
∑
l
q(c1(α
′)−(n−d))l(|l| + 1)c3(α′)−1, (19)
where the sum is over integers l satisfying
−(d − 1)g′  lm − μα1 (A) − · · · − μαd−1(A) − μn(A) + ng′.
We consider three different cases. In the ﬁrst case c1(α′) > n − d. Here c1(α) = c1(α′) + 1 and
c3(α) = c3(α′). By (19), since c1(α′) > n − d (recall αd = n)
Nα(A,d,m)  qmc1(α)−νn(A)+c2(α′,A)−(c1(α′)−(n−d))μn(A)
× (∣∣m − μα1 (A) − · · · − μαd−1 (A) − μn(A)∣∣+ 1)c3(α)−1
= qmc1(α)+c2(α,A)(∣∣m − μα1 (A) − · · · − μαd (A)∣∣+ 1)c3(α)−1.
In the next case c1(α′) = n − d. Here c1(α) = n − d + 1 and c3(α) = c3(α′) + 1. By (19)
Nα(A,d,m)  qmc1(α)−νn(A)+c2(α′,A)
(∣∣m − μα1(A) − · · · − μαd−1(A) − μn(A)∣∣+ 1)c3(α)−1
= qmc1(α)+c2(α,A)(∣∣m − μα1 (A) − · · · − μαd (A)∣∣+ 1)c3(α)−1.
In the ﬁnal case c1(α′) < n − d. Here c1(α) = n − d + 1 and c3(α) = 1. By (19)
Nα(A,d,m)  qmc1(α)−νn(A)+c2(α′,A)+(c1(α′)+d−n)(μα1 (A)+···+μαd−1 (A))
= qmc1(α)+c2(α,A).
This completes the proof of Proposition 1. 
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need simple bounds for Nα(A,d,m) which are fairly uniform with respect to the α. This will be
achieved with Proposition 2 below, but we ﬁrst prove two preparatory lemmas.
Lemma 14. Suppose n  2, A ∈ GLn(KA) and 1  d < n. Then for all α ∈ c(n,d) we have qc2(α,A) 
q−c1(α)νd(A).
Proof. We use induction on d. When d = 1 we have α1 = c1(α) and c2(α) = −να1 (A). By Minkowski’s
Theorem, q−να1 (A)  q−α1μ1(A) = q−c1(α)ν1(A).
Assume d > 1 and the lemma is true for d− 1. Let α ∈ c(n,d). We make some simple observations
ﬁrst. Certainly αi  i for all i = 1, . . . ,d by deﬁnition of c(n,d). Thus, by Minkowski’s Theorem
q−μα1 (A)−···−μαd−1 (A)  q−μ1(A)−···−μd−1(A)
 q−νd−1(A). (20)
Also by Minkowski’s Theorem, since αd  d,
q−ναd (A)  q−μ1(A)−···−μαd (A)
 q−μ1(A)−···−μd−1(A)q−μd(A)(αd−d+1)
 q−νd−1(A)q−μd(A)(αd−d+1) (21)
and
q−νd−1(A)q−μd(A)  q−νd(A). (22)
Suppose ﬁrst that c1(α′) < αd −d, so that c1(α) = αd −d+1. Then by the deﬁnitions, the induction
hypothesis, and (20)–(22)
qc2(α,A) = qc2(α′,A)q−ναd (A)q−(αd−d−c1(α′))(μα1 (A)+···+μαd−1 (A))
 q−c1(α′)νd−1(A)q−νd−1(A)q−μd(A)(αd−d+1)q−νd−1(A)(αd−d−c1(α′))
= q−(αd−d+1)νd−1(A)q−μd(A)(αd−d+1)
 q−(αd−d+1)νd(A)
= q−c1(α)νd(A).
Now suppose c1(α′)  αd − d, so that c1(α) = c1(α′) + 1. Then by the deﬁnitions, the induction hy-
pothesis, and (20)–(22)
qc2(α,A) = qc2(α′,A)q−ναd (A)q−μαd (c1(α′)−αd+d)
 q−c1(α′)νd−1(A)q−νd−1(A)q−μd(A)(c1(α′)+1)
= q−(c1(α′)+1)νd−1(A)q−μd(A)(c1(α′)+1)
 q−(c1(α′)+1)νd(A)
= q−c1(α)νd(A). 
2994 J.L. Thunder / Journal of Number Theory 128 (2008) 2973–3004Lemma 15. Let n  2 and 1  d < n. For all α ∈ c(n,d) we have c1(α)  n, with equality if and only if
α = αn,d. We have qc2(αn,d,A)  q−dνn(A) for all A ∈ GLn(KA).
If c1(α) = n − 1, then either α1 = n − d or d  2 and α2 = n − d + 2. In particular, there is only one α
with c1(α) = n − 1 and c3(α) > 1, namely βn,d.
Proof. Let α ∈ c(n,d). Clearly αi  n− d+ i for all i = 1, . . . ,d since α1 < · · · < αd  n. Thus αi − 2i +
d + 1 n − i + 1 for all i. Via the deﬁnition of c1(α), this shows all but the estimate for qc2(αn,d,A) .
We prove that qc2(αn,d,A)  q−dνn(A) by induction on n. In the case n = 2 we must have d = 1;
when d = 1 we have c2(αn,d, A) = −νn(A) for any n  2. This simultaneously proves the case n = 2
and d = 1, so assume n > 2 and d > 1. Let B ∈ GLn−1(KA) give the height on Vn−1(A) as in Lemma 8a.
Notice that α′n,d = αn−1,d−1. By deﬁnition
c2(αn,d, A) = c2(αn−1,d−1, A) − νn(A) − μn
(
c1(αn−1,d−1) − n + d
)
= c2(αn−1,d−1, B) − νn(A) − (d − 1)μn(A),
since c1(αn−1,d−1) = n − 1. Now by Lemma 13 and Minkowski’s Theorem qc2(αn−1,d−1,A) 
qc2(αn−1,d−1,B) . Using this in the above equation yields via the induction hypothesis, Lemma 13 and
Minkowski’s Theorem
qc2(αn,d,A)  qc2(αn−1,d−1,B)−νn(A)−(d−1)μn(A)
 q−(d−1)νn−1(B)−νn(A)−(d−1)μn(A)
 q−(d−1)νn−1(A)−νn(A)−(d−1)μn(A)
 q−dνn(A). 
Proposition 2. Suppose n  2, A ∈ GLn(KA) and 1  d < n. Then for all integers m and real c  0
with m + c  μn−d+1(A) + · · · + μn(A) we have Nαn,d (A,d,m)  qnm−dνn(A)), and for all positive
ε Nβn,d (A,d,m) ε q(n−1+ε)(m−νd(A))qε2c . For all α ∈ c(n,d), α = αn,d, βn,d we have Nα(A,d,m) 
q(n−1)(m−νd(A))q2c . In particular, N(A,d,m)  qn(m−νd(A))q2c .
Proof. The case α = αn,d is immediate from Proposition 1 and Lemma 15. Next, by Proposition 1,
Lemma 15, Lemma 14, (17) and Minkowski’s Theorem
Nβn,d (A,d,m)  q(n−1)(m−νd(A))
(∣∣m − μn−d(A) − μn−d+2(A) − · · · − μn(A)∣∣+ 1)
 q(n−1)(m−νd(A))
(∣∣m + c − μn−d(A) − μn−d+2(A) − · · · − μn(A)∣∣+ |−c| + 1)
= q(n−1)(m−νd(A))(m − μn−d(A) − μn−d+2(A) − · · · − μn(A) + 2c + 1)
 q(n−1)(m−νd(A))
(
m − μ1(A) − · · · − μd(A) + 2c + 1
)
ε q(n−1)(m−νd(A))qε(m−μ1(A)−···−μd(A)+2c)
 q(n−1+ε)(m−νd(A))qε2c .
Now suppose α = αn,d, βn,d . By Lemma 15 we have c1(α)  n − 1. First suppose c1(α) < n − 1.
Then similar to above
Nα(A,d,m)  qc1(α)(m−νd(A))
(∣∣m − μα1(A) − · · · − μαd (A)∣∣+ 1)c3(α)−1
 qc1(α)(m−νd(A))
(
m − μα1 (A) − · · · − μαd (A) + 2c + 1
)c3(α)−1
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(
m − μ1(A) − · · · − μd(A) + 2c + 1
)c3(α)−1
 qc1(α)(m−νd(A))qm−μ1(A)−···−μd(A)+2c
 q(c1(α)+1)(m−νd(A))q2c
 q(n−1)(m−νd(A))q2c .
Now suppose c1(α) = n − 1. Then c3(α) = 1 by Lemma 15, so that by Proposition 1 and Lemma 14
Nα(A,d,m)  qc1(α)(m−νd(A))
= q(n−1)(m−νd(A)). 
6. Proof of Theorem 2
We ﬁrst see that the case for d-dimensional subspaces in Theorem 2 implies the case for (n − d)-
dimensional subspaces and vice-versa. Indeed, suppose Theorem 2 is proven for (n − d)-dimensional
subspaces. As above in the proof of Corollary 3, we see that N(A,d,m) = N(A∗,n − d,m − νn(A)) by
the Duality Theorem. Also by the Duality Theorem m  νn(A) − νn−d(A) if and only if m − νn(A) 
−νn−d(A) = νn(A∗) − νd(A∗), and
n
(
m − νn(A)
)− (n − d)νn(A∗)= nm − dνn(A),
(n − 1)((m − νn(A))− νn−d(A∗))= (n − 1)(m − νd(A)).
From the deﬁnition a(n,n − d) = a(n,d), so that
N(A,d,m) = N(A∗,n − d,m − νn(A))
= a(n,n − d)qn(m−νn(A))−(n−d)νn(A∗) + O (q(n−1)(m−νn(A)−νn−d(A∗)))
= a(n,d)qnm−dνn(A) + O (q(n−1)(m−νd(A))).
We next see how the case d = 1 of Theorem 2 follows from Corollary 2. Setting ε = 1 in Corollary 2
yields
N(A,1,m) = a(n,1)qnm−νn(A) + O (qm−νn(A)+νn−1(A)q(n−1)νn(A)−nνn−1(A))
= a(n,1)qnm−νn(A) + O (qm+(n−2)(νn(A)−νn−1(A))−νn−1(A))
= a(n,1)qnm−νn(A) + O (q(n−1)m−νn−1(A)).
But for any d n − 1 we have
μ1(A) + · · · + μd(A)
d
 μ1(A) + · · · + μn−1(A)
n − 1 ,
−(n − 1)(μ1(A) + · · · + μd(A))−d(μ1(A) + · · · + μn−1(A)), (23)
so that
q−dνn−1(A)  q−(n−1)νd(A) (24)
by Minkowski’s Theorem. Utilizing (24) with d = 1, by the above estimate we get
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Therefore Theorem 2 is correct when d = 1, and by the duality argument above, when d = n − 1. In
particular, this proves the cases n = 2 (here d = 1) and n = 3 (here d = 1 or 2) of Theorem 2.
Now by Minkowski’s Theorem, for any m satisfying the hypothesis of Theorem 2
m νn(A) − νn−d(A)
μ1(A) + · · · + μn(A) − ng′ −
(
μ1(A) + · · · + μn−d(A)
)
= μn−d+1(A) + · · · + μn(A) − ng′.
Assume d > 1. Proposition 2 (with c = ng′) shows that, with the exceptions of α = αn,d, βn,d , any
subspaces counted in Theorem 2 which are in a Schubert cell determined by α are accounted for in
the error term. In other words,
N(A,d,m) − Nαn,d (A,d,m) − Nβn,d (A,d,m)  q(n−1)(m−νd(A))
for all m satisfying the hypothesis of Theorem 2 when d > 1.
Putting all the above together, we see that to prove Theorem 2 it suﬃces to prove the following.
Theorem 3. Suppose n 4, A ∈ GLn(KA) and n − 1 > d n/2. Then for all m ∈ Z,
∣∣Nαn,d (A,d,m) + Nβn,d (A,d,m) − a(n,d)qnm−dνn(A)∣∣= O (q(n−1)(m−νd(A))).
Proof. To ease notation, set α = αn,d and β = βn,d . Note that α′ = αn−1,d−1 and β ′ = βn−1,d−1.
We prove Theorem 3 by induction on n. The proof for the case n = 4 is almost the same as the
case n > 4 assuming the induction hypothesis. Therefore to conserve effort we will proceed under the
assumption that either n = 4, or that n > 4 and Theorem 3 is true for n − 1.
We make the same normalization as in the proof of Proposition 1. Speciﬁcally, after possibly mul-
tiplying A on the right by an element of GLn(K ) and on the left by a norm-preserving element
of GLn(KA), we may assume that A is upper-triangular with hA(ei) = μi(A) for all i = 1, . . . ,n. In
particular, Vi(A) = K i for all i. We may actually go further. Suppose a ∈ GL1(KA) is any idele. Then
μi(aA) = μi(A) − degdiv(a) for all i, and more generally haA(V ) = hA(V ) − dimK (V )degdiv(a) for
all subspaces V ⊆ Kn . In this manner, we see that proving Theorem 3 for A and m is equivalent to
proving Theorem 3 for aA and m − ddegdiv(a). Therefore without loss of generality we may assume
that μi(A) = hA(ei) for all i and that A is upper triangular, of the form
A =
(
B b
0 1
)
,
where B ∈ GLn−1(KA) gives the height on Vn−1(A) = Kn−1 as in Lemma 8a. We note by Lemma 13
that
νn−1(B) = νn(A), ng′ μn(A) 0, μi(B) = μi(A) for i = 1, . . . ,n − 1. (25)
By (15) we have Nα(A,d,m) = 0 if m < μn−d+1(A) + · · · + μn(A) − dg′ and Nβ(A,d,m) = 0 if
m < μn−d(A) + μn−d+2(A) + · · · + μn(A) − dg′ . In fact, we show that the error term in Theorem 3
majorizes the main term whenever m  σ := μn−d+1(A) + · · · + μn(A). Indeed, we have σd  μn(A)
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(
μ1(A) + · · · + μn(A)
)− (n − 1)(μ1(A) + · · · + μd(A))
= σ + d(μ1(A) + · · · + μn(A) − σ/d)− (n − 1)(μ1(A) + · · · + μd(A))
 σ + d(μ1(A) + · · · + μn−1(A))− (n − 1)(μ1(A) + · · · + μd(A))
 σ .
This implies via Minkowski’s Theorem that qdνn(A)−(n−1)νd(A)  qσ , which in turn implies that the
main term in Theorem 3 is majorized by the error term whenever m σ . In particular, Theorem 3 is
trivially true when m < μn−d(A)+μn−d+2(A)+· · ·+μn(A)−dg′  σ . Thus, we may assume without
loss of generality that
mμn−d(A) + μn−d+2(A) + · · · + μn(A) − dg′. (26)
We now proceed in a manner similar to the proof of Proposition 1. Suppose S is a subspace
counted in Nα(A,d,m) + Nβ(A,d,m) and let T = S ∩ Kn−1. Clearly since Vn−1(A) = Kn−1, T is a
(d − 1)-dimensional subspace counted in Nα′ (B,d − 1, j) + Nβ ′ (B,d − 1, j) for some j. Moreover,
by (15)
j μn−d(B) + μn−d+2(B) + · · · + μn−1(B) − (d − 1)g′.
We have S = T ⊕ K (x+ en), where x ∈ Kn−1 is unique modulo T . Conversely, if T ⊂ Kn−1 is a (d−1)-
dimensional subspace counted in Nα′ (B,d − 1, j) + Nβ ′ (B,d − 1, j) and x+ T ∈ Kn−1/T , then we get
a d-dimensional subspace S = T ⊕ K (x+ en) counted in Nα(A,d,hA(S)) + Nβ(A,d,hA(S)). Moreover,
hA(S) = hB(T )+hinhB ′′(T )(x+ T ), where B ′′(T ) ∈ GLn−d(KA) gives the height on Kn−1/T as in Lemma 8b.
While this inhomogeneous height hinhB ′′(T ) depends on a column vector b
′′ , this dependency will have
no bearing on our estimates (see Lemma 16 below).
For notational convenience, set ν to be the lower bound for the hB(T ) above:
ν = μn−d(B) + μn−d+2(B) + · · · + μn−1(B) − (d − 1)g′,
and for any integer l let S(l) denote the set of subspaces T counted in Nα′ (B,d−1, l)+Nβ ′ (B,d−1, l).
We have shown that
Nα(A,d,m) + Nβ(A,d,m) =
∑
jν
∑
T∈S( j)
#
{
x+ T ∈ Kn−1/T : hinhB ′′(T )(x+ T ) =m − j
}
.
Now if y ∈ Kn−d is the coordinate vector for x+ T above, then hinhB ′′(T )(x+ T ) = deg(A), where A is the
divisor with y ∈ Linh(A, B ′′(T )). By deﬁnition, for a ﬁxed A there are λinh′(A, B ′′(T )) such y. Therefore,
using Lemma 3 and interchanging the order of summation above
Nα(A,d,m) + Nβ(A,d,m) =
∑
jν
∑
T∈S( j)
∑
A0
deg(A)=m− j
λinh
′(
A, B ′′(T )
)
=
∑
jν
∑
T∈S( j)
∑
A0
deg(A)=m− j
∑
0CA
μ(C)λinh
(
A− C, B ′′(T ))
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A0
deg(A)m−ν
∑
0CA
μ(C)
∑
T∈S(m−deg(A))
λinh
(
A− C, B ′′(T )), (27)
where B ′′(T ) ∈ GLn−d(KA) gives the height on Kn−1/T as in Lemma 8b.
We ﬁrst estimate λinh(A− C, B ′′(T )).
Lemma 16. Let A and B be as above. For any (d − 1)-dimensional subspace T ⊂ Kn−1 and any divisors A
and C with A− C 0 we have
∣∣λinh(A− C, B ′′(T ))− q(n−d)(deg(A−C)+1−g)−νn−d(B ′′(T ))∣∣
=
{
O (q−νn−d(B ′′(T ))) if μn−d(B ′′(T )) + 2g − 1 > deg(A− C),
0 otherwise,
where B ′′(T ) gives the height on Kn−1/T as in Lemma 8b. Furthermore, we have μn−d(B ′′(T )) 
(3n − d − 2)g′ so that in the ﬁrst case deg(A− C) < (3n − d)g′ − 1.
Proof. The second case is a direct consequence of Lemma 10.
By Minkowski’s Theorem,
μn−d
(
B ′′(T )
)
 νn−d
(
B ′′(T )
)− νn−d−1(B ′′(T ))+ (n − d)g′.
Now νn−d−1(B ′′(T )) = hB(T+)−hB(T ), where T+ ⊂ Kn−1 is an (n−2)-dimensional subspace contain-
ing T of smallest height. Also, νn−d(B ′′(T )) = νn−1(B) − hB(T ). Since hB(T+) νn−2(B) by deﬁnition,
by Minkowski’s Theorem and (25) we have
μn−d
(
B ′′(T )
)
 νn−d
(
B ′′(T )
)− νn−d−1(B ′′(T ))+ (n − d)g′
= νn−1(B) − hB
(
T+
)+ (n − d)g′
 νn−1(B) − νn−2(B) + (n − d)g′
μn−1(B) + (2n − d − 2)g′
= μn−1(A) + (2n − d − 2)g′
μn(A) + (2n − d − 2)g′
 (3n − d − 2)g′.
This proves the last statement in Lemma 16. It also implies via Minkowski’s Theorem that
q−νi(B ′′(T ))  q−νn−d(B ′′(T )) for all i = 1, . . . ,n − d. This together with Lemma 11 (since qdeg(A−C)  1
in the ﬁrst case) completes the proof. 
Next, for a ﬁxed divisor A 0 set
Σ1(A) =
∑
T∈S(m−deg(A))
q−νn−d(B ′′(T )) =
∑
T∈S(m−deg(A))
qm−deg(A)−νn−1(B)
and
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∑
T⊂Kn−1,dim T=d−1
hB (T )=m−deg(A)
μn−d(B ′′(T ))>1−2g′
q−νn−d(B ′′(T )) =
∑
T⊂Kn−1,dim T=d−1
hB (T )=m−deg(A)
μn−d(B ′′(T ))>1−2g′
qm−deg(A)−νn−1(B).
Then by (27) and Lemma 16 (since g′  g)
Nα(A,d,m) + Nβ(A,d,m) =
∑
A0
deg(A)m−ν
∑
0CA
μ(C)q(n−d)(deg(A−C)+1−g)Σ1(A)
+ O
( ∑
A0
deg(A)m−ν
∑
0CA
Σ2(A)
)
. (28)
We ﬁrst deal with the main term in (28), and to do that we must estimate Σ1(A). We handle the
cases d > 2 and d = 2 separately.
If d > 2 (so n > 4), the induction hypothesis and Minkowski’s Theorem give
∣∣Σ1(A) − a(n − 1,d − 1)qn(m−deg(A))−dνn−1(B)∣∣
= O (q(n−2)(m−deg(A)−νd−1(B))qm−deg(A)−νn−1(B)).
By (25), μd(B) = μd(A) ng′. Therefore by Minkowski’s Theorem
q−(n−2)νd−1(B)−νn−1(B)  q−(n−2)(μ1(B)+···+μd−1(B))−(μ1(B)+···+μn−1(B))
= q−(n−1)(μ1(B)+···+μd−1(B))−(μd(B)+···+μn−1(B))
 q−(n−1)(μ1(B)+···+μd−1(B))−(n−d)μd(B)
 q−(n−1)(μ1(B)+···+μd−1(B))−(n−1)μd(B)
= q−(n−1)(μ1(A)+···+μd−1(A))−(n−1)μd(A)
 q−(n−1)νd(A). (29)
Hence if d > 2,
∣∣Σ1(A) − a(n − 1,d − 1)qn(m−deg(A))−dνn(A)∣∣= O (q(n−1)(m−deg(A)−νd(A))). (30)
(Here we used νn−1(B) = νn(A) from (25).)
Now suppose d = 2, so n = 4. Note there are only three elements of c(3,1), namely α′ , β ′ and the
singleton 1. In particular,
∣∣N(B,1,m − deg(A))− Nα′(B,1,m − deg(A))− Nβ ′(B,1,m − deg(A))∣∣ 1,
with equality if and only if m− deg(A) = μ1(B). By Corollary 2 with ε = 1 and Minkowski’s Theorem
N
(
B,1,m − deg(A))= a(3,1)q3(m−deg(A))−ν3(B) + O (qm−deg(A)−μ1(B)q3μ3(B)−ν3(B))
= a(3,1)q3(m−deg(A))−ν3(B) + O (qm−deg(A)−μ1(B)q2μ2(B)−ν2(B)).
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∣∣Σ1(A) − a(n − 1,d − 1)qn(m−deg(A))−dνn(A)∣∣= O (q2(m−deg(A))−μ1(B)q2μ3(B)−ν2(B)−ν3(B))
= O (q2(m−deg(A))−μ1(B)qμ3(B)−2ν2(B))
= O (q2(m−deg(A)−ν2(B))−μ1(B)). (30′)
(Here we used ν3(B) = ν4(A) and μ3(B) = μ3(A) ng′ from (25).)
We can now estimate the main term in (28). First, by (30) for d > 2,
∑
A0
deg(A)m−ν
∑
0CA
μ(C)q(n−d)(deg(A−C)+1−g)Σ1(A)
=
∑
A0
deg(A)m−ν
∑
0CA
μ(C)q(n−d)(deg(A−C)+1−g)a(n − 1,d − 1)qn(m−deg(A))−dνn(A)
+ O
( ∑
A0
deg(A)m−ν
∑
0CA
q(n−d)(deg(A−C))q(n−1)(m−deg(A)−νd(A))
)
= a(n − 1,d − 1)q(n−d)(1−g)qnm−dνn(A)
∑
A0
deg(A)m−ν
∑
0CA
μ(C)q−ddeg(A)q−(n−d)deg(C)
+ O
(
q(n−1)(m−νd(A))
∑
A0
deg(A)m−ν
∑
0CA
q−(d−1)deg(A)q−(n−d)deg(C)
)
. (31)
Next, by (30′) for d = 2,
∑
A0
deg(A)m−ν
∑
0CA
μ(C)q(n−d)(deg(A−C)+1−g)Σ1(A)
=
∑
A0
deg(A)m−ν
∑
0CA
μ(C)q(n−d)(deg(A−C)+1−g)a(n − 1,d − 1)qn(m−deg(A))−dνn(A)
+ O
( ∑
A0
deg(A)m−ν
∑
0CA
q2(deg(A−C))q2(m−deg(A)−ν2(B))−μ1(B)
)
= a(n − 1,d − 1)q(n−d)(1−g)qnm−dνn(A)
∑
A0
deg(A)m−ν
∑
0CA
μ(C)q−ddeg(A)q−(n−d)deg(C)
+ O
(
q2(m−ν2(B))−μ1(B)
∑
A0
deg(A)m−ν
∑
0CA
q−2deg(C)
)
. (31′)
To estimate the double sums over divisors in (31) and (31’) we will use Lemma 6. But ﬁrst, by (26),
the deﬁnition of ν and (25)
q(d−2)m−(d−1)ν  q(d−2)(μn−d(A)+μn−d+2(A)+···+μn(A))−(d−1)(μn−d(B)+μn−d+2(B)+···+μn−1(B))
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= q(d−1)μn(A)−(μn−d(A)+μn−d+2(A)+···+μn(A))
 q−μn(A)
 1.
This implies that q(1−d)(m−ν)  q−m , whence the following applications of Lemma 6. For all cases
∣∣∣∣
∑
A0
deg(A)m−ν
∑
0CA
μ(C)q−ddeg(A)q−(n−d)deg(C) − ζK (d)
ζK (n)
∣∣∣∣= O (q(1−d)(m−ν))
= O (q−m). (32)
For the case d > 2,
∑
A0
deg(A)m−ν
∑
0CA
q−(d−1)deg(A)q−(n−d)deg(C) = O (1). (33)
And for the case d = 2,
∑
A0
deg(A)m−ν
∑
0CA
q−2deg(C) = O (qm−ν)= O (qm−μ2(B)). (34)
Note that by (25) and Minkowski’s Theorem
q−μ1(B)−μ2(B) = q−μ1(A)−μ2(A)  q−ν2(A)
for the case d = 2, and by deﬁnition
a(n − 1,d − 1)q(n−d)(1−g) ζK (d)
ζK (n)
= a(n,d)
for all cases. Also, by Minkowski’s Theorem, (24) and (25)
q−dνn(A)  q−dνn−1(A)−dμn(A)  q−dνn−1(A)  q−(n−1)νd(A).
These three together with (31), (31’) and (32)–(34) yield
∑
A0
deg(A)m−ν
∑
0CA
μ(C)q(n−d)(deg(A−C)+1−g) · Σ1(A) = a(n,d)qnm−dνn(A) + O
(
q(n−1)(m−νd(A))
)
. (35)
We now turn to the error term in (28) and Σ2(A). We will show that the subspaces T occurring
in Σ2(A) are all contained in relatively few (n− 2)-dimensional subspaces. We will also estimate the
number of T contained in any of these subspaces, yielding our bound for Σ2(A). We break up the
argument into two lemmas.
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height on Kn−1/T as in Lemma 8b. Let T+ ⊂ Kn−1 be an (n − 2)-dimensional subspace of smallest height
containing T . Let B+ ∈ GLn−2(KA) give the height on T+ as in Lemma 8a. Then
νn−1(B) − (2n − 2)g′  νn−2
(
B+
)
< νn−1(B) + (n − d + 2)g′ − 1. (36)
Further, we have
μi(B)μi
(
B+
)
< μi(B) + (3n − d)g′ − 1, i = 1, . . . ,n − 2. (37)
Proof. As shown above in the proof of Lemma 16,
μn−d
(
B ′′(T )
)
 νn−1(B) − νn−2
(
B+
)+ (n − d)g′.
Since μn−d(B ′′(T )) > 1 − 2g′, this gives the upper bound for νn−2(B+) in (36). Write μi(B+) =
μi(B)+εi for i = 1, . . . ,n−2, and ε = ε1+· · ·+εn−2. Clearly εi  0 for all i by construction/deﬁnition.
By Minkowski’s Theorem and (25)
νn−1(B) − νn−2
(
B+
)
μ1(B) + · · · + μn−1(B) −
(
μ1
(
B+
)+ · · · + μn−2(B+))+ (n − 2)g′
= μn−1(B) − ε + (n − 2)g′
μn(A) − ε + (n − 2)g′
 (2n − 2)g′ − ε
 (2n − 2)g′.
This gives the lower bound for νn−2(B+) in (36). Moreover, it also shows
(2n − 2)g′ − ε  νn−1(B) − νn−2
(
B+
)
> 1− (n − d + 2)g′,
so that ε < (3n − d)g′ − 1. Since εi  0 for all i, εi < (3n − d)g′ − 1 as well, proving (37). 
Lemma 18. Fix a divisor A 0 with deg(A)m − ν . Let T+ ⊂ Kn−1 be an (n − 2)-dimensional subspace.
Let B+ ∈ GLn−2(KA) give the height on T+ as in Lemma 8a. If B+ satisﬁes (37), then
N
(
B+,d − 1,m − deg(A)) q(n−2)(m−deg(A)−νd−1(B)).
Proof. By (37)
m − deg(A) ν = μn−d(B) + μn−d+2(B) + · · · + μn−1(B) − (d − 1)g′
μn−d(B) + · · · + μn−2(B) − (d − 1)g′
> μn−d
(
B+
)+ · · · + μn−2(B+)− (d − 1)(g′ + (3n − d)g′ − 1).
Using this, by Proposition 2 we have N(B+,d − 1,m − deg(A))  q(n−2)(m−deg(A)−νd−1(B+)). By (37)
once more and Minkowski’s Theorem, qνd−1(B
+)  qνd−1(B). 
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Σ2(A) 
∑
T+
N
(
B+
(
T+
)
,d − 1,m − deg(A))qm−deg(A)−νn−1(B)

∑
T+
q(n−2)(m−deg(A)−νd−1(B))qm−deg(A)−νn−1(B),
where the sums are over (n − 2)-dimensional subspaces T+ ⊂ Kn−1 with νn−1(B) − 2ng′  hB(T+)
νn−1(B)+ng′ . (Clearly (2n−2)g′ < 2ng′ and (n−d+2)g′−1 < ng′ .) In particular, if V is the dual (rela-
tive to Kn−1) of such a T+ , then V is a one-dimensional subspace of Kn−1 with −2ng′  hB∗ (V ) ng′
by the Duality Theorem. Thus by (29)
Σ2(A)  q(n−2)(m−deg(A)−νd−1(B))qm−deg(A)−νn−1(B)
ng′∑
l=−2ng′
N
(
B∗,1, l
)
= q(n−1)(m−deg(A)−νd(A))
ng′∑
l=−2ng′
N
(
B∗,1, l
)
. (38)
We claim that
ng′∑
l=−2ng′
N
(
B∗,1, l
) 1. (39)
Indeed, if ng′ < μ2(B∗), then we get (39) directly from Theorem 1. If not, let i  2 be maximal with
ng′  μi(B∗). By Lemma 7 and (25) we have ng′  μn−1(B)  −μ1(B∗), so that −ng′  μ1(B∗) 
· · ·  μi(B∗)  ng′ . By Lemma 9, N(B∗,1, l) = N(C,1, l) for all l  ng′ , where C ∈ GLi(KA) gives the
height on Vi(B∗) as in Lemma 8a. Moreover μ j(C) = μ j(B∗) for all j = 1, . . . , i. Thus by Minkowski’s
Theorem and our inequalities for μ j(B∗) we get qν j(C)  1 for all j = 1, . . . , i. Now by Corollary 2
with ε = 1,
N
(
B∗,1, l
)= N(C,1, l)  qil−νi(C) + ql−ν1(C)+(i−1)νi (C)−iνi−1(C)  1
for all l ng′ , proving (39).
By (38) and (39) we have Σ2(A)  q(n−1)(m−deg(A)−νd(A)). Using this estimate and Lemma 6
∑
A0
deg(A)m−ν
∑
0CA
Σ2(A) 
∑
A0
deg(A)m−ν
∑
0CA
q(n−1)(m−deg(A)−νd(A))
= q(n−1)(m−νd(A))
∑
A0
deg(A)m−ν
∑
0CA
q−(n−1)deg(A)
 q(n−1)(m−νd(A)). (40)
The proof of Theorem 3 is completed with (28), (35) and (40). This completes the proof of Theo-
rem 2. 
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