For two-class discrimination, Ref. [1] claimed that, when covariance matrices of the two classes were unequal, a (class) unbalanced dataset had a negative effect on the performance of linear discriminant analysis (LDA). Through re-balancing 10 realworld datasets, Ref.
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1
For two-class discrimination, Ref. [1] claims that, when covariance matrices of 2 the two classes are unequal, a (class) unbalanced data set has a negative effect 3 on the performance of linear discriminant analysis (LDA). We suggest that 4 such a claim is vague if not misleading and we could find no solid theoretical 5 analysis presented in [1] . However, their results from empirical experiments 6 are interesting in finding that the performance of LDA on balanced data sets 7 is superior to that of LDA on unbalanced data sets.
8
In the notation used by [1] , there are n = n 1 + n 2 observations with d features (µ 1 − µ 2 ), and
Therefore, the optimal or Bayes discriminant rule of Gaussian-based LDA is 3 to classify x into ω 1 if w T x + w 0 ≥ 0, and into ω 2 otherwise.
4
In practice, plug-in sample Gaussian-based LDA is commonly adopted by 5 using relative frequencies of samplesp(ω j ) = n j /(n 1 + n 2 ) to estimate p(ω j ), 6 using sample meansμ j to estimate µ j , using sample within-class covariance 7 matrices S j to estimate Σ j and using the pooled sample covariance matrix S 8 to estimate Σ, where necessarily n − 2 as in [1] ). Traditionally α is set to be 1 with the threshold c 16 being adapted accordingly.
17
Fisher's linear discriminant rule does not assume Gaussian distributions for 18 x|ω 1 and x|ω 2 . However, in theory, it is equivalent to plug-in sample Gaussian- Gaussian-based LDA.
4
With the above formulae for Gaussian-based LDA, Ref. [1] claims that "if 5 the two sample covariance matrices are different, the huge imbalance in class 6 distribution is very problematic for LDA because the prior probability of ma-7 jority class overshadows the differences in the sample covariance matrix terms.
8
That is, the imbalanced data sets may hinder the performance of LDA". Such 9 a claim is supported by their experimental results using re-balanced data ob-
10
tained from original unbalanced data from four sampling methods [1] .
11
2 Comments on the Claim
12
We suggest that the above mentioned claim and the empirical study to support 13 it are vague if not misleading, even under an "ideal" condition such thatμ j 14 and S j perfectly estimate µ j and Σ j , respectively. Let us explain it in the 15 context of three issues.
16
First, if the true prior probabilities are approximately balanced such that
even though when the two sample covariance matrices are identical S will be 20 a good estimate of Σ. Consequently, being based onp
, w 0 is wrongly esti-21 mated so that LDA performs poorly. In this case, the use of re-balanced data,
22
as in [1] , will no doubt adjustp(ω j ) such thatp(ω j ) ≈ 0. there is still no justification that such a linear classifier will approach the 19 performance of the best "admissible" linear procedure under the condition
, which is similar to Fisher's linear discriminant but with
(µ 1 − µ 2 ) (or in practice using sample statistics such that have to be adopted [3, 4, 5] .
25
Thirdly, the misclassification error rate (ER) can be written as
where P (ω j |ω k ) is the probability of misclassifying an observation, who arises 2 from class ω k , into class ω j . For plug-in sample Gaussian-based LDA, when
Similarly to [4] , the estimated probabilities of misclassification can be rewrit-6 ten as
where Φ is the cumulative distribution function (CDF) of the standard nor- 
13
In the experiments performed by [1] , the test set includes Figure 1 . The misclassification error rates ER(p(ω 1 )).
point atp(ω 1 ) = 0.5.
1
In the right panel of Figure 1 , we draw the curves of ER(p(ω 1 )) for Σ 2 = 0.2, 1, 2 and 5, respectively. We observe the following. (2) When Σ 2 = 1 such that Σ 2 = Σ 1 , the best performance of LDA is also 10 obtained atp(ω 1 ) = 0.8 rather than from the re-balanced data; the pro-
11
cedure of re-balancing data may also have a negative effect. There are many approaches to dealing with data imbalance (rarity) [7] . The to certain evaluation metrics, as shown by [1] .
2
The ER, also called "accuracy" in [7, 8, 9] , is the most widely used evaluation commonly used [7, 9] . The ROC curve is a plot of the true positive rate vs. 
25
The ROC is obtained by varying the discriminant threshold, while, in practice,
1
ER is obtained for some classifiers such as LDA at a conventionally fixed, 2 discriminant threshold which is optimal under certain assumptions. Therefore,
3
AUC is independent of the discriminant threshold while ER is not.
4
Concerning the relationship between AUC and ER, Ref. [8] shows that there 5 is good agreement between these two evaluation metrics in ranking 9 classifi-6 cation algorithms including C4.5 (an algorithm based on classification trees) 7 and plug-in sample Gaussian-based quadratic discriminant analysis (QDA). by random over-sampling with replacement and random under-sampling.
8
We implement such constructions randomly T times; such a validation is not 9 a cross-validation since the training set and test set are not necessarily crossed 10 over. However, it can be expected that such a validation is as effective as T -
11
fold cross-validation, if T is a large number. In our implementation, T = 200.
12
As suggested in [8], we average over the T AUCs to obtain one average AUC,
13
rather than average over the T ROCs to calculate one AUC. Table 3 Results from LDA-Σ: medians of AUC for the original and re-balanced data and p-values for the Wilcoxon signed-rank test for pairs of (original, over-sampling) and of (original, under-sampling). Table 4 Results from LDA-Σ: medians of ER for the original and re-balanced data and pvalues for the Wilcoxon signed-rank test for pairs of (original, over-sampling) and of (original, under-sampling).
(1) Concerning LDA-Σ, AUCs of re-balanced data are significantly (at the 1 level 0.05) better than those of original data, except for the under-sampled 2 data of "Pima", "New-thyroid" and "Glass". Although the increase of its Table 5 Results from LDA-Λ: medians of AUC for the original and re-balanced data and p-values for the Wilcoxon signed-rank test for pairs of (original, over-sampling) and of (original, under-sampling).
(2) Concerning LDA-Λ: of the 10 datasets, AUCs of re-balanced "Satimage- Table 6 Results from LDA-Λ: medians of ER for the original and re-balanced data and pvalues for the Wilcoxon signed-rank test for pairs of (original, over-sampling) and of (original, under-sampling).
tween LDA-Σ and LDA-Λ; this indicates that the accuracy of estimation 1 can play a more important role in AUC than the re-balancing does. for "New-thyroid" and "Vehicle". The increase of its median (and thus 4 the decline of classifier performance) from re-balancing is relatively large.
5
In general, it can be said that, for the datasets being studied, ER favours 6 original data. Although we may observe some patterns from the empirical study using real-8 world datasets such as those from the UCI machine learning repository, it is not 9 reliable to generalise the patterns into a conclusion beyond the tested datasets.
10
In this sense, a study on simulated datasets can be a good complement to the 11 empirical study. (μ 1 −μ 2 ), and
where population prior probabilities p(ω j ) are used for the term log
in w 0 20 while sample prior probabilitiesp(ω j ) are used in S =p(ω 1 )S 1 +p(ω 2 )S 2 . In practice, since the p(ω j ) are unknown, logp
is more widely used in w 0 .
1
In this section, we simulate 4 datasets; each dataset consists of 1000 observa- while, we set Σ 1 and Σ 2 in the same way as for the normally distributed data.
7
In our simulation studies, both Σ 1 and Σ 2 are diagonal; the performance of 8 LDA-Λ is similar to that of LDA-Σ, and thus only the results obtained from 9 LDA-Σ are presented in the following.
10
The simulations from the multivariate normal distributions and normal mix- Table 7 Results from LDA-Σ: medians of AUC for the original and re-balanced data and p-values for the Wilcoxon signed-rank test for pairs of (original, over-sampling) and of (original, under-sampling). Table 8 Results from LDA-Σ: medians of ER for the original and re-balanced data and pvalues for the Wilcoxon signed-rank test for pairs of (original, over-sampling) and of (original, under-sampling).
original data for the other dataset. 
Conclusions
1
In general, we can draw the following conclusions with regard to the datasets 2 in our study. This shows that AUC and ER can lead to quite different conclusions on 9 the discrimination performance of LDA for unbalanced datasets.
10
(2) Therefore, from our study, there is no reliable empirical evidence to sup-11 port the claim that a (class) unbalanced data set has a negative effect on 12 the performance of LDA. Vowel-context 10 10 9 Table 10 Results of the Shapiro-Wilk test for within-class normality and Levene's test for homogeneity of variance across the two classes. Table 11 Results from LDA-Σ: medians of AUC for the original and re-balanced data and p-values for the Wilcoxon signed-rank test for pairs of (original, over-sampling) and of (original, under-sampling). Table 12 Results from LDA-Σ: medians of ER for the original and re-balanced data and pvalues for the Wilcoxon signed-rank test for pairs of (original, over-sampling) and of (original, under-sampling). Table 13 Results from LDA-Λ: medians of AUC for the original and re-balanced data and p-values for the Wilcoxon signed-rank test for pairs of (original, over-sampling) and of (original, under-sampling). Table 14 Results from LDA-Λ: medians of ER for the original and re-balanced data and pvalues for the Wilcoxon signed-rank test for pairs of (original, over-sampling) and of (original, under-sampling).
