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SEPARABLE DETERMINATION IN BANACH SPACES
MAREK CU´TH
Abstract. We study a relation between three different formulations of theorems on separable
determination - one using the concept of rich families, second via the concept of suitable models
and third, a new one, suggested in this paper, using the notion of ω-monotone mappings. In
particular, we show that in Banach spaces all those formulations are in a sense equivalent and we
give a positive answer to two questions of O. Kalenda and the author. Our results enable us to
obtain new statements concerning separable determination of σ-porosity (and of similar notions) in
the language of rich families; thus, not using any terminology from logic or set theory.
Moreover, we prove that in Asplund spaces, generalized lushness is separably determined.
Let X be a nonseparable topological space and let S(X) denote the family of all closed separable
subspaces of X. Below we consider both topological spaces and also the special case of Banach
spaces where by a “subspace” we mean a linear subset. One of the important methods of proofs in
the nonseparable theory is the “separable reduction”. By a separable reduction we usually mean the
possibility to extend the validity of a statement from separable spaces to the nonseparable setting
without knowing the proof of the statement in the separable case. This method has been used in the
setting of Banach spaces e.g. in [4, 5, 7, 8, 10,16–18,22,23] and in the general setting of topological
spaces e.g. in [4, 15]. Experience shows that an optimal method of separable reduction is to prove
that certain notions are “separably determined”. Roughly speaking, a statement φ concerning a
topological space X is considered to be separably determined if there exists a sufficiently large
family F ⊂ S(X) such that for every F ∈ F we have
(z) The statement φ holds in X ⇐⇒ Analogous statement φF holds in F.
As far as the author knows, this approach started in [18] and the notion of a separable deter-
mination was for the first time explicitly mentioned in [16]. Let us illustrate the use of separable
determination by recalling the strategy of the proof of the result from [18], which says that every
Gateaux differentiable Lipschitz function f : X → R on an Asplund space is Fre´chet differentiable
at some point. It consists of two steps:
1. (proof for separable spaces) The result holds if X is Asplund and separable.
2. (separable determination) If X is Asplund and not separable, there is F ∈ S(X) such that
(1) ∀x ∈ F : f |F is Fre´chet differentiable at x =⇒ f is Fre´chet differentiable at x.
The statement easily follows. Indeed, let X be an Apslund space which is not separable and let
f : X → R be Gateaux differentiable and Lipschitz. Construct the separable subspace F such that
(1) holds. By the assumptions and since the statement holds for separable spaces, there is x ∈ F
such that f |F is Fre´chet differentiable at x. Therefore, by (1), f is Fre´chet differentiable at x.
As demonstrated above, one makes the final deduction using just one separable subspace, however
in order to combine finitely many results together, it is convenient to know that the family F is
“sufficiently large”. Let us make it clear with an example. Let X be a Banach space, A ⊂ X a Borel
2010 Mathematics Subject Classification. 46B26, 46B20, 03C30.
Key words and phrases. Asplund space, separable reduction, rich family, method of suitable models, σ-porosity,
cone-smallness, generalized lush space, lush space.
The author is a junior researcher in the University Centre for Mathematical Modelling, Applied Analysis and Com-
putational Mathematics (MathMAC). Our investigation was supported by the Research grant GACˇR P201/12/0290.
1
set and f : X → R a function. By [4, Proposition 4.1 and Theorem 5.10], there are “sufficiently
large” families F1,F2 ⊂ S(X) such that for every F ∈ F1 we have
(2) ∀x ∈ F : f |F is Fre´chet differentiable at x ⇐⇒ f is Fre´chet differentiable at x,
and for every F ∈ F2 we have
(3) A ∩ F is dense in F ⇐⇒ A is dense in X.
Hence, if we consider A = {x ∈ X : f is Fre´chet differentiable at x} and pick F ∈ F1 ∩ F2, by (2)
we have A ∩ F = {x ∈ F : f |F is Fre´chet differentiable at x} and so by (3) we get
f is Fre´chet differentiable on a dense set ⇐⇒ f |F is Fre´chet differentiable on a dense set.
Let us emphasize that in order to pick F ∈ F1 ∩F2, we need to know that F1 ∩F2 6= ∅. Therefore,
it is convenient to know that the intersection of finitely many “sufficiently large” families is not
empty. It seems that the right approach is through one of the following concepts.
One of them is the rich family introduced in [1] by J. M. Borwein, W. Moors and then used in
the Banach space theory [5, 10,16,17,22,23] and in the setting of topological spaces [15].
Definition 1. Let X be a topological space. A family F ⊂ S(X) is called rich if
(i) F is cofinal, that is, each separable subspace of X is contained in an element of F , and
(ii) F is σ-closed, that is, for every increasing sequence Fi in F ,
⋃∞
i=1 Fi belongs to F .
The nonemptyness of the intersection of finitely many families is then witnessed by the following.
Proposition 2 ( [15, Proposition 3.1]). Suppose that X is a topological space. If {Fn : n ∈ N}
are rich families then so is
⋂
n∈NFn.
Another concept arises from the “method of suitable models” (sometimes called also “method
of elementary submodels”) used e.g. in [4, 7, 8].
Definition 3. Let X be a topological space. We say F ⊂ S(X) is large in the sense of suitable
models if there exists a finite list of formulas Φ and a countable set Y such that
F = {X ∩M : M is a suitable model for Φ containing Y }.
We refer to the next section where more details about the concept of suitable models may be found.
Our first main result is that when dealing with a Banach space, those two concepts are equivalent
when dealing with separable determination, that is, the existence of a rich family F satisfying (z)
is equivalent to the existence of a family F ′ large in the sense of suitable models satisfying (z).
Theorem 4. Let X be a Banach space and let us have F ⊂ S(X).
(i) If F is rich, then there exists F ′ ⊂ F which is large in the sense of suitable models.
(ii) If F is large in the sense of suitable models, then there exists F ′ ⊂ F which is rich.
Moreover the statement (i) holds also if X is an arbitrary topological space.
The statement (i) follows actually from the proof of [6, Proposition 3.1]. The statement (ii)
is proved in Secton 1, actually it was almost proved in [6]; however, the authors did not realize
it and this lead them to formulate three questions, two of which we answer here, see Section 1.
Even though the proof of (ii) itself is quite short, the implication seems to be important and it
can be considered as the main result of the whole paper. Let us comment it. When dealing with
simple statements, the proof through both concepts (rich families and suitable models) is more or
less of the same difficulty. However, the strength of the concept of suitable models reveals when
dealing with complicated proofs where inductive construction (used when constructing separable
space using standard methods) would be tough. This is the case e.g. of σ-porosity, where separable
determination was not known in any sense for quite a long time (e.g. in the book of J. Lindenstrauss,
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D. Preiss an J. Tiˇser the authors proved one implication using the concept of rich families [16,
Corollary 3.6.7], but not the equivalence) and it has been recently obtained using the concept of
suitable models [7], [8]. The concept of suitable models seems to be a powerful tool. However, the
formulation of corresponding separable determination theorems involves notions from set theory
and logic, which makes the results less applicable by non experts. Therefore, it is important to
know that from a separable determination statement proved using the concept of suitable models
a statement formulated in the language of rich families follows. This is exactly what Theorem
4 says. For example, it enables us to reformulate the above mentioned results concerning e.g.
σ-porosity in the language of rich families. Some of those results have already been applied (see
e.g. [22, Proposition CR]) and since “σ-porosities” naturally occur in the theory of separable Banach
spaces, we hope that the result below will enable more authors to prove their theorems in a non-
separable setting using separable reduction. We apply (ii) in Theorem 4 to [8, Theorem 5.10], [7,
Theorems 5.1 and 5.4] and [4, Theorem 4.7]. Recall that every Borel set is Suslin; hence, our result
applies for example to Borel sets.
Corollary 5. Let X be a Banach space and A ⊂ X be a Souslin set. Then there exists a rich
family F ⊂ S(X) such that for every V ∈ F we have
A is meager in the space X ⇐⇒ A ∩ V is meager in the subspace V, 1
A is σ-upper porous in the space X ⇐⇒ A ∩ V is σ-upper porous in the subspace V,
A is σ-lower porous in the space X ⇐⇒ A ∩ V is σ-lower porous in the subspace V,
Moreover, if X is Asplund and α ∈ [0, 1), there exists a rich family F ⊂ S(X) such that for every
V ∈ F we have
A is σ-α-cone porous in the space X ⇐⇒ A ∩ V is σ-α-cone porous in the subspace V, 2
A is cone small in the space X ⇐⇒ A ∩ V is cone small in the subspace V.
We suggest one more approach to theorems on separable determination using the notion of
ω-monotone mappings, a concept which has been considered already in topology, see e.g. [19].
Definition 6. Given two infinite sets I and J , a function φ : [I]≤ω → [J ]≤ω is called ω-monotone
provided that:
(i) φ is monotone, that is, if A ⊂ B are countable subsets of I, then φ(A) ⊂ φ(B);
(ii) if (An) is an increasing sequence of countable subsets of I, then φ(
⋃∞
n=1An) =
⋃∞
n=1 φ(An).
Definition 7. Let X be a topological space. We say F ⊂ S(X) is large in the sense of ω-monotone
mappings if there exists an ω-monotone mapping φ : [X]≤ω → [X]≤ω such that φ(C) ⊃ C for every
C ∈ [X]≤ω and
F = {φ(C) : C ∈ [X]≤ω}.
We say φ is a witnessing map for F .
It is quite easy to see that the intersection of finitely many families large in the sense of ω-monotone
mappings is nonempty, see Proposition 17. The advantage of this new approach to separable de-
termination statements when compared with “suitable models” and “rich families” is the following.
First, it does not require any knowledge of set theory or logic. Next, when compared with the
1It is known to the author that it is not to difficult to prove the statement about meagerness using classical
methods (one implication follows from [23, Lemma 4.6], see also [16, page 44]); however, we did not find any reference
for that (even though we believe this is a common knowledge for people working with rich families). Therefore, we
believe it is of some importance to mention it here.
2In [8, Theorem 5.10] the statement concerning σ-α-cone porosity is formulated only for rational α; however, the
same proof gives us the result for α ∈M and, since the family is constructed after α is chosen, we may assume that
we have α ∈M
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concept of rich families, one does not have to check the σ-closeness, which in some cases might
cause difficulties — as an example one might have a look at the proof of Proposition 26 where it
seems to us to be unclear whether the family F constructed in the proof is rich.
Our second main result is that when dealing with a Banach space, this concept is in a sense
equivalent to the previous ones.
Theorem 8. Let X be a Banach space and let us have F ⊂ S(X).
(i) If F is rich, then there exists F ′ ⊂ F which is large in the sense of ω-monotone mappings.
(ii) If F is large in the sense of ω-monotone mappings, then there exists F ′ ⊂ F which is rich.
Finally, in Section 3 we prove a new separable determination result.
Theorem 9. Let X be a Banach space. Then there exists a rich family F ⊂ S(X) such that for
every V ∈ F we have
X is generalized lush =⇒ V is generalized lush.
Moreover, if X is an Asplund space, there exists a rich family F ⊂ S(X) such that for every V ∈ F
we have
X is generalized lush ⇐⇒ V is generalized lush.
This result could be also considered as a raison d’etre for Theorem 8, because we do not know
of a direct argument which would give us a rich family and so in our argument we consider also a
family which is large in the sense of ω-monotone mappings, see Proposition 26. Using Theorem 9,
we reprove the result that every Asplund lush space is generalized lush. We refer to Section 3 for
the definition and some more details concerning the (generalized) lushness. At the 43rd Winter
School of Abstract Analysis, J.-D. Hardtke asked whether every nonseparable lush Banach space
is generalized lush. Up to our knowledge, this question is still open.
Question 1. Is every lush Banach space generalized lush?
Question 2. Is it true that generalized lushness is separably determined (i.e. do we have an
equivalence in Theorem 9 not assuming X is Asplund)?
Note that positive answer to Question 2 would imply positive answer to Question 1.
Let us fix some notations. The set of rational numbers is denoted by Q. For an infinite set M
the symbol [M ]≤ω means the family of all at most countable subsets of M . All linear spaces are
over the field R. Let (X, ‖ · ‖) be a Banach space. We denote by X∗ its dual, by BX its closed unit
ball and by SX its unit sphere. For a set A ⊂ X the symbols acoA, sp A and spA, and spQA mean
the absolutely convex hull of A, the linear span of A, the norm-closed linear span of A and the set
consisting of all finite linear combinations of elements in A with rational coefficients, respectively.
1. Comparision of the concept of rich families with the concept of suitable models
In this section we compare the concept of rich families with the concept of suitable models. Our
main result is that in Banach spaces both concepts are equivalent, see Theorem 4. Actually, we
prove even something more, namely that suitable models generate nice rich families in any Banach
space, see Theorem 15. This gives a positive answer to [6, Question 2.8] and implies a positive
answer to [6, Question 3.6].
The language of suitable models allows the central ideas to emerge from what would otherwise
be a mass of technical details. The method of replacing an inductive construction by “suitable
model” was used in topology already in 1988 by A. Dow [9], in the Banach space theory in 2005
by P. Koszmider [12], later in 2009 by W. Kubi´s [13] and even later in 2012 by the author [4] who
simplified its presentation to the form which we will use here.
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Let us recall some basics concerning the method of suitable models. A brief description of it can
be found in [8]; for a more detailed one, see [4]. Let N be a fixed set and φ a formula in the basic
language of the set theory. By the relativization of φ to N we understand the formula φN which is
obtained from φ by replacing each chain of the form “∀x” by “∀x ∈ N” and each chain of the form
“∃x” by “∃x ∈ N”. Let φ(x1, . . . , xn) be a formula with all free variables shown, that is, a formula
whose free variables are exactly x1, . . . , xn. We say φ is absolute for N if
∀a1, . . . , an ∈ N :
(
φN (a1, . . . , an)↔ φ(a1, . . . , an)
)
.
The method is based mainly on the following theorem (a proof can be found in [14, Chapter IV,
Theorem 7.8]). The cardinality of a set A is denoted by |A|.
Theorem 10. Let φ1, . . . , φn be any formulas and X be any set. Then there exists a set M ⊃ X
such that φ1, . . . , φn are absolute for M and |M | = max (ℵ0, |X|).
The following notation is useful.
Definition 11. Let Φ be a finite list of formulas and X be any countable set. Let M ⊃ X be a
countable set such that each φ from Φ is absolute for M . Then we say that M is a suitable model
for Φ containing X. This is denoted by M ≺ (Φ;X).
Let us emphasize that a suitable model in our terminology is always countable.
We shall also use the following convention.
Convention 12.
• If (X,+, ·, ‖ · ‖) is a normed linear space and M is a suitable model (for some finite list of
formulas containing some set), then by writing X ∈ M (or by writing {X} ⊂ M) we mean that
X, +, ·, ‖ · ‖ ∈M .
• If X is a topological space and M is a suitable model, then we denote by XM the set X ∩M ;
clearly, the set XM is separable.
Finally, we recall several results about suitable models (the proofs are easy and they can be
found in [4, Sections 2 and 3]).
Lemma 13. There are a finite list of formulas Φ and a countable set C such that any M ≺ (Φ;C)
satisfies the following:
(i) Let f be a function such that f ∈M . Then, for every x ∈ Dom f ∩M we have f(x) ∈M .
(ii) If X is a normed linear space and X ∈M , then XM := X ∩M is a (closed separable) linear
subspace.
Now, let us come to our observation from which all the results in this section follow. We need
one more notion which comes from [6].
Definition 14. Let X be a topological space. We say that suitable models generate nice rich
families in X, if the following holds:
Whenever Y is a countable set and Φ is a finite list of formulas, there exists a family M of sets
satisfying the following conditions:
(i) ∀M ∈M : M ≺ (Φ;Y ).
(ii) The set {XM : M ∈M} is a rich family of separable subspaces in X.
(iii) ∀M,N ∈ M : M ⊂ N ⇐⇒ XM ⊂ XN .
Theorem 15. Let X be a topological space which is homeomorphic to a Banach space. Then
suitable models generate nice rich families in X.
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Proof. We may without loss of generality assume X is not separable. By the result of H. Torun´czyk
[21], all the infinite-dimensional Banach spaces with the same density are topologically homeomor-
phic. Hence, if H is a Hilbert space of the same density as X, we may pick f : X → H a
homeomorphism onto (not necessarily linear). In order to see that suitable models generate nice
rich families in X, fix a countable set Y and a finite list of formulas Φ. We may without loss of
generality assume that X, f , f−1, H and all the sets from the statement of Lemma 13 are ele-
ments of Y and that our Φ contains all the formulas from the statement of Lemma 13 (because the
condition (i) in Definition 14 is inherited by countable subsets and shorter sublists of formulas).
By [6, Theorem 2.7], suitable models generate nice rich families in H; hence, we may pick a family
M satisfying (i)–(iii) in Definition 14 for the space H. We will show that this family is sufficient
for the space X as well. First, notice that f(XM ) = HM (= H ∩M). Indeed, by Lemma 13, we
have f(X ∩M) ⊂ H ∩M and f−1(H ∩M) ⊂ X ∩M ; hence, f(X ∩M) = H ∩M and since f is
homeomorphism, f(XM ) = HM . Thus, whenever M , N ∈ M, we have
M ⊂ N ⇐⇒ H ∩M ⊂ H ∩N ⇐⇒ X ∩M ⊂ X ∩N.
It remains to show that {XM : M ∈ M} is a rich family of separable subspaces in X. This easily
follows from the above and the fact that, by the choice of M, {HM : M ∈ M} is a rich family of
separable subspaces in H. 
Proof of Theorem 4. Statement (i) follows from [6, Proposition 3.1], statement (ii) from Theorem
15. The “moreover” part follows from the fact that the proof of [6, Proposition 3.1] works also for
topological spaces (not only for Banach spaces for which it is formulated). 
Remark 16. Let us emphasize that statements from this Section are metamathematical rather than
mathematical (because existence of certain formulas is required in their statements). Therefore,
one should realize we are using methods of mathematical logic in order to show the existence of
certain formulas in our proofs.
2. Comparision of the concept of rich families with the concept of ω-monotone
mappings
In this section we give some basic observations concerning the concept of ω-monotone mappings
and we compare it with the concept of rich families. Our main result is that in Banach spaces both
concepts are equivalent, see Theorems 19 and 21. We start with an observation which enables us
to combine finitely many results together.
Proposition 17. Let X be a topological space and let F1, . . . ,Fn ⊂ S(X) be a finite number of
families large in the sense of ω-monotone mappings. Then there exists F ⊂
⋂n
i=1Fi which is large
in the sense of ω-monotone mappings.
Proof. It suffices to give the proof for the intersection of two families and then use induction.
Let F1, F2 be two families large in the sense of ω-monotone mappings and let φ1, φ2 be the
corresponding witnessing maps. Let us define an ω-monotone mapping φ : [X]≤ω → [X]≤ω by
φ(C) :=
⋃
n∈N(φ2φ1)
n(C), C ∈ [X]≤ω. Then
φ(C) ⊂ φ1(φ(C)) =
⋃
n∈N
φ1(φ2φ1)
n(C) ⊂
⋃
n∈N
(φ2φ1)
n+1(C) = φ(C).
Thus, we have φ(C) = φ1(φ(C)). Since it follows that
φ1(φ(C)) ⊂ φ2(φ1(φ(C))) =
⋃
n∈N
(φ2φ1)
n+1(C) = φ(C) = φ1(φ(C)),
we have φ(C) = φ1(φ(C)) = φ2(φ1(φ(C))). Therefore, it suffices to put F := {φ(C) : C ∈
[X]≤ω}. 
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Fact 18. Let X be a topological vector space. Then the family of all the closed separable linear
subspaces of X is large in the sense of ω-monotone mappings.
Proof. The witnessing map is given by [X]≤ω ∋ C 7→ spQC ∈ [X]
≤ω . 
Theorem 19. Let X be a topological space and let F ⊂ S(X) be a rich family. Then there exists
F ′ ⊂ F which is large in the sense of ω-monotone mappings.
Proof. For every x ∈ X, let us pick one Fx ∈ F with x ∈ Fx and for every F ∈ F , let us pick a
countable set DF ⊂ F which is dense in F . Moreover, for every G,H ∈ F , pick FG,H ∈ F with
FG,H ⊃ G ∪H. Now, let us define a function G : [X]
≤ω → [F ]≤ω by putting for every C ∈ [X]≤ω
G1(C) := {Fx : x ∈ C},
Gn+1(C) := Gn(C) ∪ {FG,H : G,H ∈ Gn(C)}, n ∈ N,
G(C) :=
⋃
n∈N
Gn(C).
It follows from the construction that G(C) is up-directed. Moreover, G is an ω-monotone mapping.
Indeed, it is easy to see that G is monotone. In order to prove ω-monotonicity, pick an increasing
sequence (Ck)k∈N of countable subsets of X. By monotonicity, we have G(
⋃∞
k=1Ck) ⊃
⋃∞
k=1 G(Ck).
By induction on n ∈ N, it is straightforward to verify that Gn(
⋃
k∈NCk) ⊂
⋃∞
k=1 G(Ck); hence, we
have G(
⋃∞
k=1Ck) ⊂
⋃∞
k=1 G(Ck). This proves that G is an ω-monotone mapping.
Finally, define a function φ : [X]≤ω → [X]≤ω by φ(C) := C ∪
⋃
{DF : F ∈ G(C)}, C ∈ [X]
≤ω .
Since G is ω-monotone, φ is also ω-monotone. Fix C ∈ [X]≤ω . By the definition of φ, we have
φ(C) ⊃ C and φ(C) =
⋃
{F : F ∈ G(C)}. Since G(C) is a countable and up-directed set, there is
an increasing sequence (Gn)n∈N consisting of elements from G(C) with
⋃
{F : F ∈ G(C)} =
⋃
Gn.
Hence, φ(C) =
⋃
Gn and since F is σ-closed, we have φ(C) ∈ F . Now, it is enough to put
F ′ := {φ(C) : C ∈ [X]≤ω}. 
Now, we will proof a converse to Theorem 19 for topological spaces homeomorphic to a Banach
space. The key observation is the following.
Lemma 20. Let X be a topological space, φ : [X]≤ω → [X]≤ω an ω-monotone mapping such that
φ(C) ⊃ C for every C ∈ [X]≤ω and let D ∈ [X]≤ω be such that φ({x1, . . . , xn}) ⊂ D for every
x1, . . . , xn ∈ D. Then D = φ(D).
Proof. First, let us observe that we have
D =
⋃
{φ({x1, . . . , xn}) : x1, . . . , xn ∈ D}.
Indeed, the inclusion “⊃” follows from the assumptions and the inclusion “⊂” follows from the
fact that x ∈ φ({x}) for every x ∈ D. Let us denote the points of D by {dn}
∞
n=1. By the
ω-monotonicity of φ we have
⋃
n∈N φ({d1, . . . , dn}) = φ(D). Moreover, by the monotonicity
of φ we have
⋃
{φ({x1, . . . , xn}) : x1, . . . , xn ∈ D} =
⋃
n∈N φ({d1, . . . , dn}); hence, φ(D) =⋃
{φ({x1, . . . , xn}) : x1, . . . , xn ∈ D} which finishes the proof. 
It follows from the Lemma above that having an ω-monotone mapping φ as above, we have that
XM = φ(X ∩M) for every suitable model; hence, there is a large family F
′ in the sense of suitable
models with F ′ ⊂ {φ(C) : C ∈ [X]≤ω}. By Theorem 15, in topological spaces homeomorphic to a
Banach space we get the needed rich family. In order to make the argument more transparent for
non-experts in set theory, we present here a proof not involving suitable models.
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Theorem 21. Let X be a topological space which is homeomorphic to a Banach space. If F ⊂ S(X)
is large in the sense of ω-monotone mappings, then there exists a rich family F ′ ⊂ S(X) with
F ′ ⊂ F .
Proof. By [21], all the Banach space with the same density are topologically homeomorphic. Hence,
X is topologically homeomorphic to a Hilbert space H. First, let us observe that it suffices to
consider the case when X = H. Indeed, suppose we know the theorem holds for a Hilbert space
H and let f : X → H be a homeomorphism onto. Then if F ⊂ S(X) is large in the sense of
ω-monotone mappings with a witnessing map φ, the map ψ := f ◦ φ ◦ f−1 : [H]≤ω → [H]≤ω is a
witness of the fact that {ψ(C) : C ∈ [X]≤ω} ⊂ S(H) is large in the sense of ω-monotone mappings
and therefore there exists N ⊂ [X]≤ω such that {ψ(C) : C ∈ N} is rich. Now, it is straightforward
to show that {φ(C) : C ∈ N ′} ⊂ F is rich, where N ′ := {f−1(C) : C ∈ N}.
Thus, let us assume that X is a Hilbert space. Let I be a subset of X such that sp I = X
and i /∈ sp (I \ {i}) for every i ∈ I (one may take e.g. an orthonormal basis of X). For each
x ∈ X, pick Ax ∈ [I]
≤ω with x ∈ spAx and define an ω-monotone mapping ψ : [X]
≤ω → [I]≤ω by
ψ(C) :=
⋃
{Ax : x ∈ C}, C ∈ [X]
≤ω. Let φ be a witnessing map for F . Finally, define a function
A : [I]≤ω → [X]≤ω by putting for every A ∈ [I]≤ω
A1(A) := A,
An+1(C) := spQ
(
An(A) ∪
⋃{
ψ
(
φ
(
{x1 . . . , xk}
))
: x1, . . . , xk ∈ An(A), k ∈ N
})
, n ∈ N,
A(A) :=
⋃
n∈N
An(A).
Our aim is to show that F ′ := {A(A) : A ∈ [I]≤ω} works, that is, F ′ ⊂ F and it is a rich family.
Fix A ∈ [I]≤ω. By induction on n ∈ N, it is straightforward to check that φ({x1, . . . , xk}) ⊂ A(A)
for every x1, . . . , xk ∈ An(A) and k ∈ N; hence, by Lemma 20, we have A(A) = φ(A(A)) which
proves that F ′ ⊂ F . In order to prove the cofinality of F ′, fix a separable subspace S ⊂ X. Since
I is linearly dense in X, there exists A ∈ [I]≤ω with S ⊂ sp (A). But since A ⊂ A(A) and A(A) is
linear, we have spA ⊂ A(A) ∈ F ′; hence, S ⊂ A(A) ∈ F ′ which proves the confinality of F ′.
Finally, in order to see that F ′ is σ-closed, let us start with observing the following
(a) A is ω-monotone;
(b) A(A) = sp (A(A) ∩ I) for every A ∈ [I]≤ω;
(c) A(A(A) ∩ I) = A(A) for every A ∈ [I]≤ω.
It is easy to see that A is monotone. In order to prove ω-monotonicity, pick an increasing sequence
(Ak)k∈N of countable subsets of I. By monotonicity, we have A(
⋃∞
k=1Ak) ⊃
⋃∞
k=1A(Ak). By
induction on n ∈ N, it is straightforward to verify that An(
⋃
k∈NAk) ⊂
⋃∞
k=1A(Ak); hence, we
have A(
⋃∞
k=1Ak) ⊂
⋃∞
k=1A(Ak). This proves (a). In order to prove (b), fix A ∈ [I]
≤ω. Since A(A)
is linear, we have A(A) ⊃ sp (A(A) ∩ I). On the other hand, let us prove by induction on n ∈ N
that An(A) ⊂ sp (A(A) ∩ I). This is obvious if n = 1. Let us assume that An(A) ⊂ sp (A(A) ∩ I).
Since sp (A(A)∩I) is linear, in order to see that An+1(A) ⊂ sp (A(A)∩I) it suffices to observe that
ψ
(
φ
(
{x1 . . . , xk}
))
⊂ sp (A(A) ∩ I) whenever x1, . . . , xk ∈ An(A) which follows from the fact that
ψ
(
φ
(
{x1 . . . , xk}
))
⊂ An+1(A) ∩ I for every x1, . . . , xk ∈ An(A). Therefore, (b) holds. It follows
from the construction that we have An(A(A) ∩ I) = A(A) for n ≥ 2; hence, (c) holds.
Finally, in order to see that F ′ is σ-closed, let us assume that we have an increasing se-
quence A(An). By (b), sp (A(An) ∩ I) is increasing and so we have
⋃
n∈N sp (A(An) ∩ I) =
8
sp
(⋃
n∈NA(An) ∩ I
)
. Since i /∈ sp (I \ {i}) for every i ∈ I, we have
spA ⊂ spB =⇒ A ⊂ B, A,B ∈ [I]≤ω.
Hence, since sp (A(An) ∩ I) is increasing, A(An) ∩ I is increasing as well. Putting everything
together we have
⋃
An
(b)
=
⋃
n∈N
sp (A(An) ∩ I) = sp
(⋃
n∈N
A(An) ∩ I
)
(c)
= sp
(⋃
n∈N
A(A(An) ∩ I) ∩ I
)
(a)
=
= sp
(
A
(⋃
n∈N
A(An) ∩ I
)
∩ I
)
(b)
= A
(⋃
n∈N
A(An) ∩ I
)
∈ F ′
and F ′ is σ-closed. 
3. Separable determination of (generalized) lushness
For x∗ ∈ SX∗ and ε > 0 we put S(x
∗, ε) := {x ∈ BX : x
∗(x) > 1 − ε}. We say that a Banach
space X is lush, if for every x, y ∈ SX and every ε > 0 there exists a functional x
∗ ∈ SX∗ such that
x ∈ S(x∗, ε) and dist(y, acoS(x∗, ε)) < ε.
The concept of lushness, introduced by K. Boyko, V. Kadets, M. Mart´ın and D. Werner in [3],
is a Banach space property, which ensures that the space has numerical index 1. It was used
in [3] to solve a problem concerning the numerical index of a Banach space. Lushness was further
investigated e.g. in [2] as a property of a Banach space. Later, D. Tan, X. Hunag and R. Liu
in [20] proved that every lush space has “Mazur-Ulam property”, that is, every isometry from a
unit sphere of a lush space E onto a unit sphere of a Banach space F extends to a linear isometry
of E and F . Up to our knowledge, it is still an open problem whether every Banach space has
Mazur-Ulam property. In order to prove that lush spaces have Mazur-Ulam property, the authors
of [20] introduced the notion of generalized-lushness.
A Banach space X is called generalized lush (GL) if for every x ∈ SX and every ε > 0 there is
x∗ ∈ SX∗ such that x ∈ S(x
∗, ε) and, for every y ∈ SX ,
dist(y, S(x∗, ε)) + dist(y,−S(x∗, ε)) < 2 + ε.
It is proved in [20] that every separable lush space is (GL) and that every (GL) space has Mazur-
Ulam property. Hence, every separable lush space has Mazur-Ulam property. Now, using separable
reduction, it is proved that lush spaces have Mazur-Ulam property [20]. The concept of (GL)
Banach spaces was further investigated as a property of a Banach space by J.-D. Hardtke [11].
The main purpose of this section is to prove Theorem 9, that is, “in Asplund spaces, generalized
lushness is separably determined”. The fact that “lushness is separably determined property”
was in some sense proved in [2, Theorem 4.2]. However, in order to further combine it with other
separable determination results, we need to prove this result in the language of rich families. Hence,
we prove a slightly stronger version of [2, Theorem 4.2].
Theorem 22. Let X be a Banach space. Then there exists a rich family F ⊂ S(X) such that for
every V ∈ F we have
X is lush ⇐⇒ V is lush.
Further, we apply our results to prove that every Asplund lush space is (GL).
Corollary 23. Let X be an Asplund lush space. Then X is (GL).
This follows already from some known results, see Remark 24; however, we give a completely
different proof of this fact.
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Proof of Corollary 23. Let X be an Asplund lush space. By Theorem 22, Theorem 9 and Propo-
sition 2 (we intersect rich families from Theorem 22 and Theorem 9 and pick one space from the
intersection), there is a closed separable subspace V ⊂ X such that
X is lush ⇐⇒ V is lush and V is (GL) =⇒ X is (GL).
Since X is lush, V is separable and lush; hence, by [20, Example 2.5], V is (GL). Thus, X is
(GL). 
Remark 24. Corollary 23 follows already from some known results. Namely, by [2, Theorem 2.1
(d) =⇒ (c)], every lush Asplund space possesses the following property: for every x ∈ SX and every
ε > 0, there is x∗ ∈ SX∗ such that x ∈ S(x
∗, ε) and for every y ∈ SX we have dist(y, aco(S(x
∗, ε))) <
ε. From this property it follows that X is (GL).
Let us start with the proof of Theorem 22. Similarly as in [2], we use the following result.
Theorem 25 ( [2, Theorem 4.1]). Let X be a real Banach space and D ⊂ X a dense subspace.
Then the following conditions are equivalent.
(i) X is lush
(ii) For every x, y ∈ SX and ε > 0, there are λ1, λ2 ≥ 0 with λ1 + λ2 = 1 and x1, x2 ∈ BX such
that ‖x+ x1 + x2‖ > 3− ε and ‖y − (λ1x1 − λ2x2)‖ < ε.
(iii) For every x, y ∈ SX ∩D and ε > 0, there are λ1, λ2 ≥ 0 with λ1 + λ2 = 1 and x1, x2 ∈ BX
such that ‖x+ x1 + x2‖ > 3− ε and ‖y − (λ1x1 − λ2x2)‖ < ε.
Proof. (i)⇔(ii) is proved in [2, Theorem 4.1]. The equivalence (ii)⇔(iii) is evident. 
Proof of Theorem 22. First, we will find a rich family R1 ⊂ S(X) such that for every V ∈ R1 we
have
X is lush =⇒ V is lush.
If X is not lush, we put R1 := S(X). Otherwise, define R1 ⊂ S(X) as the family consisting of
all V ∈ S(X) such that V is lush. We shall show that R1 is a rich family. This is obvious if X
is not lush; hence, let us assume that X is lush. By [2, Theorem 4.2], R1 is cofinal. For checking
the σ-completeness of R1, consider any increasing sequence (Vi)i∈N of elements in R1. We need to
prove that V :=
⋃∞
i=1 Vi is lush. Since (Vi)i∈N is increasing, by Theorem 25 (i) =⇒ (ii), condition
(iii) in Theorem 25 is satisfied with D =
⋃∞
i=1 Vi and X = V . Hence, V is lush.
Now, we will find a rich family R2 ⊂ S(X) such that for every V ∈ R2 we have
X is not lush =⇒ V is not lush.
If X is lush, we put R2 := S(X). Otherwise, by Theorem 25 (ii) =⇒ (i), there are x, y ∈ SX and
ε > 0 such that for every λ1, λ2 ≥ 0 with λ1+λ2 = 1 and x1, x2 ∈ BX we have ‖x+x1+x2‖ ≤ 3−ε
or ‖y − (λ1x1 − λ2x2)‖ ≥ ε. Hence, the family R2 := {V ∈ S(X) : x, y ∈ V } is a rich family such
that each member of the family is not lush.
Finally, it remains to put A := R1 ∩ R2. This is a rich family because, by the construction
above, we have A = R1 or A = R2 depending on the “lushness” of X. It is obvious that for every
V ∈ A, V is lush if and only if X is lush. 
In the remainder of this paper we prove the main result of this section, Theorem 9. By Theorem
8 and Proposition 2, it follows from the following two results.
Proposition 26. Let X be a Banach space. Then there exists a family F ⊂ S(X) which is large
in the sense of ω-monotone mappings such that
∀F ∈ F : X is (GL) =⇒ F is (GL).
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Proposition 27. Let X be an Asplund space. Then there exists a rich family A ⊂ S(X) such that
for every V ∈ A we have
V is (GL) =⇒ X is (GL).
First, let us note that in the definition of (GL) spaces we may work only with a dense subset of X
(resp. X∗). This is the content of the following two Lemmas. Since the proofs are straightforward
and easy, we omit them.
Lemma 28. Let X be a Banach space and let D ⊂ X be a dense subset of X. Let us assume that
for every x ∈ D and q ∈ (0,∞) ∩ Q there exists x∗ ∈ X∗ with x‖x‖ ∈ S
(
x∗, ε
)
such that, for every
y ∈ D,
dist
(
y
‖y‖ , S(x
∗, q)
)
+ dist
(
y
‖y‖ ,−S(x
∗, q)
)
< 2 + q.
Then X is (GL).
Lemma 29. Let X be a Banach space and let G ⊂ X∗ be a dense subset of X∗. Let us assume
that there are x ∈ SX and ε > 0 such that for every x
∗ ∈ G with x ∈ S
(
x∗
‖x∗‖ , ε
)
there exists y ∈ SX
such that
dist
(
y, S
(
x∗
‖x∗‖ , ε
))
+ dist
(
y,−S
(
x∗
‖x∗‖ , ε
))
≥ 2 + ε.
Then X is not (GL).
Proof of Proposition 26. If X is not (GL), we may put F = S(X). Let us assume that X is (GL).
For every x ∈ X and ε > 0, we pick a point I1(x, ε) ∈ SX∗ such that
x
‖x‖ ∈ S
(
I1(x, ε), ε
)
and, for
every y ∈ X,
dist
(
y
‖y‖ , S
(
I1(x, ε), ε
))
+ dist
(
y
‖y‖ ,−S
(
I1(x, ε), ε
))
< 2 + ε.
Now, for every x, y ∈ X and ε > 0, we pick two points I2(x, y, ε), I3(x, y, ε) ∈ S
(
I1(x, ε), ε
)
with∥∥∥ y‖y‖ − I2(x, y, ε)
∥∥∥ + ∥∥∥ y‖y‖ + I3(x, y, ε)
∥∥∥ < 2 + ε.
Note that, since X is (GL), for every x, y ∈ X and ε > 0 the points I2(x, y, ε) and I3(x, y, ε) exist.
Now, let us define a mapping φ : [X]≤ω → [X]≤ω by putting for every C ∈ [X]≤ω
φ1(C) := spQC,
φn+1(C) := spQ
(
φn(C) ∪
{
I2(x, y, ε), I3(x, y, ε) : x, y ∈ φn(C), ε ∈ Q+
})
, n ∈ N,
φ(C) :=
⋃
n∈N
φn(C).
We will show that F := {φ(C) : C ∈ [X]≤ω} is the family we need. It is obvious that φ is
monotone and φ(C) ⊃ C for every C ∈ [X]≤ω . In order to prove ω-monotonicity, pick an increasing
sequence (Ck)k∈N of countable subsets of X. By monotonicity, we have φ(
⋃∞
k=1Ck) ⊃
⋃∞
k=1 φ(Ck).
By induction on n ∈ N, it is straightforward to verify that φn(
⋃
k∈NCk) ⊂
⋃∞
k=1 φ(Ck); hence, we
have φ(
⋃∞
k=1Ck) ⊂
⋃∞
k=1 φ(Ck) and φ is ω-monotone. Fix C ∈ [X]
≤ω. It remains to show that
φ(C) is (GL). Note that φ(C) is Q-linear. It follows from the definition of φ(C) that we have
(4) ∀x, y ∈ φ(C) ∀ε ∈ Q+ : {I2(x, y, ε), I3(x, y, ε)} ⊂ φ(C).
We will verify the assumption of Lemma 28 with D = φ(C) for the space φ(C). Fix x ∈ φ(C)
and ε ∈ Q+ and consider x
∗ :=
I1(x,ε)|φ(C)
‖I1(x,ε)|φ(C)‖
. Then x‖x‖ ∈ S
(
I1(x, ε), ε
)
∩ φ(C) ⊂ S(x∗, ε). Fix any
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y ∈ φ(C). Then we have {I2(x, y, ε), I3(x, y, ε)} ⊂ S
(
I1(x, ε), ε
)
∩ φ(C) ⊂ S(x∗, ε) and∥∥∥ y‖y‖ − I2(x, y, ε)
∥∥∥ + ∥∥∥ y‖y‖ + I3(x, y, ε)
∥∥∥ < 2 + ε.
Hence,
dist
(
y
‖y‖ , S
(
x∗, ε
))
+ dist
(
y
‖y‖ ,−S
(
x∗, ε
))
< 2 + ε,
which shows that the assumption of Lemma 28 is satisfied for the space φ(C) and so φ(C) is
(GL). 
In order to prove the other implication (i.e. Proposition 27), we restrict our attention to Asplund
spaces. We recall the concept introduced in [5] which serves as a link between X and X∗ (and,
by [5, Theorem 2.3], exists right if and only if X is Asplund).
Definition 30. By an Asplund generator in a Banach space X we understand any correspondence
G : [X]≤ω −→ [X∗]≤ω such that
(a)
(
spC
)∗
= G(C)|spC for every C ∈ [X]
≤ω;
(b) if C1, C2, . . . is an increasing sequence in [X]
≤ω, then G(C1∪C2∪ · · · ) = G(C1)∪G(C2)∪ · · · ;
(c)
⋃
{G(C) : C ∈ [X]≤ω} is a dense subset in X∗; and
(d) if C1, C2 ∈ [X]
≤ω are such that spC1 = spC2, then spG(C1) = spG(C2).
By S⊏⊐(X × X
∗) we denote the set {V × Y : V ∈ S(X), Y ∈ S(X∗)}. We say that R ⊂
S⊏⊐(X×X
∗) is rich if every member of S⊏⊐(X×X
∗) is contained in some V ×Y ∈ R and whenever
we have an increasing sequence (Vi × Yi)i∈N in R, then
⋃
i∈N Vi × Yi =
⋃
i∈N Vi ×
⋃
i∈N Yi ∈ R.
Proof of Proposition 27. If X is (GL), it suffices to put A := S(X). Therefore, we may assume
that X is not (GL). Let G : [X]≤ω → [X∗]≤ω be an Asplund generator in X. Since X is not (GL),
there are x0 ∈ SX and ε0 > 0 such that
(5) ∀x∗ ∈ SX∗ : x0 ∈ S(x
∗, ε0) ∃y ∈ SX : dist(y, S(x
∗, ε0)) + dist(y,−S(x
∗, ε0)) ≥ 2 + ε0.
By Lemma 29 and the definition of an Asplund generator, it suffices to find a rich family A ⊂ S(X)
such that for every V ∈ A we have x0 ∈ V and there exists C ⊂ V with spC = V satisfying the
following property.
∀x∗ ∈ G(C) : x0 ∈ S
(
x∗|V
‖x∗|V ‖
, ε0
)
∃y ∈ SV
dist
(
y, S
(
x∗|V
‖x∗|V ‖
, ε0
))
+ dist
(
y,−S
(
x∗|V
‖x∗|V ‖
, ε0
))
≥ 2 + ε0.
(6)
Define R′ ⊂ S⊏⊐(X×X
∗) as the family consisting of all rectangles spC×spG(C), with C ∈ [X]N,
such that the assignment
spG(C) ∋ x∗ 7−→ x∗| spC ∈ (spC)
∗
is a surjective isometry. It is proved in [5, proof of Theorem 2.3 (ii) =⇒ (iii)] that R′ is a rich family
and whenever we have V1 × Y1, V2 × Y2 in R
′ such that V1 ⊂ V2, then Y1 ⊂ Y2. Consequently, the
family R1 := {V : ∃Y : V × Y ∈ R
′} ⊂ S(X) is rich.
For every x∗ ∈ X∗, we pick, if it exists, a point I(x∗) ∈ SX such that
(7) dist
(
I(x∗), S
(
x∗
‖x∗‖ , ε0
))
+ dist
(
I(x∗),−S
(
x∗
‖x∗‖ , ε0
))
≥ 2 + ε0.
Define R2 ⊂ S(X) as the family consisting of all V ∈ S(X) with x0 ∈ V such that there is a
countable set C ⊂ V with spC = V and
(8) ∀x∗ ∈ G(C) :
(
I(x∗) is defined =⇒ I(x∗) ∈ V
)
.
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We shall show that R2 is a rich family.
As regards the cofinality of R2, fix any countable set S ⊂ X. Put C0 := S ∪ {x0}. Assume
that for some m ∈ N we already found countable sets C0 ⊂ C1 ⊂ . . . ⊂ Cm−1 ⊂ X. Then we find
Cm ⊃ Cm−1 such that, for every x
∗ ∈ G(Cm−1), we have I(x
∗) ∈ Cm whenever it is defined. Do
so for every m ∈ N and put finally C :=
⋃∞
i=0 Ci. It remains to see that V := sp C ∈ R2, which
follows immediately from the construction because we have G(C) =
⋃∞
i=0G(Ci).
For checking the σ-completeness of R2, consider any increasing sequence (Vi)i∈N of elements in
R2. Let, for every i ∈ N, be Ci ⊂ Vi a set with spCi = Vi satisfying (8) for Ci and Vi. We
may assume that C1 ⊂ C2 ⊂ . . . (if not, we replace it by C1, C1 ∪ C2, C1 ∪ C2 ∪ C3, . . .). Then
V = V1 ∪ V2 ∪ . . . contains x0 and we put C := C1 ∪ C2 . . .. Then spC = V . Moreover, since
C1, C2, . . . is an increasing sequence, (8) is satisfied.
Finally, we put A := R1 ∩ R2. It remains to prove that our A “works”; i.e., no member of
A is (GL). So, pick any V ∈ A. We need to show that (6) holds. Fix a set C with spC = V
from the definition of the family R2. Fix x
∗ ∈ G(C) with x0 ∈ S
(
x∗|V
‖x∗|V ‖
, ε0
)
. By the definiton of
R1, there is a countable set C
′ ⊂ V such that spC ′ = V and, for every y∗ ∈ spG(C ′), we have
‖y∗‖ = ‖y∗|V ‖. By the definition of an Asplund generator, spG(C) = spG(C
′); thus, we have
‖x∗‖ = ‖x∗|V ‖. Hence, we have x0 ∈ S(x
∗, ε0) and, by (5), I(x
∗) is defined; hence, by (8), we have
y := I(x∗) ∈ SV . Consequently,
dist
(
y, S
(
x∗|V
‖x∗|V ‖
, ε0
))
+ dist
(
y,−S
(
x∗|V
‖x∗|V ‖
, ε0
))
= dist
(
y, S
(
x∗
‖x∗‖ , ε0
)
∩BV
)
+ dist
(
y,−S
(
x∗
‖x∗‖ , ε0
)
∩BV
)
≥ dist
(
y, S
(
x∗
‖x∗‖ , ε0
))
+ dist
(
y,−S
(
x∗
‖x∗‖ , ε0
)) (7)
≥ 2 + ε0.
Thus, (6) holds and V is not (GL). 
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