Abstract. In this note, we study how the depths of multiplier ideals behave under restriction. We also study possible values of the depths of multiplier ideals in the filtrations induced from maximal ideal sheaves. We then use it to give a sufficient condition for the integral closedness of the product of a multiplier ideal and a power of maximal ideal sheaf in the spirit of Huneke.
Introduction
Let X be a smooth complex variety and a be a non-zero ideal sheaf on X. Let µ : Y → X be a log resolution of a with µ
where F is a simple normal crossing divisor. Then for any non-negative rational number λ, one can define the multiplier ideal J (a λ ) = J (X, a λ ) of a with weighting coefficient λ as
It does not depend on the choice of the log resolution µ. We refer to the book [Laz00] of Lazarsfeld for its properties and applications. See also the report [EM06] of Ein and Mustaţǎ on recent developments. In this note, we will investigate some local properties of multiplier ideals. A recent study of Lazarsfeld and Lee [LL06] on the local syzygies of multiplier ideals shows, for example, that they are very special among all integrally closed ideals. However, less is known about the nature of the multiplier ideal compared to its great success in applications.
We begin with a theorem that shows an interesting behavior of the depth of multiplier ideals under restriction. To state the theorem, we need to introduce a notion which plays a key role in our paper. Definition 1.1. Let X be a smooth variety. Let x be a closed point of X and m x be the ideal sheaf at x. Let a and b be non-zero ideal sheaves on X. Let λ be a non-negative rational number. Define the length of constancy c x (b, a λ ) of a with weighting coefficient λ, or a λ , relative to b at x to be a non-negative integer
Otherwise we set c x (b, a λ ) = ∞. When b = m x , we also write
for c x (m x , a λ ).
In a sense, a λ becomes more "singular" at x as c x (a λ ) gets smaller. The length of constancy has an easy upper bound dim X − 1 (see Proposition 3.1). However, it seems difficult to calculate them for arbitrary ideals.
The following theorem shows how the lengths of constancy and the depths of multiplier ideals behave under restriction. Theorem 1.2. Let X be a smooth quasi-projective variety of dimension d ≥ 2. Let a be a non-zero ideal sheaf on X and let λ be a non-negative rational number. Let x be a closed point of X and m x be the ideal sheaf at x.
(1) Suppose that c x (a λ ) > 0. Let 1 ≤ n ≤ c x (a λ ). Let H 1 , . . . , H n be n general hypersurfaces containing x and let
and
where Our second theorem concerns the depths of multiplier ideals in the following filtration:
It is easy to see how they behave asymptotically.
In fact, depth x,X J (a λ ) and 1 are all that we can get from the filtration. 
We make a couple of remarks about Theorem 1.2 and Theorem 1.4. First, these two results can be extended to the pair (X, ∆) where X is a normal Cohen-Macaulay variety and K X +∆ is a Q-Cartier Q-divisor on X. Second, since reduction to prime characteristic preserves depth (cf. Theorem 2.3.5 in [HH99] ) and the multiplier ideal reduces generically to the test ideals of Hara and Yoshida [HY03] and Takagi [Tak04] , one obtains analogues of these two results in large characteristics. Whether this holds for arbitrary characteristic is unknown.
We now turn to the integral closedness. Zariski (cf. [ZS75] ) showed that the product of any two integrally closed ideals in a regular local ring of dimension two is again integrally closed. One special but important case is when one of the ideals is the maximal ideal. Neither of these cases remain true if the dimension is greater than two. See the examples in §3 in [Hun86] . Our motivation is the following theorem of Huneke. 
The proof of Huneke's theorem proceeds by induction on dimension, and the key role is played by the theorem of Zariski mentioned above. This is why the proof cannot go beyond dimension three. However, multiplier ideals are integrally closed, and if we restrict to them instead of all integrally closed ideals, Huneke's arguments can provide us with a sufficient condition in terms of depth that works for all dimensions. 
Then, for any non-negative integer k, the ideal sheaf
is integrally closed.
The above theorem is a consequence of Theorem 1.4 and the following theorem. Note that, by the Skoda theorem (Theorem 2.2), m
Hence the essential part is the case of n = d − 2 and d ≥ 3, which is what we need to prove Theorem 1.6. Theorem 1.7. Let X be a smooth affine variety of dimension d ≥ 2. Let a be an ideal sheaf on X and let λ be a non-negative rational number. Let x be a closed point of X and m x be the ideal sheaf at x. Let k and n be two non-negative integers.
is integrally closed. 
is integrally closed, where I V is the ideal sheaf along V . Remark 1.9. It would be interesting to know if a similar statement holds for arbitrary integrally closed ideals.
Question 1.10. Let X be a smooth affine variety of dimension d ≥ 2. Let a be an ideal sheaf on X. Let λ be a non-negative rational number. Let x be a closed point of X and m x be the ideal sheaf at x. Is the ideal sheaf
integrally closed for any k ≥ 0?
We work over the field C of complex numbers.
Review of multiplier ideals, depths and integral closures
2.1. Multiplier ideals. The following proposition is well-known.
Proposition 2.1. Let a and b be ideal sheaves on a smooth variety X. Then for any non-negative rational number λ,
Theorem 2.2 (Skoda's theorem; Theorem 9.6.21 in [Laz00]). Let a and b be ideal sheaves on a smooth variety X of dimension d and let λ be a non-negative rational number. Then, for any integer m ≥ d,
The following is a refined version of the restriction theorem (cf. Theorem 9.5.1 in [Laz00] ). We state only the case of restriction to hypersurfaces. 
and vertical maps are the natural inclusions and π is the natural surjection.
The proof of the following theorem is similar to that of Theorem 1.6 in [Lee06] . So we omit the proof. 
2.2. Depths, dimensions, and projective dimensions. First, we recall the depth.
Definition 2.6. Let R be a Noetherian commutative ring with unity. Let I be an ideal of R and let M be a finite R-module with IM = M . A sequence of elements a 1 , . . . , a n in I is said to be a M -regular sequence in I if for all i = 0, . . . , n − 1,
Here 
The next proposition is a consequence of Proposition 2.7.
Proposition 2.8 (cf. Corollary 18.6 in [Eis99] ). Let R be a Noetherian commutative ring with unity and let I be an ideal of R. Let
be an exact sequence of finite R-modules with IM = M , IM = M , and IM = M . Then one of the following three conditions must hold:
Definition 2.9. Let X be a variety. Let F be a sheaf of the O X -module and let x be a closed point of X. Then we define the depth depth x F of F at x as
where (m x,X , O x,X ) is the local ring at x and F x is the stalk of F at x. 
where O x,X and b x are the stalks of O X and b at x, respectively.
Proof. From Proposition 2.1,
Hence from Proposition 2.10
Finally, we recall the projective dimension. Definition 2.14. Let X be a variety. Let F be a sheaf of the O X -module and let x be a closed point of X. Then we define the projective dimension projdim x F of F at x as projdim x,X F :
where (m x,X , O x,X ) is the local ring of X at x and F x is the stalk of F at x.
(N, M )-regular sequences.
Definition 2.15. Let R be a commutative ring with unity. Let M be a R-module and let N be a submodule of M . A sequence of elements a 1 , . . . , a n in R is said to be an (N, M )-regular sequence if (1) (a 1 , . . . , a n )M ⊂ N , (2) for all i = 0, . . . , n − 1,
Here (a 1 , . . . , a i )M = 0 for i = 0 by convention.
As usual, we identify a coherent sheaf on an affine variety with the module of its global sections. Then for a general choice  a 1 , . . . , a n of elements in m x ,  (1) {a 1 , . . . , a n } is a (J (m
vanishes for any p > 0.
Integral closure.
The following proposition slightly generalizes the key step of the proof of Theorem 3.5 in [Hun86] in characteristic zero.
Proposition 2.17. Let X be a smooth affine variety. Let a and b be non-zero ideal sheaves on X and let x ∈ a be a general element. We let H := div(x). If a, b and
Theorem 2.18 (Theorem 7.1 in [Lip69] ). Let a and b be ideal sheaves on a smooth surface S. Then ab = ab.
Proposition 2.19 (Corollary 9.6.13 in [Laz00]). Let a be an ideal on a smooth variety X. Then for any non-negative rational number λ, the multiplier ideal J (a λ ) is integrally closed.

Depths of multiplier ideals
3.1. On the length of constancy. From the Skoda theorem, we obtain the following upper bound for the length of constancy. 
Proof. We may assume that X is an affine variety. Let n ≥ d, and suppose that
By the Cayley-Hamilton Theorem (cf. Theorem 4.3 in [Eis99] ), there exists r ∈ b n−d+1 such that (1 − r) · J (a λ ) = 0. Since X is irreducible and reduced, it implies that J (a λ ) = 0, a contradiction.
The following example shows that every value between 0 and dim X − 1 can be obtained as the length of constancy. It seems difficult to calculate the length of constancy for arbitrary ideals. However, we will give one sufficient condition for c x (a λ ) = 0 in Corollary 3.8. The following proposition follows immediately from the definition of the length of constancy. 
The following theorem shows how the length of constancy behaves under restriction. 
Theorem 3.4. Let X be a smooth quasi-projective variety of dimension d ≥ 2. Let a be a non-zero ideal sheaf on X and let λ be a non-negative rational number. Let x be a closed point of X and let H be a general hypersurface containing
where all vertical maps in the first column and the second column are isomorphisms except f by our assumption. Hence all vertical maps in the third column are isomorphisms except g.
Remark 3.5. We do not know any ideal sheaf a ⊆ O X with c x (a λ ) = 0 such that c x ((a H ) λ ) > 0 holds for a general hypersurface H containing x.
3.2. Depths of multiplier ideals. Now we are ready to prove the two results on depth stated in the Introduction. First, we record the following simple proposition.
Proposition 3.6. Let X be a smooth quasi-projective variety of dimension ≥ 2. Let a be a non-zero ideal sheaf on X and let λ be a non-negative rational number. Let x be a closed point of X and m x be the ideal sheaf at x. Let c := c x (a λ ). Then
Proof. By Proposition 3.3, we may assume that c = 0. Consider
Since O x,X is an integral domain, depth x,X J (m x ·a λ ) ≥ 1 and depth x,X J (a λ ) ≥ 1. Thus Proposition 2.8(3) implies that depth x,X J (m x · a λ ) = 1.
Next we prove Theorem 1.2.
Proof of Theorem 1.2.
(1) The first statement follows from Theorem 3.4. The last statement follows from the second and from Theorem 2.13. To prove the second statement, it will be enough to show that if c x (a λ ) ≥ 1, then
where H is a general hypersurface containing x. From Theorem 2.3, we have
where H is a general hypersurface containing x.
by our assumption, from the above short exact sequence we obtain
(2) Again, we consider
where H is a general hypersurface containing x. From Proposition 3.6 and c x (a λ ) = 0, we have depth
Since depth x,X J (a λ ) > 1 by our assumption, Proposition 2.8(2) implies that
In Theorem 1.2(2), it can happen that both J (a) and J (a H ) have depth one as the following simple example shows. holds. By the Auslander-Buchsbaum theorem (Theorem 2.13), it is equivalent to
i.e. the length of the minimal free resolution of (O X /J (a λ )) x has the maximal possible value dim X. Theorem 1.2(1) provides us with the following necessary condition.
Corollary 3.8. Let X be a smooth quasi-projective variety of dimension ≥ 2. Let a be a non-zero ideal sheaf on X. Let λ be a non-negative rational number. Let x be a closed point of X. Then
In particular, if depth x,X J (a λ ) = 1, then
Remark 3.9. Proposition 3.3, Proposition 3.6 and Corollary 3.8 imply that, as a function of n, c x (m n x · a λ ) is a decreasing function converging to zero.
The following example shows that the converse of the second statement of Corollary 3.8 does not hold. 
Thus c x (a) = 0. On the other hand, by Theorem 2.13,
But we can measure the obstruction using the following proposition. (1) The connecting homomorphism
is injective.
In particular, if one of these conditions holds, then
Proof. Consider
Theorem 2.16 implies that the natural map
is a zero map. Hence the equivalence of (1) and (2) follows from the long exact sequence induced from (3.1). Since X is irreducible and reduced,
Now the equivalence of (2) 
Integral closure and multiplier ideal
Below, we will prove a theorem that generalizes Theorem 1.7. First, we need a definition.
Definition 4.1. Let X be a smooth affine variety of dimension d ≥ 2. Let a be an ideal sheaf on X. Let λ be a non-negative rational number. Let Z be a proper smooth subvariety of X and I Z be the ideal sheaf along Z. We define
to be the smallest non-negative integer c satisfying the following property: Let
Then for any non-negative integer k and n,
is integrally closed, where I Z/V and a V are the images of I Z and a in O V , respectively.
Remark 4.2.
(1) Suppose that Z is a divisor in V . Then I Z/V is a line bundle on V and
is integrally closed for any k and n where V is the intersection of c general hypersurfaces.
The following proposition gives an upper bound of µ(Z, a λ ).
Proposition 4.3. Let X be a smooth affine variety of dimension d ≥ 2. Let a be an ideal sheaf on X and let λ be a non-negative rational number. Let Z be a smooth subvariety of X. 
by Theorem 2.18 and Proposition 2.19.
Theorem 1.7 follows from Proposition 4.3 and the following theorem. We obtain the following Corollary 4.5. Let X be a smooth affine variety of dimension d ≥ 2. Let a be an ideal sheaf on X and let λ be a non-negative rational number. Let C ⊂ X be a smooth curve on X and I C be the ideal sheaf along C. Let k and n be two non-negative integers. If n ≥ d − 2, the ideal sheaf
The following theorem generalizes Theorem 1.8 slightly. Proof. Since V is general, I V is reduced, hence integrally closed. Then since the intersection of integrally closed ideal sheaves are again integrally closed, the proposition follows from Proposition 2.17 and Corollary 2.5.
Proof of Theorem 1.6. Theorem 1.4 and our assumption imply that
Now the theorem follows from Theorem 1.7.
