M. Lewin and Y. Vitek conjecture [7] that every integer 6 [(n'-2n +2)/2]+1 is an exponent of some n X n primitive matrix. In this paper, we prove three results related to Lewin and Vitek's conjecture: (1) Every integer d [( n2 -2n + 2)/4] + 1 is an exponent of some n x n primitive matrix. (2) The conjecture is true when n is sufficiently large. (3) We give a counterexample to show that the conjecture is not true in the case when n = 11.
INTRODUCTION
A n X n nonnegative square matrix A = (ai j) is primitive if Ak > 0 for some positive integer k; the least such k is called the exponent of A and denoted by y(A). The associated digraph of A, denoted by G(A), is the digraph with vertex set V(G( A)) = { 1,2,. . . , n } such that there is an arc from i to j in graph G(A) iff aij > 0. In this paper, every graph is a digraph and every matrix is nonnegative.
A digraph G is primitive if there exists an integer k > 0 such that for all ordered pairs of vertices i, j E V(G) (not necessarily distinct), there is a walk from i to j with length k. (By a walk we mean a direct path with possibly repeated vertices and arcs.) The least such k is called the exponent of the graph G, denoted by y(G). The following two results are well known:
(1) A matrix A is primitive iff its associated digraph G(A) is primitive, and in this case, we have y(A) = y(G(A)).
The proof of this proposition is obvious. Now let r,,r,,...,r, be a set of distinct positive integers with gcd(r,,r,,..., rh) = 1. Then we define $J( ri, r,, . . . , rh) to be the least integer m such that every integer k > m can be expressed in the form k = a,r, + a,r, + . . . + a,r,, where a,,a,,..., a,, are nonnegative integers. A result due to Schur shows that +( r,, . . . , rA) is well defined if gcd(r,,...,r,)=l.
It is also well known that in the case when A = 2 we have +(rl, r2) = (rl -l)(r, -1). Roberts has shown [8] that if aj = a, + jd, j = 0,1,2,. . ., S, a, 2 2, then cp(%,%..,a,)= [a,-2+lla,+@-I)(a,-I), (2.1) where [x] denotes the greatest integer < x. The proof of this result has been simplified by Bateman [ 11. Brauer and Seelbinder [2] , Johnson [5] , Lewin [6] , and Vitek [9] have discussed the function $I and get various upper bounds for $4ri,....rx).
We will use the following two basic upper bounds for y(G) and y(i, j) in the proof of our main results: 
Proof.
See [3] . 
Let P be a walk from i to j with length d,(,,(i, j) which meets some elementary circuit Cj of length r. for all j = 1,2,. . . , A. For every set of nonnegative integers a 1, u2.. . . , ah, a d d Cj to P a j times for j = 1,2,. . . , A.
We get a new walk P'=PU (, c,u ... uc,)u(c,v ... uc,)u ... u(c,u ... UC,), (I, time5 a2 times ah times which is also a walk from i to j. So every integer of the form dLcG)(i, j)+ a,ri + . . . + a,~, (ai nonnegative integers) is the length of some walk from i to j. Now if m>d,,Gl(i, j)++(rl,..., rx), then m can be expressed in this form by the definition of +( rr, . . . , TV). So we get u(h j> d dI,&i, j)+$(r,,..., rh). Proof. It will suffice to show that E, g E,+1 holds for all n. We will use the matrix version to prove this lemma. (We can also prove this by using the graph theory version.)
If A and B are two n X n nonnegative matrices. We write A -B if they have the same zero pattern, i.e., A -B iff a, j > 0 e bi j > 0. It is clear that if A>,B>Othen A+B-A. Let M, be the set of all n x n nonnegative matrices. Construct a map by defining cp( A) to be the unique (n + l)x(n + 1) matrix satisfying the following two conditions:
(1) The upper left n X n principal submatrix of cp( A) is A.
(2) The last two rows of q(A) are equal and the last two columns of q(A) are equal.
It is easy to check the following properties of the map 'p: n This lemma tells us that if for a given integer m, we want to show that m = y(G) for some primitive graph G with n vertices, then we only need to show that m = y(G') for some primitive graph G' with < n vertices. In most cases this will enable us to simplify the construction of graphs.
SOME EXPONENT SETS
In this section we will show that certain families of integers are contained in E, by constructing several special primitive graphs and computing their exponents. The main result is Theorem 4. (i) (v,,vi+,) fori=1,2 ,..., m-l.
(ii) If p>O, then (z)~+~,z)~) is an arc of Gm(rl,...,rh) iff p+l=rj for some j, 1 Q j d X.
This graph is a generalization of the "minimal Frobenius graph" in [4] . A. ,.*a, In [4], Heap and Lynn had proved these properties for the special case when m = r1 (i.e. for the minimal Frobenius graph). Their proof also works for general G,,( ri , . . . , rA), but the proof given here for (i) is somewhat different.
Proof of Proposition 4.1. (i): Let P be any walk from ui to v~+~. Suppose P contains some "backward arc" ( z)~+~, 0,). We claim that the vertex q +p must be repeated if t + p 6 i + E. This is because G -{ 0, + p } is not strongly connected, and every waIk from q to z)~+~ must pass through ~l~+~. In the case t + p > i + E similar reasoning shows that the vertex oi+F must be repeated. So if P is an elementary path from q to z++~, then P can not contain any "backward arc." So, the only elementary path from vi to ui + F is the path q -j q+i -+ *. . --j z)~+~.
Properties (ii) and (iii) follow easily from (i). [dq,..., rA)+rl -l,..., +(rl ,..., rA)+rl+min(ri-2,n-ra-l)] SE,.
Proof.
For any integer E with -1~ E < min( r, -2, n -r2 -1) we wish to construct a graph G with y(G)=~(r,,...,r,)+r,+e and IV(G>l<n.
Then this will imply $(rI,. .., rA)+ rI + EE ElvCcjI c E, by the inductive lemma in Section 3.
FIG. 2.
Let M = max(r,, rl -E -1); let G be the graph obtained by adding a new path V r,-E--l-q_E+ ... +q,+q
of length E + 2 to the graph G,( r2, r,, . . . , rA). See Figure 2 . Since -l<e<min(r,-2,n-r,-l),wehavel<r,-E-l<Mandr,-E -l<r,, so G is well defined. Also ~V(G)~=M+~+l=max(r,+~+l,r,) < n. It is clear that G is strongly connected and L(G) = { rl,. . . , a} by the properties of the graph G,(r,, . . . , rx). But gcd(r,, . . . , rA) = 1. So G is primitive and the only thing left is to check y(G) = $( rl, . . . , rx)+ r, + E.
Consider the ordered vertex pair (U,,_,, V,,) [in the case E = -1, consider the pair (v,, v,,) ]. Let P = UT,-EUT,-E+l. 1 * Ur, be the unique elementary path from U,,_, to tJ,, By Proposition 4.1 about the properties of the graph G,%,(rZ,. . . , r,),weknowthatif l<jgr,-E -1, then the vertex vi meets at least one circuit of each length vi (i = 1,2,. . . , A). So it is easy to see that an integer m is the length of some walk from U7, ~B to U,, iff m = E or m=c+a,r,+ ... + a,r, for some positive integer a, and nonnegative and x=vt for some t wt r,-e<t<r2,
Also it is easy to see that d(vj, y) < d (v,, u,,) Proof. Let G be the graph with vertex set V(G) = { vl, ,. . , vr, + r2 } and the following set of arcs:
(i) (~~,v~), (v~,v~) ,.~., (v~~+~~~~,v~,+~~) ,(~~,+~~,~~). These arcs form a Hamiltonian circuit of G.
(ii) (v,,,v1) , (2) Hr,,..., rA ) + 2 rl -16 2 n -3. In this case we can use the following:
Proof. Take G to be the graph with V(G) = { 1,2,. . . , n } and the arc set as follows:
for 2<idn. Proof.
In the case rs = 1 we can use Proposition 4.2 again, so we may assume rs > 2. Hence rr 2 3.
Let (Y be any integer satisfying r, + 1~ (Y d n -r2. We want to construct aprimitivegraphG with IV(G)l<n and y(G)=+(r,,...,r,)+rr+cu--1. We can construct G by the following four steps (see Figure 4 ):
,..., q,)withV(H)={u ,,..., urz). (ii) Take F=G, (r,) withV(F)= {vr,...,v,} (iii) Choose a vertex u1 in F so that the path 2)12)r+1 . . . t~~+,,_~ (of length of F, i.e., choose 1 so that
according to the parity of (Y and r1 (iv) Connect F and H by adding two arcs: (u,%, ol) and (~)r+~,_s, ur2). This is our desired graph G (see Figure 4 ). It is easy to see that G is strongly connected and (V(G)/ = rz + 1y =S n. Also we see that L(G) = { ri, r,, . . . , rx } and the vertex u,~ meets at least one circuit of each length q(i = 1,2,. . . , A).
By the same argument as in Lemma 4.1 and Lemma 4.2, we get
~d(x,~'~)+d(u,~,y)+~(r,,...,~~)holdsforall x,y~v(G). We claim that the following two properties are true: 
Proof.
Case 1: n>r,+r,--1. Then min(r, -2, n -rz -1) = n -r, -1, and the result follows from Lemma 4.1.
Case 2: n = rl + r,. Then n -rz -1 = r, -1 and min(r, -2, n -r. -l)=r,-2.SousingLemma4.1,weget[$~(r,,...,r~)+rr-l,..., +(ri ,..., rh) +Zr, -21 c E,, and using Lemma 4.2, we get +(ri,..,, rx)+2r1 -1 E E,.
Combining these two results and noting n + r1 -r, -1= 2r, -1, we get the desired result. (1) Choose T, = x, rz = x -1 for any integer x with 2 ,i x < n; then Q(r,, Q= (x -1)(x -2). so $(r,, i"l)-t fl -1 = (x -1)(x -2)+-x -1, Q(r,, ti)+ n + rl -r1 -1 = (x -1)(x -2)+ n. Theorem 4.1 gives us (2) Choose rI = 2x. r, = x, r3 =x -1 for any integer x with 2 B x G n/2; then $( rl, t-2, a> = $J( Y?, r3) = (X -l)( x -2) and Theorem 4.1 gives us Now let x be any integer with 2 6 x 6 n/2; then x -1~ 2x -1 < n =S n + x -1, so the above two exponent sets overlap. Comhining these two exponent sets, we get
for all integers x with 2 < x 6 n/Z, Now x 6 t1/2 also implies (X -1)3 Q (X 2)" + n so the intervals [(x -2)2,. . . ,( x -2)' + n] and [(x -l)", . . . ,( x -1)" + n ] oierlap for all 2 < x < n/Z. Take i = 2 , ,. Proof. Figure 5 is the picture of G.
Note that L(G) = { n -2, n -1, n}, so G is primitive. Also +(n-2,n-l,n)= ( 1 q (n -2) for even n by Robert's formula [see Section 2, Equation (2.1)]. Let N(n -2, n -1, n) denote the set of all integers which are representable as a nonnegative linear combination of n -2, n -1, n with integer coefficients. The following two properties of N(n -2, n -1, n) are useful: ~(n-2,n-l,n)-(n-2),...,~(n-2,n-l,n)-2]ZN(n-2,n  -1, n) .
Weknowthat +=+(n-2,n-l,n)EN=N(n-2,n-l,n)and+-1 E N by the definition of +(n -2, rz -1, n). Now @-(n-2)=
( 1 q (n-2); if 0 6 a < n -4, write a = 2k + c, where c = 0 or 1 and k > 0. We can show now k+cd(n-4)/2:
If c=O, then k+c=k=a/2<(n-4)/2. If c=l, then a is odd, but n -4 is even, so a + 1~ n -4: Then k + c = k + 1 = (a -1)/2 + 1 = (a + 1)/2 < (n -4)/2. So cp-(n-2)+a= (n-2)+k(n-2)+c(n-2)+2k+c = q-k-c)(n-2)+kn+c(n-1) ( EN(n-2,n-l,n) for all 0 < a < n -4. This proves (i).
(ii) Let a,m>O be integers with ma$(n-2,n-l,n)-n+a+l. TheneithermEa+N(n-2,n-l,n)ormE(a-l)+N(n-2,n-l,n).
To prove (ii), note that if m # $I -t a -2, then m > $I -n + a + 1 =$ m -(a -l)> + -(n -2), b u m#@+a-2 means m-(a-1)2+-1. So m t -(a-l)EN(n-2,n_l,n)byproperty(i).
If m=$+a-2, then m-a = C$ -2, so m -a E N(n -2, n -1, n) by property (i). This proves property (ii). Now we use properties (i) and (ii) to prove y(G) = $(n -2, n -1, n)+ i -1. First note that if o is any vertex # 2, i + 1, then u belongs to every circuit. Hence any walk in G with length > 0 must meet every circuit of G. Also note that any ordered pair of vertices x, y must be in one of the following two cases:
Case 1: x f y and there is only one elementary path from x to y. Case 2: There exist two walks from x to y with lengths a and a -1, respectively, for some a with 1~ a Q n. (Note that the case x = y is already included in Case 2.) If x, y are in Case 2, we see that any integer m E a + N( n -2, n -1, n) or m E (a -l)+ N( n -2, n -1, n) is the length of some walk from x to y. So by property (ii) above we have y(x, y)< +(n -2, n -1, n)-n + a + 1~ G(n -2, n -1, n)+ 1. If x, y are in Case 1, we see that y(x, y) = d(x, Y)+ +(n -2, n -1, n). But in Case 1, we have d(x, y) < d(2, i + 1) or d(x, y) < d(i + 1,2) and 42, i + 1) = i -1, d(i + 1,2) = n -i + 1. The hypothesis i > n/2 + 1 now means d (2, i + 1) > d(i + 1,2) . So y(G)=maxy(x,y)=y(2,i+l)=+(n-2,n-l,n)+i-1. The case n = 2 is trivial. So we assume n >, 4. Lemma 6.2 gives us +(n-2,n-l,n)+i ,..., +(n-2,n-l,n)+n-2 I GE,, and Theorem 4.1 gives us [+(n-2,n-l,n)+n--I,..., +(n-2,n-l,n)+n]CE,.
Combining these two results and noting that
gives the desired result. Proof. Take rr = n -1, rz = (n -2)/2, and use Theorem 4.1. Note that gcd(r,,r,j= 1 and So Theorem 4.1 gives us 2 2 = n -in+4,n -in+6 ME,.
1
Combining this with Corollary 6.1, we get Theorem 6.1. W
For the case where n is odd, we need a few number theoretical results:
LEMMA 6.3. Let P,, P2,. . . , Pi, . . . be the infinite sequence of all prime numbers of the form 4k +3. Then the following inequality holds for all sufficiently large 1:
Proof
J&t 7~Jx) be the number of primes < x which are of the form 4 k + 3. By a theorem from analytic number theory, we know that 44 x1% 1 x -= 1. --2 logx Hence 7rJ2x) > ns(x) if x is sufficiently large. This means P,+ 1 < 2P, if 1 is sufficiently large. So for all sufficiently large 1, we have Pi"f 1 6 4P," G 4 Pr. 2P,_, = 8P,P,_,. Hence (i) P s 3 (mod4), (ii) (P -l)( P + 3)/4 > 19, (iii) (P -l)( P + 5)/4 < 12 -3, (iv) P f j(2n -l), (v) n z (P + 1)/2 (mod P).
First note that (iii) always implies (iv), so we need only check (i),(ii),(iii), (v) .
By the choice of L we know that for aII 2 > L we have P,,, +2 Q 1/2P,P, . . . Pr -1 (Lemma 6.3). We will prove that for all n satisfying n > ( P3 P4 . . . PIA + 1)/2, there correspondingly exists some prime number P satisfying (i)-(v). In the sequence { P3, P4,. . . , Pi, . . I } of aII the prime numbers of the form 4k -I-3 starting from 11, let P[+ I be the first term such that ng w(mod P,+I); take P = PI+I. Then (i),(ii),(v) follow easily from the choice of P. For (iii) we consider two cases:
Case 1: 1 G L. Then P = P,+I < PL+l. So P +2 < PI,+1 +2 < BP,P,*. . PL -1 < dm, which implies ( p -l)( p + 5)/4 Q n -3. So (iii) follows.
Case2: l>L. Notethat n=(Pi+1)/2(modP,)foraIli=3,...,Z.So n=(P,P,*.
. Pl f 1)/2 (mod Pi) for ah i = 3,. . . , 1. But P3, P4 For this we can take r,= n -2 and r2 = (n -1)/2; then use Theorem 4.1.
[(n2-3n -4)/2,..., ( n2 -2n -21)/2] c E, for all odd numbers n >, 13.
Case 1: n = 1 (mod4). Then gcd(( n + 1)/2, n -3) = 1. We can take ri = n -3 and r, = (n + 1)/2; then use Theorem 4.1, which gives [(n2 -3n -4)/2,. . . , (n2 -2n -5)/2] c E,, more exponents than in (b). Case 2: n = 3 (mod4).
Then gcd(( n + 3)/2, n -5) = 1. We can take ri = n -5 and r2 = (n + 3)/2. Then ri >, r2, since n > 13. Then In this section we give a necessary and sufficient condition for an odd integer n > 11 to satisfy [( rr2 -4 n + 9)/2,. , . , ( n2 -2n + 3)/2] c E,, and use this to find a counterexample to Lewin and Vitek's conjecture for n = 11. In order to prove this, we need several upper bounds for d,(c,(x, y) and Q(r,,.*.,rx). So P(x, y) meets a circuit C,_, of length 1;_i and P(x, y)~ Ci_ I meets every circuit; hence we have d LcG, (x,y)dn+rj_l-rj-l.
Combine (a),(b),(c). We get d,,,,(x, y)< n -l+max,S,6A(r,_, -r,) for all x, y E V(G). This proves (i).
(ii): If d(x, y) > n -rl, then P(x, y) meets some circuit C of length rl. C meets every other circuit, since r, + rA > n, so P(x, y)U C is a walk from x to y which meets every circuit, so in this case d,,,,( x, y) < d( x, y )+ ri < n + rl -1. Now if d(x, y) < n -rl -1, let Cj be any circuit passing through x; then ri + rx > n implies Cj meets some circuit C ' of length ri, and C' meets every other circuit. So P( x, y)U Cj U C is a walk from x to y which meets every circuit. So in this case
d,,(G)(X,~)dd(X,~)+rj+
r,<n--ri-l+rj+rl=n+rj-l<n+ri-1.
(iii): Let D be any circuit passing through x; let rj be the length of D. If D meets every other circuit, then d,(,,(x, y)< d(x, y)+ rj 6 n -1+ rj. On the other hand, if there exists some other circuit F (with length r,, say) which is disjoint from D, then D U F meets every other circuit, since 3r, > n. Take a walk from r to some vertex z in F with length Q n -r,, add the circuits D at x and F at z, and take a path from z to y; we get This completes the proof of Lemma 7.1. Let r, > r, > . . . > rA be the set of positive integers with gcd(r,, . . . , rA) = 1. We call {rr,..., rA) a reduced set if there exists some index i such that 'A>**.> ri+r are all multiples of r, and q, . . . , r, are all nonnegative integral combinations of r, and ri. It is clear that if { r,, . . . , rh} is a reduced set, then G(Ti,..., r,,) = $(ri, r,,). Vitek in [9] proved the following:
THEOREM. Zf r1 > rz > . . . >rA with gcd(r,,r, ,..., rx)=l and X>3,  andif {rl,..., rx} is not a reduced set, then $(rl,..., r,,)< [&rJ(r, -2) .
We also need an upper bound for +( rl,. . . , rA) in the following special cases:
LEMMA 7.2. Zf n is an odd number and n >, 11, then: (i) Zf { rl, r,, r3} = {n, n -2, n -3}, then @(rI, rz, r3) 6 (n" -6n + 13)/2.
(ii) Zf {r,,r,,r,)={n,n-l,n-3}, then +(r,,r,,r3)<(n2-6n+ 13)/2.
Note here that n2-6n+l3 n2-5n+6 = 2 2 -(y-2)=[+r,l(r,-2)-(y-2).
Proof
Since n >, 11, { rl, r2, r3 } is not a reduced set. By the above Vitek's theorem, we already know that +(r,,r2,r3)< [+(n -3)](n -2)=(n2-5n + 6)/2 (note that n is odd). So we only need to check for every integer a with 0 < a < (n -3)/2 -2, that (n -3)(n -2)/2 -a is a nonnegative integral combination of r,, r,, r3. (i): If { rI, r,, r3} = {n, n -2, n -3}, then i(n -3)(n -2)-a = (b(n -3) -a)(n -2)+ a(n -3).
(ii): If { rl, r,, r3} = {n, n -1, n -3}, first note that 2(n -2) = (n -1)+ (n -3) and 3( n -2) = n + 2(n -3), and if x is any integer > 2, then I = 2y +3z for some nonnegative integers y and z, since +(2,3) = 2. So X(n-2)=(2y+3n)(n-2)=y.2(n-2)+z.3(n-2)
=y.(n-l+n-3)+z{n+2(n-3))
is a nonnegative integral combination of n, n -1, n -3. Now $(n -3)(n -2)-a={f(n-3)-a}(n-2)+a(n-3)=t(n-2)+a(n-3), where t = 4 (n -3) -u 2 2 by the choice of a. So t( n -2) is a nonnegative integral combination of n, n -1, n -3. This completes the proof of Lemma 7.2. n THEOREM 7.1. Zf n is an odd number > 11, and if G is a primitive graphwithnverticesandL (G)={r,,. ..,rA} withA butL(G)#{n,n -l,(n -1)/2}, then y(G)<(n2 -3n +6)/2.
Proof. We divide the proof into the following seven cases:
Case I. If s=rh<(n-5)/2, then y(G)<n++(n-2)<(n2-5n+10)/2 Q (n2 -3n +6)/2. (a) If rA_, > (n +3)/2, then r, + rx-, > n. By Vitek's theorem +( ri, . . , , rh) = cp(r,, rx) for some i, since {ri,..., r,, } is a reduced set. We also know that all rj's are nonnegative integral linear combinations of I; and rA. But r, + r, > rA_ 1 + rA > n > rj, so ail rj's except ri are multiples of r,. So we have Subcase 6.4. L(G) = { n, n -1, n -3); same proof as Subcase 6.3.
by Lemma 7.1(i), and Cuse7. rA=n-2. TheonlypossibilityisL(G)={n,n-l,n-2}.Then by Lemma 7.1(i), we have d(rl,...,rh)< n -l+max,Ci.X(ri_I-r,)= n and $(r,,..., rx)=+(n,n--l,n-2)= [ 1 9 (n-2) = (n -3)(n -2) = n2 -5n +6 2 2
by Roberts [8] . So
.., rk)+Q(rI ,..., rA)<n+ n2-in+6
This completes the proof of Theorem 7.1.
n Now we consider the exceptional case in Theorem 7.1, namely, the case where L(G)= { n, n -l,(n -1)/2}. LEMMA 7.3. Let n > 7 be an odd number, G be a primitive graph with n vertices, and L(G)= { rl, rz, r3} where r1 = n, rz = n -1, r, = (n -1)/2. Then Proof.
Note that this lemma is in some sense the converse of Theorem 4.1 [in the special case where L(G) = { n, n -1, (n -1)/2}]. Also note that r, = 2r,, so So the above inequality is actually the inequality ( n2 -2n + 1)/2 < y(G) < ( nz -2n + 3)/2.
Note that we only need the lower bound y(G) > ( n2 -2n + 1)/2 in the proof of Theorem 7.2 below. The upper bound part is not needed in the rest of this paper.
(a) First we prove y(G) < +(r,, rz, r3)+ n + rl -rz -1= $(ri, r,, ra)+ n. For this it will suffice to show y(x, y) < +(ri, r,, ro)+ n for all X, y E V(G).
If x = y, we take the closed path along the Hamiltonian circuit of length n from x to X. We get d,(,,( x, x) < n, so Y(X, x) < 9(r,, rz> r3)+ d,&, x) < +(ri> 5, rs)+ 72. If x # y, then any circuit of length n -1 contains either x or y. Let P(x, y) be the shortest path from x to y with length d(x, y). Notice that we have the following two facts:
(1) Every integer of the form d(x, y)+a,n + az(n -l)+ us(n -1)/2 with a, > 0 or a2 > 0 is the length of some walk from x to y.
(2) Every integer m B +( n, n -1, (n -1)/2) can be written as m = u,n + u2(n -l)+ us(n -1)/2 with either a, > 0 or a2 > 0.
Fact (1) is true because we can add a Hamiltonian circuit to P(x, y) or add a circuit of length n -1 (at one of the vertices x and y) to P(x, y); then the new walk will meet every other circuit. Fact (2) Now it is clear that facts (1) and (2) imply that y( X, y ) =$ $( n, n -1, (n -1)/2) + d( x, y) < +( n, n -1, (n -1)/2)+ n -1. Combining this with the case x = y, we get y(G) 6 +(r,, r2, rs)+ n = $(rl, r2, r+)+ n + rl -G_ -1.
(b) Next we prove y(G) > +(ri, r,, rs)+ rl -1 = cp(rl, r,, rs)+ n -1. Label the vertices of G so that C = (12.. . nl) is a Hamiltonian circuit of G. We claim that there is some i E { 1, . . . , n } such that (i, i + 2) is an arc of G (read the integers mod n), i.e. G contains a subgraph isomorphic to the graph D in Figure 6 . Suppose not; then (i, j) can possibly be an arc of G only when j -i = 1 or j -i = (n + 3)/2 (mod n ), since ( j, j + 1,. . . , i, j ) is a circuit of length = i -j + 1 (mod n), which is either equal to rs = (n -1)/2 or equal to r1 = n. Let C'= (tit,. . . t, _ It,) be an elementary circuit of length n -1; then for k = 1 2 , ,***1 n-l, wehave tk+l-tk=10r(n+3)/2(modn)(ifwe agree that t,, = tl). Suppose tk+l -t, = 1 for k E S,, n-t3
FIG. 6.
where SitiS,= {1,2,..., n -l}. Let (S,I = h and IS,1 = n -1 -h; then
because C ' is a closed path. So
h-2=O(modn); but 0 < h G n -1, so we have h = 2. Now we may assume t, + 1 -t,=(n+3)/2(modn)and 
Because C'=(t,t,...t,_, 1 t ) is an elementary circuit, no vertex can be repeated except t,, so ti -tj g 0 (mod n) if i f j. Hence (a -I)+ { b -(a + l)}+(n+3)/2<n-1; otherwise we could find l<i<j<b such that t.-ti=O(modn).
From this we get b<(n-1)/2. Similarly n-(b+l)+ i b -(a + l)} + (n + 3)/2 < n -1, so a 2 (n + 1)/2. This contradicts the fact a < b. So G must contain a subgraph which is isomorphic to the graph D in Figure 6 . Now look at the graph D in Figure 6 . We claim either d( z, y) = n -1 or d(y, X) = n -1 in G. If not, d( z, y) < n -1 and d(y, x) < n -1; then d(z, y) = n -2 or (n -3)/2 and d(y, x) = n -2 or (n -3)/2, since L(G) = {n,n-l,(n-1)/2}.
H ence we get a walk from x to x of length (n -2)+(n -2) or n -2+(n -3)/2 or (n -3)/2+(n -3)/2. Add the arc (x, z) to this walk; we get a closed walk from x to z of length 2n -3 or (3n -5)/2 or n -2, which are respectively 4. (n -1)/2 -1,3. (n -1)/2 -1, and 2.(n -1)/2 -1. It is easy to see that none of them is of the form a . (n -1)/2 + bn for nonnegative integers a, b, because for u = 2,3,4,
and n>,7means n-3-uaO.Now+(n,(n-1)/2)-lisnotoftheform a(n -1)/2-t bn; so u(n -1)/2 -1 is not of that form. This is a contradiction, because the length of every closed walk must be of the form a( n -1)/2 +bn. So we have d(z,y)=n-1 or d(y,x)=n-1. Say d(x,y)=n-1; then every elementary path from z to y has length n -1. It follows that every walk from z to y has length of the form d(z, y)+ a(n -1)/2 + bn = n -1 + a(n -1)/2 + bn, because every walk can be obtained by adding elementary circuits to some elementary path. So y( z, y) = $( n, (n -1)/2)+ n -1 = $(ri, r,, rs)+ n -1. So
This completes the proof of Lemma 7.3. n Now we want to find the necessary and sufficient condition for an odd integern>,11tosatisfy [(n2-4n-9 )/2,...,(n2-2n+3)/2]cE,.Bytaking {ri,rz}={n-2,(n-1)/2} d an using Theorem 4.1, we have [(n' -4n -t 3)/2,. . . , (d -3n +4)/2] c E,. By taking { ri, r,, rs} = {n, n -1, n -2) andusingTheorem4.1,wehave[(n2-3n+4)/2,...,(n2-3n+6)/2]~E,. Combine these two results, we have [( n2 -4 n + 9)/2,. . . , ( n2 -3n + 6)/2] c E,. By taking {rirr2,r3} = {n,n -l,(n -1)/2} we have [(n"-2n + 1)/2,..., (n2 -2n +3)/2] c E,, so n2-4n+9 n2-2n+3 n2-2n-1 2 >*.., 2 ,***, 2 1 GE".
Theorem 7.2 wilI give a number theoretical criterion for an integer m E [(n" -3n +8)/2,..., ( n2 -2n -1)/2] to satisfy m E E,.
First we quote the following result by Lewin and Vitek: THEOREM [7] . Let G be a primitive graph with n vertices. Suppose that L (G)=(r,,r, Proof. The sufficiency follows from Theorem 4.1, so we only need to show the necessity. If m E E,, then m = y(G) for some primitive graph G with n vertices. Suppose L(G) = { rl, . . . , r, }; then by Theorem 7.1 and Lemma 7.3, we must have X = 2, so L(G) = { rl, rz} for some positive integers r, and rs satisfying n > r, > r, and gcd(r,, rs) = 1. Using the previous theorem of Lewin and Vitek and noting that y(G) = m > ( n2 -3n + 8)/2 with n > 11 means y(G) > ( n2 + 2n + 1)/4 and y(G) > 2n -2, we get the necessity of Theorem 7.2. Proof. (n2 -3n +8)/2 = 48, (n2 -2n -1)/2 = 49, so (n2 -3n +8)/2 < 48 Q (n2 -2n -1)/2. We claim that for any pair of integers rl, r2 with n>r,>r, and gcd(r,,r,)=l, 48g[9(rI,rz)+rI-l,...,+(r,,rz)+n+rl-rz -11. We can see this by considering the following cases: (a) rz < 4: Q(rl, r2)+ n + rl -r, -1= (ri -2)r, + n < 47. (b) rz = 5, r, < 9: +(r,, r2)+ n + r, -r2 -1 = (ri -2)r, + n < 46. (c) r2 = 5, r, = 11: @(rl, r2)+ r, -1 = (ri -l)r, > 50. (f) r, b 7: then rl > r2 + 12 8, so $(r,, r2)+ rl -1 = (ri -l)rs > 49
So 48 4 E,, by Theorem 7.2. Thus in the case when n = 11, not e\ ery integer below [ 4 wn] + 1 is an exponent of some n X n primitive matrix. H
