ABSTRACT. The reliability of precision GNSS positioning primarily depends on correct carrier-phase ambiguity resolution. An optimal estimation and correct validation of ambiguities necessitates a proper definition of mathematical positioning model. Of particular importance in the model definition is the taking into account of the atmospheric errors (ionospheric and tropospheric refraction) as well as orbital errors. The use of the network of reference stations in kinematic positioning, known as Network-based Real-Time Kinematic (Network RTK) solution, facilitates the modeling of such errors and their incorporation, in the form of correction terms, into the functional description of positioning model. Lowered accuracy of corrections, especially during atmospheric disturbances, results in the occurrence of unaccounted biases, the so-called residual errors. The taking into account of such errors in Network RTK positioning model is possible by incorporating the accuracy characteristics of the correction terms into the stochastic model of observations. In this paper we investigate the impact of the expansion of the stochastic model to include correction term variances on the reliability of the model solution. In particular the results of instantaneous solution that only utilizes a single epoch of GPS observations, is analyzed. Such a solution mode due to the low number of degrees of freedom is very sensitive to an inappropriate mathematical model definition. Thus the high level of the solution reliability is very difficult to achieve. Numerical tests performed for a test network located in mountain area during ionospheric disturbances allows to verify the described method for the poor measurement conditions. The results of the ambiguity resolution as well as the rover positioning accuracy shows that the proposed method of stochastic modeling can increase the reliability of instantaneous Network RTK performance.
INTRODUCTION
The real-time kinematic positioning method using observations as well as corrections provided by a Ground-Based Augmentation System (GBAS), known as the Network RTK technique, is presently the most commonly utilized method of precision GNSS positioning (Rizos, 2002; Lachapelle and Alves, 2002; Rizos and Han, 2003) . Use of a GBAS consisting of a network of reference stations makes possible the determination of ionospheric and geometric (i.e. tropospheric and orbital) network corrections, the so-called correction terms, that guarantee the effective mitigation of spatially correlated errors of GNSS observation. Determining correction terms necessitates the centralized preprocessing of data from the reference stations, know as the network solution. Moreover, in addition to errors mitigation, a very important benefit stemming from the network solution is the possibility of additional control over data from the reference stations with respect to: (i) the quality of GNSS observations, (ii) the stability of the reference frame, and (iii) the accuracy of defined corrections. This results in the Network RTK method being currently the most accurate and reliable method for relative GNSS positioning in real-time.
The reliability of a rover position determined on the basis of carrier-phase GNSS observations may be defined as the resultant of two parameters: solution availability and accuracy. Solution availability describes the possibility of achieving the correct carrierphase ambiguity resolution -i.e. a correct integer estimation of those parameters as well as their acceptance in the validation test. It is only when the ambiguity estimation can be considered valid that the rover solution is a precision solution, known as fixed baseline solution. If not, the ambiguities are assumed as a real-valued and the positioning model solution, the so-called float solution, is an uncertain solution. Such solution type in precise geodetic applications is rejected as being unacceptable and making the rover solution unavailable. This definition of solution availability differs from the accepted definition of this parameter understood in the context of availability of navigation system defined as the ability of the system to provide usable service within the specified coverage area (Booz-Allen and Hamilton, 1996) . Solution availability primarily reflects the correctness of the positioning model definition, while system availability is a function of both the physical parameters of the signal propagation center and technical capabilities of transmitter facilities (Hein, 2000) . Thus, solution availability is only possible in the case of system availability. As a quantitative parameter, solution availability may be defined on the basis of solution results as the ratio of the number of solutions for which correct ambiguity resolutions were obtained to the total number of solutions for the given period or as a parameter describing the potential probability of correct fixing of ambiguities for the given solution (epoch) -i.e. Ambiguity Resolution Success Rate (Teunissen, 1998) or Probability of Correct Fix (O'Keefe et al., 2006) . The solution accuracy describes the accuracy of the rover position estimated for fixed baseline solution and its value can by determined on the basis of position variance estimations or the standard deviation for the given set of solutions.
High level availability and accuracy of Network RTK performance can only be achieved in case of appropriately high strength of GNSS model, which depends on the resultant of the following parameters (Verhagen et al., 2012) : satellite geometry, number of observation epochs, number of frequencies, levels of measurement noise, baseline length, and the uncertainty of the applied ionospheric and geometric corrections. Decreasing the number of observed epochs, especially in single system solutions, results in a weakening of model strength, making correct solutions very difficult to achieve or even making them unavailable.
It is the instantaneous positioning mode that is particularly sensitive in this respect as it only uses single epoch observations. In this mode the solution for every epoch is performed as an independent solution, both for ambiguity resolution and position estimation. Such an approach is particularly desirable in real time applications in light of the minimizing of data acquisition time, which in the case of a kinematic solution is a prerequisite (Odijk, 2001) . Additional benefits from instantaneous solution stem from the insensitivity of this method to carrier phase cycle-slips. On the other hand, the small number of degrees of freedom of the instantaneous model results that the ability to detect the model error is limited. This is particularly visible during disturbances in the measurement wave propagation center e.g. ionospheric disturbances or weather fronts. These disturbances can degrade the accuracy of the determined correction terms, resulting in the occurrence of observation biases that are not taken into account by the positioning model, the so-called residual errors. The proper incorporation of such errors in the mathematical model is prerequisite to the optimum estimation of variables.
Existing methods of taking accounting for the residual errors in the stochastic positioning model cannot be fully utilized in the case of an instantaneous solution. These methods may be subdivided into three groups: (i) methods utilizing a priori assumed values of ionospheric and tropospheric residual error in the form of weighed parameters or stochastic constraints (Odijk, 2001; Musa et al., 2003 Musa et al., , 2004 Grejner-Brzezinska et al., 2004; Wielgosz et al., 2005) ; (ii) methods for estimating their values based on the residuals of observations from previous epochs (Han, 1997; Wang et al., 2005) ; (iii) methods taking advantage of monitoring stations for estimating residual error values (Odijk, 2000) . The assumption of a priori values of residual errors in method (i) does not allow to capture the instantaneous current state of the atmosphere, which is critically important in real time applications. The correct estimation of residual errors in the case of method (ii) requires multi-epoch solutions. In effect, it puts limits on the main advantages of instantaneous positioning by sensitizing it to signal loss-of-lock and causing a delay needed for initialization or reinitialization. Utilization of reference stations as stations monitoring the precision of ionospheric and geometric corrections (iii) facilitates the estimation of residual errors that are current for the given epoch, which predisposes this method for instantaneous solutions. However, the exclusion of the monitoring stations from the network solution results in an increase in distances between reference stations used for determining network corrections Wanninger, 2004 ). An additional fault is the need to use the set of monitoring stations in order to find the relation between residual errors and baseline length (Odijk, 2000) . In effect, such a solution may prove problematic from the point of view of both correction estimation accuracy and economic issues.
In this paper a different approach to account for the residual errors within the stochastic model is presented. This approach based on the assumption that residual errors of observations remaining after applying network corrections can be described using the variances of those corrections. As a results, it is possible to utilize correction terms variances in the stochastic modeling of the observations. The determination of the correction variances directly in the network solution together with the corrections allows to capture the current residual error values on the basis of observations from single epoch. This predisposes such an approach for application in instantaneous Network RTK positioning. The successive sections of this paper present the proposed stochastic model, called the Network-Based Stochastic Model (NBSM). Specifically, a way for defining a variance-covariance matrix of observations for this model (Sect. 2) as well as its application (Sect. 3) will be described in detail. The results of application of the Network-Based Stochastic Model to instantaneous Network RTK positioning, presented in Sect. 4, allow to describe the influence of the accuracy characteristics of the correction terms on the reliability of model solution. The last part of this paper (Sect. 5) contains a summary of presented analyses.
NETWORK RTK POSITIONING MODEL
The functional model describes the deterministic relationship between observations and variables. It may be assumed that for instantaneous Network RTK positioning, the optimal from the point of view of reliability of parameter estimates is the position model (the Geometry-Based Model) utilizing double-differenced (DD) original phase and code observations (not their linear combinations), where ionospheric and tropospheric delays are introduced a priori as known values in the form of network corrections Odijk, 2008; Takasu and Yasuda, 2010) . The linearized observation equation for this model is given by:
where y is the vector of DD phase and code measurements, ρ 0 is the vector of computed for approximate user position DD satellite-receiver ranges, x is the vector of unknown rover position increments and N the vector of unknown integer-valued DD ambiguity parameters, A and B are design matrices for position parameters of rover and ambiguities respectively and e is vector of observation errors. Vector δy contains DD ionospheric and geometric correction terms and D δ is design matrix to model inter-frequency dependence of correction terms. Denoting observed-minus-computed vector as l, in the form of:
the functional description of positioning model is presented by the following formula:
where E{·} denotes the expectation operator and u and n are the numbers of position parameters and DD ambiguities. The stochastic model, which describes the stochastic properties of observations, supplements the functional model. Incorporating residual error characteristics into the stochastic description of observations in the form of correction variance, results in the expansion of the variance-covariance observation matrix to include a correction error matrix. The schematic description of the Network-Based Stochastic Model is presented by the following equation:
where C l is the variance-covariance matrix of observations, the variance-covariance matrix C ε describes the observations noise characteristic and the variance-covariance matrix C δ the stochastic properties of correction terms. D{·} denotes the dispersion operator. Depending on assumptions, the characteristics of measurement noise should take into account the impact on observation variance and covariance of such factors as: elevation dependency, cross-correlation, and time correlation (Tiberius et al., 1999) . However, the independence of each solutions in instantaneous mode results in that the time correlation may be neglected (Han, 1997) . The methods for stochastic modeling the remaining components of the variance-covariance matrix of observation noise which were applied in the numerical tests are presented in Sect. 3.
Application the double-differenced observations in the mathematical model results in that the stochastic model of such observations should take into account the differentiation of the observation. Assuming the matrix C 0 describes the noise characteristic of the undifferenced observations from a single receiver and C Δ the noise characteristic of the single-differenced observations, its relevant variance-covariance matrix for doubledifferenced observations takes (for identical precision characteristics and similar elevation angles for the given satellite for both receivers), according to the propagation law of variances, on the form of (Takasu and Yasuda, 2010) :
where D Δ is the single-differencing block diagonal matrix for all observations (containing single-differencing matrices D for the given type of observation).
Determining variance of corrections based on the network solution results in the variance estimation being performed independently for ionospheric and geometric corrections for each observation (for each satellite or for each double-difference). As to the modeling of DD ionospheric refraction for L1 frequency and geometric (non-dispersive) errors (Dai et al., 2003) , variance estimations for the master reference station-rover station baseline may be grouped in the following matrix:
whereσ 2 is estimation of a correction variance, subscripts δI and δG denote ionospheric and geometric biases and superscripts j and 1, 2, . . . , k denote the reference satellite and other satellites, respectively. The correction variance matrix of all observations is expressed as follows:
The detailed form of the variance-covariance matrix of observations in the NetworkBased Stochastic Model for dual-frequency phase (L 1 , L 2 ) and code (P 1 , P 2 ) GNSS observations that takes into account cross-correlation between frequencies f 1 and f 2 of the given type of observation (as found in the C L 1 L 2 and C P 1 P 2 matrices) is presented, according to the formula (4), by the following equation:
It should be additionally stressed that the proposed Network-Based Stochastic Model assumes zero values in the cross-correlation between corrections of the given type for individual observations and between different types of corrections (ionospheric and geometric). This is a simplified approach because the use of linear combinations of double-differenced observations to separate dispersive and non-dispersive errors results in the correlation of individual corrections. However, taking this influence into consideration is coupled with the decomposition of the estimated correction variance from double-differenced to zerodifferenced form. This decomposition requires the acceptance of additional assumptions and may result in additional errors in the stochastic model that are difficult to estimate.
From the point of view of classification of GNSS models, the model described by Eq. (3) and (4) is the Ionosphere-Weighted Troposphere-Weighted Model, while neglecting the correction errors (C δ ) in Eq. (4) makes this into the Ionosphere-Fixed TroposphereFixed Model (Teunissen, 1997; Odijk, 2000; Verhagen, 2005) . Further on in this paper, a comparative analysis of the solutions to both models for the test data -the Fixed Model and Weighted Model utilizing the Network-Based Stochastic Model -is presented. Differences in the results of the solutions of the compared models allow to estimate the influence of stochastic properties of correction terms on the reliability of instantaneous Network RTK positioning.
APPLICATION PARAMETERS AND SOLUTION ALGORITHM
A key role in the implementation of the Network-Based Stochastic Model in the given positioning application is played by the choice of the method of correction terms errors estimation. The method is determined by the interpolation model for distance-dependent errors utilized in the network solution. A commonly used spatial interpolation methods for modeling the ionospheric refraction and geometric errors may be divided into two groups (Al-Shaery et al., 2011): (i) the deterministic methods (e.g. Distance-Based Linear Interpolation Method (Gao et al., 1997) , Linear Combination Model (Han and Rizos, 1996, 1997) , Linear Interpolation Method (Wanninger, 1995) , Low-Order Surface Model (Fotopoulos and Cannon, 2001) ) and (ii) the geostatistical methods (e.g. Least-Squares Collocation Method (Marel, 1998; Raquet, 1998) , Ordinary Kriging Method (Wielgosz et al., 2003; Al-Shaery et al., 2011) ). From among these models, only Distance-Based Linear Interpolation Method does not allow the defining of the predicted values errors. The remaining models in the case of a redundancy of reference stations makes possible the estimation of correction variance, but the characteristics of spatial distribution of the variance estimations are varied. Assuming that the network correction errors for the reference station amount to zero and increase with the distance to the nearest station and that their spatial distribution for the area covered by the station network is continuous (Raquet, 1998; Landau et al., 2003 Landau et al., , 2007 , only geostatistical methods make possible the proper estimation of correction terms variance. On the basis of numerous comparisons of interpolation model applications in the network solution as presented in e.g. (Dai et al., 2004; Geisler, 2006; Próchniewicz, 2011; Al-Shaery et al., 2011) , the Ordinary Kriging Method (OKR) may be indicated as the optimal interpolation method for distancedependent errors in regional network, which is characterized as highly precise in determining correction and makes possible the proper estimation of their variance. Numerical tests on positioning model solutions as presented in this paper applied the OKR method, utilizing the gaussian theoretical variogram model. Detailed information relating to the application of the OKR model in network solutions is presented in e.g. (Wielgosz et al., 2003; Al-Shaery et al., 2010 , 2011 .
The solving of the instantaneous Network RTK positioning model is performed in three steps (Teunissen, 1993) : (i) float solution, (ii) ambiguity resolution, and (iii) fixed baseline solution. An approximate solution is found in the first step (i) by rejecting the integer nature of the ambiguities. The objective function for the float solution is defined by the following equation:
with
The float estimation of the baseline components (x) and ambiguities (N) is performed using the unconstrained least-square estimation method.
In the successive step (ii), the integer ambiguity estimation is performed on the basis of the float solution (estimated real-valued ambiguities and their variance-covariance matrix CN ). This estimation is performed using the integer least-squares (ILS) method (Teunissen, 1993) . The objective function for the ILS method is defined as:
and its solution is obtained by using a sequential search for ambiguities in the integer search space. This paper applies the ILS estimation implementation in the form of the MLAMBDA method (Chang et al., 2005) , which is based on the modified LAMBDA method (Teunissen, 1993 (Teunissen, , 1995 De Jonge and Tiberius, 1996) . This method is the most effective implementation of ambiguity estimation (Hofmann-Wellenhof et al., 2008) , especially with respect to kinematic applications (Seeber, 2003) .
An important supplement of the ambiguity estimation step is the validation of the integer estimation. This validation on the basis of statistical tests utilizing observation residuals for float and fixed solutions makes possible to verify whether or not the estimated ambiguities may be consider valid (by using the so-called acceptance or integer test) as well as if more that one set of ambiguities pass the acceptance test whether the estimated ambiguities can be considered sufficiently more likely than other for the chosen level of significance α (the so-called discrimination test) (Euler and Schaffrin, 1991; Tiberius et al., 1997) . Ambiguity validation for the test data was carried out by using the following discrimination tests: the ratio test (R-ratio, T R ) (Euler and Schaffrin, 1991) , the F-ratio test (T F ) (Counselman and Abbot, 1989) , and the difference test (D-test, T D ) (Tiberius and De Jonge, 1995) . These tests work very well and provide the effective performance of validation, also when they are carried out without the acceptance test (Verhagen, 2004) . Definitions of the tests are given by:
where R i is the quadratic form of ambiguity residuals for the most likely (i = 1) and the second most likely (i = 2) integer candidate sets, computed as R i = N −Ň i 2 CN andΩ is the quadratic form of observation residuals for float solution:
The critical values of the tests (c R , c F and c D ) which were applied in the experiment are given in Table 1 In the last step (iii) of the solving of the positioning model, the final fix solution is computed by adjusting the unconstrained baseline solutions using the fixed ambiguity estimates. Finally, the position parameters as well as their accuracy characteristic are calculated as (Teunissen, 1995) 
Code variance σ
Table 1 presents the detailed parameters used in the application of models described in Sect. 2.
EXPERIMENT ANALYSIS
In order to define the influence of including accuracy characteristic of the correction terms in the stochastic model of observations on the reliability of instantaneous Network RTK solution results (especially the results of ambiguity estimation and validation as well as position estimation), the Fixed Model and Weighted Model were compared. Both of the compared models are based on the same functional description and only the stochastic descriptions are different, as it was presented in Sect. 2. It should be also noted that only the one difference in computational process of compared models lies in forming the variance-covariance matrix C l in float solution (9). The network used in the test is a fragment of Austrian regional network EPOSA (Echtzeit Positionierung Austria, http://www.eposa.at) supplemented with two stations (KIRC and WIND) of the local NetFocus network (Punktgenaues Echtzeit Positionierungsservice NetFocus, http://www.netfocus.at) (Fig. 1) . This network is characterized by significant differences in station elevation (up to 550 m), which may have an unfavorable impact on the modeling accuracy of tropospheric refraction. Moreover, the used data was collected on March 9, 2012 during a severe ionospheric disturbances -the maximum Kp index reached 8• (Bartels, 1957) . This makes it possible to test the proposed solutions subject to difficult measuring conditions, which significantly restrict the availability of instantaneous solution. Two reference stations (WIND and LIEZ) located within the area covered by the reference station network were excluded from the network solution and used as test stations (user stations). The various lengths of the test baselines between the master reference station (WEYE) and the user stations (29.9 km and 46.1 km) allows to analysis of dependence of solution results on distance to the reference station. In the test 12-hour observation session with an interval of 15 seconds and cut-off angle of 10
• was used.
The ionospheric and geometric corrections were determined using the OKR method. components of distance-dependent errors by using network corrections. The color black marks the DD ionospheric refraction (for L1) as well as geometric errors (following the elimination of the main part on the basis of the a prior model, see Table 1 ). The color gray denotes their residual values following application of correction terms. The level of ionospheric errors expressed through the RMS was reduced as a result of the application of corrections of approximately 60-70%. Also, the number of epochs for which ionospheric errors do not exceed ±5 cm threshold was increased from 54% to 96% for the WEYE-WIND baseline and from 27% to 92% for the WEYE-LIEZ. In the case of geometric errors, the reduction in the RMS error amounted to approximately 20%, while the number of epochs for which geometric errors did not exceed ±5 cm increased by approximately 5-10%. The RMS errors of observation residual errors remaining after the application of corrections are ±15 mm for both the ionospheric and geometric components of both test baselines, where a small dependency is visible in the level of the error and the length of the baseline for the ionospheric errors. Ambiguity estimations for the two compared models were performed in instantaneous mode independently for each epoch using the MLAMBDA method. Table 2 shows the results of the comparison of the ambiguity parameter estimations and the reference values calculated on the basis of known coordinates of the user stations. These results were presented in the form of the Ambiguity Estimation Success Rate (AESR) indicator calculated as the ratio of the number of correct solutions to the total number of solutions as well as the number of epochs characterized by the given result. are presented in a logarithmic scale, where solutions for which ambiguity was estimated incorrectly are marked by the symbol . The analysis of Table 2 and Fig. 4 and 5 shows that utilizing the accuracy characteristic of the correction terms in the NBSM increases the number of correct ambiguity estimation solutions of approximately 5-8% to a level of 98.9-99.9%. What is also particularly important, the incorrect ambiguity estimation for the Fixed Model were obtained for the epoch for which the residual errors exceed ±0.05-0.06 m (e.g., prior to 3:00 and after 9:00 UTC) -see Fig. 2 and 3. Correct ambiguity estimations for those epochs using the Weighted Model confirms that the way in which residual errors are taken into account in the stochastic model for instantaneous positioning as proposed in NBSM form is an effective method that increases the reliability of ambiguity estimations. Validation of ambiguity estimation for the test data was performed for three discrimination tests that assume various critical values (see Table 1 ). Validation results are presented in Table 3 in the form of: (i) the Ambiguity Resolution Success Rate (ARSR), which is the ratio of the number of solutions for which ambiguity was estimated correctly and accepted by the discrimination test to the total number of solutions, and (ii) the False Acceptance (FA) indicator presents the number of epochs for which incorrect ambiguity estimations were accepted by the test. Thus, the FA indicator described Type II errors whose probability of occurrence (β) defining the power of the test: 1 − β. The last column of Table 3 presents the ARSR for a hypothetical critical value of the test selected as a minimal value for which no Type II errors occur. Thus, this indicator defines the greatest possible effectiveness of solutions that can be achieved at 100% power of the validation test. This allows to compare a potential for solving tested models in conjunction with the validation tests. The analysis of Table 3 shows that using NBSM allows to increase the ARSR indicator in the case of all discrimination tests as used, where the difference amounts to approximately 15% for the R-ratio, 10% for the F-ratio, and 3% for the D-test. Also, the power of the validation tests for ambiguity solutions for the Weighted Model achieves a greater value as compared with the Fixed Model, which makes it possible to assume lower critical values in the test. Hence, differences in the maximum achievable ARSR for β = 0 amount to approximately 18% for the WEYE-WIND baseline and approximately 30% for the WEYE-LIEZ for R-ratio and F-ratio. In the case of the D-test, these differences reach approximately 55-80%. Also visible is a clear dependency between the effectiveness of the ambiguity resolution and the baseline length, but the difference in ARSR for both baselines is clearly smaller in the case of applying NBSM. In the last of the performed tests, position estimation results were compared for the fixed baseline solution for both models. Table 4 presents RMS, standard deviation and mean of the position residuals for individual components. The last column shows the level of reduction in RMS for individual components received for the solution applying NBSM as compared with the Fixed Model. Analysis of the results lead to the conclusion that use of the NBSM model makes possible a significant improvement in the precision of the estimated positions by approximately 30% for horizontal components, and approximately 20% for vertical component. The standard deviation of the estimated positions in the NBSM model does not exceed ±9 mm for dN, ±6 mm for dE, and ±18 mm for dU, which is an improvement with respect to the Fixed Model of approximately 3 mm for horizontal components and 8 mm for vertical component. Most of the estimated positions for NBSM fall within the ±3 cm range on the horizontal plane the ±5 cm for the vertical component, which is a very good result for the positioning of the instantaneous Network RTK. However, a clear dependence of the accuracy of the position estimation on length of the baseline as well as a certain bias for elevation components for both baselines and for the dE component for WEYE-WIND baseline can be noted. The reason behind this error may be lowered accuracy in the modeling of geometric errors in mountainous terrain or errors in the application of calibration models for receiver antennas.
CONCLUSIONS
The paper presents analyses relating to the influence of the stochastic characteristics of network correction terms on the reliability of instantaneous Network RTK performance. Assessments of this influence were defined on the basis of a comparison of two models performance: the Ionosphere-Weighted Troposphere-Weighted Model and the IonosphereFixed Troposphere-Fixed Model. The difference in the definition of the two models stems from the incorporation of ionospheric and geometric correction variances determined 
