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1. Введение
Рассмотрим задачу проверки простой гипотезы в случае однопараметрическо-
го семейства вероятностных распределений. Пусть имеются независимые наблюде-
ния X𝑛 = (𝑋1, . . . , 𝑋𝑛), каждое из которых принимает значения в произвольном
измеримом пространстве (𝒳 ,𝒜) и имеет неизвестную с точностью до параметра
𝜃 плотность 𝑝(𝑥, 𝜃) относительно некоторой 𝜎–конечной меры на 𝒜. Предполо-
жим, что неизвестный параметр 𝜃 принадлежит открытому множеству Θ ⊂ R1,
содержащему ноль. Обозначим через P𝑛,𝜃, E𝑛,𝜃 соответственно распределение и
математическое ожидание X𝑛, а через P𝜃,E𝜃 соответственно распределение и ма-
тематическое ожидание 𝑋1.
Пусть необходимо проверить простую гипотезу
H0 : 𝜃 = 0 (1.1)
против сложной альтернативы 𝜃 ̸= 0. В общем случае наилучшего (равномерно
наиболее мощного) критерия не существует, и поэтому рассматривется асимптоти-
ческий подход, при котором 𝑛 → ∞. Рассмотрим сначала простую альтернативу
вида (𝜃1 известно)
H1 : 𝜃 = 𝜃1 ̸= 0. (1.2)
1Работа выполнена при финансовой поддержке РФФИ (проект № 18-07-00252).
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Заметим, что точка 𝜃 = 0 в гипотезе H0 может быть заменена на любую фик-
сированную точку 𝜃0 ∈ Θ. Этот случай сводится к предыдущему с помощью
рассмотрения семейства плотностей вида 𝑝(𝑥, 𝜃0 + 𝜉), где 𝜉 принадлежит некото-
рой окрестности нуля. Согласно фундаментальной лемме Неймана – Пирсона (см.,
например, [5], теорема 3.2.1) наилучший (наиболее мощный) критерий основан на
логарифме отношения правдоподобия
Λ𝑛(𝜃) =
𝑛∑︁
𝑖=1
(︀
𝑙(𝑋𝑖, 𝜃) − 𝑙(𝑋𝑖, 0)
)︀
, (1.3)
где 𝑙(𝑥, 𝜃) = log 𝑝(𝑥, 𝜃), и отвергает гипотезу H0 в случае, если
Λ𝑛(𝜃1) > 𝑐𝛼(𝑛),
причем критическое значение 𝑐𝛼(𝑛) выбирается из условия
P𝑛,0(Λ𝑛(𝜃1) > 𝑐𝛼(𝑛)) = 𝛼, (1.4)
где 𝛼 ∈ (0, 1) – фиксированный уровень значимости, и для простоты предпо-
лагается непрерывность распределения Λ𝑛(𝜃1) при гипотезе H0, то есть считаем,
что
P𝑛,0
(︀
Λ𝑛(𝜃1) = 𝑐𝛼(𝑛)
)︀
= 0.
Далее предположим также, что существуют все необходимые моменты случайных
величин 𝑙(𝑋1, 𝜃) и все необходимые производные по 𝜃 функций 𝑙(𝑥, 𝜃).
Обозначим через
𝜇(𝜃) = E𝜃
(︀
𝑙(𝑋1, 𝜃1) − 𝑙(𝑋1, 0)
)︀
, (1.5)
𝜎2(𝜃) = D𝜃
(︀
𝑙(𝑋1, 𝜃1) − 𝑙(𝑋1, 0)
)︀
(1.6)
математическое ожидание и дисперсию случайных величин 𝑙(𝑋1, 𝜃1) − 𝑙(𝑋1, 0)
при распределении P𝜃.
Поскольку Λ𝑛(𝜃) есть сумма независимых одинаково распределенных случай-
ных величин, то согласно центральной предельной теореме имеем при 𝑛 → ∞
ℒ
(︂
Λ𝑛(𝜃1) − 𝑛𝜇(0)
𝜎(0)
√
𝑛
⃒⃒⃒
H0
)︂
→ 𝒩 (0, 1), (1.7)
где ℒ(𝑍 ⃒⃒ H𝑖) означает распределение 𝑍 при гипотезе H𝑖, 𝑖 = 0, 1, и 𝒩 (𝜇, 𝜎2)
– нормальный закон с параметрами 𝜇 и 𝜎2. Из соотношения (1.4) теперь следует
(поскольку сходимость функций распределения к нормальной функции распреде-
ления равномерна), что
𝑐𝛼(𝑛) =
√
𝑛 𝜎(0) 𝑢𝛼 + 𝑛𝜇(0) + o(1), (1.8)
где 𝑢𝛼 = Φ−1(1 − 𝛼) и Φ(𝑥) – функция распределения стандартного нормального
закона.
Обозначим через 𝛽*𝑛(𝜃1) мощность наилучшего критерия для проверки гипоте-
зы H0 против альтернативы H1 (см. (1.1), (1.2)), основанного на логарифме отно-
шения правдоподобия Λ𝑛(𝜃1), то есть
𝛽*𝑛(𝜃1) = P𝑛,𝜃1
(︀
Λ𝑛(𝜃1) > 𝑐𝛼(𝑛)
)︀
. (1.9)
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Покажем, что этот критерий состоятелен, то есть справедлив следующий хорошо
известный результат (см., например, [6], теорема 3.3.1). Приведем здесь короткое
доказательство этого факта, основанное на неравенстве Иенсена.
Лемма 1.1. Если 𝜎2(0) > 0, 𝜎2(𝜃1) > 0, то
𝛽*𝑛(𝜃1) → 1, 𝑛 → ∞.
Доказательство. Используя опять центральную предельную теорему, получаем
ℒ
(︂
Λ𝑛(𝜃1) − 𝑛𝜇(𝜃1)
𝜎(𝜃1)
√
𝑛
⃒⃒⃒
H1
)︂
→ 𝒩 (0, 1) (1.10)
и поэтому с учетом (1.8) для мощности 𝛽*𝑛(𝜃1) имеем представление
𝛽*𝑛(𝜃1) = P𝑛,𝜃1(Λ𝑛(𝜃1) > 𝑐𝛼(𝑛)) = 1 − Φ
(︂
𝑐𝛼(𝑛) − 𝑛𝜇(𝜃1)
𝜎(𝜃1)
√
𝑛
)︂
+ o(1) =
= Φ
(︂√
𝑛(𝜇(𝜃1) − 𝜇(0)) − 𝑢𝛼𝜎(0)
𝜎(𝜃1)
)︂
+ o(1). (1.11)
Применим теперь неравенство Иенсена (см., например, [3], теорема 4.7.5) к мате-
матическим ожиданиям 𝜇(𝜃1), 𝜇(0) (см.(1.5)), имеем
𝜇(0) = E0 log
𝑝(𝑋1, 𝜃1)
𝑝(𝑋1, 0)
≤ log E0 𝑝(𝑋1, 𝜃1)
𝑝(𝑋1, 0)
= 0,
𝜇(𝜃1) = E𝜃1 log
𝑝(𝑋1, 𝜃1)
𝑝(𝑋1, 0)
= −E𝜃1 log
𝑝(𝑋1, 0)
𝑝(𝑋1, 𝜃1)
≥ − log E𝜃1
𝑝(𝑋1, 0)
𝑝(𝑋1, 𝜃1)
= 0.
Из этих неравенств следует, что
√
𝑛
(︀
𝜇(𝜃1) − 𝜇(0)
)︀ → +∞, 𝑛 → ∞,
и поэтому в силу формулы (1.11) действительно
𝛽*𝑛(𝜃1) → 1, 𝑛 → ∞.
Факт стремления мощности 𝛽*𝑛(𝜃1) к единице, а точнее скорость сходимости к
единице, может быть использован для сравнения различных состоятельных кри-
териев (см., например, [6] и обзор, приведенный там). Однако мы здесь рассмот-
рим несколько иной, асимптотический подход сравнения различных критериев.
Это так называемый подход Питмэна (см. [7]), согласно которому для получения
нетривиального предела мощности 𝛽*𝑛(𝜃1), заключенного между 𝛼 и 1, рассматри-
вают последовательность альтернатив 𝜃1 = 𝜃𝑛, стремящуюся к нулю. Из соотно-
шения (1.11) и центральной предельной теоремы для схемы серий (см., например,
[3], теорема 8.4.5) следует, что в регулярном случае для выполнения этого должно
быть
𝜇(𝜃𝑛) − 𝜇(0) = 𝒪
(︀
𝑛−1/2
)︀
, 𝜃𝑛 = 𝒪
(︀
𝑛−1/2
)︀
. (1.12)
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Поэтому далее будет рассматриваться задача проверки простой гипотезы H0 (см.
(1.1)) против последовательности сложных близких альтернатив вида
H𝑛,1 : 𝜃 =
𝑡√
𝑛
, 0 < 𝑡 ≤ 𝐶, 𝐶 > 0, (1.13)
где параметр 𝑡 неизвестен. Для любого фиксированного 𝑡 ∈ (0, 𝐶] наилучший
критерий для проверки гипотезы H0 против простой альтернативы
H𝑛,𝑡 : 𝜃 =
𝑡√
𝑛
(1.14)
основан на логарифме отношения правдоподобия
Λ𝑛(𝑡) ≡
𝑛∑︁
𝑖=1
(︀
𝑙(𝑋𝑖, 𝑡𝑛
−1/2) − 𝑙(𝑋𝑖, 0)
)︀
. (1.15)
Обозначим через 𝛽*𝑛(𝑡) мощность такого критерия уровня 𝛼 ∈ (0, 1). Заметим, что
поскольку 𝑡 неизвестно, то нельзя использовать статистику Λ𝑛(𝑡) для построения
критерия проверки гипотезы H0 против альтернативы H𝑛,1. Однако 𝛽*𝑛(𝑡), это так
называемая огибающая функций мощности, дает верхнюю границу для мощности
любого критерия при проверке гипотезы H0 против фиксированной альтернативы
H𝑛,𝑡, 𝑡 > 0, и может служить стандартом при сравнении различных критериев.
Найдем предельное выражение для 𝛽*𝑛(𝑡). При естественных условиях регуляр-
ности формула Тейлора дает аппроксимацию
𝑙
(︀
𝑋𝑖, 𝑡𝑛
−1/2)︀ − 𝑙(𝑋𝑖, 0) = 𝑡√
𝑛
𝑙(1)(𝑋𝑖) +
1
2
𝑡2
𝑛
𝑙(2)(𝑋𝑖) + . . . , (1.16)
где
𝑙(𝑗)(𝑥) =
𝜕𝑗
𝜕𝜃𝑗
𝑙(𝑥, 𝜃)
⃒⃒⃒
𝜃 = 0
, 𝑗 = 1, 2, . . . .
Поэтому из (1.16) и (1.15) следует стохастическое разложение для логарифма от-
ношения правдоподобия Λ𝑛(𝑡) вида
Λ𝑛(𝑡) = 𝑡𝐿
(1)
𝑛 −
1
2
𝑡2𝐼 +
1
2
𝑡2√
𝑛
𝐿(2)𝑛 + . . . , (1.17)
где
𝐿(𝑗)𝑛 =
1√
𝑛
𝑛∑︁
𝑖=1
(︀
𝑙(𝑗)(𝑋𝑖) − E0 𝑙(𝑗)(𝑋𝑖)
)︀
, 𝑗 = 1, 2, . . . ,
и 𝐼 = E0 (𝑙(1)(𝑋1))2 – фишеровская информация. При этом в выражении (1.17)
опущены неслучайный член 16
𝑡3√
𝑛
E0 𝑙
(3)(𝑋1), члены более высокого порядка мало-
сти, чем 𝑛−1/2, и использован хорошо известный факт, состоящий в том, что
E0 𝑙
(1)(𝑋1) = 0, E0 𝑙
(2)(𝑋1) = −𝐼. (1.18)
Критерий, основанный на статистике Λ𝑛(𝑡), отвергает гипотезу H0 в пользу аль-
тернативы H𝑛,𝑡, если
Λ𝑛(𝑡) > 𝑐𝛼,𝑡(𝑛), (1.19)
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где критическое значение 𝑐𝛼,𝑡(𝑛) выбирается из условия
P𝑛,0
(︀
Λ𝑛(𝑡) > 𝑐𝛼,𝑡(𝑛)
)︀
= 𝛼. (1.20)
Аналогично из (1.7), (1.8) и (1.17) следует, что
ℒ(︀Λ𝑛(𝑡) | H0)︀ → 𝒩(︁−1
2
𝑡2𝐼, 𝑡2𝐼
)︁
(1.21)
и
𝑐𝛼,𝑡(𝑛) → 𝑐𝛼,𝑡 = 𝑡
√
𝐼 𝑢𝛼 − 1
2
𝑡2𝐼. (1.22)
Найдем теперь предельное распределение Λ𝑛(𝑡) при альтернативе H𝑛,𝑡. Имеем (см.
(1.17))
E𝑛,𝑡/
√
𝑛 Λ𝑛(𝑡) = 𝑡
√
𝑛 E𝑡/
√
𝑛 𝑙
(1)(𝑋1) − 1
2
𝑡2𝐼 +
+
1
2
𝑡2
(︁
E𝑡/
√
𝑛 𝑙
(2)(𝑋1) − E0 𝑙(2)(𝑋1)
)︁
+ 𝒪(︀𝑛−1/2)︀ = 𝑡2
2
𝐼 + 𝒪(︀𝑛−1/2)︀, (1.23)
D𝑛,𝑡/
√
𝑛 Λ𝑛(𝑡) = 𝑡
2 D𝑛,𝑡/
√
𝑛 𝐿
(1)
𝑛 + 𝒪
(︀
𝑛−1/2
)︀
= 𝑡2𝐼 + 𝒪(︀𝑛−1/2)︀, (1.24)
поэтому
ℒ(Λ𝑛(𝑡) | H𝑛,𝑡) → 𝒩
(︁1
2
𝑡2𝐼, 𝑡2𝐼
)︁
. (1.25)
Теперь с учетом (1.22), (1.25) и равенства
𝛽*𝑛(𝑡) = P𝑛,𝑡/√𝑛
(︀
Λ𝑛(𝑡) > 𝑐𝛼,𝑡(𝑛)
)︀
имеем
𝛽*𝑛(𝑡) → 𝛽*(𝑡) = Φ
(︀
𝑡
√
𝐼 − 𝑢𝛼
)︀
. (1.26)
Заметим, что для проверки гипотезы H0 против альтернативы H𝑛,1 существуют
критерии, основанные на статистиках, отличных от Λ𝑛(𝑡), и имеющие ту же пре-
дельную мощность 𝛽*(𝑡). Такие критерии называются асимптотически наиболее
мощными (АНМ) (точнее, локально АНМ, поскольку альтернатива H𝑛,1 имеет ло-
кальный характер). Таковы, например, критерии основанные на статистиках 𝐿(1)𝑛 ,
Λ𝑛(𝑡0), где 𝑡0 > 0 фиксировано, оценках максимального правдоподобия и т.п. За-
метим, что все эти статистики не зависят от неизвестного параметра 𝑡, и поэтому
могут быть использованы при проверке гипотезы H0 против альтернативы H𝑛,1.
Покажем, например, что критерий, основанный на статистике 𝐿(1)𝑛 является
АНМ и имеет предельную мощность 𝛽*(𝑡). Имеем
𝐿(1)𝑛 =
1√
𝑛
𝑛∑︁
𝑖=1
𝑙(1)(𝑋𝑖),
E𝑛,0 𝐿
(1)
𝑛 =
√
𝑛 E0 𝑙
(1)(𝑋1) = 0,
D𝑛,0 𝐿
(1)
𝑛 = D0 𝑙
(1)(𝑋1) = 𝐼,
поэтому, если
P𝑛,0
(︀
𝐿(1)𝑛 > 𝑐
(1)
𝛼 (𝑛)
)︀
= 𝛼 ∈ (0, 1),
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то для критического уровня 𝑐(1)𝛼 (𝑛) (в силу центральной предельной теоремы) име-
ем
𝑐(1)𝛼 (𝑛) =
√
𝐼 𝑢𝛼 + o(1). (1.27)
Далее
E𝑛,𝑡/
√
𝑛 𝐿
(1)
𝑛 =
√
𝑛 E𝑡/
√
𝑛 𝑙
(1)(𝑋1) =
√
𝑛
∫︁
𝑙(1)(𝑥)𝑝
(︀
𝑥, 𝑡𝑛−1/2
)︀
𝑑𝜈(𝑥) =
= 𝑡𝐼 + 𝒪(︀𝑛−1/2)︀,
D𝑛,𝑡/
√
𝑛 𝐿
(1)
𝑛 = D𝑡/
√
𝑛 𝑙
(1)(𝑋1) = E0 (𝑙
(1)(𝑋1))
2 + 𝒪(︀𝑛−1/2)︀ = 𝐼 + 𝒪(︀𝑛−1/2)︀,
поэтому для мощности 𝛽𝑛(𝑡) критерия, основанного на статистике 𝐿
(1)
𝑛 , с учетом
(1.27) имеем
𝛽𝑛(𝑡) = P𝑛,𝑡/
√
𝑛
(︀
𝐿(1)𝑛 > 𝑐
(1)(𝑛)
𝛼
)︀
= Φ
(︂
𝑡𝐼 − 𝑐(1)𝛼 (𝑛)√
𝐼
)︂
+ o(1) =
= Φ
(︀
𝑡
√
𝐼 − 𝑢𝛼
)︀
+ o(1) → 𝛽*(𝑡) = Φ(︀𝑡√𝐼 − 𝑢𝛼)︀. (1.28)
Соотношение (1.26) создает естественную основу для асимптотического сравнения
различных АНМ критериев, однако, для различения критериев такого рода, то
есть удовлетворяющих соотношению
𝛽𝑛(𝑡) → 𝛽*(𝑡), (1.29)
где 𝛽𝑛(𝑡) – мощность конкретного рассматриваемого критерия, нужны следующие
члены асимптотического разложения 𝛽𝑛(𝑡), то есть представления типа
𝛽𝑛(𝑡) = 𝛽
*(𝑡) +
1√
𝑛
ℎ1(𝑡) +
1
𝑛
ℎ2(𝑡) + · · · . (1.30)
Асимптотическим разложениям в статистике посвящено много работ (см., напри-
мер, работы [4], [9] и [11]). При получении формул типа (1.30) для различных
критериев, было замечено, что при выполнении естественных условий регулярно-
сти для АНМ критериев совпадают и члены ℎ1(𝑡), различия наступают в членах
порядка 𝑛−1. Этим вопросам посвящены работы [1], [2], [4] и [11]. При этом вели-
чина
𝑟(𝑡) = lim
𝑛→∞ 𝑛(𝛽
*
𝑛(𝑡) − 𝛽𝑛(𝑡)) (1.31)
допускает статистическую интерпретацию в терминах необходимого числа наблю-
дений и позволяет находить асимптотический дефект (см., например, работы [8],
[1], [2], [11], [17]).
Соотношение (1.30) может быть понято следующим образом. Предположим,
что статистику 𝑇𝑛 АНМ критерия можно монотонным преобразованием (не меня-
ющим мощности критерия) преобразовать в статистику 𝑆𝑛(𝑡) такую, что величина
∆𝑛(𝑡) ≡ 𝑆𝑛(𝑡) − Λ𝑛(𝑡) → 0, 𝑛 → ∞ (1.32)
по вероятности относительно распределений P𝑛,0 и P𝑛,𝑡/√𝑛. Тогда критерий, осно-
ванный на статистике 𝑆𝑛(𝑡), имеет те же предельные распределения при гипотезах
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H0 и H𝑛,𝑡, что и критерий, основанный на Λ𝑛(𝑡), и, следовательно, ту же предель-
ную мощность 𝛽*(𝑡) (см. (1.26)). Например, в последнем примере
𝑇𝑛 = 𝐿
(1)
𝑛 ,
тогда, полагая (см. (1.17))
𝑆𝑛(𝑡) = 𝑡𝑇𝑛 − 1
2
𝑡2𝐼,
получим
∆𝑛(𝑡) = −1
2
𝑡2√
𝑛
𝐿(2)𝑛 + . . .→ 0. (1.33)
В том типичном случае, когда ∆𝑛(𝑡), как в (1.32), имеет порядок 𝑛−1/2, то есть раз-
ность между 𝑆𝑛(𝑡) и Λ𝑛(𝑡) имеет тот же порядок, то можно ожидать, что мощность
𝛽𝑛(𝑡) критерия, основанного на 𝑆𝑛(𝑡) (или на 𝑇𝑛), отличается от 𝛽*𝑛(𝑡) на величину
порядка 𝑛−1/2. Однако было обнаружено, что для широкого класса АНМ критери-
ев это отличие имеет порядок 𝑛−1 (см. работы [2] и [1]). Первоначально выражения
для 𝑟(𝑡) (см. (1.31)) строились с помощью асимптотических разложений для 𝛽*𝑛(𝑡)
и 𝛽𝑛(𝑡) (см. работы [4], [8] и [11]). Этот подход технически очень трудоемкий и гро-
моздкий. Однако в работах [2] и [1] была получена общая формула для величины
𝑟(𝑡) без построения асимптотических разложений. Эта формула имеет наглядный
вид в терминах условных дисперсий. Для ее демонстрации обозначим через Λ(𝑡)
нормальную случайную величину вида 𝒩 (− 12 𝑡2𝐼, 𝑡2𝐼), тогда в силу (1.21)
ℒ(Λ𝑛(𝑡) | H0) → ℒ(Λ(𝑡)), (1.34)
и предположим, что при гипотезе H0 случайный вектор
(
√
𝑛∆𝑛(𝑡), Λ𝑛(𝑡)) (1.35)
имеет предельное распределение (типичным образом двумерное нормальное), сов-
падающее с распределением вектора
(∆(𝑡), Λ(𝑡)), (1.36)
тогда в работах [2] и [1] показано, что
𝑟(𝑡) =
1
2𝑡
√
𝐼
𝜙(𝑢𝛼 − 𝑡
√
𝐼) D(∆(𝑡) | Λ(𝑡) = 𝑐𝑡), (1.37)
где 𝑐𝑡 = 𝑡
√
𝐼𝑢𝛼 − 12 𝑡2𝐼 и 𝜙(𝑥) = Φ′(𝑥). Например, для критерия, основанного на
статистике 𝑇𝑛 = 𝐿
(1)
𝑛 в работе [2] (см. там формулу (1.4.10)) получено выражение
𝑟(𝑡) =
𝑡3
8
√
𝐼
𝜙(𝑢𝛼 − 𝑡
√
𝐼)(D0 𝑙
(2)(𝑋1) − 𝐼−1E20𝑙(1)(𝑋1)𝑙(2)(𝑋1)).
В работе [2] рассмотрен общий случай в терминах общего статистического экспе-
римента и приведена общая теорема ([2], теорема 3.2.1, см. также [10]), дающая
достаточные условия для существования предела
𝑟 = lim
𝑛→∞ 𝜏
−2
𝑛 (𝛽
*
𝑛 − 𝛽𝑛) =
1
2
𝑒𝑏𝑝(𝑏) D(∆ | Λ = 𝑏), (1.38)
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где 𝑏 = Φ−11 (1 − 𝛼), Φ1(𝑥) – функция распределения, предельная для логарифма
отношения правдоподобия Λ𝑛 при гипотезе H0 (выше было Φ1(𝑥) = Φ
(︁
𝑥+ 12 𝑡
2𝐼
𝑡
√
𝐼
)︁
),
𝑝(𝑥) = Φ′1(𝑥) и 𝜏𝑛 → 0 – малый параметр (выше было 𝜏𝑛 = 𝑛−1/2), (∆, Λ)
– случайный вектор, предельный для (𝜏−1𝑛 ∆𝑛, Λ𝑛), ∆𝑛 = 𝑆𝑛 − Λ𝑛 и 𝑆𝑛 –
монотонное преобразование статистики критерия 𝑇𝑛, невлияющее на мощность
соответствующего критерия.
Цель настоящей работы – рассмотрение и исследование асимптотического по-
ведения обобщенных мощностей критериев, основанных на выборках случайного
объема и получение для них асимптотических разложений (а.р.).
В работе приняты следующие обозначения: R – множество вещественных чи-
сел, N – множество натуральных чисел, Φ(𝑥), 𝜙(𝑥) – соответственно ф.р. и плот-
ность стандартного нормального закона.
2. Случай выборок случайного объема
В классических задачах математической статистики объем выборки или коли-
чество наблюдений, доступной исследователю, традиционно считается детермини-
рованным и в асимптотических постановках играет роль (как правило, неограни-
ченно возрастающего) известного параметра. Однако на практике часто возника-
ют ситуации, когда размер выборки не является заранее определенным и может
рассматриваться как случайный. Подобного рода ситуации, как правило, связа-
ны с тем, что статистические данные накапливаются в течение фиксированного
«времени». Это имеет место, в частности, в страховании, когда в течение раз-
ных отчетных периодов одинаковой длины (скажем, месяцев или лет) происходит
разное число страховых событий (страховых выплат или заключений страховых
контрактов), в медицине, когда число пациентов с тем или иным заболеванием ва-
рьируется от года к году, в технике, когда при испытании на надежность (скажем,
при определении наработки на отказ) разных партий приборов (изделий), число
отказавших приборов в разных партиях будет разным и заранее неопределенным.
В таких ситуациях число наблюдений, которые будут доступны исследователю, и
заранее не известное, разумно считать случайной величиной. Другими словами,
в таких ситуациях объем выборки является не (известным) параметром, а сам
становится наблюдением, то есть статистикой. В силу указанных обстоятельств
вполне естественным становится изучение асимптотического поведения распреде-
лений статистик достаточно общего вида, основанных на выборках случайного
объема.
На естественность такого подхода, в частности, обратил внимание Б.В. Гне-
денко в работе [12], в которой рассматривались асимптотические свойства распре-
делений выборочных квантилей, построенных по выборкам случайного объема,
и было продемонстрировано, что при замене неслучайного объема выборки слу-
чайной величиной асимптотические свойства статистик могут радикально изме-
ниться. К примеру, если объем выборки является геометрически распределенной
случайной величиной, то вместо ожидаемого в соответствии с классической теори-
ей нормального закона, в качестве асимптотического распределения выборочной
медианы возникает распределение Стьюдента с двумя степенями свободы, хвосты
которого столь тяжелы, что у него отсутствуют моменты порядков, больших вто-
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рого. «Тяжесть» хвостов асимптотических распределений же имеет критически
важное значение, в частности, в задачах проверки гипотез.
Простейшей статистикой является сумма наблюдений. Для выборок случайно-
го объема число слагаемых в таких суммах само становится случайным. Асимп-
тотическим свойствам распределений сумм случайного числа случайных величин
посвящено много работ (см., например, [12], [13], [15]). Такого рода суммы нахо-
дят широкое применение в страховании, экономике, биологии и т.п. (см., [14], [15]).
В классической статистике суммирование наблюдений как правило возникает при
определении выборочных средних. При статистическом анализе, основанном на
моделях, в которых объем выборки считается неслучайным, асимптотическое по-
ведение статистик типа сумм и статистик типа средних арифметических одина-
ково – эти статистики после нормировки, обязательной для получения нетриви-
альных предельных распределений, становятся неразличимыми. Однако, как уже
говорилось, в реальной практике очень часто объем выборки сам является ста-
тистикой, и, как недавно показано, например, в работе [16], асимптотическое по-
ведение статистик типа сумм и статистик типа средних арифметических при их
неслучайной нормировке оказывается различным. Заметим, что, конечно же, фор-
мально допустима и случайная нормировка, но для построения разумных асимпто-
тических аппроксимаций для распределений статистик (а именно это и является
целью асимптотической статистики), она неприменима. Именно использованием
неслучайной нормировки и объясняется возникновение не «чистого» нормального
закона, а смешанных нормальных предельных распределений у статистик типа
сумм и типа средних арифметических. При этом различие этих предельных зако-
нов может дать дополнительную информацию о структуре исходных данных.
В задачах асимптотической проверки гипотез, как отмечено в Разделе 1, важ-
ной характеристикой качества критерия является его мощность и ее асимптотиче-
ская аппроксимация позволяет сравнивать асимптотически эквивалентные крите-
рии. При этом, как показано ниже, у критериев, основанных на выборках случай-
ного объема, типичным образом изменяется асимптотическое разложение обоб-
щенной мощности в членах порядка 𝑛−1, что приводит к конечности асимптоти-
ческого дефекта (см. [1] и [8]).
3. Критерии, основанные на выборках случайного объема
В этом разделе будут рассмотрены критерии, основанные на выборках случай-
ного объема. Итак, пусть X𝑛 = (𝑋1, . . . , 𝑋𝑛) – независимые одинаково распре-
деленные наблюдения, каждое из которых принимает значения в произвольном
измеримом пространстве (𝒳 ,𝒜) и имеет неизвестную с точностью до параметра 𝜃
плотность 𝑝(𝑥, 𝜃) относительно некоторой 𝜎–конечной меры на 𝒜. Предположим,
что неизвестный параметр 𝜃 принадлежит открытому множеству Θ ⊂ R1, содер-
жащему ноль.
Предположим, что случайные величины (с.в.) 𝑁1, 𝑁2, . . . и 𝑋1, 𝑋2, . . ., заданы
на одном и том же вероятностном пространстве (Ω, ℬ, P). Как указано выше, с.в.
𝑋1, 𝑋2, . . . 𝑋𝑛 имеют смысл наблюдений, 𝑛 – неслучайный объем выборки, а с.в.
𝑁𝑛 – случайный объем выборки, зависящий от натурального параметра 𝑛 ∈ N.
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Например, если с.в. 𝑁𝑛 имеет геометрическое распределение вида
P(𝑁𝑛 = 𝑘) =
1
𝑛
(︁
1 − 1
𝑛
)︁𝑘−1
, 𝑘 ∈ N,
то E 𝑁𝑛 = 𝑛, то есть среднее значение случайного объема выборки равно 𝑛.
Пусть для каждого 𝑛 ≥ 1 с.в. 𝑁𝑛 принимает только натуральные значения
(то есть, 𝑁𝑛 ∈ N) и при каждом 𝜃 ∈ Θ не зависит от последовательности с.в.
𝑋1, 𝑋2, . . .. Для любого 𝑛 ∈ N обозначим через 𝑇𝑛 = 𝑇𝑛(𝑋1, . . . , 𝑋𝑛) некоторую
статистику, то есть действительную измеримую функцию, зависящую от наблю-
дений 𝑋1, . . . , 𝑋𝑛. Определим статистику 𝑇𝑁𝑛 , зависящую от выборки случайного
объема как
𝑇𝑁𝑛(𝜔) ≡ 𝑇𝑁𝑛(𝜔)(𝑋1(𝜔), . . . , 𝑋𝑁𝑛(𝜔)(𝜔)), 𝜔 ∈ Ω.
Всюду далее предполагается, что
E 𝑁𝑛 = 𝑛, (3.1)
то есть средний размер выборки случайного объема равен размеру неслучайной
выборки.
Рассмотрим задачу проверки простой гипотезы
H𝑛,0 : 𝜃 = 0 (3.2)
против последовательности простых альтернатив вида
H𝑛,1 : 𝜃 = 𝜃𝑛 ̸= 0, 𝑛 ∈ N, (3.3)
основанную на выборке неслучайного объема X𝑛 = ( 𝑋1, . . . , 𝑋𝑛). Пусть Ψ*𝑛(X𝑛)
– некоторый критерий уровня 𝛼 ∈ (0, 1), то есть
E𝑛,0 Ψ
*
𝑛(X𝑛) = 𝛼, 𝑛 ∈ N
для проверки гипотезы (3.2) против последовательности альтернатив (3.3). Обо-
значим его мощность через
𝛽*𝑛(𝜃𝑛) = E𝑛,𝜃𝑛 Ψ
*
𝑛(X𝑛). (3.4)
Предположим, что для мощности (3.4) справедлива следующая аппроксимация
⃒⃒
𝛽*𝑛(𝜃𝑛) − 𝛽𝛼 −
𝑚∑︁
𝑖=1
𝛾𝑛,𝑖 𝛽𝑖,𝛼
⃒⃒ ≤ 𝐶* 𝛿𝑛, 𝑛 ∈ N, (3.5)
где 𝛽𝛼, 𝛽𝑖,𝛼, 𝑖 = 1, . . . ,𝑚, 𝑚 ∈ N, 𝐶* > 0 – некоторые числа и
max
1≤𝑖≤𝑚
𝛾𝑛,𝑖 → 0, 𝛿𝑛 → 0, 𝑛 → ∞.
Рассмотрим теперь выборку случайного объема 𝑁𝑛, то есть выборку
X𝑁𝑛 = ( 𝑋1, . . . , 𝑋𝑁𝑛) и при каждом 𝑘 ∈ N на множестве
{𝜔 ∈ Ω : N𝑛 = 𝑘}
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рассмотрим задачу проверки гипотезы (3.2) против последовательности альтерна-
тив (см. (3.3))
H𝑘,1 : 𝜃 = 𝜃𝑘 ̸= 0. (3.6)
Для этой задачи рассмотрим критерий вида
Ψ𝑛 = Ψ
*
𝑁𝑛(X𝑁𝑛), (3.7)
тогда он имеет обобщенный уровень значимости
∞∑︁
𝑘=1
E𝑘,0 Ψ
*
𝑘(X𝑘) P(𝑁𝑛 = 𝑘) = 𝛼 (3.8)
и обобщенную мощность
𝛽𝑛 =
∞∑︁
𝑘=1
E𝑘,𝜃𝑘 Ψ
*
𝑘(X𝑘) P(𝑁𝑛 = 𝑘). (3.9)
Лемма 3.1. Пусть выполнено неравенство (3.5), тогда для обобщенной мощно-
сти 𝛽𝑛 справедлива оценка
⃒⃒
𝛽𝑛 − 𝛽𝛼 −
𝑚∑︁
𝑖=1
𝛽𝑖,𝛼 E 𝛾𝑁𝑛,𝑖
⃒⃒ ≤ 𝐶* E 𝛿𝑛.
Доказательство непосредственно следует из определения обобщенной мощности
(3.9) и неравенства (3.5).
Следствие 3.1. Типичным образом (см. Раздел 1 и (1.13))
𝜃𝑛 =
𝑡√
𝑛
, 0 , 𝑡 ≤ 𝐶, 𝐶 > 0,
и для мощности справедлива аппроксимация
⃒⃒
𝛽*𝑛
(︀ 𝑡√
𝑛
)︀ − 𝛽𝛼(𝑡) − 𝛽1,𝛼(𝑡)√
𝑛
− 𝛽2,𝛼(𝑡)
𝑛
⃒⃒ ≤ 𝐶𝛼
𝑛1+𝛿
, 𝛿 > 0, 𝐶𝛼 > 0,
где 𝛽𝛼(𝑡), 𝛽1,𝛼(𝑡), 𝛽2,𝛼(𝑡) – некоторые функции (в работе [4] приведены много-
численные примеры выполнения этого равенства). В этом случае утверждение
Леммы означает, что⃒⃒
𝛽𝑛(𝑡) − 𝛽𝛼(𝑡) − 𝛽1,𝛼(𝑡) E 𝑁−1/2𝑛 − 𝛽2,𝛼(𝑡) E 𝑁−1𝑛
⃒⃒ ≤ 𝐶𝛼 E 𝑁−1−𝛿𝑛 .
Если при этом для случайного объема выборки 𝑁𝑛 справедливы равенства
E 𝑁−1/2𝑛 =
𝑎√
𝑛
+
𝑏
𝑛
+ o(𝑛−1), 𝑎, 𝑏 ∈ R,
E 𝑁−1𝑛 =
𝑒
𝑛
+ o(𝑛−1), 𝑒 ∈ R, E 𝑁−1−𝛿𝑛 = o(𝑛−1),
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то
𝛽𝑛(𝑡) = 𝛽𝛼(𝑡) +
𝑎𝛽1,𝛼(𝑡)√
𝑛
+
𝑒𝛽2,𝛼(𝑡) + 𝑏𝛽1,𝛼(𝑡)
𝑛
+ o(𝑛−1)
и в случае, если 𝑎 = 1 справедливо равенство (см.(1.31))
𝑟(𝑡) = lim
𝑛→∞𝑛
(︀
𝛽*𝑛
(︀
𝑡/
√
𝑛
)︀ − 𝛽𝑛(𝑡))︀ = (1 − 𝑒)𝛽2,𝛼(𝑡) − 𝑏𝛽1,𝛼(𝑡).
Приведем теперь пример применения Леммы 3.1 и ее следствия.
Пусть необходимо проверить простую гипотезу
H0 : 𝜃 = 0 (3.9)
на основе выборки X𝑛 = ( 𝑋1, . . . , 𝑋𝑛) против простой (𝑡 ∈ [0, 𝐶], 𝐶 > 0 –
фиксировано) альтернативы вида (см. формулу (1.13) и мотивацию естественности
такого подхода перед ней)
H𝑛,𝑡 : 𝜃 =
𝑡√
𝑛
. (3.10)
По лемме Неймана – Пирсона наилучший критерий уровня 𝛼 ∈ (0, 1) основан на
логарифме отношения правдоподобия (см. Раздел 1)
Λ𝑛(𝑡) ≡
𝑛∑︁
𝑖=1
(︀
𝑙(𝑋𝑖, 𝑡𝑛
−1/2) − 𝑙(𝑋𝑖, 0)
)︀
. (3.11)
Обозначим, как и выше, через 𝛽*𝑛(𝑡) мощность этого критерия, то есть
𝜓*𝑛(X𝑛) =
{︃
1, Λ𝑛(𝑡) > 𝑐𝛼,𝑡(𝑛),
0, Λ𝑛(𝑡) < 𝑐𝛼,𝑡(𝑛),
(3.12)
причем
E𝑛,0 𝜓
*
𝑛(X𝑛) = 𝛼 (3.13)
и
𝛽*𝑛(𝑡) = E𝑛,𝑡/√𝑛 𝜓
*
𝑛(X𝑛). (3.14)
Асимптотическое поведение этой мощности описывается следующей Теоремой.
Теорема 3.2. ([11], Лемма 6.1, стр. 136) Пусть 𝑝(𝑥, 𝜃) = 𝑝(𝑥 − 𝜃), причем для
любого 𝑥 ∈ R справедливы соотношения 𝑝(𝑥) > 0, 𝑝(−𝑥) = 𝑝(𝑥), существует
пятая производная 𝑝(5)(𝑥) функции 𝑝(𝑥) и
lim sup
𝑦→0
∫︁ +∞
−∞
⃒⃒⃒𝑝(𝑖)(𝑥 + 𝑦)
𝑝(𝑥 + 𝑦)
⃒⃒⃒5/𝑖
𝑝(𝑥) 𝑑𝑥 < ∞, 𝑖 = 1, . . . , 5.
Тогда существует постоянная 𝐴 > 0 такая, что справедливо неравенство
sup
𝑡∈[0,𝐶]
⃒⃒
𝛽*𝑛(𝑡) − 𝛽*𝑛(𝑡)
⃒⃒ ≤ 𝐴
𝑛3/2
, (3.15)
где
𝛽*𝑛(𝑡) = Φ(𝑡
√
𝐼 − 𝑢𝛼) +
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+
𝑡 𝜑(𝑡
√
𝐼 − 𝑢𝛼)
72𝑛 𝐼3/2
(︂
E0 (𝑙
(1)(𝑋1))
4
(︀
3(𝑢2𝛼 − 1) − 3𝑡
√
𝐼𝑢𝛼 + 2𝑡
2𝐼
)︀ −
− 3E0
(︁𝑝(2)(𝑋1)
𝑝(𝑋1)
)︁2
𝑡2𝐼 − 9𝐼2(︀(𝑢2𝛼 − 1) − 𝑡√𝐼𝑢𝛼)︀)︂.
Рассмотрим теперь критерий для проверки гипотезы (3.9) против последова-
тельности близких альтернатив (3.10), основанный на выборке случайного объема
X𝑁𝑛 = (𝑋1, . . . , 𝑋𝑁𝑛), вида
𝜓𝑛(X𝑁𝑛) ≡ 𝜓*𝑁𝑛(X𝑁𝑛) =
{︃
1, Λ𝑁𝑛(𝑡) > 𝑐𝛼,𝑡(𝑁𝑛),
0, Λ𝑁𝑛(𝑡) < 𝑐𝛼,𝑡(𝑁𝑛),
(3.16)
тогда (см. (3.13))
E𝑘,0 𝜓𝑘(X𝑘) = 𝛼, 𝑘 ∈ N
и обобщенный уровень значимости этого критерия есть
∞∑︁
𝑘=1
E𝑘,0 𝜓𝑘(X𝑘) P(𝑁𝑛 = 𝑘) = 𝛼. (3.17)
Обозначим обобщенную мощность этого критерия через
𝛽𝑛(𝑡) =
∞∑︁
𝑘=1
E𝑘,𝑡/
√
𝑘 𝜓𝑘(X𝑘) P(𝑁𝑛 = 𝑘). (3.18)
Применяя теперь Лемму 3.1 и ее Следствие, непосредственно получаем следующее
утверждение.
Теорема 3.3. Пусть выполнены условия Теоремы 3.2 и случайный индекс 𝑁𝑛
удовлетворяет условиям Следствия 3.1. Тогда для обобщенной мощности 𝛽𝑛(𝑡)
(см. (3.18)) критерия 𝜓𝑛(X𝑁𝑛) (см. (3.16)), основанного на случайной выборке
X𝑁𝑛 = (𝑋1, . . . , 𝑋𝑁𝑛) справедливо а.р.
sup
𝑡∈[0,𝐶]
⃒⃒
𝛽𝑛(𝑡) − 𝛽𝑛(𝑡)
⃒⃒
= o(𝑛−1),
где
𝛽𝑛(𝑡) = Φ(𝑡
√
𝐼 − 𝑢𝛼) +
+
𝑒 𝑡 𝜑(𝑡
√
𝐼 − 𝑢𝛼)
72𝑛 𝐼3/2
(︂
E0 (𝑙
(1)(𝑋1))
4
(︀
3(𝑢2𝛼 − 1) − 3𝑡
√
𝐼𝑢𝛼 + 2𝑡
2𝐼
)︀ −
− 3E0
(︁𝑝(2)(𝑋1)
𝑝(𝑋1)
)︁2
𝑡2𝐼 − 9𝐼2(︀(𝑢2𝛼 − 1) − 𝑡√𝐼𝑢𝛼)︀)︂
и
𝑟(𝑡) = lim
𝑛→∞𝑛
(︀
𝛽*𝑛(𝑡) − 𝛽𝑛(𝑡)
)︀
=
=
(1 − 𝑒) 𝑡 𝜑(𝑡√𝐼 − 𝑢𝛼)
72 𝐼3/2
(︂
E0 (𝑙
(1)(𝑋1))
4
(︀
3(𝑢2𝛼 − 1) − 3𝑡
√
𝐼𝑢𝛼 + 2𝑡
2𝐼
)︀ −
− 3E0
(︁𝑝(2)(𝑋1)
𝑝(𝑋1)
)︁2
𝑡2𝐼 − 9𝐼2(︀(𝑢2𝛼 − 1) − 𝑡√𝐼𝑢𝛼)︀)︂.
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Замечание 1. Применяя результаты работы [11], аналогично этой Теореме мож-
но получить асимптотические разложения для обобщенных мощностей ранговых
критериев и критериев перестановок, основанных на выборках случайного объема,
используемых в проблеме симметрии.
Применим теперь предыдущие результаты для получения а.р. обобщенной
функции мощности 𝛽𝑛(𝑡) (см. (3.18)) критерия 𝜓𝑛(X𝑁𝑛) (см. (3.16)) в случае, если
объем выборки 𝑁𝑛 имеет трехточечное симметричное распределения.
Пусть случайный индекс 𝑁𝑛 (случайный объем выборки) имеет симметричное
распределение вида
𝑁𝑛 :
𝑛 − ℎ𝑛, 𝑛, 𝑛 + ℎ𝑛
1
3
1
3 ,
1
3 ,
(3.19)
где последовательность натуральных чисел ℎ𝑛 < 𝑛 удовлетворяет условию
lim
𝑛→∞
ℎ𝑛
𝑛
= 0. (3.20)
Лемма 3.4. Пусть случайная величина 𝑁𝑛 имеет распределение (3.19) и выпол-
нено условие (3.20), тогда справедливы равенства
E 𝑁𝑛 = 𝑛,
E 𝑁−1/2𝑛 =
1√
𝑛
− 1
4
√
𝑛
(︁ℎ𝑛
𝑛
)︁2
+ O
(︁ 1√
𝑛
(︁ℎ𝑛
𝑛
)︁3)︁
,
E 𝑁−1𝑛 =
1
𝑛
+
2
3𝑛
(︁ℎ𝑛
𝑛
)︁2
+ O
(︁ 1
𝑛
(︁ℎ𝑛
𝑛
)︁4)︁
,
E 𝑁−3/2𝑛 =
1
𝑛3/2
+ O
(︁ 1
𝑛3/2
(︁ℎ𝑛
𝑛
)︁2)︁
, 𝑛 → ∞.
Доказательство. Доказательство Леммы следует из равенств
E 𝑁−1𝑛 =
3𝑛2 − ℎ2𝑛
3𝑛(𝑛2 − ℎ2𝑛)
=
=
1
𝑛
(︁
1 − ℎ
2
𝑛
3𝑛
)︁ (︁
1 +
ℎ2𝑛
𝑛2
+ O
(︁ℎ4𝑛
𝑛4
)︁)︁
=
=
1
𝑛
+
2
3𝑛
(︁ℎ𝑛
𝑛
)︁2
+ O
(︁ 1
𝑛
(︁ℎ𝑛
𝑛
)︁4)︁
,
E 𝑁−3/2𝑛 =
1
3𝑛3/2
(︁ 1
(1 − ℎ𝑛/𝑛)3/2 + 1 +
1
(1 + ℎ𝑛/𝑛)3/2
)︁
=
=
1
𝑛3/2
+ O
(︁ 1
𝑛3/2
(︁ℎ𝑛
𝑛
)︁2)︁
.
Аналогично доказываются оставшиеся соотношения.
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Применяя Лемму 3.1, непосредственно получаем следующее утверждение.
Лемма 3.5. Пусть выполнены условия Леммы 3.4 и Теоремы 3.3, тогда
𝛽𝑛(𝑡) = Φ(𝑡
√
𝐼 − 𝑢𝛼) +
+
𝑡 𝜑(𝑡
√
𝐼 − 𝑢𝛼)
72𝑛 𝐼3/2
(︂
E0 (𝑙
(1)(𝑋1))
4
(︀
3(𝑢2𝛼 − 1) − 3𝑡
√
𝐼𝑢𝛼 + 2𝑡
2𝐼
)︀ −
− 3E0
(︁𝑝(2)(𝑋1)
𝑝(𝑋1)
)︁2
𝑡2𝐼 − 9𝐼2(︀(𝑢2𝛼 − 1) − 𝑡√𝐼𝑢𝛼)︀)︂
и
𝑟(𝑡) = lim
𝑛→∞𝑛
(︀
𝛽*𝑛(𝑡) − 𝛽𝑛(𝑡)
)︀
= 0.
Заключение
В работе получены асимптотические разложения для обобщенных мощностей
критериев, основанных на выборках случайного объема. Эти разложения дают
возможность сравнивать критерии, имеющие одинаковую предельную мощность
(асимптотически эффективные критерии). Показано, что в симметричном случае
критерии, основанные на выборках случайного объема, асимптотически неразли-
чимы от критериев, основанных на выборках неслучайного объема.
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proved. These results are closed connected with the concept of asymptotic
deficiency and may be used for asymptotic comparison of different asymp-
totically equivalent tests. Some examples are presented.
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