Abstract. The classical occupancy problem where n balls are placed in N cells is used for testing of random number generators. We show that the statistics of appropriately chosen occupancy numbers are incompatible with the statistics of many pseudorandom number generators (PRNGs) even if they are truncated. More than that, the incompatibility shows up on relatively small samples long before the period of the PRNG is reached. We introduce generalized Fermi-Dirac models as idealized models for PRNGs. These models are used to make educated guesses of how large the sample sizes should be to detect the deficiencies of the PRNGs under study. We use the developed occupancy tests together with some other ones to examine the performance of several widely used random number generators, including random() of the UNIX C library. We found that random() failed two of the conducted tests rather badly. We also tested a true random number generator based on α-decay which passed all our relevant tests successfully.
Introduction.
The testing of long sequences of random numbers has grown in importance in pace with the number of applications of such sequences. Some important areas of application include all applications employing Monte Carlo methods, cryptography, and financial mathematics. Some indication of the range of applications of and interest in random sequences is evidenced by [5] , [7] , [17] , [19] , [20] , [24] , [25] , [26] , [27] , and [34] . The development of parallel computing has significantly raised the requirements on the quality of randomizers (random number generators (RNGs)); see, for example, [1] and [2] . Requirements for quality and speed of RNGs in statistical mechanics applications [4] and in cryptographic applications (cf. [28] ) can be extremely stringent.
For the most part, so-called pseudorandom number generators (PRNGs) are used to provide "random" numbers. Such generators are algorithmic and the numbers they produce are, of course, not truly random and can, at best, substitute for true random numbers with some level of success. Over the years, many researchers have found serious deficiencies in some well-known PRNGs; see, for example, [16, sections 3.3.2, 3. 3.4 (RANDU), 3.6] , [2] , [11] , [12] , [21] , [23] , [29] , [31] , [35] .
Our interest in testing RNGs was initially due to our work in developing a true random number generator (TRNG) based on radioactive decay. One problem with the testing of RNGs in general is in determining any particular set of tests that is sufficient to certify any given RNG. One reasonable approach suggested by Marsaglia in [23] is to combine tests that are derived for particular application areas with some battery of tests, like the ones he describes in [23] . The methods we employ in section 4 below shed at least some light on this question. They demonstrate that only certain statistics can be expected to detect certain flaws. Furthermore, even when one has chosen the "right" statistic, the sample size is of critical importance. Another problem with testing RNGs is that up to now essentially all tests have been based on asymptotics.
One picks a statistic, shows it is asymptotically normal or Poisson or some other distribution, and then performs tests based on the asymptotic statistics. The difficulty here is that good control on errors is almost never available and hence the actual confidence levels of the tests are neither really known nor knowable. Again, our methods point to a solution to this problem in a couple of ways. In section 2, we establish the asymptotics of the first collision times (as well as the distribution of the intervals between subsequent collision times) but do a careful enough error analysis to provide bounds on confidence levels for tests involving the first collision times. These collision times are seen to be asymptotically Weibull. In section 4, we deal with a situation for which classical asymptotic approaches fall short either of providing satisfactory estimates on confidence levels or of even covering the full range of sample sizes of interest. In this case, we abandon asymptotics for a more straightforward approach based on moment methods that go back to Chebyshev in the 19th century. As a prelude to this, we use the same approach in section 3 to develop tests based on classical occupancy statistics.
Besides the analysis of the collision times in section 2 already mentioned, we review there the basic distributions and the occupancy statistics following von Mises' approach. The basic model is the Maxwell-Boltzmann (MB) model for distributing n balls to N cells with each ball having an equal probability of going into any of the cells. von Mises' approach is particularly well suited to the development of tests because of its precise expressions for the factorial moments of multiple occupancy statistics. For von Mises, the interesting cases involved asymptotics as the ratio of the number of balls to the number of cells goes to infinity. We extend his approach slightly to include another asymptotic regime in which this ratio goes to zero. This is more appropriate for the testing of RNGs when the word size is taken to be relatively large and is especially more appropriate for the testing of PRNGs since it aids in the development of tests with sample sizes that are only a fraction of their periods. Section 2 also includes a discussion of the RNGs considered in this paper as well as a discussion of the structure of hypothesis tests that are appropriate for randomizers.
In section 3, we discuss the issue of testing with confidence. The issue is whether one can calculate tail probabilities with enough accuracy to guarantee a particular significance level for a given test. We demonstrate that this can be done but it may require the adoption of nonasymptotic methods. An apparent "defect" of linear congruential generators is that they cannot repeat themselves within a period. This leads immediately to a "birthday" test that they cannot pass on both theoretical and practical grounds. One possible "fix" for this situation is to use a PRNG whose underlying dynamical system operates on a larger than required word space and then project onto some smaller factor. Detecting the difference between such a generator with hidden states and a true source of uniformly distributed binary integers is one of the things that the tests in section 4 are about.
In section 4, we introduce generalized Fermi-Dirac (GFD) models that serve as idealized models for certain PRNGs and develop tests on them. In reality, the lessons illustrated by the methods of this development are more important than any particular test results. First, as alluded to above, to distinguish between a GFD model and the appropriate, corresponding MB model, a statistic is singled out by the NeymanPearson lemma. Essentially, only statistics that significantly correlate with this one have any chance of distinguishing these two distributions. Even more, the choice of sample size is seen to be critical-a sample can be too small, and too small can still be large. Second, the tests we develop in this section are nonasymptotic tests and provide excellent estimates for the confidence levels used. They even provide some indication of the power of the tests. Since we originally tried to develop asymptotic tests, we are in a position to compare the nonasymptotic approach with more standard approaches. We believe these "lessons" point the way to possibly fruitful directions for future investigations.
In section 5, all the tests we have applied to our generators are described. Finally, in section 6, the results of the testing are indicated.
Classical and generalized classical distributions.
The basic model is associated with the classical problem of randomly distributing n particles or balls into N cells or boxes [9] . Every one of the n balls may occupy any of the N cells with probability 1 N , and the occupations for different balls are completely independent. Therefore, there are N n equally probable arrangements of the balls over the cells and the probability of each of these arrangements is 1 N n . We are interested in the statistics of the occupation numbers for the cells. These are defined by
Since the number of different ways to assign the n balls so that x i go to cell i, 1 ≤ i ≤ N , is given by n! x1!x2!···x N ! , it follows that the probability of each event
We refer to this model for given n, N and with the probability P MB above as the MB model with parameters n, N (MB(n, N )).
If we have a source of uniformly distributed binary words of length k, each word 
The Fermi-Dirac (FD) statistic is another classical model associated with distributing particles into cells. However, this time there is an exclusion principle that will not allow an already occupied cell to take an additional ball. In this case, the occupancy numbers satisfy x i ∈ {0, 1}, 1 ≤ i ≤ N , and the probability of each event
. We refer to this model for given n, N as the FD model with parameters n, N (F D(n, N ) ).
Finally, among the classical distributions, we mention the Bose-Einstein statistic, which is associated with the distribution of Bosons (indistinguishable particles) into cells. In this case, an already occupied cell is more likely to receive another particle than any particular unoccupied cell is. The n balls must now be distributed to the N cells in such a manner that each event
here the x i 's are again the occupancy numbers. To assign probabilities, we need to count the number of ways to write n as a sum of N nonnegative integers, which is equal to N +n−1 n . Thus,
Simulating Bose-Einstein statistics with a uniform source (as a ball in cell model) is a little more challenging, but it can be done as a variant on a Polya model as follows: Start with N boxes. The balls are placed in boxes one at a time. If the first ball goes into box i, place a new box over position i in a tower. The second ball can go into any of these now N + 1 boxes with equal probability. So, P (second ball goes into box in tower j = i) = 1 N + 1 , while P (second ball goes into box in tower i) = 2 N + 1 .
Continuing in this fashion, we see that each particular outcome (order counts) with occupation numbers
.
Since there are n! x1!x2!···x N ! different ways to distribute the n balls to get the same occupation numbers, it follows that the probability of a given event
which is, of course, the same as (1) .
For GFD models, we start with N 0 towers of boxes T i , 1 ≤ i ≤ N 0 , each with N 1 (i) boxes. Balls are placed in the T = N0 i=1 N 1 (i) boxes with an exclusion principle in force, i.e., if the first ball goes into a box in the ith tower, then no other ball may enter that box again, leaving the number of boxes in the ith tower that the next ball can go into diminished by one. We are interested in distributing n ≤ T balls and the statistics of the occupation numbers in the N 0 towers. Clearly the probability of a given event
is a function of the indices 1 ≤ i ≤ N 0 ), we will refer to this model as the GFD model with parameters n,
In each of the models above, there is an underlying experiment for which the order counts. We will not have much use for these in this paper, but for the sake of the discussion we will give them some names at this time. In the MB case, we will denote the basic experiment of placing n balls in N cells where order counts as MBO(n, N ). Clearly P MBO (each outcome) = 1 N n . For FD, the basic ordered experiment will be denoted by F DO(n, N ) with P F DO (each outcome) = 1 C(N,n) . We have already discussed the ordered version of the Bose-Einstein experiment; we denote it by BEO(n, N ). Finally, the ordered version of the GFD experiment is denoted by GF DO(n, N 0 
Random number generators.
Every random number generator produces a sequence of numbers (or binary digits) {ξ n } which pretends to be random. Depending on how random are "random" number generators, they can be divided into three big categories:
(i) True random number generators (TRNGs). These RNGs are based on physical random processes such as radioactive decay, different kinds of thermal noises, phase fluctuations in oscillating processes, and more. An ideal RNG producing the Bernoulli sequence (see more below) we also count as a TRNG.
It is useful as a theoretical tool and for purposes of comparison. (ii) Pseudorandom number generators (PRNGs). These RNGs are based entirely on algorithms and usually implemented as computer codes; see [16] , [30] , and references therein. PRNGs are deterministic and, of course, are not truly random. They just hope to simulate genuine randomness with some level of success, which depends on the application. Every PRNG involves some function F that operates on a space W k of binary words of length k. Once a seed w 0 ∈ W k has been chosen, the generator produces words w j = F (w j−1 ), 1 ≤ j, until the first time T that w T = w 0 . The collection of words {w 0 , w 1 , . . . , w T −1 } is then a cycle of the mapping F determined by the seed w 0 . There may be many different cycles of varying lengths or there may be only one cycle. Within a given cycle C = C(w 0 ), each word w ∈ C occurs exactly once. However, many PRNGs follow F by some sort of projection Φ :
In these cases, the generator can produce the same output word more than once. We will refer to T = T (w 0 ) as the period of the PRNG on the cycle determined by w 0 . We will refer to k 0 as the number of visible states for the PRNG and we will say that a PRNG with k 0 < k has hidden states. We do not consider any PRNGs for which k 0 itself depends on the choice of seed. (iii) Randomly seeded pseudorandom number generators. These RNGs have been introduced to fix the fundamental problems associated with the periodicity and deterministic nature of regular PRNGs. The problem is partially solved by random seeding of a PRNG when we choose the initial value w 1 of the sequence {w j } at random and then apply the algorithm of a PRNG. To improve the quality of the RNG one can apply random seeding more often.
There are many different methods for generating pseudorandom numbers (see, for instance, [16] , [30] , and references therein), and with the advances in testing the better ones survive and improve. As to testing, we will follow Knuth [16, section 3.3.3] and call the tests exploring the fundamental limitations of PRNGs theoretical tests. Theorem P in [16, section 3.3.3] is an example of that kind of theoretical test for a class of linear congruential sequences, and in section 3.3.4 of [16] there is an analysis of the deficiencies of linear congruential RNGs. Knuth points out in [16, section 3.3.3] that the development of theoretical tests is quite difficult and the majority of results in this area are obtained for statistical tests made for the entire period of a PRNG. In practice the limitations of PRNGs associated with their periodicity are well known, and normally a PRNG is used to generate at most T max T numbers, where T is its period. Hence, it is justified to call a theoretical test efficient if it detects a deficiency of a PRNG based only on the numbers w j , 1 ≤ j ≤ T max .
The generators below are considered in this paper: We list them now with a brief description of their properties.
I. RAND is a linear congruential PRNG whose output is a sequence of 32-bit integers X n such that 0 ≤ X n ≤ 2 32 − 1, and X n is defined by the recursive formula
RAND has only one orbit consisting of the set of integers {0, 1, . . . , 2 32 − 1}. It has no hidden states. The best that RAND can simulate are FD statistics F DO(n, 2 32 ) and F D(n, 2 32 ), 1 ≤ n ≤ 2 32 . II. RANDU is a multiplicative linear congruential PRNG whose output is a sequence of (odd) 31-bit integers X n such that 0 ≤ X n ≤ 2 31 − 1 and X n is defined by the recursive formula
Here, X 0 is normally taken as odd. RANDU has three orbits: 
Here we have identified the indices i with the binary outputs (i − 1) 2 . We will discuss what we can say in the " • " = " + " case below.
V. random() is a PRNG which is built into the UNIX operating system. Its output is a sequence of 31-bit integers X n , 0 ≤ X n ≤ 2 31 − 1. The algorithm on which random() is based is not disclosed; it is only said in the on-line manual that "random() uses a non-linear additive feedback random number generator employing a default table of size 31 long integers to return successive pseudorandom numbers in the range from 0 to 2 31 − 1." It is underscored that, unlike many RNGs whose several least significant digits are of poor quality, "all the bits generated by random() are usable." For example, the least significant bit of random() "will produce a random binary value." We expect that random() has a large number of hidden states but that all visible states appear with the same or nearly the same frequency. 
21 . Here again we have identified the indices i with the binary outputs (i − 1) 2 . VII. TRNG is output from a prototype true random number generator based on alpha decay. A summary of the generators is given in Table 1 . The pseudorandom generators were implemented on the Silicon Graphics Origin 200 system (SG 200). For a comparative study on PRNGs, see also [32] . TRNGs are normally bit generators and tests for them are derived from the assumption that their output is typical of a symmetric Bernoulli process. It is trivial to derive all of the MB models from such output. All of the tests that apply to this category of generator fall into the category of testing symmetric Bernoulli versus not symmetric Bernoulli (symmetric Bernoulli)
C . In many cases, the tests are most directly in the form of
C for some suitable choice of n, N . All such tests can be applied to all generators.
In the case of PRNGs we have seen that they can, at best, simulate the ordered and/or unordered versions of appropriate FD or GFD models. This brings up two testing questions:
1. How well does the given PRNG simulate the appropriate ordered and/or unordered FD or GFD experiment(s)? This leads to testing
How well does the FD or GFD experiment simulate the corresponding MB models? This leads to tests of FD versus MB, GFD versus MB, as well as ordered versions of these. The testing of all versions of GFD versus (GF D)
C will be the subject of another paper. However, before leaving this subject, we would like to indicate some of its significance. The simplest cases involve the classical FD distributions, ordered and unordered. Let N be fixed and take n = N . Each run of F DO(N, N ) is a complete sampling that determines a random permutation of the integers 1, 2, . . . , N. We can associate with each such sampling a map F : {1, 2, . . . , N} → {1, 2, . . . , N}, where
This determines a PRNG associated with F . Furthermore, every PRNG that has an orbit of size N represents a possible complete sampling of the N integers {1, 2, . . . , N}. If a PRNG provides a good simulation of F DO(N, N ), then it will provide good simulations of all F DO(n, N ) (and
There are two independent statistics that can be associated with this run: (1) the random permutation of the integers 1, 2, . . . , n given by j(1), j (2), . . . , j(n), and (2) the gaps
. Both of these statistics are uniformly distributed and together they are sufficient to determine F DO(n, N ). This last statement assumes that, for each n, repeated sampling is possible, which, for a PRNG is only true in a limited sense. It is significant to note, however, that Marsaglia considers his gap collision test [23] , which is based on collisions in the sequence ∆ 0 , ∆ 1 , . . . , ∆ n , to be very powerful in detecting defective PRNGs.
Basic results on occupation statistics. For the distributions MB(n, N ), we are interested in the following set of random quantities:
γ s = number of cells containing exactly s balls (2) = # {i :
and their mean values,
{·} is the expected value with respect to the P MB .
The Poisson distribution, with parameter, say, a, appears in the statistics of occupancy numbers very often and is denoted by P a , i.e.,
The distribution of a quantity γ taking on the values 0, 1, 2, . . . is denoted by P γ , i.e.,
The convergence of distributions is understood as the weak convergence in measure [10, section VIII.1].
A basic result on the statistics of the occupancy numbers γ s is that if
This result is due to von Mises [33, section IV.9] , and it also can be expressed as the following approximation formula:
In developing tests based on the γ s statistics, we will not actually use these asymptotic results directly. However, the asymptotics do provide insight and guidance in choosing sample sizes. For this reason, we want to be a bit more precise in our discussion of these results. von Mises' asymptotic results are based on his derivation of exact formulas for the factorial moments 
Based on (9) we see that the rth-factorial moments of γ s on MB(n, N ) satisfy the inequality
N that appears on both extreme sides of these inequalities plays the crucial role in determining the asymptotics for γ s when n and N are properly related. The natural range of the values for a s is
Here, α = n N and Stirling's formula was used in the last equality. Following von Mises, we impose the condition that
where the natural number s ≥ 2 andā can be chosen arbitrarily. It turns out that there are two ways to keep a s constant. To see this let us look at the related equation for α ≥ 0:
where s ≥ 2 is a fixed integer,ā is a fixed nonnegative number, and N → ∞. As follows from (11), for (13) to have a solutionā must be in the following interval:
An elementary analysis of (13) shows that if (14) is satisfied, then the equation has two positive solutions α ± = α ± (s,ā, N ) such that
or, more precisely,
For every fixed N there are, respectively, two values of n providing the sameā:
Evidently the relations (17), (18) , and (19) describe two different scenarios of behavior for α = α ∓ (s,ā, N ) and n ∓ (s,ā, N ) as N → ∞:
The high density case (21) α = α + (s,ā, N ) ≥ s has been studied by von Mises [33, section IV.9] . In this case clearly the average number of balls per cell α = n/N approaches infinity, and, hence, the overwhelming number of cells is occupied by more than s balls, and, in addition to that,
More precisely, the statistics of the occupancy numbers are described by the following statement which is due to von Mises [33, section IV.9] (see also [9, 
In addition to that,
In the low density case (20) the average number of balls per cell α = n/N approaches zero, and the overwhelming number of cells is empty, and, in addition to that, A s < A s−1 < · · · < A 0 . More precisely, an examination shows that the method of von Mises [33, section IV.9] gives without any alterations the following result for the low density case (actually, even with less effort than in the high density case). In the case α → 0 the von Mises condition (12) turns into the following:
Theorem 3. Under asymptotic condition (26) and α = n/N → 0 (which, in fact, is the low density case (20) ) the distribution of the random variable γ s approaches the Poisson distribution, i.e.,
In particular,
The relations (29) and (30) indicate that under the asymptotic condition (26) the statistics of γ s for s = s collapse to trivial distributions. This suggests that after appropriate renormalization γ * s of the quantities γ s their distributions may converge to one of the standard limit distributions. Indeed, it is shown in [13] (see also [33, section IV.9] ) that under the von Mises condition (12) the following relations hold for γ s = γ s (n, N ), s ≥ 2, and N → ∞:
and the random variables γ s are asymptotically normal with mean valueā s N and variance v s N . Thus the appropriate renormalization here will be
The normality of random variables γ s under condition (12) for N → ∞ has also been considered in [3] , [14] (see also references therein).
Remark 4. Though the cases of the low and the high densities (respectively, (20) and (21)) are similar in many ways, there remain certain advantages to using the low density case for testing which are discussed in section 3. An additional advantage of the low density case is that in that case α = α (s,ā, N ) ≤ s and, hence, fewer "balls" and, consequently, shorter sequences of random numbers are needed.
Collision times.
Another set of random quantities related to the classical occupancy problem are the collision times (waiting times) [15, section 3.3.2] , [8, section II.7] . To introduce them we consider the process of placing n balls in N cells. We place the balls in the cells one after another until a ball is placed in a cell that is already occupied. In that case we say that a collision has occurred and assign to the collision the variable τ 1 , where τ 1 is the number of the ball to enter the occupied cell. Having recorded τ 1 , the time of the first collision, we go on until the next collision and record the time of this second collision as τ 2 , which is clearly greater than τ 1 Here is a statement of the limiting form of the statistics of collision times.
Theorem 5. For fixed s ≥ 0 and fixed 
converges weakly to the product of s standard exponential distributions. Another equivalent interpretation is that the collision times τ 1 , τ 2 , . . . , τ s after the nonlinear scaling transformation
form, asymptotically as N → ∞, the Poissonian point flow with rate λ 0 = 1. We will prove this result without effective estimation of the remainder. We will, however, give bounds for the s = 1 case and some indications for the s = 2 case that can be used to estimate errors in these cases.
Proof. We begin with the following remark: if x 1 , . . . , x s are independent, standard exponential random variables, i.e., they have joint distribution density
then the random variables
Here
and substitution of these expressions into (35) together with calculation of the Jacobian (x1,...,xs) (y1,...,ys) gives (36). It is sufficient to check now that the joint distribution of the random variablesτ
converges weakly in C(R d ) to the limiting distribution with density (36). To simplify the calculations, let's discuss only the particular case of s = 2. We have for 1 ≤ s 1 < s 2 ,
If as
then on the set 1 < y 1 ≤ y 2 < A, for fixed A,
Thus, we have proved the theorem by, in fact, proving the local form of the theorem. Let's evaluate remainders for s = 1. We have for this case
and use inequalities
and
For any positive x let k = k(x) be the unique integer such that
Direct calculation shows that
, we have
These estimations in (39) guarantee that
and also provide bounds on the error of the approximation (40).
These estimates can also be used to calculate and provide bounds for the s = 2 case. For example, if we abbreviate k(x 1 ) = k 1 and k(x 1 + x 2 ) = k 2 and use the definition of k (x), then
The most important conclusion of this section is that
For example, if k = 32, N = 2 32 ∼ = 4, 295 · 10 9 , then √ N = 2 16 ∼ = 65 · 10 3 and we should expect the first collision to occur in a sample of this size.
Sampling with confidence.
In previous sections we discussed the limit statistics for random variables γ s as N → ∞ and for collision times, again as N → ∞. The limit statistics provide important insight and can be useful for practical purposes. However, most often, we have to deal with a given number N and it is always questionable if one can use the limit statistics in the place of a given one.
The testing problem that must be addressed is as follows: We fix N = 2 k and consider a finite sequence of binary words {w j } n 1 , where n is the number of words in the sequence. We would like to test whether {w j } n 1 is truly based on a uniform distribution on the sampling space W k of binary words of length k as it would be if the words were generated by a truly random Bernoulli sequence. It is customary in sampling to choose a so-called significance level α, a number between 0 and 1, and use it to determine a critical region that will depend on the sample size n that has probability smaller than α of occurring by chance if the distribution is actually the assumed one. This assumes that tail probabilities for the actual distribution can be bounded from above in a meaningful way. However, as mentioned in the introduction, it can be challenging to calculate rigorous but useful bounds on tail probabilities. There are three approaches to doing so:
1. Provide direct estimates on tail probabilities as we were able to do in the case of the first collision times in the previous section.
2. Provide estimates on the error involved in using the limiting distribution instead of the actual distribution-Berry-Eseen estimates in the case of the normal distribution might be used for this sort of approach. 3. Use nonasymptotic moment techniques to estimate the distribution function of the actual distribution and to provide rigorous bounds on tail probabilities. We illustrate the first approach below with a first collision time test utilizing the tail probability estimates (37) and (38) of the previous section. We illustrate the third approach both below in this section with tests based on the γ s statistics and again in section 4, in a more complex situation, with tests designed to differentiate between GF D (n, N 0 , N 1 ) and MB(n, N 0 ) . The second approach is difficult to achieve. We will see in section 4 that Berry-Eseen estimates can be used to justify some tests that cover a part of our range of interest, but only a small part.
First collision test.
The following table (Table 2 ) was computed using (37) and (38). Table 2 Tail cutoffs for a range of significance levels for first collision times.
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Based on this It does not have to be run for such generators since they are bound to never have any collisions within their period. In particular, RANDU, RAND, and GGL automatically flunk this test. Furthermore, the sample size needed to flunk them at the .001 significance level (180688 for a two-tailed test, 172247 for a one-tailed test) is the most efficient of the tests that we know of based on the inability of these generators to repeat over their period.
The first collision test can also detect problems for PRNGs with hidden states. For example, we form a PRNG with hidden states using the PRNG GGL by truncating bits 0-21 so only the most significant bits 22-30 (9 out of 31) are visible. The seed for GGL that we have chosen is 186739657. We use the resulting generator to generate random words of length 36 by combining four consecutive output words of length 9 bits each. We encountered no collisions among the first 1591139 36-bit words thus generated. The probability of such an event if these 36-bit words were truly uniformly distributed is less than 10 −8 . Note that we have used only 4(1591139) (truncated) output words of GGL, which is less than 0.003 of GGL's period of 2147483647.
Tests based on γ s -statistics.
It would be very difficult to estimate the errors in approximating the γ s -distributions by their limiting Poisson distributions, and,
Fig. 1. The smooth and the polygonal curves in this figure illustrate the way in which a distribution function (the smooth curve) must intersect its Chebyshev polygonal approximation: each of the segments of the polygonal plot is intersected exactly once by the continuous curve.
therefore, we would not be able to rigorously bound the tail probabilities if we used the Poisson distributions to determine critical regions. Furthermore, for relatively small N and n the actual distributions are not even close to the limiting distributions. We avoid these difficulties by using MAPLE to calculate accurate approximations for the higher order moments of the γ s random variables from the precise formulas for their factorial moments due to von Mises.
These highly accurate values now permit the use of classical moment theorems due to Chebyshev. In 1874, Chebyshev showed the following (see [33, section VIII, B]): Let V 1 be a distribution function that has moments of all orders, whose first 2m moments M 0 , M 1 , . . . , M 2m−1 are known, and assume that V 1 increases at more than m − 1 points. Then there exists a unique m-step function V whose first 2m moments agree with those of V 1 . Furthermore, unless V = V 1 , V and V 1 must intersect exactly 2m − 1 times, once on each of the m vertical segments of V and once on each of the m − 1 interior flat (horizontal) segments of V (see Figure 1 for a typical situation).
It follows that if X 1 is a random variable with distribution V 1 , and V has jumps A 1 , A 2 , . . . , A m at the points a 1 , a 2 
. . , M 2m−1 , the following steps are required to determine the m-step function that has these same moments (see [33, section VIII, 4.3]):
1. Solve the system
2. Find the roots a 1 , a 2 , . . . , a m of the polynomial
There will be m distinct positive real roots of this polynomial.
Solve the system
for jump masses A 1 , A 2 , . . . , A m (see the plot in Figure 3 of the next section for an illustration). To illustrate, tests involving γ 2 and γ 3 can be based on Table 3 below. Once again, for RAND, RANDU, GGL, and the (xor) lagged Fibonacci generators (seeded with a full rank initial matrix), all of these tests, in particular those utilizing the γ 2 -statistic, are theoretical tests. In particular, the sixth and seventh rows of the table show that a sample of size 2 19 will be sufficient to fail RANDU, GGL, RAND, and F (31, 13, (xor)), provided it is seeded with a full rank initial matrix at the .001 significance level. The first row of the table shows that a sample of size 2 12 will catch F (17, 5, (xor)) (provided it is seeded with a full rank matrix). Finally, the second row of the table shows that a sample of size 2 30 will be sufficient to catch F (55, 24, (xor)) provided it is seeded with a full rank initial matrix. We estimate that a theoretical test for F (250, 103, (xor)) utilizing the γ 2 -statistics would require a sample of size on the order of 2 128 , which is not computationally feasible at this time. Tests based on γ s statistics can also be used on generators with hidden states, but it is not clear at this point what values of n and N should be looked at. The next section provides guidelines that help with this.
GF D versus M B and M B versus (M B)
C . We first develop tests for GFD models versus MB models. These are used to derive an empirical rule that is applied in developing MB versus (MB) C tests for PRNGs.
GF D model versus M B model.
Let's consider as in section 2 a PRNG model based on a dynamical system F : W k → W k followed by a truncation operator Φ : W k → W k0 . Recall that k 0 is the number of visible digits. Let seed w 0 be chosen and let T ≤ 2 k be the period of the PRNG on the cycle determined by w 0 . This means that on the interval [0, T − 1] the system X n+1 = F (X n ) has no selfintersection (NSI), i.e., the sequence X (0) , . . . , X (T − 1) is a permutation of the set of all states {X (0) , . . . , X (T − 1)} ⊂ W k when this set is endowed with the order inherited from W k . This holds for each cycle and the cycles partition the phase space W k . This is equivalent to the condition that the invariant measure of X n (·) is the uniform distribution on W k .
Put N 0 = 2 k0 = |W k0 |, the number of visible states. For each 1 ≤ i ≤ N 0 , let N 1 (i) equal the number of times that the binary word w = (i − 1)(2) appears in the cycle C(w 0 ); here (i − 1)(2) is the binary representation for the integer i − 1, and note that 
The map F : W k → W k determined by these restrictions combined with Φ will determine a PRNG associated with the given partition and the complete randomsampling-without-replacement of the partition sets. Of course any given PRNG could correspond to "nonrepresentative" results of the associated GFD experiments and for that reason a hypothesis test that distinguishes between GF D(n, N 0 , N 1 ) and MB(n, N 0 ) will not necessarily distinguish between any particular PRNG and the MB model. However, all the PRNGs and the GFD models share the underlying NSI property and thus analyzing the GFD versus MB situation should provide guidance on the construction of hypothesis tests that have good potential for detecting differences caused by the NSI defect. This expectation is in fact confirmed in practice. In the remainder of this section, we first develop the most powerful (or nearly so) tests for detecting the difference between GF D(·, N 0 , N 1 ) and MB(·, N 0 ), based on N 0 , N 1 and a choice of significance level α > 0. This analysis will produce estimates on the minimal range for n needed to detect the difference between these models for the given significance level. Again, we caution that for any given PRNG, the relevancy of the "test" must be established by actually running it.
Returning to the GFD scheme, for n, N 0 , N 1 , we are interested in the occupation numbers x 1 , x 2 , . . . , x N0 for the positions i = 1, 2, . . . , N 0 . Let (x 1 , . . . , x N0 ) = ω be a "typical" realization of the GFD experiment; the set of such realizations, as a rule, is smaller than the set of outcomes of MB statistics. The last set contains all sequences
Let (Ω MB , P MB ) and (Ω GF D , P GF D ) be the probability spaces for the MB experiment and the GFD experiment, respectively. Clearly,
We have the following measures on Ω MB :
According to the Neyman-Pearson lemma, in order to distinguish the two hypotheses H 0 : the underlying distribution is MB, H 1 : the underlying distribution is GFD, it is optimal to study the ratio
The Neyman-Pearson lemma (cf. [18, section III, Theorem 1]) tells us that the distributions of the statistic π 0 with respect to the law P MB (i.e., under the condition H 0 ) and with respect to the law P GF D (i.e., under condition H 1 ) are maximally different. If the variance of N 1 is large, then using this statistic to test the null-hypothesis will require knowing a great deal about the generator and the particular cycle being used. The situation is greatly simplified if the N 1 (i) have little variance. Let's begin with the situation when, for all i, N 1 (i) = N 1 . In this case the expression for π 0 simplifies to
In many cases this ratio π 0 (ω), under the assumption that for all i, N 1 (i) = N 1 , can be approximated by the simpler expression containing the quadratic forms,
Because of this, we choose to develop tests based on the statistic
we can deal instead with X = However, we are interested in keeping n as small as possible and in fact prefer to have n N 0 if possible. Thus, in our region of interest, these asymptotic results are certainly questionable or downright invalid. There are ways around this: Chebyshev's inequality can be used, which of course is crude, or the MB experiment can be randomized, which reintroduces normality, but at a price. The experiment of randomly sampling ν from a Poisson distribution with parameter n and then running the MB(ν, N 0 ) experiment is equivalent to running N 0 independent Poisson processes each with parameter n N0 . Berry-Esseen estimates for this randomized experiment can then be used to estimate bounds on significance levels in using the normal to approximate the sampling distribution. If N 0 = 2 31 , the Berry-Esseen estimate is not useful for n < 2 26 . This means that the randomized experiment is of no use below that number. But, for N 0 = 2 31 , we are interested in 2 17 ≤ n ≤ 2 36 , or so. For the statistic X, the variance under the randomized experiment is given by V ar(X) = 2N 0 ( useless in the sense that it begins to perform worse than just using Chebyshev's inequality would. To go beyond 2 30 , one has to appeal directly to Chebyshev's inequality until n is large enough to justify the Chi-square approximation to the multinomial. Even so, there are no rules for determining how large n needs to be in order to guarantee a given accuracy on the significance level. The inability to guarantee a bound on the significance level of tests based on asymptotic methods have plagued the testing of randomizers from the beginning. As far as we can tell, this problem has largely been ignored.
However, we can avoid all of these difficulties. We use MAPLE to calculate rational expressions in n, N 0 for higher order moments of the random variable X for the distribution MB(n, N 0 ). These expressions are very complex and soon go beyond anyone's capacity to calculate by hand. From these expressions, we again use MAPLE to calculate exact rational values of the moments of X for appropriate ranges of values for n, N 0 . These exact values now permit the use of the same classical moment theorems due to Chebyshev that were used in section 3 for the γ s statistics. In fact, the situation now is better than it was then. The moment values in this case are really precise and no errors occur until the roots of the associated monic polynomial of step 2 (see (42)) are found. It is thus easier to control the errors in this case. In the end, for a given N 0 , N 1 , and significance level α, we are able to determine a critical value and a minimum sample size n needed to have a chance of distinguishing between X on GF D(n, N 0 , N 1 ) and X on MB(n, N 0 ). Furthermore, all errors involved can be controlled precisely and the analyses are valid over the entire range of our interest without having to shift from one model to another. The diagram in Figure 2 provides a good visual summary of the situation.
Before proceeding with this program, let's consider the utility of X when N 1 is not assumed to be constant. Our test will compare E GF D (X) with E MB (X). This next result gives a very useful representation of E GF D (X).
, and V ar(
,
If the V ar(N 1 ) = 0, we get from (44) the expression for E GF D (X) under the assumption that for all i, N 1 (i) = N 1 . However, it is clear from (44) that X will remain a valuable test statistic as long as the
term is small. If this term is large, then one might hope that E GF D (X) significantly overshoots E MB (X) = n + n(n−1) N0 , and we might still have a test that can discriminate between GFD and MB. As we will see, this in fact can happen in important cases.
We first deal with the case when
is negligible. Our strategy is the following: For a given N 0 , N 1 and a choice of significance level α > 0, find an m such that the Chebyshev m-step distribution determined by the first 2m moments of the distribution function P MB (X ≤ y) has the property that A 1 ≤ α and E GF D (X) < a 1 .
Then a 1 is a suitable critical value for rejection of the hypothesis H 0 that the distribution is MB (n, N 0 ). To implement this strategy, we need to be able to calculate (a)
. . , 2m − 1 for a suitably chosen positive integer m. We have already calculated (a) above,
We are dropping the
term in (44) since we are presently assuming that it is negligible.
For MB we need to calculate E MB (X k ) for arbitrary k. We define y i = x 2 i so that
The terms of the rightmost expression are of the form y
, where
We can assume these have been arranged in nonincreasing order so that
Furthermore, for any such term,
Each term of the form y
k can be uniquely associated with the nonincreasing finite sequence (j 1 , j 2 , . . . , j k ) . Thus, there are three tasks involved in calculating a kth moment:
1. Generate all of the distinct, nonincreasing sequences (j 1 , j 2 , . . . , j k ). We call those sequences admissible.
2. Determine the number of terms in the expansion of ( The number of terms associated with each sequence is given by the formula
where the β i are the multiplicities of the distinct nonzero j r . More precisely, s is the number of distinct nonzero numbers in the list j s1 , . . . , j s k and β 1 , . . . , β m are the corresponding multiplicities of those nonzero numbers arranged in descending order.
To establish the formula (45) we use the multinomial expansion for ( assuming that
where j sr ≥ 0 and
The task of picking the y is r corresponding to the nonzero j sr can be recognized as the task of picking the indices that will go with distinct values of the j sr . There will be 
Another MAPLE procedure we wrote calculates #(
The two MAPLE procedures mentioned above can be used to calculate the kth moments of X for k = 1, 2, . . . .
Since the moments M j in the system (41) are rational, MAPLE finds exact values for the unknowns c j . In step 2 using MAPLE we can find the roots of the polynomial (42) with any desired accuracy but not exactly. By choosing appropriate tolerances in step 2 we controlled the accuracy of A j in system (43). In particular, the numbers reported in Table 4 have the indicated accuracy. In Table 4 , we use the Chebyshev 7-step function for X on MB n, 2 31 to determine the minimum sample sizes n needed to distinguish between MB n, 2 31 and GDF n, 2 31 , N 1 at the calculated significance level, where 1 ≤ N 1 ≤ 2 16 . Since when N 1 = 1 E GF D (X) = n, it follows that every PRNG with no hidden bits will fail the test in line 1 of Table 4 . In Figure 3 , we plot the Chebyshev 7-step function for X on MB(2 28 , 2 31 ). The only thing questionable about this test is the fact that α = .04. However, by running the test two or three times, one can achieve satisfactory significance levels and still reject the hypothesis that the model is MB. Thus, tests for which α ≤ .001 will reject the hypothesis MB based on a sample of no more than 2 19 points, if these points are being generated by a PRNG with the NSI property. The last column in the table is being used to give some indication of the power of the tests. The upward variability of the GFD model is less than that of the MB model for the statistic X. The column headed by 5 1 A i gives a lower bound on P MB (X ≤ a 6 ); thus we expect, but have not proved, that
Our expectation, therefore, is that the tests for which the B 1 = a 1 − E GF D entry is greater than the B 6 = a 6 − E MB entry will have power at least that of the entry in column 7. Thus, if N 1 = 2 5 and we run a test with n = 2 24 and the real underlying model is the GFD model, then the statistic X produced should fail the test at least 97% of the time. For the other rows where column 8 is less than column 9, we don't presume anything about the power of the test, but the test is still valid and can be tried.
We add to Table 4 this next table (Table 5 ) which provides some idea concerning what happens when N 0 is also allowed to vary. The values of n in this table are the smallest powers of 2 for which E GF D (X) ≤ a 1 for the given N 0 and N 1 . Now, if
is not negligible, one could not expect the above approach to lead to a test that would detect the difference between the GFD and MB models at hand. The difference between E MB (X) = n + n(n−1) N0
and the term n + (N 1 − 1)
). If N 0 is large, then this difference is on the order of
). Since the X statistic on MB(n, N 0 ) for much of the ranges of n, N 0 of interest is nearly symmetric, if n + (N 1 − 1)
≥ 2, there is a good chance that E GF D (X) > a 7 . Based on these observations as well as the calculations in Tables 4 and 5 , we offer the following empirical rule for the testing of GFD versus MB.
Remark 7 (empirical rule for testing GFD versus MB). Let N 0 and N 1 be known.
• If
is feasible for n ≥ n * , where n * ≈ 2 log 2 (N 0 ) 2
is moderate, we don't expect X to be able to distinguish GFD and MB. Note that if
is significantly larger than 2, then somewhat smaller values for n * might be tried than the one indicated above.
Tests of M B versus (M B)
C guided by the empirical rule. Based on insights from the above, Table 6 was generated to support tests for various PRNGs with hidden states.
We ran experiments to test F (17, 5, (xor)), F (31, 13, (xor)), TGGL, and F (17, 5, +) with the results shown in Table 7 .
Based on these results
• we reject MB for F (17, 5, (xor)) at the .0011 significance level using the first row of Table 6 (X = 1073122 < 1076416 = a 1 ); • we reject MB for F (31, 13, (xor)) at the .0006 significance level using the 5th row of Table 6 ; • we reject MB for TGGL at the .0006 significance level using the last row of Table 6 ; • we reject MB for F (17, 5, +) at the .0003 significance level using either row 4 of Table 7 with row 2 of Table 6 or row 5 of Table 7 with row 3 of Table 6 . In this case, the rejection is based on the fact that X > a 7 . Note that in the first three cases, the sample size n corresponds to that predicted by the empirical rule. For example, the empirical rule indicates the X statistic should distinguish between GF D(n, 2 10 , 2 7 ) and MB(n, 2 10 ) for n ≥ 2 5+3+7 = 2 15 . In the case of F (17, 5, +) though, the empirical rule would call for a sample size n = 2 5+3+16 = 2 24 . We tried the smaller sizes because several full period runs of the generator indicated that
was ranging between 3 and 6. The run for n = 2
23
is actually a fairly typical run and the generator will be rejected at the .0003 level of significance most of the time. In the case of n = 2 22 , we had to try a few runs, but not many, to find a seed that produced
≈ 5.3. The X = 17185098488 reported in row 4 of Table 7 resulted from the experiment run with that seed.
Row 4 of Table 6 we believe would support the rejection of MB for the generator F (31, 13, +), but we have not run the test because of our limited computer resources. It is feasible, however, to run this test with current hardware. The empirical rule would indicate a need for a sample of size 2 38 ; however, if this generator acts similarly to F (17, 5, +), we expect the discrepancy to show up a little sooner.
If a statistic correlates significantly with X, one would expect its distribution under MB and GFD to be different. Thus, such a statistic also should be able to detect the difference between these two distributions and hence might serve as a basis for testing PRNGs. Until we did the above analysis, we had been unable, when a generator had a significant number of hidden states, to demonstrate any significant difference using the occupation statistics γ s . But on MB(n, N ), X = n s=1 γ s s 2 . Furthermore, any actual sum will run over a relatively short number of indices, say K << n. So, it should be possible to use some suitably chosen γ s as a test statistic. This in fact turns out to be the case, but we need to use everything we have learned in order to help aim the test at the right place. To illustrate, consider F (17, 5, (xor)). For reasons we will explain in a little bit, we consider N 0 = 2 14 . Then N 1 = 2 (essentially) and the empirical rule predicts that X will detect the difference around n = 2 13 or 2 14 . Table 8 gives the cutoffs required to reject MB at the indicated significance levels.
For n = 2 13 , on three out of seven runs γ 5 = 0, and on three out of seven runs γ 4 ≤ 9. The strongest evidence though is that on all seven runs, γ 3 ≤ 172 = a 2 and A 2 + A 1 = .014 and this permits rejection of MB at the 10 −12 significance level. For n = 2 14 , we only made two runs. Both times, γ 6 ≤ 1, γ 5 ≤ 26, and γ 4 ≤ 194. The reason we chose N 0 = 2 14 for the above illustration is that the empirical rule applied to the given generator indicates a sample size for the X statistic that is on the same order or a little smaller than N 0 . In most cases when one has N 1 > 1, it is necessary to take n somewhat larger than N 0 . If n is larger than N 0 , the matrix of coefficients in the first step (41) of the Chebyshev moment method becomes illconditioned, especially for small s. It therefore becomes challenging to control the errors in applying this method. Even in the case considered, we had to take great care to control errors. This, by the way, is one advantage of using the X statistic. We were able to calculate the relevant moments for it without any errors at all and therefore the condition of the matrix of coefficients in the first step of the process was of no concern. Because of certain terms in the factorial moment formulas for the γ s -statistics, it is often necessary to approximate the moments in (41).
Description of other conducted tests.
The development of tests based on hard estimates of tail probabilities and employing nonasymptotic methods constitute the major thrust of this paper and almost all that is new in it. However, part of our original motivation was to apply appropriate tests for possibly true RNGs. Because of this we developed a number of more standard tests that are based on traditional asymptotic methods. We describe these tests here and then, in the final section, summarize the results of all our tests on the various generators considered in this paper.
Homogeneity test. The binary digits are divided into ix groups of equal length jx each; we find the quantity Arcsine test. We use the (presumably independent and symmetrically distributed) random bits to simulate a random walk. We generate a large number of independent trajectories of such a walk, all of them having the same (large) time length. For each trajectory we find the fraction of time that the particle spends on the positive half-axis. This random variable should have the so-called arcsine distribution. We compare graphically two curves: the sample distribution of this random variable and its theoretical (arcsine) distribution.
Correlation function test. We find the sample correlation function for a long sample of consecutive random bits. Its values at different integer points should be approximately normally distributed and independent (if we consider not too many integer points). We find the sample distribution of these values, normalize it so that its theoretical distribution becomes approximately uniform in [0, 1], and then compare it with this theoretical distribution.
Collision times test. Note this is not the same as the "first collision test" discussed in section 2.3. We combine consecutive random bits into words of some fixed length. We generate these random words and fix the moment of the first coincidence of the new word with some previously generated one. Then we find the moment of the second repetition of words (this new repeating word may be the same or different from the word that repeated previously). Similarly we find the moment of the third repetition. Theory predicts that if the length of the words is large enough, then certain combinations of these moments should be approximately uniformly distributed in [0, 1] (and statistically independent). Repeating our experiment many times, we obtain sample distributions of these random variables and then compare them with the theoretical (uniform) distribution.
Short range correlation test. We fix the length of a binary word, generate a large number of words, and find the frequency of appearance of each possible word. A particular χ 2 sum constructed from these frequencies should have (approximately) a prescribed χ 2 -distribution. We find the probability that a random variable with this χ 2 -distribution does not exceed the value that we found. This probability depends on the sample and hence is a random variable. It should be distributed (approximately) uniformly in [0, 1]. We repeat our experiment many times, find the sample distribution of this random variable, and check how far it is from the theoretical (uniform) distribution. This deviation, denoted by D KS , is measured by the Kolmogorov-Smirnov statistic. Then we find the probability, p KS , for a Kolmogorov-Smirnov random variable not to exceed the value D KS . The generator fails the test if p KS < 1 − maximum of the absolute values of the standard normal random variables. These random variables are strongly dependent, which makes it difficult to find the distribution of that maximum; hence we find an upper estimate, p T , of the probability of the event that the above maximum is greater than T (n, k). This probability is
We reject the hypothesis that the sequence β k is a symmetric Bernoulli sequence, if p T is too small, say, less than 10 −4 (which means that the maximal triple correlation is too far from 0). In fact, instead of the sum s (i, j), we compute a slightly different sum s * (i, j) that consists of independent terms; this change enhances the accuracy of the normal approximation.
Testing results for some generators.
The test results are presented in Table 9 where P means "passing," F means "failing," M is 10 6 , K is 10 3 , B means "beyond available computing resources," and F/T means "fails on theoretical grounds." The data sizes used in the testing are collected in Table 10 .
In Table 11 , we summarize the results of the tests based on first collisions, FCT, occupation statistics, γ s , and the X statistic. These are developed and fully discussed in sections 3 and 4. Here F F * (xor) stands for an xor lagged Fibonacci seeded by a fullrank matrix. The tests of RAND, RANDU, GGL, and F F * (xor) are theoretical with the sample sizes required for rejection determined by the empirical rule of Remark 7. 
