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Computing Extreme Rays of the Metric Cone for Seven Points 
V. P. GRISHLJKHIN 
We give a complete description of the extreme rays of the cones Mk of all metrics on k points 
for k c 7. The cone M, has more than 60 000 rays, and we use a computer program to make the 
computation. We give four collections of facets such that it is possible to compute all extreme 
rays of M, contained in facets of these collections. Then we prove that any ray of M, is 
permutationally equivalent to one of the computed rays. 
A metric on the point set V is a real-valued function p: V2+ R, defined on the set 
Vz of all unordered pairs of distinct points in V, which satisfies the triangle inequality 
Al + p&j) - &j) 3 0, i, j, k E V (11 
for the every triple (ijk) of distinct elements. The coefficients of the linear form of the 
left-hand side of (1) are values of the function i/i: on V*, called the fork, and such that 
1 if {fm} = {ik} or {/m} = {kj}, 
iA,” = 
1 
-1 if {/m} = {ij}, (2) 
0 otherwise. 
Note that there are three forks iAik, iii’ k, kAi that correspond to the triple (ijk). 
There are 3(7) inequalities (l), where n = IV!. All of these inequalities define the 
metric cone M(V) = M,, in the space R “’ of all functions on V2. The dimension of M,, 
equals p = (‘;) = n(n - 1)/2, the dimension of [WV’. 
We obtain the inequality 2,u(kj) 3 0 if we sum two inequalities (1) corresponding to 
two forks Ian and iAi. Thus, the metric cone M, lies in the non-negative ortant of the 
space IF8 I’*. 
It is convenient to consider functions from [WV2 as functions defined on the edges of 
the complete graph K, with the vertex set V, so that p(ij) = p(e) for e = (ij). 
The metric cone is dual to the cone of feasible multicommodity flow problems. An 
instance of the multicommodity flow problem is given by a function d E Rv2. The 
values of d(e) are as follows. If d(e) 5 0, then d(e) is a capacity of the edge e, and if 
d(e) < 0, then -d(e) is a demand on a flow between the vertices i and j, where e = (ij). 
For each edge e = (ij) with d(e) < 0, we seek a flow of -d(e) units between i and j such 
that the sum of all flows along any edge with d(e) 3 0 must not exceed d(e). If such a 
flow exists, we call d feasible. 
It is well known, that a necessary and sufficient condition for feasibility is given by 
the Japanese Theorem of Iri [4] and Onaga and Kakusho [9]: A function d E If3 “’ is 
feasible iff CeeVz d(e)p(e) 3 0 for all metrics p E M,,. 
Now, if we want to verify a feasibility of a multicommodity flow problem it is 
sufficient to verify above inequalities only for extreme rays of the cone M(V) = M,,; so 
the problem of listing extreme rays of the metric cone M,, arises. Note that Papernov 
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[lo], Lomonosov [7] and Avis [l] were the first to describe some classes of extreme 
rays of the metric cone. 
3 
Extreme rays are defined by the system (1) uniquely up to a positive multiple. Since 
the coefficients iA: of (1) are integer, the function p corresponding to an extreme ray 
can be chosen integer too, and such that greatest common divisor of values p(e) for all 
e E V2 is equal to 1. In what follows we present the extreme rays in such a form. 
Sometimes what we call a metric is called a semimetric, assuming that a metric is 
a strictly positive function on V2. Using the inequalities (l), it is not difficult to show 
that every (semi)metric ~1 defines a partition of the set V into equivalence classes V,, 
V = IJkVk, V, fl V, = 0. The points i and j of V belong to the same equivalence class iff 
p(ij) = 0, and when i, j belong to one class, and k, I belong to another class, then 
p(ik) = p(a) = p(jk) = p(jl) > 0. 
If we contract each class V, into one point v k, then the factorized metric ,u becomes 
strictly positive on the factor-set. It is easy to prove the following theorem [7, lo]. 
THEOREM 1. A metric is extreme i$ the factorized metric is extreme. 
It follows that every extreme metric of the cone Mk generates extreme metrics of the 
cone M, for every it > k. It is sufficient to partition the set V of the cardinality n into k 
non-empty subsets. So, if we know all types of extreme metrics of the cones Mk with 
k <n, positive metrics of the cone M,, are of especial interest for us. 
4 
The cone M,, is very symmetric. The group S, of all permutations of the set V 
naturally generates the group Si of permutations of the set V2. Let f, = f og be the 
composition of a function f ~5 [WV’ with an action of an element g E S: (f,(ij) = f (g(ij)). 
The action g: f +f, of the group Sf, on the space Rvz partitions the space [WV2 into 
orbits [f,: g E S:] of permutationally equivalent functions. For example, all forks & 
from (2) belong to the same orbit; that is, they are permutationally equivalent. It 
follows that each fork determines a facet of the cone M(V), since some inequalities (1) 
must determine facets of the cone. 
Evidently, if p E M,, is an extreme metric, then pp is extreme too. Hence, the set of 
all extreme metrics is partitioned into the classes of permutationally equivalent metrics. 
Obviously, to describe all extreme metrics it is sufficient to know representatives of all 
orbits of extreme rays or, as we shall say, all types of extreme metrics. 
Consider some partition (VI, V,, . . . , V,) of the set V of type {ni, n2, . . . , nk}, 
where ni = l&l, ni G ni+i, 1 s i s k. The partitions with different sequences {ni}$ 
belong to different orbits under the action of the group S,. Therefore every type of 
extreme metric of the cone Mk generates (in the sense of Section 3) different types of 
extreme metrics of the cone M, = M(V), corresponding to partitions of the set V into k 
non-empty sets with different sequences {ni}:+ 
5 
The simplest metric cone is the cone M2 of metrics on two points. In this case 
IV21 = 1 and M2 is, by definition, a non-negative ray on the line [WI. The ray is the 
single extreme ray of the cone M2. This extreme ray is determined by the function 
~(12) = 1 for V = (12). 
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According to Sections 3 and 4, this metric generates 2”-’ - 1 extreme (0, l)-metrics 
of the cone M,. These (0, 1)-metrics relate to 2”-’ - 1 different partitions of the set 
V={l,2,..., n} into two non-empty sets VI and V,. There are [n/2] (the integer part 
of n/2) partitions with sequences {nl, nz}, nl c n2, nl 6 [n/2]. The (0, 1)-metrics are 
called cut metrics or Humming metrics. By Theorem 1, all (0, l)-metrics are extreme. 
All extreme rays of the cones M3 and M4 are cut metrics. The cone M3 is simplicial 
and lies in the space R3. Three facets of M3 are defined by three forks &, ,A: and *Ai. 
There are 23-’ - 1 = 3 partitions (1,23), (2,13) and (3,12) of the set V = (1, 2, 3). 
These partitions generate three (0, 1)-metrics of the same type, which are extreme. 
These three metrics are unique extreme metrics of M3. 
The cone M4 lies in the space R6 and has 24-’ - 1 = 7 extreme cut rays of two types. 
corresponding to the partitions with the sequences {n, = 1, n2 = 3) and {n 1 = 2, n2 = 
2). It is known (see [2, lo]) that Mk for k c 4 coincides with the cut cone Ck generated 
by cut rays. Hence these seven cut rays are unique extreme metrics of M4, 
6 
Non-cut extreme rays arise for the first time in the cone MS. These extreme metrics 
belong to a class of bipartite metrics. A bipartite metric is completely determined by a 
partition of the set V into two subsets VI and V2, such that a cardinality of one subset is 
not less than 2 and that of the other subset is not less than 3. The value of a bipartite 
metric is determined as follows: 
p(e) = I 1 2 if (e n V,l = je n V,l = 1, otherwise. 
The type of a bipartite metric is determined by the type of corresponding partition 
(n,, n2), where nl + n2 = n. This metric is denoted by the corresponding complete 
bipartite graph K,,,,,. For example, there is only one type of bipartite metric in the 
cone MS, the metric K2,3. Papernov [lo] was the first to pay attention to bipartite 
metrics. 
The notation of a bipartite metric by the corresponding bipartite graph also has 
another sense. In fact, a bipartite metric is a special case of the so-called graphic 
metrics. A graphic metric PG is generated by a graph G on the vertex set V as follows: 
j&(ij) is the shortest distance in the graph G between the vertices i and j, provided that 
the length of an edge of G equals 1. Thus, in a bipartite graph K,,,, the distances 
between adjacent and non-adjacent vertices are equal to 1 and 2, respectively. 
The results of Papernov [lo] imply that any extreme metric of the cone M5 is either 
cut metric or K,,3-metric. MS has 2*-’ - 1 = 15 cut metrics of [5/2] = 2 types and 
(z) = 10 bipartite metrics, i.e. it has 25 extreme rays. 
7 
All of the types of extreme metrics of the cones M6 and M7 were found by computer. 
The cone M6 has three types of non-trivial extreme metric (a metric is non-trivial if it is 
positive, i.e. generated by no extreme metric of the cones Mk with k < 6). All of these 
metrics, K3,3, K2,4 and K3,3 - e, are graphic (K3,3 - e is the graph K3 3 without an 
edge). Note that the distance between the vertices of deleted edge e in K313 - e is equal 
to 3. The cone M6 has 296 extreme metrics of seven types. These are four trivial types 
(K2,:< and 3 = [6/2] types of cut metrics) and three positive types of graphic metrics. 
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TABLE I 
The extreme rays of the cone M6 on six 
points 
Type of metric Amount of metric 
__________ 
Cut metrics 2”.-1 - 1 = 31 
b 
i K 2.3 (x:, = 150 
P 
a P 
r o Kz4 
ts 
(e) = 15 
i i 
t t 4, i(9) = 10 
e i 
V 
e fk - e 9f($ = 90 
Total number of 296 
metrics 
All of these metrics are indicated in Table 1. These extreme rays were known a long 
time ago, but it was not known that there is no other extreme ray of &. It is worth 
noting that Table 1 provides another proof of completness of the above given lists of 
extreme rays of the cones Mk for k G 5. 
8 
All of the 296 extreme metrics of the cone I& were constructed by a computer. Since 
the cone M, has more than 60000 extreme rays, it is very hard to construct them 
directly. But it is sufficient to determine all types of non-trivial (positive) extreme 
metrics of M7 using the symmetry of the cone. 
The first simple remark is that it is sufficient to find only extreme metrics lying in a 
facet. Since the symmetry group transforms every facet into any facet, every facet 
contains all types of extreme rays. However, unfortunately, there are a lot of extreme 
rays in a facet. 
Below, we give four collections of facets such that it is possible to construct by 
computer all extreme rays of M, contained in the intersection of the facets of each 
collection. Then we prove that any ray of M7 is permutationally equivalent to one of 
the constructed rays. 
First, we consider extreme metrics in intersections of two facets. There are the 
following nine types of permutationally non-equivalent pairs of facets: 
(I) iATK, C2) iAfjA;l, (3) iAfrn4, (4) &,A;, (5) iAfi/ir, 
(6) iA:kAy, (7) iA;jAL (8) iAf,cAL, (9) iA,k,Aje 
Note that a positive metric cannot lie in the intersection of type (9) since this 
intersection implies the equality y(ik) = 0. 
Among the nine types of intersection there is one very important type, number (6). 
In fact, by Lemma 1 below we have in this case the intersection of four facets. 
LEMMA 1. kAj + iAy = kAk + ,A?. 
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It is very easy to proof Lemma 1 by using (2), and it becomes obvious by looking at 
the following diagram: 
j m j m 
k i k i 
Recall that any metric satisfies the inequality iA;p 5 0 (it is an abbreviation of the 
inequality (1)). Therefore, by Lemma 1 the equalities ,& = jAyp = 0 imply the 
equalities &,,p = kAyp = 0. In other words, metrics lying in the intersection of the 
facets & and ,A~ also lie in the intersection of the facets ,,,A:, and ,Ar. 
9 
Our first collection of facets is the set of four facets 
considered in Lemma 1. A metric lying in the intersection of above four facets can be 
described as a metric which has a geodesic of a length not less than 3. 
Consider a complete graph, the edges e of which have the length p(e). The length of 
a chain L is equal to the sum C { p( ) e : e E L}. If the length p(L) of the chain 1, 
connecting the vertices i and i is equal to p(ij), then the chain L is called a geodesic. If 
geodesics of length q pass through the vertices iO, i,, iz, if, . . . , i, then the inequalities 
(1) corresponding to the forks ,,A$ &$ ,,,A$ . . . , iOAt-’ are satisfied as equalities. 
There exist metrics all of the geodesics of which have length 1. Extreme metrics have 
the longest geodesics. 
So, if a metric has a geodesic of length not less than 3, then it is permutationally 
equivalent to a metric lying in the intersection of two facets ,A: and ,& and 
consequently, by Lemma 1, in the intersection of four facets of collection (1). 
Conversely, if a metric ~1 lies in the intersection of the facets ,& and & then it has 
a geodesic with three or more edges. In fact, the distance between the vertices 1 and 4 
is equal to the sum of the lengths of the edges (12). (23) and (34.); that is, 
,u(14) = ~(12) + ~(24) = ~(12) + ~(23) + ~(34). (3) 
Our algorithm enumerating extreme metrics can enumerate metrics lying in an 
intersection of some fixed facets (see Section 11). By Lemma 1, fixation of the facets 
,& and & implies fixation of the facets ,A; and I&. It turns out to be possible 
explicitly to construct all extreme metrics lying in the intersection of these four facets. 
All of the types of extreme metric having at least one geodesic of length 3 are shown in 
Table 2. 
In Table 2 are indicated, for each type of metric, its name and the sequence of 
(i) = 21 values of some metrics of the type, lying in the intersection of the facets of 
collection (1). The sequence contains p(e) for e = (ij) listed in the following order: 12; 
13,23; 14,24,34; 15,25,35,45; 16,26,36,46,56; 17,27,37,47,57,67. Equality (3) 
holds for all metrics of Table 1. On the right-hand side of Table 2 it is shown whether 
or not the corresponding metric is graphic. 
For the first six metrics of Table 2, the pairs (ij) with ,u(ij) = 1 compose a graph, 
which is the name of the metric ~1. The names K3,4 - e and K3,4 - 2e denote bipartite 
graph K3,4 without one and two disjoint edges, respectively. KD.4 - V is K3,4 without 
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No. 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
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TABLE 2 
Positive extreme metrics of the cone M,, having a geodesic of length 3 
Name of Sequence of values of Graphic (+) 
the type a metric of the type or not (-) 
K 3.4 - e 
K 3.4 - 2e 
K 3.4 -v 
WK,., - e) 
K 3.4 - e. V 
K 3.4 - 2v 
G 
G 
F7 
2 Hi 
4 
J7 
f4 
L, 
ST 
R, 
121321212112121212121 
121321212112121212123 
121321212312121212121 
121321212112121211211 
121321121221231123221 
121321232132121121232 
121321321223211323221 
121321232132321232321 
121321232132321432321 
132431233223124213242 
121321432132323232321 
121432432423222232224 
121432232243442234242 
121432232223224234244 
132542542432422342222 
132542324234222235355 
132542324234222342224 
2 42 642 3535 35532 535322 
+ 
+ 
+ 
+ 
- 
two edges having a common vertex. K3,4 - u, e and K3,4 - 2~ denote K3,4 - v without 
an edge or two edges with a common vertex, both disjoint from the first two edges V. 
The names of the last 12 metrics are given arbitrarily for the sake of convenience. 
There are 643 extreme metrics of the cone M, contained in the intersection of these 
four facets. Note that some of these 643 metrics are non-positive. 
10 
Now we describe metrics all of the geodesics of which have at most two edges. 
LEMMA 2. A positive extreme metric all of the geodesics of which have at most two 
edges is graphic and takes values 1 and 2 only. 
PROOF. First, we show that a positive metric has only values 1 and 2 if all its 
geodesic have at most two edges. 
We choose from system (1) an arbitrary subsystem of rank p - 1 (p = n(n - 1)/2), 
which uniquely (up to a multiple) determines the above-mentioned metric. This 
subsystem corresponds to a set of facets the intersection of which gives this extreme 
metric. Note that among these facets there are no pairs of facets of the type (9), since 
our metric is positive. Now, there is no pair of facets of type (6), since every geodesic 
contains at most two edges. 
It is very important that, for the pairs (6) and (9) only, there exists an edge e such 
that the coefficients at p(e) in the two inequalities (1) corresponding to the forks of 
these pairs have different signs. Since our subsystem does not contain pairs of 
inequalities corresponding to pairs (6) and (9), it follows that for every edge e the 
coefficients at p(e) in all inequalities of the subsystem have the same sign. Thus the set 
of all edges is partitioned into two subsets E+ and E-. Now it is obvious that the 
function p such that p(e) = 1 for e E E+ and p(e) = 2 for e E E- satisfies our subsystem 
of equalities. Since the subsystem in question has an unique solution (up to a multiple), 
it is just the described solution. Note that every edge of length p(e) = 2 closes a 
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geodesic consisting of two edges of length p(e) = 1. This means that the metric is 
graphic. The edges of length 1 generate the corresponding graph. 17 
It is convenient to describe the graphic (1, 2)-metrics by their extreme graphs [5]. An 
extreme graph is generated by edges which connect the ends of geodesics that are 
maximal by inclusion. The extreme graph of a (1,2)-metric is generated by all edges of 
length 2. 
To discover all extreme (1,2)-metrics we enumerated all extreme rays lying in the 
following three collections, each being a set of five facets: 
(2) I&, I&, ?A, 3&, 14; 
(3) IA’,, A:, .& A;, &; (4) ,A:, ,A:, J&Y ,A:, A;; 
Recall that a metric lying in the intersection of facets of each of collections (2)-(4) 
satisfies five triangle equalities iA,kp = 0 corresponding to forks of the collections. 
These three collections were chosen for the following reasons. On the one hand, it was 
possible to construct by computer all extreme metrics lying in the intersection of five 
facets of each collection. On the other hand, in Proposition 3 below we show that for 
each extreme (1,2)-metric p the set of facets the intersection of which gives p contains 
five facets of one of the collections (2)-(4). 
There are 721, 462 and 358 extreme metrics lying in the collections (2). (3) and (4), 
respectively. They are not all (1,2)-metrics. 
Let G(p) be the extreme graph of (1,2)-metric p. Note that p satisfies the equality 
iAf p = 0 iff the set {ijk} induces in G(p) a subgraph consisting of the edge e = (ij) and 
the isolated vertex k. We call this graph an antifork. Therefore extreme graphs of 
graphic (1,2)-metrics lying in the intersection of the facets of collection (2) must 
contain as an induced subgraph one of the following four graphs on five points: 
1 3 1 3 5 1 3 1 3 5 
(a) I I 5 (b) I I/ Cc) [ n (4 1 I/. (~~1 . 
2 4 2 4 2 4 5 2 4 
Extreme graphs of metrics lying in the intersections of the facets of collections (3) 
and (4) must contain as induced subgraphs the following graphs, respectively: 
(e) ‘d I (f) 2i 2 (5) 
1 4 1 4 
The metrics found with their extreme graphs are shown in Table 3. The ‘Number of 
equalities’ column indicates the number of inequalities (1) that the corresponding 
metric satisfies as equalities. The last column shows the sequence the ith member of 
which is equal to the number of vertices of degree i - 1 (1~ i =G 5) in the extreme 
graph. 
PROPOSITION 3. Other than the metrics of Table 3, there are no other extreme 
(1, 2)-metrics of the cone M7. 
PROOF. Suppose that there is an extreme metric p not contained in Table 3. Then 
its extreme graph G(p) on seven points must contain no graphs of (4) and (5) as an 
induced subgraph on five points. The graph G(p) has the following properties. 
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TABLE 3 
Positive extreme (1,2)-metrics of the cone M,, with maximal geodesic of length 2 
No. 
1 
6 
Code of the 
metric and its 
extreme graph 
x7 II- 
Number of 
edges of 
length 
1 
10 
12 
12 
13 
13 
13 
13 
13 
14 
14 
14 
14 
15 
15 
15 
Number 
Sequence of 
degrees 
2 of equalities 
11 25 
01234 
._ ~~~ 
02005 
9 30 00340 
9 21 00340 
8 24 00520 
8 22 03031 
8 20 02140 
8 20 01411 
8 21 00520 
7 21 03130 
7 22 01510 
7 21 10420 
7 21 00700 
6 24 10600 
6 
6 
21 
20 
03310 
02500 
Since G(p) has no graphs of (4) as an induced subgraph, it has at most one 
connected component G,,(p) that is different from isolated vertex. If G,(p) # G(p) and 
G,,(p) has at least four vertices, then every three vertices of G,,(p) induce a graph that 
is different from an antifork. Otherwise, G(,u) contains as an induced subgraph one of 
the graphs (a) of (4), (e) and (f) of (5). Hence, if G(u) has 4 isolated vertices, ,u 
satisfies q JE(G,,(p))( s q(7 - q)(6 - q)/2 forks. Here and below we say that ,U satisfies 
a fork if ~1 satisfies the corresponding inequality (1) as an equality. The maximum value 
of the last amount is equal to 20, for q = 2 and G,(p) = Kg. But the rank of the 
corresponding system of equalities is less than 20. 
Therefore, G(p) has no isolated vertex. As above, we conclude that G(p) is 
connected. Let G,(p) be the subgraph of G(p) induced by vertices not adjacent to a 
vertex U. Let e”(p) = lE(G,(p))l. Note that e,(p) c (6 - d,,J(5 - d,)/2, where d, is 
the minimal degree of G(p). Each edge e = (ii) of G,(p) implies the equality i/ii”~ = 0. 
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Hence, if d,,, = 4, e,,(p) 6 1 and p satisfies at most seven forks. If d, = 3, e,(p) s 3, 
G(p) has a vertex of degree 4, and ~1 satisfies at most 6 x 3 + 1 = 19 forks. So, either 
d,,,=lord,=2. 
Now, let v be a vertex of minimal degree d,. If d, = 2, then G,,(p) is K4, or K4 - e. 
or Cq, or an edge and two isolated vertices, since G,(p) U {v} is not equal to the 
graphs (a) of (4) and (e) and (f) of (5). Each of two vertices adjacent to v must be 
adjacent to at least two vertices of G,,(p). Otherwise, either G(p) has one of the 
graphs (b), (c) or (d) of (4) as an induced subgraph, or the minimal degree of G(p) is 
less than 2. It is not difficult to see that p satisfies at most 16 forks (for G,(,u) = K4). 
Therefore, d,,, = 1. As above G,(p) has at most one connected component G:(p) 
that is different from an isolated vertex. Like G,(p), every three vertices of G:(p) 
induce a graph that is different from an antifork. Let q be the number of isolated 
vertices of G,(p). If q a 4, G:(p) is empty, and p satisfies no fork. If either q = 3 or 
q = 2, then p satisfies either four or at most nine forks, respectively. If q = 1, G:(p) is 
either Kq, or K4 - e, or Cq, and p satisfies at most 17 forks (if G:(p) = KJ. 
So, G:(p) = G,(,u). Let dl + 1 be the degree of the unique vertex 2r, adjacent to 1~. 
Since G(p) is connected, dl 3 1. The graph G,(p) has 5 -d, vertices not adjacent to 
11~. Hence ~1 satisfies 5 - d, forks of the type ,&,, (5 - dJ(4 - d,)/2 forks of the form 
Ian’ and IE(G,(/J))I forks of the form iAJ’> where i, j are vertices of G,(y). If d, 2 2, 
the maximum number of satisfied forks is equal to 13. If dl = 1, G,,(p) # K,; otherwise, 
G(p) contains the graph (d) of (4) as an induced subgraph. Hence p satisfies less than 
4 + IO + 4.3/2 = 20 forks. 17 
11 
We have used the algorithm of the double description of Motzkin et al. [8]. The idea 
of the algorithm is very simple. One starts with a simplicial cone which is determined 
by a non-degenerated subsystem of full rank of the system (1). Then, step by step, one 
constructs a new cone by adding new inequalities. A new hyperplane corresponding to 
an added inequality cuts off a part of the rays of the old cone and generates new rays. 
Thus the added hyperplane partitions the set of all extreme rays of the previous cone 
into sets of three signs: positive, negative and zero. The sign of a set to which an 
extreme ray belongs is the sign which the left-hand side takes in inequality (1) at this 
ray. 
The algorithm enumerates all possible pairs consisting of a negative ray and a 
positive ray, together with a set of facets containing both the rays. A linear 
combination of these rays lying in the added hyperplane may generate a new extreme 
ray. It is shown in [8] that the linear combination of two rays is an extreme ray iff it 
satisfies the following two conditions: 
(a) the set S of facets containing both the rays is strictly contained in no other set of 
facets containing the other pair of extreme rays; 
(b) the cardinality of the set S is not less than p - 2. 
The information about the facets which contain the ray in question is saved in a 
logical vector. The value of the ith co-ordinate of the vector is equal to TRUE or 
FALSE depending on whether or not the hyperplane corresponding to the ith 
inequality of (1) contains the ray. These logical vectors form the rows of a logical 
matrix. 
Initially, the elements of the square p x p logical matrix are equal to TRUE, except 
for diagonal elements which are equal to FALSE. This matrix corresponds to p 
extreme rays and p facets of the initial simplicial cone. 
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The detailed description of the algorithm can be found in [8]. This algorithm is very 
convenient for constructing rays lying in an intersection of some facets. In fact, in the 
case in which one wants to enumerate only the rays contained in a some set of q <p 
fixed facets, one deletes from the initial logical matrix the q rows corresponding to the 
q rays which do not lie in the intersection of the fixed facets. The resulting initial 
logical q x p matrix has q columns consisting of TRUE entries only. One deletes these 
q rays from the list of the rays of the initial cone. Since a linear combination of two 
rays lying in the intersection of q fixed facets lies in the intersection, the algorithm 
constructs a cone that also lies in the intersection. 
12 
At each iteration of the algorithm (when a new hyperplane is added) one displays on 
the screen the numbers of positive and negative rays. The execution time of the 
algorithm obviously depends on the order in which hyperplanes are added. Different 
hyperplanes cut off different amounts of infeasible rays. There are hyperplanes which 
cut off many more rays than remain. It turns out that the execution time is greatly 
reduced if one adds these hyperplanes early on. This fact is natural but very useful. 
We determine such hyperplanes as follows. There is a cleaning mode of operation in 
our program, which can be started at any iteration. In this mode of operation, by 
adding a new hyperplane the program only cuts off negative (infeasible) rays but does 
not construct new ones. At the end of the cleaning work, we obtain some set of rays of 
the cone M7. The cleaning operation needs only a short execution time and indicates 
hyperplanes which cut off many rays. 
Our FORTRAN-77 code is implemented on an EC-1055 computer. The code uses 
integer arithmetic only, and hence the problem of numerical accuracy is avoided. 
13 
Here we provide some remarks. 
REMARK 1. The extreme metrics of the cone M, are more complicated than the 
extreme metrics of the cones h4, for n G 6. For example, extreme graphs of extreme 
metrics of the cones lt4, for it G 6 are unions of disjoint complete graphs. A. V. 
Karzanov conjectured that this is true for extreme graphs of extreme metrics of il4, for 
n 2 7. However, this is not true for it = 7. See Table 3, which indicates the extreme 
graphs of (1,2)-metrics. 
REMARK 2. Some extreme metrics of M,, can be obtained from extreme metrics of 
M,_, by a lifting technique (see [3]). An extreme metric 1~ of M, is lifting if there exist 
it - 1 points such that restriction of p onto those points is an extreme metric of h&-i. 
All bipartite metrics (except K2,J and non-positive metrics (including cut metrics) are 
liftings. 
The same metric can be lifted from distinct metrics and, conversely, different metrics 
can be lifted from the same metric. For example, the metric K3,4 - e of Table 2 lifts the 
metrics K3,3 - e, K3,3 and K2,+ The metrics K3,4 - 2e, K3,4 - V, K3,4 - e, V and 
Ex(K~,~ - e) are different liftings of the metric K,,, - e. In Table 3 five metrics are 
indicated which are liftings: two bipartite metrics K2,5 and K3,4 are liftings of K2,4, two 
metrics ExK~,~ and E.x’K~,~ are liftings of K3,3, and ExK~,~ is a lifting of K2,+ But most 
(23 out of 33) of the non-trivial metrics of the cone M7 are not liftings of any extreme 
metric of the cone M6. 
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REMARK 3. The complexity of enumeration of extreme rays of a polyhedral cone 
depends strongly on its dimension. But combinatorial cones are very symmetric, and 
their extreme rays can sometimes be partitioned into classes of rays of the same type 
(see Section 4). Therefore the problem is not to find all rays but to find all types of 
rays. Since the enumeration of rays of a face of low dimension is simple, the problem 
reduces to one of determining such a set of faces of small dimension which covers all 
types of rays. 
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M. Laurent [6] has studied the metric polytope MP,,. The polytope is cut from the 
metric cone M, by the following inequalities: 
A,p = p(ij) + p(jk) + p(ik) G 2, i, j, k E V, (6) 
where 
1 if {Im} c {ijk}, 
“jk(lm) = (0 otherwise. 
If we set 
then p/t(p) belongs to MP,. Clearly, if p is extreme, then ,u/‘~(P) is a vertex of MP,,. 
For any p E MP, and i, j E V we have p(ij) c 1, since 2p(ij) = A,p - ,Afp s 2. 
Recall that we take extreme metrics such that p(e) is an integer for every e, and the 
greatest common divisor of p(e)‘s is equal to 1. Hence the new values a(e) = 
p(e)/t(p) are rational numbers ~1. 
In additon to permutations of co-ordinates, the group of symmetries of MP, contains 
the following switching reflections r,. For S c V, let S,(ij) E [WV2 be a cut metric. i.e., 
&(ij) = 1 if I{ij} fl SI = 1 and S,(ij) = 0 otherwise. Then 
(rsP)(ij) = (1 - cl(O))&(ii) + P(ii)(l - Wii)). (7) 
It is easy to verify that 
A+(rsP) = 
A+P if {ijk} n S = 0 or {ijk}, 
2 - jAik~ if {ijk} II S = {k} or {ij}. 
if {ijk} fl S = {ij} or {k}, 
if {ijk} n S = (i}. 
Hence the switching reflection rs permutates inequalities of systems (1) and (6), i.e. r, 
is a symmetry of MP,,, and if ~1 is a vertex of MP,, so is r,,u. It is proved in [6] that 
permutations and switching reflections are only symmetries of MP,. 
Recall that all extreme metrics are partitioned into orbits of permutationally 
equivalent extreme metrics. For example, all extreme rays of M6 are partitioned into 
three orbits of cut metrics and four orbits of other metrics. Extreme metrics of M, are 
partitioned into three orbits of cut metrics, two orbits corresponding to K2,3 and two 
types of partitions of 7-set into five non-empty subsets, three orbits corresponding to 
K 2.47 Kw and K3.3 - e, and 18 and 15 orbits corresponding to positive metrics of 
Tables 2 and 3. All in all, the cone M7 has 3 + 2 + 3 + 18 + 15 = 41 orbits of 
permutationally equivalent extreme metrics. 
The switching reflections unite some orbits into largest orbits of the whole group of 
symmetries of MP,. So all vertices of MP, are partitioned into orbits I!$ of the whole 
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symmetry group of MP,,. It is conjectured in [6] that each orbit Oi contains a vertex 
lying on an extreme ray of M,. Below we show that the vertices of MP, related to 
extreme rays of M7 are partitioned into 13 orbits of the whole group of symmetries of 
MP,. 
If we consider a metric ~1 E MP, as a function defined on edges of the complete graph 
K,,, then r+ is obtained from p by switching with respect to the set S, cf. (7). In other 
words, if an edge e = (ij) belongs to the cut S, i.e. S,(ij) = 1, then p(ij) is switched into 
1 - p(ij). Otherwise, p(ij) is not switched. We call edges (ij) and (kl) p-equivalent if 
either p(ij) = p(H) or p(ij) = 1 - p(H). 
Therefore all edges of K,, are partitioned into classes of p-equivalent edges, and K, 
is a union of graphs induced by edges of the same p-equivalence class. We call the 
graphs a-graphs, where (Y =Z l/2 is the minimal value of p(ij) on the class. Clearly, a 
reflection r, preserves the partition of K,, for all S c V, i.e. the partition is an invariant 
of the group of symmetries of MP,,. 
For almost all p E MP,, each edge comprises a p-equivalence class, and K,, is 
partitioned into n(n - 1)/2 graphs K2. This fact shows that different orbits can have the 
same partition, i.e. the partition invariant does not uniquely determine its orbit. 
If ,U is a vertex of MP,, the number of classes is much less than n(n - 1)/2. 
Now we describe 13 orbits of MP, generated by extreme metrics. Among these 13 
orbits we have five orbits with one p-equivalence class, six orbits with two 
p-equivalence classes, and two orbits with three p-equivalence classes. All extreme 
metrics of the same orbit have the same value of r(p), which we give below. Clearly 
the number of p-equivalence classes is equal to the number of different values 
o(e) = p(e)/t(p) with o(e) c l/2. We give these (Y’S below. 
If an orbit has one p-equivalence class, then every metric of the orbit takes only two 
values, LY and 1 - a; and the o-graph is K7. With the exception of cut metrics taking 
(0, 1)-values, the other metrics are (1,2)-metrics. Different orbits of metrics with one 
p-equivalence class are distinguished by switching classes of graphs spanned by edges 
with the same value a (or 1 - a). For the cut metrics, the complete graph K7 is a 
representative of the switching class with a: = 0. The orbit CJ containing cut metrics 
contains only cut metrics. The other orbits 0;, 2 c i s 5, with one p-equivalence class 
contain (1,2)-metrics p having r(p) = 3. The extreme graphs of the metrics are 
representatives of its switching classes with cy = 2/3. 
For orbits 4, 6 < i c 11, with two p-equivalence classes there are two values of 
(Y < l/2, ~yi and cu,. The al-graph is complementary to the a,-graph. We give one of 
the graphs below. 
For orbits 4, i = 12, 13, with three ,u-equivalence classes we give three &i-graphs 
i = 1, 2, 3. 
For each orbit C& we give all representatives which are permutationally equivalent to 
positive extreme metrics belonging to the orbit. We denote the representatives using 
the names listed in Tables 2 and 3. There are only two orbits, 0; and Q,, without 
positive metrics. Below, Gi + G2 denotes a disjoint union of graphs G, and G2, and K1 
is an isoltated point. 
Orbits with one p-equivalence class: 
0,: cut metrics; r(p) = 1, (Y = 0; 0, has no positive metrics; 
0;: K2.59 Ks.4; z(p) = 3, (Y = l/3; 
4: ExK~,~, ExK~,~, Ex’K~,~; z(p) = 3, cx = l/3; 
04: B,, D,, ET, W,; t(p) =3, CY= l/3; 
4: AT, q, V,, U,; z(p) = 3, a = l/3. 
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Orbits with two p-equivalence classes: 
19~: t(p) = 3, (Ye = 0, cu;? = l/3; the O-graph is K3 + 4K,; Ob has no 
positive metrics; 
0,: K3,4 - 2e; t(p) = 3, (Ye = 0, (Ye = l/3; the O-graph is 2K2 + 3K,; 
$: KW -e; T(P) = 3, a, = 0, ‘Ye = l/3; the O-graph is Kz + 5K,; 
09: Ku - V, Ks,~ - e, 21, KU - 2v, G7, F:; z(p) = 4, (Y~ = l/4, 
a2 = l/2; the lIZgraph is K3 + K4; 
Olo: F7, P,, C,; t(p) = 5, a1 = l/5, (Ye= 2/5; the l/5-graph is C,; 
0,[: Q,, X7 = Cs + K,; t(p) = 5, (Ye = l/5, (Ye = 2/5; the l/5-graph 
Cs + K2, 
Orbits with three p-equivalence classes: 
012: H;, 17, J,, &; t(p) = 6, ml = l/6, LY* = l/3, (Ye = l/2; the 
is 
l/dgraph is K1,,; the l/3-graph is K6 i- K,; the liZgraph is K,,,; 
4.1: Ex(Ks.3 - e), H7, L7, R7; t(p) =7, (Y~ = l/7, (~=2/7, CY~= 317; the 
l/7-graph is K2; the 2/7-graph is Ex(K~,~ - e); the 3/7-graph is 
the extreme graph of the (1,2)-metric ExK~,~. 
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