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Resumen: Los esquemas de ana´lisis sinta´ctico son un formalismo de definicio´n de
algoritmos de ana´lisis sinta´ctico que permite abstraer detalles de bajo nivel. En este
trabajo, presentamos una te´cnica de compilacio´n para transformar automa´ticamente
un esquema de ana´lisis sinta´ctico en una implementacio´n ejecutable. Concretamen-
te, a partir de un esquema obtendremos el co´digo Java que implementa el analiza-
dor correspondiente, incluyendo te´cnicas de indexacio´n adaptadas a cada esquema
concreto para garantizar eficiencia. La te´cnica presentada es general, permitiendo
trabajar con todo tipo de esquemas para grama´ticas independientes del contexto,
e incluye mecanismos de extensibilidad para definir nuevos elementos susceptibles
de aparecer en dichos esquemas, al tiempo que es fa´cilmente generalizable a otros
formalismos gramaticales.
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Abstract: The parsing schemata formalism allows us to describe parsing algorithms
in a simple way by capturing their fundamental semantics while abstracting low-level
detail. In this work, we present a compilation technique allowing automatic trans-
formation of parsing schemata to executable implementations of their corresponding
algorithms. Taking a simple description of a schema as input, our technique gene-
rates Java code for the corresponding parsing algorithm, including schema-specific
indexing code in order to attain efficiency. Our technique is general enough to be
able to handle all kinds of schemata for context-free grammars, providing an exten-
sibility mechanism which allows the user to define custom notational elements, and
it could also be easily generalized to other grammatical formalisms.
Keywords: Parsing, parsing schemata, context-free grammars, compiling
1. Introduccio´n
El ana´lisis sinta´ctico, que permite obtener
la estructura de una frase de acuerdo con una
descripcio´n formal del lenguaje en forma de
grama´tica, es un paso de gran relevancia en la
cadena de actividades implicadas en el ana´li-
sis automa´tico de frases en lenguaje natural.
En las u´ltimas de´cadas se han ido desarro-
llando diferentes algoritmos para llevar a ca-
bo esta tarea. Muchos de estos algoritmos di-
fieren en gran medida en la manera de aco-
meter el ana´lisis, utilizando aproximaciones
distintas para llegar a los mismos o parecidos
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resultados, y cada uno se adapta ma´s a un
tipo de situacio´n concreta.
Los esquemas de ana´lisis sinta´ctico, in-
troducidos en (Sikkel, 1997), proporcionan
una manera uniforme de describir, analizar
y comparar diferentes algoritmos de ana´lisis
sinta´ctico. Para ello, se basan en considerar
dicho ana´lisis como un proceso de genera-
cio´n de resultados intermedios denominados
ı´tems. La frase que se desea analizar gene-
ra un conjunto inicial de ı´tems, y el ana´lisis
consiste en la aplicacio´n de una serie de reglas
que permiten generar nuevos ı´tems que con-
tienen informacio´n sobre la estructura de la
frase, hasta que se llega a alguno que contie-
ne expl´ıcitamente el a´rbol sinta´ctico, o bien
garantiza su existencia y permite obtenerlo
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con facilidad.
Casi todos los analizadores conocidos se
pueden ver desde esta perspectiva (excluyen-
do los no constructivos, como los basados en
redes neuronales). Para ello, para cada al-
goritmo deberemos determinar que´ tipos de
ı´tems existira´n, que´ reglas deductivas permi-
tira´n generar nuevos ı´tems a partir de los ini-
ciales, y cua´les sera´n los ı´tems “finales” que
determinan que la frase ha sido analizada.
En (Sikkel, 1997) se hace una explicacio´n
detallada y rigurosa de los esquemas de
ana´lisis sinta´ctico. Aqu´ı nos limitaremos a
una breve explicacio´n basada en un ejemplo:
el esquema para el algoritmo de Earley,
que se describe en (Earley, 1970). Dada
una grama´tica independiente del contexto
G = (N,Σ, P, S)1 y una oracio´n de longitud
n, denotada a1 a2 ... an, dicho algoritmo
viene descrito por el siguiente esquema2:
Conjunto de ı´tems:
{[A→ α.β, i, j] | A→ αβ ∈ P ∧ 0 ≤ i < j}
I´tems iniciales (hipo´tesis):
{[ai, i− 1, i] | 0 < i ≤ n}
Pasos deductivos:
Earley Initter:
[S → .α, 0, 0]
S → α ∈ P
Earley Scanner:
[A→ α.aβ, i, j]
[a, j, j + 1]
[A→ αa.β, i, j + 1]
Earley Predictor:
[A→ α.Bβ, i, j]
[B → .γ, j, j]
B → γ ∈ P
Earley Completer:
[A→ α.Bβ, i, j]
[B → γ., j, k]
[A→ αB.β, i, k]
I´tems finales:
{[S → γ., 0, n]}
Los ı´tems en este algoritmo se componen
de tres elementos: una regla gramatical a la
1Donde N representa el conjunto de s´ımbolos no
terminales, Σ el de s´ımbolos terminales, P las reglas
de produccio´n y S el axioma.
2De aqu´ı en adelante se utilizara´ la convencio´n
usual de denotar los s´ımbolos no terminales de una
grama´tica mediante letras mayu´sculas (A, B...), los
s´ımbolos terminales mediante minu´sculas (a, b...) y
las cadenas de s´ımbolos, terminales y no terminales,
con letras griegas (α, β...).
que se le an˜ade un s´ımbolo especial (punto)
en alguna posicio´n de su parte derecha y dos
nu´meros enteros que denotan posiciones de la
cadena de entrada. El significado concreto de
un ı´tem [A → α.β, i, j] en este algoritmo se
puede interpretar como: “La grama´tica per-
mite construir un a´rbol de ra´ız A, donde los
hijos directos de A son los s´ımbolos de la ca-
dena αβ, y los nodos hoja de los suba´rboles
que parten de los s´ımbolos de α forman la
parte ai+1 . . . aj de la cadena de entrada”.
El algoritmo producira´ un ana´lisis
sinta´ctico completo de la oracio´n si se llega
a algu´n ı´tem de la forma [S → γ., 0, n], pues
segu´n la interpretacio´n vista, este ı´tem nos
garantiza la existencia de un a´rbol sinta´ctico
de ra´ız S cuyos nodos hoja son a1 . . . an, es
decir, los s´ımbolos de la cadena de entrada.
Los pasos deductivos




deducir el ı´tem especificado en su consecuen-
te ξ a partir de los que aparecen en sus an-
tecedentes η1 . . . ηm. Las condiciones latera-
les Φ especifican que´ valores pueden tomar
las variables que aparecen en los anteceden-
tes y consecuente, y hacen referencia a reglas
de la grama´tica. En nuestro caso, los pasos
deductivos Initter y predictor permiten
inicializar el ana´lisis, produciendo ı´tems con
el punto en la primera posicio´n de la par-
te derecha de sus reglas, que representan la
aplicacio´n de una regla de produccio´n sin ha-
ber reconocido todav´ıa ningu´n cara´cter de la
cadena de entrada. En realidad, podr´ıamos
generar en el Initter todos los ı´tems de la
forma [A→ .α, j, j] para cada regla A→ α de
la grama´tica, pues la presencia de estos ı´tems
no implica ninguna suposicio´n incorrecta so-
bre la cadena de entrada. Si hicie´semos esto,
tendr´ıamos el algoritmo “bottom-up Earley”.
Esta versio´n de Earley, sin embargo, utiliza el
paso Predictor para intentar evitar la ge-
neracio´n de ı´tems de este tipo que no vayan
a ser u´tiles en el ana´lisis.
El punto en las producciones, como hemos
visto, delimita el fragmento de la parte dere-
cha que ya ha sido reconocido, y los pasos
scanner y completer permitira´n ir des-
plaza´ndolo hacia la derecha. El paso scan-
ner representa la operacio´n de leer y reco-
nocer un s´ımbolo terminal de la cadena de
entrada, mientras que el completer repre-
senta el reconocimiento de un s´ımbolo no ter-
minal que se sabe que puede ser sustituido
por una parte de la cadena de entrada.
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2. Motivacio´n
Los esquemas de ana´lisis sinta´ctico se ubi-
can en un nivel de abstraccio´n superior al de
los algoritmos. Como se puede ver en el ejem-
plo, un esquema especifica unos pasos a eje-
cutar y unos resultados intermedios a obte-
ner para llegar a un ana´lisis sinta´ctico de la
cadena de entrada; pero abstrae detalles de
implementacio´n como el orden en que se de-
ben de ejecutar los pasos o las estructuras de
datos para representar y almacenar los ı´tems.
Esta abstraccio´n de los detalles de bajo
nivel hace que los esquemas sean muy u´tiles,
permitie´ndonos definir analizadores sinta´cti-
cos de manera muy sencilla, as´ı como com-
pararlos y analizar aspectos como su correc-
cio´n y completitud o su complejidad compu-
tacional. Sin embargo, si queremos compro-
bar en un computador los resultados que pro-
duce el analizador descrito por un esquema,
no tendremos ma´s remedio que implementar-
lo en algu´n lenguaje de programacio´n, tenien-
do que preocuparnos de los aspectos que el
esquema ocultaba.
La te´cnica que aqu´ı presentamos automa-
tiza este trabajo, permitiendo compilar es-
quemas de ana´lisis sinta´ctico a una imple-
mentacio´n del analizador correspondiente en
lenguaje Java.
Tomaremos como entrada una representa-
cio´n muy sencilla de un esquema de ana´lisis
sinta´ctico, pra´cticamente coincidente con la
notacio´n formal que vimos antes. Por ejem-
plo, una descripcio´n del esquema correspon-
diente al algoritmo de Earley ser´ıa:
@step EarleyInitter
----------------------------- S -> alpha
[ S -> . alpha , 0 , 0 ]
@step EarleyScanner
[ A -> alpha . a beta , i , j ]
[ a , j , j+1 ]
---------------------------------
[ A -> alpha a . beta , i , j+1 ]
@step EarleyCompleter
[ A -> alpha . B beta , i , j ]
[ B -> gamma . , j , k ]
---------------------------------
[ A -> alpha B . beta , i , k ]
@step EarleyPredictor
[ A -> alpha . B beta , i , j ]
--------------------------------- B -> gamma
[ B -> . gamma , j , j ]
Aplicando la te´cnica de compilacio´n a este
fichero de entrada, se generara´ un conjunto
de ficheros con co´digo Java que a su vez se
pueden compilar directamente, produciendo
un ejecutable que implementa el algoritmo
de Earley para grama´ticas y frases dadas. El
proceso se muestra en la figura 1.
3. Descripcio´n general de la
te´cnica de compilacio´n
Para transformar la descripcio´n declarati-
va del esquema de ana´lisis sinta´ctico en su
implementacio´n Java, procederemos a gran-
des rasgos de la siguiente manera:
• Cada uno de los pasos deductivos del
esquema dara´ lugar a una clase.
• El programa generado creara´ una instan-
cia de dicha clase por cada posible manera de
satisfacer las condiciones laterales.
• Estas clases cuentan con un me´todo
paso que intenta aplicar el paso deductivo
a un ı´tem dado, devolviendo los nuevos ı´tems
que se obtienen si es que el paso es aplicable.
Para ello, se comprueba si el ı´tem dado empa-
reja con alguno de los antecedentes del paso
deductivo, y para cada emparejamiento con
e´xito se buscan combinaciones de ı´tems que
hayamos generado anteriormente para satis-
facer el resto de los antecedentes. Cada com-
binacio´n de ı´tems que satisfaga todos los an-
tecedentes dara´ lugar a una instanciacio´n de
las variables del paso que generara´ un ı´tem a
partir del consecuente.
• La ejecucio´n de los pasos deductivos
esta´ coordinada por la ma´quina deductiva de
ana´lisis sinta´ctico, un algoritmo gene´rico cu-
ya implementacio´n sera´ la misma para cual-
quier esquema, respondiendo al siguiente seu-
doco´digo:
pasos = {pasos deductivos instanciados};
ı´tems = {ı´tems asociados a la frase};
agenda = [ı´tems asociados a la frase];
Para cada paso deductivo de antecedente






Mientras agenda no vacı´a {
ItemActual = agenda.quitarPrimero();
Para cada paso deductivo aplicable a
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Figura 1: Diagrama de actividad de la te´cnica de compilacio´n.
El algoritmo se basa en mantener un conjunto
con todos los ı´tems que se han generado, ya
sea como hipo´tesis del algoritmo o como re-
sultado de la aplicacio´n de pasos, y una agen-
da (implementada como una cola) contenien-
do los ı´tems que todav´ıa no hemos intentado
utilizar para generar otros nuevos. Cuando la
agenda se vac´ıe habremos generado todos los
ı´tems posibles, y la frase de entrada pertene-
cera´ al lenguaje si hay algu´n ı´tem final en el
conjunto de ı´tems. La correccio´n y completi-
tud del algoritmo se puede probar de forma
sencilla por induccio´n.
Para que la implementacio´n generada sea
computacionalmente eficiente, se utilizan tres
tipos de indexacio´n:
I´ndices para bu´squedas: se utilizan en la
aplicacio´n de los pasos deductivos para
buscar ra´pidamente ı´tems que se puedan
emparejar con los antecedentes del paso.
I´ndices de existencia: se utilizan cuan-
do la aplicacio´n de un paso genera un
ı´tem, para ver si ese ı´tem ya existe en el
conjunto. De este modo se evita an˜adir
ı´tems duplicados.
I´ndices sobre pasos deductivos: se utili-
zan para restringir el conjunto de “pa-
sos deductivos aplicables” que la ma´qui-
na deductiva intenta ejecutar sobre los
ı´tems, permitiendo descartar de entrada
aque´llos que no pueden emparejar con el
ı´tem dado.
Los elementos sobre los que conviene indexar
var´ıan con cada esquema de ana´lisis sinta´cti-
co, con lo cual la generacio´n del co´digo para
estos ı´ndices debe tener en cuenta las carac-
ter´ısticas de cada esquema concreto. Para la
generacio´n de los ı´ndices de bu´squeda se tiene
en cuenta que´ variables estara´n instanciadas
en el momento en que el co´digo de los pasos
haga una bu´squeda de ı´tems para emparejar
con un antecedente, aspecto que se conoce
en tiempo de compilacio´n del esquema, y se
creara´n ı´ndices sobre ı´tems utilizando estos
elementos instanciados. Por ejemplo, para el
paso completer del algoritmo de Earley se
creara´n dos ı´ndices de bu´squeda: uno que in-
dexa los ı´tems por el s´ımbolo inmediatamente
posterior al punto y por la segunda posicio´n
de cadena de entrada, para buscar ı´tems que
emparejen con el primer antecedente cuando
ya se ha emparejado el segundo; y otro que
indexa por el s´ımbolo de la parte izquierda de
la produccio´n y la primera posicio´n de cade-
na de entrada, para buscar ı´tems de la forma
del segundo antecedente cuando se ha partido
del primero.
La generacio´n de los ı´ndices de existen-
cia es parecida pero ma´s sencilla, pues se
podra´ indexar por cualquier componente de
los ı´tems, dado que cuando se quiere decidir
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si existe un ı´tem e´ste siempre es totalmente
conocido y todas sus variables esta´n instan-
ciadas, al contrario de lo que sucede en las
bu´squedas.
La generacio´n de los ı´ndices sobre pasos
deductivos se basa en tener en cuenta que´ va-
riables del paso tomara´n valor durante su ins-
tanciacio´n, es decir, cua´les aparecen en las
condiciones laterales. Estas variables tendra´n
un valor concreto para cada instancia de un
paso deductivo, con lo cual nos sirven pa-
ra discriminar a priori que´ pasos pueden ser
aplicables a un ı´tem dado y cua´les no.
4. Elementos de los esquemas
Los tipos de elementos que pueden apa-
recer en un esquema de ana´lisis sinta´ctico
no esta´n limitados a los que se han visto en
el ejemplo de Earley. La notacio´n de los es-
quemas es abierta, y podr´ıa interesar incluir
en un esquema cualquier tipo de objeto ma-
tema´tico.
Evidentemente es imposible reconocer de
entrada cualquier tipo de elemento que se
quiera incluir en un esquema, as´ı que hemos
optado por proporcionar una serie de elemen-
tos por defecto y un mecanismo de extensi-
bilidad que permite incorporar nuevos tipos
de elementos de forma muy sencilla. Dicho
mecanismo se basa en clasificar los elementos
notacionales en cuatro tipos, de acuerdo con
el tratamiento que reciben en la fase de ge-
neracio´n de co´digo, de manera que cualquier
nuevo tipo de elemento que se quiera an˜adir
deber´ıa poder encuadrarse en uno de estos
tipos:
• Elementos simples: Son elementos
ato´micos, sin estructura, que en cada momen-
to pueden estar o no instanciados. En el caso
de que lo este´n, tomara´n un valor, acotado o
no, que normalmente sera´ convertible a una
clave para indexar. Ejemplos: s´ımbolos gra-
maticales, enteros, posiciones de cadena de
entrada, el punto de las producciones de Ear-
ley, probabilidades...
• Expresiones: Representan expresiones
sobre elementos simples o sobre otras expre-
siones. Por ejemplo, i + 1 ser´ıa una expre-
sio´n sobre enteros, y tree[A,B] sobre s´ımbo-
los no terminales. Cuando todos los elemen-
tos simples que aparezcan en una expresio´n
este´n instanciados a un valor concreto, la ex-
presio´n se tratara´ como un elemento simple
cuyo valor se obtendra´ de aplicar la operacio´n
que representa (por ejemplo, la suma). Dicha
operacio´n se debe definir mediante una ex-
presio´n en Java al crear el tipo de elemento:
de este modo el generador de co´digo podra´,
por ejemplo, convertir las sumas de posicio-
nes de cadena de entrada que aparecen en los
esquemas a sumas de enteros en el co´digo ge-
nerado.
• Elementos compuestos: Representan una
secuencia de elementos de cualquier tipo
de longitud finita y conocida. Los elemen-
tos compuestos sirven para dar estructura a
los ı´tems. As´ı, por ejemplo, un ı´tem [A →
α.Bβ, i, j] del algoritmo de Earley sera´ un
elemento compuesto con tres componentes: la
primera componente es a su vez un elemento
compuesto, representando la regla, y las otras
dos son elementos simples de tipo posicio´n en
cadena de entrada.
• Secuencias: Representan una secuencia
de elementos de un mismo tipo, de longitud
finita pero desconocida hasta que se haya ins-
tanciado la secuencia a un valor. Las cade-
nas α, β y γ que aparecen en el esquema del
algoritmo de Earley visto como ejemplo son
elementos de este tipo, dado que pueden re-
presentar cadenas de s´ımbolos de cualquier
longitud. Este hecho sera´ tenido en cuenta
por el generador de co´digo a la hora de lle-
var a cabo los emparejamientos al ejecutar
los pasos deductivos.
Para an˜adir un nuevo tipo concreto de ele-
mento al compilador de esquemas, habra´ que
definirlo como subclase de uno de estos cua-
tro tipos ba´sicos e implementar la interfaz de
dicho tipo de manera acorde con la sema´ntica
de nuestro elemento. Adema´s, sera´ necesario
incluir en un fichero de configuracio´n (o bien
directamente en el fichero de especificacio´n de
los esquemas que utilicen ese elemento) una
o varias expresiones regulares que definan el
formato de las cadenas que representara´n ese
tipo de elemento en los esquemas. El analiza-
dor que lee el fichero de esquemas cuenta con
un mecanismo para leer estas expresiones re-
gulares y llamar al me´todo que definamos pa-
ra crear una instancia de nuestro tipo de ele-
mento a partir de la cadena correspondiente.
Esta llamada se hace mediante los mecanis-
mos de reflexio´n del lenguaje Java, con lo cual
no es necesario recompilar el sistema; sino
que e´l mismo cargara´ dina´micamente la cla-
se an˜adida. Esto proporciona un alto grado
de extensibilidad, permitiendo trabajar fa´cil-
mente con esquemas que contengan todo tipo
de ı´tems no predefinidos.
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5. Ejemplos y rendimiento
A continuacio´n se muestran una serie de
ejemplos de la utilizacio´n de nuestra te´cni-
ca de compilacio´n con diferentes algoritmos
y grama´ticas. Concretamente, nos centrare-
mos en tres conocidos algoritmos de ana´lisis
para grama´ticas independientes del contexto:
CYK (Kasami, 1965; Younger, 1967), Earley
(Earley, 1970) y Left-Corner (Rosenkrantz y
Lewis II, 1970).
Para el algoritmo de Earley, se utilizara´ el
fichero de esquema que se describio´ anterior-
mente3. Para el algoritmo CYK, el esquema
de ana´lisis es:
@step CYKMain
[ B , i , j ]
[ C , j , k ]
--------------------- A -> B C
[ A , i , k ]
@step CYKAux
[ a , i , j ]
--------------------- A -> a
[ A , i , j ]
@goal [ S , 0 , length ]
En cuanto a Left-Corner, se ha utilizado el
esquema para la variante sLC que se describe
en (Sikkel, 1997):
@step SimplifiedLCRelationshipInitter
----------------------------- A -> alpha
[ . , . , A , A ]
@step SimplifiedLCRelationshipClosureFinder
[ . , . , A , B ]
----------------------------- B -> C alpha
[ . , . , A , C ]
@step SimplifiedLCInitter
----------------------------- S -> gamma
[ S -> . gamma , 0 , 0 ]
@step SimplifiedLCRuleToItem
----------------------------- B -> beta
[ B -> A beta ]
@step SimplifiedLCNonterminal
[ E , i ]
[ A -> alpha . , i , j ]
[ . , . , E , B ]
[ B -> A beta ]
3En realidad los resultados corresponden a un es-
quema para Earley ligeramente modificado, que tiene
diferentes pasos Predictor segu´n la longitud de la
parte derecha de la regla gramatical con que se ins-
tancia (0, 1, 2 o ma´s de 2 s´ımbolos). Esta modificacio´n
del esquema hace que la indexacio´n de existencia sea
ma´s efectiva.
------------------------------
[ B -> A . beta , i , j ]
@step SimplifiedLCTerminal
[ E , i ]
[ a , i , i+1 ]
[ . , . , E , B ]
[ B -> a beta ]
-------------------------------
[ B -> a . beta , i , i+1 ]
@step SimplifiedLCEpsilon
[ E , i ]
[ B -> ]
-------------------------------
[ B -> . , i , i ]
@step SimplifiedLCPredictor
[ C -> gamma . E delta , k , i ]
-------------------------------
[ E , i ]
@step SimplifiedLCScanner
[ A -> alpha . B beta , i , j ]
[ B , j , j+1 ]
-------------------------------
[ A -> alpha B . beta , i , j+1 ]
@step SimplifiedLCCompleter
[ A -> alpha . B beta , i , j ]
[ B -> gamma . , j , k ]
-------------------------------
[ A -> alpha B . beta , i , k ]
@goal [ S -> alpha . , 0 , length ]
Los algoritmos resultantes de la compilacio´n
de los tres esquemas se probaron con frases
de dos grama´ticas diferentes: por un lado, la
grama´tica inglesa del corpus Susanne (Samp-
son, 1994), una grama´tica de lenguaje natural
con ma´s de 17.000 reglas; por otro lado, una
grama´tica sencilla que tiene como lenguaje





Que, en el caso del algoritmo CYK, se pasa a





Los resultados para la grama´tica del cor-
pus Susanne nos dan una idea de co´mo fun-
cionan los diferentes algoritmos en casos rea-
les de ana´lisis de lenguaje natural, mientras
que la grama´tica de los pare´ntesis nos permi-
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te hacer pruebas en casos extremos, dada su
gran ambigu¨edad. Para la grama´tica de Su-
sanne, las pruebas se han hecho con respec-
to a frases de diferentes longitudes generadas
automa´ticamente. Esto nos permite evaluar
el comportamiento de los analizadores llegan-
do a longitudes mayores de lo que cabe espe-
rar encontrar en un entorno real (hasta 512
palabras).
En el caso de la grama´tica de los pare´nte-
sis tambie´n se han probado frases de diferen-
tes longitudes; pero para cada longitud se ha
tomado una cadena aleatoria, una sin am-
bigu¨edad (de la forma (((...(())...)))) y una
altamente ambigua (de la forma ()()()...()()).
Los tiempos de ejecucio´n para todas estas eje-
cuciones se muestran en las figuras 2 y 3.
De los tiempos obtenidos4 podemos ex-
traer las siguientes conclusiones:
Aunque los tres algoritmos estudiados
tienen una complejidad teo´rica de O(n3)
en el peor caso, lo cierto es que en ca-
sos pra´cticos se comportan mucho mejor.
Los tiempos obtenidos para las palabras
generadas con la grama´tica del Susanne
esta´n cerca de ser lineales con respecto
a su longitud. En el caso de la grama´ti-
ca de los pare´ntesis tambie´n sucede esto,
excepto en el caso de las frases altamente
ambiguas, que se acercan al peor caso.
El algoritmo que ma´s ra´pidamente ana-
liza con respecto a la grama´tica del Su-
sanne es CYK, seguido de Earley y Left-
Corner. Sin embargo, los tiempos de Ear-
ley parecen crecer algo ma´s moderada-
mente que los de los otros algoritmos,
con lo cual es posible que Earley llega-
se a ser ma´s ra´pido para alguna longitud
mayor que las probadas.
En el caso de la grama´tica de los pare´nte-
sis, el algoritmo ma´s ra´pido sigue siendo
CYK; pero en este caso Earley supera
a Left-Corner para las longitudes proba-
das. Esto no resulta extran˜o teniendo en
cuenta que la grama´tica es muy simple,
las relaciones Left-Corner entre s´ımbo-
los nos proporcionan menos informacio´n
que en el caso de Susanne, y los benefi-
cios que se obtienen de considerar estas
4Para las pruebas se ha utilizado una ma´quina con
las siguientes caracter´ısticas: procesador Intel Pen-
tium M a 1500 MHz, 512 MB de RAM, ma´quina vir-
tual Java HotSpot de Sun en su versio´n 1.4.2 01-b06
ejecuta´ndose sobre Windows XP.



















Figura 2: Rendimientos para la grama´tica del
corpus Susanne.
relaciones se ven superados por los in-
convenientes de tener un esquema ma´s
complicado, con ma´s pasos deductivos,
tipos de ı´tems y modos de indexacio´n.
En general, la simplicidad de los ı´tems y
de su gestio´n puede influir en el hecho de
que CYK proporcione los mejores rendi-
mientos.
En general, podemos comprobar que la
grama´tica y el tipo de frases a analizar
influyen en el rendimiento de los algo-
ritmos, siendo cada uno de ellos ido´neo
para distintas situaciones. La te´cnica
de compilacio´n de esquemas de ana´li-
sis sinta´ctico aqu´ı presentada proporcio-
na una forma sencilla de evaluar este
rendimiento en distintos casos y decidir
que´ algoritmo utilizar en cada momento.
6. Conclusiones y trabajo futuro
En este trabajo hemos presentado una
te´cnica de compilacio´n que permite transfor-
mar, de manera directa y automa´tica, un es-
quema de ana´lisis sinta´ctico en una imple-
mentacio´n ejecutable del algoritmo descrito
por el esquema. Como hemos visto, la te´cni-
ca es va´lida para todo tipo de esquemas aso-
ciados a grama´ticas independientes del con-
texto, como pueden ser los correspondientes
a los algoritmos Earley, CYK o Left-Corner.
Los ı´ndices adaptados a cada esquema que
se incluyen en el co´digo generado hacen que
los tiempos de ejecucio´n de los algoritmos ge-
nerados se ajusten a lo que cabe esperar de
su complejidad teo´rica.
Generación automática de analizadores sintácticos a partir de esquemas de análisis
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Longitud de la frase (palabras)
Earley, frases aleatorias
Earley, mejor caso
Earley, peor caso 
LC, frases aleatorias
LC, mejor caso    
LC, peor caso     
CYK, frases aleatorias   
CYK, mejor caso   
CYK, peor caso    
Figura 3: Rendimientos para la grama´tica de
los pare´ntesis.
La compilacio´n de esquemas de ana´lisis
sinta´ctico resulta muy u´til a la hora de di-
sen˜ar, analizar y prototipar algoritmos de
ana´lisis, permitie´ndonos probar los esquemas
y comprobar sus resultados y su rendimiento.
Comparando los algoritmos de Earley, CYK y
Left-Corner para diferentes grama´ticas y pa-
labras, hemos visto que no existe un algorit-
mo ido´neo para cualquier tipo de grama´tica
y frase; sino que convendra´ ma´s utilizar uno
u otro en cada caso concreto. Compilando los
esquemas podemos comparar fa´cilmente ren-
dimientos y escoger el algoritmo adecuado.
La te´cnica de compilacio´n presentada se
podr´ıa generalizar en el futuro para sopor-
tar, adema´s de grama´ticas independientes
del contexto, otros formalismos gramatica-
les adecuados para lenguajes naturales, como
por ejemplo las grama´ticas de adjuncio´n de
a´rboles (Joshi y Schabes, 1997).
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