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Extension theorems and Distance problems
over finite fields
Doowon Koh∗ Thang Pham† Le Anh Vinh ‡
Abstract
In this paper, we break the exponent (d + 1)/2 for some distance problems in
the spaces over arbitrary finite fields. We also obtain new extension theorems for
paraboloids and spheres in odd dimensions. Our L2 → Lr extension theorems for
paraboloids in odd dimensions improve significantly the exponent obtained by the
first listed author. Our Lp → L4 extension theorems for spheres in odd dimensions
break the Stein-Tomas result toward Lp → L4 which has stood for more than ten
years. It follows from the results for spheres that there exists a different extension
phenomenon between spheres and paraboloids in odd dimensions, namely, the Lp−L4
estimates for spheres with primitive radii are much stronger than the optimal results
for paraboloids given by Mockenhaupt and Tao. We will provide connections between
the Erdo˝s-Falconer distance problem over finite fields and extension conjectures for
paraboloids and spheres. In addition, we also consider the problem of product of
simplices in Fdq and related topics. Our method is a combination of techniques from
harmonic analysis over finite fields, methods from spectral graph theory, and some
tools from group action theory and algebraic combinatorics.
1 Introduction
The famous Erdo˝s distinct distances problem asks for the minimum number of distinct
distances determined by a finite set of points in the plane over the real numbers. In 1946,
Erdo˝s [17] proved that any set of n points in R2 spans at least n1/2 distinct distances. He also
showed that the square integer lattice [
√
n]×[√n] determines ∼ n/√logn distinct distances.
This leads to the conjecture that any set of n points in R2 spans at least≫ n/√logn distinct
distances. Many improvements on the threshold n1/2 have been made over 64 years. In 2010,
the conjecture has been solved by Guth and Katz [21] by employing algebraic methods.
More precisely, they proved that the number of distinct distances determined by any set of
n points in R2 is at least cn/ log n for some positive constant c.
In this paper, we use the following notations: X ≪ Y means that there exists some absolute
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constant C1 > 0 such that X ≤ C1Y , X & Y means X ≫ (log Y )−C2Y for some absolute
constant C2 > 0, and X ∼ Y means Y ≪ X ≪ Y .
Let q be an odd prime power, and Fq the finite field of order q. For any two points x =
(x1, . . . , xd) and y = (y1, . . . , yd) in F
d
q , we define the “distance” between them by the
following formula:
||x− y|| = (x1 − y1)2 + · · ·+ (xd − yd)2.
This function is not a metric, but it preserves the main properties of the Euclidean distance
function, for example, it is invariant under translations and actions of elements in the
orthogonal group.
Given a set A ⊂ Fdq , we denote the set of distances in A by ∆(A), i.e.
∆(A) := {||x− y|| : x, y ∈ A}.
The finite field analogues of the Erdo˝s distinct distances problem were first investigated by
Bourgain, Katz, Tao in 2003 in the remarkable paper [11]. In particular, assuming that
q ≡ 3 mod 4 is a prime, they proved the following result in the plane.
Theorem 1.1 ([11], Theorem 7.1). Suppose q ≡ 3 mod 4 is a prime. Let A be a point set
in F2q. If |A| = qα with 0 < α < 2, then we have
|∆(A)| ≫ |A| 12+ǫ,
for some positive ǫ = ǫ(α) > 0.
This result has been improved over recent years. The currently best known result is
|∆(A)| ≫ |A| 11282107 under the assumption |A| ≪ q7/6 due to Iosevich et al. [33].
Iosevich and Rudnev [35] observed that the conclusion of Theorem 1.1 can not hold in
general without the assumption that q ≡ 3 mod 4 is a prime. Indeed, if q = p2 for some
prime p, then we can take A = Fp × Fp. In addition, if q ≡ 1 mod 4, then we can consider
A = {(t, it) ∈ F2q : t ∈ Fq}, where i2 = −1 for some i ∈ Fq. Because of these reasons, Iosevich
and Rudnev reformulated the problem in the spirit of the Falconer distance conjecture, one
of the most important open conjectures in geometric measure theory, which says that if
A ⊂ Rd has Hausdorff dimensions of at least d/2, then the distance set ∆(A) has positive
Lebesgue measure. The precise statement of the problem over finite fields is as follows:
Question 1.2. How large does a subset A of Fdq need to be to guarantee that ∆(A) contains
a positive proportion of the elements of Fq?
This question has been named as the Erdo˝s-Falconer distance problem over finite fields.
Iosevich and Rudnev [35] showed that if |A| ≥ 4q(d+1)/2, then ∆(A) = Fq. Hart et al.
[25] constructed concrete examples to demonstrate that the exponent (d + 1)/2 can not
be improved for certain odd dimensions. More precisely, if d ≥ 3 is odd except the case
d = 4k − 1, k ∈ N and q ≡ 3 mod 4, then the exponent (d + 1)/2 is sharp even we only
wish to cover a positive proportion of all distances. For d = 2, Chapman et al. [12] proved
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that the exponent 3/2 can be decreased to 4/3 directly in line with Wolff’s result [56] for
the Falconer distance problem in R2.
It is worth noting that the current best bound for the Falconer distance problem in R2 is
due to Guth, Iosevich, Ou and Wang [20]. In particular, they indicated that if A ⊂ R2
has Hausdorff dimensions of at least 5/4, then the distance set ∆(A) has positive Lebesgue
measure. In higher dimensions, we refer readers to [15] and references therein for more
details.
In the setting of finite fields, it has been conjectured that the exponent (d + 1)/2 can
be reduced to d/2 when either d ≥ 2 is even or d = 4k − 1 and q ≡ 3 mod 4, but no
improvement has been made over last ten years. We will state the conjecture formally as
follows.
Conjecture 1.3. Let A be a set in Fdq such that either d ≥ 2 is even or d = 4k − 1 and
q ≡ 3 mod 4. Suppose that |A| ≫ qd/2 then we have
|∆(A)| ≫ q.
We also have the following bi-variant of this conjecture for two sets.
Conjecture 1.4. Let A,B be sets in Fdq such that either d ≥ 2 is even or d = 4k − 1 and
q ≡ 3 mod 4. Suppose that |A||B| ≫ qd then we have
|∆(A,B)| ≫ q,
where ∆(A,B) = {||a− b|| : a ∈ A, b ∈ B}.
We note that in the setting of Euclidean space, a recent work of Iosevich and Liu [31] tells
us that if we have two sets A,B ⊂ Rd, then there exists a probability measure µB on B such
that for µB-a.e b ∈ B, ∆b(A) has positive measure whenever dimH(A) + d−1d+1dimH(B) > d,
where ∆b(A) = {||a− b|| : a ∈ A}.
The first purpose of this paper is to make a step towards on the Conjectures 1.3 and 1.4.
More precisely, we are going to show that the exponent (d+1)/2 can be broken for the cases
of distances between two sets: one set lies on a variety and the other is arbitrary.
The second purpose of this paper is to obtain new extension theorems for paraboloids and
spheres in odd dimensions. As we shall see, our L2 → Lr extension theorems for paraboloids
in odd dimensions improve significantly the exponent obtained by the first listed author.
Our Lp → L4 extension theorems for spheres in odd dimensions break the Stein-Tomas
result which has stood for more than ten years. These results for spheres are interesting
in the sense that such extension estimates do not hold for paraboloids in odd dimensional
cases. This indicates that there exists a different extension phenomenon between spheres
and paraboloids in the finite field setting.
The third purpose of this paper is to provide connections between the Erdo˝s-Falconer dis-
tance problem over finite fields and extension theorems for paraboloids and spheres. Using
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such connections, we shall investigate a problem to count the number of variant distances
determined by the sum of three vectors in a set in Fdq . This problem is called 3-distance
problems.
Finally, we will consider the distribution of the product of simplices in Fdq and related topics.
Our method is a combination of techniques from harmonic analysis over finite fields, meth-
ods from spectral graph theory, and some tools from group action theory and algebraic
combinatorics.
We now start with the main results on distance problems.
1.1 Distance results
Distances between a set on a paraboloid and an arbitrary set: Let P be a
paraboloid in Fdq defined as follows:
P := {(x1, x2, . . . , xd−1, xd) : xd = x21 + · · ·+ x2d−1, (x1, . . . , xd−1) ∈ Fd−1q }.
We have the following result on distances between a set on a paraboloid and an arbitrary
set in Fdq .
Theorem 1.5. Suppose that A is a subset of the paraboloid P in Fdq , and B is a set in F
d
q .
Then the following consequences hold:
• For d = 4k − 1, k ∈ N, q ≡ 3 mod 4, if |A| ≥ q(d−1)/2 and |A||B| ≥ qd, then we have
|∆(A,B)| ≥ q
3
.
• For even d ≥ 4, if |A| ≥ qd/2 and |A||B| ≥ qd, then we have
|∆(A,B)| ≥ q
3
.
It is interesting to note that our condition |A||B| ≥ qd is optimal in general (see Lemma
10.2). The sharpness of the condition |A| ≥ qd/2 will be discussed in Lemma 10.3. We
can see that the assumptions of Theorem 1.5 are exactly the same as those of Conjectures
1.3 and 1.4. We shall see that, without such assumptions, our argument in the proof of
Theorem 1.5 breaks down. Since the distance is invariant under a translation, Theorem 1.5
still holds when we replace the paraboloid P by P + a := {p + a : p ∈ P} for all a ∈ Fdq .
This leads us to deduce the following corollary.
Corollary 1.6. Let B ⊂ Fdq . Then the following statements hold:
1. For d = 4k − 1, k ∈ N, q ≡ 3 mod 4, if max
a∈Fdq
|B ∩ (P + a)| ≥ q(d−1)/2+δ for some δ > 0
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and |B| ≥ q(d+1)/2−δ, then we have
|∆(B)| ≥ q
3
.
2. For even d ≥ 4, if max
a∈Fdq
|B ∩ (P + a)| ≥ qd/2 and |B| ≥ qd/2, then we have
|∆(B)| ≥ q
3
.
Corollary 1.6 shows that we can construct many sets in Fdq such that the threshold (d+1)/2
can be improved. In particular, if B lies on a translated paraboloid P + a for some a ∈ Fdq ,
then Conjecture 1.3 is true. To the best of our knowledge, no known result on distances of
a set on a paraboloid has been proved in the literature.
Distances between a set on a sphere and an arbitrary set: For j ∈ Fq, the sphere
Sj of radius j centered at the origin in F
d
q is defined by
Sj := {x = (x1, . . . , xd) ∈ Fdq : ||x|| = x21 + · · ·x2d = j}.
In this subsection, we provide results on distances between a set on a sphere and an arbitrary
set in Fdq . Our first result is for the case of odd dimensions.
Theorem 1.7. Let A ⊂ Sj with j 6= 0 and B ⊂ Fdq . Then the following two statements hold:
• Let j be a square number of F∗q. For d = 4k−1, k ∈ N, q ≡ 3 mod 4, if |A| ≥ q(d−1)/2
and |A||B| ≥ qd, then we have
|∆(A,B)| ≥ q
4
.
• Let j be a non-square number of F∗q. For either d = 4k + 1, k ∈ N, or d = 4k − 1 and
q ≡ 1 mod 4, if |A| ≥ q(d−1)/2 and |A||B| ≥ qd, then we have
|∆(A,B)| ≥ q
4
.
In even dimensions, we have
Theorem 1.8. Suppose that A ⊂ Sj with j 6= 0 and B ⊂ Fdq . For even d ≥ 4, if |A| ≥ qd/2
and |A||B| ≥ qd, then we have
|∆(A,B)| ≥ q
4
.
While our results for spheres are similar to those of paraboloids, the proofs are much more
complicated since the Fourier decay of spheres is associated with the Kloosterman sum
whose explicit form is not known.
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As consequences of Theorems 1.7 and 1.8, if A = B ⊂ Sj with j 6= 0, then we recover main
results in [25] in even dimensions and in odd dimensions with some additional conditions.
When A = B ⊂ Sj , we can reduce the distance problem to the dot product problem, which
is much easier with a geometric property that any line contains at most two points from A.
However, in the form of Theorems 1.7 and 1.8, one can check that such reduction does not
work.
It is more interesting when we replace the sphere Sj by the sphere of radius zero S0. Indeed,
it is clear that the distance between two points x, y ∈ S0 is
||x− y|| = −2x1y1 − · · · − 2xdyd = −2x · y.
Therefore, the distance problem is equivalent with the dot product problem. Nevertheless,
we now face a bigger problem that the zero sphere S0 contains many lines. This means that
for any subset A ⊂ S0, there might exist lines with q points from A. Because of this reason,
the method in [25] only gives us the exponent (d + 1)/2. In the next theorem, using the
Fourier decay of the zero sphere, we are able to conquer the difficulties and to obtain a very
strong result as follows.
Theorem 1.9. Let S0 be the sphere with zero radius centered at the origin in F
d
q . For
d = 4k + 2, k ∈ N, q ≡ 3 mod 4, if A ⊂ S0 and B ⊂ Fdq satisfying |A| ≥ qd/2 and
|A||B| ≥ qd, then we have
|∆(A,B)| ≥ q
3
.
Corollary 1.10. For d = 4k + 2, k ∈ N, q ≡ 3 mod 4, if A ⊂ S0 and |A| ≥ qd/2, then we
have
|∆(A)| ≥ q
3
.
Remark 1.11. Notice that, in general, the condition |A||B| ≥ qd in Theorems 1.7, 1.8, and
1.9 is best possible (see Lemmas 10.4–10.9). We also will provide constructions with A ⊂ Sj,
|A| ∼ q(d−1)/2 (d odd) or qd/2 (d even), and large sets B ⊂ Fdq such that |∆(A,B)| ∼ o(q).
1.2 Extension theorems
Let dσ be a surface measure supported on a compact subset V in Rd. The Fourier restriction
problem for V is to determine the exponents 1 ≤ p, r ≤ ∞ such that the restriction inequality
‖f̂‖Lr(V,dσ) ≤ C‖f‖Lp(Rd)
holds for all Schwartz functions f. This problem is one of the most important open prob-
lems in harmonic analysis and it has several applications to other fields. A well-known
dual argument shows that the restriction inequality is the same as the following extension
estimate:
‖(gdσ)∨‖Lp′(Rd) ≤ C‖g‖Lr′(V,dσ),
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where p′, r′ denote the Ho¨lder conjugates of p, r, respectively (namely, 1/p+1/p′ = 1). Thus
the Fourier restriction problem is also called the extension problem.
In 2002, Mockenhaupt and Tao [42] introduced the Fourier restriction problem for algebraic
varieties in the finite field setting. Over last 15 years, this topic has received much attention
from mathematicians in different areas. We refer readers to [42, 43] for applications of
restriction problems on the Kakeya problem over finite fields and similar topics.
Before we review this problem, we introduce some notations and basic knowledge in the
discrete Fourier analysis.
Let Fdq be a d-dimensional vector space over the finite field Fq. We denote by χ a non-trivial
additive character of Fq. Our results in this paper will be independent of the choice of the
character χ. We recall that the orthogonality relation of χ states that
∑
x∈Fdq
χ(m · x) =
{
0 if m 6= (0, . . . , 0)
qd if m = (0, . . . , 0).
Given a complex valued function on Fdq , the (normalized) Fourier transform of f , denoted
by f̂ , is defined by
f̂(m) =
1
qd
∑
x∈Fdq
χ(−x ·m)f(x).
The following Fourier inversion theorem can be easily proved by the orthogonality relation
of χ:
f(x) =
∑
m∈Fdq
f̂(m)χ(m · x).
By the orthogonality relation of χ, it follows that∑
m∈Fdq
|f̂(m)|2 = q−d
∑
x∈Fdq
|f(x)|2,
which is referred to as the Plancherel theorem. For example, if E ⊂ Fdq , then we see that∑
m∈Fdq
|Ê(m)|2 = q−d|E|.
Here and throughout the paper, we identify a set E with the indicator function 1E on E.
Now we adopt an unusual notation f˜ to indicate the Fourier transform of f which does not
take the normalizing factor q−d. More precisely, the Fourier transform of f , denoted by f˜ ,
is defined by
f˜(x) =
∑
m∈Fdq
χ(−m · x)f(m).
7
In addition, the inverse Fourier transform of f , denoted by f∨, is defined by
f∨(m) =
1
qd
∑
x∈Fdq
χ(x ·m)f(x).
Now we introduce the finite field restriction problem. Given the vector space Fdq over Fq,
we consider two different measures on Fdq ; one is “normalized counting measure” denoted
by dn and the other is “counting measure” denoted by dc. Let V ⊂ Fdq be an algebraic
variety which is a set of solutions to a polynomial equation. We endow the variety V with
“normalized surface measure” dσ. With measures defined above, if f is a complex valued
function on Fdq , its integrals are defined as follows:∫
Fdq
f(x) dn(x) := q−d
∑
x∈Fdq
f(x),
∫
Fdq
f(m) dc(m) :=
∑
m∈Fdq
f(m),
∫
V
f(x) dσ(x) =
1
|V |
∑
x∈V
f(x),
where |V | denotes the cardinality of the set V. In addition, notice that the inverse Fourier
transform of the measure (fdσ), denoted by (fdσ)∨, is given by
(fdσ)∨(m) :=
∫
V
χ(m · x)f(x)dσ(x) = 1|V |
∑
x∈V
χ(m · x)f(x).
As usual, notation of norms of functions can be employed. For 1 ≤ p, r ≤ ∞, we denote by
R∗V (p→ r) the smallest real number such that the extension inequality
‖(fdσ)∨‖Lr(Fdq ,dc) ≤ R∗V (p→ r)‖f‖Lp(V,dσ) (1)
holds for all functions f on V. The number R∗V (p→ r) should be independent of the function
f on V , but it may depend on the size of the underlying field Fq. The extension problem
for V asks us to determine all exponents 1 ≤ p, r ≤ ∞ such that
R∗V (p→ r)≪ 1,
where the implicit constant in ≪ is independent of the underlying field Fq.
By duality, the extension problem is equivalent to the restriction problem which is to deter-
mine 1 ≤ p′, r′ ≤ ∞ such that the following restriction inequality holds:
‖g˜‖Lp′ (V,dσ) ≤ R∗V (p→ r)‖g‖Lr′(Fdq ,dc) for all functions g : Fdq → C.
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From Ho¨lder’s inequality, we have the following trivial bound:
R∗V (p→∞) = 1 for 1 ≤ p ≤ ∞.
Since dc is counting measure on Fdq and dσ is normalized measure on V, we see that
‖(fdσ)∨‖Lr1 (Fdq ,dc) ≤ ‖(fdσ)∨‖Lr2(Fdq ,dc) when 1 ≤ r2 ≤ r1 ≤ ∞,
and
‖f‖Lp1(V,dσ) ≤ ‖f‖Lp2(V,dσ) when 1 ≤ p1 ≤ p2 ≤ ∞.
From these facts, it follows that for each 1 ≤ p, r ≤ ∞,
R∗V (p→ r1) ≤ R∗V (p→ r2) when 1 ≤ r2 ≤ r1 ≤ ∞,
and
R∗V (p1 → r) ≤ R∗V (p2 → r) when 1 ≤ p2 ≤ p1 ≤ ∞.
Hence, our problem can be reduced to certain endpoint estimates. For example, in order to
establish the L2 → Lr extension estimates for V, it suffices to find the smallest exponent r
such that R∗V (2 → r) ≪ 1. Similarly, the sharp Lp → L4 estimate can be proved if we find
the smallest p such that R∗V (p→ 4)≪ 1.
Necessary conditions for the bound R∗V (p → r) ≪ 1 can be determined by the sizes of V
and an affine subspace lying on V. In fact, Mockenhaupt and Tao [42] showed that if the
variety V ⊂ Fdq with |V | ∼ qd−1 contains an affine subspace H with |H| = qk, then the
necessary conditions for the bound R∗V (p→ r)≪ 1 are given by
r ≥ 2d
d− 1 and r ≥
p(d− k)
(p− 1)(d− 1− k) , (2)
which means that (1/p, 1/r) lies on the convex hull determined by the following four points:
(0, 0),
(
0,
d− 1
2d
)
,
(
d2 − dk − d− k
2d(d− 1− k) ,
d− 1
2d
)
, (1, 0). (3)
When the variety V is the paraboloid P or the sphere Sj with j 6= 0, it has been conjectured
that the above necessary conditions are also sufficient for the bound R∗V (p→ r)≪ 1, where
we takes k as the dimension of a maximal affine subspace lying on V . Notice that to solve
this conjecture, we only need to show that R∗V (p∗, r∗) ≪ 1, where p∗, r∗ are the critical
exponents given by (
1
p∗
,
1
r∗
)
:=
(
d2 − dk − d− k
2d(d− 1− k) ,
d− 1
2d
)
. (4)
In two dimensions, since the circle Sj(j 6= 0) and the parabola P do not contain any line,
we can take k = 0 and d = 2, so we have p0 = 2, r0 = 4. In two dimensions, the extension
conjecture for the parabola and the circle was completely solved by Mockenhaupt and Tao
[42], Iosevich and the first listed author [27], respectively. Their results were extended to
arbitrary curves which do not contain any line by the first listed author and Shen [40].
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However, in higher dimensions, the extension conjecture is still open.
Extension theorems for paraboloids: Based on dimensions k of affine subspaces lying
on a paraboloid, the following critical exponents p∗, r∗ for the bound R∗P (p → r)≪ 1 were
given in [39].
Lemma 1.12. Let p∗, r∗ denote the critical exponents given in (4). The following statements
hold for the paraboloid P in Fdq .
1. If d ≥ 2 is even, then p∗ = 2d2d2−d+2 and r∗ = 2dd−1 .
2. If d = 4ℓ − 1, ℓ ∈ N and −1 ∈ Fq is not a square number, then p∗ = 2d2+2dd2+3 and
r∗ = 2dd−1 .
3. If d = 4ℓ+ 1, ℓ ∈ N, then p∗ = 2dd−1 and r∗ = 2dd−1 .
4. If d ≥ 3 is odd and −1 ∈ Fq is a square number, then p∗ = 2dd−1 and r∗ = 2dd−1 .
As mentioned before, it has been proved that R∗P (p∗ → r∗) ≪ 1 only for d = 2, which
establishes the extension conjecture for parabolas. In three and higher dimensions, it is a
challenging open question to prove that R∗P (p∗ → r∗)≪ 1.
Recently, researchers are interested in proving the sharp L2 → Lr extension estimate for
paraboloids. Unlike the Euclidean case, it turns out that the “r” index of the standard Stein-
Tomas extension theorem R∗P (2 → (2d + 2)/(d − 1)) can be improved for even dimensions
and for certain odd dimensions.
From the necessary conditions (3), we can conjecture that to obtain the sharp L2 → Lr
extension estimate for P , we only need to prove that R∗P (2 → r2) ≪ 1, where the critical
exponent r2 is given by
r2 :=
2(d2 − dk − d+ k)
(d− 1)(d− 1− k) . (5)
Based on the dimension k of a maximal subspace in the paraboloid P , the following lemma
on exponents r2 was given in [39].
Lemma 1.13. Let r2 denote the critical exponent defined in (5). Then we have
1. If d ≥ 2 is even, then r2 = 2d+4d .
2. If d = 4ℓ− 1, ℓ ∈ N and −1 ∈ Fq is not a square number, then r2 = 2d+6d+1 .
3. If d = 4ℓ+ 1, ℓ ∈ N, then r2 = 2d+2d−1 .
4. If d = 4ℓ− 1, ℓ ∈ N and −1 ∈ Fq is a square number, then r2 = 2d+2d−1 .
In [42], Mockenhaupt and Tao proved the Stein-Tomas result, which says that R∗V (2→ (2d+
2)/(d−1))≪ 1 for all dimensions d ≥ 2. Hence, under the assumptions of the third or fourth
part of Lemma 1.13, the Stein-Tomas result gives the sharp L2 → Lr extension estimate
for P. Furthermore, using the interpolation lemma and the trivial L1 → L∞ estimate, they
obtained that R∗P (
4d−4
3d−5 → 4)≪ 1, which becomes the sharp Lp → L4 estimate. The precise
statement is as follows.
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Lemma 1.14. Let P ⊂ Fdq . If d = 4k + 1, k ∈ N or d = 4k − 1 with q ≡ 1 mod 4, then
R∗P (p→ 4)≪ 1 if and only if
4d− 4
3d− 5 ≤ p ≤ ∞.
Next, notice from the first part of Lemma 1.13 that for even dimensions d, the bound
R∗P (2 → (2d + 4)/d) gives the sharp L2 → Lr extension estimate for P. In two and four
dimensions, the sharp bound was proved by Mockenhaupt and Tao [42] and Rudnev and
Shkredov [50], respectively. In addition, the sharp bound for even dimensions d ≥ 8 was
obtained by Iosevich, Lewko, and the first listed author [32]. In d = 6, they also showed
that R∗P (2→ (2d+ 4)/d) . 1, which gives the sharp L2 → Lr bound up to the endpoint.
Compared to the cases mentioned above, it is much harder to prove the sharp L2 → Lr
estimate for P under the assumptions of the second part of Lemma 1.13. The following
conjecture is based on the second part of Lemma 1.13.
Conjecture 1.15. Suppose that d = 4ℓ − 1 for some ℓ ∈ N and −1 ∈ Fq is not a square
number. Then we have
R∗P
(
2→ 2d+ 6
d+ 1
)
≪ 1,
which gives the optimal L2 → Lr estimate for the paraboloid P.
Assuming that q is a prime with q ≡ 3 mod 4 and d = 3, Mockenhaupt and Tao [42] gave
the following L2 → Lr extension theorem for paraboloid
R∗P
(
2→ 18
5
+ ǫ
)
≪ 1,
for any ǫ > 0. This result has been improved slightly over recent years. For instance, Lewko
[44] showed that there exists ǫ > 0 such that
R∗P
(
2→ 18
5
− ǫ
)
≪ 1.
The main ingredient to prove this improvement is to reduce the extension problem to the
additive energy of a set on a paraboloid, i.e. to give upper bounds of E(A) for any A ⊂ P ,
where E(A) is the number of quadruples (a, b, c, d) ∈ A4 such that a+ b = c+ d. In a recent
work, Rudnev and Shkredov [50] obtained a new bound on E(A), as a consequence, the
threshold 18/5− ǫ is decreased to 32/9.
When d = 3 and q ≡ 3 mod 4, Conjecture 1.15 says that the bound R∗P (2 → 3) ≪ 1 is
the optimal L2 → Lr estimate for paraboloids. Thus there is still a big gap between 32/9
and 3. It was mentioned in [50] that with the best upper bound of E(A), i.e. |A|2, we can
improve 32/9 to 10/3, which is of course still bigger than the expected exponent.
For higher odd dimensional cases, the first listed author [39] showed that if d = 4k+3 with
k ∈ N and q ≡ 3 mod 4, then we have
R∗P
(
2→ 6d+ 10
3d− 1 + ǫ
)
≪ 1,
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for any ǫ > 0.
Using the Fourier decay of the sphere of zero radius and the spectrum of the well-known
Erdo˝s-Re´nyi graph, we improve this result significantly in our next theorem.
Theorem 1.16. Let P be the paraboloid in Fdq with d = 4k + 3, k ∈ N, and q ≡ 3 mod 4.
Then we have
R∗P
(
2→ 2d+ 4
d
)
≪ 1.
Although this theorem is the same as the sharp result of even cases, it does not match the
conjecture.
Extension theorems for spheres: For j ∈ Fq, let us recall the definition of the sphere
of radius j centered at the origin.
Sj := {x ∈ Fdq : ||x|| = j}. (6)
In this subsection, we will present new extension theorems for spheres in odd dimensional
spaces.
It is well-known that in the Euclidean space, the extension theorems for paraboloids and
spheres are the same, but in the setting of finite fields, the problems are completely differ-
ent. Compared to the case of paraboloids or cones, it has been believed that the spherical
extension problem is much harder to understand, since the Fourier transform of the sphere is
closely related to the Kloosterman sum whose explicit form is not known. In the paraboloid
case, we will see that (proof of Theorem 1.16), there is a connection between the L2 → Lr
estimate and the additive energy bound. In the finite field setting, such a connection was
initially given by Mockenhaupt and Tao [42], and a more precise relation between them was
found by Lewko [44]. However, it seems that there is no such link for the case of spheres.
If the radius of the sphere Sj is not zero, then the Stein-Tomas argument yields the Stein-
Tomas result R∗Sj (2→ 2d+2d−1 )≪ 1 (see Theorem 1 in [27]). Interpolating this result and the
trivial bound R∗Sj (1→∞)≪ 1, we obtain
R∗Sj
(
4d− 4
3d− 5 → 4
)
≪ 1,
which is called the Stein-Tomas exponent toward Lp → L4.
In even d ≥ 4, Iosevich and the first listed author [28] showed that R∗Sj (12d−89d−12 → 4) . 1,
which is better than the Stein-Tomas exponent toward Lp → L4. In a recent work, Iosevich
et al. [30] provided an optimal Lp → L4 estimate in even dimensions, namely, they proved
that
R∗Sj
(
4d
3d− 2 → 4
)
≪ 1,
for any sphere Sj of non-zero radius.
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In odd dimensional spaces, over last ten years, it has been believed in [28] that the Stein-
Tomas exponent toward Lp → L4 can not be improved in general. Indeed, they showed that
if q ≡ 1 mod 4 and d is odd, then the unit sphere contains an affine subspace of dimension
(d− 1)/2. This construction can be easily derived, for example, we may assume that d = 5
and q = 1 mod 4, and we define
H := (0, 0, 0, 0, 1) + Span ((1, i, 0, 0, 0), (0, 0, 1, i, 0)) .
It is clear that H is contained in S1 and |H| = q(d−1)/2. Now applying (2) yields that if
r = 4, then the threshold p = 4d−4
3d−5 is best possible.
It is surprising that when we take into account the radii of spheres, i.e. square or non-square,
the Stein-Tomas exponent toward Lp → L4 can be considerably improved (see Conjecture
1.20 and our results below).
Let g be a primitive element of Fq, i.e. a generator of F
∗
q. We have the following exten-
sion theorems for Sg which improve the Stein-Tomas exponent toward L
p → L4 in odd
dimensions.
Theorem 1.17. Let g be a primitive element in Fq. If d = 4k + 1, then we have
R∗Sg
(
4d
3d− 2 → 4
)
≪ 1.
Theorem 1.18. Let g be a primitive element in Fq. Suppose d = 4k− 1 and q ≡ 1 mod 4.
Then we have
R∗Sg
(
4d
3d− 2 → 4
)
≪ 1.
To prove these theorems, we will introduce a connection between extension theorems for
paraboloids or spheres and spectrum of the well-known Erdo˝s-Re´nyi graph, the first asso-
ciation scheme graph. The action of finite orthogonal groups on spherical point sets, and
Fourier decay of the sphere with zero radius will play crucial roles. Using this connection,
we are able to show that for A ⊂ Sg, we have
E(A)≪ |A|
3
q
+ q
d−2
2 |A|2.
If g is a square, then this bound is impossible in general. For instance, in the above
construction in F5q , we have H ⊂ S1 and E(H) ∼ |H|3. The main difference between
these cases comes from the problem of estimating number of pairs (a, b) ∈ A2 such that
||a − b|| = 0. This is a difficult problem since spheres might contain many isotropic lines,
i.e. any two points on those lines have zero norm. For example, if there are two points
a, c ∈ Sg such that ||a − c|| = 0, then the line x = c + t(a − c) with t ∈ Fq is contained
fully in Sg. In the above construction, the number of such pairs in H is |H|2. If a sphere
has primitive radius, then we can take advantages of techniques in algebraic combinatorics,
namely, association action scheme to overcome the difficulties.
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We note here that, in general, for A ⊂ Sj, j 6= 0, we always have
E(A)≪ |A|
3
q
+ q
d−1
2 |A|2.
The upper bound can be attained by the above construction.
In the case d = 3 and q ≡ 1 mod 4 is a prime, we can get a slightly better bound than that
of Theorem 1.18.
Theorem 1.19. Let g be a primitive element in Fq with a prime q ≡ 1 mod 4. Let Sg be
the sphere of radius g centered at the origin in F3q. We have
R∗Sg
(
156
99
→ 4
)
≪ 1.
We conclude this subsection with L2 and L4 extension conjectures. Before we state the
conjectures, we discuss how to deduce necessary conditions for the bound R∗Sj (p→ r)≪ 1.
By (3), we need to find the dimension of a maximal affine subspace lying on the sphere Sj.
Consider a quadratic form Q(x) = x21 + x
2
2 + · · ·+ x2d ∈ Fq[x] where x = (x1, . . . , xd). Let c
be a fixed non-square number in Fq. It is well known from [22, P.79] or [2, Theorem 1] that
Q(x) can be equivalent to the following forms: for the quadratic character η of F∗q ,
1. x21−x22+ · · ·+x2d−2−x2d−1+αx2d for odd d ≥ 3, where α is determined by the relations
that α ∈ {1, c} and 1 = η((−1)(d−1)/2)η(α),
2. x21 − x22 + · · ·+ x2d−3 − x2d−2 + x2d−1 − αx2d for even d ≥ 2, where where α is determined
by the relations that α ∈ {1, c} and 1 = η((−1)d/2)η(α).
From this fact, one may deduce the size of maximal affine subspaces H lying on the sphere
Sj = {x ∈ Fdq : x21 + · · ·+ xd = j} as follows:
1. If d ≥ 2 is even and j 6= 0, then |H| = q(d−2)/2.
2. If d = 4k + 1, k ∈ N, and j is not square, then |H| = q(d−3)/2.
3. If d = 4k + 1, k ∈ N, and j is square, then |H| = q(d−1)/2.
4. If d = 4k − 1, k ∈ N, q ≡ 1 mod 4, and j is not square, then |H| = q(d−3)/2.
5. If d = 4k − 1, k ∈ N, q ≡ 3 mod 4, and j is square, then |H| = q(d−3)/2.
6. If d = 4k − 1, k ∈ N, q ≡ 1 mod 4, and j is square, then |H| = q(d−1)/2.
7. If d = 4k − 1, k ∈ N, q ≡ 3 mod 4, and j is not square, then |H| = q(d−1)/2.
Using the necessary conditions in (2) or (3) with the sizes of maximal affine subspaces, one
may conjecture all exponents 1 ≤ p, r ≤ ∞ such that R∗Sj (p → r) ≪ 1. In particular, we
can state the following conjecture for the sharp bound R∗Sj (p→ 4)≪ 1 in odd dimensions.
Conjecture 1.20. Let Sj be the sphere with non-zero radius in F
d
q . The following statements
hold.
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1. If d = 4k + 1, k ∈ N, and j is not square, then the bound R∗Sj
(
4d+4
3d+1
→ 4) ≪ 1 is the
sharp Lp → L4 estimate.
2. If d = 4k−1, k ∈ N, q ≡ 1 mod 4 and j is not square, then the bound R∗Sj
(
4d+4
3d+1
→ 4)≪
1 gives the sharp Lp → L4 estimate.
3. If d = 4k−1, k ∈ N, q ≡ 3 mod 4, and j is square, then the bound R∗Sj
(
4d+4
3d+1
→ 4)≪ 1
is the optimal Lp → L4 estimate.
Remark 1.21. We have an interesting observation when comparing Lemma 1.14 for paraboloids
to the first and second statements of Conjecture 1.20 for spheres in odd dimensions. Ignoring
the assumption on the radius of spheres, they have the same assumptions but the expected
conclusions are different. Conjecture 1.20 says that the sharp Stein-Tomas exponent toward
Lp → L4 for paraboloids can be improved for the corresponding spheres in odd dimensions.
It is clear that Theorems 1.17 and 1.18 are partial evidences.
As we mentioned before, there is no known bridge between L2 → Lr estimates for spheres
and the additive energy bound. This leads to a challenge to improve the Stein-Tomas result.
The conjecture on L2 → Lr extension estimate for the spheres in even dimensions is stated
as follows.
Conjecture 1.22. For d ≥ 4 even, let Sj be the sphere of radius j 6= 0 centered at the
origin in Fdq. We have the following L
2 → Lr estimate
R∗Sj
(
2→ 2d+ 4
d
)
≪ 1.
1.3 Connections between extension theorems and the distance
problem
In this section, we will provide connections between extension theorems for spheres and
paraboloids and the distance problem. Precisely, the following is for the case of paraboloids.
Theorem 1.23. Let P be the paraboloid in Fd+1q . Assume that the L
p → L2 restriction
estimate for P ⊂ Fd+1q holds. For A ⊂ Fdq with |A| ≫ max
{
qd/2, q(dp−p+2)/(3p−2)
}
, we have
|∆(A)| ≫ q.
When (d+1) = 4k−1, k ∈ N, q ≡ 3 mod 4, it is well-known from the restriction conjecture
for P ⊂ Fd+1q that p = (2d + 8)/(d + 6) is the optimal p value. Therefore, one can use the
Conjecture 1.15 to obtain the exponent d
2+4d+2
2d+6
for the distance problem which is better
than the current threshold d+1
2
.
When (d + 1) is even, it is known that the optimal p for the Lp → L2 restriction estimate
for P ⊂ Fd+1q is given by p = (2d + 6)/(d + 5). Thus we recover the exponent d+12 for the
distance problem.
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In our next theorem, we will show that if Conjecture 1.22 for spheres is true, then one can
improve the exponent (d+ 1)/2 on the distance problem to d
2
+ d
2d+2
.
Theorem 1.24. Let A ⊂ Fdq with d ≥ 4 even. If R∗Sj (2 → r) ≪ 1 for any j 6= 0 and
r = 2d+4
d
, then we have
|∆(A)| ≫ min
{
q,
|A|3− d+4d+2
qd−1
}
≫ q,
whenever |A| ≫ q d2+ d2d+2 .
Remark 1.25. We note that the two dimension version of Conjecture 1.22 has been con-
firmed by Chapman et al. [12]. As a consequence, they obtained the best current exponent
4/3 for the distance problem in the plane over finite fields. In higher dimensional spaces,
the L2 → Lr extension problem becomes much harder since there is no known explicit form
for the Kloosterman sum, and we only know a little about it.
1.4 Three-distance problems over finite spaces
The main purpose of this section is to show that one can employ current bounds on extension
theorems for spheres to break the exponent (d+1)/2 on some generalizations of the distance
problem.
For A ⊂ Fdq , we define
∆3(A) := {||x1 + x2 + x3|| : x1, x2, x3 ∈ A}.
Covert, Pi, and the first listed author [14] indicated that if we study the sum of three
vectors instead of two vectors, then we can decrease the threshold q
d+1
2 to q
d+1
2
−ǫd for some
ǫd = ǫ(d) > 0. More precisely, they proved the following theorem.
Theorem 1.26. Let A be a set in Fdq with d ≥ 4 even. Suppose that |A| ≫ q
d+1
2
− 1
9d−18
+ǫ for
any ǫ > 0, then we have
|∆3(A)| = |{||x1 + x2 + x3|| : x1, x2, x3 ∈ A}| ≫ q.
The most interesting aspect of this result is that the authors have made a connection between
the size of ∆3(A) and L
4 extension estimates for spheres in Fdq . If we can find a good relation
between ∆(A) and L4 estimates for spheres, then it might be another possibility to improve
the distance problem. Note that one can use L4 and L1 estimates to obtain L2 estimates
by interpolating, but the result is not good enough to get any new bound on the distance
problem.
We now take an advantage of recent sharp L4 estimates for spheres in even dimensions due
to Iosevich et al. [30] to improve Theorem 1.26. Our improvement is as follows.
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Theorem 1.27. Let A be a set in Fdq with d ≥ 4 even. If |A| ≫ q
d
2
+ 3d−6
6d−8 , then we have
|∆3(A)| = |{||x1 + x2 + x3|| : x1, x2, x3 ∈ A}| ≫ q.
Sums of the distance sets: In the spirit of the Erdo˝s-Falconer distance problem, Iose-
vich, Parshal, and the first listed author [34] recently studied a related interesting question:
how large does a subset A of Fdq need to be such that the quotient set of the distance set
covers all elements in the field?
They showed that if d ≥ 2 is even and |A| ≫ qd/2, then we have
∆(A)
∆(A)
=
{a
b
: a, b ∈ ∆(A), b 6= 0
}
= Fq.
In odd dimensional cases, they also showed∣∣∣∣∆(A)∆(A)
∣∣∣∣ = ∣∣∣{ab : a, b ∈ ∆(A), b 6= 0}∣∣∣ ≥ q2 ,
under the assumption |A| ≫ qd/2. It also has been shown in [34] that the threshold d/2 is
sharp.
In this paper, we will study a similar question for the sum set of the distance set. Namely,
our question is the following:
Question 1.28. How large does a subset A of Fdq need to be to guarantee that
|∆(A) + ∆(A)| ≫ q?
It is not hard to see that the threshold |A| ≫ q d2+ 14 follows from a work of Iosevich and
Rudnev [35]. Indeed, set E = A × A ⊂ F2dq . It is clear that ∆(E) = ∆(A) + ∆(A). It has
been shown in [35] that if |E| ≫ q 2d+12 , then we have |∆(E)| ≫ q. Since |E| = |A|2, we
obtain the condition |A| ≫ q d2+ 14 . In this paper, we employ recent sharp additive energy
bounds for large sets on a paraboloid to give a better exponent. Our results are as follows.
Theorem 1.29. Let A ⊂ Fdq with d ≥ 3 odd. If |A| ≫ q
d
2
+ 3
14 , then we have
|∆(A) + ∆(A)| ≫ q.
Theorem 1.30. Let A ⊂ Fdq with d = 4k + 2, k ∈ N, and q ≡ 3 mod 4. If |A| ≫ q
d
2
+ 3
14 ,
then we have
|∆(A) + ∆(A)| ≫ q.
Remark 1.31. We note that our methods in the proofs of Theorems 1.29 and 1.30 can be
extended to the case of |k∆(A)| := |∆(A)+ · · ·+∆(A)| (k times), for any k ≥ 3. The same
argument also works for the case |k∆(A) + l∆(B)| for any A ⊂ Fd1q , B ⊂ Fd2q , and k, l ≥ 1.
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1.5 Product of simplices
In this subsection, we focus on the distribution of product of simplices in finite spaces. This
is a generalization of the distance problem. This problem was first studied in the Euclidean
space by Lyall and Magyar [47]. Let us first recall some known results on the distribution
of classes of simplices.
Let O(Fdq) be the orthogonal group in F
d
q . We say that two m-simplices in F
d
q with vertices
(x1, . . . , xm+1), (y1, . . . , ym+1) are in the same congruence class if there exist θ ∈ O(Fdq) and
z ∈ Fdq so that z + θ(xi) = yi for all i = 1, 2, . . . , m+ 1.
For A ⊂ Fdq , we denote the number of congruence classes of m-simplices determined by
points in A by Tm,d(A). The first lower bound of Tm,d(A) was given by Hart and Iosevich
in [23], namely, they proved that if |A| ≫ q mdm+1+m2 with d ≥ (m+1
2
)
, then A contains a
copy of all m-simplices with non-zero edges. If we only wish to get a proportion of all
m-simplices, then Chapman et al. [12] showed that the condition |A| ≫ q d+m2 is enough. In
2013, Bennett, Hart, Iosevich, Pakinathan and Rudnev [4] introduced a new approach to
improve the exponent (d +m)/2 significantly. More precisely, they, using techniques from
group action theory and Fourier methods, proved that in order to get a positive proportion
of all congruence classes of m-simplices, the condition |A| ≫ qd− d−1m+1 is sufficient. In two
dimensions, they obtained a stronger result, namely, if |A| ≫ q8/5, then A determines a
positive proportion of all congruence classes of triangles. It has been conjectured by Iosevich
that the right exponent in two dimensions should be 3/2.
We refer readers to [26, 48, 55] for recent similar results.
Let k, l,m ≥ 2 be integers with m ≤ k, l. Let ∆1 = (x1, . . . , xm+1) and ∆′1 = (x′1, . . . , x′m+1)
be two m-simplices in Fkq , and ∆2 = (y1, . . . , ym+1) and ∆
′
2 = (y
′
1, . . . , y
′
m+1) be two m-
simplices in Flq. We say that the products ∆1×∆2 and ∆′1×∆′2 are in the same congruence
class if there exist θ ∈ O(Fkq), ϕ ∈ O(Flq) and u ∈ Fkq , u′ ∈ Flq such that
θ(∆1) + u = ∆
′
1, ϕ(∆2) + u
′ = ∆′2.
In this paper, we study the following question: how large does a subset A of Fk+lq need to
be to ensure that A determines a positive proportion of all congruence classes of product of
m-simplices?
Note that if we set k = 0 or l = 0, then it is the original simplex problem. If A is a Cartesian
product set, i.e. A = E ×F , with E ⊂ Fkq and F ⊂ Flq, then it is clear that if |E| ≫ qk−
d−1
m+1
and |F | ≫ ql− d−1m+1 , then we have cq2(m+12 ) congruence classes of product of simplices. If
A is an arbitrary set in Fk+lq , then the problem becomes more difficult since we have no
imagination about the structure of the set. Adapting methods in [4] and techniques from
spectral graph theory, we have the following result.
Theorem 1.32. Let k ≥ l ≥ 2 and m ≥ 2 be integers. For a subset A ⊂ Fk+lq of cardinality
|A| ≫ max
{
qk+l−
l−1
m+1 , qk+l−
k
m−1 , qk+l−
l
m−1
}
,
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we have the number of congruence classes of product of m-simplices determined by points in
A is at least cq2(
m+1
2 ) for some positive constant c.
We remark here that the result for the case m = 1 was first obtained by Birklbauer and
Iosevich [6].
For integers k, l,m ≥ 2 with m ≤ k, l, let αk,l,m be the infimum of numbers s > 0 such
that the number of congruence classes of product of m-simplices in A ⊂ Fk+lq is ≫ q2(
m+1
2 ),
whenever |A| ≫ qs. The following theorem gives us a lower bound of αk,l,m.
Theorem 1.33. For integers k, l,m ≥ 2 with m ≤ k, l, we have
αk,l,m ≥ max
{
l +m− 1 + 1
m
, k +m− 1 + 1
m
}
.
Our paper is organized as follows: In Section 2, we give proofs of distance results. Section
3 is devoted for new, powerful energy bounds for spheres and paraboloids which are key
ingredients in proving our extension results in odd dimensions. Sections 4 and 5 contain
proofs of extension theorems. In Section 6, we present proofs of theorems on connections
between the Erdo˝s-Falconer distance problem and extension theorems. We will give a proof
of the three-distance problems in section 7. Sections 8 and 9 contain proofs of results on
sums of the distance set and the distribution of product of simplices, respectively. In the
section 10, we construct examples to show sharpness of our results on distance problems, and
the distribution of product of simplices. We conclude this paper with some open problems
and discussions in the last section.
2 Distances between a set on a variety and an arbi-
trary set
We recall that for A,B ⊂ Fdq , the distance set between A to B, denoted by ∆(A,B), is
defined by
∆(A,B) := {‖a− b‖ : a ∈ A, b ∈ B}.
In this section we prove our main theorems on distance problems. We begin by proving a
preliminary key lemma. For t ∈ Fq, we denote by µ(t) the number of pairs (a, b) ∈ A × B
such that ‖a− b‖ = t. Since |A||B| =∑t∈∆(A,B) µ(t), the Cauchy-Schwarz inequality yields
that
|∆(A,B)| ≥ |A|
2|B|2∑
t∈Fq µ
2(t)
. (7)
Hence the distance problem between A and B can be reduced to the estimate of
∑
t∈Fq µ
2(t).
The following lemma plays a crucial role in deducing distance results on two sets, one of
which lies on an algebraic variety.
19
Lemma 2.1. Let A,B ⊂ Fdq . Then we have
∑
t∈Fq
µ2(t) ≤ |A|
2|B|2
q
+
|A|
q
∑
a∈A,s 6=0
∣∣∣∣∣∑
b∈B
χ(2sa · b− s‖b‖)
∣∣∣∣∣
2
. (8)
Moreover, for any set Ω with Ω ⊃ A, we have
∑
t∈Fq
µ2(t) ≤ |A|
2|B|2
q
+ qd−1|A|
∑
b,b′∈B,s 6=0
Ω̂(2s(b′ − b)) χ(s(‖b′‖ − ‖b‖)). (9)
Proof. First we claim that (9) follows from (8). To see this, assume that (8) holds. If
A ⊂ Ω, then we can dominate the sum over a ∈ A in (8) by the sum over a ∈ Ω. Next,
by expanding the square term and using the definition of the Fourier transform on Ω, we
obtain the inequality (9) as claimed. Thus it only remains to prove (8).
Write
µ(t) =
∑
a∈A
 ∑
b∈B:‖a−b‖=t
1
 .
By the Cauchy-Schwarz inequality,
µ2(t) ≤ |A|
∑
a∈A
 ∑
b∈B:‖a−b‖=t
1
2 = |A| ∑
a∈A,b,b′∈B:‖a−b‖=t=‖a−b′ |
1.
Summing over t ∈ Fq, it follows that∑
t∈Fq
µ2(t) ≤ |A|
∑
a∈A,b,b′∈B:‖a−b‖=‖a−b′‖
1.
Since the condition ‖a− b‖ = ‖a− b′‖ is equivalent to the condition 2a · (b− b′) = ‖b‖−‖b′‖,
we have ∑
t∈Fq
µ2(t) ≤ |A|
∑
a∈A,b,b′∈B:2a·(b−b′)=‖b‖−‖b′‖
1. (10)
By the orthogonality of χ, we can write∑
t∈Fq
µ2(t) ≤ |A|q−1
∑
a∈A,b,b′∈B
∑
s∈Fq
χ (s(2a · (b− b′)− ‖b‖+ ‖b′‖))
Decompose the sum over s ∈ Fq into two parts: s = 0 and s 6= 0. It follows that∑
t∈Fq
µ2(t) ≤ |A|2|B|2q−1 + |A|q−1
∑
a∈A,b,b′∈B
∑
s 6=0
χ (s(2a · (b− b′)− ‖b‖+ ‖b′‖)) .
Notice that the second term in the right-hand side of the above inequation can be written
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as
|A|q−1
∑
a∈A,s 6=0
∣∣∣∣∣∑
b∈B
χ(−s‖b‖ + 2sa · b)
∣∣∣∣∣
2
.
This completes the proof of (8) and thus, the statement of the lemma follows.
2.1 Proof of distance results on paraboloids (Theorem 1.5)
We begin by reviewing the explicit form of the Fourier transform on the paraboloid (see
[28]).
Lemma 2.2. Let P ⊂ Fdq be the paraboloid. Then for each m = (m,md) ∈ Fd−1q × Fq, we
have
P̂ (m) =

q−dχ
(
‖m‖
4md
)
ηd−1(md)Gd−11 if md 6= 0
0 if md = 0, m 6= 0
q−1 if m = (0, . . . , 0),
where η denotes the quadratic character of Fq, and G1 is the standard Gauss sum.
We shall estimate the upper bound of the quantity
∑
t∈Fq µ
2(t). To this end, from the formula
(9) of Lemma 2.1 taking Ω as the paraboloid P and then applying the explicit form of the
Fourier transform on P in Lemma 2.2, we see that∑
t∈Fq
µ2(t) ≤|A|2|B|2q−1 + |A|qd−1
∑
s 6=0,b∈B
P̂ (0, . . . , 0)
+ |A|q−1Gd−11
∑
s 6=0,b,b′∈B:
b′d 6=bd
χ(s(‖b′‖ − ‖b‖))χ
(‖2s(b′ − b)‖
8s(b′d − bd)
)
ηd−1(2s(b′d − bd)).
Since P̂ (0, . . . , 0) = q−1, it follows that∑
t∈Fq
µ2(t) ≤|A|2|B|2q−1 + |A||B|qd−1 (11)
+ |A|q−1Gd−11
∑
b,b′∈B:
b′d 6=bd
ηd−1(2(b′d − bd))
∑
s 6=0
ηd−1(s)χ
(
s
(
‖b′‖ − ‖b‖+ ‖b
′ − b‖
2(b′d − bd)
))
.
Case 1: Assume that q ≡ 3 (mod 4) and d = 4k − 1 for k ∈ N. We invoke the explicit
value of the standard Gauss sum G1 :=
∑
s 6=0 η(s)χ(s).
Lemma 2.3 ([46], Theorem 5.15). Let Fq be a finite field with q = p
ℓ, where p is an odd
prime and ℓ ∈ N. Then we have
G1 =
{
(−1)ℓ−1q 12 if p ≡ 1 mod 4
(−1)ℓ−1iℓq 12 if p ≡ 3 mod 4.
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Since q = pℓ ≡ 3 (mod 4) and d = 4k − 1 for k ∈ N, we easily see from Lemma 2.3 that
Gd−11 = −q
d−1
2 .
Since d is odd, ηd−1 ≡ 1. It therefore follows from (11) that∑
t∈Fq
µ2(t) ≤|A|2|B|2q−1 + |A||B|qd−1
− |A|q−1q d−12
∑
b,b′∈B:
b′d 6=bd
∑
s 6=0
χ
(
s
(
‖b′‖ − ‖b‖+ ‖b
′ − b‖
2(b′d − bd)
))
.
Now observe that the sum over s 6= 0 is (q − 1) in the case when
‖b′‖ − ‖b‖+ ‖b
′ − b‖
2(b′d − bd)
= 0.
In this case, the contribution to the third term above is negative. On the other hand, the
sum over s 6= 0 is -1 if
‖b′‖ − ‖b‖+ ‖b
′ − b‖
2(b′d − bd)
6= 0.
In this case the contribution of the third term above is positive. Thus we see that∑
t∈Fq
µ2(t) ≤ |A|2|B|2q−1 + |A||B|qd−1 + |A||B|2q d−32 .
Combining this estimate with (7), we obtain that
|∆(A,B)| ≥ 1
3
min
{
q,
|A||B|
qd−1
,
|A|
q
d−3
2
}
.
This implies that if |A| ≥ q(d−1)/2 and |A||B| ≥ qd, then |∆(E)| ≥ q/3. Thus the proof of
the first part of Theorem 1.5 is complete.
Case 2: Assume that d ≥ 4 is even. Then ηd−1 = η. Thus it follows from (11) that∑
t∈Fq
µ2(t) ≤|A|2|B|2q−1 + |A||B|qd−1
+ |A|q−1Gd−11
∑
b,b′∈B:
b′d 6=bd
η(2(b′d − bd))
∑
s 6=0
η(s)χ
(
s
(
‖b′‖ − ‖b‖ + ‖b
′ − b‖
2(b′d − bd)
))
.
Since the sum over s 6= 0 is a Gauss sum whose absolute value is less than or equal to √q,
and |G1| = √q, we obtain that∑
t∈Fq
µ2(t) ≤ |A|2|B|2q−1 + |A||B|qd−1 + |A||B|2q d−22 .
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Combining this estimate with (7), we have
|∆(A,B)| ≥ 1
3
min
{
q,
|A||B|
qd−1
,
|A|
q
d−2
2
}
,
which implies that if |A| ≥ qd/2 and |A||B| ≥ qd, then |∆(E)| ≥ q/3. Thus the proof of the
second part of Theorem 1.5 is complete.
2.2 Proof of distance results on spheres (Theorem 1.7, 1.8, 1.9)
We begin by proving the following lemma.
Lemma 2.4. Let A be a subset of the sphere Sj in F
d
q , and B a subset of F
d
q . For each
t ∈ Fq, we denote by µ(t) the number of the pairs (a, b) ∈ A×B such that ‖a− b‖ = t. Then
we have∑
t∈Fq
µ2(t) ≤|A|
2|B|2
q
+ qd−1|A||B|
+ q−2ηd(−1)Gd1|A|
∑
b,b′∈B,s,r 6=0
ηd(r)χ
(
jr +
s2‖b′ − b‖
r
)
χ(s(‖b′‖ − ‖b‖),
where η is the quadratic character of F∗q, and G1 :=
∑
t∈F∗q η(t)χ(t) is the standard Gauss
sum.
Proof. We need the following fact which was proved in [29]: for m ∈ Fdq and j ∈ Fq, we have
Ŝj(m) =
δ0(m)
q
+ q−d−1ηd(−1)Gd1
∑
r 6=0
ηd(r)χ
(
jr +
‖m‖
4r
)
.
Inserting this formula for Ŝj into (9) of Lemma 2.1 with Ω = Sj , we see from a direct
computation that
∑
t∈Fq
µ2(t) =
|A|2|B|2
q
+ qd−2|A|
∑
b,b′∈B,s 6=0
δ0(2s(b
′ − b)) χ(s(‖b‖ − ‖b′‖))
+ q−2ηd(−1)Gd1|A|
∑
b,b′∈B,s,r 6=0
ηd(r)χ
(
jr +
s2‖b′ − b‖
r
)
χ(s(‖b′‖ − ‖b‖)).
It is not hard to see that the second term of the right hand side above is dominated by
qd−1|A||B|. Therefore, the statement of the lemma follows.
Proof of Theorem 1.7: Since ηd = η for odd d, Lemma 2.4 gives
∑
t∈Fq
µ2(t) ≤ |A|
2|B|2
q
+ qd−1|A||B|+M, (12)
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where M is given by
M := q−2η(−1)Gd1|A|
∑
b,b′∈B,s,r 6=0
η(r)χ
(
jr +
s2‖b′ − b‖
r
)
χ(s(‖b′‖ − ‖b‖).
To bound M , we write M as follows:
M :=M1 +M2 +M3 +M4
:= q−2η(−1)Gd1|A|
∑
b,b′∈B,s,r 6=0:
‖b′−b‖=0,‖b‖=‖b′‖
Ω(b, b′, s, r) + q−2η(−1)Gd1|A|
∑
b,b′∈B,s,r 6=0:
‖b′−b‖=0,‖b‖6=‖b′‖
Ω(b, b′, s, r)
+ q−2η(−1)Gd1|A|
∑
b,b′∈B,s,r 6=0:
‖b′−b‖6=0,‖b‖=‖b′‖
Ω(b, b′, s, r) + q−2η(−1)Gd1|A|
∑
b,b′∈B,s,r 6=0:
‖b′−b‖6=0,‖b‖6=‖b′‖
Ω(b, b′, s, r),
where Ω(b, b′, s, r) := η(r)χ
(
jr + s
2‖b′−b‖
r
)
χ(s(‖b′‖ − ‖b‖) for b, b′ ∈ B, s, r ∈ F∗q. We will
apply the following basic Gauss sum estimates: for u, v, w 6= 0,∑
s∈Fq
χ(us2) = η(u)G1 and
∑
r 6=0
η(vr)χ(wr) =
∑
r 6=0
η(vr−1)χ(wr) = η(vw)G1, (13)
where we recall that the quadratic character η satisfies that η(r) = η(r−1) for r 6= 0. It
follows that
M1 = q
−2η(−1)Gd1|A|
∑
b,b′∈B,s,r 6=0:
‖b′−b‖=0,‖b‖=‖b′‖
η(r)χ(jr)
= q−2η(−j)Gd+11 |A|(q − 1)
∑
b,b′∈B:
‖b′−b‖=0,‖b‖=‖b′‖
1,
where we applied the second formula in (13). Hence, we can write
M1 = q
−1η(−j)Gd+11 |A|
∑
b,b′∈B:
‖b′−b‖=0,‖b‖=‖b′‖
1− q−2η(−j)Gd+11 |A|
∑
b,b′∈B:
‖b′−b‖=0,‖b‖=‖b′‖
1. (14)
Next, notice that M2 can be written as
M2 = q
−2η(−1)Gd1|A|
∑
b,b′∈B:
‖b′−b‖=0,‖b‖6=‖b′‖
(∑
r 6=0
η(r)χ(jr)
)(∑
s 6=0
χ(s(‖b′‖ − ‖b‖))
)
.
Since the sum over r 6= 0 is η(j)G1 and the sum over s 6= 0 is −1, we obtain that
M2 = −q−2η(−j)Gd+11 |A|
∑
b,b′∈B:
‖b′−b‖=0,‖b‖6=‖b′‖
1. (15)
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Now, observe that M3 can be written as
M3 = q
−2η(−1)Gd1|A|
∑
b,b′∈B,s,r 6=0:
‖b′−b‖6=0,‖b‖=‖b′‖
η(r)χ
(
jr +
s2‖b′ − b‖
r
)
= q−2η(−1)Gd1|A|
∑
b,b′∈B,r 6=0:
‖b′−b‖6=0,‖b‖=‖b′‖
η(r)χ(jr)
∑
s∈Fq
χ
(
s2‖b′ − b‖
r
)
−q−2η(−1)Gd1|A|
∑
b,b′∈B,r 6=0:
‖b′−b‖6=0,‖b‖=‖b′‖
η(r)χ(jr).
Compute the first term above by applying the first equation in (13) and using the fact that∑
r 6=0 χ(jr) = −1 for j 6= 0. Then we see that
M3 = −q2η(−1)Gd+11 |A|
∑
b,b′∈B:
‖b′−b‖6=0,‖b‖=‖b′‖
η(‖b′−b‖)−q−2η(−j)Gd+11 |A|
∑
b,b′∈B:
‖b′−b‖6=0,‖b‖=‖b′‖
1. (16)
Finally, we estimate M4 which is given by
M4 =q
−2η(−1)Gd1|A|
∑
b,b′∈B,s,r 6=0:
‖b′−b‖6=0,‖b‖6=‖b′‖
η(r)χ
(
jr +
s2‖b′ − b‖
r
)
χ(s(‖b′‖ − ‖b‖))
=q−2η(−1)Gd1|A|
∑
b,b′∈B,r 6=0:
‖b′−b‖6=0,‖b‖6=‖b′‖
η(r)χ(jr)
∑
s∈Fq
χ
(
s2‖b′ − b‖
r
+ s(‖b′‖ − ‖b‖)
)
− q−2η(−1)Gd1|A|
∑
b,b′∈B,r 6=0:
‖b′−b‖6=0,‖b‖6=‖b′‖
η(r)χ(jr).
Notice that the sum over r 6= 0 in the second term above is η(j)G1. In order to estimate the
first term above, compute the sum over s ∈ Fq by applying the following formula for the
Gauss sum estimate (see [28], Lemma 5): for u 6= 0, v ∈ Fq,∑
s∈Fq
χ(us2 + vs) = η(u)G1 χ
(
v2
−4u
)
. (17)
Then we see that the sum over s ∈ Fq in the first term above is the same as
η
(‖b′ − b‖
r
)
G1χ
(
(‖b′‖ − ‖b‖)2r
−4‖b′ − b‖
)
.
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It follows that
M4 =q
−2η(−1)Gd+11 |A|
∑
b,b′∈B:
‖b′−b‖6=0,‖b‖6=‖b′‖
η(‖b′ − b‖)
∑
r 6=0
χ
((
j − (‖b
′‖ − ‖b‖)2
4‖b′ − b‖
)
r
)
− q−2η(−j)Gd+11 |A|
∑
b,b′∈B:
‖b′−b‖6=0,‖b‖6=‖b′‖
1.
Compute the sum over r 6= 0 above by considering two cases: 4j‖b′− b‖− (‖b′‖− ‖b‖)2 = 0
and 4j‖b′ − b‖ − (‖b′‖ − ‖b‖)2 6= 0. We see that
M4 = q
−2η(−1)Gd+11 |A|(q − 1)
∑
b,b′∈B:
‖b′−b‖6=0,‖b‖6=‖b′‖,
4j‖b′−b‖=(‖b′‖−‖b‖)2
η(‖b′ − b‖)
−q−2η(−1)Gd+11 |A|
∑
b,b′∈B:
‖b′−b‖6=0,‖b‖6=‖b′‖,
4j‖b′−b‖6=(‖b′‖−‖b‖)2
η(‖b′ − b‖)
−q−2η(−j)Gd+11 |A|
∑
b,b′∈B:
‖b′−b‖6=0,‖b‖6=‖b′‖
1.
By rearranging the first two terms above, we have
M4 = q
−1η(−1)Gd+11 |A|
∑
b,b′∈B:
‖b′−b‖6=0,‖b‖6=‖b′‖,
4j‖b′−b‖=(‖b′‖−‖b‖)2
η(‖b′ − b‖)
−q−2η(−1)Gd+11 |A|
∑
b,b′∈B:
‖b′−b‖6=0,‖b‖6=‖b′‖
η(‖b′ − b‖)− q−2η(−j)Gd+11 |A|
∑
b,b′∈B:
‖b′−b‖6=0,‖b‖6=‖b′‖
1.
Now, in the first term above, we observe from the condition 4j‖b′ − b‖ 6= (‖b′‖ − ‖b‖)2 that
η(‖b′ − b‖) = η(j). It follows from this observation that
M4 =q
−1η(−j)Gd+11 |A|
∑
b,b′∈B:
‖b′−b‖6=0,‖b‖6=‖b′‖,
4j‖b′−b‖=(‖b′‖−‖b‖)2
1
− q−2η(−1)Gd+11 |A|
∑
b,b′∈B:
‖b′−b‖6=0,‖b‖6=‖b′‖
η(‖b′ − b‖)
− q−2η(−j)Gd+11 |A|
∑
b,b′∈B:
‖b′−b‖6=0,‖b‖6=‖b′‖
1.
26
We sum this term M4 and terms M1,M2,M3 of (14), (15), (16), respectively. It follows that
M =M1 +M2 +M3 +M4
=q−1η(−j)Gd+11 |A|

∑
b,b′∈B:
‖b′−b‖=0,‖b‖=‖b′‖
1 +
∑
b,b′∈B:
‖b′−b‖6=0,‖b‖6=‖b′‖,
4j‖b′−b‖=(‖b′‖−‖b‖)2
1

− q−2η(−j)Gd+11 |A|
 ∑
b,b′∈B:
‖b′−b‖=0,‖b‖=‖b′‖
1 +
∑
b,b′∈B:
‖b′−b‖=0,‖b‖6=‖b′‖
1 +
∑
b,b′∈B,:
‖b′−b‖6=0,‖b‖=‖b′‖
1 +
∑
b,b′∈B:
‖b′−b‖6=0,‖b‖6=‖b′‖
1

− q−2η(−1)Gd+11 |A|
 ∑
b,b′∈B,:
‖b′−b‖6=0,‖b‖=‖b′‖
η(‖b′ − b‖) +
∑
b,b′∈B:
‖b′−b‖6=0,‖b‖6=‖b′‖
η(‖b′ − b‖)
 .
Since the value in the parenthesis of the second term above is
∑
b,b′∈B 1 = |B|2 and the value
in the parenthesis of the third term above is
∑
b,b′∈B:‖b′−b‖6=0 η(‖b′ − b‖), we see that
M = q−1η(−j)Gd+11 |A|

∑
b,b′∈B:
‖b′−b‖=0,‖b‖=‖b′‖
1 +
∑
b,b′∈B:
‖b′−b‖6=0,‖b‖6=‖b′‖,
4j‖b′−b‖=(‖b′‖−‖b‖)2
1

− q−2η(−j)Gd+11 |A||B|2 − q−2η(−1)Gd+11 |A|
∑
b,b′∈B,:
‖b′−b‖6=0
η(‖b′ − b‖).
We claim that under the assumptions of Theorem 1.7 we have
η(−j)Gd+1 = −q d+12 < 0. (18)
Let us assume that this claim holds, which shall be proved in the end of this subsection.
Notice that our claim implies that the first term above for M is negative so that
M ≤ −q−2η(−j)Gd+11 |A||B|2 − q−2η(−1)Gd+11 |A|
∑
b,b′∈B,:
‖b′−b‖6=0
η(‖b′ − b‖)
≤ 2q d−32 |A||B|2.
This estimate with (12) and (7) yield that
|∆(A,B)| ≥ |A|
2|B|2
|A|2|B|2
q
+ qd−1|A||B|+ 2q d−32 |A||B|2
.
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This clearly implies that
|∆(A,B)| ≥ 1
4
min
{
q,
|A||B|
qd−1
,
|A|
q
d−3
2
}
by which the statement of Theorem 1.7 follows. Hence, to complete the proof of Theorem
1.7, it suffices to prove the claim (18). To do this, we need the following consequence which
can be deduced by using Lemma 2.3 and the facts that η(−1) = −1 for q ≡ 3 mod 4 and
η(−1) = 1 for q ≡ 1 mod 4.
Lemma 2.5. Suppose that q is a power of odd prime. If d = 4k − 1 for some k ∈ N and
q ≡ 3 mod 4, then
η(−1)Gd+11 = −q
d+1
2 . (19)
On the other hand, if d = 4k+1 for some k ∈ N or if d = 4k− 1 for some k ∈ N and q ≡ 1
mod 4, then
η(−1)Gd+11 = q
d+1
2 . (20)
Here we recall that η denotes the quadratic character of F∗q and G1 denotes the standard
Gauss sum.
Proof. The proof of the first part of the lemma is clear, because η(−1) = −1 for q ≡ 3
mod 4 and Gd+11 = G
4k
1 = (q
2)
k
= q(d+1)/2 by Lemma 2.3.
To prove the second part of the lemma, let q = pℓ for an odd prime p and ℓ ∈ N. It is clear
that q ≡ 1 mod 4 if and only if p ≡ 1 mod 4, or both ℓ is even and p ≡ 3 mod 4. We also
see that q ≡ 3 mod 4 if and only if p ≡ 3 mod 4 and ℓ is odd.
(Case 1) Assume that d = 4k + 1 for some k ∈ N.
If q ≡ 1 mod 4, then η(−1) = 1. In particular, if q = pℓ with p ≡ 1 mod 4, then by Lemma
2.3,
η(−1)Gd+11 = G4k+21 = ((−1)ℓ−1q1/2)4k+2 = q2k+1 = q(d+1)/2
as desired. On the other hand, if q = pℓ for even ℓ with p ≡ 3 mod 4, then it follows by
Lemma 2.3 that
η(−1)Gd+11 = G4k+21 = ((−1)ℓ−1iℓq1/2)4k+2 = iℓ(4k+2)q2k+1 = q2k+1 = q(d+1)/2
as desired. Thus η(−1)Gd+1 = q(d+1)/2 for q ≡ 1 mod 4.
Now suppose that q ≡ 3 mod 4. Then η(−1) = −1, and q = pℓ for odd ℓ with p ≡ 3
mod 4. Hence by Lemma 2.3 we see that
η(−1)Gd+11 = (−1)G4k+21 = (−1)((−1)ℓ−1iℓq1/2)4k+2 = (−1)iℓ(4k+2)q2k+1 = q2k+1 = q(d+1)/2,
as desired. This proves the second part of the lemma in the case when d = 4k + 1 for some
k ∈ N.
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(Case 2) Assume that d = 4k − 1 for some k ∈ N and q ≡ 1 mod 4. Then η(−1) = 1 and
d+ 1 = 4k. Thus,
η(−1)Gd+11 = G4k1 = (q2)k = q(d+1)/2,
where we used the fact from Lemma (2.3) that G41 = q
2. This proves the second part of the
lemma in the case when d = 4k − 1 for some k ∈ N and q ≡ 1 mod 4.
Now we return to the proof of the claim (18). Since η(j) = 1 for any square number j ∈ F∗q
and η(j) = −1 for any non-square number j ∈ F∗q , the claim (18) follows immediately from
Lemma 2.5. Thus we complete the proof of Theorem 1.7.
Proof of Theorem 1.8: Since ηd ≡ 1 for even d, it follows from Lemma 2.4 that
∑
t∈Fq
µ2(t) ≤ |A|
2|B|2
q
+ qd−1|A||B|+ I, (21)
where I is defined by
I := q−2Gd1|A|
∑
b,b′∈B,s,r 6=0
χ
(
jr +
s2‖b′ − b‖
r
)
χ(s(‖b′‖ − ‖b‖).
Our main task is to obtain an upper bound of I.We shall proceed as in the proof of Theorem
1.7. As before, we decompose I into four summations:
I := I1 + I2 + I3 + I4,
where
I1 := q
−2Gd1|A|
∑
b,b′∈B,s,r 6=0:
‖b′−b‖=0,‖b‖=‖b′‖
χ
(
jr +
s2‖b′ − b‖
r
)
χ(s(‖b′‖ − ‖b‖),
I2 := q
−2Gd1|A|
∑
b,b′∈B,s,r 6=0:
‖b′−b‖=0,‖b‖6=‖b′‖
χ
(
jr +
s2‖b′ − b‖
r
)
χ(s(‖b′‖ − ‖b‖),
I3 := q
−2Gd1|A|
∑
b,b′∈B,s,r 6=0:
‖b′−b‖6=0,‖b‖=‖b′‖
χ
(
jr +
s2‖b′ − b‖
r
)
χ(s(‖b′‖ − ‖b‖),
I4 := q
−2Gd1|A|
∑
b,b′∈B,s,r 6=0:
‖b′−b‖6=0,‖b‖6=‖b′‖
χ
(
jr +
s2‖b′ − b‖
r
)
χ(s(‖b′‖ − ‖b‖).
Note that the term I1 is the same as
q−2Gd1|A|
∑
b,b′∈B,s,r 6=0:
‖b′−b‖=0,‖b‖=‖b′‖
χ(jr).
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Since j 6= 0, the orthogonality of χ shows that
I1 = −q−2Gd1(q − 1)|A|
∑
b,b′∈B:
‖b′−b‖=0,‖b‖=‖b′‖
1.
Namely, we have
I1 = −q−1Gd1|A|
∑
b,b′∈B:
‖b′−b‖=0,‖b‖=‖b′‖
1 + q−2Gd1|A|
∑
b,b′∈B:
‖b′−b‖=0,‖b‖=‖b′‖
1. (22)
Similarly, we see that
I2 = q
−2Gd1|A|
∑
b,b′∈B:
‖b′−b‖=0,‖b‖6=‖b′‖
1. (23)
The term I3 can be written as
I3 = q
−2Gd1|A|
∑
b,b′∈B,s,r 6=0:
‖b′−b‖6=0,‖b‖=‖b′‖
χ
(
jr +
s2‖b′ − b‖
r
)
.
Since
∑
s 6=0 =
∑
s∈Fq −
∑
s=0, we have
I3 = q
−2Gd1|A|
∑
b,b′∈B:
‖b′−b‖6=0,‖b‖=‖b′‖
∑
r 6=0,s∈Fq
χ
(
jr +
s2‖b′ − b‖
r
)
−q−2Gd1|A|
∑
b,b′∈B,:
‖b′−b‖6=0,‖b‖=‖b′‖
∑
r 6=0
χ (jr)) .
In order to compute the first term above, we use the basic Gauss sum estimates in (13). To
compute the second term above, we notice that the sum over r 6= 0 is −1, because j 6= 0. It
follows that
I3 = q
−2Gd+21 |A|
∑
b,b′∈B,:
‖b′−b‖6=0,‖b‖=‖b′‖
η(j‖b′ − b‖) + q−2Gd1|A|
∑
b,b′∈B,:
‖b′−b‖6=0,‖b‖=‖b′‖
1. (24)
We move to the estimate of the term I4. As in the estimate of I3, considering
∑
s 6=0 =∑
s∈Fq −
∑
s=0, we can write
I4 = q
−2Gd1|A|
∑
b,b′∈B:
‖b′−b‖6=0,‖b‖6=‖b′‖
∑
r 6=0
χ(jr)
∑
s∈Fq
χ
(
s2‖b′ − b‖
r
+ s(‖b′‖ − ‖b‖)
)
−q−2Gd1|A|
∑
b,b′∈B:
‖b′−b‖6=0,‖b‖6=‖b′‖
∑
r 6=0
χ(jr).
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The sum over s ∈ Fq in the first term above can be computed by the Gauss sum formula in
(17). The sum over r 6= 0 in the second term above is −1, because j 6= 0. Thus we see that
I4 = q
−2Gd+11 |A|
∑
b,b′∈B:
‖b′−b‖6=0,‖b‖6=‖b′‖
∑
r 6=0
χ(jr)η
(‖b′ − b‖
r
)
χ
(
(‖b′‖ − ‖b‖)2r
−4‖b′ − b‖
)
+q−2Gd1|A|
∑
b,b′∈B:
‖b′−b‖6=0,‖b‖6=‖b′‖
1
= q−2Gd+11 |A|
∑
b,b′∈B:
‖b′−b‖6=0,‖b‖6=‖b′‖
∑
r 6=0
η
(‖b′ − b‖
r
)
χ
([
j − (‖b
′‖ − ‖b‖)2
4‖b′ − b‖
]
r
)
+q−2Gd1|A|
∑
b,b′∈B:
‖b′−b‖6=0,‖b‖6=‖b′‖
1.
Notice by the orthogonality of η that the sum over r 6= 0 of the first term above is zero
if 4j‖b′ − b‖ − (‖b′‖ − ‖b‖)2 = 0. When 4j‖b′ − b‖ − (‖b′‖ − ‖b‖)2 6= 0, we use the second
formula in (13) to compute the sum over r 6= 0 of the first term above. Then we obtain that
I4 =q
−2Gd+2|A|
∑
b,b′∈B:
‖b′−b‖6=0,‖b‖6=‖b′‖
4j‖b′−b‖6=(‖b′‖−‖b‖)2
η
(
4j‖b′ − b‖ − (‖b′‖ − ‖b‖)2)
+ q−2Gd1|A|
∑
b,b′∈B:
‖b′−b‖6=0,‖b‖6=‖b′‖
1.
We sum this term I4 and terms I1, I2, I3 of (22), (23), (24), respectively, and simplify the
sums. More precisely, the term I can be written in the following form.
I =I1 + I2 + I3 + I4
=− q−1Gd1|A|
∑
b,b′∈B:
‖b′−b‖=0,‖b‖=‖b′‖
1
+ q−2Gd1|A|
 ∑
b,b′∈B:
‖b′−b‖=0,‖b‖=‖b′‖
1 +
∑
b,b′∈B:
‖b′−b‖=0,‖b‖6=‖b′‖
1 +
∑
b,b′∈B,:
‖b′−b‖6=0,‖b‖=‖b′‖
1 +
∑
b,b′∈B:
‖b′−b‖6=0,‖b‖6=‖b′‖
1

+ q−2Gd+21 |A|

∑
b,b′∈B,:
‖b′−b‖6=0,‖b‖=‖b′‖
η(j‖b′ − b‖) +
∑
b,b′∈B:
‖b′−b‖6=0,‖b‖6=‖b′‖
4j‖b′−b‖6=(‖b′‖−‖b‖)2
η
(
4j‖b′ − b‖ − (‖b′‖ − ‖b‖)2)
 .
Observe that the value in the parenthesis of the second term above is exactly
∑
b,b′∈B 1 = |B|2
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and the third term above is dominated by
q−2|G1|d+2|A|

∑
b,b′∈B,:
‖b′−b‖6=0,‖b‖=‖b′‖
1 +
∑
b,b′∈B:
‖b′−b‖6=0,‖b‖6=‖b′‖
4j‖b′−b‖6=(‖b‖−‖b′‖)2
1

≤ q−2|G1|d+2|A|
∑
b,b′∈B
1 = q
d−2
2 |A||B|2.
Hence we have
I ≤ −q−1Gd1|A|
∑
b,b′∈B:
‖b′−b‖=0,‖b‖=‖b′‖
1 + q−2Gd1|A||B|2 + q
d−2
2 |A||B|2.
Since Gd1 is a real number for even d, the first two terms above are real numbers with
different sign so that the sum of them is dominated by
max
q−1|G1|d|A|
∑
b,b′∈B:
‖b′−b‖=0,‖b‖=‖b′‖
1, q−2|G1|d|A||B|2
 ≤ q
d−2
2 |A||B|2.
Thus we conclude that I ≤ 2q d−22 |A||B|2. It follows from (21) that
∑
t∈Fq
µ2(t) ≤ |A|
2|B|2
q
+ qd−1|A||B|+ 2q d−22 |A||B|2.
Now by (7) this implies that
|∆(A,B)| ≥ |A|
2|B|2
|A|2|B|2
q
+ qd−1|A||B|+ 2q d−22 |A||B|2
,
which in turn implies that
|∆(A,B)| ≥ 1
4
min
{
q,
|A||B|
qd−1
,
|A|
q
d−2
2
}
.
This completes the proof of Theorem 1.8.
Proof of Theorems 1.9: Since ηd ≡ 1 for even d and j = 0, we see from Lemma 2.4 that
∑
t∈Fq
µ2(t) ≤ |A|
2|B|2
q
+ qd−1|A||B|+R, (25)
where R := q−2Gd1|A|
∑
b,b′∈B,s,r 6=0 χ
(
s2‖b′−b‖
r
)
χ(s(‖b′‖ − ‖b‖).
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We shall estimate the upper bound of R. First, we make an observation that Gd1 = −qd/2,
which follows by combining Lemma 2.3 with our hypotheses that d = 4k + 2 for k ∈ N and
q ≡ 3 mod 4. For each fixed s ∈ F∗q , a change of variables, r′ = s2/r, gives
R = −q−2qd/2|A|
∑
b,b′∈B
(∑
s 6=0
χ(s(‖b‖ − ‖b′‖)
)(∑
r′ 6=0
χ(r′‖b′ − b‖)
)
.
As before, we decompose the sum over b, b′ ∈ B into the following four parts:∑
b,b′∈B
=
∑
b,b′∈B:
‖b′−b‖=0,‖b‖=‖b′‖
+
∑
b,b′∈B:
‖b′−b‖=0,‖b‖6=‖b′‖
+
∑
b,b′∈B:
‖b′−b‖6=0,‖b‖=‖b′‖
+
∑
b,b′∈B:
‖b′−b‖6=0,‖b‖6=‖b′‖
. (26)
Let R = R1 +R2 +R3 +R4 where each Rj denotes the contribution for the value R, which
is restricted to the j-th summation in (26). Let us estimate each Rj. By the orthogonality
of χ,
R1 = −q d−42 (q − 1)2|A|
∑
b,b′∈B:
‖b′−b‖=0,‖b‖=‖b′‖
1,
which is negative and so we have
R ≤ R2 +R3 +R4.
Similarly, the orthogonality of χ shows that
R4 = −q d−42 |A|
∑
b,b′∈B:
‖b′−b‖6=0,‖b‖6=‖b′‖
1,
which is also negative and so we see that
R ≤ R2 +R3.
By the orthogonality of χ it is not hard to see that
R2 = q
d−4
2 (q − 1)|A|
∑
b,b′∈B:
‖b′−b‖=0,‖b‖6=‖b′‖
1 ≤ q d−22 |A|
∑
b,b′∈B:
‖b′−b‖=0,‖b‖6=‖b′‖
1,
and
R3 ≤ q d−22 |A|
∑
b,b′∈B:
‖b′−b‖6=0,‖b‖=‖b′‖
1.
This implies that
R2 +R3 ≤ q d−22 |A|
 ∑
b,b′∈B:
‖b′−b‖=0,‖b‖6=‖b′‖
1 +
∑
b,b′∈B:
‖b′−b‖6=0,‖b‖=‖b′‖
1
 ≤ q d−22 |A| ∑
b,b′∈B
1 = q
d−2
2 |A||B|2.
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Hence, we conclude that
R ≤ q d−22 |A||B|2.
Combining this estimate with (25), it follows by the formula (7) that
|∆(A,B)| ≥ |A|
2|B|2
|A|2|B|2
q
+ qd−1|A||B|+ q d−22 |A||B|2
.
Therefore, we have
|∆(A,B)| ≥ 1
3
min
{
q,
|A||B|
qd−1
,
|A|
q
d−2
2
}
,
from which the statement of Theorem 1.9 follows.
3 Energy bounds
Let us first recall the definition of the additive energy of a set on a variety. Let V be a
variety in Fdq . For A ⊂ V , the additive energy of A, denoted by E(A), is defined by
E(A) = |{(a, b, c, d) ∈ A4 : a + b = c+ d}|.
3.1 Energy for paraboloids
Theorem 3.1. Let A be a set on a paraboloid P ⊂ Fdq with d = 4k + 3, k ∈ N and q ≡ 3
mod 4. We have the following estimate
E(A)≪ |A|
3
q
+ q
d−2
2 |A|2.
To prove Theorem 3.1, we first prove the following lemma.
Lemma 3.2. Let A ⊂ Fdq with d = 4k + 2, k ∈ N, and q ≡ 3 mod 4. Let N(A) be the
number of pairs (a, b) ∈ A2 such that ||a− b|| = 0. Then we have
N(A)≪ |A|
2
q
+ q
d−2
2 |A|.
Proof. To prove this lemma, we recall the following result from [30, Lemma 2.7].
Lemma 3.3. Let S0 be the sphere centered at the origin of radius 0 in F
d
q. Suppose that
d = 4k + 2 and q ≡ 3 mod 4. Then, for any α ∈ Fdq, we have
Ŝ0(α) =
1
q
· δ0(α)− q
−(d+2)
2
∑
r 6=0
χ(r||α||),
where δ0(α) = 1 if α = 0 and zero otherwise.
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We have
N(A) =
∑
a,b∈A:a−b∈S0
1 =
∑
a,b∈Fdq
A(a)A(b)S0(a− b).
Applying the Fourier inversion formula to the indicator function S0(a− b), we obtain
N(A) =
∑
a,b∈Fdq
A(a)A(b)
∑
m∈Fdq
Ŝ0(m) χ(−m · (a− b))
= q2d
∑
m∈Fdq
|Â(m)|2Ŝ0(m). (27)
It follows from Lemma 3.3 that
N(A) ≤ q2d
∑
m∈Fdq
|Â(m)|2q−1δ0(m)− q
−(d+2)
2
∑
m∈Fdq
|Â(m)|2
∑
r 6=0
χ(r‖m‖)
 .
Using the orthogonality property of χ, we get the following
N(A) ≤ |A|
2
q
− q2d · q−(d+2)2 · (q − 1)
∑
‖m‖=0
|Â(m)|2 + q2d · q−(d+2)2
∑
‖m‖6=0
|Â(m)|2
≤ |A|
2
q
+ q2d · q−(d+2)2
∑
m∈Fdq
|Â(m)|2.
On the other hand, we also have
∑
m∈Fdq |Â(m)|2 = q−d|A|, which implies that
N(A)≪ |A|
2
q
+ q
d−2
2 |A|.
This concludes the proof of the lemma.
Before proving Theorem 3.1, we need to introduce the Erdo˝s-Re´nyi graph and some prop-
erties of pseudo-random graphs.
Given an undirected graph G, let ν1(G) ≥ ν2(G) ≥ . . . ≥ νn(G) be the eigenvalues of its
adjacency matrix. The quantity ν(G) = max{ν2(G),−νn(G)} is called the second eigenvalue
of G. A graph G = (V,E) is called an (n, d, ν)-graph if it is d-regular, has n vertices, and
the second eigenvalue of G is at most ν. It is well-known that if ν is much smaller than
the degree d, then G has certain random-like properties. For two (not necessarily disjoint)
subsets of vertices U,W ⊂ V , let e(U,W ) be the number of ordered pairs (u, w) such that
u ∈ U , w ∈ W , and (u, w) is an edge of G.
The following is known as the expander mixing lemma (see [3, Chapter 9] for a detailed
proof).
Lemma 3.4 ([3]). Let G = (V,E) be an (n, d, ν)-graph. For any two vertex sets U and W ,
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the number of edges between them satisfies∣∣∣∣e(U,W )− d|U ||W |n
∣∣∣∣ ≤ ν√|U ||W |.
Erdo˝s-Re´nyi graph over finite fields: Let PG(q, d) denote the projective space of
dimension d−1 over the finite field Fq. The vertices of PG(q, d) correspond to the equivalence
classes of the set of all non-zero vectors x = (x1, . . . , xd) over Fq, where two vectors x and
y are equivalent if x = λy for some λ ∈ Fq \ {0}. Let ER(Fdq) denote the graph whose
vertices are the points of PG(q, d) and two vertices [x] and [y] are adjacent if and only if
x1y1 + · · ·+ xdyd = 0. In [1], Alon and Krivelevich proved the following theorem.
Theorem 3.5 ([1]). For any prime power q and d ≥ 2, the Erdo˝s-Re´nyi graph ER(Fdq) is
an (
qd − 1
q − 1 ,
qd−1 − 1
q − 1 , q
(d−2)/2
)
− graph.
We are now ready to prove Theorem 3.1.
Proof of Theorem 3.1. We start with the following observation:
Given a = (a, a ·a), b = (b, b · b), c = (c, c · c), d = (d, d ·d) ∈ P . If a+ b = c+d, then we have
(a− d) · (b− d) = 0,
i.e. we have a right angle at d. This is equivalent to
(a− b, ||a− b||)− (d− b, ||d− b||) ∈ P.
We now partition E(A) into a sum of E1 and E2, where E1 is the number of tuples
(a, b, c, d) ∈ A4 such that a + b = c + d and either ||a − b|| = 0 or ||d − b|| = 0, E2 is
the number of tuples (a, b, c, d) ∈ A4 such that a+ b = c+ d and ||a− b|| 6= 0, ||d− b|| 6= 0.
Since d = 4k + 3, we have d− 1 = 4k + 2. It follows from Lemma 3.2 that
E1 ≪ |A|
3
q
+ q
d−3
2 |A|2 ≪ |A|
3
q
+ q
d−2
2 |A|2.
To bound E2, we do as follows.
For a fixed b ∈ A, we now count the number of pairs (a, d) ∈ A2 such that
(a− b, ||a− b||)− (d− b, ||d− b||) ∈ P. (28)
Define
A′ := {(x− b, ||x− b||) : (x, ||x||) ∈ A} ⊂ P.
It is not hard to check that the number of pairs (a, d) ∈ A2 satisfying (28) is equal to the
number of pairs (a′, d′) ∈ A′2 such that a′ − d′ ∈ P . We also observe that given x, y ∈ P , if
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x− y ∈ P , then we have x · y = ||y||. Let
U := {[x,−1] : (x, ||x||) ∈ A′}
and
W := {[y, ||y||] : , (y, ||y||) ∈ A′}
be two vertex sets of the Erdo˝s-Re´nyi graph ER(Fdq). For any (y, ||y||) ∈ A′ we have
||y|| 6= 0. This implies that |U | = |W | = |A′|. It is not hard to check that the number of
pairs (a′, d′) ∈ A′2 with a′ − d′ ∈ P is bounded by the number of edges between U and W
in ER(Fdq). More precisely, by Lemmas 3.4 and 3.5, this number is at most
|A|2
q
+ q
d−2
2 |A|.
Summing over all b ∈ A, we obtain
E2 ≪ |A|
3
q
+ q
d−2
2 |A|2.
This concludes the proof of the theorem.
3.2 Energy for spheres in odd dimensions
We start this section by recalling the definition of primitive elements.
Definition 3.6. Let Fq be a finite field of order q such that q is an odd prime power. An
element g ∈ Fq is called a primitive element if g is a generator of the group F∗q.
Let g be a primitive element in Fq, and Sg be the sphere of radius g centered at the origin
in Fdq . We have the following theorem on energy of a set on Sg.
Theorem 3.7. Suppose d = 4k + 1 or d = 4k − 1 and q ≡ 1 mod 4. For A ⊂ Sg, we have
E(A) ≤ |A|
3
q
+ q
d−2
2 |A|2.
3.2.1 Proof of Theorem 3.7
We first recall the definition of association schemes in [8].
Association schemes: Let X be a set of size n, and let Ri, 0 ≤ i ≤ k, for some integer
k, be subsets of X ×X with the following properties:
1. R0 = {(x, x) : x ∈ X}.
2. X ×X = R0 ∪ . . . ∪Rk, Ri ∩ Rj = ∅ for any i 6= j.
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3. Rti = Ri′ , for some i
′ ∈ {0, 1, . . . , k}, where Rti = {(x, y) : (y, x) ∈ Ri}.
4. For m,n, v ∈ {0, 1, . . . , k}, the number of z ∈ X such that (x, z) ∈ Rm and (z, y) ∈ Rn
is constant whenever (x, y) ∈ Rv. We denote this constant by pvmn.
5. pvmn = p
v
nm for all m,n, v.
Such a configuration, denoted by X = (X, (Ri)0≤i≤k), is called a commutative association
scheme of class k on X . The non-negative integers pvmn are called the intersection numbers of
X . If the property (5) does not hold, then the configuration X is called a non-commutative
association scheme.
Over the last decades, the association schemes have been intensively used to study Ramanu-
jan graphs (see [9, 10] and references therein).
In this paper, we will follow a construction in [5] to prove Theorem 3.7.
Suppose d = 2m+ 1. Let
Q(x) = 2(x1xm+1 + x2xm+2 + · · ·+ xmx2m) + x22m+1
be a quadratic form in Fdq . For each non-zero element x ∈ Fdq , we write [x] for the 1-
dimensional subspace of Fdq containing x. Let V be the set of all non-square type non-
isotropic 1-dimensional subspaces of Fdq corresponding to Q(x). We have |V | = qm(qm−1)/2.
It is not hard to check that the simple orthogonal group O(Fdq) acts transitively on V , and
we obtain a symmetric association scheme of class (q + 1)/2 from this action. We denote
this scheme by X (V, (Ri)0≤i≤(q+1)/2), where Ri are defined as follows:
([x], [y]) ∈ R1 ⇔ (x, y) · S · (x, y)t =
(
g 1
1 g−1
)
,
and for 2 ≤ i ≤ (q − 1)/2,
([x], [y]) ∈ Ri ⇔ (x, y) · S · (x, y)t =
(
g 1
1 g2i−3
)
,
and
([x], [y]) ∈ R(q+1)/2 ⇔ (x, y) · S · (x, y)t =
(
g 0
0 g
)
,
where g is a primitive element of Fq, and S is the associated matrix of Q.
Example: Suppose d = 5, we have
Q(x) = 2(x1x3 + x2x4) + x
2
5.
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The associated matrix S of Q is
S =

0 0 1 0 0
0 0 0 1 0
1 0 0 0 0
0 1 0 0 0
0 0 0 0 1
 .
By a direct computation, we have
(x, y) · S · (x, y)t =
(
Q(x, x) Q(x, y)
Q(x, y) Q(y, y)
)
.
For each 1 ≤ i ≤ (q+1)/2, we will call (V,Ri) the i-th association scheme graph. The spec-
trum of each graph (V,Ri) has been studied in [5] via the character tables of the association
scheme X (V, (Ri)0≤i≤(q+1)/2). In particular, the following is its character table.
P =

1 (qm−1 − 1)(qm + 1) qm−1(qm + 1) . . . qm−1(qm + 1) 1
2
qm−1(qm + 1)
1 −(q − 2)qm−1 − 1 2qm−1 . . . 2qm−1 qm−1
1 qm−1 − 1
...
... (qm−1χij)1≤i≤(q−1)/2
1≤j≤(q−1)/2
1 qm−1 − 1

,
where
χij =
1
2
(ϕi,2j−1 + ϕi,2j)
for 1 ≤ i ≤ (q − 1)/2 and 1 ≤ j ≤ (q − 3)/2, and
χi,(q−1)/2 =
1
2
ϕi,q−2
for 1 ≤ i ≤ (q − 1)/2, and
|ϕij| ≤ 2√q
for all 1 ≤ i ≤ q − 1, 1 ≤ j ≤ q − 2.
The character table of the association scheme X (V, (Ri)0≤i≤(q+1)/2) gives us a comprehensive
interpretation of spectrum of the graphs (V,Ri) with 1 ≤ i ≤ (q + 1)/2. For example, the
graphs (V,Ri), 2 ≤ i ≤ (q − 1)/2, are regular graphs of degree q2m−1 + qm−1, the graph
(V,R(q+1)/2) is a regular graph of degree q
m−1(qm +1)/2, and the graph (V,R1) is a regular
graph of degree (qm−1 − 1) · (qm + 1).
Notice that from the character table, we have the graphs (V,Ri) are Ramanujan for all
i ≥ 2. If i = 1, the first association scheme graph is Ramanujan only if q = 3, 5 or q = 7
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and m ≥ 3. We refer readers to [8] for the background of the theory of association schemes
and applications in graph theory.
In this paper, for our purpose, we only need to make use of the spectrum of the first
association scheme graph (V,R1).
It follows from the character table that the distinct eigenvalues of (V,R1) are (q
m−1 − 1) ·
(qm + 1),−(q − 2)qm−1 − 1, qm−1 − 1. In the following lemma, we will estimate the number
of edges between two sets in the graph (V,R1).
Lemma 3.8. Let W be a vertex set in the graph (V,R1), and let e(W,W ) be the number of
edges between W and W . We have the following
e(W,W )≪ |W |
2
q
+ qm−1|W |.
Proof. Suppose |V | = n. Let A be the adjacency matrix of the graph (V,R1). Suppose that
v1, . . . , vn are orthonormal eigenvectors of A with v1 =
1√
n
· 1, where 1 = (1, . . . , 1). Let
λi be eigenvalues corresponding to vi, i.e Avi = λivi. Since the graph (V,R1) is a regular
graph of degree (qm−1 − 1) · (qm + 1), we have λ1 = (qm−1 − 1) · (qm + 1).
Let 1W be the characteristic vector of W . Expanding 1W in the basis {vi}i. i. e. 1W =∑
i αivi. Therefore,
e(W,W ) = 1W ·A · 1W =
(∑
i
αivi
)
· A ·
(∑
i
αivi
)
=
∑
i
λiα
2
i .
On the other hand, we also have
α1 =< 1W , v1 >=
|W |√
n
.
So,
e(W,W ) =
λ1
n
|W |2 +
∑
i≥2
λiα
2
i ≤
λ1
n
|W |2 +
∑
i≥2,λi>0
λiα
2
i .
Since n = qm(qm − 1)/2 and λ1 = (qm−1 − 1) · (qm + 1), we get λ1/n≪ 1/q. Moreover, the
distinct eigenvalues of (V,R1) are (q
m−1 − 1) · (qm + 1),−(q − 2)qm−1 − 1, qm−1 − 1, which
implies that
e(W,W )≪ |W |
2
q
+ qm−1|W |.
This completes the proof of the lemma.
As a consequence of Lemma 3.8, we have the following result which will be used directly in
the proof of Theorem 3.7.
Lemma 3.9. Suppose either d = 4k+ 1 or d = 4k− 1 and q ≡ 1 mod 4. For any A ⊂ Sg,
the number of pairs (a, b) ∈ A2 such that ||a− b|| = 0 is at most |A|2/q + q(d−3)/2|A|.
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Proof. Since d = 4k + 1 or d = 4k − 1 and q ≡ 1 mod 4, we have the form Q(x) is
equivalent with our distance function x21 + · · ·+ x2d. Therefore, it is sufficient to prove this
lemma with the form of Q(x), i.e. we count the number of pairs (a, b) ∈ A2 such that
Q(a, a) = g,Q(b, b) = g,Q(a, b) = g.
Define
A′ := {y/g : y ∈ A}.
For any element a′ ∈ A′, we have Q(a′, a′) = 1/g. Since g is primitive element, it is not
a square number. So A′ is a set of non-square non-isotropic elements. We might partition
the set A′ into subsets such that there are no two elements on any line passing through the
origin. It is clear that the number of such subsets is bounded by a constant.
If Q(a, a) = g,Q(b, b) = g,Q(a, b) = g, then we have
Q(a, a) = g,Q(b/g, b/g) = 1/g,Q(a, b/g) = 1.
In other words, we can say that the number of desired pairs (a, b) is bounded by the number
of edges between A and A′ in the graph (V,R1). Since |A| = |A′|, we have |A ∪ A′| ≤ 2|A|.
We also have that the number of edges between A and A′ is at most e(A ∪ A′, A ∪ A′). By
Lemma 3.8, that number is at most ≪ |A|2/q + q d−32 |A|. This concludes the proof of the
lemma.
We are now ready to prove Theorem 3.7.
Proof of Theorem 3.7. We start with the following observation. Given a, b, c, d ∈ Sg, if
a + b = c+ d, then we have
(b− d) · (a− d) = 0.
This can be viewed as a right angle at d. Thus E(A) is bounded by the number of triples
(a, b, d) ∈ A3 such that (b− d) · (a− d) = 0. We now fall into two cases:
Case 1: Let E1 be the number of triples (a, b, d) ∈ A3 such that either ||b − d|| = 0 or
||a− d|| = 0. We are going to show that
E1 ≪ |A|
3
q
+ q
d−3
2 |A|2.
It follows from Lemma 3.9 that the number of pairs (a, b) ∈ A2 such that ||a− b|| = 0 is at
most ≪ |A|2/q + q(d−3)/2|A|. Thus the number of such triples is at most
≪ |A|
3
q
+ q(d−3)/2|A|2.
Case 2: Let E2 be the number of triples (a, b, d) ∈ A3 such that ||a− d|| 6= 0, ||b− d|| 6= 0.
For a fixed d ∈ A, we now count the number of pairs (a, b) ∈ A2 such that (a−d)·(b−d) = 0.
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Since ||a − d|| 6= 0, there is no other point a′ ∈ A such that a′ − d = λ(a − d) for some
λ ∈ F∗q \ {1}. The same also holds for b− d.
For each fixed d ∈ A, define
U = {[a− d] : a ∈ A}, V = {[b− d] : b ∈ A}
as two vertex sets in the Erdo˝s-Re´nyi graph ER(Fdq). It is not hard to see that if (a− d) ·
(b − d) = 0, then we have an edge between [a − d] and [b − d]. Therefore, one can apply
Lemma 3.4 and Theorem 3.5 to obtain
e(U, V )≪ |U ||V |
q
+ q
d−2
2
√
|U ||V | = |A|
2
q
+ q
d−2
2 |A|.
Summing over all d ∈ A, we have
E2 ≪ |A|
3
q
+ q
d−2
2 |A|2.
Putting E1 and E2 together, the theorem follows. 
4 Extension theorems for paraboloids (Theorem 1.16)
Given a function f : Fdq → C, we denote its support by S. For any z ∈ Fq, the function
Sz : P → {0, 1} is defined by
Sz(x, ||x||) = 1S(x, z).
We will use the following lemmas in our proof.
Lemma 4.1 (Lemma 2.1, [32]). Let f : Fdq → C such that |f | ≪ 1 on its support. We have
||f˜ ||L2(P,dσ) ≪ |S|1/2 + |S|3/8q d−14
∑
z∈Fq
||(Szdσ)∨||L4(Fdq ,dc)
1/2 ,
where f˜ denotes the Fourier transform of f , which is defied by
f˜(x) =
∑
m∈Fdq
χ(−m · x)f(m).
Lemma 4.2. For A ⊂ P ⊂ Fdq , we have
||(Adσ)∨||L4(Fdq ,dc) = q
4−3d
4 (E(A))1/4.
Proof. It is enough to show that
||(Adσ)∨||4L4(Fdq ,dc) = q4−3dE(A).
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Indeed,
||(Adσ)∨||4L4(Fdq ,dc) =
∑
m
|(Adσ)∨(m)|4 = 1|P |4
∑
m
∣∣∣∣∣∑
x∈P
A(x)χ(m · x)
∣∣∣∣∣
4
=
1
|P |4
∑
m
∑
x,y,z,t∈P
A(x)A(y)A(z)A(t)χ(m · (x+ y − z − t))
= q4−3dE(A).
Combining Lemma 4.1 and Theorem 3.1, we obtain the following.
Lemma 4.3. Let f : Fdq → C such that f ∼ 1 on its support S ⊂ Fdq. Then
||f˜ ||L2(P,dσ) ≪ |S|1/2 + |S|3/4q 2−d8 + q 6−d16 |S|5/8.
Proof. It follows from Lemma 4.1 that
||f˜ ||L2(P,dσ) ≪ |S|1/2 + |S|3/8q d−14
∑
z∈Fq
||(Szdσ)∨||L4(Fdq ,dc)
1/2
≪ |S|1/2 + |S|3/8q d−14 q 4−3d8
q−1/4 ∑
z∈Fq
|Sz|3/4 + q d−28
∑
z∈Fq
|Sz|1/2
1/2
≪ |S|1/2 + |S|3/4q 2−d8 + q 6−d16 |S|5/8,
where in the last inequality, we have used Theorem 3.1, Lemma 4.2, and the Cauchy-Schwarz
inequality.
Using the finite field Stein-Tomas estimate and the Parseval inequality, we also have
||f˜ ||L2(P,dσ) ≪
{
q1/2|S|1/2
|S|1/2 + q 1−d4 |S|.
Combining these bounds and Lemma 4.3 implies the next lemma.
Lemma 4.4. Let f : Fdq → C such that f ∼ 1 on its support S ⊂ Fdq. Then
||f˜ ||L2(P,dσ) ≪

|S|1/2q1/2 if |S| ≥ q d+22
|S|5/8q 6−d16 if q 3d+26 < |S| < q d+22
|S|1/2 + q 1−d4 |S| if |S| ≤ q 3d+26 .
We are now ready to prove Theorem 1.16.
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Proof of Theorem 1.16. By the duality, it is enough to show that ||f˜ ||L2(P,dσ) . 1 for
all f : Fdq → C with the assumption ∑
x∈Fdq
|f(x)| 2d+4d+4 = 1.
Define fi = 1x : f(x)∼1/2i . We denote the support of fi by Ai. It follows from the above
assumption that |Ai| ≤ 2i
2(d+4)
d+4 .
To bound ||f˜ ||L2(P,dσ) we do as follows:
||f˜ ||L2(P,dσ) .
log q∑
i=0
2−i||f˜i||L2(P,dσ)
.
∑
0≤i≤log q
2
i 2d+4
d+4 ≤q 3d+26
2−i||f˜i||L2(P,dσ) +
∑
0≤i≤log q
q
3d+2
6 ≤2i
2d+4
d+4 ≤q d+22
2−i||f˜i||L2(P,dσ)
+
∑
0≤i≤log q
2
i 2d+4
d+4 ≥q d+22
2−i||f˜i||L2(P,dσ)
= I + II + III.
We now bound I, II, III.
We have
I =
∑
0≤i≤log q
2
i 2d+4
d+4 ≤q 3d+26
2−i||f˜i||L2(P,dσ) .
∑
0≤i≤log q
2
i 2d+4
d+4 ≤q 3d+26
(
2−i2i
2d+4
2d+8 + q
1−d
4 2−i2i
2d+4
d+4
)
= 1 +
∑
0≤i≤log q
2
i 2d+4
d+4 ≤q 3d+26
q
6−d
12d+24 . 1,
whenever d ≥ 7.
II =
∑
0≤i≤log q
q
3d+2
6 ≤2i
2d+4
d+4 ≤q d+22
2−i||f˜i||L2(P,dσ) .
∑
0≤i≤log q
q
3d+2
6 ≤2i
2d+4
d+4 ≤q d+22
q
6−d
16 2i
d−6
4d+16 . 1.
III =
∑
0≤i≤log q
2
i 2d+4
d+4 ≥q d+22
2−i||f˜i||L2(P,dσ) ≪
∑
0≤i≤log q
2
i 2d+4
d+4 ≥q d+22
2−i2i
2d+4
2d+8 . q1/2
∑
0≤i≤log q
2
i 2d+4
d+4 ≥q d+22
2i(
−4
2d+8) . 1.
Putting these bounds together, the theorem follows. 
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5 Extension theorems for spheres (Theorems 1.17 and
1.18)
We start this section with the following lemma.
Lemma 5.1. Let g be a primitive element of Fq, and Sg the sphere of radius g centered at
the origin. Let d = 4k + 1 or d = 4k − 1 and q ≡ 1 mod 4. For A ⊂ Sg of size n, we have
‖(Adσ)∨‖L4(Fdq ,dc) ≪

n
3
4 q
−3d+3
4 for q
d
2 ≤ n≪ qd−1
n
1
2 q
−5d+6
8 for q
d−2
2 ≤ n ≤ q d2
n
3
4 q
−3d+4
4 for 1 ≤ n ≤ q d−22 ,
Proof. Using the orthogonal property of χ, we have
‖(Adσ)∨‖L4(Fdq ,dc) =
q
d
4
|Sg| · E(A)
1/4 ∼ q−3d+44 E(A)1/4.
We now fall into two cases:
Case 1: If q
d−2
2 ≤ n≪ qd−1, then we can apply Theorem 3.7 to get the desired bounds.
Case 2: If n ≤ q d−22 , then we use the trivial bound n3 for the energy to conclude the
proof.
By a direct computation, we can see that Theorems 1.17 and 1.18 are equivalent with
‖(fdσ)∨‖L4(Fdq ,dc) ≪ ‖f‖L4d/(3d−2)(Sg ,dσ) ∼
q−d+1 ∑
x∈Sg
|f(x)| 4d3d−2
 3d−24d . (29)
This implies that
q
3d2−5d+2
4d ‖(fdσ)∨‖L4(Fdq ,dc) ≪
∑
x∈Sg
|f(x)| 4d3d−2
 3d−24d .
Normalizing the function f if necessary, we may assume that∑
x∈Sg
|f(x)| 4d3d−2 = 1. (30)
Therefore, it is sufficient to show that
T := q
3d2−5d+2
4d ‖(fdσ)∨‖L4(Fdq ,dc) ≪ 1.
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We now decompose the function f as follows:
f(x) =
log q∑
i=0
2−iAi(x), (31)
where {Ai} are disjoint subsets of Sg.
It follows from (30) and (31) that
log q∑
i=0
2−
4d
3d−2
i|Ai| = 1,
which gives us
|Ai| ≤ 2 4d3d−2 i, ∀i. (32)
We now bound T as follows:
T =q
3d2−5d+2
4d ‖(fdσ)∨‖L4(Fdq ,dc) ≤ q
3d2−5d+2
4d
log q∑
i=0
2−i‖(Aidσ)∨‖L4(Fdq ,dc)
≪q 3d
2
−5d+2
4d
∑
0≤i≤log q
1≤2
4d
3d−2
i≤q d−22
2−i‖(Aidσ)∨‖L4(Fdq ,dc) + q
3d2−5d+2
4d
∑
0≤i≤log q
q
d−2
2 ≤2
4d
3d−2
i≤q d2
2−i‖(Aidσ)∨‖L4(Fdq ,dc)
+ q
3d2−5d+2
4d
∑
0≤i≤log q
q
d
2≤2
4d
3d−2
i≪qd−1
2−i‖(Aidσ)∨‖L4(Fdq ,dc)
=: T1 + T1 + T3.
Employing Lemma 5.1, we get
T1 ≪ q−d+24d
∑
0≤i≤log q
1≤2
4d
3d−2
i≤q d−22
2−i|Ai| 34 ≪ q−d+24d
∑
0≤i≤log q
1≤2
4d
3d−2
i≤q d−22
2
2
3d−2
i ≪ q−d+24d · q d−24d = 1,
and
T2 ≪ q d
2
−4d+4
8d
∑
0≤i≤log q
q
d−2
2 ≤2
4d
3d−2
i≤q d2
2−i|Ai| 12 ≪ q d
2
−4d+4
8d
∑
0≤i≤log q
q
d−2
2 ≤2
4d
3d−2
i≤q d2
2
−d+2
3d−2
i ≪ q d
2
−4d+4
8d ·q−d
2+4d−4
8d = 1,
and
T3 ≪ q−d+12d
∑
0≤i≤log q
q
d
2≤2
4d
3d−2
i≪qd−1
2−i|Ai| 34 ≪ q−d+12d
∑
0≤i≤log q
q
d
2≤2
4d
3d−2
i≪qd−1
2
2
3d−2
i ≪ q−d+12d · q d−12d = 1.
This completes the proof of the theorems. 
The proof of Theorem 1.19 is almost identical with those of Theorems 1.17 and 1.18, except
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that instead of using Lemma 5.1, we use the following lemma.
Lemma 5.2. Let q ≡ 1 mod 4 is a prime. Let g be a primitive element of Fq, and Sg the
sphere of radius g centered at the origin in F3q. For A ⊂ Sg of size n, we have
‖(Adσ)∨‖L4(F3p,dc) ≪

n
3
4p
−3
2 for p
2
2 ≤ n≪ p2
n
1
2p
−11
8 for p
15
14 ≤ n ≤ p 22
n
37
60p
−5
4 for 1 ≤ n ≤ p 1514 ,
This lemma can be proved by using the energy for small sets in [49, Theorem 18]. Hence,
we leave the details to readers.
6 Proofs of Theorems 1.23 and 1.24
In this section, we prove theorems on connections between extension theorems and the
distance problem.
6.1 Proof of Theorem 1.23
Let us recall the following formula from [35]. For A ⊂ Fdq with |A| ≫ qd/2, we have
|∆(A)| ≫ min
{
q,
q
MA(q)
}
, (33)
where MA(q) is the finite field version of the Mattila integral given by
MA(q) =
q3d+1
|A|4
∑
j∈F∗q
∑
m∈Sj
|Â(m)|2
2 ≤ qd|A|3 maxj 6=0 ‖A˜‖2L2(Sj ,dσ).
In order to deduce the distance result, we need to find a good upper bound of
∑
m∈St |Â(m)|2
for any t 6= 0. We can write that∑
m∈St
|Â(m)|2 = q−2d
∑
x∈St
|A˜(x)|2 = q−2d
∑
X:=(x,s)∈P⊂Fd+1q
|A˜(x)δt(s)|2, (34)
where P denotes the paraboloid in Fd+1q , and δt(s) = 1 for s = t, and 0 otherwise. Notice
that δt(s) = (˜δt)∨(s), where (δt)∨(k) = q−1
∑
s∈Fq χ(ks)δt(s) = q
−1χ(kt) := q−1χt(k). In
addition, observe that
A˜(x)δt(s) = A˜(x)(˜δt)∨(s) =
˜
A
⊗
(δt)∨(x, s),
where we define (f
⊗
g)(x, s) := f(x)g(s).
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From (34) and the above observations, we see that
∑
m∈St
|Â(m)|2 = q−2dqd 1|P |
∑
(m,s)∈P⊂Fdq×Fq
∣∣∣∣ ˜A⊗(δt)∨(m, s)∣∣∣∣2
= q−d‖ ˜A
⊗
(δt)∨‖2L2(P,dσ) = q−d−2‖ ˜A
⊗
χt‖2L2(P,dσ), (35)
where dσ denotes the normalized surface measure on the paraboloid P ⊂ Fd+1q . Hence we see
that the distance problem in Fdq is reduced to the L
2 restriction estimate for the paraboloid
P ⊂ Fd+1q in the specific case when the test function is A
⊗
χt. In other words, we have
proved that for A ⊂ Fdq with |A| ≫ qd/2, we have
|∆(A)| ≫ q
provided that
qd−1
|A|3 maxt∈F∗q ‖
˜
A
⊗
χt‖2L2(P,dσ) ≪ 1.
This implies the following theorem.
Theorem 6.1. Let P be the paraboloid in Fd+1q . Assume that the L
p → L2 restriction
estimate for P ⊂ Fd+1q holds. Then if A ⊂ Fdq with max
{
qd/2, q(dp−p+2)/(3p−2)
} ≪ |A|, we
have
|∆(A)| ≫ q.
6.2 Proof of Theorem 1.24
For A ⊂ Fdq with |A| ≫ qd/2, as above, we have
|∆(A)| ≫ min
{
q,
q
MA(q)
}
,
where MA(q) is the finite field version of the Mattila integral given by
MA(q) =
q3d+1
|A|4
∑
j∈F∗q
∑
m∈Sj
|Â(m)|2
2 ≤ qd|A|3 maxj 6=0 ‖A˜‖2L2(Sj ,dσ).
Since we assume that R∗Sj (2→ r)≪ 1 with r = 2d+4d , it follows by duality that
max
j 6=0
‖A˜‖2L2(Sj ,dσ) ≪ ||1A‖2Lr′(Fdq ,dc) = |A|
2/r′,
where r′ = r/(r − 1) = (2d+ 4)/(d+ 4). Therefore, we obtain
|∆(A)| ≫ min
{
q,
|A|3− d+4d+2
qd−1
}
≫ q,
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when |A| ≫ q d2+ d2d+2 . This completes the proof of the theorem.
7 Three-distance problems (Theorem 1.27)
To prove Theorem 1.27, we need the following results. The first proposition is known as the
interpolation proposition. A detailed proof can be found in [19].
Proposition 7.1. Let 1 ≤ r0, r1 ≤ ∞ with r0 ≤ r1. Suppose that T is an linear operator
and the following two estimates hold for all functions f :
‖Tf‖Lr0 ≤ C0 and ‖Tf‖Lr1 ≤ C1.
Then we have
‖Tf‖Lr ≤ C1−θ0 Cθ1
for any 0 ≤ θ ≤ 1 with
1− θ
r0
+
θ
r1
=
1
r
.
Lemma 7.2 ([14]). Let A ⊂ Fdq with d ≥ 4 even. If |A| ≥ 3qd/2, then we have(|A|3 − µ3(0))2 ≥ |A|6/9,
and
q5d
∣∣∣∣∣∑
m∈S0
(
Â(m)
)3∣∣∣∣∣
2
− µ3(0)2 ≪ |A|
6
q
.
For t ∈ Fq, let µ3(t) be the number of triples (x, y, z) ∈ A3 such that ||x+ y + z|| = t. We
have the following lemma on the average of the second moment of function µ3(t).
Lemma 7.3. Let A be a set in Fdq such that d = 4k − 2 and q ≡ 3 mod 4. Suppose that
|A| ≥ qd/2. Then we have
∑
t∈F∗q
µ3(t)
2 .
|A|6
q
+ q
3d2−d−6
4d−8 |A|5− d2d−4 .
It follows that
µ3(t) =
∑
x,y,z∈Fdq
A(x)A(y)A(z)St(x+ y + z)
=
∑
x,y,z∈Fdq
A(x)A(y)A(z)
∑
m∈Fdq
Ŝt(m)χ(m · (x+ y + z))
= q3d
∑
m∈Fdq
Ŝt(m)
(
Â(m)
)3
.
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Thus ∑
t∈Fq
µ3(t)
2 =
∑
t∈Fq
µ3(t)µ3(t) = q
6d
∑
m,v∈Fdq
Ŝt(m)Ŝt(v)
(
Â(m)
)3 (
Â(v)
)3
. (36)
To bound (36) we recall the following lemma in [38].
Lemma 7.4. For m, v ∈ Fdq, we have∑
t∈Fq
Ŝt(m)Ŝt(v) =
δ0(m)δ0(v)
q
+ q−(d+1)
∑
s 6=0
χ(s · (||m|| − ||v||)).
Substituting this bound to (36), we get
∑
t∈Fq
µ3(t)
2 = q6d−1
(
Â(0)
)6
+ q5d−1
∑
m,v
(
Â(m)
)3 (
Â(v)
)3(∑
s
χ(s(||m|| − ||v||))− 1
)
=
|A|6
q
+ q5d
∑
||m||=||v||
(
Â(m)
)3 (
Â(v)
)3
− q5d−1
∣∣∣∣∣∣
∑
m∈Fdq
Â(m)
3∣∣∣∣∣∣
2
≤ |A|
6
q
+ q5d
∑
||m||=||v||
(
Â(m)
)3 (
Â(v)
)3
≤ |A|
6
q
+ q5d
∑
r∈Fq
∣∣∣∣∣∣
∑
||m||=r
(
Â(m)
)3∣∣∣∣∣∣
2
Lemma 7.2 tells us that
∑
t6=0
µ3(t)
2 ≤ |A|
6
q
+ q5d
(
max
r 6=0
∑
m∈Sr
(
Â(m)
)3)∑
m
(
Â(m)
)3
≤ |A|
6
q
+ q3d|A|2
(
max
r 6=0
∑
m∈Sr
(
Â(m)
)3)
,
where we have used the Ho¨lder inequality and the facts that
∑
m |Â(m)|2 ≤ |A|/qd, |Â(m)| ≤
|Â(0)| = |A|/qd to bound the sum∑m (Â(m))3. Since Â(m) = q−dA˜(m), in order to prove
Lemma 7.3, it is sufficient to show the following theorem. To prove it, we will make a
connection with extension theorems for spheres in Fdq .
Theorem 7.5. For A ⊂ Fdq with d ≥ 4 even, we have
||A˜||L3(St,dσ) ≪ q−
d2−7d+6
12(d−2) |A|1− d6d−12 for any t 6= 0.
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Proof. We first need to show that
||A˜||L2(St,dσ) ≪
|A|
q
d−1
4
,
whenever |A| ≥ q d−12 .
Indeed,
||A˜||2L2(St,dσ) =
1
|St|
∑
x∈St
|A˜(x)|2 = 1
qd−1
∑
x∈St
|A˜(x)|2.
Thus it is enough to handle the following inequality∑
x∈St
|A˜(x)|2 ≪ q d−12 |A|2.
It follows from the definition of A˜(x) that∑
x∈St
|A˜(x)|2 =
∑
x∈St
∑
a,b∈A
χ(−x(a− b)) = qd
∑
a,b∈A
Ŝt(a− b)
= qd|A|Ŝt(0) + qd
∑
a,b∈A,a6=b
Ŝt(a− b)
≤ |A||St|+
∑
a,b∈A,a6=b
qd
(
max
x 6=0
|Ŝt(x)|
)
.
It has been indicated in [35] that
max
x 6=0
|Ŝt(x)| ≪ q
−(d+1)
2 .
Thus we obtain ∑
x∈St
|A˜(x)|2 ≪ qd−1|A|+ q d−12 |A|2 ≪ q d−12 |A|2,
under the condition |A| ≥ q d−12 .
Since d is even, by duality, it was proved in [30] that
||A˜||
L
4d
d+2 (St,dσ)
. |A|3/4.
Thus, if d ≥ 2, and |A| ≥ q d−12 , using the Proposition 7.1 with θ = 2d/(3d− 6), we have
||A˜||L3(St,dσ) .
(
q−
d−1
4 |A|
)1−θ
|A| 3θ4 .
This is equivalent with
||A˜||L3(St,dσ) . q−
d2−7d+6
12(d−2) |A|1− d6d−12 .
This completes the proof of the theorem.
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Proof of Theorem 1.27: Using the Cauchy-Schwarz inequality and the first statement
of Lemma 7.2, we have
|∆3(A)| ≫ |A|
6∑
t6=0 µ3(t)
2
.
On the other hand, Lemma 7.3 gives us
∑
t6=0
µ3(t)
2 ≪ |A|
6
q
+ q
3d2−d−6
4d−8 |A|5− d2d−4 .
In other words,
|∆3(A)| ≫ q,
whenever |A| ≫ q d2+ 3d−66d−8 . This completes the proof of the theorem. 
8 Sums of the distance set (Theorems 1.29 and 1.30)
Let X be a multi-set in Fdq × Fq. We denote by X the set of distinct elements in the
multi-set X . The cardinality of X , denoted by |X|, is ∑x∈X mX(x), where mX(x) is the
multiplicity of x in X . For multi-sets A,B ⊂ Fd+1q , let N(A,B) be the number of pairs
((a, b), (c, d)) ∈ A × B ⊂ (Fdq × Fq)2 such that a · c = b + d. We have the following lemma
on an upper bound of N(B).
Lemma 8.1. Let A,B be a multi-sets in Fdq × Fq. We have
∣∣∣∣N(A,B)− |A||B|q
∣∣∣∣ ≤ q d2
 ∑
(a,b)∈A
mA((a, b))
2
∑
(c,d)∈B
mB((c, d))
2
1/2 .
Proof. We first have
N(A,B) =
∑
(a,b)∈A,(c,d)∈B
q−1mA((a, b))mB((c, d))
∑
s∈Fq
χ(s · (a · c− b− d)),
where χ is a non-trivial additive character on Fq. This implies that
N(A,B) =
|A||B|
q
+R,
where
R =
∑
(a,b)∈A,(c,d)∈B
mA((a, b))mB((c, d))q
−1∑
s 6=0
χ(s · (a · c− b− d)).
If we view R as a sum in (a, b) ∈ A, apply the Cauchy-Schwarz inequality, and dominate
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the sum in (a, b) ∈ A by the sum in (a, b) ∈ Fd+1q , we have
R2 ≤
∑
(a,b)∈A
mA((a, b))
2
∑
(a,b)∈Fd+1q
q−2
∑
s,s′ 6=0
∑
(c,d),(c′,d′)∈B
mB((c, d))mB((c
′, d′))
· χ(s · (a · c− b− d))χ(s′ · (−ac′ + b+ d′))
=
∑
(a,b)∈A
mA((a, b))
2q−2
∑
(a,b)∈Fd+1q
(c,d)∈B
(c′,d′)∈B
s,s′ 6=0
mB((c, d))mB((c
′, d′))χ(a(sc− s′c′))χ(b(s′ − s))χ(s′d′ − sd)
= qd−1
∑
(a,b)∈A
mA((a, b))
2
∑
s 6=0
(c,d)∈B
(c′,d′)∈B
c=c′
mB((c, d))mB((c
′, d′))χ(s · (d− d′)) = I + II,
where I is the sum over all pairs (c, d), (c, d′) with d = d′, and II is the sum over all pairs
(c, d), (c, d′) with d 6= d′.
It is clear that if d 6= d′, then we have∑
s 6=0
χ(s · (d− d′)) = −1,
which implies that II < 0.
On the other hand, it is easy to see that if d = d′, then∑
s 6=0
χ(s · (d− d′)) = (q − 1).
This give us
I ≪ qd
∑
(a,b)∈A
mA((a, b))
2 +
∑
(c,d)∈B
mB((c, d))
2
In other words, we have proved that
R≪ q d2
 ∑
(a,b)∈A
mA((a, b))
2
∑
(c,d)∈B
mB((c, d))
2
1/2 .
This completes the proof of the lemma.
We will also make use of the following result on the energy of a set on a paraboloid in Fdq
with d even due to Iosevich, Lewko, and the first listed author [32].
Theorem 8.2. Let A be a set on a paraboloid P ⊂ Fdq with d even. We have the following
estimate
E(A)≪ |A|
3
q
+ q
d−2
2 |A|2.
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For t ∈ Fq and A ⊂ Fdq , let µ(t) be the number of pairs (a, b) ∈ A2 such that ||a − b|| = t.
We have the following bound on the sum
∑
t∈Fq µ(t)
2.
Lemma 8.3. Let A ⊂ Fdq with either d odd or d = 4k+2 and q ≡ 3 mod 4. Then we have∑
t∈Fq
µ(t)2 ≤ |A|
4
q
+ q
3d−1
4 |A|5/2 ≪ q 3d−14 |A|5/2,
whenever |A| ≪ q d+12 .
Proof. By the Cauchy-Schwarz inequality, we have∑
t∈Fq
µ(t)2 ≤ |A| · T (A),
where T (A) is the number of triples (a, b, c) ∈ A3 such that ||a − b|| = ||a − c||. This is
equivalent with
2a · (c− b) = 0 + ||c|| − ||b||.
Define
U := 2A× 0 ⊂ Fd+1q , V := {(c− b, ||c|| − ||b||) : b, c ∈ A} ⊂ Fd+1q .
We note that U is single-set, and V is a multi-set in Fd+1q . It is clear that T (A) = N(U, V )
and |U | = |A|, |V | = |A|2. Applying Lemma 8.1 we have
T (A)≪ |A|
3
q
+ qd/2|A|1/2
√∑
v∈V
mV (v)2.
It is not hard to show that ∑
v∈V
mV (v)
2 = E(A′),
where A′ := {(a, ||a||) : a ∈ A} ⊂ P ⊂ Fd+1q .
Theorems 3.1 and 8.2 give us
E(A′)≪ |A|
3
q
+ q
d−1
2 |A|2.
This implies that
T (A)≪ |A|
3
q
+ q
3d−1
4 |A|3/2,
under the condition |A| ≪ q d+12 . This completes the proof of the lemma.
Proofs of Theorems 1.29 and 1.30: Suppose d is odd or d = 4k+2 and q ≡ 3 mod 4.
Let µ2(A) be the number of 8-tuples (a, b, c, d, e, f, g, h) ∈ A8 such that
||a− b||+ ||c− d|| = ||e− f ||+ ||g − h||. (37)
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By the Cauchy-Schwarz inequality, it is enough to prove that
µ2(A)≪ |A|
8
q
+ q
7d−1
4 |A|9/2.
The equation (37) can be rewritten as
−2a · b+ 2e · f = (||a||+ ||e|| − ||c− d||) + (||f || − ||b||+ ||g − h||).
Define
U := {(−2a, 2e,−||a||+ ||e|| − ||c− d||) : a, e, c, d ∈ A} ⊂ F2d+1q ,
and
V := {(b, f, ||f || − ||b||+ ||g − h||) : b, f, g, h ∈ A} ⊂ F2d+1q .
We note that U and V are multi-sets and |U | = |V | = |A|4. By a direct computation, we
have ∑
v∈V
mV (v)
2 =
∑
u∈U
mU (u)
2 = |A|2 ·
∑
t∈Fq
µ(t)2.
Applying Lemma 8.1 and Lemma 8.3 we have
µ2(A) = N(U, V )≪ |A|
8
q
+ qd · q 3d−14 |A| 52+2 = |A|
8
q
+ q
7d−1
4 |A| 92 .
This concludes the proof of the theorems.
9 Product of simplices (Theorem 1.32)
Distance graph over finite fields: We now introduce the distance graph in vector spaces
over finite fields.
Given λ ∈ F∗q, the distance graph D(Fdq , λ) = (V,E) is defined with the vertex set Fdq , and
there is an edge between two vertices x and y if ||x − y|| = λ. The (n, d, ν) form of this
graph has been studied by Bannai, Shimabukuro, Tanaka [10] and by Kwok [37] as follows.
Lemma 9.1 ([10, 37]). For any λ ∈ F∗q, the distance graph D(Fdq , λ) is an(
qd, (1 + o(1))qd−1, 2q(d−1)/2
)− graph.
Zero-distance graph: In the following we introduce the Zero-distance graph, denoted by
ZD(Fdq) as follows: V = F
d
q , there is an edge between two vertices x and y if and only if
||x− y|| = 0. This graph can be viewed as a Cayley graph. Indeed, let
S0 := {x ∈ Fdq : ||x|| = 0}.
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Two vertices x and y are connected by an edge if x− y ∈ S0. We note that this graph is an
undirected Cayley graph, since ||x− y|| = 0 implies ||y − x|| = 0.
In the following lemma, we give the (n, d, ν) form of this graph.
Lemma 9.2. The Zero-distance graph is an(
qd, (1 + o(1))qd−1, q
d
2
)
− graph,
if d ≥ 2 is even, and (
qd, (1 + o(1))qd−1, q
d−1
2
)
− graph,
if d ≥ 3 is odd.
Proof. It is not hard to check that the graph ZD(Fdq) has q
d vertices and the degree of each
vertex is (1 + o(1))qd−1.
Since ZD(Fdq) is a Cayley graph, the exponentials (or characters of the additive group F
d
q)
χm(x) = χ(x ·m), (38)
for x,m ∈ Fdq , are eigenfunctions of the adjacency operator for the graph ZD(Fdq) corre-
sponding to the eigenvalue
λm =
∑
x∈S0
χm(x)
=
∑
x∈S0
χ(x ·m)
= qdŜ0(−m).
We now need to use the following lemma on the Fourier decay of the zero sphere.
Lemma 9.3 ([29]). Let S0 be the zero-sphere in F
d
q . We have the following cases:
1. If d ≥ 3 odd, then
|Ŝ0(m)| ≪ q
−(d+1)
2 , m 6= 0, and |Ŝ0(0)| ∼ 1/q.
2. If d ≥ 2 even, then
|Ŝ0(m)| ≪ q−d2 , m 6= 0, and |Ŝ0(0)| ∼ 1/q.
If m = 0, then we have λm ∼ qd−1 which is the largest eigenvalue. If m 6= 0, we have
λm ≪ q d−12 when d ≥ 3 odd, and λm ≪ qd/2 when d ≥ 2 even. This completes the proof of
the lemma.
We will also need the following graph in the proof of Theorem 1.32.
56
For any λ ∈ Fq, the 0 × Sλ(Fk+lq ) graph is defined with the vertex set V = Fk+lq . There is
an edge between two vertices (a, b) and (c, d) if (a− c, b − d) ∈ 0× Sλ. Thus this graph is
a Cayley graph.
We have the following lemma on the (n, d, ν) form of 0× Sλ(Fk+lq ).
Lemma 9.4. The graph 0× Sλ(Fk+lq ) is an(
qk+l, (1 + o(1))ql−1, q
l
2
)
− graph.
Proof. It is clear that the graph 0 × Sλ(Fk+lq ) has order qk+l. It is not hard to check that
each vertex has degree of (1 + o(1))ql−1. Since 0 × Sλ is a Cayley graph, the exponentials
(or characters of the additive group Fk+lq )
χ(m,m′)(x, y) = χ(x ·m+m′y), (39)
for (x, y), (m,m′) ∈ Fk+lq , are eigenfunctions of the adjacency operator for the graph 0× Sλ
corresponding to the eigenvalue
λ(m,m′) =
∑
(x,y)∈0×Sλ
χ(m,m′)(x, y)
=
∑
y∈Sλ
χ(y ·m′)
= qlŜλ(−m′).
If (m,m′) satisfies m′ = 0, then we have λ(m,m′) ∼ ql−1, which are the largest eigenvalues.
Note that in this graph, the dimension of the eigenvector space corresponding to the largest
eigenvalue is larger than one. For any (m,m′) with m′ 6= 0, we have λ(m,m′) ≪ ql/2. This
concludes the proof of the lemma.
9.1 Tensor product of graphs
For two graphs G1 = (V1, E1) and G2 = (V2, E2), the tensor product G1 ⊗ G2 is a graph
with the vertex set V (G1 ⊗ G2) = V1 × V2, and there is an edge between (u, v) and (u′, v′)
if and only if (u, u′) ∈ E1 and (v, v′) ∈ E2. Suppose that the adjacency matrices of G1
and G2 are A and B, respectively. Then the adjacency matrix of G1 ⊗ G2 is the tensor
product of A and B. It is well-known that if ν1, . . . , νn are eigenvalues of A and ν
′
1, . . . , ν
′
m
are eigenvalues of B, then the eigenvalues of A ⊗ B are νiν ′j with 1 ≤ i ≤ n, 1 ≤ j ≤ m
(see [41] for more details). For any integer t > 2, the tensor product of t graphs G1, . . . , Gt,
denoted by G1 ⊗ · · · ⊗Gt, can be obtained by inductive steps.
We have the following lemmas on tensor product of the distance graphs and the zero-distance
graph.
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Lemma 9.5. For integers k ≥ l ≥ 2 and λ1, λ2 ∈ F∗q, one can check that the graph
D(Fkq , λ1)⊗D(Flq, λ2) is an(
qk+l, (1 + o(1))qk+l−2, 2q
2k+l−3
2
)
− graph. (40)
Lemma 9.6. For integers k ≥ l ≥ 2 and λ1 = 0, λ2 ∈ F∗q, one can check that the graph
ZD(Fkq)⊗D(Flq, λ2) is an(
qk+l, (1 + o(1))qk+l−2, 2q
2k+l−2
2
)
− graph. (41)
Lemma 9.7. For integers k ≥ l ≥ 2, one can check that the graph ZD(Fkq)⊗ZD(Flq) is an(
qk+l, (1 + o(1))qk+l−2, 2q
2k+l−2
2
)
− graph. (42)
We also need the following lemma in the proof of Theorem 1.32 which can be followed by
using Lemma 3.4 and Lemma 9.4.
Lemma 9.8. For A ⊂ Fk+lq , and λ ∈ Fq, let Nλ(A) be the number of pairs ((a, b), (a, c)) ∈ A2
such that ||b− c|| = λ. Then we have
Nλ(A)≪ |A|
2
qk+1
+ q
l
2 |A|.
Corollary 9.9. For A ⊂ Fk+lq , and λ ∈ Fq, let N1(A) be the number of tuples
((a, b), (a, c), (a′, b′), (a′, c′)) ∈ A4 ⊂ Fk+lq
such that ||b− c|| = ||b′ − c′||. Then we have
N1(A)≪ |A|
4
q2k+1
+ ql+1|A|2.
Similarly, we also have
Corollary 9.10. For A ⊂ Fk+lq , and λ ∈ Fq, let N2(A) be the number of tuples
((a, b), (c, b), (a′, b′), (c′, b′)) ∈ A4 ⊂ Fk+lq
such that ||a− c|| = ||a′ − c′||. Then we have
N2(A)≪ |A|
4
q2l+1
+ qk+1|A|2.
Our next lemmas come from [4].
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Lemma 9.11 (Bennett et al., [4]). Let V be a finite space and f : V → R≥0 a function. For
any n ≥ 2 we have
∑
z∈V
fn(z) ≤ |V |
( ||f ||1
|V |
)n
+
n(n− 1)
2
||f ||n−2∞
∑
z∈V
(
f(z)− ||f ||1|V |
)2
,
where ||f ||1 =
∑
z∈V |f(z)| and ||f ||∞ = maxz∈V f(z).
Lemma 9.12. Let x, y, z, t ∈ Fdq . Suppose that ||x−y|| = ||z− t||. Then there exist a matrix
θ ∈ O(Fdq) and an element u ∈ Fdq such that
θ(x) + u = z, θ(y) + u = t,
where O(Fdq) is the orthogonal group over F
d
q.
Definition 9.13. Let V be the Fq-vector space of (m+ 1)× (m+ 1) symmetric matrices D
which can be viewed as the space of possible ordered m-simplex distances. For A ⊂ Fk+lq , we
define µ : V × V → Z and µ(D1 × D2) is the cardinality of
#
{
((x1, y1), . . . , (xm+1, ym+1)) ∈ Am+1 : ||xi − xj || = d(1)i,j , ||yi − yj|| = d(2)i,j , 1 ≤ i < j ≤ m+ 1
}
.
We are now ready prove Theorem 1.32.
Proof of Theorem 1.32. Let Tm(A) be the set of congruence classes of product of sim-
plices ∆m ×∆m determined by points in A. Using the Cauchy-Schwarz inequality, we have
∑
D1×D2
µ(D1 × D2) ≤
 ∑
D1×D2∈supp(µ)
1
1/2 ∑
D1×D2∈supp(µ)
µ(D1 × D2)2
1/2
= |Tm(A)|1/2
 ∑
D1×D2∈supp(µ)
µ(D1 × D2)2
1/2 .
This gives
|Tm(A)| ≥
(∑
D1×D2 µ(D1 × D2)
)2∑
D1×D2 µ(D1 × D2)2
≥ |A|
2m+2∑
D1×D2 µ(D1 × D2)2
. (43)
For θ ∈ O(Fkq), ϕ ∈ O(Flq) and (u, u′) ∈ Fkq × Flq, we define
wθ,ϕ(u, u
′) :=
{
((a, b), (c, d)) ∈ A2 : θ(a) + u = c, ϕ(b) + u′ = d} .
and denote by s(Di) the common stabilizer size of m-simplices in the congruence class
Di. It has been shown in [4] that s(D1) ≤ |O(Fk−mq )|, s(D2) ≤ |O(Fl−mq )|, and |O(Fnq )| =
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2(1 + o(1))q(
n
2). Furthermore, it is easy to check that∑
D1×D2
s(D1 × D2)µ(D1 × D2)2 ≤
∑
θ∈O(Fkq ), ϕ∈O(Flq),(u,u′)∈Fk+lq
|wθ,ϕ(u, u′)|m+1, (44)
where |wθ,ϕ(u, u′)| is the cardinality of wθ,ϕ(u, u′), and s(D1 × D2) = s(D1)× s(D2).
For a fixed pair θ and ϕ, it follows from Lemma 9.11 with f(z) := |wθ,ϕ(u, u′)|, ||f ||1 = |A|2,
and ||f ||∞ ≤ |A| that
∑
(u,u′)∈Fk+lq
|wθ,ϕ(u, u′)|m+1 ≤ |A|
2m+2
pm(k+l)
+
m(m+ 1)
2
|A|m−1
∑
(u,u′)∈Fk+lq
(
|wθ,ϕ(u, u′)| − |A|
2
qk+l
)2
.
Thus we obtain
∑
θ,ϕ,u,u′
|wθ,ϕ(u, u′)|m+1 ≤ |O(Fkq)||O(Flq)|
|A|2m+2
qm(k+l)
+
m(m+ 1)
2
|A|m−1
∑
θ,ϕ,u,u′
(
|wθ,ϕ(u, u′)| − |A|
2
qk+l
)2
(45)
≤ |O(Fkq)||O(Flq)|
|A|2m+2
qm(k+l)
+
m(m+ 1)
2
|A|k−1
( ∑
θ,ϕ,u,u′
|wθ,ϕ(u, u′)|2 −
|A|4|O(Fkq)||O(Flq)|
qk+l
)
.
It is not hard to check that |wθ,ϕ(u, u′)|2 is equal to the number of quadruples
((a, b), (c, d), (a′, b′), (c′, d′)) ∈ A4 ⊂ Fk+lq
satisfying
θ(a) + u = a′, θ(c) + u = c′, ϕ(b) + u′ = b′, ϕ(b′) + u′ = d′.
This gives us θ(a−c) = (a′−c′), ϕ(b−d) = b′−d′, ||a−c|| = ||a′−c′||, and ||b−d|| = ||b′−d′||.
We note that for any non-zero element in Fnq , it has at most |O(Fn−1q )| stabilizers.
Define
V1 :=
{
((a, b), (c, d), (a′, b′), (c′, d′)) ∈ A4 : ||a− c|| = ||a′ − c′||, ||b− d|| = ||b′ − d′||, a 6= c, b 6= d} ,
V2 :=
{
((a, b), (c, d), (a′, b′), (c′, d′)) ∈ A4 : ||a− c|| = ||a′ − c′||, ||b− d|| = ||b′ − d′||, a = c, b 6= d} ,
V3 :=
{
((a, b), (c, d), (a′, b′), (c′, d′)) ∈ A4 : ||a− c|| = ||a′ − c′||, ||b− d|| = ||b′ − d′||, a 6= c, b = d} ,
V3 :=
{
((a, b), (c, d), (a′, b′), (c′, d′)) ∈ A4 : ||a− c|| = ||a′ − c′||, ||b− d|| = ||b′ − d′||, a = c, b = d} .
We observe that each element in V1, V2, V3, V4 will contribute |O(Fk−1q )||O(Fl−1q )|/2, |O(Fkq)||O(Fl−1q )|,
|O(Fk−1q )||O(Flq)|, |O(Fkq)||O(Flq)| to the sum
∑
θ,ϕ,u,u′ |wθ,ϕ(u, u′)|2, respectively.
Using Lemma 3.4 and Lemma 9.5 and taking the sum over all λ1, λ2 6= 0, we have
|V1| ≤ |A|
4
q2
+ 2q2k+l−1|A|2.
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Using Corollary 9.9, we have
|V2| ≤ |A|
4
q2k+1
+ ql+1|A|2.
Using Corollary 9.10, we have
|V3| ≤ |A|
4
q2l+1
+ qk+1|A|2.
It is easy to see that
|V4| ≤ |A|2.
Since
|O(Fk−1q )||O(Fl−1q )||A|4
2q2
≤ |O(F
k
q)||O(Flq)||A|4
qk+l
,
we have∑
θ,ϕ,u,u′
|wθ,ϕ(u, u′)|m+1 ≪ |O(Fkq)||O(Flq)|
|A|2m+2
qm(k+l)
+ q2k+l−1|A|m+1|O(Fk−1q )||O(Fl−1q )|
+ |O(Fkq)||O(Fl−1q )|
( |A|m+3
q2k+1
+ |A|m+1ql+1
)
+ |O(Fk−1q )||O(Flq)|
( |A|m+3
q2l+1
+ |A|m+1qk+1
)
≪ |O(Fkq)||O(Flq)|
|A|2m+2
qm(k+l)
,
whenever |A| ≫ max
{
qk+l−
l−1
m+1 , qk+l−
k
m−1 , qk+l−
l
m−1
}
.
On the other hand, we have s(D1 × D2)≪ |O(Fk−mq )||O(Fl−mq )|. This implies the following∑
D1×D2
µ(D1 × D2)2 ≪ |A|
2m+2
q2(
m+1
2 )
,
under the condition |A| ≫ max
{
qk+l−
l−1
m+1 , qk+l−
k
m−1 , qk+l−
l
m−1
}
. In other words, the proof
is completed by (43).
Proof of Theorem 1.33: Without loss of generality, we assume that k ≥ l.
For integers m, d with m ≤ l, let βm,l be the infimum of numbers s > 0 such that the number
of congruence classes of m-simplices in B ⊂ Flq is ≫ q(
m+1
2 ) whenever |B| ≫ qs.
The authors of [4] proved that s is bounded from below by m − 1 + 1/m. More precisely,
there is a set B ⊂ Flq with |B| = qm−1+
1
m such that the number of congruence classes of
m-simplices in B is o(q(
m+1
2 )).
Define A = Fkq × B ⊂ Fk+lq . It is clear that the number of congruence classes of product of
m-simplices in A is o(q2(
m+1
2 )). This completes the proof of the theorem. .
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10 Constructions
Let V be a set of vectors in Fdq . Suppose that V = {v1, . . . , vk}. We say that vectors in V
are mutually orthogonal if vi · vj = 0 for any 1 ≤ i, j ≤ k. The following lemma is taken
from [25].
Lemma 10.1. Let Fq be a finite field of order q. If d = 4k with k ∈ N, then there always
exist d/2 mutually orthogonal vectors. If d = 4k+2 and q ≡ 1 mod 4, then there also exist
d/2 mutually orthogonal vectors.
We note that if d = 4k + 2 and q ≡ 3 mod 4, then it is impossible to have d/2 mutually
orthogonal vectors in Fdq .
10.1 Sharpness of Theorem 1.5
In the following lemma, we show that the condition |A||B| ≥ qd in Theorem 1.5 is optimal.
Lemma 10.2. Suppose that A is a subset of the paraboloid P in Fdq , and B is a set in F
d
q .
Then the following consequences hold:
1. For d = 4k − 1, k ∈ N, and q ≡ 3 mod 4, there exist A ⊂ P and B ⊂ Fdq such that
|A||B| ∼ qd−ǫ and
|∆(A,B)| ∼ q1−ǫ,
for any ǫ > 0.
2. For d ≥ 4 even, there exist A ⊂ P and B ⊂ Fdq such that |A||B| ∼ qd−ǫ and
|∆(A,B)| ∼ q1−ǫ,
for any ǫ > 0.
Proof. Since the proofs of two statements are similar, we only give the proof of the first one.
Since d = 4k− 1 and q ≡ 3 mod 4, by Lemma 10.1, there exists (d− 3)/2 vectors, denoted
by v1, . . . , v(d−3)/2, that are mutually orthogonal in the space Fd−3q × {0} × {0} × {0} ⊂ Fdq .
Define
A = Span(v1, . . . , v(d−3)/2).
It is clear that A is a set on P .
Let R be any set in Fq of size q
1−ǫ. For r ∈ R, let S(0, 0, 0, r) be the sphere of radius r
centered at (0, 0, 0) ∈ F3q . Define
B = Span(v1, . . . , v(d−3)/2) + {(0, . . . , 0, x, y, z) : (x, y, z) ∈ S(0, 0, 0, r), r ∈ R}.
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By a direct computation, we have |B| = q d−32 +3−ǫ. Thus, we obtain |A||B| ∼ qd−ǫ. On the
other hand, it is clear that ∆(A,B) ⊂ R. This gives us
|∆(A,B)| = q1−ǫ.
In our next lemma, we will discuss about the sharpness of our two conditions, namely, we
want to construct two sets A ⊂ P and B ⊂ Fdq with |A| ∼ q(d−1)/2 (d odd) or qd/2 (d even),
and B is as large as possible.
Lemma 10.3. For any ǫ > 0, the following consequences hold:
1. For d = 4k − 1, k ∈ N, and q ≡ 3 mod 4, there exist A ⊂ P and B ⊂ Fdq with
|A| ∼ q d−12 , |B| ∼ q d−12 −ǫ such that
|∆(A,B)| ∼ q1−ǫ.
2. For d ≥ 4 even, there exist A ⊂ P and B ⊂ Fdq with |A| ∼ qd/2−ǫ and |B| ∼ q(d−2)/2
such that
|∆(A,B)| ∼ q1−ǫ.
Proof. Let S21 be the sphere of radius 1 centered at the origin in F
2
q. Let v1, . . . , v(d−3)/2 be
mutually orthogonal vectors in Fd−3q × {0} × {0} × {0} (by Lemma 10.1). Define
A := Span(v1, . . . , v(d−3)/2)× S21 × 1 ⊂ P,
and
B := Span(v1, . . . , v(d−3)/2)× {0} × {0} ×R,
for some R ⊂ Fq with |R| ∼ q1−ǫ. By a direct computation, we have |A| ∼ q(d−1)/2, and
|B| ∼ q d−12 −ǫ, and
|∆(A,B)| = |(R− 1)2| ∼ q1−ǫ.
We now prove the second statement.
Let R be a set of Fq with |R| ∼ q1−ǫ. Let v1, . . . , v(d−2)/2 be mutually orthogonal vectors in
Fd−2q × {0} × {0} (by Lemma 10.1). Define
A = Span(v1, . . . , v(d−2)/2) + {(0, . . . , 0, x, x2) : x ∈ R ⊂ Fq},
and
B = Span(v1, . . . , v(d−2)/2)× {0} × {0}.
By a direct computation, we have |A| ∼ q d2−ǫ |B| = q d−22 , and |∆(A,B)| = #{x2 + x4 : x ∈
R} ∼ q1−ǫ.
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10.2 Sharpness of Theorem 1.7
Our next lemma tells us that the condition |A||B| > qd in Theorem 1.7 is optimal.
Lemma 10.4. Let Sj be the sphere of radius j 6= 0 centered at the origin in Fdq . The
following two statements hold for any ǫ > 0:
1. Let j be a square number of F∗q. For d = 4k − 1, k ∈ N, and q ≡ 3 mod 4, there exist
A ⊂ Sj and B ⊂ Fdq such that |A||B| = qd−ǫ and |∆(A,B)| ∼ q1−ǫ.
2. Let j be not a square number of F∗q. For either d = 4k + 1, k ∈ N, or d = 4k − 1,
k ∈ N, and q ≡ 1 mod 4, there exist A ⊂ Sj and B ⊂ Fdq such that |A||B| = qd−ǫ and
|∆(A,B)| ∼ q1−ǫ.
Proof. Since the proofs of two statements are similar, we only prove to give the proof of the
first one.
Since d = 4k − 1 and q ≡ 3 mod 4, by Lemma 10.1, there exist (d− 3)/2 vectors, denoted
by v1, . . . , v(d−3)/2 which are mutually orthogonal in the space Fd−3q × 0× 0× 0 ⊂ Fdq . Define
A = Span(v1, . . . , v(d−3)/2) + (0, . . . , 0, 0, 0, j
1/2).
It is clear that A is a set on Sj since j is a square number.
Let R be any set of Fq of size q
1−ǫ. For r ∈ R, let S(0, 0, j1/2, r) be the sphere of radius r
centered at (0, 0, j1/2) ∈ F3q. Define
B = Span(v1, . . . , v(d−3)/2) + {(0, . . . , 0, x, y, z) : (x, y, z) ∈ S(0, 0, j1/2, r), r ∈ R}.
By a direct computation, we have |B| = q d−32 +3−ǫ. Thus, we obtain |A||B| ∼ qd−ǫ. On the
other hand, it is clear that ∆(A,B) ⊂ R. This gives us
|∆(A,B)| = q1−ǫ.
As above, in the next lemmas, we will discuss about the sharpness of two conditions in
Theorem 1.7. Namely, we want to construct two sets A ⊂ Sj and B ⊂ Fdq with |A| ∼ q(d−1)/2
and B is as large as possible.
Lemma 10.5. Let Fq be a finite field of order q = p
2. For d ≥ 3 odd, there exist A ⊂ Sj,
j ∈ Fp, and B ⊂ Fdq with |A| = q
d−1
2 and |B| = q d2 such that
|∆(A,B)| = q1/2.
Proof. Let S3j be the sphere of radius j centered at the origin in F
3
p. Define
A = Span(v1, . . . , v(d−3)/2) + {(0, . . . , 0, x, y, z) : (x, y, z) ∈ S3j }.
64
It is clear that A ⊂ Sj . Since |Sj| ∼ p2 = q, we have |A| = q d−12 . Define
B = Span(v1, . . . , v(d−3)/2) + {(0, . . . , 0, x, y, z) : (x, y, z) ∈ F3p}.
We have |B| = qd/2. One can check that ∆(A,B) ⊂ Fp, so we have
|∆(A,B)| = o(q).
This completes the proof of the lemma.
10.3 Sharpness of Theorem 1.8
The following construction gives us that the condition |A||B| > qd in Theorem 1.8 is optimal.
Lemma 10.6. Let Sj be the sphere of radius j 6= 0 centered at the origin in Fdq with d ≥ 4
even. There exist A ⊂ Sj and B ⊂ Fdq such that |A||B| = qd−ǫ and |∆(A,B)| ∼ q1−ǫ for any
ǫ > 0.
Proof. The proof of this lemma is almost the same as that of Theorem 10.4, except that we
use (d− 2)/2 mutually orthogonal vectors instead of (d− 3)/2.
As cases above, we now want to construct two sets A ⊂ Sj and B ⊂ Fdq with |A| ∼ qd/2, and
B is as large as possible.
Lemma 10.7. Let Sj be the sphere of radius j 6= 0 centered at the origin in Fdq with
d ≥ 4 even. There exist A ⊂ Sj and B ⊂ Fdq such that |A| ∼ qd/2, |B| ∼ q(d−2)/2, and
|∆(A,B)| ∼ 1.
Proof. Let S2j be the sphere of radius j centered at the origin in F
2
q. Define
A = Span(v1, . . . , v(d−2)/2) + {(0, . . . , 0, x, y) : (x, y) ∈ S2j },
and
B = Span(v1, . . . , v(d−2)/2) ⊂ Fd−2q × {0} × {0}.
It is clear that |A| ∼ qd/2 and |B| ∼ q(d−2)/2, and ∆(A,B) = {j}.
10.4 Sharpness of Theorem 1.9
In the following theorem, we will indicate that the condition |A||B| ≫ qd in Theorem 1.9 is
best possible.
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Lemma 10.8. For d = 4k + 2, k ∈ N, and q ≡ 3 mod 4, there exist A ⊂ S0 and B ⊂ Fdq
such that |A||B| = qd−ǫ and |∆(A,B)| ∼ q1−ǫ for any ǫ > 0.
Proof. Define
A = Span(v1, . . . , v(d−2)/2) ⊂ Fd−2q × {0} × {0}.
It is clear that A is a set on S0 and |A| = q(d−2)/2. Let R be any set of Fq of size q1−ǫ. For
r ∈ R, let S(0, 0, r) be the sphere of radius r centered at (0, 0) in F2q. Define
B = Span(v1, . . . , v(d−2)/2) + {(0, . . . , 0, x, y) : (x, y) ∈ S(0, 0, r), r ∈ R}.
By a direct computation, we have |B| ∼ q d−22 +2−ǫ. Thus, we obtain |A||B| ∼ qd−ǫ. On the
other hand, it is clear that ∆(A,B) ⊂ R. This gives us
|∆(A,B)| = q1−ǫ.
In the following lemma, we show that there exist A ⊂ S0 and B ⊂ Fdq with |A| ∼ qd/2,
|B| ∼ q(d−3)/2, and |∆(A,B)| ∼ q1/2.
Lemma 10.9. Let Fq be the finite field of order q = p
2 for some prime p. For d = 4k + 2,
k ≥ 2, and q ≡ 3 mod 4, there exist A ⊂ S0 and B ⊂ Fdq such that |A| ∼ qd/2, |B| ∼ q(d−3)/2,
and |∆(A,B)| ∼ q1/2.
Proof. It follows from Lemma 10.1 that there exist (d− 6)/2 mutually orthogonal vectors,
v1, . . . , v(d−6)/2 in Fd−6q ×{0}6. Let S30(Fp) be the sphere of radius 0 centered at the origin in
F3p, and S
3
0(Fq) be the sphere of radius 0 centered at the origin in F
3
q. We have |S30(Fp)| ∼ p2
and |S30(Fq)| ∼ q2. Define
A = Span(v1, . . . , v(d−6)/2)× S30(Fp)× S30(Fq),
and
B = Span(v1, . . . , v(d−6)/2)× F3p × {0} × {0} × {0}.
It is clear that |A| ∼ qd/2, |B| ∼ q(d−3)/2, and ∆(A,B) ⊂ Fp.
11 Discussions
We conclude this paper with some open problems and future works.
1. We have seen that our argument in the proofs of Theorems 1.5, 1.7, 1.8, and 1.9 breaks
down without conditions on d and q. Thus it would be interesting to address the cases
when the conditions do not satisfy.
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2. A connection between the product set and the point-line distance problem:
Before introducing a connection between these problems, we first recall definitions and
known results.
The product of sets: For A ⊂ Fdq , the product set problem asks that how large does
a set A in Fdq need to be such that the product set Π(A) := {a · b : a, b ∈ A} contains
a positive proportion of all the elements in Fq?
This problem was first studied by Hart and Iosevich [24] for Cartesian product sets,
and was generalized to arbitrary sets by Hart, Iosevich, Koh, and Rudnev [25]. More
precisely, Hart et al. [25] proved that for A ⊂ Fdq , if |A| ≫ q(d+1)/2, then F∗q ⊂ Π(A).
It has been proved in [25] that the exponent (d+1)/2 is sharp if we want to cover the
set of units in the dimensions d = 4k+3 with k ∈ N. When the field Fq is a quadratic
extension, the Corollary 2.4 in [25] tells us that the exponent (d + 1)/2 can not be
decreased even we only wish to cover a positive proportion of all elements in Fq.
Point-line distance problem: Let l be a line in F2q defined by ax+ by = c. We say
that l is non-degenerate if a2 + b2 6= 0. Given a point p = (x, y) ∈ F2q and a line l
defined by ax+ by + c = 0. The distance function between p and l is defined by
d(p, l) :=
(ax+ by + c)2
a2 + b2
.
Notice that this function shares a very interesting property with the Euclidean distance
function: if d(p1, l1) = d(p2, l2), then there exists a rigid motion that maps p1 to p2
and l1 to l2. Thus the set of point-line distances can be viewed as the set of congruence
classed of pairs (p, l), where (p, l) ∼ (p′, l′) if there exists a rigid motion that maps p
to p′, and l to l′.
Birklbauer, Iosevich, and the second listed author [7] showed that given a point set P
and a set of non-degenerate lines L in F2q , if |P ||L| ≫ q3, then there exist many lines
l in L such that the set of distances between l and P , denoted by ∆Fq(l, P ), is of size
at least cq for some positive constant c. In higher dimensions, the authors of [7] also
indicated that the condition |P ||L| ≫ qd+1 is enough in order to get cq distances.
The situation here is different with the Erdo˝s-Falconer distance problem in the sense
that if d = 2 and Fq is a quadratic extension field, then we can not improve the
threshold q3 even we wish to have cq distances. Indeed, suppose that one can improve
the exponent q3 to q3−ǫ for some ǫ > 0, i.e. there exists a line l ∈ L such that
|∆Fq(l, P )| ≫ q, (46)
whenever |P ||L| ≫ q3−ǫ. In the next step, we are going to show that for any A ⊂ F2q
with |A| ≫ q 3−ǫ2 , we have |Π(A)| ≫ q, which implies to a contradiction.
A connection between two problems: Let A be a set in F2q with |A| ≫ q
3−ǫ
2 for
some very small ǫ > 0. We identify each point (a, b) ∈ A ⊂ F2q with a line ax+by+1 = 0
in F2q. Let L be the set of corresponding lines. Without loss of generality, we assume
that any line in L is non-degenerate. Since |L||A| ≫ q3−ǫ, it follows from (46) that
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there exists a line l in L defined by ax+ by + 1 = 0 such that
|∆Fq(l, P )| ≫ q.
This gives us
|{(ax+ by + 1)2 : (x, y) ∈ A}| ≫ q.
On the other hand, since (a, b) ∈ A, we have
Π(A)| ≫ |{(a, b) · (x, y) : (x, y) ∈ A}| ≫ q.
This contradicts to the result on the product of sets.
However, if d > 2, then the argument above does not work, since there is a possibility
that all points in A are of zero-norm. The size of this set can be ∼ qd−1 ≫ q d+12 .
Therefore, we conclude with some questions.
Question 11.1. Suppose Fq is not a quadratic extension, and A is a set in F
d
q . Does
there exist ǫ > 0 such that |Π(A)| ≫ q whenever |A| ≫ q d+12 −ǫ?
Question 11.2. Let P be a set of points in Fdq , d ≥ 3, and H a set of non-degenerate
hyperplanes in Fdq . Does there exist ǫ > 0 such that |∆Fq(P,H)| ≫ q whenever
|P ||H| ≫ qd+1−ǫ?
3. It follows from Theorem 1.5 that for any set A ⊂ P ⊂ Fdq , if |A| ≫ qd/2, then the
number of distinct distances determined by points in A is at least q/3. It would be
interesting to generalize this result to the setting of congruence classes of k-simplices
on a paraboloid in Fdq .
Notice that a similar question for spheres in Fd+1q has been studied by Bennett, Hart,
Iosevich, Pakianathan, and Rudnev [4]. More precisely, they proved that for A ⊂
S1 ⊂ Fd+1q , if |A| ≫ qd−
d−1
2(k−1) , 3 ≤ k ≤ d, then the number of congruence classes of
k-simplices determined by points in A is at least cq
k+1
2 for some positive constant c.
4. In Section 6, it has been proved that there is a connection between the extension
problem for spheres and the Erdo˝s distance problem. Following the proof of Theorem
1.24, one can check that the standard Stein-Tomas result R∗Sj (2 → r) ≪ 1 with
r = (2d + 2)/(d − 1) yields the threshold (d + 1)/2 for the Erdo˝s distance problem.
Moreover, any improvement of the “r” index of the Stein-Tomas exponents enables
us to break down the threshold (d + 1)/2 in even dimensions d. While the Stein-
Tomas result for paraboloids was improved for all even dimensions, there are no known
results for spheres in higher dimensions which are better than the Stein-Tomas result.
The improvement of the extension estimate for paraboloids was deduced from energy
estimates for subsets of the paraboloid. However, such a similar connection has not
been known for spheres.
5. The finite field restriction problem has been studied only for few varieties such as
paraboloids, spheres, and cones. It would be interesting to study for other varieties.
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For example, we may consider the Hamming variety H defined by
H = {x ∈ Fdq : x1x2 · · ·xd = 1}.
Since H does not contain any line, it may be reasonable to expect that the restriction
estimates for H are in general much better than those for spheres and paraboloids. On
the other hand, the form of the Fourier transform on H is much complicated so that
it can be challenging to prove the restriction theorem for H. Furthermore, it may not
be simple to deduce a good energy estimate for subsets of H with current methods.
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