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Abstract
The aim of this thesis has been to caiiy out 3D MHD simulations to investigate non- 
lineai’ MHD instabilities and the behaviour o f solar coronal loops.
The simulations have been caiiied out on a parallel computer using a new shock- 
capturing Lagrangian-remap code, L a re S d . As part of the PhD this code has been 
extended to include resistivity allowing the study of the non-linear resistive evolution 
of the instability.
In particular the kink instability in line-tied coronal loops has been studied. This was 
suggested as a possible explanation of compact loop flares, sudden brightenings of 
a coronal loop due to a release of energy which does not destroy the loop. For the 
kink instability to explain such flares it must drive reconnection. This requires high 
current densities, i.e. current sheets. The results presented in this thesis suggest that 
the formation of current sheets during the non-lineai* evolution of the kink instability 
is more complicated than was previously believed. Indeed, if the loop is allowed to 
evolve slowly until the instability is triggered than the current appears to saturate at a 
finite value. This suggests that the kink instability cannot explain a compact loop flare.
L a r e S d  has also been used to model space observations from NASA’s SoHO (a joint 
NASA/ESA satellite) and TRACE satellites. These observations showed a group of 
rotating sunspots and their overlying system of loops. The simulations will allow 
further investigations of this behaviour to be carried out.
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Chapter 1
Introduction
1,1 Overview of the Sun
The Sun is a middle aged star. It is 5 x 10® years old. It is a G2 type stai" of mass 2 x 10^ ® kg 
and radius 700Mm. 90% of the Sun consists of hydrogen, just less than 10% is helium with the 
remainder made up of other elements. The interior of the Sun consists of the core, the radiative 
zone and the convection zone as shown in Figure 1.1. In the core energy is released by nuclear 
fusion which converts the hydrogen into helium. The nuclear fusion process gives out gamma 
rays which are absorbed and re-emitted at longer wavelengths, eventually reaching the surface of 
the Sun (the photosphere) after 10  ^years in the form of visible radiation. In the radiation zone 
energy transport is by the above radiation process but in the convection zone energy is transported 
by convection. The evidence of convection can be see in the supergranular and granular cells in 
the photosphere.
The Sun’s atmosphere is divided into three regions: the photosphere (from the Greek ‘photos’ 
meaning light), the chromosphere (from the Greek for colour) and the corona (from the Latin for 
crown). As mentioned earlier, a predominant feature of the photosphere are the approximately 
hexagonal cells called supergranules (and shorter lived granules with lifetimes of 8-16 minutes). 
Supergranular cells typically have lifetimes of a day and widths of 3  x lO'^  km. Plasma moves 
upwaids at the centres of these convection cells, along their sides and downwards at their vertices. 
These supergranular motions may be responsible for twisting coronal loops.
Sunspots are also observed in the photosphere (Figure 1.2). These are large areas of cool 
plasma (T =  4000K compaied to 6000K in the rest of the photosphere) and have strong magnetic 
fields of about 3000G. They usually consist of a darker central umbra surrounded by a lighter 
penumbra. The number of spots has an 11 yeai* cycle (22 years if reversals of the magnetic field aie
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Figure 1.1 : The interior of the Sun showing the core, radiative zone and convection zone.
Figure 1.2: Image of a Sunspot group from 23rd September 2000. Courtesy of SOHO/MDI. 
SOHO is a project of international cooperation between ESA and NASA.
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Figure 1.3: Butterfly diagram showing the latitude of Sunspots as a function of year.
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Figure 1.4: Image of a polar coronal hole with plumes. Courtesy of SOHO/EIT. SOHO is a project 
of international cooperation between ESA and NASA.
considered) with large numbers occurring at times of strongest magnetic activity (solar maximum) 
and very few at times when there is least activity (solar minimum). Sunspots typically occur in a 
±30° latitude band about the solar equator. They appear at high latitudes at the start of a new cycle 
and at lower latitudes as the cycle progresses giving the well-known butterfly diagram - Figure 1.3
The atmosphere of most interest to this thesis is the solar corona. This is the outermost at­
mosphere of the Sun stretching from about 4000km above the surface out past the Earth as the 
solar wind. The corona is a very high temperature, diffuse plasma (T=10®K, p = 10“ ^^kgm“ )^ 
which is dominated by the magnetic field. The structures in the corona can be divided into open 
field structures and closed field structures. Open field structures including coronal holes, coro­
nal plumes (Figure 1.4), and streamers tend to be cooler and less dense. Closed field structures, 
normally occuring away from the poles, include coronal loops and arcades.
Prominences are observed in the corona. Quiescent prominences are cool (5000-10000K), 
dense (2 x 10“ ^^kgm“ ^) sheets of plasma which are supported by the local magnetic field. They 
are observed as dark filaments above a magnetic polarity inversion line. They can last for up to 
200 days. Typically a quiescent prominence has length 200Mm, height 50Mm, and width 6 Mm. 
Active prominences are located in active regions and are associated with two ribbon flares.
Solar flares are divided into two main classes: two ribbon flares and compact loop flares.
1.1 Overview of the Sun
%
Figure 1.5: Image of a CME from Easter 2001. The CME can be seen to the right of centre. 
Courtesy of SOHO/LASCO. SOHO is a project of international cooperation between ESA and 
NASA.
The first recorded flare occurred in 1859 and was so large that it was observed in visible light. 
Flares are a rapid brightening in the chromosphere and corona. Two ribbon flares are the larger of 
the two types and usually occur near a prominence in a complex active region. During the flare 
two ribbons can be seen in Ha hence the name of the flare. Usually, although not always, the 
prominence rises during the eruption and is destroyed. These flares can release large amounts of 
energy, up to lO^^J in a large flare.
Other explosive events on the Sun are coronal mass ejections (CMEs). These are often as­
sociated with erupting prominences. A CME involves the explosive ejection of plasma from the 
corona. Figure 1.5 shows a CME which occurred near Easter 2001. If a CME travels past the 
Earth then it can interact with the Earth’s magnetosphere resulting in an aurora.
Compact loop flares are smaller than two ribbon flares. They take the form of a sudden bright­
ening in a coronal loop. The loop is not destroyed by the flare. Possible explanations of compact 
loop flares include the kink instability in a line-tied coronal loop (this will be described in detail 
in Chapters 4 and 5), emerging flux (Heyvaerts et al, 1977), reconnection in quasi-separatrix lay­
ers (Mandrini et al, 1995 and Démoulin et al, 1996), thermal non-equilibrium (Hood and Priest, 
1981b) and rapid untwisting of a loop (Uchida and Shibata, 1988).
Heyvaerts et al (1977) considered the case where flux emerges into the corona and pushes
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Figure 1.6: Coronal loops. Courtesy of NASA’s TRACE mission.
against magnetic field which is already there. This causes a current sheet to form and then recon­
nection can occur, releasing energy. Mandrini et al (1995) and Démoulin et al (1996) constructed 
force-free models of active regions and calculated the quasi-separatrix layers. They found that 
these corresponded to regions associated with energy release in the flare and suggested that this 
could be explained by reconnection in the quasi-separatrix layers. Hood and Priest (1981b) found 
that if an initially cool loop (lO^K) is heated (or the pressure is decreased) then it will reach a 
stage where no cool equilibrium exists. Once it has reached this point it will heat up explosively 
to reach a new quasi-equilibrium with higher temperature (lO^K). They suggest that this explains 
some compact loop flares. Uchida and Shibata (1988) considered the effect of photospheric twist­
ing motions. In contrast to the results discussed in Chapter 5 they considered motions such that 
the loop was twisted at one end and untwisted at the other. They found that when the the packets 
of twist met at the apex of the loop the sudden untwisting resulted in a release of energy and a 
very hot region appeared. They suggest that this is a possible explanation of loop flares.
As has been clearly shown by recent satellite observations, the solar corona consists of a 
multitude of loops of plasma, coronal loops, as shown in Figure 1.6. These generally have lengths 
of lO'^  -  lO^km, densities of 5  x 10^  ^-  5 x 10^^m“ ,^ and temperatures of 2.5 x 10®K. The most 
recent satellite observations suggest that coronal loops have a hitherto unsuspected fine structure.
1.2 A Brief History of Solar Theory
Coronal loops are the main area of interest in this thesis. In Chapters 4 and 5 compact loop flares 
are investigated. In Chapter 6  the behaviour of coronal loops overlying rotating Sunspots is studied 
using numerical simulations.
1.2 A Brief History of Solar Theory
The Sun has been observed for hundreds of years. Many civilisations have recorded its behaviour 
and tiied to explain that behaviour. In this section a very brief, not necessarily inclusive, history 
of solar theory is given. A more detailed history can be found in Priest (1982) or Phillips (1992).
The first recorded observations of the Sun were of eclipses and Sunspots. Empedocles in 
450 BC correctly deduced that an eclipse was caused by the moon passing in front of the Sun 
and Helicon coiTectly predicted an eclipse in 361 BC. The Chinese also kept detailed accounts 
of eclipses from the Han dynasty until more recent times. Eclipse sightings are also mentioned 
in Islamic writings from 800-1000 AD. Plutarch even mentions light surrounding the moon’s 
disk during an eclipse in 83AD, perhaps describing the corona. Sunspot sightings also occuiTed 
reasonably frequently. Theophrastus of Athens (300 BC) saw blotches on the Sun and the Chinese 
astronomer Kan Te began recording Sunspot observations at about the same time. From 28BC - 
1638AD Chinese astronomers recorded 112 outbreaks of Sunspots. European sightings of such 
phenomena were very rare until the 1600s. In 1610 Galileo Galilei observed Sunspots and from 
1611-1627 a Jesuit priest, Christoph Scheiner, also recorded Sunspot observations. However, such 
sightings were unpopular with the Catholic church which held the belief that the Sun was perfect 
and unblemished. Christoph Scheiner suggested that the Sunspots he had observed were infact 
small planets crossing in front of the Sun. Galileo became increasingly unpopular with the church 
for his scientific work and, in particular", for asserting that the Sun, and not the Earth, was at the 
centre of the solar system. Eventually he was put under house arrest.
In the early 1800s Heinrich Schwabe announced that Sunspots have a 10.4 year cycle. This is 
now widely accepted to be an 11 year cycle. Richard Canington made further Sunspot observa­
tions from 1853-1861 and noted that Sunspots migrate towards the equator. He also noticed that 
Sunspots at the equator moved across the surface of the Sun more quickly than those that were 
closer to the poles. This was an indication of the Sun’s differential rotation. The solar surface 
rotates more quickly near the equator than it does at the poles. Maunder plotted a diagram of 
distribution of Sunspots for the years 1877-1902, the first butterfly diagram. This clearly showed 
the behaviour of the Sunspots over their 11 year cycle.
During this time other observations of the Sun were being made. In 1814-1815 Fraunhofer 
observed black lines in the spectrum of the Sun. In 1859 Kirchoff deduced that these Fraunhofer 
lines were absorption lines. He postulated that the solar surface produced white light but that
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the atmospheres of the Sun contained elements which absorbed the light at certain wavelengths 
leaving black absorption lines in the spectra. In the late 1860s Lockyer observed a solar promi­
nence and during this observation detected a green line in his spectroscope. Unable to identify the 
elements he called it helium (from the Greek “helios” for Sun). In 1869 Young noticed another 
unknown line this time during an eclipse, naming the element coroniuni. In 1905 Hale was taking 
Sunspot spectra when he noticed Zeeman splitting of the spectral lines. This was the first sugges­
tion of the magnetic nature of the Sun implying that magnetic fields must exist in those Sunspots. 
In 1930 Edlen invented the coronograph allowing astronomers to observe the corona for the first 
time without an eclipse. In 1941 Edlen showed that Young’s line was caused by iron ionised 13 
times. This was the first indication that the temperature of the corona is extremely high (in fact it 
is about 1 — 2 X 10®K).
In more recent years it has been realised that the theoiy of magnetohydrodynamics can be 
applied to the Sun and reseaich into solar theory has become increasingly sophisticated, as have 
observations. Recently, observations have been carried out from space.
Previous missions have included Orbiting Solar Observatory (OSO) missions, Skylab Apollo 
Mount Telescope (AMT) (1973), the Solai* Maximum Mission (SMM) (1980), Yohkoh (1991) and 
most recently the Solar and Heliospheric Observatory (SoHO) (1995) and the Transition Region 
and Coronal Explorer (TRACE) (1998).
SoHO is a joint project run by the European Space Agency (ESA) and National Aeronautics 
and Space Administration (NASA). Its aims, as set out in Domingo et al (1995), are to study 
helioseismology, the solai" atmosphere, coronal heating and tlie solar wind and its acceleration. 
SoHO was proposed in 1982 and was launched on 2nd December 1995 by an Atlas II-AS rocket. 
It is now in a 180 day period halo orbit about the Sun-Eaith LI Lagrangian point.
There aie twelve instruments on board SoHO. Studying Helioseismology are GOLF (global 
oscillations at low frequencies), VIRGO (variability of Solar inadiance) and MDI (Michelson 
doppler imager). The solar wind is being studied by COSTEP (comprehensive suprathermal and 
energetic particle analyser), CELIAS (charge, element and isotope analysis system), SWAN (so­
lar wind anisotropies) and ERNE (energetic paiticle experiment). The remaining instruments 
EIT (extreme ultraviolet imaging telescope), UVCS (ultraviolet coronagraph and spectrometer), 
LASCO (white light and spectrometric coronagraph), SUMER (solar ultraviolet measurement of 
emitted radiation) and CDS (coronal diagnostic spectrometer) study the solai* atmosphere.
TRACE is a NASA small explorer mission. Its purpose is to give high resolution (both angular 
and temporal) images of the transition region and corona. It is now in a Sun synchronous polar 
orbit. TRACE was launched on a pegasus launch vehicle in April 1998. Its launch date was 
chosen to allow SoHO and TRACE to make complementary observations as the solar activity 
reached solar maximum. In particular, TRACE is studying the 3D field structure, its evolution
1.3 Numerical Background
due to photospheric flows, the time-dependent fine structure in the solar corona and the thermal 
topology of the corona and transition region.
New observations from missions such as these present new challenges for the theorists. While 
much theoretical work can be done analytically, the recent advances in computer technology have 
provided the capability to cairy out numerical simulations to advance our theoretical understand­
ing. In particular, 3D MHD simulations of the time evolution of solai* phenomena can be carried 
out using sophisticated numerical codes run on parallel computers.
1.3 Numerical Background
In this section a short overview of some numerical techniques will be given. There are many 
numerical approaches to the solution of partial differential equations such as the MHD equations. 
Here only two will be described, finite difference methods and Riemann solvers. These will not 
be described in great detail. In this section the aim is simply to give some background before the 
description of the L areS d  code in Chapters 2 and 3.
Finite differences probably generate the simplest numerical approximation to derivatives and 
are thus a good place to begin. Stai't by considering a ID differential equation. A uniform numer­
ical grid can be created by subdividing the x  and t  ranges into intervals of equal length. The mesh 
width is ÔX and the timestep is ôt. Mesh points (xi, tn) are defined by,
X{ — % 5x i — Ij ..., imaxi (11)
t n  —  T l 5 t  71=  1 , . . . ,  TLjYidx • (  1 «2 )
Now, a finite difference can be used to produce approximations to the exact solution at the grid 
points u{xiy tn). Finite differences can be used to approximate derivatives and partial derivatives. 
For instance,
and,
Equation 1.3 is a one-sided difference, whereas Equation 1.4 is a centred difference.
One-sided differences in space aie used in upwind methods. If information propagates from 
left to right across the grid then using one-sided differences allows the scheme to use only those
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variables to the left of the unknown value in its calculation. Since the information propagates from 
left to right it is useful to only use the information from the left. This mimics a physical property 
of the equations and can have a stabilising effect on the numerical scheme.
One-sided differences in time give either implicit or explicit schemes. Implicit schemes carry 
out the calculations using unknown values whereas explicit schemes calculate an unknown value 
(usually at n  +  1) using known values (usually at n). It is possible to have two level methods 
where a value at n -f-1 is calculated from values at n  and n — 1. However, this requires more 
computer storage. In addition the initial condition only provides one level of data so the second 
level must be estimated using a starting method. The most commonly used codes are one level 
explicit methods.
Finite difference codes can be used to give very high order accuracy but are not the best codes 
to use for simulations where shocks may occur. To demonstrate this a simple finite difference 
scheme is written to solve the ID isothermal Euler equations,
dv dv (? dp
T t -   ^  ^ ^
where the isothermal assumption and the gas law have been used to eliminate the pressure. Here 
<? =  2RT — constant.
The code applies a predictor-corrector method to the equations. The predictor step takes a half 
timestep and calculates a “prediction” of the variables at that step (n +  1/2). It then takes another 
time step (so that it is now at step n +  1 ) and calculates “corrected” terms using the “predicted” 
values. For these equations the algorithm becomes,
Predictor
p f  ^  (1.7)
=  Vf -  -  v U )  + -  Æ i) ) ,  (1 -8 )
Corrector
=  p? -  ^ ( P m  (1-9)
= Vf -  -  p r / ^ ') ) .  (1 1 0 )
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Figure 1.7: The CFL condition
The grid is split into cells of equal length âx and the timestep, ôt, is chosen to obey the CFL 
(Courant-Friediichs-Lewy) condition. This states that the domain of dependence of the approxi­
mation must contain the domain of dependence of the PDE as shown in Figure 1.7. The energy, 
density, pressure and velocity are all defined at the cell centres and the periodic boundary condi­
tions are given by the use of “ghost cells”. This is a way of defining boundary conditions by using 
imaginary cells on the other side of the outer boundary of the computational domain. Linearising 
equations 1.5 and 1.6, we obtain the propagating solution
V = a sink(x  — c£), 
p =  po ( l  +  ^  sin k(x — ct)^ .
(1.11)
(1.12)
The linear solution at i  — 0 is used as the initial state for the solution of the non-linear equations. 
Noting that the equation can be re-written as
dv
at
and
dv dv
(1.13)
(1.14)
where Ÿ =  log p and t  have been re-scaled to unity. The exact solution to this equation that is
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consistent with the initial conditions is
p  =  (115)
with V given implicitly by
V = asink{x — t — vt). (1.16)
This solution forms a shock when the spatial derivative first becomes infinite. We calculate this 
from,
^  =  afe cos k{x — t — vt) ^1 — . (1.17)
Collecting the paitial derivative terms together we obtain, 
dv ak cos k{x — t — vt)
(1.18)
dx  1 +  akt cos k{x — t — vt)'
The argument of the cosine function is constant along a characteristic so that,
xo = x  — t — vt, (1.19)
has the same value as the initial value, namely æo. Note that the time at which the shock forms is 
given by setting kxQ =  tt. Hence,
i s h o c k  ~  T ’ (1.20)ak
Taking A; =  Ivr and a =  0.1, the time for shock formation is t = 1/0.4?r =  0.8. The exact solution 
is shown in Figure 1.8.
This set of equations are solved numerically using the predictor-corrector method outlined 
above. The solution at f =  0.8 is shown in Figure 1.9. Finite difference schemes cannot cope 
with shocks unless they are first order accurate (Godunov’s theorem, LeVeque (1992)) and so 
numerical errors known as Gibb’s overshoot occur near the shocks. These are shown in Figure 1.9 
as spurious oscillations at the peaks.
One method of dealing with this problem is to use artificial viscosity to damp the wave and 
prevent the shock from forming. However, if too much artificial viscosity is used then the wave 
will damp too quickly. Conversely if too little is used either the wave will shock and Gibb’s 
overshoot will occur or the Chequerboard instability will occur. Chequerboard instability is caused 
by the numerical method using odd values to calculate even values and vice versa. When the 
gradients steepen up these don’t couple together properly. This can lead to oscillations about the
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Figure 1.8: The initial velocity is shown in (a). The exact solution showing the shock formation 
at i ~  0 .8  is shown in (b).
P red ic to r -Correc to r  — final t imes tep
0.15
0.10
0.05
0.00
- 0.05
- 0 . 10
- 0.15
0.0 0.2 0.4 0.6 0.8 1.0
Figure 1.9: The numerical solution at i =  0.8 showing the Gibbs’ effect at the top of the shock.
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correct solution such that the average of the even and odd points would give the correct solution.
From this example it can be seen that for simulations where shock formation is expected some 
other numerical scheme is required. Possible schemes include Lagrangian remap codes (of which 
L a re 3 d  is an example) and Riemann solvers, A simple description of a Riemann solver will be 
given here.
Riemann solvers are conservative schemes. They solve equations in conservative form,
du __ dF{u) 
dt dx  ’ ( 1.21)
where F is the flux function. They solve these equations by solving Riemann problems forward in 
time. A Riemann problem takes the form of a differential equation,
with initial data of the form,
u(x,0) =  1 “ ^ (1.23)
( U r  X >  0.
The solution has a jump in it which satisfies the Rankine-Hugoniot jump conditions.
In an approximate Riemann solver A  is assumed to be a constant and has three conditions on
it,
1 . A{u l ,u r) = A(u) if ul — ur — u.
2 . A  must have a full set of real eigenvalues and eigenvectors for all u i  and ur .
3. F r -  F l  =  A { u r  -  u l ),
A  is then calculated and its eigenvectors and eigenvalues can be used to calculate the numerical 
flux function and hence solve the conservative differential equations.
Riemann solvers only work for conservative schemes although terms like resistivity can be 
included as “add-ons”. They use Strang splitting to extend to more than one dimension. Strang 
splitting involves carrying out the one-dimensional process in each direction separately. The order 
in which each direction is taken is then permutated so that on the first timestep the x directions 
is talcen first, then y then z, on the second timestep the order would be y,x,z then xzy, yzx, zxy, 
zyx. This eliminates directional bias. For a conservative scheme exact Riemann solvers give exact 
solutions and they can deal with shocks.
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Other numerical schemes which can be used in shock capturing codes include Lagrangian 
remap methods. The L a re 3 d  code detailed in Chapters 2 and 3 is an example of this and therefore 
these schemes will not be described in this introduction.
All of these numerical techniques can be applied to the MHD equations to carry out numerical 
simulations of a wide variety of solar phenomena.
1.4 The MHD Equations and Some Theory
1.4.1 T h e M H D  E quations
The magnetohydrodynamic (MHD) equations are a combination of the equations of fluid dynam­
ics and Maxwell’s equations for electromagnetism. They aie,
• mass conservation
+  V.(pv) =  0, (1.24)
® the equation of motion
P ^ H - p ( v .V ) v = = - V P + j  X B -f  pg, (1.25)
® the adiabatic energy equation 
dP—  4- v .V P  =  - 7 PV.V, (1.26)
» the ideal gas law
P  = 2pRT, (1.27)
® Ampére’s law
j  =  i - ( V  X B), (1.28)
Mo
# the solenoidal condition
V.B =  0, (1.29)
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# Faraday’s induction law
^  =  - V  X E, (1.30)
® Ohm’s law
l j  =  E  +  v x B ,  (1.31)
(7
where p is the density, P  is the pressure, g is gravity, j  is the current density, B is the magnetic 
induction (usually the magnetic field), E  is the electric field, p.Q is the magnetic permeability 
(47t X 10“  ^Hm~^), a  is the electrical conductivity, T is the temperature, R is the gas constant 
(8.3 X lO^J K~^ kg~^) and 7  is the ratio of specific heats Cp/ou and is usually taken to be 5/3 for 
coronal plasmas.
The assumptions built into these equations are detailed in Priest (1982), Goedbloed (1983), 
Biskamp (1993). The main assumptions are;
1. The equations are single fluid equations.
2. The lengthscales are much larger than the Debye length (Ad =  [cqK T fe ^n ^  where K  
is the Boltzmann constant, T  is tlie temperature, e is the charge of an electron, ng is the 
number of electrons and eo is the permittivity of free space). This gives the assumption that 
the plasma is electiically neutral (n+ —n~ < < n)  i.e. it contains roughly the same number 
of positive and negative particles.
3. The lengthscales are larger than the ion gyro-radius (r — ( ^ 2 m K T / e ^  where m  is the 
ion mass, e is tlie ion charge, K  is the Boltzmann constant, T  is the temperature and B  is 
the magnetic field in the direction across the field) i.e. it is a collisonless plasma.
4. All velocities are much smaller than the speed of light. This allows us to neglect the dis­
placement cuiTent ^  ^  in Ampere’s law and is frequently called the MHD approximation.
5. The factor of two in the ideal gas law is for a hydrogen plasma but is used for coronal 
physics since the corona is a hydrogen plasma to a good approximation.
6 . The energy equation quoted above is an adiabatic energy equation.
These equations are used to model a wide range of solar phenomena. In this thesis they are 
used to model coronal loops. Here some applications of MHD theory are given: (i) magnetic 
reconnection, (ii) MHD shocks and (iii) instabilities. These are areas which are of interest (to 
varying degrees) in this thesis and, therefore a brief introduction is given to each of them in this 
chapter.
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1.4.2 Reconnection
The most simple description of reconnection is that magnetic field lines tear apart and reconnect 
(hence the name) creating a different magnetic topology. This process has been associated with 
many different solar phenomena including flares, CMEs, brightpoints and with the Earth’s mag­
netosphere especially during substorms in the magnetotail.
Reconnection has been studied for many years and 2D reconnection is now believed to be 
reasonably well understood but 3D reconnection is a fairly new research topic and is not yet well 
understood.
In this subsection we will describe magnetic annihilation (not strictly a reconnection mecha­
nism but worth mentioning as an introduction to general reconnection) and then two classical 2D 
reconnection mechanisms: Sweet-Parker and Petschek reconnection. Further details of these and 
many other reconnection mechanisms can be found in Priest and Forbes (2000), Biskamp (1993), 
Priest (2001), and Parnell (2000).
Magnetic Annihilation
Magnetic annihilation occurs when straight magnetic field lines in a 1 dimensional current sheet 
are brought in together and the oppositely directed field lines cancel with each other. To investigate 
this it is first necessary to introduce the induction equation. Using Ohm’s law and Ampere’s law 
in Faraday’s induction law the induction equation is obtained as,
^  =  V X (v X B) -  V X (>7V X B), (1.32)
where 77 =  l /p ^a  is the magnetic resistivity. For now the resistivity is assumed to be a constant 
giving,
^  =  V X (v X B) +  îjV^B. (1.33)
The first term on the righthand side of the equation is an advection term and the second term is a 
diffusion term. The ratio of the magnitude of these terms is the magnetic Reynolds number,
=  — , (1.34)
V
where lo is a lengthscale and vq is a velocity scale.
When Rm «  1 the induction equation reduces to a diffusion equation. Thus, if the initial
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Figui'e 1.10; Diffusion of the magnetic field.
field is given by the equation,
B — (0,Sy(x,i),0), 
where,
f Bo x > 0 ,
 ^ (  -B o  æ < 0
then it will diffuse away as shown in Figure 1.10.
(1.35)
(1.36)
Alternatively if Rm > >  1 the equation reduces to an advection equation and the magnetic 
field lines are frozen into the plasma (Alfvén’s frozen-flux theorem). As the plasma moves, it 
canies the fieldlines with it.
When both terms are included it is possible to attain a steady state where the magnetic field 
lines are carried in at the same rate as they diffuse away. This is the stagnation-point flow model 
of magnetic annihilation.
1.4 The MHD Equations and Some Theory____________________   ^
To investigate this the 2D steady-state incompressible flow equations aie used,
E +  v x B =  77Vx B, (1.37)
p(v.V)v =  - v f p + | ^ ' ) + ( B , V ) 5 ,  (1.38)
\  2,11 J f.1
V.B =  0, V.v =  0. (1.39)
A steady-state flow is applied,
% =  (1.40)
to a purely unidirectional magnetic field,
{ - ï i  X < o’
This moves the field in towards the diffusion region at the y-axis as shown in Figure 1.11. The 
field lines on the lefthand side are directed downwards and those on the righthand side are directed 
upwards. The curves are the velocity stieamlines and the velocity acts in such a direction that the 
fieldlines are brought in towaids the diffusion region. The magnetic field then annihilates in this 
region,
Sweet-Parker Reconnection
This is one of the classical reconnection mechanisms. It consists of a diffusion region of length 
2L and width 21 (L »  I), with oppositely directed magnetic fields above and below it as shown 
in Figure 1.12, An order of magnitude ai'gument is then used to calculate the reconnection rate, 
Mi. Subscript i denotes inflow values and subscript o denotes outflow values.
To reach a steady state situation, as mentioned for magnetic annihilation, the plasma must 
bring the fieldlines into the diffusion region at the same rate at which they diffuse. Thus, the 
velocity of the plasma must be,
Vi = (1.42)
Then from conservation of mass the rate at which mass is entering the sheet (mass x velocity = 
ApLvi) must be equal to the mass that is leaving (4:plVo) which gives,
Lvi — Ivo, (1.43)
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Figure 1.11: Stagnation-point flow magnetic annihilation. The vertical lines are the magnetic 
fieldlines and the curved lines are the velocity streamlines which are directed such that the plasma 
moves the fieldlines in towards the diffusion region (light grey).
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Figure 1.12: Sweet-Parker diffusion region with oppositely directed magnetic fields above and 
below.
where Vo is the outflow speed.
Eliminating I from (1.42) and (1.43) gives,
2vt = jVo. (1.44)
From Ohm's law, the magnetic flux entering the sheet must be equal to the magnetic flux 
leaving the sheet so.
V{Bi — UqBo,
where Bi and Vi are the inflow and outflow magnetic fields respectively. 
The current in the sheet can be calculated from Ampere’s law to give,
Bi
Jz =
and the solenoidal condition gives, 
Bi Bo
~ L ~  I '
(1.45)
(1.46)
(1.47)
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Now consider the x-component of the equation of motion, 
dP
p{y-y)vx = P jzBy< (1.48)
The pressure gradient can be neglected and substitutions made for jz  and By.  This gives,
which gives,
v^ = Æl = ^2 .^  (1.50)
fj-op
where vaî is the inflow Alfvén speed and p is the density.
Now re-consider the equation,
'yf =  ^^0- (1.51)
In dimensionless form this becomes.
M i =  (1.52)
where Rmi =  L vax/'P is the magnetic Reynolds number based on the inflow Alfvén speed and 
Mi ~  Vi/vAi is the dimensionless reconnection rate. Using % =  vai from (1.50) this gives,
=  v h -
The sheet length is usually assumed to be the global lengthscale and Rmi is therefore just the 
global magnetic Reynolds number Rm giving,
In the corona Rm is thought to be approximately 10^  ^ giving a value for Mi of 10“® (Parnell, 
2000). This is therefore too slow to explain solai* flaies. Sweet-Parker reconnection is known as a 
slow reconnection mechanism because of this. Another reconnection method is therefore required 
to give a faster reconnection rate.
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Petschek Reconnection
Petschek reconnection is a fast reconnection mechanism. It consists of a Sweet-Parker diffusion 
region as before but, as well as including the immediate field close to the region, it also includes 
the external field. Petschek had realised that slow magnetoacoustic shocks caused by the diffusion 
region would also convert the magnetic energy into heat and kinetic energy. The general idea 
of Petschek’s mechanism is illustrated in Figure 1.13. Since the analysis of this reconnection 
mechanism is quite complicated and is not entirely rigorous, here the results will be discussed 
without the detailed analysis.
The scalings,
L  1
RmoMp (1.55)
are obtained. Lg is the external lengthscale, Rme is the external (global) Reynolds number and 
Me is the external reconnection rate. The diffusion region has length 2L and width 21. These scal­
ings imply that as the magnetic Reynolds number or the reconnection rate increase the diffusion 
region will shrink. Petschek suggested that a lower limit will be put on this when Bi becomes too 
small thus a maximum reconnection rate (given by assuming Bi =  |-Bg) can be calculated. This 
reconnection rate is.
M! 7T8 log Rr
(1.56)
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Thus a typical rate would be M* «0 .01  which is fast enough to explain solar flares.
1.4.3 M H D  Shocks
A more detailed discussion discussion of shocks can be found in Kantrowitz and Petschek (1966), 
Jeffrey and Taniuti (1964) and Siscoe (1983).
Jump conditions
Consider a shock as shown in Figure 1.14. The jump conditions across a shock, in a frame of 
reference moving with the shock, are (e.g. Priest, 1982):
» From mass continuity,
P2'^2x  —
From the momentum equation,
B2xB2y
P2'^2x'^2y — Pl'^lx'^ly ;p, p
From the energy equation,
1 „ „.2
(1.57)
(1.58)
(1.59)
'111 u i v V p /iiv ig j w y [u u v7i i
~  +  \p2v l + ^  %  =
+  \p ^ v l  +  (1.60)
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where e is the internal energy.
» From the solenoidal condition,
B2x =  B ix ,  (1.61)
# From the induction equation,
V2xB2y "^2yB2x ~  '^ lxB \y  V \yB \y-  (1.62)
Rarefaction Waves
Rarefaction waves do not form shocks. The gradients become less steep as time progresses.
Fast and Slow shocks
Compression waves can steepen to form shocks. These can be separ ated into fast and slow shocks 
depending on the speed of propagation. For the fast shock this speed is faster than the intermediate 
speed and for the slow shock it is slower. The magnetic field behind the shock must lie in the plane 
defined by the magnetic field ahead of the shock and the wave normal.
Intermediate shocks
Intermediate shocks are non-compressive and non-dissipative. They do not change the magnitude 
of the flow or magnetic field across the shock they simply change its direction.
Contact Discontinuity
If there is no flow across a discontinuity then only the density can change (and hence the temper­
ature, due to the gas law). This is a contact discontinuity.
Tangential discontinuity
If there is no flow across a discontinuity and no field penetration then if the pressure changes the 
tangential component of the magnetic field must change to maintain pressure balance. This is 
known as a tangential discontinuity.
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1.4.4 Instab ilities
Instabilities aie described in more detail in Bateman (1978), Hopfcraft (1995) and Sturrock (1994). 
MHS equations
An equilibrium can be expressed by the magnetostatic equations, ie the MHD equations with no 
time dependence and with velocity set to zero. This gives,
jo X Bo -  Vpo =  0, (1.63)
V X Bo =  ^ojo, (1.64)
V.Bo =  0 . (1.65)
To investigate instabilities we need to perturb the equilibrium and find whether or not the 
perturbation grows. The first step is to linearise the ideal MHD equations. This is done by setting.
M — Po +  Pie, (1.66)
p =  Po + P ie , (1.67)
B  =  Bo +  B ie, (1.68)
V =  0 + Vie, (1.69)
j =  Jo +  jie. (1.70)
Here the values with a subscript zero are the equilibrium values and those with subscript 1 are 
the perturbed quantities, e is a very small quantity. Terms of order are then neglected and this 
gives the linearised equations. These can then be manipulated and substituted into the momentum 
balance equation to obtain,
W g ^  =  F ({), (1.71)
where,
F(() =  V(7pV.f+6Vp) + — [ V x V x ( ( x B ) x B  + ( V x B ) x ( V x ( ( x  B))]-V.(K)g,
Mo
(1.72)
and ^ is the Lagrangian displacement from the equilibrium.
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1.4.5 S tab ility  A nalysis
There are two main methods for investigating the stability of equilibria in MHD. These are the 
normal mode method and the energy method.
The Normal Mode Method
Here we set,
e(æ,i) =  ?(æ)e“ ‘, (1.73)
and obtain the dispersion relation given by,
=  H O -  (1.74)
Then if > 0 for all possible modes we have oscillations about the equilibrium so the system is 
stable. However ifw^ < 0 for one possible mode then we have exponential growth and the system 
is unstable.
The Energy Method
Here we consider the change in potential energy ôw due to the perturbation. This is given by,
Sw = - l f  (1.75)
where F{^) is defined as before and the integration is over the whole volume.
Then if 5w is positive for all physical choices of ^ the plasma is stable but if Ôw is negative 
for any such choice of ^  then the plasma is unstable.
These two methods can be used to investigate various instabilities. We will now give a brief 
(non-mathematical) description of some instabilities.
Rayleigh-Taylor Instabilities
Consider two plasma as shown in Figure 1.15. The plasma of density pi lies on top of the plasma 
of density p2 > At present we do not consider magnetic fields. We perturb the interface between 
the two plasma. If the plasma on top is the lighter (pi < pg) then it will remain on top and so the
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Figure 1.15: Rayleigh-Taylor Instability
Figure 1.16: Sausage Mode
system is stable. However if the plasma on top is the heavier of the two (pi > pg) then it will try 
to change places with the lower plasma. The system is unstable to the Rayleigh-Taylor instability.
If we include the magnetic field, it may act to stabilise the system. If the field lies in the plane 
then magnetic tension will have a stabilising effect. However, if the field is normal to the plane 
then the field lines will be displaced without any bending and the field will not be able to help 
stabilise the plasma.
111=0 Sausage Mode
This can be visualised as shown in Figure 1.16. The magnetic field lines are closer together in 
the region where the loop is being “squeezed”. The plasma in that part of the loop is forced out 
into the other regions of the loop leaving less plasma in the contracted region. There is, therefore, 
less gas pressure to counteract the contraction. Thus the contraction increases and the plasma is 
unstable to the sausage mode instability.
m = l Kink Mode
This instability can be visualised as shown in Figure 1.17. Here the field lines are closer together 
at the points mai'ked A and farther apart at the points marked B. This causes an increase in the 
magnetic pressure at A which increases the instability.
1.4 The MHD Equations and Some Theory 28
B
Figure 1.17; Kink Mode
Various factors can have a stabilising effect on this instability. If the magnetic field has a 
component along the loop this may help stabilise the plasma. Also if the footpoints of the loop 
go down into the dense photosphere this may have a stabilising effect. The high density of the 
photosphere means that disturbances in the corona cannot propagate in the photosphere so they 
are reflected from the photospheric surface. This is referred to as line-tying and can stabilise the 
instability.
The kink instability has been studied for many years in plasma physics as it can cause insta­
bilities in, for example, tokamaks. Tokamaks are toroidal plasma confinement devices.
Kiuskal and Schwarschild (1954) and Shafranov (1956) studied the stability of the external 
kink mode (a kink mode in which the k.B  — 0 mode rational surface lies in tlie vacuum region). 
They found that the external kink mode can be stabilised if tlie criterion,
Qa > 1 (1.76)
is satisfied where, qa is the safety factor, q ~  =  J ,  at the minor radius of the plasma, a.
Newcomb (1960) carried out an energy principle analysis of the screw pinch tokamak. He 
determined the minimising Euler-Lagrange equation and hence was able to derive necessary and 
sufficient conditions for the stability of internal modes, such as the internal kink mode.
Further details of the kink instability in Tokamaks can be found in Wesson (1987) and in 
Freidberg (1987)
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Figure 1,18: Tearing Mode
Raadu (1972) and Hood and Priest (1979) investigated the kink instability in coronal loops. 
They used Bernstein et al’s (1958) energy principle and following the form of analysis used by 
Newcomb (1960) found a minimising Euler-Lagrange equation. They showed that line-tying has 
a stabilising effect on the instability (tokamaks are usually modelled as cylinders with periodic 
boundaiy conditions). This allowed more twist in the loop than in the case of a tokamak before 
the kink instability is triggered.
Tearing Mode
To investigate resistive instabilities, resistivity is included in the induction equation and the equa­
tions are linearised as before. There are three main types of resistive instability. These are the 
gravity mode, the rippling mode and the tearing mode. Since it is the most applicable to the solar 
corona only the tearing mode will be discussed here.
At a resonant surface ideal MHD brealcs down and resistivity dominates. The magnetic field 
can diffuse veiy quickly breaking the “frozen-flux” assumption. The field lines can then tear apart 
(hence the name of the instability) and reconnect in a different magnetic topology as shown in 
Figure 1.18.
1.5 Summary
As can be seen from this introduction the Sun is a very complex object about which many questions 
remain unanswered. The MHD equations can be used to model a wide variety of solar phenomena 
to help us understand them better. In this thesis the results of numerical simulations are presented. 
These simulations were carried out using a code which solves the 3D MHD equations and which is 
described in detail in Chapters 2 and 3. In Chapters 4 and 5 the non-lineai" and resistive evolution 
of the kink instability in coronal loops is investigated as a possible explanation of compact loop 
flares. In Chapter 6  we present some preliminary results of the modelling of a set of observations 
of rotating sunspots and their overlying system of loops. In Chapter 7 the conclusions from the 
work presented in Chapters 2-6 are discussed along with plans for the future extension of this
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work.
Chapter 2
3D Ideal MHD - The L areS d  Code
"Things involving the computer fill me with a childlike terror’
Giles, I robot, you Jane
Episode 8 , Season 1, Buffy the Vampire Slayer
2.1 Introduction
In this thesis results from numerical simulations are presented and discussed. These simulations 
are carried out using a 3D MHD shock-capturing code - the LareSd code (Arber et al, 2001). 
The next chapter extends this code to solve the resistive MHD equations but this chapter describes 
only the ideal version of the code.
LareSd is a Lagrangian remap code. In an Eulerian code the numerical grid is fixed and the 
plasma flows through it. In a Lagrangian code the numerical grid flows with the plasma. This 
allows higher resolution in areas of interest but can cause problems. For instance, if the plasma 
is rotating or shocks form, the grid may fold up on itself leading to numerical instabilities. A 
Lagrangian remap code takes a Lagrangian step but then remaps all the vaiiables back onto the 
original Eulerian grid retaining the important information while doing so. The LareSd code uses 
Van Leer gradient limiters in the remap step ensuring that this step is monotonicity preserving and 
able to describe steep gradients without producing spurious numerical oscillations, Gibb’s over­
shoot. The LareSd code is written in High Performance Fortran and consists of several modules 
containing subroutines. There is a choice of boundaiy conditions, calculated using ghostcells: pe­
riodic, open and line-tied. The line-tied boundaiy conditions are of most interest for the study of 
coronal loops since they model the effect of the dense photosphere into which the loop’s footpoints
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ghostcell
xb, xb- xb.
ghostceli 
xb.
x c , xc x c , xc
X = -Lx/2
=^nx+l 
x=Lx/2
dxb .
dxc :
Figure 2.1: The grid in the x-direction for LareSd
cell centres: energy, density, (pressure) 
face centres: magnetic field com ponents 
cell com er (i+ l/2 ,j+ lA 2, k+1/2): vx, vy.vz
Figure 2.2: A typical cell for L areS d
aie embedded. There is also a choice of initial equilibria, many of which aie useful for testing the 
code. The Gold-Hoyle equilibrium and other equilibria for coronal loop simulations have been 
added to these. The evolution of the kink instability in coronal loops with the Gold-Hoyle equilib­
rium as the initial configuration has been studied in the past (Hood and Priest, 1979, 1981, Mikic 
et al, 1990, Baty and Heyvaerts, 1996). Therefore, the stability results for this equilibrium aie 
well known and can be used to test the code.
The grid in the x-direction is defined as in Figure 2.1 with the grid in the y and z directions 
similarly defined, xhi is the position of the cell boundaiy and xci is the position of the cell centre. 
The numerical cells form cubes with the density, energy and pressure given at the cell centres, the 
magnetic field components at the cell faces and the velocity components at the vertices given by 
(î +  i  + A: +  5 ) as shown in Figure 2.2. This staggered grid prevents chequerboard instability 
and, as will be explained later, allows conservation of energy in the Lagrangian step.
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2.2 Equations
Consider the ideal MHD equations in the dimensionless form (the non-dimensionalisation is ex­
plained in the next chapter where the resistive form of the equations is used),
^  =  -V .(pv ), (2.1)
& / 9v) =  -V .(pvv) +  (V X B) X B -  VP, (2.2)
^  =  V X (v X B), (2.3)
=  -V .(pev) -  PV .v , (2.4)
with specific energy density.
In Lagrangian form this system becomes,
^  =  -p V .v , (2 .6 )
g  = _ivP+l(VxB)xB, (2.7)
: ^  =  (B .V )v -B (V .v ) , (2 .8 )
De P „
D i =  - 7 "^"
2.3 Lagrangian Step
2.3 .1  E u ler's E quations
The Lagrangian step is a simple predictor-conector scheme. Predicted values are found from an 
Euler step with timestep dt/2. Then conservation of mass in Lagrangian control volumes is used 
to simplify the time centred Lagrangian source terms by evaluating derivatives on the original 
Eulerian grid. The end result is a second order scheme, both in time and space, which is fully 
three dimensional and does not use conservative form. There aie two complications in this step, 
the update of the magnetic field and ai tificial viscosity.
2.3 Lagrangian Step___________________________________________________________M
For now neglect the magnetic field and consider the Lagrangian step for Euler’s equations. 
The Lagrangian step for the magnetic field components will be discussed later. A ID version of 
the code using mass co-ordinates in the Lagrangian step is used to illustrate the basic idea and 
then these ideas are extended to the 3D Euler equations.
ID Euler's Equations
In the Lagrangian step a grid is defined such that it will move with the plasma. To do this in ID 
the code uses mass co-ordinates. These are defined by,
— pdx^ (2 .1 0 )
I.e.
^{x) = f  p{x')dx' (2 .1 1 )
J a
where a < æ. ^ is the mass of the plasma between a and x.
These co-ordinates make use of the fact that mass is a conserved quantity.
To demonstrate how the mass co-ordinates are used, consider Euler’s equations for fluids in
ID,
I =  (2.12)
P  =  e(7 - l ) p .  (2.15)
To express tliese equations in terms of mass co-ordinates use the chain rule to obtain.
and,
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where -^Ç) =  ^ 0  +  ^ ^ 0 -  The code then uses the predictor-corrector method which can be 
coded up in the usual way using ^ as the co-ordinate instead of x. The density can be found using 
mass conservation,
P i d x b i  =  p i + i d x b i + i ,  (2.19)
where the distance between cell boundaries is given by,
dxbi  =  xbi — x b i - i .  (2.20)
Thus the mass co-ordinates only need to be used to calculate the velocity and energy, then the 
pressure can be found from the other variables. This then gives the variables defined on a grid 
which moves with the fluid. The disadvantage of these mass co-ordinates is that they have no 
extension to 3D. However, the 3D code still builds mass conservation in control volumes and, as 
will be explained later, is energy conserving for Euler’s equations.
3D Euler's Equations
The fluid variables, p, e, and v need to be calculated in 3D. A plasma element is initially at a point 
X  =  (X i,% 2 , Xs) and moves to a point x  =  (æi, ^2 ,^ 3 ). This new point x  is a function of the 
old position X  and of time. This implies that the change in element length is given by,
/?'7* ’
(2.21)
O'Aqi
with summation convention on a. Then we have that,
p =  ^ ,  (2 ,2 2 )
where A is the determinant of the Jacobian transformation matiix,
5(æi,æ2,æ3)A
a(X i,X 2,X 3)
dxi dX2 Ô.-C3
d X i d X i 0 X1
dxi dX2 dxs
dX2 dX2 0 X2dxi dx2 0X3
d X s 6 X3 0 X3
For detailed explanation of this see Moffat (1978) or Craig and Sneyd (1986). In the Lare3d 
code,
A =  1 -t- (V .v )a . (2.23)
This is easier to visualise in 2D. Begin with a rectangular cell which is evolved in time as shown 
in Figure 2.3. If all the terms on the leading diagonal of the matrix were used the new area would
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Figure 2.3: The Lagrangian step - the solid lines aie the original cell and the dotted lines the cell 
after the Lagrangian step. The shaded area is the area neglected by taking A =  1 +  {V.v)dt.
be given by {x +  6x) x { y  + Ôy). However, using A =  1 +  (V.v)dt effectively ignores the shaded 
region of area ôx x ôy.
To show that setting A =  1 +  (V.v)di still allows the scheme to be of second order consider 
the change of position,
x  =  X
ndt
+ /  v{xi, X2,XS, t)dt.
Jo
(2.24)
Taking a Taylor series for v  about the original position X gives (for the x co-ordinate with the y 
and z co-ordinates similarly defined),
dt.
(2.25)
Aæi is then found from.
p a t
Aæi =  æ i —X i =  / Vx{xi,X2^xs,t)dt
Jo
=  ^  0 ) +  ^  dt, (2.26)
with A x 2  and Axs  similarly defined.This then gives,
V I , dvx dt^ dvx dt^ dvx dt^X , = X , +  V^dt +  +  ^ ^ V y —  + + 0{dt^). (2.27)
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Thus,
dx\
dxi dvx 
%  "  %  
and so on.
dt +  0{dt^),
(2.28)
(2.29)
Thus, the Jacobian matrix can be expanded with each term accurate to second order.
^ d i  1 +  § ^ d t
This gives,
+(ft+ë +Ê) *+
A =  1 +  (V.v)dt +  O(df^),
(2.30)
(2.31)
and so A =  1 -f {V.v)dt is second order accurate and p — po/A  is used in preference to a finite 
difference representation of mass conservation. Relating density changes to volume changes and 
using those volume changes consistently elsewhere in the code also guarantees exact conservation 
of mass.
This is second order except at shocks and shear layers. At shocks the remap reduces the code 
to first order, since by Godunov’s theorem a code has to reduce to first order to correctly and 
accurately resolve shocks. Similarly the code will reduce to first order at strong shears.
As well as the mass being conserved L areS d  also conserves energy. Appendix A contains 
the calculations which show that energy is conserved to machine precision by taking,
= change in volume =  dt dx dy dz V.v 
with V.v on the original grid given by.
(2.32)
T7 -  vxbi^ij^k) . {vybij^k -  vybij.^i,k) . {vzbij^k ~  vzbij^^^i)
V  -V  — ----------------------   1-----------------------   1-----------------------    [^Z .0 3 )dx dy dz
where the velocity in the x direction at the boundary of cell (ij,k) is given by.
n + , n+i n+i n+4 n+è
vxbi,j,k =  [vx . j_ ^  d y v ^ J  + ^ \ A ,k d V ' > i ,A .k < i ^ ' " i J - i , k +
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‘‘y^" j- l ,k - l  /4dydz ,  (2.34)
with vyhi^j^k and vzbij^k similarly defined, where the superscript (n +  J) denotes predictor-step 
values, and dxv, dyv and dzv are dx, dy and dz through the vertex .
It can be shown that for this approach to guarantee that energy is conserved the grid must be 
staggered; density, energy (and pressure) defined at the cell centre and velocity defined at the cell 
vertex. However, the grid may be either uniform or non-uniform allowing the grid to be stretched 
to obtain better resolution. For instance, in the case of the coronal loop simulations the grid is 
stretched to give better resolution at the loop structure with fewer grid points in the outer potential 
field.
2.3 .2  M agn etic  F ie ld  C alcu lations
In ideal MHD Alfvén’s theorem applies. Thus, the magnetic field components can be calculated 
from conservation of magnetic flux in the same way as density can be calculated from mass con­
servation. All we need at the end of the Lagrangian step is the magnetic flux through the control 
volume faces. When 77 =  0 this is simply the flux at the start of the Lagrangian step and is trivially 
found by multiplying the B field components by the area of the appropriate Eulerian cell face. 
The corrector step update of the force equation (2.2) does require the time centered magnetic field 
force (V X B) X B — — VJ5^/2 -f- (B.V)B. Here it is desirable to have the magnetic pressure, 
defined at the same place as the thermal pressure, P . This is easily achieved by integrating,
: ^  =  (B .V )v -B (V .v ) , (2.35)
over the cell volume to give,
J  Bidr = J  ViB.ds. (2.36)
The details of the full calculations can be found in Appendix B. This updates the control volume 
centred B field from the cell faced magnetic fluxes. Thus in the Lagrangian phase B"' is face 
centred, is volume centred and is not needed at all.
2 .3 .3  A rtificial V iscosity
As discussed by Caramana et al (1998) the artificial viscosity must satisfy the following criteria:
1. It must be dissipative.
2. It must vary continuously, going to zero as compression goes to zero and remaining zero for
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expansion (to satisfy (1)).
3. It should be zero for uniform conti action or rigid rotation.
Where these criteria are satisfied the artificial viscosity is switched on only for compression 
associated with shocks. At all other times it will remain zero.
Artificial viscosity is usually written in the form of a linear viscosity term added to a quadratic 
term. The original form of the artificial viscosity, suggested by Von Neumann and Richtmyer 
(1950) was a quadratic term. This term deals with strong shocks but produces unphysical oscilla­
tions. Landshoff (1955) proposed a linear term, better able to deal with weak shocks, which could 
be added to the Von Neumann term, making use of the advantages of each term. Therefore, the 
artificial viscosity may be written as,
q = cipCs I ÔV I -\‘C2 p{ôvŸ, (2.37)
where Cg is the sound speed, p is the density of a cell across which the velocity changes by 5v and 
Cl and C2 are constants which control the amount of artificial viscosity. By experimenting with 
the values of these constants it is possible to achieve a good balance between diffusing the shock 
enough without causing too much diffusion over smooth regions of the solution.
The artificial viscosity in L areS d  follows that suggested by Wilkins (1980). This is a scalar 
viscosity of the form,
q =  cipcfL I S  I (2.38)
where cy is the local fast mode speed, L  is the grid length, p is the density and S  is the strain rate 
measured in the direction of the acceleration. The values of ci and C2 are taken to be 0.1 and 1.0 
respectively. This form of viscosity increases the heating and does not apply viscosity tangential 
to a shock front. It controls any spurious oscillations produced by the Lagrangian step by diffusing 
them. This combined with the gradient limiters in the remap step prevents spurious oscillations 
from forming near- a shock front.
2.4 Remap Step
2.4.1 R em ap o f  the F lu id  V ariables
At the end of the Lagrangian step all the variables have been updated on a grid which has moved 
with the plasma. These variables now need to be remapped back onto the original Eulerian grid. 
To illustrate this process consider the density and energy in ID, since this is easier to visualise.
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V 6 1
dM,
dxb.
dxb.
Figure 2.4: Density Remap - showing the Lagiangian cell with the original Eulerian cell superim­
posed. The shaded area gives the value which we want to calculate, dMi.
Each variable is assumed to be piecewise linear.
Density Remap
The density is calculated throughout the code using mass conservation. At the end of the La­
grangian step the grid has evolved and the density is defined on the new grid. It then needs to 
be remapped back onto the Eulerian grid and therefore the total mass left in the original Eulerian 
cell is required. This is calculated by finding the amount of mass which has left the cell and the 
amount of mass which has entered the cell i.e. the mass, dMi, in the shaded region in Figure 2.4 
is required.
mass left in cell i = original mass in i - dMi +
Let,
total mass in Eulerian cell at start = pidxhu
and,
total mass in Lagrangian cell after 5t — p'idxh\.
Conservation of mass then implies,
Pidxhi — Pidxb'i. (2.39)
dMi is then calculated as follows. The first step is to find the density at the centre of the shaded 
region.
P c -  Pi -^0 M (2.40)
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By geometry
S =  ~^dxbi — -  \ Vi \ 6t, (2.41)
where üj is the velocity of the boundary but in 3D needs to be replaced by the face centred velocity. 
With D = ^  and rj = the density can be written as,
Pc = p'i-\— ^ D ( l  — ?;). (2.42)
The calculation of D will be discussed later.
Thus,
dMi = rp i +  ^ £ > ( 1  -  1?)) m ,  (2.43)
and,
p^^^dxbi — Pidxb'i -  dMi +  dM{-i (2.44)
where,
dMi = mass moved out to the right 
dM i-i  = mass moved in from the left.
Hence the density remap is given by,
pf^^ ~  P i ^3,5 . {dMi-i — dMi) (2.45)
Specific Energy Density Remap
The major difference between the energy remap and the density remap is that mass co-ordinates 
are used rather than Lagrangian co-ordinates. Instead of having the overlap distance being given 
by Viôt, as in the density remap, the overlap can be calculated in mass co-ordinates. This overlap
is given by dMi which is useful since it has already been calculated. Thus, assuming that V{ > 0,
the energy, de*, in the shaded region in Figure 2.5 can be calculated, 
energy left in i = original energy in i - de* + d^_i.
In the diagram 2.5,
d^ =  pidxbi — p'idxb'i. (2.46)
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dMi
dxh
Figure 2.5: Specific Energy Density Remap - showing the Lagiangian cell with the original Eule­
rian cell superimposed. The shaded area is the value we want to calculate, de*
Now,
€c — €* +
where ^ is the mass co-ordinate. 
By geometry.
, d^ dMi
(2.47)
(2.48)
Which gives,
_  . (d 4  dMi
+  ^  V Y “ “ T
and thus,
(2.49)
dMi. (2.50)
Now, from (2,43) this can be re-written as.
(2.51)
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From the definition of
-  dxbipi^  =  dxbi^ , (2.52)
where ^  is the gradient of e on the original grid.
This gives,
dei = (e 'i + ~ d x b ~  (  1 -  dMi. (2.53)
2  dx \  p'idxb'- 
Finally the specific energy density remap is,
= e'idxbiPi +  . ^n+i • (2.54)dxbip-
Extension to 3D
The remap of the velocity is similai- to that of the energy except that the velocity is defined at 
a vertex rather than a cell centre and, therefore, has a different control volume. However the 
same basic procedure can be followed. The velocity remap conserves momentum and the kinetic 
energy remap then enforces energy conservation, see Appendix C for details, and the pressure can 
be calculated from the other variables as before. The calculation of the gradient in each remap is 
carried out using Van Leer gradient limiters which will be discussed in Section 2.4.3.
These remap techniques are extended to 3D using Strang Dimensional splitting (Strang 1968). 
The remap is carried out in each direction separately and then every possible permutation of order 
is taken (ie the remap is carried out first in the x direction then y then z, xzy, yxz yzx, zxy, zyx). 
This eliminates any directional bias in the remap step.
2.4 .2  R em ap o f  M agn etic  F ield
The magnetic field remap is carried out on the magnetic fluxes, (f)x =  (f>y =  Byüy and
(j)^  = Bzttz. At the end of the remap the magnetic field components ar e obtained by dividing the 
fluxes by the surface areas. This is straightforward since it is canied out on the Eulerian grid.
The flux remap makes use of Evans and Hawley constrained transport (Evans and Hawley, 
1988). This guarantees that f  B .ds =  constant over the cell surface. Thus if initially /  B .ds is 
zero then it is maintained as zero throughout the calculation. This guarantees that V.B =  0 to 
machine precision.
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Figure 2.6: Cell with a magnetic flux tube passing through it (LHS) and after it has evolved in 
time (RHS).
4>y.i+l,j
Figure 2.7: The cell with the magnetic fluxes
The way in which the Evans and Hawley constrained transport works is easier to visualise in 
2D. Consider a numerical cell with an isolated flux tube passing through it as shown in the left 
hand side of Figure 2.6. As time evolves the plasma will flow through the cell taking the flux tube 
with it so that it may, for instance, evolve to a new position as shown in the right hand side of 
Figure 2.6. The flux now passes through different boundaries.
A typical cell for the code is shown in Figure 2.7 using fluxes <f)y = Bydx.
Then for F  — B y ij dt
(2.55)
and.
^yï+i,j -  ^Vi+id +
Since the flux now goes through a different boundary.
(2.56)
(2.57)
and,
^^7+1,j — (2.58)
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---------- 1-------X--------- 1------^--------- 1------ -^-------- 1------- S-------- 1---
i-1 ‘ i+1 i+2
Figure 2.8: Piecewise Continuous General Variable, f
are also required. This then guarantees that if V.B =  0 initially then it will remain zero for all 
time.
2.4 .3  Van L eer G rad ien t L im iters
In the explanation of the remap step in sections 2.4.1 and 2.4.2 the gradients, D and are left 
unknown.
To calculate these gradients the code uses Van Leer gradient limiters (Van Leer, 1979). Con­
sider a general variable /  which is piecewise linear as shown in Figure 2.8. Then | |=  | ^  |
can be found using Fromm’s 3rd order upwind method, i.e. if the fluid moves from left to right 
{vi > 0 ), use the information to the left of the cell and if the fluid moves from right to left, use the 
information to the right of the cell. A 3rd order method is used, as suggested by Youngs (1982), 
because the 1st order method contains too much diffusion and the 3rd order method is no more 
computationally expensive than the 2nd order method. Thus,
and,
I D I H ^  1= (2-»?) I / h i - / i l  +  ( l ; ^ | / H 2 - / m i  ^ < 0. (2.60)
dx 3 dxci 3 dxci-\-i
Now the gradient must be constrained so that it obeys a monotonicity condition as explained 
by Van Leer (1979). It is required to ensure that the value of fi  extrapolated at the boundaries of 
cell i is less than the value /i+ i (the value in the next cell), and greater than f i - i  ( the value in the 
previous cell) for the velocity of the boundary, üj > 0. This prevents overshoot. This gives,
fi 4 l ^ ^ i  < /i+l> (2.61)
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le
fi+1
i+1
sign(£^.,-fi ) = sign (f. -fj.j ) sign(fi^.i"fi )5?sign(fj -f )
Figure 2.9; Choice of S - for the LHS scenario S = 1, for the RHS scenario S = 0.
dxbiDi < 2{fi+i -  fi),
and,
(2.62)
(2.63)
le
dxbiDi < 2{fi -  f i - i ) ,  
for W > 0 .
I jDi I is chosen such that it always obeys these two constraints by taking, 
, df
dx M A X (\ D i\ dxbi, 2 \ f i + i - f i \ ,  2 |/^  - /i_ i |).
(2.64)
(2.65)
It is then necessary to establish whether ^  is positive, negative or zero. This is done by 
setting.
dx
where.
dx (2.66)
s = sign{fi+i -  fi) sign{fi+i -  fi) = sign{fi -  f i - i ) ,  
0  otherwise.
(2.67)
The effect of this is best illustrated by diagram (see Figure 2.9).
Thus, the overall effect of the Van Leer gradient limiters is to maintain monotonicity and with 
the artificial viscosity to diffuse spurious oscillations.
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2.5 Summary
The Lagrangian step applies the predictor-coiTector method to the ideal MHD equations on a grid 
which moves with the fluid. It makes use of the fact that mass is a conserved quantity and it 
conserves energy. It also introduces artificial viscosity in a way which allows it to be switched on 
only near shocks. The step is fully 3D, it does not use Strang splitting. The Lagrangian step is 
second order accurate and therefore works well except near shocks. In the vicinity of shocks the 
remap step reduces the code to first order and this, with the artificial viscosity, gives the code the 
ability to resolve shocks correctly and accurately.
In the remap step the code takes the updated variables and remaps them from the Lagrangian 
grid back onto the original Eulerian grid. The magnetic field remap is carried out on the mag­
netic fluxes using Evans and Hawley constrained transport. The Evans and Hawley constrained 
transport guarantees that the solenoidal condition is satisfied to machine precision, there are no 
magnetic monopoles. At the half timestep the magnetic flux calculations are not carried out using 
the constrained transport but, since the force balance is not coded up as a conservative scheme this 
does not make a significant difference.
The remap techniques are extended from ID to 3D by the use of Strang splitting.
A detailed description of the finite difference equations for one time step of the code is given 
in Appendix F.
L areB d was written with the specific aim of modelling solar coronal phenomena. To do this 
it is required to handle shocks, to allow for the inclusion of non-hyperbolic physics (such as re­
sistivity) and to accurately find local temperatures. It should be noted that many shock capturing 
codes already exist but the majority of these are Riemann solver codes. Such codes solve con­
servative equations using the chaiacteristics of the equations (Toro, 1997, LeVeque, 1992). One 
problem for Riemann solvers is related to the conservative nature of such codes. They solve for 
total energy since this allows them to conserve energy to machine precision. However the pressure 
must then be found by subtracting the magnetic energy and kinetic energy from the total energy. 
For a low plasma /5 (eg 10~^) this means that a 0.1% error in the magnetic field leads to a 200% 
error in the temperature. In contrast, since L areS d  was written with a low /5 plasma in mind and 
is not in conservative form it allows for an accurate prediction for the temperature.
This ideal version of the code can be used to study the non-linear evolution of the kink in­
stability in coronal loops. In addition, the code has been extended to solve the resistive MHD 
equations, which will be described in the next chapter. Thus it is possible to use L areS d  to study 
the non-linear and resistive evolution of the kink instability in coronal loops using a number of 
initial equilibria. Furthermore L areS d  can be used to cany out simulations of the evolution of
2.5 Summary 48
coronal loops and to model coronal phenomena associated with loops.
Chapter 3
3D Resistive MHD - Extending the 
L areS d  Code
'T in not ashamed. Its the computer age. Nerds are in. They’re still in, right?’ 
Willow, Prophecy girl
Episode 12, Season 1, Buffy the Vampire Slayer
3.1 Introduction
As was mentioned in the previous chapter the L areB d code may be used to study the non-linear 
evolution of instabilities in coronal loops. It has been suggested by previous work (Lionello et al, 
1998, Arber et al, 1999, Baty, 2000a,b) that during the non-linear evolution of the kink instability 
current sheets form and if the plasma is resistive reconnection takes place. Tlierefore, it is neces­
sary to follow the resistive evolution of the instability. In order to do this L areB d is extended to 
resistive MHD.
For resistive MHD a new module is added which contains subroutines to include the resistive 
effects. In these subroutines the current components, the resistivity and hence the diffusion and 
ohmic heating terms ai'e calculated. These aie included in the magnetic field component and en­
ergy calculations respectively. The cuiTent components j-c, jy,  and jz  are defined in the numerical 
cell as shown in Figure 3.1. This positioning allows for less averaging in the diffusion calculations 
and therefore reduces the eiTor involved.
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Figure 3.1: A cell for L areB d showing the current components
3.2 Equations
LareB d is extended to solve the resistive MHD equations,
f t  =
A (pv) =  -V .(pvv ) +  — (V X B) X B -  VP, at fiQ
^  =  V x ( v x B ) - V xot \  flQ
È.
dt (pe) =  -V.(/?ev) -  PV .v  +  rjj^,
with specific energy density, 
P
e — (7 -  l)p '
(3.1)
(3.2)
(3.3)
(3.4)
(3.5)
B is the magnetic field, j  =  (V xB )/po  is the current density, v  is the velocity, P  is the thermal 
pressure, e is the specific energy density ( 7  =  5/3), p is the mass density, 77 is the resistivity, and 
Po =  47t X 10“ ^Hm~^ is the magnetic permeability. The effects of thermal conduction, radiation 
and heating, apait from ohmic heating, aie ignored. Viscosity is also ignored although the code 
does contain artificial viscosity as explained in the previous chapter. Also since the scale height 
in the corona is relatively lai'ge (approximately lOOMm) compared to the height of the loops 
(10 — 50Mm) the effect of gravity is neglected. It can be seen that these are the ideal MHD 
equations with a diffusion term in the induction equation and an ohmic heating term in the energy 
equation.
These can be made dimensionless by setting, 
r  — > r*r, B — y P*B, v  — y t;^v,
P  — } P*P, ( — > P f, p p*p, 77 —  
where a tilde denotes a dimensionless variable, va is the Alfvén speed given by va =  B*/^/pp*,
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t* — r*/va is the Alfvén transit time, P* = Often the normalisation adopted in MHD
studies is to take r f  = fj,or*VA/S so that for uniform resistivity (3.3) can be written as,
^  =  V X (v X B) +  |v = B ,  (3.6)
and then the Lundquist number 5, defined as S  — Tci/ ta where rd is the magnetic diffusion
timescale and ta is the Alfvén timescale, can be specified. However, L areB d does not use
uniform resistivity and consequently a normalised 7} is kept explicitly in the equations by taking 
rj* =  por*VA- This is then chosen to prevent | j  | from greatly exceeding a critical value, jcr-u, for 
reasons to be discussed later.
Thus, the dimensionless equations, removing the tildes from the dimensionless quantities, 
become,
f  =  V.(pv), (3.7)
=  -V .(pvv) +  (V X B) X B -  VB, (3.8)
^  =  V x ( v x B ) - V x  (ï)V X B), (3.9)
^ ( p e )  = -V.(/>ev) -  PV .v  +  r}j^. (3.10)
The resistivity is given as a function of the current following Arber et al (1999),
7] = 7]qM A X  ( 0.0, -M- -  1.0 ) . (3.11)
\  Jcrit J
This approach, which Lionello et al (1998) were unable to adopt due to numerical constraints, 
allows resistivity only where there are lai'ge currents. Therefore, it allows reconnection to occur 
in isolated regions. There is compelling theoretical evidence that once the electron fluid flow 
speed, Ug, exceeds the phase velocity of the ion-acoustic mode, Cia, that ion-acoustic turbulence 
would have a profound effect on cuii'ent sheet development. Indeed Bychenkov, Silin and Uryupin 
(1988) have shown that under a wide range of conditions the effective anomalous resistivity is a 
function of E  (or j) and adjusts to keep Ve > acia where a  is dependent on the initial conditions. 
Normally a  lies between 10 and 20 but it can be as large as 30. Here we will use a  =  10 as a 
conservative estimate. Thus an effective formula for anomalous resistivity would be,
=  I . (3.12)
V OiCin. J
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In this thesis it is assumed that | and so,
7) =  rioM AX  ( 0, U i  -  1 ) , (3.13)
\  Jcrit J
wheie Jcrit — (XTiecio,,
This theory would suggest that the largest current density which would evolve in an unstable 
loop would have jmax OLuecia. If we take.
then to reach this jcrit we would require a scale length collapse to Lmin where.
(3.14)
Lmin = ------   • (3.15)Po OCTieCic
For B q — lOOG, n  — 5 X 10^  ^m~^, a; =  10 and Cia =  1.35 x  10  ^ms~^ this gives L  =  76.5m. 
Taking the loop radius to be ~  IMm this gives a difference in scale lengths of ai'ound 13000. Thus, 
to fully resolve current densities up to jcrit would require grids of around 50000^. This estimate 
is based on a uniform grid. Allowing for stretched grids this can be reduced but only to around 
30000^. This is impossible with the present technology, unless a mesh refinement technique is 
used, and so we adopt the simple formula presented in (3.13) and assume that jcrit is double the 
maximum value of the equilibrium cuiTent.
3.3 Diffusion
Magnetic field diffusion is carried out at both the predictor and conector steps. In the ideal version 
of L areS d  the magnetic field components can be updated from conservation of magnetic flux. 
However, Alfvén’s tlieorem does not apply for resistive MHD and, therefore, the magnetic field 
must now be calculated.
Predictor Step
To calculate the magnetic field at the predictor step, integrate the induction equation over the 
cell volume,
/  = [ ((B.V)v -  B(V.v)) du -  /  V X (>7V X B)du. (3.16)
This gives,
J  Bidv = J  ViBAs  — y  V X  (77V X  B)dv, (3.17)R .
D t
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The first term on the RHS is already calculated in the ideal version of the code. At the predictor 
step the cell centred values of the magnetic field components are required so that the Lorentz force 
can be found. Thus,
/ UiB.ds, (3.18)
is already known. Therefore, only the last (diffusion) term on the RHS is calculated to complete 
the magnetic field update for the predictor step. The positions of the cuiTent components in the 
numerical cell were chosen such that no averaging is needed to calculate the curl of the magnetic 
field. The resistivity is defined at the cell vertex (i+ |, j+ 5 , k + |) and so must be averaged to the 
appropriate positions to calculate,
-  /  V X (77V X B)du. (3.19)
Once the calculations are complete the value of,
J  Bidv, (3.20)
can be found and the magnetic field components at the cell centres at the predictor step are known. 
Corrector Step
In the ideal version of L areS d  the magnetic field components at the corrector step are simply 
found from Alfvén’s theorem thus in the resistive module they must be calculated in full. To do 
this consider the resistive induction equation,
™  =  (B.V)v -  B(V .v) -  V X W ), (3.21)
and integrate over the surface. Using various vector identities and Gauss’ divergence theorem, see 
Appendix D for full details.
D t
J  (B.ds) = J  m.dl. (3.22)
The calculations are therefore carried out on the magnetic fluxes from which the magnetic field 
components can be straightforwardly obtained.
Once the calculations are completed the magnetic field is fully updated on the Lagrangian 
grid. This completes the Lagrangian step for the magnetic field. The components are then passed 
through to the remap step and the calculations are carried out as in the ideal version of L areSd.
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3.4 Ohmic Heating
The ohmic heating is, as with the diffusion, calculated at both tlie predictor and corrector steps. In 
both steps the value of the ohmic heating term, is calculated at the vertex (i + 
and averaged to the cell centre to be used in the energy update. In the predictor step the value of 
j, used to calculate 77, can be used to calculate the ohmic heating. However, in the corrector step it 
is the updated value of the current which is needed. This is already obtained in the predictor step 
where the new values of the magnetic field components are needed to calculate the current used 
in the Lorentz force calculations. The corrector step calculation of the ohmic heating is therefore 
able to make use of this. The energy update can then be completed and the energy is remapped as 
in the ideal version of the code.
3.5 Resistive Stability Condition
The calculations in the resistive module update the magnetic field and energy taking into account 
the diffusion and ohmic heating. These resistive effects introduce a possible source of numerical 
instability. The scheme could become unstable because it violates the resistive stability condition. 
If the timestep, dt, exceeds the value given by.
M (3.23)
where 5s is the smallest step size in the x ,y or z direction, then the method would be unstable.
There are two ways of dealing with this problem. Either limit the timestep throughout the 
code so that the resistive CFL condition is always obeyed or use “subcycling”. Subcycling means 
taking a small fraction of the timestep in the resistivity calculations such that the CFL condition 
is obeyed and repeating the calculations with small fractions of the timestep. The other code 
calculations are only carried out once per global timestep whereas the magnetic flux calculations 
are carried out as many times as necessary to satisfy the CFL condition.
Both approaches were written into the code to test their performance. Constraining the timestep 
throughout the code is more time consuming but gave more accurate results for larger values of 
7 7 . Therefore the resistive version of the code uses this approach. When the value of 77 is set to 
zero to use ideal MHD the constraint becomes so large that the timestep is unaffected. For larger 
values of 77 the timestep is limited by the diffusive CFL limit, instead of the advective limit. The 
diffusive limit scales as Ss"^  and can be prohibitively expensive. If much larger values of 77 were 
required the best approach would be to use an implicit method for the resistivity calculations but 
77 is thought to be reasonably small in the corona and, therefore, an explicit method can be used
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and the timestep constrained such that the CFL condition is obeyed.
3.6 Testing the Code
Several numerical tests were carried out to ensure that L a re 3 d  is performing well. These are 
detailed in Arber et al (2001). Here we will discuss two of these test, the Orszag-Tang vortex and 
rotor tests.
3.6.1 O rszag-T ang V ortex
The Orszag-Tang test has been used in many papers as a 2D test for MHD codes. To test LareB d 
the same normalisation is used as in Toth (2000). The computational domain is a square with 
0 <  Æ < 27t, 0 < y < 27t and periodic boundaiy conditions in x and y. The initial vortex is given
by,
Vx = — siny, Vy = sinæ, Vz =  0 ,
Bx — — siny, By — sin 2 æ, Bz =  0 , 
p — 25/9, p  =  5/3, 7  — 5/3, r] = 0.
(3.24)
(3.25)
(3.26)
The code is run on 50^, 100^ and 200% numerical grids. The relative error for a variable is 
defined at the L± norm of the eiTor relative to an accurate solution i.e. S ~  ^  I Pi ~ vT^ I 
where p f i s  an accurate answer. The accurate solution was taken to be the value obtained from 
a 400^ grid. The use of the same code to calculate the accurate solution does introduce a bias 
in favour of LareB d especially for the 200% results since the resolution is only doubled for the 
accurate result. However, there is no analytical solution for this problem therefore this approach 
is the only one available to us and, provided some caution is used in looking at the error estimates 
for the 200^ grid, is a reasonable approach. Indeed the same approach was employed by Toth 
(2000).
Table 3.1 shows the average errors for this test at t  =  3.14. ^ is the average of the L \ norm of
50^ 1 0 0 % 2 0 0 %
5{t = 3.15) 
Ae(t =  3.14)
0.1494
1.4
0.0792
0.57
0.0308
0.23
Table 3.1: Average Errors in the Orszag-Tang Test, 
all primitive variables and Ae is the percentage energy error. For the same problem in Toth (2000)
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the best ^ on a 200^ grid was 0.0300 a tt = 3.14.
Figure 3.2 shows a contour plot of the pressure att = 3.14 with 30 contour lines. This can be
Pressure at t = 3 .1 4
Figure 3.2: Pressure distribution for the Orszag-Tang problem at t = 3.14. The computational 
domain has 2 0 0  ^grid points
compared to Figure 10 in Londrillo and Del Zanna (2000). The time of t = 0.5 in Londrillo and 
Del Zanna (2000) is the same as t = 3.14 in this normalisation. Figure 3.3 shows cuts through 
the pressure distribution at points corresponding to those in Figure 11 of Londrillo and Del Zanna
(2000). Both Figures show that L areS d  gives similar results to those presented in Londrillo and 
Del Zanna (2000) for this problem.
This quantitative and qualitative evidence shows that L areS d  performs as well as Riemann 
solver based schemes once shocks and discontinuities have formed in the Orszag-Tang test.
3.6.2 Rotor
Again this problem is set up as in Toth (2000). The computational domain is a square, 0 < x < 1, 
0 < y < 1. The initial thermal pressure and magnetic field are uniform with By = 0. For r  < ro
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Figure 3.3: ID pressure distribution for the Orszag-Tang problem along a cut at y =  2.686 (upper 
panel) and y = 1.963 (lower panel).
where,
r  =  [(a; -  0.5)^ + (y -  0.5)^]^/^, 
and ro =  0.1 there is a dense rotating disk of fluid given by, 
p =  10, = —^ 0 (2/ -  0.5)/ro, =  i;o(x -  0.5)/ro.
(3.27)
(3.28)
The ambient fluid {r > r\ = 0.115) is at rest with p =  1. The fluid between the rotating fluid and 
the ambient fluid (i.e. for 0.1 < r  < 0.115) has linear density and angular speed profiles. The 
rotor is not in equilibrium since the centrifugal forces are not balanced. To test L areS d  the first 
case considered by Toth (2000) is used. This gives vq = 2, P  = Bx = 5 / \ / ^  and 7  =  1 .4 .
Table 3.2 shows the averaged errors and energy conservation for this problem at ( =  0.15. 
Again a 400^ result is used as an accurate solution and therefore there is some biasing towards 
small errors. The best result on a 200^ grid from Toth (2000) was 8 = 0.0276. Figure 3.4 shows 
contour plots of density, pressure, Mach number and magnetic pressure for a 400^ grid. This gives 
similar results to Figure 18 of Toth (2000).
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50^ 1 0 0 % 2 0 0 ^
5
Ae{t = 3.14)
0.1421
0.51
0.0711
0.28
0.0283
0.15
Table 3.2: Average Errors in the Rotor Test.
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Figure 3.4: Density, thermal pressure, Mach number and magnetic pressure at i =  0.15 for the 
rotor problem. The solution was obtained on a 400^ grid and the figure shows 30 contourlines.
3.7 Conclusions
The L areS d  code discussed in the previous chapter has been extended to resistive MHD. This 
is accomplished by the addition of a module containing the calculations for diffusion and ohmic 
heating. Since the code still uses all the techniques described in the previous chapter it has good 
shock capturing capabilities.
Several tests were carried out on L areSd, the details of which can be found in Arber et al
(2001) and in Section 3.6. The disadvantages and advantages of the code are outlined here.
Beginning with the disadvantages,
• The code is not as robust as an approximate Riemann solver code. For some situations it
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may be necessary to alter the values of c\ and C2 to obtain the optimum artificial viscosity. 
However this is straightforward and can be done during preliminary, low resolution runs so 
is not too costly computationally.
• In some tests there is evidence of overshooting at the end of rarefaction fans. It is resolved 
by many points and is not Gibb’s overshoot.
• The Lagrangian step only finds characteristic speeds to second order accuracy.
The positive features of L areS d  are,
« It handles shocks. In fact for shock tests such as Orszag-Tang vortex and rotor tests it 
performed as well as Riemann solver based codes.
® It preserves V.B =  0.
• It accurately finds local temperatures for low plasmas. As mentioned previously this can 
be a problem for Riemann solvers due to the conservative nature of such codes.
• All of the physics is contained within the fully 3D Lagrangian step.
L areS d  is a 3D, shock capturing, Lagrangian remap code for resistive MHD. Furthermore it 
is written in HFF and, therefore, the simulations can be carried out on a parallel computer allowing 
for the use of a high resolution numerical grid. This allows the study of the behaviour of coronal 
loops and, in particular, the investigation of the evolution of the kink instability in a coronal loop, 
the evolution of a loop being twisted by photospheric footpoint motions, and the modelling of 
satellite observations of coronal loops overlying a sunspot. These three projects will be discussed 
in detail in the next chapters of this thesis.
Chapter 4
Kink Instability in Solar Coronal loops
“/  defined something? Accurately? Guess Vm done with the book learning.
Xander, I have eyes only for you
Episode 19 , Season 2, Buffy the Vampire Slayer
4.1 Introduction
In this chapter the results of non-linear simulations of the kink instability in a line-tied coronal 
loop are presented. Coronal loops have footpoints embedded in the dense photosphere. Since 
the photosphere is denser than the corona {pphoto/Pear = 8  x 1 0 ^) perturbations generated in 
the corona cannot propagate easily into the photosphere. This produces a strong stabilising effect 
known as line-tying. However, slow photospheric motions at the loop footpoints can twist the 
loop and once the twist, defined as $  =  L B q/ tB z has exceeded some critical value the loop will 
become unstable to the m =  1 kink instability (Raadu,1972, Hood and Priest, 1979,1981, Einaudi 
and van Hoven, 1983, Velli et al, 1990).
Recent research has concentrated on numerical simulations of the non-linear, ideal and re­
sistive evolution of the kink instability. Some authors (Lionello et al, 1998, Arber et al, 1999, 
Baty, 2000a,b) have found evidence of cunent sheet formation and reconnection. Others (Baty 
and Heyvaerts, 1996, Baty, 1997a,b) have found that the current saturates at a finite value.
At this point it may be useful to explain the difference between a current sheet and a current 
concentration. A current concentration is a lai'ge build up of current but the maximum current will 
saturate at some finite value whereas for a cunent sheet the current is infinite and, therefore, there
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is no saturation when the resolution is increased. Numerically a current sheet can be recognised 
through the fact that the maximum value of the current will increase with higher grid resolution. 
Therefore, to check for current sheet formation, we carry out simulations on different grid reso­
lutions and calculate the maximum current. If it does not continue to increase with higher grid 
resolution, flattening off at some finite value, then we have saturation of the cuiTent and a current 
concentration has formed rather than a current sheet.
If a current sheet forms during the non-linear evolution of the kink instability then reconnec­
tion can occur releasing the free magnetic energy in the loop. This is a possible explanation of a 
compact loop flare, a brightening in an individual loop whose structure is not destroyed.
So magnetic reconnection may be driven by a build-up of current due to the kink instability. 
However, this does depend on the non-linear development of the instability producing a region 
with large current. If the instability saturates and the maximum current reaches a finite value, then 
the Lundquist number, defined as 5  =  r^frA  where ta is the Alfvén timescale and 
must be smaller than a particular, critical value for reconnection to occur. The value of the coronal 
resistivity, and hence the Lundquist number, is unknown making it difficult to estimate this critical 
value. However, if the ideal MHD instability produces a current sheet, an infinitely thin region of 
infinite current density in the strict mathematical sense, through which the magnetic field changes 
direction, then, regardless of the value of the coronal resistivity, reconnection will always occur 
and magnetic energy will be converted into heat and motion. Hence, numerical simulations based 
on a lai'ger value of the resistivity will produce qualitatively coiTect results. Thus, it is important to 
understand the conditions under which the non-linear stage of an ideal MHD instability produces 
a current sheet.
As mentioned above some authors found evidence of current sheet formation during the non­
linear evolution of the kink instability while others did not. Two possible explanations for this 
discrepancy have been proposed. Firstly it could be that the numerical codes used to carry out 
the simulations treat small scales differently (Baty et al, 1998). However Baty (2000a) points out 
that the loops studied by authors who found saturation of the current had small shear, a measure 
of how quickly the twist varies across the loop, defined by Whereas those authors who
found evidence of current sheet formation considered configurations witli large shear. Therefore, 
Baty (2000) suggests that the maximum of the saturated current may scale, either linearly or 
exponentially, with the shear" and that for loops with high shear it would be difficult to observe the 
saturation of the current.
In this chapter the hypothesis that the shear of the configuration affects current sheet forma­
tion is investigated. To test this hypothesis two different initial equilibrium configurations are 
considered, one of which has shear* of 6.32 and the other being defined in such a way that the 
shear can be varied. The coronal loop is modelled as a straight cylinder of length Lz with line-
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tied boundary conditions (Velli et al, 1990b, Hood, 1986, Van der Linden et al, 1994) in the z  
direction and and L y  chosen such that the boundary conditions on the walls do not affect 
the evolution of the instability. The line-tied boundary conditions aie given by setting all the 
velocity componnets to zero on the boundaries. The gradient of the % component of the mag­
netic field is also set to zero i.e. B z { : , : , n z  +  1) =  B z { ' , ’, n z  — 1). The x  and y  components 
of the magnetic field, the density and the specific energy density satisfy the boundary condition 
/(:, n 2T -f 1) — /(:, n z ) ,  /( :, 0) =  /( : , 1) where f is B y ,  p or e. The simulations are 
run on various grid resolutions and the scaling of the maximum current with resolution is stud­
ied. The resistive evolution is considered and the amount of free magnetic energy released by the 
reconnection is calculated.
There are three ways in which a force free equilibrium satsifying ( V x B ) x B  =  0 may be 
defined.
1. Specify jz  and find B q from Ampere’s law and Bz from,
~ { rB o ) ' -b BzB'^ =  0, (4.1)
with jzdr — 0 and ^^(r =  1) =  0 (the approach used by Arber et al (1999)). Then the 
twist 0  =  can be calculated and hence the sheai*, given by,
2. Specify B q such that B q{t =  1) =  0, this implies that J  jzdr — 0. Use equation (4.1) to 
find Bz,
3. Specify $ (r), then B q =  ^rB z. From equation (4.1) we obtain,
(1 +  +  ^ r H ) 'B z  = 0. (4.2)
Solving this gives Bz and hence B q, (See Appendix E for details).
Results for the non-linear and resistive evolution of the kink instability for an initial equilib­
rium defined using approach 2, and an initial equilibrium defined using approach 3, aie presented. 
These are then summarised in Section 4.5 and conclusions are drawn from them. Before this, 
however, in section 4.3 we discuss the results for the Gold-Hoyle equilibrium. Since this has been 
studied by many authors (Hood and Priest, 1979, Hood, 1983, Mikic etal, 1990, Baty, 1997) these 
results can be compared to those obtained using L are3d . In Section 4.2 we outline previous work 
on the kink instability and coronal loops, giving details of papers which we will refer to later in 
this chapter.
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4.2 Previous Work
The three-dimensional evolution of coronal loops has recently been investigated by various au­
thors. The linear stability of the uniform twist, Gold-Hoyle field was studied numerically by 
Mikic, Schnack and Van Hoven (1990) and the previous linear results of Hood and Priest (1981) 
for the critical conditions for the m =  1 kink mode instability were verified.
Baty and Heyvaerts (1996) used the SCYL code to investigate the non-linear evolution of the 
kink instability for two initial equilibria, namely the Gold-Hoyle equilibrium and one with a lo­
calised twist profile. Baty and Heyvaerts used a numerical procedure where viscous dissipation is 
added to find a bifurcated equilibrium. For the Gold-Hoyle equilibrium no current concentration 
is found. However a current concentration is formed near the quasi-resonant surface for the lo­
calised twist profile. The current layer is found to be non-singulai" having finite size and non-zero 
thickness.
Baty (1997a and 1997b) investigated how the current concentrations which are formed during 
the non-lineai* evolution of the kink instability aie affected by the initial equilibrium. The ini­
tial configurations are a localised twist profile (1997a), the Gold-Hoyle equilibrium (1997b) and 
variable twist profiles (1997b). For the configurations considered, a non-singular current concen­
tration formed at the quasi-resonant surface except for Gold-Hoyle which has no resonant surface 
and for which a current concentration does not form. Baty found that the amplitude of the current 
density increases linearly with increasing aspect ratio while the thickness lineaiiy decreases (for 
aspect ratios between 2 and 10). He found that increasing the shear by a factor of two has a weak 
effect causing a 2 0 % increase in the cuiTent gradients.
Baty, Einaudi, Lionello and Velli (1998) concentrated on the ideal evolution of the kink insta­
bility. They carried out the simulations of the non-linear evolution using the SCYL code. Three 
classes of initial equilibrium are discussed. Class A consists of a monotonically decreasing twist 
profile becoming zero before the boundary. These have no net axial cuiTent. During the non-linear 
evolution a current concentration forms at the (quasi-)resonant surface. They found that the cur­
rent saturates with the size of the saturated cuixent scaling linearly with the shear. Class B consists 
of a monotonically increasing twist profile surrounded by a potential region. Two equilibria of this 
type are considered. B l, which has uniform twist, does not form current concentrations. For B2 a 
helical current concentration does form, despite the absence of a resonant surface, at the region of 
maximum shear. Class C includes non-monotonic twist profiles surrounded by a potential region. 
Like Class A it has no net axial cuixent. As for class A a saturated current structure is observed. In 
this case it has two peaks. One is situated near a resonant point but the other is slightly removed 
from the second resonant point. Baty et al find saturated cuixent concentrations for Classes A and 
C, both of which have no net axial current. They plan to consider the resistive evolution in the 
future.
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In contrast to the above, other authors have observed cunent sheet formation rather than the 
formation of a non-singular current concentration.
Lionello et al (1998) studied the linear and non-linear stability of two distinct classes of coro­
nal loops. The first class consisted of loops that have a finite, total axial current, called finite 
current (FC) loops, that are surrounded by a twisted, potential field. These fields must be gen­
erated in the convection zone and emerge through the photospheric boundary in a non-potential 
state. The second class of loop have no net axial current, called no current (NC) loops, and are 
surrounded by a straight axial field. In this case the loops emerge through the photosphere as 
potential fields and are stressed by photospheric motions. The finite extent of the twisting, pho­
tospheric footpoint motions ensures that the total axial cuixent is zero. While the two classes of 
loop have a different behaviour in the lineai* phase of the instability there aie some similarities in 
the non-linear phase. In all cases there appears to be a current sheet forming at which magnetic 
reconnection can occur. Since the transverse dimensions of the current concentrations have col­
lapsed down to the grid resolution, the only way to show current sheet formation numerically is 
to increase the resolution and see if the maximum current increases and the cuixent lengthscales 
continue to reduce down to the grid resolution. The results of Lionello et al suggest that current 
sheets do indeed form. Interestingly enough, the NC loops seem to form cuixent sheets more 
easily since the outward movement of the linear instability is prohibited by the external, straight 
magnetic field lines. Thus, the cuixent builds more up easily inside the loop where the equilibrium 
current is flowing. The resistive evolution shows that the loop structure is not destroyed but up to 
two-thirds of the initial free magnetic energy is released. Thus there is sufficient magnetic energy 
to drive a compact loop flare. The FC loops, on the otlier hand exhibit a slower current sheet 
formation and a large scale disruption of the magnetic field but release a smaller fraction of the 
initial free magnetic energy.
Arber, Longbottom and Van der Linden (1999) restrict their attention to one equilibrium, hav­
ing no net axial current. They investigate the non-lineai* evolution using two codes, a Lagrangian 
code and an Eulerian code. They run the simulations on different resolutions to test how the cur­
rent scales with higher resolution and conclude that they do observe current sheet formation, there 
is no sign of saturation of the current as resolution is increased. Indeed the simulations carried out 
with the Lagrangian code show massive cuixents - at t = 11.5 the cuixent j i  — 766. Arber et al 
investigate the resistive evolution using the Eulerian code and taking a non-uniform resistivity of 
the form,
77 =  ?7oMAX(0, I 3 I -jcrit), (4.3)
where jcrit is chosen to be larger than the equilibrium current. Thus the resistivity is “switched 
on” only once the current in the current sheet has exceeded a certain value. Reconnection occurs 
and the simulation is continued until the current drops below jcrit automatically switching off the
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resistivity. The loop is not destroyed but the twisted field lines are stiaightened out. 54% of the 
free magnetic energy is released in the form of ohmic heating, viscous heating and kinetic energy 
(flows as large as 0.8 times the Alfvén speed occur due to the instability and reconnection).
Baty (2000a) considers an equilibrium configuration with no net axial current, and uses the 
SCYL code described by Baty and Heyvaerts (1996) to carry out the simulations. During the 
ideal evolution he finds that a helical current concentration forms and that there is no saturation of 
cunent. This agrees with the results of Arber et al (1999) and Lionello et al (1998) which indicated 
current sheet formation, but appears to contradict the results of Baty (1997) and Baty et al (1998). 
Two possible explanations of the apparent contradiction are given. Baty repeats the suggestion 
of Baty et al (1998) that the different codes used for the numerical simulations treat small scales 
differently and therefore lead to different answers. Alternatively he suggests that the maximum 
cmxent scales (linearly or exponentially) with the shear where the shear is defined as Thus for
high values of shear, saturation of the current does occur but the resolution used in the simulations 
does not allow it to be observed. Baty notes that shears between 1 and 5 have shown saturation 
of the current (Baty et al), 1998) whereas those simulations for which no saturation was observed 
were cairied out on loops with larger shear (Arber et al, 1999, Lionello et al, 1998). Baty also 
investigates the resistive evolution of the instability and finds that magnetic reconnection occurs. 
The reconnection rate follows a scaling law of 77“ ^/^ for 77 approximately less than 3 x 10"^ which 
is the scaling expected for a Sweet-Pai’ker reconnection mechanism. Baty finds that 57% of the 
free magnetic energy is released, in good agreement with Alter et al (1999).
Baty (2000b) investigated the change of magnetic topology that occurs due to magnetic re­
connection during tlie resistive phase for the equilibrium discussed in Baty (2000a). To do this 
Baty investigated the connectivity of different field lines. He found that the original topology is 
destroyed by the reconnection and that the final state is of two interwoven flux tubes wrapped 
around the original axis. He also found that the reconnection decreases the twist of the field lines.
Ali and Sneyd (2000) investigated magnetic equilibria which could result from the Idnk insta­
bility. They assumed helical symmetry, thus reducing the problem to 2D and investigated a variety 
of equilibria specified in terms of the twist. They calculated the lineai* growth rates and earned out 
non-lineai* simulations of the evolution using a Lagrangian frictional code. They found that the 
nature of the new equilibrium formed as a result of the kink instability depends on the initial field 
configuration. In particular they found that whether or not a current sheet forms is sensitive to the 
initial field. For a field similar to that studied by Arber et al (1999) they found that a current sheet 
does form, supporting the results of A lter et al (1999).
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4.3 Gold-Hoyle
Consider the Gold-Hoyle equilibrium given by,
Be —
Bz =
■A
1
For tlie force-free case, A =  1, and p ~  po
(4.4)
(4.5)
0 .
1 -t- r 2 ’ (4.6)
was taken in order to give a constant Alfvén speed. This was one of the configurations discussed 
by Mikic et al (1990). Due to the fact that it does not have a mode rational surface (where 
k.B =  0) current sheets do not form during the non-linear evolution of tlie instability (Mikic et 
al, 1990, Baty, 1997). However, as was mentioned above the Gold-Hoyle equilibrium has been 
widely studied and so the results from L areS d  can be tested against previous research.
To speed up the instability an m=l mode velocity perturbation was used,
. 1 ,  /  vrrVx = A -[re  2 +  2.4) cos
2 rr
Z 7 T  \  /  XTTcos I —-  cos  -----
Lv )  \  mn.\
cos 2/7T
2 Xr
COS 6, (4.7)
Vy =  A -{re  2 -j- 2.4) cos 7rr
2 r,
cos ZTTTz cos
XTT
2 Xr
cos 2/7T cos 0  sin
(4.8)
where A  =  0.01 and Lz is the length in the z direction (Longbottom, private communication).
The code is run for 60 Alfvén transit times for values of Lz varying from 2.3?r to 4.07t. It is 
found that the equilibrium becomes unstable somewhere between Lz =  2 .47T and 2 .67T agreeing 
with previous results, which give a critical twist of 2.49?r (Hood and Priest, 1981). Taking Lz 
to be S.Ott a growth rate of 0.1 IrJ^  is obtained. This shows good correlation with the results of 
Mikic et al (1990) who find a growth rate of 0.09.
Thus, there is good agreement between these results from L areS d  and previous results on 
the Gold-Hoyle equilibrium (Hood and Priest, 1979, Mikic et al, 1990). This gives confidence 
in the results from L areSd. The work is now extended to consider non-lineai* evolution and in 
pai ticular current sheet formation and the resistive evolution, reconnection and energy release for 
Equilibrium 1 and Equilibrium 2 described below.
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4,4 Equilibrium 1
Approach (2), discussed in Section 1.1, is used to define the first equilibrium to be studied. The 
B q component of the field is specified to be,
This gives B q — 0.0 at r  — 1.0 and jz  = 0.0 at r  =  1.0. There is no net axial current in the loop. 
The axial field component is obtained from,
= (4.10)
Jo r
giving,
„ _  /  r:(l -  r2)4 + 1(1 -  r2)5 r < 1.0,
1 j B l - l  r >  1.0.
Bq is chosen to ensure that B^ > 0 . 0  for r  < 1 .0 . B q =  0.5 is chosen, and the equilibrium is run 
for a uniform density of 1 .0  and for pressure given by =  0 , =  1 0 "^, j3 — 1 0 “  ^and /? =  1 0 “ .^
This equilibrium does have a resonant surface, unlike the Gold-Hoyle field, and so should 
allow the investigation of current sheet formation and reconnection. The aim is to test whether 
cuixent sheet formation is obtained and to study the resistive evolution of the instability.
The critical length of the loop and the form of the eigenfunctions of the m =  1 mode are
required so that a loop length can be chosen such that the instability will occur and an appropriate
initial velocity perturbation can be used to speed up the development of the instability. From the 
lineal* results (Van der Linden, private communication, 1999) it is found that the critical half length 
is approximately 2.2 (which gives Lz — 4.4). The code is run with a loop length of Sir, taking a 
value of 1.8 for k. This value for k gives the largest growth rate in the linear results. The slightly 
longer loop speeds up the evolution of the instability and requires less computational time.
From the lineai* results a velocity perturbation is calculated to speed up the evolution of the 
m  — 1 mode instability. The perturbation is given by a perpendicular velocity,
uj_ =  cos ^  sin(0 — kz),  (4.12)
Bz -f krBQ L
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Figure 4.1: k.B as a function of r  for m —1 and ~ k  =  1.8 
and a radial velocity,
—4r  ^ ‘^ •2' j \Vr = e cos —  cos{d — kz),Jj
with the parallel velocity,
"Uji =  0 .0 .
(4.13)
(4.14)
Since L areS d  uses the velocity components in the x, y and z directions these vectors must be 
resolved into Vy, and These components are multiplied by a factor of 1 x 10“  ^so that the 
velocity perturbation is small.
The position of the mode rational surface, Vg is given by, 
k.B =  m  B q — kr g  Bz =  0. (4.15)
This can be plotted (see Figure 4.1) to give an estimate of the roots of the equation. The IDL FX- 
ROOT routine can then be used to locate the root more accurately giving a value of =  0.69. It 
is then possible to examine whether a cuiTent concentration forms near* this point in the non-lineai" 
numerical simulations.
The twist $  =  and the shear =  ^  are shown in Figure 5.12 from which it can be seen 
that the shear at the mode rational surface is 6.32.
4.4 Equilibrium J 69
5
4
00 2
1
0 r ,  I .  I  ,  ,  ,  I , , , 1 . , , 1 ,
0 .0  0 .2  0 .4  0 .6  0 .8  1.0
plot of the sh eor = rtf)' /
- 2
0.0 0.2 0.4 0.6 0.8
Figure 4.2: The twist and shear of Equilibrium 1
Figure 4.3: isosurface of |j|
4.4.1 N on-linear Ideal E volution
The non-linear evolution of the instability for Equilibrium 1 is followed using two non-linear 
MHD codes, namely LareB d and the ideal MHD Lagrangian code described in Arber et al 
(1999). L areS d  is run for 40 Alfvén transit times on an 81^ grid and then on a 121^, a 161  ^
and a 251^ grid. Since the current is localised within r  =  1.0 all grids are stretched such that 50% 
of the grid points lie within r  =  1.1. For the ^  =  0 case a growth rate of 7  =  0.11 is found whilst 
for the P = 10“  ^case the growth rate is reduced to 7  =  0.09.
For the ^  =  0 case on a 161  ^grid the isosurface of {j^ + jy  -h shows a helical structure 
(Figure 4.3). In addition, the current maximum increases from the equilibrium value of 2.0 at
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Figure 4.4; cuiTent sheet formation - background current and spike of current concentiation at 
r  =  0.75
r  =  0 up to a maximum of 15.0. By plotting |j| =  {j^ +  jy +  against x  for y =  0.0 (see 
Figure 4.4) it can be seen that a current concentration is forming near the mode rational surface at 
r  =  0.7. These results are compared to those from the Lagrangian code (Bennett and Longbottom, 
2000, private communication). As can be seen from Figure 4.5 the Lagrangian simulations also 
show a large current concentiation forming. In these simulations the maximum cuiTent is 50, 
which is 25 times the maximum equilibrium current.
For the simulations for p = 0 caiiied out using L areSd, on the 81^ grid the maximum value 
of the current is found to be 8,0 whilst on the 161^ grid this increases to 15.0 agreeing well with 
the expected scaling which would give ^  x 8  =  15.9. The scaling of jmax with higher resolution 
for all values of P is shown more clearly in Table 5.2 (the expected scaling is based on the 121  ^
results). It can be seen that the current does scale with increased resolution.
grid scalings
næ, ny, nz 81^ 1 2 1 % 161%” 251%
=  0 .0 ) 8 11 15 29
Expected scaling 7.3 11 14.6 2 2 .8
jm a x iP  =  1 X 10 '^ ) 8.5 1 0 14 23
Expected scaling 6.7 1 0 13.3 20.7
jm a x iP  =  1 X 1 0 “ )^ 8 1 0 13.5 24
Expected scaling 6.7 1 0 13.3 20.7
jm a x iP  =  1 X 1 0 “ )^ 5.5 7.5 8 .1 12.5
Expected scaling 5.0 7.5 1 0 .0 15.6
Table 4.1: Scaling of the maximum of the current with higher resolution.
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Figure 4.5: surface plot of the current at z = 0 from the Lagrangian code.
From these results it can be seen that saturation of the current is not observed for Equilibrium 1 
with P < 10“ .^ The results from both the Lagrangian code and L areS d  are indicative of current 
sheet formation and show good agreement with the results of Arber et al (1999) who analysed a 
similar equilibrium.
4 .4 .2  R esistive E volution
To investigate the effect of resistivity on the evolution of the instability simulations are carried out 
on a 121% grid for 60 Alfvén times for the /? =  0 case and for 80 Alfvén times for P = 10“ .^ 
The 121% grid gives reasonably high resolution without taking too much computational time. The 
simulation is not run until the current drops back below jcrit as has been done in other simulations 
(Baty, 2000a). Instead the simulation is run until the total accumulated ohmic heating levels off to 
an (almost) constant value, i.e. resistive effects become negligible.
The resistivity has the form.
rj = q^M A X  ( 0 ,  -------- 1
Jcrit
(4.16)
and in this case jcrit = 4.0 (this is twice the maximum equilibrium current value) and qo =  10“ “^. 
This keeps the anomalous resistivity, the resistivity which has been added to the code to simulate 
the resistivity in the plasma, small as would be expected in the solar corona but ensures that it is 
larger than the numerical resistivity, inherent in the numerical scheme.
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Figure 4.6: The magnetic energy (top, RHS), kinetic energy (top, LHS), internal energy (bottom, 
LHS) and ohmic heating (bottom, RHS) for the resistive run of Equilibrium 1 with =  0.
With resistivity included in the code, and indeed localised at current concentrations, the code 
allows reconnection and diffusion of magnetic field lines. In reality this would have occurred on 
a physically realistic timescale provided the current concentration seen in the code is sufficiently 
large, i.e. for the puiposes of this chapter the numerical current concentration can be imagined to 
be a current sheet.
For /? =  0 the resistivity switches on after approximately t  =  25 Alfvén times when the current 
exceeds the critical value. The ohmic heating then increases until t =  40, when it settles to an 
almost constant value as shown in Figure 4.6. The cunent has a maximum value of jmax =  8.0 at 
t =  40 and then decreases, reaching a value of 6.0 at t =  60 when the simulation is stopped.
During the non-linear evolution of the instability the central column of current is shifted out­
wards into the current sheet region as shown in Figure 4.7 at t  =  30. It is in this region that we 
would expect reconnection to occur. The cunent drops between t =  40 and t =  55, when the 
ohmic heating reaches a constant value, indicating that reconnection is taking place. Figure 4.8 
shows a selection of magnetic fieldlines at t =  0 and the same fieldlines a tt  = 50, identified 
by their location on the lower boundary. It can be seen that the reconnection has resulted in the 
fieldlines becoming untwisted.
The amount of free magnetic energy released can be calculated by considering the energy 
contained in the B q component of the magnetic field. It is found that 41% of the free magnetic 
energy is released.
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Figure 4.7: isosurface of \j\ = 1.2 at t =  30 for the resistive evolution.
Figure 4.8: A selection of fieldlines at i =  0 (LHS) and at i =  50 (RHS).
As for the ideal, non-linear evolution, the /? =  10“  ^case evolves more slowly because of its 
lower growth rate. For this case the simulations are run for 80 Alfvén times. The central column of 
current is shifted outwards into the current sheet region as in the previous case but at a time of 40 
Alfvén times. The current exceeds the critical value at i =  35 Alfvén times and has a maximum 
of 8.0 a tt = 62. It then drops to a value of 5.6 a tt = 74. The reconnection releases 47% of 
the free magnetic energy. This compares favourably with the results of Arber et al (1999) which 
suggested 54% and those of Baty (2000) which suggested that 57% of the free magnetic energy 
was released.
Therefore, it is found that during the resistive evolution of the instability reconnection occurs 
for both ^  =  0 and P = 10“ .^ The only effect of taking the plasma P to be zero, a value which 
is clearly unphysical, is to speed up the evolution of the instability through the enhanced linear 
growth rate and so reduce the computational resources required.
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4,5 Equilibrium 2
Equilibrium 2 is now defined for which the values of the twist, and can be varied to adjust the
shear allowing the investigation of Baty’s hypothesis that the shear of the loop affects the current 
concentration. Approach (3), as described in Section 4.1, is used to define the equilibrium. The 
#  profile is specified and a differential equation, Equation 4.2, is solved for As explained in 
Appendix E the differential equation reduces to,
log Bz =  log(l +  7’^ $^) Y rdr.
Then B q can be found from the definition of the twist.
(4.17)
Since approach 3 may be used to define configurations for which it may not be sbaightfor- 
ward, or even possible, to analytically evaluate the integral on the RHS, the integral is evaluated 
numerically. This then allows the definition of an initial equilibrium by specifying a twist profile.
Equilibrium 2 is given by.
$ 0  r < a,
^ ( l  + COS7T ( iE j ) )  a < r < b ,  
0 .0  r > b
(4.18)
where $o, a and b can be varied to modify the shear. This gives twist and shear profiles such as 
those shown in Figure 4.9 for a = 0.5, $o =  1-0 and b =  2.0.
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Again the linear results (Van der Linden, private communication, 2000) are used to find the 
critical length of the loop and the form of the eigenmodes so that an appropriate initial velocity 
perturbation can be used to speed up the development of the instability. With this information the 
initial configuration is run with Lz — IOtt, Lx = Ly = 5. A  uniform density of 1.0 and a pressure 
of 0  aie assumed and the initial velocity perturbation is given by,
1
—  —
Bz +  krBe
( 1  -  1 2 r^)e cos — sm{9 — kz),
'—*47''^  //I 7 \— e cos — cos{9 — kz).
(4.19)
(4.20)
The values of a and #o are varied, the shear (= r$ Y $ ) at the mode rational surface is found and 
the effect on the current concentration is observed.
4.5,1 N on -linear Id ea l E volution
L areS d  has been mn for a lai'ge number of initial configurations on 81^, 121^, and 161^ grids 
(all stretched such that 50 % of the grid points lie within r  =  1.1). The results are summarised in 
Table 4.2 along with the scaling which would be expected based on the 121^ grid results. For each
run a $ 0 b shear 7 jmoo:(81^) imaæ (1 2 1 ^)
mill 0.5 1 .0 2 .0 1.67 0.07 2.3 3.2 4.5
expected scalings (based on 1 2 1  ^results) 2 .1 3.2 4.3
run2 0.3 1 .2 2 .0 1.70 0 .1 7.9 1 0 .0 13.5
expected scalings (based on 1 2 1  ^results) 6.7 1 0 .0 13.3
run3 0 .0 1.5 2 .0 2 .0 2 0 .1 1 9.8 14.0 19.0
expected scalings (based on 1 2 1 % results) 9.4 14.0 18.6
run4 0.5 1.5 1 .2 2 .8 6 0 .1 2 / 17.0 19
expected scalings (based on 1 2 1  ^ results) 11.4 17.0 2 2 .6
iun5 0.5 1.5 1 .0 3.20 0.09 15.0 17.0 23.0
expected scalings (based on 1 2 1  ^results) 11.4 17.0 2 2 .6
run6 0.5 1.5 0.9 5.49 0.08 14.5 19.0 2 2 .0
expected scalings (based on 1 2 1  ^results) 12.7 19.0 25.2
run? 0.5 1.5 0.7 9.42 0.09 14.0 2 2 .0 24.0
expected scalings (based on 1 2 1  ^results) 14.7 2 2 .0 29.2
Table 4.2: Configurations investigated and tlieir respective sheai', growth rates and maximum val­
ues of the current.
of these configurations the sheai* is calculated at the point where the current concentration forms 
in the numerical results, namely the mode-rational surface. All configurations have been run for 
45 Alfvén times but since they have different growth rates comparison between configurations is 
difficult. However, the values of jmax for an individual configuration on different resolutions can
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be compared. The value of jmax is calculated by finding the maximum of | j  j at each timestep 
and storing these. The maximum of these between t — 0 and i =  45, where the simulations aie 
stopped, is then taken to be jmax’ This maximum value is talcen rather then the value at i =  45 
because once the current has reached the maximum value numerical resistivity can cause it to 
diffuse away.
The results suggest that cunent sheet formation does occur for the majority of the cases which 
have been studied. Runs 1,2,3 and 5 show better than expected scaling of the current with higher 
resolution indicating current sheet formation. For example, consider run3, with a shear of 2.02 at 
the mode rational surface. The maximum value of | j  | is 9.8 on the 81^ grid, 14.0 on the 121  ^
grid and 19.0 on the 161^ grid. This compares favourably with the expected values of 9.4, 14.0, 
and 18.6 respectively. However, nins 4, 6 , and 7 have lower values of jmax than was expected and 
therefore require further investigation.
Higher resolution simulations have been cairied out on some of these configurations. From 
the table it appeal's that runs 1, 2, 3, and 5 show no sign of current saturation whereas runs 4, 6 , 
and 7 may do so. Therefore, one example from runs 1,2, 3, and 5 is talcen and one from runs 4, 6 , 
and 7 and the simulations are run on higher resolution. In tliese cases the simulations are carried 
out on a 251^ grid stretched as before. For run? jmax was found to be 24.0. This value is exactly 
the same as that for the 161^ grid suggesting that the current is saturating and that current sheet 
formation does not occur. However, for run2 the maximum cunent is 26.0. This is twice the value 
on the 161^ grid suggesting that the current is not saturating.
For this set of equilibria the trend suggests that for higher shear* the cunent saturates. Lower 
values of shear have the scaling indicative of current sheet formation. However, for lower shear 
jmax is lower so caution is required here as this may saturate at higher resolution.
4.5 .2  R esistive E volution
Resistive simulations are canied out for ruii2 and run5 with ^  =  0.
The resistive simulations for iun5 aie run until t =  60 on a 121^ grid. This gives reasonable 
grid size and would be expected to allow enough time for the ohmic heating to steady off to a 
constant value as for Equilibrium I. However, the ohmic heating continues to increase throughout 
the simulation and in fact increases after t — 50. The current exceeds the critical value at about 
t = 25, switching on the resistivity. It then increases to a value of 13.0 at i =  40 before decreasing 
to a value of 10.0 at t =  50 and then increasing again to reach a value of 14.5 at £ =  58. Only 
33% of the free magnetic energy has been released by t — 60 when the simulation is stopped.
The simulation of the resistive evolution of the instability for ruii2 is run on an 81^ grid.
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This allows the simulation to be run for longer, in this case for 100 Alfvén transit times. The 
behaviour of the current and the ohmic heating during the evolution is illustr ated by Figure 4.10. 
The resistivity is switched on at t  =  30 when the cunent exceeds jcrit^ The ohmic heating then 
increases steadily until t = 60 where it levels off. It takes a constant value until t — 80 where 
it increases steeply and is still increasing at i  =  100 where the simulation is ended. The cunent 
increases to a value of 7.0 at i  =  40 and then remains at that value until i  =  70 when it starts 
increasing again reaching a value of 15.0 a tt — 100. In this case only 15% of the free magnetic 
energy is released.
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Figure 4.10: Plots of the cunent and ohmic heating during the resistive evolution of the instability 
for run2 .
There is no clear explanation of this behaviour at present.
4.6 Discussion and Conclusions
In this chapter the hypothesis that the sheai* of the initial equilibrium configuration affects the 
saturation of current during the non-linear evolution of the Idnk instability was examined. To do 
tliis two particular initial equilibria were used and numerical simulations were carried out on 81^, 
1 2 1 ,^ 161^ and 251^ grids.
For Equilibrium 1 the results showed almost linear scaling of jmax with grid resolution for 
/? < 10“ .^ This behaviour is indicative of current sheet formation. When a non-uniform resistivity 
was included in the simulations approximately 50% of the free magnetic energy was released. This 
agrees well with previous results from Arber et at (1999) and Baty (2000).
For Equilibrium 2 the results are more complicated. Runs 1,2,3, and 5 show scaling indicative
4.6 Discussion and Conclusions 78
Figure 4.11: The isosurface of the current for runl with the current sheet seen as a thin thread 
wrapped around the central current
Figure 4.12: The isosurface of the current for run7 showing the current sheet as a thicker helical 
ribbon.
of current sheet formation but runs 4, 6  and 7 show signs of saturation of the current. Indeed for 
Run? jmax has the same value on a 251^ grid as it does on a 161^ grid. These results seem to 
suggest that the current saturates for those configurations of Equilibrium 2 which have high shear 
but may not do so for those of low shear. This is contrary to Baty’s hypothesis (Baty, 2000). 
However, care must be taken here as the currents for runs 1-4 are smaller than for runs 5-7 and, 
therefore, may saturate at higher values for which higher grid resolution would be required.
Given these results it is worthwhile to discuss the differences between Equilibrium 1, which 
does demonstrate behaviour indicative of current sheet formation, and Equilibrium 2 and, indeed, 
between those configurations of Equilibrium 2 which show definite current saturation and those 
for which the scaling is still indicative of current sheet formation. It appears that the shear does not 
affect the current sheet formation as was previously suggested. Equilibrium 1 has a shear of 6.32 
which is smaller than the shear of 9.42 for Equilibrium 2 run? for which the current does saturate. 
Therefore, other differences need to be considered. One obvious difference between Equilibrium
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1 and Equilibrium 2 is in the current concentrations themselves. From Figure 4.3 it can be seen 
that the current sheet formed during the non-linear evolution of the kink instability for Equilibrium 
1 is an axially wide, helical ribbon of current. However, tlie current concentrations formed during 
the non-lineai* evolution of the kink instability for Equilibrium 2 aie, as shown in Figures 4.11 
and 4.12, axially thin, helical threads. It may be that this in some way affects whether or not the 
current saturates at a finite value. Another difference is that the initial equilibrium shear profile 
for Equilibrium 2 is monotonically decreasing whereas it is not for Equilibrium 1. Also the twist 
profile for Equilibrium 2 involves a region of constant twist (if the parameter a is non-zero). As 
was discussed in the results for the Gold-Hoyle field a constant twist field does not have a mode 
rational surface and, therefore does not have cuiTent sheet formation. Although Equilibrium 2 does 
have a mode rational surface it may be that the constant twist affects the current concentration in 
some way causing the current to saturate for some configurations.
Conclusions which can be drawn from the results of the simulations described in this chapter
aie:
• The results show that Equilibrium 1 demonstrates the same behaviour as the equilibrium 
discussed in Arber et al but it has smaller sheai*. It does show scaling of jmax with giid 
resolution indicative of cunent sheet formation for ^  < 10“  ^ and the Lagrangian code 
results also indicate current sheet formation.
® If a cunent sheet does form then including a non-uniform resistivity in the simulations 
causes reconnection to occur. This reconnection results in the fieldlines becoming less 
twisted and in the release of 50% of the free magnetic energy. For a coronal loop with 
width 10®m and magnetic field strength lOOG (Shimizu, 1996) the free magnetic energy 
would be 9.5 x 10^ ® ergs. Thus, the total magnetic energy released would be ~  4.5 x 10^ ® 
ergs. This is sufficient energy to explain a compact loop fiaie.
® The results from Equilibrium 2 suggest that cunent sheet formation does not occur for all 
equilibria. This does not depend simply on the shear* of the loop.
• The shape and magnitude of the current is dependent on the internal structure of the loop 
in a more complex manner than was previously suggested. This conclusion is supported by 
work reported in Ali and Sneyd (2001) who find that configurations similar to that of Arber 
et al do show indications of cun ent sheet formation but that other configurations do not and 
that the nature of the eventual equilibrium depends on the initial field.
Finally it is worth emphasising once more that if a current sheet does form during the non-lineai* 
evolution of the kink instability for a particular initial equilibrium then reconnection will release 
the amount of energy required for a compact loop flare.
Chapter 5
The Triggering of the Kink Instability 
through Photospheric Footpoint 
Motions
5.1 Introduction
In the previous chapter results of non-lineai’ simulations of the kink instability in a coronal loop 
were presented. Here this work is extended further. It was mentioned in the previous chapter 
that photospheric footpoint motions twist the magnetic field allowing energy to build up in a loop. 
Eventually the twist will exceed some critical value and the loop will become unstable to the m=l 
kink instability. During the non-linear evolution of the instability a cunent sheet may form and, if 
the plasma is resistive, reconnection will occur releasing about 50% of the free magnetic energy. 
This is a possible explanation of a compact loop flare.
However, photospheric motions may also be responsible for the formation of coronal loops. 
Coronal loops may be created in two ways. They may be formed by the emergence of flux through 
the photosphere into the corona (Pevtsov et al, 1997, Longcope and Welsch, 2000, Handy and 
Schrijver, 2001) or they may be formed by photospheric motions twisting the coronal magnetic 
field.
It can be seen, therefore, that these photospheric motions are very important to the evolution 
of coronal loops. In this chapter the results of simulations carried out to study the effects of these 
motions are presented.
Some research has been carried out into the twisting of loops due to photospheric motions.
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Steinolfson and Tajima (1987) cairied out 2D axisynnnetric simulations to investigate the response 
of the magnetic field in a loop due to photospheric motions. They considered only tlie build-up 
phase and discovered that the photospheric motions increased the free magnetic energy providing 
sufficient energy for a compact loop fiaie. Lothian and Hood (1989) used a Fourier-Bessel series 
expansion to investigate a variety of twist profiles for small twist. They found that a boundary layer 
was present in all cases and that the contracted region of the loop had constant cross-sectional area. 
Browning and Hood (1989) and Robertson et al (1992) carried out 2D simulations which agreed 
with these results. Robertson et al (1992) did not find any dynamic behaviour of the loop in ID or 
2D and, therefore, concluded that any dynamic behaviour would be the result of a 3D instability. 
They calculated stability limits for such an instability. Mikic et al (1990) carried out simulations 
of the twisting of an initially axial loop. They found the same compression as Lothian and Hood 
(1989) and Browning and Hood (1989). They also investigated the linear- stability of the loop, 
calculating the critical twist.
In this chapter the results of 3D non-linear simulations of the twisting of a coronal loop are 
presented. In particular, these results are compared to those from the previous chapter. The 
simulations canied out in Chapter 4, in common with previous work on the kink instability, had 
an initial field profile chosen to represent a configuration produced by photospheric motions. The 
simulations are begun with 0  >  ^cHt i.e. an unstable equilibrium. The simulations discussed in 
this chapter are carried out for a loop which is initially in a stable equilibrium and the boundaiy 
conditions are chosen to model photospheric twisting motions. Again the toroidal curvature of the 
loop is neglected. In case 1 a purely axial magnetic field is taken and twisting motions are applied 
at the upper and lower boundaries following Mikic et al (1990). In case 2 a twisted loop for 
which $  < $crif is taken. The boundary conditions are then applied to increase the twist. Here 
the question of whether the field formed due to photospheric motions has a similar- profile to those, 
for instance in Chapter 4, is addressed. Furthermore its evolution is studied to investigate whether 
it evolves as suggested by the previous simulations - whether a current concentration forms and 
reconnection occurs.
5,2 Case 1
An initially purely axial magnetic field is taken,
Bx =  0, By = 0, Bz — B q = 1, (5.1)
with uniform density (p = 1) and pressure given by a plasma p  of 10“ .^ The boundaries in the 
X and y directions are chosen to be far enough (L® = Ly = h) from the region to be twisted 
such that the boundar-y conditions in those directions do not affect the evolution of the loop. Lz is
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chosen to be 27t and the magnetic field is line-tied at the upper and lower boundaries. 
Photospheric motions are modelled by applying a twisting velocity of the form,
(5.2)
in opposite directions on the upper and lower boundaries, following Mikic et al (1990). 
v.A
t
(i) (ii)
Figure 5.1: The two velocity profiles: (i) constant velocity (LHS) and (ii) velocity which is ramped 
down at marginal stability (RHS).
Two forms for vq are considered: (i) a constant value of uq =  0.075 (lefthand side of Figure 
5.1) and (ii) an initial value of vq — 0.075 which is then ramped down at marginal stability to a 
value of uq =  0.001 (righthand side of Figure 5.1). Assuming that the Alfvén speed is lOOOkms"^ 
in the corona (it is agreed to be of that order) then uq =  75kms~^ and where it is ramped down 
decreases to lkms“ .^ To model supergranular motions a velocity of 0.01 — 0.00lu^ would be 
required. The first of these values is, therefore, a factor of 10 larger than the required velocity. 
However it is significantly smaller than the Alfvén speed and the smaller velocity of uq =  0.001 
requires much longer computational time as will be seen. Thus, the value of vq =  0.075 is used for 
high resolution simulations as a reasonable compromise between the physical value and a value 
for which the computations can be carried out using the available resources.
In these simulations the aim is to study whether the twisting motions at the photospheric 
boundaries cause the initially axial field to form a loop and whether the kink instability can be 
triggered in that loop.
5.2.1 N on-linear E volution
The simulations are carried out on 81^, 121^ and 161^ numerical grids. The grids aie stretched 
such that 50 % of the grid points lie within r  =  1 since that is the region within which the twisting 
occurs. During the early part of the simulations the boundaiy motions begin to twist the field into 
a loop. The left hand side of Figure 5.2 shows the field lines at t =  0, demonstrating that the field 
is purely axial. The right hand side of the Figure shows the field lines at t =  50 Alfvén times.
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This shows that the footpoint motions are indeed twisting the field. This twisting eventually forms 
a loop.
Figure 5.2: A selection of fieldlines at f =  0 (LHS) and at f =  50 (RHS).
This loop has Be and Bz profiles as shown in Figure 5.3 and a current profile as shown in 
Figure 5.4. These are very similar to initial profiles which have been used in the previous chapter 
and in previous simulations reported in Baty (2000), Arber et al (1999), Lionello et al (1998), and 
Velli et al (1997). This suggests that the previous simulations started from a reasonable initial 
configuration and, therefore, their results are likely to be a good prediction of the evolution of the 
kink instability.
The results presented in this chapter also agree with those of Browning and Hood (1989), Loth­
ian and Hood (1989) and Robertson et al (1992) in that the loop formed by the twisting motions 
does have a constant cross sectional area except in a small boundary layer near the photospheric 
footpoints as shown in Figures 5.5 and 5.6. This boundary layer is only present during the initial 
phase of the evolution after which the loop becomes a straight cylinder.
Once the loop is formed, the twisting is allowed to continue and the evolution of the loop is 
observed. At f =  100 Alfvén times, for uq =  0.075 throughout the simulations, the loop can 
be seen to be kinked as shown in the isosurface of | j  \= {jl 4 - jy -t- in the left hand
side of Figure 5.7. For a compact loop flare the radius of the loop is approximately IMm. Thus, 
for an Alfvén speed of lOOOkms"  ^ an Alfvén time is the equivalent of 1 second. Therefore it 
takes approximately 16.7 minutes for the loop to become kinked. This demonstrates that the loop 
has become unstable to the m =  1 kink instability as suggested by the previous simulations. 
Figure 5.8 shows a plot of the growth rate against time again indicating that the loop has become 
unstable after 100 Alfvén times. The growth rate is calculated from the total kinetic energy (shown 
in Figure 5.10). To find the growth rate, the gradient of {log{KE)) is taken. The growth rate 
of 0.3r^^ is similar to the growth rate for the kink instability for the configuration investigated 
in Arber et al (1999). The time for the instability to be triggered can be compared with the 
prediction from the linear theory. Linear theory suggests that a loop will become unstable to the
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Figure 5.3: B q (LHS) and Bz (RHS) against r  for the initially axial loop at f =  50 Alfvén times. 
These are plotted at the centre of the loop {z = 0) but their form does not vary with z.
Figure 5.4: The absolute value of the current at z =  0 for the initially axial loop at f =  50 Alfvén 
times.
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Figure 5.5: An isosurface of the current with the boundary layers near the photospheric footpoints.
kink instability when the twist exceeds approximately 2 .57t. Here, the motions inject twist into 
the loop giving (ro =  1 .0 ),
$  =  2 /  — dt, (5.3)
J o  r
SO,
$  =  2vot{l -  r^)^. (5.4)
Estimates of the time at which the loop should become unstable can then be calculated. To calcu­
late the first estimate the twist is integrated over the cross-sectional area of the loop and the time 
at which the average twist is equal to 2 .57t is found,
7rr^
rr=l
4tvo / (1 — r^)^rdr = 2 .57t, (5.6)
Jo
so.
« =  (5.7)
4^0
Here vo =  0.075 which gives t = 157.1. To calculate the second estimate the radius at which the 
twist has its maximum value (r =  0) is found. The time at which the twist at this radius is equal 
to 2 .57T can then be calculated,
2uo(l -  = 2.5%, (5.8)
5.2 Case 1 86
0
0.05
0.00
Figure 5.6: A plot of current against z (LHS) showing the boundary layers at the upper and lower 
boundaries, and a surface plot of the current showing the same boundary layers (the scale is in 
grid points) (RHS).
to obtain t = 52.3. This gives a lower estimate of the time taken. It can therefore be predicted 
that the loop will become unstable to the kink instability in the region of £ =  52.3 and £ =  157.1 
Alfvén times. The results from the simulations, which suggest that the loop becomes unstable at 
approximately £ =  100 Alfvén times, agree with this prediction.
As the instability evolves a current concentration starts to form as shown in the righthand 
side of Figure 5.7. Table 5.1 illustrates how the maximum value of the current varies as the grid 
resolution is increased for simulations run until £ =  130 Alfvén transit times. The expected 
scalings are based on the 1 2 1  ^ results and the values of dx are those at the position where the 
current concentration forms. It can be seen that the current saturates. It takes the same maximum
grid scalings
nx, ny, nz 81^ 1 2 1 % 161%
dx 0.0532497 0.0359548 0.0269261
3 max 28 40 40
Expected scaling 27.0 40 53.4
Table 5.1: Scaling of the maximum of the current with higher resolution.
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Figure 5.7: An isosurface of the kinked current at £ =  100 (LHS) and an isosurface of the current 
at £ =  120 showing the kinked current with helical current concentration starting to form (RHS).
value on the 161  ^grid {dx = 0.0269261) as it does on the 121  ^grid {dx =  0.0359548).
We also run the simulation for an initial velocity given by v q  = 0.075 which then ramps 
down to Vo = 10“  ^ at £ =  90 Alfvén times. The loop becomes kinked at £ =  110. The evo­
lution then continues very slowly with the loop becoming increasingly kinked and eventually a 
current concentration form at £ =  2050 Alfvén times. At this time the kinetic energy also peaks 
sharply (Figure 5.9) and the magnetic energy, which has increased steadily throughout the evolu­
tion, reaches a peak and then starts to fall off as shown in Figure 5.9. The growth rate reaches a 
value of 0.4 at £ =  2050. This simulation took a month to run for a grid resolution of 81^ and, 
therefore, we are unable to investigate how the current scales with higher resolution at this time as 
such an investigation would involve extremely lengthy computations with the current code. There 
is a possibility of making LareB d semi-implicit which would speed up this process but this has 
been postponed to future work.
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Figure 5.8: Plot of the growth rate, 7 , against time for the resistive simulations for case 1.
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Figure 5.9: A plot of the magnetic energy (top, LHS), the kinetic energy (top, RHS), the internal 
energy (bottom, LHS), and the current (bottom, RHS) for the ramping simulations from t  =  1990 
to t = 2060.
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5.2 .2  R esistive E volution
To investigate the effect of resistivity on the evolution of the loop a simulation is run on a 121  ^
grid for 160 Alfvén transit times with vq = 0.075 throughout the simulation. This grid gives 
reasonably high resolution without taking too much computational time. The resistivity is of the 
form,
TJ =  noM AX  f 0 ,111  -  1 1 , (5.9)
\  Jcrit J
with ?7o — 1 X 1 0 " 4  and jcrit =  3.0. This keeps the anomalous resistivity small as would be 
expected in the solar corona but ensures that it is larger than the numerical resistivity, inherent in 
the scheme. The simulation is not run until the cunent drops back to zero but instead is allowed 
to run until the ohmic heating levels off to a constant value as in Chapter 4.
During the early part of the simulation the field evolves as before, being twisted into a loop 
which then becomes unstable to the kink instability. A helical current concentration forms, 
wrapped around the kinked cm*rent.
Over the course of this first phase of the simulation, tlie free magnetic energy increases as 
shown in Figure 5.10. The current also grows at first at a steady rate then with a sudden sharp 
increase during the non-linear evolution of the instability. Once the current has exceeded the 
critical value die ohmic heating also increases (Figure 5.10). The magnetic energy reaches a peak 
â tt  = 130 and then decreases sharply between this time and t  — 148 by which time the ohmic 
heating begins to level off. The current also drops during this time.
Figure 5.11 shows a selection of field lines at i  =  130 and at ( — 150 demonstrating that the 
field lines have become untwisted during this phase of the evolution. This untwisting, along with 
the related release of free magnetic energy and increase in ohmic heating indicates that reconnec­
tion has taken place. 36 % of the free magnetic energy, defined as the energy in the B q component 
of the field, built up by the twisting motions, is released between t =  130 and t = 148. However 
this result must be viewed with caution. Since the current saturates there is no current sheet for­
mation and, therefore, reconnection will depend on the value of the resistivity. The value of the 
coronal resistivity is unknown but is believed to be smaller than the values which can be used in 
numerical simulations. Therefore it is possible that reconnection may not occur for this configura­
tion for a more realistic resistivity. The evolution of the loop is likely to follow the ideal evolution 
described in the previous section eventually evolving to a kinked equilibrium.
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Figure 5.10: The magnetic energy (LHS, top), kinetic energy (RHS, top), current (LHS, bottom) 
and ohmic heating (RHS, bottom) for the resistive axial field simulation.
Figure 5.11: A selection of fieldlines at f =  130 (LHS) and at f =  150 (RHS).
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5.3 Case 2
Figure 5,12: The initial twist against radius for case 2
Here a field with some initial twist is considered. In fact, Equilibrium 1 from the previous chapter 
is used,
Be = r ( l  — r < 1 ,0 ,
0 .0  r  > 1 .0 .
(5.10)
This gives Be — 0.0 and jz  = 0.0 at r  =  1.0, there is no net axial cunent in the loop. The axial 
field component is obtained from,
B l
f  2 ^ d u  
J o  u
(5.11)
as,
-
\ / B o -  ^ -  r%)4 +  1 ( 1  -  r2)5 r  < 1 .0 ,
\ l ^ o ~ \  ^ ^  l-O-
(5.12)
must remain positive hence B q — 0.5, and the simulation is mn for a uniform density of 1.0 
and pressure given by a plasma /? of 10” .^ This initial equilibrium configuration gives the twist 
profile shown in Figure 5.12. The length is taken to be =  tt since, from the lineai" results, this
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guarantees that the loop is initially stable.
The boundary conditions are the same as for case 1 with i;q =  0.05 for the twisting motions. 
The twisting is applied in a clockwise direction on the base and anti-clockwise on the upper 
boundary. This increases the twist in the loop as shown in Figure 5.13.
Figure 5.13: A selection of fieldlines at f =  0 (LHS) and at f =  50 (RHS).
5.3.1 N on-linear E volution
The simulations are carried out on 81^, 121^ and 161  ^grids, again stretched such that 50% of the 
grid points lie within the twisted region. From these simulations it can be seen that a boundary 
layer again forms near the photospheric boundary during the early stages of the twisting (Figures 
5.14 and 5.15). However the boundary layer has a more limited extent than that observed for case 
1 since the loop already contains some twist. At i =  40 Alfvén transit times the loop has become 
kinked, indicating that the loop has become unstable to the kink instability. Plotting growth rate 
against time (Figure 5.16) also shows that the loop becomes unstable to the kink instability after 
approximately 40 Alfvén times. Again, this can be compared to the linear prediction. Here, the 
same twisting motions are applied to the loop as for case 1 but the loop already contains some 
twist. The same estimates for the time taken for the loop to become unstable as for case 1 are 
calculated. Thus, the first estimate, based on the average twist in the loop gives,
U vq
rr=l i'T=\
/  (1  — r^Ÿrdr  +  2  /
Jo  Jo
^ r I  — ^ r d r  =  2.57T. 
rBz
(5.13)
Evaluating this with uq =  0.05 gives t = 68.4. For the second estimate the twist is given by.
$  =  2tvo{l — r ) -f2 \2  . '^BqrB , (5.14)
This is more complicated than case 1 owing to the B q/ vB z contribution. From Figure 5.12 it can 
be seen that the maximum of the twist in fact exceeds 2 .57t at f =  0. However, we know (Van
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Figure 5.14: A surface plot showing the boundary layers at the photospheric boundaries.
der Linden, private communication, 2000) that this configuration is stable for a loop of length less 
than 4.4. As mentioned for case 1 this method of approximating the stability limits is very crude 
and here this estimate is not very useful. Thus the linear results suggest that the loop will become 
unstable by t = 68.4. As has been seen the simulations show that the loop becomes unstable 
at t = 40, which is in reasonable agreement with this. It is also worth noting that this linear 
prediction is only approximate as the loop does not have uniform twist and is not stationary.
By < =  50 a current concentration has started to form at r  =  0.9 and by f =  55 it has extended 
along the full axial extent of the loop as shown in Figure 5.17.
Table 5.2 summarises the scalings for these simulations. The expected scalings are based on 
the results for dy = 0.0359548. jm ax  is calculated by outputting the maximum of \ j  | at each 
timestep and storing these. The maximum of these between t = 0 and f =  60 is then taken to be 
jm ax-  It can be seen that the value of jm a x  barely changes when the grid is increased from 1 2 1  ^
to 161^. This indicates saturation of the current.
These results suggest that for these simulations where the loop initially has 0  < $crt« and 
boundary motions increase the twist beyond ^crit the loop will become unstable to the kink insta­
bility. However, at least for this particular equilibrium, the current saturates at some finite value. 
At first this may seem to contradict the results presented in Chapter 4 where indications of current 
sheet formation were found during the non-linear evolution of the kink instability for Equilibrium
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Figure 5.15: An isosurface showing the boundary layers.
grid scalings
nx^ ny, nz 81^ 1 2 1 % 161% 2013
dy 0.0532497 0.0359548 0.0269261 0.0215211
Jmax 11 16 17 17
Expected scaling 1 0 .8 16 21.4 26.7
Table 5.2: Scaling of the maximum of the current with higher resolution.
1. Here, however, although the initial equilibrium configuration is Equilibrium 1 the boundary 
motions twist the loop such that when the instability is triggered the loop no longer has the same 
profile as Equilibrium 1. Figure 5.18 is a plot of twist against radius at t = 0, 20, 40 and 60. It 
shows that as the loop evolves due to the twisting motions the maximum value of the twist in­
creases and the gradient of the increasing region of twist decreases. As was discussed in Chapter 
4, current sheet formation appears to be very sensitive to the shear profile of the loop. Thus, these 
results do not contradict those in Chapter 4. Also, in the previous chapter the loop was initialised 
with sufficient twist so that it was well above the critical value. In this chapter the loop evolves 
through the critical twist.
5.3.2 Resistive Evolution
As has been seen the current concentration saturates at some finite value. This means that, as 
discussed for case I, reconnection will only occur if the resistivity exceeds some critical value. 
Since the value of the coronal resistivity is unknown but is likely to be small the results for the 
resistive evolution for this particular configuration may not be strongly applicable to the behaviour 
of coronal loops. However, while bearing this in mind, we carry out a resistive MHD simulation 
for this configuration on a 1 2 1  ^grid.
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Figure 5.16: Plot of the growth rate, 7 , against time for the ideal simulations for case 2.
Figure 5.17: The isosurface of the current at t =  55 showing the axial current concentration 
wrapped around the kinked central column of background current.
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Figure 5.18: The twist against radius for case 2 at t = 0, 20, 40 and 60 showing how the twist 
profile changes with time.
In this simulation 770 =  10“ '^  and jcrit =  4. The simulation is run until t ~  100 Alfvén times 
where the ohmic heating has planed off to a constant value as shown in Figure 5.19. Over the 
course of the simulation the magnetic energy steadily increases due to the twisting until reaching 
a maximum value at t =  60 (Figure 5.19). It then decreases rapidly between t  = 60 and t =  70 as 
reconnection releases the free magnetic energy, defined as the energy stored in the B q component 
of the magnetic field.
The left hand side of Figure 5.20 shows the field lines at t  =  50 where the twist has exceeded 
^crii triggering the instability but the resistivity has yet to cause reconnection. The right hand 
side of the Figure shows the field lines at i  =  80 after the magnetic energy has dropped sharply 
suggesting that magnetic reconnection has taken place. It is clear from the Figure that reconnection 
has untwisted the field lines. This process releases 38% of the free magnetic energy.
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Figure 5.19: The magnetic energy (LHS) and ohmic heating (RHS) for the resistive run of case 2
Figure 5.20: A selection of fieldlines at f =  50 (LHS) and at f =  80 (RHS).
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5.4 Conclusions
The aim of this chapter has been to carry out non-linear 3D MHD simulations of the effect of 
photospheric vortex motions on the evolution of a coronal loop. In paiticulai; the question of 
whether the twisting motions at the loop’s footpoints can trigger the kink instability and whether 
the instability will evolve as expected has been addressed.
In previous simulations (Chapter 4, Gerraid et al, 2001, Baty, 2000, Arber et al, 1999, Lionello 
et al, 1998) the initial configuration has been an equilibrium with $  > This unstable
equilibrium is then perturbed, the instability grows and its evolution is followed. Figure 5.21 
shows a sketch of the growth rate, 7  against the length Lz of a loop (this is similar to Figure 3 of 
Lionello et al (1998)). The simulations with $  > ^crit in the initial configuration, are represented 
on this plot by a cross. In this paper the aim has been to consider an earlier stage in the evolution 
(the region circled in the plot). By twisting a loop with velocities which mimic photospheric 
footpoint motions it can be evolved slowly through this early phase. This slower evolution may 
result in
• the formation of a stable kinked equilibrium,
® the saturation of the current concentration.
The aim of this chapter was to investigate the effect that slow boundary motions have on the 
evolution of the loop. In par ticular, the question has been considered as to whether the twisting 
motions at the loop’s footpoints can trigger the kink instability and whether the instability will 
evolve as predicted by the simulations where $  > ^ cHu namely whether a current sheet will form 
and reconnection will take place.
Y
Figure 5.21: a schematic plot of the growth rate, 7  against the loop length Lz with the cross indi­
cating simulations beginning with $  > ^cHt and the encircled region representing the simulations 
caiiied out in this paper where the loop is evolved slowly until the instability is triggered.
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To investigate this question two initial equilibrium configurations have been studied. In case 1 
an initially purely axial magnetic field is twisted by boundar y conditions modelling photospheric 
motions. These twist the field into a loop and then increase the twist in the loop until it exceeds 
the critical value for the kink instability. In case 2 an equilibrium which already contains some 
twist but for which Lz is chosen such that $  < ^cHt is considered. The twisting motions on the 
boundaries are then imposed such that they increase the twist in the loop until it exceeds ^criu 
and triggers the kink instability.
For case 2 the twisting motions are given by Equation 5,2 with fQ =  0.05. The loop becomes 
unstable and a helical cunent concentration forms and extends along the full axial extent of the 
loop. However, the cunent saturates at a finite value. For resistivity given by Equation 5.3 with 
% =  10“ '^  and jcrit =  4.0 (twice the maximum equilibrium value) reconnection occurs releasing 
38 % of the free magnetic energy.
For case 1 the boundary motions twist the axial field into a loop with a profile very similar" 
to those which have been studied previously. The twist in the loop is then increased until the 
kink instability is triggered. A cun'ent concentration forms during the non-linear evolution of the 
instability as suggested by the previous simulations. Again the current saturates at a finite value. 
When resistivity is included, given by Equation 5.9 with r\Q =  10“  ^and jcrit — 3.0, reconnection 
releases 36 % of the free magnetic energy.
Conclusions which can be drawn from the results presented in this chapter are,
® During the initial twisting of case 1 and case 2 a boundary layer is obtained near the 
photosphere. This agrees with the results of Lothian and Hood (1989), Browning and Hood 
(1989), Robertson et al (1992), and Mikic et al (1990).
• For case 1 tire boundary motions twist the initially axial field into a loop with a profile 
similar to those studied in previous simulations.
• For case 1 the boundary velocities then continue to twist the loop eventually triggering the 
kink instability. A cunent concentration builds up during the non-linear evolution of the 
instability for vq =  0.075 and for the case where the velocity is ramped down to ■uo =  0.001 
at marginal stability.
• For both case 1 with vq =  0.075 and case 2 the current, which builds up during the non­
linear evolution of the kink instability, saturates at a finite value. There is no sign of current 
sheet formation. This is an important result as it may suggest that the kink instability cannot 
explain compact loop flares. It therefore merits further study. In particular it would be 
useful to carry out further grid doubling and measure the value of jmax> this has not been 
possible using the current computing resources but may be possible using AMR or a larger 
parallel machine. It would also be useful to caixy out higher resolution runs for case 1 when
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the velocity is ramped down to confirm whetlier the current also saturates for this case. 
However, this would again require more computing resources.
• For case 1 with vq = 0.075 throughout the simulation reconnection occurs releasing 36 % 
of the free magnetic energy built up by the photospheric twisting for the value of resistivity 
which we have chosen. 38% of the free energy is released For case 2. However in both 
cases the current saturates. It must therefore be emphasised that reconnection may not take 
place for a coronal value for the resistivity.
The simulations presented here demonstrate that photospheric motions can twist the magnetic 
field into a loop and will then continue to increase tire twist in the loop. Once this twist has 
exceeded a critical value the loop will become unstable to the kink instability. During the non­
linear evolution of the kink instability a current concentration builds up. However, in the two 
cases studied in this chapter, the current saturates. Further study of this is required. In this chapter 
we have only studied two initial configurations and only one twisting profile. It is known from 
previous work (Chapter 4, Gerrard et al 2001, Ali and Sneyd, 2001) that whether a current sheet 
forms or the current saturates is very sensitive to the profile considered. Also, in this chapter we 
have only been able to investigate the behaviour of the cuixent under one grid doubling. In the 
future it should be possible to use AMR to consider higher grid resolution and further investigate 
the saturation of the current.
Whilst caution must be attatched to these results since they are preliminary and all of the 
above points must be taken into consideration, the results presented in this chapter suggest that 
the m  = 1 kink instability cannot explain compact loop flares unless the equilibrium can evolve 
well-beyond marginal stability (as in Chapter 4).
Chapter 6
Rotating Sunspots and their Overlying 
System of Loops - Observations and 
Simulations
“/  think I speak for eveiyone here when I say, huh?’
Buffy, Out of Sight, out of mind
Episode 11, Season 1, Buffy the Vampire Slayer
6.1 Introduction
In this Chapter we present preliminary simulations from a collaborative project being earned out 
with Dr D. Brown. In this project Lare3d will be used to model TRACE observations of the 
behaviour of sunspots and their overlying system of loops.
The TRACE observations taken from the 8 th to the 10th of August 2000 show an active region 
containing a large sunspot, smaller spots, and a diffuse region of oppositely polarised magnetic 
field. Movies created from this data suggest that the larger sunspot is rotating and that two smaller 
sunspots rotate about the larger sunspot, spiralling irrto it. As this happens the coronal loops 
connecting the sunspots with the diffuse region flip rapidly from the top of the active region to the 
bottom.
Figure 6.1 shows four images of the active region towards the end of the run of observations. 
The white light image from TRACE shows the large sunspot (by this time the two smaller sunspots
101
6.1 Introduction 102
#
White Li qhi 0 0 - 0 5 - 0 9  21:1 1 SOHO-''MDI
Figure 6.1 : Four images of the active region: (i) A chromospheric image from TRACE (top, LHS), 
(ii) A coronal image from TRACE showing the coronal loops (top, RHS), (iii) A white light image 
from TRACE showing the large sunspot (bottom, LHS), (iv) A magnetogram from SoHO/MDI.
have spiralled into it). The 171Â band from TRACE shows the overlying coronal loops. From this 
image it can be seen that the loops appear to be brightening at some points. This may be an indica­
tion of energy release and/or flaring. The MDI image shows the large sunspot (the white colouring 
indicates positive magnetic polarity) and the diffuse region (the black colouring indicates negative 
magnetic polarity).
The analysis of the rotation of the sunspots indicates that the rotation is in an anticlockwise 
direction. Figure 6.2 shows how the average rotation varies with time and Figure 6.3 shows how 
the rotation varies with radius (Brown, private communication, 2001) on average and for each 
day. Both figures indicate that the penumbra of the sunspot rotates more quickly than the umbra, 
hence the sunspot does not rotate as a rigid body. From Figure 6.2 it can be seen that by the end 
of the 10th of August the rotation had finished. Between the 8 th and 10th of August the sunspots
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Figure 6.2: Variation of the rotation with time. The dark line is the average rotation profile while 
the lighter line is the rotation profile for the penumbra of the sunspot.
rotated 1 2 0  — 150° with a peak average rotation of 2 .2 ° per hour conesponding to a velocity of 
the order 0.1 kms~^ (Brown, private communication, 2001).
To carry out a preliminary simulation to model these observations we will use flux patches on 
the upper and lower boundaries to model the diffuse region and sunspots and will construct the 
magnetic field in the numerical domain that describes the coronal loops connecting the sunspots 
to the diffuse region (the loops are modelled here as straight “loops”). The diffuse region will 
be modelled by a large flux patch on the upper boundaiy and the sunspots will be modelled by 
smaller flux patches on the lower boundary. As an initial, crude model we will use a relatively 
small flux patch to model the diffuse region. This is done for simplicity and to guarantee that the 
boundaries in the x  and y directions do not affect the evolution. We will model the sunspots by 
taldng only two flux patches on the lower boundary. These will represent the large sunspot and 
one of the smaller sunspots. Again their sizes relative to one another and to the diffuse region will 
not closely model the observations at this stage. However this crude initial simulation will give us 
some idea of the behaviour of the sunspots and loops. We can then refine the simulations and in 
the future will be able to include more complex factors such as the toroidal curvature of the loops 
and a more realistic model of the sunspots, perhaps including the penumbra through gravitational 
stratification.
6,2 Successive Over Relaxation
To carry out this project we must construct the initial potential magnetic field in the numerical 
domain for a given flux distribution on the upper and lower boundaries. To construct the initial
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Figure 6.3: Variation of the rotation witli radius. The average is shown by the darkest line. The 
rotation profiles for each day are also marked. The largest peak is from the 9th of August. By the 
10th of August the rotation speed is decreasing.
magnetic field a successive over relaxation (SOR) code is run. The code makes use of the same 
numerical grid as L are3  d  and, therefore, its results can be fed into L areS d  and used as an initial 
equilibrium configuration.
Successive over relaxation is an iterative method which “relaxes” an initial guess to the exact 
solution. Here, the relaxation is allowed to continue until the residual, a measure of the eiTor, is 
zero to single precision. Over-relaxing accelerates the convergence. A more detailed description 
of SOR can be found in Hoffman (1993).
In this case SOR is used to solve V X B =  0 given boundary conditions which will model the 
observed sunspots. The field can be written in terms of a potential 0,
B =  
giving,
=  0 .
(6.1)
(6.2)
The successive over relaxation is then canied out on <p and the magnetic field is re-calculated from 
the relaxed value of (p.
The algorithm used is.
(6.3)
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where,
dxci^ j^ l^  dxbi^ j^ li dxci^ i^ j^ fi dybij^ f^  dyc^ j^ i^  
1 1
dybi,j,k ^ y ,^j—i,k dzci^ j^ k dzhi^ j^ ii dzCij^ ii—\ , (6.4)
and the residual,
+ (j>i,j+hkdxbij^ jf dxcij^ h dxbij^ k d^ (^ i—i,j,k dybi,j^ k ^ y(H,j,k
+ y^bi,j,k ^y i^,j—i,k dzbi^ j^ f: dzcij h^; dzbi^ j^ fj dzcij f^g—i
w is the over-relaxation païameter, its value may be anywhere between 1 and 2 , and is chosen to 
be 1.4 since the optimum value is normally near this value.
The algorithm is implemented using a chequerboaid approach. Figure 6.4 represents the nu­
merical grid. All the +  squares depend only on the — squaies and vice versa. Therefore, two
— — — 4" — 4-
■f — d- — 4- — + —
— ■f — -h — 4" — 4-
+ — — — 4-
— ■F — + — + — 4"
+ — + — 4- — + —
Figure 6.4: A numerical grid showing how the chequerboard implementation of the SOR algo­
rithm works.
computational loops are used and the calculations are carried out independently. The + points aie 
updated first and then their updated values are used in the calculation of the — points.
After each full step the maximum value of the residual is calculated. The over-relaxation 
continues until the residual is zero to single precision. The final values of the potential are used to 
calculate the magnetic field components and these aie outputted and fed into LareSd. This gives 
an initial potential field from which the simulations can be started.
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For this preliminary simulation we use a 121^ grid and take = Ly = = 10. The grid is
not stretched as it is difficult to anticipate where higher resolution will be required until we have 
analysed the first set of results. On the upper boundary a flux patch with flux 1 (in normalised 
units) is positioned at (0,0) with radius 1. On the lower boundary one flux patch with flux 0.7 is 
positioned at (1,0) and a second flux patch with flux 0.3 is positioned at (-1,0), both flux patches 
have a radius of 1. The fluxes are balanced numerically so that all the field leaving the lower 
boundary passes through the upper boundary. The results of this can be seen in Figure 6.5. In this
n ^
Figure 6.5: A surface plot of a cut of Bz through the z  — z plane showing the two sources at the 
lower boundary and the one source on the upper boundary.
initial, crude simulation we take all the flux patches to have the same area for simplicity although 
we do give the "large sunspot” a larger magnetic field strength than the “small sunspot”. The SOR 
code uses these boundary conditions to construct the magnetic field.
The magnetic field components are then read into LareSd where they provide the initial 
equilibrium for the simulations. The fieldline plot in Figure 6 .6  is from f =  0 showing how the 
field constructed from the boundary conditions behaves. We have tested that this configuration 
is an equilibrium by running LareSd for 20 Alfvén times with no initial velocities and observ­
ing whether any growth occurs. Since none does we are able to assume that the SOR code has 
produced a configuration which is at least close to an equilibrium. However, it can be seen that 
this field expands outwards in the centre of the numerical domain. This is a result of the fact that
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Figure 6 .6 : A fieldline plot for the initial data.
potential fields are volume filling. To constrain the field and prevent the excessive expansion we 
apply an axial magnetic field throughout the numerical domain. This is similar to the approach 
used for compact loop flare simulations (e.g. Chapter 4) where a coronal loop is modelled as a 
straight cylinder surrounded by a potential field. Figure 6.7 shows the fieldlines which result from 
applying the axial field. By comparison with Figure 6 .6  it can clearly be seen that the axial field
Figure 6.7: A fieldline plot at f =  0 for the field which is constrained by an axial field.
prevents the expansion in the centre of the numerical domain. It is this configuration which we 
use in the simulation.
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6.3 Simulation Results
We now carry out three 121  ^grid simulations. In all of these a rotational velocity of the form, 
n y,2\2
V q =  V q — 1 1 ---- ^
ro \  r f0
(6.6)
is applied with % — 0.05. ro is the rotation radius and r\ specifies the point about which the 
rotation is centred. This gives the profile used in Chapter 5 and shown in Figure 6 .8 . The choices
^  0 .01 -
O)
0.005 -
0.2 0.4 0.6 0.8 1r
Figure 6 .8 : The rotation profile used in Chapter 5. 
of ro and r i  give us the different twisting cases.
Case 1: Upper boundary twisting
This is the first simulation which is carried out. Here, we apply the twisting velocity on the upper 
boundary i.e. we twist the diffuse region. This is not what happens in the observations but is an 
easy case to set up. Here r f  =  and ro — 1.
Figure 6.9 shows the fieldlines at t =  60. At this time the fieldlines with the maximum 
rotation speed have rotated by approximately 120* It can be seen that they have become twisted in 
the upper half of the numerical domain. Also by t  — 60 a cunent starts to build up near- the upper 
boundary. Figure 6.10 shows an isosurface of the current (j V x B |=  0.2) at f =  60. The parts of 
the isosuiface which outline the flux patches are likely to be numerical artifacts but it can be seen
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Figure 6.9: A fieldline plot at i =  60 for the field which is constrained by an axial field.
that there is a current building up at the centre of the numerical box near the upper boundary.
A comparison of the fieldlines for an ideal MHD simulation and a resistive simulation with 
7/0 =  0.1 and jcrit = 0.1 at f =  240 suggests that reconnection is taking place. The fieldlines 
from the ideal simulation (Figure 6.11) are more twisted than those from the resistive simulation 
(Figure 6.12). However care must be taken here. As can be seen from the contour plots on the 
bases of these fieldline plots the two flux patches on the lower boundary have merged by this time. 
In fact by t = 240 the configuration is behaving more like a single coronal loop (as in Chapters 
4 and 5). The isosurface of the current a tt = 240 at | V x B |=  0.2 (Figure 6.13) shows this 
behaviour.
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Figure 6.10: An isosurface (| V x B |=  0.2) of the current at f =  60
Figure 6.11: A fieldline plot att = 240 for the ideal simulation.
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Figure 6.12: A fieldline plot a tt = 240 for the resistive simulation.
Figure 6.13: An isosurface of the current (| V x B |=  0.2) a tt = 240 for the ideal simulation.
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Case 2; Rotating the large sunspot
The previous simulation clearly did not model the observed behaviour of the sunspots. In this 
simulation we carry out the twisting on the lower boundary. For this case rg is taken to be 1 and 
rf =  (x +  1)  ^+  This twists the “large sunspot”. This is closer to the simulations although for 
the present the “small sunspot” is not included in the rotation.
Figure 6.14: A fieldline plot att = 240 for the ideal simulation where the large sunspot is rotated.
As can be seen from Figure 6.14, which shows the heldlines a tt = 240 Alfvén times for an 
ideal MHD simulation, this form of the rotation results in the heldlines associated with the large 
sunspot becoming twisted. However, as in case 1, the two sunspots are becoming merged. Again 
the isosurface of the current (Figure 6.15) shows a cylindrical structure similar to those in Chapters 
4 and 5.
In the ideal simulation the current grows between f =  50 and t = 240 although the magnetic 
energy does not show any sign of increase between these times. Including resistivity in the sim­
ulation with r]o = 0.1 and jcrit =  0.1 we again run the code for 240 Alfvén times. The ohmic 
heating is still increasing when the simulation ends a tt = 240 but as can be seen by comparing 
Figure 6.16 with Figure 6.14 reconnection is occurring resulting in the heldlines becoming less 
twisted.
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Figure 6.15: An isosurface of the current (| V x B |=  0.2) a it = 240 for the ideal simulation 
where the large sunspot is rotated.
Figure 6.16: A fieldline plot at f =  240 for the resistive simulation where the large sunspot is 
rotated.
6.3 Simulation Results 114
Case 3: Rotating both sunspots
In case 2 only the large sunspot was rotated. In the observations the small sunspot becomes caught 
up in the rotation of the large sunspot. Thus, in this case we again take ri = (x +  1)^ +  but 
now take ro =  3. This means that the small sunspot is included in the rotation.
Figure 6.17: A fieldline plot at f =  240 for the ideal simulation where both sunspots are rotated.
Figure 6.17 shows the fieldlines att = 240. It can be seen that more fieldlines are twisted than 
in case 2 (Figure 6.14). Between f =  60 and t = 240 Alfvén times the current and the magnetic 
energy have increased. In this simulation, in contrast to case 1 and case 2 the flux patches remain 
more defined although as can be seen from the contour plot on the base of Figure 6.17 the smaller 
sunspot does become deformed by the twisting.
Figure 6.18 shows an isosurface of the current at | V x B |=  0.11. It looks very different from 
the isosurfaces for case 1 and case 2. It suggests that the current is building up near the upper and 
lower boundaries. A resistive simulation is carried out with % =  0.1 and jcrit = 0.1. There is no 
indication of reconnection by t = 240 Alfvén times.
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Figure 6.18: An isosurface of the current (| V x B 
where the both sunspots are rotated.
1= 0.11) at f =  240 for the ideal simulation
6.4 Discussion and Conclusions
In this Chapter LareSd has been used to carry out preliminary simulations to model observations. 
The observations were made using the TRACE and SoHO satellites and show rotating sunspots. 
A large sunspot rotates and two smaller sunspots spiral into it. As this occurs the loops connecting 
the sunspots to a diffuse region flip from the top of the active region to the bottom and brighten. 
Analysis of the observations (Brown, private communication, 2001) revealed that the large sunspot 
rotated 120-150° anticlockwise with rotation profiles as shown in Figures 6.2 and 6.3 over the 
course of the three days.
To model these sunspots we must construct an initial field from boundary conditions. An 
SOR code was written to do this. As an initial model, boundary conditions were chosen to give 
one large flux patch on the upper boundary (modelling the diffuse region) and two smaller flux 
patches (modelling the large sunspot and one of the smaller sunspots) on the lower boundary. This 
ignores the toroidal curvature of the loops and the structure of the sunspots. However, it does allow 
us to model some of the significant features of the observations in a more simple configuration.
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For the preliminary simulation the upper boundary diffuse region has a radius of 1 and a flux 
of 1. the lower boundar y contains a “large sunspot” of area 1 and flux 0.7 and a “small sunspot” of 
area 1 and flux 0,3. In addition to the field constructed by the SOR code, an axial field is applied 
throughout tire numerical domain to prevent the field from expanding excessively in the centre of 
the box. 121^ grid ideal MHD simulations are run for 240 Alfvén times.
Three forms of rotation are used. In case 1 the upper boundary flux patch is rotated. In case 
2 the “large sunspot” is rotated and in case 3 the “large sunspot” is again rotated but the rotation 
radius is increased such that the “small sunspot” is included in the simulation.
Case 1 is the least close to the observation but does show signs that the fieldlines become 
twisted and reconnect. However, care must be taken with this result as the two sunspots appear to 
merge and the configuration resembles a single coronal loop by t — 240 Alfvén times.
The same problem occurs in case 2. Here only the fieldlines associated with the “large 
sunspot” are twisted but again the “small sunspot” merges with the “large sunspot” and recon­
nection takes place.
In case 3 the flux patches remain more separate although the smaller flux patch is deformed by 
the rotation. The current increases and in the resistive simulation ohmic heating increases during 
the simulation. However there is no indication of reconnection occurring by t = 240 Alfvén times 
when the simulation is stopped. Further simulations are planned and will be discussed in detail in 
the next chapter.
The main results of this project so fai* are:
@ An SOR code has been written which can be used to construct a magnetic field from given 
boundary conditions for use as an initial equilibrium in L areSd. The SOR code has been 
parallelised.
* It is necessary to increase the distance between the two sunspots otherwise they will merge. 
This will be done in future.
® Cases 1 and 2  do show that the fieldlines twist and do show indications of reconnection. 
However in both of these cases the reconnection occurs after the two flux patches have 
merged and therefore care must be taken with this result.
® Case 3 is the most representative of the observations. The fieldlines twist and a current 
builds up neai* the upper and lower boundaries.
# There is no indication of reconnection by t  = 240 Alfvén times for case 3. However it may 
simply be the case that the simulation needs to be run for longer.
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9 Future simulations will be similar to case 3, although with a greater separation distance 
between the flux patches on the lower boundary, but will now investigate twisting and inflow 
velocities.
In future more sophisticated simulations are planned. These are discussed in the next chapter.
Chapter 7
Conclusions and Future Work
7.1 The LareSd Code
7.1 .1  C onclusions
The simulations whose results are presented and discussed in this thesis were canied out using a 
new 3D MHD code. LareSd is a Lagrangian remap code. It takes a Lagrangian step, where the 
grid moves with the plasma, and then a remap step, remapping all of the vaiiables back onto the 
original Eulerian grid. The numerical grid can be stietched to obtain higher resolution in areas 
of interest and the grid is staggered to prevent chequerboard instability and to allow conservation 
of energy in the Lagrangian step. LareSd is written in High Performance Fortran allowing high 
resolution simulations to be run on a parallel computer. All of the results presented in this thesis 
were run on a paiallel computer.
The Lagrangian step is fully 3D and contains all of the physics. It uses the predictor-corrector 
scheme and is second order accurate in space and time. The Lagrangian step builds mass con­
servation in control volumes and is energy conserving for Euler’s equations. The magnetic field 
calculations are carried out on the magnetic fluxes and, for ideal MHD, make use of Alfvén’s 
theorem. For resistive MHD the magnetic fluxes are updated using the induction equation at the 
predictor and coixector steps. It is then straightforward to calculate the magnetic field components 
from the magnetic fluxes. The other complication in the Lagrangian step is the artificial viscos­
ity. This is calculated in such a way that it will be switched on only for compression associated 
with shocks. At all other times it will remain small. LareBd uses artificial viscosity of the form 
suggested by Wilkins (1980). It controls spurious oscillations produced by the Lagrangian step by 
diffusing them. This, combined with the Van Leer gradient limiters, prevents spurious oscillations 
from forming near- a shock front.
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The remap step is a purely geometrical step, involving no physics. The remapping is carried 
out in each direction separately and Strang splitting is used to remove any directional bias. The 
remap is carried out on the density, specific energy density, velocities and magnetic fluxes. It uses 
Van Leer gradient limiters to ensure that it is monotonicity preserving. The magnetic field remap 
is carried out on the magnetic fluxes and makes use of Evans and Hawley constrained transport. 
Thus, if V.B =  0 initially then it is maintained as zero throughout the simulation.
LareSd was written with the specific aim of modelling solar coronal phenomena. To do this 
it is required to handle shocks, allow the inclusion of non-hyperbolic physics (such as resistivity) 
and to accurately find local temperatures for a low /3 plasma. Many shock capturing codes exist, 
mostly in the form of Riemann solver codes. One problem for Riemann solvers is that, due 
to their conservative nature, they can lead to errors in the temperature for a low p  plasma. In 
contrast LareSd, since it was written specifically for use in simulations of coronal phenomena, 
is not in conservative form and allows for an accurate prediction of temperatures. Several tests of 
LareSd’s shock capturing abilities were carried out and are detailed in Arber et al (2001).
The disadvantages of the code are;
O It is not as robust as an approximate Riemann solver. The constants in the artificial viscosity 
formula may need to be adjusted during low resolution runs to obtain the optimum artificial 
viscosity,
@ There is evidence of overshooting at the end of rarefaction fans in some simulations al­
though tliis is resolved by increasing the number of points.
O The Lagrangian step only finds characteristic speeds to second order accuracy.
The advantages of L areS d  are;
O All of the physics is contained in the Lagrangian step which is fully 3D.
O It preserves V.B =  0.
O It handles shocks, performing as well as Riemann solver based codes for most tests.
O It accurately finds local temperatures for low /3 plasmas.
In conclusion L areS d  is a 3D shock capturing, Lagrangian remap code for resistive MHD. 
It is written in HPF allowing high resolution simulations to be run on a parallel computer. As has 
been seen in Chapters 4, 5, and 6  L areS d  can be used to simulate a wide range of solar coronal 
phenomena.
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7.1.2 F u tu re  W ork
In the futui-e LareSd will be extended to use Adaptive Mesh Refinement (AMR). AMR allows 
the level of grid resolution to vary significantly across the computational domain and to adjust, 
refining or coarsening, according to the evolution of the phenomena being simulated.
The form of the resistivity used in LareSd is not uniform. In fact, the resistivity is given as a 
function of the current, following Arber et al (1999),
7? =  770 M A X  0.0, ^  -  1.0 . (7.1)
V Jcrit J
This allows reconnection to occur in isolated regions. Once the electron fluid flow speed, 
exceeds the phase velocity of the ion-acoustic mode, C i a ,  ion-acoustic turbulence will have an 
effect on current sheet development. Bychenkov, Silin and Uryupin (1988) have shown that, 
under a wide range of conditions, the effective anomalous resistivity is a function of E (or j) and 
adjusts to keep %e>a  constant, o: times the ion thermal speed, a  normally lies between 1 0  and 2 0 , 
sometimes becoming as large as 30. Here a  is taken as 10 as a conservative estimate. In L areS d  
it is assumed that | 'I’e H  Therefore, the effective formula for resistivity is Equation 7.1 where 
j c r i t  — ctnecia. This theory would suggest that the largest current density which would evolve in 
a coronal loop for instance (as in Chapter 4) would have jmax anecia. If,
then to reach this j c r i t  a scale length collapse to L m i n  is required where,
^ ---- . (7.3)
f i Q a n e c i a
For Bq — lOOG, 7% =  6  X 10^  ^m"^ and cia =  1.35 x 10  ^ ms~^ this gives L — 76.5m. Taking 
the loop radius to be ~  IMm this gives a difference in scale lengths of around 13000. Thus to 
fully resolve current densities up to j c r i t  would require grids of around 50000^. This estimate 
is based on a uniform grid. Allowing for stretched grids this can be reduced but only to around 
30000^. This is because the higher resolution is needed around the rational surface but LareSd 
uses a Cartesian grid so this amounts to having a fine, but uniform, grid over tire central region and 
then stretching to larger spacing in the potential field outer region. The central region must still be 
capable of resolving the 13000 times difference in scale lengths and the boundary must be remote 
from the central column. LareSd is currently fixed grid but this problem would be ideally suited 
to an adaptive mesh approach.
AMR is a useful approach in any situation where small scale activity affects much larger 
lengthscales such as solar flares or coronal mass ejections. Since, in the future, it may be desirable
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to use L areS d  to model such phenomena it will be extended to use the AMR approach,
AMR can be implemented in two main ways,
1. cell-by-cell refinement (Keppens et al, 2001, Jones, 1997, Berger and Colella, 1988)
This begins with all cells at a coarse level of refinement (level 0). As the system evolves 
each cell may be refined to give better resolution if necessary (according to some refine­
ment criterion). If the cell is refined then a new level (level 1) is created and pointers are 
constructed from level 0 to level 1. The process continues throughout the evolution until 
any par ticular cell reaches a specifies level of refinement beyond which it is not allowed to 
refine further.
2. block patching (Berger and LeVeque, 1997)
This method is similar to that described above except that, rather than carry out the algorithm 
on individual cells, mesh patches made up of several cells are used. This approach is easier 
to implement on a staggered mesh scheme since cell-by-cell refinement can have difficulties 
with quantities defined on cell vertices.
There are also different approaches to refinement criteria including,
« error estimation (Berger and LeVeque, 1997, Keppens et al, 2001, Bell et al, 1994),
• refinement when threshold values of local measures (such as compressibility, rotationality 
and cuixent density) are exceeded (Powell et al, 1999),
• Smoothness check on mass density and specific energy, checking for the presence of shocks, 
discontinuities, rarefactions etc.
These differing approaches to refinement criteria and mesh refinement will be considered and 
the most appropriate for Lare3d will be implemented.
7.2 Kink Instability in Coronal Loops
7.2.1 C onclusions
Chapters 4 and 5 are concerned with the kink instability in line-tied coronal loops as a possible 
explanation for compact loop flares.
Coronal loops have footpoints embedded in the dense photosphere. Perturbations generated in 
the corona cannot propagate easily into the photosphere, a stabilising effect known as line-tying.
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However, slow photospheric motions can twist the loop. Once the twist has exceeded a critical 
value the loop will become unstable to the m  = 1 kink instability.
Previous work on this topic has started with an initial equilibrium configuration in which the 
twist exceeds the critical value i.e. an unstable equilibrium. This equilibrium is then perturbed and 
the evolution of the instability is studied. Some authors found evidence of current sheet formation 
during the non-linear evolution of the kink instability. Others found that the current saturates. The 
question of whether or not a current sheet forms is an important one since, if a current sheet does 
form then reconnection will occur regardless of the value of the coronal resistivity. The value of 
the coronal resistivity is believed to be small (smaller than the values which, due to numerical 
constraints, can be used in simulations) but is unknown. If a current sheet forms then the results 
of the numerical simulations as regards reconnection will be qualitatively correct despite using a 
larger value of the resistivity. Therefore, it is important to understand when current sheets form. 
Two possible explanations for tlie discrepancy between the results have been put forward. It 
could be that the numerical codes used to cany out the simulations treat small scales differently. 
However, it could also be that the saturated current scales, linearly or exponentially, with the shear 
and that for loops with high shear it would be difficult to observe the saturation of the current 
(Baty, 2000a).
In Chapter 4 this hypothesis is investigated. The same approach is used as in previous simula­
tions, taking an initial unstable equilibrium configuration and applying a small perturbation. Two 
initial configurations are studied; Equilibrium 1 which has a shear* of 6.32 and Equilibrium 2 for 
which the shear* can be varied between 1.67 and 9.42. Curxent sheet formation is investigated by 
storing the maximum value o f | j  |=  -f- jy + over the simulation and observing how
this value, jrnax-, varies as the grid resolution is increased. The results for Equilibrium 1 showed 
almost linear scaling of jmax with grid resolution. This behaviour* is indicative of current sheet 
formation. When resistivity was included in the simulations reconnection and approximately 50% 
of the free magnetic energy was released. For* Equilibrium 2 the results are more complicated 
since for* some runs there are signs of curxent sheet formation but for* other* runs (with high shear) 
the current saturates. This is contrary to Baty’s hypothesis. Conclusions which can be drawn from 
the results presented in Chapter* 4 are,
© The results show that Equilibrium 1 demonstrates the same behaviour, indicative of current 
sheet formation, as the equilibrium discussed in Arber et al (1999) but it has smaller* shear.
® If a curxent sheet does form then including a non-uniform resistivity in the simulations 
causes reconnection to occur, releasing 50% of the free magnetic energy.
@ The results from Equilibrium 2 suggest that current sheet formation does not occur for all 
equilibria. This does not depend simply on the shear of the loop.
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® The shape and magnitude of the cuixent is dependent on the internal structure of the loop in 
a more complex manner than was previously suggested.
In Chapter 5 this work is talcen a step further by taking an initial configuration for which the 
twist is less than the critical value, a stable equilibrium. In fact two initial cases are taken: an axial 
field and a field with some initial twist. Twisting motions are applied at the boundaries in the .s 
direction to model photospheric motions and the evolution of the field is followed. This allows 
the investigation of the slower evolution of the loop due to the photospheric motions. The motions 
twist the axial field into a loop and then continue to increase the twist until the kink instability is 
triggered. For both initial fields the current saturates at a finite value. Conclusions which can be 
drawn from the results presented in Chapter 5 are,
@ During the initial twisting of case 1 and case 2 a boundary layer is observed near the 
photosphere. This agrees with previous results.
O For case 1 the boundary motions twist the initially axial field into a loop with a profile 
similar* to those studied in previous simulations.
® For* both case 1 and case 2 the current which builds up during the non-linear* evolution of 
the kink instability saturates at a finite value. There is no sign of current sheet formation. 
This is an important result as it may suggest that the kink instability cannot explain compact 
loop flares.
© It appears that the results will depend on the particular* velocity profile imposed on the 
photospheric boundary.
7.2 .2  F uture W ork
In both Chapter* 4 and Chapter* 5 the most important question is whether a current sheet forms or 
whether* the current saturates at a finite value. With the currently available computing resources 
(the JREI/SHEFC funded Compaq cluster* based at St Andrews) the 251^ grid simulations for* 
Chapter 4 and the 201^ grid simulations for Chapter 5 were at the limit of the available time and 
memory (run on 16 processors over a series of weekends). It would be useful to car*ry out higher 
resolution simulations but to do tliis would require more processors or* the use of AMR as already 
discussed.
Also both chapters raised issues which would require further investigation and the study of 
other* equilibrium configurations. For instance, it would be interesting to make a further* study of 
the type of equilibria for which curxent sheets form as found in Chapter* 4. It would also be useful 
to study more initial configurations and twisting profiles to confirm or disprove the conclusions
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of Chapter 5. In particular, it may be possible to calculate a posteriori the twisting profile which 
would produce an equilibrium for wliich current sheet formation has been found to occur (e.g. 
Equilibrium 1 from Chapter 4 or the equilibrium studied by Arber et al (1999)). This twisting 
profile could then be applied to an axial field and the evolution of the instability investigated to 
ascertain whether current sheet formation still occurs or whether the current saturates due to the 
slower evolution.
Finally it would also be useful to consider the toroidal curvature of the loops as this may 
result in a lack of equilibrium. A toroidal loop can be modelled by placing two flux sources on 
the photospheric boundary. The SOR code developed for use in modelling the rotating sunspot 
observations can be adapted for this. Boundary flows can than be applied, in a similar manner to 
those in Chapter 5, to simulate photospheric motions and the effect of these motions on the loop 
can be followed.
7.3 Modelling Observations
7.3.1 C onclusions
The simulation presented here is a crude, preliminar y simulation as this project is still in its early 
stages. However, we now have a working SOR code which can produce data for use as an initial 
equilibrium in L areSd. Given a set of upper and lower boundary conditions it can construct the 
magnetic field in the rest of the numerical domain. This code can be adapted for use in other 
projects as well as this particular area of research.
We have used the SOR code to construct a magnetic field given by one flux patch of radius 1 
and flux 1 on the upper boundary and two flux patches of radius 1 and fluxes 0.7 and 0.3 on the 
lower boundary. These model the diffuse region, the large sunspot and one of the small sunspots 
respectively.
This field, since it is a potential field, is volume filling. Thus, to prevent the field from ex­
cessive expansion in the centre of the numerical domain, it has been constrained using an axial 
magnetic field of strength 0.1 throughout tire domain. This configuration is used as the initial 
equilibrium for an ideal MHD simulation.
Three forms of twisting are applied. In case 1 the upper flux patch representing the diffuse 
region is twisted. In case 2 only the large sunspot is rotated and in case 3 the large sunspot is 
rotated but the rotation radius is extended so that the small sunspot is included in the rotation. 
Case 3 is the most physical but is also the most complicated.
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Conclusions which can be drawn from the preliminary simulations discussed in Chapter 6  aie,
© An SOR code has been written which can be used to construct a magnetic field from given 
boundary conditions for use as an initial equilibrium in L areSd. This code can be used in 
other projects.
© It is necessary to increase the distance between the two sunspots otherwise they will appear 
to merge. This will be done in future.
© Cases 1 and 2 do show that the fieldlines twist and do show indications of reconnection. 
However in both of these cases the reconnection occurs after the two flux patches have 
merged and therefore care must be taken with this result.
© Case 3 is the most representative of the observations. The fieldlines twist and a current 
builds up near the upper and lower boundaries. However there is no indication of reconnec­
tion by t = 240 Alfvén times. It may simply be the case that the simulation needs to be run 
for longer.
© Future simulations will be similar* to case 3, although with a greater sepaiation distance 
between the flux patches on the lower boundar y, but will now investigate twisting and inflow 
velocities.
7.3 .2  F uture W ork
The results presented in Chapter 6  were crude, preliminary results from a rather crude first attempt 
at modelling the observations. The initial aim in the future will be to cany out further simulations 
and to refine the simulations.
In the simulation carried out for Chapter 6 , a flux patch on the upper boundary represented the 
diffuse region of plasma and two flux patches on the lower boundary represented the large sunspot 
and one of the small sunspots. However, in this first simulation the diffusion region and sunspots 
are represented for simplicity by flux patches of the same area. Also the relative magnetic field 
strengths of the sunspots are not accurate.
In the future we plan to carry out two stages of modelling (A and B). In both of these the flux 
patch on the upper boundar y will be given a larger area although care will be taken to ensure that 
it does not become so large that the boundaries in the x and y  directions affect the evolution. The 
magnetic flux of the diffuse region will be chosen to balance the fluxes from the lower* boundary.
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Figure 7,1: The lower boundary magnetic flux patches for A1-4.
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Figure 7.2: The rotation profile for A3 and A4. Rotation velocity plotted against radius. 
Stage A
Four basic lower boundary conditions will be considered in the first stage of the modelling. These 
will be referred to as A1-4. The large sunspot will be modelled as having four times the area of the 
small sunspot and three times the magnetic field strength. This configuration is shown in Figure
7.1. For A1 these flux patches will be rotated in a rigid-body rotation. For A2 rigid-body rotation 
will again be used but with inflow acting to move the smaller “sunspot” into tlie larger one. A3 
will not include inflow but instead of rigid body rotation will rotate the flux patches with a rotation 
profile based on the observed rotation profile, as shown in Figure 7.2. Finally A4 will involve the 
same rotation profile as A3 but with inflow.
7,3 Modelling Observations 127
Figure 7.3: The lower boundary magnetic flux patches for the second stage.
Stage B
Once these simulations have been completed and their results compared with the observations the 
lower boundary conditions will again be changed. In Stage B a second small flux patch will be 
introduced on the lower boundary (Figure 7.1). These flux patches will be rotated with the most 
suitable profile based on a comparison of the results from the first stage with the observations, and 
inflow will be applied to move the smaller sunspots in towards the larger sunspot. These results 
will then be compar ed with the observations completing the first section of the modelling. It may 
then be possible to use a rotation profile which is more closely based on that from the observations.
As mentioned previously one aim of the project on coronal loops is to model the loops taking 
into account their toroidal curvature. Once this has been successfully accomplished for a single 
isolated loop the techniques that have been learnt can be applied to modelling of the system of 
loops overlying the rotating sunspots. This will allow us to include any behaviour which is an 
effect of the curvature of the loop.
Finally, since this research project has been started more examples of rotating sunspots have 
been observed (Brown, private communication, 2001). The boundary conditions can be altered to 
model these new observations giving some insight into the behaviour of the overlying loop system 
as a result of the rotation of the sunspots.
"'Bored now"
Alternate Universe Willow, Doppelgangland 
Episode 16, Season 3, Buffy the Vampire Slayer
Appendix A
3D Energy Conservation
In this Appendix the calculations which show that the kinetic energy is conserved to machine 
precision in the Lagrangian step are presented.
The change in kinetic energy is calculated using mass conservation and summing over the 
cells to show that for dVij^k — dt dx dy dz V .v the energy is conserved to machine precision.
Define Pij h — the vertex,
It is necessary to calculate the change in the kinetic energy.
Figure A. 1: A numerical cell for Lare3d 
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vxb. '«ij-k-l'ij.k
Vij-l.k-1
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(A.3)
Now,
_  n,rr'^   f  ^ i , j  +  l , k )  T {PjJ^ft +  l  4" P j , j  +  l , k  +  l )
'■i* dxpV.^^ I  4
 (•^ ^+i,j,fe T -^t+i,j+i,fc) T" (-Pi+i,j,fc+i T -Pj+ij+iifc+i)\  (A4)
n+l n   ^ T Pi+l , j ,k) T {Pi,j,k-\-l T Pi+l , j , k+ l )
^  I, 4
{Pj , j+l ,k + -Pm,j+l,fc) + {Pj^j+i^k+l + f^+lj+l,6+l)\
„,~n+l _  „,~n _  f  {PiJÀ  + i^+l,i,fc) +J-fz,i+l,A: +
W\&
{Pi,j,k+1 + Pi+l , j , k+ l )  + (-Pt,i+l,fe+l + ^i+l,i+l,fc+l) . (A.6)
Use,
^ l j , k  = dy dz Pi j f, = constant (A.7)
= dz: +:  % ,) " + &  (a .s)
Then,
„^n+l „^ n _ /(J’ij.fc + J’iJ+l,fc) + (Ai.k+l + -Pij+l,S+l)
V 4*J,A: \
{Pj+l , j ,k + -Pz+lj+l,/;) + {Pj^i j^k+1 +  (A 9 )
 ^ =  cZy at i =  n  +  J through vertex
dzv^^ ~  dz a tt = n + ^ through vertex
Then,
130
AKEij^k — ii{Pi,j,k 4- PiJ+i k^ +  Pijjfc+i +  7 j^+l,A;4-l)
- {P i+ l , j ,k  +  Pi+l,i+l,A: + Pi+l,j,fc+l + Pi+l,i+l,Ai+l)) ^ ^ \Î ,k
+ {{Pi,j,k + Pi+l,j.A: 4- Pi,j,k+1 4- Pi+i,j^k+l)
- {P i , j+ I ,k  4- Pi+i,j+i,fe 4- Pij+I,fc+1 4- Pj+i,j+i,fc+i)) dxv"^ 2^k ^ ^ \ t k  '^ v ltk  
4- {{Phj,k 4- Pt+ij,fc 4- Pi,j+i,k  +  Pi+ij+i,fc)
~ {P i,j ,k+ i 4- Pi-f.ij,fc+i 4- Pij+ i^k+i 4- Pf+ij+i,fc+i)) dyVj  ^j^^ dxv^  ^j^ ^ ^ \ j , k   ^ ■
(Vl.10)
Collecting terms from Ylip,k ^I^Pi,j,k  containing Pij^k gives, 
y i  ^P^Pi,j,k =  ^  ~^Pi,j ,k  4- Xi^j- l ,k  4- ^ i , j , k - l  4~
i,j,k
— { ^ i - l , j ,k  4- X i ^ i j - i ^ k  +  4- Xj_ij_i,/5_i)
4-(^j,& 4- Y i-l , j ,k  + 4-
4-
4- Zi^i,j,k  4- 4-
4- 4- 4- > (A. 11)
where,
Xij.h = d y v ll^  d zv" l^  vx ’^ j h  (*.12)
> (A 13)
Z iJ ,k = d x V fjj  dyv”2 î  v z ^ ^ j .  (A.14)
Now,
v x b i ^ j ^ k  —   ^{ ' ^ ^ i , j , k  d y V i ^ j ^ k  d v z i ^ j ^ p , + v x i ^ j —\^ k  d y v i j —i^}^ d z v i j —i^f-
-\-vxij^k—i dyvij^ji—i dzvi j^ f^^—i +  j —1,&—i i,fc—i dzvi^—i^ fi—i) f  dy dz,
(A.15)
with vybi^j^k and vzbij^k similarly defined.
131
Thus,
— dVij^k, (A. 16)
where,
dVij^k =  dt {{vxbij^k -  v^bi^ij,k) dy dz +  {vybij^k -  vyh,j~i,k) dx dz
-\-{vzbij^k -  vzbi^j^k-i) dx dij) . (A. 17)
Thus if E  = f  pedr, J2ij^k ^Pi,j,k  =  Y,i,j,k -Pi,j,k dVi j^^k and the scheme conserves energy to 
machine precision.
Thus,
dVij^k = change in volume =  dt dx dy dz V .v (A. 18)
(where V.v is on the original grid) with,
J f  1%+1 , îl+é 7 ïl+i , 7 îl+iv x b i j ^ k = [ v X i j J  d y v . j ^  d z v . . ^ + v x i j \ i ^
+vxi,j,h-i dyv"2i_i d z v " j \ j ,_ A  /A dydz,
(A.19)
and similarly for vybij^k and vzbi^j^k- 
Notation and Variables 
p^ j j^  is the density at the vertex 
is the mass at the vertex
velocity after the corrector step 
L is the velocity before the step
is the velocity after the predictor step 
Ôt is the change in time 
Pi,j,k is the pressure
dxy'^^^^ is dx at the predictor step through the vertex 
dyv^^^^ is dy at the predictor step tlirough the vertex 
dzv^^^^ is dz at the predictor step through the vertex 
dxv^j^^^ is dx through the vertex at the predictor step in cell (i,j,k)
^y \t,k ^ ^  is dy through the vertex at the predictor step in cell (i,j,k) 
dzv^j l^^ is dz through the vertex at the predictor step in cell (i,j,k)
Appendix B
Integrating the Ideal Induction 
Equation
Take the ideal induction equation, 
D B
D t
D B
(B .V )v -B (V .v ) , (B.l)
and integrate ^  over the cell volume.
Now -§idT = {V.v)dr (Goedbloed, 1983) thus,
j  ^ d r  = ^^j-BdT- J  B(V .v) dr. (B.3)
Now, from the induction equation,
- f  B(V.v)dT =  j  ^ d T -  J{B.V)vdT. (B.4)
Thus,
This becomes,
0 =  ™  /  B d r -  / (B.V)vdr. (B.6 )
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Thus,
y BdT = J  (B.V)vcZr, (B.7)DD t
J  B idr = J (B.V)vidr. (B.8 )D_D t
From vector identities.
F.VA =  V.AF -  AV.F, (B.9)
which gives,
J  Bidr = J  X.{Bvi)dr — J  Vi(V.B)dr, (B.IO)
and V.B =  0 (no magnetic monopoles). Thus, using Gauss’ divergence theorem,
D t
^  J  Bidr = J  Vi.B.ds. (B .ll)
D t
D
D t
Define cv = control volume = J  dr. Then we have that,
J  Bidr = J  ViB.ds, (B.1 2 )
gives,
gn+i^T.+i ^  (B.13)
where superscript n  +  1 is tlie corrector step value, superscript n  is the value before taking a
timestep, ax and ay are the areas through which Bg. and By are advecting and superscript æ+
denotes flux into the cell and x ~  denotes flux out of the cell.
Define A =  and ax = ^ .  This gives,
~  ] +  '-‘I- (B.14)
This can be used to update the magnetic field at the half time-step allowing the calculation of the 
Lorentz force.
Appendix C
Kinetic Energy Remap
In this Appendix the calculations used to conserve energy in the remap step ar e detailed. Consider 
the change in the kinetic energy. This is then summed over the cells to find the energy which is lost 
in the remap. This energy is then added into the internal energy as a heating term thus conserving 
the energy, note that magnetic energy can still be lost.
The velocity remap energy conservation is explained by describing the 1st order donor cell 
method. The full remap for any order is similai* but with the velocities replaced by fluxes.
The x-remap is explained in detail. The y and z remaps are carried out in a similai' manner. 
The x-remap step uses, ui — v x ij. Use,
Uiin'i = Uiirii -  +  u^_idm ._^, (C.l)
and,
m \= w bl — 4- dm i_i. (C.2)
Consider the change in the kinetic energy,
A K E i = (C.3)
1 (C.4)
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+  d m .^  -  dm._i){u'^Ÿ  (C.5)
im ; -  (“ i+i -
1
2  {m'i +  d m - ^  -  d?n._i)(nj)^ (C.6 )
=  -  v!( -  i u ? j  + -m[a^ (C.7)
where,
= i «*? -  « i l )  ^ + ( « i l  -  « ?) ^  (C.8 )
Now split A K E ij  in terms of d m -,i  and dm-_i to obtain,
A K E ,j  =  [ -« ?  ( u l ^  -  5 «? ) +  ( « i l  -  «? ' -
0  I f„,o „ , è  A  ^+ I <  I -  2< I + l<  -  <_i I if I (C.9)
For exact kinetic energy conservation,
Y ^ A K E i  =  0 (CIO)
i
is required.
Sum the A K E i to obtain,
y~^ A K E j  ~  y^ ^ d k -^ id m -^ i (Cll)
i i
where,
dk^^i ^  {ui^i -  ii)  -  2  W +i +  +  2^i )
+  2^i+l 1 ^i+ 1  “  '^i+ 1
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(C.12)
This means that kinetic energy is conserved,
Ç  A(epr)i+i =  dk.j^idm^j^x (C.13)
i  i
Transforming back from equations in terms of U i  to equations in terms of v x i ^ j ,
- vxj )  (vx"*^ - i {vxf + îiæ?+i)^
+  2 “* +  2 ®i ( ’'*?+! -  > (C 14)
with,
Oi =  [vx'y -  v x '^ ^ l'j +  (v x " :^ l -  (C.I5)
where =  final mass at vertex.
Thus energy is conserved.
Notation and Variables
U i  —  V X i ^ j
superscript 0  denotes the value before a step is taken 
superscript 1 /2  denotes the value after the predictor step 
superscript ’ denotes the value after the corrector step 
dmj+1 /2  is the mass fiom cell i,j entering cell i+l,j 
d?n _^i/2 is the mass from cell i-l,j entering cell i,j 
T T i i  is the mass in cell i,j
Appendix D
Integrating the Resistive Induction 
Equation
The resistive induction equation is, 
D B
Dt
D'B
(B.V)v -  B(V .v) +  V X (77j). (D.l)
Integrate ^  over the surface giving,
= j  ((B.V)v -  B ( V . v ) ) d s V  X (r;j)ds +  j  B .~ {d s ) ,  (D.3)
and /B ^ ( d s )  =  B.[-V(v.ds) +  (V.v)ds] (Goedbloed, 1983). Thus,
/ '^ (B .d s )  =  J ((B .V )v -B (V .v ))d s -J V x(î/j)ds+J B.[-Vv.ds+V.vds], (D.4)
ReaiTanging gives,
= j  ((B.V)v -  B ( V . v ) ) d s V  X (t7j)ds + J  -B (V v.ds) +  B(V.v)ds (D.5)
=  fi (B.V)v -  B(V.v))ds + J  ((-B .V )v  +  B(V.v))ds - j  V x (%)ds (D.6)
J  ~{B .ds )  =  - /  V X (rjj)ds (D.7)
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By Stokes’ theorem this becomes,
I  =  -  y  riidl (D.8)
Appendix E
Defining an Equilibrium given by 0
We have a given function for We know that,
,  =  (E.1)
and hence,
B q = ^rB z- (E.2)
We also have,
^ { r B g ) '  + B,B'^ = 0. (E.3)
Substituting for Be gives,
^rB z
r
,2
{r^rB zY  +  BzB'^ = 0, (E.4)
3)23:(S)r:J92)' k #,19% =  0 , 0E.5)
+  $ 2 rr ')  +  +  B^B'^ =  0, (E.6 )
+  2 r r '$ 2 ^ 2  ^  +  b ^B'^ =  0, (E.7)
+  2 /r$ ^ ))  =  0, (E.8 )
B'^{1 +  +  2 rV $) =  0 , (E.9)
, _  4- 2r'r^)B z  /g in\
(l +  3 f r ^  ' ^
139
140
(1 +
This can be integrated to give,
/ ! = - / (1 + 
Thus,
Now,
+  2 r$ : =  (E.M)
le.
(E.12)
iogB , =  - |
+  2r$^ =  (E.15)
Thus the integral becomes,
log B . =  - 5  log(l +  r%3)2) -  J  (B.16)
Appendix F
Details of the Finite Difference Scheme
In this Appendix the finite difference equations used in the code are described. It is intended to 
cover all of the detail necessary to understand the core numerical schemes. Figure 2.2 defines 
the location of the magnetic field components, velocity components, density and specific energy 
density on the grid. At the start of each step all of these are defined at the same time, i.e. there is no 
leapfrog component. The Lagrangian step is a simple second order predictor coixector scheme. To 
distinguish the different time levels: variables with no superscript, e.g. v, refer to variables on the 
Eulerian grid at the start of the step; variables with a star superscript ar e half timestep Lagrangian 
predictor values, e.g. v*; and variables with a superscript 1 represent the values at the end of tlie 
Lagrangian step, e.g. v^, and are defined on the displaced Lagrangian grid. At several points 
throughout the scheme variables are needed at different locations than those defined in Figure 2.2. 
The averaging used depends on whether the variable is a volume average, e.g. p, or a surface 
average, e.g. B x. Since the Eulerian grid can be stretched we begin by defining cvolij^k as the 
volume of each cell. For the set of indices (i, j, k) and are the averages of density and 
specific energy density over cvoli^j^k and are defined at the cell volume centre. Bxi^^k is the x 
component of the magnetic field and is defined to be face centred on the face at xci j^^k +  dxbij^k/^ 
where xcij^k is the x  coordinate of the centre of the cell and dxbij^k is the length of the cell in 
the X direction. and Bzij^k are similarly defined, as are dybij^k and dzbij^k^ The remap
stage also uses {dxc, dye, dzc) where dxc is the distance between the centre of the conti'ol volume 
cvolij^k and the centre of the control volume at cvok+ij^k and similar- definitions apply to dye and 
dzc. All of the components of the velocity are defined at the cell vertex so that vxij^k is defined 
at the point +  dxbi^j^k/‘^ , m j.A  +  dybij^k/‘^ , To obtain the density at
the cell vertex, pVj f^  we use con&ol volume averaging, i.e.
 ^ i+l i+1 k+1
=  o  j y  ;  ■ 2 3  2 3  ^ P l , m , n C V O l i ^ ^ ^ n  (E l)
l = i  m = j n = k
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where,
- i+l i+l fc+i
8  2 3  2 3  2 3  (E2 )
l—i m—j n=k
is the velocity cell contiol volume. The B field components at the cell centre aie simply the 
averages of the values on opposing faces. The velocity components defined on cell faces, e.g. 
vxbi^j^k are defined by averaging over the four vertex values.
Using the above conventions the predictor stage of the Lagrangian step can be broken down 
into the following finite difference equations. In the remainder of this Appendix omission of a 
subscript implies that all variables should be subscripted with k). First the pressure, P , is 
defined by
;>== e( 7  -  l)p  ORj)
and the total pressure Ptotai ~  P  P q with q being the ai'tificial viscosity term defined from 
Equation 2.38. The predictor value of the specific energy density is then given by
=  (F.4)
2  p
where 6t is the timestep and V.v is found from
y  y  — ~  '^ y^ i,j,k ~  '^ ybj,j~l,k '^ ^^ i,j,k ~  (F5)
dxbi j^^k dybi j^^k dzbi j^^k
The Jacobian of the predictor Lagrangian step is then defined by
A* =  1 +  j V .v  (F.6)
then
P' = ^  (F.7)
=  +  « (F.8)
Note that the artificial viscous pressure q is not advanced to the predictor level. To find the pre­
dictor value for the force one must now update the magnetic field so that the Lorentz force is 
correctly time-centred. The predictor magnetic field is cell volume centred and follows from the 
finite difference version of Equation 3.17, e.g. for Bx* this is
Bx* = +  {vx Bx)^^ ~  {vx Bx)^  j
dyb
+ dzb
__________________________________________________________________ M3
Ôt {vx B y Y ^  — B y Y
-- (wæBz)* 1 } (FL9)
where {vx B x Y ^  means the product of vx  and B x  averaged to the centre of the x  face at xcij^k +  
dxbij^k/^ and {vx B x Y  is averaged to the x  face at — dxbij^kl^’ Similarly {vx B yY ^  
means {vx By) averaged onto the y face at ycij^k +  dybij^k/"^ etc.
We now have the predictor values of pressure and magnetic field and can therefore calculate 
the vector force at the cell vertex. This is found from F* =  — VP* where
now the averaging needed to define magnetic field components at the desired locations must use 
control volume averaging as B* is a volume centred variable. The predictor step is then completed 
by finding the half timestep predictor velocities defined at the cell vertex from, e.g.
Xf TPt *
vx* ^ v x - \ - ~ —  (F.IO)
where Fx* is the x  component of the predictor value of the vertex force.
The coiTector step is now straightforward since the magnetic field does not need to be updated. 
The magnetic field components are simply converted into fluxes using — B x  dyb dzb, and so 
on for $ 7/ and $%. Since the core solver is for ideal MHD, with artificial viscosity, the flux is 
conserved during the Lagrangian step. The corxector step is therefore an update of the density 
control volume for each cell using =  1 +  5fVv*, i.e. cvol^ =  cvol A^, followed by
Fx*
e = e -  Ôt P t o t a i (E ll)
~  (E 1 2 )
1 Fx*
vx — v x P ô t—— (F. 13)
with similar equations for vy^ and vz^. Note that in the update of the specific energy density 
and velocities it is the original Eulerian density which is used. This is based on using control 
volume mass conservation during the Lagrangian step. The final set of variables to be updated are 
{dxb, dyb, dzb) which are simply calculated from dxbP f, = dxbij^k +  ~  ij,&)<52
etc.
All variables have now been updated a full timestep and are defined on the Lagrangian grid. 
The next stage is to remap these variables back onto the original Eulerian grid so that the whole 
process can continue. The remap step is entirely geometrical and includes no physics or time 
dependence. However, the rnonoticity preserving property of ID hyperbolic equations is built into
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the remap by the use of van Leer limited piecewise linear* reconstruction. The remap is done in 
ID sweeps using Strang splitting. To explain the entire remap process it is therefore sufficient to 
cover just the x  remap as y and z remaps follow exactly the same scheme. In what follows we 
therefore drop the {j, k) subscripts and deal only with a ID remap. Note that this simplification 
assumes that we star t with Lagrangian variables such as vx^ and end with the final fully updated 
variable on the Eulerian grid, i.e. vx{t -f 6t). In 3D the x  remap can actually start with variables 
which have for example been modified by a y remap and the output needs to be further remapped 
in z. In what follows therefore vx' refers to the x  component of velocity before the x  remap and 
the velocity after the remap. Hence vx' only equals vx^ if the x  remap is tire first after the 
Lagrangian step. If the x  remap is not the last direction to be remapped then becomes vx' 
for the next stage of the remap and so on for all other variables.
The density is remapped conservatively so that the total mass in the cell after the remap 
p^^^dxb is equal to the mass before the remap p' dxb' minus the mass from this Lagrangian cell 
which overlaps the Eulerian cell at i +  1 (dMi) plus the mass from Lagrangian cell i — 1 which 
overlaps Eulerian cell i (dM i-i). Since p' dxb' — pdxb  this becomes
=  p +  ^  (dM i.i -  dMi) (F. 14)
where
d M i=  (p'i + ^ D i { l - i , i ) ' )  vx'i ôt (F. 15)
and
Note that in these two equations vx* is the velocity of the boundary but in 3D this needs to 
be replaced by the face centred velocity vxb*. This remap step is described in greater detail in
2.4.1. The variable D  in this equation is the van Leer piecewise linear, limited gradient. In this 
implementation the gradient is found by initially calculating the third order upwind gradient from 
the formula for a general variable / ,  i.e.
lAI = ~  for m'i>Q
3 dxci 3 dæcj_i
lA i =  +  (f +  * )  )/»+; -  ^ ^ , < 0  (R17)
3 dxci 3 dxci^i "
The magnitude of the gradient obtained, i.e. \Di\ is then limited, if need be, using the procedure
 ^
given as Equation 2.65,
A  =  s M IN{\D i\dxbi,2\fi+i -  fi\,2 \fi -  /i„ i |)  (F.18)
where
s =  sign{fi+i -  fi) if sign{fi+i -  fi) = sign{fi -  f i - i )
s = 0 otherwise (F.19)
This then completes the remap of density and and dMi are stored.
The specific energy density remap follows the same basic procedure as that of the density but 
the remap now uses the dMi values to complete the remap in mass coordinates. This builds the 
mass conservation into the remap of other variables and is achieved for the specific energy density 
through
^n+i _  g/ Pi +  ——— ( A- i  — dei) (F.20)
dxhi Pi
where
Mass coordinates are also used to remap the velocity components thus ensuring conservation 
of momentum in the remap step. The only additional complication introduced for the velocity is 
that the velocity components are defined at cell vertices. Since the velocity has a different control 
volume to the density dMi and vx'i must be averaged to the appropriate faces of the velocity 
control volume before the remap can start. In all other respects the velocity remap is the same as 
that of the specific energy density.
The calculation of the magnetic flux to be remapped follows the same approach as the density. 
The total flux through the y face at yci j^^k +  dybij^k/^ is unchanged during the Lagrangian step 
and is given by $y =  B y dxb dzb and this is remapped using vx' to find the area of Lagrangian 
cell overlapping neighbouring Eulerian cells in the x  pass of the remap. However, since the flux 
is defined as a face surface averaged quantity the velocity must be defined at the edge centre, i.e. 
in Equation F.15 must now be replaced by vxij^k =  In all other
respects the calculation of d^yi^j^k, the y flux remapped from cell { i,j,k )  to cell {i 4- l , j ,k ) ,  
follows the calculation of dMi^^k' The V.B =  0 scheme then requires that
-  d^yij^k
^y?+i,j,k ~  ^yi+i,j,k +  d^yi^j^k
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=  ^^i,j,k +  d^Vi,j,k
^^i+i,j,k ~  ^^i+i,j,k ~ d^yij^k (F.22)
and so on for the other components. Converting the fluxes back into field components then com­
pletes the remap step and all variables are defined on the original Eulerian grid ready for the next 
Lagrangian step.
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