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A central problem in biophysics and computational drug design is accurate modeling of
biomolecules. The current molecular dynamics simulation methods can answer how a molecule
inhibits a cancerous cell signaling pathway, or the role of protein misfolding in neurodegenerative
diseases. However, the accuracy of current force fields (interaction potential) limits the reliability
of computer simulations. Fundamentally a quantum chemistry problem, here we discuss developing
new force fields using scalable ab initio quantum chemistry calculations on quantum computers.
For a list of dipeptides for local parameterizations, we estimate the required number of qubits to be
1576 to 3808 with cc-pVTZ(-f) orbital basis and 88 to 276 with active-space reductions. We use Q#
quantum computing chemistry package for our analysis. The estimated number of 100s of qubits
put pharmaceutical application of near-term quantum processors in a realistic perspective.
I. INTRODUCTION
Structure and dynamics of protein and other
biomolecules determine their functioning role in living
organisms. How a protein folds shapes its structure and
its mechanistic interaction with other molecules in a cell.
Therefore targeting biomolecules with abnormal behavior
is a prime therapeutic approach. Since the early success
of protein dynamics simulation [1, 2], computer simula-
tion of biomolecules has been a cornerstone of structural
biology and drug design [3]. Over the years the accuracy
of simulations have been significantly improved. Recent
advances in free energy calculation has turned molecular
dynamics (MD) simulation into a reliable tool for in-silico
drug discovery [4, 5]. However, toward a full predictive
power, the accuracy and speed of computer simulation
need further progress [6].
The accuracy of protein simulations relies on proper
modeling of molecular interactions. The multi-scale
nature of these interactions, both in time and space,
along with the complexity of biomolecules, demand full-
atomistic MD simulations. An MD trajectory captures
motion of atoms nuclei where the dynamics is governed
by the energy potential shaped by the electronic cloud.
The exact calculation of the potential requires ab initio
quantum chemistry over the whole system, an imprac-
tical grail. The common approach utilizes a classical
potential function parametrized by local quantum chem-
istry calculations or experimental fitting, basically a hy-
brid quantum-classical approach [2, 7]. More recent the-
ories suggest quantum perturbative methods (ab initio
force-fields) [8] or neural networks to replace the classi-
cal potential function [9, 10]. In this paper, we focus
on the common hybrid approach of MD potentials and
force-fields and show how their quality can be improved
by running ab initio quantum chemistry calculations on
quantum computers.
The paper is organized as follows. In Sections II
and III, we briefly review molecular dynamics and re-
lated force field models for approximate calculation of the
dynamics of a molecular system. In Section IV, we dis-
cuss the use of quantum computing in ab initio quantum
chemistry simulations, and how it can be used to improve
force-field parameterization for more accurate MD simu-
lations. In Section V we provide an estimate for qubit re-
sources required for this task. In Section VI, we propose
future work related to this paper and to general quantum
chemistry problems. We conclude in Section VII. Addi-
tional details are provided in the Appendix, including a
pedagogical review of quantum computing for quantum
chemistry.
II. MOLECULAR DYNAMICS
The true dynamics of a molecular system can be
completely described by solving the time dependent
Schro¨dinger equation to obtain the motion of nuclei and
electrons. However, various approximations need to be
applied to make the problem computationally tractable.
Born-Oppenheimer approximation reduces the problem
to the dynamics of interacting electrons moving in an ef-
fective potential formed by fixed atomic nuclei. This is a
quantum problem that requires ab initio quantum chem-
istry methods. While great advances have been made in
the field, solving systems beyond ∼ 50 atoms remains
an unfeasible task [11]. For dynamical systems, ab initio
techniques remain unfeasible even at a small size. In or-
der to make useful computational predictions at a large
size, one can further approximate the molecular system
and assume that it is completely driven by Newtonian me-
chanics. MD applies classical mechanics to describe the
dynamics and interactions of molecules [12]. MD meth-
ods assume that the atoms can be approximated as point
particles centered at their nucleus, and their interactions
are described by a force-field (FF) model. Given the cur-
rent coordinates of every atom and the forces between
them, one can evolve the system in small time-steps to
predict the future positions. MD finds wide applicability
in various fields, and has been used for calculating protein
folding kinetics [13], for computing ligand-protein bind-
ing energy [14], or deciphering CRISPR mechanism [15].
2III. FORCE FIELD
The potential energy surface (PES) of an atomic sys-
tem describes its energy as a function of the chosen co-
ordinates. A force-field (FF) tries to approximate the
PES via a limited number of classical terms. The accu-
rate PES depends on quantum mechanical effects, such
as exchange repulsion, which have no classical analog.
Thus, a complete and accurate description of the PES
of a molecule with only a finite number of classical co-
ordinates is an impossible task. Nevertheless, one can
find a good approximation of this energy surface near
the equilibrium where the configuration of the system is
not too far from the stable configuration(s). A good FF
model tries to balance multiple goals: (1) it should use
as little computational resources as possible to calculate
the forces (2) it should describe the PES as accurately
as possible and (3) it should generalize over any possible
combinations of atoms and configurations. As one can
imagine, these goals are quite frequently in conflict with
each other.
The potential energy of a system described by a classi-
cal FF model is [12, 16]
V =
1
2
∑
i>j
kij(rij − r¯ij)2 + 1
2
∑
i
τi(θi − θ¯i)2
+
1
2
∑
ni
Vni (1 + cos(nωi − ω¯i))
+
∑
i>j
qiqj
rij
+
∑
i>j
4ǫij
[(
σij
rij
)12
−
(
σij
rij
)6]
(1)
where the first three terms describe the energy due to
stretching, rotation and torsion of the bonds respectively
and the last two terms describe the Coulomb and the van
der Waals forces. r¯, θ¯ and ω¯ are the equilibrium distances,
angles and torsional angles respectively, qi are the charges
on atoms and ǫ/σ are the van der Waals constants. For
better accuracy, one can augment the force fields with
higher order polynomials, such as a cubic term for bond
stretching or an exponentially decaying dispersion terms.
Or one can add many-body terms which describe the sec-
ondary effects of two body interactions. However, com-
puting special functions is more expensive than evaluat-
ing polynomials, and hence classical FF are usually lim-
ited to two-body interaction terms and assume a simple
polynomial form for most forces. Apart from the form
laid out in Eq. (1), specialized FFs also add additional
coordinates to better capture the behavior of a molecular
simulation. For example, protein FFs include parameter-
ization in terms of the protein backbone angles, etc.
IV. FF ENHANCED WITH QUANTUM
COMPUTING
A good force field should reproduce results obtained
via known experiments and should be extensible so as
to provide useful predictions for other systems. FF are
parameterized by using known reference data. Experi-
mental reference data for such parameterization are ex-
pensive to gather and designing proper experiments for
novel systems is a non-trivial task. Ab initio quantum
chemistry simulations can act as a substitute for provid-
ing such reference data at high accuracy for small systems.
Ab initio quantum chemistry simulations try to simulate
the behavior of a quantum system, viz. a small collection
of atoms. Unsurprisingly, the resource requirement to do
exact ab initio calculations scales exponentially with the
number of atoms in the system as a classical system can-
not simulate a general quantum system with polynomial
amount of resources. It is then reasonable to argue that
a quantum computer which includes quantum effects na-
tively in its hardware should be used to perform such
ab initio quantum chemistry calculations [17]. A univer-
sal quantum computer can simulate any quantum system
with at-most a polynomial overhead [18]. In particular,
a quantum computer can be used to simulate a molecule
and its PES, and hence can be used to perform ab initio
quantum chemistry calculations.
In the following sections, we discuss how quantum com-
puting can help in finding more accurate ab initio quan-
tum chemistry results and how typical ab initio results
are used to parametrize protein force fields.
A. Quantum Computing for ab initio Quantum
Chemistry
Solving the Schro¨dinger equation of the molecular
Hamiltonian is an especially hard problem. In ab ini-
tio quantum chemistry, this problem is solved iteratively.
We build an approximate solution by neglecting some as-
pect of the Hamiltonian and this solution is used as a
starting point for the next iteration where a few more
terms of the Hamiltonian are added to the calculation.
Ab initio methods can be divided into two groups; the
Hartree-Fock (HF) method [19] which attempts to find
the mean field solution of the problem and post-HF meth-
ods which attempt to systematically improve on the HF
solution. We describe the details of HF method in Ap-
pendix A and focus our discussion on the post-HF meth-
ods. The post-HF methods become particularly easy to
analyze in second quantized formulation of the quantum
Hamiltonian [20]:
Hˆ =
∑
ij
hija
†
iaj +
∑
ijkl
Vijkla
†
ia
†
jalak (2)
3where a†i (ai) are the creation (annihilation) operators
that add (remove) an electron to orbital i and the terms
hij and Vijkl describe the kinetic and potential energy of
the Hamiltonian. We provide a detailed analysis of the
second quantization method in Appendix C.
The coupled cluster (CC) method [21] is one post-HF
method which is widely used for computing accurate
properties of small molecules. The CC method starts
with a reference wave function (usually the HF wavefunc-
tion) that describes a list of orbitals, of which the low
energy orbitals are occupied while the high energy or-
bitals remain empty. The CC method constructs an expo-
nential ansatz by exciting some electrons from occupied
orbitals to empty orbitals which can be mathematically
written as
|ΨCC〉 = exp
(
Tˆ1 + Tˆ2 + . . .
)
|ΨHF〉 ,
Tˆ1 =
∑
i,a
tai a
†
aai ,
Tˆ2 =
∑
ij,ab
tabij a
†
aa
†
bajai , etc.
(3)
where the indices i, j, . . . run over the occupied lev-
els, a, b, . . . run over the unoccupied level and |Ψ〉HF
is the reference wavefunction obtained from the HF
method. Different excitations are given different coeffi-
cients (tai , t
ab
ij , . . .) and these coefficients are optimized to
give the best solution. The CC equations are usually
solved via a projective method (see Appendix D for de-
tails) which does not preserve the variational nature of
the trial wavefunction. Thus, the computed energy is no
longer an upper bound on the true ground state energy
of the system.
The unitary coupled cluster (UCC) method is a modi-
fication of the CC method where the ansatz maintains its
variational nature. This is achieved by considering both
the excitation of electrons from occupied to unoccupied
orbitals and their relaxation back to the original orbitals,
|ΨUCC〉 = exp
(
Tˆ1 − Tˆ †1 + Tˆ2 − Tˆ †2 + . . .
)
|ΨHF〉 (4)
This maintains the variational nature of the system as
exp(Tˆ − Tˆ †) is a unitary operator. The UCC ansatz of
Eq. (4) can be efficiently prepared by a quantum com-
puter, and the ground state energy can be found by min-
imizing the expectation value E = 〈ΨUCC|H |ΨUCC〉. In
the variational quantum eigensolver (VQE) algorithm, a
quantum computer is used to prepare the ansatz and
a classical optimizer optimizes the parameters of the
ansatz [22–24]. The energy found via the VQE algorithm
remains an upper bound to the true ground state energy
of the molecular Hamiltonian and is hopefully more ac-
curate for complex systems. Since the method is vari-
ational, an error in preparation of CC ansatz (Eq. (3))
reflects as a slightly different optimal value of its coeffi-
cients. Thus, the VQE method is especially suitable for
the noisy computers in the noisy intermediate-scale quan-
tum (NISQ) [25] era. As a downside, depending on the
PES of the molecule and the quality of the classical opti-
mizer, the VQE might take a long time to find the mini-
mum energy or get stuck in a local minima. On current
generation of quantum computers, small molecules such
as H2 [23, 26, 27], HeH
+ [22, 28], LiH [26] and BeH2 [26]
have been simulated to good accuracy by utilizing up to
six qubits. The VQE algorithm has also been applied to
compute the energy of an atomic nucleus [29]. We pro-
vide further details of the VQE algorithm in Appendix E.
Quantum phase estimation (QPE)[30–32] is another
quantum computing algorithm that tries to directly esti-
mate the energy of the ground state of Hamiltonian (2).
The QPE algorithm is implemented via a deep quantum
circuit and hence requires a long qubit coherence time.
It also requires extra ancillary qubits for energy readout.
However, it can compute the full configuration interac-
tion (FCI) energy of the system and is less affected by a
rough PES. The QPE algorithm will become more useful
in the long term when high quality error corrected qubits
become easily available. We provide further details of the
QPE algorithm in Appendix E.
B. Protein force field parameterization
MD simulations are usually deployed to study protein
folding dynamics and to discover stable and metastable
conformational states [33]. The accuracy of such MD
simulations depend greatly on the quality of chosen force
field, which itself depends on the proper parameterization
of various constants of the force field. Such parameteri-
zation can be done at different levels, such as optimizing
the entire force field parameters simultaneously [34, 35]
or by focusing on smaller set of parameters (say the tor-
sional terms) while keeping the rest of the terms fixed [36].
In either case, the MD simulations try to fit the compu-
tational results to known reference data. The reference
data can be either obtained experimentally or is often
generated from high quality ab initio simulations. Com-
pared to gathering experimental data, ab initio simula-
tions are cheaper to perform and can produce accurate en-
ergy surfaces for small molecules to which the force fields
might be fitted directly. There is a long history of using
ab initio quantum chemistry simulations to improve pro-
tein force field [37, 38]. In particular, the backbone angle
terms of the protein force field are often derived by fitting
to the 2-D Ramachandran plot obtained from dipeptide
simulations [36, 39]. The ability to perform such dipep-
tide ab initio simulations is hence critical to the task of
improving the accuracy of protein force fields [40]. Due
to computational complexity of high quality CC simula-
tions, current simulations of such dipeptides are often
performed at a lower level of theory [41, 42]. Quan-
tum computing provides another avenue to perform high
quality ab initio quantum chemistry calculation. Quan-
4tum phase estimation can provide comparable accuracy
to FCI methods [30] and VQE methods should produce
results comparable to coupled cluster theory [43]. As al-
ways, care must be taken to translate ab initio results
obtained in gas phase [44] before they are translated into
protein FF parameters which will be applied mostly to
aqueous phase.
V. QUBIT RESOURCE ESTIMATE FOR FF
PARAMETERIZATION
Like classical algorithms, it is essential to estimate
the resources required for implementing a quantum al-
gorithm. Such estimates help us in understanding the
practical application of the given quantum algorithm and
guide further optimizations. In quantum computing, the
number of qubits and the number of gates are the two
physical resources required to implement a quantum al-
gorithm.
A qubit serves as the fundamental unit of information
in quantum computing [45]. Classical algorithms on com-
puter are often constrained by the amount of available
memory, which is the number of bits required to represent
and process the problem. Similarly, quantum algorithms
are constrained by the number of qubits required to im-
plement them on a quantum computer. In this aspect,
the number of qubits play a role similar to the memory
size of a classical computer. Just like a classical com-
puter, the qubits can either hold the information about
the problem variable or they might hold temporary or
ancillary information required in the course of computa-
tion. A qubit can exist as a superposition of state 0 and
1 and can be represented by a two element column vector
or in the Dirac’s bra-ket notation [46] as
|ψ〉 = α |0〉+ β |1〉 ≡
(
α
β
)
(5)
where α and β are complex numbers. When measured,
the qubit in state |ψ〉 will report value 1 with probability
|α|2 and the value 0 with probability |β|2. Since 0 and
1 are the only two possible values, the state |ψ〉 must be
normalized such that |α|2 + |β|2 = 1. Two qubits can
be in four possible states, 00, 01, 10 and 11 and can be
represented by a 4 element column vector. In general, a
n-qubit state can be represented by 2n element column
vector.
A quantum gate represents an action on one or many
quantum qubits. A quantum gate acting on n-qubits can
be represented by a 2n × 2n unitary matrix U
U =


u11 u12 . . . u1N
u11 u12 . . . u1N
...
...
. . .
...
uN1 uN2 . . . uNN

 (6)
where N = 2n and U †U = 1N×N . Each quantum gate
takes some time to complete its action which is called the
operation time. If all gates act one after the other, the
time required for the quantum algorithm is simply the
sum of the operation time of each gate. Quite frequently,
a quantum algorithm can split into a series of steps such
that gates in each of these steps can be applied simultane-
ously. The number of such steps is called the gate-depth
of the circuit. In this case, the time to complete the algo-
rithm is equal to the gate depth times the operation time
of a gate. The gate complexity of a quantum algorithm
is related to its time complexity and the number of gates
used also dictate the resource requirement of a quantum
algorithm.
Here, we shall focus on the number of qubits required
to implement UCC on a quantum computer for protein
force field parameterization. We shall also ignore the
ancillary qubits required for full quantum computation
since VQE requires no additional ancillary qubits while
the number of extra qubits required for QPE depends
on the required accuracy. We leave the time complexity
estimation of such algorithms for future work.
To get a qubit estimate for optimizing protein force-
field (FF) parameters, we first start with an estimate for
full quantum computation of the UCC wavefunction of
dipeptide molecules. The number of qubits required to
simulate a system with M basis functions is 2M , one
for each spin orbital function. The minimal basis set
STO-3G [47] represents each orbital with one basis func-
tion. Thus, a carbon atom with five orbitals (1s, 2s,
2px, 2py, 2pz) is represented by five functions, and hence
requires 10 qubits. Split-valence basis sets, such as cc-
pVDZ [48], represent a valence orbitals by more than
one function and hence require more qubits. We provide
further details of basis sets in Appendix B. In Table I, we
show the number of qubits required to simulate dipeptide
molecules in various basis sets. This is a worse case es-
timate and the structure of the molecular Hamiltonian
can suggest several optimization that can reduce this re-
source requirement.
A. Active Space Reduction
The simplest way to reduce the qubit requirement is
to reduce the number of basis functions. Much of the
chemical behavior of atoms can be solely attributed to
the arrangement of their valence electrons, and high en-
ergy orbitals far beyond the molecular energy scale will
never be occupied. This leaves the valence orbitals and
few virtual orbitals next to the valence orbitals as the
only important orbitals for ab initio simulations. Such
methods, where one only keeps certain orbitals in the
post-HF computation, are called active space methods.
Different active space methods differ in their choice of
such orbitals.
5Dipeptide STO-3G cc-pVDZ cc-pVTZ(-f)
Alanine 134 428 1598
Arginine 282 904 3374
Asparagine 198 616 2306
Aspartic Acid 194 596 2234
Cysteine 170 500 1846
Glutamine 226 712 2662
Glutamic Acid 222 692 2590
Glycine 106 332 1242
Histidine 242 748 2802
Isoleucine 218 716 2666
Leucine 218 716 2666
Lysine 242 792 2950
Methionine 226 692 2558
Phenylalanine 270 844 3158
Proline 182 580 2166
Serine 154 484 1810
Threonine 182 580 2166
Tryptophan 334 1032 3866
Tyrosine 290 900 3370
Valine 190 620 2310
TABLE I. The number of qubits required to simulate dipep-
tides in various basis sets without an active space approxima-
tion. All orbitals, including the core orbitals, are included in
the UCC computation.
Dipeptide STO-3G cc-pVDZ cc-pVTZ(-f)
Alanine 112 406 1576
Arginine 236 858 3328
Asparagine 164 582 2272
Aspartic Acid 160 562 2200
Cysteine 128 458 1804
Glutamine 188 674 2624
Glutamic Acid 184 654 2552
Glycine 88 314 1224
Histidine 200 706 2760
Isoleucine 184 682 2632
Leucine 184 682 2632
Lysine 204 754 2912
Methionine 176 642 2508
Phenylalanine 224 798 3112
Proline 152 550 2136
Serine 128 458 1784
Threonine 152 550 2136
Tryptophan 276 974 3808
Tyrosine 240 850 3320
Valine 160 590 2280
TABLE II. The number of qubits required to simulate dipep-
tides in full valence space. We only include the valence or-
bitals and modify the terms of the Hamiltonian to include
the electrostatic shielding from the core electrons.
Dipeptide Qubits required
Alanine 112
Arginine 236
Asparagine 164
Aspartic Acid 160
Cysteine 128
Glutamine 188
Glutamic Acid 184
Glycine 88
Histidine 200
Isoleucine 184
Leucine 184
Lysine 204
Methionine 176
Phenylalanine 224
Proline 152
Serine 128
Threonine 152
Tryptophan 276
Tyrosine 240
Valine 160
TABLE III. The number of qubits required to simulate dipep-
tides in various basis sets with full reaction space approxima-
tion. Note that this computation is independent of the choice
of the basis set, and depends only on the number of valence or-
bitals of each atom. For example, we include one orbital (1s)
for every hydrogen, five orbitals for every second-row element,
etc.
The simplest active space reduction method uses the
full valence space, which is defined by all the orbitals of
every atom excluding their respective core shells. The
core shells are always assumed to be filled with paired
electrons and the potential term in Hamiltonian (2) is ap-
propriately modified to include a screening charge from
these core electrons. For biological molecules, ignoring
the core orbitals usually does not result in large savings
in qubit requirement. In Table II, we show the qubit re-
quirement for simulating dipeptides with only valence or-
bitals. Most biological molecules are composed of atoms
in the first few rows of the periodic table (such as H, C,
N, O and S) and their core shells do not contain many or-
bitals. Additionally, split valence basis such as cc-pVDZ
use most of their basis function to describe the valence
orbitals. Thus, Table II shows no significant cost savings
over Table I.
Next, we consider the full reaction space [49] or the
minimal molecular basis method where the active space
contains the same number of valance molecular orbitals
as one constructed from a minimal atomic basis set and
consists of the bonding, nonbonding and antibonding or-
bitals. If the minimal atomic basis set has n valance
functions, then the active space is constructed from n low
energy molecular orbitals. The chosen low energy molec-
ular orbitals presumably have the largest contribution to
the correct wavefunction and hence are included in the
calculation. This approximation works reasonably well
for post-HF methods that consider configurations repre-
senting states excited from the reference states [50, 51].
With this approximation, Table III lists the number of
qubits required to simulate various dipeptides on a quan-
tum computer with active space UCC. The number of
qubits required for such computation is independent of
the chosen basis set and is equal to the number of qubits
required by a minimal atomic basis set (such as STO-
63G), but the values of terms in Eq. (2) will depend on
the chosen basis set. The active space method greatly
reduce the number of qubits required to do useful com-
putation, potentially at the cost of less accurate results.
In particular, an active space restricted to full reaction
space might not capture dynamical corrections to the HF
energy [52, 53].
An active space can be also chosen systematically via
the natural spin orbital method [54, 55]. We provide
further details of this method in Appendix F.
B. Other Reduction Methods
The qubit requirement can be reduced even without
losing any information about the system. This follows
from a simple dimensionality analysis argument. Given
M spin orbitals with n electron, the possible number of
valid many electron configurations scale as ∼ (Mn ) which
is smaller than Hilbert space [45] described by M qubits,
2M . Thus, the number of qubits Q required to describe
the system satisfy the relationship(
M
n
)
≤ 2Q ≤ 2M . (7)
Finding the best encoding with such consideration re-
mains an active topic of research.
One such method called qubit tapering was introduced
by Bravyi and Kitaev [56]. Qubit tapering tries to re-
duce the number of qubits by systematic identification
of internal and spatial symmetry of the second quantized
Hamiltonian (2). Since the Hamiltonian preserves the
spin and the total number of electrons of the system, one
can always remove two qubits from their system via qubit
tapering. The method relies on identification of the sym-
metry generators of the qubit Hamiltonian. After chosen
encoding scheme (see Appendix E for details), the qubit
Hamiltonian can be written as a sum of Pauli strings,
H =
∑
i
Hi
∏
σi
σαj (8)
where α ∈ {x, y, z} specifies one of the Pauli operators
and σαj ∈ σi where σi is a set of Pauli operators describ-
ing the Pauli string of ith term. Using techniques adapted
from quantum error correction [57, 58], one can find an
abelian group S such that any element of this group com-
mutes with all the Pauli strings of Hamiltonian (8). The
size of generator of the symmetry group S is the num-
ber of qubits that can be tapered from Hamiltonian (8).
In their work, Bravyi et. al. were able to remove two
aforementioned qubits as well as another qubit in linear
systems such as H2 and BeH2.
We implemented the qubit tapering algorithm for all
the dipeptides considered in this work. We started with
a stable conformer of each dipeptide obtained from the
PubChem database [59] and prepared the respective sec-
ond quantized Hamiltonian with PySCF [60]. We en-
coded the second quantized Hamiltonian to its qubit form
(Eq. (8)) with Jordan-Wigner (JW) encoding using the
Q# language [61]. Finally, we applied the qubit taper-
ing algorithm. We were not able to eliminate any qubits
beyond the aforementioned two qubits from any of the
dipeptide. This result is not surprising since dipeptides
are disordered systems and do not arrange themselves
in a symmetric geometry. Nevertheless, such qubit ta-
pering algorithms might be improved by working on the
symmetries of a sub-system of the Hamiltonian (such as a
symmetric aromatic ring which is part of a bigger protein
chain). We leave this question open for future work.
C. Improving accuracy of active space methods
While active space approximations reduce the number
of qubits required to simulate the system, they also re-
duce accuracy by ignoring the potential electron correla-
tion contribution from the virtual space. Virtual quan-
tum subspace expansion (VQSE) [43, 62] is an efficient
technique to include such contributions without using ex-
tra qubits. A quantum computer can efficiently sample
the four-electron density matrix of a reference wavefunc-
tion [43],
(ρ4)
tuvw
pqrs = 〈Ψref |a†wa†va†ua†tapaqaras|Ψref〉 (9)
From this quantity, one can efficiently calculate the expec-
tation value of higher excitations into the virtual space.
This inclusion of virtual operators requires only simple
classical post-processing and does not require any addi-
tional qubits. Using this technique, one can obtain H2
spectra by only using four qubits with an accuracy ob-
tained at cc-pVDZ basis set level, a set which requires
20 qubits to simulate without VQSE [43]. We provide
further details of this method in Appendix F.
VI. FUTURE WORK
While we have provided qubit estimates required for
simulating dipeptides, we have skipped over circuit com-
plexity and gate count estimates in this work. The cir-
cuit complexity depends on the type of algorithm, such as
VQE or QPE, being used for ab initio simulation. The
current field of algorithmic optimization to reduce this
circuit depth has made great progress in recent years [63–
65]. We are hopeful that future work will be able to
provide practical estimates of optimal time complexity
required for such dipeptide simulations.
Next, we consider further improvement for protein
force field parameterization beyond dipeptide simula-
tions. One such approach will be to simulate even large
7peptide structures, such as tripeptides [66, 67]. Simula-
tions of larger peptide structure might reveal terms in
a protein force field which depend on higher order in-
teraction of peptides. Since many biological processes
take place in water, an accurate description of protein-
water interaction is important for accurate MD predic-
tions. Most protein force field model recommend a corre-
sponding water model, and any parameter optimization
via above mentioned quantum computing methods will
also require a new water model to go with it. Quan-
tum computing can be used to provide ab initio data for
peptide-water interactions and help in the development
of accompanying water force field.
Quantum computers can also be used to enhance quan-
tum mechanics/molecular mechanics (QM/MM) simula-
tions [12] of molecular processes. In a QM/MM simula-
tion, the force field is taken as a sum of a classical force
field described by Eq. (1) and a quantum mechanical sys-
tem described by Eq. (2). The quantum mechanical por-
tion can be computed accurately via quantum computing
approaches that we have outlined earlier.
Lastly, we note that ab initio data can be used to im-
prove other forms of force fields, such as ab initio force
field (AIFF) and neural network potential (NNP) force
field. AIFF [8] try to obtain force fields by using first
principles of quantum mechanics and eschew parameter-
ization. The AIFF models are based on perturbation
theory or many body expansion of quantum Hamilto-
nian. Accurate ab initio simulations, for example FCI
quality data from QPE, can help in computing the terms
of such force fields. NNP based force fields [9, 10] use a
trained neural network (NN) to estimate the force field
for a given configuration of atoms. The NNP is found by
training a NN over the tuples of configuration of atoms
(input) and the corresponding energies (output) obtained
via high quality ab-initio simulations. Again, quantum
computing can be used to provide highly accurate results
for such training.
VII. CONCLUSION
Quantum computing holds great promise of improving
accuracy and the scale of numerical simulations used in
chemistry and other sciences. In particular, quantum
computing can enable high quality ab initio simulations
at larger scale than possible via current classical com-
putational techniques. An accurate computation via ab
initio methods remains the only viable tool for system
where quantum effects dominate, such as those with few
atoms, where bond breaking/formation takes place, etc.
At larger scale, MD simulations can provide accurate pre-
dictions for chemical reactions, provided one starts with
a high quality force fields.
We have discussed the use of quantum computing and
related ab initio simulation capabilities to tie these two
approaches together, where results from quantum com-
puting simulations can guide the development of better
force fields. We have provided qubit resource estimates
for performing this task, and shown that such computa-
tions with active space reduction are not completely out
of reach in the NISQ era. Such active space methods
come at the cost of potentially reduced accuracy, albeit
some of the accuracy can be recovered via use of classi-
cal post processing of the results obtained from quantum
computation [43]. We end with the caveat that the quan-
tum resource estimation depends on the hardware archi-
tecture of a quantum computer, and additional qubits are
always required to do ancillary computations to compen-
sate for lack of connectivity between data qubits, quan-
tum error correction, etc.
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Appendix A: Hartree-Fock theory
In principle, all the properties of a molecular sys-
tem can be obtained from its wavefunction which itself
can be obtained by solving the Schro¨dinger equation.
Since electrons are much lighter than atomic nuclei, the
Born-Oppenheimer approximation neglects the motion of
the nuclei. After applying the approximation, the elec-
tronic Hamiltonian is given by the sum of electronic ki-
netic energy and the electron-electron and nuclei-electron
Coulomb interaction energy;
H({ri}) = −1
2
n∑
i=1
∇2i +
n∑
i>j
1
|ri − rj | −
n∑
i=1
Nn∑
α=1
Zα
|ri − rα|
(A1)
where n/Nn is the number of electrons/nuclei in the
molecule, ri/rα are the electronic/nuclear coordinates
and Zα are the nuclear charges. The eigenfunctions
to this Hamiltonian are the molecular electronic wave-
function of the ground state and various excited states,
and the eigenvalues are the corresponding energies. The
ground state energy as a function of electronic coordi-
nates, E({ri}), is called the potential energy surface
(PES) of the molecule. In general, one cannot find an
analytical solution to a many body Schro¨dinger equation.
However, approximate computational methods can yield
results which are with-in chemical accuracy.
Let {φj(r)} be a complete basis set such that the wave-
function of the ith electron can be written as
ψi(r) =
∑
j
cijφj(r) (A2)
where C = [cij ] are appropriate coefficients. The possible
many-electron states can be constructed from these single
electron wave functions. Since electrons are fermions, the
many electron state must be antisymmetric in any two
electron coordinates. A many-electron state where the
electrons occupy states {ψi1 , ψi2 , . . . , ψin} can be written
as a Slater’s determinant
Ψ(R,C ) =
∣∣∣∣∣∣∣∣∣
ψi1(r1) ψi1(r2) . . . ψi1(rn)
ψi2(r1) ψi2(r2) . . . ψi2(rn)
...
ψin(r1) ψin(r2) . . . ψin(rn)
∣∣∣∣∣∣∣∣∣
(A3)
where R = {r1, r2, . . . , rn} represent the coordinates of
the electrons. Note that this state depends on the coef-
ficient matrix C . In general, the actual electronic wave-
function can be written as an appropriately weighted sum
of these determinants. The Hartree-Fock (HF) approxi-
mation assumes that the wavefunction consists of only
one such determinant, and then optimizes the parame-
ters C of the determinant by applying the variational
principle. We want to find the optimal matrix C that
minimizes the expectation energy of the state Ψ(R,C )
while ensuring that the molecular orbital (MO) ψi are
appropriately normalized. We can do this by introduc-
ing a set of Lagrange multiplier ǫi such that
δ
[∫
Ψ∗HΨ dR−
∑
i
ǫi
∫
|ψi|2dri
]
= 0 (A4)
This leads to a set of single-electron coupled equations,
collectively called the Hartree-Fock equations:
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[
−1
2
∇2i −
∑
iα
Zα
|ri − rα|
]
ψi(ri) +
∑
j 6=i
[∫
drj
|ψj(rj)|2
|ri − rj |
]
ψi(ri)−
∑
j 6=i
[∫
drj
ψj(rj)ψi(ri)
|ri − rj |
]
ψi(ri) = ǫiψi(ri) (A5)
The first term on the left hand side is the sum of electron
kinetic energy and electron-nuclei Coulomb interaction,
the second term is the electronic interaction of electron
i with the mean field electric force of all other electrons
and the third term is the exchange energy term. Elec-
trons of the same spin avoid each other due to Pauli’s
exclusion principle and experience smaller Coulomb re-
pulsion. This gives rise to the exchange energy term.
The HF equations (A5) are highly non-linear as ψi
features on both sides of equality. The HF equations
are mean-field single electron equations and require the
wave functions of all other electrons to write down the
Coulomb and exchange energy. The self consistent field
(SCF) method is often used to solve these equations. The
SCF method starts with a reasonable guess of the single
electron wavefunction, and solves the HF equations as-
suming the guess wavefunction for all the other electron.
This solution is then used as the wavefunction of other
electrons, and the HF equations are solved again, yield-
ing a hopefully better wavefunction. At each step, we
keep track of the energy of the solution, E =
∑
i ǫi. The
SCF method stops when the energy converges.
Appendix B: Basis sets
In Appendix A, the starting basis functions {φi} form
a complete set. The basis set of the set of all arbitrary
wavefunctions is infinite in size and hence the coefficient
matrix C is infinite dimensional as well. In theory, one
can find an exact solution with only n basis function; this
is the basis set where the chosen functions φi happen to
be the solution of HF equations (A5). We also need a fi-
nite size basis set to numerically solve the HF equations.
A well chosen basis set can still obtain very accurate re-
sults with only a finite number of basis functions.
A common starting point for basis functions are the
atomic orbital (AO) of hydrogen-like atom. The MOs
are linear combination of these AOs. This method is
appropriately named linear combination of atomic orbital
(LCAO) method. The exact hydrogen-atom like orbital
are represented by Laguerre polynomials. Inspired from
these functions, Slater proposed a basis set where the
functions decay exponentially in distance,
φSTO(r;α) ∝ p(r)e−αr (B1)
where p(r) is a polynomial in r and α is an appropriate
scale factor. Such basis functions are called Slater type
orbital (STO). While STO accurately describe the shape
of the atomic orbitals of an hydrogen-like atom, they are
quite cumbersome to use in numerical integration. It is
often helpful to use a basis set where the functions decay
in exponential of the square of the distances,
φGTO(r;α) ∝ p(r)e−αr
2
. (B2)
These basis functions are called Gaussian type orbital
(GTO), since they look similar to a Gaussian function.
Since multiplication of two GTOs is another GTO, inte-
grals with these functions can be simplified significantly.
As a down-side, these functions no longer describe the
shape of hydrogen-like orbitals. In order to rectify this
problem, basis sets often use a linear combination of
GTOs to represent a single AO. A common basis set,
STO-nG, employs a combination to n–GTOs to repre-
sent a single STO;
φSTO(r) ≈ φSTO−nG =
n∑
i=1
ci φGTO(r;αi) (B3)
where the parameters {αi, ci} are optimized by maximiz-
ing the overlap between exact φSTO and the approximate
φSTO−nG.
The STO-nG sets are a minimal basis set, that is, they
only use one function to represent an atomic orbital. This
condition, which is well-reasoned based on the physics of
the system, usually does not result in good numerical re-
sults. We can relax this condition to get better results
and use multiple functions to represent the valence or-
bitals while using a minimal set for the inner electrons.
Such basis set is called a split-valence basis set. A double-
ζ set uses two functions for each valence orbital, a triple-ζ
uses three, and so on. The numerical accuracy increases
with larger basis sets but more computational resources
are required to determine the larger coefficient matrix C
in Eqs. (A2) and (A5).
Appendix C: Second Quantization
The HF wavefunction is a mean-field approximation
of the ground state many-body electronic wavefunction.
Since it is constructed from a single determinant, it ig-
nores static and dynamic electron-electron interaction.
Post HF methods try to recover this correlation by con-
sidering additional electronic configurations. These meth-
ods becomes considerably easier to analyze in the second
quantization formulation of the Hamiltonian problem. In
this section, we describe the method of obtaining second
quantized Hamiltonian from variationally optimized HF
functions.
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We start with the variationally optimized HF molecule
orbitals, {ψi}, and represent the Slater determinant (A3)
in the Dirac notation as
|Ψ〉 ≡ |i1i2 . . . in〉 (C1)
This is a n-electron state, where the electrons occupy the
orbitals {i1, i2, . . . , in} while the other molecular orbitals
are empty. In this notation | 〉 denotes the state of no
electron. The excitation operator a†i creates an electron
in one of the orbital:
|i j1j2 . . .〉 = a†i |j1j2 . . .〉 . (C2)
If state i is already occupied, a†i |Ψ〉 = 0. Any state |Ψ〉
can be uniquely specified by a string of creation opera-
tors,
|Ψ〉 = a†i1a
†
i2
. . . a†in |0〉 (C3)
Similarly, the annihilation operator ai destroys the elec-
tron in one of the orbital:
|j1j2 . . .〉 = ai |i j1j2 . . .〉 . (C4)
If the state i is already unoccupied, then ai |Ψ〉 = 0.
These definitions, along with the completely antisymmet-
ric nature of the wavefunction |Ψ〉 imply that these oper-
ators obey the canonical anticommutation relationship,
{a†i , aj} = a†iaj + aja†i = 0 (C5)
{ai, aj} = {a†i , a†ij} = 0 (C6)
We can now rewrite the Hamiltonian in its second quan-
tized form:
Hˆ =
∑
ij
hija
†
iaj +
∑
ijkl
Vijkla
†
ia
†
jalak (C7)
where
hij =
∫
ψ∗i (r)
[
−1
2
∇2 −
∑
α
Zα
|r− rα|
]
ψj(r) dr ,
(C8)
Vijkl =
∫
ψ∗i (r1)ψ
∗
j (r2)
1
|r1 − r2|ψk(r2)ψl(r1) dr1dr2 .
(C9)
In the limit where the MOs {ψi} form a complete ba-
sis set, the second quantized representation is exact. In
computational chemistry applications, frequently the ba-
sis set is limited to M functions, in which case second
quantized Hamiltonian (C7) is only an approximate rep-
resentation the electronic Hamiltonian (A1). The Hamil-
tonian contains O(M4) terms, and becomes increasing
hard to solve via exact diagonalization.
Appendix D: Post-Hartree Fock methods
The HF solution serves as a good starting point for
post-HF methods, which iterate over the HF solution and
show better agreement with experimental results. In this
section, we discuss two such post-Hartree Fock methods.
1. Configuration interaction method
A general solution of the full Hamiltonian (A1) can be
constructed by taking an appropriate weighted sum of all
possible determinants. This is known as the full configu-
ration interaction (FCI) method where the wavefunction
is given by
|ΨFCI〉 =
∑
ci |Ψi〉 (D1)
The sum is done over all possible determinants of form
given by Eq. (A3). If these determinants are constructed
out of M molecular orbitals with N electrons, the num-
ber of possible determinants is
(
M
N
)
= M !(M−N)!N ! which
scales exponentially in M . Thus, an FCI calculation is
intractable except for very small molecules.
The FCI calculation can be simplified by using addi-
tional symmetries of the molecule. Hamiltonian (A1)
commutes with the spin operators Sˆz and Sˆ
2 and also
commutes with the z-component of the total angular mo-
mentum Lˆz, that is, the Hamiltonian preserves the total
intrinsic spin of electrons and the z-component of the to-
tal angular momentum. Thus, the valid determinants in
Eq. (D1) should be of same spin. Such combination of
the determinants is called a configuration state function
(CSF). Using a CSF can greatly reduce the number of
determinants required to construct an FCI wavefunction.
Nevertheless, the number of determinants in CSF wave-
function also grow exponentially in the size of basis set,
and FCI with such methods becomes intractable for large
molecules.
In second quantization formulation, the FCI wavefunc-
tion can be constructed systematically from the HF state.
Let |ΨHF〉 be the HF determinant (A3) constructed from
molecular orbitals found via the SCF method. The FCI
wavefunction is constructed via a series of excitation op-
erators:
|ΨFCI〉 =

∑
ia
cai a
†
aai +
∑
ij,ab
cabij a
†
aa
†
baiaj + · · ·

 |ΨHF〉
(D2)
where the indices {i, j, · · · } and {a, b, · · · } run over the oc-
cupied and unoccupied orbitals respectively in the |ΨHF〉
wavefunction. The different determinants in the FCI ex-
pansion are classified as singles (S), doubles (D), triples
(T), etc depending on their level of excitation from the
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HF wavefunction. The FCI wavefunction can be system-
atically approximated via the configuration interaction
(CI) method by inclusion of different levels of excitations,
for example, CI Singles Doubles (CISD) keeps singles and
doubles, CISDTQ also adds triple and quadruple excita-
tions, etc.
2. Coupled cluster method
The CI formulation is exact under the complete basis
set limit (i.e. M →∞), but is not size extensive and con-
verges very slowly to the full wave function. These short-
comings can be overcome by the coupled cluster (CC)
method. The CC wavefunction is given by
|ΨCC〉 = exp

∑
i,a
tai a
†
aai +
∑
ij,ab
tabij a
†
aa
†
bajai + · · ·

 |ΨHF〉
(D3)
where the indices i, j, . . . run over the occupied levels and
a, b, . . . run over the unoccupied level. If all excitation
levels are included, then the CC and FCI expansions de-
scribe the same wavefunction. For example, by expand-
ing and comparing the terms in Eqs. (D2) and (D3), we
find that
cai = t
a
i , (D4)
cabij = t
ab
ij +
1
2
(tai t
b
j + t
a
j t
b
i) , (D5)
etc. The CC wavefunction is size extensive and usually
converges faster than the CI wavefunction [21].
We want to solve the CC Schro¨dinger equation
Hˆ |ΨCC〉 = E |ΨCC〉. We define the coupled cluster oper-
ator
Tˆ = Tˆ1 + Tˆ2 + . . . (D6)
=
∑
i,a
tai a
†
aai +
∑
ij,ab
tabij a
†
aa
†
bajai + · · · (D7)
such that
|ΨCC〉 = eTˆ |Φ0〉 (D8)
where |Φ0〉 is the starting wavefunction, usually a HF
wavefunction or a CSF. We want to solve for the energy
E and the amplitudes {tai , tabij , . . .}. Noting that the deter-
minants |Φab...ij... 〉 = a†aa†b . . . ajai |Φ0〉 form an orthonormal
set, we can write down the coupled cluster equations:
〈Φ0|e−Tˆ HˆeTˆ |Φ0〉 = E (D9)
〈Φab...ij... |e−Tˆ HˆeTˆ |Φ0〉 = 0 (D10)
The operator e−Tˆ HˆeTˆ can be simplified via the Baker-
CampbellHausdorff (BCH) expansion [68] and by noting
that this series terminates because the Hamiltonian Hˆ as
written in Eq. (C7) only contains 2-excitation operators.
Thus,
e−Tˆ HˆeTˆ = Hˆ + [Hˆ, Tˆ ] +
1
2!
[Hˆ, [Hˆ, Tˆ ]] +
1
3!
[Hˆ, [Hˆ, [Hˆ, Tˆ ]]]
+
1
4!
[Hˆ, [Hˆ, [Hˆ, [Hˆ, Tˆ ]]]] .
(D11)
The above technique describes a projective method of
solving the CC equations. The projective CC equations
are convenient to solve via numerical methods. The
energy formula in Eq. (D9) does not conform to varia-
tional condition as the operator e−Tˆ HˆeTˆ is not Hermi-
tian. Thus, energy found via solving Eq. (D9) with a
truncated operator Tˆ might not be an upper bound to
the true coupled cluster energy. We can construct a vari-
ational solution by starting from Eqs. (D6) and (D8) and
using the Hermitian conjugate of eTˆ . This yields a varia-
tional form such that for truncated operator τˆ =
∑n
i Ti,
E =
〈Φ0|(eTˆ )†HˆeTˆ |Φ0〉
〈Φ0|(eTˆ )†eTˆ |Φ0〉
≤ E˜ = 〈Φ0|(e
τˆ )†Hˆeτˆ |Φ0〉
〈Φ0|(eτˆ )†eτˆ |Φ0〉 .
(D12)
The operator (eτˆ )†Hˆeτˆ does not have a known fi-
nite length expansion which makes finding solutions of
Eq. (D12) a considerably harder computational task
when compared to the projective methods. Nevertheless,
it can be approximated by expanding eτˆ via a Taylor se-
ries and then truncating it. Such truncation is arbitrary
and leads to additional errors.
A similar variational method called the unitary cou-
pled cluster (UCC) method tries a different approach.
The cluster operator Tˆ is replaced by an anti-Hermitian
operator Tˆ − Tˆ † such that Uˆ = eTˆ−Tˆ † is a unitary oper-
ator. The resultant operator Uˆ †HˆUˆ in
E = 〈Φ0|Uˆ †HˆUˆ |Φ0〉 (D13)
can be thought as a rotation of basis such that Hˆ ′ =
Uˆ †HˆUˆ is a Hamiltonian that has the same eigenvalues
as Hˆ . A systematic series expansion of Hˆ ′ can be ob-
tained where we truncate the series by keeping all terms
to a particular order of perturbation theory [69]. Alter-
natively, the energy E = 〈Φ′|Hˆ |Φ′〉 can be thought as
the expectation value of the Hamiltonian with respect to
the wavefunction
|Φ′〉 = Uˆ |Φ0〉 (D14)
This approach is suitable to quantum computing where a
universal quantum computer can efficiently prepare the
state |Φ′〉 by applying the unitary Uˆ on an initial state
|Φ0〉.
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Appendix E: Quantum computing
Quantum computing utilizes quantum effects, such as
entanglement and superposition, to perform useful nu-
merical computations [45]. The unit of computation for
classical computers is a bit, which can either assume the
value of 0 or 1. Similarly, the basic unit of computation
for a quantum computer is a qubit, which can exist in
the state |0〉 or |1〉, or in an arbitrary superposition of
these two states:
|ψ〉 = α |0〉+ β |1〉 ≡
(
α
β
)
(E1)
where α and β are complex numbers. When measured,
the qubit in state |ψ〉 will report value 1 with probability
|α|2 and the value 0 with probability |β|2. Since 0 and
1 are the only two possible values, the state |ψ〉 must
be normalized such that |α|2 + |β|2 = 1. The probabil-
ities depend only on the absolute value of the two com-
plex parameters and by rotating the complex place, we
can always set one of the parameters to be purely real.
Accordingly, a qubit can be described by only two real
parameters (θ, φ) such that
|ψ〉 = cos θ
2
|0〉+ eiφ sin θ
2
|1〉 (E2)
where we restrict θ ∈ [0, π] and φ ∈ [0, 2π]. Equation (E2)
suggests that we can represent a qubit as a vector that
joins the origin to a point on a surface of the sphere with
θ and φ as the polar coordinates. This is called the Bloch
sphere representation.
Two or more qubits can be represented in similar fash-
ion. For n qubits, the basis set B is formed from all
possible 2n − 1 bitstrings viz. B = {|00 . . .000〉 =
|0〉⊗n , |00 . . .001〉 , |00 . . .010〉 , . . . |11 . . .111〉 = |1〉⊗n}.
Any arbitrary state n-qubits state can be written as
|Ψ〉 =
∑
z∈B
cz |z〉 (E3)
with constraint
∑
z |cz |2 = 1.
Quantum states can be broadly classified into two
groups, entangled and separable. A quantum state is
called separable state can be written as a tensor prod-
uct of single qubit states, it is called entangled otherwise.
For example, the qubit state
|Ψ〉 = |00〉+ |01〉+ |10〉+ |11〉 = (|0〉+ |1〉)⊗ (|0〉+ |1〉)
=
(
1
1
)
⊗
(
1
1
)
(E4)
is a separable state since it can be written as a tensor
product of two single qubit state, while the state
|Ψ〉 = |00〉+ |11〉 (E5)
is an entangled state.
A quantum algorithm starts with a simple many qubit
state, usually the |0000 . . .0〉 state, and applies various
quantum gates which manipulate the qubits accordingly.
At the end, a measurement is made on all or some of the
qubits to determine the result of the computation. All
quantum gates can be represented by a unitary opera-
tor. We can also interpret these gates as rotation on the
Bloch sphere. Common single qubits gates are the Pauli
gates which rotate the qubits by an angle of π along the
respective axis:
σx =
(
0 1
1 0
)
, σy =
(
0 −i
i 0
)
, σz =
(
1 0
0 −1
)
.
(E6)
Other common gates are the Hadamard gate H and the
T gate,
H =
1√
2
(
1 1
1 −1
)
, T =
(
1 0
0 eiπ/4
)
. (E7)
Two qubit gates can be used to generate entangled pair of
qubits. The Controlled-NOT (CNOT) gate is a two qubit
gate which applies the σx gate to the second (target)
qubit only if the first (control) qubit is in state |1〉,
CNOT = |0〉 〈0| ⊗ I + |1〉 〈1| ⊗ σx (E8)
where I = diag(1, 1) is the single qubit identity matrix.
The CNOT gate along with the above mentioned single
qubit gates form a universal set of quantum gates, that
is, any quantum algorithm (or equivalently, a n-qubit
unitary) can be decomposed into a chain of one and two
qubit gates (or equivalently, a tensor product of 2×2 and
4× 4 matrices).
1. Encoding methods
As discussed in Appendix D2, the unitary coupled clus-
ter method starts with a simple wavefunction and pre-
pares a better variational ansatz by applying a unitary
operator. On a quantum computer, this unitary opera-
tor can be represented by a circuit consisting of one and
two qubit gates. In the UCC method, the wavefunction
is composed of indistinguishable fermions and the oper-
ators that act on these fermion preserve the antisymme-
try of the wavefunction. On the other hand, qubits of a
quantum computer can be labeled and hence are distin-
guishable. We require a transform that will allow us to
represent electronic system on qubits.
This task is called encoding, where the fermionic op-
erators are rewritten as a string of operators on qubits.
In the Jordan-Wigner (JW) encoding, each spin orbital
is represented by a qubit. If the spin orbital is occupied,
the qubit is set to state |1〉 and it is set to |0〉 otherwise.
If the size of our basis set isM , then we requireM qubits
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to encode the wavefunction. The number of qubits then
depend on the choice of basis set, with larger basis set
requiring more qubits. As an example, the vacuum state
|Ψ〉 = |0〉 is represented as |Ψ〉 = |0〉⊗M in qubit represen-
tation, while state |ij〉 with one electron each in orbital
i and j is written as
|Ψ〉 = |ij〉 ≡ |000 . . .01
i
0 . . . 001
j
00 . . . 0〉 (E9)
where the subscripts denote the index of the orbital in
qubit notation. Next, we have to specify the creation
a†i and annihilation operators ai in terms of single qubit
gates. The creation operator should converts qubit |0〉 to
|1〉, thus |1〉〈0| can be used as an analog of the fermionic
operator a†. Similarly, |0〉〈1| is the analog of the annihi-
lation operator. However, these qubit operators do not
obey the canonical anticommutation relationship as writ-
ten in Eq. (C5). This can be fixed by adding proper
phase:
ai = σ
z
1 ⊗ σz2 ⊗ . . .⊗ σzi−1 ⊗ (|0〉〈1|)i (E10)
a†i = σ
z
1 ⊗ σz2 ⊗ . . .⊗ σzi−1 ⊗ (|1〉〈0|)i (E11)
define the fermionic operators in the JW encoding. The
basis vectors in the JW encoding are simple represen-
tation of electron occupation, but fermionic operators
become many-qubit gates. While it only requires poly-
nomial resources to convert these many-qubit gates to a
circuit with two qubit gates, it nevertheless adds extra
overhead to the gate depth of the overall circuit. Other
encodings also make similar trade-off between the repre-
sentation of electrons vs the representation of fermionic
operators.
The parity encoding approach uses a different method
to encode the occupation of states. The state of each
qubit now stores the parity of the number of electrons
present in orbitals before it. Let qi ∈ [0, 1] denote the
state of qubit i and let fi = 1 (fi = 0) is orbital i is
occupied (empty). Then, the state in parity encoding is
written as
|Ψ〉 = |q0q1 . . . qn〉 (E12)
where
qi =

 i∑
j=0
fi

 mod 2 (E13)
The fermionic operator are given by
ai =
(|0〉〈0|i−1 ⊗ |0〉〈1|+ |1〉〈1|i−1 ⊗ |1〉〈0|)
⊗ σxi+1 ⊗ σxi+2 ⊗ . . .⊗ σxM−1
a†i =
(|0〉〈0|i−1 ⊗ |1〉〈0|+ |0〉〈0|i−1 ⊗ |1〉〈0|)
⊗ σxi+1 ⊗ σxi+2 ⊗ . . .⊗ σxM−1 .
(E14)
The parity encoding stores parity locally, and hence al-
lows us to easily eliminate two qubits from a typical
molecular system. Since the Hamiltonian (C7) conserves
the number of electrons and the z-component of the spin,
the qubits storing these information can be eliminated.
The last qubit qM−1 =
∑M−1
i=0 fi (mod 2) stores the total
number of electrons (mod 2) in the molecule, and hence
can be replaced by a constant. If we arrange the orbitals
such that the first half of the orbitals describe the spin-
up state and the latter half the spin down state, then the
value of middle qubit is the number of spin-up electrons
which can also be replaced by a constant. Thus, the par-
ity encoding allows reduction of 2 qubits for representing
the molecule on a quantum computer.
Other encoding methods, such as the Bravyi-Kitaev
(BK) encoding or the BK tree encoding, try to optimize
for the size of multi-qubit operator required to encode
the fermionic operator. In BK encoding, each fermionic
operator can be encoded by a gate that operates on at-
max O(log2M) qubits. The details of BK encoding can
be found in Ref. [56].
2. Quantum Phase Estimation
A quantum computer can estimate eigenvalues and
eigenfunctions of a Hamiltonian directly via the quantum
phase estimation (QPE) algorithm [30–32]. Consider a
molecular system evolving under a Hamiltonian H with
eigenvalues {Ei} and eigenvectors {|φi〉}, that is,
H |φi〉 = Ei |φi〉 . (E15)
Let E0 be the ground state energy of this Hamiltonian.
Since the Hamiltonian is an hermitian matrix, its eigen-
vectors form a complete basis set and any ansatz can be
written as a linear combination of these eigenvectors:
ψ =
∑
i
ci |φi〉 . (E16)
On a quantum computer, this ansatz evolves with time
under the Hamiltonian such that at time t, the wavefunc-
tion is given by
ψ(t) = e−iHtψ =
∑
i
cie
−iHt |φi〉 =
∑
i
cie
−iEit |φi〉 .
(E17)
Thus, each component of the wavefunction ψ acquires
a phase which depends on the energy of the Hamilto-
nian H . By applying a quantum Fourier transform, we
can extract the phase into certain ancillary qubits at-
tached to the system [30]. After measurement at time t,
the system collapses into one of the eigenstates |φi〉 with
probability |ci|2 and the ancillary qubits are set to value
tEi. If the initial wavefunction has large overlap with the
true ground state wavefunction, that is |c0| is large, then
we obtain the ground state energy and the ground state
wavefunction of HamiltonianH [31] with high probability.
This wavefunction is often called the FCI wave function
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of the system, and is the most accurate estimate of the
true molecular wavefunction given the limitations of a
finite basis set. On current generation of quantum com-
puters, QPE algorithm has been applied to H2 [70, 71]
and HeH+ [72] molecules.
3. UCC on quantum computer
As discussed in Appendix D2, the UCC methods re-
quires preparation of the wavefunction
|Ψ(t)〉 = exp(Tˆ − Tˆ †) |Φ0〉 (E18)
where |Φ0〉 is the reference wavefunction, usually the HF
wavefunction, and vector t specifies the unknown parame-
ters of the cluster operator Tˆ . A quantum computer can
be used to efficiently implement any finite dimensional
unitary operator and hence can efficiently prepare the
state |Ψ〉. The circuit depth of the required quantum cir-
cuit depends on the approximation of the coupled cluster
operator Tˆ . This approximate state is variational and its
energy is an upper bound on the true ground state energy
of the molecular Hamiltonian.
The variational quantum eigensolver (VQE) method
uses the UCC quantum state and optimizes over the un-
known cluster parameters to estimate the ground state
energy. The energy of the state E = 〈Ψ|H |Ψ〉 can be es-
timated on the classical computer via repeated measure-
ments of the quantum state. As outlined in Appendix E 1,
different encoding methods convert the fermionic Hamil-
tonian to a qubit-based Hamiltonian which is a weighted
sum of strings of Pauli operators,
H =
∑
i
Hi
∏
σi
σαj (E19)
where α ∈ {x, y, z} specifies one of the Pauli operators
and σαj ∈ σi where σi is a set of Pauli operators de-
scribing the Pauli string of ith term. The parameters
Hi depend on the parameters hij and Vijkl computed
via Eqs. (C8) and (C9) and can be calculated with a
quantum chemistry package such as PySCF[60]. With
an initial guess for t, we prepare a quantum circuit that
implements the unitary U = exp(Tˆ − Tˆ †). The qubits
are initialized in the reference state |Φ0〉 and the quan-
tum circuits then prepares |Ψ(t)〉. The energy of this
state is found via repeated preparation of state |Ψ(t)〉
followed by local measurements. The energy is given by
E(t) =
∑
i
Hi
∏
~σ
〈Ψ(t)|σαj |Ψ(t)〉 (E20)
The parameters t are then optimized to obtain the best
estimate of the ground state energy. This optimization is
done via a classical algorithm, such as gradient descent,
and hence VQE is a hybrid classical-quantum algorithm.
At each step of optimization, the parameters t are suit-
ably changed to t¯ to prepare a new state |Ψ(¯t)〉 and this
process is repeated till the energy E converges to a stable
value.
4. Other variational approaches on QC
Application of the variational principle requires a trial
wavefunction which has large overlap with the ground
state wavefunction. Variational methods like the UCC
method construct a trial wavefunction in a chemically in-
tuitive way. The preparation of a chemically intuitive
variational wavefunction may be resource intensive de-
pending on the hardware design and connectivity of the
quantum computer. Hardware efficient ansatz are a set
of trial wavefunction which can be quickly prepared on a
given quantum computer. One such form of ansatz were
used in Ref. [26] to find the ground state energy of several
small molecules. These ansatz cut down the requirement
of elaborate state preparation. However, they might in-
crease the complexity encountered by the classical opti-
mizer as the ansatz might not systematically approach
towards the true ground state. As an extreme example,
a hardware efficient wavefunction prepared by random
application of gates is close to a maximally mixed state
in the Hilbert space, and classical optimization starting
from such state might be hard due to flat energy sur-
face. A systematic approach to generate such hardware
efficient ansatz might show promising results on noisy
intermediate-scale quantum (NISQ) computers.
Appendix F: Quantum resource estimation
The number of qubits and the number of gates re-
quired for the quantum computation roughly measure
the amount of quantum resources required to implement
a quantum algorithm. Depending on the design of the
quantum hardware, one of these resources might be more
important than the other. A quantum computer might
have a large number of low coherence qubit which neces-
sitates short circuit depth; or it might have a few qubits
with long coherence time, allowing for deeper circuits.
Given a problem Hamiltonian with wavefunction ex-
pressed in a basis of M spin orbital functions (M/2 spa-
tial orbital functions), the equivalent quantum circuit re-
quires M qubits, one each to represent an orbital. How-
ever, just like in classical ab initio techniques, this num-
ber can be reduced by utilizing the symmetry of the prob-
lem Hamiltonian and by using approximations that do
not significantly degrade the quality of UCC solution. In
this section, we will give an overview of few such tech-
niques useful for reducing the number of qubits required
for a quantum ab initio chemistry simulation.
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1. Natural orbital occupation number
One way to reduce the number of qubits is to reduce
the total number of orbitals being used for the quantum
chemistry calculation. Quite often, not all orbitals kept
in the calculation are meaningful. Since we use more or-
bitals than the number of electrons in the system, we
can find a unitary transform of our basis vectors such
that each transformed orbital is principally occupied or
empty. After this computation, we can ignore the or-
bitals that are unoccupied and do our computation in
this transformed basis. This transformed basis is called
the natural orbital occupation number (NOON) basis.
Since the Hamiltonian of a molecular system is com-
pletely described by one and two electron interaction, any
physically meaningful operator can also be decomposed
to one and two electron interaction. The expectation
value of any operator
Mˆ =
∑
ij
mija
†
iaj +
∑
ijkl
Mijkla
†
ia
†
jalak (F1)
for given wavefunction |Ψ〉 is given by
〈Mˆ〉 =
∑
ij
mij(ρ1)ij +
∑
ijkl
Mijkl(ρ2)ijkl (F2)
where mij and Mijkl are computed in a similar fashion
as in Eqs. (C8) and (C9) and
(ρ1)ij = 〈Ψ|a†iaj |Ψ〉 (F3)
(ρ2)ijkl = 〈Ψ|a†ia†jalak|Ψ〉 (F4)
are the one and two electron reduced density matrix
(RDM) respectively. Since the one electron RDM is a
Hermitian operator, we can find a basis which diagonal-
izes it. This basis is called the NOON basis. The trace of
one electron RDM is the total number of electrons n in
the system and the dimension of ρ1 is M ×M where M
is the number of orbitals under consideration such that
n ≤ M . Quite often some of the diagonal values in ρ1
are close to 1 while other are close to 0. We can remove
the orbitals which show close to zero occupation as they
are insignificant in ab initio computation and reduce the
number of orbitals, and hence the number of qubits re-
quired for the computation.
2. Quantum subspace expansion
The ideas from previous section can be further ex-
tended by dividing the orbitals into different subspaces.
In the quantum subspace expansion (QSE) method, the
orbitals are divided into three groups: the core space C
which contains orbitals that are assumed to be always
occupied by electrons, the active space A which contains
interacting orbitals and the virtual space V which con-
tains the rest of higher energy orbitals. The virtual space
is usually ignored which further reduces the number of
qubits required for the computations. In Ref. [62], the
active space approximation was used to find the energy
of the excited states via the VQE method. Primarily, a
quantum computer can be used to quickly estimate the
four electron RDM 〈Ψ|a†ia†ja†ka†lapaqaras|Ψ〉 where the
indices are restricted to the active space. These values
are used to construct an eigenvalue problem which can
be solved with the SCF method.
This idea was further extended in Ref. [43] to include
contributions from the virtual space. This approach con-
siders one electron excitation in orbital space A∪ V and
two electron excitations from active space A to virtual
space V . The reference wavefunction |Ψ〉, by definition, is
defined only over the active space. With this restriction,
the expectation value of such one and two electron exci-
tation operators can be computed just by using efficient
classical calculations which require classical computation
of second quantized Hamiltonian (Eqs. (C8) and (C9))
along with the use of a quantum computer to find the ac-
tive space RDM. Including the virtual operators via this
method increases the accuracy of the calculation such
that the hybrid quantum-classical approach can use fewer
qubits to capture a larger basis set. As an example, a
4 qubit calculation done with expanded QSE technique
achieved chemical accuracy for the H2 molecule, while
traditional methods that keep all the orbitals required
20 qubits, an improvement by factor 5.
