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Assembling transition metal dichalcogenides (TMDCs) at the two-dimensional
(2D) limit is a promising approach for tailoring emerging states of matter such
as superconductivity or charge density waves (CDWs) [1–5]. Single-layer (SL)
VSe2 stands out in this regard because it exhibits a strongly enhanced CDW
transition with a higher transition temperature compared to the bulk in addition
to an insulating phase with an anisotropic gap at the Fermi level [6–10], caus-
ing a suppression of anticipated 2D ferromagnetism in the material [7, 11–13].
Here, we investigate the interplay of electronic and lattice degrees of freedom
that underpin these electronic phases in SL VSe2 using ultrafast pump-probe
photoemission spectroscopy. In the insulating state, we observe a light-induced
closure of the energy gap on a timescale of 480 fs, which we disentangle from the
ensuing hot carrier dynamics. Our work thereby reveals that the phase tran-
sition in SL VSe2 is driven by electron-lattice coupling and demonstrates the
potential for controlling electronic phases in 2D materials with light.
Switching between a normal and an unconventional phase of a material using an ultrafast
laser pulse provides an opportunity to probe fundamental interactions and determine how
they concur in driving the phase transition [14]. This procedure has been employed in
time- and angle-resolved photoemission spectroscopy (TR-ARPES) experiments to observe
energy-, momentum- and time-dependent melting of CDW and Mott insulator phases in
bulk TMDCs [15–19] and uncover Cooper pair recombination rates in high-temperature
superconductors [20, 21]. The timescales on which the electronic system evolves following
excitation provide detailed insights into the hierarchy of interactions underpinning the phase
transition. For example, electronic degrees of freedom typically respond on timescales in the
range of 10− 100 fs [16, 22], whereas processes involving lattice degrees of freedom occur on
timescales longer than 100 fs [23, 24].
We apply TR-ARPES in order to investigate the microscopic origin of the insulator-metal
transition in SL VSe2 grown on bilayer (BL) graphene [6, 7]. Before discussing the results of
pump-probe experiments, we start by clarifying the electronic structure of the material and
characterize the phase transition in static conditions. Above the critical temperature Tc, the
material assumes the 1T structural modification where the V and Se atoms are coordinated
in an octahedral geometry as shown in Fig. 1(a). The dispersion of this phase is calculated
using density functional theory (DFT) and presented together with an ARPES spectrum
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FIG. 1: Electronic structure and temperature dependent phase transition in SL VSe2.
a, Schematic of 1T structure of SL VSe2. b, ARPES data collected at 170 K in the M¯-Γ¯-K¯ direction.
The dashed red lines correspond to the calculated DFT dispersion (the raw data without DFT
bands is shown in Supplementary Fig. S3). c, DMFT spectrum for U = 6 eV. The inset presents
the SL VSe2 BZ with contours sketching the Fermi surface at 170 K. d, Numerical simulation of the
2D ARPES intensity optimized to the data in (b). e, ARPES spectra and corresponding simulation
along M¯-Γ¯ for the given sample temperatures (see Supplementary Video 1 and Supplementary Fig.
S3). The dashed lines represent the simulated dispersion including many-body effects. f, Simulation
of photoemission intensity with the Fermi-Dirac function removed for the given values of the gap
parameter ∆. g, Comparison of EDCs at kF for sample temperatures of 206 and 20 K. The cuts
were obtained from the data (markers) and simulation (curves) in e. Tick marks indicate EDC peak
positions, demonstrating a shift away from EF with decreasing sample temperature. h, Extracted
values (markers) of ∆ from spectra obtained at several sample temperatures along with a fit (black
curve) to a mean-field expression describing the phase transition. The fitted value of Tc is shown
via a dashed vertical line.
along the high symmetry M¯-Γ¯-K¯ direction in Fig. 1(b). The shallow states around EF are
composed of V 3d orbitals while the dispersive subbands at higher binding energies derive
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from Se 4p orbitals (see Supplementary Fig. S1). The increased broadening of V 3d states
with energy below EF and the enhanced effective masses compared to the DFT dispersion
are the telltale signs of correlation effects. Indeed, we find that these effects are captured
in our dynamical mean-field theory (DMFT) calculations for a relatively large Hubbard
interaction strength U as shown in Fig. 1(c) for U = 6 eV (see also Supplementary Fig. S2).
In order to deconvolve single-particle and many-body effects from the ARPES spec-
tra we are following the phenomenological model of the photoemission intensity, I(k, ω) =∣M(k, ω)∣2A(k, ω)nFD(ω) [25]. Here, A(k, ω) is the spectral function,M(k, ω) incorporates
the single-electron dipole matrix elements that govern the selection rules of the photoemis-
sion process and nFD = (e(ω−µ)/kBTe + 1)−1 is the Fermi-Dirac (FD) distribution function
with chemical potential µ and electronic temperature Te. By combining the bare dispersion
obtained from DFT with the electronic self-energy, Σ, deduced from the DFT and LDA +
DMFT calculation, we are able to construct the spectral function of SL VSe2, as described
in further details in the Methods. A numerical simulation of I(k, ω) with self-energy and
matrix elements adjusted to give an optimum description of the measured 2D image of the
photoemission intensity is shown in Fig. 1(d), providing a basic model to interpret ARPES
spectra of SL VSe2 in the following discussion.
We focus on measurements along the M¯-Γ¯ high symmetry direction in order to track the
opening of a gap in the Fermi surface segment shown in the Brillouin zone (BZ) sketch in
Fig. 1(c), which occurs when the sample is cooled below Tc [6, 10]. A detailed view of this
cut is presented for sample temperatures Ts of 206 and 20 K around the Fermi crossing kF
in Fig. 1(e). A significant Ts-dependent change of the V 3d dispersion is seen via the purple
and blue dashed curves that have been extracted using our 2D simulation of the intensity
(see transition in Supplementary Video 1). The change of dispersion is linked to the gap
opening described in terms of the parameter ∆, which is demonstrated in the simulation
with the FD function removed in Fig. 1(f). For ∆ = 0 the band crosses EF, however, the
intensity around the band maximum is not seen in the ARPES data because these states are
unoccupied. As ∆ assumes a finite value, a gap of 2∆ opens, leading to increased spectral
weight around Γ¯ below EF. The presence of such a gap is further corroborated by a shift of
the peak away from EF in energy distribution curve (EDC) cuts at kF as Ts is lowered, which
is demonstrated in Fig. 1(g). The complete Ts-dependence of ∆ is determined by fitting
the 2D ARPES intensity measured at several temperatures, leading to the phase diagram in
4
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FIG. 2: Optical excitation of SL VSe2. a-c, ARPES spectra of V 3d and Se 4p bands (see
arrows in c) revealing the response of the electronic structure a before (t < 0), b at the peak
(t = 60 fs) and c at a long delay (t = 2000 fs) after optical excitation. All spectra are obtained
along M¯-Γ¯ direction and with the sample temperature initially at 200 K. d, EDCs extracted along
the vertical line at kF shown in a-c for the corresponding time delays. The top panel displays data
for the metallic phase (Ts = 200 K) while the bottom panel presents EDCs for the insulating phase
(Ts = 88 K). The intensity is plotted on a logarithmic scale. The dashed lines are exponential
function fits to the tail of the EDCs. e, Intensity difference for the metallic phase obtained by
subtracting the equilibrium spectrum in a from the excited state spectra at the given time delays
in b-c. f, Similar difference spectra as shown in e measured for the insulating phase.
Fig. 1(h). The critical temperature found using this method is 135±5 K, which is consistent
with previous studies [6, 7].
On the basis of the spectroscopic signatures and modeling of the insulator-metal transition
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specified above, we are now able to analyze the time-dependent response of SL VSe2 to an
optical excitation. Measurements performed with sample temperatures of 200 K and 88 K
are compared in order to track the dynamics in both the metallic and insulating phases.
TR-ARPES snapshots are shown along M¯-Γ¯ in Figs. 2(a)-(c) for excitation of the metallic
phase using a pump pulse with an energy of 1.56 eV, temporal width of 30 fs and a fluence
around 5 mJ/cm
2
at a time delay t before the optical excitation (t < 0), at the peak of
the excitation (t = 60 fs) and at a longer delay (t = 2000 fs). The excitation leads to
a substantial decrease in intensity in the V 3d states around EF (see panel (b)), which
does not fully recover at longer delays (see panel (c)). The raw (ω, k, t)-dependent intensity
measured under the same conditions for the insulating phase appears similar on a superficial
view (see Supplementary Fig. S3 for a comparison). A comparison of EDCs at kF, shown
on a logarithmic intensity scale in Fig. 2(d), reveals exponential tails with a t-dependent
slope indicating the generation of hot carriers with an elevated electronic temperature in
both phases.
A stronger indication for the spectral changes following excitation is obtained by calcu-
lating the difference in photoemission intensity by subtracting a spectrum determined in
equilibrium conditions before the arrival of the pump pulse from the spectrum measured
at a given delay time as shown for the two phases in Figs. 2(e)-(f) and Supplementary
Video 2. A highly complex ω- and k-dependence of intensity depletion and increase is seen.
Surprisingly, we observe strong difference signals persisting at long delays (t = 2000 fs) that
look dramatically different for the two phases. Naively, one could think of assigning these
changes to the mere redistribution of charge carriers in the V 3d and Se 4p states with excited
holes (electrons) signified by the blue (red) regions of the spectra. However, the intensity
is simultaneously affected by a change of the FD distribution due to the elevated electronic
temperature Te, a t-dependence of the quasiparticle scattering rate Γ that manifests itself
as increased broadening of the bands [26, 27], and the possibility of a t-dependent ∆ in the
insulating phase. Using our model of the photoemission intensity presented in Fig. 1(d)
we fit Te, Γ and ∆ such that our simulated intensity gives an optimum description of the
ARPES intensity at all measured time delays, noting that ∆ = 0 for the metallic phase
(see Methods and Supplementary Section 3 for further details of the fit). An excellent fit
is obtained for all time delays in both phases using our assumption of a hot carrier model
where the simulated intensity always incorporates a well-defined FD function, indicating
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FIG. 3: Dynamics of hot carriers and phase transition. a, Time-dependent change of elec-
tronic temperature determined by fitting the full (ω, k)-dependence of the photoemission intensity
at each measured time delay in the metallic (open purple circles) and insulating (filled blue circles)
phases. The full curves are fits to a function consisting of an exponential rise followed by an expo-
nential decay with the given time constants τm(i) for the decay in the metallic (insulating) phase.
The shaded areas correspond to three distinct periods of the time-dependent response labeled as
(I) static, (II) dynamic and (III) metastable. b, Time-dependence of ∆. The solid curve is a fit
to an exponential decay with a time constant of τ∆ = 480 fs. The inset presents the intensity
difference between a fitted spectrum for the insulating state at equilibrium and a spectrum for the
metastable metallic state, incorporating a change of ∆ from 54 meV to zero. The shaded regions
around the data points in a-b represent the uncertainity associated with the analysis.
that thermalization occurs via electron-electron interactions on a faster timescale than we
can resolve (< 40 fs) [28].
The change of electronic temperature extracted from this analysis is presented in Fig.
3(a), revealing a qualitatively similar t-dependence in the two phases that can be divided
according to (I) a static period before excitation, (II) a dynamic period with a sharp rise
of Te during excitation followed by an initial fast relaxation and (III) a metastable period
where the system remains out of equilibrium and does not relax on the timescale of our
measurement. The transient increase in electronic temperature is caused by ultrafast energy
transfer from the laser pulse to the electrons in the V 3d states. Energy is then transferred
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from electrons to the lattice leading to a decay of Te on a timescale of ≈300 fs. Both
insulating and metallic phases subsequently reach a stable elevated electronic temperature
compared to equilibrium, indicating that electron and lattice subsystems have reached a
thermal equilibrium with a temperature larger than Tc.
Figure 3(b) presents the extracted t-dependence of ∆ from the TR-ARPES measurement
of the insulating phase, revealing a transient closure of the gap during the dynamic period
(region II), leaving the system in a metastable metallic phase (region III). The intensity
difference between the fitted spectrum in this metastable metallic state and the insulating
state in equilibrium (region I) essentially reproduces the measured behavior, as seen by
comparing the inset in Fig. 3(b) with the difference spectrum at t = 2000 fs in Fig. 2(f)
(see Supplementary Fig. S5 for other fit parameters and fitted difference spectra in the
metallic phase). Note that this distinct redistribution of intensity is highly reproducible
over multiple samples as shown in Supplementary Fig. S6 and the change in ∆ is essential
for its simulation. The timescale where ∆ goes to zero is comparable to the time it takes the
electronic system to transfer energy to the lattice as seen in region II in Fig. 3(a). As the
lattice is thermally excited it obtains sufficient energy to rearrange atoms and trigger the
insulator-metal transition, which is clocked to the time constant τ∆ = 480 fs obtained from
an exponential fit. This is on the order of quenching times observed for strong electron-lattice
coupling CDWs in bulk TMDCs and significantly slower than the timescales associated with
melting of Mott gaps driven by electron-electron interactions [22].
The appearance of a metastable state is strongly indicative of a slow reconfiguration
of the thermally excited lattice, possibly involving the distorted (
√
3 × 2) and (
√
3 ×
√
7)
superstructures found in the insulating phase of SL VSe2 [6–8, 13]. This situation bears a
striking resemblance to VO2 where an ultrafast excitation transforms an insulating phase
with a monoclinic structure to a metallic phase with a rutile structure [14, 29, 30]. Such
dynamics in SL VSe2 may be resolved in future studies utilizing ultrafast probes of the
lattice structure.
In conclusion, we have tracked the spectral function of SL VSe2 across an ultrafast
insulator-metal transition triggered by an intense optical excitation. The spectroscopic sig-
natures of hot carrier dynamics and phase transition could be disentangled, revealing that
electron-lattice energy exchange drives the transition in the first few hundreds of femtosec-
onds following excitation and leads to a metastable metallic state. Such a situation is not
8
only intriguing for the application of 2D materials in electronic memory devices, but the
coupling between electron and lattice degrees of freedom is also of fundamental interest for
understanding the interplay of CDW physics and magnetism in 2D.
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METHODS
Sample preparation. SL VSe2 samples were grown on BL graphene on 6H-SiC(0001)
using molecular beam epitaxy (MBE) with a base pressures better than 2 ⋅ 10−10 Torr.
The sample measured to produce the data in Fig. 1(b) was grown at the University of St
Andrews, UK. The remaining spectra were collected on samples grown at the University
of Seoul, Republic of Korea. To obtain the BL graphene on SiC, the SiC substrates were
outgassed at 650
◦
C for a few hours and then annealed three times up to 1300
◦
C for
2 min. The formation of BL graphene was verified by reflection high-energy electron
diffraction (RHEED) and low-energy electron diffraction (LEED). High-purity V (99.8%)
and Se (99.999%) were simultaneously evaporated while the substrate was kept at 250
◦
C.
The growth process was monitored with in situ RHEED. The growth rate was fixed at
5 min per Se-V-Se layer. After growth, the sample was annealed at 450
◦
C for 30 min. A
100 nm Se film was deposited at room temperature to protect the sample while transferring
through air. This Se capping layer was removed by annealing the sample at 300
◦
C for
several hours in the UHV analysis chamber before photoemission experiments. No no-
ticeable change in sample quality was observed due to the capping and de-capping procedure.
Static ARPES experiments. The ARPES spectrum shown in Fig. 1(b) was collected
using a high-intensity He lamp (hν = 21.2 eV, p-polarization) and a SPECS Phoibos 225
hemispherical electron analyzer at University of St Andrews, UK. Here, samples were
directly transferred from the attached MBE growth chamber to the ARPES chamber.
The remaining static measurements were performed in the microARPES end-station (base
pressure of ∼3 ⋅ 10−11 Torr) at the MAESTRO facility at beamline 7.0.2 of the Advanced
Light Source, Lawrence Berkeley National Laboratory. The ARPES system was equipped
with a Scienta R4000 electron analyzer. We used a photon energy of 48 eV for Ts-dependent
scans. The total energy and angular resolution of our experiments were better than 20 meV
and 0.1
◦
, respectively.
TR-ARPES experiments. The Materials Science end station of the Artemis facility
at Rutherford Appleton Laboratory was used for TR-ARPES measurements. Synchronized
infrared (IR) pump and extreme ultraviolet (EUV) probe beams were generated from a
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Ti:Sapphire laser system at 12 mJ, 1 kHz, with a 30 fs pulse length and a central wavelength
of 795 nm. The output of the laser was split: a small fraction of the energy was used
directly to pump the sample at 1.56 eV, with fine control of the fluence achieved using
a half waveplate and a thin film polariser, while 2 mJ pulse energy was used to prepare
the probe beam by high-harmonic generation. The laser was focused into a thin Ar gas
cell to generate a comb of odd harmonics in the EUV. The 19th harmonic at 29.6 eV was
selected, using a time-preserving monochromator [31]. The two beam polarisations were
orthogonal: the pump beam was s-polarised while the probe beam was p-polarised. The
end station is equipped with a SPECS Phoibos 100 hemispherical electron energy analyser.
Experiments were performed in the wide-angle mode, with a slit size of 1 mm. The time
and angular resolution of the experiments were 46 fs and 0.3
◦
, respectively. The optimum
energy resolution was 250 meV, as determined through our simulations of the photoemission
intensity. Energy resolution is limited by analyzer energy resolution (about 190 meV),
EUV probe pulse broadening (about 100 meV), and space charge effects (about 130 meV).
Temperatures from 88 to 220 K were reached using an open-cycle liquid He cryostat.
Theory. The LDA+DMFT calculations were performed at a temperature of Ts = 200 K,
assuming a Hund’s rule coupling J = 0.8 eV and scanning different values of the screened
Hubbard interaction strength U from 5 to 9 eV. We utilized the DMFT package for the
electronic structure calculations of Ref. [32] interfaced with the local density approximation
(LDA) functional implemented in Wien2k [33] and we adopted the fully-localized-limit
scheme for the double-counting functional [34]. All simulations have been performed with
10000 k-points and Rkmax = 7 and employing the continuous-time quantum Monte-Carlo
(CTQMC) impurity solver [35–37]. The spectral properties were mapped onto the real axis
using the maximum entropy method [38]. The DFT calculations were performed using a
Perdew, Burke, and Ernzerhof (PBE) functional [39].
Simulation of ARPES intensity. The photoemission intensity is described by the
expression
I(k, ω) = ∣Mn(k, ω)∣2An(k, ω)nFD(ω, Te), (1)
as explained in the main text. The subscript n is the band index. The spectral function is
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written as [25, 26, 40],
An(k, ω) = − pi−1Σ ′′n(k, ω)(ω − kn −Σ ′n(k, ω))2 +Σ ′′2n(k, ω) , (2)
where kn is the non-interacting band dispersion or bare band, which we describe using the
DFT dispersion as an input. Σ
′
n and Σ
′′
n are the real and imaginary parts of the electronic
self energy Σn, respectively. In our simulation the correlation effects in the V 3d states,
including the gap opening of the dispersion, are included in Σn through the expression (see
Supplementary Section 1 for further details)
Σn(k, ω) = Σ0 − 1 − ZZ ω − iΓZ + ∆2/Zω + Z(kn +Σ0) + iΓ0 . (3)
Here Σ0 is a constant energy shift of the states, Z is the quasiparticle residue, Γ is quasi-
particle scattering rate, ∆ is the gap parameter and Γ0 is a constant related to the change
in the scattering rate due to the presence of a gap. We also used a parameter, labeled ∆Es,
to describe any rigid shift of all the bands including EF. Such a shift may arise due to
an external electric field associated with vacuum space charge or surface photo voltage [41].
Finally, the ARPES intensity is obtained by convoluting the photoemission intensity I(k, ω)
by two Gaussians representing the energy (Rω) and momentum (Rk) resolution broadening
of the instrument,
IARPES = I(k, ω) ∗Rω ∗Rk. (4)
We expand Mn(k, ω) in second order polynomial terms of both ω and k [26]. The Se 4p
states at higher binding energies are well-described by the DFT bands and using a scattering
rate that is merely expressed in terms of first order polynomials of ω and k. The parameters
describing Mn(k, ω), Σn and nFD are found in static conditions by performing a 2D fit of
the simulated intensity to the ARPES spectra. We find that a satisfactory fit is obtained
using a quasiparticle residue Z in the range of 0.52 to 0.54. For the fits of the TR-ARPES
data we account for the time dependent changes of FD distribution and spectral function by
allowing a variation of Te, ∆Es and the self-energy through the scattering rate (Γ ) and the
gap parameter ∆. We allow for a slight adjustment of the energy- and momentum-position
of the bands to ensure consistency between measured and fitted spectra. The resulting
parameters of the fit to the TR-ARPES data are given in Fig. 3 and Supplementary Fig.
S5.
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Supplementary Section 1: Form of the self energy in ARPES simulations
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The following mathematical form of the self energy was utilized in our simulations for
interpreting the ARPES data, within an energy window of ∼0.5 eV from the Fermi level:
Σn(k, ω) = Σloc(ω) − iΓZ + ∆2/Zω + Z(kn +Σ0) + iΓ0 . (5)
Here k is the momentum, ω is the energy, kn is a generic band eigenvalue, Γ is scattering
rate, ∆ is the gap parameter, Γ0 is a constant related to the change in scattering rate due
to ∆ and Σloc is the momentum-independent (local) component of the self-energy:
Σloc(ω) = Σ0 − 1 − ZZ ω , (6)
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TABLE I: Quasiparticle weights of V 3d orbitals for different values of U , at J = 0.8 eV
U dz2 dx2+y2 + dxy dxz + dyz
5 eV 0.50635 0.78723 0.80550
6 eV 0.49489 0.75884 0.77807
7 eV 0.47736 0.73362 0.75279
8 eV 0.45801 0.70974 0.72878
9 eV 0.43984 0.68810 0.70745
which we approximated assuming a linear structure characterized by the quasiparticle residue
Z and a constant energy shift Σ0.
To explain the physical reasons underlying Eq. (5) we note that the corresponding
momentum-resolved single-particle Green’s function is represented as follows:
Gn(k, ω) = 1
ω − kn −Σn(ω,k) = Zω − ∗kn + Γ − ∆2ω+kn+iΓ0 , (7)
where

∗
kn = Z (kn +Σ0) . (8)
In fact, the last expression in Eq. (7) has the same mathematical structure of the phenomeno-
logical self-energy previously used for fitting ARPES data in the presence of a superconduct-
ing or charge density wave (CDW) gap [8, 42]. Therefore, in this work, Eq. (5) is designed
to represent the CDW effects on a band structure consisting of pre-existing quasi-particle
excitations renormalized by electron correlations.
Note that in Eq. (6) we assumed that Σloc(ω) acts as a number rather than a matrix.
However, in general, the self-energy correction Σloc(ω) shall be expected to be significant
only for the V 3d degrees of freedom. Furthermore, considering the symmetry of our system,
the dz2 , dx2+y2 + dxy and dxz + dyz components of the self-energy are not a-priori equal, as
they belong to distinct irreducible representations of the point symmetry group of the V
atoms. On the other hand, Eq. (6) is a meaningful approximation provided that, for energies
ω within ∼0.5 eV around the Fermi level, the following hypothesis are verified:
1) Most of the spectral weight arises from the V 3d electrons.
2) The self-energy is approximately orbital-independent.
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FIG. 5: Behavior of LDA+DMFT bands as a function of U . a-c, LDA+DMFT band
structures calculated using the given values of screened on-site Coulomb interaction strength U , at
J = 0.8 eV. The bare DFT bands are also shown for comparison (red dashed lines).
3) The momentum-independent local component Σloc of the self-energy is approximately
real and linear with respect to the frequency.
Here we use DFT and LDA+DMFT calculations to prove that these hypotheses are, in
fact, approximately applicable to our system. We show the DFT calculated bands resolved
with respect to their orbital character in Fig. 4(a)-(c). These calculations indicate that the
bands have mostly V 3d character near the Fermi level. Specifically, the spectral weight
is dominated by the dz2 , dx2+y2 + dxy contributions. Fig. 4(d) illustrates the LDA+DMFT
band structure obtained for a screened Hubbard interaction strength U = 6 eV and a Hund’s
coupling constant J = 0.8 eV. The orbitally-resolved LDA+DMFT local DOS in Fig. 4(e)
confirms that, consistent with DFT, most of the spectral weight near the Fermi level has
V 3d character. Finally, as shown in Fig. 4(f) and (g), the self-energy is approximately linear
and similar for all of the V 3d orbitals for energies ∣ω∣ ≲ 0.5 eV with respect to the Fermi
level. This observation is consistent with the LDA+DMFT quasi-particle weights:
Zα =
»»»»»»»»»1 − ∂Σ
′
α
∂ω
»»»»»»»»»
−1
, (9)
see Table 1, which are all ≳ 0.5, in agreement with our simulation (in the range 0.52 to
0.54).
In Fig. 5 we show the LDA+DMFT bands for three different values of the Hubbard
interaction strength U . The bands are found to be very similar for these U values. This
indicates that our theoretical predictions are robust.
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Supplementary Section 2: Raw ARPES spectra in metallic and insulating phase
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FIG. 6: Comparison of ARPES spectra. a-b, Static ARPES spectra for metallic and insulating
phase. c, TR-ARPES spectra at the given time delays for metallic (top) and insulating (bottom)
phase.
Fig. 6(a) and (b) show static ARPES spectra for both metallic and insulating phases. The
dispersion of the top V 3d band is different close to kF due to the formation of the energy gap
in the insulating phase. Figure 6(c) presents TR-ARPES snapshots of the spectral changes
in these two scenarios before and after optical excitation.
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Supplementary Section 3: Simulation of ARPES spectra
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FIG. 7: Quality of simulation. a-c, TR-ARPES specta for Ts = 200 K at the given time delays
(left column). Simulated spectra and the corresponding unsigned relative errors (ε = (simulation-
data)/data) are shown in the middle and right columns, respectively. d-f, Cumulative distribution
of ∣ ε ∣ for the corresponding time-delays in the same row in a-c for the energy range -2.5 eV to EF.
The inserts present the distribution of ε. The green dashed lines in d-f correspond to ∣ ε ∣= 0.1.
As mentioned in the methods section of the main text, the ARPES intensity can be
expressed as,
IARPES = [∣Mn(k, ω)∣2An(k, ω)nFD(ω)] ∗Rω ∗Rk. (10)
The energy and momentum resolution functions (Rω and Rk) are known from instru-
ment calibration and remain fixed for a given measurement. Furthermore, in static ARPES
measurements we use that Te = Ts and µ = EF such that nFD is fully specified. The param-
17
t (fs)
a b
-30
-15
0
15
200010000
metallic
insulating
∆Γ
 V
 3
d  (
m
eV
)
t (fs)
100
50
0
200010000
metallic
insulating
τm = 400 fs
τi = 316 fs
Δ
E s
 (m
eV
)
-1
0
1
E-
E F
 (e
V)
InsulatingMetallic
c d e ft = 60 fs t = 2000 fs t = 60 fs t = 2000 fs
ΔTe = 1600 K ΔTe = 400 K ΔTe = 1050 K
gap closing
ΔTe = 100 K
no gap no gap gapped
M Γ
pos
neg
0
M ΓM ΓM Γ
FIG. 8: Resulting parameters from fits of t-dependent photoemission intensity. a, The
change in the scattering rate (Γ ) of V 3d states for both insulating (Ts = 88 K) and metallic (Ts =
200 K) phase. The solid curves show fits to a fast exponential rise followed by an exponential decay
with the given time constants. b, The corresponding rigid energy shift of the spectra, ∆Es. c-d,
Difference between the fitted equilibrium spectra and the fitted spectra at the given time delays
(60 fs and 2000 fs) for the metallic phase. e-f, Corresponding difference spectra for the insulating
phase.
eters describing Mn(k, ω) and Σn(k, ω) are obtained by performing a 2D fit of a simulated(ω, k)-dependent intensity to the corresponding ARPES spectrum. Since the values of Z
and ∆ at a given Ts are intrinsic properties of the V 3d states that are independent of mea-
surement configuration, we apply the values obtained from the static ARPES simulations to
describe the TR-ARPES spectra. The parameters describing Mn(k, ω) are related to the
photoemission setup, however, we use the assumption that Mn(k, ω) is independent of time
such that the matrix element is always determined in the equilibrium part of the TR-ARPES
measurements. Data points acquired for t < −100 fs are described using a single optimized
spectrum, as the system is in equilibrium. The parameters of this optimized spectrum are
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used as input for the fit of the TR-ARPES data points acquired at the remaining time delay
points.
In Figs. 7(a)-(c) we show the TR-ARPES spectra, simulated spectra and the correspond-
ing unsigned relative error (∣ ε ∣) at t = −500 fs, 60 fs and 2000 fs for the metallic phase
(Ts = 200 K). The associated cumulative distribution of ∣ ε ∣ is given in Figs. 7(d)-(f). As
the actual intensity for the pixels above EF is very small, irrespective of the simulation
quality, the relative error for these pixels are high. We have therefore selected the energy
range from -2.5 eV to EF for our error analysis. All fitted pixels that fall below a margin set
by ∣ ε ∣= 0.1 are deemed as providing a satisfactory agreement between model and data. We
find that this is the case for ≈92% of the pixels for all the three time delays. The symmetric
distribution of the relative error (see inserts in Figs. 7(d)-(f)) with respect to ε = 0 shows
the unbiased nature of our simulation.
In Figs. 8(a) and (b) we show the changes in the remaining fit parameters - scattering
rate (Γ ) associated with the V 3d band and the energy shift (∆Es) which accompany the
parameters Te and ∆ shown in Fig. 3 of the main text. Figs. S5(c)-(f) present the intensity
difference calculated by subtracting the fitted equilibrium spectra from the fitted spectra at
t = 60 fs and t = 2000 fs, which may be compared with the experimental results in Figs.
2(e) and (f) of the main manuscript.
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Supplementary Section 4: Reproducibility of intensity difference signals
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FIG. 9: Reproducibility of the response to optical excitation. a, Difference spectra at
t = 60 fs for sample temperature 88 K (sample II), 118 K (sample I), 166 K (sample I) and 200
K (sample II). b, Corresponding difference spectra at t = 2000 fs. The purple arrows point to the(ω, k)-region of the spectra most strongly affected by the phase transition.
We have performed consistency checks of the observed intensity difference by repeating
the measurements discussed in the main manuscript for sample temperatures Ts of 88 K,
118 K, 166 K and 200 K and for two independent SL VSe2 samples, verifying that the
spectral signatures are robust for the two phases across Tc = 135 K. Figure 9 summarizes
these results by presenting the corresponding intensity difference spectra.
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