The rise of worldwide Internet-scale services demands large distributed systems. Indeed, when handling several millions of users, it is common to operate thousands of servers spread across the globe. Here, replication plays a central role, as it contributes to improve the user experience by hiding failures and by providing acceptable latency. In this work, we claim that atomic multicast, with strong and well-defined properties, is the appropriate abstraction to efficiently design and implement globally scalable distributed systems. We substantiate our claim with the design of two modern online services atop atomic multicast, a strongly consistent key-value store and a distributed log.
INTRODUCTION
In little less that two decades, we have witnessed the explosion of worldwide online services (e.g., search engines, e-commerce, social networks). These systems typically run on some cloud infrastructure, hosted by datacenters placed around the world. Moreover, when handling millions of users located everywhere on the planet, it is common for these services to operate thousands of servers scattered across the globe. A major challenge for such services is to remain available and responsive in spite of server failures and an everincreasing user base. Replication plays a key role here, by making it possible to hide failures and to provide acceptable response time.
While replication can potentially lead to highly scalable and available systems, it poses additional challenges. Indeed, keeping multiple replicas consistent is a problem that has puzzled system designers for many decades. Although much progress has been made in the design of consistent Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for thirdparty components of this work must be honored. For all other uses, contact the Owner/Author. Copyright is held by the owner/author(s replicated systems [5] , novel application requirements and environment conditions (e.g., very large user base, geographical distribution) continue to defy designers. Some proposals have responded to these "new challenges" by weakening the consistency guarantees offered by services. Weak consistency is a natural way to handle the complexity of building scalable systems, but it places the burden on the service users, who must cope with non-intuitive service behavior. Dynamo [7] , for instance, overcomes the implications of eventual consistency by letting the users decide about the correct interpretation of the returned data. While weak consistency is applicable in some cases, it can be hardly generalized, which helps explain why we observe a recent trend back to strong consistency (e.g., [1, 3, 10, 13] ).
Strong consistency entails ordering requests across the system. Different strategies have been proposed to order requests in a distributed system, which can be divided into two broad categories: those that impose a total order on requests and those that partially order requests. Many distributed systems today ensure some level of strong consistency by totally ordering requests using the Paxos algorithm [11] , or a variation thereof. For example, Chubby [4] is a Paxos-based distributed locking service at the heart of the Google File System (GFS); Ceph [14] is a distributed file system that relies on Paxos to provide a consistent cluster map to all participants; and Zookeeper [9] turns a Paxos-like total order protocol into an easy-to-use interface to support group messaging and distributed locking.
In order to scale, services typically partition their state and strive to only order requests that depend on each other, imposing a partial order on requests. Sinfonia [1] and S-DUR [6] , for example, build a partial order by using a twophase commit-like protocol to guarantee that requests spanning common partitions are processed in the same order at each partition. Spanner [10] orders requests within partitions using Paxos and across partitions using a protocol that computes a request's final timestamp from temporary timestamps proposed by the involved partitions. In this work, we contend that instead of building a partial order on requests using an ad-hoc protocol intertwined with the application code, services have much to gain from relying on a middleware to partially order requests, analogously to how some libraries provide total order as a service (e.g., [2] ).
CONTRIBUTIONS
Reliably delivering requests in total and partial order has been encapsulated by atomic broadcast and atomic multi-cast, respectively [8] . In this work, we extend Multi-Ring Paxos, a scalable atomic multicast protocol introduced in [12] , to (a) cope with large-scale environments and to (b) allow services to recover from a wide range of failures (e.g., the failures of all replicas). Addressing these aspects required a redesign of Multi-Ring Paxos and a brand-new library implementation: Some large-scale environments (e.g., public datacenters, wide-area networks) do not allow network-level optimizations (e.g., IP-multicast [12] ) that can significantly boost bandwidth. Recovering from failures in Multi-Ring Paxos is challenging because it must account for the fact that replicas may not all have the same state. Thus, a replica cannot recover by installing any other replica's image.
We developed two services based on Multi-Ring Paxos: MRP-Store, a key-value store, and dLog, a distributed log (Figure 1 ). These services are at the core of many internetscale applications. In both cases, we show in this work that the challenge of designing and implementing highly available and scalable services can be significantly simplified if these services rely on atomic multicast. Our performance evaluation assesses the behavior of Multi-Ring Paxos under various conditions and shows that MRP-Store and dLog can scale in different scenarios. We also illustrate the behavior of MRP-Store when servers recover from failures. This work makes the following contributions. First, we propose an atomic multicast protocol capable of supporting at the same time scalability and strong consistency in the context of large-scale online services. Intuitively, Multi-Ring Paxos composes multiple instances of Ring Paxos to provide efficient message ordering. The Multi-Ring Paxos protocol we describe in this work does not rely on network-level optimizations (e.g., IP-multicast) and allow services to recover from a wide range of failures. Second, we show how to design two services, MRP-Store and dLog, atop Multi-Ring Paxos and demonstrate the advantages of our proposed approach. Third, we detail the implementation of Multi-Ring Paxos, MRP-Store, and dLog. Finally, we provide a performance assessment of all these components.
When replicating services in large-scale settings, one common approach to scale performance and reduce latency is to weaken consistency. Weak consistency, however, places the burden on the service users, who must cope with nonintuitive service behavior. Providing strong consistency in globally distributed settings requires ordering requests across multiple datacenters. While some proposals impose a total order on requests, some other systems partially order requests across datacenters by means of ad hoc protocols (e.g., two-phase commit). In this work, we argue that atomic multicast is the proper abstraction to implement highly available and scalable systems without sacrificing consistency. We show the practicality of our argument by implementing a high-performance atomic multicast library equipped with efficient recovery to build globally distributed, consistent, and durable key-value store and logging services.
