


















































































Aunque   este   lenguaje   emplea   internamente  métodos   formales,   queda  mucho
trabajo por realizar para integrarlos de una forma simple que potencie su eficacia. Hoy


















reescritura  seguidas  por  aquellas   características   relevantes  para el  desarrollo  de este
trabajo final  de máster. En el tercero pasa a describirse  Event­B  y  los dos elementos
básicos  de   sus  modelos   (contextos   y  máquinas).   En   el   cuarto   se   explica   el   proceso






Se asume una signatura de tipos ordenados   = (S,  ,  ), con un conjunto deΣ ≤ Σ
tipos parcialmente ordenado (S,  ) y una familia de variables ordenadas por los tipos ≤ S
definida de la siguiente forma: χ = {χs}s S∈ , y basada en conjuntos disjuntos de variables,
con   cada   conjunto  χs  siendo   infinitamente   contable.   El   conjunto  TΣ( )χ s  denota   los
términos de tipo  s, y T ,sΣ   los términos sin variables del tipo  s. Escribiremos  TΣ( )χ   y TΣ
para las correspondientes álgebras de términos de tipos ordenados. Dado un término t,
Var (t) representa el conjunto de variables de t.
Las   posiciones   de   un   término   se   representan   con   secuencias   de   números
naturales. Muestran un camino de acceso en el término cuando éste se ve como un árbol.
El  tope o posición raíz se denota con la secuencia vacía  .  La relación  Λ p   q≤   entre
posiciones se define como:
• p   p≤ , para toda posición p.
• p   p.q≤  para todas las posiciones p y q.
Dado un conjunto U       ⊆ Σ ∪ χ, PosU(t) indica el conjunto de posiciones del término
t encabezadas por símbolos o variables de U. El conjunto de posiciones de un término t
se escribe Pos(t) y el de posiciones no variables, PosΣ(t). El subtérmino de t en la posición
p  se   escribe  t|p  y  t[u]p  representa   el   término  t  donde   el   subtérmino  t|p  ha   sido
reemplazado por u.
Una sustitución     Subst( ,  σ ∈ Σ χ) es un mapeo ordenado de variables en χ hacia
términos en TΣ( )χ  que es casi siempre la identidad salvo un conjunto finito X1,..., Xn de
variables de  χ, denominado  el dominio de    σ. Las sustituciones se escriben    = {Xσ 1 →
t1,..., Xn  t→ n}, donde el dominio de   es σ Dom( ) = {Xσ 1,..., Xn} y el conjunto de variables
introducidas   por  t1,...,   tn  se   indica   con  Ran( )σ .   La   sustitución   identidad   es  id.   Las
sustituciones   se   extienden   homomórficamente   al   conjunto   de   términos  TΣ( )χ .   La
aplicación  de  una   sustitución  σ  a   un   término  t  se   representa   como  tσ  o   (t)σ .   Por
simplicidad,   se   asume   que   todas   las   sustituciones   son   idempotentes,   es   decir,   cada
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sustitución  σ  satisface  Dom( )   Ran( ) = σ ∩ σ ∅.  La  idempotencia  de  las  sustituciones
asegura   la   siguiente   propiedad:  t  =   (t )σ σ σ.   La   restricción  de  σ  a   un   conjunto  de
variables  V es   |σ V. La composición de dos sustituciones σ y   'σ   se denota como  'σσ . La
combinación de dos sustituciones σ y  'σ  tal que Dom( )   Dom( ') = σ ∩ σ ∅ se escribe   σ ∪
'σ .   Una   sustitución   idempotente  σ  es   un  renombramiento  si   existe   otra   sustitución
idempotente σ−1 tal que (σσ−1)|Dom( )σ  = id.
Una  ­ecuaciónΣ  es un par no ordenado t = t', donde t, t'   T∈ Σ( )χ s para un tipo s ∈
S. Dada la signatura  Σ  y un conjunto E de  ­ecuaciones, la lógica ecuacional de tiposΣ
ordenados induce una relación de congruencia =E sobre los términos t, t'   T∈ Σ( )χ . Una
teoría ecuacional ( , Σ E) es un par consistente en la signatura de tipos ordenados Σ y un
conjunto E de  ­ecuaciones.Σ
El  preorden de  E­subsunción ⊒E  (o   simplemente     si  ⊒ E  se   sobreentiende)  se
satisface entre dos términos t, t'   T∈ Σ( )χ , denotado t ⊒E t' (entendiéndose que t es más
general que t módulo E), si existe una sustitución σ tal que t  =σ E t'; dicta sustitución σ se
denomina un  E­emparejamiento  entre  t  y  t'.  La  relación de E­renombrado  t  ≈E  t'  se
satisface   si   existe  una   renombramiento   de   variables  θ  tal   que  t  =θ E  t'.  Dadas  dos
sustituciones σ, ρ y un conjunto de variables V, se satisface  |σ V =E  |ρ V si x  =σ E xρ para
todas las variables x   V∈ ;  |σ V ⊒E  |ρ V si existe una sustitución η tal que ( )|ση V =E  |ρ V; y
|σ V ≈E  |ρ V si existe un renombramiento η tal que ( )|ση V =E  |ρ V. 
Un E­unificador para una  ­ecuación Σ t = t' es una sustitución σ tal que t  =σ E t'σ.
Dado  el   conjunto  de   variables  W  tal   que  Var   (t)    Var   (t')    W∪ ⊆ ,   un   conjunto  de
sustituciones CSUWE (t = t') se dice que es un conjunto completo de unificadores para la
igualdad t = t' módulo E fuera del conjunto W de variables si y sólo si:
i. cada     CSUσ ∈ WE (t = t') es un E­unificador de t = t'; 
ii. para cada E­unificador ρ de t = t' existe un     CSUσ ∈ WE (t = t') tal que E  |σ W ⊒E
|ρ W;








Una regla de reescritura es un par orientado l   r→ , donde l   ∉ χ, Var (r)   Var (l)⊆ ,
y  l, r   T∈ Σ( )χ s  para un tipo  s   S∈ . Una teoría incondicional de reescritura para tipos
ordenados  es  una   tripleta  ( ,   E,  R)Σ   con  Σ  una   signatura  de   tipos  ordenados,  E  un
conjunto de  ­ecuaciones y Σ R un conjunto de reglas de reescritura. 
La relación de reescritura entre términos TΣ( )χ , escrita t →R t' o t →p,R t' se satisface
entre dos términos t y t' si y sólo si existe una posición p   Pos∈ Σ(t), una regla l   r   R y→ ∈
una sustitución σ, tal que t|p = lσ y t' = t[r ]σ p. El subtérmino t|p se denomina redex. La
relación →R/E sobre TΣ( )χ  es =E ; →R ; =E. Nótese que la relación →R/E sobre TΣ( ) induceχ





sustitución σ, se tiene que r    Tσ ∈ Σ( )χ s implica l    Tσ ∈ Σ( )χ s. Una teoría de reescritura ( ,Σ
E, R) es decreciente en tipo si todas las reglas R  lo son. Dada una  ­ecuación Σ t = t', se
dice que es regular si Var (t) = Var (t'), y se dice que es decreciente en tipo si para cada
sustitución σ, se tiene que t    Tσ ∈ Σ( )χ  implica t'    Tσ ∈ Σ( )χ s y viceversa.
Dadas dos sustituciones σ, ρ y un conjunto de variables V, la siguiente relación de
reescritura para sustituciones  |σ V →R/E  |ρ V se satisface si existe x   V∈  tal que x  σ →R/E xρ y




infinita t1 →R/E  t2 →R/E  ... tn →R/E  tn+1  ... Por otra parte, la relación →R/E  es  confluente  si
cuando t →∗R/E t' y t →∗R/E   t'', existe un término t''' tal que t' →∗R/E t''' y t'' →∗R/E t'''. Una
teoría de reescritura de tipos ordenados ( , E, R)Σ  es confluente (resp. terminante) si la







La  relación →R/E  es   indecidible  en general  ya  que  las  clases  de  E­congruencia
pueden ser  arbitrariamente  extensas.  Por   lo   tanto,   la   relación de  reescritura  →R/E  se
implementa normalmente a través de la relación →R,E. La relación →R,E  sobre  TΣ( )χ   se
define de la siguiente forma:  t →p,R,E  t'  (o simplemente  t →R,E  t') si y sólo si existe una
posición p   Pos∈ Σ(t), una regla l   r→  en R y una sustitución σ  tal que t|p =E  lσ y  t' =
t[r ]σ p.  Nótese  que   si   la   relación de  E­emparejamiento   es  decidible,   la   relación  →R,E



























El   desarrollo  de  Maude  nace  de  una   iniciativa   internacional   cuyo  objetivo  es




amplio   de   sistemas,   incluyendo   concurrencia,   algoritmos   distribuidos,   protocolos   de














Los   símbolos   y   reglas   definidos   en   un  módulo  de   sistema  tienen   un
comportamiento  indeterminista  y ejecuciones posiblemente  infinitas  en el   tiempo (es
decir, que tal vez no terminen nunca), mientras que los símbolos y reglas de un módulo






tomar  para   cada  uno  de   sus  estados.  En   cambio,  un  módulo   funcional   sólo   admite
ecuaciones (reglas deterministas y terminantes) pues representa un programa funcional
y   todo  programa  termina  y  debe  devolver   siempre  el  mismo valor.  Por  ejemplo,   el
siguiente módulo de sistema simula una máquina de café y galletas (todo un clásico):
mod VENDING-MACHINE is
   sorts Coin Coffee Cookie Item State .
   subsorts Coffee Cookie < Item .
   subsorts Coin Item < State .
   op null : -> State .
   op __ : State State -> State [assoc comm id: null] .
   op $ : -> Coin .
   op q : -> Coin .
   op a : -> Cookie .
   op c : -> Coffee .
   var St : State .
   rl St => St q .  --- Modela que se ha añadido un cuarto de dólar
   rl St => St $ .  --- Modela que se ha añadido un dólar
   rl $ => c .      –-- Modela la obtención de un café por un dólar
   rl $ => a q .    --- Devuelve una galleta y un cuarto de dólar






Por  otro  lado,  podemos especificar el  siguiente módulo que simula  la  función
factorial:
fmod FACT is
   protecting INT .
   op _! : Int -> Int .
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   var N : Int .
   eq 0! = 1 . --- factorial de N=0 es 1























nombre  T–  o  sorts  T1  ...  Tn  .  –para  varios–.  A   continuación,   se   han   de   definir   los
constructores que formarán los datos asociados a ese tipo a través de la estructura op C :
T1 T2 ... Tn   T .→  , donde T1, T2, ..., Tn son los tipos de los parámetros de ese símbolo. De






ops true false : -> Bool .
sort NatList .
op nil : -> NatList .














En concreto, en el  ejemplo  VENDING MACHINE  se define  op _ _ : State
State -> State . que indica que el carácter “ ” (vacío) es un símbolo válido para






sorts Nat Zero NzNat .
subsort Zero < Nat .
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subsort NzNat < Nat .
op 0 : -> Zero .








sorts NatList ENatList NeNatList .
subsort ENatList < NatList .
op nil : -> ENatList .
subsort Nat < NeNatList < NatList .





s (0) : s ( s (0) ) : nil
s (0) : ( s ( s (0) ) : nil )
( s (0) : s ( s (0) ) ) : nil
Otra posibilidad es añadir un elemento neutro al operador asociativo: 
sorts NatList .
subsort Nat < NatList .
op nil : -> NatList .




s (0) : s ( s (0) ) : nil
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s (0) : s ( s (0) )




subsort Nat < NatMultiSet .
op nil : -> NatMultiSet .




0 : s (0) : s ( s (0) ) : s (0)
0 : s (0) : s (0) : s ( s (0) ) : nil
s (0) : 0 : s ( s (0) ) : s (0) : nil




subsort Nat < NatSet .
op nil : -> NatSet .
op _:_ : NatSet NatSet -> NatSet [assoc comm id: nil] .
eq X:Nat : X:Nat = X:Nat .
La   ecuación  de   la  última   línea   elimina   aquellas   ocurrencias   repetidas   de   un
término, con lo que todo esto quiere decir lo mismo:
0 : s (0) : s ( s (0) )
0 : s (0) : s (0) : s (0) : s (0) : s ( s (0) ) : nil
s (0) : 0 : s ( s (0) ) : s (0) : nil
nil : s (0) : nil : s ( s (0) ) : nil : s (0) : nil : 0 : nil
2.9. Declaración de funciones 
Aquellos operadores o símbolos que dispongan de reglas o ecuaciones que  los














   protecting INT .
   op _! : Int -> Int .
   var N : Int .
   eq 0! = 1 .
   eq N! = (N - 1)! * N [owise] .
endfm
Únicamente   se   puede   emplear   en   ecuaciones   porque   una   regla   tiene   un
significado indeterminista.
Las   funciones   se   pueden   definir   también   mediante   reglas/ecuaciones
condicionales: crl f(t1, ..., tn) => e if c . o bien ceq f(t1, ..., tn) = e if c ., donde la condición
c es un conjunto de emparejamientos de la forma t := t’ separados por el operador /\.




También   es   posible   definir   una   ecuación   condicional   en   la   que   las   guardas   sean
expresiones de tipo  Bool  en vez de  t := t’; en ese caso, se interpretan como true := t.
Seguidamente se muestra la anterior función factorial escrita de otra manera:
ceq N! = 1 if N == 0 .
ceq N! = (N - 1)! * N if N =/= 0 .
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“==”   se  evalúa a  true  si  ambas expresiones  son  iguales;  de   forma complementaria,
“=/=”   dará  true  si   son   distintas.   En   este   caso,   sería   posible   emplear   el   operador
condicional if then else fi:




op emptyList : NatList -> Bool .










op nil : -> NatList .
op _:_ : Nat NatList -> NatList .
op _in_ : Nat NatList -> Bool .
eq N:Nat in nil = false .
eq N:Nat in (X:Nat : XS:NatList)




subsort Nat < NatList .
op nil : -> NatList .
op _:_ : NatList NatList -> NatList [assoc id: nil] .
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op _in_ : Nat NatList -> Bool .
eq N:Nat in (L1:NatList : N:Nat : L2:NatList) = true .






En el  caso  de  un conjunto  (o  multiconjunto)  es  aún más   simple  gracias  a   la
conmutatividad:
sort NatSet .
subsort Nat < NatSet .
op empty : -> NatSet .
op _:_ : NatSet NatSet -> NatSet [assoc comm id: nil] .
op _in_ : Nat NatSet -> Bool .
eq N:Nat in (N:Nat : L:NatSet) = true .
eq N:Nat in L:NatSet = false [owise] .
2.11. La orden search
La   orden  search  permite   explorar,   de   diferentes   maneras   y   siguiendo   una
estrategia de primero en amplitud, el espacio de estados accesibles.
Su sintaxis es:
search [ n, m ] in <Id_mód > : <Térm 1> <Flecha_búsq> <Térm 2>
















• =>!:   sólo   se   admiten   estados   finales   canónicos   (estados   que   no   pueden
reescribirse más).













máquina  viene   con  otro   componente,   el  contexto,  que   incluye   la  parte   estática  del






Cada   paso   de   refinamiento   introduce   nuevos   eventos   y   variables   en   la
especificación abstracta. Dichos eventos corresponden a pasos no visibles desde el nivel
abstracto.  Dentro  de  una  cadena de   refinamientos,   las  variables  de  un modelo  más
abstracto reciben el nombre de variables abstractas, mientras que aquéllas del siguiente
modelo refinado son denominadas variables concretas.




de   obligaciones   de   demostración   (proof   obligations)   en   el  modelo   subsiguiente  que
permiten   demostrar   que   la   máquina   resultante   (el  modelo   refinado)   no   introduce
comportamientos observables nuevos y que todas las propiedades del modelo abstracto
son automáticamente heredadas por el  refinado.  Además,   los estados  concretos  están
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los   parámetros   y   las   propiedades   que   se   cumplen   en   cualquier   caso;   los   segundos










































Event­B  engloba bajo el epígrafe de  constantes  tanto aquellos elementos que no
cambian  nunca  de   valor   como  aquéllos   que   sí   (lo   que  podríamos   interpretar   como


























   hate_relation : hates   persons   persons   ∈ ↔ → definición de la función hates.
   richer_relation :   → definición de la función richer.
      richer   persons   persons ∈ ↔ ∧
      richer   id = Ø ∩ ∧
      (  x,y,z ∙(x   y   richer   y   z   richer)   x   z   richer) ∀ ↦ ∈ ∧ ↦ ∈ → ↦ ∈ ∧
      ( x,y ∙ x   persons   y   persons   x   y   (x   y   richer   y   x   richer))∀ ∈ ∧ ∈ ∧ ≠ → ↦ ∈ ↔ ↦ ∉






Una  máquina   describe   el   comportamiento   dinámico   de   un  modelo  mediante
variables  cuyos  valores  cambian debido a  la  ejecución de   los  eventos.  Su estructura
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se relacionan entre sí  el  viejo y el nuevo estado. El  testigo  relaciona los parámetros
abstractos con los concretos y permite así que desaparezcan los primeros.






















Como   se   ha  mencionado   anteriormente,   un   evento   (evento   concreto)   puede
refinar a uno o más eventos de una máquina abstracta (eventos abstractos).
En la máquina mac1 descrita en la página 51 se encuentra set_cars_colours. Es un
evento   que   refina   otro,  set_cars,   que   requiere   de   un   parámetro   denominado
new_value_colours  y que, si  se cumplen las guardas dadas en el apartado  where  y  la
relación entre el parámetro del evento abstracto (new_value) y el del concreto dada en
with, ejecuta  act1:






































Por  otra  parte,   como   se  verá,   dicho  ejemplo   contiene  numerosas   expresiones
matemáticas, y su manipulación es un aspecto donde Maude destaca. Se buscó la forma









Aquí   surgió  un nuevo  interrogante:  ¿cómo implementar   los  parámetros de un
















anterior   fue  la   falta  de  tiempo para hallar   formas de comunicar  variables  y eventos







tres traducciones de  Event­B  a  Maude  de ejemplos de contextos y máquinas, buscando
generalizar al máximo para que pueda ser aplicado de manera sistemática.
Se empieza con un modelo que sólo   incluye un contexto,  rico en expresiones
matemáticas. El segundo es únicamente una máquina y, con ella, la manipulación de



























   hate_relation : hates   persons   persons∈ ↔
   richer_relation :
      richer   persons   persons ∈ ↔ ∧
      richer   id = Ø ∩ ∧
      (  x,y,z ∙(x   y   richer   y   z   richer)   x   z   richer) ∀ ↦ ∈ ∧ ↦ ∈ → ↦ ∈ ∧
      ( x,y ∙ x   persons   y   persons   x   y   (x   y   richer   y   x   richer))∀ ∈ ∧ ∈ ∧ ≠ → ↦ ∈ ↔ ↦ ∉
   killer_type : killer   persons∈
   killer_hates : killer    Agatha   hates↦ ∈
   killer_not_richer : killer    Agatha   richer↦ ∉
   charles_hates : hates[{Agatha} ]   hates[{Charles}] = Ø∩
   agatha_hates : hates[{Agatha} ] = persons \ {butler}
   butler_hates_1 :   x∙( x   Agatha   richer   butler   x   hates)∀ ↦ ∉ → ↦ ∈
   butler_hates_2 : hates[{Agatha}]   hates[{butler}]⊆














  op empty : -> PPys .
  op _+_ : PPys PPys -> PPys [assoc comm id: empty] .
Se   considera   que   existe   un   fallo   cuando   dos   o   más   de   sus   elementos   se
contradicen, es decir, en la bolsa se hallan de manera simultánea expresiones tales como
X in hates(Y) y X !in hates(Y).
--- Explicitamos que es un fallo si en la bolsa encuentra un hecho y 
su contrario
  rl [fail] : {Prop + Y in A + Y !in A} => fail .














  sorts Persons PPy PPys Atom System .
--- Axioma 1 (person_partition): Persons = {Agatha, Charles, butler}
  ops charles butler agatha : -> Persons .
Las constantes  hates  y  richer  son en realidad relaciones entre  persons,  como se
puede observar en hate_relation y reacher_relation, respectivamente. En la traducción se




   hate_relation : hates   persons   persons∈ ↔
   richer_relation : richer   persons   persons∈ ↔
--- Axiomas 2 (hate_relation) y 3 (richer_relation1): 
  ops hates richer : Persons -> Atom .
Para este último, además, se ha desglosado cada una de sus condiciones en reglas:
➔ richer_relation2     (richer   id = Ø)∩ : El sistema acabará en fallo si encuentra una
estructura que cumpla que X:Persons in richer(X:Persons).
      richer   id = Ø∩
--- Axioma 4 (richer_relation2).
  rl [richer_relation2] : {Prop + X in richer(X)} => fail .
➔ richer_relation3    (  x,y,z ∙(x   y   richer   y   z   richer)   x   z   richer)∀ ↦ ∈ ∧ ↦ ∈ → ↦ ∈ : es
la   propiedad   transitiva   de   ese   operando:   si   se   verifica   que  Y:Persons   in
richer(X:Persons)  y  Z:Persons in richer(Y:Persons),  entonces se añade al sistema
que Z:Persons in richer(X:Persons).
        x,y,z ∙(x   y   richer   y   z   richer)   x   z   richer)∀ ↦ ∈ ∧ ↦ ∈ → ↦ ∈
--- Axioma 5 (richer_relation3).
  rl [richer_relation3] : {Prop + Y in richer(X) + Z in richer(Y)} =>
{Prop + Y in richer(X) + Z in richer(Y) + Z in richer(X)} .
➔ richer_relation4    ( x,y ∙ x   persons   y   persons   x   y   (x   y   richer   y∀ ∈ ∧ ∈ ∧ ≠ → ↦ ∈ ↔
 x   richer)↦ ∉ : es la antisimétrica de richer: si X e Y son dos elementos distintos de
tipo Persons, se cumple que si Y in richer(X), entonces X !in richer(Y) y viceversa.
      ( x,y ∙ x   persons   y   persons   x   y   (x   y   richer   y   x   richer))∀ ∈ ∧ ∈ ∧ ≠ → ↦ ∈ ↔ ↦ ∉
--- Axioma 6 (richer_relation4).
 crl [richer_relation4a] : {Prop + Y in richer(X)} => {Prop + Y in 
richer(X) + X !in richer(Y)} if X =/= Y .
 crl [richer_relation4b] : {Prop + X !in richer(Y)} => {Prop + X !in 
richer(Y) + Y in richer(X)} if X =/= Y .




(Agatha,  Charles  y  butler) antes de lanzar la búsqueda  {empty} =>* fail  que permita
saber si se llega a una contradicción y, por tanto, la hipótesis es falsa. Las características
dadas en  killer_hates  (killer   Agatha   hates↦ ∈ ) y  killer_not_richer  (killer     Agatha ↦ ∉
richer) son implementadas como dos reglas que añaden esos hechos al sistema:
➔ Agatha   hates(Killer)∈ : agatha in hates(killer)).
   killer_hates : killer    Agatha   hates↦ ∈
--- Axioma 8 (killer_hates).
  rl [killer_hates] : {Prop} => {Prop + agatha in hates(killer)} .
➔ Agatha   richer(Killer)∉ : agatha !in richer(killer).
   killer_not_richer : killer    Agatha   richer↦ ∉
--- Axioma 9 (killer_not_richer).
  rl [killer_not_richer] : {Prop} => {Prop + agatha !in 
richer(killer)} .
La configuración de quién odia a quién ha sido traducida así:
➔ charles_hates  (hates[{Agatha}   ]     hates[{Charles}]   =   Ø∩ ):   si  X:Persons  in
hates(agatha),   entonces   se  añade  X  !in  hates(charles)  y  viceversa.  Además,   se
explicita que no es posible que X in hates(charles) + X in hates(agatha).
   charles_hates : hates[{Agatha} ]   hates[{Charles}] = Ø∩
--- Axioma 10 (charles_hates).
  rl [charles_hates_1] : {Prop + X in hates(agatha)}  => {Prop + X in
hates(agatha)  + X !in hates(charles)} .
  rl [charles_hates_2] : {Prop + X in hates(charles)} => {Prop + X in
hates(charles)  + X !in hates(agatha)} .
  rl [charles_hates_3] : {Prop + X in hates(charles) + X in 
hates(agatha)} => fail .
➔ agatha_hates (hates[{Agatha} ] = persons \ {butler}): es un aspecto a mejorar. De





--- Axioma 11 (agatha_hates).
  rl [agatha_hates_1] : {Prop} => {Prop + agatha in hates(agatha)} .
  rl [agatha_hates_2] : {Prop} => {Prop + charles in hates(agatha)} .
  rl [agatha_hates_3] : {Prop} => {Prop + butler !in hates(agatha)} .
➔ butler_hates_1 (  x∙( x   Agatha   richer   butler   x   hates∀ ↦ ∉ → ↦ ∈ )): si se tiene que
agatha !in richer(X:Persons), entonces se añade que X:Persons in hates(butler).
   butler_hates_1 :   x∙( x   Agatha   richer   butler   x   hates)∀ ↦ ∉ → ↦ ∈
--- Axioma 12 (butler_hates_1).
  rl [butler_hates_1] : {Prop + agatha !in richer(X)} => {Prop + 
agatha !in richer(X) + X in hates(butler)} .
➔ butler_hates_2  (hates[{Agatha}]     hates[{butler}]⊆ ):   se   implementa   la   parte
positiva (si  X:Persons in hates(agatha), entonces  X:Persons in hates(butler)) y la
negativa que va implícita (si  X:Persons !in hates(butler),  entonces  X:Persons !in
hates(agatha)).
   butler_hates_2 : hates[{Agatha}]   hates[{butler}]⊆
--- Axioma 13 (butler_hates_2).
  rl [butler_hates_2_1] : {Prop + X in hates(agatha)}  => {Prop + X 
in hates(agatha) + X in hates(butler)} .
  rl [butler_hates_2_2] : {Prop + X !in hates(butler)} => {Prop + X !
in hates(butler) + X !in hates(agatha)} .
➔ noone_hates_everyone  (   x   ∙x     persons     hates[{x}]       persons∀ ∈ ∧ ≠ ):   la   forma
escogida   ha   sido   que   el   sistema   falle   si   se   encuentra   que  agatha   in
hates(X:Persons), charles in hates(X:Persons) y butler in hates(X:Persons).
   noone_hates_everyone :   x ∙x   persons   hates[{x}]    persons∀ ∈ ∧ ≠
--- Axioma 14 (no_one_hates_everyone).
  rl [no_one_hates_everyone] : {Prop + agatha in hates(X) + charles 






     ops _in_ _!in_ : Persons Atom -> Ppy .
➔ el conjunto de proposiciones PPys, con una definición recursiva por acumulación y
una ecuación para eliminar elementos repetidos: 
op empty : -> PPys .
op _+_ : PPys PPys -> PPys [assoc comm id: empty] .
eq P:PPy + P:PPy = P:PPy .
➔ la definición del sistema y del fallo:
op {_} : PPys -> System .
op fail : -> System .
El resultado completo se muestra a continuación:
mod AGATHA is
  sorts Persons PPy PPys Atom System .
  subsort PPy < PPys .
--- Axioma 1 (person_partition): Persons = {Agatha, Charles, butler}
  ops charles butler agatha : -> Persons .
--- Axiomas 2 (hate_relation) y 3 (richer_relation1): definimos hates
y richer como operandos que, dada una "Person", devuelve algo del 
tipo "hates(B)"
  ops hates richer : Persons -> Atom .
--- Definimos  y ∈ ∉
  ops _in_ _!in_ : Persons Atom -> PPy [prec 31] .
--- Construimos PPys como un conjunto de átomos, por lo que es 
necesario el conjunto vacío...
  op empty : -> PPys .
--- ...y una definición recursiva por acumulación.
  op _+_ : PPys PPys -> PPys [assoc comm id: empty] .
--- Para evitar elementos repetidos...
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  eq P:PPy + P:PPy = P:PPy .
--- Para simplificar el espacio de búsqueda, creamos un tipo System 
  op {_} : PPys -> System .
--- Definimos la constante “fail” para que, cuando aparezca, 
signifique el fallo.
  op fail : -> System .
--- Axioma 7 (killer_type): definición de "killer" como una constante
de tipo Persons
  op killer : -> Persons .
--- El search se lanzará con {empty} =>* fail .
  var Prop : PPys .
  vars X Y Z : Persons .
  var A : Atom .
--- Axioma 4 (richer_relation2): richer ∩ id = Ø.
  rl [richer_relation2] : {Prop + X in richer(X)} => fail .
--- Axioma 5 (richer_relation3): X, Y, Z·(X |-> Y)  richer /\ (Y ∀ ∈
|-> Z)  richer => (X |-> Z)  richer, o sea, X,Y,Z: Y  ∈ ∈ ∀ ∈
richer(X) /\ Z  richer(Y) -> Z  richer(X). En otras palabras, la ∈ ∈
transitiva de richer.
  rl [richer_relation3] : {Prop + Y in richer(X) + Z in richer(Y)} =>
{Prop + Y in richer(X) + Z in richer(Y) + Z in richer(X)} .
--- Axioma 6 (richer_relation4): X, Y·((X  persons) /\ (Y  ∀ ∈ ∈
persons) /\ X≠Y => ((X |-> Y)  richer <=> (Y |-> X)  richer)), o ∈ ∉
sea, X,Y  persons, X≠Y: Y  richer(X) <=> X  richer(Y). En otras ∀ ∈ ∈ ∉
palabras, la antisimétrica de richer.
 crl [richer_relation4a] : {Prop + Y in richer(X)} => {Prop + Y in 
richer(X) + X !in richer(Y)} if X =/= Y .
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 crl [richer_relation4b] : {Prop + X !in richer(Y)} => {Prop + X !in 
richer(Y) + Y in richer(X)} if X =/= Y .
--- Axioma 8 (killer_hates): (Killer |-> Agatha)  hates, o sea, ∈
Agatha  hates(Killer)∈
  rl [killer_hates] : {Prop} => {Prop + agatha in hates(killer)} .
--- Axioma 9 (killer_not_richer): (Killer |-> Agatha)  richer, o ∉
sea, Agatha  richer(Killer)∉
  rl [killer_not_richer] : {Prop} => {Prop + agatha !in 
richer(killer)} .
--- Axioma 10 (charles_hates): hates[{Agatha}] ∩ hates[{Charles}]=Ø
  rl [charles_hates_1] : {Prop + X in hates(agatha)}  => {Prop + X in
hates(agatha)  + X !in hates(charles)} .
  rl [charles_hates_2] : {Prop + X in hates(charles)} => {Prop + X in
hates(charles)  + X !in hates(agatha)} .
  rl [charles_hates_3] : {Prop + X in hates(charles) + X in 
hates(agatha)} => fail .
--- Axioma 11 (agatha_hates): hates[{agatha}] = persons \ {butler}
  rl [agatha_hates_1] : {Prop} => {Prop + agatha in hates(agatha)} .
  rl [agatha_hates_2] : {Prop} => {Prop + charles in hates(agatha)} .
  rl [agatha_hates_3] : {Prop} => {Prop + butler !in hates(agatha)} .
--- Axioma 12 (butler_hates_1): X·(X |-> Agatha)  richer => (butler∀ ∉
|-> X)  hates, o sea, X·Agatha  richer(X) => X  hates(butler)∈ ∀ ∉ ∈
  rl [butler_hates_1] : {Prop + agatha !in richer(X)} => {Prop + 
agatha !in richer(X) + X in hates(butler)} .
 
--- Axioma 13 (butler_hates_2): hates[{Agatha}]  hates[{butler}]⊆
  rl [butler_hates_2_1] : {Prop + X in hates(agatha)}  => {Prop + X 
in hates(agatha) + X in hates(butler)} .
  rl [butler_hates_2_2] : {Prop + X !in hates(butler)} => {Prop + X !
in hates(butler) + X !in hates(agatha)} .
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--- Axioma 14 (no_one_hates_everyone): X·X  persons => hates[{X}] ≠∀ ∈
persons.
  rl [no_one_hates_everyone] : {Prop + agatha in hates(X) + charles 
in hates(X) + butler in hates(X)} => fail .
--- Explicitamos que es un fallo si en la bolsa encuentra un hecho y 
su contrario







mod AGATHA-A is 
  including AGATHA . 
--- Se prueba con que la asesina sea Agatha.
 eq [killer-agatha] : killer = agatha
endm 
search {empty} =>* fail . 
mod AGATHA-C is 
  including AGATHA . 
--- Se prueba con que el asesino sea Charles.
 eq [killer-charles] : killer = charles . 
endm 
search {empty} =>* fail . 
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show path 33 . 
***( 
state 0, System: {empty} 
===[ rl {Prop:PPys} => {Prop:PPys + agatha in hates(killer)} [label 
killer_hates] . ]===> 
state 1, System: {agatha in hates(killer)} 
===[ rl {Prop:PPys} => {Prop:PPys + agatha in hates(agatha)} [label 
agatha_hates_1] . ]===> 
state 7, System: {agatha in hates(agatha) + agatha in hates(killer)} 
===[ rl killer => charles [label killer-charles] . ]===> 
state 35, System: {agatha in hates(charles) + agatha in 
hates(agatha)} 
===[ rl {Prop:PPys + X:Persons in hates(charles) + X:Persons in 
hates(agatha)} => fail [label charles_hates_3] . ]===> 
state 124, System: fail 
)*** 
mod AGATHA-B is 
  including AGATHA . 
--- Se prueba con que el asesino sea el mayordomo.
  eq [killer-butler] : killer = butler . 
endm 
search {empty} =>* fail . 
show path 196 . 
***( 
state 0, System: {empty} 
===[ rl {Prop:PPys} => {Prop:PPys + agatha in hates(killer)} [label 
killer_hates] . ]===> 
state 1, System: {agatha in hates(killer)} 
===[ rl {Prop:PPys} => {Prop:PPys + agatha !in richer(killer)} [label
killer_not_richer] . ]===> 




===[ rl {Prop:PPys} => {Prop:PPys + charles in hates(agatha)} [label 
agatha_hates_2] . ]===> 
state 26, System: {charles in hates(agatha) + agatha in hates(killer)
+ agatha !in richer(killer)} 
===[ rl {Prop:PPys + agatha !in richer(X:Persons)} => {Prop:PPys + 
X:Persons in hates(butler) + agatha !in richer(X:Persons)} [label 
butler_hates_1] . ]===> 
state 91, System: {charles in hates(agatha) + agatha in hates(killer)
+ killer in hates(butler) + agatha !in richer(killer)} 
===[ rl {Prop:PPys + X:Persons in hates(agatha)} => {Prop:PPys + 
X:Persons in hates(butler) + X:Persons in hates(agatha)} [label 
butler_hates_2_1] . ]===> 
state 264, System: {charles in hates(butler) + charles in 
hates(agatha) + agatha in hates(killer) + killer in hates(butler) + 
agatha !in richer(killer)} 
===[ rl killer => butler [label killer-butler] . ]===> 
state 648, System: {charles in hates(butler) + charles in 
hates(agatha) + butler in hates(butler) + agatha in hates(killer) + 
agatha !in richer(killer)} 
===[ rl killer => butler [label killer-butler] . ]===> 
state 1341, System: {charles in hates(butler) + charles in 
hates(agatha) + butler in hates(butler) + agatha in hates(butler) + 
agatha !in richer(killer)} 
===[ rl {Prop:PPys + charles in hates(X:Persons) + butler in 
hates(X:Persons) + agatha in hates(X:Persons)} => fail [label 
no_one_hates_everyone] . ]===> 
























































--- Cars_go: Semáforo que regula el paso de los coches
--- Peds_go: Semáforo para los peatones.
  vars Cars_go Peds_go new_value : Bool .
Además, se impide que ambos estén abiertos con inv3, que no se explicita porque,
dada la construcción del sistema, es un estado inaccesible.
El  estado del   sistema viene  dado por  el  valor  de  ambas.  Sin  embargo,   se  ha
introducido una tercera variable,  new_value, para simular así el parámetro del evento
set_cars  pues  guardará  el  nuevo valor  que se querrá  establecer  para  el   semáforo  de
vehículos cuando dicho evento sea llamado.
  sort State .
--- El estado del sistema está formado por el valor de los dos 
semáforos en un momento determinado.












op initialisation : Bool -> State .









  rl [set_peds_stop] : s(Cars_go, Peds_go, new_value) => s(Cars_go,
false, new_value) .
➔ set_peds_go, que lo abre (peds_go = true) si el semáforo de los coches está cerrado











rl [set_peds_go] : s(false, Peds_go, new_value) => s(false, true,
new_value) .

















  rl [set_cars_F] : s(Cars_go, Peds_go, false)=> s(false, Peds_go,
false) .





  pr BOOL .
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  sort State .
--- El estado del sistema está formado por el valor de los dos 
semáforos en un momento determinado.
  op s(_,_,_) : Bool Bool Bool -> State . --- Cars_go, Peds_go, 
new_value
--- Cars_go: Semáforo que regula el paso de los coches
--- Peds_go: Semáforo para los peatones.
  vars Cars_go Peds_go new_value : Bool .
 
--- El sistema arranca con el evento Initialisation, que pone los dos
semáforos a falso.
  op initialisation : Bool -> State .
  eq initialisation(new_value) = s(false,false,new_value) .
--- Evento set_peds_stop: Pone el semáforo peatonal a false.
  rl [set_peds_stop] : s(Cars_go,Peds_go,new_value) => 
s(Cars_go,false,new_value) .
--- Evento set_peds_go: Pone el semáforo peatonal a true si el 
semáforo de los coches está a false.
  rl [set_peds_go] : s(false,Peds_go,new_value) => 
s(false,true,new_value) .
--- Evento set_cars(new value): Cambia el semáforo de los coches a 
"new value" pero si "new value = true" sólo lo hará si el de peatones
es false.
  rl [set_cars_F] : s(Cars_go,Peds_go,false)=> s(false,Peds_go,false)
.








search initialisation(true) =>* s(true,true,new_value) . 
---No solution 




En el caso anterior se dejó  de  lado  la  implementación de los colores.  Aquí  se
retoma teniendo en cuenta que el semáforo de peatones consistirá en los dos colores
habituales (red y green) y el de coches en los tres de siempre (red, yellow y green) pero
























































































mod CTX1 is 
  sort Colours  . 








  sorts Colours Ped_colours .
  subsort Ped_colours < Colours .
--- El conjunto Ped_colours = {red, green} -- No forma parte del
contexto original; se añade para cumplir inv4
  ops red green : -> Ped_colours .
--- El conjunto Colours = {red, yellow, green}







 --- Definimos el tipo ColourSet como un conjunto de colores.
  sort ColourSet .
  subsort Colours < ColourSet .
  op empty : -> ColourSet .
  op _,_ : ColourSet ColourSet -> ColourSet [assoc comm id: empty] .
  eq C:Colours , C:Colours = C:Colours .
--- Operador de pertenencia ( ).∈
  op _in_ : Colours ColourSet -> Bool  .
  eq C:Colours in C:Colours , CS:ColourSet = true .




  sort State .
--- Coches, peatones, new_value_colours
  op s(_;_;_) : ColourSet Ped_colours ColourSet -> State .





---  Cars_c  (semáforo  que  regula  el  paso  de  los  coches)→inv5:
cars_colours  COLOURS .⊆
--- Peds_c: Semáforo para los peatones.
  vars Cars_c New_value_c : ColourSet .
--- inv4 : peds_colour  {red, green}. Definido como sort en CTXT1∈









  op initialisation : ColourSet -> State .

















--- Evento set_peds_red: Pone el semáforo peatonal a false.
  rl [set_peds_red] : s(Cars_c ; Peds_c ; New_value_c) => s(Cars_c ;
red ; New_value_c) .
--- Evento set_peds_green: Pone el semáforo peatonal en verde si el
semáforo de los coches no lo está.
  crl [set_peds_green] : s(Cars_c ; Peds_c ; New_value_c) => s(Cars_c
; green ; New_value_c) if not(green in Cars_c) .
Página 55
Modelado y verificación de programas Event­B usando Maude



















crl  [set_cars_colours]  :  s(Cars_c  ;  Peds_c  ;  New_value_c)  =>
s(New_value_c ; Peds_c ; New_value_c)
(1)    if (green in New_value_c and Peds_c == red) or
(2)        (Cars_c == yellow and New_value_c == red) or
(3)        (Cars_c == red and New_value_c == red, yellow) or
(4)        (Cars_c == red, yellow and New_value_c == green) or
(5)        (Cars_c == green and New_value_c == yellow) .
✔ La condición  grd1  (new_value_c    COLOURS⊆ )   se  cumple  con  la  definición de
new_value_c.
✔ grd2  (green   new_value_c   Peds_c = red∈ ⇒ ): se verifica en (1).
✔ grd_y_r (Cars_c = {yellow}   new_value_c = {red}⇒ ): se comprueba en (2).
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✔ grd_r_ry (Cars_c = {red}   new_value_c = {red, yellow}⇒ ): se trata en (3).
✔ grd_ry_g (Cars_c = {red, yellow}   new_value_c = {green}⇒ ): se testa en (4).
✔ grd_g_y (Cars_c = {green}   new_value_c = {yellow}⇒ ): se ha traducido en (5).






mod CTX1 is 
  sorts Colours Ped_colours . 
  subsort Ped_colours < Colours . 
--- El conjunto Ped_colours = {red, green} -- No forma parte del
contexto original; se añade para cumplir inv4 
  ops red green : -> Ped_colours . 
--- El conjunto Colours = {red, yellow, green} 




  pr CTX1 . --- Importa el contexto.
  pr BOOL .
  --- Definimos el tipo ColourSet como un conjunto de colores.
  sort ColourSet .
  subsort Colours < ColourSet .
  op empty : -> ColourSet .
  op _,_ : ColourSet ColourSet -> ColourSet [assoc comm id: empty] .
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  eq C:Colours , C:Colours = C:Colours .
--- Operador de pertenencia ( ).∈
  op _in_ : Colours ColourSet -> Bool  .
  eq C:Colours in C:Colours , CS:ColourSet = true .
  eq C:Colours in CS:ColourSet = false [owise] .
---  El  estado  del  sistema  está  formado  por  el  valor  de  los  dos
semáforos en un momento determinado y un argumento extra para los
eventos que lo requieran.
  sort State .
--- Coches, peatones, new_value_colours
  op s(_;_;_) : ColourSet Ped_colours ColourSet -> State . 
---  Cars_c: Semáforo  que regula  el paso  de los  coches -->  inv5:
cars_colours  COLOURS .⊆
--- Peds_c: Semáforo para los peatones.
  vars Cars_c New_value_c : ColourSet .
--- inv4 : peds_colour  {red, green}. Definido como sort en CTXT1∈
  var Peds_c : Ped_colours . 
--- El sistema arranca con el evento Initialisation, que pone los dos
semáforos en rojo.
  op initialisation : ColourSet -> State .
  eq initialisation(New_value_c) = s(red ; red ; New_value_c) .
--- Evento set_peds_red: Pone el semáforo peatonal a false.
  rl [set_peds_red] : s(Cars_c ; Peds_c ; New_value_c) => s(Cars_c ;
red ; New_value_c) .
--- Evento set_peds_green: Pone el semáforo peatonal en verde si el
semáforo de los coches no lo está.
  crl [set_peds_green] : s(Cars_c ; Peds_c ; New_value_c) => s(Cars_c
; green ; New_value_c) if not(green in Cars_c) .
--- Evento set_cars_colours(new_value_c): Cambia el semáforo de los
coches a "new_value_c" con todas estas condiciones:
--- where
---   grd1 : new_value_c  COLOURS -> Se cumple con la definición de⊆
new_value_c
---   grd2 : green  new_value_c  Peds_c = red∈ ⇒
---   grd_y_r : Cars_c = {yellow}  new_value_c = {red}⇒
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---   grd_r_ry : Cars_c = {red}  new_value_c = {red, yellow}⇒
---   grd_ry_g : Cars_c = {red, yellow}  new_value_c = {green}⇒
---   grd_g_y : Cars_c = {green}  new_value_c = {yellow}⇒
--- with
---   new_value : new_value = TRUE  green  new_value_c    ->⇔ ∈  De
momento no se pondrá por no estar implementado el refinamiento.
 crl  [set_cars_colours]  :  s(Cars_c  ;  Peds_c  ;  New_value_c)  =>
s(New_value_c ; Peds_c ; New_value_c)
     if (green in New_value_c and Peds_c == red) or
        (Cars_c == yellow and New_value_c == red) or
        (Cars_c == red and New_value_c == red, yellow) or
        (Cars_c == red, yellow and New_value_c == green) or





Maude>  search  initialisation(green)  =>*  s(green  ;  green  ;
New_value_c) .
search  in  MAC1  :  initialisation(green)  =>*  s(green  ;  green  ;
New_value_c) .
No solution.
states: 3  rewrites: 110 in 0ms cpu (0ms real) (~ rewrites/second)
Maude>  search  initialisation(yellow)  =>*  s(green  ;  green  ;
New_value_c) .
search  in  MAC1  :  initialisation(yellow)  =>*  s(green  ;  green  ;
New_value_c) .
No solution.
states: 2  rewrites: 73 in 0ms cpu (0ms real) (~ rewrites/second)
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Maude>  search  initialisation(red,yellow)  =>*  s(green  ;  green  ;
New_value_c) . 
search in MAC1 : initialisation(red,yellow) =>* s(green ; green ;
New_value_c) . 
No solution. 
states: 4  rewrites: 147 in 0ms cpu (0ms real) (~ rewrites/second)
Maude>  search  initialisation(red)  =>*  s(green  ;  green  ;
New_value_c) . 
search  in  MAC1  :  initialisation(red)  =>*  s(green  ;  green  ;
New_value_c) . 
No solution. 






– seguir   con el  proceso  de  encontrar  maneras  menos  artesanales  de   traducir  el
andamiaje matemático que sustenta al primero.
– incluir   en   el   tratamiento   de   los   conjuntos   la   potencia   de  Maude  como
metalenguaje.
– tratar   la   implementación   completa   del   refinamiento,   las   invariantes
cohesionadoras y las obligaciones de demostración.
– buscar maneras de conseguir no fijar de partida el valor de los parámetros de los









– All   About   Maude   –   A   High­Performance   Logical   Framework.   How   to   Specify,
Program and Verify Systems in Rewriting Logic. Manuel Clavel, Francisco Durán,
Steven   Eker,   Patrick   Lincoln,   Narciso   Martí­Oliet,   José   Meseguer   y   Carolyn
Talcott. 2007. Springer.
– Maude   2.0   Primer.   Version   1.0.   Theodore   McCombs.   Agosto   2003.
http://maude.cs.illinois.edu/w/images/6/63/Maude­primer.pdf.
– Industrial  Deployment of  System Engineering Methods.  Alexander Romanovsky y
Martyn Thomas. 2013. Springer.
– Rodin   user's   handbook   (v.   2.8).   Michael   Jastram.
http://handbook.event­b.org/current/html/  y   también
http://handbook.event­b.org/current/pdf/rodin­doc.pdf
– Sitio   de  Maude  (universidad   de   Illinois   en   Urbana­Champaign):
http://maude.cs.illinois.edu/w/index.php?title=The_Maude_System
– Extensiones a  la comprobación de satisfacibilidad de restricciones.  TFM de Pablo
Viciano Negre (director de tesina: Santiago Escobar). 17 de septiembre de 2012 .
– System  modelling   using   Event­B.  Neeraj  Kumar   Singh.   25  de  marzo  de   2014.
http://imps.mcmaster.ca/courses/CAS­734­14/presentations/Event­B_Tutorial.pd
f
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