Drug target interactions (DTIs) are crucial in pharmacology and drug discovery. Presently, experimental determination of compound-protein interactions remains challenging because of funding investment and difficulties of purifying proteins. In this study, we proposed two in silico models based on support vector machine (SVM) and random forest (RF), using 1589 molecular descriptors and 1080 protein descriptors in 9948 ligand-protein pairs to predict DTIs that were quantified by K i values. The cross-validation coefficient of determination of 0.6079 for SVM and 0.6267 for RF were obtained, respectively. In addition, the two-dimensional (2D) autocorrelation, topological charge indices and three-dimensional (3D)-MoRSE descriptors of compounds, the autocorrelation descriptors and the amphiphilic pseudo-amino acid composition of protein are found most important for K i predictions. These models provide a new opportunity for the prediction of ligand-receptor interactions that will facilitate the target discovery and toxicity evaluation in drug development.
Introduction
The interactions of proteins and targets can regulate several functions of pharmaceutically useful protein targets which include enzymes, ion channels, G protein-coupled receptors (GPCRs) and nuclear receptors 1, 2 . These drug target interactions (DTIs) are meaningful to explain biological activities of these proteins. Indeed, some small chemical binders target to multiple proteins and sometimes unfortunately bind to unwanted off-targets 3 . Such unwanted DTIs could be severe and cause harmful side effects. Therefore, identifying suitable targets is a leading urgency in recent drug discovery 4 . Although several methods, such as fluorescence assays, are implementable, the experimental determination of compound-protein interactions remains challenging because of funding investment and difficulties in purifying proteins even nowadays. Thus, the prediction of DTIs based on the structure of drugs and/or their potential targets is crucial for medicinal chemistry 5 .
Computational approaches are reliable and preferable for identifying the drug-target interaction 4 and have provided more than 50% food and drug administration (FDA)-approved drugs targeting to membranous proteins (GPCRs), nuclear receptors and transporters proteins 6 . Presently, computational methodologies for DTI prediction are divided into two categories, ligand-based and receptor-based approaches 7 . Among ligand-based methods, we can cite quantitative structure-activity relationships (QSAR) and a similarity search-based approach are most reported and used widely 1 . On the other hand, receptor-based methods, such as reverse docking, have also been applied in drug-target-binding affinity prediction, DTI prediction and drug repositioning 3, 7 . In docking method, the structures are evaluated on the basis of a force field or a scoring function 8 . It predicts the preferred conformations and binding strength of a ligand molecule, typically a small organic molecule, as bound to a protein pocket 9 . Docking provides a reasonable accuracy in predicting DTI when 3D structure of protein and large quantities of data are present 10 . Although there are some limitations, it is not accurate when those proteins whose 3D structures are unknown, especially for membranous proteins whose 3D structure is difficult to be crystallized 11, 12 . Although homologous modeling provides predicted 3D structures, but it is limited by availability of homologous templates 13 . A drug's ability to affect a given protein target is related to the drug-target affinity which is basically determined by the chemical and protein structure 14 . K i value, representing proteinligand binding affinity, is the inhibition constant for a drug to bind a targeted protein under a certain experimental condition 15 . For instance, drug binding to a receptor with high K i level implies low-binding affinity, and vice versa for low K i . Proteochemometric modeling, based on chemical descriptors (features of the ligand) in combination with particular protein descriptors (features of the target), has been successfully applied for studying bioactivity of molecules 16 . Inspired by these successes, we proposed fast predicting models by integrating molecular descriptors, protein descriptors with two powerful statistical methods support vector machine (SVM) and random forest (RF). The models consisted of internal crossvalidation and external tests, which provides a reliable performance with high accuracy. Consequently, the new computational methods for binding-affinity prediction of proteinligand interaction will provide a compelling opportunity to drug target discovery.
Methods

Dataset
The ligand and target dataset information with known binding affinity was collected from Psychoactive Drug Screening Program (PDSP) 17 K i database (http://pdsp.med.unc.edu/kidb.php, as of 1 October 2014), which is a unique resource in the public domain and provides information on the abilities of drugs to interact with an expanding number of molecular targets. In the process of building dataset, some drugs and targets were removed due to their chemical descriptors could not be evaluated. Besides, after analyzing the original K i values, we found that there are hundreds of same K i values in the database, such as 1000 nM and 10 000 nM, which are potential censored data. These repeat K i values may strongly affect the accuracy of the following modeling. So we excluded the ligand-target-K i entries with the repeats number of K i more than 70. This threshold was selected according to the following two criteria: (1) maintain entries as many as possible; (2) exclude the censored data as many as possible. Consequently, a dataset which is consisted of 9948 ligand-target-K i pairs was constructed. There are 2003 ligands and 209 targets without redundancy in this dataset, which were used as a benchmark dataset.
Computation of molecular and protein descriptors
The ligand structures were collected from PubChem 18 , DrugBank 19 and ChemSpider databases 20 . The protein sequences were collected from Uniprot database 21 . To describe the structural and physiochemical features of a molecule, the molecular descriptors were calculated by DRAGON program 5.4 ( Figure  1 ) (http://www.talete.mi.it/index.htm) 22 . The Dragon software implements about more than 20 molecular descriptors categories (topological descriptors, constitutional descriptors, 2D autocorrelations, topological charge indices, eigenvalue-based indices, molecular properties, etc.), while 75 descriptors, such as nArCSOH, nRCSSH, nN ¼ N and nSOOH, were eliminated, as these descriptors are constant values for all drugs. Eventually, 1589 descriptors were used for subsequent analysis (Supplementary Table S1 ). Similarly, to describe the amino acid sequence features of a protein, the protein sequence descriptors like peptide composition, dipeptide composition, autocorrelation descriptors, etc., were calculated using PROFEAT web server 23 . In total, for each protein, we obtained 1080 protein descriptors for following analysis (Supplementary Table S2 ).
Construction of training set and test set
To provide a more rigorous evaluation of a model's predictive capability, the dataset was split into training (used to build the model) and test (used to validate the model's accuracy) sets. Furthermore, the aforementioned dataset was randomly and equally split into five subsets, and one subset was selected as the test set, while others were selected as the training set. Besides, in this study, all descriptors data were prescaled to the range from À1 to 1, while the K i data were transformed to log 2 K i ð Þ for modeling.
Support vector machine
Support vector machine (SVM) is one of the state-of-the-art algorithms and has been extensively used for regression (SVR) and classification (SVC). When using SVM in regression tasks, the support vector regressor uses a cost function to measure the empirical risk in order to minimize the regression error 24 . In this work, this method has been applied to estimate the nonlinear relationships between the K i values of ligand-protein pairs and their related descriptors. Briefly, given training samples
n where x i denotes the ith input vector; y i indicates the ith output value and n is the total number of samples. The modeling aim is to provide a regression function y ¼ f ðxÞ that predict outputs y j as less error as much by using a new set of input vector x j . Mathematically, an SVM regressor is produced as following:
where i and Ã i are Lagrange multipliers, which have been obtained by minimizing the regularized cost function, while, the kernel function Kðx, x i Þ was the radial basis function (RBF) which has the highest performance:
There are two parameters associated with RBF kernels: regularization parameter C and the kernel parameter . Improper selection of these two parameters can cause overfitting or under fitting problems. Therefore, parameter C and play a crucial role in the performance of SVM 25 . Here, the selection of C and were based on the overall accuracy of the internal fivefold cross-validation using the grid search method 26 . In this study, we used a portion of the codes from the LIBSVM suite of programs, which employs a modified version of the sequential minimal optimization (SMO) algorithm 27 .
Random forest
Random forest (RF) is considered to be one of the most successful ensemble methods which is fast, robust to noise, does not overfit but provides possibilities for explanation and visualization of its output 28 . In this study, RF was applied as a regression method by constructing a multitude of decision trees at training time and outputting the mean prediction of the individual trees. The procedure can be briefly summarized as follows: suppose the number of training cases were N, and the total number of descriptors in the regressor were M. (I) Make n bootstrap sample sets B 1 , B 2 , Á Á Á , B n f g from the original sample set. (II) Set up an unpruned tree T p p ¼ 1, Á Á Á , N ð Þ with each sample set B p . At each node of the tree, randomly choose m try descriptors on which to make the decision at that node, and then calculate the best splits based on these m try descriptors. (III) Output the mean prediction of the individual trees. During the training process, importantly, RF applies a built-in cross validation to estimate test set error via the use of out-of-bag (OOB) samples that are the data not in the bootstrap sample.
In this work, we built RF models using Random Forest soft package which is developed by Leo Breiman et al (available at http://www.stat.berkeley.edu/users/breiman/). As the out-of-bag (OOB) error is used to get the estimates of feature importance, the feature selection is not quite necessary in building the RF models 27, 28 . Here, the number of trees and number of randomly selected descriptors, two tuning parameters in RF, were set to 500 and M/3, respectively.
Model validation
In order to wholly evaluate the performance of these in silico models, the internal and external validation were performed. Briefly, (1) the dataset was randomly and equally split into five subsets as mentioned previously, and four subsets were selected as training set for modeling, while remaining subset serves as test set for validating models. This process was repeated five times until every subset served as test set. (2) Five external independent validations were carried out for all models using different test sets. (3) The performance of RF model was compared with of SVM model using F test.
Here, n 1 and n 2 are the number of samples in the test sets of two compared models, MSE 1 is the higher mean square error while MSE 2 is lower mean square error. The MSEs were defined as follows:
where y i is the ith experimental log 2 ðK i Þ value,ŷ i denotes ith predicted log 2 ðK i Þ value, n is the total number of samples in the test sets.
Results
Support vector machines
We adopted Gaussian radial basis function as kernel function for SVM to perform prediction. To provide the highest predicting performance, we optimized two parameters, that is, the penalty parameter C and the Gaussian function parameter g using the grid search method. As shown in Figure 2 , the optimal pair of (C, g) is found at the crimson zone which have C ¼ 2 7 and g ¼ 2
, respectively. Using these parameters, we run the SVM models and make prediction to training set and test set (Figure 2) .
For training and test sets, the cross-validation coefficient of determination (R 2 ) was 0.8596 ± 0.0043 and 0.6079 ± 0.0117, respectively. The mean squared error (MSE) for the training and test sets were 2.4591 ± 0.0729 and 7.0487 ± 0.2619, respectively (Table 1) . No obvious overfitting can be observed from these models. The predicted values fall close to the experimental log 2 ðK i Þ values (Figure 3 ). This good agreement between experimental and predicted log 2 ðK i Þ values for the test set compounds in the SVM model suggests that this model is reliable and can be applied for binding affinity prediction of certain protein and ligand.
Random forest
In this investigation, attempts have been made to predict the K i values by RF algorithm. In order to build reliable models, all protein descriptors and ligand descriptors were used as features to build the model and both the training and test sets, which were also constructed. Two adjustable parameters in RF, the number of trees and the number of randomly selected features, were set to 500 and M/3, respectively, according to the defaults. The results Table 1 ). The MSE of the external validation is the same order of magnitude as the MSE of the external validation, which indicates that there is no obvious overfitting problem existing in this model. It can be clearly concluded that the present RF model exhibits satisfactory predictability from both the internal and external points of view with respect to the prediction of the test sets (Figure 4) .
Additionally, one of the most significant functions of RF is providing possibilities for the explanation of its output for the accessible variable importance. An analysis of the underlying information of the most important descriptors extracted by the RF algorithm allows further conclusions to be drawn. By mapping the descriptors to the block (for compound) or group (for protein) where they belong to, we found a significant difference among the blocks and groups of descriptor ranks (one-way ANOVA, p50.001). Such as the blocks of 2D autocorrelation, topological charge indices and 3D-MoRSE descriptors for compound and the group of autocorrelation descriptors and the amphiphilic pseudoamino acid composition for protein are most important to K i prediction ( Figures 5A and B) . Table S3) , and the top 30 protein descriptors were mainly from three groups, that is, autocorrelation descriptors, quasi-sequenceorder descriptors and amphiphilic pseudoamino acid composition ( Figure 5D, Supplementary Table S4 ), which are corresponding to the overall importance ( Figure 5A and B) .
The chemical and protein descriptors employed in these statistical models may give some insights into the affinity of a ligand binding to a specific protein target. For example, about compound descriptor blocks, the 3D-MoRSE descriptors, such as Mor03p, Mor03v, Mor31p, Mor31v and Mor14m, are the descriptors characterizing the molecular size and 3D information, which are clearly important for the affinity of a ligand binding with the target 29 . The 2D autocorrelation, such as GATS1v, GATS1m, GATS1p, MATS7e, MATS6p, etc., describes how a considered property is distributed along a topological molecular structure, which have been reported a robust model for inhibitory activity toward p34 cdc2 /cyclin b kinase enzyme of cytokininderived compound 30, 31 . As for the protein descriptor groups, amphiphilic pseudoamino acid composition were depicted by hydrophobicity and hydrophilicity of the constituent amino acids, which plays a pivotal role in protein folding 32 . And autocorrelation descriptors are defined based on the distribution of amino acid properties along the protein sequence, which can be used to test whether the value of a property at one residue is independent of the values of the property at neighboring residues 31 .
Discussion
The molecular information encoding into molecular descriptors is the first step into in silico chemoinformatics methods in drug design. There are a range of publications with prediction models for specific drug biological activity, drug toxicity, protein target interaction 33 . Some studies developed models based on Shannon entropy measures and encompassing a multitarget network to predict multitarget drugs. For example, Riera-Fernandez et al. reported a new method based on the Markov-Shannon entropy to evaluate connectivity quality in complex networks, which show overall accuracy of 76.3% and can be applied for molecular and biomedical science and compound-protein binding 34, 35 . . The optimal prediction was obtained at the point of log 2 C ¼ 7 and log 2 g ¼ À7.5. Many different computational chemistry, cheminformatics, bioinformatics and systems biology methods were applied to predict drug activities. Luan 36 , Alonso 37 , Prado-Prado 38,39 and coauthors developed multitarget/multiplexing quantitative structure-property relationships models for multiplexing assays of neurotoxicity/ neuroprotective effects of drugs. These models are based on based on two different well-known software MARCH-INSIDE and DRAGON and show accuracy, specificity as well as sensitivity above 80-90%. Also, entropy methods are universal parameters useful to codify biologically relevant information in many systems. Tenorio-Borroto et al. trained and validated for the first time a quantitative structure-toxicity relationships model that correctly classified 91.1% multiplexing assay endpoints of 7903 drugs 40 . All of these works focused on classification problems. If using classifier to predict the DTIs, the accuracy can be influenced by the criteria of classification. Besides, for different proteins, the definition of successful binding may vary. Fortunately, regression models, predicting the discrete rather than binary outcomes according to experimental data, are able to address these problems.
The quality of a QSAR model depends heavily on many factors, including particularly the representation of the object features, features selection and the application of the statistical approaches. 41 By mapping input variables into a high-dimensional feature space, SVM transforms complex problems into simpler problems to solve, which has been successfully applied in drug targeting, QSAR, artificial intelligence, financial domain, etc 2, [42] [43] [44] [45] [46] . Combining bagging strategy and decision tree theory, RF sometimes performs very well compared to many other methods, including support vector machines and neural networks and is robust against overfitting 25, 47 . In this work, the object features were represented by compound and protein descriptors, and all descriptors were selected to build models except several descriptors which cannot be calculated. For statistical approach, K i values were predicted by employing two state-of-art regression models including SVM and RF. Accordingly, as the difference among the performance could be found (Table 1) , we applied the F-test to quantify the difference between these two models 44 .
Although the R 2 of RF seems to be higher than that of SVM for test sets, the F value (1.071) shows that it is not significant (p40.05), which suggests that the RF model and SVM model have a similar performance to predict K i , at least for this dataset.
In this work, all the programs were implemented on a Huawei computer (Debian GNU/Linux 8.1 (jessie), two Intel Õ Xeon Õ processors X5650 (2.67 GHz) and 24 GB RAM). The total execution time of the fivefold cross-validation experiment of SVM (22 h, including 20 h for parameters optimization) is longer than that of the RF approach (15 h, without parameters optimization because of default setting). Therefore, RF is much more efficient than SVM for this study if including the optimization procedure. In addition to the robust and efficient features, an ideal regression model would be also interpretable. An important point is that SVM generates black box models that do not have the ability to explain, in an understandable form, the process of how the output was generated 48 . While RF provided the relative importance of variables, it should be useful for guiding the computer-aided drug design and assessing drug potential prior to synthesis.
Conclusions
In this study, we applied SVM and RF for binding affinity prediction problem based on a large scale data set, which generated two models with an attractive prediction power. The statistical results depicted as R 2 ¼ 0.6079 and MSE ¼ 7.0487 using SVM, R 2 ¼ 0.6267 and MSE ¼ 6.5828 using RF for the test set, which indicates that both models provide a potent K i predictability without overfitting. To test which model is more reliable, we applied F test to compare the performance of RF and SVM. And it was found that they had similar prediction performance. Further, by deep analyzing on the importance of descriptors provided by RF model, we discovered that 2D autocorrelation, topological charge indices and 3D-MoRSE descriptors for compound, and amphiphilic pseudoamino acid composition, autocorrelation descriptors and quasi-sequenceorder descriptors for protein are most important to K i prediction. This adopted models and included above information will be helpful for screening and prediction of novel potent target inhibitors, and for further researches on the subject matter.
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