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Abstract
It is shown that a soluble-by-finite subgroup G of a finite-dimensional division algebra D contains
an abelian normal subgroup of index dividing 60 deg(D)2. Moreover, the group of outer automor-
phisms of G induced by the elements of D is also soluble-by-finite. The question of whether a
division algebra generated by a soluble-by-finite group is necessarily is a crossed product is also
addressed.
 2005 Published by Elsevier Inc.
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1. Introduction
A great deal is known about the structure of soluble subgroups of multiplicative groups
of division rings. The purpose of the present article is to study soluble-by-finite (SF) sub-
groups of (finite-dimensional) division algebras. Such information is useful because many
questions involve the class SF in a natural way. For example, a subgroup of D∗ = D \ {0}
satisfying a non-trivial group identity is, by a well-known theorem of Platonov, neces-
sarily soluble-by-finite. Again, questions about crossed product division algebras involve
abelian-by-finite (but not necessarily soluble) groups.
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back to Suprunenko [9], who studied them as linear groups over a (commutative) field.
Complete results, without any finite-dimensionality assumptions, were finally obtained
by Wehrfritz [13] for the much more comprehensive class 〈P,L〉A (the smallest class
of groups that contains all abelian groups and is closed under the local and poly operators;
it includes the class of all locally soluble groups, for example). For soluble subgroups of
simple artinian rings, a similar study was undertaken by Zalesskiıˇ [16], although here the
results are far less complete.
It is intuitively clear that treating the groups in SF as linear over a field does not lead to
optimal results. This was first demonstrated by Wehrfritz [12], who elucidated the detailed
structure of soluble-by-finite subgroups of a division algebra D of prime-power degree,
showing, in particular, that such a group has an abelian normal subgroup of index dividing
60 deg(D)2.
The outline of the present article is as follows. After some preliminary results on crossed
products and normalizers in Section 2, we determine the structure of the normalizer of
nilpotent subgroups (of class 2) of D∗ in Theorem 3.1, and that of the normalizer of
metabelian subgroups of D∗ in Theorem 4.1. The structure of a soluble-by-finite subgroup
G of D∗ is partially determined in Section 5, where we also show that the group of outer
automorphisms induced on G by elements of D is soluble-by-finite (Theorem 5.10). The
more precise structure of maximal soluble-by-finite subgroups of D∗, including the bound
of 60 deg(D)2 on the index of an abelian normal subgroup, is obtained in Theorem 6.1.
A consequence of this theorem is that every soluble-by-finite subgroup of D embeds into
a maximal soluble-by-finite subgroup of D.
Various other consequences can be drawn from the above results. For example, for any
non-commutative division algebra D, there exists an explicitly computable proper subva-
riety X ⊂ D ⊕ D, such that two elements x, y ∈ D∗ generate a soluble-by-finite group if,
and only if, (x, y) ∈ X.
Another application of our methods is to the question of whether a division algebra
spanned by a soluble-by-finite group over the centre is necessarily a crossed product over
a maximal subfield (a natural question in view of the fact that classical crossed product
central simple algebras are, by construction, of the form k[G] where G is abelian-by-finite).
The question of whether the converse is true has received increased attention recently, but
is still open. The case where D has prime degree is settled in the affirmative in [10]. In
Corollary 7.2 we obtain some additional cases where D is a crossed product over a maximal
subfield (including the case where deg(D) is a prime power), and also describe a family of
division algebras D = k[G] (including one of degree 15) such that no section of the given
G can provide the Galois group of a maximal subfield of D. The example is related to the
old question of whether arbitrary division algebras of prime degree are crossed products.
Our notation and terminology is standard: For a ring R, Z(R) denotes the centre and
R∗ the group of units of R. For a group G, ζ1(G) is the centre and G(d) the d th term of the
derived series. The commutator [x, y] = x−1y−1xy. A group M is metabelian if M ′ = 1
and M ′′ = 1. A central simple algebra R has dimension deg(R)2 over its centre k, and is
said to be a central k-algebra.
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This section contains the basic structural results on crossed products and normalizers
used in the rest of the paper. The reader may wish to do no more than recall the definition
of a (general) crossed product given below, and to glance at the statements of Corollary 2.3
and Theorem 2.6, these being the results that are most frequently referred to in later sec-
tions. Wherever possible, the results have been stated for the more general case of central
simple algebras.
Let R be a ring, G a subgroup of the group of units of R, and S a subring of R which
is normalized by G. Assume that R is spanned by G over S (written R = S[G]). Let
H = S ∩ GG. We say that R is a crossed product of S by G/H, if R =⊕t∈T tS for
some (therefore any) transversal T of H in G (see [7] for this notation). In particular, the
subgroup index [G :H ] is equal to the codimension [R :S]. Classical crossed product alge-
bras correspond to the case where R is a central simple algebra and S is a self-centralizing
subfield which is Galois over Z(R). In what follows, all transversals are assumed to con-
tain 1.
Lemma 2.1. Let R = E[G] be a ring, E a subring of R that is normalized by a group G
of units of R. Let S ⊇ E be a subring of R, and assume that R is a crossed product of S by
G/S ∩G. Then S = E[S ∩G].
Proof. Let H = S ∩ G, so E[H ] ⊆ S. Then R = E[⋃t∈T tH ] =
∑
t∈T tE[H ] =⊕
t∈T tE[H ] ⊆
⊕
t∈T tS = R. This implies that S = E[H ]. 
Lemma 2.2. Let k be a field, and let k[X] be a crossed product of k[Y ] by X/Y . Suppose
that S is a division subring of k[X] such that Z(k[X]) ⊆ S ∩ k[Y ] and [X,Y ] ⊆ S. Let
H = S ∩ Y . Then H X, and k[X] is a crossed product of k[H ] by X/H .
Proof. It is easy to see that H  X. Let T be a transversal of H in Y , and let∑
tρt = 0 be a relation of minimal length with t ∈ T , ρt ∈ k[H ], and ρ1 = 0. If
x ∈ X, then we also have 0 =∑ txρxt =
∑
t[t, x]ρxt . Subtraction from
∑
tρt = 0 yields∑
t (ρt − [t, x]ρxt ) = 0. Being a shorter relation, this must be identically zero, whence
ρt = [t, x]ρxt = t−1x−1txx−1ρtx for all t appearing in the relation, i.e., (tρt )x = tρt for
all x ∈ X. That is, tρt ∈ Z(k[X]) ⊆ S. If ρt = 0, then t ∈ Sρ−1t = S, so t ∈ S ∩ Y = H ,
whence t = 1. This is a contradiction. 
Let M be a metabelian group. Set N = CM(M ′) and W(M) = CM(CM(M ′)). It is easy
to see that W(M) = ζ1(N), so N is nilpotent of class at most 2.
Corollary 2.3. Let ∆ be a division ring, and let ∆[M] be a domain generated by ∆ and
a metabelian group M such that ∆ = C∆[M](M). Then ∆[M] is a crossed product of
∆[W(M)] by M/W(M). In particular, if M is nilpotent of class 2, then C∆[M](M) =
∆[ζ1(M)].
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need to determine H = M ∩ ∆[A]. Note that the elements of ∆[A] = ∆[CM(N)] cen-
tralize N , so A ⊆ H ⊆ CM(N) = A, proving the first part. For the second part, if
z =∑t∈T tαt ∈ C∆[N ](N) where T is a transversal of A in N , then for any n ∈ N we
have z = zn =∑t t[t, n]αt , so αt = [t, n]αt for every n ∈ N and t ∈ T . Now ∆[M] is a
domain by assumption, so αt = 0 and the equation αt ([t, n] − 1) = 0 imply that [t, n] = 1.
This is for all n, so t ∈ ζ1(N) = A, whence t = 1, as required. 
Lemma 2.4. Let R be a central simple k-algebra. Let G be a subgroup of the group of units
of R such that R = k[G], and let F ⊇ k be a subfield of R that is normalized by G. Then
CR(F) = k[CG(F)], and R is a crossed product of CR(F) by G/CG(F) ∼= Gal(F/k).
Proof. This is extremely well known (e.g., [2, Theorem 3.5.5]) except possibly for
CR(F) = k[CG(F)], which follows from Lemma 2.1. 
Corollary 2.5. Let D be a finite-dimensional division algebra with centre k, and let P be a
subgroup of D∗. Set F = Z(k[P ]), G = ND∗(F ), and ∆ = CD(P ). Then CD(F) = ∆[P ],
and G/∆[P ]∗ is a finite group of automorphisms of F/k. Moreover, k[G] is a crossed
product of ∆[P ] by G/H , where H = G ∩ ∆[P ]. Finally, k[G] = D if and only if F/k is
a Galois extension.
Proof. This follows from Lemma 2.4 with R = k[G]. The final part follows, by counting
dimensions, from the well-known facts that Z(R) is the fixed field of F under the action
of G, and [D :R] = [Z(R) : k] (e.g., [5, Theorem 4.4.11]). 
Our next result yields a very useful method of passing group information from a central
simple algebra to a central simple subalgebra.
Theorem 2.6. Let A = k[X] be a central simple k-algebra, where X is a subgroup of the
group of units of A. Let Γ be a set of ring automorphisms of A such that X is stable
under Γ , and that inner automorphisms of A induced by the elements of X belong to Γ
(note that the elements of Γ may, in general, have non-trivial action on k.) Assume that
A1 is a Γ -stable simple k-subalgebra of A = k[X] with Z(A1) = k, and set A2 = CA(A1).
Then there exist subgroups Xi ⊆ A∗i such that:
(a) Xi ⊇ k∗, Ai = k[Xi], and X ⊆ X1X2;
(b) A = k[X1] ⊗k k[X2];
(c) there exists an epimorphism θi :X → Xi/k∗ with ker θi = CX(Ai). Moreover, Xi is
Γ -stable and θi is Γ -equivariant;
(d) X ∩Ai = CX(Aj ) ⊆ Xi for {i, j} = {1,2}.
Proof. If x ∈ X, then conjugation by x induces an inner automorphism of A1, so by the
Skolem–Noether theorem [5, Theorem 4.4.8], there exists f1(x) ∈ A1 having the same
action on A1 as x. Therefore, f2(x) = xf1(x)−1 ∈ A2. Moreover, f1(x) and f2(x) are
unique to within multiplication by elements of k∗. Equations x = f1(x)f2(x) readily imply
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Xi ⊇ k∗, X ⊆ X1X2, and k[Xi] ⊆ Ai. Next, Z(k[Xi]) = k, for if α ∈ Z(k[Xi]), then α
is centralized by both Xi and Xj (where {i, j} = {1,2}), and so by X ⊆ X1X2, whence
α ∈ k. Since A = A1 ⊗k A2 [5, 4.4.7], we have k[X1]⊗k k[X2] ⊆ A1 ⊗k A2 = A = k[X] =
k[X1]k[X2]. Comparison of dimensions completes the proof of parts (a) and (b).
For (c), let Xi = Xi/k∗, and define θi by xθi = fi(x) for all x ∈ X. We have already
seen that θi is an epimorphism. Also, x ∈ ker θi if and only if fi(x) ∈ k∗, which happens if
and only if x ∈ CX(Ai) (as fj (x) automatically centralizes Ai if i = j ). Next, if γ ∈ Γ and
x ∈ X, then f1(xγ )f2(xγ ) = xγ = f1(x)γ f2(x)γ , so fi(xγ ) ∈ fi(x)γ k∗ for i = 1,2. Thus,
Xi is Γ -stable, and if γ¯ denotes the map induced on Xi by γ ∈ Γ, then xγ θi = fi(xγ ) =
fi(x)γ = xθi γ¯ . Therefore, the inner automorphisms of Ai induced by the elements of Xi
belong to the image of the restriction map Γ → Aut(Ai).
Finally, (d) follows from the simple observation that f1(y) ∈ yk∗ for all y ∈ X∩A1. 
We conclude this section with a few general results about the structure of normalizers.
Lemma 2.7. Let R = ∆[X] be a central simple k-algebra, where ∆ is a subalgebra of R
such that k ⊆ ∆ ⊆ CD(X). Then ∆ = CR(X) and NR∗(X) = ∆∗Nk[X]∗(X).
Proof. The assumptions imply that k = Z(∆) = Z(k[X]), so R = ∆ ⊗k k[X], whence
∆ = CR(X). Let B be a k-basis of ∆, and consider u ∈ NR∗(X). Write u =∑b∈B bfb,
where the fb ∈ k[X]. By assumption, for every x ∈ X there exists x′ ∈ X such that
xu = ux′. As ∆ ⊃ B centralizes X, this leads to∑b∈B b(xfb) =
∑
b∈B b(fbx′). The ten-
sor decomposition D = ∆ ⊗k k[G] now implies that xfb = fbx′ for all b ∈ B and all
x ∈ X. In particular, if fb = 0, then fb ∈ Nk[X]∗(X). If also fc = 0, then x′ = xfb = xfc , so
fcf
−1
b ∈ Ck[X](X) = k∗. In other words, there exists f ∈ Nk[X]∗(X) and αb ∈ k for every
b ∈ B such that fb = f αb for all b, so finally u =∑b∈B bf αb = f
∑
b∈B bαb ∈ f∆. The
result follows. 
Lemma 2.8. Let R = k[X1] ⊗k k[X2] be a central simple k-algebra. Then NR∗(X1) ∩
NR∗(X2) = Nk[X1]∗(X1)Nk[X2]∗(X2).
Proof. Let Ri = k[Xi]. If {i, j} = {1,2}, then Lemma 2.3 applied to R = Ri[Xj ] im-
plies that NR∗(Xj ) = R∗i Nk[Xj ]∗(Xj ). Therefore, NR∗(X1)∩NR∗(X2) = R∗1Nk[X2]∗(X2)∩
R∗2Nk[X1]∗(X1) = Nk[X1]∗(X1)Nk[X2]∗(X2) as R∗1 ∩R∗2 = Nk[X1]∗(X1)∩Nk[X2]∗(X2). 
Lemma 2.9. Let k[X] be a central simple k-algebra, F a subfield of k[X] that is
normalized by X, and let H = CX(F). Then Nk[X]∗(F ) = Xk[H ]∗ and Nk[X]∗(H) =
XNk[H ]∗(H).
Proof. Let T be a transversal of H in X, and let u =∑t∈T tηt ∈ Nk[X]∗(F ), where the
ηt ∈ k[H ]. If f ∈ F , then there exists f ′ ∈ F such that ∑t∈T f tηt =
∑
t∈T tηtf ′, i.e.,∑
t∈T tf tηt =
∑
t∈T tηtf ′. By Lemma 2.4, this implies that f tηt = ηtf ′ for all t . Thus, if
ηt = 0, then∑i piηtqi = 1 for certain pi, qi ∈ k[H ], so f ′ = f t . If some ηs = 0 as well,
then f ′ = f t = f s , which being for all f ∈ F , implies that st−1 ∈ CX(F) = H , so s = t .
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the first statement. For the second, if u = xη ∈ Nk[X]∗(H), where x ∈ X and η ∈ k[H ],
then η = x−1u ∈ k[H ] ∩Nk[X]∗(H) = Nk[H ]∗(H), as required. 
Lemma 2.10. Let R be a central simple k-algebra, and let A = k[X] be a simple subalge-
bra of R. Then the index |OutR(X) : OutA(X)| divides deg(R).
Proof. Let t = |OutR(X) : OutA(X)|, B = CR(A) and F = Z(A) = Z(B) (note that the
centre of A is not assumed to be k). Then B∗NA∗(X) ⊆ NR∗(X) and B∗ ∩NA∗(X) = F ∗,
so OutA(X) = NA∗(X)/F ∗X ∼= B∗NA∗(X)/B∗X is naturally a subgroup of OutR(X). We
distinguish a number of cases.
Suppose first that F = k. Then Lemma 2.8 (with X1 = X and X2 = B∗) implies that
NR∗(X) = NR∗(X)∩NR∗(X2) = NA∗(X)NB∗(B∗) = NA∗(X)B∗. Thus, t = 1 in this case.
Next, consider the case where F/k is a Galois extension, and set S = CR(F). By [2,
3.5.5], we know that NR∗(F )/S∗ is the Galois group of F/k. Also AB ⊆ S, so B = CS(A).
Applying the previous case to S we find that NS∗(X) = NA∗(X)B∗. But NS∗(X) = S∗ ∩
NR∗(X), so
NR∗(X)/NA∗(X)B
∗ ∼= NR∗(X)S∗/S∗,
which is a subgroup of NR∗(F )/S∗ ∼= Gal(F/k). In other words, t divides |F : k|, which
of course divides deg(R).
Finally, consider the general case. Let K be the fixed field of F under the action of
NR∗(F )/S∗, where again S = CR(F), and let T = CR(K). If u ∈ NR∗(X) ⊆ NR∗(F ), then
u centralizes K by definition, so u ∈ T ∗. Thus, NR∗(X) = NT ∗(X). Also K ⊆ F ⊆ A, so
A = K[X]. As F/K is Galois, the previous paragraph implies that t divides deg(T ), which
in turn, divides deg(R). 
3. Nilpotent groups
In this section we determine the structure of the normalizer of a nilpotent group of
class 2 in a division algebra spanned by the group. To state the result we need some no-
tation. Suppose a division ring D of characteristic zero contains a subgroup Q ∼= Q8, the
quaternion group of order 8. Let Q = 〈i, j 〉, set a = 1 + i and b = −(1 + i)(1 + j)/2
in D, and let Q+ = 〈a, b,Q〉 (by Lemma 3.2, the group Q+ ⊆ Q[Q] is independent of the
chosen generators i and j ). The group Q+ is a central extension of the binary octahedral
group.
The following is the main result of this section (we remind the reader that, as a conse-
quence of Wedderburn’s theorem on finite division rings, finite subgroups of division rings
of positive characteristic are necessarily cyclic).
Theorem 3.1. Let N be nilpotent of class 2, and let D = ∆[N ] be a central division alge-
bra spanned by N over the division subalgebra ∆ = CD(N). Write τ(N) for the torsion
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following holds.
(a) If τ(N) is abelian and has a non-central cyclic subgroup 〈y〉 of order 4, then
ND∗(N) = ∆∗〈N,v〉, where v = 1 + y (this case cannot occur in characteristic 2).
(b) If τ(N) is non-abelian, then ND∗(N) = ∆∗NQ+ (this case can only occur in charac-
teristic zero).
(c) In the cases not covered by (a) or (b), ND∗(N) = ∆∗N .
In particular, OutD(N) = ND∗(N)/N∆∗ is isomorphic to C2 in case (a), to Sym(3) in
case (b), and to the identity group in case (c).
We prove Theorem 3.1 at the end of this section, after a number of preparatory lemmas.
Lemma 3.2. Let Q ∼= Q8 be a subgroup of a division ring. Set Q = 〈i, j 〉, a = 1 + i,
b = −(1 + i)(1 + j)/2, and Q+ = 〈a, b,Q〉. Then:
(a) ζ1(Q+) = 〈−1,2〉, and Q+/ζ1(Q+) ∼= Sym(4);
(b) If i′ ∈ {±i,±j,±ij}, then 1 + i′ ∈ Q+;
(c) 〈Q,a〉 is nilpotent of class 3;
(d) Fitt(Q+) = ζ1(Q+)Q, and Q = O2(τ (Fitt(Q+)));
(e) Every automorphism of Q is induced by conjugation by an element of Q+.
Proof. Parts (a) and (b) are by direct verification, and (c) is immediate on noting that
〈Q,a〉′ = 〈i〉.
To prove (d), use (a) and the fact that Q is normal in Q+ to obtain C2 × C2 ∼=
Qζ1(Q+)/ζ1(Q+) ⊆ Fitt(Q+)/ζ1(Q+) ⊆ Fitt(Q+/ζ1(Q+)) ∼= C2 × C2, so we have
equality throughout.
For (e), note that every automorphism σ of Q is determined by the image of the or-
dered pair (i, j) under σ , i.e., by an ordered pair of non-commuting elements from the set
{±i,±j,±ij}. It is a routine (and lengthy) exercise to verify that every ordered pair can be
obtained from (i, j) by conjugation by an element of Q+. 
Recall the following well-known facts. In the circumstances of Theorem 3.1, Corol-
lary 2.3 implies that ∆[N ] is a crossed product of ∆[ζ1(N)] by N¯ = N/ζ1(N). Also,
(x, y) → [x, y] is a non-degenerate alternating form on N¯ × N¯ . Together, these imply that
N is centre-by-finite, N ′ is a finite, central, cyclic subgroup of N , and N¯ = N/ζ1(N) has
exponent |N ′|.
Lemma 3.3. Let the notation be as in Theorem 3.1, and assume that N contains a normal
subgroup Q ∼= Q8. Then:
(a) Q = O2(τ (N));
(b) N = QCN(Q);
(c) Q+ normalizes N .
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Q8-subgroup (e.g., [4] or [7, 2.5.9]) so Q = O2(τ (N)).
(b) Let x ∈ N . Then x induces an automorphism σ on Q. If σ were not an inner au-
tomorphism of Q, then, after multiplication by a suitable element of Q, we could assume
that σ is induced by one of a, b ∈ Q+. If x acts like a, then 〈Q,x〉 has nilpotency class 3
by Lemma 3.2(c), while if x acts like b, then 〈Q,x〉 has SL(2,3) as a homomorphic image.
Neither case is possible as 〈Q,x〉 ⊆ N is nilpotent of class 2.
(c) is an immediate consequence of QQ+, part (b), and CN(Q) = CN(Q+). 
We turn to the analysis of an individual element of P = ND∗(N) in Theorem 3.1. If
u ∈ P , then f (n) = [u,n] = u−1n−1un defines a function f = fu :N → N , which plainly
satisfies
f (n1n2) = f (n2)f (n1)n2 = f (n2)f (n1)
[
f (n1), n2
] (1)
for all n1, n2 ∈ N . Let
K = Ku =
⋃
n∈N
Af (n),
where A = ζ1(N). Formula (1) shows that f (n1n2) ∈ f (n2)f (n1)A = f (n1)f (n2)A,
since N ′ ⊆ ζ1(N) = A. As f (1) = 1 = f (n−1)f (n)[f (n),n−1], we also have f (n)−1 ∈
Af (n−1), so K is in fact a subgroup of N , which is normal because K ⊇ A ⊇ N ′.
Lemma 3.4. Let u ∈ P .
(a) For every v ∈ Nu ⊆ P , we have Kv = Ku.
(b) The coset ∆∗Nu in P contains an element v =∑y∈Y y, where Y is a subset of a
transversal of A in Ku.
Proof. (a) If x ∈ N , then we have fux(n) = [ux,n] = [u,n]x[x,n] = fu(n)x[x,n] =
fu(n)[fu(n), x][x,n] ∈ fu(n)N ′ ⊆ fu(n)A. Part (a) follows.
(b) Recall that ∆[N ] is a crossed product of ∆[ζ1(N)] by N¯ = N/ζ1(N), by Corol-
lary 2.3. Let X be a transversal of A in N , write K = Ku, and let u =∑x∈X xδx, where
δx ∈ ∆[A]. We begin by showing that, for y, z ∈ X
y ∈ Kz ⇒ δy ∈ Aδz. (2)
Indeed, un = uf (n) is just ∑x∈X xnδx =
∑
x∈X xf (n)δx , so
∑
x∈X x[x,n]δx =
∑
x∈X ×
xf (n)δx . That is, z[z,n]δz = yf (n)δy whenever z ∈ yf (n)A. But z ∈ yf (n)A if and only
if y−1z ∈ Af (n) for some n ∈ N , if and only if y−1z ∈ K . When this happens, we have
yf (n) = za for some a ∈ A, whence z[z,n]δz = zaδy , so δy = a−1[z,n]δz ∈ Aδz, so (2) is
established.
Let Z ⊆ X be a transversal of K in N . Then there exist ay ∈ A such that u =∑
xδx =∑ ∑ yayδz. For any z ∈ Z, let Yz = {yay : y ∈ X ∩ Kz}, and setx∈X z∈Z y∈Kz
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∑
z∈Z uzδz, and the equation un = uf (n) becomes
∑
z∈Z unzδz =∑
z∈Z uzf (n)δz for all n ∈ N . Now unz =
∑
y∈Yz y[y,n]δy has support contained in
YzA ⊆ Kz, and uzf (n) = ∑y∈Yz yf (n)δy has support contained in YzK = Kz. The
crossed product property of ∆[N ] (see 2.3) implies that unzδz = uzf (n)δz for all z ∈ Z.
Thus, for all n ∈ N , we have
unz = uzf (n) whenever δz = 0.
This is equivalent to nuz = nf (n) for all n ∈ N , so uz ∈ P whenever δz = 0. If x, z ∈ Z are
such that δz = 0 = δx , then nuz = nf (n) = nux for all n ∈ N , so uzu−1x ∈ CD(N) = ∆[A]
(by Corollary 2.3 again). In particular, uz ∈ ∆[A]ux , so the support of uz is contained
in Kx, whence z = x.
In other words, we have shown that in the expression u =∑z∈Z uzδz, exactly one
δz = 0, so the support of u is contained in the coset Kz. By part (a), the element v = uz−1
also determines the same subgroup K , and clearly has support contained in K . Part (b)
follows. 
Lemma 3.5. Let the notation be as in Lemma 3.4. Then N contains a finite normal sub-
group Lv such that Lv ∩ A = N ′, Kv = LvA, and v =∑y∈Y y for some transversal Y of
N ′ in Lv .
Proof. Let Y be the subset of the transversal of A in K which is constructed in part (b) of
Lemma 3.4, with the property that v =∑y∈Y y. Equation vn = vf (n) is simply
∑
y∈Y
yn =
∑
y∈Y
yf (n).
On each side of the above equation, the summands range over a subset of the finitely many
distinct cosets of A in K . Therefore, we must have
Yn = Yf (n) (3)
for all n ∈ N . Moreover, yn = y[y,n] ∈ yN ′, so
Yn ⊆ YN ′ (4)
for all n ∈ N . For any n ∈ N , it follows from (3) that 1 = 1n ∈ Yf (n), so f (n) ∈ Y−1
for all n ∈ N , whence f (N) ⊆ Y−1. But then K =⋃n∈N Af (n) =
⋃
y∈Y Ay−1, so in fact
f (N) = Y−1.
If y ∈ Y , then y = f (n)−1 for some n ∈ N , and so Yy−1 = Yf (n) = Yn ⊆ YN ′ by
inclusion (4). It follows that L = YN ′ is a subgroup of N . It is clear that L is finite,
L ∩ A = (Y ∩ A)N ′ = N ′, and K = YA = LA (proving that Y is a full transversal of A
in K). Set Lv = L. 
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tually exclusive) possibilities:
(a) Lv = N ′, so v = 1;
(b) |Lv/N ′| = 2, and v = 1 + y where 〈y〉 is a non-central normal subgroup of N of
order 4. In particular, y2 = −1, charD = 2, and |N ′| is not divisible by 4;
(c) charD = 0 and L ∼= Q8 is quaternion of order 8. In this case, v ∈ Q+.
Proof. L = Lv is a finite nilpotent subgroup of class  2 of the division ring ∆[N ], so it
is either cyclic, or of the form Q8 ×C, where C is cyclic of odd order (see [7, 2.1.4]). We
continue to write N¯ = N/ζ1(N) = N/A.
Consider first the case where L is cyclic, and let m = |L¯| = |K¯|. Set g =∏y∈Y y. If
n ∈ N , then by (3) we have, for every y ∈ Y , that yn = y′f (n) for some y′ ∈ Y . Multiplying
these equations together for all y ∈ Y (recall that K is abelian, so the order of multiplication
is immaterial) we find that gn = gf (n)m, so
f (n)m = [g,n] (5)
for all n ∈ N . Now we have f (n) ∈ K , the group K/A has order m, and N¯ = N/A has ex-
ponent N ′. In particular, m divides the order of the cyclic group N ′, so the unique subgroup
of order m in L is central.
Next, K¯ is abelian, so g¯ =∏k∈K¯ k is simply the product of all the elements of order 2
in K¯ . Therefore, if m is odd, then g¯ = 1, so g ∈ A is central. Formula (5) implies that
f (n)m = 1, and so f (n) ∈ N ′ ⊆ A for all n ∈ N as we have already observed. But K =⋃
Af (n), so in fact K = A and L = N ′. This yields case (a).
If m is even, then g¯2 = 1, so f (n)2m = 1 by (5). This means that f (n)2 has order m,
and so belongs to N ′. In other words, K¯ has exponent 2. Being cyclic, it has order 2; that
is, m = 2. Therefore, f (n)4 = 1. In particular, |N ′| is not divisible by 4, else every f (n)
would be in N ′. Some y = f (n0) must have order exactly 4, and then y2 = f (n0)2 =
[g,n0] = −1. Formula (3) implies that every f (n) ∈ Y−1 = {1, y−1}, from which it is
trivial to see that yn = y or y−1 for every n ∈ N . This is case (b).
We are left with the case where L is non-cyclic, so char∆[N ] = 0, and L = Q8 × C,
where C is cyclic of odd order m, say. Note that C = O2′(L) is normal in N . Let T be
a transversal of A in AC. Suppose n ∈ N is such that f (n) ∈ C. Then, for y ∈ T , we
have yn = y′f (n) for some y′ ∈ Y , and so y′ ∈ T . If g =∏y∈T y, then gn = gf (n)m,
so we have (5) for this particular choice of g and n. But g¯ = 1 as C¯ has odd order, so
f (n)m = 1, whence f (n) ∈ N ′ as before (because m divides the order of N ′). In other
words, C has order 1, and we have case (c). That is, v = (1 + i)(1 + j) with respect to a
suitable generating set {i, j} of Q, so v ∈ Q+.
The proof of Theorem 3.1 is now immediate. Recall that the torsion subgroup τ(N) of
N is a locally finite nilpotent subgroup of ∆[N ], and has class at most 2. The classification
of such groups (e.g., [4] or [7, 2.5.9]) implies that τ(N) is either locally cyclic, or (in
characteristic zero) a direct product of Q8 and an odd-order locally cyclic group.
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of ∆∗N in P contains an element v ∈ Q+, so P ⊆ ∆∗NQ+. The reverse inclusion being
given by 3.3(c), this case is established.
In case (b) of Theorem 3.1, we have 〈y〉 = O2(τ (N)), so ∆∗N has index 2 in P , with
one coset containing the element 1 + y constructed in part (b) of Lemma 3.6.
Finally, part (c) of Theorem 3.1 is trivial. 
Applying Theorem 3.1 with N = Q ∼= Q8 we obtain the following special case.
Corollary 3.7. If Q ∼= Q8 and ∆[Q] is a central division k-algebra, where the division
subalgebra ∆ centralizes Q, then N∆[Q]∗(Q) = ∆∗Q+.
4. Metabelian groups
Theorem 4.1. Let D be a central division k-algebra, M a metabelian subgroup of D∗, and
∆ = CD(M). Assume that D = ∆[M]. Set N = CM(M ′). Then one of the following holds.
(a) If the torsion subgroup τ(N) of N is abelian and has a non-central cyclic subgroup
〈y〉 of order 4, then N∆[M]∗(M) = ∆∗〈M,v〉, where v = 1 + y. Moreover, the group
〈M,v〉 is metabelian.
(b) If τ(N) contains Q ∼= Q8, and if M = QCM(Q), then N∆[M]∗(M) = ∆∗MQ+, where
the group Q+ is defined in Section 3.
(c) If τ(N) contains Q ∼= Q8, and if M = QCM(Q), then N∆[M]∗(M) = ∆∗〈M,v〉, where
v = 1 + i for some generator i of Q such that i2 = −1. Moreover, the group 〈M,v〉 is
metabelian.
(d) In all other cases, N∆[M]∗(M) = ∆∗M .
In particular, |ND∗(M) :∆∗M| is 1,2, or 6.
The proof of Theorem 4.1 requires the following lemma.
Lemma 4.2. Let the notation be as in Theorem 4.1. Then N∆[M]∗(M) = MN∆[N ]∗(M).
Proof. Clearly k = Z(∆). Let A = W(M) = CM(CM(M ′)), F = Z(∆[A]) = k[A], S =
∆[N ], and let X be a transversal of N in M . Consider an element u ∈ ND∗(F ), and write
u =∑x∈X xσx with the σx ∈ S∗. For every f ∈ F there exists fu ∈ F such that f u = ufu.
As F is central in S, this yields
∑
xσxfu =∑f xσx =∑xf xσx , whence f xσx = σxfu
as D is a crossed product over S by Corollary 2.3. That is, (f x − fu)σx = 0 for all x in the
support of u. If σx = 0 = σy , then f x = fu = f y for all f ∈ F , so xy−1 ∈ CR(F) ∩ M =
CM(F) = CM(A) = N , whence x = y. Thus, ND∗(F ) =⋃x∈X xS∗ = MS∗.
If g ∈ N∆[M]∗(M), then g normalizes A and so F , whence g = ms ∈ MS∗, so s ∈
NS∗(M), as required.
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NS∗(M), and clearly NS∗(M) ⊆ NS∗(N) = P , say. The structure of the P is given by
Theorem 3.1, and the proof of Theorem 4.1 follows the various cases of Theorem 3.1.
Assume first that we are in case (a) of Theorem 3.1. Then, in the notation of that result,
we have a non-central element y ∈ N of order 4 such that 〈y〉M . As ym = y±1 for all
m ∈ M , and N contains elements that invert y, we have M = NCM(y). As v = 1 + y
normalizes N , we also have Mv = NvCM(y) = NCM(y) = M . In this case, therefore,
N∆[M]∗(M) = MNS∗(M) = M∆∗〈N,v〉 = ∆∗〈M,v〉, and Theorem 4.1(a) is established.
Next, suppose that we are in case (b) of Theorem 3.1, so τ(N) contains Q ∼= Q8. This
implies that ∆∗M ⊆ N∆[M]∗(M) = MNS∗(M) ⊆ MNS∗(N) = M∆∗NQ+ = ∆∗MQ+,
so N∆[M]∗(M) = ∆∗M(N∆[M]∗(M) ∩ Q+). By Corollary 3.7, [M : QCM(Q)] = 1 or 2.
If M = NCM(Q), then for all u ∈ Q+ we have Mu = QuCM(Q)u = QCM(Q) = M as
the elements of CM(Q) centralize ∆[Q] ⊇ Q+, so we have case (b) of Theorem 4.1. On
the other hand, if [M : NCM(Q)] = 2, then we can write M = QCM(Q) ∪ QCM(Q)m0,
where m0 acts on Q as an element v ∈ Q+ which has order 2 modulo Q. Write v =
1 + i for some generator i of Q. The above expression for M shows that im = i±1 for all
m ∈ M , so v normalizes M by the usual argument. If we can show that N∆[M]∗(M)∩Q+ =
〈Q,v〉, then we have Theorem 4.1(c). To this end, take any u ∈ N∆[M]∗(M) ∩ Q+. As
m0 ∈ uCR(Q), we have [u,v] = [u,m0] ∈ M ∩Q+ because M normalizes Q and so Q+.
Now M∩Q+ ⊆ M∩∆[N ] = N because ∆[M] is a crossed product over ∆[N ]. Therefore,
[u,v] ∈ Q+∩N = Q, i.e., u centralizes v in Q+/Q ∼= Sym(3). Hence u ∈ 〈Q,v〉. We have
now shown that N∆[M]∗(M)∩Q+ ⊆ 〈Q,v〉, as required.
Finally, in case (c) of Theorem 3.1, we have P = ∆∗N and so N∆[M]∗(M) =
MNS∗(M) ⊆ M∆∗N , so we have Theorem 4.1(d).
The final statement is immediate from parts (a)–(d). 
5. Soluble-by-finite groups
In this section (and the next) we analyze the structure of a subgroup G ∈ SF of a
central division k-algebra D. Our main results are that such a G contains an abelian normal
subgroup of index dividing 60 deg(D)2, and that OutD(G) is also soluble-by-finite. We
also derive some consequences from these facts. The following is the main result on the
structure of G itself.
Theorem 5.1. Let D be a central division k-algebra of degree m. Then:
(a) every soluble-by-finite subgroup of D∗ is contained in a maximal soluble-by-finite
subgroup of D∗;
(b) if G is a soluble-by-finite subgroup of D∗, then G contains an abelian normal sub-
group of index dividing cmt , where c = 1,6,12, or 30, and t is a proper divisor of m.
If charD > 0, or if m is odd, or if G is torsion-free, then c = 1.
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group is proved in Lemma 5.8. Part (a) follows from this by an elementary application of
Zorn’s lemma.
Part (b) is a consequence of part (a) and Theorem 6.1(d) proved in the next section. The
proof of that result indicates that the case c > 1 can only arise if a Q8-subgroup is present,
which cannot happen in the cases listed at the end of (b). 
The next two corollaries are not difficult to prove directly. For a proof of the second in
the case k = R see [9], or [8, p. 175].
Corollary 5.2 (Tignol, Mahdavi-Hezavehi [10]). Let D be a central division algebra of
prime degree p, and assume that D∗ has a non-abelian subgroup G ∈ SF . Then G has an
abelian normal subgroup A of index p, and D = k[G] is a crossed product of the maximal
subfield k[A] by G/A.
Proof. The case p = 2 is covered by the next corollary, so we may assume that p is odd.
Clearly D = k[G], and by Theorem 5.1(a) we may assume that G is maximal soluble-by-
finite. Then Theorem 5.1(b) implies that |G : A| = p and A = CG(A), as the alternative is
A being central in G, which makes G commutative as well. The crossed product statement
follows from Corollary 2.3 as G is metabelian. 
Corollary 5.3. Let D be a quaternion division algebra with centre k, and let G be a
maximal non-abelian soluble-by-finite subgroup of D∗. Then one of the following holds:
(a) G = k∗S, where S ∼= SL(2,5);
(b) G contains a normal subgroup Q ∼= Q8, and G = k∗Q+;
(c) G has an abelian normal subgroup A of index 2 such that A is the multiplicative group
of a maximal subfield of D.
Proof. Identical to the proof of Corollary 5.2, except for the additional cases arising from
Theorem 6.1(c). 
The following question is left unanswered by Corollaries 5.2 and 5.3. Let p be a prime,
let D be a central division k-algebra of index and characteristic p, and let F be a maximal
subfield of D which is inseparable over k. Is F ∗ a maximal soluble-by-finite subgroup
of D∗?
Corollary 5.4. Let D be a non-commutative division algebra. Then there exists a proper
subvariety X of D⊕D such that two elements a, b ∈ D∗ generate a soluble-by-finite group
if and only if (a, b) ∈ X.
Proof. By Theorem 5.1(b), there exists an integer n such that 〈a, b〉 ⊆ D∗ is soluble-by-
finite if, and only if, 〈a, b〉 has an abelian normal subgroup of index dividing n.
Let F = 〈u,v〉 be a free group of rank 2, and let T1, . . . , Tr be all the distinct normal
subgroups of F of index dividing n. Each of the groups F/T ′ is polycyclic-by-finite andi
268 M. Shirvani / Journal of Algebra 294 (2005) 255–277so finitely related, by a set Vi ⊂ F , say. Thus, 〈a, b〉 ∈ SF if and only if a and b satisfy all
the relators in one of the sets V1, . . . , Vr .
Let x and y be independent generic elements over D: Let k = Z(D), let d1, . . . , dm be
a k-basis of D, and form the tensor product
D1 = D ⊗k k(t1, . . . , tm, z1, . . . , zm)
for algebraically independent commuting indeterminates t1, . . . , zm. Set x =∑mi=1 tidi ∈
D1 and y =∑mi=1 zidi ∈ D1. It is well known that x−1 =
∑m
i=1 φidi , where the φi are
rational functions in t1, . . . , tm with denominator a power of the reduced norm polynomial
[6, Section 1.6]. Therefore, if f = f (u, v) ∈ F is any non-trivial word, then f (x, y) ∈ D1
can be written in the form
∑m
i=1 ϕidi , where the ϕi are rational functions in the variables
t1, . . . , zm. In particular, if a and b satisfy the relation f (a, b) = 1, then the coordinates of
a and b satisfy the polynomial equations obtained by setting f (x, y) equal to 1.
Applying this argument to each of the words in the set Vi , we find that a, b satisfy all
the words in Vi if and only if the coordinates of a and b satisfy all the equations obtained
from the words f ∈ Vi in the above manner. The required X is the union of all the varieties
defined by the equations arising from V1, . . . , Vr . The fact that X is independent of the
basis {d1, . . . , dm} of D/k is a consequence of the fact that the condition 〈a, b〉 ∈ SF is
independent of the chosen basis of D. 
We turn to the proof of Theorem 5.1, and begin with four preliminary lemmas. Write
s(G) for the unique maximal soluble normal subgroup of the group G ∈ SF .
Lemma 5.5. Let G ∈ SF be a subgroup of a central division k-algebra k[G]. If G does
not contain a normal subgroup isomorphic to SL(2,5), and if A = s(G) is abelian, then
F = k[A] is a maximal subfield of k[G], and k[G] is a crossed product of F by G/A. In
particular, A = CG(A) and |G :A| = m.
Proof. Let H = CG(A). Then G/H ∼= Gal(F/k), so |k[G] : k[H ]| = |G :H |, k[H ] =
Ck[G](F ), and F = Z(k[H ]) (all by Lemma 2.4). Write X0 = XF ∗ for any X ⊆ G. Then
s(G0) ⊇ F ∗, so s(G0) = s(G0)∩GF ∗ = F ∗(s(G0)∩G) ⊆ F ∗s(G) = F ∗A = F ∗, whence
s(G0) = F ∗. Similarly, CG0(F ) = F ∗(CG0(F ) ∩ G) = H0. Clearly, k[G0] = k[G] and
k[H0] = k[H ]. Therefore, F ∗ ⊆ ζ1(H0) ⊆ s(G0) = F ∗, so ζ1(H0) = F ∗. In particular,
H0 is centre-by-finite, so H ′ = H ′0 is finite. Now the group H does not contain a normal
SL(2,5) subgroup (because G does not) so H ′ is soluble (by the classification of finite sub-
groups of division rings [1], or see [7, 2.1.2]). That is, H0 is soluble, so H0 ⊆ s(G0) = F ∗,
whence H ⊆ H0 = F ∗. In particular, A ⊆ H ⊆ s(G) = A. We have now shown that
A = H = CG(A), so Ck[G](F ) = k[H ] = k[A] = F . In other words, F is a maximal sub-
field of k[G], and the group of automorphisms of F induced by G is G/H = G/A. 
Lemma 5.6. Let D = k[S] be a central division k-algebra, where S ∼= SL(2,5). Then
ND∗(S) = k∗S.
Proof. Let F = Z(Q[S]) ⊆ k, so D = k ⊗F Q[S], and by 2.7 we may assume that
k = F ∼= Q(√5) and D = Q[S] to begin with. The proof of [7, 2.1.11], shows the fol-
M. Shirvani / Journal of Algebra 294 (2005) 255–277 269lowing: if y ∈ S has order 5, then y1 = 1 + 2(y + y4) satisfies y21 = 5 and generates k
over Q. Now ND∗(S)/k∗ is a subgroup of Aut(S) ∼= Sym(5) and contains the group of
inner automorphisms of S, which is isomorphic to Alt(5). Suppose ND∗(S)/k∗ ∼= Sym(5).
Then, given any y ∈ S, of order 5, the group ND∗(S) contains u such that yu = y2. But
then yu1 = −y1, which contradicts the fact that y1 is central in D. 
Lemma 5.7. Let D = k[G] be a central simple k-algebra, where G is a maximal soluble-
by-finite subgroup of D∗.
(a) If Q ∼= Q8 is normal in G, then G = QCG(Q) and D ∼= k[Q] ⊗k k[CG(Q)].
(b) If S ∼= SL(2,5) is a normal subgroup of G, then G contains a subgroup L, of index 15
in G, such that G = SL, k[G] = k[L] and L has a normal Q8-subgroup. In particular,
k[G] = k[Q] ⊗k k[CG(S)]. Note that CG(S) is a maximal soluble-by-finite subgroup
of k[CG(S)] and does not contain a subgroup isomorphic to Q8.
Proof. (a) We have D = k[Q] ⊗ k[G2] in the notation of 2.6. As G is maximal, G2 ⊆ G,
and by construction G2 centralizes Q. Therefore, G2 = CG(Q). The final statement of (a)
follows immediately.
(b) Let F = Z(k[S]), so [F : k] 2. There are two cases to be considered.
Suppose first that F = k. Then k[G] = k[G1]⊗k k[G2] as in 2.6. Then the maximality of
G ⊆ G1G2 implies that G = G1G2. Next, G2 = CG(S) as in part (a), and S G1 ⊆ k[S],
so G1 = k∗S by Lemma 5.6. Putting everything together, we have G = SCG(S). Let
Q be a Sylow 2-subgroup of S, and set L = QCG(S). Then k[L] = k[Q][CG(S)] =
F [Q][CG(S)]. In the course of classifying Amitsur groups (e.g., [7, 2.1.11]) one shows
that k[S] = F [Q], so k[L] = k[S][CG(S)] = k[G]. The other statements are a trivial con-
sequence of this.
We are left with the case where [F : k] = 2. Let H = CG(F). Then as in the previ-
ous paragraph, H = SCG(S). (Note that the subgroups Hi produced by Theorem 2.6 are
normalized by G, and are therefore contained in G because G is maximal. This is all
that is required for the proof given in the previous paragraph to go through in this case
as well.) Note that H has index 2 in G, and G¯ = G/CG(S) ∼= Sym(5). Let Q be a Q8-
subgroup of S, and let L ⊇ CG(S) be such that L¯ is a Sylow 2-subgroup of G¯ containing Q¯.
Then S¯L¯ = G¯, so G = SL and QCG(S) ⊆ L. As G is maximal, F ∗ ⊆ CG(S) ⊆ L. Then
k[S] = F [Q] ⊆ k[L], so k[G] = k[SL] = k[S][L] = k[L]. Plainly Q L, and the rest of
the statements follow trivially. 
Lemma 5.8. There exists a function f : N → N with the following property. Let D be
a central division algebra of degree m, and let G ∈ SF be a subgroup of D∗. Then G
contains an abelian normal subgroup of index at most f (m).
Proof. This is proved by induction on deg(D), the case m = 1 being trivial. We may
assume that G is non-abelian. Suppose first that G contains a non-central normal subgroup
N such that k[N ] = k[G], and let F = Z(k[N ]). If F = k, then k[G] = k[G1] ⊗k k[G2] as
in 2.6, where N ⊆ G1. By induction, both G1 and G2 have abelian normal subgroups of
index bounded by deg(k[Gi]), and hence so does G ⊆ G1G2. On the other hand, suppose
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an abelian normal subgroup of index bounded by a function of deg(k[H ]), whence G does
as well.
We are left with the case where k[N ] = k[G] for every non-central normal subgroup N
of G. The precise structure of such groups is given by Lemma 6.3, but a short argument
will suffice at this point. If G has a normal subgroup S ∼= SL(2,5), then k[G] = k[S] by
assumption, and SG ⊆ k∗S by 5.6, so G has an abelian normal subgroup of index 60. We
may therefore assume that G does not contain a normal subgroup isomorphic to SL(2,5).
If s(G) were abelian, then being characteristic in G, it would have to be central, whence
s(G) = CG(s(G)) = G by 5.5, which is not true. Therefore, s(G) has derived length d  2.
Then D = k[G] = k[M], where M = s(G)(d−2) is metabelian, and of course M  G ⊆
Nk[M]∗(M). Let A = CM(CM(M ′)). By 4.1, the index |Nk[M]∗(M) : k∗M| divides 6m, and
by 2.3 the index |M :A| divides m2. Hence A is an abelian normal subgroup of G of
bounded index. This completes the proof. 
In characteristic zero, the above result can also be proved using basic facts about linear
groups [11]. Regard G as a linear group of degree m over some maximal subfield E of D.
Then s(G) is Zariski closed in G, so G/s(G) is linear over E of degree a function of m. By
Jordan’s theorem, G/s(G) contains an abelian normal subgroup B/s(G) of index bounded
by a function of m. The definition of s(G) implies that B = s(G). The proof is concluded by
using Suprunenko’s theorem that s(G) has an abelian normal subgroup of index bounded
by a function of m. The failure of Jordan’s theorem in positive characteristic, however,
necessitates the different argument given above.
We conclude this section with some results about the structure of the normalizer of a
soluble-by-finite subgroup of D∗.
Lemma 5.9. Let D = ∆[G] be a central division k-algebra be generated by a group G ∈
SF and a division subalgebra ∆ such that k ⊆ ∆ ⊆ CD(G). If A = s(G) is abelian, then
ND∗(G) = ∆∗GNk[A]∗(G).
Proof. By 2.7, we may replace ∆ by k. Let F = k[A]. Note that A = CG(F) by 5.5, so
Nk[G]∗(G) ⊆ Nk[G]∗(F ) = Gk[A]∗(A) = GF ∗ by 2.9. The result follows. 
In the notation of the above lemma, if B = NF ∗(G), then f ∈ B implies that for all
g ∈ G we have [f,g] ∈ G ∩ F = A, as k[G] is a crossed product over F = k[A]. That is,
[B,G] ⊆ A ⊆ B , so BG is also soluble-by-finite. Simple examples show that, in general,
B can be strictly larger than k∗A.
Theorem 5.10. Let D be a division k-algebra, and let G ∈ SF be a subgroup of D∗. Then
OutD(G) = ND∗(G)/GCD∗(G) is soluble-by-finite.
Proof. By Lemma 2.10, the index |OutD(G) : Outk[G](G)| divides deg(D), so we may
assume that D = k[G]. Then Outk[G](G) = Nk[G]∗(G)/k∗G, so it is sufficient to prove
that Nk[G]∗(G) ∈ SF . Proceed by induction on deg(D), the case deg(D) = 1 being trivial.
Let P be a non-central characteristic subgroup of G such that k[P ] = k[G], and let F =
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have ND∗(G) ⊆ Nk[G]∗(G1)∩Nk[G]∗(G2) = Nk[G1]∗(G1)Nk[G2]∗(G2). The algebras k[Gi]
have degree < deg(D), so the result follows by induction in this case. On the other hand,
suppose that F > k, and let H = CG(F). Then by 2.9 we have Nk[G]∗(G) ⊆ Nk[G]∗(H) =
GNk[H ]∗(H), and the result again follows by induction as deg(k[H ]) < deg(D).
We are left with the case where k[P ] = k[G] for every non-central characteristic sub-
group P of G. The case where s(G) is abelian is covered by 5.9, so we may assume
that s(G) has derived length d  2. Let M = s(G)(d−2). Then D = k[G] = k[M], and
ND∗(G) ⊆ ND∗(M). By 4.1, the latter group has index dividing 6 over k∗M . The proof is
complete. 
6. Maximal soluble-by-finite groups
In this section we investigate the detailed structure of maximal soluble-by-finite sub-
groups of division algebras, and obtain a proof of the bound in Theorem 5.1(b).
A basic tool in this section is the subgroup µ(G) introduced in [13]. By definition,
µ(G) =⋂N , where the intersection is taken over all N G such that k[G] is a crossed
product of k[N ] by G/N . The main theorem of this section is the following.
Theorem 6.1. Let D = k[G] be a central division k-algebra, where G is a maximal
soluble-by-finite subgroup of D∗. Let m = deg(D).
(a) A = ζ1(µ(G)) is the unique maximal abelian normal subgroup of G.
(b) k[G] is the crossed product of a maximal subfield F by G/G ∩ F if and only if µ(G)
is an abelian self-centralizing subgroup of G, and then F = k[µ(G)].
(c) µ(G) = AX, where X ∼= 1,SL(2,3),Q+, or SL(2,5).
(d) |G :A| = cmt , where c = 1,6,12, or 30 (depending on the X in part (c), in the given
order), and where t is a proper divisor of m.
(e) (CG(A)/A) ∩ ζ1(G/A) = 1. In particular, if G/A is nilpotent, then A = µ(G) =
CG(A), and k[G] is a crossed product of the maximal subfield k[A] by G/A.
(f) A = CG(CG(A)) = ζ1(CG(A)).
Note that the part (d) of the above result proves Theorem 5.1(b). We need some prelim-
inary results before we can prove 6.1.
Lemma 6.2. Let k[X] be a central simple k-algebra, where X is a group. Then:
(a) k[X] is a crossed product of k[µ(X)] by X/µ(X). In particular, X/µ(X) divides
deg(k[X])2;
(b) If Y  X is such that k[X] is a free right (or left) k[Y ]-module of rank |X :Y |, then
µ(X) ⊆ Y ;
(c) µ(µ(X)) = µ(X).
272 M. Shirvani / Journal of Algebra 294 (2005) 255–277Proof. The proof of (a) is given in [13]. As for (b), if T is a right transversal of Y in X, then
we have k[X] =⊕t∈T x k[Yx]t for every x ∈ X. A careful reading of the proof of Point 1
[13, p. 213] shows that k[X] is then a crossed product over k[N ], where N =⋂x∈X Yx . In
particular, µ(X) ⊆ N ⊆ Y .
Finally, (c) is a consequence of (a) and (b), on taking Y = µ(µ(X)). 
Lemma 6.3. Let D = k[X] be a non-commutative central division k-algebra, where
X ⊃ k∗ and X is an abelian-by-finite subgroup of D∗. Assume that k[N ] = k[X] for every
non-central normal subgroup N of X. Then X = k∗Y , where Y is isomorphic to one of the
groups SL(2,3), Q+, or SL(2,5).
Proof. Let A be an abelian normal subgroup of finite index in X. As k[A] = k[X], the
group A is central in X, so X is centre-by-finite. Therefore, X′ is finite. Suppose X′ were
abelian. Then X′ is central in X, so X is nilpotent of class 2. But then k[X] is a crossed
product over a proper non-central normal subgroup (by 2.3, for example) which is impos-
sible.
Thus, X′ is non-abelian and so non-central. Therefore, k[X] = k[X′], and X′ is a non-
abelian Amitsur group in which every characteristic abelian subgroup is central. A quick
check of the list of Amitsur groups [7, 2.1.4], reveals that the only possibilities for X′ are
SL(2,5), the binary octahedral group 〈2,3,4〉, Q8 × M , or SL(2,3) × M , where M is a
suitable odd-order cyclic group.
The last three groups have Q = O2(X′) ∼= Q8, so by Theorem 3.1(b) we have k∗Q ⊆
X ⊆ k∗Q+, whence X = k∗Y where Y = X ∩ Q+. We cannot have |X : k∗Q|  2, as
this would make X metabelian, a possibility which is ruled out by the first paragraph. The
remaining values |X : k∗Q| = 3 (respectively 6) yield Y ∼= SL(2,3) (respectively Y ∼= Q+).
We are left with the case X′ ∼= SL(2,5). In this case X′ ⊆ X ⊆ k∗X′ by 5.6, and the
result follows. 
Corollary 6.4. Let D = k[X] be a non-commutative central division k-algebra, where
X ⊃ k∗ and X is an abelian-by-finite subgroup of D∗. Assume that k[X] is not a crossed
product over k[N ] for any proper subgroup N of X. Then X = k∗Y , where Y is isomorphic
to one of the groups SL(2,3), Q+, or SL(2,5).
Proof. We reduce the problem to groups to which Lemma 6.3 can be applied. Suppose N
is a non-central normal subgroup of G such that k[N ] = k[X]. Then Z(k[N ]) = k, else
k[X] would be a proper crossed product over k[CX(Z(k[N ]))] by Lemma 2.4. Therefore,
k[X] = k[N ]⊗k k[X2] in the notation of Theorem 2.6. By induction on the degree of k[X],
we may write k[X] = k[Y1] ⊗k k[Y2] ⊗k · · · ⊗k k[Ym], where each Yi is non-commutative
and has the property that no proper normal subgroup N of Yi satisfies Z(k[N ]) = k and
k[N ] = k[Yi] (in the presence of such an N , Theorem 2.6 produces a further decomposition
of k[Yi] as a tensor product).
Let N ⊃ k∗ be a non-central normal subgroup of some Yi . Then NX, so Z(k[N ]) = k
as in the first paragraph, so we must have k[N ] = k[Yi]. This is for all such N , so by
Lemma 6.3 each Yi = k∗Zi , where Zi is isomorphic to one of SL(2,3), Q+, or SL(2,5).
However, each of these groups generates the quaternion algebra (−1,−1 ), of which we cank
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only be one Zi , so X = Yi , as required. 
Corollary 6.5. Let X be abelian-by-finite, and let k[X] be a central division k-algebra. Let
E = Z(k[µ(X)]). Then exactly one of the following holds:
(a) µ(X) is abelian, so E = k[µ(X)];
(b) Q = O2(µ(X)′) ∼= Q8, and k[µ(X)] = E[Q];
(c) E∗µ(X) = E∗SL(2,5) ∼= (−1,−1E ).
Proof. This follows directly from Corollary 6.4, applied to E∗µ(G). 
Proof of Theorem 6.1. (a) Let B be a maximal abelian normal subgroup of G. Then
B ⊆ µ(G). For, E = k[B] is a subfield normalized by G. The maximality of G implies that
E∗ ⊆ G because E∗G is soluble-by-finite, so B = E∗. Let C be a subgroup of finite index
in B . Then C  k[C]∗  E∗ = B . As B/C is finite, we have |E∗/k[C]∗| < ∞ as well.
But these are the multiplicative groups of infinite fields, so k[C] = E = k[B]. In particu-
lar, k[B] cannot be a crossed product over k[C] for any proper subgroup C, so B ⊆ µ(G)
(since k[B] is trivially a crossed product over k[B ∩ µ(G)]). Let K = Z(k[µ(G)]). Then
K∗ is an abelian normal subgroup of G, so K∗ ⊆ µ(G), whence K∗ = ζ1(µ(G)) = A.
Again let B be a maximal abelian normal subgroup of G. Then k[B] is a subfield normal-
ized by G, so by Lemma 2.4 we have µ(G) ⊂ CG(k[B]) = CG(B). As B ⊆ µ(G), we find
that B ⊆ A, so B = A by the maximality of B . Finally, any abelian normal subgroup of G
is contained in a maximal such, and so in A. This completes the proof of part (a).
In part (b), if µ(G) is abelian, then it is the unique maximal abelian normal subgroup
of G by (a), and k[G] is a crossed product over the field F = k[µ(G)] by 6.2. If µ(G)
is also self-centralizing in G, then F is plainly a maximal subfield of k[G]. Conversely
suppose k[G] contains a subfield F , maximal in D, which is normalized by G. Then F ∗
is a normal abelian subgroup of G, so F ∗ ⊆ A by part (a). On the other hand, Lemma 2.4
implies that µ(G) ⊆ F ∗ as k[G] is a crossed product over Ck[G](F ) = F . Thus µ(G) ⊆
F ∗ ⊆ A ⊆ µ(G), and we are done.
By 5.8 the group G is abelian-by-finite, so part (c) follows from Corollary 6.4 as
k[µ(G)] is not a crossed product over any proper subgroup.
We turn to the proof of (d). By Corollary 6.5, we can write M = µ(G) = AX, where
X ∼= 1,SL(2,3),Q+, or SL(2,5), so |M :A| = 1,12,24,60, respectively. In the last three
cases, k[M] is a quaternion algebra over its centre k[A]. If |k[M] : k[A]| = s2, say, then
|M : A| = sc, where c = 1,6,12,30, respectively. Writing H = CG(A), we claim that the
following hold:
(i) |G :H | = |k[G] : k[H ]| = r .
(ii) |k[A] : k| = r .
(iii) |k[M] : k[A]| = s2.
(iv) |H :M| = |k[H ] : k[M]| = t2.
(v) rst = m.
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is the Galois group of k[A]/k by 2.4. Then m2 = |k[G] : k| = r2s2|k[H ] : k[M]|, so
|k[H ] : k[M]| = t2, say, and (iv) and (v) follow.
Returning to the proof of 6.1(d), we now have |G :A| = |G :H ||H :M||M :A| =
rt2sc = cmt . It remains to show that t is a proper divisor of m, which we do by con-
tradiction. Suppose t = m. Then r = s = 1 by (v), so G = H = CG(A) and M = A. In
other words, A = k∗ is the unique maximal abelian normal subgroup of G, and k[G] is
a crossed product of k[µ(G)] = k by G/A. If N G, then k∗ ⊆ Z(k[N ])∗ ⊆ A = k∗, so
Z(k[N ]) = k. We can now repeat the proof of 6.4 to decompose k[G] into a tensor product
of algebras k[Gi], where each Gi has the property that k[Gi] = k[N ] for all non-central
N Gi , so Gi is one of the groups in 6.3, and hence so is G (as in 6.4). But none of the
groups in 6.3 has the property that k[G] is a crossed product of k by G/G∩ k∗ is k∗. This
contradiction completes the proof of (d).
As for (e), if zA ∈ CG(A)/A ∩ ζ1(G/A), then 〈A,z〉 is an abelian normal subgroup
of G, so z ∈ A. The rest of (e) follows trivially from this.
Finally, (f) follows from A ⊆ CG(CG(A)) = ζ1(CG(A)) ⊆ CG(A) and part (a). 
Corollary 6.6. Let G be a maximal soluble-by-finite subgroup of the central division
k-algebra D = k[G], and assume that G does not contain a normal subgroup isomor-
phic to either Q8 or SL(2,5). Then µ(G) is abelian, and k[G] is a crossed product of the
subfield k[µ(G)] by G/µ(G).
Proof. We must have X = 1 in part (c) of Theorem 6.1, so µ(G) = A, as required. 
7. Crossed products results
In this section, we briefly look at the question of whether a central division k-algebra
D = k[G], where G is soluble-by-finite, is a crossed product over a maximal subfield. Our
first result is an immediate consequence of the results in the previous sections.
Corollary 7.1. Let G ∈ SF be a subgroup of the central division k-algebra D = k[G].
Then D is a crossed product over a (not necessarily maximal) subfield.
Proof. We may assume that G is maximal soluble-by-finite. If G contains a normal sub-
group N isomorphic to either Q8 or SL(2,5), then Lemma 5.7 allows us to decompose D
into a tensor product of a quaternion algebra and a division algebra k[P ], where Corol-
lary 6.6 is applicable to P . The result follows. 
In [3], the authors prove that any D = k[G] as in the previous corollary is a quasi-
crossed product in the following sense: D contains subfields k ⊆ K ⊆ L, such that L is
maximal in D, L/K is abelian Galois, and K/k is Galois. In [10], it is proved that if such
a D has prime degree, then it is a crossed product over a maximal subfield. Part (a) of the
next corollary provides a short proof of the former result, while part (b) provides additional
instances where D is a crossed product over a maximal subfield.
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Then
(a) D is a quasi-crossed product.
(b) D is a crossed product over a maximal subfield in the following cases: If the degree of
D is such that every finite group of order deg(D)2 is nilpotent, or if G metabelian, or
if G is torsion-free.
Proof. We may assume that G is maximal soluble-by-finite, and also, by 5.7, that G does
not contain either a normal Q8-subgroup or a normal SL(2,5)-subgroup.
(a) If A = µ(G) and H = CG(A), then H is centre-by-finite, so H ′ is finite. Note
that every characteristic abelian subgroup B of H ′ is central, because AB is an abelian
normal subgroup of G, so AB = A by Theorem 6.1(a). Just as in the proof of 6.3, the
group H ′ must be isomorphic to one of the following: cyclic, binary octahedral, Q8 × M ,
SL(2,3)×M , or SL(2,5), where M is a suitable cyclic group. As normal Q8- or SL(2,5)-
subgroups have been ruled out, H ′ must be cyclic, so H is nilpotent of class  2. If B is a
maximal abelian subgroup of H , then K = k[A] and L = k[B] satisfy the requirements for
being a quasi crossed product, since K/k is Galois with group G/H , and L/K is Galois
with abelian Galois group H/B .
We turn to the proof of (b). If every group of order deg(D)2 is nilpotent, then we must
have c = 1 in the notation of Theorem 6.1(d). The conclusion follows from 6.1(b) if A =
CG(A), and from 6.1(e) if A = CG(A).
If G is metabelian, then the result follows from 2.3.
Finally, consider the case where G is torsion-free. When s(G) is abelian, the conclu-
sion is given by 5.5, so we may assume that s(G) is non-abelian. Let M be a maximal
metabelian normal subgroup of G, and set F = Z(k[M]) and H = CG(F). By 2.5, we
know that F/k is Galois, with Galois group G/H . We begin by showing that H = M .
Indeed, k[H ] = ∆[M] where ∆ = CD(M), so M ⊆ H ⊆ N∆[M]∗(M). By 4.1, the latter
group is ∆∗M because M is torsion-free, so H = M(∆∗ ∩H). We claim that B = ∆∗ ∩H
is abelian. To begin with, s(B) must be central in B (one can obtain a larger normal
metabelian subgroup of G if either s(B) is non-abelian, or if s(B) is abelian but non-
central in B). Therefore, B is centre-by-finite, whence B ′ is finite and so trivial because G
is torsion-free. Hence B is abelian, and so H = MB is metabelian, whence H = M . That
is, k[G] is a crossed product over k[M], and G/M = Gal(F/k).
Let A = W(M) and C = CM(A) = CM(M ′). Then C is centre-by-finite, so C′ is fi-
nite and hence trivial. That is, C = ζ1(C) = A. Let E = k[A]. Then E/F is Galois with
Galois group M/C = M/A. In other words, the subfield E is normalized by G, and E is
maximal in D because |E : k| = |E :F ||F : k| = |M :A||G :M| = |G :A| = |k[G] : k[A]| =
|D :E|. 
We end this section with a family of examples showing that, in general, we can have
D = k[G] in such a way that G (and its subgroups) cannot yield a classical crossed product
structure for D. This is not to say that D is not a crossed product over a maximal subfield,
but merely that D does not contain a maximal subfield F which is normalized by G. In
addition, the examples include a division algebra D of degree 15, and the reason the group
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of a non-nilpotent group of order 75 (showing incidentally that the assumption involving
deg(D)2 in Corollary 7.2(b) cannot, in general, be improved to deg(D)).
In outline, the structure of G is as follows: A = µ(G) is abelian, G/A ∼= (Cn × Cn) 
C3, and CG(A) is nilpotent of class 2 but does not contain a maximal abelian subgroup
normalized by G. Let k0 be a prime field, and let n be an odd integer not dividing chark0.
Set E = k0(ζ, a, b), where ζ is a primitive nth root of unity and a and b are independent
indeterminates over k0(ζ ). Then E has an automorphism σ of order 3 defined by aσ = b,
bσ = a−1b−1, ζ σ = ζ . Let ∆ = E(x,y) be the symbol algebra of degree n defined by
xn = a, yn = b, and yx = ζxy. It is easy to see that σ extends to an automorphism of
order 3 of ∆, still denoted by σ , defined by xσ = y, yσ = x−1y−1. The only relation that
is not immediately obvious is (yσ )n = (yn)σ . This follows from the fact that [y, x] = ζ
is central, so (yσ )n = (x−1y−1)n = x−ny−n[x−1, y−1]n(n−1)/2 = a−1b−1, as n is an odd
integer.
Let D = ∆[g;σ ] be the skew polynomial ring over ∆. Then c = g3 is central in D,
and if E0 denotes the fixed field of E under σ , then k = Z(D) = E0(c). Set A = 〈E∗, c〉,
H = 〈A,x, y〉, and G = 〈H,g〉. Then ∆ = E[H ] has centre E[A], and H/E∗ ∼= Cn ×Cn,
so H is nilpotent of class 2. Also, G/A ∼= (Cn ×Cn)C3, and D = k[G], so in particular
G is abelian-by-finite. It is trivial to verify that A = µ(G) and H = CG(A).
For G to define a classical crossed product structure for D, it is necessary and sufficient
that H contain a G-stable maximal abelian subgroup B . Necessarily B ⊃ A. Looking at
the structure of G/A, this is equivalent to the existence of a Cn-subgroup of Cn×Cn which
is stable under the induced action of C3. This, however, need not be the case, for example,
if n is an odd prime ≡ 2 mod 3.
It is also easy to check that if L is any subgroup of G such that D = k[L], then µ(L) =
L ∩ A, so L/µ(L) ∼= G/A. Thus, no subgroup of G can yield a classical crossed product
structure for D, if G itself does not.
We conclude with an observation. By Galois decent, we have D = ∆0 ⊗k D1, where
D1 is a (cyclic) algebra of degree 3, and ∆0 is the fixed ring of ∆ under the action of σ .
When n = 5, for example, D can be a crossed product over a maximal subfield if and only
if D is a cyclic algebra (since the only group of order 15 is cyclic). Thus, proving that D
is a classical crossed product essentially amounts to proving that the division algebra ∆0,
of degree 5, is cyclic. This is, to say the least, non-trivial.
The above family of groups is typical of the obstruction encountered in proving that D =
k[G] is a crossed product over a maximal subfield using the group G. Indeed, a minimal
counterexample (in an appropriate sense) can be shown to have the form C(t)p  Cq for
primes p and q such that Cq acts irreducibly on C(t)p .
Acknowledgments
I express my thanks to the referee for a very careful reading of the first version of
this article, and for many helpful comments, the incorporation of which has considerably
improved the article. Also, Wehrfritz [15] has informed the author that Theorem 6.1 can
also be proved by means of the methods of [12,14].
M. Shirvani / Journal of Algebra 294 (2005) 255–277 277References
[1] S.A. Amitsur, Finite subgroups of division rings, Trans. Amer. Math. Soc. 80 (1955) 361–386.
[2] P.M. Cohn, Skew Fields: Theory of General Division Rings, Cambridge Univ. Press, New York, 1995.
[3] R. Ebrahimian, D. Kiani, M. Mahdavi-Hezavehi, Irreducible subgroups of GL(1,D) satisfying group iden-
tities, preprint, 2004.
[4] R.J. Faudree, On locally finite and solvable subgroups of sfields, Proc. Amer. Math. Soc. 22 (1969) 407–413.
[5] N. Jacobson, Basic Algebra II, Freeman, New York, 1980.
[6] N. Jacobson, Finite-Dimensional Division Algebras over Fields, Springer, Berlin, 1996.
[7] M. Shirvani, B.A.F. Wehrfritz, Skew Linear Groups, Cambridge Univ. Press, Cambridge, 1986.
[8] D.A. Suprunenko, Matrix Groups, Transl. Math. Monogr., vol. 45, Amer. Math. Soc., Providence, RI, 1976.
[9] D.A. Suprunenko, On solvable subgroups of the multiplicative group of a field, in: Amer. Math. Soc. Transl.,
Ser. 2, vol. 46, Amer. Math. Soc., Providence, RI, 1965, pp. 153–161.
[10] J.-P. Tignol, M. Mahdavi-Hezavehi, Cyclicity conditions for division algebras of prime degree, Proc. Amer.
Math. Soc. 131 (2003) 3673–3676.
[11] B.A.F. Wehrfritz, Infinite Linear Groups, Springer, Berlin, 1973.
[12] B.A.F. Wehrfritz, Some matrix groups over finite-dimensional division algebras, Proc. Edinburgh Math.
Soc. 33 (1990) 97–111.
[13] B.A.F. Wehrfritz, Crossed products, control in group algebras and absolutely irreducible groups, J. London
Math. Soc. (2) 42 (1990) 209–225.
[14] B.A.F. Wehrfritz, Crossed product criteria and skew linear groups II, Michigan Math. J. 37 (1990) 293–303.
[15] B.A.F. Wehrfritz, private communication.
[16] E.A. Zalesskiıˇ, Solvable subgroups of the multiplicative group of a simple algebra, Dokl. Akad. Nauk
BSSR 7 (1963) 80–82.
