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Abstract 
Visual working memory (VWM) is defined as the process of temporarily storing relevant 
information online for processing and manipulation while no visual information is at present. 
Like high-level regions in the brain, evidence from recent studies suggested that visual areas 
(V1-V3) might be also actively involved in remembering features such as orientation and 
spatial frequency. The work presented in this thesis extended to other visual attributes, 
including motion coherence and contrast, with more detailed psychophysical and 
neuroimaging evidences to support the role of early visual areas in human visual working 
memory. The mnemonic characteristics of those visual traits were explored from temporal 
and spatial aspects using conventional psychophysical and functional brain imaging.  
Along the temporal domain, a variety of durations were applied to examLQHREVHUYHUV¶DELOLW\
to maintain visual information in memory. Differential performance was found for motion 
coherence and visual cRQWUDVW6XEMHFWV¶SHUIRUPDQFH for remembering contrast degraded as 
time increased; yet information for motion coherence was retained almost perfectly. These 
results support the multi-channel theory that models the process occurred in early visual 
cortex when different visual features were perceived.  
,QDGGLWLRQWKHSURFHGXUHRI³PHPRU\PDVNLQJ´ZDVXVHGin studies of both visual attributes 
with different properties. Compared to the baseline performance when no additional stimulus 
was present during the delay period, the mask stimulus declined the precision of WM, 
indicating that the ongoing memorization was interrupted by the perception of a task-
irrelevant stimulus, which is mainly processed in early visual areas. Moreover, for motion 
coherence, it was found that a mask with similar characteristics along the interested dimension 
showed the most disruptive effect. This result supports the representation specificity of stimuli 
held in WM. We also displayed the mask stimulus at different time points during memory 
period, either at the beginning, in the middle or at the end of the delay interval. Our findings 
show that these time points of mask presence had similar influence.  
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Besides answering the question of whether early visual cortex was engaged in VWM, we also 
addressed the issue of how visual information is processed and held in these areas. Taking 
advantage of the patterns of random pixel noise with a range of contrasts, we revealed that the 
visual system might exploit the ³image-like´ representation to discriminate stimuli with 
different contrasts, rather than only extracting and retaining the luminance differences.  
With the advent of up-to-date imaging technology, we also used Magnetic Resonance 
Imaging (MRI) in this thesis to investigate the neural correlates of visual WM of contrast in 
human brain. In addition to the conventional fMRI analysis, we executed multivariate pattern 
analysis (MVPA) in this thesis. This analyzing method takes all the information within the 
interested regions into account instead of the average activity, allowing more precise 
understandings of the structure and neural mechanism of WM. By using MVPA, we 
confirmed our results from the psychophysical parts in the thesis, showing that distinctive 
spatial patterns were evoked in early visual areas when different contrasts were perceived as 
well as remembered.  
Along the spatial domain, the work presented in this thesis provides further evidence of 
behaviour and brain activity when stimuli were displayed in different hemifields. Our findings 
showed the extra time and information cost when information relating the contrast of a 
stimulus was transmitted across hemispheres. Moreover, we unravelled the effect of spatial 
attention on primary visual cortex while visual features at different spatial locations were 
processed and memorized.  
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Chapter 1: Introduction 
1.1 The visual cortex 
1.1.1 From eye to brain 
The first stage of processing visual stimuli happens just after light enters the eye through the 
cornea, the pupil, passes through the lens and vitreous humor and arrives at the retina. The 
photosensitive receptors on the retina then translate this visual information carried by light 
into electrical energy, triggering a rapid cascade of neural responses throughout the brain. The 
earliest report showed that neurons in visual areas in cat, including in the retina, thalamus and 
cortex, all share a common property that they only respond to a small area of the visual field, 
which is known as the receptive field (RF) of the neuron. The size of receptive fields varies 
depending on location along the visual processing hierarchy as well as which part of the 
visual field is represented. For example, the foveal representation has the smallest RF and the 
densest population of cone photoreceptors in the retina. The resulting visual field sampling 
density of ganglion cells from the cones, which are more sensitive to the details of visual 
image (Rodieck, 1973; Wassle et al., 1990), is the highest in the fovea. As one moves up the 
visual stream, the size of RF becomes progressively larger for cells ± a trend that has been 
confirmed across species, including humans and macaques (Desimone & Gross, 1979; Gattass 
et a., 1981; Harvey & Dumoulin, 2011; Amano et al., 2009).  
From each retina, most of the visual signals are projected-forward to the optic nerves, which 
include groups of fibers originating from the nasal and the temporal parts. The nasal fibres 
cross at the chiasma opticum, while the fibers from the temporal halves ultimately project to 
the ipsilateral cortex. Then information arrives at the lateral geniculate nucleus (LGN), which 
is a thalamic relay along the visual pathway from retina to the visual cortical areas (Figure 
1.1). Like neurons in the retina, LGN cells are monocular and have relatively small circularly 
shaped, concentric On- or Off- center receptive fields (Figure 1.2). The LGN on each side 
contains six major laminae, four dorsal, parvocellular layers and two ventral, magnocellular 
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laminae. It has been shown that these two types of layers receive input from two distinct 
retinal channels (Figure 1.3) (see reviews Benedek et al., 2006, Callaway, 2005). 
 
Figure 1.1: Pathway of visual system. Light enters the eye through the cornea, the pupil, 
passes through the lens and vitreous humor and arrives at the retina. From each retina, most of 
the visual signals are projected-forward to the optic nerves, which include groups of fibers 
originating from the nasal and the temporal parts. The nasal fibres cross at the chiasma 
opticum, while the fibers from the temporal halves ultimately project to the ipsilateral cortex. 
Then information arrives at the lateral geniculate nucleus (LGN), which is a thalamic relay 
along the visual pathway from retina to primary visual cortex, the first station in cortical area 




Figure 1.2: The receptive fields of cells in the retina and LGN. Cells in these two regions fall 
into two classes: on-center and off-center. The receptive fields of these neurons have a center-
surround organization due to antagonistic excitatory (+) and inhibitory (-) regions (Figure and 
legend adapted from Kandel et al., 2000). 




Figure 1.3: Organisation of the lateral geniculate nucleus. Inputs from the right hemiretina of 
each eye project to different layers of the right LGN. Layers 1 and 2 comprise the 
magnocellular layers; layers 3 through 6 comprise the parvocellular layers. All of these 
project to area 17, the primary visual cortex. (C, Contralateral input; I, ipsilateral input). 
(Figure and legend adapted from Kandel et al., 2000) 
 
After relaying in the LGN, information from one half of the visual field almost exclusively 
projects to V1, or striate cortex, (the first cortical station) in the contra-lateral hemisphere 
(Henschen, 1893). Human V1 is located in and around the calcarine sulcus on the medial 
surface of the occipital lobe, spanning the area of occipital pole, covering approximately 4700 
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mm2 cortical surface on average (Andrews et al., 1997). The average number of neurons in V1 
in each hemisphere of an adult human is estimated to be ~140 million (Leuba & Kraftsik, 
1994). These cells are distributed in six basic layers defined by Nissl-stained method in 
mammals. It has been demonstrated that the information relayed in the magno- and parvo- 
pathways of LGN projects primarily to layer 4 of V1. Some early studies have proposed that 
these two systems remain completely segregated within this layer (Wong-Riley, 1979). 
However, succeeding findings have shown the organization of cortical circuits in V1, 
indicating that the output from different groups of LGN cells are intermingled extensively 
beyond the input layers in V1 (Callaway & Katz, 1993; Yabuta & Callaway, 1998; Yoshioka 
et al., 1994). Several lines of evidence have illustrated that the two different streams, 
established in the retina and LGN, remain partially segregated but continue on with significant 
crosstalk (Fitzpatrick et al., 1994; Lund & Boothe, 1975; Wiser & Callaway, 1996). 
Neuroanatomists have found that the cells in human occipital cortex (which has a thickness of 
around 2~3 mm) (Fischl & Dale, 2000; Lüsebrink et al., 2013) are organized into a columnar 
arrangement orthogonal to the cortical surface. Moreover, these columns span ~1u1mm2 in 
monkey and ~2u2mm2 in human (Hubel & Wiesel, 1963; Blasdel & Salama, 1986a; Das & 
Gilbert, 1997; Maldonado et al., 1997; Ohki et al., 2006; Adams et al., 2007). The neurons 
from a particular cortical column have similar receptive field properties. This anatomical 
structure was found to be an important property of V1, which will be further described in the 
following paragraphs. 
After this first station in cortex, the information is fed on into other areas (termed V2, V3, V4, 
MT/V5 and so on) (see Figure 1.4). In this sense, V1 is indispensable as it plays a role of 
central distributor along the visual processing pathway, which runs from retina to extrastriate 
cortices. Therefore, some of the properties of this region are shared with other visual areas, 
one of which is their retinotopic organization. I will outline the visual retinotopic architecture 
in the next section.  




Figure 1.4: Lateral view of the human cortical hemisphere showing the representation of 
visual areas. Colours indicate different visual areas. (Figure adapted from www.cns.nyu.edu 
/~david/courses/perception/lecturenotes/motion/motion.html).  
 
1.1.1.2 Visual Retinotopy 
Details of human visual retinotopy were discovered first in clinical patients and found to be 
consistent with the marked visual cortical areas from earlier animal experiments (Felleman & 
Van Essen, 1991; Tootell et al., 2003). It was found that cortical lesions in V1 caused 
scotomas or phenomenal blindness confined to a corresponding region of the visual field. The 
property of the human visual system preserving the spatial structure and layout of the visual 
field is termed retinotopy: at the earliest stage, the receptive field centres of the retinal 
ganglion cells sample the visual field via an orderly mosaic organization which is represented 
in the lateral geniculate nucleus in a visual map. What is more important, the early visual 
cortex maintains the spatial arrangement of this image. In other words, information is a 
specific reflection of retinal geometry: adjacent points in the retina are projected to adjacent 
locations in the contra-lateral hemisphere. Since this property imitates the fixed correlation 
between the visual field and the retina, the visual field maps are also called retinotopic maps. 
However, some regions on the retina are expanded as a function of visual field eccentricity. 
For instance, the central fovea is represented over a larger area of the cortical surface. This 
amount of enlargement is usually quantified as the cortical magnification factor (CMF) (see 
Figure 1.5) (Daniel & Whitteridge, 1961).  




Figure 1.5: Retinotopic organization of the primary visual cortex. Areas in the primary visual 
cortex are devoted to specific parts of the visual field, as indicated by the corresponding 
numbers. The upper fields are mapped below the calcarine fissure, and the lower fields above 
it. The striking aspect of this map is that about half of the neural mass is devoted to 
representation of the fovea and the region just around it. (Figure and legend adapted from 
Kandel et al., 2000) 
 
Before the advent of fMRI in the field of neuroscience, PET has been used to image the 
activity in V1 of normal human subjects non-invasively. These data confirmed the visual 
maps derived from previous neurology and electrocorticography in patients undergoing 
surgery (Brindley & Lewin, 1969; Dobelle & Mladejovsky, 1974; Dobelle et al., 1979). 
However, spatial detail and maps in individuals were beyond the ability of PET, which called 
for the application of more advanced methods and technology. Back in 1991, Horton and 
Hoyt initially conducted anatomical MRI on patients with focal lesions in occipital cortex. 
Subsequent functional MRI experiments, especially using BOLD fMRI further increased the 
reliability of identifying the visual field maps. Early travelling-wave fMRI measurements 
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revealed three clearly delineated regions near the calcarine sulcus in the occipital lobe (DeYoe 
et al, 1996; Engel et al, 1997; Sereno et al., 1995). 
1.1.1.2 Organization and layout of visual field maps 
First, the visual field is split into two hemifields along the vertical meridian. V1 in one 
hemisphere represents the whole contralateral visual hemifield roughly and is centred on the 
calcarine sulcus. A visual stimulus that travels from superior vertical meridian of the visual 
field to the inferior vertical meridian is represented in V1 as a displacement of neural activity 
from the inferior limb of the calcarine to the superior limb. In the orthogonal direction, the 
representation in V1 goes from central to the peripheral visual field as one moves from the 
occipital pole to anterior calcarine (Figure 1.6).  
 
 
Figure 1.6: Left: the representation of the visual field on the surface of human occipital 
cortex. The figure shows the medial aspect of the occipital lobe with tissue on either side of 
the calcarine sulcus pushed apart. Right: representation of visual field coordinates as they 
would appear on the cortex if completely unfolded and flattened. Numbers show either 
meridional angle or eccentricity in degrees. The dark circle is the blind spot; HM: horizontal 
meridian. Note the orthogonal intersections of lines of constant eccentricity and meridional 
angle. Modified from Horton (2006). 
 
Similar to the organization in many species (Allman & Kaas, 1971; Hubel & Wiesel, 1965; 
Talbot & Marshall, 1940; Talbot, 1942; Thompson, Woolsey & Talbot, 1950; Zeki 1969), 
fMRI experiments demonstrated that there are two additional extrastriate maps in human 
visual cortex (V2 and V3) that span the area of 10-30 cm2 (Dougherty et al., 2003). V2 and V3 
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contain discontinuous hemifield maps, which are segregated along the localized meridian 
(Figure 1.7) (De Yoe et al., 1994; Engel et al., 1997; Sereno et al., 1995). Each of them has 
two edges representing the horizontal meridian and the vertical meridian. It was suggested 
that its special division might contribute to the achievement of binocular integration. The 
approach of displaying such retinotopic organization onto a map, which was used in this 
thesis, will be outlined in the Retinotopic mapping section in Chapter 2 (see more details in 
General method).  
               
Figure 1.7: The visual field eccentricity map in human primary visual cortex (V1). The image 
at the top is the same as the top graph shown in Figure 1.6, a sketch of the estimated 
eccentricity map in calcarine cortex as deduced from lesion data (Horton & Hoyt, 1991). The 
image on the lower left shows the arrangement of V1, V2 and V3 in a single human subject. 
The image at the lower right shows the eccentricity map in the same subject. The color bar for 
this image represents log-scaled eccentricity. The field map locations and eccentricity map 
were measured with fMRI (Dumoulin & Wandell, 2008). 
 
While fMRI offers clear boundaries of visual fields, it faces the similar difficulty of 
distinguishing the visual fovea as single-unit electrophysiology and cytoarchitectonic 
approaches (Dougherty et al., 2003; Schira et al., 2009; Zeki, 1969). In the majority of papers, 
WKHIRYHDOUHJLRQVRI9WR9DUHGHOLQHDWHGDVWKHµFRQIOXHQWIRYHDOUHSUHVHQWDWLRQ¶6HYHUDO
reasons may contribute to this difficulty, including fixation instability and the artefact of large 
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veins. In addition, the width of the fovea on the maps is smaller than the voxel size in most 
routine experiments (3mm). Despite these problems, a recent study using high-resolution 
fMRI showed that the fovea of V1, V2 and V3 could be separately represented (Schira et al., 
2009). One study also measured the localization precision of such fMRI experiments and 
found that the traveling wave is able to localize activity to within 1.1mm of visual cortex 
(Engel et al., 1997).  
The work presented in this thesis mainly focuses on V1-V3 and MT/V5+, whose maps can be 
defined reliably and uncontroversially in every subject, despite the individual variability in 
respect of sizes and locations on gyri/sulci of those visual areas.  
 
1.1.2 Establishing the neural representations of different visual features 
In parallel with the work defining retinotopic maps in the human visual system, a considerable 
body of research has emerged, aiming to understand the maps with regard to functional 
specialization. Such work complements electrophysiological and psychophysical studies that 
have provided a wealth of information on the neuronal characteristics of different early visual 
areas, such as the ocular dominance, selectivity for stimulus orientation and spatial frequency, 
neuronal response to contrast, and selectivity for motion in early visual cortex as well as 
MT/V5. Neuroimaging, especially fMRI, is becoming increasingly informative for exploring 
the neuronal correlates for different visual areas in the human brain. In the first instance, work 
has replicated findings revealed by electrophysiology from animals, including the function of 
primary visual cortex (V1) in responding to orientation, contrast and motion, and the 
characteristics of MT/V5 in analysing moving stimuli. In this thesis, I will review some 
relevant evidence of neuronal properties derived through these three complementary 
methodologies: single unit electrophysiology, psychophysics, and neuroimaging. 
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1.1.2.1 The orientation selectivity of the primary visual cortex 
Cellular basis of orientation selectivity  
The encoding of orientation of visual stimuli is one of the most well-known characteristics of 
neurons in primary visual cortex (V1). Because the LGN does not show much orientation 
selectivity, this has made V1 a site of intense interest for visual neuroscience. It is worth 
pointing out that, some recent research has showed that even LGN cells may have a degree of 
orientation and direction selectivity, albeit on a much lesser scale (Xu, et al., 2002).  A bulk of 
experiments has studied orientation selectivity in V1 on the level of microstructure and 
physiology. Hubel and Wiesel (1963) also discovered the differentiated properties of neurons 
in V1 with linear stimuli (bars and edges), based on which they introduced three categories of 
V1 neurons: simple, complex and hypercomplex cells. Different from the concentric RF of 
LGN and retina cells (Figure 1.2), the RF of simple cells in the primary visual cortex is 
organized into elongated ON and OFF subfields (Figure 1.8). The long axis of these fields is 
parallel to the preferred orientation of the cell. Though complex cells are also tuned for 
orientation, there are no distinct ON and OFF zones which makes their response insensitive to 
the position of the stimuli or phase of sinusoidal stimuli on the RF. Based on those findings, 
Hubel & Wiesel proposed a hierarchical feed-forward model, where they hypothesized that 
the RF of the complex cells was a convergence of simple cell inputs from deeper layers. This 
model has been supported by many experiments (see e.g, Alonso & Martinez, 1998; Chung & 
Ferster, 1998), yet it does not fully capture the complexity of RF in the cortex. Some 
discrepant findings suggested that the selectivity of some neurons is strongly dependent on the 
intracortical modification (i.e. excitation and inhibition) that shapes the response of cortical 
cells within a network, generating heterogeneity of orientation tuning response across the 
visual cortex (Sclar & Freeman, 1982; Skottun et al., 1987; Gardner et al., 1999; Muller et al., 
1999; Dragoi, Sharma & Sur, 2000; Dragoi & Sur, 2001). A parsimonious model of simple 
cells of V1 receptive fields is based on a simple Gabor filter and it has been proposed that 
simple cells compute a linearly weighted sum of the input along both temporal and spatial 
dimensions. Then, its response is normalized by the responses of surrounding neurons and 
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passed through response nonlinearity (squaring or rectification). Complex cells, on the other 
hand, sum over the outputs of a local pool of simple cells with comparable tuning 
characteristics but different spatial locations or phases (Heeger, 1991; Geisler & Albrecht, 
1997; Schwartz & Simoncelli, 2001; Cavanaugh, Bair & Movshon, 2002). Some studies, 
KRZHYHU KDYH VXJJHVWHG WKDW WKHUH PLJKW EH D FRQWLQXRXV VSHFWUXP ZLWK µVLPSOH¶ DQG
µFRPSOH[¶ FHOOV DW WKH H[WUHPes (Chance et al., 1999; Abbott & Chance, 2002; Mechler & 
Ringach, 2002). Finally, the hypercomplex cells exhibit end-stopping properties in that their 
response declines when an elongated stimulus in the RF exceeds a particular length.  
 
Figure 1.8: The receptive fields of simple cells in V1. They have narrow elongated zones with 
either excitatory (+) or inhibitory (-) flanking areas. Despite the variety, the receptive fields of 
simple cells share three features: (1) specific retinal position, (2) discrete excitatory and 
inhibitory zones, and (3) a specific axis of orientation (Figure and legend adapted from 
Kandel et al., 2000). 
 
Anatomical architecture of orientation selectivity 
A prominent architectural feature of V1 anatomy is that neurons with similar properties are 
clustered in a structure of columns, including columns with orientation specificity. These 
functional units run perpendicular to the surface of the cortex across the entire cortical grey 
matter. Within each of these vertical columns, the neuronal response to orientations 
approximately stays invariant, but it displays a slight difference across adjacent successive 
columns. This means that for a specific orientation stimulus, some of the neurons in V1 
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respond maximally to it as their preferred orientation, some cells are less responsive and 
others almost silent (Figure 1.9).  
 
            
Figure 1.9: Orientation tuning of a simple cortical cell. This cell responds best to a vertical 
bar, and responds less as the bar is tilted in either direction, which is illustrated as a tuning 
curve on the right of the figure (Figure adapted from cogsci.bme.hu/~ikovacs/SandP/-
prepI_3_1.html). 
 
The detailed spatial structure of the orientation preference was unveiled with optical imaging 
by Blasdel & Salama (1986b) and Grinvald, et al., (1986) in monkeys (Figure 1.10). In one of 
their analyses, they calculated the dominant angle from summed responses to all stimulus 
orientations for all the pixels acquired from the cortical surface, and colour coded to indicate 
the preferred angle for each individual pixel. They found that the map of orientation 
preference is inhomogeneous. Later applying the same methods to area 17 of cat, Bonhoeffer 
& Grinvald (1991) also found that the orientation selectivity shows a pinwheel-like 
organization. For nearly half of the pinwheels, the representation of orientation changed in a 
Introduction                                                                                                                 Chapter 1 
 
 13 
clockwise direction (as seen from above), leaving the other half in a counter-clockwise 
sequence with each pinwheel containing a full set of unique orientations domains.  
 
Figure 1.10: Layout of orientation preference observed in area V1 of macaque monkey. The 
colour plots show that iso-orientation domains ± regions of constant colour ± are periodically 
spaced thin strips with a variable width and pointed terminations. The cortex preferences 
usually rotate, either clockwise or counter-clockwise at a roughly constant rate. The direction 
of rotation will typically continue unchanged for 1 ± 2 mm and then reverse unpredictably. 
Scale bar = 1mm. Modified from Blasdel & Salama (1986b). 
 
Functional architecture of orientation selectivity 
Some researchers have posited that spatially organized feed-forward inputs (an elongated 
array) from LGN contribute to this orientation preference (Hubel & Wiesel, 1963), whereas 
others have argued that orientation selectivity is a property that arises from intracortical 
circuitry. By examining the relative contribution of linear and nonlinear mechanisms, single 
unit recordings from simple cells indicated that a cortical mechanism plays a more prominent 
role than feed-forward input from LGN in the process of orientation tuning (Gardner et al., 
1999). In addition, these investigators suggested that this cortical interaction also ensures an 
equivalent orientation representation LQGHSHQGHQWIURPWKH5)¶VVL]HDQGVKDpe for the striate 
cells in cat. 
Over the last decades, several electrophysiological and optical imaging experiments in both 
animal and humans have reproducibly confirmed that the primary visual cortex (V1) 
processes the orientation information and that single neurons selectively encode particular 
orientations. But few earlier experiments have been able to study human cortex directly. 
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However, with the recent advancement of fMRI, the property of orientation selectivity and the 
basis of orientation perception have also been studied in the human brain. It provides 
consistent evidence about the representation of orientation but at a coarser spatial scale than 
electrophysiology or optical imaging. Because fMRI pools the response of neuronal 
ensembles over several millimetres, it tends to cancel out orientation selective responses at the 
level of individual voxels. As a result, it is possible that the measured average fMRI signal 
does not exhibit any orientation specificity. Multivariate statistical analyses have been used to 
successfully demonstrate orientation selectivity in human V1 using fMRI (Haynes & Rees, 
2005; Kamitani & Tong, 2005b; Kay et al., 2008), but some results have raised doubts 
whether multivariate analysis can reveal biases produced by uneven sampling of columnar 
level maps. For example, a recent fMRI study has colocalized the orientation map with 
retinotopic organization (Freeman et al., 2011) and convincingly shown a large-scale radial 
bias of orientation preference in V1 (Sasaki et al., 2006), though it is in conflict with other 
conjecture based on fine-scale columnar architecture (Swisher et al., 2010).  
Other spatial selectivity 
The stimulus dimensions of orientation and spatial frequency are fundamental to the early 
analysis of visual input. Concordantly, the response of simple cells can be modelled by linear 
filters that are selective for certain spatial frequency and orientations (Jones & Palmer, 1987). 
In psychophysical experiments inspired by the electrophysiology findings (Campbell et al., 
1969), the relation between orientation and spatial frequency has been investigated by 
measuring the orientation sensitivity (thresholds) to sinusoidal stimuli with various spatial 
frequencies (Schade, 1956; Westheimer, 2001). Discrimination thresholds for orientation and 
spatial frequency tasks are also dependent on stimulus contrast. Both of them rise sharply at 
low contrast and progress to asymptote at moderate contrasts. 
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1.1.2.2 Early visual areas respond to stimulus contrast 
Contrary to the other neuronal characteristics of striate cells, early electrophysiology research 
put much less emphasis on the response as a function of luminance contrast. However, since 
the detailed description of the contrast response function in animal striate cortex (Albrecht & 
Hamilton, 1982), more studies have been conducted to explore the properties of neuronal 
response to contrast. 
Single cell contrast response function  
While retinal cells process primarily the absolute light levels, it was found early on that 
cortical neurons mainly respond to relative changes in illumination, i.e. contrast. 
Electrophysiological recordings showed that the relationship between neuronal response and 
the stimulus contrast exhibits a monotonic increase (Albrecht & Hamilton, 1982, Anzai et al., 
1995; Dean, 1981; Tolhurst et al., 1982). Specifically, the function is well described by a 
monotonic S-shape, with strongly nonlinear responses at both low and high contrasts, and the 
linear part explains the enhancement of neuronal response as a function of contrast. These 
three sections of the contrast response curve are sometimes referred to as compression, 
saturation and overall gain, respectively. For quantitative analysis, this contrast response 
relation can be fitted with the Naka-Rushton function: 
 ܴ ൌ ܴ௠௔௫ ஼೙஼೙ା஼ఱబ೙ ൅ ܾ,    (Eq. 1) 
where ܴ௠௔௫  is the maximum amplitude of response, ܥହ଴is the semi-saturation contrast at 
which the curve reaches half height, n is the power-function exponent denoting the steepness 
of the fitting curve, and b is the background discharge (see 1.12, a). This function has been 
found to be a good description of the relationship between stimulus contrast and single neuron 
responses in macaque V1 (Hubel & Livingstone, 1990; Edwards et al., 1995) and in owl 
PRQNH\VDQRFWXUQDOSULPDWH2¶.HHIHHWDO 
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Population contrast response functions 
-Electrophysiological evidence 
The contrast response function (CRF) across a number of neurons has been found to be in 
good agreement with the response property of single cells in V1 detected by single-unit 
recordings. Electrophysiological data from non-human primates indicates that the regional 
CRF can be fitted by a power law with exponent ~0.6 (Heeger et al., 2000).  
-Psychophysical evidence 
Contrast discriminability is well described by measuring the psychophysical thresholds as a 
function of contrast increment. The resulting contrast discrimination function in such 
experiments is dipper-shaped. As background (fixed) contrasts are added, instead of rising 
with the contrast, the increment threshold drops below the detection threshold (Campbell & 
Kulikowski, 1966; Nachmias & Sansbury, 1974; Stromeyer & Klein, 1974). This initial dip is 
usually described as a facilitation effect: the increment threshold is even lower than the 
detection threshold. Then as the background contrast is increased, the increment of thresholds 
elevate steadily, which is called a masking effect (Legge & Foley, 1980; Foley & Yang, 1991; 
Teo & Heeger, 1994, 1995). This masking effect can be related to the normalization model in 
which each cell in striate cortex has a nonlinear acceleration but it is also suppressed by a 
divisive inhibitory pool of responses of other neurons (Heeger, 1992; Foley & Boynton, 
1993). This measurement of contrast discrimination has been validated as an indirect mean for 
estimating population CRF (Boynton et al., 1999; Zenger-Landolt & Heeger, 2003). For 
instance, the expansive portion of the CRF predicts the facilitation effect, while the 
compressive section corresponds to the masking effect at high contrast.  
-Functional MRI evidence  
Over the last decades, fMRI has been exploited for the measurement of CRF. Besides V1 
(Schumacher, et al., 2011), it was found that the response in other early visual areas also 
increases monotonically as a function of stimulus contrast, including V2 and V3 (Boynton et 
al., 1999; Gardner et al., 2005). Moreover, an even better match was observed between the 
psychophysical measurement of human behavior and the population response of the primary 
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visual cortex via BOLD fMRI (see Figure 1.11) as well as other serial recordings of multiple 
units (Geisler & Albrecht, 1997).  
 
Figure 1.11: Illustration of the link between neuronal contrast±response functions and 
psychophysical TvC curves. A, A typical contrast±response function. B, TvC curve predicted 
from the contrast±response function in A. The thin lines in A and the filled circles in B 
illustrate an example of the relationship between the two curves. Figure and legend adapted 
from Boynton et al. (1999). 
 
Change of contrast response function 
The CRF can differ (between individuals or under varying experimental conditions) in several 
ways, yielding three types of changes (shown in Figure 1.12 b-d): the CRFs can shift 
horizontally along the contrast axis, indicating a change in contrast gain (c in Figure 1.12); or 
the response gain, which affects the response to lower contrasts less than those to higher 
contrasts (Figure 1.12 d). Finally, the activity gain, meaning the CRF could also show a 
vertical shift as a result of an overall increment of the function baseline (Figure 1.12 b). The 
following subsection briefly outlines the mechanism thought to underlie the first effect of 
CRF changes: contrast gain control.   














Figure 1.12: a, the contrast-response tuning curve was fitted using the Naka-Rushton function, 
where Rmax is the peak (maximal) response, b the background discharge, and C50 the contrast 
value at 1/2 Rmax (contrast sensitivity). b-d: Three kinds of gain control are considered: b, 
baseline control, c, contrast gain control and d, response gain control, which are characterized 
by changes in b, C50, and Rmax, respectively. For example, response facilitation (orange) and 
suppression (blue) modulates the contrast-response function differently according to the type 
of gain control (see arrows). (Figure adapted from Soma et al., 2013) 
 
Contrast gain control 
Early investigations found contrast adaptation as a cortical function only. However, over the 
last decades, it has been corroborated that both parvocellular cells and magnocellular cells in 
LGN manifest a contrast gain effect. Similar to the LGN neurons (Sclar 1987) and retinal 
ganglion cells (Shapley & Victor 1978), responses from V1 also exhibit horizontal shift in the 
CRF after adapting to a prolonged contrast (perceptual adaptation): after prolonged adaptation, 
larger contrasts are needed to elicit the same level of response. 
-Electrophysiological evidence 
Numerous studies using single-unit methods in V1 of anesthetized cats (Bonds, 1991; Ohzawa 
et al.; 1982, 1985; Sclar et al., 1985), monkey and prosimian (Allison et al., 1993; Carandini 
et al., 1997; Sclar et al., 1989) have confirmed this effect as a result of adaptation. Moreover, 
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found that for the majority of cortical neurons, their contrast-response functions shift laterally 
along a log-contrast axis, making the response functions center around the mean contrast level 
of a range of the stimuli (Ohzawa, Sclar & Freeman, 1985).  
-Functional MRI evidence 
FMRI has been used to measure the average BOLD response within demarcated regions of 
interest as a function of stimulus contrast. Using this method, investigators have characterized 
the mechanism of attentional modulation and adaptation of the CRF in early visual areas of 
the human brain. One study identified that covert attention boosted both the baseline activities 
and contrast gain (Kastner & Ungerleider, 2000). It was posited that the latter effect might 
increase the neuronal sensitivity to lower stimulus contrast. By imaging early visual cortex 
with an event-related functional MRI, Gardner et al. (2005) also found the contrast gain 
changes caused by adaptation in human V1, V2 and V3.  
 
Spatial variation of contrast response 
Despite the aforementioned universal neuronal properties, it was found that neurons in both 
the LGN and primary visual cortex show substantial variability in their responses. As outlined 
earlier, the LGN consists of six distinct layers. The four dorsal layers contain parvocellualr 
neurons, which are characterized by lower contrast gain and a more linear contrast response 
function. The other two ventral layers contain larger magnocellular neurons. This type of cell 
has high-contrast gain and saturates at relatively low levels of contrast. This segregation of 
contrast characteristics is extended to distinct layers in the primary visual cortex. For 
example, it was pointed out that the contrast threshold was lower inside cytochrome oxidase 
blobs than outside (Tootell, Hamilton & Swtkes, 1988), an effect that was missed by previous 
single-unit recordings. In addition, different cells exhibit different contrast gain control, which 
is reflected by the variation of the location of dynamic response range among the neuronal 
population. These findings raise one interesting question: whether there is any systematic 
clustering of neurons with higher and lower responsiveness to contrast in this area? One study 
optically imaged the response to a variety of stimuli in cat V1 (Lu & Roe, 2007). The optical 
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response was described as a function of contrast in that report. However, they failed to find a 
spatial specificity across the cortical surface. That study also investigated whether stimulus 
contrast might affect other orderly distributed visual representations. By measuring stimulus 
orientation maps at various contrasts, their data excluded an interaction between contrast and 
orientation preference. Given that the orientation map shows a pinwheel organization, they 
reasoned that only if neurons contributing to a particular pixel response shared similar 
contrast property, would the orientation tuning of pixel response keep invariant at different 
contrast levels. Based on pixel-by-pixel analysis, their results indicated that this contrast 
response is uniform across V1 (Lu & Roe, 2007). 
 
The relationship between CRF and other stimulus dimensions 
Previous studies have shown that for most simple cells the properties of neuronal preference 
are not largely influenced by increases in contrast (Albrecht, 1978; Albretcht & Hamilton, 
1982; Sclar & Freeman, 1982; Li & Creutzfeldt, 1984), including spatial-frequency tuning, 
orientation tuning, and direction selectivity. Evidence from electrophysical recordings in V1 
complex cells in monkeys illustrated that the contrast of a stimulus mainly modulates the 
response latency when manipulation occurs only along the contrast dimension (Gawne et al., 
1996; Albrecht 1995).  
 
1.1.2.3 Motion processing in MT/V5 
The neuronal correlates of motion perception have drawn a considerable interest over the last 
decades. In particular, the perception of visual motion and the processing of motion 
information in area MT/V5 has been used as a powerful model system for understanding the 
computations achieved by neurons within particular areas and across neurons in connected 
DUHDV,ZLOOFRQVLGHU³PRWLRQSHUFHSWLRQ´DVWKHSURFHVVof inferring the properties of moving 
elements in a scene based on visual input. The following sections will outline the relevant 
background literature on the properties of MT/V5 related to the work in this thesis.  




The cortical area MT/V5 was first described in experiments with monkeys. It was identified 
as an extrastriate visual area that is firmly linked with the analysis of movement (Britten et al., 
1992; Movshon et al., 1986; Newsome & Pare, 1988). Subsequent animal reports consistently 
showed that an area between lateral occipital and temporal cortex is distinctively motion 
sensitive (Gattass et al., 1981; Van Essen et al., 1981; Desimone & Ungerleider, 1986; 
Maunsell & Van Essen, 1987). Homologously to the macaque monkey, investigators also 
localized MT and adjacent main cortical fields involved in motion processing in humans 
(Maunsell & Van Essen, 1983) (see Figure 1.2). Findings from PET, which measures the 
changes in regional cerebral blood flow (Lueck et al., 1989; Zeki et al., 1991; Watson et al., 
1993) confirmed these regions in humans to exhibit significantly stronger response to moving 
stimuli compared to stationary stimuli. The human homologue of MT is often also referred to 
DV9RUWKHµKXPDQ07FRPSOH[¶K07,WLVW\SLFDOO\IRXQGRQWKHODWHUDOVXUIDFHRQWKH
occipital lobe within a dorsal or posterior limb of the inferior temporal sulcus (Huk, 
Dougherty, & Heeger, 2002). Patients with lesions in this region as well as healthy volunteers 
who encountered temporary interference from transcranial magnetic stimulation (TMS) in 
hMT+ uniformly demonstrated deterioration of motion perception (Beckers & Zeki, 1995).  
Over the last decade, many functional MRI experiments have looked at processing of motion 
in MT/V5 (Zeki et al., 1991; Tootell & Talor, 1995), and have characterized the receptive 
fields of neurons in this area, which are dominated by the contralateral visual hemifield. 
Furthermore, using a motion-defined rotating wedge stimulus (coherently moving dots versus 
stationary background), fMRI has been used to detail the retinotopic organization in distinct 
subregions, allowing the delineation of human MT and MST (Huk, Dougherty & Heeger, 
2002).  
 
Direction selectivity of MT/V5 
Neurons in many visual cortical areas are selective for certain fundamental properties of 
visual stimuli (Albright, 1984; Maunsell & Newsome, 1987; Born & Bradley, 2005; 
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Andersen, 1997). Direction selectivity is one of defining properties of neurons in MT/V5. It 
refers to the phenomenon that cells respond best when a stimulus moves in a particular 
direction within the RF of the cell.  
Lesion experiments support the idea that MT/V5 is a crucial component in the neural 
machinery for analyzing and perceiving motion. It has been demonstrated that in experiments, 
where animals were trained to identify the moving directions of a group of correlated dots, 
psychophysical thresholds were elevated significantly after chemical lesions to MT/V5 in 
monkeys. Hence, loss of MT/V5 caused a selective impairment of motion perception 
(Newsome & Pare, 1988), indicating MT/V5 plays a crucial role in identifying direction of 
motion.  
 
The effect of motion coherence on MT/V5 response 
The firing rate of MT/V5 neurons is modulated by the strength of a motion stimulus. In this 
thesis, the strength of motion signal is defined specifically as the coherence of random dot 
NLQHPDWRJUDPV 5'.RU µPRWLRQHQHUJ\¶ ,W FDQEHYDULHG IURP WR%. The motion 
energy is highest when all dots move in the same direction (100% coherence). One of the 
motion coherences we used in Chapter 4 was 40%, meaning that 40% of the dots move in the 
same direction while the other 60% moves in random directions. The following sections 
provide some relevant evidence of the response of MT/V5 neurons to the strength of a motion 
stimulus from electrophysiological and neuroimaging experiments.  
-Electrophysiological evidence 
Early visual areas including V1, V2 and some extrastriate areas, including MT/V5 are all 
activated at the onset of dynamic noise regardless of the presence of coherent motion 
(Movshon et al., 1986; Rodman & Albright, 1989; Movshon & Newsome, 1996). However, 
single-unit physiological experiments have demonstrated that neurons in V5 are strongly and 
selectively driven by a coherent stimulus moving in one particular direction (Snowden et al., 
1991), a property not shown as conspicuously in V1 and V2. Furthermore, the firing rate of 
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single neurons in MT/V5 increases as the proportion of coherent dots in a RDK to the 
preferred direction increases (Britten et al, 1992).  
-Neuroimaging evidence 
Following on from PET experiments in which human MT/V5 was initially localized, some 
studies used fMRI with its improved temporal resolution to explore the dependence of signal 
amplitude and temporal latency on the level of motion coherence. Their results support the 
suggestion that motion coherence is a crucial modulator of the responses in hMT. Moreover, 
this increase of activation of neurons has a positive linear relation to the coherence levels 
(from 0% to 100% coherence) (Heeger et al., 2000; Rees et al., 2000). However, there are also 
conflicting data. For instance, one positron emission tomography (PET) study found the 
contrary result that incoherent motion is more effective than coherent motion in activating 
MT/V5 (McKeefry et al., 1997). They attributed their result to surround suppressive 
interaction, which is proposed based on the evidence from electrophysiological experiments. 
Born & Tootell (1992) illustrated that there are at least two anatomically separated subgroups 
of cells in MT/V5. Neurons in one group have receptive fields that are surrounded by an 
antagonistic RF and another group do not exhibit this antagonism. Functionally, it has been 
suggested that they process local (Allman et al., 1985; Tanaka et al., 1986) and global motion 
respectively. For neurons with an antagonistic surround, response reduction occurs if the 
stimulus (preferred motion) extends into the suppressive surround, whereas the response 
steadily increases for the other subpopulation of neurons (Born & Tootell, 1992; Reppas et al., 
1997). These findings suggest that MT/V5 neurons are highly heterogeneous in their response 
properties. Therefore, when measuring the global response of neuronal response in this area, 
many factors should be considered before making a conclusion.  
 
Other properties of MT/V5 neurons  
Some of the experiments in this thesis used a moving grating stimulus with different contrasts. 
Though we did not investigate the average response across neurons in MT/V5 in those 
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contrast experiments, we considered some of the following issues when we designed the 
experiments. Therefore, I will briefly review these relevant neuronal characteristics.  
-Dependence on stimulus contrast 
The response of MT/V5 neurons does not only depend on the strength of visual motion as 
described, but also luminance contrast. An early human fMRI study analysed the relationship 
between these two stimulus properties (Tootell et al., 1995), and also stated that the BOLD 
fMRI responses in hMT+ decrease at and near equiluminance (as determined for each 
participant individually). Their data indicated that neurons in MT/V5 have high sensitivity to 
contrast as well. And they ascribed these properties to the magnocellular stream, which 
exhibit a higher sensitivity to the contrast of visual image than parvocellular (dorsal) stream.  
-Component and pattern selectivity 
MT/V5 is characterized by neurons directionally selective to motion, but previous 
electrophysiological studies further identified that these neurons illustrated differential 
selectivity to moving stimuli%\XVLQJµSODLG¶VWLPXOLFRPSRVHGRIWZRVXSHULPSRVHGPRYLQJ
gratings with different orientations, it was found that a portion of cells in MT/V5 
(approximately 20%) selectively responds to the unitary pattern motion of the stimulus 
(Rodman & Albright, 1989; Stoner & Albright, 1992), whereas others are responsive to the 
direction of the components of the plaid when their directions were different (Movshon et al., 
1986; Stoner & Albright, 1992). Data collected from rhesus monkeys showed that the 
sensitivity to motions of the component gratings is strengthened when non-coherent motion is 
perceived. On the other hand, evidence from human MRI experiment also supports that the 
activity of pattern-motion cells in human MT/V5 is a reflection of motion coherence 
perception (Huk & Heeger, 2001).  
-External effects on MT/V5 response 
In addition to the diversities due to the selective properties of neurons in MT/V5 themselves 
(internal/local), there are some external factors that affect the MT/V5 response, including 
bottom-up and/or top-down neuronal input inherited from other areas and attentional 
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modulation. For instance, both macaque and human MT have been shown to receive 
prominent input from cells in the magnocellular stream. And for attentional modulation, 
substantial changes in activity have also been observed in MT/V5+ when subjects were 
instructed to attend to a specific moving direction (Corbetta et al., 1990; Treue & Maunsell, 
1996; Beauchamp et al., 1997; 2¶&UDYHQ HW DO 1997; Gandhi et al., 1999). In a series of 
seminal experiments it was also illustrated that the firing rate of individual MT/V5 neurons 
has a high correlation with the psychophysical performance of the monkey performing a task 
(Salzman et al., 1992; Britten et al., 1992).  
 
1.1.2.4 The differential and associated properties of MT/V5 and V1 
Besides MT/V5, other areas including V1 and V3 also show differential responses between 
stationary and moving dots stimuli. However, the properties of neurons in MT/V5 and other 
earlier visual cortex differ substantially and are thought to play very different roles in the 
analysis of motion signals. It has been posited that while V1 is an area for initial motion 
processing, responses of MT/V5 neurons are crucial for (and causally linked) to motion 
perception. I briefly summarize their differences in four particular aspects, which are relevant 
to this thesis:  
Motion sensitivity 
Both single-unit electrophysiological experiments and MRI experiments have looked at 
responses to moving and stationary stimuli in both areas MT/V5 and V1 in the macaque and 
rhesus monkeys (Albright, 1984; Snowden et al., 1992; Cao, 2001; Tolias et al., 2001). The 
results indicated that the spikes measured from neurons in MT/V5 has higher magnitude in 
responsive to moving stimuli than those in V1. But on the other hand, responses to stationary 
stimuli were of a similar level in the two areas (Albright, 1984). These results again suggested 
that MT/V5 plays a special role in motion perception and that neurons in this area are 
significantly more sensitive to motion.  




Many neurons in area V1 also demonstrated direction selectivity. However, this property is 
linked to the orientation tuning of neurons. Specifically, cells in V1 respond to the moving 
edges of a particular orientation while travelling through the receptive field. Because of the 
relatively small size of V1 receptive fields, this leads to ambiguity of the motion direction, 
which is well known as the ³aperture problem´. On the other hand, neurons in MT/V5 are 
able to code the genuine global direction by integrating the orthogonal components of motion 
within an object (Movshon & Newsome, 1996; Andersen, 1997; Qian & Andersen, 1994).  
Motion coherence 
Neurons in early visual areas V1 to V3 did not respond differentially to coherent and 
incoherent motion stimuli whereas human MT/V5 did (McKeefry et al., 1997). Moreover, 
other evidence has shown that the average response evoked by motion dynamic noise is more 
enhanced in V1 than in MT/V5 (Braddick et al., 2001). 
Motion opponency 
As introduced, neurons in MT/V5 respond preferentially to a particular direction. However, 
perceptual studies discovered the existence of motion opponency in this region when two 
moving gratings were superimposed (Levinson & Sekuler, 1975; Mather & Moulden, 1983; 
Van Santen & Sperling, 1984; Stromeyer et al., 1984; Lubin, 1992; Qian et al, 1994; Zemany 
et al, 1998). Some electrophysiological studies also found that MT/V5 responses could be 
inhibited by populations of neurons sensitive to an opposite direction (Snowden et al., 1991; 
Bradley et al., 1995). By analogy, fMRI study revealed that the activity of a single moving 
grating was selectively suppressed in the presence of another grating that moved in the 
opposite direction; whereas the response of primary visual cortex is independent of the 
existence of other directions of movement (Snowden et al., 1991). Therefore, considering 
motion opponency in MT/V5 is importaQW IRU XQGHUVWDQGLQJ WKLV DUHD¶V role in motion 
perception in humans. 
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Connections between V1 and MT 
Preliminary studies have confirmed that direction tuning is evident in layer 4B of V1 as well 
as other layers (Hawken et al., 1988; Ringach et al, 2002; Gur et al., 2005). This pronounced 
direction bias was assumed to be the source of the high degree of direction tuning of MT/V5 
cells (Movshon & Newson, 1996), which receives direct input from those cells. Additionally, 
both V1 and MT/V5 showed velocity selectivity yet the range of velocities driving cells in 
MT/V5 was higher than for V1. It has therefore been proposed that the response of a 
particular cell in MT/V5 receives the summed afferent inputs from V1, reflecting the 
increased range of selectivity.  
 
1.2 Visual working memory 
Visual working memory (VWM, visual WM) is a fundamental cognitive process that 
maintains perceptual information in an active state for the purpose of decision-making and 
action. The concept was developed from short-term memory (STM), which is considered to 
be a system able to maintain information for ~15 to 30 seconds before its decay and 
disappearance (Brelsfor et al., 1968). Though similar to STM, the idea of visual WM 
emphasizes a processing-orientated activity at the interface of perception and behavioural 
manipulation for the completion of a complex task. The initial reports of WM were dominated 
by memory experiments with visual objects, which could differ in elementary visual features 
including shape, colour, size and length. Based on the results from these experiments, a multi-
component model of WM was postulated and later revised by Baddeley and Hitch (1974). 
This model consists of a central executive system with limited capacity, two subsidiary 
systems including a phonological loop and visuospatial sketchpad, and a fourth subsystem, 
termed the episodic buffer (see Figure 1.13). Since the introduction of this model, a great 
number of studies, including the study of visual components, have been conducted to further 
explore the mechanism of WM. One of the most common paradigms used in those 
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experiments is the delayed discrimination task with a variety of retention intervals between 
the two target stimuli. This paradigm is still extensively employed.  
                        
Figure 1.13: A model of working memory. Working memory consists of a central 
executive, which controls and co-ordinates the operation of two subsystems: the 
phonological loop and the visuo-spatial sketchpad. The phonological loop is mainly 
responsible for memory of spoken and written material, whereas visuo-spatial sketch pad 
stores and processes information in a visual or spatial form. The episodic buffer acts as a 
'backup' store which communicates with both long term memory and the components of 
working memory (Adapted from Baddeley, 2000). 
 
Visual WM can be distinguished from so-called iconic memory (Sperling, 1960). It was found 
that the iconic memory decays substantially after 1 second, whereas information kept in WM 
can last for at least 15 seconds or until interference from the same spatial location is 
introduced (Phillips, 1974). Other differences from iconic memory are that WM is known to 
have a limited capacity and is dependent on stimulus complexity. It is thought that WM is 
able to hold only three or four objects in memory efficiently (Baddeley, 2003). Additional 
evidence of the storage capacity of WM comes from the phenomenon of change blindness. 
Observers often fail to detect the change of one element in images that are shown in sequence 
and in alteration with brief blank displays, indicating that only incomplete information is kept 
between repeated presentations of images. On the other hand, visual WM is also distinct from 
visual long-term memory (LTM) in that it does not have comparable capacity and retention 
stability as information stored in long-term memory (Phillips and Christie, 1977a). In the 
work presented in this thesis we used mostly experimental stimuli and designs, which were 
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within the temporal range of WM to minimize confounding interactions of LTM and iconic 
memory.  
Another array of experiments concerning the mechanism of WM aims at accessing the fidelity 
of maintaining detailed low-level visual features (Magnussen, 2009; Magnussen, 2000). 
Rather than memorizing the integrated representation of several basic visual attributes in 
objects, subjects were asked to concentrate on one basic dimension of the stimulus, hold 
information about it in memory for a period of time, and then discriminate the mnemonic 
representation of the first stimulus with an incoming stimulus. Observers typically need to 
discriminate which stimulus has a higher or lower value along the specific stimulus 
GLPHQVLRQ 7KLV SDUDGLJP LV DOVR UHIHUUHG WR DV WKH µPDWFK-to-VDPSOH WDVN¶ 7KH GLIIHUHQFH
between the sample and match is manipulated for the attribute in question, such as spatial 
frequency, orientation, contrast and so forth. From the perspective of psychophysics, 
researchers can evaluate the fidelity of the feature representation by measuring the 
discrimination threshold as a function of the manipulated difference. Then, the constancy of 
this representation can be examined by lengthening the durations between the sample and test 
stimuli. The discrimination thresholds should increase if the memory decays in the temporal 
domain.  
Evidence from neurophysiology and neuroimaging (both in animals and humans) indicates 
that stimulus-specific sustained activity during the delay intervals is a potential neural 
correlate of the on-going WM. Previous studies have shown that some low-level attributes can 
be maintained without much loss of information over time (i.e. Magnussen, Greenlee & 
Thomas, 1996; Vogels & Orban, 1986; Harvey et al., 1986; Fahle & Harris, 1992; Bisley & 
Pasternak, 2000). But where in the brain is the content of visual information stored? 
Researchers have provided potential answers to this question with different neuroimaging 
methods. The results from these studies can be divided into two groups. One camp proposed 
the view that visual content is retained in high-order cortex during short-term memory but not 
early visual areas, whereas another has provided evidence that visual WM and visual 
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perception for low-level features recruit the same neural circuits. According to the latter 
hypothesis, early visual areas, which are traditionally thought to just encode the stimulus, are 
also responsible for retaining the information in memory. Despite the large number of 
investigations in this field, the underlying neural mechanism of VWM is still under debate. 
1.2.1 Neuronal correlates of high-level working memory  
So far, a relatively clearer picture has been established for the part played by the higher-order 
cortical areas in the process of VWM. For example, studies using various methods have 
supported the idea that the prefrontal cortex (PFC) is an indispensable region for WM despite 
some disagreement about the specific roles of its subdivisions. Early lesion studies revealed 
intense deficits of short-term memory after selective ablation of this region (Jacobsen 1936; 
Milner 1963; Goldman-Rakic 1987). Since then, subsequent experiments have paid special 
attention to this area. A substantial number of neurophysiological experiments in animals 
showed that neurons in PFC continued to discharge when monkeys were maintaining the 
information about a stimulus in a delayed match-to-sample task without stimulation from 
sensory input (Fuster & Alexander 1971; Kubota & Niki 1971; Funahashi et al., 1989). It was 
also found that some cells in PFC exhibited persistent activity even when distractors were 
presented (Fuster, 2008). PFC lesions in monkeys, however, led to a loss of tolerance to 
external interference, as indicated by the impairment of WM performance (Malmo, 1942). 
Moreover, the strength of activity in the persistently activated areas showed a positive 
correlation with the behavioural performance in animal studies, indicating, for example, that 
the fidelity of remembered spatial locations is reflected in the delay-interval activity (Curtis & 
D'Esposito, 2004).  
These animal results have been supported by functional MRI and PET studies in humans. 
They uniformly found maintained elevation of signals in PFC during the delay period (for 
UHYLHZ VHH &XUWLV 	 '¶(VSRVLWR  6LPLODU WR WKH Oesion results from animals, human 
patients with lesions, including PFC, were also reported to have disruption of WM (Chao & 
Knight, 1995). One study even showed that the magnitude of the BOLD signal reliably 
Introduction                                                                                                                 Chapter 1 
 
 31 
predicted the task performance on a trial-by-trial basis in humans (Constantinidis et al., 2001). 
Furthermore, using PET, investigators tracked the change of rCBF in PFC and found that WM 
IRU REMHFWV µZKDW¶ PDLQO\ DFWLYDWHV WKH LQIHULRU SUHIURQWDO FRUWH[ ZKHUHDV WKH VXSHULRU
prefrontal cortices are hLJKO\ DFWLYH ZKHQ VSDWLDO ORFDWLRQV µZKHUH¶ DUH UHTXLUHG WR EH
remembered. Based on these similarities to evidence from monkeys, it is assumed that human 
WM is also associated with the activations of two anatomically distinct and functionally 
specialized pathways, LQFOXGLQJ WKH RFFLSLWRWHPSRUDO SDWKZD\ RU µYHQWUDO VWUHDP¶ DQG WKH
RFFLSLWRSDULHWDO SDWKZD\RU µGRUVDO VWUHDP¶ )LJXUH. This assumption has been further 
corroborated by the findings of sustained response outside PFC (Haxby et al., 2000; Curtis & 
'¶(VSRVLWR . Taking advantage of the wide spatial coverage of fMRI, Pessoa et al., 
(2002) searched the entire brain for areas contributing to WM and established a network of 
regions involved. Besides dorsolateral prefrontal cortex (DLPFC), they localized frontal eye 
field (FEF), superior parietal cortex (SPL), intraparietal sulcus (IPS) and anterior part of 
supplementary motor area (Pre-SMA). Other reports agreed that temporal cortex, parietal 




Figure 1.14: Diagram summarizing the current view of the pathways of dorsal and ventral 
streams. It describes two information processing streams originating in the occipital 
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cortex, dorsal (which goes to parietal cortex) and ventral (which goes to temporal cortex), 
which exhibit relative specialization in object recognition (what) and spatial vision (where), 
respectively. Physiological studies of cell properties also support the functional distinction 
between ventral and dorsal pathways. Neurons within the ventral stream (in distinct modules 
within V1 and V2, area V4, and inferior temporal areas TEO and TE) respond selectively to 
visual features relevant for object identification, such as colour, shape and texture. Neurons 
within the dorsal stream (in other modules within with V1 and V2, areas V3, V3A, middle 
temporal area MT, medial superior temporal area MST, and additional areas in inferior 
parietal cortex) instead respond selectively to spatial aspects of stimuli, such as the direction 
and speed of stimulus motion (Goodale & Milner, 1992).  
 
As briefly stated before, one emerging view proposes that VWM recruits the visual perceptual 
areas to maintain the representation of memorized items (Awh et al., 1999; Super et al., 2001). 
For instance, a subregion of the inferior temporal (IT) cortex known as the fusiform face area 
(FFA) not only demonstrated transient activity during perceptual processing (Kanwisher et al., 
1997; Andrews et al., 2002), but also showed sustained face-selective response to stimuli 
GXULQJ D PHPRU\ WDVN 'UX]JDO 	 '¶(VSRVLWR  3DUDOOHOLQJ WKLV UHVXOW DQRWKHU VWXG\
reported that the parahippocampal place area (PPA), which is defined by its specific response 
to images of places, is also highly involved in the retention process when buildings and 
houses were needed for memory (Ranganath et al., 2004). Among the multiple areas in the 
cortex that contribute to the process of WM, IT is regarded as the final stage of the pathways. 
The prevailing explanation for the observed activity in this area during the delay interval was 
that the top-down signal from PFC controls the gain of its activity (Knight et al., 1999; 
5DQJDQDWK	'¶(VSRVLWR), as well as supresses the sensory processing of the distractors 
in lower-order regions (Jensen et al., 2002; Klimesch et al., 1999; Worden et al., 2000). 
However, recently evidence to the contrary has been growing, calling for re-evaluation of this 
PFC-dependence of activity in IT (Warden & Miller, 2007; Kusunoki et al., 2009). Several 
studies alternatively interpret the role of PFC as attentional control or selection instead of 
supporting the core of WM. Along the same lines, the selective neuronal activity in sensory 
visual areas during the delay interval also point to the idea that these regions may take a more 
important and active part than previously realized. The work in this thesis placed emphasis on 
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studying the role of sensory visual areas in the process of WM, and the following section will 
outline a general literature review. Additional details will be introduced in each chapter.  
1.2.2 Neuronal correlates of low-level working memory  
In contrast to the function of higher cortical areas in the brain, the role of early visual cortex 
in WM is much more elusive. As introduced, by using the typical delayed-discrimination task 
in which subjects had to retain a representation of a past stimulus, many studies failed to 
observe the neuronal contribution from the early visual areas. This suggested that these areas 
are only involved in visual perception and related processing. About a decade ago, a single-
unit recording experiment on spatial WM with monkeys found that a perceptual signal was 
maintained strongly in the absence of a stimulus when memory was required to perform the 
task (Super et al., 2001). The authors excluded the possibility of sustained activity induced by 
visual persistence. Moreover, they showed that task irrelevant interference could disrupt WM 
performance. Combined together, the study provided initial evidence that primary visual 
cortex is not only a crucial component for perception but also a potential correlate of 
temporary storage of visual information.  
5HVXOWV IURP VXFK H[SHULPHQWV KDYH OHG WR WKH µVHQVRU\ UHFUXLWPHQW PRGHO¶ ZKLFK
hypothesizes that visual areas are dual-functional and relevant to both perceptual coding and 
mnemonic representation. For instance, some experiments have shown that the basic 
dimensions of visual stimuli for memory are represented separately as they are coded in 
sensory areas. For instance, memory for spatial frequency is not influenced by changes along 
the memory-irrelevant dimension (e.g. orientation) (Bradley & Skottun, 1984; Magnussen et 
al., 1998). In addition, in a dual task when observers were asked to simultaneously judge two 
independent features, their performance remained relatively unaffected (Greenlee & Thomas, 
1993). However, impairment occurred when they were asked to remember two elements along 
one single dimension (Magnussen & Greenlee, 1997).  
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Another approach of exploring the neuronal mechanisms of WM is to use a memory-masking 
paradigm. If delay activity is selectively retained in sensory visual cortex, then a masker 
stimulus within the same visual dimension should interfere with the mnemonic representation 
of the remembered stimulus. For example, by manipulating the spatial frequency of mask 
gratings, Magnussen et al. (1991) found that the mask only interferes when its feature is 
different from the target stimuli, and its effect reached maximum when the disparity was r1 
octave. Moreover, studies using this masking paradigm also supported the hypothesis of 
µVHQVRU\ UHFUXLWPHQW PRGHO¶ 7KH\ VKRZHG WKDW YDU\LQJ WKH PDVN DORQJ WKH WDVN-irrelevant 
dimensions did not affect the discrimination performance, indicating that separate and 
specialized channels are utilized for memorizing low-level visual features. Based on this, we 
can further infer that memory and perception share similar neuronal correlates in the sensory 
visual cortex. Similar phenomena were found in delayed discrimination tasks of other basic 
visual features. 
Recently, more fMRI experiments have been used to investigate the mechanism of WM, 
given the advantages of this neuroimaging method for image acquisition with good spatial 
resolution and relatively good temporal resolution. Several lines of evidence found maintained 
activation during short delay durations between two stimulus presentations, even though no 
stimulus was present (Cornette et al., 2002; Greenlee et al., 2000). For instance, one study 
suggested that neurons in the middle temporal visual area (MT) might also be involved in the 
short-term storage of visual motion information (Born & Bradley 2005). Additionally, using 
event-related fMRI, investigators assessed the pattern of neuronal activation evoked by 
gratings of the same or the orthogonal orientation when subjects performed a discrimination 
task for spatial frequency (Baumann et al., 2008). Their result revealed activation in both 
primary visual cortex and extrastriate visual cortex. They also found significant differences in 
BOLD signal in these sensory areas when the stimulus changed along a task-irrelevant 
dimension (same versus orthogonal orientation) but not in prefrontal and intraparietal cortex. 
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Based on this contrasting result, they suggested that retention of basic stimulus elements is 
maintained by the system of low-level WM in the early visual cortex.  
However, some other fMRI studies on WM failed to detect the overall enhancement of 
delayed activity in early visual regions (e.g. Harrison & Tong, 2009). Among these reports, 
Offen et al (2009) tracked the BOLD signal change in primary visual cortex during a WM and 
attention-demanding task, respectively. Unlike the delay-period activity recorded in temporal 
or prefrontal cortex, they found a strong, global suppression of activity in primary visual 
cortex during the WM task instead. They argued that the early visual cortex did not engage in 
the process of WM but rather received a top-down attentional modulation. However, they 
objectively pointed out the limitation of using sustained activity as the indication of functional 
involvement. Analogously, a recent study also challenged this traditional assumption, holding 
that an overall increase of delayed activity does not necessarily reflect stimulus-specific 
memory (Sligte, et al., 2013). The persistence might merely subserve the processing of other 
stimulus dimensions rather than that of the relevant feature. Alternatively, they emphasized 
the necessity of showing content-specific activity in relation to visual WM.  
In the light of the open questions reviewed above, we developed both psychological and fMRI 
experiments using a new combination of elements outlined above in order to understand more 
about the mechanism of visual working memory. Further details about this thesis are outlined 
in chapter 3.  
 
1.3 Principles underlying Magnetic Resonance Imaging (MRI) 
Since Purcell (Purcell & Pound, 1946) and Bloch (Bloch & Packard, 1946) first discovered 
the magnetic properties of atomic nuclei, it has been well known that when the nuclei of 
certain elements in a static magnetic field receive an oscillating (RF) pulse, they are knocked 
out of equilibrium and relax back into alignment precessing at a frequency that depends on 
the type of nucleus, the strength of external magnetic field and the chemical environment. 
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Following the development of spectroscopy techniques in the domain of chemistry and the 
discovery of how to turn information from magnetic resonance measurements into images, 
MRI has evolved into a widespread imaging tool for collection of both anatomical and 
IXQFWLRQDOLQIRUPDWLRQ:HKUOL	$WODV'¶(VSRVLWRHWDOa).  
The improvements in magnetic field gradients, the invention of echo-planar imaging 
(Mansfield, 1977) and related technology has allowed further improvements in fast 
acquisition techniques and the use of different contrast mechanisms (Lakrimi et al., 2011; 
Burton & Small, 1999; Lebihan, 1992).  
In particular, the introduction of blood oxygenation level-dependant (BOLD) imaging has 
opened a novel and non-invasive approach for modern neuroscience (Thulborn et al., 1982; 
Casey & Davidson, 2002). In this chapter, the basic theoretical foundations of nuclear 
magnetic resonance (NMR) that are relevant to the work presented in this thesis will first be 
reviewed. Then the principle of BOLD imaging will be addressed considering its special role 
in functional imaging.  
 
1.3.1 Nuclear Magnetic Resonance 
1.3.1.1 Spin, Precession 
Hydrogen atoms consist of a proton and an electron that occupies an orbital. Each atom has 
DVVRFLDWHG ZLWK LW D SURSHUW\ FDOOHG µVSLQ¶ ZKLFK GHSHQGV RQ WKH VSLQV RI LWV FRQVWLWXHQW
particles and is equal to the sum of the spins of its unpaired electrons. For 1H nuclei the spin is 
ò 6KDQQRQ 	 5RHPHU  7KH µFODVVLFDO¶ SLFWXUH RI WKLV LV WKDW WKHVH SDUWLFOHV URWDWH
about their central axis and produce a net nuclear angular momentum because their nuclei 
have an uneven number of protons with a magnetic moment. When spinning particles are 
charged and are placed in an external static magnetic field they create a diminutive magnetic 
field. Similar to small bar magnets, they align to either the same or opposite directions of the 
external magnetic field. But unlike magnets, because of the existence of spinning and angular 
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momentum, charged nuclei, when knocked out alignment, return back to equilibrium/ 
alignment in a gyroscopic motion, which is referred to as precession (Figure 1.15).  
       
Figure 1.15: Single spin. Once a magnetic field is applied, the magnetic moment of a spin 
precesses around the magnetic field axis similar to gyroscope at the Larmor frequency, 
keeping a constant angle between the spin magnetic moment and the field.  
 
The speed of precession depends on the magnetic field strength as well as the gyromagnetic 
ratio, representing an intrinsic characteristic of magnetically active nuclei (which is the ratio 
of magnetic moment and angular momentum). This is a constant for given nuclei, for 1+Ȗa
42.6 MHz/Tesla (Hashemi et al., 2003). Their frequency of precession in the field can be 
calculated using the Larmor Equation:  
Ȧ0 = B0 îȖ    (Eq. 2) 
where B0 LVWKHVWUHQJWKRIWKHH[WHUQDOPDJQHWLFILHOGȖLVWKHJ\URPDJQHWLFUDWLRDQGȦ0, as 
the result of this equation, describes the speed of precession (Van Geuns et al., 1999). 
The direction of precession can be either parallel or anti-parallel with the direction of the 
external magnetic field. Protons in the anti-parallel direction are in low-energy state and are 
RIWHQODEHOOHGDVµVSLQXS¶ZKLOHµVSLQGRZQ¶SURWRQVDUHLQWKHRSSRVLWHGLUHFWLRQZLWKhigh 
HQHUJ\µ6SLQXS¶ORZHQHUJ\RQO\VOLJKWO\RXWQXPEHUµVSLQGRZQ¶KLJKHQHUJ\LQGXFLQJD
net magnetisation M, which has the same direction as the external magnetic field (Figure 
1.16). M has no transverse component because even though protons precess about the vertical 
direction like a gyroscope, they are out of phase and thus the contributions to transverse 
magnetization from different protons cancel each other out. When the strength of B0 becomes 




energy state increases. An illustration of this is shown in Figure 1.17. Any transition between 
these two states requires an energy change, which can be induced by absorption or emission 
of electromagnetic radiation of frequency (RF) (Caldemeyer & Buckwalter, 1999).   
          
Figure 1.16: When placed in a magnetic field B0, protons fall into either the lower energy state 
where they are parallel to B0, or the higher energy state that corresponds to a counter-aligned 
to the magnetic field. The protons in the lower energy state in an entire sample are slightly 
outnumbered by the high-energy state proton spins (Left). The application of RF pulse can 
equalize the number of protons in both energy states (Right).  
 
    
Figure 1.17: Energy level diagram of the hydrogen nucleus (spin 1/2) in a magnetic Field B0. 
Transitions can be induced between spin states by irradiating with photons of energy E equal 
to the energy level splitting (Replicated from Sanchez-Panchuelo, 2009). 
 
1.3.1.2 Radio frequency 
When an appropriate radiofrequency wave or pulse is applied, it generates an oscillating 
electromagnetic field (RF field, B1), perpendicular to the main external magnetic field (B0). If 
the RF pulse is at the same Larmor frequency as the tissue it is applied to, protons inside are 
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then flipped to this new magnetic field (B1), and the spins begin to precess in phase. As the 
RF pulse continues, some protons absorb energy from the low energy state and are promoted 
into the higher energy state, causing the net magnetisDWLRQYHFWRUWRµWLS¶IURPWKHYHUWLFDO=-
axis to the transverse X-Y plane (Figure 1.18 B), when considered in a frame of reference 
rotating at the Larmor frequency. In the laboratory frame of reference, this appears as a 
complex spiral motion (Figure 1.18 A). By dividing the vector M into two components (Mxy 
as a transverse magnetization vector and Mz a longitudinal magnetization vector), we can 
analyse the change of M as two simultaneous yet independent processes. After a pulse is 
applied, protons absorb energy and commence nutational motion in phase, and as a result, net 
magnetisation on the Z-axis reduces, while Mxy increases. This process continues till M 
completes flipping to a certain angle. If M flips 90°, the applied RF is referred to as a 90° 
pulse (Figure 1.19), which forces protons into the transverse plane with a null Mz. The flip 
angle depends on the amplitude (strength of B1) and duration of the RF pulse. A 180° pulse 
can be produced by using twice the strength or twice the duration compared to a 90° pulse. It 
makes Mz inverted to the opposite direction along the Z-axis without inducing phase 
coherence in the X-Y plane, constructing a net magnetization of ±M (Foltz & Jaffray, 2012).  
 
Figure 1.18: The evolution of the bulk magnetisation vector M under the application of an RF 
pulse at the resonant frequency in (A) the laboratory and (B) the rotating frame. 
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Figure 1.19: A RF pulse that makes the spiral motion of the magnetization vector flip into the 
X-Y plane is called a 90q RF pulse.  
1.3.1.3 Relaxation and MR signal detection 
The application of RF disturbs the original energy equilibrium by changing the number of 
spins in two energy states. When RF discontinues, the spin system subsequently initiates a 
process of returning to the original state with a net magnetisation at equilibrium, and this 
process is termed relaxation. By decomposing M into Mz and Mxy, relaxation can be 
explained by the following: the Mz vector recovers to its original magnitude (M0) along the 
longitudinal axis; at the same time, the transverse magnetization Mxy decays to zero at a 
much faster rate (Figure 1.20). The corresponding relaxation time for these two components 
was measured as longitudinal relaxation time (or T1 relaxation time), and transverse 
relaxation (or T2 relaxation time). In terms of energy change, these processes can be 
considered as the following: during the longitudinal relaxation, spin-lattice relaxation occurs 
when some of the spins restore to the low energy state from higher energy state by exchanging 
energy with the surrounding lattice. Transverse relaxation represents an inherent energy 
exchange among protons themselves, and thus is often also called spin-spin relaxation (Gibby, 
2005).  
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Figure 1.20: The rate of decay of transverse magnetization (T2) in the horizontal X-Y plane is 
much more rapid than the recovery of longitudinal magnetization to Z-axis (T1).  
 
$FFRUGLQJWR)DUDGD\¶V/DZRI,QGXFWLRQLIDPDJQHWLFILHOGLVPRYHGWKURXJKDFRQGXFWRUD
current will be produced in the conductor. In the case of MR imaging, after the termination of 
the RF pulse, all spins are in phase, lined up and SUHFHVVDWWKHVDPHIUHTXHQF\Ȧ0 in the same 
direction, which means that the associated magnetic fields created by each spin are also 
precessing in phase (Tanaka, 2000). When they are of the same direction as a receiver coil, a 
very large current that is oriented perpendicular to B0 in the transverse plane, which we call 
the signal, can be induced and detected (Figure 1.21 A). The frequency of the signal is 
HTXLYDOHQW WR WKHIUHTXHQF\Ȧ0. Figure 1.21 B illustrates the relationship between transverse 
magnetization and the received signal at different time points. The coil receiver (in the 
illustration of A) can only detect the magnetization along the Y-axis in the X-Y plane. 
Therefore, at time points t1 and t3 there is no signal, whereas at t0 and t2 the signal reaches 
PD[LPXP$VLQXVRLGDOFXUYHZLWKWKHIUHTXHQF\RIȦ0 correctly describes such fluctuation of 
the received signal over time.   




Figure 1.21: A, Induction and detection of fMRI signal. B, The relationship between 
transverse magnetization and the received signal at different points in the temporal domain 
(adapted from Hashemi et al., 2003).  
 
1.3.1.4 Free induction decay 
The signal detection delineated above is an ideal situation. In reality, however, the coherence 
of spinning remains only for a short while, and then precession turns into a de-phasing state 
(McGowan, 2008; Morin & Gray, 1990). As a result, the amplitude of the signal attenuates 
rapidly under an exponential envelope. This is referred to as the Free Induction Decay or FID 
(Figure 1.22).  
 
Figure 1.22: FID is referred as the decaying sinusoidal waveform of the received signal.   
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Loss of signal is not only attributed to the spin-spin interaction among protons as outlined 
above, but also the inhomogeneity of the external magnetic field. Since B0 is not 
homogeneous in real systems, spins in different spatial locations have slightly different 
precession frequencies, which means that some protons that precess faster tend to offset those 
that precess slower, and this subsequently accelerates de-phasing. Therefore, the actual decay 
time, which is known as T2*, can be represented by two factors in the following equation: T2 
(pure spin-spin interaction) and T2c (magnetic field inhomogeneity).  
 ଵ்మכ ൌ ଵ்మ ൅ ଵ்మᇲ              (Eq. 3) 
1.3.2 Magnetic Resonance Images ± Contrast and Weighting 
1.3.2.1 Tissue contrast (T1 and T2 weighting) 
T1 and T2 relaxation times are important parameters for MR imaging (Stanisz et al., 2005). 
Since different tissues have varying relaxation times, it will take different time for the 
corresponding M vectors to restore to the initial amplitude. Based on these differences, we 
can distinguish one tissue from others. Figure 1.24 and Figure 1.25 illustrate tissues with 
different T1 and T2 relaxation time. For instance, according to Table 1.1, three main tissues in 
the human brain have their distinctive relaxation times (Ethofer et al., 2003; Gelman et al., 
6WDQLV]HWDO:KLWHPDWWHU¶V:0Mz recovers more rapidly than Grey Matter 
(GM) and CSF, so if we measure the signal earlier than 1300ms after the cessation of the RF 
pulse (short TR), both of the substantial tissues will be suppressed and become dark in the 
MR images, in comparison to the relative bright image intensities show by WM (Gelman et 
al., 1999; Ethofer et al., 2003). Figure 1.26 shows images obtained with short TR based on the 
differential T1 relaxation time of brain tissues.  




Figure 1.24: The tissues A and B with different T1s.  
 
 
Figure 1.25: The tissues A and B with different T2s. 
 
                        
Figure 1.26: T1-weighted imaging obtained from axial, sagittal and coronal direction (from 
left to right). WM shows higher image intensity than GM and CSF (darkest signal illustrated 
in ventricles).  
Time 
Time 




Table 1.1: T1 and T2 values at 3T magnetic field MRI 
Tissue Type T1 value (ms) T2 value (ms) 
White matter (WM) ~1110 ~56 
Grey matter (GM) ~1470 ~71 
Cerebrospinal fluid (CSF) ~3120 ~160 
 
Images that emphasize the contrast in accordance with T2 values of different tissues and along 
with Mxy are denoted as T2-weighted images. This is in contrast with T1-weighted image, 
which enhances the discrepancy of Mz by taking full advantage of the difference in T1 
relaxation time of different tissues.  
1.3.2.2 TE and TR 
The existence of inhomogeneity of magnetic field seems to preclude the possibility of getting 
pure T2-weighted images, yet there are methods to compensate such inhomogeneity. A 
VHTXHQFHRISXOVHVFDQEHDSSOLHGWRDFKLHYHWKLVSXUSRVH7DNHWKHYHU\FRPPRQµ6SLQ(FKR¶
sequence for example. After a 90° RF pulse is applied, the vertical M vector tipped into the 
transverse plane. As it stops, Mxy gradually reduces due to de-phasing. But if a 180° RF pulse 
is applied to reverse all the directions of de-phasing spins after a period of time (e.g. t), the 
incoherent spins will then re-phase to Mxy within another t period to produce a repeated 
strong signal echo (Figure 1.23). The time Mxy needs to proceed back is measured as the 
Time to echo (TE), which is the duration between the application of the 90° and 180° RF 
pulse. However, the regained Mxy does not have the same initial amplitude, hence, it is 
necessary to start a new sequence beginning from another 90° pulse. And the duration 
between these two consecutive RF pulses is indicated as the repetition time (TR). Both TE 
and TR are crucial time variables since they determine which tissues will be highlighted in 
differentially weighted images.  




Figure 1.23: Scheme of a spin echo sequence. After a 90° RF pulse, an FID is formed. The 
application of 180q pulses can refocus the transverse magnetization vector to generate echoes.  
 
1.3.2.3 Paramagnetism and Diamagnetism 
Diamagnetic and paramagnetic substances induce a weak magnetic field (either parallel or 
anti-parallel) when they are placed in an external magnetic field (Rodriguez, 2004). For the 
tissue with diamagnetic substances, such as air in the sinuses and bone tissue, they possess no 
unpaired orbital electrons, thus the effective magnetic field is reduced because the field they 
produce is opposite to the main field. On the contrary, paramagnetic substances have unpaired 
orbital electrons, and consequently their induced magnetic field boosts the effective magnetic 
field, leading to the increased signal on T1-weighted images. Oxyhemoglobin and 
Deoxyhaemoglobin, two variants of hemoglobin, are two representatives of diamagnetic and 
paramagnetic substances, respectively.  
People have been using their properties to introduce contrast between different tissues, or 
observe changes between different cognitive states in a given region of interest for clinical 
and research purposes. The mechanisms underlying functional MRI, and specifically the 
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imaging of blood-oxygen-level-dependent (BOLD) changes in the brain will be illustrated in 
detail in the section on functional MRI. 
1.3.3 Conclusion 
To summarize, the concepts of precession, the induction and detection of MR signal, and the 
process of relaxation have been reviewed in this chapter. In general, an oscillating magnetic 
field at the Larmor frequency applied orthogonally to a static magnetic field, B1, will trigger a 
bulk magnetisation that aligns to B0 flipped into a certain plane. So when the operating 
oscillating field ceases, a signal is emitted and can be detected during the process of recovery 
to the original bulk magnetisation. Hydrogen with one proton is abundant in the human brain, 
thus possessing a significant net magnetic moment. Strong signals from hydrogen protons can 
thus be detected using MR imaging to ultimately explore the anatomy and function of the 
brain, and in the case of this thesis specifically the mechanism related to the processing of 
visual information.  
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Chapter 2: General Methods 
Introduction 
 
In this thesis, we performed experiments with a variety of psychophysical methods for both 
piloting and continued data sets of behavioural studies. The aim of piloting experiments was 
to establish behavioural thresholds to allow us to pick a reasonable range of parameters for 
follow-on experiments. We used Yes-No tasks, (spatial) two-alternative forced choice and 
(temporal) two-interval forced-choice experiments with different delay intervals (which we 
refer to as delayed discrimination tasks) to characterize the property of memory as a function 
of manipulations for different visual features, such as motion coherence, orientation and 
contrast. Here, I will briefly review the background and history of the psychophysical 
techniques and paradigms used in this thesis.  Details on the choices of parameter and any 
changes from standard paradigms are highlighted in the Methods sections of the different 
experimental chapters. 
2.1 Psychophysics 
2.1.1 Signal Detection Theory 
To analyze behavioural data from Yes-No experiments, we made use of the framework of 
signal detection theory (SDT), which has played an important role in the analysis of sensory 
processes (Coren et al., 1994). SDT provides a quantitative link between the strength of a 
VHQVRU\VWLPXOXVDK\SRWKHVL]HGLQWHUQDOGHFLVLRQYDULDEOHDQGWKHVXEMHFW¶VFKRLFHV2QHRI
the fundamental assumptions of SDT is that there are always some uncertainties in the signals 
that allow us to make decisions (Green & Swets, 1966). The theory allows estimation of 
decision-related variables from perceptual reports, such as sensitivity, specificity and observer 
criterion. The basic principles including SDT and methods of psychophysics that are relevant 
to our work are outlined in the following sections.  
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The theory of signal detection (SDT) is a model used to estimate how people actually behave 
in detection tasks (Tanner et al., 1954). In the most common situation, subjects observe a 
stimulus and then make a decision about whether a pDUWLFXODU ³VLJQDO´ LV SUHVHQWRU DEVHQW
There are thus, two categories: the observation is due to the noise alone (N) or a signal added 
to a noise background (S+N). Internally, the stimulus is assumed to be represented by a 
(scalar) quantity, or decision variable, that is low for noise and high for signal + noise. The 
noise is assumed to vary randomly and if it is very high, subjects are more likely to make an 
error by mistaking it as a signal (a so-called false alarm). Conversely, when the noise level is 
low subjects may consider the stimulus as containing only noise, even though there is a weak 
signal added to it (a miss).  
I designed a detection task and collected data to illustrate the relationship between noise (N) 
and signal + noise (S+N).  Observers were asked to perform a Yes-No task by making a 
judgment of the presence or absence of a coherent motion signal (similar to what is displayed 
in Figure 2.1) by giving a long series of trials at a fixed signal intensity. 
Visual stimulus and task 
,QWKLVH[SHULPHQWVXEMHFWV¶WDVNZDVWRGHWHFWDVLJQDO± a short interval of coherent motion at 
a coherence level of 20% ± in the presence of directional noise (random dot motion with 0% 
coherence). Figure 2.2 illustrates a scheme of this experiment. The stimuli were displayed on 
a CRT monitor with a resolution of 800 ൈ 600 pixels and effective frame rate of 60 Hz. It 
contained moving ³white´ pixel dots (density, 2 dots/deg2) within a circular aperture of radius 
10q of visual angle. Each dot was 4ൈ 4 pixels in size and they moved on each frame at a 
velocity of 3q/s. The direction of moving dots was randomly set from 0-360° if there was a 
coherent movement. For any given new frame, noise dots changed direction while all signal 
dots (coherently moving dots) travelled in the same direction and were replotted along a 
straight trajectory with a spatial displacement of 0.05 deg. The probability for the presence or 
absence of coherent movement was approximately the same. There was a small fixation cross 
(size, 1q) at the centre of a ³black´ background (0.01 cd/m2). Preceding each trial, the 
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fixation-cross changed to yellow to indicate the onset of each trial, allowing subjects to attend 
to an impending stimulus. And at the end of each trial when the colour of the fixation changed 
WRF\DQVXEMHFWVZHUHDVNHGWRJLYHDUHVSRQVHDV³\HV,VDZDWDUJHW- a coherent movement´
NH\SUHVVRU³QR,GLGQRWVHHDWDUJHW- no coherent movement´NH\SUHVV3DUWLFLSDQWV
were told to make a judgment as quickly as possible, and then received feedback: the fixation-
cross changed to green after correct trials, or to red after incorrect trials. During the intertribal 
interval (ITI), the fixation-cross remained white. 
                      
Figure 2.1: Different coherence levels of moving dots. In the actual experiment we used more 
white dots on black background (arrows indicating direction of motion are only present for 
illustration). 
 
Figure 2.2: The paradigm of the simple Yes-No task for threshold detection with one trial. 
Subjects were instructed to fixate at a central cross, while dots with either a coherent motion 
or a random motion were displayed for 500 ms. Subjects need to judge whether there was a 
coherent movement by pressing a corresponding button.  
General methods                                                                                                      Chapter 2  
 
 51 
The distribution of noise (N) and signal + noise (S+N) 
Figure 2.3 shows the hypothesized distributions of the internal decision variable for S+N and 
N plotted with our data. In this figure, the S+N is always greater than noise alone. But when 
the strength of the signal decreases, there will be more overlap of these two distributions, 
making it more difficult to make a correct decision.  
                                   
Figure 2.3. A probability of occurrence curves of noise (black curve) and signal + noise (pink 
curve).  
                       
Two types of noise that may corrupt a signal are external noise (which we can apply to a 
stimulus) and internal noise (that is present inside the observer). They prevent observers 
making the correct decision or limit the subject's performance. External noise refers to the 
fluctuations introduced by the external environment. One example of this is the changes in the 
temperature of a visual display, which may change the number of emitted photons from a 
fluorescent screen over time. If an observer is performing a luminance detection task at 
threshold, such changes in stimulus intensity may affect the behavioural responses (Schonhoff 
& Giordano, 2006). For random dot kinematograms (RDKs), the level of external noise can 
be controlled quite carefully by manipulating the amount of coherence. At 0% coherence 
(Figure 2.1, left), one end of the spectrum, there is no motion signal consistent with one 
particular direction of motion present. At 100% coherence (Figure 2.1, right), the other end of 
the spectrum, the external noise in the signal is minimal. Internal noise refers to fluctuations 
in the representation of the signal inside the observer, which can be due to cognitive states 
(e.g. attention) and other physiological factors (Lucas, 1967). Taking the luminance detection 
as an example, even if the stimuli were presented by the same experimental apparatus, the 
internal conditions are not identical on each trial because of slight changes in physiological 
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state. These fluctuations in the internal representation may lead to different perception and 
perceptual decisions. The task structure is simple, but in most of the situations there is always 
some amount of uncertainty due to the existence of noise, leading to four possible outcomes 
when subjects give their response (illustrated in Figure 2.4). 
 
Figure 2.4: Hit (signal present and subject responds 'yes'), false alarm (signal absent but 
subject says 'yes'), miss (signal present and subject responds 'no'), and correction rejection 
(signal absent and subject says 'no').  
 
In the basic signal detection model, the distribution of the internal decision variable is 
assumed to be Gaussian and to have the same variance for the S and S+N distribution 
YDULDQFH IRUPDWKHPDWLFDOFRQYHQLHQFH7RFDOFXODWH WKHREVHUYHU¶VVHQVLWLYLW\DQGELDV
the proportions of hits and false alarms can then be transformed into quantiles of the standard 
normal distribution (Z scores) (Kay 1998). The calculations for these quantiles are briefly 
outlined below. 
The curve shown in Figure 2.5 represents a situation where the signal strength is sufficient to 
result in only a slight overlap of the N and S+N probability distributions. The solid vertical 
line corresponds to the location of the criterion (beta), which is used to make a decision. If the 
stimulus level is higher or at least equal to the level of the FULWHULRQ WKHQ WKH REVHUYHUV¶
UHVSRQVH IDOOV LQWR WKH GLVWULEXWLRQ RI 61 DQG WKH\ UHVSRQG µ\HV  WDUJHW SUHVHQW¶ 7KH
proportion of the area under the curve to the right of the criterion gives the proportion of µyes¶ 
decisions. Therefore, the hit rate and the false alarm rate can be determined by calculating the 
areas under the S+N and N distribution curves, respectively. But if the level of the internal 
variable is ORZHUWKDQWKDWFULWHULRQWKH\FKRRVH1DQGUHVSRQGµQRVLJQDODEVHQW¶ 
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Figure 2.5: The hit rate is equal to the proportion of the area of the S+N distribution (shadow 
in green) that is above criterion (Vertical solid line). The false alarm rate is equal to the 
proportion of the area of the noise distribution (N) that is above criterion (cyan shadow), 
whereas the left of the criterion represents the miss (shadow in red) and correct rejection 
(white shadow). d¶WKHGLVWDQce between the peaks of two curves. 
 
One commonly used method of considering the behavioural data from Yes-No tasks is the so-
called Receiver Operating Characteristic (ROC), in which the proportion of hits is plotted 
against the proportion of false alarms (Wickens, 2002). Each point on an ROC curve is 
GHWHUPLQHGE\WKHORFDWLRQRIWKHREVHUYHU¶VFULWHULRQRQWKH;GLPHQVLRQ$V the criterion is 
changed from high to low, the false alarm rate and the hit rate both increase, forming a ROC 
curve (Peterson et al., 1954). Specifically, if the point is near the bottom of the ROC curve 
where the slope value is large, the criterion is high; if the point is near the top of the curve 
where the slope is slight, the criterion is low. The exact value of beta is equal to the slope of 
the ROC curve at a particular point (A plot of a variety of ROC curves obtained by using the 
simple Yes-No task in the psychophysical experiment above, Figure 2.2). 
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Figure 2.6: Relation between the ROC curve and the theoretical noise and signal + noise 
distributions. Variation in the criterion results in different points along the ROC curve. As the 
criterion is lowered, the predicted point on the ROC curve becomes higher. Red point (Hits= 
0.89, False Alarm=0.25) corresponds to the red vertical line, which represents the lower 
criterion, compares to the blue point (Hits=0.75, False Alarm=0.11) and its corresponding 
higher criterion. 
 
6'7DOVRDIIRUGVDPHWKRGWRPHDVXUHWKHREVHUYHU¶Vsensitivity and criterion ORFDWLRQG¶LVD
variable equal to the difference between the means of S+N and N distributions divided by the 
standard deviation of the N distribution (which is often taken to be 1) (see Figure 2.5). 
Because the location of the S+N distribution in relation to that of the N distribution is a 
IXQFWLRQ RI VWLPXOXV LQWHQVLW\ DQG SURSHUWLHV RI WKH VHQVRU\ V\VWHP G¶ LV D SXUH LQGH[ RI
VWLPXOXVGHWHFWDELOLW\ WKDW LVQRWFRQWDPLQDWHGE\ WKH ORFDWLRQRI WKHREVHUYHU¶VFULWHULRQ$
IDPLO\RIG¶LVVKRZQLQ)LJXUH7KLVJUDSKDOVo gives information about the distributions 
of S+N and N. The curve through the red point that is closest to the diagonal red line in Figure 
2.7 shows the condition for which there is little separation between the N and S+N 
distributions. In this case, the external signal may be too weak to have a measurable effect on 
the nervous system. It can be seen that as the separation between N and S+N distributions 
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increases, the predicted ROC curve rises more rapidly and departs from the positive diagonal 
of the graph by a greater amount. 
   
)LJXUH  $ IDPLO\ RI 52& FXUYHV FRUUHVSRQGLQJ WR G¶ YDOXHV WKUHH JUDSKV RQ WKH ULJKW
VKRZ LQFUHDVHG G¶ YDOXHV IURP ERWWRP WR WRS and different criterions (shifting from left to 
right in the graphs on the right from bottom to top). $VWKHG¶YDOXHVLQFUHDVHVWKH 
 
In terms of the Yes-No procedure in this detection task, it is a very simple method for 
obtaining a threshold  find the lowest stimulus intensity that subjects report the existence of 
coherent movement for a particular proportion of trials (often chosen by the experimenter to 
be 75% or 90%). However, it has a few drawbacks. One problem is that it does not exclude 
the contamination of the sensitivity caused by response bias. For example, the subjects may 
have a tendency of committing false alarms by reporting the presence of infrathreshold or 
absent stimuli, making the measured value of detection of the signal lower than the actual 
threshold. Another worse scenario could be that subjects give responses without even 
observing the stimuli. Thus, the simple version of a Yes-No task may not reflect the accurate 
threshold if observers fail to report truly what they perceived. On the other hand, there are 
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some problems due to the cut-off level (criterion) that subjects use to make a decision. 
Observers could shift their criterion to influence the detection results, which means that the 
self-made criterion is not objective and stable enough to get a correct threshold. In order to 
avoid this subjectivity and control over the response bias, we used two-interval forced choice 
designs to acquire a more accurate estimation of threshold. 
2.1.2 Measuring thresholds for the discrimination task 
The discrimination threshold is the minimum difference between stimuli that an observer can 
discriminate reliably, also called the differential threshold. This term originated from the 
method of the just noticeable difference (JND) (Coren et al., 1994). One widely applied 
procedure for getting the differential threshold in a discrimination task is the two-interval 
forced choice (2IFC) design. In such a procedure, subjects are asked to compare and 
discriminate stimuli in two observation intervals and then report the interval containing the 
stronger/lower sensory information. It can be combined with either the method of constant 
stimuli, in which a fixed range of stimuli is randomly and repetitively presented or an adaptive 
psychophysical method. The following sections include a brief review of constant stimuli and 
adaptive methods with empirical examples.  
2.1.2.1 Constant Stimuli  
To measure the differential threshold of stimulus coherence, we performed a discrimination 
task with the method of constant stimuli. In the two-interval forced choice experimental 
design, subjects were asked to make discrimination judgments between two (or more) 
alternatives. 
Visual Stimulus and Tasks 
For this coherence of moving dots experiment, properties of the stimulus were kept the same 
as the Yes-No task. A coherence level of 40% was used as a fixed for the two stimulus 
intervals in each trial. The coherence level for the signal interval was obtained by randomly 
adding one of the four coherence values (2%, 4%, 8% and 16%) to the fixed. There was a 
delay interval between the two stimuli. Direction of motion for both stimuli in each trial was 
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kept constant at 0q (rightwards motion) for different trials. The graphical representation of the 
SDUDGLJP LV VKRZQ LQ )LJXUH  5DWKHU WKDQ UHVSRQGLQJ FRKHUHQW PRWLRQ SUHVHQW ³<HV RU
1R´REVHUYHUVZHUHLQVWUXFWHGWRMXGJHZKLFKLQWHUYDOFRQWDLQHGWKHGRWVZLWKKLJKHU motion 
strength overall at the offset of the second stimulus by pressing a button, which was instantly 
followed by feedback.  
                       
Figure 2.8: Paradigm of stimuli for the simple two-alternative forced choice discrimination 
task in psychophysical experiment, employing RDKs. Subjects were instructed to fixate 
centrally, while moving dots with a coherence level chosen randomly from five levels (40%, 
42%, 44%, 48% and 56%) were presented during the first stimulus interval (500ms). Subjects 
need to hold the coherence level of this stimulus during the delay interval (300ms) until the 
presence of the second stimulus, and judge which stimulus had a higher coherence level. 
 
 Psychometric curves 
Using this 2IFC design and the above parameters, we obtained the percent correct (P(c)) for 
different step-sizes of coherence based on the fixed coherence level. Typically, as the size of 
difference increases, the P(c) also elevated (examples shown in Figure 2.9). If we plot the P(c) 
against the size of the coherence difference (equal to the step-size levels), we get an 
approximately ogival curve with P(c) ranging from 0.5 (chance level) to 1 (100% correct). 
These plots are psychometric curves (Urban, 1910).  
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Figure 2.9: Proportion of correct as a function of difference of coherence levels for two 
subjects. X-axis presents the percent of dots moving coherenctly to the right direction (0º).  
 
Curve fitting 
The last step of analysing data from psychophysical experiments is curve fitting. It is crucial 
for acquiring a correct measure of threshold. We used a method based on Bootstrapping to fit 
the psychometric functions in this thesis. It is a method for estimating the variability of a 
statistic from a limited sample. A parametric bootstrap fits the psychometric curve by drawing 
samples repeatedly from a model instead of the original collected data points. Each time, a 
sample of random numbers with replacement was selected from a parametric model, in our 
case, the Weibull function. After 1000 resamples, the best-fitting curve is found with the 
method of maximum likelihood. Finally the bias and skewness in this new distribution was 
adjusted. From such a fit, thresholds and their 95% confidence intervals can be estimated. 
Sigmoid nonlinear regression was used to fit the psychophysical data, (psignifit toolbox, 
version 2.5.6) for Matlab (http://bootstrap-software.org/psignifit), and the corresponding value 
of stimulus intensity (coherence, orientation or contrast difference) at 75% correct 
performance was defined as the threshold.  
Experiment Modification 
One could get a reliable threshold using the 2IFC procedure and the robust fitting method. 
However, during pilot studies, I found that after a few trials, if the first coherence level was 
obviously higher or lower than the second stimulus, the subjects could give a response 
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without even observing the later stimulus. It then reduced the efficiency of the 2IFC. 
Therefore, in a modified version of the psychophysical experiments for investigating the 
working memory of motion coherence, I changed the fixed coherence levels to two values 
(30% and 40%), one of which was randomly selected as the base coherence, to which one of 
the increments of coherence levels was added.  
As a result of interleaving these two fixed levels, there would be a overlap of the coherence 
levels between the first and second stimuli, making the coherence level during the second 
interval difficult to predict, ensuring that the subjects had to pay attention to both 
presentations of the stimulus (see more details in Chapter 4). 
2.1.2.2 Adaptive staircase procedure  
In contrast to the classical method of constant stimuli outlined above, an adaptive staircase 
procedure is a method where stimulus intensity starts from a pre-defined point around the 
threshold and then makes changes depending on the performance history. Specifically, 
staircases often start from an intensity level that is easily detected or discriminated. The 
stimulus is then reduced by a step-size downwardly towards threshold while the subject 
responds correctly, until the observer responds with an error. This then triggers a reversal of 
direction of stimulus change (intensity level begins to increase). After a number of trials and 
reversals, the data points converge around threshold. Many different types of staircase designs 
with different decision rules about changes of step-size, and up-or-down rules are available, 
but a discussion of the details of these is beyond the scope of this thesis.  
Visual stimulus and task 
With an analogous two-interval forced choice experimental design and an adaptive procedure, 
subjects were asked to make discriminations between two oriented contrast-reversing 
sinusoidal gratings (spatial frequency: 0.75 cycle/q of visual angle; maximum contrast), within 
a circular aperture (radius: 5q of visual angle). In one of the stimulus intervals, a grating tilted 
at either 45q or 135q was present for 0.5s. The orientation in the other stimulus interval was 
increased or decreased by an angle starting from 10q. Two stimulus intervals were separated 
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by an interstimulus duration (0.25s). A 2-down-1-up staircase with fixed step-size (3q) was 
used. This means that if subjects make two consecutive correct responses, then the intensity 
level is decreased by one step-size. Once the participant responds incorrectly, the level is 
increased by the same size. At the end of each trial, observers pressed a button after making a 
judgment of which interval contained a more clock-wise grating. Feedback was given. The 
threshold can then be estimated from the average of these reversals (Figure 2.10) or by fitting 
the whole trial history.  
   
Figure 2.10: 2-down-1-up staircase procedure used in an orientation discrimination task. Solid 
coloured lines: the orientation difference for gratings based on orientations of 45q (Blue) and 
135q (Green). Dashed coloured lines indicate the discrimination thresholds for the two 
orientations.  
 
Compared to the method of constant stimuli, this method is more efficient and flexible. It does 
not require a large number of data points to obtain a psychometric function and the sample 
points are properly maintained around the threshold. Therefore, some of the previous MRI 
functional experiments used this method to manipulate performance with the precision of 
threshold and slope estimation in the scanner.  
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the scanner. For this, the luminance of the fixation cross was manipulated by an adaptive 
staircase method (2-down-1-up). Another application of adaptive methods is in our last 
experiment outside the scanner. In those parts, we used it in an orientation discrimination task 
(in the psychophysics setup) to measure the discrimination threshold in order to investigate 
whether the task difficulty modulates the neuronal activity in working memory (Chapter 8). 
 
2.2 Gamma correction 
The input-output characteristic of displays is often nonlinear, as the emitted light intensity 
(output) changes disproportionally to the voltage (input). Their relationship is described in the 
following equation:  
ݕ ൌ ܽݔ௚ǡ                                (Eq. 4) 
where ݕ is the output luminance, ܽ is a constant, ݔis the monitor gun intensity, and݃ is the 
gamma value.  
For our contrast experiment, we need to ensure the value of stimulus contrast precisely 
reflects the luminance difference of stimuli displayed on the screen. Thus, it is necessary to 
correct the gamma (non-linearity) to make the voltage level of pixels in the monitor and light 
intensity (luminance) linearly related. We used a sensitive psychophysical approach to adjust 
JDPPD ,W WDNHV DGYDQWDJH RI RQH RI WKH SURSHUWLHV RI ³VHFRQG-RUGHU PRWLRQ´ WR FRQGXFW
gamma correction. Previous studies have found that the human visual system requires some 
form of nonlinear processing to detect the direction of motion for second order, contrast-
modulated (CM) stimuli (Benton & Johnston, 1997; Ledgeway & Hutchinson, 2006). 
Therefore, if we can find the gamma value that makes the second-order motion undetectable, 
we effectively adjust the output intensity to be linear to input voltage as previously shown 
(Ledgeway & Smith, 1994b, Ledgeway, 1994). The stimulus is constructed by alternating 
frames of sinusoidal gratings (spatial frequency, 1 cycle/degree) either first-order luminance-
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modulated noise or contrast modulated two-dimensional random noise (Noise contrast, 50%) 
across space (github.com/psychopy/psychopy/blob/master/psychopy/demos/coder/experiment 
%20control/gammaMotionNull.py). In a forced-choice task, the observer was asked to 
indicate the direction of motion when the sinusoidal waveform was displayed by 25 cycles: 
whether the stimulus moved upwards or downwards by pressing up and down buttons 
correspondingly. During the process of 1-up and 1-down adaptive staircase procedure (initial 
step size, 0.5; total number of reversals of staircase, 12), observers could integrate the 
successive frames in the sequence and perceive motion reliably when the display system was 
far from linear. But as the gamma value dynamically adjusted, the direction became 
ambiguous (Ledgeway & Smith, 1994b). Then we estimated the monitor gamma by averaging 
the last four reversals of staircase; this averaged value was used in the relevant stimulus codes 
to linearize the monitor. The final gamma applied for our contrast experiments in this thesis 
was decided based on the mean result from three observers (4 repetitions for each observer) 
whose values were stable.  
 
2.3 Functional brain imaging 
2.3.1 Blood oxygenated-level dependent imaging  
While behavioural measurement yields very important information, they provide no direct 
knowledge of neuronal substrates or pathways involved in cognitive tasks (Menon & Kim, 
1999). By contrast, blood-oxygen level dependent (BOLD) functional magnetic resonance 
(fMRI) is able to provide both temporal and spatial information about the underlying neuronal 
activity in relation to a given sensory stimulus or cognitive event. Due to these conspicuous 
advantages of fMRI, it has been extensively applied in the field of neuroscience. Here, the 
basic principles underlying this technique will be outlined for reference. 
2.3.1.1 The principle of blood-oxygen level dependent (BOLD) fMRI 
It is thought that when neurons fire a series of action potentials, say, in response to a sensory 
stimulus, a complicated sequence of events follows in a variety of structures including glial 
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and other support cells, the somata, dendritic trees and terminals of the axons. These changes 
then trigger a complex interplay between vascular response (i.e. cerebral blood flow and 
cerebral blood volume), blood oxygen extraction, vascular coupling, neuronal modulation 
(e.g. subthreshold activity, excitation-inhibition networks, feed-forward and feed-back 
pathways) and local metabolism, the details of which are still being elucidated. As a result, the 
concentration of deoxyhemoglobin changes, altering the local field inhomogeneity and 
influencing the transverse relaxation time (T2*) of the activated area, which can be measured 
as signal increase or decrease on T2*-weighted images (Fox & Raichle, 1986). Figure 2.11 is 
a simplified diagram showing the change of oxygen consumption and blood flow evoked by 
neuronal activity.  
Despite the fact that BOLD fMRI reflects the concentration ratio change of deoxyhemoglobin 
to oxyhemoglobin in the brain tissue, the time series obtained with fMRI does not offer a 
direct representation of the neuronal response to cognitive or perceptual events (Silver et al., 
2010). Therefore, it is extremely important to understand the relationship between the 
measured fMRI signal and neuronal activity. There is a large body of research that has aimed 
to capture a clearer picture of this relationship, which will be reviewed in the coming sections.  
 




Figure 2.11, Images on the left show a diagrammatic representation of tissue in the resting and 
active states (modified based on diagram of www.fmrib.ox.ac.uk/research/introduction-to-
fmri/what-is-fmri/what-does-fmri-measure-cont). Right panel shows a simplified mechanism 
of BOLD fMRI as a result of neuronal activity. When the neuronal activity increases, the 
consumption of blood oxygenation raises as a consequence, causing a momentary decrease of 
blood oxygenation. However, the increase of blood flow over-compensates this oxygen 
demand, and consequently increases the ratio of oxyhemoglobin and deoxyhemoglobin. 
According to the magnetic properties of these two substances (see Chapter 1), their 
concentration changes increases the signal of T2*, which we would observe as an enhanced 
signal on T2* images.  
 
2.3.1.2 What does blood oxygenation level dependence fMRI measure?  
When the local brain tissue is active, the increased demand for oxygen paradoxically leads 
ultimately to an even higher oxygenation level. It was hypothesized that this is caused by the 
increase of regional cerebral blood flow (rCBF). Though previously observed, this change had 
not been exploited until early 1990s when Ogawa and his colleagues demonstrated that 
measurement of rCBF might reflect the neuronal activity evoked during the process of 
perception (Ogawa et al., 1990). Since then, many studies have explored the relationship 
between neuronal activity evoked oxygenation change and regional blood flow. For example, 
one study using deoxyglucose autoradiographic methods reported comparable results from 
General methods                                                                                                      Chapter 2  
 
 65 
both human and animal brains, suggesting that the density of vasculature is correlated with the 
number of synapses (Sokoloff et al., 1977). In addition, it was found that the dense 
vascularization is in close correspondence with an enzyme that is involved in oxidative 
metabolism (Sokoloff, 1977).  
Other studies have been investigating the spatial scale of fMRI measurements. Invasive 
studies on animals measured neuronal activity at different spatial resolutions to detect on 
which scale and exactly what activity fMRI signals reflect. Different approaches have been 
used including single-unit recording, multi-unit activity (MUA) and local field potential 
(LFP). Among these methods, LFP measures the low frequency component of extracellular 
field potentials (Kamondi, Acsady & Buzsaki, 1998). Results from visual experiments on 
anaesthetized and alert monkeys showed that BOLD responses are slightly better predicted by 
LFPs than multiple-unit or individual spiking activity (Mathiesen et al., 1998). Moreover, 
increases in the LFP range are better predictors of BOLD activity than other measures 
(Logothetis & Pfeuffer, 2004). For instance, by simultaneous recordings of hemodynamic 
responses, LFPs and transient single and multi-unit activity in V1, investigators found that the 
activity underlying the LFPs remains elevated for the period of the visual stimulus, whereas 
the spike-density function and the MUA showed strong adaption and returned to baseline a 
few seconds after the offset of the stimulus (Figure 2.12). This evidence also indicates that 
BOLD activation may reflect the neural activity pertaining to the input and the local 
processing, rather than the output of the region (Logothetis 2008). On the other hand, 
selective blocking of MUA with various substances did not significantly affect the BOLD 
responses (Mathiesen et al, 1998). These findings are in agreement with the statement that the 
BOLD response mainly reflects the mostly slow intracortical activity elicited from a neuronal 
ensemble rather than the weighted sum of signals over a small area of grey matter (covering 
approximately 2u2.5u7 mm3) (Arezzo, Legatt & Vaughan, 1979; Huang & Buchwald, 1977).  




Figure 2.12 Response in striate cortex to a visual stimulus of 24s. Both single- and multi-unit 
responses adapted a couple of seconds after stimulus onset, with LFP remaining the only 
signal correlated with the BOLD response. SD, spike-density. Adapted from Logothetis et al. 
(2001). 
 
2.3.1.3 Linear system analysis 
Although complicated biological and physiological processes are occurring while neurons 
respond during a cognitive task, the measured fMRI responses to some stimuli are well 
described by a linear transform model (Boynton et al., 1996; Friston, Jezzard and Turner, 
1994). This model was established to interpret the relationship between fMRI response and 
underlying neural activity. It approximates the fMRI signal as a consequence of the averaged 
neural response over several millimeters in space and a temporal summation over a few 
seconds. According to this model, the BOLD response should conform to the properties of a 
linear system including scaling and additivity. Studies supports the idea that signals obey 
scaling by measuring the relation of fMRI response and average neuronal response to the 
strength of a motion signal (coherence of dots), respectively (Heeger et al., 2000; Britten & 
Newsome, 1998). It was found that the BOLD signal increased proportionally to the neuronal 
firing rates in MT (Rees, Friston & Koch, 2000). Figure 2.13 summarizes the linear systems 
framework of visual stimulus and BOLD response. Heeger and his colleagues also extended 
their observation to other elementary visual features (e.g. contrast). They made the 
assumption that fMRI signals correspond to neural firing rates. If this were the case, then the 
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BOLD response would also change in proportion to stimulus contrast given the monotonic 
relationships between average firing rates and stimulus contrast. Their results revealed a 
similar relationship between the spiking rates across a large population of neurons in V1 
(measured in monkeys) and the fMRI signal for contrasts of stimuli (in human subjects) 
(Boynton et al, 1999; Geisler & Albrecht, 1997; Heeger et al., 2000). In the light of this 
evidence, most of the current analysis methods and tools (i.e. SPM, FSL) assume that the 
output fMRI response of an arbitrary experimental design can be predicted by convolution of 
a hemodynamic response function with stimulus design time course that captures expected 
changes in neural firing rate. The following sections outline the temporal and spatial features 
of this linear model, respectively.  
 
Figure 2.13: The linear systems framework for fMRI. Adapted from Boynton et al. (1996). A 
linear model seems to describe functional MRI responses to combinations of stimuli in the 
visual cortex well. Experimental evidence shows that BOLD signal changes are roughly linear 
with visual stimulus duration and contrast once the non-linearities in the neural response are 
accounted for, and even rapid visual stimuli show approximate superposition typical of a 
linear system. 
 
(1). Temporal features of fMRI 
Before examining the temporal features of a linear system, it is necessary to measure the 
BOLD change elicited by a single stimulus. Initially, investigators had observed the time 
series of fMRI signal change in V1 at 1.5 T, and found that the fMRI signal responds 
approximately 2 seconds after the presence of a stimulus (Savoy et al., 1995; Kim, Richter & 
Ugurbil, 1997). Since BOLD fMRI measures the change of rCBF induced by blood volume 
alteration and oxygenation changes, its signals represent slow reactions to brain activity in 
response to external stimuli or internally generated neural events. Nevertheless, there are 
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reliable delayed responses to the onset of events. Evidence has shown that the variability of 
the onset delay in simple visual experiment is small (Savoy et al., 1995; Savoy et al., 1994). 
After the delayed onset of BOLD response, the time-to-peak of the response can occur up to 
13s later (Richter et al., 1997; Menon, Luknowsky & Gati, 1998). Then it takes another few 
seconds for the response to settle and return to the baseline activity. They also found that 
further increasing the duration of a stimulus would not further increase the activity amplitude 
due to neuronal saturation. Yet the width of response peak increased, indicating that the width 
of fMRI response reflects the processing duration of a stimulus (Savoy et al., 1994). On the 
basis of these observations, one could correlate the temporal features of fMRI response with 
neuronal activity. 
Moreover, the understanding of the temporal features of the BOLD response to individual 
stimuli facilitated the establishment of the linear transform model. From the temporal 
perspective, it posits that the response to a long stimulus is formed from the summation of the 
responses to shorter stimuli. Different experiments measured the fMRI response to different 
numbers of stimuli, and compared the result with the sum of individual activity (Dale & 
Buckner, 1997; Horner & Andrews, 2009). The data supported another property of the linear 
relational model: additivity (Figure 2.14). Along the same line, a time resolved event-related 
fMRI technique provided a method of discriminating hemodynamic differences in reaction to 
neuronal activity (Buckner et a., 1996).  




Figure 2.14 Measured functional magnetic resonance imaging (fMRI) responses from the 
visual cortex for 6- (A) and 12-s (C) stimulus presentations. B shows the two separate fMRI 
responses with a delay of 6s. D. temporal summation of the two fMRI responses showed in B, 
and compared with the responses to a 12s pulse in C, which are very similar to each other. 
Adapted from Boynton et al. (1996).  
 
(2). Spatial relations between fMRI and neuronal responses 
In addition to the linearity / temporal summation, co-localization of fMRI and neuronal 
response is also indispensible for spatial localizing the underlying activity for a cognitive task. 
Compared to other neuroimaging methods, including electroencephacegraphy (EEG) and 
magnetoencaphalography (MEG), fMRI achieves a relatively high spatial resolution (Menon 
& Kim, 1999). However, BOLD signal changes can covary with microvasculature, such as the 
capillary bed in the cortex (< 10 mm), as well as bigger vascular structures such as the large 
draining veins at the scale of millimetres (Menon et al., 1993; Lai et al., 1993; Lee, Glover & 
Meyer, 1995; Logothetis et al., 2001). It has been suggested that the signal change from 
microvascular contributions has a higher spatial correlation with the site of neuronal activity, 
whereas the macrovasculature could lead to the response site being mis-localized to 
centimetres away from the actual location (Kim et al., 1994). Despite this limit, it was found 
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that single and brief presentations of stimuli could suppress this vascular artefact (Menon & 
Kim, 1999). 
A large array of fMRI experiments has provided supportive evidence for the correspondence 
between the BOLD signal and neuronal activity in space. For instance, the typical retinotopic 
maps showed that visual stimuli presented next to each other in the visual field correspond to 
the nearby regions of visual areas (Engel et al., 1994). This case was presumed to occur only 
when the large draining vein signal could be successfully deemphasized (Logothetis & 
Pfeuffer, 2004). Therefore, the retinotopic maps may suggest that the biological and 
hemodynamic factors in those large veins are constant throughout the scanning time. Similar 
co-localization has also been presented in somatosensory cortex using tactile stimuli with a 
block design (Puce et al., 1995; Yousry et al., 1995; Schulder et al., 1998; Ruge et al., 1999; 
Cannestra et al., 2001; Sanchez-Panchuelo et al., 2012b). Based on these reports, many fMRI 
experiments have used localizer scans to first delineate the specific areas that are responsive 
to the stimuli/events. For example, the Fusiform Face Area (FFA), an area in the fusiform 
gyrus that is heavenly involved in face processing, is defined for each individual by locating 
the region that responds more strongly to faces compared to other objects in ventral temporal 
cortex (Haxby et al., 2001; Poldrack, 2006; Poldrack, 2007; Friston, 2006; Saxe et al., 2006).  
2.3.1.4 The existence of nonlinearity 
One variation of the relationship between fMRI and neuronal activity comes from the 
hemodynamic response function (HRF) (see more in the section on the general linear model in 
this chapter). Even though the HRF is often modelled as a linear, time-locked transform of the 
underlying neuronal activity (Friston et al., 1995), many experiments have shown the 
nonlinearity of the BOLD signal in time in certain circumstances (Boynton, et al., 1996; Birn, 
Saad, & Bandettini, 2001; Buxton, Wong, & Frank, 1998; Friston, et al., 2000; Vazquez & 
Noll, 1998; Huettel et al., 2009). One circumstance in which the HRF is known to violate 
linearity is for very short stimulus durations and inter-stimulus intervals. Although 
pronounced hemodynamic responses can be observed, the responses depart from linearity 
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when the interval between stimuli is too short. In fact, response amplitudes could be reduced, 
and duration for the recovery to baseline could be prolonged (Richter et al., 1997; Menon, 
Luknowsky & Gati, 1998). Thus, it is not recommended to use inter-stimulus intervals (ISI) of 
less than one second if analysis assumes linearity. However, some experimental designs even 
make use of this refractory effect by presenting very closely spaced stimuli. Subsequent 
stimuli only elicit smaller hemodynamic responses due to adaptation (Kileny, Ryu, & Abbas, 
1980; Logothetis, 2003; Logothetis et al., 2001; Wilson et al., 1984; Kanwisher et al., 1997; 
Grill-Spector et al., 2001).  
Even though a few reports have pointed out the significant nonlinear responses in the higher 
visual areas (Avidan et al., 2002; Mukamel et al., 2004) and variance of HRF in different 
regions of interest (Birn et al., 2001; Boynton & Finney, 2003; Soltysik et al., 2004) and 
stimulus category (Horner & Andrews, 2009), a majority of researchers confirmed that the 
BOLD response in sensory areas (V1-V3 and MT/V5) generally obeys linearity (Hoge et al., 
1999; Miezin et al., 2000; Vazquez & Noll, 1998; Gu et al., 2005; Glover ,1999; Rees et al, 
1997). Thus, we used the canonical HRF to estimate the response amplitude in Chapter 8 of 
this thesis in addition to the deconvolution approach used elsewhere in the thesis.  
2.3.1.5 The advantages of BOLD fMRI 
Despite many underlying assumptions and the existence of a small nonlinearity between 
neuronal response and fMRI, the measurement of responses in early visual cortex are well 
captured by a linear approximation. Besides, magnetic resonance imaging and in particular 
BOLD fMRI has many incontestable advantages: it is a completely non-invasive method; 
measurements of the responses across the whole brain are possible (unlike single unit 
electrophysiology); and it is also relatively easy to measure different aspects of cortical 
anatomy. Meanwhile, with on-going developments of the technique, BOLD fMRI is able to 
reach a relatively good combination of both spatial and temporal resolution of the images. The 
successful application of Echo Planar Imaging (EPI) makes it possible to scan regions of 
interest in a relatively large area within seconds while keeping a good spatial resolution (e.g. 
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3mm3 voxels with 1.5s TR and 30ms TE). This technique acquires multiple lines of imaging 
data after a single RF excitation. Therefore, typical EPI imaging at 3T magnetic field allows 
20-30 slices of data collection within a few seconds. Moreover, several experiments at very 
high magnetic field are currently trying to push the spatial resolution of fMRI to the scale of 
cortical columns (Cheng, Waggoner, Tanaka, 2001; Goodyear & Menon, 2001; Menon & 
Goodyear, 1999). It is a technique that some believe facilitates the further exploration of 
decoding the functional organization of neuronal populations (Bartels, Logothetis, & 
Moutoussis, 2008).  
 
2.3.2 fMRI Design Methods 
Functional MRI data are usually acquired in either a blocked design or an event-related design 
(although some experiments have attempted to combine these two approaches). A brief 
review of these two experimental designs is as follows. 
2.3.2.1 Block design 
7KH³RQ´DQG³RII´PRGHORIEORFNGHVLJQVKDVEHHQH[WHQVLYHO\DSSOLHGLQ05,IRUPRUHWKDQ
a decade (Brockway, 2000; Loubinoux et al., 2001; Machielsen et al., 2000; Rombouts et al., 
1998; Rombouts et al., 1997; Friston et al., 1999; Buxton et al., 1998; Glover, 1999). This is 
the simplest way to evaluate the correlation between one independent variable (e.g. contrast of 
a visual stimulus) and a dependent variable (usually the modulation in the fMRI signal). Trials 
under the same condition for an independent variable are grouped together over time (termed 
as blocks) to see whether the presence of the independent variable makes a significantly 
different effect versus its absence (see Figure 2.15 A). For instance, investigators (Grill-
Spector, 2003; Malach et al., 1995) used blocks with objects interleaved with blocks with 
scrambled images or blanks to localize object-related cortical areas that are preferentially 
activated by objects, including the lateral occipital complex (LOC). Given the 
straightforwardness of this design method, it is often applied to detect voxels with significant 
activity under certain conditions. In the present work, we used a block design with ON blocks 
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of visual stimuli versus OFF blocks of another condition (fixation on a grey background) to 
help localize and refine the regions of interest relating to the visual stimuli in this thesis.  
However, there are some drawbacks of blocked designs (D'Esposito et al., 1999a). First, the 
length of each block needs to be sufficiently long to allow the hemodynamic response to have 
adequate time to return to the baseline, providing a large enough response to compare 
between two conditions. In addition, blocked designs should have as many transitions 
between conditions as possible to easily remove the low-frequency noise and to get a good 
estimate of signal changes. Besides this time-consuming disadvantage for long blocks, the 
succession of stimuli presented during blocks causes the superposition of individual 
hemodynamic responses on top of each other. This makes it clear that blocked designs are not 
ideally suited to reveal the shape of the hemodynamic response function and its change over 
time.  
  
Figure 2.15: Example of block A and event-related designs B for fMRI experiments. A. Block 
design paradigm requires the task block which is interleaved with time blocks of rest. B. 
Event related paradigm. Since response summation is an approximately linear fashion, the 
responses to rapidly presented stimuli can be extracted from the data if the events are 
presented randomly. Colours illustrate possible responses evoked by different types of events.  
 
2.3.2.2 Event-related design 
7KHRWKHUFRPPRQO\XVHGGHVLJQPHWKRGLVFDOOHGWKHµHYHQW-UHODWHG¶GHVLJQ,WLVDPHWKRGRI
presenting separate and short-duration events whose timing and order may be randomized 
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(Rosen et al., 1998). It measures transient changes in brain activity associated with discrete 
VWLPXOL $PDUR HW DO  '¶(VSRVLWR a; Friston et al., 1998; Josephs, Turner, & 
Friston, 1997; Rosen, Buckner, & Dale, 1998; Wiener et al., 1996; Zarahn, Aguirre, & 
'¶(VSRVLWR  7KXV ZH H[SHFW WKDW WKH HYHQW-related design is optimal to get the 
maximal and accurate change of BOLD signal for variable blocks (Dale, 1999). One of the 
earliest uses of event-related fMRI was to explore a working memory paradigm (D'Esposito, 
et al., 1999b). In that experiment, different trials were intermixed in order to separate the 
events of encoding and maintenance in working memory. Figure 2.15 B shows one example 
with transient and sustained responses evoked by different types of events. The outcomes can 
demonstrate the regions in the brain that are involved in the activity of encoding (transient 
activity) and maintenance (sustained activity), and suggested that their roles in each 
corresponding process were different. These examples illustrated that the event-related design 
is good at measuring the pattern of signal change over time within an active voxel in response 
to the experimental manipulation (Burton & Small, 1999; Josephs & Henson, 1999).  
Since one of the main aims of this thesis was to probe the role of early visual areas in working 
memory by observing the activity during the delay time between two stimulus intervals, an 
event-related design provides a good and flexible means for achieving this (Celsis et al., 1999; 
Liu et al., 2001; Loubinoux et al., 2001). First, an event-related design allows different trials 
or stimuli to be presented in arbitrary sequences, thus eliminating potential confounds, such as 
KDELWXDWLRQDQWLFLSDWLRQVHWRURWKHUVWUDWHJ\HIIHFWVRQRXUWDUJHWHGSURFHVV'¶(VSRVLWRHW
al., 1999c). Second, it is sensitive to the change of hemodynamic response during variable 
delay intervals ranging from very short periods to relatively long ones, allowing us to estimate 
the cortical responses to each component during the intrinsic process of working memory 
(Courtney et al. 1997; Zarahn et al. 1999; Zarahn et al. 1997). Even though the BOLD signal 
is sampled at discrete intervals determined by the repetition rate of scanning (TR) and event-
related design needs high temporal resolution to obtain signal changes, the currently available 
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technology on standard 3T scanners is more than sufficient to guarantee the presentation of 
time-resolved signal changes (Ress, Backus, & Heeger, 2000).  
 
2.3.3 Data pre-processing 
The following sections focus on reviewing some of the steps for processing the acquired 
functional images in spatial and temporal domains (Figure 2.16). These processes aim to (1) 
reduce the noise-induced variability in the signal, (2) make data ready for statistical analysis 
and (3) prepare the display of data in the context of the two-dimensional cortical surface. For 
our particular analyses, some of the steps commonly used in other domains were unnecessary 
or undesirable. All of the preprocessing that was applied was performed using a combination 
of free imaging analysis tools (mrTools, Heeger lab, NYU; mrVISTA, Wandell lab, Stanford; 
FMRIB Software Library; Freesurfer, http://surfer.nmr.mgh.harvard.edu/) and custom-written 
extensions written at the University of Nottingham. Originally, cortical segmentations and 
unfolding were performed using SurfRelax (Larsson, 2001), but in later analyses, we moved 
to an automated process with Freesurfer (MGH). 
    
Figure 2.16: Workflow of pre-processing and image visualization for fMRI data.  Squares 
with green colour indicate the steps we performed for obtaining cortical surface maps.  
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2.3.3.1 Motion correction (fMRI)  
Even with padding and the use of vacuum pillows slight head motion may still be inevitable 
during the scanning and can induce artefacts, consequently causing the invalid identification 
RI ³DFWLYH´ YR[HOV )LJXUH  ,W LV WKHUHIRUH QHFHVVDU\ WR SHUIRUP PRWLRQ FRUUHFWLRQ WR
compensate for the head motion and minimize its effect on analysis. A reference image is 
selected and the rest of the images are registered to it by translation and/or rotation (rigid body 
transform).  
 
Figure 2.17: Effects of head motion on fMRI data. Large intensity transitions exist at tissue 
boundaries, including the edges of the brain (Left). The magnified views show the position of 
the brain before head motion (Middle) and after a movement of one voxel to the right (Right). 
The numerical intensity values for the voxels within the blue square are shown below. Note 
that the intensity in a given voxel may change by more than a factor of 5 solely due to head 
motion. This compares to a change of only 1 to 2% for real brain activity. Figure and legends 
adapted from Huettel et al. (2009).  
 
Figure 2.18 plots head motion over an experimental session. In this thesis, we used the tools 
implemented in mrLoad (Heeger lab, NYU) for motion compensation (correction). It mainly 
contains two types of correction (Nestares & Heeger, 2000). For a session with more than one 
scan, it corrects the motion between scans first. The compensation function treats each scan as 
a single unit to conduct alignment by computing the mean T2* map across the functional 
images within one scan. We specify a reference scan to which the rest of the scans will be 
aligned. Typically, the reference scan is the one closest to the anatomical collection in time. 
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%HVLGHV WKLV ³EHWZHHQ VFDQV DOLJQPHQW´ WKH PRWLRQFRPSHQVDWLRQ IXQFWLRQDOVRSHUIRUPVD
similar rigid-body alignmHQW ³ZLWKLQ HDFK VFDQ´ 7KH IUDPHV DUH OLQHG XS WR D FKRVHQ EDVH
frame. These displacements in 3D also provide the foundation for the coregistration between 
anatomical and functional images (see more detail in section of coregistration). 
 
Figure 2.18: Plots of translational head motion from a single fMRI session. Translational 
effects comprise movements from left-to-right (x-axis), forward-to-backward (y-axis), and 
top-to-bottom (z-axis). Adapted from Nestares & Heeger, (2000).  
 
2.3.3.2 Slice-timing correction (fMRI) 
If slices in an imaging volume are acquired in an interleaved 2D acquisition sequence, the 
time discrepancy between two spatially adjacent slices could be much greater than two slices 
that are far apart. This inter-slice gap, which can be up to ½ of a TR, depending on how slices 
are interleaved, should be corrected if one wants to apply the same statistical analysis to every 
slice, assuming all slices in a volume are collected at the same point in time. However, such 
temporal realignment to the beginning of the TR requires interpolation of the time series (e.g. 
using sinc-interpolation), which brings along its own set of problems. In addition, because the 
TR in the fMRI experiments was relatively short (only 1500ms), small inaccuracies due to 
slice timing are unlikely to affect the estimation of hemodynamic responses in individual 
subjects. For the data in this thesis, we therefore chose not to apply slice-timing correction.  
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2.3.3.3 Spatial smoothing (fMRI) 
The purpose of applying spatial smoothing to fMRI images is to increase the signal to noise 
ratio by decreasing the uncorrelated noise in space (Oppenheim, 1978; Triantafyllou, 2006). 
In certain analysis workflows, it is also required to guarantee the validity of the assumed 
spatial model of noise (e.g. assumption of spatially Gaussian noise with particular 
characteristics for Gaussian random field theory) (Friston et al., 1995). The effect of 
smoothing also is to, ultimately, help clustering the activity of voxels adjacent to each other, 
thus reducing the problem for multiple comparisons in statistical analysis (Poline et al., 1995; 
Siegmund et al., 1995). However, for retinotopic mapping and the region-of-interest based 
approaches used in this thesis, spatial smoothing is not required and rarely desirable. We 
therefore did not apply any spatial smoothing (beyond that inherently incurred by the 
interpolation of the 4D fMRI data during motion correction). 
2.3.3.4 Temporal filtering (fMRI) 
Small instabilities in the electronics of the scanner and the physiological movement can 
induce low frequency drift as well as high-frequency components in the measured BOLD 
signal (Edelstein et al., 1986; Parrish et a., 2000). The low frequency confounds can be 
removed by use of a high-pass filter. High-frequency noise in time series can be smoothed 
temporally with a low pass filter (Raj et al., 2001). In many circumstances both types of filters 
are combined in a bandpass filter, which filters out frequencies both below and above a 
particular pass band. Typically, temporal filters ensure a better estimation of parameters in 
statistical analysis.  
To remove slow temporal drift in fMRI time series, we applied high-pass filtering to the data. 
For the retinotopic mapping data at each voxel, a low-pass filtered version of the timeseries 
was subtracted from the original timeseries, in effect high-pass filtering (for example Larsson 
et al., 2010; Montaser-Kouhsari et al., 2007; Larsson & Heeger, 2006; Offen et al., 2009; 
Offen et al., 2010; Sanchez-Panchuelo et al., 2012a; Levy et al., 2007). For the GLM analysis 
and classification analysis, we used standard high-pass filtering (0.01Hz cutoff) as routinely 
General methods                                                                                                      Chapter 2  
 
 79 
used in many applications (Offen et al., 2009; Sapountzis et al., 2010; Dinstein et al., 2008; 
Liu et al., 2011). 
2.3.3.5 Segmentation and unfolding of the cortical surface (anatomy) 
Since visualizing the 2D topography not only presents the activity over a large-scale field 
within a single image, but also conveniently reveals the response within the sulci in cortex, we 
adopted an approach to unfold the convoluted 3D structure of the grey matter into a 2D 
flattened surface. The steps related to this processing are summarized in the forthcoming 
sections. This outline makes reference to the steps used by SurfRelax (Larsson, 2001), but 
largely equivalent, automated processing is available in Freesurfer (MGH). 
Extraction of cortical surface 
As a result of inhomogeneities of the magnetic field, even the same tissue in the structure of 
interest may contain different intensities, leading to possible confusion when marking the 
boundary between WM and GM with simple intensity thresholding. Thus the initial step is to 
normalize the intensity variations in the T1-weighted MPRAGE anatomical MR images with 
a non-parametric heuristic approach (Lasson, 2001). After this step, each cerebral hemisphere 
in the brain and the brain stem were computationally separated according to the image 
intensity of different structures. This step also fills cavities in white matter as well as separates 
the WM from subcortical nuclei. This preprocessing aims to prepare for the WM and GM 
segmentation properly.  
Lasson (2001) devised a method for cortical segmentation by using a voxel-based deformable 
template. First, the WM volume in each target individual brain was used to derive a template 
volume with spherical topology. This is taken as a starting estimate for obtaining a fitted 
cortical surface between the grey matter and white matter. Then a parameterized erosion and 
dilation are used to deform onto the WM, which insures that the final extracted WM volume 
KDVDFRUUHFWDQDWRPLFDOFRQILJXUDWLRQHJQR³KDQGOHV´RUKROHV&RPSDUHGWRPDQ\RWKHU
WRROV IRU WKH VLPLODU SXUSRVH /DUVVRQ¶V PHWKRG IRU :0 DQG *: FODVVLILFDWLRQ SURYLGHV D
more precise delineation of the interface between GM and WM. Figure 2.19 is a 
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demonstration of coloured surfaces (curvatures) after segmentation. Finally, in order to 
RSWLPL]H WKH ILW EHWZHHQ WKH RXWHU DQG LQQHU OD\HUV RI WKH JUH\ PDWWHU ³SLDO´ DQG ³ZKLWH
PDWWHU´ VXUIDces, respectively), a similar deformation method was applied repetitively onto 
the original (but intensity-normalized) anatomical image.  
   
Figure 2.19: The extracted surface between the grey and white matter for the left hemisphere. 
Yellow curvature, outer-surface of GM; White curvature, interface between GM and WM.  
 
Coregistration 
The spatial resolution of the functional EPI images obtained for this thesis was 3mm isotropic. 
This resolution is still regarded as relatively low compared to the resolution of an anatomical 
image (usually, 1 mm isotropic). Thus, researchers routinely overlay the functional and 
derived statistical images on the high-resolution anatomical images to link cortical function 
with anatomy (for example Larsson et al., 2010; Montaser-Kouhsari et al., 2007; Larsson & 
Heeger, 2006; Beckett et al., 2012; Sanchez-Panchuelo et al., 2012a; Schluppeck et al., 2005). 
An unfolded 2D cortical surface for displaying information from BOLD imaging, further, 
makes the visualization more direct and easier for observers (Figure 2.20). The next section 
briefly summarizes the method of cortical unfolding.  




Figure 2.20: A. High-resolution anatomical images (in gray) are overlaid by low-resolution 
anatomical images (in red) obtained in the same session as the functional images. B. 
Functional images (red) overly on the corresponding low-resolution images displayed in A.  
 
Cortical surface inflating and flattening  
Although the cortical surface already provides a better display for the spatial relationship 
between different activated locations on each hemisphere, the cortical surface is still folded 
with sulci varying from subject to subject anatomically. Moreover, it is often the case that the 
VKDSHDQGGLVWULEXWLRQRI VRPHDFWLYDWHG UHJLRQV LV ³KLGGHQ IURPYLHZ´ LQVLGH WKHVXOFLEXW
equally important (Witzel et al., 2001) (see Figure 2.21 A and B). Hence, it is advantageous to 
³LQIODWH´ WKH EUDLQ VXUIDFHV DQG IODWWHQ SDUWV RI WKHP LQWR D WZR-dimensional map with 
unfolded configuration, especially for smaller regions in the brain (Figure 2.21 C).  
To make the process of inflation less time-consuming, the algorithm first reduces the number 
of nodes for initial relaxation/flattening by performing resampling to a lower-resolution 
surface. Then it tries to move these chosen nodes towards their corresponding vertices on a 
plane while retaining the approximate distance between neighbouring points. The 
displacement parameters for each point on the low-resolution mesh are then fed into the 
matching vertices in the higher-resolution surface. Similar steps of resampling, moving and 
smoothing are iteratively performed, until finally the parameters are applied to the original 
surface, the points of which then end up on an inflated or smoothed version of the 
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corresponding surface  (FreeSurfer: Martinos Center for Biomedical Imaging, MGH, 
Harvard).  
Flattening an inflated surface of the occipital lobe does induce some, but limited geometric 
distortions but vastly improves visualization: the same method as surface inflating, described 
in the previous paragraph, can be used to project the folded surface onto a plane.     
   
Figure 2.21: A. 3D outer surface of grey matter of the left hemisphere. B. 3D inner surface of 
grey matter of the left hemisphere C. An inflated and flattened patch from the occipital area 
(shown in red) in left hemisphere. The original sulci and gyri are represented by different grey 
scale (darker black ± sulci; lighter black ± gyri). 
 
2.3.4 Human Retinotopic Mapping 
In the past decade, several studies clearly established that visual areas are topographically 
organized both in animals and humans (DeYoe, et al., 1996; Engel, et al., 1994; Shadlen, 
1994). The organization of cortical retinotopy in the early visual areas has been reviewed in 
Chapter ,. Although the local neighbourhood relations for those areas are faithfully 
maintained in humans, the exact correspondence between anatomical structure and the 
retinotopic maps is highly variable across individuals (Larsson & Heeger, 2006; Andrews et 
al., 1997; Henriksson et al., 2012; Yamamoto et al., 2012). Thus, we employed an 
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individualized delineation for early visual regions (V1, V2 and V3) in our experiments. This 
is also important for defining the Regions of Interest (ROIs) in the early visual areas for the 
functional experiments that follow. In this section, I focus on how we delineated the 
retinotopy on the visual cortical surface using BOLD fMRI.  
2.3.4.1 Visual stimuli 
We used the standard traveling-wave method with ring and wedge stimuli to measure visual 
field maps (DeYoe et al., 1996; Engel, Glover, & Wandell, 1997; Engel et al., 1994; Larsson 
& Heeger, 2006; Sereno et al., 1995). In this method, subjects fixate at the center of the screen 
while a series of high contrast patterns are presented periodically. Our stimuli consisted of 
radial and high-contrast checkerboard pattern that were masked to either concentric rings or 
rotating wedges (Figure 2.22). The visual field alternates between the flickering checkerboard 
and a grey equi-luminant background in order to evoke a reliable response and to form an 
DSSDUHQWFRQWUDVWEHWZHHQVWLPXODWHGQHXURQVDQGWKRVHRXWVLGHDYR[HO¶VµUHFHSWLYH¶ILHOG 
The ring stimuli are annuli at different diameters, all centered at the fixation cross. In each 
scan with expanding rings, the size of the stimulus varies from minimal eccentricity to 
maximal and then returns to the minimal to start a new cycle. A full cycle is completed in 24s. 
The order of eccentricity steps was reversed for contracting rings. The wedge stimuli, on the 
other hand, are made up of a sector with a central angle of 45q that rotates around the fixation 
point. It moves in discrete 20q steps to finish a full circle in either the clockwise or anti-
clockwise direction in each individual scan. The responses to the rings and wedges are used to 
estimate the eccentricity and polar angle of the visual field representation, respectively. And 
with the conjunction of both responses, we can estimate the visual field position in polar 
coordinates.  
Scans of the outlined stimulus families (contracting/expanding rings and positive/negative 
rotating wedges) were interleaved within a session. Throughout every scan, subjects were 
asked to perform a fixation-dimming task that was controlled by a staircase procedure for the 
purpose of attention control (Offen et al., 2009). 
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Figure 2.22: A contrast pattern example at eccentricity or angle. Cyan cross, fixation point. 
Arrows, directions of stimulus pattern: A, Wedge clockwise or counter-clockwise rotation; B, 
Concentric rings, expansion or contraction.  
 
2.3.4.2 Functional data collection 
MR imaging was performed at 3 T (Philips Achieva, Philips Healthcare, Best, the 
Netherlands) using an eight-channel SENSE head coil. Foam padding was used to minimize 
head movements. For blood-oxygen-level dependent (BOLD) fMRI, we used a standard T2* 
(gradient-echo) echo planar imaging pulse sequence (voxel size 3×3×3mm3, TE = 35ms, TR = 
1500ms, flip angle 75º, FOV = 192 × 192mm2). 32 slices were taken oriented approximately 
perpendicular to the calcarine sulcus. We used parallel imaging (acceleration SENSE factor 
2). In the same session we also acquired high-resolution anatomical T1-weighted MPRAGE 
images of the whole brain for segmentation and cortical flattening. 
2.3.4.3 Functional data analysis 
We performed standard analysis with steps for pre-processing and statistical analysis. All 
these analyses were implemented with custom-written software (mrTools, 
http://www.cns.nyu.edu/heegerlab/; mrVISTA, Wandell lab, Stanford University) and tools 
included in the FSL distribution (FMRIB Software Library). Details of the methods are 
published elsewhere (Offen et al., 2009; Levy et al., 2007; Schluppeck et al., 2006; Offen et 
al., 2010), but briefly: time series for each voxel were Fourier transformed to calculate 
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statistical maps for correlation (or coherence), phase and amplitude of the measured response 
at each voxel (Figure 2.23). The coherence coefficient quantifies the modulation of BOLD 
signal in response to the visual stimulus (at the frequency corresponding to a wedge/ring 
cycle) compared with noise (Figure 2.23 lower panel right). The value would approach 1 if 
the signal is highly correlated with the stimulus, and be close to 0 when the strength of signal 
modulation was weak compared to the noise. For defining the maps, voxels with greater than 
40% correlation (C > 0.4) between the retinotopic stimulus and response were included in our 
analysis (Figure 2.24). The phase at each voxel shows the best-fitting sinusoid at the 
frequency of stimulus repetition and therefore signals the position of the stimulus in the visual 
field to which the voxel responded maximally (Figure 2.25). A map containing such 
information from all the voxels within the scanning coverage can be used to define visual 
areas.  
 
Figure 2.23: Time course of example voxels in a retinotopic mapping data set. The dynamic 
responses evoked by the wedge stimulus are well modulated. Upper panel, time course of 
voxel over the averaged, 4-minute scan (black, measured signal; red, sinusoidal fit). Lower 
panel left, fMRI response average across 10 cycles (colours as in A). Lower panel right, 
Amplitude spectrum of signal shown in A. The magnitude of the response at the task stimulus 
frequency (10 cycles per scan) was significantly higher than noise (compare signal marked by 
red point, with noise, marked by green symbols). 




Figure 2.24: Coherence maps when using the expanding/contracting rings as a visual stimulus 
thresholded at 0.4. The example coronal slice on the left panel is one of the oblique slices 
through occipital cortex shown on the right.  
 
       
Figure 2.25: Phase maps of eccentricity (stimulus of rings, A) and angular (stimulus of 
wedges, B) at the coherence value thresholded at 0.4.  
 
2.3.4.4 Result of retinotopic mapping 
For better visualization of the activity induced by the visual stimulus within our regions of 
interest, we display the functional images on flattened cortical maps. Using the inflation and 
flattening method summarized in the data pre-processing section of this chapter, we found the 
well-known strong correlation between responsive visual voxels and stimuli on the flattened 
occipital patch in our individual subjects. Specifically, we overlaid the responses to wedge 
and ring stimuli to identify the eccentricity and angular organization of the visual areas.  
Eccentricity map 
The stimuli of expanding or contracting rings were used to obtain a phase-encoded 
eccentricity map. As the eccentricity increases, the cortical voxels progressively respond to 
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the stimuli presented from fovea to periphery in sequence, mapping the anterior to posterior 
regions of the visual field (along the direction of the calcarine sulcus) (see Eccentricity in 
Figure 2.26 A). 
Angular map 
The representation of angular positions for stimuli (wedge) in the visual field is measured 
with the periodic BOLD signal in the angular dimension. The angular map is color-coded 
according to the location of the travelling wave phase (see Angular rotation in Figure 2.26 A). 
As reviewed in Chapter 1, it is known from previous neurophysiological evidence that the 
visual area borders fall along the upper and lower vertical meridians (VM) and horizontal 
meridian (HM) in early visual areas (V1, V2 and V3) and are delineated by reversals in the 
angular representation. Here, I illustrate how each of the cortical regions of the visual system 
referred to in my work is defined (result shown on flattened maps in Figure 2.27).  
    
Figure 2.26: Retinotopic organization of visual areas in the left hemisphere. A Representation 
of the visual field. Central fixation is represented by the black dot on the white surround and 
the periphery by the white dot in the black surround. Eccentricity, upper vertical meridian 
(UVM), lower vertical meridian (LVM) and horizontal meridian (HM) are also labelled. B 
Sketch of the medial surface of the left occipital lobe showing approximate positions of areas 
V1 (yellow area) and V2 (green area). The positions of the calcarine sulcus (CS) and parieto 
occipital sulcus (POS) are also shown. Adapted from Wandell, (1999).  
 
V1: The primary area has a complete representation of the contralateral hemifield. The upper 
vertical meridian (UVM) and the lower vertical meridian (LVM) define the ventral border and 
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corresponding to the location of the fundus of calcarine sulcus. As one moves from the center 
to the border, in a dorsal direction for example, the representation of visual field changes from 
HM to UVM. A mirrored projection of this is present when moving from the center to the 
ventral border.  
V2: UVM and LVM, respectively, also sketch one of the borders of the two distinct parts for 
V2. Dorsal V2 (V2d) and ventral V2 (V2v), each of which represent a quarter of a reversed 
contralateral visual field. The V2/V3 border is formed along the HM representation. 
V3: Analogous to V2, this region is divided into two quadrants. V3d (V3v) follows V2d 
(V2v) as one shifts dorsally (ventrally), representing the upper (lower) quarter-field. But the 
representations of V3d and V2d (V3v and V2v) are mirrored.  
The outlined estimations of corresponding angular position of voxel response would be 
straightforward without the hemodynamic delay. By combining the two directions of stimulus 
presentation (clockwise with counter-clockwise and expanding with contracting), we can 
compute the delayed hemodynamic response and the phase of the stimulus coded in the visual 
areas. 
I manually delineated the early retinotopic areas for each subject based on the eccentricity 
map and angular map; the most important information for defining visual field boundaries 
comes from the angular phase map, however. This allowed me to derive the ROIs used in 
other functional imaging experiments to investigate the activation relevant to the process of 
working memory in human early visual areas.  
 












Figure 2.27: Retinotopic maps overlaid by flattened structural maps of early visual areas in 
both hemispheres for all subjects (n=6). The eccentricity representation computed from the 
colour-coded response phase of the fMRI signal, using the ring stimulus. The first column, 
left hemisphere; the second column, right hemisphere. From centre (dashed circle) to the 
periphery of visual areas, with colour changing from 0 to 6.28 (2S) in the colour spectrum. 
The angular representation is also computed from the colour-coded response phase of the 
fMRI signal, using the wedge stimulus. The third column, left hemisphere; the fourth column. 
right hemisphere. Dashed lines: boundaries of different visual areas in the both hemisphere. 
CS, calcarine sulcus.  
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2.3.5 Data Analysis methods 
2.3.5.1 General Linear Model Analysis 
To gain useful information from functional MRI experiments (from the point of view of 
neuroscience), we should not only look for voxels that are significantly more activated by 
certain kinds of stimuli than others, but also try to use the data that we observed to make 
further inferences about the underlying neuronal processes. Thus, it is necessary to first 
establish a model of the underlying experimental hypothesis, how fMRI responses are linked 
WRWKHSUHVHQWDWLRQRIVWLPXOLDQGWKHVXEMHFWV¶EHKDYLRXUDQGWKHQWRXVHLQIHUHQWLDOVWDWLVWLFV
to check the reliability of measured responses. The traditional and most commonly used 
approach to analyse fMRI data is based on the General Linear Model, which is summarized 
by the following equation: 
                       Y = A0 + A1X1 + A2X2 «$nXn + e          (Eq. 5) 
 
Under the assumptions of the General Linear Model, the observed time course Y at each voxel 
is equal to a weighted linear combination of several modelled factors (Xi) plus an additive 
error term (e). Factors Xi comprise regressors that are related to either experimental 
(functional) or nuisance factors affecting the data. Nuisance factors may include, e.g. linear 
drift and physiological noise. The parameter weights (Ai) indicate how much each factor 
contributes to the overall data, and A0 reflects the total contribution of all factors that are 
constant throughout the whole experiment. To simplify the presentation, the BOLD general 
linear model can be re-written in matrix form as  
                             Y = XA + e,    (Eq. 6) 
where Y is the measured fMRI data, the matrix X represents the design matrix containing the 
idealized fMRI responses for different stimulus conditions in the scan, and the vector A 
quantifies the contribution of the time course of each condition in explaining the obtained 
BOLD signal. The matrix A is also often referred to as the beta weights associated with each 
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volume in the design matrix X. XA indicates the multiplication of the design matrix and a 
weight vector. Figure 2.28 illustrates a diagram form of the GML model.  
                      
Figure 2.28: A diagram form of the GML model. Black curve, the measured fMRI data of one 
voxel. The predicted fMRI data (red curves) can be represents by the multiplication of the 
design matrix X and beta value A. ȯ represents the error values (grey curve) that quantify the 
deviation of the measured voxel time course and this predicted time course.  
 
The Design Matrix 
The design matrix X is constructed under the assumption that the fMRI responses to the 
stimulus act in an approximately linear, time-invariant manner (Huettel et al., 2009). Its 
columns contain time courses of regressors for a voxel, and its number of rows corresponds to 
the number of time points in a scan that is being modelled (see the design matrix in Figure 
2.29).  
To obtain a set of Â that best fit the measured data given Y, the fMRI data and X the design 
matrix, often the ordinary least squares solution, which minimizes the sum of squared error 
(6e2) is sought: 
     Â = (XT X)XTY,     (Eq. 7) 
where ()T is matrix transpose and () is the pseudoinverse (Dale & Buckner, 1997; 
Schluppeck, et al. 2006).  
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Nuisance Factors, including physiological motion and other low-frequency disturbances, are 
often explicitly modelled in the GLM analysis. Because they can substantially reduce the 
power of statistical tests, it is usually advised to remove these experimental-irrelevant 
components. This can be done either by preprocessing or modelling noise explicitly as 
regressors in the design matrix. In this thesis, the time series were high-pass filtered during 
pre-processing and no further explicit modelling of noise sources was included (Offen et al., 
2009; Sapountzis et al., 2010; Sapountzis et al., 2008; Larsson et al., 2003). 
 
Estimation of fMRI response amplitudes 
To quantify the activity during different events, we estimated the average amplitude of the 
fMRI responses in each ROI by multiple linear regressions. There are two different, but 
related ways to analyze data in this context: (1) assuming a fixed/canonical hemodynamic 
response function, and (2) assuming nothing about the particular shape of the HRF and only 
that the response to repeated stimulus presentations is the same (the so-called deconvolution 
approach) (Glover, 1999). To construct a linear model of the underlying neuronal activity 
during a scan: the onset of each trial / repeat of an event was modelleGE\SODFLQJDµ¶DWWKH
appropriate time point in that regressor (Dale, 1999). Each regressor (column) in the neuronal 
response model was convolved with a HRF to yield the corresponding component of the fMRI 
measurements (Figure 2.29). To sum up, linear regression was used to estimate the desired 
response amplitudes, i.e. the parameter weight Â for each column in the design matrix.  




Figure 2.29 Estimation of fMRI response with a design matrix and HRF. A and B are two 
regressors (event types) separated in two columns. The white thin lines in the design matrix 
(left) demonstrate the onset of each event in different trials over time. fMRI response (right) 
can be estimated by summarizing the  convolution of functional impulse function (FIR) with 
the design matrix of both regressors.   
 
Note that the inter-trial intervals in our experiments were randomized because analysis shows 
that if the inter-stimulus interval (ISI) is properly jittered or randomized from trial to trial, the 
statistical efficiency afforded by such variable ISI designs can be more than 10 times 
sufficient than fixed ISI designs (Dale, 1999). However, the randomization of inter-trial 
intervals and the sequence of different trials with variable intervals may increase the 
variability of estimated response amplitudes. 
To quantify the quality of the model fit for the time courses of individual voxels or across 
ROIs, we calculated the proportion of variance accounted for by the linear model in the 
observed fMRI responses (r2):  
ݎଶ ൌ  ? െ௩௔௥ೝ೐ೞ೔೏ೠೌ೗௩௔௥೚್ೞ೐ೝೡ೐೏     (Eq. 8)              
 
Estimation of Hemodynamic Impulse Response Function 
If the functional responses measured by MRI behave like a linear system, the output fMRI 
response of an arbitrary experimental design can be predicted by convolution of a 
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hemodynamic response function (HRF) with the design matrix in time courses. The HRF 
describes the BOLD response to a transient stimulus (also called the ³LPSXOVH UHVSRQVH´
(Rosen et al., 1998; Buckner et al., 1996; Blamire et al., 1992).  
The shape of the HRF can be divided into three main epochs, which reflect the underlying 
physiological changes (Blamire et al., 1992; Friston et al., 2002; Dale 1997; Boynton et al., 
1996) (see Figure 2.30). The first epoch, reported by some researchers, is termed an ³LQLWLDO
GLS´ ,W LV D SHULRG RI UHODWLYHO\ VPDOO VLJQDO GHFUHDVH DIWHU WKH VWLPXOXV RQVHW DQG ODVWV IRU
about 0.5-1s. The second epoch is the subsequent increase in the BOLD signal, which peaks at 
5-8s after stimulus onset. There are mainly two factors explaining this signal increase 
following the brief decrease of local oxygenation. One is based on the view of metabolism 
and the other is from the perspective of blood flow kinetics. The first theory links the 
increased BOLD response to compensational need of glucose, whereas the latter statement 
emphasizes that increased blood flow is supplied to the cortical areas with activated neurons. 
7KHODVWHSRFKLVD³SRVW-VWLPXOXVXQGHUVKRRW´DQGWKHILQDOUHWXUQRIWKH%2/'UHVSRQVHWR
the baseline, occurring 24-30s after the start of the stimulus (Glover, 1999; Heeger & Ress 
2002; Duyn et al., 2003).  
 
Figure 2.30, Hemodynamic response function (HRF) to an event, approximated by the Glover 
function with a time to peak of 5.4s (see the value of parameters in the text).  
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In our last fMRI experiment in this thesis, we used one widespread model of the HRF, a 
double-Gamma function to estimate the response amplitude for each event (i.e. stimulus 1, 
delay and stimulus 2 in an delayed orientation discrimination task, see Figure 2.31) (Friston et 
al., 1998; Glover, 1999; Jezzard, et al., 2003). Specifically, the HRF is modelled as the 
difference of two gamma density functions (Glover, 1999), which can be modified with five 
parameters. The following values were used to construct the HRF (Figure 2.30) in the piloting 
fMRI experiment in Chapter 4. Time to the peak of the first and second gamma density, 5.4 
and 10.8, respectively; approximate full width at half maximum (FWHM) of the first and 
second gamma density 5.2 and 7.35, respectively; coefficient of the second gamma density, 
which determines the dip of the HRF is 0.35.  
 
Figure 2.31, Upper panel, the modelled BOLD response (solid red curve) is obtained by 
convolving the stimulus input (solid red bar) with the HRF. Lower panel, the modeled fMRI 
responses acquired in the similar way to the result showed in the upper panel when there were 
three events in a trial of an motion coherence memory task instead. The stimulus input 
(stimulus 1- S1 [black bar], delay-d [brown bar], and stimulus 2-S2 [blue bar]) were 
convolved with the HRF.  
 
Deconvolution 
Using this double-gamma function as a model to estimate the HRF is preferable when the 
shape of the actual response is comprised of a gamma-variant. However, if the experiment 
design and stimulus are more complicated and include more than presentation of simple and 
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short stimuli, we might expect different shapes of BOLD response across various kinds of 
task requirements, brain regions and/or subjects. Deconvolution is an approach that allows 
more flexibility to model the HRF for each condition when various areas in the brain are 
involved. Instead of explicitly modelling the shape of the HRF, and then using GLM to 
estimate the amplitude of fMRI response for various events, it estimates not only the 
amplitude but also the shape of the response. It assumes that the HRF is a weighted linear sum 
of a set of basis functions. In the experiment for studying the spatial characteristic of working 
memory with an event-related design (Chapter 8), we estimated the hemodynamic response 
using this deconvolution method, in order to have a more refined observation of the responses 
during different trials in each voxel that are distributed across the brain.  
Despite the fact that deconvolution analysis is model-independent, it shares a similarity with 
the synthetic response function composed of two gamma-variants in that both of them are 
based on the assumption that the hemodynamic responses superimpose linearly over time 
(Boynton et al., 1996). And with either of them, we can then compute ordinary least-squares 
estimates of the mean fMRI response time course for our experimental conditions (see 
Chapters using fMRI methods in this thesis) according to the above Eq. 6.  
 
2.3.5.2 Multivariate pattern analysis 
During the last decade, a growing number of studies have shown interest in the use of 
machine learning classifiers for analyzing BOLD fMRI data and have bore impressive fruits 
(see review Haxby, 2012 and Norman et al., 2006). Early experiments demonstrated that 
MVPA could determine the category of object the participant was viewing (Spiridon & 
Kanwisher, 2002; Tsao et al., 2003; Carlson et al., 2003; Cox & Savoy, 2003; Haxby et al., 
 .D\ HW DO  2¶7RROH HW DO  DV ZHOO DV RULHQWDWLRQ RI OLQHV DQG FRORXUV
(Freeman et al., 2011; Kamitani & Tong, 2005b; Haynes & Rees, 2005).  
Following these initial demonstrations in the visual (sensory) domain, it has even been used as 
a ³PLQG-UHDGLQJ´WRROWRUHYHDOZKLFKRULHQWDWLRQZDVPDLQWDLQHGLQWKHPHPRU\+DUULVRQ	
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Tong 2009), to predict the participant's intention for the following action (Haynes et al., 
2007), and even to differentiate between truth telling and speaking lies (Davatzikos, 2005). In 
this thesis, we applied multivariate pattern analysis (MVPA) to decode whether early visual 
areas are also involved in remembering the contrast of a visual stimulus. The following 
sections provide an overview of some relevant information about MVPA.   
 
The differences between univariate analysis and MVPA 
Conventional fMRI analysis detects individual voxels or time courses that significantly 
respond to the experimental stimuli. The general linear model (GLM) is the most common 
model used in this univariate analysis of neuroimaging; it is based on multiple linear 
regressions and has been extended to take into account different properties of the fMRI 
signals that are analyzed with the technique. The result of a GLM analysis is a set of estimated 
weights, which reflect the effect size of an event (i.e. stimulus) on each voxel. Then through a 
statistical inference stage, GLM assesses which voxels are significantly activated by the event. 
To increase the sensitivity to a specific condition, it averages across those activated voxels 
within ROIs (Friston et al., 1994, 1995; Worsley and Friston, 1995). However, this traditional 
approach does not only reduce noise, but may also skip some voxels with relevant cognitive 
information yet are not statistically significant. Moreover, it inevitably losses the information 
that spatial patterns may present under different experimental circumstances (Kriegeskorte et 
al., 2006).  
Alternatively, instead of focusing on the response of individual voxels, MVPA methods take 
advantage of the pattern of activity corresponding to the stimulus conditions. Rather than 
ILWWLQJDSDUWLFXODUPRGHOWRGDWDWKHVHPHWKRGVHVVHQWLDOO\ZRUNµEDFNZDUGV¶IURPWKHGDWD
which is why they are sometimes referred to as decoding techniques. Specifically, they try to 
assign data points to one of two (or more) classes based on the pattern across multiple voxels. 
Since MVPA exploits the pattern differences in voxels within a ROI, it is more sensitive than 
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the outlined univariate analysis that spatially averages activity (Kriegeskorte & Bandettni, 
2007) (see Figure 2.32).  
 
Figure 2.32: Multivariate analysis basics. Most fMRI studies use univariate analyses, in which 
the data at each voxel (across the many image acquisitions in a given run or session) are 
treated independently from the data at other voxels. In A, Above, the activity for voxel 1 is 
plotted against the activity for voxel 2, and each circle corresponds to one acquisition, with 
the colour indicating to which condition each acquisition corresponds. The coloured, filled 
curves on the right and above this plot represent projections of the distribution of the data onto 
the vertical (voxel 2) and horizontal (voxel 1) axes, respectively. Note that these projected 
distributions do not overlap, and thus a univariate analysis discriminates between the two 
conditions perfectly. Below, the same data are summarized in a traditional univariate manner, 
with the activity at each voxel plotted. Error bars indicate some measure of the spread of the 
data in this hypothetical example. Voxel 1 is significantly more active during Condition A 
than baseline, but is not active during Condition B. Similarly, Voxel 2 is active during 
Condition B, but not during Condition A. There is a clear mapping between location (voxel) 
and condition, and if one looks at the distributions of the data from each condition at either 
voxel (depicted in green and red at the margins of the left plot), they are clearly separable. 
However, in B the situation is slightly more complicated. Both voxels are now active relative 
to baseline during both Condition A and Condition B, and there is no clear mapping between 
voxel and condition. Furthermore, if one looks at the distributions of data for each condition 
for each voxel, there is significant overlap, and the conditions might be difficult to distinguish 
without large amounts of data. However, if one looks at both dimensions simultaneously, it is 
obvious that the data from each condition occupy a distinct region of the two-dimensional 
space and that one need only draw a line between the data clouds to distinguish them. Linear 
classifiers can perform this basic partitioning of space with arbitrarily many dimensions (or in 
this context, voxels) and arbitrarily many classes of data (in this context, conditions), drawing 
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hyperplanes between different classes of data. Figure and legends modified based on Cox & 
Savoy, (2003) 
 
What is classifier? 
MVPA learns from the relationships between discrete independent examples (training data) 
and a dependent variable for predicting the unknown variable for testing data. In the context 
of functional MRI in neuroscience, both training data and testing data are discrete examples 
that denote the voxels. The dependent variable could be the stimulus type used in the different 
experimental conditions, which we often labelled as class. A classifier is a function that has a 
number of parameters obtained from learning the relation between classes and training data. It 
can be then used to predict the types of stimuli for the testing data set. The extensive use of 
classifiers in the study of visual neuroscience is a group of linear discriminative functions 
(Kippenhan et al., 1992; De Martino et al., 2008; Haynes and Rees, 2006; Hansen, 2007; 
Mitchell et al., 2004; Norman et al., 2006; O'Toole et al., 2007 and Pereira et al., 2009 for 
reviews). They can be written in the form of:  
g(x) = wi × xi + wo     (Eq. 9)  
where vector xi represents the amplitude of fMRI response from voxel i, wi is a vector of 
weights acquired during training process for each i, and wo is the overall bias. If g(x) > 0, then 
the stimulus type of that corresponding voxel will be labelled as class A, and if g(x) < 0, it 
will be class B. This formula shows that each voxel affects the predictive result solely via 
weight without interaction between each other, providing a direct measure of influence on 
prediction for each voxel (Figure 2.33). The measure used for performance evaluation of a 
classifier is accuracy, which counts the proportion of correctly predicted trials out of the total 
number of examples in the testing dataset.  
 




Figure 2.33: A simple linear classifier having d input units, each corresponding to the values 
of the components of an input vector. Each input feature value xi is multiplied by its 
corresponding weight wi; the effective input at the output unit is the sum all these products, 
6wixi. We show in each unit its effective input-output function. Thus each of the d input units 
are linear, emitting exactly the value of its corresponding feature value. The single bias unit 
always emits the constant value 1. Adapted figure and legends from: Duda et al. (2001) 
 
Commonalities and differences between classifiers 
Besides the linear classifiers mentioned above, there are other more sophisticated 
classification functions, such as nonlinear classifiers with different kernels and neural 
networks (Cox and Savoy, 2003; Davatzikos et al., 2005; Hanson et al., 2001). However, the 
application of nonlinear approaches has not become a focus in the fMRI data analysis since 
past evidence showed that they have not outperformed the former group of classifiers 
(Kamitani & Tong, 2005b; Cox & Savoy, 2003). And it potentially has a problem of 
overfitting, which can be alleviated to some extent by linear methods. Therefore, in this 
section, we will only review and compare two popular liQHDUFODVVLILHUVZKLFKDUH)LVKHU¶V
linear discriminate analysis (LDA) and Linear Support Vector Machine (SVM).  
The techniques have commonalities in that both LDA and SVM have parameters containing a 
set of weights of activity for voxels in the region of interest in different experimental 
conditions (Misaki et al., 2010; Mur et al., 2009; Pereira et al., 2009). These weights are 
summed and then feed into a decision function (a hyperplane in multidimensional space), 
which generates a threshold to judge the presence/absence of the stimulus or a cognitive state.  
They also possess distinct features of their own. LDA determines the discriminant dimension 
that maximizes the ratio of between- and within-class variance. There is an analytic solution 
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for LDA, which can be written as a matrix equation and solved efficiently using standard 
linear algebra methods ± it is therefore associated with less computational cost than SVM. 
However, computational cost grows as the dimensionality of data increases, particular for 
estimating the data covariance-matrix and matrix inversion at different steps. Thus, it is often 
used in conjunction with voxel selection to reduce dimensionality. More importantly, the use 
of LDA is based on the assumption that the distribution of response from each class is 
multinormal with equal-covariance and statistically independent across voxels (Hastie & Zhu, 
2001; Carlson et al., 2003) (Figure 2.34). However, for many data sets, the performance of 
LDA is degraded due to violation of this assumption, because the inversion of the covariance 
matrix is unstable. One means for alleviating this problem is to neglect covariance between 
voxels by setting the off-diagonal element in the covariance matrix to zero and using the 
vector orthogonal to the hyperplane instead (Dinstein et al., 2007). Meanwhile, LDA demands 
large enough examples to estimate its covariance matrix, therefore requires using methods to 
generate more examples, such as extreme voxel selection or nested-cross-validation.  
                                            
Figure 2.34: Samples drawn from a two-dimensional Gaussian lie in a cloud centered on the 
mean P. The ellipses show lines of equal probability density of the Gaussian. Figure and 
legends from: Duda et al. (2001). 
 
Like LDA, a linear-SVM also needs to draw a decision boundary to separate different classes 
(Cox and Savoy, 2003; Hastie & Zhu, 2001). However, unlike the former method, the 
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hyperplane selected by a SVM is controlled by a variable called the functional margin, which 
is a quantity that reflects how well the classifier can discriminate between classes (see Mur et 
al., 2009 for review). The geometric margin is a measure of distance from the hyperplane to 
the support vectors: the support vectors of the hyperplane are the nearest training data points 
at the edge of the margins. An optimal separating boundary is found to maximize this distance 
and, in practice, is capable to generalize well for unseen testing examples. In other words, 
linear-SVM chooses a classifier that maximizes the margin to obtain highest accuracy for 
classification. Figure 2.35 is an illustrative linear-SVM classifier with two voxels represented 
in a two dimensional space. Another characteristic of SVM is that it is more robust to 
different distributions of data, which is ideal for data sets that do not follow a Gaussian 
distribution (note that for LDA, this is an important assumption).  
 
Figure 2.35: Training a support vector machine consists of finding the optimal hyper-plane, 
that is, the one with the maximum distance from the nearest training patterns. The support 
vectors are those (nearest) patterns, a distance b from the hyperplane. In B, the three support 
vectors are shown as solid dots. Compared to the margins b¶ in A, the optimal margins are 
larger. Figure and legends modified based on Duda et al. (2001) 
 
Framework of classification 
In this thesis, MVPA was used following some basic pre-processing steps that are 
summarized into a framework shown in Figure 2.36.  








Voxel selection refers to the fact that we need to decide which voxels would be included in 
the classification. For the experiments in this thesis, it is based on the visual responsiveness 
for the purpose of catching voxels with discriminative information. Most studies used 
traditional univariate analysis to localize the voxels in the anatomical ROI with a statistically 
larger response to the stimulus compared with baseline (Cox and Savoy, 2003). The voxel 
selection approach we employed is that we computed the coherence values (the ratio between 
the amplitude at the stimulus frequency and the square root of the sum of squares of the 
amplitudes at all frequencies) for all voxels and then selected those above a given threshold. 
This dimensionality reduction procedure yields a new data matrix with a reduced number of 
rows (number of voxels) while keeping the columns the same (i.e. number of trials).  
In addition to the question of how to select the voxels to be used in the classification, another 
question that needs to be answered is how many voxels should be included in the final 
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analysis? Several studies have investigated the effect of voxel numbers on classification 
accuracy (Mitchell et al., 2004, Guyon & Elisseeff, 2003; De Martino et al., 2008). It was 
found that for linear SVM, in general, that the performance improved as more voxels are 
included and that the accuracy levelled off usually above 100-150 voxels. Nevertheless, other 
experiments (i.e. Kamitani & Tong, 2005b) used more voxels, sometimes 400 and more, to 
run the classification, and it has been shown that 500 may be a reasonable upper limit where 
there were only 10 examples / trials.  
An important consideration is that the decision concerning voxel numbers needs to be a 
compromise between including more informative voxels and excluding more noisy ones 
(Pereira et al., 2009). As more voxels are selected, the performance of classification increases 
until it reaches an asymptote. If the number of voxels is increased beyond reasonable limits, 
more dimensions will be added in, which has been observed in some cases to degenerate the 
performance of machine learning due to increase of noise and overfitting (refer to the 
following section). Therefore, the number of voxels included can vary as number of examples 
is concerned, as well as the approaches of classification, kernel / classifier, amplitude of 
signal and the difference between the examples.  
 
Creating examples 
After the step of voxel selection, time series were rearranged into a matrix: the number of 
voxels selected from a 3D brain volume was organized as row vectors with properties from 
each trial in the different columns. Different approaches have been used to summarize the 
responses in voxels to be put into the different columns. Some studies addressed this issue 
with the beta weights obtained for each trial using GLM (Haxby et al., 2001; De Martino et 
al., 2008). Other recent reports employed MVPA with raw fMRI data (% signal change), 
including individual time points or after averaging the response within a given period of time 
as examples (Cox & Savoy, 2003; Mitchell et al., 2004; Haynes & Rees, 2005; Kamitani & 
Tong, 2005a; LaConte et al., 2005). These temporal intervals contain the expected signals that 
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represent the cognitive process of interest during each trial. In our present work, we adopted 
the last method: calculating the average response from each selected voxel over a given 
number of time points as input for MVPA. 
 
Splitting data and Cross-validation 
Since the collected signal response was confounded by noise, there is potentially a problem of 
over-fitting the data by fitting not only the information related to the signal of interest but also 
noise. In order to limit the influence of noise, and further, to avoid circularity of reasoning, we 
need to train a classifier to be robust to the noise with sufficient examples whilst detecting the 
different patterns LQ WKH GDWDVHWV %HFDXVH GLVFULPLQDWLQJ µDXWKHQWLF¶ LQIRUPDWLRQ YDULDELOLW\
from noise is often difficult, different procedures are used for fMRI data analysis. Besides the 
aforementioned voxel selection procedure, a variety of options exists to avoid over-fitting, 
among which is the widely used cross-validation approach. This provides a method for 
finding more reliable parameters of the discriminative function.  
The performance of a classifier learned from training examples is assessed by the accuracy of 
generalization to classifying testing examples. This involves a step of splitting examples in the 
dataset into two parts in one of several possible ways, which have variously been used in 
fMRI studies.  
One extreme instance is called leave-one-out cross-validation. This method trains the 
classifier on all examples except one, whose label will be predicted. The same procedure is 
then repeated for each example in the matrix. The prediction accuracy depends on whether the 
new labels for each trial match the actual type in the testing set.  
The set of all examples can also be divided for the purpose of training and testing (Figure 
2.37). This is one special instance of another procedure denoted as a k-fold cross-validation, 
where k is the number of partitions into which the data set is separated. fMRI experiments 
often set k to be 2, 5 or 10, corresponding to leaving out 50%, 20% and 10% of examples in 
each fold, respectively. With enough runs, the whole MRI data set can be also be divided 
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based on these natural data units. For example, by leaving out one run for testing, and use the 
remaining runs for classifier training. During data splitting, it is important to check whether 
each fold contains balanced examples from every sort of experimental conditions. This 
measure assures that classifiers learn data distribution with sufficient information, thereby 
providing more accurate prediction performance.  
 
Figure 2.37 is an illustration of dividing the data set into training and test data for 
classification. The performance was repeated for k-fold cross-validation.  
   
Which voxels drive the classifier? 
If the classification analysis shows that there are reliable patterns of activity in the ROIs for 
different experimental conditions, we can also access which voxels have more of a crucial 
role in driving the classifier. The absolute value of the weights from linear classifiers in Eq. 9 
directly reflects how each voxel affects the decision of drawing the hyper-planes with no 
interaction with other voxels (Kamitani & Tong, 2005b). For example, voxels that responded 
similarly to the two experimental conditions being compared would have a weight value near 
0, whereas more informative voxels that responded differentially would have a high absolute 
weight value, indicating that they are more important in contributing to the overall 
General methods                                                                                                      Chapter 2  
 
 108 
classification. This straightforwardness allows us to visualize the weight of voxels in the ROIs 
in an analogous way as statistical maps. Some investigators have used it to evaluate whether 
the same set of voxels contributed to the decoding of two or more categories (Clithero et al., 
2011; Liu et al., 2011; Nichols et al., 2010; Kaplan & Meyer, 2012). However, though larger 
weights imply more decisive voxels, recently researchers indicated a caveat that linear SVM 
picks up on correlated changes in activation across voxels, which cause their weights to 
decrease proportionally (Nichols et al., 2010). A possible consequence could be that these 
correlated voxels with smaller weights also play an important role in deciding the 
discriminating hyperplane (Pereira et al., 2009; Clithero et al., 2011).  
 
Effect of fMRI study design on classification performance 
Although block designs and event-related designs can both be used with MVPA, block 
designs often achieve higher accuracy because they yield a higher functional contrast-to-noise 
ratio, and thus estimates of the response patterns are better with less noise interference. On the 
other hand, event-related designs can be subject to interaction between the rapid successions 
of stimulus events and affected by the sluggish hemodynamic response in the time domain 
(Mur et al., 2009). Despite these drawbacks, event-related designs have their own advantages 
for both experimental design (cognitive neuroscience) and statistical reasons, which have been 
presented in the section on fMRI design methods in this chapter. For our work in the temporal 
domain with MVPA, we used an event-related design because it reduces predictability for the 
subjects in the experiment, and it is less susceptible to habituation effects. Furthermore, it 
provides with us an opportunity to observe either transient or delayed activity during 
consecutive occurring events in time more readily than a block design is capable of 
(Kriegeskorte et al., 2006).  
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Chapter 3: Aims and introduction to the experiments  
 
The purpose of this Ph.d. project is to investigate the role of early visual cortex in the process 
of working memory (WM). Previous studies suggest that some elementary visual features are 
represented in working memory at the sensory level. In this present work, visual stimuli with 
three different attributes were used: (1) coherence of random dot kinematograms (RDK), (2) 
the contrast of gratings and pixel noise patterns (3) orientation of gratings.  
In the first part of my thesis (Chapter 4), I used RDKs with different levels of coherence to 
examine the temporal properties of working memory for motion. A two-interval forced-choice 
procedure with different delay durations was used to measure the psychophysical threshold. 
By introducing 2 types of masks separately into 4 phases of the retention interval, 
respectively, we further investigated which temporal phase is crucial for visual short-term 
memory, and whether information is selectively retained in early visual cortex. We also 
assessed the suitability of these kinds of stimuli for probing the neural correlates of working 
memory for motion with brain imaging. 
The next set of experiments (Chapter 5) focused on different stimulus attributes, especially 
contrast. The properties of early visual areas (V1, V2 and V3) in processing information on 
perceived contrast and orientation of stimuli have been well established, especially for V1 
(see relevant section in the chapter of Introduction), yet the role of early visual cortex in 
visual working memory is still unclear. We approached the temporal and spatial aspects of 
this question with psychophysics as well as brain imaging (fMRI).  
In terms of temporal characteristics, the ability to remember contrast (up to 5s duration) was 
assessed using sinusoidal gratings. This brought about an important question of what 
information contained in a grating stimulus is actually encoded and retained? A spatial pattern 
(pictorial representation) with different contrasts, such as a sine-wave luminance profile or a 
more abstracted representation of contrast (possibly even on a segment within a stimulus)? 
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Using random pixel noise patterns enabled us to resolve this question. This answer is crucial 
for the understanding of representation of contrast in the early visual cortex. Results from this 
behavioural experiment also provide fundamental evidence for our subsequent fMRI 
experiments.  
As reviewed in Chapter 2, one of the strengths of fMRI is that it allows researchers to connect 
function and anatomical structure in the human brain with sensation, perception and different 
kinds of behaviour. Here, we used BOLD MRI to establish the neural correlates of WM for 
stimulus contrast in early cortex. However, the spatial resolution of BOLD fMRI makes it 
impossible to distinguish the activities evoked by the many stimulus types that we used for the 
psychophysical experiments: e.g. cortical responses will be very similar for a particular pixel 
noise pattern and its contrast-reversed version. The results from psychophysics strongly 
suggested that it is indeed the contrast information rather than an iconic representation that 
was held in working memory. We therefore chose to use sinusoidal gratings to study the 
correlation between our behavioural results obtained from psychophysical measures and fMRI 
responses, as this opened up the possibility of using well-established advanced analysis 
techniques, such as multivariate classification / pattern analysis (MVPA) on our data. A 
growing number of studies have shown that patterns of activation may offer substantial extra 
information related to distinct stimuli other than the averaged activity. Recently, Harrison and 
Tong successfully decoded working memory of stimulus orientations in early visual cortex 
using this multivariate pattern classification analysis. Using similar methods, two fMRI 
experiments described in Chapter 6 and 7 were conducted to investigate whether classifiers 
are also able to decode perceived and remembered contrasts and orientations in early visual 
cortex, respectively.  
Finally, to tease apart different spatial aspects of visual working memory, we designed a 
psychophysical experiment (second part of Chapter 5) in which subjects had to transfer visual 
information between the left and right visual fields; the aim of this experiment was to probe 
whether contrast information is spatially localized (to the corresponding cortical hemisphere) 
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in a visual working memory task or whether information is encoded in a more abstract 
representation.  
Building on this behavioural evidence, an fMRI experiment comprising 3 different tasks was 
designed to explore possible neural mechanisms underlying working memory in the human 
brain (mainly primary visual cortex) in Chapter 8. 
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Chapter 4: The role of early visual areas in working Memory for 
Motion Coherence 
Abstract 
Several psychophysical studies of visual short-term memory (VSTM) have shown that 
different motion attributes, such as direction and speed can be stored in memory with a high 
level of precision. We reported three psychophysical experiments and one pilot fMRI 
experiment in which we investigated the nature of the representation of stimulus coherence in 
VSTM. In the section for psychophysical experiments, we first examined the ability of storing 
motion coherence using a delayed discrimination procedure. Next, we introduced a mask right 
after the offset of the first stimulus to examine its influence on VSTM. To further explore the 
temporal characteristics of VSTM and to determine whether the memory representation of 
motion coherence is selectively retained, we displayed the mask with two types of coherence 
levels at different time points during the memory interval. During the delay period, a random- 
or directional-motion with mean coherence (definition explained in Experiment 3) was 
presented briefly either at the beginning, in the middle or at the end of the delay period. The 
results showed that the motion coherence could be stored with a high accuracy. We also found 
that discrimination thresholds increased significantly when a mask was presented regardless 
of the masking timing. Further, the mask is more effective when its coherence is similar to the 
stimulus intensity of the remembered feature. These results suggest that VSTM for motion 
coherence is represented selectively rather than distraction. Moreover, this selectivity supports 
the sensory recruitment model that the same neural mechanisms involved in the processing of 
motion coherence may be recruited for its memorization.  
In the section of fMRI experiment, we performed a pilot fMRI experiment to measure the 
response in V1 and V5/MT to probe the effect of VSTM and visual attention on these two 
cortical areas that are sensitive to motion. A coherent motion detection task and a delayed 
coherence discrimination task were included in this experiment to set differential demands of 
memory and attention and the responses during the delay intervals were measured. Our result 
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illustrated that both regions exhibited sustained responses throughout the delay period in 
detection task where attention is highly required. For the coherence discrimination task when 
subjects were asked to remember the coherence of the first stimulus, only V1 but not V5/MT 
showed comparable response. These piloting results may reveal different neuronal 
representations of motion coherence in V1 and V5/MT as well as possible distinguished 
mechanisms underlying VSTM and attention. Succeeding fMRI experiments with more 
advanced analyzing method were executed to further investigate the characteristics of these 
two cognitive processes.  
 
4.1 Psychophysical evidence 
4.1.1 Introduction 
Psychophysical measurements provide a powerful approach to investigate the internal 
representation of different stimulus dimensions behaviourally. As discussed in chapter 2, 
psychophysics can also be used to probe the mechanisms underlying the encoding and storage 
of visual stimulus information. Several previous studies have demonstrated that visual 
memory has very good fidelity over time, for different visual attributes (summarized in 
Magnussen & Greenlee, 1999). For example, they reported a study for remembering spatial 
frequency of simple gratings, which showed that this feature could be perfectly retained for up 
to 30s. Compared to the extensive studies using orientation, spatial frequency and colour, 
much less is known about motion coherence. Therefore, in the first experiment of this chapter, 
we examined the memory storage of motion coherence.  
In addition to measuring memory performance with a delayed discrimination paradigm as in 
VRPH SUHYLRXV UHSRUWV PDQ\ RWKHU VWXGLHV XVHG µPHPRU\ PDVNV¶ WR IXUWKHU H[SORUH WKH
characteristic of working memory for a variety of visual features. It was suggested that when a 
task-irrelevant stimulus is displayed at different time points during the retention period but 
EH\RQGWKHWLPHZLQGRZRIPDVNLQJVHQVRU\LQSXWVXEMHFWV¶SHUIRUPDQFHwas impaired. The 
majority of these experiments presented the mask stimulus halfway through the delay period. 
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In our second experiment, the mask was immediately presented after the offset of the first 
stimulus in each trial, in order to test interference with the encoding stage. In particular, this 
early time window is assumed to be essential for transforming the iconic representation to a 
more durable representation in working memory, which is conceptualized as consolidation 
(Chun & Potter, 1995). It has been estimated that this process is accomplished approximately 
within 500ms, but some of the studies showed even briefer duration for consolidation of one 
single item. For instance, Vogel and colleagues sought for the length of consolidation period 
by varying the interval between the mask stimulus and the first stimulus (Vogel, Woodman & 
Luck, 2006). They claimed that memory performance improved as the stimulus onset 
asynchrony (SOA) increased and gradually reached an asymptote. They concluded that 
consolidation for one item ends by as little as 50ms. Despite this slight discrepancy of time 
course among the previous studies, they uniformly performed a change detection task with an 
array of stimuli to observe the role of consolidation in the capacity of working memory. 
However, this thesis focuses on the memory precision of detailed visual features, rather than 
the storage limits for arrays of stimuli. Therefore, the second experiment of this chapter was 
designed to see whether the robust maintenance of motion coherence could be masked at the 
initial stage of the retention period.  
Beyond the early encoding stage during the memory interval in Experiment 2, we also 
investigated other phases within the interval of maintenance in Experiment 3. By varying the 
time point at which the mask was presented, we examined the temporal dynamics of holding 
information for motion coherence in memory. These temporal characteristics may further 
indicate the role of sensory visual areas in working memory.   
One common approach in the literature for investigating the represented visual information in 
the early visual areas is to manipulate the property of the mask. The influence of a memory-
irrelevant visual stimulus (mask) often indicates that areas which are responsible for 
processing sensory information are also engaged in the working memory of visual 
information, because encoding an irrelevant stimulus disrupts the maintained representation 
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within their shared functional areas. However, it does not provide evidence of whether the 
mask interferes with the representation of the remembered stimulus or not. By varying the 
PDVN¶VSURSHUW\DORQJWKHGLPHQVLRQRILQWHUHVW LQYHVWLJDWRUVFDQGLVFRYHUWKHQDWXUHRIWKH
masking effect in more detail. For instance, it was found that a mask stimulus had its maximal 
disruptive effect when it shares visual features and/or spatially overlaps with the stimuli 
maintained in memory (Pasternak & Zaksas, 2003). This result has been thought to support 
the idea that the corresponding perceptual and memory coding share a common 
representation. Some studies further scrutinized the degree of similarity in association with 
the masking effect (Magnussen, et al., 1991; Mckeefry et al., 2007; Nemes, et al., 2011). They 
found that within a certain range, the masking effect is reversely proportional to the 
resemblance of the target stimuli. This result has been interpreted to be analogous to the 
model of lateral inhibition for processing sensory information. Figure 4.1 presents a brief 
scheme of this mechanism. It illustrates that the mask activates neurons that are selectively 
tuned for its (preferred) visual feature, and consequently suppresses the activity of other 
nearby channels, which are involved in retaining the stimulus feature. Here in this experiment, 
we exploited two particular coherence types (0% and mean coherence) of a memory-masking 
stimulus that were presented at different time-points during the delay interval to access the 
characteristics and the selectivity of the WM for motion coherence.   
    
Figure 4.1: A possible model of lateral inhibition underpinning memory masking. The 
masking stimulus selectively activates a narrowly tuned feature specific channel, which 
inhibits the neighboring channels for maintaining stimulus features.  
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4.1.2 Experiment 1: The storage of motion coherence in short-term memory 
Previous psychophysical studies have shown that representation of elemental visual features, 
such as colour and spatial frequency, can be sustained in memory almost without loss of 
information, whereas others (i.e. contrast and orientation) decay over time (see review 
Pasternak & Greenlee, 2005). In contrast to these spatial features of gratings, which were 
commonly used to test limits of short-term memory, it is not clear whether motion coherence 
information can be maintained in memory. Therefore, in this experiment, we assessed the 
mnemonic characteristic for coherence of random moving dots using the conventional two-
alternative-forced-choice paradigm of a delayed discrimination task. Thresholds were 
measured for conditions with delay intervals of either 2s or 8s, which represented the ³short´ 
and ³long´ retention periods, respectively. These measurements also provided a fundamental 
behavioural reference for the planned fMRI experiments.  
4.1.2.1 Methods 
Observers 
Three participants with normal or correction-to-normal vision participated in the task. One 
participant was experienced in the psychophysical experiment, and the others were naïve with 
respect to the purpose of this task.  
Visual stimuli and Procedure 
Stimuli for the experiment were generated using MATLAB and MGL software (for more 
details see Chapter 2).  The observers sat in the dark room, were instructed to fixate at a 
fixation cross presented at the centre at the screen throughout each block of the experiment. 
They viewed the stimuli binocularly at a viewing distance of 57 cm.  
Subjects performed a two-alternative interval forced choice procedure (2IFC) to measure the 
discrimination threshold in different conditions. In each trial of this psychophysical 
experiment, a fixed stimulus and a test stimulus were sequentially presented within one of the 
two inter-stimulus intervals (ISIs): either 2s or 8s. The stimuli and experimental procedure are 
schematically described in Figure 4.2. The stimuli were moving dots with different levels of 
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coherence. They were displayed on a black background. All the dots presented during the 
stimulus intervals moved at a speed of 3 degree/second. 50 white dots were presented within 
the circular stencil (radius 5q). The direction of motion was kept constant as 0q, meaning that 
the dots always moved to the right-hand side of the observers.  
As outlined in Chapter 2, we used the method of constant stimuli and implemented two 
different fixed coherences (30% coherence and 40% coherence) to increase variability and 
prevent predictability and the formation of a long-term memory of the standard. During each 
stimulus interval (500ms), a proportion of dots moved coherently (coherence level) to right, 
and the rest of them (noise dots) moved stochastically to any direction, which were randomly 
redrawn on each frame. Five different levels of coherence increment were selected based on 
the pilot data for each participant. This ensured that all the stimulus levels contribute to a 
usable portion of the psychometric function. Within each trial, one of these five increments 
was randomly chosen and was added to one of the fixed coherences. This summed coherence 
and one of the fixed coherence (30% or 40% coherence) were then randomly assigned to the 
two stimulus intervals. The blocks of trials with 2s ISI were interleaved with 8s ISI to 
minimize any learning effect. Subjects were asked to make a choice between these two 
stimuli, and to report which interval contained the moving dot stimuli with a higher coherence 
level. Their response had to be given within a 1s response window, otherwise it was regarded 
as an incorrect response. Feedback was signalled at the end of each trial. The gap between 
each trial was 1 second (Figure 4.3).  
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Figure 4.2: A. An example of the stimulus used in the delayed motion coherence 
discrimination experiment. B. Scheme of 2IFC with 2s and 8s delay duration; stimulus 1 and 




Figure 4.3: A trial in experiment 1. The delay was either 2s or 8s between stimulus 1 (500ms) 
and stimulus 2 (500ms). The fixed coherence was randomly chosen to be either 30% or 40% 
coherence level, which was assigned to either the first stimulus period or the second. The 
coherence of the other stimulus was a summation of one of these fixed coherence level and 
one of the five stimulus increments. The direction of the coherent motion was 0q, symbolized 
by the white arrow. When the fixation cross changed colour to cyan, subjects gave their 
responses.  
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Psychometric function 
Though both fixed coherences were used to present stimulus levels in single blocks, we 
separated the trials across all blocks based on the fixed level (30% or 40% coherence). 
Psychometric functions were generated from each condition (2s and 8s ISI, respectively). We 
SORWWHG ³SHUFHQW FRUUHFW GLVFULPLQDWLRQ SHUIRUPDQFH´ DJDLQVW D VHW RI FRKHUHQFH LQFUHPHQW
values. Discrimination was performed in pairs and thus, chance performance was 50% and we 
defined 75% correct as the threshold criterion. When the coherence difference is large 
enough, the observers achieved perfect judgments (100% correct responses), whereas for 
small differences (near the threshold), performance would be at chance-level. The 
corresponding performances between these two extremes are reflected in a gradual change 
that can be described by a sigmoidal curve (see chapter 2 for more details). Figure 4.4 shows a 
psychomHWULFIXQFWLRQWKDWUHODWHVWKH³SHUFHQWFRUUHFW response rate´WRWKHlevel of coherence 
increment in our delayed motion coherence experiment for 2s (Left panel) and 8s (Right 
panel), respectively. A sigmoidal function is fitted to the five levels of coherence increment to 
derive threshold value at the level of 75% correct with its upper and lower boundary of 95% 
confidence intervals (red dashed horizontal line). A single block in this experiment consisted 
of 40 trials, and the following results were based on 5 blocks for each participant. There were 
therefore 40 data points per increment level in each psychometric function.  
In order to estimate the fractional increase for each corresponding fixed coherence (30% and 
40%), we calculated the Weber constant using the following equation: K=  ?୍୍ , which can be 
translated into ܹܾ݁݁ݎܨݎܽܿݐ݅݋݊ ൌ  ்௛௥௘௦௛௢௟ௗௗ௜௙௙௘௥௘௡௖௘ி௜௫௘ௗ௖௢௛௘௥௘௡௖௘ . This fraction reveals the coherence 
difference needed to discriminate from the fixed coherence for each subject more directly, and 
reflects how sensitive the visual system is to coherence discrimination. The data presented in 
this chapter are all in the form of Weber fractions.  
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Figure 4.4: An example of psychometric function for the delayed coherence experiment. The 
points show the average performance at five levels of coherence increment. Error bars: r1 
SEM. A sigmoidal function is fitted to these points to derive threshold value at the level of 
75% correct with its upper and lower boundary of 95% confidence intervals (red dashed 
horizontal line). Left panel shows the psychometric curve with 2s ISI, and right with 8s ISI.  
 
4.1.2.2 Results 
Figure 4.5 illustrates the Weber fractions as a function of ISI (2 and 8-second) for the two 
fixed coherences (30% and 40%) UHVSHFWLYHO\ 7KUHH REVHUYHUV¶ GDWD ZDV SORWWHG
individually, and the bottom-right quadrant shows the average proportions across these 
subjects. A 2×2 analysis of variance (ANOVA) on the discrimination thresholds showed that 
observers had similar performance when they were asked to remember two levels of the 
motion coherences over short (2s) and long (8s) duration (F(1,13) = 0.47, p =0.509). In 
addition, thresholds of group data between the two fixed coherences was no statistically 
significant (F(1,13) = 0.2, p =0.6639) and no interaction between fixed coherence and delay 
duration was found (F(1,13) = 0.65, p =0.4405). Clearly these results demonstrate that 
information of motion coherence can be maintained well over a short period of time, at least 
for up to 8s. The two fixed coherence we used in the experiment is not a influential factor for 
the change of discrimination threshold, but rather a varying parameter that weakened the 
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confusing effect of predictability, adaptation and the establishment of long-term memory, 
which increased the design efficiency of this experiment.  
 
Figure 4.5: A-C, the performance of delayed coherence discrimination for each observer. The 
error bar represented the 95% confidence interval at the 75% correct level of the psychometric 
curve. D, The bottom right panel shows the average weber fraction across these participants. 
No significant elevation of Weber fraction is observed, indicating that subjects maintained 
motion coherence robustly over time. Error bar: r1 standard error of the mean. Darker line, 
30% fixed coherence level; Lighter line, 40% fixed coherence level.  
 
4.1.2.3 Discussion 
To examine the characteristics of visual working memory for motion coherence in a random 
dot display, we utilized psychophysical discrimination measurements of two sequentially 
presented stimuli. Discrimination thresholds were measured and converted to their 
corresponding Weber fractions for delay durations of 2s and 8s. We found a robust 
maintenance of motion coherence, revealing results similar to a previous experiment (Blake, 
Cepeda & Hiris, 1997). Blake and his colleagues found that coherence of moving dots could 
be perfectly retained for up to 30 seconds, although their definition of motion coherence was 
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different. Crucially, coupled with their data, our results serve as the baseline for subsequent 
experiments where we looked further into the temporal and functional characteristics of 
motion coherence during the retention process with different masks.   
4.1.3 Experiment 2: Working memory of motion coherence with memory 
masking 
Experiment 1 showed that motion coherence could be maintained over a relatively long 
duration (8s) with almost no decay over time. In experiment 2, we tested whether this well 
maintained memory could be influenced by a task-irrelevant, but feature-similar visual 
stimulus appearing during the retention period. The majority of preceding studies on 
consolidation of working memory suggest that the establishment of durable storage of the 
sample stimulus takes a short amount of time after encoding. Considering the importance of 
this process in short-term visual memory, we also post-exposed a mask shortly after the onset 
of the coherence memory period, to examine whether the interference effect found previously 
for memory capacity was replicable for remembering detailed stimulus attributes.  
It should be noted that there are a few factors that may potentially influence memory precision 
to be different from memory capacity. First, most previous visual working memory 
experiments limited the stimulus interval to a brief duration (no more than 200ms). Here, the 
stimuli lasted 500ms. One of the reasons for this difference was that our stimuli were not 
static but random moving dots, which require some integration time to process. Thus, this 
duration made it possible to complete the earlier encoding process, assuring that any 
deterioration of performance was not due to the disruption of perceptual processes. Second, 
earlier relevant studies used different presentation times for the mask stimulus. For example, 
the consolidating process has been assumed to be relatively slow (~500ms) for the storage of 
a single item (Chun & 3RWWHU-ROLFRHXU	'HOO¶$cqua, 1998; Ward et al., 1996), but 
their results were based on dual tasks, which might overestimate the time used for 
consolidation. With a simple object detection task, Vogel et al., (2006) pointed out that a 
much shorter time (~50ms) is actually used to construct a durable WM representation. Our 
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mask appeared 125ms into the retention window. This time point was selected for two 
reasons. (1) We assumed that earlier object identification tasks that memorized arrays of 
objects were more time-consuming in contrast to our task of one single elementary stimulus 
feature, and thus we used shorter SOA. (2) 125ms is far longer than the period of sensory 
storage of a visual image, such as iconic memory (Phillips & Christie, 1977a, 1977b; 
Sperling, 1963). Therefore, we would not impair the encoding processes before visual 




Four observers participated in this experiment with normal or correction-to-normal vision. Among 
them were three participants (Y.X., Y.W., and M.S.) who took part in the previous experiment.  
Visual stimuli and Procedure 
The structure of this experiment were similar to the two interval forced choice procedure used 
in Experiment 1 and the parameters of stimuli used in each trial of the discrimination task 
followed the same design of the first experiment: one of the fixed coherence (30% or 40% 
coherence) and one of the fixed coherence added to one of the five stimulus increments were 
then randomly assigned to the two stimulus intervals. Different from Experiment 1, there was 
another stimulus (mask stimulus) presented during the 2s ISI, which consisted of moving dots 
with coherence levels that were presented at the same location as stimulus 1 and 2. Observers 
were instructed not to explicitly remember these masks but only to maintain viewing and 
fixation. Because the ISI was relatively short, we used a brief mask duration (250ms), 
equivalent to 1/8 of the retention duration. Though the duration of the masking was short, 
observers reported during de-briefing that they were able to perceive the mask. Another 
reason to keep mask duration short was to rule out the influence of motion adaptation. One of 
five levels of stimulus coherence was randomly assigned to be the mask coherence, ranging 
from 35% to 55% with increments of 5%. The mask was presented at the early time point 
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during the ISI - the interval between the appearance of this mask and the offset of the first 
stimulus was 125ms. Subjects needed to be attentive throughout the task and make a judgment 
of which stimulus interval displayed the higher coherence level, and then pressed the 
corresponding button. There were discrimination 40 trials in one block and thresholds were 
measured and converted to Weber fractions as in the previous experiment.  
          
Figure 4.6: Paradigm of 2IFC with a mask stimulus (250ms) that presented 125ms after the 
offset of stimulus 1 during the 2s-delay duration. Stimulus 1 (500ms) and stimulus 2 (500ms) 
were identical to those presented in Experiment 1 with two fixed coherences: 30% and 40% 
(an example is illustrated on the right). One of five levels of stimulus coherence was randomly 
assigned to be the mask coherence, ranging from 35% to 55% with increments of 5%. The 
white arrow indicates the direction of coherent motion of stimulus dots.  
 
4.1.3.2 Results 
In our second experiment, we investigated whether the robustly preserved motion coherence 
information (revealed in Experiment 1) would be influenced by another task-irrelevant 
coherence stimulus when it was added at the beginning of ISI. Figure 4.7 A-D illustrate 
individually for both 30% and 40% coherence fixed levels. For all observers, the Weber 
fractions evidently increase when a mask appears at the initial stage of the delay period 
compared to the no masking condition (data was derived from Experiment 1 for three 
participants). Since the individual patterns were comparable, we calculated the mean Weber 
fractions across observers for the two conditions at each coherence level separately in Figure 
4.7 E. The results from our 2×2 ANOVA were consistent with the graphical demonstration 
showing that performance was significantly degraded by the presence of the mask (F(1,15) = 
11.35, p = 0.005), but not caused by the effect of two different fixed coherences (F(1, 15) = 
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0.52, p = 0.4835) nor the interaction between mask presence and fixed coherence (F(1,15) = 
1.21, p = 0.293). These results demonstrate that the robust memory performance showed in 
Experiment 1 is interfered by the display of another task-irrelevant stimulus during the 
memory period, indicating that the areas that are processing the motion coherence (masking 
stimulus) is also involved in the information storage.  
     
Figure 4.7: A-D, the degraded performance of delayed coherence discrimination WDVNRIµPDVN 
FRQGLWLRQ¶ IRUHDFKREVHUYHU compared to the µQR-PDVNFRQGLWLRQ¶. The error bars represent 
the 95% confidence interval at the 75% correct level of the psychometric function. Darker line 
is a fixed coherence level of 30% and the lighter line, a coherence level of 40%. E shows the 
mean performance for coherence discrimination across these participants. Error bar: r1 
standard error of the mean.  
 
4.1.3.3 Discussion 
The results of this study show that when the masks were presented with a small SOA, 
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mask condition (with a 2s ISI). Similar findings come from a visual motion experiment in 
which the interfering stimulus was most effective in the early phase of the retention period 
(Pasternak & Greenlee, 2005; Pavan et al., 2013). Analogously to these findings with moving 
stimuli, recent behavioral experiments also found evidence for masking of static stimulus 
features, such as spatial frequency and orientation, when interference stimulus masks were 
presented shortly after the offset of the memory stimulus (Magnussen et al., 1996; Vogel et 
al., 2006). Taken together, we think that this masking effect occurs within the window of 
consolidation and acts on the perceptual representation of the low-level visual information, 
which is fragile and vulnerable to disruption.   
Another question we addressed in this experiment was the likely anatomical level of neural 
correlates of memory masking. Past neurophysiological and brain-imaging studies attributed 
the consolidation process to the higher-level cortex, including prefrontal areas and parietal 
regions (Goldman-5DNLF 0LOOHU HW DO &RXUWQH\HW DO '¶(VSRVLWR HW DO
2000; Munk et al., 2002; Linden et al., 2003). In Experiment 2, we probed the process of 
consolidation in VSTM and suggested that the interfering stimulus disrupts the memory 
representation of the target stimulus at an initial short-lived perceptual stage. What is more, 
we assume that if the visual areas for processing sensory information were also involved in 
working memory, then the process of sustaining information would be interrupted by an 
additional visual stimulus when it activates sensory-encoding regions. Therefore, this 
experiment provides further evidence supporting the importance of early visual cortex in the 
process of consolidation of WM. Another bit of supporting evidence comes from the external 
disruption to neuronal activity (van de Ven et al., 2012). Investigators delivered transcranial 
magnetic stimulation (TMS) to occipital cortex at 400ms into the retention phase to 
investigate the functional relevance and temporal characteristics of early visual cortex in 
VSTM. They found a very strong correspondence in memory interference between TMS and 
visual memory masking, which suggested that the visual cortex contributes to the process of 
consolidation during initial stage in VSTM. 
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Besides external interference (e.g. TMS- induced), there have been studies using feature-
interference-selectivity in delayed discrimination tasks to show the similarity between lower-
order visual activity and memory (Magnussen & Greenlee, 1999; Pasternak & Zaksas, 2003; 
Pavan et al., 2013; Magnussen et al., 1996). In this experiment, we focused on the question of 
whether a task-irrelevant mask could interfere with the memory. But we did not design the 
variation of mask coherences in Experiment 2 for the question of whether there was 
selectivity of coherence maintenance. Therefore, we performed another experiment 
(Experiment 3) to examine whether different levels of mask stimulus have different masking 
effects.  
 
4.1.4 Experiment 3: Stimulus specificity of visual motion coherence in working 
memory 
We examined memory of visual information as a function of time in the first experiment. 
Experiment 2 showed an interference effect of a moving RDK stimulus at the very early stage 
during the retention period in the lower-level visual areas. Here, we address the selectivity of 
mask interference for coherence judgments in RDKs. 
Over the last decade, many studies have revealed stimulus selectivity of interference using a 
range of mask properties. For instance, some studies provide evidence for channels tuned for 
specific spatial frequencies. Magnussen et al. (1991) found that the memory effect varies with 
the spatial frequency of the mask. They showed that discrimination thresholds were not 
elevated when mask and test frequencies were identical, but the opposite result when they 
were different, suggesting that the memory array of spatial frequency operates in a similar 
framework to its sensory processing in the early stages of visual processing. Based on the 
important groundwork provided by Experiment 2, here in Experiment 3 we specified two 
kinds of mask coherence levels - one is a masking stimulus of random moving dots with no 
µXVHIXO VLJQDO¶ ZKLOH the other mask presented the mean level of coherence used in the 
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experiment for each subject. Our aims were to examine: (1) whether both types of mask evoke 
a masking effect on the memory of motion coherence and (2) whether there is any differential 
interference effect between them? By answering the second question, we may further infer 
some characteristics of the memory mechanism for motion coherence. Furthermore, in order 
to gain more insights into the temporal property of short-term memory, we also presented the 
mask stimulus at three different time points during a 4-s delay.  
The duration of the mask was increased slightly from Experiment 2. Though studies have 
shown that even almost-invisible stimuli would exert in interference effect on the capacity of 
working memory, we wanted to maximise any potential interference. In experiment 2, as the 
masking duration was short (250ms) and our focus is now on detailed visual features, the 
masking stimulus used might not have been sufficiently encoded as stimulus (which were 
presented for 500ms each). A similar point was raised in a previous experiment, in their case 
about the target stimulus duration (Luck & Vogel, 1997). In their visual storage capacity 
experiment, the investigators assumed that if the duration of sample stimulus was an 
influential factor, then a longer stimulus interval should improve the memory performance, 
because longer duration allows the first stimulus to be encoded adequately. Inspired by their 
design choices, we made the masking duration in Experiment 3 as long as the stimulus 
interval (500ms) to offer an equal chance for encoding of mask and target stimuli. In this 
sense, by comparing results between experiments 2 and 3, we may also able to examine 
whether a longer mask duration would induce more disruption to memory of coherence.  
4.1.4.1 Methods 
Observers, Visual stimuli and Procedure 
The same four participants took part in this experiment. The stimuli were generated using the 
same programming software, computer and display as in Experiment 1 and 2. The parameters 
for generating the moving dots were all identical as well. But in this experiment, the mask 
coherence only had two levels (0% and mean). The mean coherence was calculated as the 
mean value of the range of coherences used in this experiment for each individual. The 
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masking stimulus (coherently moving dots) could appear at the three possible time points: 
early, middle or late in the delay period (4-second). Its duration was 500ms, which was 
equivalent to the two stimulus durations. The relationship between the onset and offset of the 
stimulus interval and the masking interval is illustrated in Table 4.1. 
Observers still needed to discriminate coherence levels between fixed and test stimulus, and to 
press the button corresponding to the stimulus interval that contained a higher proportion of 
coherently moving dots. In the pilot experiments, we found that combining trials, in which 
stimulus of different masking timings was presented, caused some confusion and uncertainty, 
because subjects could not easily determine whether the second occurrence of random dots in 
each trial was a mask or a comparison stimulus. In order to avoid this confusion, we collected 
data for different conditions of mask timing and the no-mask condition in separate blocks. 
The purpose of this experiment is to see whether performance could be disrupted by a mask 
introduced beyond the consolidation period; and second, to examine whether the exact timing 
of the mask produced different effects on the memory of motion coherence. Three kinds of 
masking conditions were alternated with the no-mask condition to prevent the build-up of 
long-term memory. Figure 4.8 shows a schematic of the experiment for different mask timing 
conditions with two options of mask coherence.  
 
Figure 4.8: Paradigm of 2IFC task for coherence memory masking experiment (solid lines 
represent stimulus intervals that lasted 500ms). The dashed lines represent different mask 
intervals: either at early, middle or late time points during the delay interval (3s) (see Table 
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4.1 for the specific time of different conditions). The mask coherence could be either 0% 
coherence or the mean coherence level. White arrow in the right graph indicates the direction 
of coherent motion during the mask duration. These mask conditions were contrasted with a 
control condition, where no mask stimulus was presented during the delay period (first row on 
the left).  
 
Table 4.1: Parameters for the timing of different events in one trial 
Masking time Duration A (seconds) Duration B (seconds) 
Early 1 2.5 
Middle 1.75 1.75 
Late 2.5 1 
Duration A: offset of first stimulus to the onset of masking stimulus 
Duration B: offset of masking stimulus to the onset of second stimulus 
 
4.1.4.2 Results 
From our data sets, we calculated proportion of correct responses at each coherence level for 
two types of mask and three possible mask onsets. Then we fitted a psychometric function to 
each subgroup. The coherence difference at the 75% correct level was estimated, with a 
procedure similar to that illustrated in the previous experiment. Figure 4.9 shows examples of 
deriving thresholds from the psychometric curves for two different mask types in a single 
subject. Based on these values, we then computed the Weber fraction. Figure 4.10 shows the 
results plotted as a function of three mask timings for each observer. Masks that appeared at 
three different time points within the delay interval, all significantly affect the performance of 
working memory compared to the no-mask condition. Weber fractions are approximately 
doubled, indicating performance was affected by maskers even after the process of 
consolidation, and these disruptive effects are similar across different conditions with no 
statistical significance between them. The averaged values are plotted as a function of 
masking time for both fixed coherences (Figure 4.11). 
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Figure 4.9: An example of psychometric function for the delayed coherence experiment when 
two different mask coherences were used. Left panel shows the psychometric curve with 0% 
mask stimulus, and right panel illustrates the condition when mask had mean coherence level. 
 
 
Figure 4.10: The individual Weber fractions plotted as a function of three mask timings for 
both mask type based on 30% (left) and 40% (Right) fixed coherence, respectively. Dashed 
black line: 0% coherence mask. Red solid lines: mean coherence mask. Grey single point: the 
baseline when no mask was presented during the ISI. Error bar represent the 95% confidence 
interval at the 75% correct level of the psychometric curve. 
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Figure 4.11: Weber fraction plotted as a function of three mask timings for both fixed 
coherence levels across observers. Left and right represent 30% and 40% base-coherence, 
respectively. Lighter line, 0% coherence mask and darker line, mean coherence condition (see 
following section). Error bar: ±1 standard error of the mean. Masking stimulus displayed in 
the middle of the delay interval significantly increase the weber fraction for both fixed 
coherences. Mask with mean coherence has more disruptive effect on memory than mask with 
random motion, regardless of the masking time points.  
 
This experiment also examined whether coherence information is selectively maintained in 
working memory. To address this question, we assessed the influence of two types of mask 
coherence: 0% coherence of moving dots or the mean value of the five coherence levels used 
in the target stimulus intervals. The conditions were randomly interleaved for each trial. 
Figure 4.10 also displays the Weber fraction for two coherence masks for each individual 
observer. Figure 4.12 shows the averaged values across all observers in both conditions for 
different masking times. As demonstrated above, both types of mask (0% and mean 
coherence) elevated the discrimination threshold significantly compared to the no-masking 
condition, but the mask with the mean coherence degraded the memory performance more 
severely than the random coherence mask. An ANOVA confirms a significant main effect of 
mask coherence (coherence: F(1, 47) = 19.12, p < 0.05), suggesting that the masking effect of 
stimulus with random motion is different from the one with certain level of similarity of 
stimulus feature (mean coherence in our case). But there is no differential effect for the three 
mask onset timing (F(2,47) = 2.67, p = 0.082) on memory performance. As shown, this 
pattern is consistent for both fixed coherences. However, our ANOVA shows that the use of 
two fixed coherences is also a reason of the difference of discrimination thresholds (F(1,47) = 
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5.2, p = 0.0283). No interaction was observed between masking timing and mask coherence 
type (F(2,47) = 0.71, p = 0.4965), masking timing and fixed coherence (F(2,47) = 0.14, p = 
0.8681), or mask coherence type and fixed coherence (F(1,47) = 0.03, p = 0.8737).  
 
Figure 4.12: Weber fraction replotted as a function of mask type for both fixed coherences 
across observers. The darkness of the line specifies the Weber fractions for different masking 
times. Error bar: ±1 standard error of the mean. 
 
4.1.4.3 Discussion 
No decay in performance was observed in this experiment when the delay duration was 4 
seconds, which confirms the results from Experiment 1. Compared to the no-mask control 
condition, all mask manipulations in this experiment had a considerable effect on coherence 
memory. This suggests that the degradation of performance is mainly caused by exogenous 
interference rather than spontaneous information decay. Moreover, the significant masking 
effects from both 0% coherence and mean coherence level (definition explanined in 
Experiment 3) masks suggest that memory masking could be induced with masks that were 
µUHODWHGLQIRUPDWLRQ¶DVZHOODVZKDWPLJKWEHFRQVLGHUHGµUDQGRPQRLVH¶ 
Beyond this similarity in the masking effect, Experiment 3 also shows that the masks 
containing relevant stimulus information have a differential interference on memory. We 
manipulated the mask coherence to examine whether selective representation of motion 
coherence is held in working memory. If no selective masking was taking place, then 0% 
coherence mask and mean coherence mask at the same time point would have a similar effect 
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on the memory representation. This was not the case. Consistent with previous evidence 
(Intraub, 1981; Pasternak & Zaksas, 2003; Pavan et al., 2013; Magnussen et al., 1996), our 
data shows that the mask has more powerful disruptive effect on mnemonic representation 
when it has a certain level of similarity (signal) pertaining to the remembered feature, 
supporting the mechanism of stimuli-similarity interference effect (cf. lateral inhibition model 
introduced above) along the task-relevant dimension. Slightly different from those reports 
investigating the selectivity of masking on a trial-by-trial basis, we addressed the masking 
characteristics from an overall perspective of feature similarity, adding to the previous studies 
of interference selectivity, which have shown that the effect is weaker when there is no signal 
compared with masks that were certain similarities (but not completely identical).  
It is noticeable that although it was smaller effect, our data also showed that a 0% coherence 
mask impaired WM. We may interpret this result from another point of view. To some extent, 
the random motion in a 0% coherence stimulus may be considered a task-irrelevant mask, 
compared to a blank grey screen, white noise mask or other unstructured images. It is possible 
that the random motion of dots interferes by wiping out the trace of memory, whereas a task-
relevant stimulus mask (mean coherence) may actually overwrite the common features since 
the neuronal substrates for encoding the mask are partially overlapped with those represented 
in memory.  
Beside the explanations relating to WM, there are other hypotheses for how memory masking 
may occur, among which attentional explanations are a major focus. A number of studies have 
explored the relationship between attention and WM. Many of them discussed the role of 
attention on task-relevant information. Some neuroimaging studies found that the sensory 
representation of task-relevant information can be amplified by attention at the encoding stage 
(Egner & Hirsch, 2005; Awh & Jonides, 2001; Broadbent, 1958; Deutsch & Deutsch, 1963). 
Is it likely that the mask with the mean coherence level was also modulated by attention due 
to its similarity with target stimuli, causing a more pronounced interference, while the 
attention did not promote the representation for the random moving dots. In the next part of 
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this chapter, I present our investigation into the relationship between attention and WM with 
evidence from fMRI measurements.  
Up to this point, all the results support the µVHQVRU\UHFUXLWPHQWPRGHO¶ZKLFK assumes that 
the neuronal substrates for working memory of sensory visual information overlaps with those 
that encode and store these features in WM. However, it is not clear how and to what extent 
the early visual areas are involved in WM. It may operate through two possible approaches: 
first, early visual cortex is involved throughout the retention period, which may be evident as 
a sustained neuronal activity. Alternatively, the recruitment of neurons in primary visual 
cortex and extrastriate visual cortex only occurs at the retrieval stage when the memory 
representation is reclaimed from these areas via top-down processing. Experiment 3 takes 
advantage of the possible time courses of WM to investigate how V1 is recruited. Masks were 
presented at early, middle or late stages during the retention interval, respectively. If the 
mnemonic representation is formed and retained in the early stage of visual stream throughout 
the storage process, then the masks should have a similar effect on retention, regardless at 
which time point they were introduced. On the contrary, if signal was forwarded to higher-
OHYHODUHDVDQGWKHQµUHWXUQV¶GXULQJWKHUHWULHYDORIWKHPQHPRQLFUHSUHVHQWDWLRQWKHQPDVNV
displayed at a later stage during the delay period may not exert as much influence as at earlier 
times. In the present experiment, our data reveals no significant difference between the 
performances for the three points within the retention period, suggesting the possibility that 
early visual areas is involved throughout all of the retention period.   
4.1.5 General Discussion 
In the first experiments, we conducted a simple short-term working memory experiment using 
a 2IFC discrimination procedure and found that the information about the motion coherence 
of a stimulus could be well maintained for at least 8 seconds. Experiment 1 provides an 
important control condition for other measures in later experiments.  
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The second experiment aimed to investigate whether this robustly sustained memory of 
motion coherence could be affected by a µPHPRU\PDVN¶2QHLQWHUIHUHQFHVWLPXOXVRIPRWLRQ
with a certain level coherence was presented at the initial stage of the retention period. If the 
mask deteriorated memory performance, we would expect a greater elevation of threshold. 
Our result shows pronounced degradation of performance with the presence of a mask 
compared a no-mask condition with a 2s ISI. In agreement with other experiments about the 
role of consolidation in memory, we concluded that robust maintenance of information about 
motion coherence is dependent on the accurate encoding of the target stimulus during the 
process of consolidation, which occurs at the very early stage of memory formation.  
After the consolidation is complete, the memory of visual information is relatively better 
protected from incoming sensory input, which may corrupt the stored information. In order to 
determine the point in time when the representation of coherence is most susceptible to 
disruption beyond the initial phase of retention, we introduced a task-irrelevant mask at three 
different time points during the delay interval in Experiment 3. However, no substantial 
difference was found between the three time points, which indicate that all phases throughout 
the delay duration are important to the precision of WM.  
Since the same observers participated in Experiment 2 and 3, and all the other parameters 
were comparable, we could make direct comparisons between their data. It should be noted 
that both experiments examined different phases within the retention interval with a memory 
mask procedure, and the mask duration was increased from half of the duration in Experiment 
2 to the same duration as the target intervals in Experiment 3. In this sense, we assessed the 
factors that may impair the WM of motion coherence, including different time points of 
masking and the length of mask interval. Presumably, if the duration of mask were one of the 
influential factors, then the results of Experiment 3 would become worse because there is 
more time to allow encoding of the mask stimulus. On the other hand, if the phase of retention 
is predominant, then there might be a difference when the mask was administered during the 
period of consolidation, rather than later phases within the ISI. Compared to the results of 
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Experiment 3, the Weber fractions for each observer in Experiment 2 were larger, suggesting 
that the mask duration is not a major factor. Instead, our result shows that the initial phase of 
the memory process plays a more prominent role. Analogous results, showing that the early 
stage of the memory interval is sensitive to disruptions, were also found in experiments with 
small SOA for storage of speed (Pasternak & Zaksas, 2003) and direction (Pavan et al., 2013) 
of motion. Together, this evidence supports the idea that the retention process may have two 
distinct phases: the first part corresponds to the process of consolidation, during which the 
mask itself could lead to more impairment to memory maintenance; whereas the information 
passed to the second phase is less susceptible to interference (Pasternak & Greenlee, 2005).  
In addition to the memory selectivity of motion coherence stored in early visual areas (see 
Discussion in Experiment 3), our last two experiments also addressed the role of early visual 
cortex in the process of WM in terms of timing. Experiment 2 points out that the incoming 
stimulus that is irrelevant to the memory task follows the same neural pathways from the 
retina through the visual processing hierarchy as a remembered stimulus. The mask can 
therefore compete with the maintained mnemonic representation in the regions responsible for 
visual encoding at the initial stage of memory, and as a consequence, degrades the 
performance. Built on this result, Experiment 3 further explores how these areas are recruited 
in the memory process by presenting masks at different phases during the retention period. 
We conclude that there may be an on-going neural process in these early visual regions. fMRI 
experiments have been used to tap into this question for more than a decade and a sustained 
BOLD signal during the memory period was regarded as the symbol of functional-relevance 
for any involved areas. Most of the earlier evidence did not show overall changes of activity 
in occipital cortex (Offen et al., 2009; Harrison & Tong, 2009). Recently, however, the 
introduction of multivariate decoding has allowed investigators to look at whether early visual 
cortex exhibits differential activity patterns that represent the content of WM even though no 
increase of overall activity was detected (Sperling, 1960; Oberauer & Kliegl, 2001; Lepsien et 
al., 2005; Harrison & Tong, 2009).  
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In general, our psychophysical evidence in this chapter illustrates that the memory 
representation of motion coherence appears to rely on early visual areas. However, 
psychophysics provides relatively indirect support. In the following part, I will describe a 
pilot fMRI experiment in which we performed similar psychophysical experiments while we 
VFDQQHGVXEMHFWV¶EUDLQVWRVHHZKHWKHUthere is active storage in the neural populations in the 
early visual areas during the process of working memory for motion coherence. 
 
4.2 Piloting fMRI experiment for working memory of motion coherence 
 
Besides psychophysical evidence obtained using its methods described in the previous part, 
there is a growing number of neuroimaging studies investigating the role of early visual areas 
in higher-order cognitive processes. This includes studies of working memory of detailed 
visual information and attention. We attempted one fMRI experiment to search for the 
characteristics of both processes when observers performed tasks based on the coherence 
feature of motion.  
4.2.1 Introduction 
 
Working memory often refers to the maintenance of visual input for a short period of time, 
making efficient information access and manipulation possible. The information is held in a 
highly active/accessible state, which is often reflected by persistent activity in those areas that 
are involved in this process. Physiological and imaging studies have shown that sustained 
activity was present in parietal and/or prefrontal areas during the working memory process 
without the presence of any visual information (Haenny, Maunsell and Schiller 1988). From 
this point of view, the process of attention shares a similarity with WM because of its ability 
to modulate neuronal activity when a stimulus is not in view. Evidence from both 
neuroimaging and single-neuron studies have also demonstrated that visual attention affects 
brain activity in a number of areas. However, whether such attentional modulation of 
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responses occurs in primary visual cortex has been a controversy issue. It was assumed that 
attention exerts influence only at the highest levels of the visual pathway (Corbetta, et al., 
1991; Heinze, et al., 1994). Until recently, the view that early visual areas exclusively perform 
sensory analysis of visual information had to be abandoned in light of studies in the last 
decade. A few neuroimaging studies have clearly illustrated the effect of attention in V1 
(Cook and Maunsell 2002; Somers et al., 1999; Gandhi, et al., 1999). But the overlap of 
functional-relevance in primary visual cortex complicated the relationship between WM and 
attention, which was reported as two intertwined constructs.  
However, one recent fMRI experiment has yielded an important approach to address these 
two processes individually (Offen, Schluppeck, & Heeger, 2009). They employed a detection 
task to highlight the process of attention. In order to detect a low-contrast grating at threshold, 
subjects needed to pay close visuospatial attention to the possible incoming stimulus. Yet, this 
task did not involve any maintenance of visual information over time, since the first stimulus 
only served as a cue of the onset of each trial. In contrast to this task, their discrimination task 
emphasized the need of retaining information in a mental workspace during the delay interval 
and being available for other cognitive processes (Baddeley & Hitch, 1974). This condition 
did not require a high level of attention. Therefore, the difference between these two tasks lies 
in the requirement of attention and the application of memory during the delay interval. With 
these paradigms, Offen et al. (2009) found that the early visual cortex exhibited sustained 
responses throughout the interstimulus interval when subjects performed attention-demanding 
task, whereas the delay-period activity was not distinguishable from zero in the short-term 
memory task. They suggested that the sustained activity might be the result of attentional 
modulation, or other contextual modulating cognitive processes rather than working memory. 
Inspired by this study, we used similar kinds of tasks to assess whether their result is 
replicable for visual motion coherence in two crucial sensory visual areas. V1 was included 
because neurons in this area appear to be responsive to motion coherence (see Chapter 1 for 
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more details). We also looked at the responses in V5/MT, where neurons are extremely 
sensitive to motion coherence.  
4.2.2 Methods 
4.2.2.1 Subject 
In this pilot experiment we only scanned one subject, who signed informed written consent 
before scanning. The scanning was approved by the Medical School Research Ethics 
Committee, University of Nottingham.  
4.2.2.2 Visual stimuli and procedure 
A projector was positioned outside the scanning room. Stimuli were then projected onto a 
display screen located at the subjects¶IHHW outside the magnet. Stimuli were presented by an 
Apple MacBook Pro running Matlab and MGL (a Matlab wrapper for OpenGL) with related 
tools (http://gu.brain.riken.jp/doku.php/mgl/overview). Subjects were instructed to maintain 
fixation at a cross at the centre of the screen while stimuli were displayed.  
Common properties of the detection task and discrimination task 
There are some shared properties between the two tasks we used here. I will outline the 
similarities and then discuss particular aspects of each task. First, both of the tasks in this pilot 
fMRI experiment were based on a two-interval procedure, and stimuli were displayed in a 
circular aperture around fixation. All the stimulus parameters used in this functional imaging 
experiment were identical to those employed in the psychophysical experiment. Second, a 
proportion of dots was randomly chosen to move coherently in one of six directions (0, 60, 
120, 180, 240 and 300º) and was renewed on each frame. Each direction had equal probability 
to be selected in a particular trial. In each trial, the directions for the two stimulus-intervals 
were kept the same if there was any coherent movement in the second interval. This ensured 
that there was no uncertainty about the direction of motion, because the direction in each trial 
is known after the presentation of the first stimulus. More importantly, it is feature-irrelevant 
to the task. The third similarity of the two tasks is that the delay duration was randomly 
chosen from 2.5s to 11.5s (in increments of 3s). The randomization of both tasks limits 
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VXEMHFWV¶ DQWLFLSDWLRQ RI WKH VHFRQG VWLPXOXV DQG LW DOVR SURYLGHG HQRXJK ORQJHU-duration 
delays to disambiguate the BOLD response during the delay period from the responses 
evoked by the target stimuli. The final common parameter is that the inter-trial interval was 
varied over trials in both tasks (randomly selected from 4.5s, 6s and 7.5s), and random dots 
were presented during these ISIs.  
 
Figure 4.13: Outline of the discrimination and detection tasks. Stimuli were white pixel dots 
displayed on the black background throughout each trial. The stimulus shown in the circle is a 
zoomed-in version of the actual stimulus used in the experiments. Following the presentation 
of the first visual target stimulus that had a certain level of coherent motion (500ms) and the 
variable delay period (stimulus with random coherence), the second target stimulus was 
displayed briefly for 500ms. In the discrimination task, the coherent motion in the second 
stimulus interval could be easily identified, and the subject was asked to discriminate which 
stimulus interval contained higher coherence; whereas in the detection task (lower panel), 
observers had to be highly attentive to judge whether any near-threshold coherent motion 
(15% coherence) was present or not (0% coherence). In addition, the first stimulus in the 
detection task was used to simply indicate the onset of a new trial. The colour of the fixation 
was yellow at trial onset and remained white during the stimuli intervals and delay interval. 
After participants responded, it changed colour to give feedback (red, incorrect answer; green, 
correct answer).  
 
Differences between the detection task and discrimination task 
(i) Detection task: 
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In this task, each trial started when the colour of the fixation crossing turned yellow. 500ms 
after the trial onset, the first target stimulus with coherent motion (30%) was presented for 
500ms. During the delay interval, the stimulus remained on the screen with the fixation cross. 
After a variable delay period came the second stimulus, which had a low coherence (at 
threshold). Outside the scanner, we used a Yes-No detection procedure to find the 75% 
WKUHVKROGRIWKHVXEMHFW¶VGHWHFWLRQOHYHOIRUFRKHUHQFHDQGHPSOR\HGLWIRUWKLVVXEMHct) 
as the strength of coherence in the second stimulus interval. These periods were in alternation 
with random motion (0% coherence). The target probability was 50% and subjects made a 
judgment of whether a coherent stimulus was present or not. A response had to be given 
within 1.5s (indicated by the colour of fixation cross turning to cyan; response interval). There 
was feedback (colour of the fixation changed) afterwards depending on the response. Note 
that the observer did not need to remember the first stimulus. It simply symbolized the start of 
each trial, which cued the subject to be attentive to the incoming stimulus. The paradigm for 
the task is shown in Figure 4.13.  
 (ii) Discrimination task: 
The timing of the discrimination task, including the first interval and delay period was similar 
to the detection task, except that the motion coherence level of the target stimuli were 
different. During the first target interval, 60% of the dots moved coherently in one of the six 
directions. This level of coherence was used because previous evidence has demonstrated that 
MT responds more strongly to higher proportions of coherent moving dots, and 60% 
coherence enabled us to record a stronger BOLD signal. The second stimulus interval 
contained a coherence level that was differed by േ25% from the first stimulus. These two 
possible coherence levels had equal chance. Subjects needed to discriminate whether the 
second stimulus had higher coherence than the preceding stimulus in the same trial. The 
paradigm is shown in Figure 4.13: 
MT/V5 localizer stimulus 
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Area MT/V5 is well known for its selectivity of motion, and the neurons in this area respond 
strongly to different directions of motion, especially coherent movement. Slightly different 
from the conventional approaches (Zeki et al., 1991; Watson et al., 1993; Tootell et al., 1995, 
Huk, et al., 2002), we used stimuli that alternated in time between blocks of coherent 
movement (100% coherence) and a blank screen in order to localize MT/V5. Within a 17q 
annular aperture (central 3q removed), 2000 white square dots with size of 0.26q travelled 
consistently at the speed of 5q/s in a random direction selected from a uniform distribution of 
0q to 359q on a black background. This moving-dot field was alternated with a blank screen 
every 12 seconds. The cycle was repeated approximately twelve times during each fMRI scan.  
Retinotopy stimulus  
 
We used counter-clockwise / clockwise rotating wedges and contracting / expanding rings of 
checkerboard, respectively, to localize the retinotopic organization in the visual areas (see 
more detail in the corresponding sections in the General method chapter).  
 
fMRI methods 
We performed functional MRI at 3T (Philips 3T Intera Achieva) using an eight-channel 
SENSE head coil. Subjects lay in the scanning bore supine. Foam padding was used to 
minimize head movements. The fMRI scanning was performed over 2-3 scanning sessions. 
Session One: An anatomical scan provided a 1 mm3 resolution image of the brain and covered 
D  î  PDWUL[ LQ D[LDO VOLFHV 6HVVLRQ WZR 7KH ³LQSODQH´ VOLFHV ZHUH RULHQWHG
approximately perpendicular to the calcarine sulcus, with a slice thickness of 3mm (1.5mm 
inplane resolution). They were T1-weighted images obtained using a 2-D MPRAGE pulse 
sequence with phase encoding direction of right-left. Functional scans, included one for 
MT/V5 localization and three for each of the two main tasks (7 in total). The scans of the 
detection and discrimination tasks were completed with the usual T2*-sensitive echo planar 
imaging pulse sequence (EPI) (64 × 64 matrix, TE = 30 ms, TR = 1500 ms, flip angle 75q). 
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The same slice prescription was taken as the inplane image. We scanned 32 slices in an 
oblique-axial plane with a voxel size of 3 × 3 × 3 mm3. A SENSE factor of 2 was used to 
accelerate imaging, which helps reduce image distortions. Data for these two main tasks were 
obtained in interleaved order. After each scan (lasting ~300s), the subject was allowed to rest 
for a minute.  
 
fMRI data analysis 
We used standard event-related methods to estimate the fMRI response time course for 
variable conditions with different delay intervals. Four delay durations ranged from 2.5s to 
11.5s were included in this experiment. As indicated in Chapter 2, the measured fMRI data of 
each voxel (Y) can be fitted with general linear model with four regressors, corresponding to 
different delay conditions. A denotes the design matrix that characterizes the order of those 
four conditions. Each regressor contains 15 columns of time-VKLIWHG¶VZKLFKVLJQLILHGWKH
onset of each trial. By solving the ordinary least squares X = (AT$$TY, where ()T is matrix 
WUDQVSRVH DQG  LV SVHXGRLQYHUVH ZH HVWLPDWHG WKH WLPH UHVSRQVH ; IRU FRQGLWLRQV with 
different delay intervals (Schluppeck, et al. 2006). This deconvolution assumes no particular 
shape of the hemodynamic response, but linearity in temporal summation (Boynton et al., 
1996; Dale, 1999). Then the deconvolved responses of all the voxels in the ROI were 
averaged to obtain the mean fMRI response.  
 
4.2.3 Results 
Identifying V1 and MT/V5  
 
According to the traveling wave method, we derived the polar angle and eccentricity maps of 
retinotopy. Based on these maps, we defined the retinotopic boundaries between V1 and V2 
on both hemispheres (More details in Chapter 2).  
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MT/V5 was localized for our participant by combining information from the anatomical and 
functional images. Similar to delineating the retinotopic areas such as V1, V2 and V3, we 
manually defined MT/V5 by including voxels located in the lateral surface of the occipital 
lobe. The stimulus-response correlation value was thresholded to ~0.5 to ensure the response 
was elicited correspondingly by the moving-dots versus blank localizing stimulus. Figure 4.14 
shows a demonstration of MT/V5 in both hemispheres in inflated cortical surface. Consistent 




Figure 4.14 shows a demonstration of MT/V5 (within red circumscribed curve) in both 
hemispheres in unfolded surface (Subject Y.X.): A. Left hemisphere and B. Right hemisphere. 
 
 
Result for two main tasks 
(i) Detection task (Attention) 
The subject performed a visual detection task in which the second stimulus consisting of 
coherently moving dots close to the coherence threshold level. It was presented after a 
variable delay period (2.5s²11.5s) followed by the first stimulus at 30% coherence. Since 
there is no significant difference in the fMRI responses between the left and right V1, and 
neither the MT/V5 in each hemisphere, we combined these bilateral results for both regions 
(Figure 4.15 and Figure 4.16). Figure 4.15 shows the average fMRI responses of V1 for 
different delay periods. Results demonstrated a sustained activity in V1 when attention is 
highly required. As the delay duration increased, the separation between the first stimulus and 
second stimulus became more pronounced. We also plotted the response of MT/V5 as a 
function of different ISIs in Figure 4.16, which also shows a sustained activity during the 
delay interval (see Table 4.2 for the statistical result), replicating previous other results 
A	
B	
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(Kastner et al. 1999, Silver, Ress and Heeger 2007). Table 4.2 list the results of t statistics and 
p values of each task for the subject. The data that fed into these statistical analyses was each 
YR[HO¶VWKUHVKROGHGU2 at 0.2) average response across the time points of the delay interval for 
each task. The sixth time point was chosen to be the starting point of this period, but different 
ending time points were selected considering the lengths of delay interval and possible 
contamination of the first visual stimulus due to the sluggishness of hemodynamic response.  
Table 4.2 Statistical significance of response during the delay interval 
 Detection Task (Attention) Discrimination Task (Working memory) 
Delay V1 V5/MT V1 V5/MT 

































Entries in boldface indicate statistical significance at p < 0.05, one-tailed t test (null 
hypothesis, mean of 0).  
 
             
Figure 4.15: Sustained fMRI responses (% signal change) during the delay intervals in V1 in 
the detection task where subjects attended to the presence of any possible coherent motion 
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during the second stimulus interval. Colours represent different delay period durations. Lines, 
mean responses; Error bars, ±1 SEM across trials.  
 
            
Figure 4.16: Sustained fMRI responses (% signal change) during the delay intervals in area 
MT/V5 for the detection task (high-level attention required). The average responses evoked 
by the stimuli presented in the stimulus intervals are also illustrated. Colours represent 
different delay period durations. Lines, mean responses; Error bars, ±1 SEM across trials.  
 
(ii) Discrimination task (working memory) 
Similar to the trend seen in the detection task, the transient activities corresponding to the first 
and second stimulus gradually separated as the delay duration increased (compare the 
transient responses in Figure 4.17 and Figure 4.18). For the discrimination data, they appeared 
segregated when the delay duration was 11.5s, especially true for MT/V5. 
However, completely different fMRI activities during the variable delay periods were found 
for MT/V5 and V1 in this task (see the contrasting delayed response illustrated in Figure 4.17 
and Figure 4.18). No sustained activity was retained in MT/V5 during the delay period in the 
discrimination task, whereas the activity in primary visual area (V1) remained (see Table 4.2 
for the statistical result). 
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Figure 4.17: Sustained fMRI responses of different delays in V1 during the discrimination 
task where subjects memorized the motion coherence of the first stimulus to compared with 
the coherence of the second stimulus; abscissa, Time; ordinate, fMRI response (% signal 
change) 
 
       
Figure 4.18: fMRI response of different delays in MT/V5 during the discrimination task (WM 
task) where no sustained activity is shown during the delay interval. abscissa, Time; ordinate, 
fMRI response (% signal change). 
 
4.2.4 Discussion  
In this pilot experiment, we used two-interval detection task and a delayed discrimination task 
to distinguish the processes of attention and working memory. Our aim was to separate the 
roles of attention and WM on motion information processing.  
The role of attention in modulating the activity in MT/V5 and V1 (detection task) 
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Sustained activity was found in the detection task during the delay interval in both V1 and 
MT/V5 when attention was required. Many experiments have shown that the role of attention 
depends on the requirement of the specific task, including the location where stimuli are 
presented (foveal or non-foveal), the number of items displayed in the field and task 
difficulty. In this experiment, we fixed the task difficulty by alternating between coherence at 
threshold and 0% coherence to increase the requirement of attention.  Our data is consistent 
with the majority of recent studies, although there is debate about the level in the processing 
hierarchy at which attentional signals arise. It was held for a long time that the earliest region 
an attentional effect could influence was medial superior temporal area (MST). And it was 
assumed that the strength of the influence decreased as one moved down the cortical 
pathways. However, evidences from electrophysiological studies have shown that activity 
changes in several sensory areas, such as hMT and V1, also depend on attentional state (Treue 
& Maunsell, 1996, 1999; Seidemann & Newsome, 1999). In addition, imaging and bilateral 
lesion studies on the human MT homolog, uniformly found a specific attentional effect at the 
earliest stages along the human dorsal visual pathway (Corbetta et al., 1990; Corbetta et al., 
1991; Mcleod et al., 1989). Moreover, a study of speed discrimination of moving gratings 
revealed that the extent of attentional modulation on signals in V1 is comparable to that in 
MT/V5, an area known to specialize in motion (Gandhi et al, 1999). These studies combined 
with our results all corroborate the attentional top-down modulation model, indicating that 
higher-order cortices send extensive feedback resulting in changes in the response amplitude 
or response rate of neurons throughout the visual cortex.  
It should be noted that our observations on the level of sustained activity is not due to the 
hemodynamic lag of the first target stimulus. In both tasks, variable delays were used to allow 
us to distinguish between the fMRI responses of visual target stimuli from the activity during 
the delay interval. It is indeed the case that when the delay period was short, the responses to 
the stimuli could not be discriminated from each other because of the hemodynamic 
sluggishness. However, for long delay periods, the activity peaked in response to the initial 
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visual stimulus and then fell to a lower level. Following the long ISIs, the response rose again 
in response to the second stimulus. Even in the case when the response to a visual stimulus 
was unlikely to confound the delay activity, V1 and MT/V5 still exhibited strong signals. In 
addition, the sustained activity is not simply the consequence of random motion during the 
delay interval. This is particularly true for MT/V5 because it does not display delay period 
activity with the presence of the same random dots in the discrimination task (see the result of 
discrimination task), indicating that it was genuinely modulated by attention. Therefore, our 
results assertively suggest that the attention strengthened the neuronal response in early 
sensory regions. 
 
The role of visual cortex in WM of motion coherence (discrimination task) 
- MT/V5 
Previous studies have shown that area MT/V5 (in monkey) is sensitive to coherent motion 
(see Chapter 1), but is this area also activated when information about motion coherence has 
to be maintained in memory? In this experiment, we found that the discrimination task did not 
show any significant activity during the delay period in hMT. Many physiological studies 
have provided evidence that a subset of neurons in a relatively advanced stage of the 
hierarchy fired constantly at an elevated rate after a specific feature was presented, but not the 
early visual cortex. For instance, Ferrera et al. (1994) used a similar delayed match-to-sample 
discrimination task of motion direction and found no sustained pattern carrying information 
about motion direction in MT/V5. Since neurons in area MT/V5 are directionally selective 
(Zeki, 1974; Maunsell & Van Essen, 1983; Albright, 1984), we expect similarties between 
direction and coherence of motion. Indeed, we found no enhancement of overall activity in 
MT/V5 during the retention duration. However, contrary to our findings in human MT, one 
study using monkeys with unilateral lesions in MT/MST claimed that this area is also 
involved in maintenance of motion information (Bisley & Pasternak, 2000). There are a few 
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possible explanations for this discrepancy. First, as the authors of that monkey study pointed 
out, it is likely that the humans and monkeys applied different strategies in remembering 
information about stimulus direction. Since no survey of the strategy used by the animal could 
be applied, we are not certain whether this disagreement is due to a species difference. 
Second, our null sustained activity might be influenced by the size of the neural subpopulation 
involved in the task. However, our results clearly showed that the moving stimulus of dots 
with 60% coherence can evoke marked response in human MT in another fMRI experiment, 
and presumably if similar subpopulation of neurons were recruited in the process of memory, 
the activity should be large enough to be observed. Nevertheless, our result is analogous to 
those studies that failed to find sustained activity for remembered orientation in V1. It is 
highly possible that as Offen et al. (2009) suggested, there were some neurons in MT/V5 that 
increased their activity whereas others did not, and thus when we measured the averaged 
activity (pooled by the fMRI response), the activity of the excitatory neurons were washed 
out, leading essentially to a false negative result for delay period activity during the memory 
period.  
- V1 
Sustained BOLD activity was found in the primary visual cortex in our discrimination task. 
Despite the fact that attention could modulate the activity at this early stage, considerably less 
attention was involved in our discrimination task because firstly, both target stimuli were 
easily perceived and secondly, their difference along the dimension of coherence was above 
threshold (Zhou & Fuster, 1996, 1997). It seems that our data on sustained activity in V1 
provides an indication of its involvement in WM of motion coherence tasks. However, we 
should be cautious to make this conclusion because of the dissociation of the activity in hMT 
and V1 during the delay interval. According to previous investigations, neurons in V1 have 
much less selectivity of the coherence of motion compared to MT/V5, and random-motion 
can effectively evoke activity in V1. Thus, it is possible that the delayed activity was a result 
of unselective response to random dots. Yet, we cannot completely exclude the possibility that 
Pilot fMRI experiment                                            Chapter 4- WM of motion coherence 
 152 
a majority of neurons unselectively involved in the maintainance of one level of coherence, 
contributed to a global increase during the delay interval, whereas the response evoked by the 
selective neurons in MT/V5, as discussed, might be cancelled by other subpopulations of non-
preferred neurons (Offen, et al., 2009).  
 
4.2.5 Limitation and future direction 
Here, we discussed whether our measures of averaged response over the whole regions of 
interest (ROI) indicate V1 and/or MT/V5 is not involved in the process of WM. Other 
neuroimaging studies repeated some of the delayed memory experiments and with the 
application of multivariate pattern classification method (MVPA), they found that patterns of 
fMRI activity were different depending on the maintained visual information (Harrison & 
Tong, 2009; Serences et al., 2009; Sligte et al., 2013). Therefore, it is possible that the pattern 
of activation in our study was concealed after averaging the activity across all voxels in the 
ROI.  
Additionally, it should be noted that the above inference is only based on a piloting 
experiment with one participant. In spite of this fact, it lays the foundation for our following 
fMRI experiments that further address the connection between and distinctness of attention 
and WM (Chapter 8). In addition, it inspired us to use a more sensitive approach to analyse 
data in a larger groups of subjects. Accordingly, we therefore conducted MVPA analysis on 
data from the fMRI experiments that followed. Additionally, we focused on the primary 
visual cortex (V1) and extrastriate areas (V2 and V3) since their tuning features for spatial 
frequency, orientation and contrast are clearer than the evidence for coherence tuning in 
MT/V5 (Beckett et al., 2012; Schwarzkopf, et al., 2011). Compared to the visual attributes of 
spatial frequency and orientation, the mechanism of remembering visual contrast has been 
more elusive. Therefore, we mainly concentrated on the memory characteristics for the 
contrast of visual information with fMRI in the following chapters.  
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Chapter 5: Temporal and Spatial characteristics of working memory 
of stimulus contrast 
 
Abstract 
Differential abilities of maintaining visual information have been revealed in studies of visual 
short-term memory (VSTM). Some evidence has shown that human have high-fidelity storage 
capacity for many properties of visual stimuli. On judgments of spatial frequency of gratings, 
for example, discrimination performance does not decrease significantly even for memory 
intervals of up to 30s. For other properties such as stimulus orientation and contrast, however, 
VXFK³SHUIHFWVWRUDJH´EHKDYLRU LVQRW IRXQGDOWKRXJKWKHUHDVRQVIRU WKLVGLIIHUHQFHUHPDLQ
unresolved. Here, we report three experiments in which we investigated the nature of the 
representation of stimulus contrast in VSTM using simple drifting grating as well as more 
complex noise patterns. We addressed whether information about the contrast per se is 
retained during the memory interval by using a complex 2-D stimulus with the same spatial 
structure but either the same or opposite local contrast polarity. Next, we introduced a mask 
during the memory interval and examined the influence of its spatial structure on memory 
representation. We found that discrimination thresholds got steadily worse with increasing 
duration of the memory interval for both simple gratings, as well as the binary noise stimuli. 
Further, for noise patterns, performance was better when test and comparison stimuli had the 
same local contrast polarity, than when they were contrast-reversed. Finally, when a mask was 
introduced during the memory interval, its disruptive effect was maximal when the mask had 
a higher contrast and differed spatially. These results suggest that VSTM for contrast is 
closely tied to the spatial configuration of stimuli and not transformed into a more abstract 
representation. 
In addition to investigating the characteristics of contrast representation along the temporal 
domain, we also studied the spatial properties of VSTM by performing contrast discrimination 
task with pixel noise patterns displayed at either same (intrahemispheric) or different 
(interhemispheric) sides of the visual field. Two delay intervals (0.3s and 3s) between the first 
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stimulus and the second stimulus were used to observe the difference between the process of 
perception and VSTM, respectively. Discrimination thresholds for the intra- and 
interhemispheric condition were similar when the delay interval was short, but they became 
significantly different when the process of memory was involved. This result in addition to 
the increased reaction time in the interhemispheric condition indicates that there is an extra 
loss when information was transmitted across hemispheres, suggesting that the contrast 
representation is not localized. It is likely that a higher-level feedback signal was sent to 
retrieve and transfer information across hemispheres, making contrast comparsion at different 
spatial locations possible.   
 
5.1 Temporal characteristics: What information is crucial for working 
memory of stimulus contrast? Evidence from psychophysical experiments 
5.1.1 Introduction 
Results from the experiments in chapter 4 suggest that the level of motion strength in a RDK 
stimulus (its coherence) can be stored selectively and robustly over several seconds in a two-
interval forced choice task. Similarly, previous studies have shown that for other properties of 
visual stimuli, such as the spatial frequency of a grating, discrimination performance on a 
trial-by-trial basis did not decrease significantly even for delay intervals of 30 sec (Magnussen 
& Greenlee, 1992). Contrary to these results, however, earlier psychophysical evidence 
illustrated that the memory for contrast of single gratings (Magnussen et al., 1996) and 
orientation of single bars (Magnussen & Greenlee, 1985; Vogels & Orban, 1986) did not 
VKRZVXFK³SHUIHFWVWRUDJH´EHKDYLRXU7KHVHGLIIHUHQWLDOFKDUDFWHULVWLFVof working memory 
for various visual features are consistent with the view that they are processed in parallel. It 
has been pointed out that the neural representations of different stimulus dimensions in early 
visual cortex are independent from each other, allowing for only limited interaction across 
domains (Magnussen et al., 1996). Moreover, neuroimaging experiments have found 
sustained activity in early visual cortex during the retention interval, suggesting that neurons 
in these areas are recruited for maintenance in short-term memory tasks (see e.g. Bisley, et al., 
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2004; Zaksas & Pasternak, 2006). All of these findings were interpreted in support of the view 
that the same cortical areas / neural circuitry are used during the processing of visual stimuli 
as well as their maintenance in working memory. This view has been termed WKH µVHQVRU\
UHFUXLWPHQW K\SRWKHVLV¶ +RZHYHU PRVW of the previous experiments have focussed on the 
features of spatial frequency or orientation. Less is known about the characteristics of working 
memory for stimulus contrast. Therefore, we investigated how perceptual information about 
stimulus contrast is maintained in memory and how early visual areas may participate in this 
process. We used both psychophysical and fMRI approaches. Prior to the neuroimaging study, 
which will be presented in the next chapter, we first examined the properties of visual 
working memory for contrast using behavioural measures. The results of these experiments 
are described in this chapter. 
Definition of Stimulus contrast 
There are several ways to calculate and report the contrast of a visual pattern. The specific 
choice usually depends on the stimuli used in experiments. Michelson contrast is often used to 
report the contrast for periodic stimuli, such as sine-wave gratings. It is calculated as (Lmax - 
Lmin)/ (Lmax + Lmin), where Lmax and Lmin are the maximum and minimum luminance of the 
sinusoidal luminance distribution. On the other hand, for irregular pattern stimuli, root mean 
square (RMS) contrast and contrast energy are better metrics though Michelson contrast can 
still be calculated. In this chapter, we used Michelson contrast in all experiments in order to 
compare the memory characteristics across two stimulus types on an equivalent basis. 
In the first experiment of this chapter, we examined how an elementary visual attribute of a 
simple sinusoidal grating, its contrast, is kept in memory. The performance in a two-interval 
contrast discrimination task was measured with a variety of stimulus parameters and retention 
durations, including three different levels of Michelson contrast (see Figure 5.1 for the 
experimental scheme). In Experiment 1, we also tested the effect of spatial frequency on 
contrast discrimination with three different values for each of the three Michelson contrasts. 
We explored these properties to guide the choice of parameters in our fMRI experiment, 
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which followed the initial psychophysical study. For this reason we did not include very low 
contrasts as such stimuli induce low BOLD signal changes, which in turn leads to lower signal 
to noise ratio in the measurements.  
Experiment 2 and 3 focused on some additionally interesting questions about contrast 
perception and memory. As it is defined, contrast is the disparity of absolute luminance 
between spatially neighboring elements in an image, to which the human visual system is 
sensitive. But how does visual system maintain information of contrast presented by these 
elements? There are at least two possible strategies to remember contrast. One possible means 
is to encode and retain contrast of a number of small sub-regions of a stimulus as an iconic 
UHSUHVHQWDWLRQRU³LPDJH´Along the same lines, subjects may even use very localised profiles 
in the change of luminance to facilitate their perception and memory of contrast rather than 
the entire stimulus. Another alternative might be that the visual system extracts a more 
abstracted representation of stimulus contrast irrespective of the distribution of the stimulus 
components and represents it on a one-dimensional scale. To our knowledge, no previous 
study so far has addressed this question.  
Grating stimuli ± usually with a sine- or square-wave luminance profile, are typically used 
spatial patterns in psychophysics experiments but the use of such a regular pattern does not 
allow us to untangle the two possible outlined above strategies. With the use of random pixel 
noise patterns, however, we may be able to, because they allow the independent control of 
local and global contrast characteristics.  A large number of previous studies have provided 
some related evidence on the perceptual characteristics of these noise patterns, including how 
human vision identifies or segments textures (Bergen & Adelson, 1988; Bergen & Landy, 
1991; Fogel & Sagi, 1989; Graham, 1991). A common stimulus used in these experiments is 
an independent, identically distributed (IID) texture, whose contrasts values of elements are 
identically distributed as a histogram. With these images, some of the pioneering reports have 
demonstrated that the visual system segregates the visual field depending on the differences of 
texture (Julesz & Oswald, 1978; Julesz, 1965, 1975; Beck, 1983). It was suggested that the 
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visual system uses the difference of average response over space to draw discrimination 
between two textures (Chubb et al., 1994). A more recent study further explored the 
mechanism of preattentive discrimination of achromatic texture with random mixtures of a 
range of linear Weber contrast (-1~1). They observed that the judgments of texture contrast 
were mainly influenced by the distribution of elements whose contrasts were below the mean 
value (Chubb & Nam, 2000). Additionally, it was illustrated that visual system may group the 
darkest pixels in random textures to facilitate the fine discrimination of these noise pixel 
patterns (Chubb et al., 2004; Whittle, 1986; Frisch & Julesz, 1966). Based on these studies, 
LQYHVWLJDWRUV SURSRVHG D ³EORFNVKRW PRGHO´ ZKLFK HPSKDVL]HV sensitivity to the sparse 
elements with the lowest luminance in the pixel noise texture, regardless of the overall 
luminance of the background (Chubb et al., 2004). In this study, we investigated whether 
subjects also made use of certain distinctive information when they remembered contrast of 
similar random noise patterns. Another benefit of using these stimuli is that their 
configurations are randomly determined, and they are thus less likely to allow for any simple 
schemes of semantic representation, which makes them suitable candidate stimuli to study 
visual working memory. Taking the grating stimuli and the pixel noise patterns with their 
advantages together, we tested how contrast information is actually encoded and stored in 
working memory.  
 
5.1.2 Experiment 1: Working memory for the contrast of simple grating stimuli  
In this first experiment, we aimed to replicate and extend previous studies, to examine to what 
extent the memory for the contrast of simple grating stimuli decays over time (Legge, 1981; 
Pantle, 1983; Magnussen et al., 1996; Lee & Harris, 1996). A standard two-interval forced-
choice (2IFC) contrast discrimination task with different interstimulus intervals was used with 
stimuli at three fixed contrasts.  
In addition, we also measured the contrast discrimination thresholds at different spatial 
frequencies. Previous psychophysical experiments have explored the interaction between 
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multiple channels of visual features, such as the processing of spatial frequency in relation to 
contrast detection or discrimination in detail (Virsu & Rovamo, 1979; Barlow et al., 1987; 
Geisler & Albrecht, 1997; Boynton et al., 1999; Goris et al., 2009; Meng et al., 2013). For 
example, studies have shown that visual contrast sensitivity depends markedly on spatial 
frequency (Bisti & Maffei, 1974; Uhlrich et al., 1981; Hodos et al., 2002; Sowden et al., 2002; 
Jarvis & Wathes, 2008), which is described as contrast sensitivity function (see Figure 5.1). 
Moreover, electrophysiological and neuroimaging evidences suggested that visual contrast 
sensitivities at different spatial frequencies are closely related to neuronal activity in early 
visual cortex (Berkley & Watkins, 1973; Campbell et al., 1973; Boynton et al., 1999). Since 
our result from psychophysics will serve the upcoming fMRI experiment as behavioral 
piloting (Section two), we also tested with three spatial frequencies to see if they would 
significantly change the performance of contrast discrimination in this psychophysical 
experiment. 
             
Figure 5.1: An illustration of contrast sensitivity function. Contrast sensitivity reaches a 
maximum at intermediate range of spatial frequencies, approximately 2-6 cycles/degree. 
Visual system becomes less sensitive to both lower and higher spatial frequencies (shown by 
the black curve). (Adapted from http://en.wikipedia.org/wiki/File:SinVibr.png).  
 





Four observers consented to participate in this experiment, including two experienced and two 
naïve participants. Three of them also took part in the contrast discrimination task with 
different spatial frequencies. Subjects all had normal or corrected-to-normal vision.  
Apparatus 
All stimuli in the psychophysical experiments reported in this chapter were generated on a 
Macintosh computer (MacPro, 2.66 GHz Dural-Core Intel Xeon) using custom software 
written for the stimulus generation tools MGL (http://gru.brain.riken.jp/doku.php/mgl/over 
view) in MATLAB (MathWorks). A CRT monitor (DiamondPlus73, 1024 × 768 pixels, 85 
Hz) placed at a viewing distance of 57 cm was used for displaying the visual stimuli. The 
PRQLWRU¶V JDPPD QRQOLQHDULW\ ZDV DVVHVVHG VHH GHWDLOV LQ &KDSWHU 2) and corrected with 
inverse lookup tables.  
 
Figure 5.2. Examples of gratings with different contrasts used in Experiment 1. In each trial, 
observers judged which grating contained a higher contrast level at a fixed spatial frequency. 
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The first row illustrates the stimuli and time relations when the spatial frequency was 0.75 
cycles/degree. Subjects were instructed to fixate centrally, and maintain the contrast of a 
drifting grating (40% contrast) that was presented during the first stimulus during a variety of 
delay intervals (0.3s, 1s, 3s and 5s). After the offset of the second stimulus with a different 
contrast, subjects pressed a button to indicate which stimulus interval contained a higher level 
of contrast. Feedback was given based on the answer. The two lower rows show two other 
spatial frequencies of gratings while the experimental paradigm was kept the same.  
 
Visual Stimuli 
The stimuli in the experiments were sinusoidal drifting gratings (spatial frequency, 0.75 
cycles/q; temporal frequency, 2 Hz) that were presented in a circular aperture, centered at 
fixation) with diameter of 10q of visual angle. Three Michelson contrasts of gratings were 
used as fixed contrast (Michelson contrast 20%, 40% and 70%) respectively.  
For the examination of spatial frequency effect on contrast discrimination, three different 
spatial frequencies (0.75 cycles/q, 1.5 cycles/q and 3 cycles/q) were employed while other 
parameters of the grating remained the same as in the other task (Figure 5.2 lower rows). 
Procedure 
The psychophysical thresholds for these contrast discrimination tasks were measured with the 
method of constant stimuli using a two-alternative-forced-choice procedure. Each trial 
consisted of two 500ms stimulus intervals separated by different delay intervals during which 
we displayed a blank grey screen with a fixation cross. One of the two stimulus intervals 
contained a lower contrast that was referred to as a fixed, and we added a signal randomly 
chosen from seven different contrast increments to this fixed to produce the contrast in the 
other stimulus interval. The two gratings were in sinusoidal phase, and the order of contrast 
pairs (and signal interval) was chosen randomly. Observers were asked to fixate on a central 
cross throughout each block. At the end of each trial, observers were required to choose the 
interval containing higher contrast. Feedback (color change of fixation) was given to indicate 
whether the answer was right (green) or wrong (red). Each trial was separated by a 1000ms 
inter-trial interval. Each run (block) contained 40 discrimination trials and seven blocks were 
collected for every fixed contrast (20%, 40% and 70%). The blocks for these fixed contrasts 
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were interleaved. Randomization, interleaving and variation of contrast increments were used 
to prevent learning and predictability of trial sequences.  
In the experiments in which we tested contrast discrimination with various spatial frequencies, 
we were not concerned with the effects of changing delay period, so both stimuli were 
presented for 500ms and separated by a fixed 300ms interval of a blank grey screen. The other 
stimulus parameters remained the same and the procedure was identical to the memorized 
contrast discrimination task with one fixed spatial frequency. Figure 5.2 illustrates the 
experimental scheme used in this experiment and it also shows the stimuli with different 
spatial frequencies.  
Similar to the method used in the last chapter, a sigmoid (Weibull) function was fit to the 
psychophysical data using non-linear regressions, (psignifit toolbox, version 2.5.6 for Matlab 
http://bootstrap-software.org/psignifit), and the corresponding value of contrast increment at 
75% correct performance level was defined as the discrimination threshold. Figure 5.3 shows 
an example of how we obtained the discrimination threshold from a psychometric curve for 
contrast discrimination of sinusoidal gratings. All the thresholds in the following experiments 
in this chapter were calculated with the same method.  
         
Figure 5.3: An example of a psychometric curve for contrast discrimination obtained with a 
fixed Michelson contrast of 30% (spatial frequency, 0.75 cycle/degree). Proportion of correct 
response is plotted as a function of contrast increments (7 levels). Symbols: each point on the 
(%)	
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curve is based on at least 40 observations. The smooth red curve is the best-fitting Weibull 
function through these points. For details on the procedure see the chapter 2 on General 
Methods. The red horizontal lines at 60%, 75%, and 90% correct indicate the 95% upper and 
lower confidence intervals for their corresponding proportion correct, respectively. Dashed 
blue lines pointed at the stimulus increment (X-dimension) at 75% correct (Y-dimension), 
which we used as the value of discrimination threshold.  
 
5.1.2.2 Result 
To assess the dependence of contrast discrimination thresholds on memory interval duration 
we performed a 4×3 ANOVA (with four memory interval durations and three contrasts). The 
main effect of memory interval duration and fixed contrast was significant (F (3,47) = 5.26, p 
<0.05 and F (2,47) = 12.85, p<0.05), but there was no interaction between these two factors (F 
(6,47) = 0.15, p=0.99).  
 
Figure 5.4: Increment thresholds of the delayed contrast discrimination using gratings (spatial 
frequency: 0.75 cycle/deg) for each observer at different fixed contrasts. Measured 
discrimination thresholds are plotted against the delay period. Error bars: 95% CIs at the 75% 
correct level obtained from the psychometric curve.  
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To compare our results at different fixed Michelson contrasts, we transformed these 
GLVFULPLQDWLRQWKUHVKROGVWR:HEHUIUDFWLRQV¨66RUWKUHVKROGfixed contrast) as we did in 
Chapter 4. The results for 20%, 40% and 70% contrast are displayed in one panel for each 
observer (Figure 5.5). In each panel, the Weber fractions are plotted against different 
interstimulus intervals for each fixed contrast. All subjects showed comparable patterns of 
results. The results in the Figure 5.5 (for 20% fixed contrast) show more variation, but all 
illustrate a moderate upward shift of the fractions as ISI increases, indicating that memory of 
contrast decays over time.  
 
Figure 5.5: Weber fractions for the contrast discrimination experiment using gratings with 
three contrasts (spatial frequency, 0.75cycle/degree) for individual subjects. Symbols show 
the discrimination performance for different fixed contrasts. In each panel, Weber fractions 
are plotted as a function of ISI. Error bars are 95% CIs at the 75% correct level obtained from 
the psychometric curve.  
 
For the sake of visualization, we combined the discrimination thresholds and Weber fractions 
of all contrasts into single graphs of Figure 5.6 and Figure 5.7, respectively. Both show mean 
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values across all subjects as a function of retention duration for the 0.75cpd gratings. It is 
noticeable that the thresholds increase as the fixed changes from 20% to 70% (see inset of 
Figure 5.7), but when they are expressed as Weber fractions (Figure 5.7), the trend is 
reversed. The values become smallest for the highest contrast (70% contrast), and biggest for 
the lowest level (20% contrast). To avoid this demonstration effect, we present the average 
results in this experiment in the format of threshold-versus-contrast (TvC) function (see 
Figure 5.8 for example). The axis of its ordinate describes the discrimination threshold and the 
axis of abscissa is the fixed contrast, in our case the three fixed contrasts. The oblique lines 
through the data are best fitting straight lines. These lines exhibit how contrast threshold 
changes as a function of the fixed contrast. The slopes of the fitted lines were measured to 
quantify our comparison of performance for various ISIs. They represent the exponent of a 
power relation between the variables in both axes. If ǻ&GHQRWHVWKHFRQWUDVWLQFUHPHQWDQG&
is the fixed contrast, then the slope can be calculated with the formula N = log(ǻ&)/log(kC), 
where k is a sensitivity parameter. Figure 5.8 shows within the contrast range used in our 
experiment, the contrast discrimination thresholds increase with increasing contrast level. And 
the vertical shift of the TvC function illustrates the decay of memory over time at each fixed 
contrasts. The slopes for different ISI are 0.4546, 0.5874, 0.4686 and 0.3136, respectively. On 
one hand, these values demonstrate that discrimination performance is a monotonic increasing 
function of fixed contrast. And on the other hand, they also reflect that the contrast increment 
threshold rises more slowly than the fixed contrast for all ISIs, with the shallowest for the 
longest retention duration. 




Figure 5.6: Elevated discrimination thresholds as a function of ISI across all subjects in the 
delayed contrast discrimination task for the three fixed contrasts (20%, 40% and 70%). Colour 
of the solid lines, data for different fixed contrasts. Error bars: r1 standard error of the mean.  
 
 
Figure 5.7: Increased weber fraction as the ISI increased from 0.3s to 5s. Colour of the solid 
lines, data across different fixed contrasts. Error bars: r1 standard error of the mean. Inset 
illustrates the average increment threshold against ISI (delay duration). Notice the trend of 
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Weber fractions is reversed version for the discrimination threshold for different fixed 
contrasts compared to the one showed in the inset.  
 
                    
Figure 5.8: Threshold increments replotted as a function of fixed contrast (TvC curve). Data 
points are the means of discrimination thresholds across four subjects, which increased as the 
fixed contrast increased. Coloured lines are linear fits through the points.  
 
The effect of spatial frequency on contrast discrimination task 
Panel A, B and C in Figure 5.9 and Figure 5.10 show eDFKVXEMHFW¶VGLVFULPLQDWLRQWKUHVKROGV
and Weber fractions for different spatial frequencies and a 0.3s ISI for the three fixed 
contrasts. The discrimination thresholds from each individual showed similar trends and were 
thus combined. Each data point in Panel D of these two figures represents the mean value 
across the three observers. Our data confirms previous reports that spatial frequency has an 
effect on contrast discrimination; however, in our data, the particular choice of spatial 
frequency was less influencial on the performance for 20% and 40% than for 70% fixed 
contrast.  
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Figure 5.9: A-C: Results of the effect of spatial frequency on contrast discrimination using 
grating stimuli for each observer at different fixed contrasts. Discrimination thresholds are 
plotted against spatial frequency. Error bars: 95% CIs at the 75% correct level obtained from 
the psychometric curve. D: Averaged thresholds as the function of fixed contrasts across 3 
subjects for different spatial frequencies. 
              
Figure 5.10: A-C: Weber fractions of spatial frequency on contrast discrimination using 
grating stimuli for each observer at different fixed contrasts. Error bars: 95% CIs at the 75% 
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correct level obtained from the psychometric curve. D: Averaged fractions as the function of 
fixed contrasts across 3 subjects for different spatial frequencies. 
 
This relationship is represented in TvC function (Figure 5.11), and also quantitatively 
demonstrated by the slopes of the fitted lines for the three spatial frequencies: 0.1944, 0.2089 
and 0.2378, respectively. These values are comparable across different spatial frequencies, 
and no statistical difference was detected (F(2,26) = 2.62, p = 0.1006, 3x3 ANOVA). And our 
statistical analysis confirmed that the increase of discrimination thresholds as it is shown in 
Figure 5.11 is a consequence of contrast difference (20%, 40% and 70%) (F(2,26) = 13.87, p 
= 0.0002). No interaction was found between contrast and spatial frequency (F(2,26) = 0.27, p 
= 0.8934).  
 
                   
Figure 5.11: TvC function for effect of spatial frequency on contrast discrimination 
experiment. The average discrimination thresholds are plotted against three fixed contrasts 
across three observers. The manipulation of spatial frequency has a marginal effect on 
discrimination thresholds for relatively lower contrasts (20% and 40%) at lower spatial 




In this experiment, we first measured discrimination thresholds for various lengths of delay 
duration, including 0.3s, 1s, 3s and 5s, but with one fixed spatial frequency (0.75 
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cycle/degree). Significant statistical difference of threshold is found as ISI increases, which 
indicates that retention of stimulus contrast in working memory degrades over time, 
suggesting a decay of contrast information in short-term memory as it was reported in 
previous studies (Greenlee & Thomas, 1993; Lee & Harris, 1996; Magnussen & Thomas, 
1992). More discussion was described in the General Discussion of this Chapter.  
Another aspect of the data is also consistent with a majority of earlier reports that increment 
thresholds rise steadily with background contrast using sine-wave gratings. Here, we used 
both Weber fraction and contrast discrimination function (TvC) as approaches to demonstrate 
our results. For Weber fraction, similar to most studies of contrast discrimination (Nachmias 
& Sansbury, 1974; Kulikowski, 1976; Legge, 1981; Pantle, 1983), our data show that the size 
of fractions decreases as the fixed contrast increases over a large range of suprathreshold 
contrast (Figure 5.7).   
The threshold versus contrast functions (TvC) for our discrimination data was also plotted 
)LJXUH6WUDLJKW OLQHVILW LQVXFKSORWVDOORZWKHHVWLPDWLRQRI WKHH[SRQHQW1LQǻ& 
kCN for different retention durations. If the value of N equals to 1.0, then the contrast 
GLVFULPLQDWLRQ REH\V :HEHU¶V /DZ LH WKH WKUHVKROG FRQWUDVW LV a fixed proportion of the 
fixed contrast. However, the slopes of best-fitting lines in our experiment are all less than 1.0, 
indicating that the increment of thresholds are progressively smaller as the fixed contrasts 
increase. This tendency was present for all ISIs, including the longest ones. It is noticeable 
that the exponents of longer ISI durations have smaller values, which may imply that the 
contrast memory in relation to fixed contrasts becomes less sensitive as time elapses.  
Debates as to ZKHWKHU :HEHU¶V ODZ DFFRPPRGDWHV WKH results from various studies on the 
perceived contrast of sinusoidal gratings have carried on for more than three decades. These 
UHSRUWV VXJJHVW WKDW :HEHU¶V /DZ GRHV QRW DSSO\ DQG WKDW FRQWUDVW GLVFULPLQDWLRQ LQVWHDG 
follows a Power law over the rising segment of the TvC function where the slope is less than 
1 (see review in Swift & Smith, 1983; and Bird et al., 2002). Such evidence was based on 
wider ranges of spatial frequencies and background contrasts, some of which matched our 
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variables. For example, Pantle (1974) found a value of 0.47 for contrast discrimination at 2 
cycles/deg. Legge (1980) derived an exponent near 0.6 for a 2cpd grating with low and 
middle fixed contrasts at a fixed ISI of 600 msec. Another study on contrast characteristics in 
working memory also reported that their results for gratings with a 1cpd spatial frequency 
followed DSRZHUODZUHODWLRQVKLSEHWZHHQǻ&DQG&DQGFRQWUDVWZLWK
or 10 sec ISIs (Lee & Harris, 1996). Slightly different from these parameters, we mainly focus 
on three suprathreshold contrasts (middle and high levels) with one relatively low spatial 
frequency (0.75 cycle/degree). Despite these dissimilarities, we find that the exponents of the 
power function for different retention periods are also around 0.45, leading to the conclusion 
WKDW SUHVHQW ILQGLQJV GR QRW VXSSRUW :HEHU¶V /DZ IRU FRQWUDVW GLVFULPLQDWLRQ DQG FRQWUDVW
memory in particular since the exponent values for longer ISIs are even smaller.  
To examine whether spatial frequency is a factor that influences contrast discrimination (ISI: 
0.3s) in the range of parameters we were planning to use in the imaging study, we performed 
the task with different spatial frequencies. From the graph of thresholds, we can see that 
contrast discrimination becomes elevate as spatial frequency increases within the studied 
range (Figure 5.9). The manipulation of spatial frequency has a marginal effect on 
discrimination thresholds for relatively lower contrasts (20% and 40%) at lower spatial 
frequency, but bigger effect for higher contrast (70%) especially when spatial frequency was 3 
cycles/deg. However, when the TvC are plotted on the usual logarithmic scales, the 
discrepancies between these middle and high contrasts and the selective loss of contrast 
information at higher spatial frequency is much less apparent. Furthermore, the 95% CI 
overlap with each other, and statistical analysis showed no clear evidence for consistent 
differences. This mirrors findings in Legge aQG )ROH\¶V  LQYHVWLJDWLRQRI WKH UHODWLRQ
EHWZHHQǻ&DQG&ZLWKJUDWLQJV WKDWGLIIHUHG LQVSDWLDO IUHTXHQF\2WKHUVGLGQRWRQO\ILQG
that the threshold function was invariant with spatial frequency (1, 2.5 4 8 cycles/deg) for 
brief durations, as used here, but also suggested that the ability of contrast memory is not 
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systemically dependent on the spatial frequency component (Lee & Harris, 1996; Harvey et 
al., 1986).   
 
5.1.3 Experiment 2: Working memory of contrast with random noise pattern 
stimulus 
Experiment 1 showed that contrast information relating to periodic stimuli, like sinusoidal 
gratings was maintained but decayed to some extent over time. The purpose of Experiment 2 
was to see if the characteristics of retention in memory would be similar for the contrast of 
more complex stimuli. A range of ISIs was implemented to specify the fidelity of retention of 
contrast information over time using a pixel noise stimulus. The aim was to examine whether 
the contrast signal is extracted independently from the reference of the representation of 
internal features of the stimulus (e.g. the arrangement of black and white elements). Two 
experimental conditions were designed for this purpose. In one condition that is referred to as 
WKH µLGHQWLcal-pattern FRQGLWLRQ¶ WKH VDPH SL[HO QRLVH SDWWHUQ ZDV GLVSOD\HG LQ WKH WZR
VWLPXOXVLQWHUYDOVRIDWULDO,QFRQWUDVWWRWKLVFRQGLWLRQWKHµUHYHUVHG-pattern FRQGLWLRQ¶PDGH
use of two stimuli in each trial reversed luminance distributions, i.e. white was inverted to 
black and vice versa. Therefore the same contrast energy was maintained in the paralleling 
FRQWUDVWOHYHOVLQµLGHQWLFDOFRQGLWLRQ¶DQGµUHYHUVHGFRQGLWLRQ¶EXWWKHVSDWLDOSDWWHUQDQGWKH
polarity of local edges were reversed in each of the trials in the second condition. Presumably, 
if the performance in the contrast discrimination task were independent of the distribution of 
the pixels that convey the contrast, then the thresholds of these two conditions would be 
similar regardless of the stimulus profile. Otherwise, we might expect differences in 
performance. We examined more than one delay duration with this paradigm. This temporal 
extension did not only answer our question of what information of contrast is encoded, but 
also what is retained and represented in visual system.  
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5.1.3.1  Methods 
Observers 
Four subjects performed a contrast discrimination task using the random pixel noise stimulus 
patterns. 
Visual stimuli 
The stimuli were generated and displayed by a Macintosh computer (See details in Chapter 2). 
All the other details of the experiment and environment remained the same as before. For each 
run, twenty images composed of randomly arranged squares were drawn and stored on disk. 
This was to ensure that subjects had no specific cue of which random pattern they were going 
to perceive during a given trial and had little opportunity to develop long-term memory for 
any particular exemplar. Each random noise pattern consisted of a 10×10 array of square 
elements and subtended 20q×20q visual angles in total (Figure 5.12).  
 
Figure 5.12: Scheme of the contrast discrimination task with a range of delay intervals (0.3s, 
1s and 3s) (random pixel noise with 40% contrast). Upper panel, A trial in the identical 
condition where stimulus 1 (500ms) and stimulus 2 (500ms) have the same spatial pattern. 
Lower panel, A trial in the reversed condition where the spatial pattern of stimulus 2 is a 
reversed version of stimulus 1. Subjects need to judge which stimulus interval had higher 
contrast of stimulus by pressing a corresponding button. A feedback was given based on the 
answer.  





Contrast discrimination was measured using a 2IFC procedure. Very similar to Experiment 1, 
following a brief duration of stimulus exposure (500ms), observers viewed a blank screen, 
which was followed by the second stimulus interval. In this experiment, we first piloted three 
Michelson contrasts (20%, 40% and 70%) as fixed contrast of the random noise pattern on 
two observers. Each block had one fixed contrast that was delivered randomly to one of the 
stimulus intervals. It was coupled with a second noise pattern stimulus, which differed in 
FRQWUDVW E\ D VPDOO FRQWUDVW LQFUHPHQW ǻ& ,WV YDOXH ZDs randomly selected from seven 
linearly spaced step sizes. For the pilot experiment, the inter-stimulus interval (ISI) between 
the first and the second stimulus was 300ms. Observers reported in which interval the higher 
contrast was presented by pressing one of two buttons. Trials in the 'identical-pattern 
condition' and 'reversed-pattern condition' were conducted in alternating runs.  
In the main experiment, to establish the effect of changing the retention period, we then 
limited the stimuli to a fixed of 70% Michelson contrast. All observers performed the same 
procedure as in the piloting session, but with four different interstimulus intervals (ISI 0.3s, 
1s, 3s and 5s). Figure 5.12 shows the paradigm of this experiment. The upper panel illustrates 
WKHµLGHQWLFDOSDWWHUQ¶FRQGLWLRQDW0LFKHOVRQOHYHOLQWKHSLORWLQJVHVVLRQZKHUHSDLUVRI
binary random noise images were presented in succession, each of which had one unique 
JOREDO0LFKHOVRQFRQWUDVW7KH ORZHUSDQHOGHPRQVWUDWHV WKH µUHYHUVHGSDWWHUQ¶ condition at 
fixed contrast 70%.  
 
5.1.3.2 Result 
Piloting result  
During the piloting of experiment 2, discrimination thresholds for three contrast levels were 
measured on two observers. TvC function for each subject and their averaged result are 
displayed in Figure 5.13. Both observers show an increase in threshold as fixed contrast rises 
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from 20% to 70% in a linear manner though their slopes are different. This trend holds true no 
matter whether the stimulus pattern is identical or reversed in a trial. The discrimination 
thresholds in this experiment are in agreement with our result from the last experiment 
acquired with simple sinusoidal gratings when ISI was also 0.3s. These figures also clearly 
demonstrate that for all fixed contrasts, the thresholds increase when the stimulus and 
matching patterns are reversed.  
 
  
Figure 5.13: Two left graphs, Pilot contrast discriminatin thresholds of two subjects at three 
different fixed contrasts (20%, 40% and 70%). Random noise pixel pattern was used as visual 
stimulus. Contrast discrimination results have similar disparities between the µidentical µand 
the µreversed pattern¶ conditions. Error bar: 95% CI of 75% response accuracy obtained from 
individual psychometric curve. Right graph, Averaged contrast discrimination thresholds for 
three fixed contrasts with 0.3s ISI across two subjects who attended the pilot sessions. Error 
bar: r1 SEM. 6WUDLJKWOLQHVDUHOLQHVRIEHVWILWWKURXJKWKHWKUHVKROGVGDWDIRUERWKµLGHQtical 
FRQGLWLRQ¶DQGµUHYHUVHGFRQGLWLRQ¶ 
 
Examining working memory  
Since the piloting result showed that different fixed contrasts did not cause consistent 
differences in behaviour, we chose a contrast level of 70% contrast as the only fixed to be 
examined further with different ISIs. The first question this data can answer is that contrast of 
this pattern could be stored over different delay durations of the discrimination task. The same 
2IFC framework was used to measure discrimination thresholds when the random patterns 
were memorized. Figure 5.14 illustrates the contrast Weber fraction for each observer at 
GLIIHUHQW ,6,V IRU µLGHQWLFDOFRQGLWLRQ¶DQG µUHYHUVHGFRQGLWLRQ¶$V LW LV shown, the fraction 
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increases as the delay time becomes longer in both conditions. The trend is more clearly 
demonstrated in Figure 5.15, where the Weber fractions are averaged over all subjects for the 
corresponding situation. The results here are similar to those reported earlier in other contrast 
discrimination studies and consistent with our last experiment using sinusoidal gratings.   
 
Figure 5.14: The Weber fractions of contrast discrimination task for each observer with 
different ISIs (at 70% fixed contrast). Colour and line features represent different stimulus 
conditions used in the experiment.   
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Figure 5.15: The average Weber fractions of contrast discrimination task across four 
observers with different ISIs (at 70% contrast). For all the delay durations, the performance of 
contrast memory task is better than that of the reversed pattern condition. Colour represents 
different stimulus conditions used in the experiment.   
 
The result of this experiment also demonstrates that the :HEHUIUDFWLRQVRIµUHYHUVHGSDWWHUQ¶
DUHFRQVLVWHQWO\ELJJHUWKDQWKHµLGHQWLFDOFRQGLWLRQ¶ LQGLFDWLQJDFRVWZKHQ WKHSDWWHUQZDV
reversed in comparison of same-pattern condition. To assess statistical significance for the 
changes in threshold, we conducted a two-way repeated-measures analysis of variance 
(ANOVA) on retention duration (0.3s, 1s, 3s and 5s) and stimulus pattern type (identical and 
reversed). The main effect of both memory interval duration and stimulus type were both 
significant (F (3,31) = 19.49, p < 10e-9, and F (1,31) = 21.94, p <0.001, respectively). The 
interaction was not significant (F (3, 31) = 2.03, p = 0.1366). This result suggests that the 
visual system may encode and represent the spatial configuration of the stimulus to facilitate 
the process of VSTM for contrast.  
 As a subsidiary condition, we also mixed these two conditions in a single block for two 
subjects (see M.S. and H.J. in Figure 5.14) to discourage observers using possibly different 
strategies for maintaining cRQWUDVW LQIRUPDWLRQ LI WKH\ ZHUH VHJUHJDWHG LQWR µLGHQWLFDO¶ RU
µUHYHUVHG¶ EORFNV 6LPLODU UHVXOW ZDV IRXQG HYHQ ZKHQ VDPH DQG UHYHUVHG FRQGLWLRQV ZHUH
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presented in single blocks for all the four ISI durations. Hence, we conclude that the 
difference of contrast memory induced by the two different pattern conditions is a genuine 
finding.  
5.1.3.3 Discussion 
Experiment 1 demonstrated that contrast discrimination thresholds increased as the delay 
duration elongated. In experiment 2, same systematical tendency was exhibited. More 
importantly, experiment 2 shows thresholds significantly increased when the stimulus pattern 
was reversed compared to when it was identical. It is worth noting that everything (including 
the contrast polarity of each element) within the SDWWHUQZDVNHSW WKHVDPHLQ WKH µLGHQWLFDO
FRQGLWLRQ¶ DQG WKXV REVHUYHUV VLPSO\ QHHG WR GHWHFW WKH LQFUHPHQW RI FRQWUDVW DFURVV WKH
ZKROHSDWWHUQSUHVHQWHGE\WKHVHVDPHSDWWHUQV%\FRPSDULVRQIRUWKHµUHYHUVHGFRQGLWLRQ¶
although the overall contrasWHQHUJ\UHPDLQHGFRPSDUDEOHWRWKHµLGHQWLFDOFRQGLWLRQ¶PDQ\
features of the pattern are changed with inversion, which include the location of dark/light and 
light/dark edges as well as the location of luminance peaks and troughs within the pattern. If 
subjects used configural or local information as a reference to discrimination contrast, then the 
performance should become worse under this circumstance. Our data supports this hypothesis. 
One possible interpretation is that information about the contrast to be remembered is tied to 
the whole pattern and that when the pattern or pictorial representation of contrast differed 
from that which was coded and stored, the process of working memory becomes more 
challenging. 
An alternative to coding and remembering the holistic stimulus pattern as a reference for 
contrast is the possiblilty that the visual system only codes a subset of image elements in 
memory. If this was the case, then, observers could have performed the task by comparing the 
contrast between corresponding squares in the first and second stimulus patterns. Though the 
stimulus is a binary image of random pixel noise, the contrast was uniform within any one of 
the stimuli, and thus the local contrast could be a proxy for the contrast of the entire stimulus. 
Then, the representation of local contrast between a few adjacent bright and dark square 
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elements could support correct performance in the delayed contrast discrimination. In an 
experiment of a delayed pattern discrimination task, Cornelissen and Greenlee (2000) 
revealed that the contributions of the elements near fixation were greater than those on the 
perimeter of the pattern. They interpreted their data as the result of an attentional mechanism 
operating at the encoding stage or during the maintenance and retrieval stages. For our 
stimuli, it is also possible that the representation of the central regions of stimulus took a more 
important role in contrast encoding and sustaining the representation in the present 
experiment.  
 
5.1.4 Experiment 3: Masking effects for the memory of contrast random noise 
patterns  
Both Experiment 1 and Experiment 2 demonstrate that the memory of contrast decays over 
time. This has been examined using periodic as well as aperiodic stimuli. Moreover, the 
PDUNHGGLIIHUHQFHEHWZHHQWKHµLGHQWLFDOFRQGLWLRQ¶DQGµUHYHUVHGFRQGLWLRQ¶LQ([SHULPHQW
also supports our hypothesis that the information of contrast, which is encoded and 
maintained for discrimination, is closely related to a pictorial representation of the pattern. In 
Experiment 3, we further tested this hypothesis from another point of view by using a 
µPHPRU\ PDVN¶ Different from a mask that is presented simultaneously during a 
discrimination task, the masks used here were well outside the time window in which masking 
could affect the initial perception or encoding of the first or second stimulus (Breitmeyer, 
1984). We employed similar random noise patterns as our stimuli but included an additional 
noise pattern halfway through the ISI in each trial.  
Using a memory mask could address whether lower sensory areas are involved in the process 
of preserving this information? If working memory of contrast is partially held in sensory 
visual areas, then viewing and encoding a feature of an extra stimulus pattern should interfere 
with memory performance, given the assumption that feeding in another visual contrast would 
Spatial characteristics                                                               Chapter 5- WM of contrast 
  
 179 
interfere with the memory process occurring in the shared functional areas. Moreover, in this 
memory masking experiment, we applied two types of mask stimulus patterns, which we 
FDOOHG µVDPHSDWWHUQPDVN¶DQG µGLIIHUHQWSDWWHUQPDVN¶ UHVSHFWLYHO\ (see details in Stimuli 
and Procedure section). If indeed there is a pictorial representation with an associated contrast, 
then a mask image that is substantially different should exert a more disruptive effect than the 
masking pattern that is identical to the ones displayed in first and second stimulus intervals.  
Besides the variation of mask pattern, we also investigated the effect of mask contrast levels 
on memory interference. Visual short-term memory has been reported to be both dimension-
selective (Magnussen & Greenlee, 1992; Blake et al. 1997) and feature-selective to memory 
interference (Magnussen & Greenlee, 1992). One example of dimension selectivity is that the 
memory masking of spatial frequency is selective along the dimension of the task-relevant 
visual feature (spatial frequency) but independent from other visual dimensions (i.e. 
orientation). Feature-selectivity, on the other hand, can be demonstrated by the more salient 
masking effect that occurs when the spatial frequency of mask was similar to the remembered 
spatial frequency of gratings displayed in stimulus intervals. However, unlike spatial 
frequency or orientation, the neuronal representation of contrast is not narrowly tuned, so it 
was an open question: whether masks at different contrasts would show differential effects 
when they are delivered during the ISI?  
5.1.4.1 Methods 
Observers, Stimuli and Procedure 
Two observers who participated in the contrast memory task with the random pixel noise 
stimuli were recruited in experiment 3, which also used a 2IFC discrimination task but with 
different types of masks during the memory interval. Figure 5.16 shows the experimental 
scheme and stimuli employed in this experiment. The mask stimulus was a noise pattern that 
was introduced in the middle of the 3s delay period. It lasted as long as the stimulus interval 
(500ms). The same parameters were used for generating the random pattern displayed during 
the first and second stimulus intervals on each trial in order to make them always identical to 
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each other. The mask was also formed by this binary image of random blocks except that its 
pattern could be either identical to or different from, the pattern presented in the stimulus 
LQWHUYDOVµ6DPHSDWWHUQPDVN¶RFFXUUHGLQRIWULDOV,QDGGLWLRQWKUHHGLIIHUHQWOHYHOs of 
contrast for the mask were implemented in each mask pattern condition. One condition of the 
PDVNHU¶V FRQWUDVW ZDV WKH PHDQ RI WKH FRQWUDVW OHYHOV XVHG LQ WKH VWLPXOXV intervals (mean 
mask condition). The others were assigned a level +10% higher than the maximum contrast 
(higher mask condition) or 10% lower than the minimum contrast (lower mask condition). 
This meant that the minimum value of mask contrasts was 57% contrast. At the end of each 
trial, feedback was given. Different blocks of these mask contrast conditions were interleaved. 
In total, there were at least 40 trials for each contrast increment when measuring 
discrimination thresholds on each subject. 
 
 
Figure 5.16: Contrast memory masking task of random noise pattern. On each trial, two 
stimuli of different contrasts were presented for 0.5s each, separated by 3s. While subjects 
retaining the contrast information of stimulus 1 in working memory, a mask stimulus of 
different contrast was presented in the middle the delay period. Subjects had to respond by 
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pressing a button whether the remembered stimulus (stimulus 1) or the test stimulus (stimulus 
2) had higher contrast. The mask stimulus at the top represents the condition when the mask 
stimulus had the same pattern as the stimuli showed in the two stimulus intervals, whereas the 
mask at the bottom represents a different pattern stimulus from stimulus 1 and 2. The next 
trial started after an intertribal interval of 1s. 
 
5.1.4.2 Result 
Figure 5.17 shows the threshold (75% correct contrast discrimination) for the random noise 
pattern. One example curve is for a condition without a mask (left panel) and another is with a 
mask (right panel). It can be seen that the psychometric curve shifts to the right when there 
was a mask during the ISI, indicating a threshold elevation with the mask. 
 
          
Figure 5.17: Two examples of psychometric curves obtained separately for two conditions 
from one viewer. Left panel: no mask. Right panel: with a mask of the same pattern as the 
stimulus at the mean contrast level. Reversed triangle (Solid) illustrates the stimulus 
increment at 75% correct. Dash triangle in the right panel shows the corresponding value 
when no mask is displayed.  
 
From the thresholds and their corresponding 95% CI shown in these psychometric curves, we 
computed the Weber fraction for 70% contrast for different experimental conditions (Shown 
in Figure 5.18 and Figure 5.19). Compared with the no-mask condition, it is clear that the 
overall performance deteriorated when there was a mask between the stimulus intervals. This 
disruptive effect exists regardless of what stimulus pattern or mask contrast level was used, 
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which strongly suggests that the early visual areas are indeed involved in the process of 
working memory.  
 
Figure 5.18: The Weber fractions of contrast discrimination task for each observer when 
different mask contrasts and different mask pattern were used (at 70% fixed contrast). Colour 
and symbol denotes different mask pattern conditions. Blue dots illustrated the value when no 
mask stimulus was presented.  
 
Figure 5.19: Weber fractions in the contrast memory masking task of random noise patterns in 
the condition when the mask stimulus had a different (black lines, symbols) or identical (light 
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grey) pattern from those in the stimulus intervals (1 and 2). This illustrates masks with 
different patterns disrupt the memory of contrast more severely than those with identical 
patterns. Error bars indicate SEM across (n = 4) subjects. The dashed line and shaded area 
indicates the threshold and r 1 SEM across same population of subjects, respectively, when 
no mask stimulus was presented. 
 
We found that introducing a mask during the memory interval had a deleterious effect on 
thresholds. The plot in Figure 5.19 shows discrimination thresholds as a function of the 
masker contrast for trials in which the mask had the same spatial pattern (gray symbols, line) 
or a different spatial pattern (black symbols, line). Compared with the no-mask condition, 
which is indicated by the horizontal dashed line, ± 1 SEM across observers in the shaded area, 
it is clear that the overall performance deteriorated when there was a mask between the 
stimulus intervals. This disruptive effect was more pronounced when the mask and stimulus 
pattern were different. 
The relative contrast of the mask had relatively little effect on performance. We manipulated 
mask contrast with three different values (-10%, mean, and +10% of the range of contrasts). 
2QLQVSHFWLRQRQO\WKHFRQGLWLRQZLWKWKHKLJKPDVNFRQWUDVWDQGDµGLIIHUHQWPDVNSDWWHUQ¶
appears to show a clear elevation of threshold. To test statistical significance, we performed a 
3×2 ANOVA on changes in the discrimination thresholds for mask contrast (low, mean and 
high mask contrast) and pattern (same and different stimulus pattern). The main effect of 
³PDVNSDWWHUQ´KDGDVLJQLILFDQWHIIHFWRQGLVFULPLQDWLRQSHUIRUPDQFH)23) = 10.58, p < 
0.01), whereas the effect of mask contrast was not statistically significant (F(2, 23) = 0.36, p = 
>QV@DQGWKHUHLVQRLQWHUDFWLRQEHWZHHQWKHHIIHFWRI³PDVNSDWWHUQ´DQGPDVNFRQWUDVW
(F(2,23)= 1.35, p = 0.28). 
 
5.1.4.3 Discussion 
Experiment 2 and its results leave open the possibility that the contrast representation during 
our memory task might occur at the level of higher-order cognitive areas because they are 
often delineated as the regions that process integrated features (Pasternak & Greenlee, 2005; 




are regarded as separate features, one may argue that early sensory visual cortex is not 
involved in the process of working memory. To address this issue and bolster the conclusion 
IURPODVWH[SHULPHQWZHSHUIRUPHGDµPHPRU\PDVNLQJ¶H[SHULPHQWLQZKLFKwe delivered a 
mask consisting of the same spatial pattern in the middle of the ISI. Different from 
Experiment 2, the stimulus pattern used in the first and second intervals were always the 
same, so any threshold elevation should be caused by the extra mask stimulus. Our results 
provide evidence for the assumption that ongoing working memory processes can be 
disrupted by disparate sensory input. Masking by a matched pattern profile is only expected if 
the masker interferes at a level where contrast is processed. As it is shown, the overall Weber 
fractions increased at the presence of a mask despite the use of different mask contrasts. 
Therefore, we attribute such a memory-mask-dependent increase in threshold to factors 
operating on low-level sensory representation.  
Previous psychophysical experiments have also explored the memory process of visual 
features using the method of memory masking (Magnussen & Greenlee, 1992; Magnussen et 
al., 1991). The additional information gained from the memory mask experiment here, is 
about the underlying mechanism of contrast representation in the central nervous system. We 
manipulated the properties of the masker by choosing three levels of mask contrast and two 
types of masks. First, we compared the masking effects of different contrasts. One of the three 
levels of contrast was randomly chosen to be the mask contrast for each trial. This 
randomization was used to minimize the possibility that the mask stimulus might provide 
extra information to assist this delayed comparison task. The reason for not using very low 
mask contrasts was to avoid any possible confounding consequence from a facilitation effect. 
Several previous studies have shown that an additional low contrast stimulus increases the 
detectability of a signal (Nachmias & Sansbury, 1974; Stromeyer & Klein, 1974). Our result 
shows no selectivity of contrast interference in this task. This data supported the assumption 
that the neural representation for contrast is unlike spatial frequency or orientation to which 
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neurons show specific tuning preferences. According to this hypothesis, the representation of 
contrast is closely linked to an encoding operation in terms of the overall magnitude of 
neuronal activity. Related to this, we had expected that a higher contrast mask would bring 
more interruption to memory task. However, no statistical difference was found even though 
the higher mask contrast exhibited a moderate increase in one condition. This may be 
explained by the levels of mask contrast we used in the experiment. Based on the nonlinearity 
of the contrast response function (CRF), the three values of contrast chosen were within the 
higher-range, corresponding to the compressive part of response function. Therefore, the 
neural activity in primary cortex probably does not increase dramatically over the tested 
range, leading to a constant masking effect.  
Experiment 3 also provided supporting evidence for the findings in Experiment 2. By 
deploying different mask patterns, we once again examined whether contrast is formed on the 
basis of an image representation. We found that the performance further deteriorated, 
compared to the condition when the mask pattern is identical to the ones in stimulus intervals. 
If the pattern information were not an influential factor for contrast memory, we should 
expect an analogous masking effect, which was clearly not the case. Furthermore, it is very 
likely that observers also took advantage of the local contrast presented by those squares near 
the fixation cross in the delayed contrast discrimination (see more on the section of 
Discussion in Experiment 2).  
 
5.1.5 General Discussion: 
5.1.5.1 Comparison of contrast decay between Experiment 1 and Experiment 2 
In light of the same logic described in Chapter 4 for studying coherence of random moving 
dots, we examined the visual memory of grating contrast in this experiment. In the first two 
experiments, we tested the effects of ISI on contrast memory performance using both periodic 
stimulus patterns and complex patterns. Similar results were obtained for both stimulus types 
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in our delayed contrast discrimination task, which strongly suggest that the contrast is not 
perfectly stored over extended durations. It has been summarized that three causes may lead 
to the lost of contrast memory as time elapses between the first and second stimulus. (1). The 
information of contrast fades. (2). The neuronal representation of contrast becomes 
increasingly noisy even though the contrast storage is still intact. (3). Different contrast levels 
converge into an average contrast. Lee and Harris (1996) unraveled the possible reason for 
contrast decay. They performed similar delayed contrast discrimination, but measured the 
point of subjective equality (PSE) instead. Its value was invariant with the increase of time, 
which substantiated the mechanism that the memory representation of contrast becomes 
nosier, leading to higher discrimination thresholds rather than a convergence to a combined 
contrast level. 
In this chapter, however, the disruption of contrast memory in Experiment 2 is larger than in 
Experiment 1, which is reflected by a slight increase of memory decay rates from gratings to 
noise patterns. Baddeley (Baddeley & Wilson, 1988) proposed the notion that the nature of a 
memory task determines the characteristic of the interference. It is likely that the larger 
deterioration in the second experiment is related to the complexity of the stimulus pattern. 
Random noise stimuli are more complicated than periodic patterns that have regular phase, 
orientation and spatial frequency information. Besides, the possibility that a pictorial 
representation of contrast is retained should also be taken into account. Therefore, we deduce 
that the greater degradation of contrast information for complex texture is probably the 
consequence of stimulus complexity, which increases the memory load.  
 
5.1.5.2 Contrast decay due to memory masking 
The results in Experiment 3 exhibited decay of contrast information in short-term memory in 
relation to exogenous interference along the stimulus dimensions. This is not incompatible 
with the claims of contrast decay from Experiment 1 and the identical condition Experiment 2 
in the absence of specific interference factors. The manipulation of the memory mask 
Spatial characteristics                                                               Chapter 5- WM of contrast 
  
 187 
elucidates how visual features are held in perceptual memory and whether early visual areas 
are involved in such a process, and thus further reflects the cognitive mechanisms of working 
memory. For example, by using an interference method, researchers were able to offer 
psychophysical evidence that spatial frequency, orientation and velocity are selectively 
represented in a visually based system (Magnussen et al, 1991; Magnussen & Greenlee, 
1992). Contrary to these visual attributes, the representation of visual contrast is not believed 
to be supported by a spatial map in visual cortex. It has been proposed that the activity 
ensembles responding to contrast are gathered over the activated neurons distributed across 
primary visual cortex. Therefore, for contrast, we did not find positive evidence relating to the 
bandwidth of spatial contrast channels.  
 
5.1.5.3 What is encoded and maintained for contrast memory task 
In this chapter, we investiJDWHGWKHUHSUHVHQWDWLRQRIFRQWUDVWLQPHPRU\ZLWKµLGHQWLFDO¶DQG
µUHYHUVHG¶ FRQGLWLRQV XVLQJ D FRQWUDVW GLVFULPLQDWLRQ WDVN ZLWK QRLVH SDWWHUQ VWLPXOL
(Experiment 2). If subjects could not use the stimulus profile to get additional information 
about the stimulus contrast, then no difference of discrimination threshold should be observed 
between these conditions. The visual system discriminates the alteration of contrast depending 
on the change of overall contrast energy. However, our findings illustrated a different 
scenario: Observers became poorer at discriminating the contrast of random noise pattern 
when the second stimulus pattern changed.  This result indicates that contrast information was 
not extracted and coded without referring to the stimulus configuration. Furthermore, the 
effect of pattern inversion on contrast memory was maintained as ISI increased, suggesting 
that contrast perception and memory share common representations yielded by similar 
populations of neurons.  
Besides mixing the identical and reversed trials in individual blocks, the use of different 
patterns in the memory mask experiment (Experiment 3) also discouraged the observers from 
holding the information of stimulus profile if it is not necessary for memorizing contrast. 
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Even so, the presence of a mask still showed a clear disruptive effect. Moreover, contrast 
memory revealed more susceptibility to mask patterns that differed from the memorized item. 
Therefore, taken together with the evidence from Experiment 2, we conclude that stimulus 
configuration was necessary for contrast encoding, and it has shown that although the task 
itself did not require the storage of the (local) stimulus pattern, the pattern information 
contained in the luminance profile must have been remembered.  
This conclusion is in line with the proposed mechanisms for phase displacement detection, 
which may be a relevant issue to our study. A phase shift of a harmonic wave can lead to a 
change in luminance, causing the alteration of local contrast. It has been reported in some 
studies that observers compared local contrast to perform phase detection tasks (Pollen and 
Ronner, 1981; Watson & Robson, 1981). These researchers proposed that detecting phase 
might depend on calculating the phase component relative to a specified retinal location. 
Others suggested that the gradients of the stimulus pattern contributed to the successful 
detection of phase change for compound gratings (Stromeyer and Klein, 1974; Lawton, 1982). 
These hypotheses argue that the encoding of one irrelevant dimension could be used to 
facilitate the detection of another visual dimension. Analogously, our (delayed) contrast 
discrimination task requires viewers to detect the change of contrast. Therefore, supported by 
the results from Experiment 2 and 3, the visual system might benefit from the same 
representation of stimulus configuration, which expedites the detection of (local) contrast 
alteration over time (see also the Discussion in Experiment 2).  
 
5.1.5.4 The role of early visual areas in contrast working memory 
Another question we addressed with the technique of memory masking in Experiment 3 was 
whether early areas that process sensory information also participated in working memory. 
Our data suggested that the visual mnemonic trace is disrupted by another stimulus pattern, 
which observers were only required to perceive rather than remember. In addition, despite the 
stimulus pattern being irrelevant to the task per se, we still found a disruptive effect on 
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mnemonic performance. Therefore, visual sensory areas must play a role in the process of 
working memory for contrast. 
5.1.6 Conclusion 
We conclude that contrast information and stimulus pattern are not stored independently of 
each other for making contrast discrimination judgment. Our results, from the perspective of 
pattern inversion (Experiment 2) as well as memory mask (Experiment 3), support the idea 
that observers used the configuration of the pattern as an agent to encode and remember 
contrast information. In addition, we can speculate that early visual cortex is involved in 
working memory for contrast.  
Limited by the spatial resolution of BOLD fMRI that we outlined in Chapter 2, it is 
impossible to distinguish the similar activities evoked by identical and reversed noise patterns. 
Considering the strong evidence from our experiments that early visual cortex tends to 
process the information necessary to remembering and discriminating contrast, we carried on 
the studies of the neuronal correlates in these areas for sensory and working memory of 
contrast using a neuroimaging method (fMRI). Sinusoidal gratings were used to exclude 
confusion caused by different stimulus textures. In the next two chapters, I will explain how 
we used a well-established technique of pattern classification (MVPA) to analyse data for this 
type of stimulus. 
 
5.2 Interactions in memory for stimulus contrast between and within 
cerebral hemispheres in humans 
 
5.2.1 Introduction 
As reviewed in Chapter 1, early visual cortex in the left hemisphere receives input almost 
exclusively from the right visual field, and vice versa. Similar to the visual pathways and 
processes, for other systems in the brain ± such as the motor system ± a multitude of 
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descending pathways, including pyramidal and extrapyramidal systems, finally target the 
contralateral muscle to control the movement of the opposite body (Ghez, 1991a; Ghez, 
1991b; Ghez, 1991c). Interestingly, lesion evidence from patients or hemispherectomy in 
intervention animals have shown that each hemisphere alone is sufficient to maintain human 
consciousness and process sensory information, but also to perform high-level cognitive tasks, 
including object recognition and memory (Chiarello & Nuding, 1987; Colvin, Funnell & 
Gazzaniga, 2005; Patterson, et al., 1989b; Zaidel & Peters, 1981; Brainin, Seiser & Matz, 
2008; Feinberg, et al., 1992; Suwanwela & Leelacheavasit, 2002).  
Despite the fact that each hemisphere can work independently, there are a vast number of 
visual tasks that rely on communication between them. For example, in the visual domain, if 
the exchange between two hemispheres were blocked, the visual image across the vertical 
midline would be viewed like a half-cut picture. Similarly, when sensory signals arrive in the 
left and right hemisphere representations sequentially, and separately, in the temporal domain, 
the process of interhemispheric communication is imperative for coherent perception, 
maintenance of memory and the following motor reaction. The anatomical structure for this 
left- and right hemispheric transmission mainly consists of the corpus callosum, the anterior 
commissure, posterior commissure and other connective fibres (Clarke, 2003; Aboitiz et al., 
2003; Hoptman & Davidson, 1994). Studies with surgical restrictions and sections of different 
commissures and decussations have been executed and showed the indispensable role of these 
connecting structures for processing involving the two hemispheres (Damasio et al., 1980; 
Pollmann et al, 2002; Risse et al., 1989; Sugishita et al., 1995).  
A great number of studies, including behavioral and electrophysiological measures, have 
investigated the interhemispheric communication of visual information with a comparison 
task (Chiang, et al., 2004; Lavidor & Walsh, 2004; Reinhard & Trauzettel-Klosinski, 2003; 
Doty et al., 1988; Eacott & Gaffan, 1989; Ringo 1993). They often assess the performance 
when two stimuli were displayed to one single visual field versus across the two hemispheres. 
In the latter condition, it is assumed that the information has to be sent to the other hemisphere 
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across brain commissures to be compared, which may lead to a loss of information or a delay 
of reaction during the transmission process. To elucidate whether performance would degrade 
for contrast across hemispheres in comparison to the within-hemisphere condition, we first 
measured the discrimination thresholds as well as reaction times under both circumstances in 
this chapter.  
Many studies have shown that interhemispheric interaction starts from the perception of 
stimuli (Cavina-Pratesi et al., 2004; Marzi, 1986; Marzi et al., 1998; Tootell et al., 1998a) and 
a great majority of information is transmitted within the first seconds (Doty 1983; Gleissner, 
et al., 1997; Ringo, 1993). But is there relatively more loss of information when two stimuli 
are separated over longer time periods and a second stimulus therefore needs to be compared 
with a potentially decayed memory representation of the first stimulus? In other words, when 
the process of working memory is involved, is the memory representation of contrast different 
from across-hemispheric perception and within-hemispheric conditions? To address this 
question, we measured how well stimulus representations in the two hemispheres are 




Four subjects (two experienced observers and two naïve participants) participated in this 
experiment with written consent. The standard of normal or corrected-to-normal vision was 
met by all the observers, and all of them were right-handed.  
5.2.2.2 Visual stimuli 
In the last section, we utilized random noise patterns to investigate the features concerned 
with contrast memory within stimuli presented at one location on the screen. In the present 
study, we continued to use the same randomly arranged square fields of binary noise as a 
stimulus, generated with the same methods and apparatus (first section of this chapter). But 
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there were two possible positions of the visual stimuli, each located at the corresponding side 
of the left and right visual field. The stimuli were viewed at a distance of 57 cm, and thus, 
1cm on the display is equal to a visual angle of 1q. Each stimulus subtended 10q × 10q visual 
angle. The distance from the center of each image to the central fixation cross was equally 10q 
of visual angle. Based on our previous result that the local features of such a stimulus 
influence contrast discrimination, we used the same stimulus patterns within every trial to 
avoid confounding results by changing the noise pattern. But in order to minimize the 
potential effects of (perceptual) learning or adaptation, the patterns changed across trials 
(patterns for any two consecutive trials were guaranteed to be different).  
 
Figure 5.20: Contrast memory masking task of random noise pattern in space. On each trial, 
two stimuli of different contrasts were presented for 0.5s each, separated by either 0.3s or 3s. 
Subjects had to respond by pressing a button whether the stimulus 1 or the stimulus 2 had 
higher contrast. The stimuli at the top represents the ipsilateral condition when first and 
second stimuli of random pixel noise pattern (70% contrast) were on the same hemifield, 
whereas the mask at the bottom represents the contralateral condition when first and second 
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stimuli were displayed to different hemifields (40% contrast). The next trial started after an 
intertribal interval of 1s.  
 
5.2.2.3 Procedure 
To study the characteristics of contrast representation across the visual field, subjects 
performed a similar contrast discrimination task as in the last chapter. In this study, the 
locations of first and second stimuli might be separated in two hemifields: from left to right or 
right to left (contralateral condition, see the lower panel in Figure 5.20). In the control 
situation, the two stimuli with different contrasts were always rendered on the same side, 
either left or right of fixation at the same eccentricity, where information did not cross 
hemisphere (ipsilateral condition, see the upper panel in Figure 5.20). Within each block, the 
number of trials on the right or left visual field was counterbalanced. Though one of our 
observers piloted a test with three different fixed contrasts (see data in Result section), only 
one fixed contrast (70% Michelson contrast) was ultimately employed in the experiment for 
all observers. As before, using the method of constant stimuli, one of the seven different 
contrast increments was randomly selected and added to this fixed contrast. Their summation 
was assigned randomly to one of the two stimulus intervals. At the end of each trial, 
participants decided whether this contrast level was higher than the contrast in the first 
presentation and they were instructed to press the corresponding button as fast and accurately 
as possible with their right hand to give their response. Each condition contained 10 blocks of 
40 contrast discrimination trials. The contralateral and ipsilateral conditions were interleaved. 
Since observers knew the type of each block and these two conditions were disparate in two 
kinds of blocks, no spatial uncertainty was involved in this study.  
Some degree of hemispheric specialization has been reported in several studies (Delis et al., 
1986; Kelley et al., 1998; Rogers 2000; Witelson, 1974). There may therefore have been some 
issues related to hemisphere asymmetries. To avoid a potential bias for one side, we set an 
equal probability for the visual stimulus to be presented to the left and right hemifields and 
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mixed them for both ipsilateral and contralateral conditions. Furthermore, this experiment was 
specifically designed to search for a cost between these two conditions.  
To examine the possible interaction between retention duration and discrimination 
performance, we also instructed the participants to hold the contrast information for 3s in both 
conditions. Sessions of these memory studies were separated from sessions of pure perceptual 
tasks by holding them on different days. Discrimination thresholds for the different conditions 
were estimated using the same method described in previous chapters.  
5.2.3 Results 
5.2.3.1 Result of discrimination threshold  
The data from one subject who was tested for at different contrast levels are displayed in 
Figure 5.21.  
    
Figure 5.21: Increment thresholds of the contrast discrimination for one observer (Y.X.) at 
different fixed contrasts. Measured discrimination thresholds are plotted against laterality. 
Simiilar trends are illustrated for the three fixed contrasts. Error bars: 95% CIs at the 75% 
correct level obtained from the psychometric curve.  
 
Preceded by two blocks of piloting for each observer, we measured the accuracy (percent 
correct) of perceiving and remembering contrast with random noise patterns for both 
ipsilateral and contralateral conditions. Results were converted to Weber fraction for each 
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subject (Figure 5.22) and the average across our four subjects are shown in Figure 5.23. Each 
observer in our experiment showed a similar pattern of results: no significant difference 
between the ipsilateral and contralateral condition in performance when the interstimulus 
interval was 0.3s. But for the working memory task, their performance in the ipsilateral 
condition was superior to the contralateral condition. The threshold difference between the 
ipsilateral and contralateral conditions suggests that interhemsipheric transmission 
(necessitated by the separation of the visual fields in the two hemispheres) yields more loss. 
To explore the potential interaction of transmission types (ipsilateral and contralateral) and 
delay duration (0.3s and 3s), we performed a 2x2 ANOVA. This statistical test revealed a 
significant main effect of retention duration (F(1,15)=8.36, p=0.0135), illustrating that the 
information was lost or degenerated over time. Though the discrimination thresholds increase 
as the information is transferred across hemispheres, the result of the test did not show 
significant effect of transmission types (F(1,15)=3.93, p=0.0709). In addition, no interaction 
was observed between these two factors (F(1,15) = 0.9, p = 0.3603).  
   
Figure 5.22, Weber fractions for the contrast discrimination experiment with 70% contrasts 
for individual subjects. Symbols show the discrimination performance for delay durations 
(0.3s and 3s). In each panel, Weber fractions are plotted as a function of laterality. Error bars 
are 95% CIs at the 75% correct level obtained from the psychometric curve.  
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Figure 5.23, Average discrimination thresholds as a function of laterality across all subjects. 
Colour of the solid lines, data for different delay durations. The duration effect is stronger in 
the contralateral condition when two stimuli are presented on the different side of visual field 
compared to the ipsilateral condition. Error bars: r1 standard error of the mean.  
 
5.2.3.2 Reaction time results: 
Most of the available results from other studies measured the reaction time (RT) as an 
alternative to perceptual accuracy to evaluate the cognitive processes involved. In the present 
study, we also obtained the RT as a psychophysical gauge of interhemspheric interaction. The 
distributions of reaction time over all the trials for ipsilateral and contralateral condition were 
plotted independently. Though observers were asked to press a button as fast and accurately 
as possible, reaction time is still easily biased by short-latency, fast-guess responses as well as 
long-latency response. In order to minimize this potential contamination and to correctly 
reflect the possible latency, we eliminated the values of RT that were three standard 
deviations beyond the mean for each subject. By doing so, we could transform our RT 
dstribution to approximately the shape of a Gaussian distribution. Given our response duration 
was restricted within 1 second, any response input beyond this was excluded from our data 
automatically. Means of reaction time for correct trials were analyzed and compared across 
different conditions.  
Laterality 
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RTs were faster for intrahemisphere condition than the interhemisphere condition in both 
perceptual and memory tasks. Our 2×2 ANOVA statistical analysis for each subject (p <0.05) 
confirmed these observations. Figure 5.24 and Figure 5.25 demonstrate each observer¶V RT 
and the group result for the two conditions, respectively. This similarity of bilateral and 
unilateral transmission for perceptual and memorized contrast suggests an analogous pattern 
underlying two cognitive processes. Our results also show that reaction to memory trials takes 
10-20ms longer than that in simple perceptual trials, which may be due to information 
retention and retrieval.  
Table 5.1 Statistic significance of RT difference between intrahemsiphere and 
interhemisphere condition in each subject 
Subject F.R H.J. M.S. Y.X. 
0.3s delay p =5.09678e-07  p=5.95755e-06  p = 0.013  p= 4.56115e-07 
3s delay p = 2.69107e-10  p =5.15519e-06  p = 0.2562 p = 5.58311e-24 
Entries in boldface indicate statistical significance at p < 0.05.  
 
 
Figure 5.24: Reaction time for each observer. Error bar, rstandard deviation of the mean. 
Darker line and lighter line represent 3s and 0.3s delay duration, respectively. 
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Figure 5.25: Increased mean reaction time for the contralateral condition when contrast 
discrimination required information transmission across hemispheres. Error bar, rS.E.M 
across four observers.  
 
5.2.4 Discussion 
Previous chapters mainly focused on studying the characteristic of working memory of 
contrast in the temporal domain. In this study, we have assessed both visual perceptual and 
short-term memory for contrast using stimuli split or decoupled in space. Participants were 
required to discriminate pairs of stimulus patterns made up of random noise viewed in either 
the opposite or the same visual field. This task structure was used to probe several questions.  
5.2.4.1 Intrahemispheric and interhemispheric perception of contrast  
Firstly, what is the difference (or cost) for processing information across rather than within 
visual hemifields/cortical hemispheres? Our data reveals that the discrimination of image 
contrast was comparable in both conditions. Information transmitted across hemispheres was 
almost equivalently maintained, as they were transferred within hemisphere. Previous studies 
indicate that interhemispheric and intrahemispheric transfer of items could be well performed 
but with some differences in respect of accuracy (Doty, Ringo & Lewine, 1988, 1994; Eacott 
& Gaffan, 1989; Kavcic & Doty, 2002; Ringo 1993). It has been suggested that results were 
due to a trade-off between a benefit of distributing information across the two hemispheres 
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and a transmission cost during the process of interhemispheric communication (Banich & 
Nicholas, 1998). Findings from both neurophysiological and neuroimaging methods showed 
that responses from the contralateral side of the visual field, where the visual stimulus was 
presented, were less strong than the ipsilateral side, indicating that there was some loss of 
information during the exchange across two hemispheres (Banich & Belger, 1990; Hellige, 
1993). On the other hand, there are results illustrating that the benefit outweighed this cost 
when information is distributed across hemispheres. Since each of the hemispheres has a 
certain level of capability to process information, when the processing load is distributed, the 
performance does not deteriorate because of information transmission (Liederman 1986; 
Liederman et al., 1986; Dimond 1971; Dimond & Beaumont, 1971). Consistent with the 
second model, our results showed no elevation of discrimination threshold. It may suggest 
that when contrast information requires interhemispheric interaction, the advantage of 
distribution balances the cost inccurred during transmission, in keeping with the trade-off 
between distribution and cost theory. The anatomical explanation for this theory has been 
attributed to the forebrain commissures, such as corpus callosum and anterior commissure in 
both humans (Raybaud 2010; Gazzaniga 2000; Buklina 2005; Fabri et al., 2005; Hofer & 
Frahm, 2006) and animals (Glickstein, 2009; Doty 1983).  The intactness of these structures is 
closely related to the distribution and communication across hemispheres. Disruption of 
information exchange was found when the forebrain commissures were disrupted (Eacott & 
Gaffan, 1989; Ringo 1993). Together with this supporting evidence, and our result that the 
information transmitted across hemispheres is as reliable as that available after 
intrahemispheric transfer of information for perceived contrast, we therefore think that 
contrast discrimination is independent of bihemispheric division.  
5.2.4.2 Intrahemispheric and interhemispheric memory of contrast 
Another question we have addressed is: what is the consequence when the delay between first 
and second stimuli is increased, and observers had to remember the first stimulus over a 
slightly longer period in order to compare with the second stimulus? Most of the previous 
studies on bihemispheric working memory looked at various abnormal conditions in animals 
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via external intervention (Doty, et al., 1994; Trevarthen, 1972). These reports have 
strengthened our understanding of mnemonic activity while using interventions that cannot be 
implemented on human subjects. Furthermore, the animal evidence may not extend to humans 
completely because of the variation in anatomical structures between different species. 
Moreover, the majority of human experiments were designed to present stimuli 
simultaneously to both sides of the visual field, which are more likely to be confounded by 
attentional factors (Awh & Jonides, 2001). Further, most of the studies used running 
recognition tasks that tap the mnemonic mechanism in relation to memory load (Griffith & 
Davidson, 1966; Gazzaniga & Young, 1967; Holtzman & Gazzaniga, 1985). Therefore, in this 
present study, we utilized a cross- versus within- hemisphere delayed discrimination task to 
non-invasively address the process of human working memory for contrast when spatial 
factors were included.  
In our study, by discriminating contrast in the ipsilateral or the contralateral visual field (with 
3s ISI), we found that performance lag between these two conditions (across-hemisphere and 
within-hemisphere) became much more apparent, indicating greater cost was paid during the 
interaction across hemispheres. Previous electrophysiological evidence indicated similar 
losses during interhemispheric exchange by delivering the disruptive low-level stimulation at 
different stages (Doty et al., 1994). In their memory load experiment, when six items were 
stored in memory, their accuracy was reduced by a penalty ranging from 2% to 6%, 
comparing between interhemsipheric and intrahemispheric conditions. 
Several electrophysiological experiments in animals have found bilateral memory formation 
in both hemispheres, even though information was viewed by only one eye (and therefore the 
visual cortex in one hemisphere), provided the corpus callosum is intact. This evidence gives 
support to the hypothesis of bilateral representation. But when and how was the information 
transferred across hemispheres? There are a few possibilities to establish a mnemonic 
representation in both hemispheres. It is likely that the contrast information was copied to the 
opposite hemisphere and retained, ready to be compared with the upcoming stimulus. Another 
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possibility is that the information rather remains in the stimulated hemisphere and is only 
available to the other hemisphere at the retrieval stage. It is also possible that more bilateral 
interactions are invoked between two hemispheres than those distinct unilateral 
representations. Previous animal experiments investigated this question by using electrical 
tetanization. Contrary to the prior suggestions that sensory input was conveyed to the non-
stimulated hemisphere, their findings demonstrated that the bilateral representation was not 
achieved by transferring information to the other hemisphere for encoding, but rather during 
the retention or retrieval stages (Doty et al., 1988; Doty et al., 1973).  
To sum up, we could conclude that the visual information was accessible in the other 
hemisphere despite the fact that it did not encode the stimulus initially, and such 
interhemispheric mnemonic integration was accomplished via intact commissures.  
5.2.4.3 Comparison between intrahemsiperic and interhemispheric perception and 
memory 
As described above, any incongruence between the ipsilateral and contralateral situations is 
conceived to be the result of interhemispheric transmission, but what led to the significant 
discrepancy of performance between the perception (0.3s ISI) and memory (3s ISI) trials in 
our study? For working memory, the initial process of encoding the contrast stimulus in one 
hemisphere is similar to visual perception. Hence, any mismatch of discrimination threshold 
and reaction time of visual perception and memory trace of the same image established under 
the same experimental condition might suggest the characteristics of a bihemispheric 
mnemonic process.  
Figure 5.22 shows a vertical shift of Weber fraction for both interhemispheric condition and 
intrahemispheric condition, particularly a bigger disparity is found in the former situation. An 
ANOVA indicates an interaction of delay interval on the discrimination threshold. Our data 
reveals that the ability to memorize the contrast information is inferior to instantly perceiving 
contrast within half of the brain. In another animal study, which used a running recognition 
procedure, accuracy measurers were degraded by 20% when the delay interval lasted 5 
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seconds (Doty et al., 1988). And the accuracy was halved when three intervening stimuli were 
displayed. Dot\¶V results indicated that retaining information in working memory was 
vulnerable to ISI, which was consistent with our result. Other studies with extensive data sets 
also reported the importance of delay time as a mnemonic factor. One of them showed that 
prior to any interference, a small (2-3%) but significant deficit was observed in 
interhemispheric in comparison to intrahemispheric process, implying that the unilateral 
visual perception is slightly different from mnemonic trace acquired through the opposite 
visual field in macaque (Lewine, et al, 1994). In one experiment that studied the role of 
memory load on information maintenance, they pointed out that the intervening delay time 
should be regarded as an influential parameter for studying bihemispheric integration (Doty, 
et al., 1994). Our result from the last section of this chapter, using the same stimulus pattern, 
also demonstrated the decay of contrast information over time. A 20% change in the Weber 
fraction was noticed when the ISI was 0.3s compared to a 3s ISI in that experiment when 
stimuli were presented to both hemifields (Figure 5.15). If there were more than this decay 
factor, we might expect a different proportion of change. Therefore, it seems very likely that 
our reported difference was due to the information decay over time. However, without further 
evidence we could not preclude other mechanisms that may participate in this process that 
might cancel each other out. 
Other than memory decay, different theories about interhemisperic communication have been 
proposed. One example is that the performance for these two conditions is related to the 
complexity or difficulty of a task (Marsolek et al, 2002). According to this theory, the benefits 
of distributing may outweigh the cost of interhemispheric transmission, when a task becomes 
more difficult. However, in the current study, the difficulty of tasks does not correctly predict 
our result. Task difficulty can be represented by the change in threshold. Though 
discrimination threshold increased, the difference between perception and memory for 
interhemispheric condition is not remarkable, which may explain why the beneficial effect of 
distribution does not compensate the cost during transmission. It is also possible that there is a 
Spatial characteristics                                                               Chapter 5- WM of contrast 
  
 203 
more complicated picture when comparing mnemonic perceptual processes, since these 
cognitive functions involve highly complex mechanisms, including interhemispheric 
compensation, cooperation, competition and suppression (see review Van der Knaap & Van 
der Ham, 2011).  
Another question that we could address using the observations in our present study is whether 
division of stimulus first and second between the hemispheres influences the perception as 
well as the memory of contrast discrimination? The Weber fractions in this current study were 
greater than the corresponding numbers when the stimuli were presented in one central 
location (see Figure 5.15 for comparison), which implies that the division of information 
between hemispheres did introduce an extra cost for both perception and memory.  
5.2.4.4 Reaction time 
The current task in which subjects viewed stimuli presented to separate visual fields is 
composed of a sequence of processing stages, including stimulus encoding, transmission, 
(encoding), retention and retrieval. All require time to complete. But the difference between 
inter- and intrahemisphere condition mainly relies on the time for information transmission, 
thus a simple method for estimating the time used for transferring information is to measure 
reaction time (RT). A longer RT was observed in contralateral conditions for both perceptual 
and memory tasks, which are in agreement with the majority of previous results (Corballis, 
2002). It is well known that visual items are mainly processed in stimulated occipital and 
temporal structures, and the interhemispheric communication of this information depends 
predominately on the splenium and posterior body of the corpus callosum (Gott, 1973; Austin 
et al., 1974; Schepelmann et al., 1976; Sperry et al., 1979; Ogden, 1989; Patterson et al., 
1989a). Human electrophysiological studies indicated that some interhemispheric transfer 
could be finished within 10 msec (Ferbert et al., 1992). Others have reported that this process 
exceeded 100 msec for some commissural fibres (Liederman, 1998). In our present study, 
other than the time used for interhemspheric interaction through these connecting fibres, the 
total reaction time also takes account of the time for sending signals to the arms and hands on 
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the contralateral side of the body. Early reports also measured the reaction time to study 
hemispheric specialization and visuo-motor integration (Poffenberger, 1912). They presented 
a visual stimulus to one hemifield and asked the observers to respond with the hand either on 
the contralateral side (crossed visuo-motor combination) or ipsilateral side (uncrossed 
combination). Their findings showed that there is 3-4 msec interhemispheric transfer time in 
humans. In our study, all subjects used their right hand to press the button, so the motion 
component of reaction time has little variability. We have four types of visuo-motor 
communications, clarified in Figure 5.26. As illustrated, the reaction time for the contralateral 
condition is significantly longer than the ipsilateral case as a result of the time for 
interhemspheric interaction in addition to the latency from cross visuo-motor combination.  
 
Figure 5.26: Four possible conditions of visuo-motor communications for intrahemispheric 
and interhemispheric transmission. The time for interhemspheric interaction (L vs R in red) in 
addition to the latency from cross visuo-motor combination (R->L Somentosensory in red) 
causes the increased reaction time for the contralateral condition than the ipsilateral case. 
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For the memory process, by integrating the results of RT and discrimination thresholds, we 
postulate that the transfer of information, via interhemispheric structures, would cost more 
time and slightly deteriorate the memory trace, consequently causing increase to reaction time 
and elevation of threshold values, respectively. This result is not surprising. However, 
regarding the perception task, a rather different scenario was obtained, because RT does not 
parallel the result between inter- and intrahemisphere condition as the threshold measurement 
does. The sensory performance was almost unimpaired but RT increased dramatically. This 
incongruent result suggests that latency and threshold may not reflect identical factors in our 




In conclusion, this chapter describes our investigation of the perceptual and memory transfer 
differences when different cortical hemispheres were engaged in a task. Instead of simple 
abstract alphabetic letters, objects or faces most commonly used to study memory related 
processing in different hemispheres, we studied the visual attribute of contrast using a random 
noise pattern. This study revealed that the visual perception of stimuli appears not to differ 
systematically between across-hemisphere and within-hemisphere conditions. But more 
advantage was gained in the latter condition for the memory process. We also found a decay 
of contrast memory in these conditions. Combined with our previous results for contrast 
processing along the temporal domain, the present chapter improves our understandings of the 
mechanism for contrast working memory and has elucidated some of its spatial 
characteristics. 
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Chapter 6: Decoding stimulus contrast from responses in early visual 
cortex  
Abstract 
Previous studies have shown that the perceived orientation of gratings can be decoded from 
the pattern of fMRI response (Kamitani and Tong, 2005). But the neural representation of 
stimulus contrast in early visual areas is different from that of orientation, and thus it is 
unknown whether it is possible to decode contrast from fMRI signal in these early cortical 
regions. Here, we first used gratings with orientations to see whether we could replicate the 
successful classification for orientation. Our result in this chapter shows that the stimulus 
orientation of a perceived image can be decoded from event-related BOLD signals in early 
visual cortex. More importantly, we also found that multivariate algorithm is able to decode 
the perceived contrast of a stimulus from fMRI signals obtained in human visual cortex even 
when the mean response changes were accounted for, suggesting some consistent spatial 
pattern for contrast in these areas. In additional analyses, we show that stimulus contrast 
decoding here is driven by biases depending on stimulus eccentricity. This places important 
constraints on the interpretation of decoding stimulus properties for which cortical processing 




As this thesis described in Chapter 1, the orientation selectivity of neurons in early visual 
cortex (V1-V3) is well established by electrophysiological and optical imaging studies. 
Neurons that respond preferentially to the presented orientation are more active than the 
neurons that tuned away from that orientation. As a consequence, activations across the 
voxels in MRI images, each of which contains hundreds of thousands of neurons, lead to a 
differential pattern of representation. MVPA provides a more sensitive tool to identify these 
activity patterns by sampling small neural regions, as compared to the traditional assessment 
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of mean amplitude of fMRI response across all the voxels within the interested areas (see 
Chapter 2 for more details). A recent study (Kamitani & Tong, 2005b) exploited this approach 
and found the linear classification algorithm can extract and integrate the small irregularities 
of response across multiple 3-mm cubic fMRI voxels in early visual areas to decode eight 
different line orientations with statistically above-chance accuracy. Most neurons in visual 
cortex are distributed in discrete columns, and they exhibit tight tuning for a preferred 
orientation. Unlike orientation, no evidence so far has shown any orderly map for contrast 
representation. Additionally, it is not known whether there is a clustered spatial representation 
for contrast (see eg Albrecht and Hamiton, 1982 and Boynton, et al., 1999; Heeger et al., 
2000; Kastner et al., 2004) or this stimulus feature can be decoded using multivariate analysis 
as it is possible for orientation. Therefore, we performed a contrast pattern classification to see 
whether the result for orientation decoding can be generalized to contrast. Moreover, we also 
investigated the possible information source that is made use of by the classification.  
 
6.2 Materials and Methods 
6.2.1 Subjects 
Six observers (5 male, 1 female), experienced in psychophysics and fMRI experiments, with 
normal or corrected-to-normal vision consented to take part in the second experiment. One of 
the subjects was scanned for both experiments including contrast and orientation response 
measure. The procedures were approved by the Medical School Research Ethics Committee at 
the University of Nottingham. 
6.2.2 Functional MRI acquisition 
In each of the experiments, subjects participated in at least two scanning sessions. In session 
one a set of 10-12 functional scans were obtained to measure the retinotopic organisation in 
early visual cortex allowing us to functionally define V1, V2 and V3 with standard methods; 
In the same session we also acquired high-resolution anatomical T1-weighted MPRAGE 
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images of the whole brain for segmentation and cortical flattening. In the second (and later) 
sessions we obtained fMRI data to perform decoding in the stimulus contrast paradigms. The 
orientation-perceiving task was repeated in two scanning sessions.  
MR imaging was performed at 3 T (Philips Achieva, Philips Healthcare, Best, the 
Netherlands) using an eight-channel SENSE head coil. Foam padding was used to minimize 
head movements. During each session we acquired several functional scans, including a scan 
for localizing regions of early visual cortex representing the stimuli and three to four scans for 
the main tasks. In those scans, we measured responses to perceived stimuli. For blood-
oxygen-level dependent (BOLD) fMRI, we used a standard T2* (gradient-echo) echo planar 
imaging pulse sequence (voxel size 3×3×3 mm3, TE = 35 ms, TR = 1500 ms, flip angle 75º, 
FOV = 192 × 192mm2). 32 slices were oriented approximately perpendicularly to the 
calcarine sulcus. We used parallel imaging an acceleration (SENSE) factor 2.  
6.2.3 Registration, cortical segmentation and flattening 
For flat mapping and visualization, we segmented T1-weighted anatomical images into grey 
matter, white matter, and cerebro-spinal fluid (CSF), inflated and flattened parts of each 
hemisphere corresponding to early visual cortex using a combination of tools (FreeSurfer, 
http://surfer.nmr.mgh.harvard.edu/; mrTools, http://www.cns.nyu.edu/heegerlab/; mrVISTA, 
http://white.stanford.edu/mrvista.php) and tools included in the FSL distribution (FMRIB 
Software Library ; Smith et al., 2004).  
To register data from each session to the subject-specific, high-resolution T1-weighted image, 
a set of low-resolution anatomical images that covered the same volume as the functional 
images was acquired at either the beginning or the end of each scanning session (MPRAGE, 
1.5 mm inplane, 3 mm slice thickness). These anatomical images as well as the functional 
images were then registered to the high-resolution anatomical whole-head volume (T1-
weighted, 3D MPRAGE, 1mm isotropic, TE = 3.7 ms, TR = 8.113 ms, FA= 8º, TI=960 ms 
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and linear phase encoding order) using a robust image registration algorithm (Nestares and 
Heeger, 2000).    
6.2.4 Visual Stimuli 
In all experiments, the stimuli were generated on an Apple MacBook Pro running Matlab and 
the MGL toolbox (http://gru.brain.riken.jp/doku.php/mgl/overview). In the fMRI experiments 
stimuli on a homogenous grey background were projected from an LCD projector onto a 
display screen at the feet of our subjects. The display resolution was 1024 × 768 pixels, 
covering 20.4º (width) × 15.4º (height) of visual angle. Subjects were in the supine position in 
the scanner bore and viewed the display through an angled mirror. They were asked to 
maintain fixation at a red cross at the centre of the screen during functional MRI scans and 
performed a task in all scans to control attention (see below). All the stimuli in the two 
experiments were moving sinusoidal gratings (spatial frequency, 0.75 cycles/º; temporal 
frequency, 2 Hz) presented in a circular aperture with radius of 5º, centered at fixation.  
6.2.5 Retinotopic mapping session 
Early visual areas (V1, V2 and V3) for each subject were identified in a retinotopic mapping 
session based on the standard travelling-wave method using rotating wedges and expanding 
rings (Engel et al., 1994; DeYoe, et al., 1996; Engel et al., 1997; for a review see Wandell et 
al., 2007; also see Chapter 2 General Methods for more details). The responses to the rings 
and wedges are used to estimate the eccentricity and polar angle of the visual field 
representation, respectively. Following standard methods, areas V1, V2, and V3 were defined 
in our subjects using the phase reversals in the polar angle maps to locate the upper, lower and 
horizontal meridian representations.  
6.2.6 Localizer scans 
During each functional imaging session of the main experiments, we obtained two brief 
localizer scans (at the beginning and end of each session) to identify voxels within V1-V3 that 
were corresponding to the retinotopic stimulus locations. We used these to restrict the V1-V3 
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regions of interest (ROIs).  Each localizer scan lasted 4 minutes (160 time points) and 
consisted of grating stimuli and grey background alternating in a simple block design between 
V µRQ¶DQGV µRII¶ IL[DWLRQ'XULQJ WKHµRQ¶SHULRG Ln the orientation experiment, we 
presented eight 1.5 s epochs of moving gratings each with one of the five directions of motion 
at maximum Michelson contrast (0º to 180º with a increment of 45º). While in the contrast 
experiment, the gratings were moving to one of the random directions at five contrasts levels 
0LFKHOVRQ FRQWUDVWV RI     DQG  GXULQJ WKH µRQ¶ HSRFK *DPPD
correction: we used a psychophysical motion-nulling procedure (eg Ledgeway and Smith, 
1994a; Ledgeway and Hess, 2002) to make sure that contrast stimuli would be faithfully 
reproduced on the LCD projector display at the MRI scanner and on a CRT display in the 
psychophysics lab (see General Methods). 
6.2.7 Orientation response measurements - Experiment 1 
Following the localizer scan, one subject participated in this orientation perception task for 
two sessions to explore the role of early visual areas in orientation decoding. We presented 
moving gratings (100% Michelson contrast; spatial frequency, 0.75 cycles/º; temporal 
frequency, 2 Hz; orientations, 45º or 135º) in a randomized event-related procedure. Figure 
6.1 illustrates the paradigm for this orientation response experiment. Each stimulus lasted 1.5 
s and the subject was asked to respond periodically by pressing a button to maintain a constant 
attentional state (Figure 6.1). 
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Figure 6.1: Diagram of stimulus in a trial of orientation response measurement. To measure 
the fMRI response to orientation, we used a block design procedure of stimulus orientations 
randomly selected and presented to subjects (45q and 135q oriented grating illustrated in the 
upper row and lower row, respectively).  
 
6.2.8 Contrast response measurements - Experiment 2 
Moving gratings with similar properties as in Experiment 1 were employed in this experiment. 
To measure the responses in early visual cortex to the contrast of stimuli, the same 5 contrast 
levels used in the corresponding localizer scan were presented in an event-related design. 
Stimuli were given in random order (preceded by 1.5 s of fixation). Attention state was also 
controlled. A feedback was given afterwards (colour change of fixation cross).  
6.2.9 fMRI response time courses 
Imaging data were analyzed using a combination of custom-written software (mrTools, NYU, 
Heeger lab, NYU; VISTA, Stanford) running in Matlab 7.4 (Mathworks, Natick, MA). First, 
fMRI data were motion corrected using a robust motion correction algorithm (Nestares and 
Heeger, 2000), and then high-pass filtered (cut-off, 0.01Hz) to remove slow signal drift.  The 
time course concatenated from the obtained scans of each voxel was divided by its mean 
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intensity to convert from arbitrary image intensity to percentage signal change. This time 
series was then used for further analysis (more details in the following sections).  
We used standard event-related analysis methods (Burock et al., 1998; Dale, 1999; Burock 
and Dale, 2000) to reconstruct the time course of fMRI response for each trial type at each 
voxel in the ROIs with no predefined assumption of the hemodynamic response function. 
Details of the methodology have been reported in detail in other recent papers (see eg Gardner 
et al., 2005; Brouwer and Heeger, 2009; Sanchez-Panchuelo et al., 2010). To summarize 
briefly, we estimated ± voxelwise ± the best-fitting (least-squares) event-related time course 
for each stimulus condition. To estimate how good the linear model fit our actual fMRI data, 
we calculated the amount of variance explained in the original time course for each voxel by 
our model (r2) (see General methods for more details). For the sake of visualization, this 
distribution can also be displayed on a flattened cortical map (Figure 6.2). The averaged fMRI 
responses across voxels in different ROIs that met a threshold r2 of 0.3 for contrast and 
orientation scans are shown in Figure 6.3 and Figure 6.4, respectively.  
To measure the response to contrast, we used the maximum values of the average event-
related fMRI response for each trial type. We plotted contrast-response curves to estimate the 
increase in fMRI responses in each ROI with stimulus contrast.  
 
Figure 6.2: r2 maps illustrated on a flattened cortical surface for contrast (A) and orientation 
(B) response experiments, respectively. The voxels were selected with a threshold value of r2 
at 0.2 (contrast response measurement) or 0.3 (orientation response measurement), which 
served to generate the fMRI response.  





Figure 6.3: The average fMRI time series of orientation response measurement within V1, V2 
and V3 (threshold r2 > 0.3). 
 
6.2.10 Multivariate classification 
We used linear support vector machine (SVM classification), which is implemented in 
custom-written Matlab (MathWorks code), to analyze data from both experiments. Each 
measurement (trial) of fMRI response for a different stimulus condition (class) at different 
voxels corresponds to a point in a high-dimensional pattern space. In the present study, we 
obtained each point (which could also be considered a spatial pattern of response) by 
averaging several time points of the fMRI responses in a single trial, taking into account the 
sluggishness of the hemodynamic response. Data were sampled and averaged across three 
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time points (TRs), centred on the peak response in each trial, to deal with variability in the 
hemodynamic delay for each subject. Therefore, an m n matrix served as the input for the 
classification analysis, where m is the number of trials (rows), and n is the number of voxels 
(columns) included in the analysis (see more details in General Methods).  
A linear SVM provides optimal parameter values (weights and bias) for a hyperplane to 
categorize two classes of data (orientations) within such a N-dimensional space. To assess 
how generalisable the classification was, we tested our analysis with a 10-fold cross-
validation scheme with the two classes approximately matched in each fold: 90% of data were 
used to train a classifier and the remaining, hold-out, 10% of data to test. We report the mean 
classification accuracy across these 10 folds.  
For classification of the contrast response data (which had 5 stimulus classes), we trained the 
model on pairs of stimulus classes using part of the data and then used it to predict one of the 
two contrast levels with the rest of data. The best-predicted label for each class was chosen by 
a winner-take-all rule. Trials in which the stimulus type was mislabelled were considered as 
errors in this particular analysis. 
The statistical significance of the observed classification accuracies for each subject was 
assessed by a binomial test, considering the probability of correctly labelled test examples out 
of all the independent testing data points is given by the binomial distribution (p<0.05; null 
hypothesis: stimulus class can not be predicted because the classifier was performing at 
chance, 50%). Statistical significance across subjects was assessed with a t-test (two-tailed, 
p<0.05). 
6.3 Results 
6.3.1 Multivariate classification of stimulus orientation  
We first performed a control experiment to test how reliable the information in the human 
early visual areas is for decoding the orientation of visually presented stimuli. We measured 
activity in V1, V2 and V3 while subjects passively viewed an obliquely oriented sinusoidal 
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grating of either 45q or 135q (see Methods and Material). Our classification shows significant 
performance (above 50% chance level) in all these areas (Average accuracyrstandard 
deviation across two sessions: V1, 0.77r0.01; V2, 0.67r0.04; V3, 0.71r0), which is 
FRPSDUDEOH WR WKH UHVXOW IURP .DPLWDQL	7RQJ¶V VWXG\ b). This evidence provided a 
baseline for our following data when stimulus contrast was the visual feature of interest to be 
classified.  
6.3.2 Contrast-response functions  
The responses to stimuli with different contrasts were measured and the time courses for these 
different stimulus conditions (averaged across all voxels in V1, V2 and V3 that met a 
threshold r2 of 0.2, respectively) were examined. Figure 6.4 shows the response time courses 
in V1 of one subject for gratings at five different contrast levels with a systematic increase in 
the overall fMRI response with increasing contrast. The same pattern of response was found 
across all the other observers. We obtained contrast-response functions by averaging the peak 
response amplitude for each contrast level in a time window around the peak response (r1 
time point). Figure 6.5 shows contrast curves fitted with standard Naka-Rushton function in 
three representative subjects. The result also confirmed that for the stimuli we used, the 
measured fMRI responses were not at floor or ceiling levels. 
 
Figure 6.4: Event-related fMRI responses as a function of visual stimulus contrast in V1 of 
one subject. Grey lines, estimated event-related responses increase as the contrast change 
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Figure 6.5: fMRI contrast-response curves in V1 (red), V2 (green) and V3 (blue). Symbols, 
amplitude of measured fMRI response; lines, nonlinear least-squares fit to data (Naka-
Rushton). 
 
6.3.3 Multivariate classification of stimulus contrast  
To establish whether the fMRI responses in V1-V3 contain consistent information about the 
contrast of the stimuli, beyond that conveyed in the mean time course across all voxels in the 
ROI, we studied the pattern of responses using multivariate classification analysis. 
Classification accuracies in V1 V2 and V3 ROIs were all significantly above chance across 
our group of subjects (Figure 6.6). To ensure that the pattern of results in the classification 
accuracies obtained did not depend critically on our choice of voxel number, we performed 
the following analysis. We randomly selected a range of 2-210 voxels (increments of 15) from 
the 210 candidate voxels in each V1, V2, and V3 and performed the classification analysis 
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with this subset of features. We then repeated this analysis in 100 bootstrapped replications 
for each subject and plotted classification accuracy as a function of the number of voxels 
included. Figure 6.7 shows the mean (± 1 SEM) for data all three ROIs across 6 subjects, 
indicating that there are small differences in classification accuracy that depend on voxel 
number, but importantly the overall pattern of results remained. (The dashed line indicates the 
classification accuracy for n=180 voxels, the lowest common number of voxels available 
across ROIs and subjects, rounded down to a multiple of 10). As illustrated in Figure 6.6 and 
Figure 6.7, the classification accuracies are statistically significant at the group level. But in 
addition, we also ascertained that the values are robust for each single subject. We include 
here the graphs in which we show the dependence of classification accuracy on the number of 
voxels used in the analysis (Figure 6.8). 
 
Figure 6.6. Five-way classification for perceived contrast data across different regions of 
interest. Plots show mean ± 1 SEM across subjects. Asterisks demonstrate the ROIs that reach 
the classification accuracy above 50% chance level (p < 0.05, two-tailed t test). 
 




Figure 6.7: Relationship between classification accuracy and the number of voxels included in 
the MVPA analysis for V1, V2 and V3. The red line indicates the classification accuracy for n 
= 180 voxels, the lowest common number of voxels available across ROIs and subjects 
rounded down to a multiple of 10. Shaded areas: standard error of the mean across 6 subjects.  
 
 
Figure 6.8: Dependence of classification accuracy on the number of voxels included in the 
MVPA analysis for individual subjects. These plots include data from subject 1 as well as 
SORWV IRU WKH ³EHVW´ DQG ³ZRUVW´ VXEMHFWV LQ HDFK FDVH Even in the worst case, the 
classification is above chance-level. Shaded areas: standard deviation of the 100 bootstrapped 
replications. 
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We expected that correctly classifying trials with large contrast differences should be easier 
than for small contrast differences. To test this, we performed a finer grained analysis of the 
pairwise classifications that contributed to the 5-way classification. In four separate analyses, 
ZH VSOLW WULDOV LQWR JURXSV DFFRUGLQJ WR WKHLU GLIIHUHQFHV LQ OLQHDU FRQWUDVW ¨   
0.8). Note that the number of trials that could be included in the analysis therefore differed, 
ranging from all trials for the pairwise analysis of trials with small contrast differences 
¨ WRRQO\WKHORZHVWDQGKLJKHVWFRQWUDVWWULDOVIRUWKHSDLUZLVHDQDO\VLVZLWKDFRQWUDVW
difference of 0.8. The pattern of prediction accuracies for V1 to V3 is shown in Figure 6.9. 
Classification accuracies between trials increased with the difference in contrast between the 
gratings patterns, regardless of the stimulus orientation.  
 
 
Figure 6.9: Pairwise classification based on the difference of contrast levels in V1-V3, 
averaged across subjects. Error bars, SEM across subjects. Colours, various contrast 
differences. Four groups were formed with trials of differences in linear contrast (e.g. ¨=0.8 is 
composed of the trials when subjects view 90% and 10%). contrast Classification accuracies 
between trials increased as a function of contrast difference.  
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Because the classification analysis could potentially have been driven mainly by differences 
in the mean response level across different stimulus conditions, we also performed a control 
analysis in which we classified trials using only the mean response level across the ROI. 
Figure 6.10 illustrates how we calculated the Receiver Operating Characteristic (ROC) and 
measured the Area Under Curve (AUC) for each of the possible pairwise comparisons. We 
constructed histograms of the mean fMRI response in the ROI for two classes of trials, which 
we expected to have a different mean across trials. The left panel in Figure 6.10 e.g. shows the 
distribution of response amplitudes for trials with 10% contrast (class 1, red line) and 90% 
contrast (class 2, grey curves). Following the logic of a standard signal-detection theory 
analysis, we set a criterion level and estimated the proportion of trials from the two 
distributions that fell above that criterion level. TKLVFRUUHVSRQGVWRWKHSURSRUWLRQRIµKLWV¶RU
FRUUHFWODEHOOLQJVDQGµIDOVHDODUPV¶RULQFRUUHFWODEHOOLQJVUHVSHFWLYHO\%\FRQVLGHULQJWKH
SURSRUWLRQRIµKLWV¶DQGµIDOVHDODUPV¶DWGLIIHUHQWFULWHULRQOHYHOVZHFRXOGFRQVWUXFWWKH52&
curve. The area under the ROC curve is equivalent to the proportion correct that could be 
achieved in two-way categorization given the distribution of fMRI responses for the two 
classes of stimuli (Macmillan and Creelman, 2005).  
 
Figure 6.10: Left panel: Illustration of Receiver Operating Characteristic (ROC) and measured 
Area Under Curve (AUC) for pairwise classification. Left upper: Distributions for fMRI 
response to 10% (red curve) and 90% (black curve) contrast. Vertical line corresponds to the 
criterion used for classification of trials of two contrast levels. Trials on the right of this line 
were labelled as 90% contrast, within which trials as high contrast was referred as hits (grey 
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area). Since the curves overlap, some trials corresponding to 10% contrast were also greater 
than the criterion and labelled incorrectly as 90% contrast, thus contributing to the proportion 
of false positive (red area). Left bottom: ROC curve is plotted with the false positive rates on 
the x-axis and the hit rates on the y-axis with different criteria. Black dot corresponds to the 
criterion shown in the upper graph. Red line, chance performance of classification for 10% 
and 90% contrast. Grey area, area under ROC curve. Right panel: Comparison between 
proportion correct for pairwise discrimination using only the mean response (area under ROC 
curve obtained using signal detection theory with the method illustrated in the left panel) and 
classification accuracy from multivariate analysis in different ROIs. Size of symbols, all 
pairwise comparisons of trials with a given difference in contrast. Colour of symbols indicates 
the region of interest used in the analysis. Diagonal line illustrates equivalence of multivariate 
classification and classification on the mean response in the ROI. Shaded area, cut-off for 
chance level (50%) performance.  
 
Interestingly, while the classification performance improved as the contrast difference 
between the two gratings increased, those obtained by only considering the mean response 
were consistently worse than those obtained by multivariate classification. This indicates that 
there is significant categorical information present in the pattern of responses that is not 
captured in the ROI mean, which can be exploited by using multivariate methods. 
The scatter plot in Figure 6.10 summarizes the data for the four different levels of contrast 
difference and four different regions of interest. For all pairwise comparisons of trials with a 
given difference in contrast (size of symbols), in all the ROIs we considered (colour of 
symbols), multivariate classification outperformed classification based solely on the mean 
response in the ROI. 
6.3.4 The spatial pattern of responses underlying contrast decoding 
To characterize the spatial pattern of responses that underlie contrast decoding in our 
experiment, we subdivided the visual areas into two sets of ROIs: one set based on the 
eccentricity measurements from retinotopic mapping into a central (0.5º- 2.5º eccentricity) 
and an eccentric ROI (2.5º-5º). As a control, we also defined a second set of ROIs 
corresponding to upper and lower visual field, which subdivided V1 orthogonally to the 
central/eccentric split. Figure 6.11 shows the boundaries within V1 in left and right 
hemispheres on one subject. We compared the responses in these ROIs in two ways. First, we 
Decoding stimulus contrast in early visual cortex                                            Chapter 6 
  
 222 
plotted the contrast-response functions for the two sets of ROIs (three representative curves 
shown in Figure 6.12) and second, we used the mean time course from the two respective 
ROIs to create two supervoxels (Freeman et al, 2011) which could then be used in the 
classification analyses. The contrast-response curves are clearly different for the two splits 
(average contrast-response functions across all subjects illustrated in Figure 6.13), showing a 
consistent response difference for central/eccentric but not upper/lower visual fields.  
 
 
Figure 6.11: Spatial pattern of fMRI responses that drive classification. (A,B) Flat map of 
visual cortex from one subject showing definition of central/eccentric and lower/upper visual 
field ROIs for V1. White dashed lines, borders between V1 and V2v / V2d. 
 
 




Figure 6.12: FMRI response as a function of stimulus contrast in three representative subjects 
(r2 >0.2). The fMRI contrast response curves are different between central and eccentric split 
ROIs, whereas the response curves are similar for the dorsal and ventral partitions. Contrast 
response curves from Figure 6.11 left column the central/eccentric split ROIs and Figure 6.11 
right column the upper/lower visual field split ROIs.  
 
       




Figure 6.13: FMRI response as a function of stimulus contrast according to eccentricity (left) 
and angular field (right). Differential response curves are consistent with the patterns 
illustrated in Figure 6.12. Symbols mean across six subjects. Error bars, SEM across subjects. 
 
Next, we used the responses in the two sets of supervoxels to show that the differences at this 
large scale can drive classification of perceived contrast, even when only two features are 
considered: if the supervoxels are constructed from a central/eccentric split, classification is 
possible. If however, data are reduced to two supervoxels corresponding to the upper and 
lower visual fields, classification accuracies drop to chance (Figure 6.14).  
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Figure 6.14: Classification accuracies, by contrast difference in stimuli, for the perceived 
contrast experiment using lower/upper visual field (LVF/UVF) split ROIs (white), 
central/eccentric split ROIs (black) and the mean response across all voxels included in the 
V1 ROI (grey). Classification accuracies or AUC using central and eccentric splits increase as 
the difference of contrast pair increases, which are higher than using the mean response, 
indicating that even using two supervoxels in multivariate pattern classification is more 
sensitive than the mean response. These results are in contrast to the nonsignificant 
classification outcome using the two partitions based on visual angle. Mean across subjects. 
Error bars, SEM across subjects.  
 
In addition, we examined whether increasing the number of supervoxels would affect our 
result. We found no appreciable effect on the pattern of results when we divided V1 into four 
parts according to eccentricity and angle, respectively (Figure 6.15). Averaging data into two 
or four supervoxels within restricted eccentricity bands (dark grey lines in Figure 6.15) clearly 
preserves classification accuracies, while averaging within visual field (angle) segments or 
randomly across voxels in V1 does not. 
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Figure 6.15: Robustness of spatial patterns that drive classification (controls). Upper panel: 
Flat map of visual cortex from one subject showing definition of 4 bands according to 
eccentricity and angle in visual field in V1, respectively. Lower panel: Classification 
accuracies, by contrast difference in stimuli, for the perceived contrast experiment. FMRI 
responses were averaged in two (Left lower panel also see in Figure 6.11 for the ROI 
definition) or four (Right lower panel) partitions of voxels, split according to either their 
eccentricity (black lines, symbols), visual field segment (dark grey) or by random sampling 
from all voxels in the V1 ROI (light grey). The results from 2-way split are consistent with 
those from 4-way split.  
 
 
6.4 Discussion and conclusion 
 
Here we show that the fMRI responses in early visual cortex can be used to decode 
orientation, but more importantly, our result suggests that the stimulus contrasts presented to 
the subjects can also be decoded from the signals in these areas. The ability to classify trials 
with different contrast levels is in itself not surprising because there is a well-known shift in 
the mean level of response with increasing contrast. This has previously been measured and 
well-characterized in early visual cortex (Ohzawa et al., 1985; Boynton, et al., 1999; Reich, et 
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al., 2001; Albrecht & Hamilton, 1982; Gardner et al., 2005). Most neurons in early visual 
cortex exhibit a monotonic increase in their responses as a function of contrast, though some 
cells show very different patterns of response saturation (and even supersaturation) with 
contrast (see Ledgeway et al., 2005; Peirce, 2007; Hu, et al., 2011). However, unlike for 
stimulus orientation there is no known columnar organisation for neurons with similar 
contrast-response functions. Nonetheless despite the lack of orderly clustering in structure, 
there may still be spatially local inhomogeneous changes in the fMRI responses to contrast in 
early visual cortex. Using a multivariate classification analysis that does not take into account 
shifts in the mean response in the ROI can therefore not untangle whether the ability to 
classify is simply due to a global shift in the response of the majority of neurons, or some re-
distribution of a differential signal.  
In a more fine-grained analysis, we therefore evaluated (a) multivariate classification between 
stimuli at pairwise contrast levels, and (b) the predicted performance using a univariate (signal 
detection type) analysis using only the (global) average response in each ROI. We found that 
multivariate classification became increasingly more accurate with larger contrast differences 
in the stimuli (see Figure 6.9 and also Smith et al., 2011). In our hands, even trials that are 
close in contrast could be discriminated using SVM, whereas considering only the mean 
response in the ROI failed to classify trials correctly. This adds further support WR093$¶V
increased sensitivity compared to univariate methods (Kriegeskorte et al., 2006).  
We found that it was possible to decode stimulus contrast by the mean increase in response 
across the ROI, but it was consistently outperformed by multivariate classification (see Figure 
6.10). Especially in the cases of distinguishing trials with small contrast differences, 
multivariate classification clearly dominated the simple ROI mean based analysis. 
Classification accuracy grew as the difference in stimulus contrast increased. 
These results suggest that there is a spatially specific response to different contrasts that can 
drive the improved classification performance. To characterize the spatial pattern (and scale) 
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of responses underlying this multivariate contrast decoding seen here, we subdivided the 
visual areas into two sets of ROIs: one set based on the eccentricity measurements from 
retinotopic mapping corresponding to a central and an eccentric portion of our stimuli, as 
contrast sensitivity is known to change as a function of eccentricity (Legge et al., 1987). As a 
control, we also defined a second set of ROIs corresponding to the upper and the lower visual 
fields, where such asymmetries might be less pronounced. We found that even when we 
reduced the multivariate fMRI responses to only two features, responses in a central and 
eccentric ROI, classification was possible. This suggests that a large-scale bias with 
eccentricity can drive classification for perceived contrast. Our results here do not directly 
address the question of whether information is present only at the level of a coarser scale 
(eccentricity) map or also at fine columnar architecture, an issue that is currently the subject 
of much debate (Gardner, et al., 2008; Op de Beeck et al., 2008; Swisher, et al., 2010; 
Freeman et al., 2011; Beckett et al., 2012).  
In general, we found that multivariate analyses can be used to decode the visually presented 
features of a stimulus (orientation and contrast) in this chapter. However, it is unclear whether 
its cortical representation is similar when subjects perceive and remember such stimuli. 
Therefore, we performed another experiment in the next chapter using delayed discrimination 
of contrast in combination with multivariate classification to address this issue. 
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One recent study has demonstrated that the memorized orientation of a visual stimulus can be 
decoded from the pattern of fMRI responses in early visual areas (Harrison & Tong, 2009). 
On the other hand, our result from last chapter has illustrated that perceived contrast can be 
decoded within the same regions. Thus, it raised a question of whether information about 
remembered contrast can also be decoded in these early cortical stations of visual stream. Our 
data shows that pattern classification enables the decoding of contrasts when they are stored in 
memory as well. Together with our observation of two distinguishable activation patterns of 
remembered orientations (during periods when no stimulus is displayed) in early visual areas, 
we conclude that V1-V3 are involved in memory of visual stimulus features, such as 
orientation and contrast. Furthermore, we show that classifiers generalise from remembered 
contrast to the fMRI data from last chapter for perceived contrast, and vice versa. Finally, we 
found that classification accuracies were significantly higher for behaviourally correct than 
incorrect trials, indicating that signals from early visual cortex contribute significantly to 
VSTM of stimulus contrast. Our results also suggest that responses from incorrect trials add 




Several lines of research suggest that the human brain has a specific cognitive system for 
holding information to be manipulated and executed - so called working memory. Visual 
short-term memory (VSTM) is a specific sub-type that allows the robust maintenance of 
stimulus attributes such as contrast, orientation, spatial frequency, speed, etc. with high 
fidelity (for review see Pasternak and Greenlee, 2005; Luck & Vogel, 1997).  
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Functional brain imaging has enabled the exploration of the anatomical and functional 
correlates underlying VSTM first discovered by neurophysiological techniques (see Fuster, 
DQGHJ%UDYHUHWDO&XUWLVDQG'¶(VSRVLWR003; Pessoa et al., 2002). Although 
studies largely agree on the involvement of higher-level cortical areas in this cognitive 
SURFHVV +D[E\ HW DO  3RVWOH DQG '¶(VSRVLWR  WKHUH LV VWLOO VRPH FRQWURYHUV\
about the role of early visual cortex in working memory. Recent fMRI evidence suggests that 
early sensory areas may be involved in retaining visual stimulus representations, e.g. of 
orientation (Pessoa et al., 2002; Serences, et al., 2009), and spatial frequency (Baumann, 
Endestad et al., 2008; Sneve, et al., 2011; Greenlee, et al., 2000). However, the sustained 
responses detected in early visual cortex may be related to visual attention rather than VSTM 
(Offen et al., 2009, 2010; see also Pooresmaeili et al., 2010). Harrison & Tong (2009) used 
multivariate pattern analysis, MVPA, to search for potential signatures of working memory 
for orientation in the pattern of fMRI responses in early visual areas. They found that 
remembered orientation could be decoded and that same neural circuitry that mediates early 
visual processing (and perception) of orientation is also recruited during the working memory 
period. 
In this chapter, our aim was to examine whether representation of a different stimulus 
property ± the contrast of a stimulus ± could be decoded when subjects remembered stimuli. 
In order to control for slight methodological differences between our study and that of 
Harrison & Tong, we also conducted an orientation memory experiment in a separate session 
to see whether their result is replicable. 
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7.2 Materials and Methods 
7.2.1 Subjects 
The six observers who participated in the perceived contrast experiments also took part in this 
contrast memory experiment. The same subject who participated in the experiment described 
in the last chapter also took part in the remembered orientation experiment.  
7.2.2 Functional MRI acquisition  
Each subject participated in the same scanning sessions as they did in the last chapter. This 
included one session of retinotopic functional scans and high-resolution anatomical T1-
weighted MPRAGE images of the whole brain. Another session included two localizer scans 
and functional MRI scans for the memory conditions. For these scans, we used a standard T2* 
(gradient-echo) echo planar imaging pulse sequence with same values of the parameters as in 
the measure shown in Chapter 6. 
7.2.3 Visual Stimuli 
Identical toolboxes were used to generate the corresponding stimuli for localizer scans, 
orientation memory and contrast memory experiments as was used for the visual contrast 
stimuli presented in the last chapter.  
7.2.4 Localizer scans 
For both orientation and contrast memory experiments, we included a localizer scan at the 
beginning and the end of each scanning session. The purpose of these localizer scans is to 
identify voxels within V1-V3 that correspond to the retinotopic stimulus locations (See details 
for the corresponding stimulus attributes in the section of Localizer scans in last chapter).  
7.2.5 Contrast working memory scans - Experiment 1 
In line with the experimental paradigm used by Harrison and Tong (2009), we used an event-
related design in which each trial comprised (i) visual stimuli presentation, (ii) a retention 
period, and (iii) a test interval (see Figure 1). During the stimulus presentation at the 
beginning of each trial two gratings with different contrasts (30% and 70%) were presented 
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sequentially. Each grating presentation (in a circular aperture, radius 5º, centered at fixation) 
ZDVDFFRPSDQLHGE\DVPDOOWH[WODEHOµ¶RUµ¶UHQGHUHGLQUHGDQGGLVSOD\HGZLWKDVPDOO
offset from the fixation cross; the assignment of the label to the higher or lower contrast 
grating was randomized on each trial. The orientation of both gratings in each trial was chosen 
to be either 45º or 135º, but remained constant throughout the trial. Following the presentation 
of the two sample stimuli, the numeric cue indicated which of the two contrast stimuli the 
subjects should remember and retain in memory for the delay period (fixed, 8.4 s). Finally at 
the end of each trial, a matching grating (contrast ± 20% of the to be remembered grating) was 
displayed, and the subjects were asked to indicate with a press of a button whether the 
remembered (sample) or matching grating had the higher contrast.  
             
Figure 7.1 Visual working memory task of contrast performed by subjects in the scanner. On 
each trial, two grating stimuli of different contrasts were presented for 1.5 s each, separated by 
 PV (DFK VWLPXOXV ZDV ODEHOOHG E\ D QXPEHU µ¶ RU µ¶ UHQGHUHG LQ UHG FORVH WR WKH
fixation cross, order randomized). There followed a 300 ms period during which subjects 
were cued to remember the grating / contrast corresponding to the given text label. The delay 
period during which subjects had to retain information in working memory was 8.4 s and was 
followed by a comparison stimulus, which differed in terms of contrast from the grating to be 
remembered by up to 20%. In a two-interval forced choice setting, subjects had to respond by 
pressing a button whether the remembered stimulus or the comparison stimulus had higher 
contrast. The next trial started after an inter-trial interval of 4.5 s ± 7.5 s. 
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7.2.6 Orientation working memory scans - Experiment 2 
To control the slight alteration of methods used in our study as compared with that of 
+DUULVRQ	7RQJ¶VVWXG\ZHSHUIRUPHGorientation memory experiment with our parameters 
and paradigm. During each trial, the subject was instructed to remember one of the two 
orientations (45º or 135º, slightly jittered) of moving gratings (100% contrast) shown at the 
beginning of each trial. At the end of the trials, another moving grating with a different 
orientation is presented to test whether the information of the cued grating is retained robustly 
in the memory. These matching stimuli had an orientation of ±5º (close to threshold) to 
maximize the requirement to keep an accurate representation of the orientation of gratings. 
7KH VXEMHFW¶V WDVN ZDV WR FKRRVH EHWZHHQ WKLV PDWFKLQJ VWLPXOXV DQG WKH RQH FXHG WR
remember- which of the gratings was more clock-wise. Feedback was given after subjects 
pressed a corresponding button.  
 
Figure 7.2 Visual working memory task of orientation performed by subjects in the scanner. 
On each trial, two grating stimuli of different oirentations were presented for 1.5 s each, 
VHSDUDWHG E\  PV (DFK VWLPXOXV ZDV ODEHOOHG E\ D QXPEHU µ¶ RU µ¶ UHQGHUHG LQ UHG
close to the fixation cross, order randomized). There followed a 300 ms period during which 
subjects were cued to remember the grating / orientation corresponding to the given text label. 
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The delay period during which subjects had to retain information in working memory was 9 s 
and was followed by a comparison stimulus, which differed ±5º in terms of orientation from 
the grating to be remembered. In a two-interval forced choice setting, subjects had to respond 
by pressing a button whether the remembered stimulus or the comparison stimulus was more 
clock-wise oriented. The next trial started after an inter-trial interval of 6 s ± 9 s. 
 
For both experiments, we ascertained that there were no systematic response amplitude 
differences in the average event-related fMRI response between the two trial types as this 
could be a potential confounding factor for the multivariate classification analysis (see Figure 
7.3 and Figure7.4). 
         
Figure7.3: Event-related responses from the contrast working memory experiment. Plot shows 
average responses in V1, V2 and V3 during trials in which the remembered contrasts were 0.3 
and 0.7 respectively (mean + SEM across subjects). The curves show a typical pattern of 
response with a large transient following the presentation of the two stimuli and cue at 
fixation at the beginning of each trial, followed by a reduced response during the delay period 
and another transient increase in response after the presentation of the comparison stimulus. 
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Figure 7.4: Event-related responses from the orientation working memory experiment. Plot 
shows average responses in V1, V2 and V3 during trials in which the remembered 
orientations were 45° and 135° respectively (mean + SEM across subjects). The curves show 
a typical pattern of response with a large transient following the presentation of the two 
stimuli and cue at fixation at the beginning of each trial, followed by a reduced response 
during the delay period and another transient increase in response after the presentation of the 
comparison stimulus. 
 
7.2.7 fMRI response time courses 
Imaging data were analyzed using a combination of custom-written software (mrTools, NYU, 
Heeger lab, NYU; VISTA, Stanford) running in Matlab 7.4 (Mathworks, Natick, MA). We 
used the standard event-related analysis methods (Burock et al., 1998; Dale, 1999; Burock and 
Dale, 2000) to reconstruct the time course of fMRI response for each trial type at each voxel 
in the ROIs with no predefined assumption of the hemodynamic response function.  
7.2.8 Multivariate classification 
We used multivariate pattern classification (MVPA) to analyze data from both of these 
memory experiments. Linear support vector machine (SVM classification) was implemented 
in custom-written Matlab (MathWorks, Natick, MA) functions to perform the classification.  
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The data for the classification analysis was the average across the time points corresponding 
to retention period after the stimulus presentation selected for each subject (TRs 5-7, i.e. 7.5s-
10.5s after stimulus onset). The reason for including these response data is to maximise the 
coverage of the memory period while avoiding the contamination of the next event given the 
hemodynamic delay for each subject (see also Harrison & Tong, 2009). 
A linear SVM provides optimal parameter values (weights and bias) for a hyperplane to 
categorize two classes of data, collected under two different stimulus conditions within such 
N-dimensional space. To access how generalizable the classification was, we tested our 
analysis with a 10-fold (or 5-fold) cross-validation scheme with the two classes approximately 
matched in each fold: 90% (80%) of data were used to train a classifier and the remaining, 
hold-out, 10% (20%) of data to test. We report the mean classification accuracy across these 




7.3.1 Multivariate classification of remembered contrast 
In this study, we addressed whether BOLD responses in early visual cortex could be used to 
classify the remembered stimulus contrast of a pattern. We recorded the BOLD responses 
ZKHQ WZR OHYHOVRI FRQWUDVWV µORZ¶RU µKLJK¶ ZHUH UHPHPEHUHG $YHUDJH WLPe 
courses in V1 for the two types of trials across 6 subjects showed no apparent differences 
between the responses during trials when subjects had to remember the low or high contrast 
SDWWHUQ UHIHU EDFN WR )LJXUH  $OO VXEMHFWV¶ UHVSRQVHV DFURVV 9 DQd V3 in this task 
showed a similar profile. 
The first transient increase in the event-related responses follows the presentation of the 
sample gratings and cue at the beginning of each trial. The second transient response 
corresponds to the presentation of the test grating. The period in between corresponds to the 
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interval during which subjects had to remember the contrast of the grating to allow them to 
perform the task. We averaged the four time points in this time window (see Materials and 
Methods) and used these data as input for our classification analysis.  
To ensure that the pattern of results in the classification accuracies obtained did not depend 
critically on our choice of voxel number, we performed the following analysis. We randomly 
selected a range of 2-210 voxels (increments of 15) from the 210 candidate voxels in each V1, 
V2, and V3 and performed the classification analysis with this subset of features. We then 
repeated this analysis in 100 bootstrapped replications for each subject and plotted 
classification accuracy as a function of the number of voxels included. Figure 7.15 shows the 
mean (± 1 SEM) for data in V1 across 6 subjects, indicating that there are small differences in 
classification accuracy that depend on voxel number, but importantly the overall pattern of 
results remained. (The dashed line indicates the classification accuracy for n=180 voxels, the 
lowest common number of voxels available across ROIs and subjects, rounded down to a 
multiple of 10). Results in the working memory decoding are significant in 5 of 6 subjects as 
determined by a bootstrapping method. We include here the graphs in which we show the 
dependence of classification accuracy on the number of voxels included in the analysis 
(Figure 7.6). 
        
Figure 7.5 Relationship between classification accuracy and the number of voxels included in 
the MVPA analysis. The red line indicates the classification accuracy for n = 180 voxels, the 
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lowest common number of voxels available across ROIs and subjects rounded down to a 
multiple of 10. Shaded areas: standard error of the mean across 6 subjects.  
 
   
Figure 7.6: Dependence of classification accuracy on the number of voxels included in the 
MVPA analysis for individual subjects. These plots include data from subject 1 as well as 
SORWVIRUWKH³EHVW´DQG³ZRUVW´VXEMHFWVLQHDFKFDVH6KDGHGDUHDVVWDQGDUGGHYLDWLRQRIWKH
100 bootstrapped replications. 
 
 
Figure 7.7: Proportion correct classification (30% contrast versus 70% contrast) from delayed 
periods in the working memory task. Error bars, SEM across subjects. Asterisks demonstrate 
the ROIs that reach the classification accuracy above 50% chance level (p < 0.05, two-tailed t 
test). 
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Using multivariate classification on the 180 voxels, we could successfully categorize the 
remembered contrast trials with accuracies significantly above chance level (Figure 7.7). This 
result was consistent across data from early visual areas V1 and V2. Results for V3 showed a 
similar trend, but failed to reach significance.  
 
7.3.2 Analysis of correct / incorrect trials 
We also split the fMRI data according to behavioural performance on each trial and 
considered classification accuracies for correct and incorrect trials respectively. This analysis 
revealed that decoding remembered contrast levels from early visual cortex was significantly 
better when subjects had correctly remembered the stimuli (Figure 7.8, n=4 subjects, for 
which there was a sufficient number of incorrect trials to perform the analysis). This suggests 
WKDWWKHSDWWHUQRII05,UHVSRQVHVZDVPRUHFRQVLVWHQWDQGUHSURGXFLEOHDFURVVµFRUUHFW¶WULDOV
WKDQ µLQFRUUHFW¶ WULDOV LQGLFDWLQJ DQ LQFUHDVHG FRQVLVWHQF\ RI UHVSRQVH SDWWHUQV WKDW OHDGV WR
higher classification accuracies. The behavioural performance of our subjects in the working 
memory task for contrast indicated that the participants performed the task reliably. There was 
no significant difference in performance for maintaining in memory a pattern with contrast of 
30% and 70% (74.1% correct versus 73.8% correct; t(6) =0.471), implying that task difficulty 
was nearly matched across the two conditions. This may indicate that errors are more related 
to memory lapses or the inability to respond in time rather than difficulties with encoding the 
contrast level during the presentation of the sample pattern. 
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Figure 7.8: Predictions of remembered contrast levels using correct versus incorrect trials. 
Data were combined across (n = 4) subjects. Error bars, SEM across subjects. Colours, dark 
bars, using only correct trials; lighter bars, with only incorrect trials. Asterisks demonstrate 
the ROIs and conditions that reach the classification accuracy above 50% chance level (p < 
0.05, two-tailed t test). 
 
7.3.3 Generalization analysis 
To further examine the role of early visual areas in maintaining a working memory 
representation for contrast, we tried to predict the remembered contrast during the memory 
task (30% and 70% contrast) using the SVM classifier trained with the data collected during 
last chapter when stimulus contrast was viewed. If the response patterns of perceived stimuli 
could be generalized to those of remembered stimuli successfully, this would provide 
additional evidence to implicate the function of early visual cortex in short-term memory for 
contrast.  
To match the amount of data used in training and test of classification, the following 10-fold 
cross-validation procedure was used: 90% of data samples from perceiving experiment were 
used to train an SVM classifier, whose ability to classify was tested with 10% of data from 
contrast working memory experiment. Classification accuracies in this analysis were above 
chance for V1 and V2, with a similar trend for V3 (see Figure 7.9).  
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Figure 7.9: A. Generalization performance. Dark grey bars show performance when the 
classifier from experiment 1 (perceived contrast) was used to decode which contrast was 
remembered in experiment 2 (remembered contrast). Light grey bars show performance 
generalization by a classifier from experiment 2 (remembered contrast) to experiment 1 
(perceived contrast). Error bars, SEM across subjects. B. Generalization from perceived to 
remembered stimulus is most consistent when contrast for training and test data are matched 
(black bars). Error bars indicate SEM subjects. *p <0.05, two-tailed t test.  
 
In the converse analysis, training on memory trials and then testing on data from perceived 
stimuli - performance also exceeded chance level for V1. We also found that generalization 
from perceived to remembered stimuli was most consistent when the contrast for training and 
test data are matched (Figure 7.9B, black bars) and are reduced to chance for increasingly 
dissimilar training stimuli. These results provide compelling evidence that the patterns of 
response in early visual cortex associated with subjects performing the visual short-term 
memory task and perceiving stimuli are highly similar, although this does not imply a causal 
role of these responses in visual working memory.  
 
7.3.4 The spatial pattern of representation underlying contrast decoding 
To investigate the spatial pattern underlying the visual working memory of contrast, we 
conducted a corresponding analysis for data of the memory experiment. Similarly, V1 was 
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divided into two ROIs according to eccentricity. And another two ROIs corresponding to 
upper and lower visual fields served as control.  Our result shows that an eccentricity bias also 
drives the classification in the working memory experiment above chance-level performance 
(Figure 7.10 C). This suggests that inhomogeneity in the spatial pattern of visual cortex 




      
Figure 7.10 Spatial patterns of fMRI responses that drive classification. (A, B) Flat map of 
visual cortex from one subject showing definition of central/eccentric and lower/upper visual 
field ROIs for V1. White dashed lines, borders between V1 and V2v / V2d. C. Classification 
accuracies for decoding of remembered contrast. For multivariate classification, accuracies 
represent cross-validated values obtained with linear SVM, which are higher than the 
classification results using the mean time course across ROI. *p <0.05, two-tailed t test. 
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Figure 7.11: Robustness of spatial patterns that drive classification (controls). Upper panel: 
Flat map of visual cortex from one subject showing definition of 4 regions according to 
eccentricity (left) and 4 areas based on the angle visual field ROIs (right) for V1. Lower 
panel: Classification accuracies for the working memory trials obtained with fMRI response 
averaged in two (ROIs showed in Figure 7.10 A and B) or four (ROIs showed in upper panel) 
partitions of voxels split according to their eccentricity, visual field segment or by random 
sampling from all voxels in V1. Classification accuracies using either 4 or 2 supervoxels by 
eccentricity are consistently higher than those by visual field angle and random selection 
Symbols, mean across n=6 subjects. Error bars, ± 1 SEM. 
 
7.3.5 Multivariate classification of remembered orientation 
To control the slight difference in methods compared to Harrison & Tong (2009), we also 
used the fMRI decoding approach to determine whether activity in early visual areas might 
reflect which orientation was held in memory. Our study successfully reproduced the result 
IURP +DUULVRQ DQG 7RQJ¶V UHSRUW  WKDW RULHQWDWLRQ LQIRUPDWLRQ IURP FRUWLFDO DFWLYLW\
sample at 3 mm3 voxel resolution could predict the contents of working memory. The 
behavioural accuracy reaches 74%, which shows that the orientation information was 
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efficiently remembered. V1, V2 and V3 showed similar levels of orientation decoding 
performance with 180 voxels: Our classification shows significant performance (above 50% 
chance level) in all these areas (Average accuracystandard deviation across two sessions: V1, 
0.6465r0.0065; V2, 0.5061r0.1061; V3, 0.6063r0.0263), except one session in V2. Once 
again, our data suggests that early visual cortex is involved in the maintaining of orientation 
of gratings.  
 
7.4 Discussion 
Following the demonstrations reported by Kamitani and Tong (2005b), and Haynes and Rees 
(2005), a wealth of studies have confirmed that multivariate classification can be used to 
decode basic features of stimuli that participants were viewing or even to predict attended 
stimulus features, in particular the orientation of gratings (Kamitani & Tong, 2006; Mannion, 
et al., 2009; Sapountzis, et al., 2010; Swisher, et al., 2010). However, there is substantial 
debate concerning the source of the underlying signal that allows this decoding to be 
performed both for stimulus orientation in particular (Freeman et al., 2011) and other stimulus 
parameters in general (Kriegeskorte et al., 2009).  
To test whether MVPA could also be used to probe the mechanisms underlying working 
memory of stimulus contrast, we analyzed the fMRI responses obtained during a delay period 
in a visual working memory task. Given previous findings (Ester, Serences and Awh, 2009; 
Harrison and Tong, 2009) and our result from Experiment 2 in this chapter indicating that 
there is a significant working memory trace for specific orientations in early visual cortex, we 
wanted to investigate whether a similar result would hold for contrast.  
Crucially, we found that there is indeed information in the fMRI responses during working 
memory trials that could be used to decode whether a low contrast or high contrast visual 
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pattern was retained in memory1. Intriguingly, when we reduced the multivariate responses 
into those of two supvervoxels corresponding to a central and an eccentric portion of our 
stimuli, classification of remembered contrasts was still possible. This suggests that a large-
scale bias with eccentricity can drive classification for remembered contrast.  
Another interesting finding is that there was no significant difference in the mean level of 
response in early visual cortex when subjects had to remember a low contrast stimulus 
compared to a high contrast stimulus, suggesting that the overall response level across the 
population of neurons is not the representation used for remembering stimulus contrast. The 
pattern of fMRI responses in early visual cortex, however, contained sufficient information to 
allow decoding of trials into the two categories. This result is consistent with those of Offen et 
al., (2009), who pointed out a possible explanation for the absence of (mean) delay period 
activity in early visual areas during visual working memory tasks: there may be opposing 
excitatory and inhibitory responses coming from different sub-populations of neurons in these 
regions, which may have been offset against each other in the average BOLD signal. Any 
delay period activity in early visual cortex may therefore be obscured in individual voxels or 
the mean responses across regions of interest.  
To address the key issue of whether or not the pattern of fMRI responses obtained when 
subjects perceived a given stimulus contrast is similar to when they remembered it, we 
assessed the ability of our classifiers to generalize across the different tasks (Kamitani and 
Tong, 2005b, 2006; Dinstein et al., 2008; Kay et al., 2008; Brouwer and Heeger, 2009; 
+DUULVRQ DQG 7RQJ  ,Q +DUULVRQ DQG 7RQJ¶V  VWXG\ RQ ZRUNLQJ PHPRU\ IRU
orientation, they predicted which of two orientations were retained in memory with a 
classifier trained on data from visual activity patterns induced by unattended gratings. In the 
                                                 
1
 ,WVKRXOGEHQRWHGWKDWWKHH[SHULPHQWDOGHVLJQXVHGKHUHLQOLQHZLWK+DUULVRQDQG7RQJ¶VSDUDGLJP
is not ideally suited to estimate sustained delay period activity, as the delay duration is fixed (see 
Schluppeck et al., 2006 for discussion) and by necessity always directly follows a cue. Exact estimation 
of delay period activity in such a paradigm is therefore ill-posed. However, to the extent that sustained 
delay period activity can be estimated, there was variability across our four subjects in the amount of 
sustained response, which is in agreement with previous reports (Harrison & Tong, 2009). 
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present study, generalization was tested by comparing classification with perceived 
(Experiment 2 in last chapter) versus remembered stimulus contrasts (Experiment 1 in this 
chapter). In our analyses, we found that classification generalized both, from perceived to 
remembered and vice-versa, strongly suggesting that the representation of information in early 
visual cortex (specifically V1) is similar for both perceived and remembered contrast.  
Moreover, we observed a strong dependence of classification performance on the behavioural 
performance of our subjects in agreement with previous reports (Scolari and Serences, 2010; 
Williams et al., 2007). In one key analysis, we split trials according to correct and incorrect 
behavioural performance and found that classification accuracies for correct trials were 
significantly higher than for incorrect trials. This suggests that the pattern of responses in 
early visual cortex is more consistent and repeatable across correct trials than incorrect trials. 
This could be attributed to a number of factors: if the multivariate classification analysis relies 
on signals that are directly related to neural activity supporting working memory function, 
then this increased consistency in fMRI responses may correspond to decreased noise and a 
more reliable neural signal. Activity in early visual cortex during incorrect trials may also be 
less consistent, because there are several different reasons for making errors, hence causing 
more variability across those trials. Errors may be due to lapses or drifts in attention, short eye 
blinks and failure to encode or retain the matching stimulus and finger (response) errors.  
Some studies suggest that both task-relevant and task-irrelevant features may be encoded 
WRJHWKHU LQ96702¶&UDYHQHWDO:KHHOHUDQG7UHLVPDQZKLOHRWKHUVKDYH
argued for a task-selective activity pattern in primary visual cortex (Woodman and Vogel, 
2008; Serences et al., 2009). One previous fMRI experiment used color or orientation as 
selected features to evaluate prediction accuracy of MVPA in a working memory task 
(Serences et al., 2009). They found a signifiFDQW FKDQJH RI SHUIRUPDQFH ZKHQ VXEMHFWV¶
attention was switched between the alternate features in different runs. Here, we did not 
directly test whether the information of two orientations that were task-irrelevant were 
retained in memory (subjects only performed the task on the stimulus contrast), but like others 
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(eg Serences et al., 2009), we used two primary stimulus attributes (orientation and stimulus 
contrast), to reduce adaptation effects across trials.  
 
7.5 Conclusion 
Combined with the result from Chapter 6, our studies show that fMRI responses in early 
visual cortex could be used to decode stimulus contrast of a perceived stimulus and that 
responses in these areas also supported the classification of contrast when the stimulus only 
had to be remembered. Importantly, classifiers trained on data from each experiment 
generalized to the other: data from perceived experiment could be used to decode data from 
memory experiment and vice versa, suggesting that signals in early visual cortex contribute 
significantly to working memory for stimulus contrast on the timescale of seconds and that the 
same signals are present during perception and visual short term memory for this stimulus 
property. Importantly, we found that a large scale bias in the responses with eccentricity can 
drive classification for remembered as well as perceived stimuli, raising the possibility that a 
consistent attentional or feedback signal rather than activity related to working memory per se 
may underlie the significant (but modest) classification accuracies found in this and related 
studies. 
Finally, we found substantially improved pattern classification when we compared data from 
correct to incorrect trials. When we considered only data from correct trials for classification, 
DFFXUDFLHV DSSUR[LPDWHO\ PDWFKHG VXEMHFWV¶ EHKDYLRXUDO SHUIRUPDQFH RQ WKH WDVN 7KLV
highlights the fact that fMRI responses from incorrect trials add substantial noise to the 
contrast VSTM signals that are used in decoding, an important consideration for future 
studies. 
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Chapter 8: Spatial properties of working memory and attentional 
signals in visual cortex 
 
Abstract 
Functional MRI evidence has shown that attention can modulate the neuronal activity in 
human visual areas when subjects attend to one particular spatial location. However, it is not 
clear the effect of visual attention on primary visual area when subjects maintain visual 
information online at the same time. To disentangle the contributions of VSTM and visual 
attention, we added uncertainty of the spatial location of the second stimulus in a simple two 
spatial interval forced choice procedure of a delayed orientation discrimination task. 
However, it is not known whether the spatial uncertainty enhances the activity at each 
possible spatial locations or the modulational effect may be weakened as the attention is 
redistributed across these different places. Our result demonstrated that attention modulates 
the average activity of the primary visual cortex during the delay interval but not working 
memory. This may suggest that average fMRI response may not be sufficiently sensitive as an 
indicator of the undergoing process of VSTM. Moreover, the responses increase less at each 
possible location of the second stimulus during the task when spatial uncertainty is involved, 
compared to the condition when subjects knew precisely the stimulus location. This result 
supports our second presumption that when attention was allocated among all the possible 
regions in space, which lessened the effect of modulation. Finally, our data confirmed that 
attention modulation of cortical activity follows the retinotopic organization.  
 
8.1 Introduction 
As defined for the purposes of this thesis, visual working memory refers to the ability of 
maintaining and manipulating information online without the presence of a visual stimulus. 
Previous working memory (WM) studies using neuroimaging methods have mostly 
considered the involvement of given cortical areas in the process of WM by examining if they 
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display sustained delay period activity. Based on this criterion, several previous studies found 
that the early visual cortex is also involved in WM. However, a recent study showed that the 
BOLD response increased as perceptual demands of a memory probe increased, suggesting 
that the overall activity changes in these areas could be attributed to the spatial attention at  
preparatory state rather than WM (Offen, Schluppeck and Heeger, 2009).  
It is well known that spatial attention modulates the sensitivity to stimuli at specific spatial 
locations (Posner & Petersen, 1990; Colby, 1999; Posner & Dehaene, 1994; Maunsell, 1995; 
Mangun, 1995), which is different from feature or object-based attention. Improved sensitivity 
with spatial attention can be generated by a cue without moving the eyes (covert attention) if a 
VXEMHFW¶V DWWHQWLRQ LV GLUHFWHG DQG PDLQWDLQHGSULRU WR WKHSUHVHQWDWLRQRI D WDUJHW DW certain 
locations in the visual field (LaBerge, 1995). Using this typical paradigm of directing 
attention, a considerable number of studies have revealed characteristics about spatial 
attention in experiments using both psychophysical and neuroimaging methods. It has been 
found that the fMRI response increases at the representations of the attended target during the 
delay period. This parallels similar changes during WM tasks in visual areas (Serences & 
Awh, 2009), making it difficult to untangle the cause for the amplified response in those 
regions when a cognitive task requires both working memory and spatial attention. 
Furthermore, behaviourally it was found that working memory is highly dependent on 
attention. Given this distributed anatomical network and overlapped functional consequences, 
it is crucially important to clarify the role of attention. This thesis has described one pilot 
experiment on distinguishing attention and working memory in early visual cortex using a 
motion coherence stimulus. Here we take advantage of different task structures to keep the 
demand of working memory constant in order to measure the intensity of attentional 
modulation on cortical activity using BOLD fMRI and ± in the first instance ± univariate 
analysis.  
The present study consisted of three experiments and used the orientation of sinusoidal 
gratings as the visual feature. Three delay intervals were used in the first and the second 
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experiments (see table 8.1 for the experimental structure). In these two tasks, we modulated 
spatial certainty but attempted to keep temporal certainty constant. Subjects were cued in both 
experiments 0.5s before the onset of delay intervals. In the first experiment, attention was 
actively directed by a symbolic cue to one spatial location; whereas in Experiment 2 four 
possible target locations were cued and spatial uncertainty was therefore introduced. The 
spatial uncertainty could bring two consequences. Subjects may direct more spatial attention 
at preparatory state to the four cued locations to offset the spatial uncertainty. If this were the 
case, the activity during the delay interval at the target location should be higher than the one 
evoked in Experiment 1. Alternatively, if the spatial attention is disturbed among the potential 
target locations (Experiment 2), then the intensity should be weaker during the delay period 
compared to the first experiment. In addition, the responses of target and non-target locations 
should be similar because all were attended. In Eexperiment 3, two stimuli were 
simultaneously presented to the subjects at two cued locations in the two visual fields. 
Therefore, no working memory and spatial uncertainty is involved. However, since the stimuli 
were displayed at the same time at two hemifields, it is possible that the visual attention is 
engaged, which can be demonstrated by the behaviroal change and/or activity amplitude at 
both target locations.  
In the present chapter, the first experiment also addressed the question of whether the BOLD 
response in early visual areas could reflect task difficulty of working memory (see the fourth 
column in Table 8.1). A few fMRI studies have asked this question but mainly focus on the 
higher cortical regions. Duncan and Owen (2000) reviewed the cortical locations involved in a 
variety of tasks with different cognitive demands such as task novelty, WM loads, response 
conflict and so on. Regardless of the task and stimulus types, a common network of regions 
has been identified, including frontoparietal regions, prefrontal cortex and subregions in 
cingulate cortices. It has been pointed out that the enhanced activations in these cortical areas 
are correlated with increased levels of task difficulty. We increased the WM demand by 
manipulating the perceptual difference between first and second stimuli in Experiment 1. 
Spatial properties of WM & attentional signals in V1                                Chapter 8  
 251 
Since the attentional modulation by the spatial cueing was maintained at the same level within 
this experiment, we were able to investigate the effect of WM task difficulty on the change of 
fMRI response in human primary visual cortex.  
 









Another currently open debate in the field of WM is how visual information is actually stored 
LQ WKH EUDLQ :KLOH VRPH UHFHQW UHSRUWV SURSRVHG WKH ³VHQVRU\ UHFUXLWPHQW WKHRU\´ RWKHU
evidence suggested that information is not only modulated by top-down activation from 
higher visual regions but also represented in these regions, including intraparietal sulcus (IPS) 
(Sereno et al., 2001; Bisley & Goldberg, 2003; Silver et al., 2005; Serences & Yantis, 2007; 
Saygin & Sereno, 2008) and prefrontal cortex (PFC) (Sereno et al, 2001; Serences & Yantis, 
2007; Saygin & Sereno, 2008). To investigate how different cortical areas perform and 
cooperate during WM and their relation to attention, we also looked at the fMRI acitivity at 
higher regions beyond the visual system.   
 
Domain Temporal (WM) 
Spatial 
uncertainty Task difficulty 
Task 
 (Experiment #) 
2IFC Orientation discrimination (which grating is 
more clockwised?)                   
1 Y N Easy/Hard 
2 Y Y Hard 
3 N N (but may require 
spatial attention) Hard 
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8.2 Materials and methods 
8.2.1 Subjects 
Three experienced subjects with normal or corrected-to-normal vision took part in this study 
with written consent. The procedures were approved by the Medical School Research Ethics 
Committee at the University of Nottingham. Each subject participated in two scanning 
sessions, including one session for retinotopic mapping and one session for the functional 
scans for the main experiment.  
8.2.3 Visual stimuli 
In all experiments, the stimuli were generated on an Apple MacBook Pro running Matlab and 
the MGL toolbox (http://justingardner.net/doku.php/mgl). In the fMRI experiments stimuli 
(on a median grey background) were projected from a LCD projector onto a display screen at 
the feet of our subjects. The display resolution was 1024×768 pixels, covering 20.4º (width) × 
15.4º (height) of visual angle.  Subjects were in the supine position in the scanner bore and 
viewed the display through an angled mirror. A white cross was presented and remained on 
the centre of the display throughout each run. Subjects were asked to maintain fixation at this 
location to stabilize eye position in all scans for collecting response within precisely defined 
visual field locations (see below). All the stimuli in the main experiments were sinusoidal 
gratings (radius, 4°; spatial frequency, 0.75 cycles/°; contrast, 40%) presented within six 
identical circular apertures at six different peripheral locations, which were centered at the 
same eccentricity (5° of visual angle) around the fixation. The right visual field and left visual 
field each contained three locations. In detail, two locations were set on the right and left side 
of the fixation cross, respectively, along the horizontal meridian of the display. Others were 
distributed in the four quadrants, 54° diagonal from the central fixation. The shortest distance 
from the edge of apertures to the vertical meridian of the screen was 1° of visual angle. Figure 
8.1 illustrates the stimulus locations as described. This setup of visual stimulus locations was 
used in order to confine ROIs within one hemisphere. Meanwhile, in order to prevent overlap 
of stimuli, the angle between the tangents of any adjacent apertures within each hemi-field 
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was 10.4°. Subjects conducted three different tasks ³([SHULPHQWV   DQG ´ ZLWK WKLV
scheme of stimulus independently according to the following procedures. 
 
     
Figure 8.1. Stimulus spatial locations in the localizer scan and main experiments. For the sake 
of clarification, the six locations of possible stimuli were numbered as on a clock-face. The 
numbering of stimulus location was in a clock-wise sequence by starting from up-right 
quadrant. In the actual experiments, there was no number displayed on the screen. White 
dashed circles, possible locations for sample stimulus; Black dashed circles, possible locations 
for target stimulus. 
 
8.2.4 Experimental procedures 
All experiments utilized an event-related design procedure. Experiment 1 and 2 applied the 
delayed sample-target paradigm  typically used in working memory studies. At the onset of a 
trial, a white dashed circle indicated the location of the sample stimulus randomly chosen 
between the two horizontal locations. Then, a grating (contrast, 70%; spatial frequency, 0.75 
cycles/deg; phases (0 and 180); orientation, 45° or 135°) was displayed at the cued position 
for 500 ms. Subjects were then cued by a second brief spatial cue (a black circle presented for 
300 ms) to the (possible) location(s) of the target stimulus. Following a variety of delays (3 s, 
5 s, or 7 s), the target stimulus was displayed at a target location randomly selected from the 
four locations in quadrants. The position of the target was varied from trial to trial. The 
GXUDWLRQRIWKHGHOD\SHULRGZDVDOVRUDQGRPL]HGWRGLVFRXUDJHVXEMHFWV¶DQWLFLSDWLRQRI the 
impending stimulus. Subjects were asked to maintain the orientation of this sample stimulus 
in memory and to compare it with the orientation of the target stimulus presented at the end of 
the trial. When the colour of the fixation changed into yellow, they reported a judgement of 
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which stimulus was more clockwise-oriented. Finally, feedback was given to indicate whether 
subjects answered correctly (fixation cross turned green) or not (red). Inter-trial intervals were 
chosen randomly from three values (1  s,  2 s, and 4 s). Though different stimulus locations 
were involved in this study, subjects were instructed to remember the orientation of the 
sample stimulus not the spatial location. Therefore, no spatial working memory was required. 
The following sections describe the characteristics of task structures in Experiment 1, 2 and 3. 
The paradigm of each experiment, including timing and spatial locations of the stimuli, is 




Figure 8.2. Stimulus and behavioral tasks from the three main experiments. A, task scheme of 
Experiment 1: Subjects were instructed to fixate centrally throughout each of the scans. A 
dotted white circle was displayed at the exact location of the sample stimulus location. A 
peripheral grating with an orientation was to be remembered for a variable delay interval (3s, 
5s and 7s). Then a dotted black circle cued the target stimulus of a grating with a different 
orientation. A colour change of fixation signaled the subjects to make a decision of which 
orientation was more clock-wised. The next trial began after a variable intertribal interval 
(ITI) (1 s, 2 s or 4 s).  
 
8.2.4.1 Experiment 1: Delayed orientation comparison task 
After the sample stimulus and just before the onset of the delay period, a black dashed circle 
briefly marked the exact location of the target stimulus. Therefore, no spatial uncertainty is 
involved in Experiment 1. Even though the delay duration was jittered among three different 
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delay intervals, the temporal structure of this task did not require intensive attention to detect 
the onset of the target stimulus because it was a salient supra-threshold stimulus (50% 
contrast). To manipulate the working memory difficulty, two levels of orientation differences 
were used. Subjects were instructed to discriminate two stimulus orientations with either one 
JND (Difficult) or three JND (Easy) in the scanner. The just noticeable difference (JND) is the 
baseline orientation discrimination threshold for each particular subject. It was acquired in a 




Figure 8.2 B, task scheme of Experiment 2: Similar to the delayed discrimination task in 
Experiment 1, Experiment 2 cued all possible positions in quadrants (four black dashed 
circles), signaling that the target stimulus could be presented in any of the four locations.  
 
8.2.4.2 Experiment 2: Delayed orientation comparison task with spatial uncertainty  
Similar to Experiment 1, this task also requires the memory of the initial stimulus and 
participants did not have to be attentive in the temporal domain. However, the location of the 
impending target stimulus was not certain. Before the delay period, four dashed circles were 
displayed as cues to indicate the possible locations of the target stimulus. To allow 
independent measurements in the ROIs for sample and target processing, we specifically 
separated the location of the four possible targets and two patches for the sample stimulus 
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along the horizontal meridian of the screen. By cueing all possible target locations, we 
incorporated spatial uncertainty to this experiment while keeping the WM demands the same 
DV([SHULPHQW2QO\RQH-1'GLIIHUHQFHRIRULHQWDWLRQZDVXVHGIRUPDLQWDLQLQJVXEMHFWV¶
performance at 70% correct in the scanner.  
8.2.4.3 Experiment 3: Concurrent orientation comparison task 
In contrast to the first two experiments that involved retaining orientation information online 
to compare with the upcoming stimulus, Experiment 3 was a spatial 2AFC orienation 
discrimination task. Two gratings at same contrast with orientations differing by one JND 
were presented to subjects simultaneously for 500 ms. One of the stimuli was presented in one 
of the horizontal locations and the other was always displayed within one of the two 
remaining quadrants in the opposite visual field. No spatial uncertainty was involved since 
these two locations were cued precisely before the presence of stimuli. JNDs for each subject 
was measured for this task prior to scanning. Subjects were asked to press a one of two 
buttons to indicate on which visual field (left or right) the grating appeared more clockwise.  
 
  
Figure 8.2 C: task scheme of Experiment 3: Subjects fixed at the central cross while two 
contralateral targets were briefly and simultaneously (~500 ms) presented at two locations, 
including one of the sample locations (# 2 or # 5 in Figure 8.1) and one of the four target 
locations (# 1 / 3 / 4 / 6). Subjects gave a response at the end of each trial which orientation 
was more clock-wise oriented (left or right), followed by a feedback.  
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8.2.5 Threshold estimation 
Subjects performed a similar orientation discrimination task before they were scanned. 
Individual performance was estimated for each of the three tasks using a modified 1-up-3-
down staircase adaptive procedure. The orientation difference was varied from trial to trial to 
allow a convergence at 70% correct (Levitt, 1971). The mean of the last six reversals in each 
staircase was used to estimate threshold. For the delayed discrimination tasks (Experiment 1 
and 2), the delay interval was kept constant at 5 seconds during this session outside the 
scanner. Each subject performed 2 runs of staircase for each experiment.  
8.2.6 Functional MRI acquisition 
MR imaging was performed at 3 T (Philips Achieva, Philips Healthcare, Best, the 
Netherlands) using a 32-channel Philips SENSE head coil. Foam padding was used to 
minimize head movements. In session one we obtained a set of 10-12 functional scans to 
measure the retinotopic organisation in the early visual cortex allowing us to functionally 
define V1, V2 and V3 with standard methods. For subjects who had no previous anatomical 
scans, we also acquired high-resolution anatomical T1-weighted MPRAGE images of the 
whole brain for segmentation and cortical flattening in the same session. In the second 
session, we obtained fMRI data while subjects were performing tasks which manipulated the 
requirements of working memory and attention. During each session, we acquired several 
functional scans, including a scan for localizing the regions in early visual cortex representing 
the stimulus and six to eight scans for the three main experiments according to the pre-defined 
order. Two participants had three scans for the first two experiments, and two scans for 
Experiment 3 in order to collect similar number of trials for each type of task. All the 
functional imaging was performed with same scanning parameters: 33/32 oriented slices were 
acquired using a blood-oxgenation level dependent (BOLD) T2*-weighted (gradient-echo) 
with echo-planar imaging sequence (repetition time (TR): 2000 ms; echo time (TE), 35 ms; 
flip angle (FA), 78°; voxel size, 3×3×3 mm3; field of view (FOV), 192×192 mm2; interleaved 
acquisition). We used parallel imaging (acceleration SENSE factor 2). The slices covered the 
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whole brain volume. At the beginning of each fMRI scan, 4 dummy volumes were acquired to 
avoid T1-saturation effects. Structural T1-weighted images with the same scanning 
orientation and coverage were collected as well. These anatomical images were used to co-
register the high-resolution 2D-MRAGE images and functional images for each individual.  
8.2.7 Retinotopic mapping  
For each participarnt, we used a combination of tools (FreeSurfer, MGH, Harvard; FSL 
distribution, FMRIB Software Library (Smith et al., 2004) for segmentation and cortial 
flattening of the retinotopic mapping session (Schluppeck et al., 2006; Sanchez-Panchuelo et 
al., 2010). Early visual areas (V1, V2 and V3) for each subject were then identified based on 
the standard travelling-wave method using rotating wedges and expanding rings (Engel, et al., 
1997; DeYoe, et al., 1996; for a review see Wandell et al, 2007). The responses to the rings 
and wedges are used to estimate the eccentricity and polar angle of the visual field 
representation, respectively. Following standard methods we defined areas V1, V2, and V3 in 
our subjects after locating the upper, lower and horizontal meridian representations using the 
phase reversals in the polar angle maps (see more details in Chapter 2).  
8.2.8 Localizer scans 
To identify the corresponding visual regions of each stimulus location, we used a phased-
locked localizer to measure the response from the stimulated areas at the beginning and the 
end of each scan session. During the scans, subjects viewed 4-Hz flickering gratings presented 
at each of the stimulus locations in a clockwise sequence starting from the top right quadrant 
to the top left quadrant with a period of 24s and a 50% duty cycle. The orientation of the 
grating was randomly assigned to be either 45q or 135q. Other parameters for generating the 
stimuli were identical to those used in the main experiments. In order to keep their gaze 
maintained on the central fixation marker, they were asked to perform a contrast 
discrimination task at fixation with a staircase procedure (as same as the one used in 
retinotopic mapping session).  
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8.2.9 fMRI Data Analysis 
8.2.9.1 Pre-processing and motion correction 
fMRI data anlysis was performed in MATLAB using the software package mrTools and 
additional custom-built functions. The preprocessing of the BOLD signal included the 
following steps: First, linear trend in the time series was removed, and a high-pass filter was 
applied to compensate for the low-frequency drifts at each voxel with a cutoff frequency at 
0.01 Hz (Biswal, et al., 1997; Offen, Schluppeck & Heeger, 2009). Next, the time series of 
each voxel was normalised with its mean intensity to convert the data to percent signal 
change.  
8.2.9.2 Localizer in early visual areas 
Data from the localizer scans for each subject were analyzed using a standard correlation 
analysis between the signal in each voxel and a sinusoid of 4s period. Given the previously 
described (and well known) topography in early visual areas, the localizer time series reflects 
the locations of six stimuli displayed in clockwise direction (from the right-up quadrants to 
the left-up quadrants) as time progresses. The correlation between the time series and the 
sinusoid was calculated and a coherence value was assigned to each voxel in the defined V1, 
V2 and V3. Then we selected the voxels with coherence exceeding the threshold criterion 
(coherence > 0.5). Boundaries of the six regions of interstest (ROIs) ± three in each 
hemipshere V1 ± were delineated on the flattened cortical map. These ROIs from the localizer 
scan are thus completely indepdent of the result from main experiments.  
8.2.9.3 Voxel selection 
Instead of arbitrarily choosing a r2 threshold for data analyzed in the framework of the GLM, 
we adopted a permutation procedure to perform voxel selection (Gardner et al., 2005; Costagli 
et al., 2012). The r2 values were re-calculated for all voxels in the ROIs within V1 for 10 
randomizations of the stimulus onset times. Then we combined all the r2  values from this 
randomization procedure into a single (null) distribution to compare with the real r2 
distribution. By taking the right-tailed 5% r2 values of the randomization-derived distribution, 
we could assign a cutoff value to select voxels with P<0.05 (Figure 8.3). The following fMRI 
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data analyses for different experimental manipulations were all based on this voxel selection 
procedure.  
 
      
        
      
       
Figure 8.3: Examples of distribution of r2 values obtained for the real data (red) and when the 
stimulus times were randomly shuffled (blue) at different target locations. Dashed vertical line 
marks the r2 cutoff value chosen on the basis of the randomized distribution for Experiment 1. 
 
8.2.9.4 fMRI responses  
We used the typical univariate analysis to investigate the activity for each ROI (Curtis & 
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D'Esposito, 2003). A standard event-related method with a set of deconvolution models was 
applied to estimate the actual hemodynaic responses for different experimental conditions 
(Glover, 1999; also see more details in section of GLM analysis, Chapter 2). With this 
computed fMRI response of all types of trials for each voxel, we then calculated the ROI 
activity by averaging the time series across the set of voxels that represent the stimulus 
delivered in the main experiments. For the purposes of measurement power and visualisation, 
the time courses displayed in most of the following analysis are combined across all the target 
locations or sample locations for different delay intervals. We also computed the proportion of 
variance accounted for in the measured fMRI responses (r2) to quantify the model fitting.  
 
8.2.9.5 fMRI response amplitudes 
To quantify the BOLD activity for experimental conditions, we also estimated the response 
amplitude in ROIs. As illustrated in the section on the hemodynamic response function and 
linear systems (Chapter 2), the amplitudes of fMRI responses to each of the three events 
(sample, delay and target intervals) can be estimated by multiple linear regression. Each trial 
was modelled with three components as follows: (1) a transient at the start of each trial, which 
represented sample visual stimulus at the sample location (marked as S), (2) a component that 
lasted throughout different delay periods (delay duration, marked as d), and (3) another 
transient component at the end of each trial that reflected the target stimulus at the test 
locations (marked as T). Each of the components (S, d, and T) in the neuronal response model 
was then convolved with a two-gamma canonical model of the hemodynamic response 
function (Jezzard, Matthews, & Smith, 2003; Friston et al., 1995) to yield three regressors of 
the fMRI measurements. This model is demonstrated in Figure 8.4. Linear regression was 
used to estimate the three responses amplitudes (which scale the three regressors) separately 
for each scan over time. However, because the sample and target locations were separated 
spatially, we grouped the three events according to the stimulus locations in the following 
way: (1) the sample, delay and test activities at the sample location and (2) the delay and test 
activities at the target locations.  
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Figure 8.4: Model simulation. Data were modeled with three components: a transient for the 
sample (S), a constant for the duration of the delay (d), and target visual stimulus (T). Their 
response amplitudes were represented in green, red and black, respectively. The predicted 
fMRI responses were calculated by convolving the neuronal response model with a canonical 
hemodynamic response function (HRF) (See Material and Methods). Green, red and black 
curves show the predicted fMRI response time courses contributed from each component (S, 
d, and T), respectively. Summation of these curves achieves the total predicted fMRI 
response. A, possible fMRI responses at the sample location. B, possible fMRI responses at 
the target location.  
 
8.3 Results 
8.3.1 Behavioural data 
The discrimination thresholds (meanrstd) of the main experiments outside the scanner were 
summarized in Table 8.1. We only used the mean value in the actual experiments.  
Table 8.1: The Just Noticeable Difference of experiments for the three subjects 
 Experiment 1 (q) Experiment 2 (q) Experiment 3 (q) 
Subject 1 (A.B.) 6.3 r 0.45 5 .2r 0.53 7 .4r 0.52 
Subject 2 (M.S.) 5 .2r 0.53 5 .3r 0.32 10.5 r 1.1 
Subject 3 (D.H.) 5 .1r 0.56 5 .5r 0.26 7 .3r 0.63 
 
(i) The behavioral performance for two difficulty levels in Experiment 1 
The average behavorial accuracies (percent correct) on delayed orientation discrimination task 
in Experiment 1 (3JND difference: 62.5%; 1JND difference: 52.8%). As expected, trials with 
3JND difference were higher than 1JND trials. This measurement confirms that our threshold 
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manipulation successfully increased task difficulty for WM.  
(ii) Behavioral performance of main experiments 
The average behavorial accuracy of experiment 1 (without certainty) was equivalent to the 
performance of task 2 (with uncertainty). No performance difference on the discrimination 
tasks was observed for the two possible sample locations (stimulus was present left or right 
hemifield) nor for the two orientations (~45° or ~135°). In addtion, the results of statistical 
analysis showed that behavioral performance was independent of delay duration for all set of 
delays. The average accuracy of experiment 3 was around 70% across three subjects.  
8.3.2 Localizing the stimulus representation in V1 
To better visualize V1, we unfolded the grey matter and flattened the visual cortex into a map 
for each participant. V1 was further limited to the representation of sub-regions according to 
the localizing stimuli. For these experiments, it is crucially important to separate the regions 
corresponding to sample and target stimuli. Besides the relatively large area of V1 compared 
to V2 and V3, we found the boundaries of subregions in V2 and V3 began to overlap as the 
size of receptive fields (RF) increases when moving along the visual pathway. In addition, for 
two simultaneous stimuli in visual areas with larger RF, neurons may mutually inhibit each 
other in V2 and V3 (Bles et al., 2006). To avoid this confouding factor for Experiment 3 and 
also for other listed reasons, here we only focus on the representation of stimuli within V1, 
colour coded in RGB in Figure 8.5. 
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Figure 8.5: Representation of localizing stimuli in primary visual cortex, visualized on a 
flattened patch of the left and right occipital cortex. Activation evoked by the stimuli used in 
the localizer scan is marked in V1 for different subregions in each hemisphere. A, B, and C 
show the spatial location of ROIs in each of the subjects, respectively. Meridians are marked 
in yellow lines. The inset indicates each location on an imagery clock-face with different 
colours.  
 
8.3.3 Activity at sample location in Experiment 1 & 2 
The fMRI responses at sample locations were similar for the first experiment (Figure 8.6). A 
clear, transient response to the first presentation (of the sample stimulus) was found at the 
sample locations. The amplitude of the sample period activity that best fit the measured time 
courses were computed individually for experiment 1 and 2 (Figure 8.7), and they did not 
show significant difference when tested with two-tailed t-test (p < 0.1) (t = 0.1547, p = 
0.8913). In addition, no significant activity (vesus zero baseline) in the sample locations was 
observed during the delay and test periods. In contrast to the increase in activity in the 
attended sample location in all subjects, the unattended sample locations showed either small 
negative responses or no difference compared to baseline activity.  
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Figure 8.6: The hemodynamic response evoked by the sample stimulus (# 2 and  #5 in Figure 
8.1) in Experiment 1 (A) and Experiment 2 (B). The fMRI responses at the sample locations 
are similar in both experiments and theses transcient responses correspond to stimulus 
presented during the stimulus intervals. No response is shown when stimulus was presented 




Figure 8.7: Amplitude of the sample period activity that best fits the measured time courses in 
experiment 1 (Red bar) and 2 (Blue bar) at the sample locations (# 2 and  #5 in Figure 8.1). A-
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C, Sample activity for the three participants. D, The average amplitude of sample activity 
across subjects plotted and noted as in A-C. Error bars denote SEM.  
 
8.3.4 Sustained activity of attentional modulation 
There were three delay periods between the attentional cue and target stimulus. Figure 8.8A 
and Figure 8.8B show time courses split according to the three different delays for 
Experiment 1 and 2, respectively. To summarize data, the responses were collapsed across the 
four possible cued target locations. Then we averaged the response across subjects. It appears 
that the responses measured at the target locations show a combination of transient responses 
(due to the target stimulus) and sustained activity (during the delay duration), suggesting that 




Figure 8.8: A, Average response time course at the cued target locations for different delay 
durations across three subjects in Experiment 1. B, Average response time course at the cued 
target locations for different delay durations across three subjects in Experiment 2. Error bars 
denote SEM across subjects. Thin blue, green, and red horizontal lines illustrate the delay 
durations of 3s, 5s and 7s, respectively. Blue, green, and red vertical bars mark the onset of 
the second stimulus at the target location. The transcient rises of the fMRI response after the 
vertical bars are evoked by the presence of second stimulus at the target locations. Compared 
to the delay activity shown in the Experiment 2, the responses during the delay intervals 
(indicated by the horizontal lines) in Experiment 1 are stronger.  
 
If it was not the case, the amplitude during the delay interval should drop immediately after 
the attentional cue, and this should be especially visible for the longer delays. However, our 
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result from Experiment 1 (Figure 8.8A) demonstrated a sustained delay activity throughout 
the entire delay interval and the duration of the sustained fMRI response was positively 
correlated with the delay durations. This maintained activity was not caused by the visual 
stimuli and it is time-locked (taking into account the sluggishness of the hemodynamic 
response, ~4s) to the duration when participants were attentive to the target location.  
The observed responses are unlikely to be the sensory consequence of the presentation of the 
cue. First, one or four dashed circles was/were presented briefly (300ms) to cue the possible 
target location(s) in the first two experiments. If the cue evoked a transient activity, it should 
diminish after a fixed hemodynamic delay. Instead, the delay activity was still reliably present 
even in the longer delay conditions (i.e. 5s and 7s). Moreover, the cue-evoked amplitude 
should appear during the delay duration in Experiment 2 as well because identical cues were 
presented at all the possible targets, but we did not observe a transient or similar amplitude of 
sustained response in that experiment (see Figure 8.8B). In the light of this, we can exclude 
the possibility that delay-activation was induced by a cue signal.  
However, one may argue that the sustained response could have been induced by WM load, 
because participants were asked to remember the orientation of the sample stimulus. 
Experiment 2 was designed to have different demands on attention while maintaining a fixed 
WM load (similar to Experiment 1). Therefore, the intensity of WM should have been the 
same across the two experiments. However, the result of Experiment 2 was different from 
Experiment 1, showing even smaller maintained activity when all four possible target 
locations were cued. Figure 8.8B shows the averaged timeseries for the three delays across 
subjects in this experiment.  
  
 




Figure 8.9: The individual best fitting of measured fMRI response for delay and target periods 
in Experiment 1. Data were modeled with two components (see Methods section): d, 
sustained delay period activity; T, transient response to the target stimulus interval. Rows, 
data from three different subjects. Columns, data from three different dleay periods (3, 5, 7s). 
Goodness of fit comparing the measured average fMRI response collapsed across all the 
target location (black curves) and the model (red curves) was quantified by computing the r2 at 
the left corner of each row. 
 
Figure 8.9 and Figure 8.10 illustrate the individual best fit of measured fMRI response for 
both experiments. The amplitude activity during the delay and test periods were computed as 
well (Figure 8.11). The result of one-tailed t-test (H0: mean = 0) at p<0.1 illustrated that the 
though the amplitudes of sustained activity during the delay interval in Experiment 1 is small, 
they are significantly higher than the zero baseline (t-statistic = 2.4461, p=0.0671), whereas 
the beta weights measured from Experiment 2 were not significantly different from baseline (t 
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= 1.1833, p = 0.1791). By incorporating spatial uncertainty, we investigated whether the 
response during the delay would be different between these two experiments because any 
response difference during this interval should be attributed to attentional modulation rather 
than WM. As can be seen in Figure 8.11, the sustained activation in Experiment 2 is lower 
than those in Experiment 1, while the stimulus-evoked activities at the target locations did not 
show a statistical difference with two-tailed t-test at p < 0.1 (t-statistic = -0.6669, p =0.5735).  
 
 
Figure 8.10: The individual best fitting of measured fMRI response for delay and target 
periods in Experiment 2. Data were modeled with two components (see Methods section): d, 
sustained delay period activity; T, transient response to the target stimulus interval. Rows, 
data from three different subjects. Columns, data from three different dleay periods (3, 5, 7s). 
Goodness of fit comparing the measured average fMRI response collapsed across all the 
target location and the model was quantified by computing the r2 at the left corner of each row. 
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Figure 8.11: The average amplitude of activity during the delay and target periods across 
subjects. Left panel: the average amplitude of delay period in Experiment 1 (darker bar) is 
higher than that in Experiment 2 (lighter bar). Right panel: the average amplitude of target 
period in Experiment 1 (darker bar) is similar to that of the Experiment 2 (lighter bar). Error 
bars: SEM across subjects. 
 
 
Though there is sustained activity during the delay period, the amplitude of the response was 
small. It could be caused by the small baseline activity. Therefore, we computed an attentional 
modulation index for each target subregion by comparing the baseline when the location was 
not cued in Experiment 1 (cued - uncued)/ (cued + uncued). Figure 8.12 shows that attention 
indeed affects the activity markedly. Taking all the evidence together, we claim that the 
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Figure 8.12: Attention modulation index for each subject is calculated by using the trials when 
the stimulus appears at the cued location compared to the response obtained with trials when 
location is not cued: (cued - uncued)/ (cued + uncued). Top graph indicates the indices of 
target locations that were measured for attention modualation index. Most of the modulation 
index is above the zero baseline, suggesting that the activities at the target locations are 
affected by the attention rather than the fluctuation of baseline activity. Each column 
corresponds to one subject and each row corresponds to one delay condition in Experiment 1.  
 
8.3.5 The retionotopy of visual spatial attention 
A considerable number of reports have shown that attention modulation is consistent with 
retinal location in extrastriate visual areas (Jeffreys & Axfor, 1972; Butler et al, 1987). The 
result of comparison between Experiment 1 and 2 in our present study confirmed this 
retinotopic characteristic of attention. During the first sample interval in both experiments, the 
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unattended (and unstimulated) parts of the visual field did not show any siginificant activity. 
And the sample location did not respond to the stimulus show at the four possible target 
locations during the delay and test durations. In addition, we found decreased levels of fMRI 
response in the same target locations when attention was directed at retinotopically different 
locations. This result also supports the previous findings that subjects were depending on the 
cue to perform the task for orientation discrimination (Figure 8.13). Moreover, Figure 8.14 
shows the average fMRI response for one cued location is much stronger than three uncued 
locations in the same trial in Experiment 1. 
 
 
Figure 8.13: The attention modulation index in cued or un-cued trials across subjects for three 
delay conditions in each target location (Experiment 1). The data is the averaged result from 
Figure 8.12. The horizontal line indicates the baseline for visualization purposes. Error bars: 
SEM across subjects. 
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Figure 8.14: Time courses for the cued (white solid circles) and the collapsed non-cued 
locations (white dashed circles) in Experiment 1 averaged across the three subjects for three 
delays. The average fMRI response for one cued location is much stronger than three uncued 
locations in the same trial in Experiment 1, indicating that the modulating effect of attention 
follows the retinitopic manner. Error bars: SEM across subjects. 
 
8.3.6 Effect of spatial uncertainty on attention 
We found evidence of sustained activity during the delay period in the target locations when 
its position was signalled in advance (Experiment 1). However, the delay period activity was 
reduced when participants were uncertain about the stimulus location of the target 
(Experiment 2). This difference in the sustained delay response in Experiment 1 and 2 
indicates the role of attention when spatial uncertainty was involved. As we proposed, if the 
attention was allocated among all the possible target locations in the second experiment, one 
would expect sustained activity in Experiment 2 that is significantly lower than Experiment 1. 
On the other hand, if the brain assembles more neuronal activations to resolve spatial 
uncertainty, the fMRI response should be higher in the four possible locations than the cued 
one in the first experiment. We therefore examined the activities at the target and non-target 
locations during the delay interval individually. The reponses at the target location in 
Experiment 1 are higher while the responses at the nontarget locations fall below baseline 
(Figure 8.15 Left panel), indicating spatial attention enhanced the neuronal response while 
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possibly suppressing the other un-cued locations. We used two-tailed t-test at p < 0.1 and 
found a significant difference of the response amplitudes (beta weights) between the cued 
location and other three un-cued locations during the delay interval (t-statistic = -6.0251, p = 
0.0265). In contrast, in Experiment 2, we found that the positive responses between the target 
and nontargets show no significant difference when all the possible test locations were cued 
(attended) (Figure 8.15 Right panel), suggesting that the spatial uncertainty caused attention to 
be redistributed (t-statistic = -2.0435, p = 0.1777). But alternatively, higher amplitude 
responses might also be present as a result of a stronger prepartory attention at the single 
(exactly) cued target location in Experiment 1, leading to the disparity between those two 
experiments (more details will be explored in the Discussion).  
 
              
           Experiment 1        Experiment 2 
Figure 8.15: Estimated amplitude for the cued and the collapsed non-cued locations in 
Experiment 1 & 2 averaged across the three subjects and three delays. The amplitude is 
estimated from the model of fMRI response during the delay intervals showed in Figure 8.14, 
again demonstrating that the attention increased the activity at the cued (target) location 
during the delay interval in Experiment 1 compared to other non-cued locations. Additionally, 
the sustained amplitude in the only one cued location (Experiment 1) is higher than the 
activity measured in the four possible cued locations in Experiment 2. Error bars denote SEM. 
 
8.3.7 Effect of task difficulty in Experiment 1 
In experiment 1, the orientation differences of the two stimuli displayed during sample and 
test phases were either 1JND (difficult) or 3JND (easy), which allowed us to examine the 
effect of task difficulty of WM in V1. We found that there were no main effects of task 
difficulty in any of the target regions, but the fMRI response for the difficult condition is 
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stronger than that in the easier condition for two of our subjects (Figure 8.16).  
 
        
Figure 8.16: Effect of task difficulty in Experiment 1. Average fMRI responses with different 
task difficulty (discrimination difference) at the target locations during the three delay 
durations (3s, 5s and 7s). Red curves, easy task with 3JND; Black curves, hard task with 
1JND. Dashed vertical line: the offset of the delay duration. Error bars: SEM across subjects. 
 
Besides the primary visual cortex, we also searched for other higher-level regions that may be 
sensitive to task difficulty. ROIs were defined individually for each subject by the regions 
active (P<0.05, FDR corrected) during the difficult (1JND) versus easy (3JND) trials. Figure 
8.17 illustrates the regions that may be related to task difficulty effect in both hemispheres of 
a subject in our experiment.  
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Figure 8.17. Regions that may be related to the task difficulty effect in the whole brain. 
Coloured areas on the inflated cortical surface of the brain represent the voxels that respond 
significantly different in the difficult condition (1 JND) from the easy task (3 JND) (P<0.05, 
FDR corrected). Note that data were not smoothed for this GLM analysis.  
 
8.3.8 Response to concurrent stimuli in Experiment 3 
As a control experiment, we used a version of the experiment in which subjects were 
instructed to discriminate two orientations in space rather than in time. In order to examine the 
BOLD activity when spatial attention is divided by visual stimuli, we displayed two gratings 
simultaneously to different visual hemifields. In early visual cortex, the representations of 
these are therefore in different cortical hemispheres. Again, we found that the concurrent 
stimuli evoked transient response at the two target locations according to the retinotopical 
arrangement. By comparing with the stimulus-evoked response at sample locations during the 
sample interval in the preceding two experiments, reduction of response magnitude was 
observed (Figure 8.18).  
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Figure 8.18: Hemodynamic response evoked by the simultaneous stimuli in Experiment 3. 
Black curve: fMRI response when sample 2 is one of the targets simultaneously stimulated 
with one of the contralateral target locations (4 or 6). Red curve: fMRI response when sample 
5 is one of the targets simultaneously stimulated with one of the contralateral target locations 
(1 or 3). The responses from the two sample locations in this Experiment 3 are similar and are 




Offen et al. (2009) investigated the processe of WM and attention in two separate tasks. In 
one of their tasks ± DQ³DWWHQWLRQWDVN´± the perceptual experience of the first stimulus did not 
contribute to the completion of the task. Subjects only needed to attend to the upcoming 
VWLPOXVZKLFKZDVRI ORZFRQWUDVW ,Q WKHLU³ZRUNLQJPHPRU\ WDVN´VXEMHFWVZHUHDVNHG WR
remember the orientation of the first sample stimulus. Sustained activity during the delay 
period was only clearly present when attention was required, but not in the memory task. In 
real life, however, the two cognitive processes are likely to occur concurrently. A few studies 
have explored the role of higher visual areas in visual attention and the maintenance of the 
representation of stimulus features. However, how the mechanisms of WM and attention 
interact in early visual areas, especially in V1, remains unclear. Our present study shows that 
even by considering a relatively simple fMRI measure, the mean responses of neuronal 
populations in a region of interest, in different task structures can provide insight about the 
mechanisms underlying the process of spatial attention when WM is also involved. Instead of 
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discrimination task, which draws on sustained attention more than the former procedure 
(Bashinski & Bacharach, 1980; Bonnel & Miller, 1994; Downing, 1988; Shaw, 1984; Muller 
& Findlay, 1987). For such experimental procedure, it is important to PDLQWDLQ VXEMHFWV¶ 
fixation. We used a small fixation cross of high contrast in the center of the screen to 
minimize effects of eye movements. Moreoever, the design of the third experiment restricted 
the subjects to move eyes because the two stimuli were presented to two visual fields 
simontaneously within a very brief period (500ms). In addition, if subjects had moved their 
eyes toward the target stimulus in the frist two experiments, then we would expect better 
performance than the third experiment. However, it is not the case. Last but not least, our 
retinotopical organization of attentional modulation and the precise correspondence with 
localizing result both demonstrated that it is unlikey subjects moved their eyes during the 
stimulus intervals.  
8.4.1 Attentional modulation in primary visual cortex 
The modulation of attention produced in V1 is completely endogenous since it is generated in 
the absence of any stimulus. An increase in BOLD responses in V1 at the retinotopic locations 
of the targets has been reported in several attention studies (Li et a., 2008; Buracas & 
Boynton, 2007; Kanwisher & Wojciulik, 2000; Watanabe et al., 1998). We observed the same 
retinotopic stimulus-specific modulation due to attention regardless of the duration between 
cueing and target stimulus. This increased sustained activity is neither the result of WM nor a 
remainder of activation from the sample visual stimulus from neighbouring locations (as 
detailed in the Result section of this chapter). These results are consistent with recent results, 
suggesting that spatial attention enhances visual responses in human V1 (Tootell et al., 1998b; 
Gandhi et al., 1999) despite a relatively lower intensity than in extrastriate areas in the visual 
hierarchy (Desimone & Duncan, 1995; Maunsell, 1995). As shown in these attentional 
modulation studies (Luck et a., 1997a; Seidemann & Newsome, 1999), the size of the effect is 
not particularly large. To exclude the possibility that this revealed enhancement for those 
ROIs simply represents trivial changes in the baseline activity, we also evaluated the impact 
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of attention by computing an attentional modulation index with the uncued condition. The 
robust change above the baseline indicates the reliable impact of attention on V1. Previous 
studies (Luck et al., 1997a) stated that the small size of attentional modification in V1 may be 
due to the modest demands of tasks since we defined the discrimination thresholds at ~70% 
accuracy. Moreover, a similarly small magnitude has been reported by other comparable 
electrophysiological studies (Motter, 1993; Conner et al., 1997).  
An alternative hypothesis is that the modulation we observed in V1 may reflect general 
arousal and /or attentional alerting (Posner & Petersen, 1990). However, the responses from 
the uncued condition were around the zero-baseline. In addition, no clear relationship between 
the task difficulty and the magnitude of modulation was revealed. Therefore, these 
enhancements were likely not the result of global factors, which should modulate all neurons 
and therefore the overall fMRI response in a given ROI. What is more, they are not caused by 
anticipation or expectation because any possible target locations have equal chance to be the 
target location.  
 
8.4.2 The retinotopy of spatial attention  
Many studies of attention have used an apparent signal (i.e. a arrow) to cue the observers 
about the relevant properties of the subsequent visual stimulus. In experiment 1, we used 
transiently presented circles to instruct subjects to covertly direct their attention to the location 
of the forthcoming stimulus, therefore no uncertainty was involved. We then measured the 
activity in these cued regions and compared them with those of uncued locations in each trial. 
We also compared the responses in cued versus non-cued trials for one location. Our findings 
show that spatial attention affects the activity of local populations, rather than modulating 
responses across the whole visual area in a global manner. Specifically, three results support 
the presence of a retinotopic attention signal in V1: (1) in Experiment 1, sustained attention 
was directed to a specific (cued) spatial location during the delay-period, whereas other non-
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target locations were not well driven or engaged in a task. Data from all delay intervals 
showed a similar pattern of response: Neurons respond significantly more to one location 
when it is the locus of the attention. (2) Signals were reduced at the same location when 
attention was directed to elsewhere. (3) The response of the population is biased towards its 
attended location for the sample stimulus as well. This includes the one presentation of 
stimulus in the first two experiments and the cortical distribution of BOLD activity with the 
attended locations in Experiment 3 when two stimuli were simultaneously presented. These 
results are in line with previous results showing that attentional instruction amplifies the 
responses of neurons in the primary visual cortex according to the retinotopic locations in 
both single-unit studies with behaving macaque and human MRI studies (Kastner et a., 1999; 
Luck et al, 1997b; Ress et al., 2000; Moran & Desimone, 1985). It was found that attention-
related retinotopy almost precisely corresponds to the retinotopic organization from sensory 
stimulation, suggesting that both processes shared a similar receptive field substrate. 
Moreover, our results are consistent with the idea that varying the location of attention evokes 
a reliable and retinotopically-based modulation of endogenous activity in V1. A set of 
preceding studies manipulated the covert attention between two individual stimuli at different 
hemifields. Their results showed that attention produced preferential activation in the 
hemisphere contralateral to the attended target (Mangun et al., 1993; 1997; Heinze et al., 
1994; Mangun, 1995; Clark & Hillyard, 1996; Woldorff et al, 1997; Gandhi, Heeger & 
Boynton, 1999), supporting our claim that the increased responses in V1 is spatial selective as 
a result of covert spatial attention.  
 
8.4.3 Possible mechanism of attentional modulation 
To investigate the possible mechanism of spatial attention, we measured the amount of 
attention in two experiments with match-to-sample procedure. Experiment 1 in our study used 
a cue to indicate the incoming target stimulus whereas spatial uncertainty was imposed in 
Experiment 2. The sustained intensity of attention in Experiment 1 was significantly higher 
Spatial properties of WM & attentional signals in V1                                Chapter 8  
 281 
than baseline. In contrast, when attention was directed to all possible locations, the amplitude 
of modulation decreased. There could be two possibilities explaining the differential intensity 
of response during the delay period in these experiments. It is likely that this stronger 
amplitude in Experiment 1 is due to the signal enhancement at the cued (attended) location 
and reduced (or even suppressed) activity at unattended location outside its locus. 
Alternatively, it is also possible that the attention was distributed among the possible 
locations, meaning less attention was allocated to each of the four candidates in Experiment 2. 
Currently, our results cannot distinguish between these two possible interpretations. However, 
it seems that our data supported both possibilities, which may suggest that spaital attention is 
task-dependent (see Figure 8.11).    
Explanations of the differential modulation of attention range from the proposals that focused 
attention increases the signal, to those stating that attention enhances sensitivity by reducing 
external noise (Buracas & Boynton, 2007; Li et al., 2008; Liu et al., 2005, Murray, 2008), and 
to other hypothesis that when spatial uncertainty is not involved, observers are optimal at 
making decisions/selections. Our data from Experiment 1 suggests that these three 
mechanisms are not mutually exclusive, but rather complementary (Eckstein et al., 2000; Lu 
& Dosher, 1999, 2000; Palmer et al., 2000; Pestilli & Carrasco, 2005). First, the pre-cue in 
this experiment allowed observers to monitor only the location of the second incoming 
stimulus with spatial certainty. Second, it increased the neuronal activation at the target 
location, while reducing or inhibiting activity of all three un-cued locations in each trial, 
suggesting that the attention reduced the interference of noise from non-target location as well 
(Baldassi & Burr, 2000; Cameron et al., 2004; Kinchla, 1992; Shiu & Pashler, 1994). 
Previous fMRI findings with multiple stimuli also support the idea that the visual spatial 
DWWHQWLRQ LQYROYHV D µSXVK-SXOO¶ PHFKDQLVP ,W LV VXJJHVWHG WKDW DFWLYLW\ DPSOLILFDWLRQ DW DQ
attended location comes hand-in-hand with a decrease in activity at non-attended locations. 
According to the biased-competition (efficiency) hypothesis, when participants attend to a 
stimulus at one location, the competition is biased to the local neurons at the cost of the 
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resources at the unattended location in visual cortex. It shifts the baseline of response across 
the neuronal population relevant to the target locations, and hence, weighs more for the 
subsequent input (for a review, see Desimone & Duncan, 1995). It is noticeable that our data 
shows a difference in the BOLD response among the attended location when we averaged the 
activity according to the attention location of different trials. These shifts in amplitude of 
activity may indicate the top-down biases from higher-level regions, consistent with the result 
from neuronal population recordings for spontaneous firing rate (Luck et al., 1996).  
8.4.3.1 The effect of spatial uncertainty 
Contrary to the first experiment, spatial uncertainty was introduced in the second experiment. 
All four possible locations of the target stimulus were precued, causing the processing 
resources spread evenly among them. The result from this experiment may support the 
resource allocation model (limited resource model) in terms of BOLD activity. When the 
duration between the offset of cue and the test stimulus is sufficient for attention to be 
allocated among multiple possible locations, the corresponding fMRI signal elicited by 
attention become proportionally lower than in the case when there was no uncertainty 
involved. According to the limited resource model, the amount of resources available for 
perceiving and processing stimuli is limited, (Broadbent, 1958; Kahneman, 1973; Moray, 
1967; Wickens, 1984), and thus allocating resources to process important or relevant stimulus 
will withdraw the resources from irrelevant stimulus. Similar to our behavioural finding, 
previous psychophysical experiments using analogous spatial cueing paradigms have reported 
that performance can be optimized by allocating a relatively high proportion of processing 
capacity to stimuli at the cued location in contrast of a deteriorated performance if the target is 
presented at an uncued location (Luck & Hillyard, 1990; Treisman & Gelade, 1980).  
Although limited neuronal capacity can explain the effect of spatial uncertainty for the 
contrasting result shown in our first two experiments, one may still consider the result as a 
consequence of hemodynamic effect, which we will discuss in the last section.  
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8.4.3.2 Attention allocation- simultaneous visual stimuli 
Experiment 3 assessed the activity in target locations (one sample + one target location in 
Experiment 1 & 2) with the complete absence of spatial uncertainty, temporal uncertainty and 
working memory. But in this case, two stimuli were displayed to different hemifields 
simultaneously. In this experiment, we found that the sensory activity at both target locations 
is slightly lower than the transient response at the sample or test locations in Experiment 1 & 
2. This result is in line with other previous studies, which may be explained by the small RF 
size in V1. For example, single cell experiments have used multiple stimuli displayed 
VLPXOWDQHRXVO\ WR DQHXURQ¶V UHFHSWLYH ILHOG LQ99RU9&RPSDUHGZLWK WKHQHXronal 
response when a single visual stimulus is presented to a RF, simultaneous stimuli mutually 
suppress each other in a range of areas in the rhesus monkey brain in V4 but not V1 (Luck et 
al., 1997a; Miller, Gochin & Gross, 1993). Using the same paradigm but at multiple distinct 
spatial locations, other fMRI studies also reported that paired stimuli evoke a weaker 
response, but the magnitude difference of response is much lower in striate areas than ventral 
and dorsal extrastriate regions (Beck & Kastner, 2005, 2007; Kastner et al., 1998; Kastner, 
2001; Luck et al., 1997a; Miller, et al., 1963; Moran & Desimore, 1985; Pinsk, Doniger & 
Kastner, 2004; Recanzone, et al., 1997; Reynolds et al., 1999; Snowden et al., 1991).  
 
8.4.4 Relationship between behavioural performance and attention  
We set the threshold at 70% accuracy for all main experiments. Thus, performances were 
matched across subjects in these tasks, but the actual thresholds increased in the order of 
Experiment 1, 2 and 3. These results can be explained by considering the demands on the 
decision-making process. Attention improves performance by improving the signal to noise 
ratio via reducing the impact of noise or enhancing the signal in early visual cortex, including 
V1. Similar to our data in Experiment 1, it was demonstrated that the speed and sensitivity of 
detection were enhanced when attention was instructed to the target stimulus location (Posner, 
1980; Carrasco & McElree, 2001; Pestilli & Carrasco, 2005; Lu & Dosher, 1999). Some 
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previous studies (Foley & Schwarz, 1998) instructed attention to different locations when 
multiple stimuli were concurrently displayed. Investigators found that participants could make 
their decision only based on the relevant responses irrespective to the noisy irrelevant 
activation at non-target locations if no spatial uncertainty was engaged.  
When spatial uncertainty was introduced, earlier psychophysical experiments and our 
experiment 2 demonstrate a behavioural cost, leading to an increase of threshold as a result. 
Analoguously, in other experiments, performance degraded as the number of distractors 
increased (Davis, Kraner & Graham, 1983). One interpretation of these reports is that as noise 
from the non-targets get added, more confusion with the target signal is introduced (Foley & 
Schwarz, 1998; Cohn, 1981; Pelli, 1985; Nachmias & Koher, 1970). 
Finally, we found that thresholds in experiment 3 were higher than the single-stimulus 
working memory experiment even though maintenance of the first stimulus over time is not 
needed. This result is compatible with the hypothesis of a limited-attention resource as two 
stimuli need to be processed simultaneously (see the discussion above, Duncan, Ward & 
Shapiro, 1994; Luck et al., 1996). 
 
8.4.5 Effect of task difficulty 
Our result demonstrates that the fMRI response in the primary visual cortex (V1) is largely 
invariant with task difficulty of working memory even though the fMRI responses for the 
difficult condition are stronger than that in the easy trials for two of our subjects. Some 
previous studies have reported similar results using other stimulus features (Buracas, Fine and 
Boynton, 2005). However, there are other neuroimaging studies showing that difficulty 
changes the response due to attention (Ress & Heeger, 2003; Backus, Fleet & Heeger, 2001; 
Huk & Heeger, 2000). Besides, one prior electrophysiological study found that task difficulty 
modulates neuronal firing rate of specific neuronal populations in a colour detection task 
(Chen et al., 2008). By dividing the attention-modulated V1 neurons into two groups: 
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inhibitory and excitatory neurons, the authors revealed that spatial attention influences the 
activity of these two populations of neurons in target locations. It seems that there was no 
consistent effect of task difficulty on the magnitude of attentional modulation. However, this 
discrepancy might be due to differences in the specific aspects of the tasks used. Other 
experiments have manipulated the perceptual difficulty in a detection task to require more 
³SHUFHSWXDO´ DWWHQWLRQ +HUH LQVWHDG ZH GHFUHDVHG WKH GLVFULPLQDWLRQ GLIIHUHQFH WR LQFUHDVH
the difficulty of working memory. Along similar lines, it has been demonstrated that the 
magnitude of delay activity in visual cortex during WM does not necessarily depend on WM 
demand, but reflects the expected perceptual demands related with the memory probe 
(Lepsien, Thornton & Nobre, 2011). This may imply that increasing the difficulty 
(discrimination difference) of working memory is independent to the attention requirement 
level.  
 
8.4.6 Cortical distribution of spatial attention 
8.4.6.1 Functional regions associated with attention and working memory 
It is well known that the majority of the attention-related modulation in V1 comes from the 
projection from higher visual areas. Moreover, there are a growing number of studies in 
humans using TMS and functional imaging methods supporting that covert attention is 
allocated voluntarily through these top-down inputs (Corbetta et al., 2008). An overlapping 
network for attention and WM has also been proposed, including parietal, frontal areas and 
the superior colliculus. For example, previous studies assessed the effect of memory load on 
BOLD signal change and reported a monotonic relationship between them in prefrontal and 
parietal cortices (Braver et al., 1997; Carlson et al., 1998; Cohen et al., 1997; Kammer et al., 
1997), though some showed subject-dependent variation (Callicott et al., 1999). In 
experiments looking at distraction of attention, prefrontal cortex is found to be involved in 
suppressing distractors during memory periods (Miller, 2000; Miller & Cohen, 2001). Further, 
activation in supracallosal anterior cingulate cortex has been reported in WM tasks when 
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different demands of attention were applied (Paus et al., 1998). However, it was proposed that 
the activity in this area may be associated with non-mnemonic factors such as initiation and 
willed control of behaviour (Paus, 2001; Posner et al., 1988; George et al., 1993). Consistent 
with the majority of earlier studies, we found that both cognitive processes preferentially 
activate parietal and prefrontal cortical regions like other neuroimaging studies showed 
(Haxby et al., 1994; Corbetta, 1993; Culnam et al., 1998), suggesting that these regions are 
functionally interconnected and are responsible for sending feedback information to early 
visual areas to direct attention in the WM task (Bisley & Goldberg, 2012). 
8.4.6.2 Functional regions associated with task difficulty 
In our study, we examined the association between task difficulty (discrimination difference) 
and the activation in V1, but we did not to find significantly differential activity in the 
retinotopically-defined subregions that represent the stimuli in this earliest visual area in 
cortex, though two of our subjects exhibited higher activation in the difficult condition. In 
contrast to reports using changes in memory load or distractors, we manipulated the 
orientation difference of the stimuli (discrimination threshold) to change the difficulty level. 
Our result showed that frontal, parietal and inferior temporal regions are sensitive to the level 
of difficulty. This result also pointed out the functional involvement of middle and inferior 
frontal gyri and dorsolateral prefrontal cortex (DLPFC) when task difficulty increased, which 
is in agreement with other task difficulty investigations (Carlson et al., 1998; Jonides et al., 
.OLQJEHUJHWDO5\SPDHWDO&RKHQ%UDYHUDQG2¶5HLOO\%UDYHU
Cohen and Servan-Schreiber, 1995).  
 
8.4.7 Possible physiological foundation for attentional modulation 
Besides modulating firing rates, electrophysiological studies also found that attention 
influences sustained neuronal activity in other ways. It was discovered that the 
synchronization of local field potential in V4 (Fries et al., 2001; Fries et al., 2008) increases as 
attention was directed to one particular location. Attentional modulation has also been 
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previously associated with the reduction of interneuronal correlation (Cohen & Maunsell, 
2009). That particular result also showed that the spike count correlations between pairs of 
neurons in opposite hemispheres became weak. From the view of hemodynamics, attention 
has been attributed to the mechanism of oxygen metabolism: there may be increases of blood 
flow to the cortical representation of the attended location and decreases at cortical 
representations that are distant to the attention focus. Indeed, our findings reveal a few 
negative BOLD responses at the uncued sample or test locations, suggesting a decrease in 
blood flow as a result of an increase of a vascular resources elsewhere (Bressler et al., 2007), 
which is possibly related to the increasing neuronal activity in the cued location. In terms of 
neuronal activity, several neuroimaging studies have demonstrated same result as we do that 
an increase of neuronal activity at the attended region, and a reduction in neuronal and BOLD 
response at the unattended locations even when there is no stimulus present (Muller & 
Kleinschmidt, 2004; Tootell et al., 1998b; Kastner et al., 1999; Brefczynski & De Yoe, 1999; 
Desimone & Duncan, 1995; Luck et al., 1997a; Maunsell & Cook, 2002; Moran & Desimone, 
1985; Somers et al., 1999). Again, it allows a boost of relevant signals while inhibiting or 
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Chapter 9: General discussion 
9.1 Summary of findings 
Visual working memory reflects the ability to store, for a short period, visual information that 
is no longer in view, so that it can to be used in the subsequent actions (McKeefry et al., 2007; 
Pasternak & Greenlee, 2005). The majority of previous working memory studies have focused 
on the functional contribution of higher-level brain regions to the performance of WM. 
Furthermore, the early stages of cortical visual analysis (V1, V2 and V3) have been regarded 
as the regions that are mostly involved in processing visual information relevant to perception 
(e.g. spatial frequency, orientation, contrast or direction of motion). More recently, however, 
evidence from electrophysiological, psychophysical and neuroimaging studies has come to 
suggest that these early visual areas may also play a role in retaining stimulus representations 
in memory (Bisley & Pasternak, 2000; Gibson & Maunsell, 1997; Magnussen & Greenlee, 
1999; Magnussen, 2000; Pasterna & Greenlee, 2005; Serences et al., 2009, Harrison & Tong, 
2009; Ester, Serences, & Awh, 2009; Miller et al, 1996; Super et al., 2001). Most of these 
studies predominately worked with elemental visual features such as orientation, spatial 
frequency, motion direction and speed. Since early visual areas have shown different response 
characteristics to different visual attributes, we raised the question of whether this 
involvement of early visual cortex in WM also extends to other visual features. This thesis 
addressed the issue mainly with two properties: stimulus contrast and motion coherence. Two 
experimental techniques have been used: psychophysics and neuroimaging methods (fMRI). 
The work presented thus adds significant evidence to the investigation of the roles played by 
early visual areas in human WM. Furthermore, it also serves as a foundation for future 
studies.  
Chapter 4 (the first experimental chapter) looked at behavioural evidence of the role of early 
visual areas in WM for motion coherence with psychophysical methods. In this study, the 
discrimination thresholds were nearly invariant across ISI, suggesting that motion coherence 
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is preserved with relatively high accuracy during the delay period. Building on this initial 
UHVXOW ZH DSSOLHG D µPHPRU\-PDVNLQJ¶ SURFHGXUH ZKHUH DQ LUUHOHYDQW VWLPXOXV was 
introduced in the temporal delay between the sample and test stimuli. Our results showed that 
the coherence discrimination thresholds significantly increased when a transient memory 
mask (250ms) was delivered 125ms after the offset of the sample stimulus. This finding 
indicates that the fidelity of stored representation was degraded by viewing an irrelevant 
masker, suggesting that those early visual areas that process sensory motion coherence may be 
also involved in maintaining this information.  
Moreover, we also found that the memory mask effect varied with the coherence of the mask. 
During the delay period, a motion mask that contained either random motion or a coherent 
motion signal (at the mean coherence level used in the study) was presented briefly (500ms) 
either at the beginning, in the middle or at the end of the delay interval. The result showed that 
a mask containing motion coherence had more disruptive effects than a mask with 0% 
coherence (random motion). This suggests selective interference with the representation of the 
memorized feature rather than a non-specific form of deterioration caused by, say, distraction. 
This result is consistent with previous studies, which illustrated the selectivity of working 
memory for many stimulus attributes, such as orientation, spatial frequency, texture, motion 
direction and speed (Bisley & Pasternak, 2000; Bisley et al., 2004; Bisley et al., 2000; 
Magnussen & Greenlee, 1992, 1999; Magnussen et al., 1991; Pasternak & Zaksas, 2003; for a 
review, see: Pasternak & Greenlee, 2005). For example, no threshold elevation was observed 
when the test and mask were identical and became more apparent when they differed along 
the stimulus dimension (Pasternak & Zaksas, 2003; Magnussen et al., 1991). This has been 
explained with the multichannel memory array (DeValois & De Valois, 1988; Olzak & 
Thomas, 1986) and the lateral inhibition model (for detail see Discussion in Chapter 4). 
Evidence opposing the results from the motion direction memory experiments has been 
reported in a recent study (Pasternak & Zaksas, 2003), demonstrating that the masking effect 
of motion direction and speed memory was maximal when the corresponding features 
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matched that of the remembered sample. The authors of that study ascribed this discrepancy 
to their distinct task structure: rather than judging local motion in a single spatial location, 
their task required temporal integration of motion signals at multiple locations to construct a 
global motion percept (Pavan et al., 2013).  
To gain more insight into the temporal properties of WM, we also manipulated the timing of 
the mask presented during the delay interval. Our results show that the precise timing and the 
duration of mask (at least for the 250 ms and 500 ms stimuli we used) did not exert different 
disruptive effect to visual WM of motion coherence. The very early (125ms after the offset of 
the sample stimulus), early, middle, and late mask exhibited equivalent effects. However, this 
seemingly comparable effect might be actually induced through different mechanisms. It is 
possible that the two masks presented at the earliest timing points during the delay interval 
disrupted the memory when the coherence information was still stored in an iconic buffer 
(Sperling, 1960, 1963) and had not yet entered the stabilizing phase of WM. This agrees with 
previous studies that investigated the temporal characteristics of WM for motion direction 
(Pasternak & Zaksas, 2003; Pavan et al., 2013). However, slightly different from those two 
experiments, our result showed that a mask that appeared at later points during the retention 
interval also affected the mnemonic representation of motion coherence. This outcome is 
consistent with our assumption that if neurons in early visual areas stored information 
throughout the memory period, then the perceived masking stimulus should interfere at any 
time points within the delay interval. One may argue that the performance should be improved 
as feedback input or the recurrent network begins to operate at the later stage of retention 
period (the middle and late time points of delay interval), which is not the case in our report. 
However, it is possible that their effect was counterbalanced by increased noise or decreased 
signal as time passed. Thus, our result is not incompatible with the feedback hypothesis.  
Chapter 5 investigated both the temporal and spatial properties of WM when participants were 
instructed to remember the contrast of visual stimuli. In the first part of that study, I measured 
the temporal characteristics of working memory for image contrast with three psychophysical 
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experiments. In agreement with previous contrast working memory studies with gratings 
(Greenlee et al., 1991; Magnussen et al., 1996), we found that the contrast information 
degraded as a function of ISI for both simple gratings and random visual noise patterns. The 
interference of memory was also not caused by the complexity of the spatially two-
dimensional pattern since the task using pixel noise image did not show more disruption 
compared to that of a simple grating stimulus. Therefore, it is possible that the deterioration of 
memory precision is related to the endogenously increasing noise, as time progresses, during 
the memory process as has been proposed previously (Magnussen et al., 1996).  
The results from Chapter 4 and Chapter 5 clearly demonstrated a differential ability of 
maintaining different visual stimulus features in short-term memory: a degrading memory for 
contrast (Chapter 5) versus a robust retention of motion coherence (Chapter 4). This 
discrepancy has been shown in other previous reports as well. For instance, memory 
experiments that have studied spatial frequency and contrast of simple gratings have shown 
that participants were able to retain spatial frequency information for up to 30s almost 
perfectly (Magnussen et al., 1990), whereas contrast information decayed over time. They 
tentatively attributed this differential precision of retention to the neuronal representation for 
extensive and intensive visual features (Magnussen & Greenlee, 1992). Specifically, for 
extensive attributes such as velocity and spatial frequency, only a population of neurons that 
prefer certain specific stimulus features are recruited for encoding and retention. However, in 
terms of contrast encoding it is widely assumed that different contrast levels are represented 
by the overall activity changes in ensembles of neurons. They proposed that the different 
memory performance for these types of visual attributes might be related to such differences 
in the distribution of activity. However, our results from experiments with motion coherence, 
which like contrast is also thought to be represented uniformly over the cortical surface in 
motion-responsive regions (Rees et al., 2000), showed faithful maintenance. Moreover, the 
short-term memory for orientation has also been reported to decay during the delay interval 
(Magnussen & Greenlee, 1985; Vogels & Orban, 1986), which did not follow the model 
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proposed by Magnussen and Greenlee (1992). Our discrepant results for motion coherence 
and contrast supports a mechanism that WM, similar to perceptual encoding, may also process 
different visual features via independent and parallel channels, suggesting that different 
neuronal representations may underlie the maintenance of different types of visual attributes 
(Tulving, 1991; Tulving & Schacter, 1990).  
Another important contribution of Chapter 5 is that we explored the potential mechanism of 
the memory for stimulus contrast. It is possible that a relatively straightforward pictorial 
representation of contrast is encoded and kept in memory to facilitate the maintenance of 
contrast information rather than an abstracted contrast signal. This possibility was supported 
by an H[SHULPHQW XVLQJ D µPHPRU\ PDVN¶ SURFHGXUH We showed that regardless of the 
contrast of the masker, all masking stimuli with the same spatial pattern as the to-be-
remembered stimulus did not disrupt performance on a delayed contrast discrimination task as 
strongly as those with a completely different pattern. Again, this indicates that the pattern 
information has been exploited to some degree for remembering contrast. Furthermore, this 
result from the memory mask experiment supports our inference in Chapter 4 that sensory 
processing and visual short-term memory may share a common anatomical basis.  
Chapter 5 in this thesis also examined how the stimulus contrast of a pixel noise pattern could 
be maintained along the spatial domain. Participants were required to remember and judge the 
contrast of a noise pattern presented either on the same side of the visual field or a different 
side in separate blocks. In the contralateral condition, subjects showed more impairment in 
terms of discrimination thresholds, and longer ISI led to more severe deterioration. This result 
is consistent with results from our contrast discrimination task along the temporal domain, 
which showed that contrast information decays over time. In addition, based on our previous 
result, we may infer that when subjects performed this task in space, their brain transferred the 
³SLFWRULDOLQIRUPDWLRQZLWKFRQWUDVW´within/across hemispheres rather than contrast alone.  
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The behavioural measurements from our psychophysical experiments provided indirect 
evidence that the early visual areas are likely to be involved in the process of short-term 
information storage, in particular for the contrast and motion coherence of simple visual 
stimuli. This was consolidated by our neuroimaging experiments in which we sought to probe 
the neuronal correlates of visual working memory (Chapter 6 and Chapter 7) and other higher-
level cognitive process (i.e. attention in Chapter 8).  
Recent work suggests that the sustained activity during the delay interval is caused by 
attention rather than WM (Offen et al., 2009). The investigators used two different 
experiments: one utilized an orientation detection task with a high demand on attention but no 
involvement of working memory, and another used a typical sample-to-match discrimination 
task where no intensive attention, but some degree of working memory, was needed. In this 
thesis, we conducted one pilot MRI experiment (described in the second part of Chapter 5) on 
motion coherence with a similar experimental paradigm. The key findings are that the primary 
visual cortex exhibited a sustained response in both discrimination and detection tasks, 
whereas MT/V5 only showed delayed activity in the detection task. This surprising result may 
be related to the experimental design in that there were random moving dots presented on the 
display even during the delay interval. As discussed in the corresponding part in Chapter 5, it 
could be explained by the findings from one previous study: V1 is more responsive to 
incoherent motion, whereas the activity amplitude in MT/V5 is positively correlated with 
motion coherence. Therefore, it is possible that the fMRI response in MT/V5 reflects the 
differential effect of WM (discrimination task) and attention (detection task), whereas the 
sustained activity shown in the discrimination task in V1 is only a side effect of an unselective 
neuronal response to motion. However, it is not straightforward to make any strong 
conclusion based on this result. Moreover, even if there was no incoherent movement during 
the delay interval, the univariate analysis methods we used to analyze the data are more 
vulnerable to possibly missing task-related patterns in BOLD activity when averaging across 
different voxels (Offen et al., 2009; Harrison & Tong, 2009). This may also explain why 
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previous univariate analyses failed to find consistent, sustained activity in V1 during the 
memory period (Harrison & Tong, 2009; Super et al., 2001). 
Based on the results of this pilot MRI experiment, we modified the experimental design to 
make the contrast of gratings the feature of interest of the visual stimulus, to avoid these 
potential ambiguities brought about by motion coherence (see Discussion in Chapter 6 for 
more details). Moreover, we introduced another more sophisticated MRI analysis (MVPA) 
that exploits multivariate information across individual voxels to investigate the role of early 
visual areas in visual working memory. Previous memory studies with MVPA found that 
fMRI responses obtained during the delay period between two presentations of an oriented 
visual stimulus can be used to decode the remembered stimulus orientation, direction and 
speed of motion (Harrison & Tong, 2009; Christophel et al., 2012). In Chapter 6 and Chapter 
7, we obtained neuroimaging evidence to test whether or not this phenomenon generalises to 
working memory traces of other visual features, such as contrast. Strikingly, we found that 
fMRI responses not only enable the decoding of the perceived contrast of a stimulus, but also 
support performance when the contrast of a stimulus had to be remembered. Our results 
suggest these signals contribute significantly to working memory for contrast on the timescale 
of seconds. Furthermore, classification generalized from perceived to remembered stimuli and 
vice-versa, implying that the corresponding pattern of responses in early visual cortex were 
highly consistent in both cases. Interestingly, classification accuracies obtained from data 
collected on correct trials were significantly higher than for incorrect trials, indicating that 
fMRI responses during incorrect trials add substantial noise to the VSTM signals exploited in 
the decoding. 
In the work described in Chapters 6 and 7, we also addressed the spatial pattern of responses 
underlying contrast decoding. We found that a large-scale bias with eccentricity can drive 
classification for remembered as well as perceived contrast of grating patterns. However, this 
does not preclude the possibility that information is present also at a finer level than that of 
this coarse scale map. Over the past decade, many studies reported above-chance performance 
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using pattern classification, but the answer to what drives these results are discrepant and it is 
still a subject of debate (Clifford et al., 2011). Earlier studies using MVPA attributed this 
success to fine-spatial information. For example, in the case of decoding of orientation, it was 
proposed that each voxel in an fMRI image contains a large population of orientation 
columns, each of which has a unique orientation preference. As a result, every voxel yields a 
small bias of oriented response, and when considering all these correlated voxels together, the 
region of interest shows distinct patterns in response to different visual orientations (Haynes 
& Rees, 2005; Kamitani & Tong, 2005b). However, challenges to this rationale have emerged 
recently. One antagonistic camp argues that classification for orientation depends on coarser 
scale map rather than fine columnar architecture, at least for V1 (Freeman et al., 2011; Op de 
Beeck et al., 2008; Swisher, et al., 2010). Freeman et al. estimated the accuracy of decoding 
using an angular-position-based map in V1 with six orientated stimuli, evenly spread within 
the range spanning from 0° to 180°, and found that instead of sampling a subtle spatial bias 
from each voxel, signals from large-scale maps are sufficient for discrimination. They also 
calculated the decoding accuracy after removing the angular position components and found 
that the performance dropped to chance-level. Therefore, they suggested that such 
topographic map is also a necessary structure for classifying the underlying response patterns 
in their data. Moreover, their model was supported by other spatial filter methods which 
suggested that smoothing in the spatial domain does not deteriorate the accuracy of 
classification for orientation in V1 (Op de Beeck 2008, Gardner et al., 2005), and under some 
circumstances may even enhance performance (Thompson, et al., 2011).  
Other investigators reasoned that the vasculature might play a crucial role in successful 
classification. They proposed that the information used for pattern classification maybe 
sampled from vascular signals itself, rather than a representation within a subvoxel scale. One 
possibility is that cortical vascular organization may be constructed on the basis of functional 
need in the cortex, extracting oxygen or draining deoxygenated hemoglobin through a shared 
vascular architecture (Gardner, 2010). Other than this systemic explanation, another 
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hypothesis holds that vasculature is a complex spatio-temporal filter, which may modify the 
original information conveyed from cortical columns (Kriegeskorte et al., 2009). Thompson et 
al. (2011) investigated the source of the classification information in MVPA from a 
methodological perspective. They compared gradient echo (GRE) sequences that have been 
used by the majority of fMRI experiments, to data acquired with spin echo (SE) methods. 
Their results showed that the most discriminative information employed by MVPA was from 
voxels associated with larger draining veins, to which the former sequence is more sensitive. 
On the contrary, the classification results from SE, which should be more spatially selective, 
were not significantly different from chance. This finding supports the proposal that 
vasculature contributes considerably to pattern analysis (although it should be noted that a 
potential weakness of this study is that the intrinsic SNR of SE acquisitions is much lower 
than that of GRE). They also suggested that higher magnetic field strengths might help unveil 
more precise information of how vasculature is involved in MVPA. One recent study using 
fMRI at 7T successfully replicated the result reported previously for orientation classification 
with MVPA and confirmed that a relatively large scale spatial map is also sufficient for 
decoding directions of motion (Beckett et al., 2012) 
Taking together the results of Chapters 6 and 7, we have shown that a highly similar response 
pattern was evoked during the perceiving and remembering of contrast; however, it does not 
necessarily indicate that activity in early visual cortex was the result of memory per se. 
Instead, it may suggest that a consistent attentional or feedback signal modulates the activity 
during both tasks. Though using multivariate pattern analysis could reveal more information 
about the properties of neuronal populations, it is still difficult to discern the effects of 
working memory and attention individually. Therefore, we manipulated the task structure to 
disentangle these two cognitive processes with another fMRI experiment described in Chapter 
8. Participants were asked to perform three (delayed) orientation discrimination tasks that 
were designed to probe different aspects of working memory and attention. The result of this 
MRI experiment was similar to those of previous studies, showing that the sustained mean 
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activity in the early visual cortex during the delay interval might not be a good proxy for the 
operation of working memory (Harrison & Tong, 2009; Offen et al., 2009). In addition, our 
result consistently indicates that attention modulates the neuronal activity on a retinotopic 
basis. By using three different delay intervals, we also verified that this spatial specificity is 
not an after-effect of a sensory stimulus being presented locally to the visual fields because 
even for the longest delay (7 seconds), there was significant delayed activity in the 
corresponding subregions in V1.  
In this study, we introduced spatial uncertainty to assess its effect on the extent of attentional 
modulation by comparing the response when the exact location of the upcoming test stimulus 
was known by the subject (Experiment 1) versus not (Experiment 2) while keeping the 
demand of memory constant. It was found that the BOLD response in the cued location was 
stronger than the average response of four cued possible test locations, indicating that spatial 
uncertainty made the modulation power at each location weaker. Therefore, this suggests that 
like working memory, spatial attention may also be capacity limited. This hypothesis is 
supported by the behavioural measurement of Experiment 3 described in Chapter 8. Larger 
discrimination thresholds were found in this task when subjects had to discriminate between 
two oriented gratings visually displayed simultaneously. Since no working memory is 
involved, we were able to measure the response in each location where a stimulus was 
presented with the influence of spatial attention only. For sensory-evoked responses, no 
significant difference was found between the conditions when attention was required to 
perceive one (experiment 1 and 2) and two stimuli (experiment 3). However, this might be a 
result of using the larger discrimination difference to reach the same accuracy performance as 
the working memory tasks did. Therefore, we could not exclude the possibility that the 
response decreases when attention is allocated. Moreover, it is also likely that the amplitude 
of reduction is linked to the number of attended stimuli. In our current study, we used one 
stimulus pair to allow a simultaneous discrimination task, as well as enabling subjects to 
perform the task at a relatively high level within a brief period of time. Finally, the work 
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presented in Chapter 8 also demonstrated that task difficulty might be a potential modulator of 
neural activity.  
 
9.2 Future directions 
9.2.1 Extending investigation of memory of motion with RDKs 
First, analogous to other previous studies on accessing the selectivity of stimulus 
representation in WM, one future direction would be to broaden the range of mask coherences 
to explore the dependence on this parameter. With a larger spectrum of coherence levels, we 
would be able to explore in more detail the characteristics of the stimulus-specific mechanism 
of visual WM. Second, to further determine how the multichannel model in WM system could 
account for the data, we could extend our investigation by manipulating another visual 
stimulus feature. For instance, a variety of channels each tuned to a particular motion 
direction have been postulated (Pavan et al., 2013). Building on our current memory-masking 
paradigm, we could present a masker with either the same or a different direction to the 
remembered stimulus while keeping the mask coherence the same to see whether features 
outside the memorized stimulus dimension would exert a disruptive effect. Third, our current 
pilot work only had one subject in the fMRI motion coherence memory experiment, so it 
would be worthwhile recruiting more participants and also applying MVPA analysis in MT/ 
V5 and other early visual areas to investigate whether information can be used to decode the 
motion coherence retained in these regions as we illustrated with psychophysical methods.   
 
9.2.2 Extending investigation of contrast WM with random pixel noise pattern 
This thesis demonstrates that the memory for contrast may be closely related to the pattern 
that represents luminance differences. However, further study needs to be conducted to 
investigate whether the local or (global) pictorial information is made use of when the contrast 
of a visual stimulus is to be remembered. If the local spatial pattern information is sufficient 
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for discriminating contrast over time, are there any particularly important locations in the 
visual field? Does the spatial (and gray-level value) distribution of the dark/bright elements 
distributed in the image play any important role in the memory for the pixel patterns? 
Different sizes of mask at spatially varied retinotopic locations and different spatial patterns 
may be helpful for gaining more insight into this question. 
 
9.2.3 Mechanism underlying the differential mnemonic ability for different visual 
features 
The work in this thesis has shown differences concerning the memory precision for contrast 
and motion coherence of a stimulus, but the precise mechanism underlying each of these 
phenomena is still unclear. It is possible that it is related to the neuronal coding and 
representation of these different visual features in early visual cortex. However, it is also 
likely that it is linked to feedback from other cortical areas along the visual stream. 
Application of TMS pulse at different visual regions may provide useful information to 
address this feedback issue.  
 
9.2.4 Finer details of spatial pattern of representation for perceived and 
memorized visual stimulus 
Chapter 6 and 7 discussed that a large-scale bias with eccentricity can drive classification for 
both perceived and remembered contrast levels. Moreover, it seems that this reflects a 
spatially local inhomogeneity of response to contrast.  However, we found no readily apparent 
consistent spatial patterns of contrast representation across our subjects, even though similar 
populations of neurons participated in both the memory and perception of contrast within each 
individual. A carefully designed follow-on study and detailed analysis of the spatial patterns 
(e.g. cross-correlation of spatial pattern of BOLD signal obtained in these two experiments) 
may be able to reveal whether a consistent contrast signal is present and can be visualized on 
an individual basis.  
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9.3 Concluding remarks 
The work presented in this thesis provides new evidence to support the idea that the early 
visual areas that encode visual information are also recruited for storage during visual 
working memory. In addition, the work considerably enhances our understanding of the 
modulating effect of visual spatial attention on neuronal activity in primary visual cortex 
during WM. Moreover, I believe the work provides a valuable and substantial foundation to 
direct future study in this area.   
                             Reference 
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