ABSTRACT Image dehazing has been a great challenge in the process of adjusting haze images. In this paper, an effective and accurate dehazing method based on atmospheric scattering model is proposed. Since the dark channel is not applicable to sky areas, single-threshold segmentation combined with quad-tree partition technique is adopted to position and estimate the ambient light A* rapidly and accurately. In order to optimize transmittance, we employ a new convolutional network architecture, multi-feature-based bilinear CNN, which can mitigate the halo effect around the abrupt edges and restrain image noise, and the whole transmittance estimation process can be divided into three main parts: feature extraction, nonlinear mapping, and image reconstruction. A large number of outdoor haze image test results show that our optimized method has better experimental results than the existing methods.
I. INTRODUCTION
In foggy or haze conditions, outdoor scenes tend to produce poor visibility due to the effects of suspended atmospheric particles or water vapor, such as low contrast and dull colors. The use of contaminated images as inputs in a large number of visual perception systems results in image noise and color shifting. Therefore, the introduction of effective image dehazing techniques is of great importance for various visual processing applications, e.g., surveillance systems, visual capture and target tracking.
The current mainstream dehazing algorithms can be divided into enhancement-based [1] - [9] and restorationbased haze removal algorithms [10] - [16] , [7] , [18] - [21] . The traditional enhancement-based dehazing algorithm enhances image effect by improving image contrast to meet visual requirements, but it ignores the essence of image quality degradation. Such methods include histogram equalization methods [1] - [3] , Retinex methods [4] - [6] , and improved methods for such methods [3] , [4] . In order to improve the overall contrast of defogging results, Xu et al. [2] used global image histogram equalization algorithm to enlarge the The associate editor coordinating the review of this manuscript and approving it for publication was Zeev Zalevsky. dynamic range, but it is impossible to maintain the optimum value for each local region. With the adoption of local image histogram equalization algorithm [3] , the grey levels and details of haze image can be roughly preserved. Yet, it takes too much processing time. Retinex methods [4] - [6] , while ignoring the essence of image degradation, improve image quality by enhancing contrast in keeping with visual needs. In Alina's method [7] , the color-constancy and dynamic compression can be efficaciously balanced in defogging results. Nevertheless, this method has poor ability in preserving image edges, which leads to halo effects in sharp boundary areas. By using the accurate ancillary information, the haze in images can be removed effectively with algorithm [8] . However, it is extremely complex, expensive, and even hard to get such supporting data. Zhang et al. [9] obtained clear images by comparing two images captured in the same scene with the rotation of polarizing filter in different angles. The effectiveness of this approach is better, but it requires special configuration of polarizing filter in camera.
In general, the restoration-based dehazing method takes into account a priori qualification and thus the algorithm performs better. Many of the existing improved dehazing algorithms [10] - [16] , [7] , [18] - [21] can study the intrinsic image degradation mechanism by establishing physical models, such as the widely used atmospheric scattering model. In this model, the accuracy of atmospheric light and the estimation of transmittance affect the dehazing effect. Sulami's work [10] was based on Fattal's method [11] , which estimates the transmittance map by assuming that the depth of the scene is independent of the uniform diffuse shadow. The performance of this method is based on sufficient color information and may lose effectiveness in monochrome images. He [12] introduced the famous Dark Primary Priori (DCP) in 2009, after which various DCP-based improved algorithms were proposed and applied [13] - [15] . The DCP algorithm is proposed by over-repeated experiments, and it is found that the pixel value of the fog-free image in one or more color channels is close to zero. However, only a rough transmittance can be obtained by the DCP model, but image noise and non-smooth problems cannot be avoided. He et al. [12] used the softmatting method to deal with the lack of rough transmittance, such as image block and halo effect, but the process is very time consuming. Therefore, he further applied an impressive edge-preserving smoothing strategy called a guided filter [16] , [17] that counteracts the gradient inversion effect in the sharp edge region. According to the work of Tarel [18] , Chaudhry et al. [7] used a median filter and an adaptive tone mapping operator to process the transmittance. This method preserves edge details as much as possible and improves computational efficiency by constructing a linear function of the input haze image pixel values. But Chaudhry's method is very susceptible to over-saturation problems, especially in areas where the depth of the scene is abrupt. Based on the a priori theory of color attenuation, Cai et al. [19] and Ling et al. [20] established a convolutional neural network (CNN) and a machine learning model for image haze removal. These algorithms have good performance in non-sky haze image regions, but poor performance in haze images that are occupied by most sky regions. Ren et al. [21] proposed a multi-scale CNN model that performs multi-scale analysis of each pixel and trains different haze images. However, a large amount of computational overhead is a major limitation of the approach.
In the paper, we utilize a new dehazing method based on ambient light scattering model. In order to give an accurate estimation of ambient light and transmittance, the single threshold segmentation and quad-tree partition strategy are combined to obtain the ambient light, and a multi-feature based bilinear CNN method is designed to estimate the transmittance.
II. RELATED WORK
In the haze image scene, the reflected light is lost due to light scattering and dispersing of the atmospheric particles, which attenuates exponentially with increasing distance. The ambient light scattering model [22] can be expressed mathematically as Eq. (1) and is widely used in the fields of computer vision and computer graphics, where K (x, y) represents the haze scene image, J (x, y) the haze-free scene image, t(x, y) the transmittance map, A the global atmospheric light, (x, y) the image pixel coordinates.
With the premise of homogeneous distribution and same medium of atmospheric particles, t(x, y) is defined as:
where β represents the atmospheric extinction coefficient, and d(x, y) the scene depth. In the natural haze scene, there exists not only scattering phenomenon of a unitary light source [23] but the diffuse reflection of the target and surrounding objects. Therefore, the ambient light scattering model based on multiple light source can be defined as formula (3).
In Eq. (4), A* denotes the ambient light in the fog scene, and δ 0 A* the light interference value, which includes reflection interference between a unitary light source and multi-objects. δ 0 indicates interference light coefficient, α i the intensity factor in every unit of space, A i the intensity of light source in every unit of space, n the number of space units.
In order to obtain the physical model of haze-free image J (x, y), we can convert Eq.(3) into Eq.(5).
It can be easily seen that the haze removal process is converted to an estimated ambient light A* and the transmittance map t(x, y). The transmittance map t c (x, y) should be estimated in the RGB channels respectively and satisfy the VOLUME 7, 2019 condition in Eq.(6) because the light of specific wavelengths has a different loss rate.
It will lead to overestimation of transmittance map with the lack of constraints and prior information.
Supposing there exist haze and haze-free image in the scene under the same lighting condition, the transmittance map t c (x, y) can be derived from Eq.(3), as shown in Eq. (7) .
III. PROPOSED STRATEGY
The expression of our algorithm can be demonstrated in the flowchart of Fig.2 . As we can see, the ambient light A can be precisely estimated by combining single-threshold segmentation with quad-tree partition algorithm. And the whole transmittance estimation process can be divided into three main parts: feature extraction, nonlinear mapping and image reconstruction. 
A. ACQUISITION OF The VALUE OF AMBIENT LIGHT A*
In order to locate the approximate area of the ambient light A*, single-threshold segmentation [24] method is adopted to separate sky region from haze image. By using this method, we firstly transform the haze image into a gray one by calculating the average value of R, G,B colour channel, and then utilize the probability density of every gray level to draw a histogram [25] , which demonstrates quite a few characteristics. Owing to the fact that the pixel values of sky area, which involves the ambient light A* in a range of 218 and 223, are generally high, the selected threshold value T can be set as 215 based on numerous experiments. And with the manual setting threshold value, it also can enhance the robustness of sky area estimation. The basic formula of single-threshold segmentation is given by Eq. (8):
where the initial image is expressed as V (x, y), the segmented image
We can divide the sky area V sky (x, y) of the haze image into four identical parts V in (x, y) by quad-tree partition method [26] , [27] , i [1] - [4] indicates the ith in four image blocks, M (V n (x, y)) represents gray value [28] of V n (x, y), and n [1,2,. . . ,n] the nth time of subdivision. Then we select the area V n (x, y) with the maximum value max(M (V n (x, y))) for further subdivision, until the difference between the highest and the next highest value satisfies this criterion that is smaller than the given threshold value t, as shown in Eq. (9) . And the overall estimation process of A* is given by Fig.3 .
B. FEATURE EXTRACTION OF HAZE IMAGE
The key of transmittance estimation is to obtain a series of haze image feature maps, such as dark channel feature map, high frequency feature map, RGB feature map and texture structure feature map. The above feature maps can be acquired by manual method, while it consumes time and energy. In this paper, convolutional neural network and auto-encoder network are adopted to obtain haze image features, which are more simply and effectively. The extraction model of dark channel and high frequency feature maps are shown as below.
a: DARK CHANNEL FEATURE MAP
The theory of dark channel prior, which reveals extremely low intensity value in at least one color channel among RGB color channels of haze-free images except for sky area or specular reflection regions, is defined as:
where r represents a local area of r × r. In addition, r can also reflect the strength of prior information, and a bigger r may cause over-reduction problem in haze removal process. He et al. [12] demonstrated the correlation between dark channel and haze-free image area, and validity of dark channel feature in the experiments.
In this paper, the extraction of the dark channel feature map is composed of inverse filter with kernel size of 5×5 and center value −1, as shown in Fig.5 . 
The extraction model of the high frequency feature map is composed of spatial high-pass filter operator with kernel size of 3×3, pad 1, as shown in Fig.6 .
In formula (12) , w h represents spatial high-pass filter, b h the bias. The obtained output result is the high frequency feature map, which weakens the influence of haze on the original image, sharpens the edge, and reduces the illuminance component. 
c: RGB FEATURE MAP AND TEXTURE STRUCTURE FEATURE MAP
As we can see in Fig.7 , this network is an auto-encoder network and can extract texture structure features. The auto-encoder network has a total of three layers−input layer, hidden layer and output layer. The number of neurons in each layer is set as:
In the training stage of auto-encoder network, a i means an image block with a size of v× v which is randomly selected from training set as the input. The sigmoid activation function f(k(j)) is used for each layer, as shown below:
where k(), w() and b() are the output, the weight and the bias, respectively. The mean square error(MSE) function is used as the cost function C(w, b,a), and can be expressed as Eq. (17) .
And then the parameters were adjusted by the stochastic gradient descent (SGD) algorithm.
Here, new weight w and bias b can be generated by old weight w (old) and old bias b (old) , as shown in Eq. (18) and Eq. (19) . η means learning rate.
In the network training process, 18000 haze image blocks with sizes of 16 × 16 are used as input. The initial weight obeys the law of normal distribution N [0,0.01], and the initial bias and the number of iterations are set to 0 and 60, respectively, and the optimal weight and bias are obtained. The input a i should be trained by auto-encoder network with red, green and blue (RGB) channels, individually, and the hidden layer feature maps should be normalized the same size as the input image blocks. Then we can acquire 16× 16 × 6 feature map blocks in this section.
d: FEATURE MAPS
The Fig.9 provides the feature maps of a haze image in training set. After the slider processing, the single haze image block is brought into the trained feature extraction network structure to obtain the corresponding feature block sequence, and then all the feature block sequences are reconstructed on the basis of the corresponding positions. Taking high frequency feature map as an example, the whole framework of feature block sequences procession and reconstruction can be described as Fig.8 .
C. NONLINEAR MAPPING
Based on the research of Tang et al. [29] , the correlation between feature maps and the transmittance is nonlinear, as shown below: (20) where k(1), k(2), k 1 (a i ) and k 2 (a i ) denote feature maps of haze images, g 1 (),. . . ,g n () the nonlinear correlation between the transmittance and feature maps. In this paper, the bilinear convolutional network is selected to obtain the detailed and multi-scaled information of haze images. Furthermore, the mapping relationship between feature map and transmittance can be obtained by combing decomposition convolution and fully connected layer.
The nonlinear correlation between the transmittance and feature maps is shown in Fig.10 . The input of this network is feature maps, followed by two parallel CNNs and transitional layer.
As shown in Fig.11 and Fig.12 , GoogleNet unit structure is selected as CNN1, multi-scale deep convolution structure CNN2, and ReLU the activation functions.
The transitional layer which consists of decomposition convolution with activation function PReLU and fully connected layer can obtain a single-channel transmittance map with the same size as the original haze image.
The nonlinear mapping process mainly includes four parts: convolution operation, fully connected operation, activation function PReLU and ReLU. In the convolution operation, it is assumed that t l p and t +1 p represent the output of the l th and the l + 1 th layer, p and q the number of feature maps, w l+1 and b l+1 the weight and bias. Then the output of the l + 1 th layer is as follow:
74320 VOLUME 7, 2019 FIGURE 13. The overall transmittance proposed framework.
And activation function PReLU and ReLU can be expressed as Eq. (22) and Eq. (23) .
Coefficient a l+1 can be learned and its initial value is set to 0.25, as shown below:
where u means momentum, ε the learning rate. In this paper, the fully connected operation is actually a 3×3 one-dimensional convolution.
Here, the cost function C(w, b) can acquire optimal transmittance by calculating the minimum mean square error between the estimated and actual values of the transmittance, as shown in Eq. (25),
where t'(x, y) and t(x, y) indicate estimated value and actual value, individually, n the number of pixels. In training set, synthetic haze image block K (x, y) and the corresponding haze-free image block J (x, y) can be used as input. On the basis of Eq. (7), formula (25) is converted to formula (26) .
Assuming that the size of haze images is d × e, then we select the square box with size of v × v, and scan the haze image by square box with step length of s(sis not greater than v/2). The number of local haze image blocks N can be obtained as formula (27) .
The optimized transmittance blocks are recombined according to the corresponding position of the original image. The overall transmittance proposed framework is shown in Fig.13 . In this paper, we adopt SGD algorithms with continuous self-learning function to train auto-encoder network and convolution network in nonlinear mapping process. By combining the output results of guide filter [16] , [17] , we can process high-resolution images and output a much clearer and more complete transmittance map with rich details. As shown in the Fig.14 , the way of optimizing transmittance by our method is feasible.
E. HAZE-FREE IMAGE RESTORATION
As described above, by estimating the ambient light A* and transmittance t'(x, y), the haze-free image J (x, y) can be VOLUME 7, 2019 FIGURE 15. Comparison of our approach and four advanced dehazing methods applied to haze (lake) images. (a) Initial haze image, (b)-(e) dehazing result by method [6] , [10] , [17] , [21] , and (f) our result.
recovered by Eq.(28), which derives from formula(5).
In order to keep the transmittance within a feasible range [30] , it should be set a lower bound t 0 . With many experiments, the t 0 is manually set to 0.01.
IV. EXPERIMENT AND RESULT
In this section, we evaluate the validity of our algorithm by conducting comparison experiments on haze images with our approach and four other advanced strategies [6] , [10] , [17] , [21] , as shown in Fig.15-17 and Table 2 -5. We select 5000 high quality haze images as our training set. These images were taken by us or downloaded from the network, including real-world haze images and synthetic images. Multiple comparison experiments are carried out in the lab platform with configuration of Windows 8 operating system with 2.5 GHz CPU (inter core i5), NVIDIA GeForce GTX 1060 GPU and 8GB memory.
A. SUBJECTIVE QUALITATIVE VISUAL EVALUATION
In the paper, the haze image is named ''Lake''(image resolution: 500×600), ''Mountain''(image resolution: 600×650) and ''Women'' (image resolution: 680×800) as an example. In Fig.15 (b) , it is apparent that there is color shift phenomenon in sky area, due to the color distortion problem caused by the tone mapping algorithm. He's approach can significantly improve image quality, but this method is sensitive to image noise, as we can see the irregular block noise in Fig.15(d) . Similarly, there exists heavy image noise at the junction of sky region and the image scenery in the result of method [21] , and the overall output image of the method [10] turns white and has halo effects. In Figure 15(f) , it is demonstrated that the output of our strategy achieves a significant better visual effect with minimal image noise. Fig.16(c) and Fig.16(e) show the haze has been removed to some extent by the methods [10] , [21] . However, it brings about over-saturation and halo effects, especially in method [10] . Besides, in Fig.16(d) , the entire picture appears dim and blurred due to the transmittance estimation deviation, [6] , [10] , [17] , [21] , and (f) our result. [6] , [10] , [17] , [21] , and (f) our result. and color has very bad effect on the output image of the method [6] . Comparing with the other four approaches, our method can show image details and bright color of the original haze-free image.
For Fig.17 , the result of the algorithm [6] is excessively enhanced with pseudo-color visual effect, and the skin, hair and clothing colors of the women in Fig.17(c) are incorrectly assigned by the algorithm [17] . What's more, the hazefree images recovered by the techniques [10] , [21] look faint and have different degrees of halo and gradient reversal effects. As can be seen from Figs 15-17, the sky areas are over-recovered and there is always a halo effect in the sudden change of the depth of field after being processed by the other four methods. In contrast, due to the accurate estimation of ambient light A* and the transmittance, our method can maintain the original tone of a realistic scene and generate a haze-free image with rich details.
B. OBJECTIVE QUANTITATIVE INDEX EVALUATION
For comprehensive objective evaluation, the performance of our strategy and other four sophisticated dehazing methods can be assessed by reference metrics, including e, r, ε and image information entropy (IIE), and non-reference metrics, including Mean squared error (MSE) [32] , peak signal to noise ratio (PSNR) [33] , [34] and structural similarity (SSIM) [31] , [34] .
The index IIE [35] can be expressed by Eq. (29), the ratio of newly visible edge e, the average ratio of the gradients rand exposure defects ε [36] - [38] , as shown in Eq(30), Eq.(31), Eq.(32),
where the number of pixels in the length and width of the test image are represented as X and Y , the amount of gray-level in the test image, the amount of image pixels in the wth gray scale F w , and the probabilities of the wth gray scale
In Eq. (30), the new visible edge ratio of the output image is represented as e, and the total numbers of visible edges in the import and export images can be denoted as b o and b i , respectively.
In Eq. (31), r indicates image gradient rate of the export image and can be used to measure the validity of the image restoration. q i represents the correlation factors within the set θ, and r i is defined as mean gradient rate of visible edges among input and output images.
In Eq.(32), the indicator ε means the ratio of abnormal pixel values, n t the sum of possible overexposed and underexposed pixels in an image, X and Y the number of pixels in the length and width of an output image, respectively.
In general, the index IIE indicates the richness of image information. If the IIE result is high, then we can get an excellent and satisfactory dehazing image. In addition, the e metric indicates complexity of the image. And if we get a higher e, then we can obtain an image with more levels and details. Besides, the indicator r can express contrast restoration of the output image. If a higher value of ris obtained, then an image with high contrast and effectively improved edge details can be obtained, whereas a smaller ε denotes a more satisfactory image quality.
It can be seen from Table 2 that the r metric of the algorithm [6] is higher than that in our strategy. This is due to the fact that the image contrast recovery after the method [6] is high, and excessive color enhancement and color shift phenomenon are presented in the entire output image. Our method obtains proper r values of three dehazing images, and the local contrast is recovered well. Method [10] also has high r values, but excessive enhancement of local contrast leads to spurious edges and artificial effects. Algorithm [17] usually lightens image sky area while darkens the foreground objects, hence enlarging the local contrast.
In addition, color stew and over-saturation of method [6] result in high value of e. The dehazing results of method [21] contain rich texture and abundant details, so the indicator e is well. This feature is also reflected in the results of method [17] . The dehazing images of the technique [10] look faint and a lot of details are lost, so the e value is small.
The overall effect of the method [10] turns white, especially in light color area, resulting in overexposure problem and a high ?value. The ?value of method [17] is also large, this is due to the fact that the whole dehazing images look dark, and underexposure is inevitable, as displayed in Figs.15-17 . Besides, image noises, halo and gradient reversal effects also affect the value of ε, as can be seen in Table. 2.
In the process of image dehazing, with different algorithms, it is inevitable to cause the loss of image details and information to different degrees, as displayed in Table. 2. Additionally, due to over saturation occurred in sky area and a large amount of irrelevant information such as image noise, the index IIE of the method [21] is higher than the other three methods, and even better than our algorithm in Fig.16 . Compared with the other four techniques, it can be seen that our algorithm obtains higher values of IIE, e and r, and smallest value of ε. In other words, our method can maintain richer details and higher quality image recovery.
The MSE index expresses the average difference within the dehazing image and the clear image, and can be expressed as:
2 (33) where XY means that an image block contains X × Y pixels, c the number of RGB color channels, K '(x, y,c) the dehazing image of realistic scene or the dehazing image of synthetic images. J (x, y,c) represents the reference image in realistic haze condition, which is obtained by manually changing [6] , [10] , [17] , [21] .
the parameters of different dehazing methods and visually selecting the best one, and J (x, y,c) also denotes the ground truth image in synthetic images.
In Eq. (34), g max expresses the value of maximum grayscale. SSIM can measure image similarity by contrast and structure. And it is related to the perception of image quality in the human visual system (HVS). The model of SSIM is defined as Eq. (35).
In this paper, an image block of size 3 × 3 is selected and a pixel point (x, y) of the dehazing image K (x, y) is taken as the center. a 2 Kxy and u Kxy denote variance and local mean value of dehazing image, individually, and a 2 Jxy and u Jxy the counterparts of the clear image (haze-free image in realistic scene or ground-truth image in synthetic images).a 2 KJ ,x y the co-variance within the dehazing image and clear image in the same scene, and can be defined as below: (36) where m stands for the number of pixels in the block region. And the n 1 and n 2 constants are empirically set to 0.01 and 0.03.
The values of MSE, PSNR and SSIM are shown in Tab.3. In order to make an accurate comparison, it is necessary to normalize the dimension distinction of the three index types. The formula is given by Eq. (37) .
In Eq. (31), h represents the indicator data, h max and h min the maximum and minimum values of the indicator data before normalization, f max and f min the maximum and minimum values of the indicator data after normalization. In order to simplify the calculation process, f max is set to 1, and f min is set to 0.5.
On the basis that the MSE index is inversely proportional to the other two indexes, the comprehensive evaluation index is shown as Eq. (38) . [6] , [10] , [17] , [21] in normalization form.
FIGURE 18.
The histogram comparison of MSE, SSIM and PSNR Indexes among our method and method [6] , [10] , [17] , [21] .
Based on formula (38) , table 3 can be converted into the normalized form of table 4.
In Fig.18 , the purple, orange, red and green columns represent indexes of MSE, SSIM, PSNR and Comp, respectively.
A lower MSE value indicates that the defogging effect is closer to the relevant fog-free scene in terms of image content. But a higher SSIM value indicates that the defogging effect is closer to the relevant fog-free scene in terms of image structure and texture, and a higher PSNR value indicates that the defogging effect is closer to the relevant fog-free scene in terms of smaller image distortion.
It can be seen from Fig.18 and two tables that algorithm [21] achieves the highest SSIM value. This is because the algorithm [21] adopts multi-scale CNN model to analyze each pixel and train different fog images. Compared with clear images, dehazing images have strong structural similarity. However, both the indicator MSE and PSNR of algorithm [21] are inferior to our method. Due to the serious hue error and halo effect in the dehazing results, the overall effect of method [6] is not as good as other approaches. Approach [17] acquires better MSE and PSNR results, but the SSIM index of this method is poor because of inaccurate estimation of transmittance. The image noises and overexposure problems result in inferior SSIM and PSNR indexes of method [10] .
In sum, by combing with subjective qualitative visual evaluation and objective quantitative index evaluation, it can be found that some failure restoration of haze images exist in dehazing methods, which are caused by some improper recovery strategies used in these methods. As for three restoration-based dehazing methods [10] , [17] , [21] , the inaccuracy of parameters estimation in physical model is the primary cause of poor restoration effects. In method [10] , the estimation of transmittance is prone to be inaccurate with insufficient image information. In regard to method [17] , the extremely low dark channel pixel values is generated by three kinds of scenes: colorful targets (such as green trees, yellow, red or blue targets), shadows (such as the shadows of skyscrapers or automobiles), dark targets. However, the DCP theory may fail in the case of specular reflection. The estimation of ambient light of method [21] is to select the largest pixel value among haze image corresponding to 0.1% darkest pixel of transmittance map. This method is unreliable when white objects appear in the image. Besides, it is also affected by the inaccuracy of transmittance estimation. For the enhancement-based dehazing method [6] , image contrast is enhanced based on visual needs, while it cannot be adapted to every haze scene.
C. THE EFFICIENCY
In table 5, the time consumption [39] , [41] of five approaches have also been compared. It can be seen that the time complexity of our strategy is equivalent to the algorithm [10] . However, as the image size increases, the computational time of our strategy is only slightly increased because the resized input images are adopted in our method. The independent component analysis (ICA) [40] is employed in method [6] , so this method can process haze images with a quicker speed, even when the image size is increased. However, the method [17] uses the guided filter to process large matrix, which is difficult to avoid the poor processing speed.
V. RESULT AND PROSPECT
Since the visual effect of dehazing should be fully considered in image processing, this paper proposes a multi-feature based bilinear CNN for single image dehazing method. First, the single-threshold segmentation method is used to roughly separate the sky region from the haze image, and the ambient light value A* is obtained by the quad-tree partition method. Then, the transmittance map is estimated by a multi-feature based bilinear convolutional neural network method. Thereafter, using the obtained parameters, the ambient light value A* and the transmittance, the haze-free image can be recovered by the ambient light scattering model. A large number of experimental studies have shown that the proposed method is more efficient and robust than the other four methods. Nevertheless, our method is not satisfactory for image captured in dense haze. This is due to the fact that the recovery of haze image relies on accurate estimation of ambient light and the transmittance. However, in dense haze environment, the sky area acquired by single-threshold segmentation and the obtained feature maps are not accurate enough.
In future work, we plan to further optimize the network structure to adapt to dense haze images while reducing time consumption. What's more, by reducing the cost of time, our method can be used for video dehazing. 
