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Abstract
We consider the Cauchy problem for the wave equation in a general class of spherically symmetric
black hole geometries. Under certain mild conditions on the far-field decay and the singularity, we
show that there is a unique globally smooth solution to the Cauchy problem for the wave equation
with data compactly supported away from the horizon that is compactly supported for all times and
decays in L∞loc as t tends to infinity. We obtain as a corollary that in the geometry of black hole
solutions of the SU(2) Einstein/Yang-Mills equations, solutions to the wave equation with compactly
supported initial data decay as t goes to infinity.
1 Introduction
The Cauchy problem for the wave equation in various black hole geometries is an active area of research
with much effort devoted to showing decay of the solutions. In the case of the Schwarzschild metric,
Kronthaler showed in [8] that there exists a unique global solution to this problem and, moreover, the
solution decays pointwise as t→∞. In [5] Donninger, Schlag, and Soffer obtain the specific decay rate
t−3 for solutions; and in [9] Kronthaler obtains the same rate under the assumption that the data is
spherically symmetric (i.e. for the first angular mode of the full solution), along with the additional result
that if the data is momentarily static (i.e., ∂tφ|(x,0) = 0), then the decay rate can be improved to t−4
(again for the first angular mode). For the Kerr metric (without a smallness restriction to the angular
momentum), Finster, Kamran, Smoller, and Yau showed decay of solutions of the wave equation in [6].
If the case of sufficiently small angular momentum, Dafermos and Rodnianski were able to demonstrate
the uniform boundedness of solutions to the wave equation in [3], and Andersson and Blue obtained
decay rates in [1], again for sufficiently small angular momentum.
Our goal in this paper is to generalize decay results in the Schwarzschild metric to a much more
general class of spherically symmetric black hole geometries. We consider a metric given by
ds2 = gijdx
idxj = −T−2(r)dt2 +K2(r)dr2 + r2(dθ2 + sin2 θdφ2), (1.1)
where r > 0, 0 ≤ θ ≤ pi, 0 ≤ φ ≤ 2pi. This clearly generalizes the Schwarzschild geometry, as can be seen
by making the identifications
T (r) =
(
1− 2m
r
)− 1
2
= K(r).
We must impose natural (i.e. physical) conditions on the coefficients T,K. To that end, we assume
there is a singularity in K at r = r0 > 0 and near the singularity we have the following asymptotics:
T (r) = c1(r − r0)− 12 +O(1) and K(r) = c2(r − r0)− 12 +O(1) (1.2)
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for some constants c1, c2 > 0, and
T ′(r) = c3(r − r0)− 32 +O(r − r0)− 12 and K ′(r) = c4(r − r0)− 32 +O(r − r0)− 12 (1.3)
for some nonzero constants c3, c4. We assume smoothness away from the horizon: T,K ∈ C∞(r0,∞);
and we assume that in the far-field, the metric asymptotically approaches Minkowski flat-space:
T (r) = 1 +O
(
1
r
)
and K(r) = 1 +O
(
1
r
)
as r tends to infinity. (1.4)
We assume that for each r ∈ (r0,∞), T (r) 6= 0 and K(r) 6= 0; and finally, we impose restrictions on the
far-field decay:
T ′(r)
T (r)
+
K ′(r)
K(r)
= O
(
1
r2
)
as r tends to infinity. (1.5)
We note that the Schwarzschild metric, the non-extreme Reissner-Nordstrom metric, and the metrics
given by black hole solutions of the Einstein/Yang-Mills (EYM) equations (c.f. [11]) satisfy these condi-
tions. It is easy to see the first two cases, and we will show in Section 6 that black hole solutions to the
EYM equations satisfy these conditions. For the purposes of this paper, a geometry (1.1) satisfying the
above conditions will be referred to as a spherically symmetric black hole (SSBH). We note also that the
work [8] served as a model for solving this problem and we also rely on results therein in a few places.
2 Preliminary Notions
We begin by recalling that, given a spacetime metric g, the scalar wave equation in that geometry is
given by
ζ := gij∇i∇jζ = 1√−g
∂
∂xi
(√−g gij ∂
∂xj
)
ζ = 0, (2.1)
where gij is the inverse of the metric gij and g = det(gij). So, in the geometry (1.1), the wave equation
takes the form
ζ =
(
−T 2∂2t +
1
r2
∂r
(
r2∂r
K2
)
+
T
K3
∂r
(
K
T
)
∂r +
1
r2
∆S2
)
ζ = 0, (2.2)
where T = T (r),K = K(r), and ∆S2 =
∂
∂(cos θ)
(
sin2 θ ∂
∂(cos θ)
)
+ 1
sin2 θ
∂2
∂φ2
is the standard Laplacian on
the sphere S2. We introduce the coordinate u = u(r) by
u(r) = −
∫ ∞
r
K(α)T (α)
α2
dα, (2.3)
which maps the interval (r0,∞) to the interval (−∞, 0). This is a simple consequence of the prescribed
asymptotics. We note also that since T,K are everywhere positive, u is indeed a valid coordinate change
and the inverse mapping r = r(u) is well-defined. Then the wave equation (2.2) on R× (r0,∞)× S2 is
equivalent to (
−r4∂2t + ∂2u +
r2
T 2
∆S2
)
ψ = 0 (2.4)
on R × (−∞, 0) × S2, where T = T (r) and r = r(u) (in what follows, we will frequently suppress the
arguments of these functions). The Cauchy problem for the wave equation in the coordinates (t, u, θ, φ)
then reads1 {(
−r4(u)∂2t + ∂2u + r
2(u)
T 2(r(u))∆S2
)
ψ(t, u, θ, φ) = 0 on R× (−∞, 0)× S2,
(ψ, iψt)(0, u, θ, φ) = Ψ0(u, θ, φ) ∈ C∞0
(
(−∞, 0)× S2)2 . (2.5)
1We use the compact form (ψ, iψt) for the data in what follows, since this is most convenient when we reformulate this
as a Hamiltonian problem later.
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Let us settle first the question of existence and uniqueness for the problem (2.5).
Theorem 2.1. The Cauchy problem (2.5) in the geometry of an SSBH has a unique, smooth solution
that exists for all times t. Furthermore, this solution is compactly supported in (u, θ, φ) for each time t.
Proof. To prove the theorem, we wish to apply the theory of symmetric hyperbolic systems in section
5.3 of [7] to the auxiliary PDE(
∂2t − ∂2s −
∆S2
r2T 2
− 1
T 2K2r
(
T ′
T
+
K ′
K
))
ξ(t, s, θ, φ) = 0, (2.6)
where
s(u) =
∫ u
u(2r0)
r2(α)dα, (2.7)
r = r(u(s)), and the arguments of T, T ′,K,K ′ are also r(u(s)). Note that we may consider s as a
function of r by considering
s(u(r)) =
∫ u(r)
u(2r0)
r2(α)dα
=
∫ r
2r0
T (α)K(α)dα. (2.8)
The PDE (2.6) is equivalent to (2.4) upon making the change of coordinate s = s(u) and letting ξ = rψ.
We consider this PDE because in this coordinate we will be able to prove that the solution of (2.5) is
compactly supported for each t. In the u variable, this is not obvious, and it is not clear how to prove it.
Let us also note that s(u) maps the interval (−∞, 0) monotonically onto R. We will prove the theorem
first for the Cauchy problem{(
∂2t − ∂2s − ∆S2r2T 2 − 1T 2K2r
(
T ′
T
+ K
′
K
))
ξ = 0 on R× R× S2,
(ξ, iξt)(0, s, θ, φ) = Ξ0(s, θ, φ) ∈ C∞0 (R× S2)2,
(2.9)
and then use this to obtain results about the Cauchy problem (2.5). We note here that the argument that
follows is based on a similar argument in [8]. To prove the theorem, we must work in local coordinates
on S2. So let us consider the chart (U, (θ, φ)) where U is an open, relatively compact subset of S2 and
(θ, φ) are well-defined on U¯ . Then, letting Γ = (ξt, ξu, ∂(cos θ)ξ, ∂φξ, ξ)
T , we can cast the PDE in (2.9)
as a first-order system:
A0∂tΓ +A1∂uΓ +A2∂(cos θ)Γ +A3∂φΓ +BΓ = 0, (2.10)
where the matrices A0, . . . , A3, B are defined as follows:
A0 := diag
(
1, 1,
sin2 θ
r2T 2
,
1
r2T 2
1
sin2 θ
, 1
)
, (A1)12 = −1 = (A1)21,
(A2)13 = − sin
2 θ
r2T 2
= (A2)31, (A3)14 = − 1
r2T 2
1
sin2 θ
= (A3)41,
B13 =
2 cos θ
r2T 2
, B15 = − 1
T 2K2r
(
T ′
T
+
K ′
K
)
, B51 = −1,
and all other matrix entries are zero. Upon multiplying this system by T 2, we obtain a symmetric
hyperbolic system on R×R×U , since each Ai is symmetric and A0 is uniformly positive definite on this
region. Further, since the initial data Ξ0 has compact support, we can restrict the system to R×V ×U ,
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where V is open, relatively compact, and suppΞ0(u, θ, φ) ⊂ V ⊂ R for each (θ, φ) ∈ S2. Since we
can cover S2 by finitely many such charts, the theory of symmetric hyperbolic systems guarantees the
existence and uniqueness of a smooth solution ξ of (2.9) defined for all t < ε1 for some ε1 > 0. Moreover,
this solution propagates with finite speed and thus there exists an 0 < ε ≤ ε1 so that ξ has compact
support in V × S2 for all times t ≤ ε. Therefore, we can repeat this argument for the Cauchy problem
with data (ξ(ε, u, θ, φ), iξt(ε, u, θ, φ))
T and obtain a unique, smooth solution ξ defined for t ≤ 2ε which
has compact support in a possibly larger, though still open and relatively compact set for all times
t ≤ 2ε. Repeating the argument yields a global solution ξ of the Cauchy problem (2.9) which is smooth,
unique, and compactly supported for all times t.
Since we have already observed that a solution ψ of (2.5) yields a solution of (2.9) under the coordinate
change s = s(u) and the identification ξ = rψ and vice versa, the theorem follows.
We now observe that the Cauchy problem admits a conserved energy:
Proposition 2.1. A solution of the Cauchy problem (2.5) admits a conserved energy E(ψ) given by
E(ψ) =
∫ 2pi
0
∫ 1
−1
∫ 0
−∞
r4(u) (ψt)
2
+ (ψu)
2
+
r2(u)
T 2(r(u))
(
1
sin2 θ
(∂φψ)
2
+ sin2 θ
(
∂(cos θ)ψ
)2)
dud(cos θ)dφ;
(2.11)
i.e. d
dt
E(ψ) = 0.
Proof. We know that (2.5) admits a globally defined, smooth, unique solution which is compactly sup-
ported for all times t. Thus, the energy E(ψ) is well-defined. Moreover, since ψ solves (2.5), an easy
calculation shows that d
dt
E(ψ) = 0.
Next, we wish to cast the Cauchy problem (2.5) as a first-order Hamiltonian system. To this end we
define Ψ := (ψ, iψt)
T ; then i∂tΨ = HΨ, where
H =
(
0 1
A 0
)
,
and A = − 1
r4
∂2u − ∆S2r2T 2 . Therefore, the Cauchy problem (2.5) is equivalent to the problem{
i∂tΨ = HΨ on R× (−∞, 0)× S2,
Ψ(0, u, θ, φ) = Φ0(u, θ, φ) ∈ C∞0
(
(−∞, 0)× S2)2 . (2.12)
Theorem 2.1 implies that the problem (2.12) has a unique, smooth solution Ψ that is defined for all
times t and compactly supported for each t.
Let us next observe that the energy in (2.11) defines an inner product on the space C∞0
(
(−∞, 0)× S2)2:
for Ψ,Γ ∈ C∞0
(
(−∞, 0)× S2)2 with Ψ = (ψ1, ψ2)T and Γ = (γ1, γ2)T , we can define the scalar product
〈Ψ,Γ〉 by
∫ 2pi
0
∫ 1
−1
∫ 0
−∞
r4ψ2γ2+(∂uψ1)(∂uΓ1)+
r2
T 2
(
1
sin2 θ
(∂φψ1)(∂φγ1) + sin
2 θ(∂(cos θ)ψ1)(∂(cos θ)γ1)
)
dud(cos θ)dφ.
(2.13)
We next show that with respect to this inner product,H is symmetric on the domain C∞0
(
(−∞, 0)× S2)2.
Proposition 2.2. The operator H is symmetric with respect to the inner product 〈·, ·〉 on the domain
C∞0
(
(−∞, 0)× S2)2.
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Proof. Consider a solution Ψ of (2.12). Upon making the identification Ψ = (ψ, iψt)
T , we know that ψ
solves (2.5). We have that 〈Ψ,Ψ〉 = E(ψ), and therefore that d
dt
〈Ψ,Ψ〉 = 0 for solutions of (2.12). On
the other hand,
d
dt
〈Ψ,Ψ〉 = 〈∂tΨ,Ψ〉+ 〈Ψ, ∂tΨ〉
= −i〈HΨ,Ψ〉+ i〈Ψ, HΨ〉,
which shows that 〈HΨ,Ψ〉 = 〈Ψ, HΨ〉 for any Ψ solving (2.12). Note that this expression holds for
each t, and in particular, at t = 0. Thus, 〈HΨ0,Ψ0〉 = 〈Ψ0, HΨ0〉. But the initial data Ψ0 can be
chosen arbitrarily in C∞0
(
(−∞, 0)× S2)2, which, after a simple polarization argument, shows that H is
symmetric on the space C∞0
(
(−∞, 0)× S2)2 with respect to the inner product 〈·, ·〉.
We next observe that the only manifestation of the angular variables (θ, φ) in the problem (2.5) is
in the spherical Laplacian. Since any smooth function on S2 can be expanded into an absolutely and
uniformly convergent series in terms of spherical harmonics (c.f. [2]), we may therefore write
Ψ(t, u, θ, φ) =
∞∑
l=0
∑
|m|≤l
Ψlm(t, u)Ylm(θ, φ), (2.14)
where the Ylm(θ, φ) are the spherical harmonics (i.e. ∆S2Ylm = −l(l+ 1)Ylm) and this series converges
uniformly and absolutely for each fixed (t, u) ∈ R × (−∞, 0). Furthermore, we know that Ψlm =
(ψlm1 , ψ
lm
2 )
T , where ψlmi = 〈ψi, Ylm〉L2(S2). It is clear therefore that Ψlm(t, u) is smooth and for each
t, Ψlm(t, u) ∈ C∞0 (−∞, 0)2. Thus, for any Ψ,Γ ∈ C∞0
(
(−∞, 0)× S2)2, we can decompose the scalar
product 〈Ψ,Γ〉 according to
〈Ψ,Γ〉 =
∞∑
l=0
∑
|m|≤l
〈Ψlm,Γlm〉l =
∞∑
l=0
∑
|m|≤l
∫ 0
−∞
r4ψlm2 γ
lm
2 + (∂uψ
lm
1 )(∂uγ
lm
1 ) +
r2
T 2
l(l + 1)ψlm1 γ
lm
1 du,
which follows from integrating by parts.
The action of the Hamiltonian also simplifies under the spherical harmonic decomposition:
HΨ(t, u, θ, φ) =
∞∑
l=0
∑
|m|≤l
HlΨ
lm(t, u)Ylm(θ, φ),
where
Hl =
(
0 1
− 1
r4
∂2u +
l(l+1)
r2T 2
0
)
. (2.15)
Therefore, the components Ψlm in the spherical harmonic decomposition of Ψ solve a reduced equation:
Proposition 2.3. Consider the solution Ψ of (2.12). The component functions Ψlm in the spherical
harmonic decomposition of Ψ (2.14) solve the reduced problem{
i∂tΨ
lm = HlΨ
lm on R× (−∞, 0),
Ψlm(0, u) = Ψlm0 ∈ C∞0 (−∞, 0)2.
(2.16)
Proof. The proposition follows from the discussion above and the uniqueness of the spherical harmonic
decomposition.
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Our strategy therefore is to solve problem (2.16) and then sum up according to (2.14) to obtain a
solution of (2.12). We note as well that Hl is symmetric with respect to the inner product 〈·, ·〉l on the
domain C∞0 (−∞, 0)2, since for Ψlm,Γlm ∈ C∞0 (−∞, 0)2 we have
〈HlΨlm,Γlm〉l = 〈H(ΨlmYlm),ΓlmYlm〉
= 〈ΨlmYlm, H(ΓlmYlm)〉
= 〈Ψlm, HlΓlm〉l.
This also implies that the energy El(Ψ
lm) := 〈Ψlm,Ψlm〉l is conserved for smooth, compactly supported
solutions of (2.16), since we have
d
dt
〈Ψlm,Ψlm〉l = 〈∂tΨlm,Ψlm〉l + 〈Ψlm, ∂tΨlm〉l
= −i〈HlΨlm,Ψlm〉l + i〈Ψlm, HΨlm〉l
= 0,
by the symmetry of Hl.
3 The Hamiltonian
Let us rewrite Hl as
Hl =
(
0 1
− 1
r4
∂2u + Vl(u) 0
)
, (3.1)
where Vl(u) =
l(l+1)
r2T 2
. (Recall the arguments are T = T (r) and r = r(u).) We wish to construct
a self-adjoint extension of Hl, and we therefore need to find a Hilbert space on which Hl is densely
defined. To that end, let us define H 1Vl,0 as the completion of C
∞
0 (−∞, 0) within the Hilbert space
H 1Vl
(−∞, 0) :=
{
ψ : ψu ∈ L2(−∞, 0) and r2V
1
2
l ψ ∈ L2(−∞, 0)
}
. Let us also define Hr2,0 as the com-
pletion of C∞0 (−∞, 0) within the Hilbert space Hr2(−∞, 0) :=
{
ψ : r2ψ ∈ L2(−∞, 0)}. Finally, we
define Hilbert space H := H 1Vl,0 ⊗ Hr2,0 endowed with the inner product 〈·, ·〉l to be the underlying
Hilbert space for the Hamiltonian Hl.
We next construct a self-adjoint extension of Hl:
Proposition 3.1. The operator Hl with domain D(Hl) = C
∞
0 (−∞, 0)2 is essentially self-adjoint in the
Hilbert space H .
Proof. To prove this, we use the following version of Stone’s theorem (c.f. [10], Sec. VIII.4):
Theorem 3.1 (Stone’s Theorem). Let U(t) be a strongly continuous one-parameter unitary group on
a Hilbert space H . Then there is a self-adjoint operator A on H so that U(t) = eitA. Furthermore, let
D be a dense domain which is invariant under U(t) and on which U(t) is strongly differentiable. Then
i−1 times the strong derivative of U(t) is essentially self-adjoint on D and its closure is A.
Now consider the Cauchy problem (2.16). By the theory of symmetric hyperbolic systems, the
problem (2.16) has a unique, smooth, global solution Ψlm that is compactly supported for all times t
(we prove this similarly to Theorem 2.1). Thus, for t ∈ R we define the operators
U(t) : C∞0 (−∞, 0)2 7→ C∞0 (−∞, 0)2 by
U(t)Ψlm0 = Ψ
lm(t) =
(
ψlm(t), i∂tψ
lm(t)
)T
.
Note that U(t) leaves the dense subspace C∞0 (−∞, 0)2 invariant for all times t and also, by the energy
conservation, the U(t) are unitary with respect to the energy inner product and therefore extend to
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unitary operators on H . The uniqueness of Ψlm guarantees that U(0) = I and U(t)U(s) = U(t + s)
for all s, t ∈ R. Thus, the U(t) form a one-parameter unitary group. The fact that the solutions are
smooth in t and u guarantees that this group is strongly continuous on H and strongly differentiable
on C∞0 (−∞, 0)2. Then, for γ1, γ2 ∈ C∞0 (−∞, 0),
i−1 lim
h→0
1
h
(
U(h)(γ1, γ2)
T − (γ1, γ2)T
)
= −Hl(γ1, γ2)T .
Thus, by Stone’s theorem, Hl is essentially self-adjoint on H with self-adjoint closure H¯l and U(t) =
e−itH¯l .
To obtain a representation of the solution Ψlm of (2.16), we will use Stone’s formula which relates the
spectral projections of a self-adjoint operator to the resolvent. We recall Stone’s formula in the following
theorem:
Theorem 3.2 (Stone’s Formula). For a self-adjoint operator A, the following holds
1
2
(
P[a,b] + P(a,b)
)
= lim
εց0
1
2pii
∫ b
a
[
(A− λ− iε)−1 − (A− λ+ iε)−1] dλ, (3.2)
where the limit is taken in the strong operator topology.
We refer to [10], chapter VII for a proof. According to Stone’s formula, to understand the spectral
projections of H¯l, we must investigate the resolvent operator (H¯l − ω)−1 : H 7→ H . Since H¯l is self-
adjoint, it follows immediately that (H¯l − ω)−1 exists for each ω ∈ C \ R. So let us fix ω ∈ C \ R and
consider the eigenvalue equation
H¯lΦ = ωΦ. (3.3)
Note that since ω 6∈ σ(H¯l), this equation does not have solutions in H . Nonetheless, we will be able to
construct the resolvent out of special solutions of this equation. To that end, let us observe that (3.3) is
equivalent to the differential equation
− ζ′′(u)− ω2r4ζ + r
2
T 2
l(l + 1)ζ = 0 (3.4)
on the interval (−∞, 0) where ζ = φ1 or φ2. This ODE is difficult to solve explicitly, so let us use the
coordinate s = s(u) defined in (2.7) and define
η(s) = r(u(s))ζ(u(s)). (3.5)
Inserting these into (3.4), we obtain the equivalent ODE
− η′′(s)− ω2η(s) +
(
l(l + 1)
r2T 2
− 1
rT 2K2
(
T ′
T
+
K ′
K
))
η(s) = 0. (3.6)
To investigate this ODE, we need to look at the potential
Wl(s) :=
(
l(l+ 1)
r2T 2
− 1
rT 2K2
(
T ′
T
+
K ′
K
))
. (3.7)
Invoking the asymptotics (1.4) and (1.5), we see that as s tends to infinity, |Wl(s)| = O
(
l(l+1)
s2
)
for
l 6= 0 and |W0(s)| = O
(
1
s3
)
. We note that for large r, we have s = r + O(log r), and for small r we
have s = c1c2log(r − r0) + O(1), using the asymptotics (1.2), (1.3) as well as (2.8). Noting also that
Wl(s) = O(r − r0) near the horizon, the previous comments yield that |Wl(s)| ≤ α1eα2s as s→ −∞ for
some constants α1, α2 > 0.
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We now return to equation (3.6) and prescribe asymptotic boundary conditions to determine a pair
of fundamental solutions. In the case Im (ω) > 0, we require
lim
s→−∞
eiωsη1,ω(s) = 1, and lim
s→−∞
(
eiωsη1,ω(s)
)′
= 0 (3.8)
and
lim
s→∞
e−iωsη2,ω(s) = 1, and lim
s→∞
(
e−iωsη2,ω(s)
)′
= 0, (3.9)
whereas in the case Im (ω) < 0, we require
lim
s→−∞
e−iωsη1,ω(s) = 1, and lim
s→−∞
(
e−iωsη1,ω(s)
)′
= 0 (3.10)
and
lim
s→∞
eiωsη2,ω(s) = 1, and lim
s→∞
(
eiωsη2,ω(s)
)′
= 0. (3.11)
Now these two solutions η1,ω, η2,ω must be linearly independent, for if they were not, there would be a
nonzero vector in the kernel of (H¯l − ω)−1. But since H¯l is essentially self-adjoint, the spectrum is con-
tained on the real line, and thus, for ω ∈ C\R, the kernel of (H¯l−ω)−1 is trivial. Thus, η1,ω and η2,ω form
a fundamental set of solutions of (3.6), and the Wronskian w(η1,ω , η2,ω) := η1,ω(s)η
′
2,ω(s)−η′1,ω(s)η2,ω(s)
is non-vanishing. We note also that an easy calculation shows that w(η1,ω , η2,ω) is independent of s.
Let us now construct the solutions η1,ω, η2,ω (for notational purposes, in this section we will write
η1,ω = η
1(λ, ω, s), η2,ω = η
2(λ, ω, s), where λ = l+ 12 ; the λ dependence in what follows can be important
in a more general setting, so to make this as general as possible, we make explicit the λ dependence). We
cite [4] for the basic idea of this construction. We focus first on the solution with boundary conditions
at s = ∞, and we restrict ourselves for the moment to Im ω ≤ 0, w 6= 0. We first write the ODE (3.6)
as
η′′(s) +
(
ω2 − λ
2 − 14
s2
)
η(s) =
((
λ2 − 1
4
)[
1
r2T 2
− 1
s2
]
− 1
rT 2K2
(
T ′
T
+
K ′
K
))
η(s),
and we find the Green’s function for the operator on the left-hand side with zero boundary conditions
at s =∞ is given by
B(λ, ω, s, y) = H(y − s) i
2ω
(
η20(λ, ω, y)η
2
0(λ,−ω, s)− η20(λ, ω, s)η20(λ,−ω, y)
)
, (3.12)
where
η20(λ, ω, s) =
(
1
2
piωs
) 1
2
e−
ipi
2 (λ+
1
2 )H
(2)
λ (ωs), (3.13)
H is the usual Heaviside function, and H
(2)
λ is the Hankel function of the second kind (we reference [13]
and [14] for information about the Hankel functions). Note that lims→∞ η
2
0(λ, ω, s)e
iωs = 1. Thus, if we
require
lim
s→∞
η2(λ, ω, s)eiωs = 1, (3.14)
then the equivalent integral equation for η2 is
η2(λ, ω, s) = η20(λ, ω, s) +
∫ ∞
s
B(λ, ω, s, y)W (y)η2(λ, ω, y)dy. (3.15)
We wish to solve this as a perturbation series, so we write
η2(λ, ω, s) =
∞∑
n=0
η2n(λ, ω, s), (3.16)
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where
η2n+1 =
∫ ∞
s
B(λ, ω, s, y)W (y)η2n(λ, ω, y)dy. (3.17)
To address convergence, we note that it is shown in appendix A of [4] that for 0 < s < y we have
|η20(λ, ω, s)| ≤ C
( |ω|s
1 + |ω|s
)−λ+ 1
2
e(Im ω)s (3.18)
and
|B(λ, ω, s, y)| ≤ Ce|Im ω|y+(Im ω)s
(
y
1 + |ω|y
)λ+ 1
2
(
s
1 + |ω|s
)−λ+ 1
2
(3.19)
where C depends on λ. It is easy to show then by induction that
|η2n(λ, ω, s)| ≤ C
(CQ(s))n
n!
( |ω|s
1 + |ω|s
)−λ+ 1
2
e(Im ω)s, (3.20)
where
Q(s) =
∫ ∞
s
y|W (y)|
1 + |ω|y e
(|Im ω|+Im ω)ydy. (3.21)
Note that for Im ω ≤ 0, Q is finite for all s ∈ [0,∞) and indeed ‖Q‖L1([0,∞)) < ∞, owing to the
integrability of W and our requirement that Im ω ≤ 0. Thus η2 exists (for Im ω ≤ 0 and ω 6= 0), and
the following bounds are obvious
|η2(λ, ω, s)| ≤ Ce(Im ω)s
( |ω|s
1 + |ω|s
)−λ+ 1
2
eCQ(s), (3.22)
and
|η2(λ, ω, s)− η20(λ, ω, s)| ≤ Ce(Im ω)s
( |ω|s
1 + |ω|s
)−λ+ 1
2
(eCQ(s) − 1). (3.23)
It is straightforward to show that η2 is smooth in s for fixed ω, analytic in ω for fixed s (for Im ω < 0),
unique, and that η2 solves the ODE (3.6). Furthermore, we easily obtain the following estimates:
∣∣∣∣ ddsη20(λ, ω, s)
∣∣∣∣ ≤ C|ω|e(Im ω)s
( |ω|s
1 + |ω|s
)−λ− 1
2
(3.24)
and∣∣∣∣ ddsη2(λ, ω, s)− ddsη20(λ, ω, s)
∣∣∣∣ ≤ C
( |ω|s
1 + |ω|s
)−λ− 1
2
e(Im ω)s
∫ ∞
s
( |ω|y
1 + |ω|y
)−λ+ 1
2
eCQ(y)|W (y)|dy.
(3.25)
From (3.22) we see a possible singularity in η2 at ω = 0, but this singularity is removable. Indeed, re-
peating the above construction with the initial function η2,00 (λ, ω, s) = ω
λ− 1
2
(
1
2piωs
) 1
2 e−
ipi
2 (λ+
1
2 )H
(2)
λ (ωs)
yields a solution η2,0 of the integral equation
η2,0(λ, ω, s) = η2,00 (λ, ω, s) +
∫ ∞
s
B(λ, ω, s, y)W (y)η2,0(λ, ω, y)dy.
This solution satisfies the boundary conditions lims→∞ η
2,0(λ, ω, s)eiωs = ωλ−
1
2 and it is continuous in
the region Im ω ≤ 0. Finally, η2,0 can also be obtained from η2 in the sense that ωλ− 12 η2 = η2,0 (by
uniqueness).
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So we have solved the ODE (3.6) with boundary conditions at s = ∞ for Im ω ≤ 0. For Im ω > 0,
we obtain a solution of η2(λ, ω, s) of this BVP by defining η2(λ, ω, s) = η2(λ, ω¯, s). The uniqueness
guarantees that this is indeed a solution and it is easy to check that this function is well-behaved as
ω → 0.
A similar construction produces a solution η1(λ, ω, s) of (3.6) with boundary conditions at s = −∞
which is also smooth in s, analytic in ω, and unique. We can, furthermore, extend this solution to ω = 0
as above.
We can now use these solutions to construct the resolvent. For ease of notation, we will let η1,ω(s) =
η1(λ, ω, s) and η2,ω(s) = η
2(λ, ω, s), since we are considering l and therefore λ to be fixed. Then, we use
the the definition (3.5) to obtain from η1,ω, η2,ω two solutions ζ1,ω, ζ2,ω of (3.4), and in the case ω = 0,
we again use (3.5) to obtain solutions ζ1,0, ζ2,0. It’s easy to see that w(η1,ω , η2,ω) = w(ζ1,ω , ζ2,ω), and
therefore, it follows that for Im ω 6= 0, ζ1,ω, ζ2,ω form a pair of fundamental solutions for the ODE (3.4)
with non-vanishing Wronskian. Thus we may define the following function
hω(u, v) := − 1
w(ζ1,ω , ζ2,ω)
{
ζ1,ω(u)ζ2,ω(v), u ≤ v
ζ1,ω(v)ζ2,ω(u), u > v.
(3.26)
An easy calculation shows that hω(u, v) satisfies the distributional equations(
−d2u − r4ω2 +
r2
T 2
l(l + 1)
)
hω(u, v) = δ(u − v) =
(
−d2v − r4ω2 +
r2
T 2
l(l + 1)
)
hω(u, v) (3.27)
where the arguments on the left are r = r(v) and r = r(u) on the right. We next use the function hω(u, v)
to construct the resolvent (H¯l−ω)−1. We note here that this argument is similar to an argument in [8].
Proposition 3.2. For any ω ∈ C\R, the resolvent (H¯l−ω)−1 can be represented as an integral operator
with kernel
kω(u, v) = δ(u− v)
(
0 0
1 0
)
+ r4(v)hω(u, v)
(
ω 1
ω2 ω
)
. (3.28)
Proof. Consider the integral operator Kω with kernel given by kω(u, v) acting on the domain D(Kω) :={
(H¯l − ω)Ψ : Ψ ∈ C∞0 (−∞, 0)2
}
. We claim first that D(Kω) is a dense subset of H . To prove this, let
ξ ∈ H be arbitrary. Because the resolvent exists, (H¯l − ω) : D(H¯l) 7→ H is onto. Thus, there exists
γ ∈ D(H¯l) so that (H¯l − ω)γ = ξ. Since H¯l is the closure of Hl, there is a sequence {γn} ⊂ C∞0 (−∞, 0)
so that γn → γ and H¯lγn → H¯lγ as n→∞. Thus, {(H¯l − ω)γn} converges to (H¯l − ω)γ = ξ, and thus,
D(Kω) is dense in H .
Now, for an arbitrary Γ = (γ1, γ2)
T ∈ C∞0 (−∞, 0)2, we have
(Sω(H¯l−ω)Γ)(u) :=
∫ 0
−∞
kω(u, v)(H¯l − ω)Γ(v)dv
=
∫ 0
−∞
[
δ(u − v)
(
0 0
1 0
)
+ r4(v)hω(u, v)
(
ω 1
ω2 ω
)]( −ωγ1 + γ2(
1
r4
d2u +
l(l+1)
r2T 2
)
γ1 − ωγ2
)
dv
= (0,−ωγ1 + γ2)T +
∫ 0
−∞
hω(u, v)


(
−d2u − r4ω2 + r
2
T 2
l(l + 1)
)
γ1(
−d2u − r4ω2 + r
2
T 2
l(l+ 1)
)
γ1ω

 dv
= (γ1, γ2)
T
= Γ,
where we have used (3.27). Thus, Kω(H¯l − ω) = I on C∞0 (−∞, 0)2 and hence Kω = (H¯l − ω)−1 on
D(Kω). Since (H¯l − ω)−1 is bounded and D(Kω) is dense, the claim follows.
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We can now apply Stone’s formula to H¯l to get, for each Ψ ∈ H that
1
2
(
P[a,b] + P(a,b)
)
Ψ(u) = lim
εց0
1
2pii
∫ b
a
[
(H¯l − (ω + iε))−1 − (H¯l − (ω − iε))−1
]
Ψ(u)dω
= lim
εց0
1
2pii
∫ b
a
(∫ 0
−∞
(kω+iε(u, v)− kω−iε(u, v)) Ψ(v)dv
)
dω, (3.29)
where the limit is taken with respect to the norm in H .
4 A Representation Formula
In this section we will obtain an integral representation formula for the solution of the Cauchy problem
(2.16) via (3.29). We begin first with a proposition:
Proposition 4.1. The Wronskian w(ζ1,ω , ζ2,ω) does not vanish for ω ∈ R \ {0}. This remains valid in
the case ω = 0 for the solutions ζ1,0, ζ2,0.
Proof. We first note, again, that w(η1,ω , η2,ω) = w(ζ1,ω , ζ2,ω) and it therefore suffices to the lemma for
the η solutions or the ζ solutions. For the ω = 0 case, we observe that ζ1,0, ζ2,0 solve the ODE
ζ′′(u) =
r2
T 2
l(l + 1)ζ(u), (4.1)
subject to the asymptotic boundary conditions
lim
uր0
s(u)lζ0r(u) = (−i)l(2l − 1)!!
lim
u→−∞
ζ1,0(u)r(u) = 1.
Thus, equation (4.1) with the asymptotic boundary conditions implies that the solution ζ1,0 is convex.
Similarly, since the solution ζ2,0 must be either real or purely imaginary depending on whether l is odd
or even, (4.1) implies that either Re(ζ2,0) or Im (ζ2,0) is strictly convex or concave (again depending on
l). In any case, this observation coupled with the asymptotic boundary conditions imply that ζ1,0 and
ζ2,0 are linearly independent and thus that w(ζ1,0, ζ2,0) 6= 0.
In the case ω ∈ R \ {0}, it’s easy to show, using the asymptotic boundary conditions (3.8)− (3.11),
that w(Re(ηj,ω), Im (ηj,ω)) 6= 0 for j = 1, 2. Next, for j ∈ {1, 2}, consider yj := η
′
j,ω
ηjω
. An easy calculation
shows that
Im (yj) =
w(Re(ηj,ω), Im (ηj,ω))
|ηj,ω|2 .
Note that yj is well-defined since w(Re(ηj,ω), Im (ηj,ω)) 6= 0. Thus, Im (yj) 6= 0 and either Im (yj) > 0
or Im (yj) < 0 by continuity for all s ∈ (−∞,∞). Moreover, using the boundary conditions again, it’s
easy to show that Im (y1) and Im (y2) have different signs. Therefore
w(η1,ω , η2,ω) = η1,ωη2,ω(y2 − y1) 6= 0,
and hence, w(ζ1,ω , ζ2,ω) 6= 0.
As a consequence, we have
Corollary 4.1. The function hω(u, v) defined in (3.26) is continuous in (ω, u, v) for ω ∈ {Im (ω) ≤ 0}
and (u, v) ∈ (−∞, 0)2.
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Proof. Note that the analytic dependence on ω of the ODE (3.4) guarantees that the ζ solutions depend
at least continuously on ω for Im (ω) ≤ 0. Moreover, since hω(u, v) is invariant under the substitution
ωlζ2,ω for ζ2,ω, the previous proposition yields the claim.
Next, observe that the definitions of η1, η2 for Im ω > 0 imply that hω(u, v) = hω¯(u, v), and hence,
kω(u, v) = kω¯(u, v). We can then simplify (3.29) to read
1
2
(
P[a,b] + P(a,b)
)
Ψ(u) = lim
εց0
− 1
pi
∫ b
a
(∫ 0
−∞
Im (kω−iε(u, v))Ψ(v)dv
)
dω, (4.2)
where this converges in H -norm. Since the integrand is continuous and Ψ ∈ C∞0 (−∞, 0)2, for any
bounded interval [a, b] we are integrating a continuous integrand over a compact region, and if we
consider this limit as a pointwise limit in u, then for any fixed u we may exchange the limit and the
integration (by Lebesgue’s Dominated Convergence Theorem). This observation coupled with the norm
convergence yields
1
2
(
P[a,b] + P(a,b)
)
Ψ(u) = − 1
pi
∫ b
a
(∫
suppΨ
Im (kω(u, v))Ψ(v)dv
)
dω. (4.3)
Note that this yields that P{a} = 0 for any a ∈ R, and thus that P[a,b] = P(a,b). This in turn implies
that the spectrum σ(H¯l) is absolutely continuous. In particular, this yields
P(a,b)Ψ(u) = −
1
pi
∫ b
a
(∫
suppΨ
Im (kω(u, v))Ψ(v)dv
)
dω (4.4)
for any Ψ ∈ C∞0 (−∞, 0)2 and any bounded interval (a, b).
We would next like to rewrite the integrand in (4.4) in a more useful form. To this end, let us observe
that for ω ∈ R \ {0}, the pair {ζ1,ω, ζ1,ω} forms a fundamental system for the ODE (3.4). Therefore,
there exist constants (constant in u, v) λ(ω), µ(ω) so that
ζ2,ω(u) = λ(ω)ζ1,ω(u) + µ(ω)ζ1,ω(u) (4.5)
for ω ∈ R \ {0}. From the boundary conditions (3.8) − (3.11) (and the fact that w(η1,ω , η2,ω) =
w(ζ1,ω , ζ2,ω)), it’s easy to see that w(ζ1,ω , ζ2,ω) = −2iωµ(ω). Now, let us make the following definitions
γ1,ω(u) = Re(ζ1,ω(u)), and γ1,ω(u) = Im (ζ1,ω(u)), (4.6)
as well as
Γaω(u) = (γa,ω(u), ωγa,ω(u))
T . (4.7)
Then for ω 6= 0, an easy calculation shows that
Im (hω(u, v)) = − 1
2ω
2∑
a,b=1
αab(ω)γa,ω(u)γb,ω(v), (4.8)
where the coefficients are given by
α11(w) = 1 + Re
(
λ(ω)
µ(ω)
)
, α22(ω) = 1− Re
(
λ(ω)
µ(ω)
)
, and α12(ω) = α21(ω) = −Im
(
λ(ω)
µ(ω)
)
. (4.9)
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By continuity, this expression extends to ω = 0, and we can therefore write
∫
suppΨ
Im (kω(u, v))Ψ(v)dv = − 1
2ω
∫
suppΨ
r4
2∑
a,b=1
αab(ω)γa,ω(u)γb,ω(v)
(
ω 1
ω2 ω
)
Ψ(v)dv
= − 1
2ω2
2∑
a,b=1
αab(ω)Γ
a
ω(u)
∫
suppΨ
(ω2γ1,ω(v)ψ1(v) + ωγ1,ω(v)ψ2(v))r
4dv
= − 1
2ω2
2∑
a,b=1
αab(ω)Γ
a
ω(u)〈Γbω ,Ψ〉l, (4.10)
where we have used the fact that ω2r4γ1,ω(v) = (−d2v + r4Vl(v))γ1,ω(v) and we integrated by parts. We
also note that the inner product above is well-defined because Ψ ∈ C∞0 (−∞, 0)2.
We use the above argument to finally obtain a representation formula for the solution Ψlm of the
Cauchy problem (2.16).
Proposition 4.2. The solution Ψlm of the Cauchy problem (2.16) can be represented as
Ψlm(t, u) = e−itH¯lΨlm0 (u)
=
1
2pi
∫
R
e−iωt
1
ω2
2∑
a,b=1
αab(ω)Γ
a
ω(u)〈Γbω,Ψ0〉ldω, (4.11)
where the integral converges in norm in H .
Proof. Using (4.10) in (4.4) and applying the spectral theorem, for any n ∈ N we have
e−itH¯lP(−n,n)Ψ0(u) =
1
2pi
∫ n
−n
e−iωt
1
ω2
2∑
a,b=1
αab(ω)Γ
a
ω(u)〈Γbω ,Ψlm0 〉ldω.
Furthermore, since e−itH¯l is unitary, we have
e−itH¯lP(−n,n)Ψ0 → e−itH¯lΨ0
in the H -norm as n→∞.
5 Decay
We now obtain decay results from the representation formula (4.11). To this end, we state a proposition.
Proposition 5.1. For fixed u ∈ (−∞, 0), the integrand in the representation (4.11) is in L1(R,C2) as
a function of ω. In particular, the representation (4.11) holds pointwise for each u ∈ (−∞, 0).
Proof. Since the integrand is continuous, we need only to analyze it for |ω| ≫ 1. We must therefore
investigate the asymptotic behavior of ζ1,ω(u) for |ω| ≫ 1, but according to the definition (3.5), we shall
first analyze the asymptotic behavior of η1,ω. To do this, we refer to the proof of existence of η1,ω in
Theorem 5.1 of [8] where η1,ω is constructed via a perturbation series
η1,ω(s) =
∞∑
k=0
η
(k)
1,ω(s), (5.1)
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where η
(0)
1,ω(s) = e
iωs and
η
(k+1)
1,ω (s) = −
∫ s
−∞
1
ω
sin(ω(s− s˜))Wl(s)η(k)1,ω(s˜)ds˜.
We then have the following estimate
∣∣∣η(k+1)1,ω (s)∣∣∣ ≤
∫ s
−∞
1
|ω| |Wl(s˜)| · |η
(k)
1,ω(s˜)|ds˜,
and if we assume, by way of induction, that
∣∣∣η(k)1,ω(s)∣∣∣ ≤ 1k!
(∫ s
−∞
1
|ω| |Wl(s˜)|ds˜
)k
, (5.2)
we then have
∣∣∣η(k+1)1,ω (s)∣∣∣ ≤
∫ s
−∞
1
|ω| |Wl(s˜)|
1
k!
(∫ s˜
−∞
1
|ω| |Wl(sˆ)|dsˆ
)k
=
∫ s
−∞
d
ds˜
[
1
(k + 1)!
∫ s˜
−∞
1
|ω| |Wl(sˆ)|dsˆ
]k+1
ds˜
=
1
(k + 1)!
(∫ s
−∞
1
|ω| |Wl(s˜)|ds˜
)k+1
.
Since the induction hypothesis (5.2) also holds for k = 0, (5.2) holds for each k ∈ N.
Therefore, we have the following estimate on η1,ω from (5.1):
|η1,ω(s)| ≤
∞∑
k=0
1
k!
(∫ s
−∞
1
|ω| |Wl(s˜)|ds˜
)k
≤ e 1|ω| ‖Wl‖L1
≤ 1 +O
(
1
|ω|
)
,
for |ω| ≫ 1, since we know ‖Wl‖L1 <∞. Next we analyze 〈Ψlm0 ,Γbω〉l. We have
〈Ψlm0 ,Γbω〉l =
∫
suppΨlm
0
r4(ψlm0 )2ωγ1,ω(u) + (ψ
lm
0 )
′
1γ
′
1,ω(u) +
r2
T 2
l(l + 1)(ψlm0 )1γ1,ωdu,
but since γ1,ω solves the ODE (3.4), we have
γ1,ω =
1
ω2r4
(
−γ′′1,ω +
r2
T 2
l(l+ 1)γ1,ω
)
.
Substituting this in the expression above and integrating by parts twice yields
〈Ψlm0 ,Γbω〉l =
1
ω2
∫
suppΨlm
0
−γ1,ω(u)
(
ω(ψlm0 )2 −
1
r4
(ψlm0 )
′′
1 +
l(l+ 1)
r2T 2
(ψlm0 )1
)′′
+ γ1,ω(u)
r2
T 2
l(l+ 1)
(
ω(ψlm0 )2 −
(ψlm0 )
′′
1
r4
+
l(l + 1)
r2T 2
)
du
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Since r, T are smooth and Ψlm0 ∈ C∞0 (−∞, 0)2, we can iterate this argument as many times as we like
to obtain arbitrary polynomial decay in ω.
It remains for us to analyze the coefficients αab(ω). To that end, let us consider λ(ω), µ(ω); these
satisfy
w(η2,ω , η1,ω) = 2iωµ(ω) and w(η2,ω , η1,ω) = 2iωλ(ω).
In each case, one proceeds exactly as in [8] (and uses the fact w(ζ2,ω , ζ1,ω) = w(η2,ω , η1,ω)) to find
w(η2,ω , η1,ω) = 2iω +O(1) and w(η2,ω , η1,ω) = O(1), which implies
µ(ω) = 1 +O
(
1
ω
)
and λ(ω) = O(1)
for ω large. Thus, the coefficients αab remain at least bounded.
Putting all of this together, we have shown that the integrand in the representation (4.11) is in
L1(R,C2). Furthermore, this implies that the integral converges pointwise, and thus that the represen-
tation (4.11) holds for each u ∈ (−∞, 0).
As a simple corollary we now obtain decay:
Corollary 5.1. The solution Ψlm of the reduced Cauchy problem (2.16) vanishes as t → ∞ for fixed
u ∈ (−∞, 0).
Proof. According to the representation formula (4.11) and the above theorem, Ψlm is the Fourier
transform of an absolutely integrable function. Then by the Riemann-Lebesgue lemma, for fixed u,
Ψlm(t, u)→ 0 as t→∞.
Our next goal is to show decay of the solution Ψ of the problem (2.12). By the uniqueness and
convergence of the spherical harmonic decomposition, one obtains a solution of (2.12) from solutions of
(2.16) via (2.14) and vice versa. In particular, this implies that the solution Ψ of the problem (2.12) has
the representation
Ψ(t, u, θ, φ) =
∞∑
l=0
∑
|m|≤l
e−itH¯lΨlm0 (t, u)Y
lm(θ, φ). (5.3)
Finally, we prove the main theorem of this paper:
Theorem 5.1. The Cauchy problem (2.5) in the geometry of a generalized Schwarzschild black hole has
a unique, smooth, globally defined solution that is compactly supported for all times t. Moreover, this
solution tends to zero for fixed (u, θ, φ) as t→∞.
The proof of this theorem then follows from the modal decay proved in (5.1) and the argument in
[8].
6 Application to the EYM Equations
It was shown by Smoller, Wasserman, and Yau in [11] that there exists infinitely many black hole
solutions of the SU(2) EYM equations. These solutions correspond to a metric of the form
ds2 = −T−2(r)dt2 +A−1(r)dr2 + r2dΩ2,
which has a singularity at some horizon radius r = r0 > 0 (i.e. A(r0) = 0) and are smooth in the region
(r0,∞). Moreover, the metric coefficients decay to unity at a rate O(r−1) (see section 4 of [11]) and are
bounded away from zero away from the singularity. It remains then to analyze the asymptotic behavior
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near the singularity and the asymptotic decay of the derivatives. To that end, let us state explicitly the
differential equations satisfied by T,A:
rA′ + (1 + 2w′2)A = 1− (1− w
2)2
r2
, (6.1)
2rA
(
T ′
T
)
=
(1 − w2)2
r2
+ (1− 2w′2)A− 1. (6.2)
There is a third equation allowing one to solve for w, but since we only wish to deduce asymptotics, we
omit the equation and instead recall the relevant facts about w.
Proposition 6.1. The function w satisfies the following
lim
r→∞
w2(r) = 1, (6.3)
lim
r→∞
rw′(r) = 0, (6.4)
lim
rցr0
w2(r) < 1, (6.5)
lim
rցr0
|w′(r)| <∞. (6.6)
Moreover, the following inequality also holds,(
r0 − (1− w
2(r0))
2
r0
)
6= 0. (6.7)
For proof, we refer to [11]. Now, since A(r) is smooth on [r0,∞) and A(r0) = 0, a Taylor expansion
yields
A(r) = A′(r0) · (r − r0) +O(r − r0)2, (6.8)
where, from (6.1), we have
A′(r0) =
1
r20
(
r0 −
(
1− w(r0)2
)2
r0
)
6= 0,
according to (6.7). Also, (6.2) gives
(
T ′(r)
T (r)
)
=
(
1− w(r0)2
)2
2r30A
′(r0)(r − r0) −
1
2rA′(r0)(r − r0) +O(1)
=
−1
2(r − r0) +O(1). (6.9)
Thus,
d
dr
log(T ) =
d
dr
log
[
(r − r0)− 12
]
+O(1),
which implies that
d
dr
log
[
T · (r − r0) 12
]
= O(1).
Integrating this from r0 to r, we obtain
T (r) · (r − r0) 12 = c1 +O(r − r0)
for some constant c1, and thus that
T (r) = c1(r − r0)− 12 +O(r − r0) 12
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as r ց r0. Moreover, using this in (6.9) yields
T ′(r) = c2(r − r0)− 32 +O(r − r0)− 12
for some constant c2. Note also that, in applying the results of this paper to the EYM equations, we
make the identification K2 = A−1, and therefore, K(r) = A−
1
2 (r). Thus from (6.8) we find
K(r) = c3(r − r0)− 12 +O(1)
for r near r0. Finally, we have
K ′(r) = − A
′(r)
2A
3
2 (r)
,
so we can write
K ′(r) = −1
2
(A′(r0) +O(r − r0))
(A′(r0)(r − r0) +O(r − r0)2)
3
2
= c4(r − r0)− 32 +O(r − r0)− 12
for some constant c4.
Now for the far-field decay condition, observe that from (6.1), we have
A′(r) = −2(w
′)2
r
+O
(
1
r2
)
,
since A = 1 +O(r−1). From the relationship between A and K, this implies that(
K ′
K
)
=
(w′)2
r
+O
(
1
r2
)
.
Similarly, from (6.2), we have (
T ′
T
)
= − (w
′)2
r
+O
(
1
r2
)
.
Putting these two observations together yields
T ′
T
+
K ′
K
= O
(
1
r2
)
for r tending to infinity.
Thus, black hole solutions of the EYM equations do indeed satisfy the conditions of a generalized
Schwarzschild black hole and we conclude that solutions of the Cauchy problem for the wave equation
in these geometries must decay according to Theorem 5.1.
7 Acknowledgements
The author would like to thank his advisor Joel Smoller for introducing me to this problem, for his many
helpful discussions, and for his financial support, NSF Contract No. DMS-0603754.
17
References
[1] L. Andersson and P. Blue. Hidden symmetries and decay for the wave equation on the Kerr
spacetime. ArXiv e-prints, August 2009.
[2] R. Courant and D. Hilbert. Methods of Mathematical Physics, volume 1. Interscience Publishers,
Inc., New York, NY, 1953.
[3] M. Dafermos and I. Rodnianski. A proof of the uniform boundedness of solutions to the wave
equation on slowly rotating Kerr backgrounds. ArXiv e-prints, May 2008.
[4] V. De Alfaro and T. Regge. Potential Scattering. Amsterdam, 1965.
[5] R. Donninger, W. Schlag, and A. Soffer. On pointwise decay of linear waves on a Schwarzschild
black hole background. ArXiv e-prints, November 2009.
[6] F. Finster, N. Kamran, J. Smoller, and S.-T. Yau. Decay of solutions of the wave equation in the
Kerr geometry. Communications in Mathematical Physics, 264:465–503, June 2006.
[7] F. John. Partial Differential Equations. Number 1 in Applied Mathematical Sciences. Springer-
Verlag, New York, NY, 4th edition, 1982.
[8] J. Kronthaler. The cauchy problem for the wave equation in the Schwarzschild geometry. Journal
of Mathematical Physics, 47(4):042501, 2006.
[9] J. Kronthaler. Decay rates for spherical scalar waves in the Schwarzschild geometry. ArXiv e-prints,
September 2007.
[10] M. Reed and B. Simon. Functional Analysis, Volume 1 (Methods of Modern Mathematical Physics).
Academic Press, January 1981.
[11] J. A. Smoller, A. G. Wasserman, and S. T. Yau. Existence of black hole solutions for the Einstein-
Yang/Mills equations. Communications in Mathematical Physics, 154:377–401, 1993.
[12] M. E. Taylor. Partial Differential Equations, Volume 1. Springer, New York, 2011.
[13] Z. Wang and D. R. Guo. Special Functions. World Scientific, Singapore ; New Jersey, 1989.
[14] G. N. Watson. A Treatise on the Theory of Bessel Functions. The University Press; The Macmillan
Company, Cambridge [Eng.] New York, 1944.
18
