Abstract
Introduction
The increasing interest in transit capital asset management was promoted by the federal government with the requirement for a PTMS with the passage of the Intermodal Surface Transportation Efficiency Act (ISTEA) of 1991. This legislation required that the states implement a PTMS as " ... a systematic process for providing relevant parties with the information needed to make informed decisions regarding their transit assets .... " Even though the PTMS is not a federal requirement as of 1996, states are encouraged to pursue its development. Several states (Michigan, Minnesota, California, and Indiana) and individual transit systems (New Jersey) continue to work on the development of statewide and individual PTMSs, suggesting the need for improvement of existing empirical models for rolling stock deterioration.
This paper focuses on the development of deterioration models that can be used for condition forecasting at both the aggregate and disaggregate levels. While the methodologies that we develop are applied to a rolling stock (bus) condition data base from Athens, Greece, the same methodologies easily can be used to develop deterioration models for other capital assets such as service vehicles, fixed maintenance facilities, etc. The remainder of this paper is organized as follows. In the next section, some of the necessary background for this work is provided. Then, the data, the methodology, and the estimated models used in the study are presented. Concluding remarks are presented in the final section of the paper.
Background
As previously mentioned, much of the early work in the empirical analysis of rolling stock deterioration data was done with the use of multiple linear regression. These models suffer from several methodological limitations and practical inconsistencies. To overcome these limitations, some authors developed a variety of different models that are reasonable descriptors of the bus deterioration process. Ludwig ( 1997) describes the development of a deterioration model for the New Jersey Transit PTMS (individual transit system deterioration model). This model predicts deterioration rates as a function of the median years to transition from one condition state to the next ( for example, the median time it takes for a bus to deteriorate from condition rating 4 to condition rating 3 is two years). This model, while an improvement over previously-used models, in that it recognizes the discrete nature of the dependent variable, links deterioration rates to median years to drop condition only and does not account for any other variables of interest, such as mileage and size of bus (buses of different size might have different deterioration rates). Further, this model does not allow for the possibility of keeping a bus for more that 12 years, performing a major engine overhaul, or altering maintenance practices. Karlaftis and Sinha (1997) , using a rolling stock inspection data set from Indiana, developed an ordered probit methodology for projecting future rolling stock condition. This methodology recognizes that rolling stock condition ratings are ordinal numbers. Further, and contrary to most other methods of rolling stock condition prediction, this method links deterioration to a set of explanatory variables ( age, mileage~ bus size, maintenance practices, and climatic region of the transit system). Their methodology provides intuitively appealing and theoretically sound models that are useful tools in projecting future rolling stock condition at the aggregate (statewide) level. Nevertheless, while this methodology easily lends itself to aggrega~e forecasting ( at the state or individual system level), it is not easily amenable to "what-if" analyses for individual buses. That is, we cannot easily examine what the effects of changing various strategies (maintenance, driving, etc.) are on individual buses. This information could be very useful in cases where systems are considering purchasing new vehicles or are attempting to determine alternate maintenance and driving strategies to reduce a bus's deterioration.
In this paper, a discriminant ( classification) function is developed for bus deterioration prediction using a data set from the Athens, Greece, Public Transportation Corporation (OASA). This model has the advantage of being easy to use and can straightforwardly provide future condition ratings for individual buses. The model and its predictions are also compared to the ordered probit model proposed by Karlaftis and Sinha ( 1997) .
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The Data Athens, the capital of Greece is one of the most heavily congested cities in Europe. Its population of approximately three million accounts for about 30 percent of the entire population of Greece. In 1996, there were approximately 1.25 million registered vehicles, 950,000 of which were private automobiles. OASA, the sole provider of publie transportation services (government owned and operated), plays an integral role in the mobility of citizens and in the effort to relieve congestion and improve air quality in Athens. In Table l , some of the basic operating characteristics for OASA are presented. The data used in this study were obtained from the OASA Inventory data base and includes the entire I, 782 buses used in all the routes served (by OASA) in Athens. The data set contains inspection records for the year 1996, using the condition rating system described in Table 2 . The condition rating used was pro- 
Table2

Rolling Stock Condition Ratings
Description
In sufficiently poor condition that continued use presents potential problems Requires frequent major repairs Requires frequent minor repairs or infrequent major repairs Requires only nominal minor repairs 4 = Excellent Brand new, no major problems exist posed by FTA (1994) and has since been extensively used in the development of bus deterioration models ( Galbraith 1996 , Ludwig 1997 .
Examining the age of the existing vehicles yields the histogram of Figure 1 . It is very interesting to note that approximately 35 percent of the buses in Athens are between 3 and 5 years old, while the remainder are between 11 and 17 years of age. It does appear that there were no significant bus purchases between 1986 and 1992, and this presents a potential problem because the existing fleet will soon be too old to efficiently serve the population of Athens. Indicative of this problem is Table 3 , which shows the condition rating of the existing OASA bus fleet. It is important to note that approximately 50 percent of the fleet is in either bad or poor condition. As the literature suggests (FTA 1994) , when bus ratings drop to O ("bad"), buses are not only unable to efficiently serve the population, but, most importantly, are unsafe and should be retired from service. Frequently, when the condition rating drops to I ("poor"), a strong case can be made for the purchase of new buses; the expense associated with the purchase can be off set by the savings in the high maintenance expenses associated with buses in this condition. Spring 1997 To evaluate the need and timing of bus replacement, a deterioration model was developed that allows OASA to predict the condition of both its entire fleet and that of individual buses.
The Methodology
The Ordered Probit Methodology
The first model was developed primarily for aggregate forecasting and is similar to the one proposed by Karlaftis and Sinha (1997) . This model is an extension of the The µ's are unknown parameters that are estimated along with b. The respondents to the condition survey have their own intensity of feelings regarding the specific condition of a bus, which depends on certain measurable factors, X.
I
(such as mileage, age, etc.), and certain unobservable factors, e;. Theoretically, respondents could assign their owny* if they were "allowed" to do so. Given the five possible condition ratings, they choose the rating that most closely represents their own assessment of the bus condition. The parameters of the equation, as well as the thresholds and the asymptotic standard errors, are estimated simultaneously using maximum likelihood estimation.
The Discriminant Analysis Methodology
Predictive discriminant analysis ( commonly referred to as classification analysis in the physical sciences or as pattern recognition in engineering and computer science) is a multivariate technique concerned with assigning objects (observations) to previously defined groups. The basic purpose of a predictive discriminant analysis (PDA) can be described as follows: 2 Suppose there are samples from 1t g populations ( condition ratings) of size n g' g = 1, 2, ... , k, with X measures ( independent variables) on each of the N (N = }:n) units. Using this N x X data matrix, we want to determine from which of the 1t g populations an (N + J)st unit is most likely to have been randomly sampled. To accomplish this task, the maximum likelihood principle is used: Assign a unit to the population in which its observation vector has the greatest likelihood of occurrence. More formally, this can be stated as:
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The functional form of the discriminant function d depends on two factors: g I) whether the populations are normally distributed, and 2) whether the populations have equal or unequal covariance matrices. With normal populations and equal covariance matrices, the discriminant function (DF) is linear. With normal populations but unequal covariance matrices, the discriminant function is quadratic. Finally, with non-normal populations, the discriminant function is non-linear and is estimated using nonparametric procedures (such as kernel estimation) (Huberty 1994) . Selecting among these functional forms can be done by testing for normality of the populations and for equality of the covariance matrices.
Model Estimation, Validation, and Forecasting
Model Estimation
The estimation results for the ordered probit model using the OASA data set are presented in Table 4 . The coefficients for the model have the expected signs: older buses, as well as buses with higher mileage ( expressed as I 00,000 kms ), are associated with lower condition ratings. Further, larger buses (higher capacity) are associated with lower condition ratings. This result seems to suggest that, in the case of OASA, either larger buses demonstrate a higher tolerance to the normal "wear-and-tear" of traffic, or that better care is taken oflarger buses. It is worth mentioning that this last result (larger buses are associated with higher condition ratings) was similar to the result reported by Karlaftis and Sinha (1997) .
The t-statistics for all the explanatory variables are highly significant, suggesting that all these variables are good descriptors of the bus deterioration process. The three additional parameters appearing in Table 4 (thresh I, thresh 2, thresh 3) are the thresholds that can be statistically identified. There are four thresholds associated with five condition ratings, but the presence of a constant term in the specification of the model does not allow for the identification of one of the parameters. As such, the software used for the estimation of this model (LIMDEP7) normalizes the first threshold µ 0 = 0. This normalization does not affect the relative values of the parameters and is done solely for estimation purposes (Greene 1990) .
To estimate the second model, the DF, the normality of the populations, as well as their covariance matrices, should be checked. Investigating multivariate normality is not as straightforward as assessing univariate normality. It is very difficult to construct a test for overall test of joint normality in more than two dimensions because of the large number of things that can go wrong (Johnson and Wichern 1992 (Huberty 1994) .
Using SAS DISCRIM, the reported P value of the chi-squared statistic is 0.34, suggesting that the null hypothesis of covariance homogeneity cannot be rejected.
With normal populations and equal covariance matrices, a Linear Discriminant Function (LDF) is employed. As Lachenbruch (1975) , Titterington (1981) , and Gilbert (1968) suggested, LDF perform well on ordered discrete categories. The coefficients of the LDF that are estimated appear in Table 5 . Notice that for each condition rating (0-4), there is a different LDF. Using these LDFs and the maximum likelihood rule, the observations to the various condition ratings can be classified. 
Tables Linear Discriminant Function
Condition Rating
Model Validation
In the case of the ordered probit model, its goodness-of-fit can be assessed by employing the p 2 measure. Commonly defined as 1-(L(/J) / L( 0) ), it measures the fraction of the original log likelihood value explained by the model. In nonlinear models, p 2 is not as intuitive as R 2 is in regression, but it still gives an indication of the goodness-of-fit of the model. The 0.73 value obtained for this measure is considered as very good in the non-linear model case. To further examine the goodness-of-fit of the ordered probit model, Table 6 presents the number of predicted vs. actual buses in each condition rating. The model appears to be giving good predictions for most condition ratings. An exception might be condition rating 2, where the model predicts correctly 63.3 percent of the buses, but predicts 102 in lower conditions, and 33 in higher. Overall, the model predicts correctly the current condition rating of 88.43 percent of the buses, a number which is quite high.
Table6 Frequencies of Actual and Predicted Outcomes-Probit Model
Actual
Predicted (number of buses) In the case of the LDF, there is no single measure of model goodness-of-fit (such as p 2 ). To validate this model, the holdout procedure (Rencher 1995) was used. In this procedure, all but one observation is used to compute the classification function, and this function is subsequently used to classify the omitted observation. This process is repeated until each observation is classified by a function based on the other observations. This method was used to estimate the correct prediction rates, while the actual LCF presented in Table 5 is based on the entire set of observations. Table 7 indicates that the model yields predictions that are similar to the ones obtained from the probit model. The overall correct prediction rate of 87.03 percent is again high.
4 It is worth noting that a quadratic classification function was estimated, thus relaxing the covariance homogeneity Spring 1997 requirement of the linear function. There was no improvement in the overall correct predictions when this method was used. 87.03
Forecasting
Commonly, ordered probit models are estimated in the literature, but there is little effort in interpreting the estimated coefficients. To obtain a meaningful insight into the magnitude of the effects of each independent variable, the first derivative of the likelihood function (marginal effects.) is needed. The marginal effects (Table 8) show the change in the probability of a bus being in a condition rating due to a one unit increase in some exogenous variable. For example, each additional 10 5 kms in the life of an OASA bus decreases the probability that it will be in condition rating 4 by 0.0944 and in condition rating 3 by 0.1138. On the other hand, it increases the probability that it will be in condition rating 2, 1, and Oby 0.1072, 0.086, and 0.079, respectively. Based on these marginal effects and the estimated probabilities for each condition rating, the distribution of buses at different condition ratings as a function of bus age for OASA was computed (Figure 2) .
Tables Marginal Effects for Ordered Probit Model
Variable 0 While the ordered probit model and the associated marginal effects can provide good aggregate forecasts of the condition of the entire bus fleet at a point in time, it is very difficult to examine the condition rating of an individual bus. Further, Figure 2 assumes that the other variables (kms and capacity) are at their mean levels. A transit system manager could be interested in the following Spring 1997 scenario: Can the life of a given bus be prolonged (and by how much) if it is decided to restrict its daily circulation by a certain percentage? This is where the flexibility of the LDF lies. A three-year-old, 40-person bus (seating room) with 95,000 kms is correctly classified as being in condition 4. 5 The same bus after 15 years in service will be in condition 0 if it has been driven for 910,000 kms. If the same bus is driven more prudently (750,000 kms), it will be in condition rating 2. This type of analysis is very difficult to do using the ordered probit model or any other of the models that have been used to forecast capital asset deterioration. Using this type of process, a large number of "what-if" scenarios can be examined regarding the condition of individual buses under different driving strategies. Hopefully, at a later stage of the development of similar data bases, an explicit measure of the maintenance procedures used on a bus can be incorporated to evaluate the effects of alternate strategies on future condition ratings.
Conclusions
In this study, two models for examining capital asset deterioration in the transit industry were developed. These models were estimated based on a bus condition data set from Athens, Greece. The first model developed ( ordered probit) allows the identification of factors that affect deterioration, as well as the quantification of the magnitude of these (marginal) effects. This way, an understanding of the relative importance of the different explanatory variables on bus condition can be gained. The second model (LDF) provides an easy and rather accurate way in which different mileage (and later on maintenance) scenarios on individual bus deterioration can be examined.
This combination of models provides a way in which to get both aggregate (system level) projections on future bus conditions and disaggregate (individual bus level) projections. Both methodologies used recognize the ordinal nature of condition ratings and link deterioration to a set of relevant explanatory variables such as bus age, mileage, and size. The results can be used easily in a number of practical situations. First, these results can be used to perform bus life-cycle cost analysis, determine optimal timing for bus replacement, and examine the effect of different operational strategies on bus deterioration. Finally, it is worth noting that both modeling frameworks, while fairly sophisticated in their theoretical development, are readily available in a large number of commercial computer software packages.
Endnotes
1 In this section, only the essential parts of the ordered probit formulation that might be of interest to the reader are presented. Readers interested in the details of the formulation are encouraged to refer to Greene (1993) for an indepth treatment or Karlaftis and Sinha (1997) for a presentation of the model in the context of rolling stock deterioration.
2 Here, the very essential parts of discriminant analysis are again presented. For a more thorough analysis, refer to Huberty ( 1994 ) .
3 This is a necessary but not sufficient test for multivariate normality. In general, it is recognized that marginal univariate normality is not sufficient for joint normality. Nevertheless, as Stevens (1992) notes, for most practical work one-dimension investigations of normality are ordinarily sufficient. Further, data sets that are normal in lower dimensional representations but nonnormal in higher dimensions are very infrequent in practice (Johnson and Wichern 1992) . 4 In the standard PDF literature, the overall correct predictions are referred to as the "apparent correct classification rate." Frequently, authors use the associated "apparent error rate" (AER), which is 1-0.8703 = 0.1297. This AER is considered as very good in the standard PDF literature (Johnson and Wichern 1992) .
5 Classifying this bus in a condition rating using the LDF is very simple. Use the coefficients of Table 5 to obtain the discriminant function score. In this case: d 0 (i) = -234.9, d 1 (i) = -189.1, d 2 (i) = -160.6, dp) = -110, <l 4 (i) = -1.12.
Following the maximum likelihood rule (Eq. (2), this bus can be classified in condition rating 4.
