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Shape-Based Tracking of Left Ventricular
Wall Motion
John C. McEachen, II,* and James S. Duncan,Senior Member, IEEE
Abstract—An approach for tracking and quantifying the non-
rigid, nonuniform motion of the left ventricular (LV) endocardial
wall from two-dimensional (2-D) cardiac image sequences, on a
point-by-point basis over the entire cardiac cycle, is presented.
Given a set of boundaries, motion computation involves first
matching local segments on one contour to segments on the next
contour in the sequence using a shape-based strategy. Results
from the match process are incorporated with a smoothness
term into an optimization functional. The global minimum of
this functional is found, resulting in a smooth flow field that
is consistent with the match data. The computation is per-
formed for all pairs of frames in the temporal sequence and
equally sampled points on one contour are tracked throughout
the sequence, resulting in a composite flow field over the entire
sequence. Two perspectives on characterizing the optimization
functional are presented which result in a tradeoff resolved by
the confidence in the initial boundary segmentation. Experimental
results for contours derived from diagnostic image sequences of
three different imaging modalities are presented. A comparison
of trajectory estimates with trajectories of gold-standard markers
implanted in the LV wall are presented for validation. The results
of this comparison confirm that although cardiac motion is a
three-dimnsional (3-D) problem, two-dimensional (2-D) analysis
provides a rich testing ground for algorithm development.
Index Terms—Cardiac left ventricular motion, contrast ven-
triculograph, echocardiograph, linear filtering, magnetic reso-
nance imaging (MRI), nonrigid motion.
I. INTRODUCTION
TWO-DIMENSIONAL (2-D) image sequence data frommost all available cardiac imaging modalities have been
used in attempts to quantify regional left-ventricular (LV)
endocardial motion. These modalities include both real time
[e.g., contrast (X-ray) ventriculography (CV) and 2-D echocar-
diography (2DE)], and averaged or gated [e.g., radionuclide
angiocardiography, gated cardiac MRI, and cine computed
tomography (CT)] acquisitions. The particular problem that we
deal with in this article is the study of the movement of the left
ventricular (LV) endocardial boundary of the heart obtained
from any of several 2-D diagnostic imaging modalities in
fixed views. This problem is not a new one in the field of
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cardiology, and in fact a number of previous approaches have
been attempted which we discuss below.
A. Medical Background
Approaches for tracking the nonrigid motion of the heart
have typically fallen into one of three groups. The first group
attempts to measure motion by detecting changes in the gray
level values of every pixel in an image (e.g., early nonflow
related work in [1], 2-D optical flow in [2], and three-
dimensional (3-D) flow in [3]). The second group depends on
the initial extraction of the cardiac wall from each diagnostic
image in a sequence (e.g., early work in [4] and automated
approaches such as [5]). The third group of approaches have
typically been a very special case where the experiments
are set up to track markers that have been either physically
implanted in the LV wall or assigned to the wall using
magnetic resonance (MR) tagging techniques and is discussed
further later.
Experiments using physically implanted markers have been
performed in both animals [6] and humans [7]. The subject
must be placed in a stereotactic external coordinate system
and the markers are corresponded and then tracked within this
system. There is usually a sparse enough set of markers such
that the correspondence problem is made trivial. Obviously,
the drawback with this approach to wall motion estimation is
the invasiveness of the markers.
The study in [6] describes important research that attempts
to track point trajectories over time using a sequence of
images. These efforts were carefully validated using pig hearts,
and we cite this as a prominent supporting argument for
the idea of tracking shape landmarks through time. This
work describes an approach that first automatically outlines
the LV endocardial border from a sequence (acquired at
50 frames/s) of contrast X-ray angiogram images. A human
operator then visually tracks and delineates shape landmarks
on these contours in each of the frames. Smoothed and
interpolated versions of the paths of these points were then
correlated with the movement within the same frame of five
metal markers implanted in eight pigs hearts. The correlation
of the movement computed by the shape based technique with
the actual marker movement was 0.86.
An approach that is noninvasive and advantageously utilizes
the new imaging technology of MR to create markers or tags
is termed “MR tagging” or “MR spin-tagging” [8], [9]. There
is great hope for this approach and it is quite interesting.
However, there are several drawbacks, such as the fact that the
tags do not last over the entire cardiac cycle. Additionally, this
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technique is based on manipulation of intrinsic MR parameters
and as such cannot be applied toward tracking motion in other
modalities.
The tracking of specific points on the deforming LV contour
through a multiframe temporal sequence is an issue that has of-
ten been avoided. For example, many LV motion quantification
approaches simply use information present in, or derived from,
the end-diastole (ED) and end-systole (ES) image frames. The
LV actually goes through a temporal wave of contraction,
with different types of deformation and movement occuring
at each location on the heart wall. Each point effectively
follows its own unique (but locally coherent) trajectory within
a 3-D Euclidean space over the time. This has been shown
to be very important in studying coronary artery disease
[10]. Although there has been some work that has considered
wall motion using an entire sequence of images, ([1], [11],
[12]), these approaches are plagued by measuring motion as
if it were emanating radially from a single point (shown in
[13]). Despite all of the above efforts, a fully automated,
reproducible and robust approach to tracking and quantifying
true point-wise trajectories of movement on the heart wall from
image sequences of varying modalities has not previously been
developed.
B. Related Efforts in Computer Vision
Within the computer vision community, considerable at-
tention has been given in recent years to tracking and un-
derstanding object motion [14]. This work is dominated by
the study of the motion of rigid (often people-made) objects.
Because of its obvious relationship to the study of natural (e.g.,
anatomical and/or biological objects), we have been interested
in developing approaches to study nonrigid object motion.
We point out that this appears to be an area ripe for more
attention [15]. There are various examples of types of nonrigid
motion that researchers find interesting to study, including
cloud movement from visible light images [16], neurite growth
cone modeling [17], and cell motility from microscopic images
[18]. Unfortunately, there are significant problems with many
of the approaches proposed by the computer vision community
for tracking cardiac motion across several imaging modalities
that affect their ability to accurately estimate wall-motion
derived clinical parameters. The primary objections include
the inability to estimate point-wise motion and track specific
points on the wall over time and the inherent problems of
measuring the motion of a 3-D spatially deforming object
from a 2-D images acquired from a variety of modalities. The
methodology proposed in this article is aimed at addressing
the first issue in 2-D, with ultimate expandability to be able
to address both issues in 3-D.
Snakes, or active contour models, have been the primary
focus of many recent efforts (e.g., [19]–[22] and [28]). This
method uses a physically based description of the contours
to constrain the solution of movement to future frames. The
physical model requires detailed prior knowledge of stiff-
ness and mass characteristics which is often not available.
Generalizations are often made to counter this problem, but
this severely compromises the premise of the method in the
first place. Some interesting work [23] has been attempted to
compute the displacement vector field directly from the mesh
model, however, as with the above methods, this approach has
not been validated against actual LV motion.
Recent efforts of a related nature to the approach described
here have been proposed [24]–[26]. The first two approaches
differ in the term used for regularization of the flow vectors.
Additionally, [24] uses an interpolation scheme to quantify
shape between subsampled shape features. The work in [25]
also optimizes a cost functional over the space of the contour;
however, the resulting minimization is highly nonlinear and
significantly more complex due to the requirement for mapping
shape-based contour correspondences back into Euclidean
space values to compute the smoothing term of the functional.
The work in [26] represents a 3-D attempt at tracking LV wall
motion based on some of the seminal ideas presented in this
p per and shows considerable promise.
C. Assumptions Used in the Current Work
Our approach to tracking and quantifying LV wall motion,
is based upon several important assumptions. First, we assume
that the boundary of the endocardial wall must be extracted
to provide an estimate of its location in each image frame.
Second, we assume that a set of reliable “tokens” can be
derived from the extracted boundaries. A token is defined as
a segment whose shape can be acceptably quantified. Finally,
we assume that motion is such that the tokens change only a
small amount from frame to frame. Given these assumptions
we have developed an algorithm for computing nonrigid object
motion from a sequence of images.
The object boundary is modeled as a closed deformable
contour using a parametric model. A sequence of contours
parameterized according to the model provides the input to this
research. Our approach uses a three step process to estimate
the vector flow field. The first step is to initially estimate
displacements of local contour regions by matching points
on pairs of successive contours using shape properties. The
second step refines the results of the first step by optimally
smoothing the displacement field. The optimization functional
is comprised of a data adherence error term which maintains
consistency with the initial displacement estimates, and a
smoothness error term which maintains consistency between
adjacent spatial points. Minimization of the functional results
in a smooth flow field consistent with the initial displacement
estimates. When appropriate, a third step maps the resulting
motion vectors to their closest points on the second contour
and uses these as new sample points for the next pair of
contours. This process is repeated for all pairs of contours in
the sequence, and vectors are assembled into complete paths,
resulting in a smooth flow field that tracks contour points
through time. The specifics of the process are described in
the following sections, ending with sections that discuss some
experimental results and directions for further work.
II. BOUNDARY FINDING
The approach to estimating the location of the LV wall
in each image frame relies on one of two methods, with
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the intent that the second fully automated approach will
ultimately take over all boundary finding duties. The first
method was used to derive LV contours from right-anterior
oblique (RAO) view, CV cine image sequences using a
manually guided digitizer. For these experiments, each frame
in a 16-frame sequence is displayed and the LV endocardial
boundary outlined by a trained observer. The second method
is a fully automated boundary finder that was used here to
locate the endocardial LV boundary from gated magnetic
resonance imaging (MRI) studies. This approach, described
in detail in [27], considers the boundary finding problem as
2-D deformable object segmentation by matching a parametric
shape model with an image-derived measure of boundary
strength.
III. FLOW VECTOR COMPUTATION
Using the image sequence-derived contours that define the
moving boundary of the deforming left ventricle, we now
set out to compute a flow vector field that will aid in the
tracking of point trajectories. The formulation of the flow
vector computation algorithm is presented in this section.
The approach contains three primary components: 1) local
matching of segments between contours, 2) finding confidence
measures for these matches, and 3) minimizing an optimization
functional whose solution results in a set of flow vectors that
are locally smooth versions of the highest confidence local
matches according to 1) and 2). As part of the development of
this algorithm, two different approaches to component 3) were
implemented and tested. The two approaches differ in the way
correspondences between contours are characterized. The first
views a given correspondence as displacement/flow vectors in
the Euclidean space of the image, extending from one contour
to the next. The second views a given correspondence as a
mapping of contour index from points on one contour into
points on the next. We will show that these two representations
result in a tradeoff resolved by the confidence in the initial
boundary segmentation.
For clarity, we generally begin by explaining each of the
algorithms in this section using continuous mathematics, and
lead up to the final implementations that use discrete versions
of these equations. We state the following definitions at the
outset. First, for the flow vector computation, we note that we
will consider two LV contours, and , derived from
successive image frames representing timesand in
a cardiac imaging sequence. These are part of a discrete
set of contours representing point sets that exist over a set
of image frames in a 2-D Euclidean image space, i.e.,
Furthermore, since each is actually
a nonsingular plane curve, we note that there exists a mapping
for each curve from the contour index in back to the image
space in [28]. This mapping will be helpful in laying out
our full smooth flow vector algorithm below. Furthermore, we
will use and to index individual points the
continuous curves in an increasing fashion andand
to index equal, unit-length, samples along the discrete versions
of the same curves. We will find it useful later to note that the
sets and are ordered and have values that increase
monotonically. Furthermore, we assume that our temporal
sampling is fine enough that the length of the LV bounding
contour is approximately the same between any two frames.
Thus, we define as the length of the contour found in frame
and assume that Obviously this is not true, but
as will be shown, we are more concerned with the relative
trajectories of neighboring points than any global scaling
c ndition during the correspondence stage. Global scaling
changes will be accomodated once correspondences have been
stablished and the estimated trajectories are quantified.
A. Local Segment Matching
In this subsection, we define the feasible point search
region and describe the approach used for performing shape-
based matching. Correspondences between points on the initial
contour and points on a successive contour in the
sequence are found by matching shape properties of contour
segments surrounding each of the points as discussed in [29].
We use a fixed-sized portion of the contour at time
to define the search window, , for any point on the
continuous contour found at time Rather than estimating a
continuous mapping here, we use a subset of discrete samples
on both the initial contour, where each sample point is denoted
by , and the contour from the following frame, where now
each sample point is denoted by Due to our assumption
of approximately equal-length contours at both times, we can
initially index the sample points on both contours asequally
spaced samples of unit length such that
Thus, these initial contour samples are monotonically
increasing, ordered sets. Now, we set up the correspondence
problem as one of finding the points on the contour at time
that best match each of the points Due to the
equal length, coincident index assumption, this problem can
be viewed as finding the deviation from a one-to-one mapping
of the mapping of into Thus, we
will use the notation to denote the point on the contour
at time that best matches each monotonically ordered
point Furthermore, we note that
where is the optimal deviation from the original one-to-one
mapping at original sample point Several factors should be
noted here. First, the new set of points, indexed by will
be a reordered version of the original set of points indexed by
and will probably not be monotonically ordered with
respect to the original indexing. Second, there may be less than
unique points in new set indexed by since some of
points from the contour at time may now correspond to the
same point on the contour at time Third, it is possible, to
use only an equally sampled subset of the original unit samples
at time (although we use matches to the entire original set
on the contour at time
A discrete version of the shape-based matching problem
defined in [29] reduces to finding for each sample using
the following discrete minimization
(1)
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Fig. 1. An example of the segment matching process. The search window,
W (s), is defined by the portion of the upper contour inside the circle. Three
potential matches are shown, withs0 denoting the optimum match.
where is allowed to vary such that the possible match
choices for each point on the contour at time
are limited to points on the contour at time within a
range where Here, defines the
curvature at point computed from the discrete contour data
found at time Also in (2), we note that the index
incorporates the overall matching problem index and is
used to define the discrete contour segments surrounding any
reference point or any candidate point
Thus, where the set
The parameter is defined as half
the discrete version of the contour segment lengthdefined
earlier, and has been initially fixed to be equal to 10% of size of
the window Finally, the constants and represent
Young’s modulus and the intertial component, respectively,
associated with bending energy. We note that reproducibly and
accurately computing curvature and, hence, bending energies,
from discrete contour data must be performed carefully and
typically involves appropriate smoothing of the contour to
reject noise in the data and unwanted variations in the tracing.
Thus, our actual discrete algorithm relies on converting (2) to
an angular represention, and computing smoothed curvatures
as part of the algorithm. For further details on this approach,
see [29]. Fig. 1 illustrates the matching process for a typical
segment, its search window, and potential match candidates.
Finally, after solving the matching problem described in (2),
we end up with two sets of corresponded points: an originally
ordered, monotonically increasing, set, indexed by
on the contour found at , and a corresponded
set, indexed by that are established on the
second contour. We will interpret these results in two different
ways, that will be useful for incorporation into two different
approaches to computing smooth contour-shape-based motion.
B. Confidence Measures
The need for confidence measures is brought about by
notions of 1) how matches in any one region are treated in the
sense of their relative strength when compared with matches
created in other local regions and 2) how decisions are handled
in regions where there are many plausible matches. Thus, the
strength and uniqueness of a match are used to help drive
the solution of the overall flow field. Guided by the work in
[30], we define two confidence measures, both based upon the
profile of the error measure within each search region
First, an overall confidence at each discrete sample(could
also be each continuous point in the best match vector
found by searching within search region is made
dependent on the inverse of the value of the error measure
at that point, (recall that
(2)
where and are scaling constants. This factor is used to
weight the overall matching term in an optimization functional
(see below) according to how well the closest shape on the
second contour matches a candidate shape on the first contour.
It is also useful to denote an analogous continuous version
of this as We refer to this
confidence value as our “closeness” measure. We note for
purposes of practical implementation that falls in the
range (0, 1).
A second confidence measure is given by
(3)
where is the standard deviation over neighboring points
within the window from the minimum bending energy,
can be determined by fitting a Gaussian
to the error curve in a least-squares sense, and then taking
the standard deviation of that Gaussian. Confidence measure
, referred to as our “uniqueness” measure, is used to
weigh the contribution of optimal matches found to each point
in a manner such that the match is weighted more heavily
if it is a unique match, and less if it was a choice out of
many equally good matches in a search region. Clearly, if the
variance over the range of such that is
large then many candidate matches have nearly equal values,
implying a large region of similar shape. Thus, for regions
of similar curvature on each of the two contours, is
large, is small, and the optimization will adhere to a
reasonable shortest-Euclidean-distance estimate of motion in
this uncertain situation. However, when a region contains a
uniquely shaped curvilinear feature, is small,
approaches unity and the optimization procedure is encouraged
to adhere to the entire best match vector. As with
it should be noted that has an analogous continuous
form is also limited to
the range (0, 1). Fig. 2 provides examples of the four extreme
combinations of these two confidences.
C. Finding Smooth, Shape-Matched Flow Fields
Given pairs of contours repesenting the boundary of the
left ventricle at two temporal points in an image sequence, the
initial shape-based segment matching and confidence measures
d fined in Sections III-A and III-B, we now seek to estimate a
set of flow vectors that describe the motion of the heart wall as
best as can be approximated from this 2-D data (i.e., we only
have partial information about the problem, since the heart is
a 3-D object that nonlinearly deforms over time). A natural
complimentary model can now be added to the basic shape-
based matching approach. With sufficient spatial sampling, we
can assume that adjacent points on the wall of the left ventricle
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(a) (b)
(c) (d)
Fig. 2. Examples of the four extreme combinations of our two confidence
values. (a) Represents a close, unique match, hence, bothC1 and C2 are
high. (b) Depicts a close but nonunique match, hence,C1 is high whileC2 is
low. (c) Shows a situation where the match is not ideal but is unique among
its neighbors, therefore,C1 is low andC2 is high. Finally, in (d) we have
a situation where the match is poor and not unique, hence, bothC1 andC2
are low.
deform smoothly between any two frames.1 Thus, the final
computation is an optimization problem. We seek to find a
vector flow field that corresponds points on two contours found
from two consecutive temporal frames in an image sequence
by compromising between adhering to the points where the
local shape of the contours best match and the model that
adjacent points on the contour move smoothly. As inferred
in Section III, we have investigated two possible approaches
to solving this problem, each having potential advantages and
disadvantages. These two approaches are described below.
1) Optimization in the 2-D Euclidean Image Space:We
first assume that we are calculating a flow field at all points
on a continuous contour in image framePoints along the
contour are referenced by continuous increasing index,In
the development of our optimization criteria, we first concern
ourselves with developing terms to encourage adherence to
our initial shape-match estimate.
We define displacement or flow vectors, , in the Eu-
clidean space of the image that connect each pointalong
the contour in frame to a point on the contour in frame
is obtained by the bending energy-based matching
criteria. The normal and tangential components of are
defined as and , respectively. We assign as
the displacement vector to be estimated and, similar to,
and as its normal and tangential components.
We recall our confidence measures obtained during the
shape-matching process in Section III-B. Because our “close-
ness” confidence measure, , represents the quality of a
given correspondence, we apply it to both components of
so that the function adheres to strong matches but holds less
significance with weak matches. Concentrating specifically on
the normal component, , we define a term that
represents the cost for adherence to the normal component
of our shape match. We use a straight-forward least squares
1Note that temporally smooth changes from frame to frame for any one
point are implicit in the small-deformation-between-frames assumption in the
bending energy model.
difference to derive the following expression:
(4)
The best estimate for is obviously influ-
ences our cost by reducing the penalty for matches that are
poor and, hence, undesirable to adhere to.
In similar fashion, we define based on the tangential
components, and , as follows:
(5)
As with the normal cost term of (4) we use a least-squares dif-
ference to magnify the penalty for significant deviations. The
“uniqueness” confidence, , is applied to the tangential
cost term in addition to to discourage the function from
adhering to in large regions of similar shape. The intent
in this case is to adhere to a reasonable shortest-Euclidean-
distance estimate in this uncertain situation. When a match is
unique, approaches unity and will be weighted
equally with as we will see later.
First, we turn to our model for smoothness. If adjacent
points on the wall of the LV deform smoothly between frames,
then we can reasonably say the displacement vectors associ-
ated with those two points are approximately equal and the
derivative with respect to the contour’s index,, is nearly flat.
Thus, we define a term to represent our smoothness constraint
based on the squared magnitude of the first derivative of the
estimated displacement vector as follows:
(6)
At this point we have defined terms to describe each of
our objectives in computing a flow vector field. We can now
combine (4)–(6) into the following optimization problem to
estimate a smooth, shape-based flow field along the contour
between frames and Given that the two contours are
parametrized by an increasing index,, and the shape-based
matching of (2) specifies the set of vectors , we define
the problem
(7)
where is the argument that minimizes The
integral in (7) is defined over the entire length of the contour
in the first frame. Note that the minimum on this optimization
surface qualitatively represents a vector flow field that contains
a compromise between 1) the best local matches for all points
on the first contour to the second contour, with each match
being weighted according to uniqueness of the shape in the
match region and, 2) requiring each of these vectors to have
a magnitude and direction that roughly (i.e., smoothly) agrees
with its spatially neighboring vectors.
For computational purposes the functional in (7) is dis-
cretized by using a sum for the integral and first differences
for the derivative. Thus, our smoothness term now takes the
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following form:
(8)
and our discrete optimization problem is given as
(9)
The minimization of (9) will yield estimates for a set of vectors
that are the displacement vectors extending from sampled
points along the contour in theth frame. This discrete problem
can be reposed conveniently in vector notation. We define a
diagonal confidence matrix, , where diagonal elements are









Next, we stack values of followed by values of
to form a vector
that represents our estimated flow vector set. We construct a
similar vector
to represent the set of discrete shape matches. Combining our
confidence matrix and the vectors and , we develop an
expression for the summed contribution of our normal and
tangential cost terms given in (4) and (5)
(10)
This represents the matrix form of the adherence portion of
our optimization problem.
Turning to the smoothness term given in (8), we construct






For this specific Euclidean space approach we define a differ-
ential operator,
based on the first-order differential operator, to satisfy
the contribution of the regularization term, in the
optimization problem. Thus,
(11)
Combining (10) and (11) allows us to pose our optimization
problem, (9), using vector notation
(12)
where is the vector that minimizes We note that
is composed entirely of quadratic terms. By multiplying and
combining like terms we can express as
(13)
The two right-most terms of (13) do not depend onand
can be discarded. Thus, our optimization problem becomes
(14)
At this point we note the matrix is nonnegative
definite. is positive definite by definition. Their sum,
, has all positive eigenvalues and, thus, is
positive definite as well. This implies the function, in (13)
is convex with respect to and consequently has a global
minimum at
(15)
The displacement vectors of represent the best compromise
between the best-shape-match set,, and a smooth vector-to-
vector displacement between any two frames.
Once the smooth flow field has been computed, the resulting
vectors may or may not extend from the first contour to the
second. This occurs because the functional in (12) contains no
explicit constraint on the feasible solution space. The desired
solution space is limited to points on the second contour, but
the solution space used is the entire plane. Thus, the
vectors must be mapped back into the feasible solution space.
This is done by simply mapping each vector to its closest point
on the second contour. This creates a final solution in which the
optimal points found from solving the unconstrained problem
are mapped back into the space of the constrained problem
(i.e., the feasible solution set). After the mapping step, the
vectors are used to resample the next contour in the temporal
sequence, so the process can be repeated and a composite
set of point trajectories can be computed. This process can
also be viewed as a filtering of the shape-based matches
involving two steps—the first a linear transformation of the
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(a) (b)
Fig. 3. Two typical contours in a temporal sequence segmented from the
endocardial wall of a short-axis gated MR image of a canine heart are spatially
registered to illustrate the estimated flow field from the outer to the inner
contour and the improved performance through regularization. The associated
numeric labels provide an example of the mapping function we discuss in both
approaches. (a) Initial shape correspondences from the outer to inner contour.
(b) Smoothed correspondences after applying our regularization filter.
shape match vector using the shape confidence measures; the
second, a nonlinear mapping of the resulting flow field onto
the subsequent contour. We refer to this process as Euclidean-
space regularization filtering.
Fig. 3 depicts smooth versions of two typical contours
segmented from a two frame sequence of the endocardial wall
of a short-axis gated MR image of a canine heart. Fig. 3(a)
depicts the two contours spatially registered, with vectors from
the first contour indicating shape-based matches to the second
contour. We note very plausible matches occur where distinct
landmarks or high curvature regions are present, however, in
uncertain regions vectors cross or display physically implau-
sible characteristics. It is for this latter case that we apply
our Euclidean-space regularization filter to obtain the more
realistic flow field illustrated in Fig. 3(b). Note in this case
how strong matches are preserved and the variation between
flow vectors is significantly smoother.
It is not claimed that the resulting solution of this filtering
process is optimal in the constrained space, but only that the
remapping is equivalent to finding a point that is close to
optimal. Our interest in developing a suitable constraint to
remedy this nonlinear remapping step led us to the approach
we discuss in the next section.
2) Optimization in the Contour Space:Motivated in part
by the awkwardness of remapping results back onto the
feasible solution space in the Euclidean solution in (15), a
constrained approach to solving our problem evolved which
solves for a smooth, shape-matched flow field between any two
contours in index space, Essentially, we collapse the
space into simply the space. The objective in this approach
is to find the best functional estimate for mapping pointson
the initial contour, , into points on the next contour in
the temporal sequence, This mapping is a compromise
between the shape-based mapping generated using the bending
energy metric and a completely smooth, one-to-one mapping
of one contour into the next. Although, as in the previous
subsection, we will ultimately employ a discrete approach, we
find it helpful for ease in understanding the overall problem,
as well as for comparison to the Euclidean approach described
in the previous subsection, to initially define our optimization
functional as a continuous equation. It is useful to note that
the correspondences determined from shape matching in (2)
essentially represent discrete samples of a continuous function
that maps all points into In other words,
we define as the continuous mapping, found by
the piecewise linear interpolation of discretely corresponded
points according to the bending energy metric descibed by (2),
of any point on contour into a point on the contour
from the next temporal frame, Furthermore, and
represent the confidences computed over fixed size
search regions on for each and every continuous
point Unlike the Euclidean approach, however, we define
only one term, , to model the adherence in contour space.
This is due to the constrained nature of our feasible set. We
employ both confidence measures in the computation of
As in the Euclidean space approach, is used to adhere
to strong matches while decreasing the importance of poor
matches. Because of our choice of admissible space, any
variance in candidate points is equivalent to sliding back and
forth along the the contour. For this reason, we apply to
our adherence term to further encourage adherence in regions
with unique shape. Further, regions with high similarity over
large contour segments will have their high value
diminished by a low leaving the strongest adherence
for unique, well-matched features. Keeping all this in mind,
we define our adherence term as
(16)
where is the mapping to be estimated. As the previ-
ous subsection, a least squares difference is use to magnify
significant deviation.
Our model for smoothness in this approach is slightly
different than that of the Euclidean space approach. Because
is a monotonically increasing function, we want a model that
adheres to a smooth one-to-one linearly increasing mapping.
We choose a term dependent on the square of the second
derivative to enforce this smoothness model
(17)
Putting (16) and (17) together, we define an optimization
problem that will permit us to solve for a new, smooth
mapping, , that is a smoothed version of the shape-based
mapping. Minimizing the following functional expression will
permit us to find this mapping:
(18)
is the cost associated with a particular mapping
function for a given shape-based mapping, The
solution that we seek by minimizing can be
described pictorially as shown in Fig. 4.
The next step in our development entails expressing (18)
in discrete form. The sampling of to achieve is
straight forward. For our regularization term, , we ap-
proximate the second derivative with a second-order difference
as follows:
(19)
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(a)
(b)
Fig. 4. Samples of typical mapping functions forN = 128 samples. (a) The
shape-based mapping function. Note its jagged appearance. Places where the
slope is negative indicate vectors that cross. (b) The filtered mapping function.
Note how it maintains general shape qualities of the shape-based match but
is monotonically increasing. The sharp drop at the end of the curve indicates
where the wrap-around occurs.
Having defined discrete equivalents for the terms of our opti-
mization problem we substitute a summation for the integral
and pose the combined problem as
(20)
As in our Euclidean space approach, we find it convenient
to express (20) in vector notation. We define a vector
that is of length and is a stacking of the correspondences
found for each original In other words
Thus, we will use
to denote the discrete values of stacked as a vector,
and in similar fashion use to denote Additionally,





where diagonal elements are equal to the product of the
two confidences for a given We can now express the
contribution of our adherence term to (20) as
(21)
Our differential operator is given as the squared product of
the first difference operator
(22)
This allows us to express our smoothness term in the following
manner:
(23)
Putting all this together, we pose our optimization problem
of (20) as
(24)
where is the vector that minimizes Similar to the
Euclidean space approach, is nonnegative definite.
is positive definite by definition. Their sum, ,
has all positive eigenvalues and, thus, is positive definite as
well. This implies the function, , in (24) is convex with
respect to and, consequently, has a global minimum at
(25)
The vector can be viewed as the nearest local minimum
on this optimization surface which qualitatively represents a
vector flow field that contains a compromise between 1) the
best local matches for all points on the first contour to the
second contour, with each match being weighted according to
uniqueness of the shape in the match region, and 2) requiring
each of these vectors to have a magnitude and direction
that smoothly agrees with its spatially neighboring vectors.
Additionally, posing the optimization problem in the contour
space implicitly constrains the displacement vectors to the
contours themselves. It also collapses the solution process into
an entirely linear filter. This is particularly promising as it
presents a convenient framework for future extensions ([31])
to our objective of fully automated nonrigid tracking. Again,
Fig. 4 provides a comparison of the shape-derived
and filtered mapping functions for a given frame.
D. Quantification of Cardiac Motion
For the particular application of tracking LV endocardial
motion, an important remaining issue is how to optimally
present the flow field information for statistical analysis of
patient data. The approach taken here is to first identify a
discrete number of equally sampled points on the LV contour
at a particular time in the cardiac cycle and then track these
points throughout the cardiac cycle. As previewed in Fig. 3, we
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start with a contour at the extreme extent of motion (either ED
or ES) and spatially register it with all subsequent contracting
or expanding contours to display actual estimated trajectories
over a sequence of frames. In situations where we track over
the entire cardiac cycle (e.g., ED to ED) we subdivide the
graphic into sections to avoid clutter.
IV. EXPERIMENTS
The above method can be applied to a variety of diagnostic
imaging modalities, anatomical structures, or imaging perspec-
tives. In this section we will examine our two approaches as
applied to two common diagnostic imaging challenges. We
will also compare the trajectories estimated from both ap-
proaches with those of MR contrast markers actually implanted
in the LV wall. Finally, we will examine the efficiency of our
optimization strategy and its feasiblity for extension to 3-D
shape-based tracking.
In our synthetic experiment, a contrived image sequence
of simulated motion is analyzed to verify basic intentions
of system design and performance. To provide an initial
testing environment, a cylindrical phantom was imaged as it
underwent a periodic rigid arcing motion in 3-D. The exterior
of the phantom had four distinct shape landmarks for use
in verifying tracking methods. Fig. 6 is provided to allow
qualitative evaluation of trajectory estimates around the entire
cylinder. In this example, 32 trajectories are illustrated. Trajec-
tories interpolated from the movement of the four landmarks
are used as the defining standard. Trajectories estimated using
nearest Euclidean distance correspondence [32] are provided
as a control reference. We note how our methods using
regularization in Euclidean space and contour space both
do a satisfactory job of capturing the rigid arcing motion
of the cylinder. This is in stark contrast to the trajectories
estimated with basic nearest Euclidean distance mapping. This
distinction is further illuminated in Fig. 7. Note how the error
curves of both filtering methods are fairly flat indicating a
flow that approximates that of the actual vectors. In contrast,
the nearest Euclidean distance mapping shows two humps that
indicate frames where the actual trajectory has moved away
from the estimate. We do note that both filtering methods
fail to return to their origin. Table I provides quantitative
comparisons of the trajectory estimates for all three methods
illustrated in Fig. 6.
Fig. 5 shows trajectory plots estimated with the Euclidean
space method from manually traced contours for two human
contrast ventriculographic (CV) studies, one normal and one
with a clinically validated anterior wall myocardial infarct.
These examples are taken from a small randomized study of
7 normal and 6 patients with clinically confirmed
anterior wall infarcts. The quantified trajectory information
from this study yielded the statistical results in Table II.
The most notable outcome of this study was the significant
difference found in overall extent of motion in the infarct
region defined as (the Euclidean distance between any
point at end-diastole and its position at end-systole after
algorithm tracking).
(a) (b)
Fig. 5. Trajectory plots estimated with the Euclidean space method of
manually traced contours from contrast ventriculographic (CV) sequences for
(a) a normal human LV and (b) one with a myocardial infarct.
TABLE I
QUANTITATIVE COMPARISONS OFTRAJECTORY ESTIMATES MADE FROM
NEAREST EUCLIDEAN DISTANCE CORRESPONDENCE(N), EUCLIDEAN SPACE
REGULARIZATION (E), AND CONTOUR SPACE REGULARIZATION (S) WITH
















N 2.72 1.36 1.89 0.603 0.626
E 1.35 0.648 1.45 0.0531 0.472
S 1.47 0.861 1.22 0.313 0.654
The next experiment examines the high-quality segmented
contours from a short-axis gated MR image sequence of a
normal canine heart. MR imaging in Fig. 8 was performed
on GE Signa 1.5-T scanners with version 4.7 software and
hardware using a head coil. Axial images through the LV were
obtained on an anesthetized dog with the gradient echo cine
technique using the following parameters: section thickness,
5 mm; no intersection gap; 42-cm field of view; TE, 14
ms, TR 20 ms; flip angle, 30; 256 256 matrix, and two
excitations. Images typically were be acquired with two loca-
tions per acquisition and 16 cardiac phases per location. Each
slice location acquisition required approximately an 8-min
acquisition time for two excitations. This sequence provides
images with an in-plane resolution of 1.641.64 mm for a
128 128 matrix and 5-mm resolution perpendicular to the
imaging planes. Temporal resolution is 40 ms for each location
acquisition.
Fig. 8 illustrates a comparison of our two tracking ap-
proaches applied to the same set of contours progressing from
ED to ES. The contours each contain 128 equally spaced
samples. The trajectories of 32 equally spaced subsamples is
followed using both methods. Both methods appear to do a
plausible job of tracking through ES. Closer examination of the
Euclidean-space results reveal the tendency of trajectories to
converge toward regions of high curvature. In one instance this
convergence has actually led to vectors crossing one another.
No explicit constraint has been applied in the Euclidean-space
approach to prevent this, and we note that this has occured
occasionally in other contour sets we have tracked.





Fig. 6. Comparison of phantom trajectory estimates for various
frame-to-frame tracking methods. (a) Interpolated trajectories from the
landmarks. (b) Estimated trajectories using nearest Euclidean distance
mapping. (c) Estimated trajectories using the Euclidean space method. (d)
Trajectory estimates using the contour space method.
On the other hand, trajectories from the contour space
approach do not tend to converge as much as the sequence
progresses toward ES. We note that the contour space approach
Fig. 7. Average error magnitude over all trajectory estimates at a given frame
for the phantom experiment illustrated in Fig. 6.
(a)
(b) (c)
Fig. 8. A comparison of the two tracking approaches for the same set of
canine heart contours acquired from MR images and tracked from ED to
ES. (a) The individual images and their corresponding segmented contour.
(b) Trajectories estimated with the Euclidean space approach. (c) The same
trajectories estimated with the contour space approach.
appears to adhere to shape features for longer durations than
the Euclidean space approach. There does appear to be slightly
more jitter in the trajectories of the contour space approach
than those of the Euclidean space approach, however, we see
no instance of trajectories crossing. This occurs because the
smoothness constraint built in to our contour space approach
also acts to prevent trajectories from crossing by explicitly
charging a large penalty in those instances.
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TABLE II
STATISTICAL RESULTS FROMCV SEQUENCES,SUCH AS THE ONE IN FIG. 5,
USING A PAIRED t-TEST ON A SMALL RANDOMIZED STUDY OF N = 7
NORMAL AND N = 6 ANTERIOR WALL MYOCARDIAL INFARCT HUMAN
SUBJECTS.ALL VALUES ARE MEASURED IN MILLIMETERS. HERE,  IS THE
MEAN VALUE OF EITHER THE TOTAL TRAJECTORY PATH, Lpath, OR
THE OVERALL DISPLACEMENT LENGTH, Ldisp, MEASURES. IS THE
ASSOCIATED STANDARD DEVIATION FOR EACH MEASURE. NOTE THE
STATISTICALLY SIGNIFICANT p VALUE FOR THE MEAN OF THE Ldisp MEASURE
Normal Anterior MI
  N   N t p
Lpath 28.0 7.9 7 22.5 9.2 6 1.15 .274
Ldisp 19.5 6.8 7 8.2 4.8 6 3.41 .006*
Our next experiment examined an image sequence from
an ultrasound acquisition of the long-axis view of the human
heart. This acquisition was collected using a Hewlett Packard
Sonos 1500 ultrasound system equipped with Omniplane trans-
esophageal probe. An informed oral consent for acquiring
images for research purposes was obtained from the patient.
The patient is in a left lateral decubital position during
the examination. A transesophageal probe is swallowed by
the patient, who is mildly sedated and has his/her throat
locally anesthetized. The tip of the probe is introduced into
the mid-esophagus. The probe has a continuously rotatable
transducer array which is suitable for 3-D data acquisition.
Data acquisition is begun when a subjective determination is
made that images are of satisfactory quality.
Fig. 9 provides a comparison between our two approaches
as applied to contours segmented from this significantly higher
noise modality. As in our first experiment, contours of 128
equally spaced samples are used and 32 equally spaced sub-
samples are tracked as the LV wall contracts from ED to
ES. In this example, six of ten temporal acquisitions are
taken to highlight the movement from ED to ES. Again both
methods appear to do a fairly plausible job. In this situation
though, the Euclidean space approach seems to provide a much
smoother and more realistic flow pattern. The jitter associated
with the contour space approach becomes more substantial in
this situation causing vectors to diverge and converge. This
is attributed largely to contour inaccuracies. Constraining the
solution space to the contour space a situation, such as this,
where the contour representations are questionable does not
appear to be the prudent decision.
Without any valid representation of the true regional motion
of the heart, all of the above analysis is purely subjective
in nature. It is for this reason that we employed two MR-
contrast markers implanted in the heart wall during the above
MR study. Paired endocardial (1 mm2.5-mm bullet-shaped
copper plugs) and epicardial (Gd-DPTA filled) markers were
attached by elastic string to adhere to the respective surfaces
during the entire cardiac cycle without restricting myocardial
thickening [26]. In Fig. 10, we illustrate the trajectories of two
endocardial markers (shown in grey) over the course of an
entire cardiac cycle (ED to ED). These trajectories represent
the standard by which future modifications of our approach
will be focused. Additional marker data is being acquired to
(a)
(b) (c)
Fig. 9. A comparison of the two tracking approaches for the same set of
human heart contours acquired from ultrasound images and tracked from
ED to ES. (a) The individual images and their corresponding segmented
contour. (b) Trajectories estimated with the Euclidean space approach. (c) The
same trajectories estimated with the contour space approach. (Image sequence
provided courtesy of J. Greenleaf and M. Behlohlavek of the Mayo Clinic,
Rochester, MN.)
(a) (b) (c)
Fig. 10. A comparison of trajectories of markers implanted in the LV wall
(shown in grey) with corresponding estimated trajectories (shown in black).
Trajectories are divided into three temporal sections to avoid cluttering. (a)
Frames 1–6, (b) Frames 6–10, and (c) Frames 10–16. (Top row) Comparison
of trajectories estimated with the Euclidean space approach. (Bottom row)
Comparison of trajectories estimated with the contour space approach.
assist in developing a more statistically robust characterization
f our gold standard.
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(a)
(b)
Fig. 11. Frame by frame error for the trajectory estimates illustrated in
Fig. 10. (a) Error based on the upper marker of Fig. 10. (b) Error based
on the lower marker of Fig. 10.
The top row of Fig. 10 compares the corresponding pair of
trajectories (i.e., those with the same starting point) obtained
using the Euclidean space tracking approach. We observe that
the trajectory corresponding to the upper marker diverges from
the actual track soon into the sequence and completes the cycle
far from its initial starting position. The lower trajectory is
somewhat better but still strays near ES.
In the case of the contour space approach, shown in the
lower row of Fig. 10, we note that the upper trajectory diverges
as well, though not as significantly. However, the trajectory
converges with the marker’s track toward the end of the cycle
before drifting slightly. The lower trajectory does a good job
through most of cycle, with a some divergence toward the end
before ending exactly at its starting point.
These observations are quantified in Fig. 11 and Table III.
Fig. 11 illustrates the frame by frame error associated with
both methods. We note how both methods tend to err in the
same locations, however, the contour space method consis-
tently performs better in this example, as is seen in Table III.
In our final experiment, we observed the efficiency of
various solution techniques as the number of trajectories
per frame was increased. Our ultimate goal in our present
research is complete functional representation of the LV.
Obviously, this can only accurately be obtained by tracking
cardiac motion in all three spatial dimensions over time.
For our present purposes, inverting the matrices required for
solution poses no serious constraint, however, adding a third
spatial dimension presents significant additional computational
challenges.
TABLE III
QUANTITATIVE ERROR FOR THETRAJECTORY ESTIMATES SHOWN IN FIG. 10 FOR
THE (a) MARKER 1 AND (b) MARKER 2 USING EUCLIDEAN SPACE (E) AND












E 4.47 6 2.52 1.38 2.64













E 2.24 9 0.95 0.79 0.95
S 3.00 11 0.59 0.92 0.89
(b)
Fig. 12. A comparison of all three solution methods using Euclidean-space
regularization filtering.
Fig. 13. A comparison of the straight forward analytic solution versus
solution using gradient descent using Euclidean-space regularization filtering.
A crossover is observed at 182 vectors where inverting the solution matrix of
the analytic method is more costly than finding the solution using the gradient
descent method.
Three approaches were used to obtain our final solution
mapping: Powell’s method, a direction set method [33]; gra-
dient descent; and straight forward analytic solution. Table IV
depicts the times (in seconds) of each approach to find
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TABLE IV
COMPARISONS OF THETHREE SOLUTION METHODS FORVARYING
NUMBER FLOW VECTORS USING THE EUCLIDEAN-SPACE
ESTIMATION PROCEDURE. TIMES ARE IN SECONDS
Number of Flow Vectors
Method 16 32 64 128 256
Powell 2.5 13.3 36.2 400 1720
Gradient 2.8 5.3 12 44 90
Analytic 0.04 .2 1.9 14.8 235.5
the solution for varying numbers of trajectories tracked on
a Sun SPARCstation 1. We note that Powell’s method
does a poor job for any more than small number of flow
vectors. Finding the direct solution appears to be the best
approach in most cases suitable for 2-D tracking; however,
this approach diverges rapidly and does not appear to be
suitable for extension to three dimensions. Figs. 12 and 13
are graphical representations of these results.
We make a final note that there is no significant difference in
time to solution between the two different tracking approaches.
The contour space approach requires only one component
per trajectory as opposed to the Euclidean space ap-
proach which requires two components and
for each trajectory. The contour space approach therefore is a
factor of two times faster than the Euclidean space approach
in all instances.
V. SUMMARY
We have presented a method for tracking and quantifying the
nonrigid, nonuniform motion of the LV endocardial wall from
cardiac image sequences, on a point-by-point basis over the en-
tire cardiac cycle. This method is based on the assumption that
distinguishable shape landmarks can be consistently followed
through a sequence of images. Initial correspondences between
frames are based on comparing the shape of contour segments
and choosing the match that minimizes bending energy, a
metric based on differences in curvature. This initial set of
correspondences is used as the input to one of two forms of
regularization filters.
The first characterized correspondences as flow vectors in
the Euclidean space of the image, extending from one contour
to the next. Experimental results proved the estimates from this
method to be plausible but sometimes questionable due to the
nonlinear remapping performed as a conclusion to the solution
process. This led us to develop our contour space filter which
characterized the trajectories as mappings of one contour
into the next. Results of this method proved more favorable,
showing considerable promise when compared to trajectories
of actual implanted markers. We emphasize, however, the
usefulness of the Euclidean space approach in instances where
the contour segmentation is poor or questionable. In such
situations the assumption of strict adherence to the contour,
as is made in our contour space approach, must be ignored.
As such, the choice of regularization filtering should be based
on the confidence held in the segmentation of the contours.
The heart is a 3-D object undergoing motion in three-
dimensions. We cannot realistically expect to achieve precise
results tracking motion in 2-D. We feel the above comparisons
with the implanted marker do show considerable potential
for using shape tokens as the basis for tracking the nonrigid
motion of the LV.
The contour space method also presented us with a conve-
nient linear relationship that is suitable for further extension in
terms of sequential or resursive filtering approaches. Clearly,
the divergence of both methods from the trajectories of the
markers after extended periods of time demonstrates the need
for incorporating some form of temporal constraint. We have
been investigating using the periodic nature of the cardiac
cycle as a constraint ([31]) and forms the major part of a
paper in preparation. This has shown very promising results
in 2-D tracking and is currently undergoing further study for
application to three dimensions.
One step accomplished in this research toward our 3-D
tracking objective was the evaluation of our optimization
strategy. For the purposes of tracking the LV wall in 2-D,
the straight-forward analytic solution proved satisfactory. Ex-
tension of these approaches to three dimensions will require
further development of the gradient descent method.
ACKNOWLEDGMENT
The research presented in this paper would not have been
possible without the assistance of many individuals. The
authors would like to thank R. Owen helped in laying out
some of the initial groundwork used in formulating these
methods. L. Staib’s methods were used in segmenting the
majority of contours used in experiments. P. Anandan provided
the principle insight in developing the confidence measures.
Discussions with H. Tagare were very helpful in the early
stages of formulating the contour space method. A. Sinusas
performed the surgery and supervised the imaging of the
canine subjects used in our experiments. F. Tsang ran the tests
used in evaluating solution techniques. M. Belohlavek and J.
Greenleaf of the Mayo clinic provided the ultrasound images
and G. Robinson the segmented contours used in Fig. 9.
Additionally, G. Robinson allowed us to use his software for
preparation of these figures. F. Lee provided the information
in Fig. 5 and Table I.
REFERENCES
[1] J. Areeda, E. Garcia, K. Vantrain, D. Brown, A.Waxman, and
D. Berman, “A comprehensive method for automatic analysis of
rest/exercise ventricular function from radionuclide angiography,” in
Digital Imaging: Clinical Advances in Nuclear Medicine. Boston, MA:
Soc Nuclear Medicine, 1982, pp. 241–256..
[2] G. E. Mailloux, A. Bleau, M. Bertrand, and R. Petitclerc, “Computer
analysis of heart motion from two dimensional echocardiograms,”IEEE
Trans. Biomed. Eng., BME-34, vol. 5, pp. 356–364, 1987.
[3] S. Song and R. Leahy, “Computation of 3d velocity fields from 3-D
cine CT images,”IEEE Trans. Med. Imag., 10:295–306, Sept 1991.
[4] E. L. Bolson, S. Kliman, F. Sheehan, and H. T. Dodge, “Left ven-
tricular segmental wall motion—A new method using local direction
information,” in Proc. Computers in Cardiology, 1980, pp. 297–307.
[5] J. S. Duncan, A. Smeulders, F. Lee, and B. Zaret, “Measurement of
end diastolic shape deformity using bending energy,” inComputers in
Cardiology, 1988, pp. 277–280.
[6] C. Slager, T. Hooghoudt, P. Serruys, J. Schuurbiers, J. Reiber, G.
Meester, P. Verdouw, and R. Hugenholtz, “Quantitative assessment of
MCEACHEN AND DUNCAN: SHAPE-BASED TRACKING OF LEFT VENTRICULAR WALL MOTION 283
regional left ventricular motion using endocardial landmarks,”JACC,
vol. 7, no. 2, pp. 317–326, 1986.
[7] N. Ingels, G. Daughters, E. Stinson, and E. Alderman, “Measurement of
midwall myocardial dynamics in intact man by radiography of surgically
implanted markers,”Circ., vol. 52, pp. 859–867, Nov. 1975.
[8] L. Axel and L. Dougherty, “MR imaging of motion with spatial
modulation of magnetization,”Radiol., vol. 17, no. 1, pp. 841–845,
1989.
[9] E. A. Zerhouni, D. M. Parish, W. J. Rogers, A. Yang, and E. P. Shapiro,
“Human heart: Tagging with MR imaging—A method for noninvasive
assessment of myocardial motion,”Radiol., vol. 169, no. 1, pp. 59–63,
1988.
[10] D. Gibson, T. Prewitt, and D. Brown, “Analysis of left ventricular wall
movement during isovolumic relaxation and its relation to coronary
artery disease,”Br. Heart J., vol. 38, no. 1010, 1976.
[11] L. Harris, P. Clayton, H. Marshall, and H. Warner, “A technique for the
detection of asynergistic motion in the left ventricle,”Comput. Biomed.
Res., vol. 7, pp. 380–394, 1974.
[12] P. Clayton, W. Bulawa, S. Klausner, P. Urie, H. Marshall, and H.
Warner, “The characteristic sequence for the onset of contraction in
the normal human left ventricle,”Circ., vol. 59, p. 671, 1979.
[13] F. H. Sheehan, E. L. Bolson, H. T. Dodge, D. G. Mathey, J. Schofer, and
H. W. Woo, “Advantages and applications of the centerline method for
characterizing regional ventricular function,”Circ., vol. 74, pp. 293–305,
1986.
[14] J. K. Aggarwal and T. S. Huang, Eds.,IEEE Workshop on Motion of
Non-Rigid and Articulated Objects, Austin TX, Nov. 1994
[15] T. S. Huang, Ed.,IEEE Workshop on Visual Motion, Princeton, NJ, 1991.
[16] K. Palaniappan, C. Kambhamettu, A. Hasler, and D. Goldgof, “Structure
and semi-fluid motion analysis of stereoscopic satellite images for cloud
tracking,” in Proc. IEEE Comuut. Soc. Int. Conf. Computer Vision, pp.
659–665. June 1995.
[17] S. H. Gwydir, H. M. Buettner, and Stanley M. Dunn, “Non-rigid
motion analysis and feature labeling of the growth cone,” inProc. IEEE
Workshop on Biomedical Image Analysis, June 1994, pp. 80–87.
[18] F. Leymarie and M. D. Levine, “Tracking deformable objects in the
plane using an active contour model,”IEEE Trans. Pattern Anal.
Machine Intell., vol. 15, no. 6, pp. 617–634, June 1993.
[19] D. Metaxas and D. Terzopoulos, “Shape and nonrigid motion estimation
through physics-based synthesis,”IEEE Trans. Pattern Anal. Machine
Intell., vol. 15, no. 6, pp. 580–591, June 1993.
[20] T. McInerney and D. Terzopoulos, “A dynamic finite element surface
model for segmentation and tracking in multidimensional medical im-
ages with application to cardiac 4-D image analysis,”Computerized
Med. Imag. Graphics, vol. 19, no. 1, pp. 69–83, Jan. 1995.
[21] D. Terzopoulos and R. Szeliski, “Tracking with kalman snakes,” in
Active Vision, A. Blake and A. Yuille, Eds. Cambridge, MA: MIT
Press, 1992, pp. 3–20.
[22] S. Benayoun, C. Nastar, and N. Ayache, “Dense nonrigid motion
estimation in sequences of 3-D images using differential constraints,” in
Lecture Notes in Computer Science: Computer Vision, Virtual Reality and
Robotics in Medicine (905). Berlin, Germany: Springer-Verlag. 1995,
pp. 309–318
[23] E. Bardinet, L. Cohen, and N. Ayache, “Superquadrics and free-form
deformations: A global model to fit and track 3-D medical data,” in
Lecture Notes in Computer Science: Computer Vision, Virtual Reality and
Robotics in Medicine (905) Berlin, Germany: Springer-Verlag., 1995,
pp. 319–326
[24] M. Demi, R. Calamai, G. Coppini, and G. Valli, “A visual framework
for the study of cardiac motion,”Comput. Cardiol., pp. 30–34, 1990.
[25] I. Cohen, N. Ayache, and P. Sulger, “Tracking Points on Deformable
Objects Using Curvature Information,” inLecture Notes in Computer
Science: ECCV ’92, vol. 588.. Berlin, Germany: Springer-Verlag, 1992.
[26] P. Shi, G. Robinson, A. Chakraborty, L. Staib, R. Constable, A. Sinusas,
and J. Duncan, “A unified framework to assess myocardial function
from 4-D images,” inCVRMed ’95. Berlin, Germany: Springer-Verlag,
1995, pp. 327–337.
[27] L. H. Staib and J. S. Duncan, “Boundary finding with parametrically
deformable models,”IEEE Trans. Pattern Anal. Machine Intell., vol.
14, no. 11, pp. 1061–1074, Nov. 1992.
[28] M. P. do Carmo,Differential Geometry of Curves and Surfaces. En-
glewood Cliffs, NJ: Prentice-Hall, 1976.
[29] J. S. Duncan, F. A. Lee, A. W. M. Smeulders, and Barry L. Zaret, “A
bending energy model for measurement of cardiac shape deformity,”
IEEE Trans. Med. Imag., vol. 10, no. , pp. 307–319, Sept. 1991.
[30] P. Anandan, “A computational framework and an algorithm for the
measurement of visual motion,”Int. J. Comput. Vision, vol. 2, pp.
283–310, 1989.
[31] J. C. McEachen, A. Nehorai, and J. S. Duncan, “A recursive filter
for temporal analysis of cardiac motion,” inProc. IEEE Workshop on
Biomedical Image Analysis. Piscataway, NJ: IEEE Computer Society
Press, 1994, pp. 124–133.
[32] E. C. Hildreth,The Measurement of Visual Motion. Cambridge, MA:
MIT Press, 1984.
[33] R. P. Brent,Algorithms for Minimization without Derivatives. Engle-
wood Cliffs, NJ: Prentice-Hall, 1973.
