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Abstract
The paper is devoted to an analysis of optimality conditions for nonsmooth multidimensional problems
of the calculus of variations with various types of constraints, such as additional constraints at the bound-
ary, isoperimetric constraints, and nonholonomic inequality constraints. To derive optimality conditions, we
study generalised concepts of differentiability of nonsmooth functions called codifferentiability and quasid-
ifferentiability. Under some natural and easily verifiable assumptions we prove that a nonsmooth integral
functional defined on the Sobolev space is continuously codifferentiable and compute its codifferential and
quasidifferential. Then we apply general optimality conditions for nonsmooth optimisation problems in Ba-
nach spaces to obtain optimality conditions for nonsmooth problems of the calculus of variations. Through
a series of simple examples we demonstrate that our optimality conditions are sometimes better than ex-
isting ones in terms of various subdifferentials, in the sense that our optimality conditions can detect the
non-optimality of a given point when subdifferential-based optimality conditions fail to disqualify this point
as non-optimal. Apart from standard optimality conditions, we also study so-called inner variations of non-
smooth integral functionals and utilise them to extend the Noether equations for variational problems to a
nonsmooth setting. With the use of these equations we obtain a nonsmooth law of conservation of energy
for autonomous nonsmooth variational problems. Finally, we discuss some difficulties one faces when trying
to extend famous Noether’s theorem on symmetries and conservation laws to a nonsmooth case.
Introduction
Nonsmooth problems of the calculus of variations arise in various applications, such as optimisation of hy-
drothermal systems [3–5] and nonsmooth modelling in mechanics and engineering (see monograph [27]). Their
theoretical study was started by Rockafellar in the convex case in [74–76], where some existence and duality re-
sults, as well as optimality conditions in terms of subdifferentials, were obtained. In these optimality conditions
the classical Euler-Lagrange equation and transversality condition for the problem of Bolza
min l(x(0), x(T )) +
∫ T
0
L(t, x(t), x˙(t)) dt (0.1)
were replaced by the following inclusions:
(p˙(t), p(t)) ∈ ∂L(t, x(t), x˙(t)) for a.e. t ∈ (0, T ), (p(0),−p(T )) ∈ ∂l(x(0), x(T ),
where “∂” stands for subdifferential in the sense of convex analysis [35, 49]. Note that if the function L is
differentiable, then p(t) = L′x˙(t, x(t), x˙(t)) and the first inclusion is reduced to the Euler-Lagrange equation.
Further research was devoted to relaxing the convexity assumptions made by Rockafellar and replacing the
subdifferential in the sense of convex analysis by some other subdifferential defined for nonconvex functions.
Important steps in this direction were made by Clarke [12–15], who studied problems with locally Lipschitz
continuous functions l and L and replaced the subdifferentials in the sense of convex analysis with what now
is known as the Clarke subdifferential. Apart from optimality conditions in the form of the Euler-Lagrange
inclusion, Clarke also obtained optimality conditions in the Hamiltonian form. Clarke’s results were sharpened
and extended to more general variational problems by Loewen and Rockafellar [55,56], while equivalence between
Euler-Lagrange and Hamiltonian forms of optimality conditions for nonsmooth variational problems was studied
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in [7,16,45,77]. Nonlocal optimality conditions for nonconvex problems of the calculus of variations in terms of
subdifferentials in the sense of convex analysis and their connections to the existence of minimisers were studied
by Marcelli et al. [19, 60–62].
First optimality conditions for nonsmooth variational problems involving nonconvex sudifferentials were
obtained by Mordukhovich [63, 64] (see also [65, 66]). Later, optimality conditions for a nonsmooth problem of
Bolza in terms of limiting proximal and limiting Fre´chet subdifferentials were studied by Loewen and Rockafellar
[54, 57, 58], Ioffe and Rockafellar [48], Vinter and Zheng [81, 82], Bellaassali [6], and Jourani [50].
A different approach to an analysis of optimality conditions for nonsmooth problems of the calculus of
variations based on the use of codifferentials was developed by the author in [29]. Codifferentials of nonsmooth
functions were introduced by Demyanov [21–23] in the late 1980s. A general theory of codifferentiable functions,
closely related to the theory of Demyanov-Rubinov-Polyakova quasidifferentials [24, 26, 27], was developed in
the finite dimensional case in [25]. Its infinite dimensional generalisations were studied in [28, 30, 31, 83, 84].
In [29] it was shown that optimality conditions for problem (0.1) in terms of codifferentials are sometimes better
than subdifferential-based optimality conditions. Let us also mention a completely different approach to the
derivation of optimality conditions and numerical solution of nonsmooth problems of the calculus of variations
based on the Chebyshev pseudospectral method [80].
It should be noted that in most of the aforementioned papers nonsmooth problems of the calculus of variations
were not studied by themselves, but in the context of variational problems for differential inclusions. It seems
that since the mid-90s nonsmooth problems of the calculus of variations became just an auxiliary tool for the
derivation of optimality conditions for nonsmooth optimal control problems and nonsmooth variational problems
involving differential inclusions (cf. [46, 47, 50]). As a result, very little attention has been paid to nonsmooth
multidimensional problems of the calculus of variations, as well as problems with additional constraints, such as
nonsmooth isoperimetric problems and problems with nonsmooth holonomic or nonholonomic constraints. To
the best of author’s knowledge, nonsmooth multidimensional problems of the calculus of variations have been
studied only in Clarke’s monograph [15] and author’s paper [29], while nonconvex problems with additional
constraints have been studied explicitly only by Clarke [15] and Bellaassali [6]. Furthermore, many other
important topics of the calculus of variations, such as the Noether equations, Noether’s theorem on symmetries
and conservation laws, etc., have not been addressed at all in a nonsmooth setting.
The main goal of this paper is to present a general theory of necessary optimality conditions for nonsmooth
multidimensional problems of the calculus of variations with various types of additional constraints, such as
problems with constraints at the boundary, problems with isoperimetric constraints, and problems with non-
holonomic inequality constraints. To this end, we significantly improve our earlier results from [29] and prove
the codifferentiability of a nonsmooth integral functional defined on the Sobolev space under natural and easily
verifiable assumptions on the integrand. In comparison with our previous paper [29], we get rid of the obscure
and hard to verify assumption on the uniform codifferentiability of the integrand with respect to the Sobolev
space and do not impose any assumptions on the domain of integration, thus extending the results of [29] to the
case of unbounded domains and domains with irregular boundary (see Section 2 for more details). Furthermore,
under natural assumptions we prove the continuity of a codifferential of the integral functional in the general
case (in [29] the continuity was proved only in the case p = +∞). Continuity is an important property for an
analysis of discretisation of variational problems, approximation methods, and convergence of numerical meth-
ods. In particular, in the general case the continuity of codifferential is necessary for the global convergence of
optimisation methods based on codifferentials [31].
With the use of the general result on the codifferentiability of an integral functional obtained in this paper
and necessary optimality conditions for nonsmooth mathematical programming problems in Banach spaces in
terms of quasidfferentials from [32,33] we derive optimality conditions for nonsmooth problems of the calculus of
variations with additional constraints at the boundary, isoperimetric constraints, and nonholonomic inequality
constraints. Each of these optimality conditions is illustrated by a simple example, in which existing optimality
conditions in terms of various subdifferentials are satisfied at a non-optimal point, while our optimality conditions
are able to detect the non-optimality of this point. Thus, the optimality conditions obtained in this paper are
in some cases better than existing subdifferential-based optimality conditions.
Apart from a traditional approach to analysis of optimality conditions, we also study so-called inner vari-
ations of nonsmooth integral functionals and for the first time obtain a nonsmooth extension of the Noether
equations for variational problems. With the use of these equations we obtain a nonsmooth version of the law
of conservation of energy, which can be viewed as a nonsmooth version of the classical Erdmann condition. In
the end of the paper, we also discuss why a direct extension of famous Noether’s theorem on symmetries and
conservation laws to a nonsmooth case is apparently impossible within the approach adopted in this article.
The paper is organised as follows. The codifferentiability of an integral functional defined on the Sobolev
space is studied in Section 2. Section 3 is devoted to derivation of necessary optimality conditions for con-
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strained nonsmooth problems of the calculus of variations in terms of codifferentials. This section also contains
several examples illustrating advantages of optimality conditions in terms of codifferential in comparison with
subdifferential-based optimality conditions. Inner variations of integral functionals and nonsmooth Noether
equations are studied in Section 4. Finally, Section 1 contains some auxiliary results from nonsmooth analysis
that are necessary for understanding the paper (apart from Examples 3.2, 3.5, 3.7, and 3.11, whose understand-
ing requires some familiarity with the Clarke subdifferential [15], the limiting proximal subdifferential [18, 82],
and the limiting Fre´chet subdifferential [65, 66]).
1 Codifferentiable and Quasidifferentiable Functions
In what follows, let X be a real Banach space. Its topological dual space is denoted by X∗, while the canonical
duality pairing between X and X∗ is denoted by 〈·, ·〉, i.e. 〈x∗, x〉 = x∗(x) for all x∗ ∈ X∗ and x ∈ X . The
standard topology on R is denoted by τR and the weak
∗ topology on X∗ is denoted by w∗ or σ(X∗, X).
We equip the Cartesian product R×X with the norm ‖(a, x)‖ = √|a|2 + ‖x‖2 for all (a, x) ∈ R×X . It
is easily seen that the topological dual space (R×X)∗ endowed with the weak∗ topology is isomorhpic (in the
category of topological vector spaces) to the space R×X∗ endowed with the product topology τR×w∗. Utilising
this fact (or arguing directly) one can check that a subset of the topological vector space (R×X∗, τR × w∗) is
compact if and only if it is closed in the topology τR × w∗ and bounded with respect to the norm ‖(a, x∗)‖ =√|a|2 + ‖x‖2, (a, x∗) ∈ R×X∗ (see, e.g. [28, Thrm. 2.1]).
Definition 1.1. Let U ⊆ X be an open set. A function f : U → R is called codifferentiable at a point x ∈ U , if
there exists a pair Df(x) = [df(x), df(x)] of convex sets df(x), df(x) ⊂ R×X∗ that are compact in the product
topology τR × w∗ and satisfy the equalities Φf (x, 0) = Ψf (x, 0) = 0 and
lim
α→+0
1
α
∣∣∣f(x+ α∆x) − f(x)− Φf (x, α∆x) −Ψf (x, α∆x)∣∣∣ = 0 ∀∆x ∈ X, (1.1)
where
Φf (x,∆x) = max
(a,x∗)∈df(x)
(a+ 〈x∗,∆x〉), Ψf(x,∆x) = min
(b,y∗)∈df(x)
(b+ 〈y∗,∆x〉) ∀∆x ∈ X. (1.2)
The pair Df(x) = [df(x), df(x)] is called a codifferential of f at x, the set df(x) is called a hypodifferential of
f at x, while the set df(x) is referred to as a hyperdifferential of f at x.
Remark 1.2. Note that the equalities Φf (x, 0) = Ψf (x, 0) = 0 simply mean that a ≤ 0 for all (a, x∗) ∈ df(x)
and max(a,x∗)∈df(x) a = 0, while b ≥ 0 for all (b, y∗) ∈ df(x) and min(b,y∗)∈df(x) b = 0. Note also that the
maximum in the definition of Φf and the minimum in the definition of Ψf are attained due to the fact that the
sets df(x) and df(x) are compact in the product topology τR × w∗.
Let us comment on the definition of codifferentiability. Observe that the function Φf (x, ·) from this defini-
tion is convex, while the function Ψf(x, ·) is concave. Thus, in the definition of codifferentiable function one
approximates the increment of nonsmooth function f with the use of the DC (difference-of-convex) function
Φf (x, ·) + Ψf(x, ·) (see (1.1)). One can check that f is codifferentiable at a point x if and only if its increment
f(x+α∆x)− f(x) can be approximated in this way by some continuous DC function (see [30, Example 3.10]).
Hence, in particular, any continuous DC function f : X → R is codifferentiable at every point x ∈ X .
It should be noted that codifferential is not uniquely defined. For instance, it is easily seen that if Df(x)
is a codifferential of f at x, then for any convex compact subset C of the space (R×X∗, τR × w∗) the pair
[df(x) + C, df(x)− C] is a codifferential of f at x as well.
Recall that for any two nonempty subsets A and B of a metric space (M,d) the Hausdorff metric dH(A,B)
is defined by
dH(A,B) = max{sup
x∈A
inf
y∈B
d(x, y), sup
y∈B
inf
x∈A
d(x, y)}. (1.3)
A multifunction F between metric spaces (M1, d1) and (M2, d2) is called Hausdorff continuous (or continuous
with respect to the Hausdorff metric) at a point x ∈ M1, if for any ε > 0 one can find δ > 0 such that for all
y ∈M1 with d(y, x) < δ one has dH(F (y), F (x)) < ε. Let, as above. U ⊆ X be an open set.
Definition 1.3. A function f : U → R is said to be continuously codifferentiable at a point x ∈ U , if f is
codifferentiable at every point in a neighbourhood V ⊆ U of x and there exists a codifferential mapping Df(·)
defined in V and such that the corresponding set-valued mappings df(·) and df(·) are Hausdorff continuous at
x (in this case we say that Df(·) is Hausdorff continuous at x). Finally, f is called continuously codifferentiable
on a set A ⊂ U , if it is codifferentiable at every point of this set and there exists a codifferential mapping Df(·)
defined on A and such that the corresponding mappings df(·) and df(·) are Hausdorff continuous on A.
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Let us note that the class of continuously codifferentiable functions is closed under addition, multiplication,
pointwise maximum and minimum of finite families of functions, and composition with smooth functions. For
the sake of completeness, let us present main calculus rules for codifferentials (see [25,28,30,31] for more details).
Following the usual convention, for any pairs [A,B], [C,D] of convex subsets of a real vector space E we
define the following operations of addition and multiplication by scalar:
[A,B] + [C,D] = [A+ C,B +D], λ[A,B] =
{
[λA, λB], if λ ≥ 0,
[λB, λA], if λ < 0.
Here the addition A+B and multiplication λA are defined element-wise.
Proposition 1.4. Let functions fi : U → R, i ∈ I = {1, . . . ,m}, be continuously codifferentiable at a point
x ∈ U and Dfi be their codifferential mappings that are defined in a neighbourhood V of x and Hausdorff
continuous at this point. The following statements hold true:
1. for any λi ∈ R the function f =
∑m
i=1 λifi + λ0 is continuously codifferentiable at x and Df(·) =∑m
i=1 λiDfi(·) is a codifferential mapping of f that is defined in V and Hausdorff continuous at x;
2. the function f = maxi∈I fi is continuously codifferentiable at x and the pair
df(·) = co
{
(fi(·)− f(·), 0) + dfi(·)−
∑
j 6=i
dfj(·)
∣∣∣ i ∈ I}, df(·) = m∑
i=1
dfi(·)
is a codifferential mapping of f that is defined in V and Hausdorff continuous at x (here “co” stands for
the convex hull);
3. the function f = mini∈I fi is continuously codifferentiable at x and the pair
df(·) =
m∑
i=1
dfi(·), df(·) = co
{
(fi(·)− f(·), 0) + dfi(·)−
∑
j 6=i
dfj(·)
∣∣∣ i ∈ I}
is a codifferential mapping of f that is defined in V and Hausdorff continuous at x;
4. if g is a continuously differentiable function defined on an open subset of Rm such that the composition
F (·) = g(f1(·), . . . , fm(·)) is correctly defined in a neighbourhood of x, then F is continuously codifferen-
tiable at x and
DF (·) =
m∑
i=1
∂g(f1(·), . . . , fm(·))
∂yi
Dfi(·), g = g(y1, . . . , ym)
is a codifferential mapping of F that is defined in a neighbourhood of x and Hausdorff continuous at this
point;
5. if F : W → U is a continuously Fre´chet differentiable map from an open subset W of a Banach space Y
such that x = F (y) for some y ∈W , then the composition f = f1 ◦ F is continuously codifferentiable at y
and the pair
df(·) = {(a, x∗ ◦ F ′(·)) ∈ R×Y ∗ | (a, x∗) ∈ df1(F (·))},
df(·) = {(b, y∗ ◦ F ′(·)) ∈ R×Y ∗ | (b, y∗) ∈ df1(F (·))}
is a codifferential mapping of f that is defined in a neighbourhood of y and Hausdorff continuous at this
point.
Remark 1.5. For the sake of completeness, note that if a function f is continuously differentiable in a neigh-
bourhood of a point x, then both pairs [{(0, f ′(·))}, {(0, 0)}] and [{(0, 0)}, {(0, f ′(·))}], where f ′(·) is the Fre´chet
derivative of f , are a codifferential mapping of f that is Hausdorff continuous at x.
We will need the following extension of the classical mean value theorem to the case of codifferentiable
functions. Its proof almost literally repeats the proof of the mean value theorem in the smooth case (see [31,
Prp. 2]).
Lemma 1.6 (Mean Value Theorem). Let a function f : U → R be codifferentiable at every point of a set C ⊆ U
and Df be any codifferential mapping of f defined on C. Then for any points x1, x2 ∈ C such that co{x1, x2} ⊆ C
there exist y ∈ co{x1, x2}, (0, x∗) ∈ df(y), and (0, y∗) ∈ df(y) such that f(x2)− f(x1) = 〈x∗ + y∗, x2 − x1〉.
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Corollary 1.7. Let a function f : U → R be continuously codifferentialbe at a point x ∈ U . Then f is Lipschitz
continuous in a neighbourhood of this point.
Proof. Let Df be any codifferential mapping of f defined in a neighbourhood of x and Hausdorff continuous at
this point. Since the sets df(x), df(x) ⊂ R×X∗ are compact in the topology τR ×w∗, they are norm-bounded.
From the Hausdorff continuity of df and df it follows that there exists a ball B(x, r) = {y ∈ X | ‖y − x‖ ≤ r}
such that df(y) ⊂ df(x) + B(0, 1) and df(y) ⊂ df(x) + B(0, 1) for all y ∈ B(x, r). Consequently, there exists
K > 0 such that ‖(a, x∗)‖ ≤ K for all (a, x∗) ∈ df(y) ∪ df(y) and y ∈ B(x, r).
Fix any x1, x2 ∈ B(x, r). Then co{x1, x2} ∈ B(x, r) and by the mean value theorem there exist y ∈
co{x1, x2}, (0, x∗) ∈ df(y), and (0, y∗) ∈ df(y) such that f(x2)− f(x1) = 〈x∗ + y∗, x2 − x1〉. Therefore
|f(x1)− f(x2)| ≤ ‖x∗ + y∗‖‖x2 − x1‖ ≤ 2K‖x2 − x1‖
i.e. f is Lipschitz continuous on B(x, r) with Lipschitz constant L = 2K.
The class of codifferentiable nonsmooth functions is closely related to the class of quasidifferentiable func-
tions. Recall that a function f : U → R is called quasidifferentiable at a point x ∈ U , if f is directionally
differentiable at x, i.e. for any v ∈ X there exists the finite limit
f ′(x, v) = lim
α→+0
f(x+ αv)− f(x)
α
,
and the function f ′(x, ·) can be represented as the difference of continuous sublinear functions or, equivalently,
if there exists a pair Df(x) = [∂f(x), ∂f(x)] of convex weak∗ compact sets ∂f(x), ∂f(x) ⊂ X∗ such that
f ′(x, v) = max
x∗∈∂f(x)
〈x∗, v〉+ min
y∗∈∂f(x)
〈y∗, v〉 ∀v ∈ X.
The set ∂f(x) is called a subdifferential of f at x, while the set ∂f(x) is referred to as a superdifferential of f at
x. Note that, just like codifferential, quasidifferential is not uniquely defined. The interesting problem of finding
a minimal (in some sense) quasidifferential of a given nonsmooth function was studied in [37, 40–44,67, 68, 78].
Finally, one says that a function f : U → R is Hadamard quasidifferentiable at x, if f is quasidifferentiable
at x and Hadamard directionally differentiable at this point, that is,
f ′(x, v) = lim
[α,v′]→[+0,v]
f(x+ αv′)− f(x)
α
(1.4)
(see [38] for a discussion of the notation under this limit). In other words, for any ε > 0 and v ∈ X one can
find δ > 0 such that for all 0 < α < δ and v′ ∈ B(v, δ) one has |(f(x + αv′) − f(x))/α − f ′(x, v)| < ε. We
will need the following result stating that every continuously codifferentiable function is, in fact, Hadamard
quasidifferentiable and indicating how one can compute a quasidifferential of this function. A relationship
between continuously codifferentiable functions and quasidifferentiable functions having outer semicontinuous
subdifferential and superdifferential mappings ∂f(·) and ∂f(·) was analysed in the finite dimensional case by
Kuntz [52].
Lemma 1.8. Let a function f : U → R be continuously codifferentiable at a point x ∈ U . Then f is Hadamard
quasidifferentiable at this point and for any codifferential Df(x) of f at x the pair Df(x) = [∂f(x), ∂f(x)]
defined by
∂f(x) =
{
x∗ ∈ X∗ ∣∣ (0, x∗) ∈ df(x)}, ∂f(x) = {y∗ ∈ X∗ ∣∣ (0, y∗) ∈ df(x)} (1.5)
is a quasidifferential of f at x.
Proof. Let Df(x) be any codifferential of f at x and the functions Φf and Ψf be defined as in (1.2). Denote
g(·) = Φf (x, ·) + Ψf(x, ·). Recall that by the definition of codifferential one has g(0) = 0 (see Def. 1.1).
Suppose at first that g is directionally differentiable at zero and fix any v ∈ X and ε > 0. Then there
exists δ1 > 0 such that |g(αv)/α − g′(0, v)| < ε/2 for all α ∈ (0, δ1). By the definition of codifferential there
exists δ2 > 0 such that for all α ∈ (0, δ2) one has |f(x + αv) − f(x) − g(αv)| < εα/2. Therefore, for any
0 < α < min{δ1, δ2} one has∣∣∣∣f(x+ αv)− f(x)α − g′(0, v)
∣∣∣∣ ≤ 1α ∣∣f(x+ αv)− f(x)− g(αv)∣∣+
∣∣∣∣g(αv)α − g′(0, v)
∣∣∣∣ < ε,
i.e. f is directionally differentiable at x and f ′(x, ·) = g′(0, ·).
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Let us now show that both functions Φf (x, ·) and Ψf (x, ·) are directionally differentiable at zero and com-
pute their directional derivatives. Then one obtains that f is directionally differentiable at x and f ′(x, v) =
Φ′f (x, ·)(0, v) + Ψ′f (x, ·)(0, v) for all v ∈ X .
As was pointed out above, the sets df(x) and df(x) are norm-bounded due to the fact that they are
compact in the product topology τR × w∗. Thus, there exists K > 0 such that |a| + ‖x∗‖ ≤ K for any
(a, x∗) ∈ df(x) ∪ df(x). Hence
|Φf (x,∆x)| ≤ K +K‖∆x‖, |Ψf (x,∆x)| ≤ K +K‖∆x‖ ∀∆x ∈ X,
i.e. the functions Φf (x, ·) and Ψf (x, ·) are bounded on bounded sets. Therefore, the convex function Φf (x, ·) is
continuous by [35, Prp. I.2.5], subdifferentiable on X by [35, Prp. I.5.2], everywhere directionally differentiable
by [49, Prp. 4.1.4], its subdifferential at zero has the form
∂Φf (x, ·)(0) = {x∗ ∈ X∗ | (0, x∗) ∈ df(x)}
by [49, Thrm. 4.2.3] (recall that by definition Φf (x, 0) = 0; see Def. 1.1), and for all v ∈ X one has Φ′(x, ·)(0, v) =
maxx∗∈∂Φf (x,·)(0)〈x∗, v〉 by [49, Prp. 4.1.1]. Similarly, the concave function Ψf (x, ·) is everywhere directionally
differentiable and
Ψ′f(x, ·)(0, v) = min
y∗∈∂Ψf (x,·)(0)
〈y∗, v〉 ∀v ∈ X,
where ∂Ψf (x, ·)(0) = {y∗ ∈ X∗ | (0, y∗) ∈ df(x)}. Thus, one can conclude that f is quasidifferentiable at x and
the pair (1.5) is a quasidifferential of f at x.
Let us finally show that f is Hadamard directionally differentiable at x. Indeed, by Corollary 1.7 the function
f is Lipschitz continuous near x, i.e. there exist r > 0 and L > 0 such that |f(x1)− f(x2)| ≤ L‖x1− x2‖ for all
x1, x2 ∈ B(x, r).
Fix any ε > 0 and v ∈ X . Note that f ′(x, 0) = 0 and x+αv′ ∈ B(x, r) for any α ∈ (0,√r) and v′ ∈ X with
‖v′‖ ≤ √r. Therefore for δ = min{√r, ε/2L} one has∣∣∣∣f(x+ αv′)− f(x)α − f ′(x, 0)
∣∣∣∣ ≤ L‖v′‖ < ε ∀α ∈ (0, δ), v′ ∈ B(0, δ),
i.e. (1.4) with v = 0 holds true. Thus, one can suppose that v 6= 0.
By the definition of directional derivative there exists δ0 > 0 such that∣∣∣∣f(x+ αv)− f(x)α − f ′(x, v)
∣∣∣∣ < ε2 ∀0 < α < δ0.
Observe that if 0 < α < r/(2‖v‖) and for some v′ ∈ X one has ‖v′ − v‖ < ‖v‖, then x + αv ∈ B(x, r/2) and
‖αv′ − αv‖ = α‖v′ − v‖ < r/2, i.e. x + αv′ ∈ B(x, r). Therefore, put δ = min{δ0, ε/2L, r/(2‖v‖), ‖v‖}. Then
for any α ∈ (0, δ) and v′ ∈ B(v, δ) one has x+ αv′ ∈ B(x, r) and∣∣∣∣f(x+ αv′)− f(x)α − f ′(x, v)
∣∣∣∣ ≤ ∣∣∣∣f(x+ αv) − f(x)α − f ′(x, v)
∣∣∣∣+ 1α ∣∣f(x+αv′)−f(x+αv)∣∣ ≤ ε2 +L‖v′−v‖ < ε.
Thus, f is Hadamard quasidifferentiable at x.
2 Codifferentiability of Integral Functionals
In this section we present simple sufficient conditions for the codifferentiability of integral functional
I(u) =
∫
Ω
f(x, u(x),∇u(x)) dx, u = (u1, . . . , um) ∈W1,p(Ω;Rm)
and compute its codifferential and quasidifferential. Here Ω ⊆ Rd is an open set (not necessarily bounded),
f : Ω × Rm×Rm×d → R, f = f(x, u, ξ), is a given function, W1,p(Ω;Rm) is the Cartesian product of m
copies of the Sobolev space W1,p(Ω) with 1 ≤ p ≤ +∞. The space W1,p(Ω;Rm) is endowed with the norm
‖u‖1,p =
(‖u‖pp + ‖∇u‖pp)1/p in the case 1 ≤ p < +∞ and ‖u‖1,∞ = max{‖u‖∞, ‖∇u‖∞}, where ‖ · ‖p is
the standard norm in Lp(Ω;Rk) for any k ∈ N, i.e. ‖u‖p = (
∫
Ω |u(x)|p dx)
1
p in the case 1 ≤ p < +∞, and
‖u‖∞ = ess supx∈Ω |u(x)| (here | · | is the Euclidean norm). Denote by p′ the conjugate exponent of p, i.e.
1/p+ 1/p′ = 1.
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Below we assume that for a.e. x ∈ Ω the function (u, ξ) 7→ f(x, u, ξ) is codifferentiable, i.e. for a.e. x ∈ Ω
and for all (u, ξ) ∈ Rm×Rm×d there exist compact convex sets du,ξf(x, u, ξ), du,ξf(x, u, ξ) ⊂ R×Rm×Rm×d
such that for any (∆u,∆ξ) ∈ Rm×Rm×d one has
lim
α→+0
1
α
∣∣∣f(x, u+ α∆u, ξ + α∆ξ)− f(x, u, ξ)− Φf (x, u, ξ;α∆u, α∆ξ)−Ψf (x, u, ξ;α∆u, α∆ξ)∣∣∣ = 0
and Φf (x, u, ξ; 0, 0) = Ψf(x, u, ξ; 0, 0) = 0, where
Φf (x, u, ξ; ∆u,∆ξ) = max
(a,v1,v2)∈du,ξf(x,u,ξ)
(
a+ 〈v1,∆u〉+ 〈v2,∆ξ〉
)
, (2.1)
Ψf(x, u, ξ;α∆u, α∆ξ) = min
(b,w1,w2)∈du,ξf(x,u,ξ)
(
b+ 〈w1,∆u〉+ 〈w2,∆ξ〉
)
, (2.2)
and 〈·, ·〉 is the inner product in Rk. We denote the codifferential of this function at a point (x, u, ξ) by
Du,ξf(x, u, ξ) = [du,ξf(x, u, ξ), du,ξf(x, u, ξ)]. Finally, recall that a multifunction F : Ω× Y ⇒ Z, where Y and
Z are metric spaces, is called a Carathe´odory map, if for every y ∈ Y the map F (·, y) is measurable and for
every x ∈ Ω the map F (x, ·) is continuous (see [2, Def. 8.2.7]). As is well-known, in the case when Z = Rk and
F is compact-valued, the map F (x, ·) is continuous iff it is Hausdorff continuous.
The following definition describes natural assumptions on the integrand f = f(x, u, ξ) ensuring the codiffer-
entiability of the functional I.
Definition 2.1. We say that f satisfies the codifferentiability conditions of order p, if
(1) f is a Carathe´odory function satisfying the growth condition of order p, i.e. there exist an a.e. nonnegative
function β ∈ L1(Ω) and C > 0 such that
|f(x, u, ξ)| ≤ β(x) + C(|u|p + |ξ|p)
for a.e. x ∈ Ω and for all (u, ξ) ∈ Rm×Rm×d in the case 1 ≤ p < +∞, and for any N > 0 there exists an a.e.
nonnegative function βN ∈ L1(Ω) such that |f(x, u, ξ)| ≤ βN (x) for a.e. x ∈ Ω and all (u, ξ) ∈ Rm×Rm×d with
max{|u|, |ξ|} ≤ N in the case p = +∞;
(2) for a.e. x ∈ Ω the function (u, ξ) 7→ f(x, u, ξ) is codifferentiable on Rm×Rm×d and its codifferential
mapping Du,ξf(·) is a Carathe´odory map (i.e. both du,ξf(·) and du,ξf(·) are Carathe´odory maps) satisfying the
growth condition of order p, i.e. there exist C > 0 and a.e. nonnegative functions β ∈ L1(Ω) and γ ∈ Lp′(Ω) such
that for a.e. x ∈ Ω and for all (u, ξ) ∈ Rm×Rm×d, (a, v1, v2) ∈ du,ξf(x, u, ξ), and (b, w1, w2) ∈ du,ξf(x, u, ξ)
one has
max
{|a|, |b|} ≤ β(x) + C(|u|p + |ξ|p), max{|v1|, |v2|, |w1|, |w2|} ≤ γ(x) + C(|u|p−1 + |ξ|p−1)
in the case 1 ≤ p < +∞, and for any N > 0 there exists an a.e. nonnegative function βN ∈ L1(Ω) such that
max
{|a|, |v1|, |v2|, |b|, |w1|, |w2|} ≤ βN (x) for a.e. x ∈ Ω and for all (a, v1, v2) ∈ du,ξf(x, u, ξ), (b, w1, w2) ∈
du,ξf(x, u, ξ), and (u, ξ) ∈ Rm×Rm×d with max{|u|, |ξ|} ≤ N in the case p = +∞.
Remark 2.2. In the case 1 ≤ p < +∞ the growth conditions from the previous definition can be weakened
with the use of the Sobolev imbedding theorem (cf. [20, Sect. 3.4.2]). In particular, if d = 1, then it is
sufficient to suppose that for any N > 0 there exists CN > 0 and a.e. nonnegative functions βN ∈ L1(Ω)
and γN ∈ Lp
′
(Ω) such that for a.e. x ∈ Ω, for all (u, ξ) ∈ Rm×Rm with |u| ≤ N and for all (a, v1, v2) ∈
du,ξf(x, u, ξ) ∪ du,ξf(x, u, ξ) one has |a| ≤ βN(x) + CN |ξ|p and max{|v1|, |v2|} ≤ γN (x) + CN |ξ|p−1.
Our aim is to prove that the codifferentiability conditions from the definition above guarantee that the
functional I is codifferentiable on W1,p(Ω;Rm). Due to some technical difficulties, in the case p = 1 we need
to assume that the set Ω has the segment property [1, p. 53–54], i.e. that for every x from the boundary of
Ω there exist a neighbourhood Ux ⊂ Rd of x and a nonzero vector yx ∈ Rd such that for any z ∈ cl Ω ∩ Ux
one has z + tyx ∈ Ω for all t ∈ (0, 1). The segment property ensures that the set Ω has a (d − 1)-dimensional
boundary and cannot simultaneously lie on both sides of any given part of its boundary (i.e. there are no
cuts). Furthermore, it ensures that the space of continuously differentiable functions is dense in W1,p(Ω) (see,
e.g. [1, Thrm. 3.18]).
Theorem 2.3. Let f satisfy the codifferentiability conditions of order p ∈ [1,+∞] and let either 1 < p ≤ +∞ or
the set Ω be bounded and have the segment property. Then the functional I is correctly defined on W1,p(Ω;Rm),
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codifferentiable at every u ∈W1,p(Ω;Rm), and one can define DI(u) = [dI(u), dI(u)] with
dI(u) =
{
(A, x∗) ∈ R×(W1,p(Ω;Rm))∗
∣∣∣ A = ∫
Ω
a(x) dx, 〈x∗, h〉 =
∫
Ω
(〈v1(x), h(x)〉 + 〈v2(x),∇h(x)〉) dx
∀h ∈W1,p(Ω;Rm), (a(·), v1(·), v2(·)) is a measurable selection of the map du,ξf(·, u(·),∇u(·))
}
(2.3)
and
dI(u) =
{
(B, y∗) ∈ R×(W1,p(Ω;Rm))∗
∣∣∣ B = ∫
Ω
b(x) dx, 〈y∗, h〉 =
∫
Ω
(〈w1(x), h(x)〉 + 〈w2(x),∇h(x)〉) dx
∀h ∈W1,p(Ω;Rm), (b(·), w1(·), w2(·)) is a measurable selection of the map du,ξf(·, u(·),∇u(·))
}
.
Furthermore, the multifunctions dI(·) and dI(·) are Hausdorff continuous, i.e. the functional I is continuously
codifferentiable on W1,p(Ω;Rm), provided either 1 < p ≤ +∞ or the set-valued maps du,ξf(·) and du,ξf(·) have
the form
du,ξf(x, u, ξ) = co
{
(fi(x, u, ξ), v1i, v2i) | i ∈ I
}
, du,ξf(x, u, ξ) = co
{
(gj(x, u, ξ), w1j , w2j) | j ∈ J
}
(2.4)
for some vectors v1i, w1j ∈ Rm, v2i, w2j ∈ Rm×d and Carathe´odory functions fi, gj : Ω×Rm×Rm×d → R, where
i ∈ I = {1, . . . , ℓ} and j ∈ J = {1, . . . , r}.
Remark 2.4. The assumption that in the case p = 1 the set-valued maps du,ξf(·) and du,ξf(·) have the form
(2.4) might seem unnatural at first glance. However, it should be noted that this assumption is satisfied in
many particular examples. Furthermore, with the use of the codifferential calculus (Proposition 1.4) one can
easily show that this assumption is preserved under addition, multiplication by scalar, pointwise maximum, and
pointwise minimum. For example, if d = m = 1, Ω = (α, β), and
I(u) =
∫ β
α
max{|u′(x)| − |u(x)|, 0} dx,
then f(x, u, ξ) = max{|ξ| − |u|, 0} = max{|ξ|, |u|}+min{u,−u} and by Proposition 1.4 one gets
du,ξf(x, u, ξ) = co

±ξ −max{|ξ|, |u|}0
±1
 ,
±u−max{|ξ|, |u|}±1
0
 , du,ξf(x, u, ξ) = co

±u+ |u|±1
0
 ,
i.e. assumption (2.4) is satisfied.
We split the proof of this theorem into three parts, each of which is formulated as a separate lemma. Before
we proceed to these lemmas, it should be remarked that Theorem 2.3 significantly improves [29, Thrm. 5.1],
since it states that the functional I is continuously codifferentiable for any 1 ≤ p ≤ +∞ and demonstrates that
the rather restrictive and obscure assumption on the uniform codifferentiability of the integrand f with respect
to the space W1,p(Ω;Rm) (see [29, Def. 4.18]) is redundant. Furthermore, in the case 1 < p ≤ +∞ Theorem 2.3
extends [29, Thrm. 5.1] to the case of unbounded domains Ω and domains not having a segment property.
Finally, Theorem 2.3 gives a positive answer to the second question raised by the author in [29, Remark 4.22].
We start with a simple technical lemma on the function Φf defined in (2.1).
Lemma 2.5. Suppose that for a.e. x ∈ Ω and for all (u, ξ) ∈ Rm×Rm×d the function (u, ξ) 7→ f(x, u, ξ) is
codifferentiable and let Φf be defined as in (2.1). Then for any u, h ∈W1,p(Ω;Rm), for a.e. x ∈ Ω, and for all
t ∈ R the function g(t) = Φf (x, u(x),∇u(x); th(x), t∇h(x)) is codifferentiable and for any t ∈ R one can define
Dg(t) = [dg(t), {0}], where
dg(t) =
{
(ag, vg) ∈ R×R
∣∣∣ ag = a+ 〈v1, th(x)〉+ 〈v2, t∇h(x)〉 − g(t),
vg = 〈v1, h(x)〉+ 〈v2,∇h(x)〉, (a, v1, v2) ∈ du,ξf(x, u(x),∇u(x))
}
.
Proof. By the definition of Φf for any t,∆t ∈ R one has
g(t+∆t)− g(t) = max (a+ 〈v1, (t+∆t)h(x)〉 + 〈v2, (t+∆t)∇h(x)〉) − g(t)
= max
([
a+ 〈v1, th(x)〉 + 〈v2, t∇h(x)〉 − g(t)
]
+∆t〈v1, h(x)〉+∆t〈v2,∇h(x)〉
)
= max
(ag,vg)∈dg(t)
(ag + vg∆t),
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where the first two maximums are taken over all (a, v1, v2) ∈ du,ξf(x, u(x),∇u(x)) and the set dg(t) is defined
in the formulation of the lemma. The set dg(t) is obviously convex and compact as the image of the set
du,ξf(x, u(x),∇u(x)) under the affine map
(a, v1, v2) 7→
(
a+ 〈v1, th(x)〉+ 〈v2, t∇h(x)〉 − g(t), 〈v1, h(x)〉 + 〈v2,∇h(x)〉
)
∈ R×R .
Moreover, one has
max
(ag ,vg)∈dg(t)
ag = max
(
a+ 〈v1, th(x)〉+ 〈v2, t∇h(x)〉
) − g(t) = g(t)− g(t) = 0,
where the last maximum is taken over all (a, v1, v2) ∈ du,ξf(x, u(x),∇u(x)). Thus, the function g is codifferen-
tiable at every t ∈ R and the pair Dg(·) = [dg(·), {0}] is its codifferential (see Def. 1.1).
Next we show that the increment I(u+αh)−I(u) of the functional I can be approximated by a DC function
defined via the sets dI(u) and dI(u) from Theorem 2.3. Note that these sets are nonempty, since measurable
selections of the multifunctions du,ξf(·, u(·),∇u(·)) and du,ξf(·, u(·),∇u(·)) exist by [2, Thrms. 8.1.3 and 8.2.8].
Lemma 2.6. Let f satisfy the codifferentiability conditions of order p ∈ [1,+∞] and the sets dI(u) and dI(u)
be defined as in Theorem 2.3. Then the functional I is correctly defined on W1,p(Ω;Rm), dI(u), dI(u) ⊂
R×(W1,p(Ω;Rm))∗, and
lim
α→+0
1
α
∣∣∣I(u + αh)− I(u)− max
(A,x∗)∈dI(u)
(A+ 〈x∗, αh〉)− min
(B,y∗)∈dI(u)
(B + 〈y∗, αh〉)
∣∣∣ = 0. (2.5)
for all u, h ∈W1,p(Ω;Rm).
Proof. Fix any u ∈ W1,p(Ω;Rm). By our assumption f is a Carathe´odory function satisfying the growth
condition (see Def. 2.1). Therefore, as is well-known, the function f(·, u(·),∇u(·)) is measurable and belongs to
L1(Ω), which implies that I(u) is correctly defined and finite.
Let us verify that the sets dI(u) and dI(u) are correctly defined. Indeed, fix any measurable selection
(a(·), v1(·), v2(·)) of the multifunction du,ξf(·, u(·),∇u(·)). By the growth condition on Du,ξf(·) (see Def. 2.1)
there exist C > 0 and a.e. nonnegative functions β ∈ L1(Ω) and γ ∈ Lp′(Ω) such that
|a(x)| ≤ β(x) + C(|u(x)|p + |∇u(x)|p), max{|v1(x)|, |v2(x)|} ≤ γ(x) + C(|u(x)|p−1 + |∇u(x)|p−1)
for a.e. x ∈ Ω in the case 1 ≤ p < +∞, and there exists βN ∈ L1(Ω) such that for a.e. x ∈ Ω one has
max{|a(x)|, |v1(x)|, |v2(x)|} ≤ βN (x) in the case p = +∞ (here N = ‖u‖1,∞). Hence with the use of Ho¨lder’s
inequality one obtains that a(·) ∈ L1(Ω), v1(·) ∈ Lp
′
(Ω;Rm), and v2(·) ∈ Lp
′
(Ω;Rm×d). Therefore the integral
A =
∫
Ω a(x)dx is correctly defined and finite, while the functional x
∗ defined as
〈x∗, h〉 =
∫
Ω
(〈v1(x), h(x)〉 + 〈v2(x),∇h(x)〉) dx ∀h ∈W1,p(Ω;Rm)
is a continuous linear functional on W1,p(Ω;Rm), i.e. dI(u) is a subset of R×(W1,p(Ω;Rm))∗. The fact that
dI(u) ⊂ R×(W1,p(Ω;Rm)∗ is proved in the same way.
Choose any h ∈W1,p(Ω;Rm) and a sequence {αn} ⊂ (0,+∞) converging to zero. Let us prove that
lim
n→∞
1
αn
∣∣∣I(u + αnh)− I(u)− ∫
Ω
Φf
(
x, u(x),∇u(x);αnh(x), αn∇h(x)
)
dx
−
∫
Ω
Ψf
(
x, u(x),∇u(x);αnh(x), αn∇h(x)
)
dx
∣∣∣ = 0, (2.6)
where the functions Φf and Ψf are defined in (2.1), (2.2). Indeed, for any n ∈ N and x ∈ Ω denote
gn(x) =
1
αn
(
f(x, u(x) + αnh(x),∇u(x) + αn∇h(x))− f(x, u(x),∇u(x))
− Φf
(
x, u(x),∇u(x);αnh(x), αn∇h(x)
)−Ψf(x, u(x),∇u(x);αnh(x), αn∇h(x))). (2.7)
Our aim is to prove (2.6) by applying Lebesgue’s dominated convergence theorem to the sequence of functions
{gn}. Firstly, note that by the definition of codifferential gn(x) → 0 as n → ∞ for a.e. x ∈ Ω. Next, we show
that gn ∈ L1(Ω) for all n ∈ N.
9
From the fact that the integrand f satisfied the growth condition it follows that the first two terms in the
definition of gn belong to L
1(Ω). Let us check that the function ηn(x) = Φf
(
x, u(x),∇u(x);αnh(x), αn∇h(x)
)
,
x ∈ Ω, belongs to L1(Ω) as well. The proof of this fact for the function Ψf is exactly the same.
By the codifferentiability conditions du,ξf(·) is a Carathe´odory map, which by [2, Thrm. 8.2.8] implies
that the multifunction du,ξf(·, u(·),∇u(·)) is measurable. Note also that the mapping (x, (a, v1, v2)) 7→ 〈a +
αn〈v1, h(x)〉+αn〈v2,∇h(x)〉 is obviously a Carathe´odory function. Hence by the definitions of Φf (see (2.1)) and
ηn and the theorem on the measurability of marginal functions [2, Thrm. 8.2.11] one obtains that the function
ηn is measurable. Moreover, by the growth condition on the codifferential mapping Du,ξf(·) (see Def. 2.1) there
exist C > 0 and a.e. nonnegative functions β ∈ L1(Ω) and γ ∈ Lp′(Ω) such that
|ηn(x)| =
∣∣Φf (x, u(x),∇u(x);αnh(x), αn∇h(x))∣∣ ≤ β(x) + C(|u(x)|p + |∇u(x)|p)
+ αn
(
γ(x) + C(|u(x)|p−1 + |∇u(x)|p−1))(|h(x)|+ |∇h(x)|)
for a.e. x ∈ Ω in the case 1 ≤ p < +∞, and there exists an a.e. nonnegative function βN ∈ L1(Ω) such that
|ηn(x)| ≤ βN (x)
(
1 + αn|h(x)| + αn|∇h(x)|
)
for a.e. x ∈ Ω in the case p = +∞ (here N = ‖u‖1,∞). Hence taking into account the fact that u, h ∈
W1,p(Ω;Rm) and applying Ho¨lder’s inequality in the case 1 < p < +∞ one obtains that ηn ∈ L1(Ω) for all
n ∈ N, which implies that gn ∈ L1(Ω) for all n ∈ N as well.
Now we prove that the sequence {gn} is dominated by some integrable function. Indeed, by the mean
value theorem (Lemma 1.6) for any n ∈ N and for a.e. x ∈ Ω there exist θn ∈ (0, αn), (0, v1n(x), v2n(x)) ∈
du,ξf(x, u(x) + θnh(x),∇u(x) + θn∇h(x)) and (0, w1n(x), w2n(x)) ∈ du,ξf(x, u(x) + θnh(x),∇u(x) + θn∇h(x))
such that
1
αn
(
f(x, u(x) + αnh(x),∇u(x) + αn∇h(x))− f(x, u(x),∇u(x))
)
= 〈v1n(x) + w1n(x), h(x)〉 + 〈v2n(x) + w2n(x),∇h(x)〉.
Hence by the growth condition on Du,ξf(·) (see Def. 2.1) there exist C > 0 and a.e. nonnegative function
γ ∈ Lp′(Ω) such that
1
αn
∣∣f(x, u(x) + αnh(x),∇u(x) + αn∇h(x)) − f(x, u(x),∇u(x))∣∣
≤ 2(γ(x) + C(|u(x) + θnh(x)|p−1 + |∇u(x) + θn∇h(x)|p−1))(|h(x)|+ |∇h(x)|)
for a.e. x ∈ Ω in the case 1 ≤ p < +∞, and there exists an a.e. nonnegative function βN ∈ L1(Ω) such that
1
αn
∣∣f(x, u(x) + αnh(x),∇u(x) + αn∇h(x)) − f(x, u(x),∇u(x))∣∣ ≤ 2βN(x)(|h(x)|+ |∇h(x)|)
for a.e. x ∈ Ω in the case p = +∞, where N = ‖u‖1,∞ + α∗‖h‖1,∞ and α∗ = maxn∈N αn. Now, taking into
account the fact that u, h ∈ W1,p(Ω;Rm) and applying Ho¨lder’s inequality in the case 1 < p < +∞ one gets
that the first two terms in (2.7) are dominated by an integrable function independent of n.
Let us now turn to the third term in (2.7). The fact that the last term is dominated by an integrable
function can be proved in exactly the same way. By applying the mean value theorem for codifferentiable
functions and Lemma 2.5 one obtains that for any n ∈ N and for a.e. x ∈ Ω there exist θn ∈ (0, αn) and
(an(x), v1n(x), v2n(x)) ∈ du,ξf(x, u(x),∇u(x)) such that
Φf (x, u(x),∇u(x); θnh(x), θn∇h(x)) = an(x) + 〈v1n(x), θnh(x)〉+ 〈v2n(x), θn∇h(x)〉
1
αn
Φf
(
x, u(x),∇u(x);αnh(x), αn∇h(x)
)
= 〈v1n(x), h(x)〉 + 〈v2n(x),∇h(x)〉
(here we used the fact that Φf (x, u(x),∇u(x); 0, 0) = 0 by the definition of codifferential). Hence utilising the
growth condition on Du,ξf(·) in the same way as above one can easily verify that the third term in (2.7) is
dominated by an integrable function independent of n as well. Consequently, applying Lebesgue’s dominated
convergence theorem one obtains that
∫
Ω
gn(x) dx → 0 as n → ∞ or, equivalently, (2.6) holds true (see the
definition gn, formula (2.7)).
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Let us check that∫
Ω
Φf
(
x, u(x),∇u(x);αnh(x), αn∇h(x)
)
dx = max
(A,x∗)∈dI(u)
(A+ 〈x∗, αnh〉) (2.8)
for all n ∈ N, where dI(u) is defined in Theorem 2.3. The validity of a similar equality involving Ψf and dI(u)
can be proved in the same way. Then applying (2.6) one obtains that equality (2.5) holds true and the proof is
complete.
By the definition of Φf for any measurable selection (a(·), v1(·), v2(·)) of the multifunction du,ξf(·, u(·),∇u(·))
one has
a(x) + αn〈v1(x), h(x)〉 + αn〈v2(x),∇h(x)〉 ≤ Φf
(
x, u(x),∇u(x);αnh(x), αn∇h(x)
)
for a.e. x ∈ Ω and for all n ∈ N, which obviously implies that the inequality
sup
(A,x∗)∈dI(u)
(A+ 〈x∗, αnh〉) ≤
∫
Ω
Φf
(
x, u(x),∇u(x);αnh(x), αn∇h(x)
)
dx
holds true for all n ∈ N (see (2.3)). On the other hand, observe that by definition
Φf
(
x, u(x),∇u(x);αnh(x), αn∇h(x)
) ∈ {a+ αn〈v1, h(x)〉+ αn〈v2,∇h(x)〉 ∈ R ∣∣∣
(a, v1, v2) ∈ du,ξf(x, u(x),∇u(x))
}
for a.e. x ∈ Ω and for all n ∈ N. As was noted above, from the codifferentiability conditions in follows that
the multifunction du,ξf(·, u(·),∇u(·)) is measurable. Therefore, by Filippov’s theorem [2, Thrm. 8.2.10] for any
n ∈ N there exists a measurable selection (a(·), v1(·), v2(·)) of the set-valued map du,ξf(·, u(·),∇u(·)) such that
Φf
(
x, u(x),∇u(x);αnh(x), αn∇h(x)
)
= a(x) + αn〈v1(x), h(x)〉 + αn〈v2(x),∇h(x)〉
for a.e. x ∈ Ω, which implies that for the corresponding element (A, x∗) ∈ dI(u) (see (2.3)) one has∫
Ω
Φf
(
x, u(x),∇u(x);αnh(x), αn∇h(x)
)
dx = A+ 〈x∗, αnh〉.
Thus, equality (2.8) holds true and the proof is complete.
Next we prove that the pair DI(u) = [dI(u), dI(u)] defined in Theorem 2.3 is indeed a codifferential of I
at u. According to the definition of codifferential (see Def. 1.1), we need to prove that both sets dI(u) and
dI(u) are convex and compact in the corresponding product topology. A proof of this result in the case when
Ω is bounded and has the segment property was given in [29, Lemmas 5.4 and 5.6]. Therefore, below we give a
proof of the case 1 < p ≤ +∞ only.
Lemma 2.7. Let f satisfy the codifferentiability conditions of order p ∈ [1,+∞] and let either 1 < p ≤ +∞
or the set Ω be bounded and have the segment property. Then for any u ∈ W1,p(Ω;Rm) the sets dI(u) and
dI(u) defined in Theorem 2.3 are convex and compact in the topology τR×w∗. Furthermore, max{A : (A, x∗) ∈
dI(u)} = min{B : (B, y∗) ∈ dI(u)} = 0.
Proof. Fix any u ∈W1,p(Ω;Rm). We prove this lemma only for the hypodifferential dI(u), since the proof for
the hyperdifferential dI(u) is exactly the same.
Choose any (A1, x
∗
1), (A2, x
∗
2) ∈ dI(u), and let zi(·) = (ai(·), v1i(·), v2i(·)) be a measurable selection of
the set-valued mapping du,ξf(·, u(·),∇u(·)) corresponding to (Ai, x∗i ), i ∈ {1, 2}. For a.e. x ∈ Ω the set
du,ξf(x, u(x),∇u(x)) is convex by definition. Consequently, for any α ∈ [0, 1] the map αz1(·) + (1 − α)z2(·)
is a measurable selection of the set-valued map du,ξf(·, u(·),∇u(·)), which obviously corresponds to the pair
Zα = (αA1 + (1− α)A2, αx∗1 + (1− α)x∗2)). Therefore, Zα ∈ dI(u) for any α ∈ [0, 1] and one can conclude that
the set dI(u) is convex.
By the definition of codifferential for a.e. x ∈ Ω and for all (a, v1, v2) ∈ du,ξf(x, u(x),∇u(x)) one has
a ≤ 0, which obviously implies that for any (A, x∗) ∈ dI(u) one has A ≤ 0. Furthermore, by defini-
tion max{a | (a, v1, v2) ∈ du,ξf(x, u(x),∇u(x))} = 0 for a.e. x ∈ Ω, that is, for a.e. x ∈ Ω one has
0 ∈ {a | (a, v1, v2) ∈ du,ξf(x, u(x),∇u(x))}. As was noted in the proof of Lemma 2.6, the multifunction
du,ξf(·, u(·),∇u(·)) is measurable. Therefore, by Filippov’s theorem [2, Thrm. 8.2.10] there exists a measurable
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selection (a0(·), v10(·), v20(·)) of du,ξf(·, u(·),∇u(·)) such that a0(x) = 0 for a.e. x ∈ Ω. Consequently, one has
(0, x∗) ∈ dI(u) for x∗ defined as
〈x∗, h〉 =
∫
Ω
(〈v10(x), h(x)〉 + 〈v20(x),∇h(x)〉) dx ∀h ∈W1,p(Ω;Rm),
which yields max{A : (A, x∗) ∈ dI(u)} = 0.
Now we turn to the proof of the compactness of dI(u). We consider two cases.
Case 1 < p < +∞. Denote by F the set of all measurable selections of the set-valued map du,ξf(·, u(·),∇u(·)).
By the codifferentiability conditions (see Def. 2.1) there exist C > 0 and a.e. nonnegative functions β ∈ L1(Ω)
and γ ∈ Lp′(Ω) such that for any (a(·), v1(·), v2(·)) ∈ F and for a.e. x ∈ Ω one has
|a(x)| ≤ β(x) + C(|u(x)|p + |∇u(x)|p), max{|v1(x)|, |v2(x)|} ≤ γ(x) + C(|u(x)|p−1 + |∇u(x)|p−1). (2.9)
Observe that the right-hand side of the first inequality belongs to L1(Ω), while the right-hand side of the second
inequality belongs to Lp
′
(Ω) by virtue of the facts that u ∈ W1,p(Ω;Rm) and p′(p − 1) = p. Thus, F is a
bounded subset of the space X = L1(Ω)× Lp′(Ω;Rm)× Lp′(Ω;Rm×d).
For any (a(·), v1(·), v2(·)) ∈ F denote by T (a(·), v1(·), v2(·)) the pair (A, x∗) ∈ R×(W1,p(Ω;Rm))∗) such
that A =
∫
Ω a(x) dx and
〈x∗, h〉 =
∫
Ω
(〈v1(x), h(x)〉 + 〈v2(x),∇h(x)〉) dx ∀h ∈W1,p(Ω;Rm).
Clearly, T (F) = dI(u) (see (2.3)). Furthermore, one can easily verify that T is a continuous linear operator
from the vector space X = L1(Ω) × Lp′(Ω;Rm) × Lp′(Ω;Rm×d) endowed with the weak topology to the space
(R×Y ∗, τR × σ(Y ∗, Y )) with Y = W1,p(Ω;Rm). Therefore, it is sufficient to check that the set F is weakly
compact. Then one can conclude that the set dI(u) is compact in the topology τR × σ(Y ∗, Y ) as the image of
the compact set F under the continuous map T .
By the by the Eberlein-Sˇmulian theorem it suffice to verify that F is weakly sequentially compact. Choose
any sequence zn(·) = (an(·), v1n(·), v2n(·)) ∈ F , n ∈ N. From the second inequality in (2.9) it follows that the
sequence {(v1n(·), v2n(·))} is bounded in Lp
′
(Ω;Rm) × Lp′(Ω;Rm×d). Hence taking into account the fact that
the space Lp
′
(Ω) is reflexive (recall that 1 < p < +∞, which yields 1 < p′ < +∞) one obtains that there exists
a subsequence {(v1nk(·), v2nk (·))} weakly converging to some (v1(·), v2(·)) in Lp
′
(Ω;Rm)× Lp′(Ω;Rm×d).
Let us now turn to the sequence {an(·)}. Denote g(·) = β(·) + C(|u(·)|p + |∇u(·)|p) (see (2.9)). Clearly,
g ∈ L1(Ω) and ∫|ank |>g |ank(x)|dx = 0 < ε for any ε > 0 and all k ∈ N. Therefore, by [9, Thrm. 4.7.20]
the closure of the set {ank(·)}n∈N in the weak topology is weakly compact in L1(Ω) or, equivalently, weakly
sequentially compact in L1(Ω) by the Eberlein-Sˇmulian theorem. Consequently, one can extract a subsequence
of the sequence {ank(·)}, which we denote again by {ank(·)}, weakly converging to some a ∈ L1(Ω).
Observe that the subsequence znk(·) = (ank(·), v1nk(·), v2nk (·)), k ∈ N, weakly converges to the function
z(·) = (a(·), v1(·), v2(·)) in X = L1(Ω)×Lp
′
(Ω;Rm)×Lp′(Ω;Rm×d). By Mazur’s lemma there exists a sequence
ẑk(·) of convex combinations of elements of the sequence znk(·) strongly converging to z(·). As is well-known (see,
e.g. [36, Exercise 6.9]), one can extract a subsequence {ẑkl(·)} that converges to z(·) almost everywhere. From
the convexity of the hypodifferential du,ξf(·) it follows that ẑk(·) is a measurable selection of the multifunction
du,ξf(·, u(·),∇u(·)) for any k ∈ N. Hence bearing in mind the fact that the hypodifferential du,ξf(x, u(x),∇u(x))
is closed for a.e. x ∈ Ω one obtains that z(·) is a measurable selection of du,ξf(·, u(·),∇u(·)), i.e. z(·) ∈ F .
Thus, we found a subsequence of the original sequence {zn(·)} ⊂ F weakly converging to an element of F . In
other words, F is weakly sequentially compact.
Case p = +∞. Let, as above, F be the set of all measurable selections of the map du,ξf(·, u(·),∇u(·)). By
the codifferentiability conditions (Def. 2.1) there there exists an a.e. nonnegative function βN ∈ L1(Ω) such
that for any (a(·), v1(·), v2(·)) ∈ F one has
max
{|a(x)|, |v1(x)|, |v2(x)|} ≤ βN (x) (2.10)
for a.e. x ∈ Ω (here N = ‖u‖1,∞). Thus, F is a bounded subset of the space X = L1(Ω;R×Rm×Rm×d).
Let the operator T be defined as in the case 1 < p < +∞. Then T (F) = dI(u) and, as is easily seen, T
is a continuous linear operator from the space X equipped with the weak topology to the space (R×Y ∗, τR ×
σ(Y ∗, Y )) with Y = W1,∞(Ω;Rm). Therefore, it suffice to check that the set F is weakly compact in X . Then
one can conclude that the set dI(u) is compact as a continuous image of a compact set.
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From (2.10) it follows that for any ε > 0 and for all (a(·), v1(·), v2(·)) ∈ F one has∫
|a|>βN
|a| dµ = 0 < ε,
∫
|v1|>βN
|v1| dµ = 0 < ε,
∫
|v2|>βN
|v2| dµ = 0 < ε,
where µ is the Lebesgue measure. Consequently, by [9, Thrm. 4.7.20] the closure of the set F in the weak
topology is weakly compact in X , which by the Eberlein-Sˇmulian theorem implies that it is weakly sequentially
compact. Let us verify that the set F itself is weakly sequentially compact. Then by applying the Eberlein-
Sˇmulian theorem once again we arrive at the desired result.
Indeed, let {zn} ⊂ F be an arbitrary sequence. By the weak sequential compactness of the weak closure
of F there exists a subsequence {znk} weakly converging to some z ∈ X . By Mazur’s lemma there exists a
sequence of convex combinations {ẑk} of elements of the sequence {znk} strongly converging to z, which implies
that there exists a subsequence {ẑkl} converging to z almost everywhere. Observe that each triplet ẑkl(·) is a
measurable selection of du,ξf(·, u(·),∇u(·)) due to the definition of F and the fact that this multifunction is
convex-valued. Therefore, bearing in mind the fact that the set du,ξf(x, u(x),∇u(x)) is closed for a.e. x ∈ Ω
one obtains that z(·) is a measurable selection of the multifunction du,ξf(·, u(·),∇u(·)). Thus, z ∈ F , i.e. the
subsequence {znk} weakly converges to an element of the set F , which means that this set is weakly sequentially
compact.
Let us finally prove that the functional I is, in fact, continuously codifferentiable. For any subset C of a
metric space (M,d) and a point x ∈M denote dist(x,C) = infy∈C d(x, y).
Lemma 2.8. Let f satisfy the codifferentiability conditions of order p ∈ [1,+∞] and suppose that either
1 < p ≤ +∞ or the set-valued maps du,ξf(·) and du,ξf(·) have the form (2.4) for some vectors v1i, w1j ∈ Rm,
v2i, w2j ∈ Rm×d, and Carathe´odory functions fi and gj, i ∈ I = {1, . . . , ℓ} and j ∈ J = {1, . . . , r}. Then the
set-valued mappings dI(·) and dI(·) defined in Theorem 2.3 are Hausdorff continuous.
Proof. We prove the statement of the lemma only for the hypodifferential mapping dI(·), since the proof of the
lemma for dI(·) is exactly the same.
Arguing by reductio ad absurdum, suppose that the multifunction dI(·) is not Hausdorff continuous at a
point u ∈W1,p(Ω;Rm). Then there exist θ > 0 and a sequence {un} ⊂W1,p(Ω;Rm) converging to u such that
dH(dI(un), dI(u)) > θ for all n ∈ N. Replacing, if necessary, the sequence {un} with its subsequence, one can
suppose that un converges to u almost everywhere and ∇un converges to ∇u almost everywhere.
By the definition Hausdorff distance (see (1.3)), two cases are possible. Namely, there exists a subsequence,
which we denote again by {un}, such that one of the following inequalities hold true:
sup
(B,y∗)∈dI(un)
inf
(A,x∗)∈dI(u)
√
|B − A|2 + ‖y∗ − x∗‖2 > θ (2.11)
sup
(A,x∗)∈dI(u)
inf
(B,y∗)∈dI(un)
√
|B −A|2 + ‖y∗ − x∗‖2 > θ. (2.12)
We start we the first case.
Case I. From (2.11) it follows that for any n ∈ N there exists (An, x∗n) ∈ dI(un) satisfying the inequality
dist((An, x
∗
n), dI(u)) ≥ θ. Denote by zn(·) = (an(·), v1n(·), v2n(·)) a measurable selection of the multifunction
du,ξf(·, un(·),∇un(·)) corresponding to the pair (An, x∗n) (see (2.3)). We consider the cases p > 1 and p = 1
separately
Case I, 1 < p = +∞. Recall that du,ξf(·, u(·),∇u(·)) is a convex and compact-valued multifunction.
Furthermore, as was shown in the proof of Lemma 2.6, the codifferentiability conditions guarantee that this
multifunction is measurable. Therefore, for any n ∈ N and for a.e. x ∈ Ω the set
Rn(x) =
{
(a, v1, v2) ∈ du,ξf(x, u(x),∇u(x))
∣∣∣
dist
(
zn(x), du,ξf(x, u(x),∇u(x))
)2
= |an(x) − a|2 + |v1n(x) − v1|2 + |v2n(x)− v2|2
}
(i.e. Rn(x) is the set of points at which the infimum in the definition of the distance between zn(x) and
the set du,ξf(x, u(x),∇u(x)) is attained) is nonempty and the set-valued mapping Rn(·) is measurable by [2,
Thrm. 8.2.11].
Let z0n(·) be any measurable selection of the multifunction Rn(·), which exists by [2, Thrm. 8.1.3]. Define a
function ẑn(·) = (ân(·), v̂1n(·), v̂2n(·)) as follows:
ẑn(x) =
{
z0n(x), if zn(x) /∈ du,ξf(x, u(x),∇u(x)),
zn(x), othwerwise.
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Clearly, ẑn(·) is a selection of the multifunction du,ξf(·, u(·),∇u(·)). Furthermore, it is measurable due to the
fact that the set of all those x ∈ Ω for which zn(x) /∈ du,ξf(x, u(x),∇u(x)) is measurable by [2, Crlr. 8.2.13,
part 2].
By the codifferentiability conditions (see Def. 2.1) the multifunction du,ξf(·) is a Carathe´odory map. Thus,
for a.e. x ∈ Ω the set-valued map (u, ξ) 7→ du,ξf(x, u, ξ) is continuous. Therefore, for a.e. x ∈ Ω one has
lim
n→∞
dH(du,ξf(x, un(x),∇un(x)), du,ξf(x, u(x),∇u(x))) = 0.
Hence, in particular, dist(zn(x), du,ξf(x, u(x),∇u(x))→ 0 as n→∞, which implies that the sequence {zn− ẑn}
converges to zero almost everywhere. Let us prove that this sequence converges to zero in L1(Ω)×Lp′(Ω;Rm)×
Lp
′
(Ω;Rm×d). To this end, we shall utilise Vitali’s theorem characterising convergence in Lp-spaces with 1 ≤
p < +∞ (see, e.g. [34, Theorem III.6.15]). Note that 1 ≤ p′ < +∞, since we consider the case 1 < p ≤ +∞.
Fix any ε > 0. By the growth condition on the codifferential mapping Du,ξf (see Def. 2.1) there exist C > 0
and an a.e. nonnegative function β ∈ L1(Ω) such that
|an(x)− ân(x)| ≤ 2β(x) + C
(|u(x)|p + |un(x)|p + |∇u(x)|p + |∇un(x)|p) (2.13)
for a.e. x ∈ Ω in the case 1 < p < +∞, and there exists an a.e. nonnegative function βN ∈ L1(Ω) such
that |an(x) − ân(x)| ≤ 2βN(x) for a.e. x ∈ Ω in the case p = +∞ (here N = maxn∈N{‖u‖1,∞, ‖un‖1,∞}). If
p = +∞, then the sequence {an−ân} converges to zero in L1(Ω) by Lebesgue’s dominated convergence theorem.
Therefore, let us consider the case 1 < p < +∞.
By the absolute continuity of the Lebesgue integral there exists δ1 > 0 such that for any measurable set
D ⊆ Ω with µ(D) < δ1 (here µ is the Lebesgue measure) one has∫
D
βdµ <
ε
10
,
∫
D
|u|pdµ < ε
5C
,
∫
D
|∇u|pdµ < ε
5C
.
Moreover, by the “only if” part of the Vitali convergence theorem, the convergence of un to u in W
1,p(Ω;Rm)
implies that there exists δ2 > 0 such that for any measurable set D ⊆ Ω with µ(D) < δ2 one has∫
D
|un|pdµ < ε
5C
,
∫
D
|∇un|pdµ < ε
5C
∀n ∈ N.
Hence with the use of (2.13) one obtains that for any measurable set D ⊆ Ω with µ(D) < min{δ1, δ2} one has∫
D
|an − ân|dµ < ε for all n ∈ N.
Denote ΩN = {x ∈ Ω | |x| ≤ N}. From the fact that β ∈ L1(Ω) and u ∈ W1,p(Ω;Rm) it follows that there
exists N ∈ N such that∫
Ω\ΩN
βdµ <
ε
10
,
∫
Ω\ΩN
|u|pdµ < ε
5C
,
∫
Ω\ΩN
|∇u|pdµ < ε
5C
(see, e.g. [9, Prp. 2.6.2]). Furthermore, by the “only if” part of the Vitali convergence theorem there exists a
measurable set Eε ⊆ Ω such that µ(Eε) < +∞ and∫
Ω\Eε
|un|pdµ < ε
5C
,
∫
Ω\Eε
|∇un|pdµ < ε
5C
∀n ∈ N.
Therefore, by applying (2.13) one obtains that
∫
Ω\Ωε
|an− ân|dµ < ε for all n ∈ N, where Ωε = ΩN ∪Eε. Hence
with the use of the “if” part of the Vitali convergence theorem one concludes that the sequence {an − ân}
converges to zero in L1(Ω).
Let us now consider the sequence {v1n− v̂1n}. By the growth condition on the codifferential mapping Du,ξf
(see Def. 2.1) there exist C > 0 and a.e. nonnegative function γ ∈ Lp′(Ω) such that
|v1n(x) − v̂1n(x)|p′ ≤ 2p′
(|v1n(x)|p′ + |v̂2n(x)|p′)
≤ 2p′3p′
(
2|γ(x)|p′ + Cp′(|u(x)|p + |∇u(x)|p + |un(x)|p + |∇un(x)|p))
for a.e. x ∈ Ω in the case 1 < p < +∞, and there exists an a.e. nonnegative function βN ∈ L1(Ω) such that
|v1n(x) − v̂1n(x)| ≤ 2βN (x) for a.e. x ∈ Ω in the case p = +∞. Now, arguing in the same way as above and
applying Vitali’s convergence theorem in the case 1 < p < +∞ and Lebesgue’s dominated convergence theorem
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in the case p = +∞ one can readily verify that {v1n − v̂1n} converges to zero in Lp
′
(Ω;Rm). The convergence
of {v2n − v̂2n} to zero in Lp
′
(Ω;Rm×d) is proved in exactly the same way.
Denote by (Ân, x̂
∗
n) an element of dI(u) corresponding to the selection ẑn(·) = (ân(·), v̂1n(·), v̂2n(·)) of the
multifunction du,ξf(·, u(·),∇u(·)) (see (2.3)). Let us check that |An − Ân|+ ‖x∗n − x̂∗n‖ → 0 as n→∞. Indeed,
for any n ∈ N one has
|An − Ân| ≤
∫
Ω
|an(x)− ân(x)| dx = ‖an − ân‖1,
which implies that |An − Ân| → 0 as n → ∞. Similarly, with the use of Ho¨lder’s inequality for any h ∈
W1,p(Ω;Rm) one has
∣∣〈x∗n − x̂∗n, h〉∣∣ ≤ ∫
Ω
∣∣〈v1n(x)− v̂1n(x), h(x)〉∣∣ dx+ ∫
Ω
∣∣〈v2n(x) − v̂2n(x),∇h(x)〉∣∣ dx
≤
(
‖v1n − v̂1n‖p′ + ‖v2n − v̂2n‖p′
)
‖h‖1,p,
which implies that ‖x∗n− x̂∗n‖ ≤ ‖v1n− v̂1n‖p′+‖v2n− v̂2n‖p′ for all n ∈ N, and ‖x∗n− x̂∗n‖ → 0 as n→∞. Conse-
quently, bearing in mind the fact that (Ân, x̂
∗
n) ∈ dI(u) for all n ∈ N one obtains that dist((An, x∗n), dI(u))→ 0
as n →∞, which contradicts the inequality dist((An, x∗n), dI(u)) ≥ θ. Thus, the proof of the proof of the first
case for 1 < p ≤ +∞ is complete.
Case I, p = 1. Let Sℓ be the standard (probability) simplex in Rℓ, i.e.
Sℓ =
{
α = (α(1), . . . , α(ℓ)) ∈ Rl
∣∣∣ α(1) + . . .+ α(ℓ) = 1, α(i) ≥ 0 ∀i ∈ {1, . . . , ℓ}}.
For any α ∈ Rℓ, x ∈ Ω, u ∈ Rm, and ξ ∈ Rm×d define
g(x, u, ξ, α) =
l∑
i=1
α(i)(fi(x, u, ξ), v1i, v2i). (2.14)
It is easily seen that g is a Carathe´odory map and g(x, u, ξ, Sℓ) = du,ξf(x, u, ξ) for all (x, u, ξ) by the definition
of convex hull (see (2.4)).
Recall that zn(·) = (an(·), v1n(·), v2n(·)) is a measurable selection of the set-valued map du,ξf(·, un(·),∇un(·))
such that for the corresponding element (An, x
∗
n) ∈ dI(un) one has dist((An, x∗n), dI(u)) ≥ θ for all n ∈ N.
By definition for any n ∈ N and a.e. x ∈ Ω one has zn(x) ∈ g(x, un(x),∇un(x), Sℓ), which by Filippov’s
theorem [2, Thrm. 8.2.10] implies that for any n ∈ N there exists a measurable function αn : Ω→ Sℓ such that
zn(x) = g(x, un(x),∇un(x), αn(x)) for a.e. x ∈ Ω. Define
ẑn(·) = (ân(·), v̂1n(·), v̂2n(·)) = g(·, u(·),∇u(·), αn(·)).
Clearly, ẑn is a measurable selection of the multifunction du,ξf(·, u(·),∇u(·)). Denote by (Ân, x̂∗n) an element
of dI(u) corresponding to this selection (see (2.3)).
From the definition of g (see (2.14)) and the definition of ẑn it follows that x
∗
n = x̂
∗
n for all n ∈ N.
Furthermore, for all n ∈ N and a.e. x ∈ Ω one has
|an(x) − ân(x)| ≤
ℓ∑
i=1
α(i)(x)
∣∣fi(x, un(x),∇un(x))− fi(x, u(x),∇u(x))∣∣.
Hence |an(x)− ân(x)| → 0 as n→∞ for a.e. x ∈ Ω, since by our assumptions un → u and ∇un → ∇u almost
everywhere and fi are Carathe´odory functions.
By the growth condition on Du,ξf(·) (see Def. 2.1) there exist C > 0 and an a.e. nonnegative function
β ∈ L1(Ω) such that
|an(x) − ân(x)| ≤ β(x) + C
(|u(x)|+ |∇u(x)|+ |un(x)|+ |∇un(x)|)
for a.e. x ∈ Ω. With the use of this inequality and Vitali’s convergence theorem one can check that |an − ân|
converges to zero in L1(Ω) as in the case 1 < p < +∞. Hence |An − Ân| ≤
∫
Ω
|an − ân|dµ converges to zero as
n→∞, i.e. |An− Ân|+ ‖x∗n− x̂∗n‖ → 0 as n→∞. Therefore, dist((An, x∗n), dI(u))→ 0 as n→∞, which once
again contradicts the inequality dist((An, x
∗
n), dI(u)) ≥ θ.
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Case II. Suppose now that (2.12) holds true. Then for any n ∈ N there exists (An, x∗n) ∈ dI(u) such that
dist((An, x
∗
n), dI(un)) ≥ θ. For any n ∈ N denote by zn(·) = (an(·), v1n(·), v2n(·)) a measurable selection of the
set-valued mapping du,ξf(·, u(·),∇u(·)) corresponding to (An, x∗n) (see (2.3)).
Case II, 1 < p ≤ +∞. Denote by z0n(·) = (a0n(·), v01n(·), v02n(·)) any measurable selection of the multifunction
du,ξf(·, un(·),∇un(·)) such that
dist
(
zn(x), du,ξf(x, un(x),∇un(x))
)2
= |an(x) − a0n(x)|2 + |v1n(x) − v01n(x)|2 + |v2n(x)− v02n(x)|2
for a.e. x ∈ Ω. The existence of such selection can be proved in the same way it is done in Case I. Finally,
define a mapping ẑn(·) = (ân(·), v̂1n(·), v̂2n(·)) as follows:
ẑn(x) =
{
z0n(x), if zn(x) /∈ du,ξf(x, un(x),∇un(x)),
zn(x), othwerwise.
Then ẑn is a measurable selection of the set-valued mapping du,ξf(·, un(·),∇un(·)).
By the codifferentiability conditions (see Def. 2.1) the multifunction du,ξf(·) is a Carathe´odory map, i.e. for
a.e. x ∈ Ω the set-valued map (u, ξ) 7→ du,ξf(x, u, ξ) is continuous. Therefore, for a.e. x ∈ Ω one has
lim
n→∞
dH(du,ξf(x, un(x),∇un(x)), du,ξf(x, u(x),∇u(x))) = 0.
Hence, in particular, dist(zn(x), du,ξf(x, un(x),∇un(x)) → 0 as n → ∞, which implies that the sequence
{zn − ẑn} converges to zero almost everywhere. Applying the growth condition on the codifferential mapping
Du,ξf and arguing in the same way as in Case I one can check that this sequence converges to zero in L
1(Ω)×
Lp
′
(Ω;Rm)×Lp′(Ω;Rm×d). With the use of this fact it is easy to show that |An−Ân|+‖x∗n−x̂∗n‖ → 0 as n→∞,
where (Ân, x̂
∗
n) is an element of dI(un) corresponding to the selection ẑn. Therefore, dist((An, xn), dI(un))→ 0
as n→∞, which contradicts the inequality dist((An, x∗n), dI(un)) ≥ θ.
Case II, p = 1. Arguing in the same way as in Case I and applying Filippov’s theorem, for any n ∈ N one
can find a measurable function αn : Ω→ Sℓ such that zn(x) = g(x, u(x),∇u(x), αn(x)) for a.e. x ∈ Ω. Define
ẑn(x) = (ân(x), v̂1n(x), v̂2n(x)) = g(x, un(x),∇un(x), αn(x))
for a.e. x ∈ Ω. Then ẑn(·) is a measurable selection of the set-valued mapping du,ξf(·, un(·),∇un(·)). Denote
by (Ân, x̂
∗
n) an element of dI(un) corresponding to this selection. Then x∗n = x̂∗n for all n ∈ N, and arguing in
the same way as in Case I one can check that |An − Ân| → 0 as n→∞. Therefore dist((An, xn), dI(un))→ 0
as n→∞, which once again contradicts the inequality dist((An, x∗n), dI(un)) ≥ θ.
Applying Theorem 2.3, Corollary 1.7, and Lemma 1.8 one obtains that in the case when the integrand
f satisfies the codifferentiability conditions the functional I is locally Lipschitz continuous and Hadamard
quasidifferentiable.
Corollary 2.9. Let f satisfy the codifferentiability conditions of order p ∈ [1,+∞], and let either 1 < p ≤ +∞
or the set Ω be bounded and have the segment property, and the set-valued maps du,ξf(·) and du,ξf(·) have
the form (2.4). Then the functional I is locally Lipschitz continuous, Hadamard quasidifferentiable at every
u ∈W1,p(Ω;Rm), and one can define DI(u) = [∂I(u), ∂I(u)] with
∂I(u) = {x∗ ∈ (W1,p(Ω;Rm))∗ | (0, x∗) ∈ dI(u)}, ∂I(u) = {y∗ ∈ (W1,p(Ω;Rm))∗ | (0, y∗) ∈ dI(u)},
where the sets dI(u) and dI(u) are defined in Theorem 2.3.
Remark 2.10. Recall that by the definition of codifferential one has a ≤ 0 for any (a, v1, v2) ∈ du,ξf(x, u, ξ).
Hence with the use of Theorem 2.3 and the corollary above one obtains that x∗ ∈ ∂I(u) if and only if there
exists a measurable selection (a(·), v1(·), v2(·)) of the multifunction du,ξf(·, u(·),∇u(·)) such that a(x) = 0 for
a.e. x ∈ Ω and
〈x∗, h〉 =
∫
Ω
(〈v1(x), h(x)〉 + 〈v2(x),∇h(x)〉) dx ∀h ∈W1,p(Ω;Rm).
A similar statement holds true for ∂I(u) as well.
As usual, denote by W1,p0 (Ω;R
m) the closure of the space C∞c (Ω;R
m) of infinitely differentiable functions
ϕ : Ω → Rm with compact support in the Sobolev space W1,p(Ω;Rm). To derive optimality conditions for
problems with prescribed boundary conditions we will utilise the following corollary on the quasidifferentiability
of the restriction of I to the space W1,p0 (Ω;Rm). This result is almost trivial. Nevertheless, we briefly outline
its proof for the sake of completeness and mathematical rigour.
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Corollary 2.11. Let f satisfy the codifferentiability conditions of order p ∈ [1,+∞], u0 ∈ W1,p(Ω;Rm) be
fixed, and let either 1 < p ≤ +∞ or the set Ω be bounded and have the segment property, and the set-valued
maps du,ξf(·) and du,ξf(·) have the form (2.4). Then the functional J : W1,p0 (Ω;Rm)→ R, J (u) = I(u0 + u)
is correctly defined, locally Lipschitz continuous, and Hadamard quasidifferentiable at every u ∈ W1,p0 (Ω;Rm).
Furthermore, one can define DJ (u) = [∂J (u), ∂J (u)] with
∂J (u) =
{
x∗ ∈ (W1,p0 (Ω;Rm))∗
∣∣∣ 〈x∗, h〉 = ∫
Ω
(〈v1(x), h(x)〉 + 〈v2(x),∇h(x)〉) dx ∀h ∈W1,p0 (Ω;Rm),
(0, v1(·), v2(·)) is a measurable selection of the set-valued map du,ξf(·, u0(·) + u(·),∇u0(·) +∇u(·))
}
(2.15)
and
∂J (u) =
{
y∗ ∈ (W1,p0 (Ω;Rm))∗
∣∣∣ 〈y∗, h〉 = ∫
Ω
(〈w1(x), h(x)〉 + 〈w2(x),∇h(x)〉) dx ∀h ∈W1,p0 (Ω;Rm),
(0, w1(·), w2(·)) is a measurable selection of the set-valued map du,ξf(·, u0(·) + u(·),∇u0(·) +∇u(·))
}
. (2.16)
Proof. The fact that the functional J is correctly defined and locally Lipschitz continuous follows directly from
its definition and Corollary 2.9. Let us prove that it is Hadamard quasidifferentiable.
Denote X = W1,p(Ω;Rm) and X0 = W
1,p
0 (Ω;R
m). Introduce the linear operator T : X∗ → X∗0 that maps
x∗ ∈ X∗ to its restriction to X0, i.e. T (x∗) = x∗|X0 . It is easily seen that T is a continuous operator from X∗
endowed with the weak∗ topology to X∗0 endowed with the weak
∗ topology, since X0 ⊂ X .
Observe that by definitions (see Corollary 2.9 and Remark 2.10) one has ∂J (u) = T (∂I(u0 + u)) and
∂J (u) = T (∂I(u0 + u)). Therefore, ∂J (u) and ∂J (u) are convex and weak∗ compact convex subsets of X∗0
due to the fact that ∂I(u0 + u) and ∂I(u0 + u) are convex and weak∗ compact convex subsets of X∗.
Fix any u ∈W1,p0 (Ω;Rm). With the use of Corollary 2.9 and the fact that for any α > 0 and h ∈W1,p0 (Ω;Rm)
one has J (u + αh) = I(u0 + u+ αh) one obtains that
lim
[α,h′]→[+0,h]
J (u+ αh′)− J (u)
α
= lim
[α,h′]→[+0,h]
I(u0 + u+ αh′)− J (u0 + u)
α
= I ′(u0 + u;h) = max
x∗∈∂I(u0+u)
〈x∗, h〉+ min
y∗∈∂I(u0+u)
〈y∗, h〉 = max
x∗∈∂J (u)
〈x∗, h〉+ min
y∗∈∂J (u)
〈y∗, h〉
for all h ∈W1,p0 (Ω;Rm) (here h′ ∈W1,p0 (Ω;Rm) as well). Thus, the functional J is Hadamard quasidifferentiable,
and the pair (2.15), (2.16) is its quasidifferential.
Remark 2.12. Note that without the assumption that the set-valued mappings du,ξf(·) and du,ξf(·) have the
form (2.4) the functional J from the previous corollary is still correctly defined and quasidifferentiable (but not
necessarily Hadamard quasidifferentiable) in the case p = 1, since this assumption is only needed to ensure the
continuity of the multifunctions dI(·) and dI(·) in the case p = 1, which, in turn, is only needed to ensure that
both I and J are Hadamard directionally differentiable (see the proof of Lemma 1.8).
3 Constrained Nonsmooth Problems of the Calculus of Variations
In this section we derive optimality conditions in terms of codifferentials for nonsmooth problems of the calculus
of variations with various nonsmooth constraints: isoperimetric constraints, constraints at the boundary of the
domain, and pointwise (nonholonomic) inequality constraints. By means of several simple examples we also
demonstrate that in some cases optimality conditions in terms of codifferentials are better than optimality
conditions in terms of various subdifferentials.
3.1 Unconstrained Problems
We start with an unconstrained problem of the form
min I(u) =
∫
Ω
f(x, u(x),∇u(x)) dx, u ∈ u0 +W1,p0 (Ω;Rm). (3.1)
Here, as in the previous section, Ω ⊆ Rd is an open set, f : Ω×Rm×Rm×d → R, f = f(x, u, ξ), is a nonsmooth
function, while u0 ∈W1,p(Ω;Rm) is a fixed function.
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In essence, problem (3.1) can be viewed as the classical problem of minimising I(u) over the set of all those
u ∈W1,p(Ω;Rm) for which u|∂Ω = ψ for some prespecified function ψ, where ∂Ω is the boundary of Ω (simply
put ψ = u0|∂Ω). However, to avoid the usage of trace operators and corresponding assumptions on the domain
Ω, we pose this classical “boundary value problem” in the abstract form (3.1).
In the case when the domain Ω is bounded and has the segment property, optimality conditions for this
problem in terms of codifferentials were first obtained by the author in [29]. Here we rederive this conditions
in the general case to help the reader more readily understand the derivation of optimality conditions for
constrained problems, as well as due to the fact the optimality conditions for problem (3.1) are closely related
to a natural constraint qualification for isoperimetric constraints.
Recall that a function v ∈ L1loc(Ω) is called a weak divergence of a vector field u ∈ L1(Ω;Rd), if∫
Ω
vϕdx = −
∫
Ω
〈u,∇ϕ〉dx ∀ϕ ∈ C∞c (Ω).
In this case we write v = div u. Denote by Lp(Ω;Rm×d; div) the space of all those functions u ∈ Lp(Ω;Rm×d) for
which there exists the weak divergence div u = (div(u11, . . . , u1d), . . . , div(um1, . . . , umd)) and div u ∈ Lp(Ω;Rm).
Note that in the one-dimensional case (i.e. when d = 1) the weak divergence div u coincides with the weak
derivative u′, which implies that the space Lp(Ω;Rm×1; div) coincides with the Sobolev space W1,p(Ω;Rm).
Theorem 3.1. Let f satisfy the codifferentiability conditions of order p ∈ [1,+∞] and let either 1 < p ≤ +∞
or the set Ω be bounded and have the segment property. Let also u∗ be a locally optimal solution of problem
(3.1). Then for any measurable selection (b(·), w1(·), w2(·)) of the set-valued map du,ξf(·, u∗(·),∇u∗(·)) such
that b(x) = 0 for a.e. x ∈ Ω there exists ζ ∈ Lp′(Ω;Rm×d; div) satisfying the Euler-Lagrange inclusion
(0, div(ζ)(x), ζ(x)) ∈ du,ξf(x, u∗(x),∇u∗(x)) + (b(x), w1(x), w2(x)) for a.e. x ∈ Ω. (3.2)
Proof. Define J (h) = I(u∗ + h) for any h ∈ W1,p0 (Ω;Rm). By Corollary 2.11 and Remark 2.12 the functional
J is quasidifferentiable at u = 0, i.e. its directional derivative at this point has the form
J ′(0, h) = max
x∗∈∂J (0)
〈x∗, h〉+ min
y∗∈∂J (0)
〈y∗, h〉, (3.3)
where the pair [∂J (0), ∂J (0)] is from Corollary 2.11.
Fix any measurable selection (b(·), w1(·), w2(·)) of the set-valued mapping x 7→ du,ξf(x, u∗(x),∇u∗(x)) such
that b(x) = 0 for a.e. x ∈ Ω and define a linear functional y∗0 as follows:
〈y∗0 , h〉 =
∫
Ω
(〈w1(x), h(x)〉 + 〈w2(x),∇h(x)〉) dx ∀h ∈W1,p0 (Ω;Rm).
Observe that y∗0 ∈ ∂J (0) by Corollary 2.11.
Recall that u∗ is a locally optimal solution of problem (3.1). Therefore, h = 0 is a point of local minimum of
the functional J , which obviously implies that J ′(0, h) ≥ 0 for all h ∈ W1,p0 (Ω;Rm). Hence by applying (3.3)
one obtains that
max
x∗∈∂J (0)
〈x∗, h〉+ 〈y∗0 , h〉 ≥ 0 ∀h ∈W1,p0 (Ω;Rm).
Consequently, 0 ∈ ∂J (0) + y∗0 , since otherwise utilising the separation theorem in the space (W1,p0 (Ω;Rm))∗
equipped with the weak∗ topology one can find h ∈W1,p0 (Ω;Rm) such that max{〈x∗, h〉 | x∗ ∈ ∂J (0)+ y∗0} < 0,
which is impossible. Thus, there exists x∗0 ∈ ∂J (0) such that x∗0 + y∗0 = 0. Hence by Corollary 2.11 there exists
a measurable selection (a(·), v1(·), v2(·)) of the multifunction du,ξf(·, u∗(·),∇u∗(·)) such that a(x) = 0 for a.e.
x ∈ Ω and ∫
Ω
(〈v1(x) + w1(x), h(x)〉 + 〈v2(x) + w2(x),∇h(x)〉) dx = 0 ∀h ∈W1,p0 (Ω;Rm).
Define ζ = v2+w2. Then the equality above implies that there exists the weak divergence of ζ and div ζ = v1+w1.
From the growth condition on the codifferential mapping Du,ξf(·) (see the definition of codifferentiability
conditions, Def. 2.1) it obviously follows that v2 + w2 ∈ Lp
′
(Ω;Rm×d) and v1 + w1 ∈ Lp
′
(Ω;Rm). Thus,
ζ ∈ Lp′(Ω;Rm×d; div), and (3.2) holds true by the definition of ζ.
Let us give an example illustrating optimality conditions from the theorem above.
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Example 3.2. Let d = 2, m = 1, p = 1, and Ω = (−1, 1)× (−1, 1). Consider the following problem:
min
u∈W1,1(Ω)
I(u) =
∫
Ω
(|u′x(1)(x)| − |u′x(2)(x)|) dx, u|∂Ω = 0. (3.4)
In this case f(x, u, ξ) = |ξ(1)| − |ξ(2)|, and we define u0 = 0 (see problem (3.1)). We want to know whether the
function u∗ = 0 is an optimal solution of problem (3.4).
Let us apply optimality conditions in term of the Clarke subdifferential first [15, Thrm. 4.6.1]. To the best of
author’s knowledge, these conditions are the only existing optimality conditions for nonsmoothmultidimensional
problems of the calculus of variations in terms of subdifferentials.
Denote L(u, ξ) = |ξ(1)| − |ξ(2)|. As is easily seen, the Clarke subdifferential of this function at the origin has
the form:
∂ClL(0, 0) = co
{(
0
1
1
)
,
(
0
1
−1
)
,
(
0
−1
1
)
,
(
0
−1
−1
)}
.
Therefore, for the function ζ = 0 one has (div ζ(x), ζ(x)) ∈ ∂ClL(u∗(x),∇u∗(x)) for all x ∈ Ω, i.e. optimality
conditions in terms of the Clarke subdifferential [15, Thrm. 4.6.1] are satisfied at u∗ = 0.
Let us now check optimality conditions from Theorem 3.1. With the use of Proposition 1.4 one gets
du,ξf(x, u, ξ) = co
{
(±ξ(1) − |ξ(1)|, 0,±1, 0)}, du,ξf(x, u, ξ) = co{(±ξ(2) − |ξ(2)|, 0, 0,±1)}
(here the first coordinate is a, the second is v1, while the third and fourth ones are v2 in the notation of the
previous section). Therefore, as is readily seen, the integrand f satisfies the codifferentiability conditions of
order p = 1.
For any n ∈ N define
wn(t) =
{
1, if t ∈ [−1 + k−1n ,−1 + 2k−12n ) , k ∈ {1, . . . , 2n}
−1, if t ∈ [−1 + 2k−12n ,−1 + kn) , k ∈ {1, . . . , 2n}. (3.5)
Clearly, the mapping (0, w1(·), w2(·)) with w1(x) = 0 and w2 = (0, wn(x(2))) for all x = (x(1), x(2)) ∈ Ω is a
measurable selection of the multifunction du,ξf(·, u∗(·),∇u∗(·)) for all n ∈ N. To verify whether the optimality
conditions from Theorem 3.1 hold true, suppose that there exists ζ ∈ L∞(Ω;R2×1; div) such that
(0, div(ζ)(x), ζ(x)) ∈ du,ξf(x, u∗(x),∇u∗(x)) + (0, w1(x), w2(x)) = co
{
(0, 0,±1, wn(x(2)))
}
for a.e. x ∈ Ω. Hence div(ζ)(x) = 0, |ζ1(x)| ≤ 1, and ζ2(x) = wn(x(2)) for a.e. x ∈ Ω. Consequently, by the
definition of weak divergence one has∫
Ω
(
ζ1(x)ϕ
′
x(1) (x) + wn(x
(2))ϕ′x(2)(x)
)
= 0 ∀ϕ ∈ C∞c (Ω). (3.6)
Since both wn and ζ1 belong to L
∞(Ω), the equality above holds true for all ϕ ∈ W1,10 (Ω). Define ψn(t) =
2n
∫ t
−1 wn(τ) dτ for all t ∈ (−1, 1), and for any n ∈ N put ϕn(x) = (−(x(1))2 + 1)ψn(x(2)). Observe that
ϕn ∈W1,10 (Ω) due to the fact that ϕn(x) = 0 for all x ∈ ∂Ω, which due to (3.6) implies that
0 =
∫
Ω
〈ζ(x),∇ϕn(x)〉 dx =
∫
Ω
(− 2ζ1(x)x(1)ψn(x(2)) + 2n(−(x(1))2 + 1)) dx
= −
∫
Ω
2ζ1(x)x
(1)ψn(x
(2)) dx+
16n
3
≥ −4 + 16n
3
> 0 ∀n ≥ 1,
which is impossible (the penultimate inequality follows from the fact that |ζ1(x)| ≤ 1 and ψn(x(2)) ∈ [0, 1] for
any x ∈ Ω; see (3.5)). Thus, the optimality conditions from Theorem 3.1 are not satisfied at u∗ = 0, unlike
optimality conditions in terms of the Clarke subdifferential. Let us finally note that from the facts that u∗ = 0
is not an optimal solution of problem (3.4) and the functional I is positively homogeneous of degree one it
follows that I is unbounded below on W1,10 (Ω).
3.2 Problems with Constraints at the Boundary
Next we turn to problems with additional constraints at the boundary. For the sake of simplicity we study only
the one dimensional case (i.e. d = 1). Our aim is to obtain optimality conditions for the problem
min I(u) =
∫ β
α
f(x, u(x), u′(x)) dx + g0(u(α), u(β)), u ∈W1,p((α, β);Rm)
subject to gi(u(α), u(β)) ≤ 0, i ∈ I, gj(u(α), u(β)) = 0, j ∈ J.
(3.7)
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Here α, β ∈ R, α < β (i.e. Ω = (α, β)), f : (α, β) × Rm×Rm → R, and gi : Rm×Rm → R, i ∈ I ∪ J ∪ {0} are
given nonsmooth functions, I = {1, . . . , ℓ1} and J = {ℓ1 + 1, . . . , ℓ2} for some ℓ1, ℓ2 ∈ N ∪ {0}. Observe also
that the set Ω = (α, β) is obviously bounded and has the segment property.
For any u ∈W1,p((α, β);Rm) denote I(u) = {i ∈ I | gi(u(α), u(β)) = 0}. For any subset C of a real vector
space E denote by
coneC =
{ n∑
i=1
αixi
∣∣∣ xi ∈ C, αi ≥ 0, i ∈ {1, . . . , n}, n ∈ N}
the conic hull of C (i.e. the smallest convex cone containing the set C).
To derive optimality conditions for problem (3.7) we will use general optimality conditions for nonsmooth
mathematical programming problems in infinite dimensional spaces in terms of quasidifferentials [32,33]. To this
end, we will suppose that the equality constraints are polyhedrally codifferentiable, i.e. they are codifferentiable
and the sets dgj(u(α), u(β)) and dgj(u(α), u(β)) are polytopes (i.e. convex hulls of a finite number of points).
This assumption is needed to ensure that certain cones generated by these sets are closed. It should be noted
that this assumption can be replaced by a more restrictive constraint qualification (see [32,33] for more details).
However, for the sake of shortness we do not consider this alternative assumption and leave it to the interested
reader.
Theorem 3.3. Let f satisfy the codifferentiability conditions of order p ∈ [1,+∞], the set-valued maps du,ξf(·)
and du,ξf(·) have the form (2.4) in the case p = 1, and u∗ be a locally optimal solution of problem (3.7). Suppose
also that the functions gi, i ∈ I∪J∪{0}, are continuously codifferentiable at the point (u∗(α), u∗(β)), and the sets
dgj(u∗(α), u∗(β)) and dgj(u∗(α), u∗(β)), j ∈ J , are polytopes. Let finally vectors (0, s1i, s2i) ∈ dgi(u∗(α), u∗(β)),
i ∈ I, (0, s1j , s2j) ∈ dgj(u∗(α), u∗(β)), and (0, r1j , r2j) ∈ dgj(u∗(α), u∗(β)), j ∈ J , be such that the following
constraint qualification holds true:
Cj ∩ cone
{− Ck ∣∣ k ∈ J \ {j}} = ∅ ∀j ∈ J (3.8)
co
{
∂gi(u∗(α), u∗(β)) + (s1i, s2i)
∣∣ i ∈ I(u∗)} ∩ cone{− Cj ∣∣ j ∈ J} = ∅, (3.9)
where Cj = {∂gj(u∗(α), u∗(β)) + (s1j , s2j)} ∪ {−(r1j , r2j)− ∂gj(u∗(α), u∗(β))}, and the sets ∂gj(u∗(α), u∗(β))
and ∂gj(u∗(α), u∗(β)) are defined as in Lemma 1.8.
Then for all (0, s10, s20) ∈ dg0(u∗(α), u∗(β)) and for any measurable selection (b(·), w1(·), w2(·)) of the multi-
function du,ξf(·, u∗(·), u′∗(·)) such that b(x) = 0 for a.e. x ∈ (α, β) there exist an absolutely continuous function
ζ ∈ W1,p′((α, β);Rm), λi ≥ 0, i ∈ I, and µj , µj ≥ 0, j ∈ J , such that λigi(u∗(α), u∗(β)) = 0 for all i ∈ I, the
Euler-Lagrange inclusion
(0, ζ′(x), ζ(x)) ∈ du,ξf(x, u∗(x), u′∗(x)) + (0, w1(x), w2(x)) (3.10)
is satisfied for a.e. x ∈ (α, β), and the following transversality condition holds true:
(0, ζ(α),−ζ(β)) ∈ dg0(u∗(α), u∗(β)) + (0, s10, s20) +
ℓ1∑
i=1
λi
(
dgi(u∗(α), u∗(β)) + (0, s1i, s2i)
)
+
ℓ2∑
j=ℓ1+1
µ
j
(
dgj(u∗(α), u∗(β)) + (0, s1j, s2j)
)− ℓ2∑
j=ℓ1+1
µj
(
(0, r1j , r2j) + dgj(u∗(α), u∗(β))
)
. (3.11)
Proof. Let us transform problem (3.7). To this end, recall that u ∈W1,p((α, β);Rm)) if and only if there exists
h ∈ Lp((α, β);Rm) such that u(x) = u(α) + ∫ x
α
h(τ)dτ for a.e. x ∈ (α, β) (see, e.g. [53]). Therefore, the linear
operator T : Rm×Lp((α, β);Rm) → W1,p((α, β);Rm)) defined as T (η, h)(x) = η + ∫ xα h(ω) dω is a continuous
one-to-one correspondence. Consequently, the pair (u∗(α), u
′
∗) is a point of local minimum of the problem
min
(η,h)∈Rm ×Lp((α,β);Rm))
J0(η, h) s.t. Ji(η, h) ≤ 0, i ∈ I, Jj(η, h) = 0, j ∈ J. (3.12)
where J0(η, h) = I(T (η, h)) and Ji(η, h) = gi(η, T (η, h)(β)), i ∈ I ∪ J .
By our assumption the functions gi, i ∈ I ∪ {0} are continuously codifferentiable at (u∗(α), u∗(β)), while
the functional
∫ β
α
f(x, u(x), u′(x)) dx is continuously codifferentiable by Theorem 2.3. Consequently, by the last
part of Proposition 1.4 the functions Ji, i ∈ I∪J∪{0} are continuously codifferentiable at the point (u∗(α), u′∗),
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the set{
(A, x∗) ∈ R×(Rm×Lp((α, β);Rm))∗ ∣∣∣ A = ∫ β
α
a(x) dx + a0, ∀(η, h) ∈ Rm×Lp((α, β);Rm)
〈x∗, (η, h)〉 =
〈∫ β
α
v1(x) dx + r1 + r2, η
〉
+
∫ β
α
〈∫ β
x
v1(τ)dτ + v2(x) + r2, h(x)
〉
dx,
(a0, r1, r2) ∈ dg0(u∗(α), u∗(β)), (a(·), v1(·), v2(·)) is a measurable selection of du,ξf(·, u∗(·), u′∗(·))
}
(3.13)
is a hypodifferential of J0 at (u∗(α), u′∗), while the set{
(a, x∗) ∈ R×(Rm×Lp((α, β);Rm))∗ ∣∣∣ 〈x∗, (η, h)〉 = 〈r1 + r2, η〉+ ∫ β
α
〈r2, h(x)〉dx
∀(η, h) ∈ Rm×Lp((α, β);Rm), (a, r1, r2) ∈ dgi(u∗(α), u∗(β))
}
(3.14)
is a hypodifferential of Ji at (u∗(α), u′∗), i ∈ I ∪J . The hyperdifferentials dJi(u∗(α), u′∗) are defined in the same
way. Thus, by Lemma 1.8 the functions Ji, i ∈ I ∪ J ∪ {0}, are Hadamard quasidifferentiable at (u∗(α), u′∗).
With the use of optimality conditions for nonsmooth mathematical programming problems in terms of
quasidifferentials [33, Crlr. 4, Prp. 1, and Lemma 2] one obtains that if for some x∗j ∈ ∂Jj(u∗(α), u′∗), j ∈ J ,
and y∗i ∈ ∂Ji(u∗(α), u′∗), i ∈ I ∪ J , one has
Dj∩cone{−Dk | k ∈ J \{j}} = ∅ ∀j ∈ J, co
{
∂Ji(u∗(α), u′∗)+y∗i
∣∣ i ∈ I(u∗)}∩cone{−Dj | j ∈ J} = ∅ (3.15)
(here Dj = {∂Jj(u∗(α), u′∗) + y∗j } ∪ {−x∗j − ∂Jj(u∗(α), u′∗)} for any j ∈ J), then for any y∗0 ∈ ∂J0(u∗(α), u′∗)
there exist λi ≥ 0, i ∈ I, and µj , µj ≥ 0, j ∈ J , such that λiJi(u∗(α), u′∗) = 0 for any i ∈ I and
0 ∈ ∂J0(u∗(α), u′∗) + y∗0 +
∑
i∈I
λi
(
∂Jj(u∗(α), u′∗) + y∗i
)
+
∑
j∈J
µ
j
(
∂Jj(u∗(α), u′∗) + y∗j
)−∑
j∈J
µj
(
x∗j + ∂Jj(u∗(α), u′∗)
)
.
(3.16)
Let us rewrite these optimality conditions in terms of the original problem (3.7).
For any (s1, s2) ∈ Rm×Rm define a linear functional Θ(s1, s2) as follows:
〈Θ(s1, s2), (η, h)〉 = 〈s1i + s2i, η〉+
∫ β
α
〈s2i, h(x)〉dx ∀(η, h) ∈ Rm×Lp((α, β);Rm). (3.17)
Fix any (0, s1i, s2i) ∈ dgi(u∗(α), u∗(β)), i ∈ I ∪ J , and (0, r1j , r2j) ∈ dgj(u∗(α), u∗(β)), j ∈ J satisfying (3.8)
and (3.9), and put y∗i = Θ(s1i, s2i), i ∈ I ∪ J , and x∗j = Θ(r1j , r2j), j ∈ J . Then y∗i ∈ ∂Ji(u∗(α), u′∗) for all
i ∈ I ∪ J and x∗j ∈ ∂Jj(u∗(α), u′∗) for all j ∈ J according to (3.14) and Lemma 1.8. Let us check that these
functionals y∗i and x
∗
j satisfy constraint qualification (3.15).
Indeed, by virtue of (3.14) and Lemma 1.8 one has Θ(∂gj(u∗(α), u∗(β)) = ∂Jj(u∗(α), u′∗) and the same
equality holds true for the superdifferentials. Hence taking into account the fact that Θ is a linear operator
(see (3.17)) one obtains that Θ(Cj) = Dj , j ∈ J , and Θ(cone{Ck | k ∈ J \ {j}}) = cone{Dk | k ∈ J \ {j}} for
all j ∈ J . One can readily verify that Θ is an injective mapping (see (3.17)). Therefore (3.8) implies the first
condition in (3.15). Similarly, (3.9) implies the second condition in (3.15).
Thus, constraint qualification (3.15) is satisfied. Consequently, with the use of (3.16), (3.13), (3.14), and
Lemma 1.8 one gets that for all (0, s10, s20) ∈ dg0(u∗(α), u∗(β)) and for any measurable selection (b(·), w1(·), w2(·))
of the multifunction du,ξf(·, u∗(·), u′∗(·)) such that b(x) = 0 for a.e. x ∈ (α, β) there exist λi ≥ 0, i ∈ I,
µ
j
, µj ≥ 0, j ∈ J , vectors (0, r1i, r2i) ∈ dgi(u∗(α), u∗(β)), i ∈ I ∪ {0}, (0, ξ1j , ξ2j) ∈ dgj(u∗(α), u∗(β)), j ∈ J ,
and (0, y1j , y2j) ∈ dgj(u∗(α), u∗(β)), j ∈ J , and a measurable selection (a(·), v1(·), v2(·)) of the multifunction
du,ξf(·, u∗(·), u′∗(·)) such that a(x) = 0 for a.e. x ∈ (α, β), λigi(u∗(α), u∗(β)) = 0 for all i ∈ I,〈∫ β
α
(v1(x) + w1(x)) dx + r10 + r20 + s10 + s20 +
∑
i∈I
λi
(
r1i + r2i + s1i + s2i
)
+
∑
j∈J
µ
j
(
ξ1j + ξ2j + s1j + s2j
)−∑
j∈J
µj
(
r1j + r2j + y1j + y2j
)
, η
〉
= 0 (3.18)
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for any η ∈ Rm, and∫ β
α
〈∫ β
x
(v1(τ) + w1(τ)) dτ + v2(x) + w2(x) + r20 + s20
+
∑
i∈I
λi
(
r2i + s2i
)
+
∑
j∈J
µ
j
(
ξ2j + s2j
)−∑
j∈J
µj
(
r2j + y2j
)
, h(x)
〉
dx = 0 (3.19)
for any h ∈ Lp((α, β);Rm). Denote
ζ(x) = −
∫ β
x
(v1(τ) + w1(τ)) dτ − r20 − s20 −
∑
i∈I
λi
(
r2i + s2i
)−∑
j∈J
µ
j
(
ξ2j + s2j
)
+
∑
j∈J
µj
(
r2j + y2j
)
for any x ∈ [α, β]. Then ζ is an absolutely continuous function such that
(0, ζ′(x), ζ(x)) = (0, v1(x) + w1(x), v2(x) + w2(x)) for a.e. x ∈ (α, β)
due to (3.19), ζ ∈ W1,p′((α, β);Rm) due to the growth condition on the codifferential mapping Du,ξf(·) (see
Def. 2.1), and
(0, ζ(α),−ζ(β)) = (0, r10 + s10, r20 + s20) +
∑
i∈I
λi
(
0, r1i + s1i, r2i + s2i
)
+
∑
j∈J
µ
j
(
0, ξ1j + s1j , ξ2j + s2j
)−∑
j∈J
µj
(
0, r1j + y1j, r2j + y2j
)
due to (3.18). It remains to note that the first equality above is equivalent to (3.10), while the second one is
equivalent to the transversality condition (3.11).
Remark 3.4. (i) In the case when there are no equality constraints, the constraint qualification (3.8), (3.9)
from the previous theorem takes an especially simple form. Namely, it is sufficient to suppose that for some
(0, s1i, s2i) ∈ dgi(u∗(α), u∗(β)), i ∈ I(u∗) one has 0 /∈ co{dgi(u∗(α), u∗(β))+ (0, s1i, s2i) | i ∈ I(u∗)}. In the case
when there are no inequality constraints and there is only one equality constraint, the constraint qualification
(3.8), (3.9) also takes a very simple form. One has to suppose that 0 /∈ dg1(u∗(α), u∗(β)) + (0, s1, s2) and
0 /∈ (0, r1, r2) + dg1(u∗(α), u∗(β)) for some (0, s1, s2) ∈ dg1(u∗(α), u∗(β)) and (0, r1, r2) ∈ dg1(u∗(α), u∗(β)).
(ii) It should be noted that there are two Lagrange multipliers µ
j
and µj corresponding to each equality
constraint gj(u(α), uj(β)) = 0, which is a specific feature of optimality conditions for nonsmooth optimisation
problems in terms of quasidifferentials. See [32, 33] for more details.
Let us also present an example illustrating optimality conditions for problem (3.7).
Example 3.5. Let d = 1, m = 2, p = 2, and Ω = (0, 1). Consider the following problem:
min I(u1, u2) =
∫ 1
0
(
1
2
(
(u′1(x))
2 + (u′2(x))
2
)
+ |u1(x)|+ |u2(x)|
)
dx− u1(1) + u2(1)
subject to |u1(1)| − |u2(1)| = 0, u ∈W1,2((0, 1);Rm).
(3.20)
In this case, f(x, u, ξ) = |u1| + |u2| + 0.5(ξ1)2 + 0.5(ξ2)2, g0(u(0), u(1)) = −u1(1) + u2(1), I = ∅, J = {1},
and g1(u(0), u(1)) = |u1(1)| − |u2(1)|. Let us check whether the function u∗ = (0, 0) is an optimal solution of
problem (3.20).
First we apply optimality conditions for problem (3.20) in terms of the Clarke subdifferential [15, Thrm. 4.4.1].
Denote L(u, ξ) = |u1|+ |u2|+ 0.5(ξ1)2 + 0.5(ξ2)2. The Hamiltonian for problem (3.20) is defined as
H(u, p) = sup
ξ∈R2
(〈p, ξ〉 − L(u, ξ)) = −|u1| − |u2|+ 1
2
(
p21 + p
2
2
)
.
The Clarke subdifferentials of the Hamiltonian and the function ℓ(u(1)) = −u1(1) + u2(1) at the origin have
the form:
∂ClH(0, 0) = co
{(
1
1
0
0
)
,
(
1
−1
0
0
)
,
(
−1
1
0
0
)
,
(
−1
−1
0
0
)}
, ∂Clℓ(0) =
{(
−1
1
)}
.
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Furthermore, one can verify that the Clarke normal cone NS(0) to the set S = {(y, z) ∈ R2 | |y| − |z| = 0} at
the origin (see [15, Sect. 2.4]) is equal to R2. Therefore, for the function p∗(x) ≡ 0 one has(
−p′
∗
(x)
u′
∗
(x)
)
∈ ∂ClH(u∗(x), p∗(x)) ∀x ∈ [0, 1], p∗(0) = 0, −p∗(1) ∈ ∂Clℓ(u∗(1)) +NS(u∗(1)),
i.e. optimality conditions in terms of the Clarke subdifferential [15, Thrm. 4.4.1] are satisfied at u∗.
Next we check optimality conditions in terms of the limiting proximal subdifferential from [48]. Define
ℓ(u(0), u(1)) = −u1(1)+u2(1), if |u1(1)|− |u2(1)| = 0, and ℓ(u(0), u(1)) = +∞, otherwise. Then problem (3.20)
can be rewritten as the following generalised problem of Bolza:
min ℓ(u(0), u(1)) +
∫ 1
0
L(u(x), u′(x)) dx, u ∈ W 1,1((0, 1);R2). (3.21)
One can readily verify that the limiting proximal subdifferentials, which we denote by ∂∞p , of the functions L
and ℓ at the origin have the form:
∂∞p L(0, 0) = co
{(
1
1
0
0
)
,
(
1
−1
0
0
)
,
(
−1
1
0
0
)
,
(
−1
−1
0
0
)}
, ∂∞p ℓ(0, 0) =
(
0
0
−1
1
)
+
{(
0
0
t
−t
)
,
(
0
0
t
t
) ∣∣∣∣t ∈ R} .
Therefore, for the function p∗(x) ≡ 0 one has
p′∗(x) ∈ co
{
w ∈ R2 ∣∣ (w, p∗(x)) ∈ ∂∞p L(u∗(x), u′∗(x))} = co{( 11 ) , ( 1−1 ) , (−11 ) , (−1−1 )} ∀x ∈ [0, 1]
and (p∗(0),−p∗(1)) ∈ ∂∞p ℓ(u∗(0), u∗(1)). Furthermore, one also has
L(u∗(x), y) =
1
2
(
(y1)
2 + (y2)
2
) ≥ 0 = L(u∗(x), u′∗(x)) + 〈p∗(x), y − u′∗(x)〉 ∀y = (y1, y2) ∈ R2 .
Thus, optimality conditions in terms of the limiting proximal subdifferential [48, Thrm. 1] are satisfied at u∗
as well. In addition, one can check that the limiting proximal subdifferentials ∂∞p L(0, 0) and ∂
∞
p l(0, 0) coincide
with the corresponding limiting Fre´chet subdifferentials (which, in turn, coincide with the Mordukhovich basic
subdifferentials by [65, Thrm. 1.89]), which implies that the optimality conditions in terms of the limiting
Fre´chet subdifferential [50, Thrm. 3.4] are satisfied at u∗ as well.
Let us finally check optimality conditions in terms of codifferentials from Theorem 3.3. Applying Proposi-
tion 1.4 one obtains that
du,ξf(x, u, ξ) = co
{(
(−1)iu1 − |u1|+ (−1)ju2 − |u2|, (−1)i, (−1)j, ξ1, ξ2
)
∈ R×R2×R2
∣∣∣ i, j ∈ {1, 2}}
and du,ξf(x, u, ξ) = {0}. One also gets that
dg0(y, z) =
{(
0
0
0
−1
1
)}
, dg0(y, z) = {0}, dg1(y, z) = co
{(
±z1−|z1|
0
0
±1
0
)}
, dg1(y, z) = co
{(
±z2+|z2|
0
0
0
±1
)}
,
for all y = (y1, y2) ∈ R2 and z = (z1, z2) ∈ R2. Thus, the integrand f satisfies the codifferentiability conditions
of order p = 2, the functions g0 and g1 are continuously codifferentiable, and the sets dg1(u∗(0), u∗(1)) and
dg1(u∗(0), u∗(1)) are polytopes. Furthermore, for z1 = (0, 0, 0, 1, 0) ∈ dg1(u∗(0), u∗(1)) and z2 = (0, 0, 0, 0, 1) ∈
dg1(u∗(0), u∗(1)) one has 0 /∈ dg1(u∗(0), u∗(1))+z2 and 0 /∈ z1+dg1(u∗(0), u∗(1)), i.e. the constraint qualification
from Theorem 3.3 is satisfied at u∗ (see Remark 3.4).
Suppose that optimality conditions from Theorem 3.3 are satisfied at u∗. Then there exist an absolutely
continuous function ζ ∈W1,2((0, 1);R2) and µ
1
, µ1 ≥ 0 such that
(0, ζ′(x), ζ(x)) ∈ du,ξf(x, u∗(x), u′∗(x)) = co
{(
0, (−1)i, (−1)j , 0, 0
)
∈ R×R2×R2
∣∣∣ i, j ∈ {1, 2}}
for a.e. x ∈ (0, 1), and the transversality condition
(0, ζ(0),−ζ(1)) ∈ ∇g0(u∗(0), u∗(1)) + µ1
(
dg1(u∗(0), u∗(1)) + z2
)− µ1(z1 + dg1(u∗(0), u∗(1))).
holds true. Therefore ζ(x) ≡ 0 and the transversality condition takes the form
0 ∈
(−1
1
)
+ µ
1
co
{(
1
1
)
,
(−1
1
)}
− µ1 co
{(
1
1
)
,
(
1
−1
)}
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or, equivalently,
−1− µ
1
− µ1 ≤ 0 ≤ −1 + µ1 − µ1, 1 + µ1 − µ1 ≤ 0 ≤ 1 + µ1 + µ1.
The third inequality implies that 1 + µ
1
≤ µ1, while the second one yields 1 + µ1 ≤ µ1. Consequently,
2 + µ
1
≤ 1 + µ1 ≤ µ1, which is impossible. Hence optimality conditions from Theorem 3.3 are not satisfied
at u∗, and one can conclude that this point is not an optimal solution of problem (3.20). Thus, optimality
conditions in terms of codifferentials detect the non-optimality of u∗, while optimality conditions in terms of
Clarke, limiting proximal, and limiting Fre´chet subdifferentials fail to do so.
3.3 Problems with Isoperimetric Constraints
Let us now consider problems with isoperimetic constraints. For the sake of simplicity, we consider only
problems with inequality constraints. With the use of optimality conditions for general quasidifferentiable
programming problems in Banach spaces [32, 33] one can derive optimality conditions for nonsmooth problems
with both isoperimetric equality and inequality constraints. However, this approach requires the use of constraint
qualifications (similar to the ones used in Theorem 3.3), whose reformulation in the case of isoperimetric
constraints leads to very cumbersome assumptions. That is why we leave the derivation of optimality conditions
in the general case to the interested reader.
Consider isoperimetric problem of the form:
min I0(u) =
∫
Ω
f0(x, u(x),∇u(x)) dx
subject to Ii(u) =
∫
Ω
fi(x, u(x),∇u(x)) dx ≤ θi, u ∈ u0 +W1,p0 (Ω;Rm).
(3.22)
Here Ω ⊂ Rd is an open set, fi : Ω × Rm×Rm×d → R, fi = fi(x, u, ξ), are nonsmooth functions, θi ∈ R,
i ∈ I ∪ {0}, I = {1, . . . , ℓ}, and u0 ∈W1,p(Ω;Rm) is a fixed function. Denote I(u) = {i ∈ I | Ii(u) = θi}.
Theorem 3.6. Let fi, i ∈ I ∪ {0}, satisfy the codifferentiability conditions of order p ∈ [1,+∞], and let
either 1 < p ≤ +∞ or the set Ω be bounded and have the segment property. Suppose also that u∗ is a locally
optimal solution of problem (3.22). Let finally (bi(·), w1i(·), w2i(·)) be measurable selections of the multifunction
du,ξfi(·, u∗(·),∇u∗(·)), i ∈ I such that bi(x) = 0 for a.e. x ∈ Ω and there does not exist ζ ∈ Lp
′
(Ω;Rm×d; div)
such that for a.e. x ∈ Ω one has
(0, div(ζ)(x), ζ(x)) ∈ co{du,ξfi(x, u∗(x),∇u∗(x)) + (bi(x), w1i(x), w2i(x)) ∣∣ i ∈ I(u∗)}. (3.23)
Then for any measurable selection (b0(·), w10(·), w20(·)) of the set-valued map du,ξf0(·, u∗(·),∇u∗(·)) such that
b0(x) = 0 for a.e. x ∈ Ω one can find λi ≥ 0, i ∈ I, and ζ ∈ Lp
′
(Ω;Rm×d; div) such that λi(Ii(u∗)− θi) = 0 for
any i ∈ I, and for a.e. x ∈ Ω one has
(0, div(ζ)(x), ζ(x)) ∈ du,ξf0(x, u∗(x),∇u∗(x)) + (b0(x), w10(x), w20(x))
+
ℓ∑
i=1
λi
(
du,ξfi(x, u∗(x),∇u∗(x)) + (bi(x), w1i(x), w2i(x))
)
.
(3.24)
Proof. For any h ∈W1,p0 (Ω;Rm) define J0(h) = I0(u∗+h), and Ji(h) = Ii(u∗+h)−θi, i ∈ I. By Corollary 2.11
and Remark 2.12 the functions Ji are correctly defined and quasidifferentiable at h = 0. Moreover, the point
h = 0 is a locally optimal solution of the problem
min
h∈W1,p0 (Ω;R
m)
J0(h) subject to Ji(h) ≤ 0, i ∈ I,
since u∗ is a locally optimal solution of problem (3.22). Hence by applying optimality conditions for quasidiffer-
entiable programming problems with inequality constraints [33, Crlr. 5] one obtains that if y∗i ∈ ∂Ji(0), i ∈ I,
are such that
0 /∈ co{∂Ji(0) + y∗i | i ∈ I(u∗)}, (3.25)
then for any y∗0 ∈ ∂J0(0) one can find λi ≥ 0, i ∈ I, such that λiJi(0) = 0 for any i ∈ I and
0 ∈ ∂J0(0) + y∗0 +
∑
i∈I
λi
(
∂Ji(0) + y∗i
)
. (3.26)
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Let us reformulate these optimality conditions in term of problem (3.22).
Let (bi(·), w1i(·), w2i(·)), i ∈ I, satisfy the assumptions of the theorem. Define
〈y∗i , h〉 =
∫
Ω
(〈w1i(x), h(x)〉 + 〈w2i(x),∇h(x)〉) dx ∀h ∈W1,p0 (Ω;Rm). (3.27)
Then by Corollary 2.11 one has y∗i ∈ ∂Ji(0), i ∈ I. Let us check that constraint qualification (3.25) holds true.
Indeed, arguing by reductio ad absurdum suppose that (3.25) is not satisfied. Then for any i ∈ I there exist
x∗i ∈ ∂Ji(0) and αi ≥ 0 such that
ℓ∑
i=1
αi(x
∗
i + y
∗
i ) = 0,
ℓ∑
i=1
αi = 1.
Hence with the use of Corollary 2.11 one obtains that for any i ∈ I there exists a measurable selection
(ai(·), v1i(·), v2i(·)) of the multifunction du,ξfi(·, u∗(·),∇u∗(·)) such that ai(x) = 0 for a.e. x ∈ Ω and∫
Ω
(〈ξ1(x), h(x)〉 + 〈ξ2(x),∇h(x)〉) dx = 0 ∀h ∈W1,p0 (Ω;Rm), (3.28)
where
ξ1(x) =
m∑
i=1
αi(v1i(x) + w1i(x)), ξ2(x) =
m∑
i=1
αi(v12(x) + w12(x)).
Equality (3.28) implies that there exists the weak divergence of the function ζ = ξ2, and div ζ = ξ1. By
the growth condition on the codifferential mapping Du,ξf(·) (see Def. 2.1) one has ξ2 ∈ Lp
′
(Ω;Rm×d) and
ξ1 ∈ Lp
′
(Ω;Rm). Thus, there exists ζ ∈ Lp′(Ω;Rm×d; div) such that
(0, div(ζ)(x), ζ(x)) =
ℓ∑
i=1
αi
(
(ai(x), v1i(x), v2i(x)) + (bi(x), w1i(x), w2i(x))
)
for a.e. x ∈ Ω, which contradicts (3.23). Thus, constraint qualification (3.25) holds true.
Choose any measurable selection (b0(·), w10(·), w20(·)) of the set-valued mapping du,ξf0(·, u∗(·),∇u∗(·)) such
that b0(x) = 0 for a.e. x ∈ Ω. Define a linear functional y∗0 in the same way as in (3.27). Then by Corollary 2.11
one has y0 ∈ ∂J0(0). Consequently, there exist λi ≥ 0, i ∈ I, such that λiJi(0) = λi(Ii(u∗) − θi) = 0 for any
i ∈ I and (3.26) holds true. Now, arguing in the same way as in the proof of Theorem 3.1 one can readily verify
that optimality condition (3.26) is equivalent to (3.24).
Let us give an example illustrating optimality conditions for isoperimetric problems from the theorem above.
Example 3.7. Let d = m = p = 1 and Ω = (0, 1). Consider the following problem:
min I0(u) =
∫ 1
0
max
{− |u(x)|,−|u′(x)|} dx
subject to I1(u) =
∫ 1
0
u(x) dx ≤ 0, u(0) = u(1) = 0, u ∈W1,1(0, 1).
(3.29)
In this case f0(x, u, ξ) = max{−|u|,−|ξ|}, I = {1}, f1(x, u, ξ) = u, and θ1 = 0. Let us check whether optimality
conditions are satisfied at u∗ ≡ 0. It is easily seen that this function is not a locally optimal solution of problem
(3.29), since for the function uα(x) = αx(x − 1) one obviously has I0(uα) < 0 and I1(uα) = −α/6 < 0 for any
α > 0. In actuality, u∗ is a point of unconstrained global maximum of I0(u).
To the best of author’s knowledge, optimality conditions for nonsmooth variational problems with isoperi-
metric constraints have been obtained earlier only in [6, Thrm. 3.5.1]. Let us verify whether these optimality
conditions hold true at u∗. The limiting Fre´chet subdifferential of the function u 7→ f0(x, u, ξ) with respect to
ξ (see [51]) at the point (x, 0, 0), which we denote by ∂∞F,uf0(x, ·)(0, 0), is equal to [−1, 1]. Therefore, for the
function p(·) ≡ 0 and for all x ∈ [0, 1] one has
p˙(x) ∈ ∂∞F,uf0(x, ·)(u∗(x), u′∗(x)), p(x)u′∗(x) − f0(x, u∗(x), u′∗(x)) = 0 = max
v∈R
(
p(x)v − f0(x, u∗(x), v)
)
,
that is, the optimality conditions from [6, Thrm. 3.5.1] are satisfied with p(·) ≡ 0, λ = 1, and γ = 0.
To apply other optimality condition to problem (3.29), one needs to transform this problem to an equivalent
one without isoperimetric constraints. Such transformation can be done in many different ways. Following [15,
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Example 4.5.4] we can reformulate problem (3.29) as the following Mayer problem with nonholonomic inequality
constraints:
min f(x(1)) = x3(1) subject to x(0) = 0, x1(1) = 0, x2(1) ≤ 0,
ϕ1(x(t), x˙(t)) = x1(t)− x˙2(t) ≤ 0, ϕ2(x(t), x˙(t)) = max{−|x1(t)|,−|x˙1(t)|} − x˙3(t) ≤ 0, t ∈ [0, 1].
(3.30)
Let us verify optimality conditions for this problem [15, Corollary 4.5.1] at the point x∗ ≡ 0, which corresponds
to the point u∗ ≡ 0 in problem (3.29). Indeed, the Clarke subdifferentials of the functions ϕi at the origin have
the form:
∂Clϕ1(0) = {(1, 0, 0, 0,−1, 0)}, ∂Clϕ2(0) = co
{(± 1, 0, 0, 0, 0,−1), (0, 0, 0,±1, 0,−1)}.
As is readily seen, the constraint qualifications from [15, Corollary 4.5.1] is satisfied at x∗. Note also that
the Clarke normal cone to the set S = {(x1, x2, x3) ∈ R3 | x1 = 0, x2 ≤ 0} at the origin has the form
NS(0) = {(t, s, 0) ∈ R3 | t ∈ R, s ≥ 0}. Therefore, for p(t) ≡ (0, 0,−1), λ1(t) ≡ 0, λ2(t) ≡ 1, and λ0 = 1 one has
(p˙(t), p(t)) ∈ λ1(t)ϕ1(x∗(t), x˙∗(t)) + λ2(t)ϕ2(x∗(t), x˙∗(t)) ∀t ∈ [0, 1]
and −p(1) ∈ λ0∂Clf(x∗(1)) +NS(x∗(1)). Thus, optimality conditions for problem (3.30) in terms of the Clarke
subdifferential [15, Corollary 4.5.1] are satisfied at the point x∗(·) = 0.
Problem (3.29) can also be rewritten as the following nonsmooth optimal control problem:
min J (x, u) =
∫ 1
0
max
{− |x1(t)|,−|u(t)|} dt subject to
x˙1(t) = u(t), x˙2(t) = x1(t), u(t) ∈ R, t ∈ [0, 1], x1(0) = x1(1) = 0, x2(0) = 0, x2(1) ≤ 0.
One can verify that the pair (x∗, u∗) ≡ (0, 0) satisfies various existing optimality conditions for this problem
in terms of subdifferentials and normal cones [10, 15, 17, 46, 50, 54, 66, 69–71, 82]. We leave the laborious task
of verifying these conditions to the interested reader. Instead, let us check here whether optimality conditions
from Theorem 3.6 are satisfied at u∗.
The function f0 can be rewritten as
f0(x, u, ξ) = max{|u|, |ξ|} − |u| − |ξ| = max{u,−u, ξ,−ξ}+min{u,−u}+min{ξ,−ξ}.
Hence by Proposition 1.4 one has
du,ξf0(x, u, ξ) = co
{(
±u−g(u,x)
±1
0
)
,
(
±ξ−g(u,x)
0
±1
)}
, du,ξf0(x, u, ξ) = co
{(
(−1)iu+(−1)jξ+|u|+|ξ|
(−1)i
(−1)j
) ∣∣∣ i, j ∈ {1, 2}} ,
where g(u, ξ) = max{|u|, |ξ|}, while du,ξf1(x, u, ξ) = {(0, 1, 0)} and du,ξf1(x, u, ξ) = {0}. Therefore, as one can
readily see, both functions f0 and f1 satisfy the codifferentiability conditions of order p = 1. The set Ω = (0, 1)
is obviously bounded and has the segment-property. Moreover, observe that if for some ζ ∈ L∞((0, 1);R, div) =
W1,∞(0, 1) one has (0, ζ′(x), ζ(x)) ∈ du,ξf1(x, u′∗(x), u∗(x)) = {(0, 1, 0)} for a.e. x ∈ (0, 1), then ζ(x) = 0, while
ζ′(x) = 1 for a.e. x ∈ (0, 1), which is impossible. Thus, constraint qualification (3.23) holds true at u∗.
Suppose that optimality conditions from Theorem 3.6 are satisfied at u∗. Then for any measurable selection
(b0(·), w10(·), w20(·)) of the set-valued map du,ξf0(·, u∗(·), u′∗(·)) such that b0(x) = 0 for a.e. x ∈ (0, 1) there
exist λ1 ≥ 0 and ζ ∈W1,∞(0, 1) such that for a.e. x ∈ (0, 1) one has
(0, ζ′(x), ζ(x)) ∈ du,ξf0(x, u∗(x), u′∗(x)) + (b0(x), w10(x), w20(x)) + λ1du,ξf1(x, u∗(x), u′∗(x)).
Define z0(x) = (b0(x), w10(x), w20(x)) = (0, 1, 1) ∈ df0(x, 0, 0), if x ∈ [0, 0.5] and z0(x) = (0, 1,−1) ∈
df0(x, 0, 0), if x ∈ (0.5, 1]. Then there exist λ1 ≥ 0 and ζ ∈W1,∞(0, 1) such that(
0
ζ′(x)
ζ(x)
)
∈ co
{(
0
2+λ1
1
)
,
(
0
λ1
1
)
,
(
0
1+λ1
0
)
,
(
0
1+λ1
2
)}
for a.e. x ∈ [0, 0.5], (3.31)(
0
ζ′(x)
ζ(x)
)
∈ co
{(
0
2+λ1
−1
)
,
(
0
λ1
−1
)
,
(
0
1+λ1
0
)
,
(
0
1+λ1
−2
)}
for a.e. x ∈ (0.5, 1]. (3.32)
Consequently, ζ′(x) ≥ 0 for a.e. x ∈ (0, 1), ζ(x) ≥ 0 for a.e. x ∈ (0, 0.5), and ζ(x) ≤ 0 for a.e. x ∈ (0.5, 1).
Redefining, if necessary, the function ζ on a set of measure zero one can suppose that ζ is Lipschitz continuous
(see, e.g. [53, Thrm. 7.17]). Therefore, from the inequality ζ′(·) ≥ 0 it follows that the function ζ is non-
decreasing. Hence with the use of the inequalities ζ(x) ≥ 0 for a.e. x ∈ (0, 0.5) and ζ(x) ≤ 0 for a.e. x ∈ (0.5, 1)
one obtains that ζ(x) ≡ 0 and ζ′(x) ≡ 0, which contradicts the fact that the zero vector does not belong to the
right-hand sides of (3.31) and (3.32). Thus, optimality conditions from Theorem 3.6 are not satisfied at u∗, and
once again optimality conditions in terms of codifferentials were able to detect the non-optimality of the point
u∗, when subdifferential-based optimality conditions failed to do so.
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3.4 Problems with Nonholonomic Inequality Constraints
Let us finally consider nonsmooth problems with pointwise inequality constraints of the form
min I(u) =
∫
Ω
f(x, u(x),∇u(x)) dx
subject to gi(x, u(x),∇u(x)) ≤ 0 for a.e. x ∈ Ω, i ∈ I, u ∈ u0 +W1,p0 (Ω;Rm).
(3.33)
Here, as above, Ω ⊂ Rd is an open set, f, gi : Ω×Rm×Rm×d → R are nonsmooth functions, i ∈ I = {1, . . . , ℓ},
and u0 ∈W1,p(Ω;Rm) is a fixed function.
Rigorous derivation of optimality conditions for multidimensional problems with nonholonomic constraints is
very challenging even in the smooth case (cf. the discussion in [39, Sect. 2.2]). To the best of author’s knowledge,
it is still not entirely clear when regular Lagrange multipliers (i.e. multipliers that belong to Lq(Ω) with an
appropriate exponent q ∈ [1,+∞]) corresponding to nonholonomic constraints exist in the Sobolev space setting
in the multidimensional case. In the nonsmooth case one can hardly expect to prove the existence of such regular
multipliers and they must be replaced by measures, which makes corresponding optimality condition hard to
apply to particular problems. Therefore, out main goal is not to derive optimality conditions for problem (3.33),
but to demonstrate how this problem can be locally reduced to a convex problem with the use of codifferentials.
This reduction procedure (in a sense, local convexification) can be used to design numerical methods for solving
nonsmooth problems of the form (3.33). In addition, it directly leads to the proof of the existence of finitely
additive measures playing the role of Lagrange multipliers for nonholonomic constraints.
To justify the aforementioned reduction to a convex problem, we suppose that p = +∞. The reason behind
this is connected to the fact that the cone of a.e. nonpositive functions in Lp(Ω) has empty interior in the case
p < +∞ and is explained in more details below.
In this section we suppose that the functions gi = gi(x, u, ξ), i ∈ I, are codifferentiable in (u, ξ), i.e. for
a.e. x ∈ Ω and for all (u, ξ) ∈ Rm×Rm×d there exist compact convex sets du,ξgi(x, u, ξ), du,ξgi(x, u, ξ) ⊂
R×Rm×Rm×d such that for any (∆u,∆ξ) ∈ Rm×Rm×d one has
lim
α→+0
1
α
∣∣∣gi(x, u + α∆u, ξ + α∆ξ)− gi(x, u, ξ)− Φgi(x, u, ξ;α∆u, α∆ξ) −Ψgi(x, u, ξ;α∆u, α∆ξ)∣∣∣ = 0 (3.34)
and Φgi(x, u, ξ; 0, 0) = Ψgi(x, u, ξ; 0, 0) = 0, where
Φgi(x, u, ξ; ∆u,∆ξ) = max
(a,v1,v2)∈du,ξf(x,u,ξ)
(
a+ 〈v1,∆u〉+ 〈v2,∆ξ〉
)
,
Ψgi(x, u, ξ;α∆u, α∆ξ) = min
(b,w1,w2)∈du,ξf(x,u,ξ)
(
b+ 〈w1,∆u〉+ 〈w2,∆ξ〉
)
.
(3.35)
We say that the codifferential mappingDu,ξgi locally uniformly approximates the function gi, if for any (u0, ξ0) ∈
R
m×Rm×d there exists a neighbourhood U such that the limit in (3.34) is uniform in x ∈ Ω, (u, ξ) ∈ U , and
(∆u,∆ξ) with |∆u| + |∆ξ| = 1. In this case the function gi is called locally uniformly codifferentiable in
(u, ξ) As was shown in [31], the class of locally uniformly codifferentiable functions is closed under addition,
multiplication, pointwise maximum and minimum of finite families of functions, and composition with smooth
functions.
Let us now describe how problem (3.33) can be locally reduced to a convex problem with nonholonomic
inequality constraints.
Lemma 3.8. Let p = +∞, the functions f and gi, i ∈ I, satisfy the codifferentiability conditions of order
+∞, and the codifferential mapping Du,ξgi locally uniformly approximate the function gi, i ∈ I. Suppose also
that u∗ is a locally optimal solution of problem (3.33) and (0, w1i(·), w2i(·)) are measurable selections of the
multifunctions du,ξgi(·, u∗(·),∇u∗(·)), i ∈ I, for which the following constraint qualification holds true: there
exist h∗ ∈W1,∞0 (Ω;Rm) and η > 0 such that
φi(x, h∗(x),∇h∗(x)) = gi(x, u∗(x),∇u∗(x)) + Φgi
(
x, u∗(x),∇u∗(x);h∗(x),∇h∗(x)
)
+ 〈w1i(x), h∗(x)〉 + 〈w2i(x)∇h∗(x)〉 ≤ −η
(3.36)
for a.e. x ∈ Ω and for all i ∈ I. Then for any measurable selection (0, w1(·), w2(·)) of the set-valued mapping
df(·, u∗(·),∇u∗(·)) the point h = 0 is a globally optimal solution of the convex problem:
min J (h)
subject to φi(x, h(x),∇h(x)) ≤ 0 for a.e. x ∈ Ω, i ∈ I, h ∈W1,∞0 (Ω;Rm),
(3.37)
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where
J (h) =
∫
Ω
(
Φf
(
x, u∗(x),∇u∗(x);h(x),∇h(x)
)
+ 〈w1(x), h(x)〉 + 〈w2(x)∇h(x)〉
)
dx (3.38)
Proof. Denote I0(h) = I(u∗ + h) for any h ∈W1,∞0 (Ω;Rm), and let F be the set of all those h ∈W1,∞0 (Ω;Rm)
for which
gi(x, u∗(x) + h(x),∇u∗(x) +∇h(x)) ≤ 0 for a.e. x ∈ Ω ∀i ∈ I,
i.e. u∗+F is the feasible region of problem (3.33). Clearly, h = 0 is a point of local minimum of the functional
I0 on the set F .
Denote by TF(0) the contingent cone to the set F at the point h = 0, i.e. the cone consisting of all those
h ∈ W1,∞0 (Ω;Rm) for which one can find sequences {αn} ⊂ (0,+∞) and {hn} ⊂ W1,∞0 (Ω;Rm) such that
αn → +0 and hn → h as n→∞, and αnhn ∈ F for all n ∈ N.
Choose any h ∈ TF(0) and corresponding sequences {αn} and {hn}. The functional I0 is Hadamard
quasidifferentiable by Corollary 2.11. Hence taking into account the fact that h = 0 is a point of local minimum
of I0 on F one obtains that
I ′0(0, h) = limn→∞
I0(αnhn)− I0(0)
αn
≥ 0.
Consequently, for any y∗ ∈ ∂I0(0) one has
max
x∗∈∂I0(0)
〈x∗, h〉+ 〈y∗, h〉 ≥ I ′0(0, h) ≥ 0 ∀h ∈ TF(0). (3.39)
Choose any measurable selection (0, w1(·), w2(·)) of the map du,ξf(·, u∗(·),∇u∗(·)) and define functional y∗ as
follows:
〈y∗, h〉 =
∫
Ω
(〈w1(x), h(x)〉 + 〈w2(x),∇h(x)〉) dx ∀h ∈W1,∞0 (Ω;Rm).
Note that y∗ ∈ ∂I0(0) by Corollary 2.11. Furthermore, observe that by definition for any measurable selection
(0, v1(·), v2(·)) of the set-valued mapping du,ξf(·, u∗(·),∇u∗(·)) and for all h ∈W1,∞0 (Ω;Rm) one has
Φf
(
x, u∗(x),∇u∗(x);h(x),∇h(x)
) ≥ 〈v1(x), h(x)〉 + 〈v2(x),∇h(x)〉
for a.e. x ∈ Ω, which by the definition of J (h) and Corollary 2.11 implies that
J (h) =
∫
Ω
Φf
(
x, u∗(x),∇u∗(x);h(x),∇h(x)
)
dx+ 〈y∗, h〉 ≥ max
x∗∈∂I0(0)
〈x∗, h〉+ 〈y∗, h〉
for any h ∈W1,∞0 (Ω;Rm) (it should be noted that the integrability of the function Φf (·, u∗(·),∇u∗(·);h(·),∇h(·))
was shown in the proof of Lemma 2.6).
Thus, J (h) ≥ 0 for any h ∈ TF(0) due to (3.39). Hence taking into account the fact that J (0) = 0 one
obtains that h = 0 is a globally optimal solution of problem (3.37), provided the convex cone
K =
{
h ∈W1,∞0 (Ω;Rm)
∣∣∣ φi(x, h(x),∇h(x)) ≤ 0 for a.e. x ∈ Ω ∀i ∈ I}
is contained in TF(0) (see (3.37)). Let us prove the validity of this inclusion.
Our aim is to prove that hγ = (1 − γ)h + γh∗ ∈ TF(0) for any h ∈ K and γ ∈ (0, 1), where h∗ is from
constraint qualification (3.36). Then passing to the limit as γ → +0 with the use of the fact that contingent
cone is always closed, we arrive at the required result.
Define Gi(h)(x) = gi(x, u∗(x) + h(x),∇u∗(x) +∇h(x)) for any h ∈ W1,∞0 (Ω;Rm) and i ∈ I. Let us check
that for any h ∈W1,∞0 (Ω;Rm) and α > 0 one has
Gi(αh)(x) ≤ φi(x, αh(x), α∇h(x)) + αβi(h, α, x) (3.40)
for a.e. x ∈ Ω, where ‖β(h, α, ·)‖∞ → 0 as α→ +0. Then bearing in mind (3.36), the convexity of the functions
(u, ξ) 7→ φi(x, u, ξ), and the inequality φi(·, 0, 0) = gi(·, u∗(·),∇u∗(·)) ≤ 0 one gets that for any α, γ ∈ (0, 1),
and h ∈ K one has
Gi(αhγ)(x) ≤ φi(x, αhγ(x), α∇hγ(x)) + αβi(hγ , α, x)
≤ (1− α)φi(x, 0, 0) + αφi(x, hγ(x),∇hγ(x)) + αβi(hγ , α, x)
≤ α(1 − γ)φi(x, h(x),∇h(x)) + αγφi(x, h∗(x),∇h∗(x)) + αβi(hγ , α, x) ≤ −αγη + αβi(hγ , α, x).
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for a.e. x ∈ Ω. Since ‖β(hγ , α, ·)‖∞ → 0 as α → ∞, for any sufficiently small α > 0 one has Gi(αhγ)(x) ≤ 0
for a.e. x ∈ Ω. Consequently, α((1− γ)h+ γh∗) ∈ F for any γ ∈ (0, 1), h ∈ K, and α > 0 small enough, which
implies that (1− γ)h+ γh∗ ∈ TF(0), and the proof is complete.
Thus, it remains to verify that (3.40) holds true. Indeed, fix any ε > 0. With the use of the facts that
Du,ξgi locally uniformly approximates gi and the set B(u∗) = {(u, ξ) ∈ Rm×Rm×d | max{|u|, |ξ|} ≤ ‖u∗‖1,∞}
is compact one can find α(ε) > 0 such that for any 0 ≤ α < α(ε) one has∣∣∣gi(x, u + α∆u, ξ + α∆ξ) − gi(x, u, ξ)− Φgi(x, u, ξ;α∆u, α∆ξ)−Ψgi(x, u, ξ;α∆u, α∆ξ)∣∣∣ < αε
for any x ∈ Ω, (u, ξ) ∈ B(u∗), and (∆u,∆ξ) with |∆u| + |∆ξ| = 1 (see (3.34)). Therefore, for any h ∈
W1,∞0 (Ω;R
m), h 6= 0, and any 0 ≤ α < α(ε)/‖h‖1,∞ one has∣∣∣gi(x, u∗(x) + αh(x),∇u∗(x) + α∇h(x)) − gi(x, u∗(x),∇u∗(x))
− Φgi(x, u∗(x),∇u∗(x);αh(x), α∇h(x)) −Ψgi(x, u∗(x),∇u∗(x);αh(x), α∇h(x))
∣∣∣ < αε
for a.e. x ∈ Ω. Hence taking into account the definitions of φi and Ψgi (see (3.36) and (3.35) respectively) one
obtains that for any ε > 0 and h ∈W1,∞0 (Ω;Rm) the inequality
Gi(αh)(x) ≤ φi(x, αh(x), α∇h(x)) + αε
holds true for a.e. x ∈ Ω and for all 0 ≤ α < α(ε)/‖h‖1,∞, i.e. inequality (3.40) is valid.
Remark 3.9. Under some natural additional assumptions one can check that if u∗ is not a locally optimal
solution of problem (3.33), then a unique globally optimal solution of the quadratic regularization of problem
(3.37) of the form
min J (h) + 1
2
‖∇h‖2 s.t. φi(x, h(x),∇h(x)) ≤ 0 for a.e. x ∈ Ω, i ∈ I, h ∈W1,p0 (Ω;Rm).
satisfies the inequalities I(u∗ + αh) < I(u∗) and gi(x, u∗(x) + αh(x),∇u∗(x) + αh(x)) ≤ gi(x, u∗(x),∇u∗(x))
for a.e. x ∈ Ω and for any sufficiently small α ≥ 0. Utilising this idea one can design a numerical method for
solving problem (3.33) that reduces this problem to a sequence of convex subproblems, which are much easier
to solve that nonconvex problem (3.33).
With the use of Lemma 3.8 we can easily obtain optimality conditions for problem (3.33) in terms of
codifferentials. To this end, denote by ba(Ω) the space of all bounded finitely additive signed (i.e. real-valued)
measures ν defined on σ-algebra Σ of Lebesgue measurable subsets of Ω and such that for any A ∈ Σ one has
ν(A) = 0 whenever A has Lebesgue measure zero (see [73,79] for more details on the space ba(Ω)). Denote also
by ba(Ω)+ the cone of all nonnegative measures ν ∈ ba(Ω).
Lemma 3.10. Let all assumptions of Lemma 3.8 be valid and suppose that for any N > 0 there exists CN > 0
such that for all i ∈ I, a.e. x ∈ Ω, all (u, ξ) ∈ Rm × Rm×d with max{|u|, |ξ|} ≤ N , and all (a, v1, v2) ∈
du,ξgi(x, u, ξ) ∪ du,ξgi(x, u, ξ) one has
|gi(x, u, ξ)| ≤ CN , max{|a|, |v1|, |v2|} ≤ CN . (3.41)
Then for any measurable selection (0, w1(·), w2(·)) of the multifunction du,ξf(·, u∗(·),∇u∗(·)) there exist νi ∈
ba(Ω)+, i ∈ I, such that
∫
Ω gi(x, u∗(x),∇u∗(x))dνi(x) = 0 for any i ∈ I, and for all h ∈W1,∞0 (Ω;Rm) one has
J (h) +
ℓ∑
i=1
∫
Ω
(
Φgi
(
x, u∗(x),∇u∗(x);h(x),∇h(x)
)
+ 〈w1i(x), h(x)〉 + 〈w2i(x)∇h(x)〉
)
dνi(x) ≥ 0, (3.42)
where J is defined in (3.38). Furthermore, if there exist countably additive measures νi satisfying these opti-
mality conditions, then there exist λi ∈ L1(Ω), i ∈ I, and ζ ∈ L1(Ω;Rm×d; div) such that for a.e. x ∈ Ω one
has λi(x) ≥ 0 and λi(x)gi(x, u∗(x),∇u∗(x)) = 0 for all i ∈ I, and
(0, div(ζ)(x), ζ(x)) ∈ du,ξf(x, u∗(x),∇u∗(x)) + (0, w1(x), w2(x))
+
ℓ∑
i=1
λi(x)
(
du,ξgi(x, u∗(x),∇u∗(x)) + (0, w1i(x), w2i(x))
)
.
(3.43)
29
Proof. For any i ∈ I and h ∈W1,∞0 (Ω;Rm) define Zi(h)(x) = φi(x, h(x),∇h(x)), where φi are from (3.36). Let
us verify that for all i ∈ I the Nemytskii operator Zi maps W1,∞0 (Ω;Rm) to L∞(Ω).
Fix any i ∈ I. By our assumption the functions gi satisfy the codifferentiability conditions of order +∞
(see Def. 2.1). In particular, gi is a Carathe´odory function, and du,ξgi is a Carathe´odory set-valued map, which
implies that gi(·, u∗(·),∇u∗(·)) is a measurable function and du,ξgi(·) is measurable set-valued mapping by [2,
Thrm. 8.2.8]. Consequenlty, the function Φgi(·, u∗(·),∇u∗(·);h(·),∇h(·)) is measurable for any h ∈W1,∞0 (Ω;Rm)
by [2, Thrm. 8.2.11] (see (3.35)) and the function Zi(h)(·) is measurable as the sum of measurable functions.
Moreover, thanks to (3.41) there exists CN > 0 (here N = ‖u∗‖1,∞) such that∣∣gi(x, u∗(x),∇u∗(x))∣∣ ≤ CN , ∣∣Φgi(x, u∗(x),∇u∗(x);h(x),∇h(x))∣∣ ≤ CN (1 + ‖h‖1,∞),∣∣〈w1i(x), h(x)〉 + 〈w2i(x),∇h(x)〉∣∣ ≤ CN‖h‖1,∞
for any h ∈ W1,∞0 (Ω;Rm) and a.e. x ∈ Ω, one finally obtains that the operator Zi maps W1,∞0 (Ω;Rm) to
L∞(Ω).
Denote by E ⊂ R×(L∞(Ω))ℓ the set of all those vectors (y0, y1, . . . , yℓ) for which one can find h ∈
W1,∞0 (Ω;R
m) such that J (h) < y0, and Zi(h)(x) ≤ yi(x) for a.e. x ∈ Ω and all i ∈ I. Observe that the
set E has nonempty interior, since putting h = 0 one obtains that (0,+∞)× (L∞(Ω)+)ℓ ⊂ E, where L∞(Ω)+
is the cone of a.e. nonnegative functions from L∞(Ω). Moreover, the set E is convex due to the fact that the
functional J and the functions h 7→ Zi(h)(x) (for a.e. x ∈ Ω) are convex by their definitions. Observe also that
0 /∈ E, since otherwise one can find h ∈ W1,∞0 (Ω;Rm) such that J (h) < 0 = J (0), and Zi(h)(x) ≤ 0 for a.e.
x ∈ Ω and all i ∈ I, which contradicts the fact that by Lemma 3.8 the point h = 0 is a globally optimal solution
of problem (3.37).
Thus, E is a convex set with nonempty interior and 0 /∈ E. Consequently, applying the separation theorem
(see, e.g. [34, Theorem V.2.8]) one obtains that there exist ν0 ∈ R and y∗i ∈ (L∞(Ω))∗, i ∈ I, not all zero, such
that ν0y0 +
∑ℓ
i=1〈y∗i , yi〉 ≥ 0 for any (y0, y1, . . . , yℓ) ∈ E. Hence with the use of the representation theorem for
(L∞(Ω))∗ (see, e.g. [34, Theorem IV.8.16]) one obtains there exist νi ∈ ba(Ω), i ∈ I, such that
ν0y0 +
ℓ∑
i=1
∫
Ω
yidνi ≥ 0 ∀(y0, y1, . . . , yℓ) ∈ E.
Bearing in mind the inclusion (0,+∞)× (L∞(Ω)+)ℓ ⊂ E one gets that ν0 ≥ 0 and νi ∈ ba(Ω)+. Moreover, from
the definition of E it follows that
ν0J (h) +
ℓ∑
i=1
∫
Ω
Zi(h)dνi ≥ 0 ∀h ∈W1,∞0 (Ω;Rm),
while from constraint qualification (3.36) it follows that ν0 6= 0 (and one can suppose that ν0 = 1), since
otherwise for h = h∗ one has
0 ≤
ℓ∑
i=1
∫
Ω
Zi(h
∗)dνi ≤ −η
ℓ∑
i=1
νi(Ω)
(see (3.36)), which is impossible due to the fact that not all νi are trivial (zero) measures by the separation
theorem. Thus, for any h ∈W1,∞0 (Ω;Rm) one has
J (h) +
ℓ∑
i=1
[ ∫
Ω
gi(x, u∗(x),∇u∗(x))dνi(x)
+
∫
Ω
(
Φgi
(
x, u∗(x),∇u∗(x);h(x),∇h(x)
)
+ 〈w1i(x), h(x)〉 + 〈w2i(x)∇h(x)〉
)
dνi(x)
]
≥ 0.
Putting h = 0 and taking into account the fact that gi(x, u∗(x),∇u∗(x)) ≤ 0 for a.e. x ∈ Ω one obtains that∫
Ω gi(x, u∗(x),∇u∗(x))dνi(x) = 0 for all i ∈ I and (3.42) holds true.
Suppose now that the measures νi are countably additive. Then by the Radon-Nikodym theorem there exist
Radon-Nikodym derivatives λi ∈ L1(Ω) of νi with respect to the Lebesgue measure (recall that by definition
λi(x) ≥ 0 for a.e. x ∈ Ω). Hence, in particular, λi(x)gi(x, u∗(x),∇u∗(x)) = 0 for a.e. x ∈ Ω, i ∈ I, since∫
Ω
gi(x, u∗(x),∇u∗(x))λi(x)dµd(x) = 0 and gi(x, u∗(x),∇u∗(x))λi(x) ≤ 0 for a.e. x ∈ Ω.
For any x ∈ Ω denote
D(x) = du,ξf(x, u∗(x),∇u∗(x)) + (0, w1(x), w2(x)) +
m∑
i=1
λi(x)
(
du,ξgi(x, u∗(x),∇u∗(x)) + (0, w1i(x), w2i(x))
)
,
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and define θ(x, u, ξ) = max{a + 〈v1, u〉 + 〈v2, ξ〉 | (a, v1, v2) ∈ D(x)}. Recall that by definition in the finite
dimensional case hypodifferential is a convex compact set. Therefore, for a.e. x ∈ Ω the set D(x) is compact.
Furthemore, the multifunction D(·) is measurable by [2, Thrm. 8.2.8]. Hence by [2, Thrm. 8.2.11] the function
x 7→ θ(x, u, ξ) is measurable for all u and ξ, while the function (u, ξ) 7→ θ(x, u, ξ) is continuous for a.e. x ∈ Ω
due to the compactness of the set D(x). Thus, θ is a Carathe´odory function.
Furthermore, it is easily seen that the function (u, ξ) 7→ θ(x, u, ξ) is codifferentiable and one can define
du,ξθ(x, u, ξ) =
{
(a+ 〈v1, u〉+ 〈v2, ξ〉 − θ(x, u, ξ), v1, v2) ∈ R×Rm×Rm×d
∣∣∣ (a, v1, v2) ∈ D(x)} (3.44)
and du,ξθ(x, u, ξ) = {0} (cf. Lemma 2.5). The multifunction (u, ξ) 7→ du,ξθ(x, u, ξ) is obviously continuous for
a.e. x ∈ Ω, while the multifunction x 7→ du,ξθ(x, u, ξ) is measurable for all u and ξ by [2, Thrm. 8.2.8]. Thus,
du,ξθ(·) is a Carathe´odory map.
With the use of (3.41) and the fact that f satisfies the codifferentiability conditions of order +∞ one gets
that for any N > 0 there exist βN ∈ L1(Ω) and CN > 0 such that
max{|a|, |v1|, |v2|} ≤ 2βN (x) + 2CN
m∑
i=1
λi(x) ∀(a, v1, v2) ∈ D(x)
for a.e. x ∈ Ω and for all (u, ξ) ∈ Rm×Rm×d with max{|u|, |ξ|} ≤ N . Hence taking into account (3.44) one
obtains that the function θ satisfies the codifferentiability condition of order +∞. Furthermore, by (3.42) the
point h = 0 is a globally optimal solution of the problem
min
∫
Ω
θ(x, h(x),∇h(x)) dx subject to h ∈W1,∞0 (Ω;Rm).
Therefore, by Theorem 3.1 there exists a function ζ ∈ L1(Ω;Rm×d; div) such that for a.e. x ∈ Ω one has
(0, div(ζ)(x), ζ(x)) ∈ du,ξθ(x, 0, 0) = D(x), that is, (3.43) holds true and the proof is complete.
In the general case optimality conditions for problem (3.33) from the previous lemma involve integration with
respect to finitely additive measures (see (3.42)), which makes verification of these condition a very difficult task
in nontrivial cases. One might wonder whether it is possible to provide conditions ensuring that these measures
are countably additive in order to apply much more appealing optimality conditions (3.43). This question is
directly related to the existence of Lagrange multipliers λ ∈ L1(Ω) for general convex variational problems with
nonholonomic constraints, as well as regularity of Lagrange multipliers corresponding to state constraints of
optimal control problems for PDEs. To the best of author’s knowledge, no general results on this subject are
known. Therefore, we pose a challenging open problem to find sufficient condition for the existence of countably
additive measures νi ∈ ba(Ω)+ satisfying (3.42) at least in the case when the nonholnomic constraints are
sufficiently smooth.
Let us finally give a simple example illustrating optimality conditions for nonsmooth variational problems
with pointwise inequality constraints.
Example 3.11. Let d = m = 1 and Ω = (0, 3). Consider the following problem:
min
u∈W1,1(0,3)
I(u) = −
∫ 3
0
|u′(x)| dx subject to u(x)− |u′(x)| ≤ 0, x ∈ [0, 3], u(0) = u(1) = 0. (3.45)
In this case f(x, u, ξ) = −ξ, I = {1}, and g1(x, u, ξ) = u − |ξ|. Let us check optimality conditions for problem
(3.45) at the point u∗(·) ≡ 0.
To the best of author’s knowledge, nonsmooth variational problems with nonholnomic constraints have been
studied only by Clarke in [15, Sect. 4.5]. However, optimality conditions from [15, Corollary 4.5.1] cannot be
applied to problem (3.45) at the point u∗, since the constraint qualification from [15, Corollary 4.5.1] is not
satisfied at this point.
Problem (3.45) can also be rewritten as a nonsmooth optimal control problem with mixed constraints. We
leave the tedious task of verifying optimality conditions for this reformulation (see, e.g. [8,11]) to the interested
reader. Instead, let us check whether optimality conditions from Lemma 3.10 are satisfied at u∗.
With the use of Proposition 1.4 one obtains that
du,ξf(x, u, ξ) = du,ξg1(x, u, ξ) = {0}, du,ξf(x, u, ξ) = co
{(
±u+|u|
0
±1
)}
, du,ξg1(x, u, ξ) = co
{(
±ξ+|ξ|
1
±1
)}
.
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Therefore the functions f and g satisfy the codifferentiability conditions of order +∞ and g1 satisfies growth
conditions (3.41). Moreover, the codifferential mapping Du,ξg1 locally uniformly approximates the function g1
(see [31, Thrm. 1]).
Define
z(x) =

(0, 1, 1), if x ∈ [0, 1),
(0, 1, 0), if x ∈ [1, 2],
(0, 1,−1), if x ∈ (2, 3]
φ1(x, u, ξ) =

u+ ξ, if x ∈ [0, 1),
u, if x ∈ [1, 2],
u− ξ, if x ∈ (2, 3].
Then z(·) = (b1(·), w11(·), w21(·)) is a measurable selection of the multifunction du,ξg1(·, u∗(·), u′∗(·)), while φ1
is the function from Lemma 3.8 corresponding to this selection. Observe that for h∗(x) = |x − 1.5| − 1.5 one
has φ1(x, h∗(x),∇h∗(x)) ≤ −1 for all x ∈ [0, 3] and h∗ ∈ W1,∞0 (0, 3), i.e. the constraint qualification from
Lemma 3.8 is satisfied.
Suppose that the optimality conditions from Lemma 3.10 are satisfied at x∗. Then for any measurable
selection (0, 0, w2(·)) of the set-valued mapping du,ξf(·, u∗(·), u′∗(·)) ≡ co{(0, 0,±1)} there exists ν1 ∈ ba+(0, 3)
such that
−
∫ 3
0
w2(x)h
′(x) dx +
∫ 3
0
h(x)dν1(x) +
∫ 1
0
h′(x)dν1(x) −
∫ 3
2
h′(x)dν1(x) ≥ 0 ∀h ∈W1,∞0 (0, 3). (3.46)
Define w2(x) = 0, if x ∈ [0, 1) ∪ (2, 3], and
w2(x) =
{
1, if x ∈ [2− 2−2n, 2− 2−(2n+1)), n ∈ N ∪ {0},
−1, if x ∈ [2− 2−(2n+1), 2− 2−(2n+2)), n ∈ N ∪ {0}.
Then (0, 0, w2(·)) is a measurable selection of du,ξf(·, u∗(·), u′∗(·)). Let ν1 ∈ ba+(0, 3) be the corresponding
measure satisfying (3.46).
Let us define a sequence of functions {hn} ⊂W1,∞0 (0, 3). Fix n ∈ N and put sn = 22n+2. Define
ωn(x) = (−1)k2k−1 ∀x ∈
[
2− 2−(2n+k), 2− 2−(2n+k+1)), k ∈ {0, 1, 2, . . . , sn − 1},
and set ωn(x) = 0, if x ∈ [0, 2− 2−2n) ∪ (2− 2−2n+sn , 3]. Let hn(x) =
∫ x
0
ωn(τ) dτ . One can readily check that
hn(x) = 0, if x ∈ [0, 2 − 2−2n) ∪ (2 − 2−2n+sn , 3], and ‖hn‖∞ = 1/sn. Furthermore, in view of (3.46) for any
n ∈ N one has
0 ≤ −
∫ 3
0
w2(x)h
′
n(x) dx +
∫ 3
0
hn(x)dν1(x) +
∫ 1
0
h′n(x)dν1(x) −
∫ 3
2
h′n(x)dν1(x)
= −
sn−1∑
k=0
2k−1
22n+k+1
+
∫ 3
0
hn(x)dν1(x) = −1 +
∫ 3
0
hn(x)dν1(x) ≤ −1 + ‖hn‖∞‖ν1‖,
which is impossible, since ‖hn‖∞ = 1/sn → 0 as n → ∞ (here ‖ν1‖ is the total variation of the measure ν1).
Thus, optimality conditions from Lemma 3.10 are not satisfied at u∗ and one can conclude that this point is
not an optimal solution of problem (3.45).
4 Inner Variations and Nonsmooth Noether Equations
In the previous section we derived optimality conditions for nonsmooth problems of the calculus of variations
by analysing variations of the functional
I(u) =
∫
Ω
f(x, u(x),∇u(x)) dx
with respect to a change of u. A different approach to optimality conditions for variational problems consists in
analysing a variation of I with respect to a change of dependent variables x. In the smooth case this approach
leads to the so-called Noether equations (see, e.g. [39, Sect. 3.1]). The main goal of this section is to extend
these equations to the nonsmooth setting.
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4.1 Nonsmooth Noether Equations
Fix any function ϕ ∈ C∞c (Ω;Rd) and consider a family of mappings ξε defined as ξε(y) = y+ εϕ(y), y ∈ Ω, and
depending on parameter ε ∈ R. It is well-known that for any ε lying in a sufficiently small neighbourhood of
zero the mapping ξε is a C
∞-diffeomorphism of Ω. For the sake of completeness we briefly outline a proof of
this result.
Extending ϕ outside Ω by zero we can suppose that ξε is defined on R
d. Observe that the Jacobian
∇ξε(y) = Id + ε∇ϕ(y) (here Id is the identity matrix of size d) is nonsingular for all y ∈ R and any ε satisfying
the inequality |ε| < ε0 = 1/‖∇ϕ‖∞. Therefore, by [85, Crlr. 4.41, part (i)] for any such ε the mapping
ξε : R
d → Rd is a C∞-diffeomorphism. Denote its inverse mapping by ηε.
Observe that by definition for any y /∈ supp(ϕ) ⊂ Ω one has ξε(y) = y (in particular, if y /∈ Ω, then ξε(y) /∈ Ω),
where supp(ϕ) ⊂ Ω is the support of ϕ. Hence for any ε ∈ R with |ε| < ε0 one has ξε(supp(ϕ)) = supp(ϕ),
since ξε is a diffeomorphism. Therefore both ξε and ηε map Ω to Ω, if |ε| < ε0, and for any such ε the mapping
ξε is a C
∞-diffeomorphism of Ω and the Jacobian ∇ξε(·) is nonsingular.
Consider the change of variables x 7→ y = ηε(x) (i.e. x = ξε(y)) and define
ϑε(·) = u(ξε(·)), I(ϑε) =
∫
Ω
f
(
y, ϑε(y),∇ϑε(y)
)
dy ∀ε ∈ (−ε0, ε0). (4.1)
If u ∈W1,p(Ω;Rm), then by [1, Thrm. 3.35] for any ε ∈ (−ε0, ε0) one has ϑε ∈W1,p(Ω;Rm) and, in particular,
∇ϑε(y) = ∇u(ξε(y))∇ξε(y) for a.e. y ∈ Ω. Let us show that under some natural assumptions ϑε − u ∈
W1,p0 (Ω;R
m), if the absolute value of ε is sufficiently small, and, moreover, ϑε → u in W1,p(Ω;Rm) as ε → 0.
To explicitly indicate the domain of integration, below we sometimes use the notation ‖ · ‖p,Ω for the norm in
Lp(Ω;Rm) and ‖ · ‖1,p,Ω for the norm in W1,p(Ω;Rm).
Lemma 4.1. Let 1 ≤ p < +∞. Then for any u ∈ W1,p(Ω;Rm), ϕ ∈ C∞c (Ω;Rd) and for ϑε(·) = u(ξε(·)) one
has ϑε − u ∈W1,p0 (Ω;Rm) for all ε with |ε| < ε0.
Proof. We shall use the standard mollification technique to prove the lemma. Let J be any nonnegative function
from C∞c (R
d) such that J(x) = 0, if |x| ≥ 1, and ∫
Rd
J(x)dx = 1. For any r > 0 define Jr(x) = r
−dJ(x/r) and
Jr ∗ u(x) =
∫
Rd
Jr(x− y)u(y) dy ∀u ∈ L1(Ω)
(we suppose that u is extended outside Ω by setting u(x) = 0 for all x /∈ Ω).
By definition ϑε(y) = u(ξε(y)) = u(y) for any y ∈ Ω \ suppϕ and ε ∈ R with |ε| < ε0, which means that
supp(ϑε − u) ⊆ suppϕ, i.e. the function ϑε − u has compact support. Consequently, by [1, Lemma 2.18] one
has Jr ∗ (ϑε − u) ∈ C∞c (Ω;Rm) for any sufficiently small r and |ε| < ε0.
Denote Er = {x ∈ Rd | dist(x, supp(ϕ)) < r}. Since ϕ has compact support, there exists r0 > 0 such that
Er0 ⊂ Ω. Moreover, from the fact that Jr(x) = 0 whenever |x| ≥ r it follows that supp(Jr ∗ (ϑε − u)) ⊂ Er0 for
all r ∈ (0, r0). Hence with the use of [1, Lemma 3.15] one obtains that
lim
r→+0
∥∥Jr ∗ (ϑε − u)− (ϑε − u)∥∥1,p,Ω = limr→+0 ∥∥Jr ∗ (ϑε − u)− (ϑε − u)∥∥1,p,Er0 = 0,
if |ε| < ε0, where ‖ · ‖1,p,Er0 is the norm in W 1,p(Er0 ;Rm). Thus, for any such ε one can approximate ϑε− u by
a function from C∞c (Ω;R
m) arbitrarily well, which by definition implies that ϑε−u belongs to W1,p0 (Ω;Rm).
Lemma 4.2. Let 1 ≤ p < +∞ and Ω have the segment property. Then for any u ∈W1,p(Ω;Rm), ϕ ∈ C∞c (Ω;Rd)
and for ϑε(·) = u(ξε(·)) one has ‖ϑε − u‖1,p → 0 as ε→ 0.
Proof. One can obviously suppose that ϕ 6= 0. Fix any ρ > 0. By [1, Thrm. 3.18] the set of restrictions to Ω of
functions in C∞c (R
d;Rm) is dense in W1,p(Ω;Rm) due to the fact that Ω has the segment property. Therefore
there exists h ∈ C∞c (Rd;Rm) such that
‖u− h‖1,p,Ω < ρ. (4.2)
For any ε ∈ (−ε0, ε0) denote hε(·) = h(ξε(·)) (recall that extending ϕ outside Ω by zero we can suppose that ξε
is defined on Rd). With the use of the substitution x = ξε(y) (i.e. y = ηε(x)) one gets
‖ϑε − hε‖p,Ω =
(∫
Ω
|u(x) − h(x)|p∣∣det(∇ηε(x))∣∣ dx) 1p (4.3)
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Applying the chain rule to the identity ξε(ηε(x)) = x one obtains that
∇ηε(x) =
(
Id + ε∇ϕ(ηε(x))
)−1
, det(∇ηε(x)) = 1
det(Id + ε∇ϕ(ηε(x))) .
With the use of the estimate for determinants of diagonally dominant matrices from [72, Thrm. 2] one gets that
d∏
i=1
(
|1 + εDxiϕi(ηε(x))| − ε
d∑
j=i+1
|Dxjϕi(ηε(x))|
)
≤ det(Id + ε∇ϕ(ηε(x)))
≤
d∏
i=1
(
|1 + εDxiϕi(ηε(x))|+ ε
d∑
j=i+1
|Dxjϕi(ηε(x))|
)
,
provided 1 + εDxiϕi(ηε(x)) > ε
∑d
j=1,j 6=i |Dxjϕi(ηε(x))|. Therefore(
2
3
)d
≤ det(∇ηε(x)) ≤ 2d ∀x ∈ Ω, ε ∈ R : |ε| < ε1 := min
{
ε0,
1
4d‖ϕ‖∞
}
, (4.4)
which with the use of (4.3) implies that ‖ϑε − hε‖p,Ω < ρ2d, if |ε| < ε1.
Similarly, one has
‖∇ϑε −∇hε‖p,Ω =
(∫
Ω
|∇u(ξε(y))∇ξε(y)−∇h(ξε(y))∇ξε(y)|p dx
) 1
p
=
(∫
Ω
|∇u(x)−∇h(x)|p|∇ξε(ηε(x))|p
∣∣ det(∇ηε(x))∣∣ dx) 1p .
Hence bearing in mind (4.4) and the fact that
|∇ξε(y)| =
∣∣Id + ε∇ϕ(y)∣∣ ≤ |Id|+ ε|∇ϕ(y)| ≤ √d+ ε‖∇ϕ‖∞ ∀y ∈ Ω
one obtains that ‖ϑε − hε‖p,Ω < ρ(
√
d+ ε‖∇ϕ‖∞)2d and
‖ϑε − hε‖1,p,Ω < ρ
(
1 +
√
d+ ε‖∇ϕ‖∞
)
2d ∀ε ∈ (−ε1, ε1). (4.5)
Let us now estimate the norm of the difference hε−h. By definition the function ϕ has compact support, while
h ∈ C∞c (Rd;Rm). Therefore h along with its first order partial derivatives is uniformly continuous on suppϕ.
Therefore there exists δ > 0 such that for any x1, x2 ∈ suppϕ with |x1 − x2| < δ one has |h(x1) − h(x2)| < ρ
and |∇h(x1)−∇h(x2)| < ρ.
Recall that y = ξε(y) for any y /∈ suppϕ by definition. Consequently, if y ∈ Ω \ suppϕ, then h(y) = hε(y)
and ∇h(y) = ∇hε(y) for any ε ∈ (−ε0, ε0) (the equality for derivatives follows from the fact that Ω\suppϕ is an
open set). On the other hand, if y ∈ suppϕ, then due the the uniform continuity of h one has |h(y)−hε(y)| < ρ
and |∇h(y) −∇hε(y)| < ρ for any ε with |ε| < min{δ/‖ϕ‖∞, ε0}, since for any such ε one has |y − ξε(y)| < δ
and ξε(y) ∈ suppϕ due to the facts that ξε is a diffeomorphism of Ω and ξε(y) = y for any y /∈ suppϕ. Thus,
one has
‖h− hε‖p,Ω =
(∫
suppϕ
|h(x)− hε(x)|p dx
) 1
p
< ρµ(suppϕ)
1
p , ‖∇h−∇hε‖p,Ω < ρµ(suppϕ) 1p
for any ε ∈ R with |ε| < min{δ/‖ϕ‖∞, ε0}, where µ is the Lebesgue measure. Combining these inequalities with
(4.2) and (4.5) one finally obtains that
‖ϑε − u‖1,p = ‖ϑε + (hε − hε) + (h− h)− u‖1,p,Ω ≤ ‖ϑε − hε‖1,p,Ω + ‖hε − h‖1,p,Ω + ‖h− u‖1,p,Ω
≤ ρ
(
(1 +
√
d+ ε‖∇ϕ‖∞)2d + 2µ(suppϕ) 1p + 1
)
for any ε ∈ R with |ε| < min{ε0, ε1, δ/‖ϕ‖∞}. Hence taking into account the fact that ρ > 0 was chosen
arbitrarily one can conclude that ‖ϑε − u‖1,p → 0 as ε→ 0.
Remark 4.3. It is easily seen that the previous lemma does not hold true in the case p = +∞, if the function u
is not continuously differentiable.
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Thus, if u is a point of local minimum of the functional I, then under the assumptions of the previous lemma
one has I(ϑε) ≥ I(u) for any ε in a neighbourhood of zero, which implies that
lim
ε→0
I(ϑε)− I(u)
ε
≥ 0, (4.6)
if this limit exists. Computing this limit under the assumption that the function f = f(x, u, ξ) is codifferentiable
with respect to (x, ξ) one obtains optimality conditions that differ from the ones given in the preceding section.
The proof of this result is very similar to a combination of the proofs of Theorems 2.3 and 3.1.
Theorem 4.4. Let 1 ≤ p < +∞, Ω have the segment property, f = f(x, u, ξ) be a Carathe´odory function
satisfying the following growth condition: there exist C1, C2 > 0 such that
|f(x, u, ξ)| ≤ C1 + C2
(|u|p + |ξ|p) (4.7)
for all (u, ξ) ∈ Rm×Rm×d and a.e. x ∈ Ω. Let also f be codifferentiable in (x, ξ) and its codifferential mapping
Dx,ξf be a Carathe´odory map satisfying the following growth condition: there exist C1, C2 > 0 such that
|v1| ≤ C1 + C2
(|u|p + |ξ|p), |v2| ≤ C1 + C2(|u|p−1 + |ξ|p−1) (4.8)
for any (0, v1, v2) ∈ dx,ξf(x, u, ξ) ∪ dx,ξf(x, u, ξ), all (u, ξ) ∈ Rm×Rm×d, and a.e. x ∈ Ω. Suppose finally that
u0 ∈W1,p(Ω;Rm) is fixed, and u∗ ∈W1,p(Ω;Rm) is a locally optimal solution of the problem
min I(u) =
∫
Ω
f(x, u(x),∇u(x)) dx subject to u ∈ u0 +W1,p0 (Ω;Rm). (4.9)
Then for any measurable selection (b(·), w1(·), w2(·)) of the map dx,ξf(x, u∗(x),∇u∗(x)) such that b(x) = 0 for
a.e. x ∈ Ω there exists ζ ∈ L1(Ω;Rd×d; div) such that the Noether inclusion
(0,− div(ζ)(x), ζ(x)) ∈
{
(a, v1,∇u∗(x)T v2) ∈ R×Rd×Rd×d
∣∣∣ (a, v1, v2) ∈ dx,ξf(x, u∗(x),∇u∗(x))}
+ (0, w1(x),∇u∗(x)Tw2(x)− f(x, u∗(x),∇u∗(x))Id) (4.10)
holds true for a.e. x ∈ Ω.
Proof. Note at first that the growth condition on f guarantee that I(u) is correctly defined and finite for any
u ∈W1,p(Ω;Rm), which implies that problem (4.9) is correctly defined.
Fix any ϕ ∈ C∞c (Ω;Rd) and let ξε, ηε, and ε0 > 0 be defined as above. Denote ϑε(·) = u∗(ξε(·)). Observe
that by Lemma 4.1 the function ϑε is a feasible point of problem (4.9), i.e. ϑε ∈ u0 +W1,p0 (Ω;Rm), if |ε| < ε0.
In turn, by Lemma 4.2 one has ‖ϑε − u∗‖1,p → 0 as ε → 0, which implies that I(ϑε) ≥ I(u∗), if |ε| is small
enough, in view of the fact that u∗ is a locally optimal solution of problem (4.9). Therefore inequality (4.6)
with u = u∗ holds true, provided the corresponding limit exists. Our aim is to comput this limit.
Applying the substitution x = ξε(y) (y = ηε(x)) one obtains
I(ϑε) =
∫
Ω
f
(
y, u∗(ξε(y)),∇u∗(ξε(y))∇ξε(y)
)
dy =
∫
Ω
f
(
ηε(x), u∗(x),∇u∗(x)∇ξε(ηε(x))
)∣∣det∇xηε(x)∣∣ dx
for any |ε| < ε0. Choose any sequence {εn} ⊂ (−ε0, ε0) converging to zero. Define
g(x, ε) = f
(
ηε(x), u∗(x),∇u∗(x)∇ξε(ηε(x))
)∣∣det(∇ηε(x))∣∣ (4.11)
and put g(x) = g(x, 0) = f(x, u∗(x),∇u∗(x)) and gn(x) = g(x, εn) for all x ∈ Ω. Note that the functions gn,
n ∈ N, and g belong to L1(Ω) by virtue of the fact that f is a Carathe´odory function satisfying the growth
condition of order p. We shall compute the limit in (4.6) by computing limn→∞(gn(x)− g(x))/εn for a.e. x ∈ Ω
first and then applying Lebesgue’s dominated convergence theorem.
By the definition of ε0 one has ξ(η(x, ε), ε) − x = 0 and det(∇yξ(y, ε)) 6= 0 for all y ∈ Rd and ε ∈ (−ε0, ε0)
(here ξ(y, ε) = ξε(y) = y + εϕ(y) and the same notation is used for ηε(x)). Hence by the implicit function
theorem for all such (x, ε) the function η is infinitely differentiable at (x, ε) and
∂η
∂ε
(x, ε) = −
(
Id + ε∇ϕ(η(x, ε)
)−1
ϕ(η(x, ε)),
∂
∂ε
∇xη(x, 0) = −∇ϕ(x).
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In particular, one has
∂η
∂ε
(x, 0) = −ϕ(x) ∀x ∈ Ω. (4.12)
Recall also that inequalities (4.4) hold true, if |ε| is sufficiently small. Therefore, without loss of generality we
can suppose that det(∇xη(x, εn)) > 0 for all x ∈ Ω and n ∈ N. Furthermore, one has ∇xη(x, 0) = Id and
det(∇xη(x, 0)) = 1 for all x ∈ Ω.
With the use of the well-known fact that (detA)′(t0) = TrA
′(t0), if matrix-valued function R ∋ t 7→ A(t) is
differentiable at a point t = t0 and A(t0) = Id (see, e.g. [59, Thrm. 8.1]), one obtains that
∂
∂ε
det∇xη(x, 0) = −
d∑
i=1
∂ϕi
∂xi
(x) ∀x ∈ Ω. (4.13)
Finally, observe that ∇yξ(η(x, ε), ε) = Id + ε∇ϕ(η(x, ε)) for all x ∈ Ω and ε ∈ (−ε0, ε0), which implies that
∂
∂ε
∇yξ(η(x, ε), ε)
∣∣∣
ε=0
= ∇ϕ(x) (4.14)
for all x ∈ Ω.
By our assumption the integrand f = f(x, u, ξ) is codifferentiable in (x, ξ). Hence by Lemma 1.8 for any
x ∈ Ω, u ∈ Rm, and ξ ∈ Rm×d the function f(·, u, ·) is Hadamard quasidifferentiable at (x, ξ). Consequently,
applying the chain rule for directional derivatives (see, e.g. [25, Theorem I.3.3]) and equalities (4.11)–(4.14) one
obtains that
lim
n→∞
gn(x) − g(x)
εn
= max
(v1,v2)∈∂x,ξf(x,u∗(x),∇u∗(x))
(〈v1,−ϕ(x)〉 + 〈v2,∇u∗(x)∇ϕ(x)〉)
+ min
(w1,w2)∈∂x,ξf(x,u∗(x),∇u∗(x))
(〈w1,−ϕ(x)〉 + 〈w2,∇u∗(x)∇ϕ(x)〉) − f(x, u∗(x),∇u∗(x)) d∑
i=1
∂ϕi
∂xi
(x). (4.15)
for a.e. x ∈ Ω, where the pair [∂x,ξf(x, u, ξ), ∂x,ξf(x, u, ξ)] is the quasidifferential of the function f(·, u, ·) at
(x, ξ) corresponding to the codifferential Dx,ξf(x, u, ξ) (see Lemma 1.8).
Let us estimate (gn(x) − g(x))/εn. As was noted above, det(∇ηε(x)) > 0 for all x ∈ Ω, if |ε| is sufficiently
small (see (4.4)). Therefore, decreasing ε0, if necessary, one can suppose that det(∇ηε(x)) > 0 for all x ∈ Ω and
ε ∈ (−ε0, ε0). By Proposition 1.4 the function ε 7→ g(x, ε) (see (4.11)) is codifferentiable for a.e. x ∈ Ω and all
|ε| < ε0, the set
dεg(x, ε) =
{
(a, v) ∈ R2
∣∣∣ v = 〈v1, ∂η
∂ε
(x, ε)
〉
+
〈
v2,∇u∗(x) ∂
∂ε
∇ξε(ηε(x))
〉
+ f
(
ηε(x), u∗(x),∇u∗(x)∇ξε(ηε(x))
) ∂
∂ε
det(∇ηε(x)), (a, v1, v2) ∈ dx,ξf
(
ηε(x), u∗(x),∇u∗(x)∇ξε(ηε(x))
)}
is a hypodifferential of g(x, ·) at ε, while the set
dεg(x, ε) =
{
(b, w) ∈ R2
∣∣∣w = 〈w1, ∂η
∂ε
(x, ε)
〉
+
〈
w2,∇u∗(x) ∂
∂ε
∇ξε(ηε(x))
〉
,
(b, w1, w2) ∈ dx,ξf
(
ηε(x), u∗(x),∇u∗(x)∇ξε(ηε(x))
)}
is a hyperdifferential of g(x, ·) at ε. By the mean value theorem for codifferentiable functions (Lemma 1.6) for all
n ∈ N and for a.e. x ∈ Ω one can find εn(x) ∈ (0, εn), (0, vn(x)) ∈ dεg(x, εn(x)), and (0, wn(x)) ∈ dεg(x, εn(x))
such that
g(x, εn)− g(x, 0)
εn
= vn(x) + wn(x) ∀n ∈ N and a.e. x ∈ Ω.
Thus, for all n ∈ N and for a.e. x ∈ Ω there exist
(0, v1n(x), v2n(x)) ∈ dx,ξf
(
η(x, εn(x)), u∗(x),∇u∗(x)∇xξ(η(x, εn(x)), εn(x))
)
(0, w1n(x), w2n(x)) ∈ dx,ξf
(
η(x, εn(x)), u∗(x),∇u∗(x)∇xξ(η(x, εn(x)), εn(x))
)
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such that
g(x, εn)− g(x, 0)
εn
=
〈
v1n(x) + w1n(x),
∂η
∂ε
(x, εn(x))
〉
+
〈
v2n(x) + w2n(x),∇u∗(x) ∂
∂ε
∇ξ(η(x, εn(x)), εn(x))
〉
+ f
(
η(x, εn(x)), u∗(x),∇u∗(x)∇ξ(η(x, εn(x)), εn(x))
) ∂
∂ε
det(∇η(x, εn(x))) (4.16)
for all n ∈ N and a.e. x ∈ Ω.
Let us estimate the right-hand side of equality (4.16). To this end, recall that by definition for all x ∈ Ω and
ε ∈ (−ε0, ε0) one has ξ(η(x, ε), ε) − x = 0 and ξ ∈ C∞(Ω × (−ε0, ε0);Rd). Therefore, by the implicit function
theorem η ∈ C∞(Ω× (−ε0, ε0);Rd). Consequently, all first and second order partial derivatives of ξ and η are
bounded on suppϕ × [−ε∗, ε∗] for any ε∗ ∈ (0, ε0). On the other hand, if x ∈ Ω \ suppϕ, then by definition
ξε(x) = x = ηε(x) for all ε(−ε0, ε0), which implies that for any such x one has ∇ξε(x) = ∇ηε(x) = Id, while all
mixed partial derivatives involving differentiation with respect to ε are equal to zero. Hence taking into account
the fact that ηε maps suppϕ onto suppϕ for any ε ∈ (−ε0, ε0), since ξε is a diffeomorphism of Ω and ξε(y) = y
for any y ∈ Ω \ suppϕ, one obtains that
K = sup
x,ε
{ ∣∣∣∣∂η∂ε (x, ε)
∣∣∣∣ , ∣∣∣∣ ∂∂ε∇ξε(ηε(x))
∣∣∣∣ , ∣∣∣∣ ∂∂ε det(∇ηε(x))
∣∣∣∣ , |∇ξε(ηε(x))|} < +∞
where the supremum is taken over all (x, ε) ∈ Ω× [−ε∗, ε∗] for an arbitrary ε∗ ∈ (0, ε0).
Put ε∗ = maxn |εn| < ε0 (the maximum is attained, since the sequence {εn} ⊂ (−ε0, ε0) converges to zero).
Then estimating the right-hand side of (4.16) with the use of the growth conditions on f and Dx,ξf (see (4.7)
and (4.8)) one obtains that there exist C1, C2 > 0 such that∣∣∣∣gn(x)− g(x)εn
∣∣∣∣ = ∣∣∣∣g(x, εn)− g(x, 0)εn
∣∣∣∣ ≤ 3K[C1 + C2(|u∗(x)|p +Kp|∇u∗(x)|p)]
+ 2K|∇u∗(x)|
[
C1 + C2
(|u∗(x)|p−1 +Kp−1|∇u∗(x)|p−1)]
for a.e. x ∈ Ω and all n ∈ N. Hence with the use of Ho¨lder’s inequality one gets that the sequence {gn(·)−g(·)/εn}
is dominated by an integrable function. Thus, by Lebesgue’s dominated convergence theorem the function on
the right-hand side of (4.15) is integrable and
lim
ε→0
I(ϑε)− I(u)
ε
=
∫
Ω
(
max
(〈v1,−ϕ(x)〉 + 〈v2,∇u∗(x)∇ϕ(x)〉)
+min
(〈w1,−ϕ(x)〉 + 〈w2,∇u∗(x)∇ϕ(x)〉) − f(x, u∗(x),∇u∗(x)) d∑
i=1
∂ϕi
∂xi
(x)
)
dx, (4.17)
where the maximum is taken over all (v1, v2) ∈ ∂x,ξf(x, u∗(x),∇u∗(x)) and the minimum is taken over all
(w1, w2) ∈ ∂x,ξf(x, u∗(x),∇u∗(x)).
Recall that by our assumption Dx,ξf(·) is a Carathe´odory map, which by [2, Thrm. 8.2.8] implies that
the maps dx,ξf(·, u∗(·),∇u∗(·)) and dx,ξf(·, u∗(·),∇u∗(·)) are measurable. Therefore by [2, Thrms. 8.2.4]
and Lemma 1.8 the multifunctions ∂x,ξf(·, u∗(·),∇u∗(·)) and ∂x,ξf(·, u∗(·),∇u∗(·)) are measurable and take
nonempty values. Consequently, by [2, Thrm. 8.1.3] there exist measurable selections of these multifunctions.
Denote by ∂ivI(u∗) (“iv” stands for inner variation) the set of all those functionals x∗ ∈ (W1,∞0 (Ω;Rm))∗
for which one can find a measurable selection (v1(·), v2(·)) of the map ∂x,ξf(·, u∗(·),∇u∗(·)) such that
〈x∗, h〉 =
∫
Ω
(〈−v1(x), h(x)〉 + 〈∇u∗(x)T v2(x) − f(x, u∗(x),∇u∗(x))Id,∇h(x)〉) dx
for all h ∈W1,10 (Ω;Rd). Denote also by ∂ivI(u∗) the set of all those functionals y∗ ∈ (W1,∞0 (Ω;Rm))∗ for which
one can find a measurable selection (w1(·), w2(·)) of the multifunction ∂x,ξf(·, u∗(·),∇u∗(·)) such that
〈y∗, h〉 =
∫
Ω
(〈−w1(x), h(x)〉 + 〈∇u∗(x)Tw2(x),∇h(x)〉) dx ∀h ∈W1,10 (Ω;Rm).
It should be noted that the inclusion ∂ivI(u∗), ∂ivI(u∗) ⊂ (W1,∞0 (Ω;Rm))∗, as well as the fact that these sets
are bounded, follows directly from the growth conditions (4.7) and (4.8). Furthermore, these sets are convex,
since by definition the sub- and super-differential ∂x,ξf and ∂x,ξf are convex sets.
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Observe that by definition for any ϕ ∈ C∞c (Ω;Rd) one has∫
Ω
min
(w1,w2)∈∂x,ξf(x,u∗(x),∇u∗(x))
(〈w1,−ϕ(x)〉 + 〈w2,∇u∗(x)∇ϕ(x)〉) dx ≤ inf
y∗∈∂ivI(u∗)
〈y∗, ϕ〉. (4.18)
On the other hand, by Filippov’s theorem [2, Thrm. 8.2.10] for any ϕ ∈ C∞c (Ω;Rm) there exists a measurable
selection (w1(·), w2(·)) of the multifunction ∂x,ξf(·, u∗(·),∇u∗(·)) such that
min
(〈w1,−ϕ(x)〉+ 〈w2,∇u∗(x)∇ϕ(x)〉) dx = 〈w1(x),−ϕ(x)〉 + 〈w2(x),∇u∗(x)∇ϕ(x)〉
for a.e. x ∈ Ω, where the minimum is taken over all (w1, w2) ∈ ∂x,ξf(x, u∗(x),∇u∗(x)), which implies that for
the corresponding functional y∗ ∈ ∂ivJ (u∗) one has∫
Ω
min
(w1,w2)∈∂x,ξf(x,u∗(x),∇u∗(x))
(〈w1,−ϕ(x)〉 + 〈w2,∇u∗(x)∇ϕ(x)〉) dx = 〈y∗, ϕ〉.
Thus, inequality (4.18) is satisfied as equality and the infimum on the right-hand side is attained. Hence with
the use of the same equality for ∂ivI(u∗) and (4.17) one obtains that
lim
ε→0
I(ϑε)− I(u)
ε
= max
x∗∈∂ivI(u∗)
〈x∗, ϕ〉+ min
y∗∈∂ivI(u∗)
〈y∗, ϕ〉 ≥ 0.
Recall that ϕ ∈ C∞c (Ω;Rd) was chosen arbitrarily. Therefore for any y∗ ∈ ∂ivI(u∗) one has
J (ϕ) = max
x∗∈∂
iv
I(u∗)
〈x∗, ϕ〉+ 〈y∗, ϕ〉 ≥ 0 ∀ϕ ∈ C∞c (Ω;Rd). (4.19)
From the boundedness of the set ∂ivI(u∗) in (W1,∞0 (Ω;Rm))∗ it follows that the convex functional J is contin-
uous on W1,∞0 (Ω;R
m) (see, e.g. [35, Prp. 2.5]). Therefore, inequality (4.19) is satisfied for all ϕ ∈W1,∞0 (Ω;Rm).
Suppose that the set ∂ivI(u∗) is weak∗ closed. Then with the use of inequality (4.19) and the separation
theorem one can easily check that there exists x∗ ∈ ∂ivI(u∗) such that x∗ + y∗ = 0. Now arguing in a similar
way to the proof of Theorem 3.1 and bearing in mind the definition of the sets ∂ivI(u∗) and ∂ivI(u∗) one can
easily verify that the Noether inclusion (4.10) holds true.
Thus, it remains to check that the set ∂ivI(u∗) is weak∗ closed. Denote by F the set of all those measurable
functions z : Ω → Rd×Rd×d for which one can find a measurable selection (v1(·), v2(·)) of the multifunction
∂x,ξf(·, u∗(·),∇u∗(·)) such that z(x) = (−v1(x),∇u∗(x)T v2(x) − f(x, u∗(x),∇u∗(x))Id) for a.e. x ∈ Ω. From
the growth conditions (4.7) and (4.8) and the convexity of subdifferential ∂x,ξf it follows that F is a bounded
convex subset of the space X = L1(Ω;Rd)× L1(Ω;Rd×d).
For any element z(·) = (z1(·), z2(·)) ∈ F denote by T (z) linear functional x∗ ∈ (W1,∞0 (Ω;Rd))∗ defined as
follows:
〈x∗, h〉 =
∫
Ω
(〈z1(x), h(x)〉 + 〈z2(x),∇h(x)〉) dx ∀h ∈W1,∞0 (Ω;Rd).
It is easily seen that T (F) = ∂ivI(u∗) and T is a continuous linear operator from the space L1(Ω;Rd) ×
L1(Ω;Rd×d) endowed with the weak topology to the space (W1,∞0 (Ω;R
d))∗ endowed with the weak∗ topology.
Therefore, it is sufficient to prove that the set F is weakly compact.
By the Eberlein-Sˇmulian theorem it suffice to verify that F is weakly sequentially compact. Choose any
sequence {zn(·)} ⊂ F . Utilising the growth conditions (4.7) and (4.8) and a characterisation of weak relative
compactness in L1(Ω) [9, Thrm. 4.7.20] in the same way as in the proof of the case p = +∞ of Lemma 2.7,
one can find a subsequence {znk(·)} weakly converging to some z. By Mazur’s lemma there exists a sequence
of convex combinations {ẑnk(·)} of elements of the sequence {znk(·)} strongly converging to z. Replacing this
sequence by a subsequence, if necessary, one can suppose that {ẑnk(·)} converges to z a.e. on Ω. Therefore
bearing in mind the definition of F and the fact that the set{
(−v1,∇u∗(x)T v2 − f(x, u∗(x),∇u∗(x))Id)
∣∣∣ (v1, v2) ∈ ∂x,ξf(x, u∗(x),∇u∗(x))}
is convex and closed for a.e. x ∈ Ω, since the subdifferential ∂x,ξf is convex and closed, one obtains that z ∈ F ,
which implies that the set F is weakly sequentially compact.
Remark 4.5. Note that in the case when both f and u∗ are twice continuously differentiable, one can define
dx,ξf(x, u, ξ) = {(0, f ′x(x, u, ξ), f ′ξ(x, u, ξ)} and dx,ξf(x, u, ξ) = {(0, 0, 0)}. In this case inclusion (4.10) is reduced
to the partial differential equations
f ′x(x, u∗(x),∇u∗(x)) + div
(
∇u∗(x)T f ′ξ(x, u∗(x),∇u∗(x))− f(x, u∗(x),∇u∗(x))Id
)
= 0,
which is known as the Noether equations (see, e.g. [39, Sect. 3.1]).
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Let us give a simple application of Theorem 4.4.
Example 4.6 (a nonsmooth law of conservation of energy). Suppose that the function f satisfies the assump-
tions of Theorem 4.4 and does not depend on x. Then by Theorem 4.4, if u∗ is a locally optimal solution of the
problem
min I(u) =
∫
Ω
f(u(x),∇u(x)) dx subject to u ∈ u0 +W1,p0 (Ω;Rm),
then for any measurable selection (0, w2(·)) of dξf(u∗(·),∇u∗(·)) one can find a measurable selection (0, v2(·))
of dξf(u∗(·),∇u∗(·)) such that the following nonsmooth law of conservation of energy holds true:
div(∇u∗(x)T (v2(x) + w2(x)) − f(u∗(x),∇u∗(x))Id) = 0 for a.e. x ∈ Ω.
In the one-dimensional case (i.e. when d = 1) this equality implies that there exists c ∈ R such that
〈u′∗(x), v2(x) + w2(x)〉 − f(u∗(x), u′∗(x)) = c for a.e. x ∈ Ω.
This condition can be viewed as a nonsmooth version of the well-known Erdmann condition. In particular, if
f(u, ξ) = f1(u) + f2(ξ), where f2 is a convex function, then for any locally optimal solution u∗ one can find
a measurable selection v(·) of the multifunction ∂f2(u′∗(·)) (here ∂ is the subdifferential in the sense of convex
analysis) such that 〈u′∗(x), v(x)〉 − f1(u∗(x)) = c for some c ∈ R and a.e. x ∈ (α, β).
4.2 Nonsmooth Noether’s Theorem?
Since the Noether equations can be extended to the case of nonsmooth problems of the calculus of variations,
one might wonder whether it is possible to extend famous Noether’s theorem on a correspondence between
symmetries of the action of a physical system and conservation laws to the case of physical systems with
nonsmooth Lagrangian functions (see [3–5, 27] for examples of such systems). Apparently, the answer to this
question is negative, at least within the approach adopted in this article. Let us briefly explain the reasons
behind this answer. To this end, let us try to extend the proof of Noether’s Theorem from [39] to the nonsmooth
setting.
Consider a nonsmooth Lagrangian f = f(x, u, ξ) defined for all (x, u, ξ) ∈ Rd×Rm×Rm×d and the corre-
sponding functional
I(u,Ω) =
∫
Ω
f(x, u(x),∇u(x)) dx
where Ω ⊂ Rm is a bounded open set and u ∈ W1,p(Ω;Rm). Let us consider a one-parameter group of
transformations (x, u) 7→ (y, ϑ) of the form
y = Y (x, u, ε), ϑ = V (x, u, ε), (4.20)
where Y and V are sufficiently smooth mappings and ε ∈ R is a parameter. We suppose that x = Y (x, u, 0)
and u = V (x, u, 0) for all x ∈ Rd and u ∈ Rm.
Fix any function u ∈W1,p(Ω;Rm). Applying transformations (4.20) to this function we obtain variations
ηε(x) = Y (x, u(x), ε), Vε(x) = V (x, u(x), ε)
of independent variables x and dependent variables u. Put Ωε = η(Ω, ε). The set Ωε can be viewed as the domain
of new variable y. With the use of the fact that x = Y (x, u, 0) and u =W (x, u, 0) one can check that under some
natural assumptions ηε : Ω → Ωε is a diffeomorphism, provided |ε| is sufficiently small. Consequently, for any
such ε one can define the inverse mapping ξε : Ωε → Ω and introduce a family of functions ϑε(y) = Vε(ξε(y)),
y ∈ Ωε,obtained from the original function u via transformation (x, u) 7→ (y, ϑ). Finally, define
I(ϑε,Ωε) =
∫
Ωε
f(y, ϑε(y),∇ϑε(y)) dy.
Suppose that the functional I is invariant with respect to transformation (4.20), i.e. that for any domain
Ω ⊂ Rn and any function u ∈W1,p(Ω;Rm) one has I(ϑε,Ωε) = I(u,Ω), if |ε| is sufficient small. Then
lim
ε→0
I(ϑε,Ωε)− I(u,Ω)
ε
= 0, (4.21)
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provided the limit exists. To guarantee its existence, we suppose that the function f is codifferentiable. Let Df
be its codifferential and D = [∂f, ∂f ] be the corresponding quasidifferential. For any x,∆x ∈ Rd, u,∆u ∈ Rm,
and ξ,∆ξ ∈ Rm×d denote
φf (x, u, ξ; ∆x,∆u,∆ξ) = max
(v1,v2,v3)∈∂f(x,u,ξ)
(〈v1,∆x〉+ 〈v2,∆u〉+ 〈v3,∆ξ〉),
ψf (x, u, ξ; ∆x,∆u,∆ξ) = min
(w1,w2,w3)∈∂f(x,u,ξ)
(〈w1,∆x〉+ 〈w2,∆u〉+ 〈w3,∆ξ〉). (4.22)
Imposing some natural growth conditions and arguing in the same way as in the proof of Theorem 4.4 one can
verify that the limit in (4.21) exists and is equal to∫
Ω
(
φf (x, u(x),∇u(x); θ(x), ω(x),∇ω(x) −∇u(x)∇θ(x))
+ ψf (x, u(x),∇u(x); θ(x), ω(x),∇ω(x) −∇u(x)∇θ(x)) + f(x, u(x),∇u(x))Tr(∇θ(x))
)
dx, (4.23)
where
θ(x) =
∂Y
∂ε
(x, u(x), 0), ω(x) =
∂V
∂ε
(x, u(x), 0).
Choose Ω as an open ball with radius r and centre x ∈ Rd. Then dividing (4.23) by the volume of this ball and
passing to limit as r→ +0 with the use of the Lebesgue differentiation theorem one obtains that
φf (x, u(x),∇u(x); θ(x), ω(x),∇ω(x) −∇u(x)∇θ(x))
+ ψf (x, u(x),∇u(x); θ(x), ω(x),∇ω(x) −∇u(x)∇θ(x)) + f(x, u(x),∇u(x)) div(θ(x)) = 0
for a.e. x ∈ Rd. In the smooth case this equality leads directly to Noether’s theorem (see [39, Sect. 3.4]).
However, in the nonsmooth case the presence of max and min operators in the definitions of φf and ψf
(see (4.22)) does not allow one to transform this expression.
5 Conclusions
In this paper we presented a general theory of first order necessary optimality conditions for nonsmooth multi-
dimensional problems of the calculus of variations on arbitrary (not necessarily bounded) domains. This theory
is based on the concepts of codifferentiability and quasidifferentiability of nonsmooth functions developed in
the finite dimensional case by Demyanov, Rubinov, and Polyakova (see [24–26]). We proved that a nonsmooth
integral functional defined on the Sobolev space is continuously codifferentiable and computed its codifferential
and quasidifferential under the assumption that the integrand satisfies the codifferentiability conditions intro-
duced in this paper. These conditions, in essence, mean that the integrand is continuously codifferentiable
and satisfies, along with its codifferential, some natural growth conditions. In comparison with our previous
paper [29], in this work we proved the codifferentiability of the integral functional without the assumption
that the domain of integration is bounded and has the segment property (provided p > 1), demonstrated that
the obscure and hard to verify assumption on uniform codifferentiability with respect to the Sobolev space is
completely redundant (thus, giving a positive answer to the second question raised in [29, Remark 4.22]), and
proved the continuous codifferentiability of the integral functional for all 1 ≤ p ≤ +∞ (in [29] the continuity of
the codifferential mapping was proved only in the case p = +∞).
The explicit expressions for a codifferential and a quasidifferential of the integral functional obtained in this
article allowed us to apply general necessary optimality conditions for constrained nonsmooth optimisation prob-
lems in Banach spaces in terms of quasidifferentials [32,33] to easily obtain necessary optimality conditions for
constrained nonsmooth problems of the calculus of variations, including problems with additional constraints at
the boundary, problems with isoperimetric constraints, and problems with nonholonomic inequality constraints.
As is demonstrated by a series of simple examples, our optimality conditions are sometimes better than the ex-
isting ones in terms of various subdifferentials, since they are able to detect the non-optimality of a given point,
when subdifferential-based optimality conditions fail to disqualify this point as non-optimal. Furthermore, to
the best of author’s knowledge, constrained nonsmooth multidimensional problems of the calculus of variations
have never been analysed before, while unconstrained multidimensional problems have been studied only by
Clarke [15] and in author’s previous paper [29].
Apart from the traditional approach to an analysis of optimality conditions, we also studied variations of
the dependent variables (so-called inner variations) and utilised them to extend the Noether equations to the
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nonsmooth case. With the use of these equations we obtained a nonsmooth law of conservation of energy for
autonomous nonsmooth variational problems. To the best of author’s knowledge, nonsmooth versions of the
Noether equations have never been studied before.
Finally, in the end of the paper we briefly discussed why famous Noether’s theorem on symmetries and
conservation laws cannot be directly extended to a nonsmooth setting. It is unclear whether such an extension
is possible. Apparently, if an extension is possible, then in the nonsmooth case symmetries of the action of
a physical systems do not correspond to conservation laws, but rather to some variational inequalities. A
derivation of such inequalities is an interesting topic of future research.
References
[1] R. A. Adams. Sobolev Spaces. Academic Press, New York, 1975.
[2] J.-P. Aubin and H. Frankowska. Set-Valued Analysis. Birkha¨user, Boston, 1990.
[3] L. Bayo´n, J. M. Grau, M. M. Ruiz, and P. M. Sua´rez. Nonsmooth optimization of hydrothermal problems.
J. Comput. Appl. Math., 192:11–19, 2006.
[4] L. Bayo´n, J. M. Grau, M. M. Ruiz, and P. M. Sua´rez. A constrained and non-smooth hydrothermal
problem. Appl. Math. Comput., 209:10–18, 2009.
[5] L. Bayo´n, J. M. Grau, M. M. Ruiz, and P. M. Sua´rez. A hydrothermal problem with non-smooth La-
grangian. J. Ind. Manag. Optim., 10:761–776, 2014.
[6] S. Bellaassali. Contributions a` l’optimisation multicrete`re. PhD thesis, Universite´ de Bourgogne, Lab-
oratoire Analyse Applique´e et Optimisation, Dijon, France, 2003. Available at: https://tel.archives-
ouvertes.fr/file/index/docid/46039/filename/tel-00004421.pdf.
[7] D. N. Bessis, Yu. S. Ledyaev, and R. B. Vinter. Dualization of the Euler and Hamiltonian inclusions.
Nonlinear Anal., 43:861–882, 2001.
[8] A. Boccia, M. D. R. de Pinho, and R. B. Vinter. Optimal control problems with mixed and pure state
constraints. SIAM J. Control Optim., 54:3061–3083, 2016.
[9] V. I. Bogachev. Measure Theory. Volume I. Springer-Verlag, Berlin, Heidelberg, 2007.
[10] F. Clarke. Necessary Conditions in Dynamic Optimization. American Mathematical Society, Providence,
Rhode Island, 2005.
[11] F. Clarke and M. R. de Pinho. Optimal control problems with mixed constraints. SIAM J. Control Optim.,
48:4500–4524, 2010.
[12] F. H. Clarke. The Euler-Lagrange differential inclusion. J. Differ. Equ., 19:80–90, 1975.
[13] F. H. Clarke. The generalized problem of Bolza. SIAM J. Control Optim., 14:682–699, 1976.
[14] F. H. Clarke. The Erdmann condition and Hamiltonian inclusions in optimal control and the calculus of
variations. Can. J. Math., 32:494–509, 1980.
[15] F. H. Clarke. Optimization and Nonsmooth Analysis. Wiley–Interscience, New York, 1983.
[16] F. H. Clarke. A decoupling principle in the calculus of variations. J. Math. Anal. Appl., 172:92–105, 1993.
[17] F. H. Clarke and M. R. de Pinho. The nonsmooth maximum principle. Control Cybern., 38:1151–1167,
2009.
[18] F. H. Clarke, Yu. S. Ledyaev, R. J. Stern, and P. R. Wolenski. Nonsmooth Analysis and Control Theory.
Springer-Verlag, New York, 1998.
[19] G. Cupini, M. Guidorzi, and C. Marcelli. Necessary conditions and non-existence results for autonomous
nonconvex variational problems. J. Differ. Equ., 243:329–348, 2007.
[20] B. Dacorogna. Direct Methods in the Calculus of Variations. Springer-Verlag, New York, 2008.
41
[21] V. F. Demyanov. Continuous generalized gradients for nonsmooth functions. In A. Kurzhanski, K. Neu-
mann, and D. Pallaschke, editors, Optimization, Parallel Processing and Applications, pages 24–27.
Springer, Berlin, Heidelberg, 1988.
[22] V. F. Demyanov. On codifferentiable functions. Vestn. Leningr. Univ., Math., 2:22–26, 1988.
[23] V. F. Demyanov. Smoothness of nonsmooth functions. In F. Clarke, V. Demyanov, and F. Giannesssi,
editors, Nonsmooth Optimization and Related Topics, pages 79–88. Springer, Boston, 1989.
[24] V. F. Demyanov and L. C. W. Dixon, editors. Quasidifferential Calculus. Springer, Berlin, Heidelberg,
1986.
[25] V. F. Demyanov and A. M. Rubinov. Constructive Nonsmooth Analysis. Peter Lang, Frankfurt am Main,
1995.
[26] V. F. Demyanov and A. M. Rubinov, editors. Quasidifferentiability and Related Topics. Kluwer Academic
Publishers, Dordrecht, 2000.
[27] V. F. Demyanov, G. E. Stavroulakis, L. N. Polyakova, and P. D. Panagiotopoulos. Quasidifferentiability and
Nonsmooth Modelling in Mechanics, Engineering and Economics. Kluwer Academic Publishers, Dordrecht,
1996.
[28] M. V. Dolgopolik. Codifferential calculus in normed spaces. J. Math. Sci., 173:441–462, 2011.
[29] M. V. Dolgopolik. Nonsmooth problems of calculus of variations via codifferentiation. ESAIM: Control
Optim. Calc. Var., 20:1153–1180, 2014.
[30] M. V. Dolgopolik. Abstract convex approximations of nonsmooth functions. Optim., 64:1439–1469, 2015.
[31] M. V. Dolgopolik. A convergence analysis of the method of codifferential descent. Comput. Optim. Appl.,
71:879–913, 2018.
[32] M. V. Dolgopolik. Metric regularity of quasidifferentiable mappings and optimality conditions for nons-
mooth mathematical programming problems. Set-Valued Var. Anal., 2019. doi: 10.1007/s11228-019-00521-
4.
[33] M. V. Dolgopolik. Sharp optimality conditions for nonsmooth mathematical programming problems in
terms of quasidifferentials. arXiv: 1910.06050, 2019.
[34] N. Dunford and J. T. Schwartz. Linear Operators, Part 1: General Theory. John Wiley & Sons, New
Jersey, 1958.
[35] I. Ekeland and R. Temam. Convex Analysis and Variational Problems. SIAM, Philadelphia, 1999.
[36] G. B. Folland. Real Analysis. Modern Techniques and Their Applications. Interscience Publishers, New
York, 1984.
[37] Y. Gao. On the minimal quasidifferential in the one-dimensional case. Soochow J. Math., 24:211–218, 1998.
[38] F. Giannessi. A common understanding or a common misunderstanding? Numer. Funct. Anal. Optim.,
16:1359–1363, 1995.
[39] M. Giaquinta and S. Hildebrandt. Calculus of Variations I. Springer-Verlag, Berling, Heidelberg, 2004.
[40] J. Grzybowski, D. Pallaschke, and R. Urban´ski. On the reduction of pairs of bounded closed convex sets.
Studia Math., 189:1–12, 2008.
[41] J. Grzybowski, D. Pallaschke, and R. Urban´ski. On the amount of minimal pairs of convex sets. Optim.
Methods Softw., 25:89–96, 2010.
[42] J. Grzybowski and R. Urban´ski. Minimal pairs of bounded closed convex sets. Studia Math., 126:95–99,
1997.
[43] J. Grzybowski and R. Urban´ski. Three criteria of minimality for pairs of compact convex sets. Optim.,
55:569–576, 2006.
[44] M. Handschug. On equivalent quasidifferentials in the two-dimensional case. Optim., 20:37–43, 1989.
42
[45] A. Ioffe. Euler-Lagrange and Hamiltonian formalisms in dynamic optimization. Trans. Amer. Math. Soc.,
349:2871–2900, 1997.
[46] A. D. Ioffe. On necessary conditions for a minimum. J. Math. Sci., 217:751–772, 2016.
[47] A. D. Ioffe. On generalized Bolza problems and its application to dynamic optimization. J. Optim. Theory
Appl., 182:285–309, 2019.
[48] A. D. Ioffe and R. T. Rockafellar. The Euler andWeierstrass conditions for nonsmooth variational problems.
Calc. Var. Partial Differ. Equ., 4:59–87, 1996.
[49] A. D. Ioffe and V. M. Tihomirov. Theory of Extremal Problems. North-Holland Publishing Company,
Amsterdam etc., 1979.
[50] A. Jourani. Lagrangian and Hamiltonian necessary conditions for the generalized Bolza problem and
applications. J. Nonlinear Convex Anal., 10:437–454, 2009.
[51] A. Jourani and L. Thibault. Approximate subdifferential and metric regularity: the finite-dimensional case.
Math. Program., 47:203–218, 1990.
[52] L. Kuntz. A characterization of continuously codifferentiable functions and some consequences. Optim.,
22:539–547, 1991.
[53] G. Leoni. A First Course in Sobolev spaces. American Mathematical Society, Providence, RI, 2009.
[54] P. D. Loewen. Optimal Control and Nonsmooth Analysis. American Mathematical Society, Providence,
Rhode Island, 1993.
[55] P. D. Loewen and R. T. Rockafellar. The adjoint arc in nonsmooth optimization. Trans. Amer. Math.
Soc., 325:39–72, 1991.
[56] P. D. Loewen and R. T. Rockafellar. Optimal control of unbounded differential inclusions. SIAM J. Control
Optim., 32:442–470, 1994.
[57] P. D. Loewen and R. T. Rockafellar. New necessary conditions for the generalized problem of Bolza. SIAM
J. Control Optim., 34:1496–1511, 1996.
[58] P. D. Loewen and R. T. Rockafellar. Bolza problem with general time constraints. SIAM J. Control Optim.,
35:2050–2069, 1997.
[59] J. R. Magnus and H. Neudecker. Matrix Differential Calculus with Applications in Statistics and Econo-
metrics. Chichester, New York, John Wiley and Sons, 1999.
[60] C. Marcelli. Variational problems with nonconvex, noncoercive, highly discontinuous integrands: charac-
terization and existence of minimizers. SIAM J. Control Optim., 40:1473–1490, 2002.
[61] C. Marcelli. Necessary and sufficient conditions for optimality of nonconvex, noncoercive autonomous
variational problems with constraints. Trans. Amer. Math. Soc., 360:5201–5227, 2008.
[62] C. Marcelli, E. Outkine, and M. Sytchev. Remarks on necessary conditions for minimizers of one-
dimensional variational problems. Math. Prepr. Arch., 2001:1145–1163, 2001.
[63] B. S. Mordukhovich. Approximation Methods in Problems of Optimization and Control. Nauka, Moscow,
1988. [in Russian].
[64] B. S. Mordukhovich. Discrete approximation and refined Euler-Lagrange conditions for nonconvex differ-
ential inclusions. SIAM J. Control Optim., 33:882–915, 1995.
[65] B. S. Mordukhovich. Variational Analysis and Generalized Differentiation I: Basic Theory. Springer-Verlag,
Berling, Heidelberg, 2006.
[66] B. S. Mordukhovich. Variational Analysis and Generalized Differentiation II: Applications. Springer-Verlag,
Berling, Heidelberg, 2006.
[67] D. Pallaschke and R. Urban´ski. Some criteria for the minimality of pairs of compact convex sets. ZOR —
Methods and Models of Operations Research, 37:129–150, 1993.
43
[68] D. Pallaschke and R. Urban´ski. Quasidifferentiable calculus and minimal pairs of compact convex sets.
Schedae Informaticae, 21:107–125, 2012.
[69] E. S. Polovinkin. Differential inclusions with unbounded right-hand side and necessary optimality condi-
tions. Proc. Stekov Inst. Math., 291:237–252, 2015.
[70] E. S. Polovinkin. Necessary optimality conditions for the Mayer problem with unbounded differential
inclusion. IFAC-PapersOnline, 51:521–524, 2018.
[71] E. S. Polovinkin. Pontryagin’s direct method for optimization problems with differential inclusions. Proc.
Stekov Inst. Math., 304:241–256, 2019.
[72] G. B. Price. Bounds for determinants with dominant principal diagonal. Proc. Am. Math. Soc., 2:497–502,
1951.
[73] K. P. S. Bhaskara Rao and M. Bhaskara Rao. Theory of Charges: A Study of Finitely Additive Measures.
Academic Press, London, 1983.
[74] R. T. Rockafellar. Conjugate convex functions in optimal control and the calculus of variations. J. Math.
Anal. Appl., 32:174–222, 1970.
[75] R. T. Rockafellar. Generalized Hamiltonian equations for convex problems of Lagrange. Pac. J. Math.,
33:411–427, 1970.
[76] R. T. Rockafellar. Existence and duality theorems for convex problems of Bolza. Trans. Amer. Math. Soc.,
159:1–40, 1971.
[77] R. T. Rockafellar. Dualization of subgradient conditions for optimality. Nonlinear Anal., 20:627–646, 1993.
[78] S. Scholtes. Minimal pairs of convex bodies in two dimensions. Mathematika, 39:267–273, 1992.
[79] M. Scho¨nherr and F. Schuricht. Pure measures, density measure and the dual of Linfty . arXiv:1710.02197,
pages 1–41, 2017.
[80] M. H. N. Skandari, A. V. Kamyad, and S. Effati. Generalized Euler-Lagrange equation for nonsmooth
calculus of variations. Nonlinear Dyn., 75:85–100, 2014.
[81] R. Vinter and H. Zheng. The extended Euler-Lagrange condition for nonconvex variational problems. SIAM
J. Control Optim., 35:56–77, 1997.
[82] R. B. Vinter. Optimal Control. Birkha¨user, Boston, 2000.
[83] A. Zaffaroni. Codifferentiable mappings with applications to vector optimality. Pilska Studia Mathematica
Bulgarica, 12:255–266, 1998.
[84] A. Zaffaroni. Continuous approximations, codifferentiable functions and minimization methods. In V. F.
Demyanov and A. M. Rubinov, editors, Quasidifferentiability and related Topics, pages 361–391. Kluwer
Academic Publishers, Dordrecht, 2000.
[85] E. Zeidler. Nonlinear Functional Analysis and its Applications I: Fixed-Point Theorems. Springer-Verlag,
New York, 1986.
44
