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0RGHOOLQJ /DUJH 3DUDOOHO &RUSRUD
7KH =XULFK 3DUDOOHO &RUSXV &ROOHFWLRQ
-RKDQQHV *UDsQ1,2 7DQQRQ .HZ3 $QDVWDVVLD 6KDLWDURYD3 0DUWLQ 9RON3
1'HSDUWPHQW RI 6ZHGLVK 8QLYHUVLW\ RI *RWKHQEXUJ
2'HSDUWPHQW RI 7UDQVODWLRQ DQG /DQJXDJH 6FLHQFHV 3RPSHX )DEUD 8QLYHUVLW\
3,QVWLWXWH RI &RPSXWDWLRQDO /LQJXLVWLFV 8QLYHUVLW\ RI =XULFK
$EVWUDFW
7H[W FRUSRUD FRPH LQ PDQ\ GLIIHUHQW VKDSHV
DQG VL]HV DQG FDUU\ KHWHURJHQHRXV DQQRWDWLRQV
GHSHQGLQJ RQ WKHLU SXUSRVH DQG GHVLJQ 7KH
WUXH EHQHILW RI FRUSRUD LV URRWHG LQ WKHLU DQQRWD
WLRQ DQG WKH PHWKRG E\ ZKLFK WKLV GDWD LV HQ
FRGHG LV DQ LPSRUWDQW IDFWRU LQ WKHLU LQWHURSHU
DELOLW\ :H KDYH DFFXPXODWHG D ODUJH FROOHF
WLRQ RI PXOWLOLQJXDO DQG SDUDOOHO FRUSRUD DQG
HQFRGHG LW LQ D XQLILHG IRUPDW ZKLFK LV FRP
SDWLEOH ZLWK D EURDG UDQJH RI 1/3 WRROV DQG
FRUSXV OLQJXLVWLF DSSOLFDWLRQV ,Q WKLV SDSHU
ZH SUHVHQW RXU FRUSXV FROOHFWLRQ DQG GHVFULEH
D GDWD PRGHO DQG WKH H[WHQVLRQV WR WKH SRSXODU
&R1//8 IRUPDW WKDW HQDEOH XV WR HQFRGH LW
 ,QWURGXFWLRQ
7KH EHQHILW RI GLJLWDO FRUSRUD LV URRWHG LQ WKHLU DQ
QRWDWLRQ ,Q WKH KLVWRU\ RI FRUSXV OLQJXLVWLFV VHY
HUDO ILOH IRUPDWV KDYH EHHQ HPSOR\HG WR VWRUH DQG
GLVWULEXWH GLJLWDO FRUSRUD 7RGD\ ZH VHH PDLQO\
WZR W\SHV RI FRUSXV IRUPDWV WKDW KDYH SUHYDLOHG D
WDEXODU RQH ZKHUH HDFK OLQH UHSUHVHQWV D WRNHQ DQG
FROXPQV FRQWDLQ WKHLU DWWULEXWHV DQG D KLHUDUFKLFDO
RQH ZKHUH WRNHQV DUH UHSUHVHQWHG DV OHDYHV RI D
WUHH
2YHU WKH \HDUV WKH ,QVWLWXWH RI &RPSXWDWLRQDO
/LQJXLVWLFV LQ =XULFK KDV DFFXPXODWHG D QXPEHU
RI ODUJH SDUDOOHO FRUSRUD LQ GLIIHUHQW ODQJXDJHV WKDW
VSDQ YDULRXV GRPDLQV DQG JHQUHV KDYH PXOWLSOH
OD\HUV RI DQQRWDWLRQ DQG FDUU\ UDWKHU KHWHURJHQ
HRXV PHWDGDWD 6R IDU FRUSXV GDWD KDV JHQHU
DOO\ EHHQ VWRUHG LQ ;0/ ILOHV IROORZLQJ DQ DG
KRF IRUPDW WKDW KDV QHYHU EHHQ IXOO\ VWDQGDUGLVHG
EXW DGMXVWHG WR DFFRPPRGDWH VSHFLILF FKDUDFWHU
LVWLFV DQG DQQRWDWLRQ ,Q RUGHU WR VWDQGDUGLVH RXU
FRUSRUD DQG WR PDNH RXU GDWD GLUHFWO\ FRPSDWLEOH
ZLWK PRGHUQ 1DWXUDO /DQJXDJH 3URFHVVLQJ 1/3
WRROV ZH H[WHQG WKH &R1//8 IRUPDW 1LYUH HW DO
 6LQFH RXU FRUSRUD DUH SDUDOOHO RU KDYH ODUJH
PXOWLSDUDOOHO SDUWV VSHFLDO DWWHQWLRQ LV JLYHQ WR WKH
UHSUHVHQWDWLRQ RI DOLJQPHQW LQIRUPDWLRQ 2WKHU
W\SHV RI DQQRWDWLRQ LQFOXGLQJ QDPHG HQWLWLHV DQG
FRGH VZLWFKLQJ DUH DOVR DFFRXQWHG IRU
7KLV SDSHU ILUVW GHVFULEHV WKH WKHRUHWLFDO UHOD
WLRQDO GDWD PRGHO WKDW ZH LQIHU IURP RYHU  \HDUV
RI ZRUN RQ WKH FXUDWLRQ RI FRUSRUD WKH FKDOOHQJHV
IDFHG DQG RXU FRQVLGHUDWLRQV UHJDUGLQJ FRPSDWLELO
LW\ DQG H[WHQVLELOLW\ 6HFWLRQ  7KHQ ZH SURSRVH
DQ H[WHQGHG &R1//8 IRUPDW IRU VWRULQJ SDUDOOHO
FRUSRUD ZLWK PXOWLSOH OD\HUV RI RSWLRQDO DQQRWDWLRQ
6HFWLRQ  7KLV IRUPDW IDFLOLWDWHV WKH DJJUHJDWLRQ
RI GDWD IURP GLIIHUHQW FRUSRUD ZKLOH EHLQJ GLUHFWO\
FRPSDWLEOH ZLWK UHODWLRQDO GDWDEDVHV DOORZLQJ IRU
FRPSOH[ \HW HIILFLHQW TXHULHV /DVWO\ ZH SUHVHQW
RXU SDUDOOHO FRUSXV FROOHFWLRQ 6HFWLRQ  ZKLFK LV
QRZ PDGH DYDLODEOH LQ WKLV VWDQGDUGLVHG IRUPDW
 'DWD 0RGHO
)LUVW ZH WDNH D KLJKOHYHO YLHZ RI RXU GDWD DQG FUH
DWH D PRGHO ZKLFK FRQVLGHUV D FRPSRVLWLRQDO KLHU
DUFK\ RI WKUHH HQWLW\ W\SHV WRNHQV VHQWHQFHV DQG
WH[WV 7KH WRNHQ LV W\SLFDOO\ WKH VPDOOHVW XQLW LQ
WH[W FRUSRUD EXW FI &KLDUFRV HW DO  DV VXFK
DQQRWDWLRQ LV SUHGRPLQDQWO\ SHUIRUPHG RQ WRNHQV
RQ D VHQWHQFHE\VHQWHQFH OHYHO ,Q RXU FRUSRUD
VHTXHQFHV RI WRNHQV IRUP VHQWHQFHV DOWKRXJK WKLV
PD\ QRW EH WKH FDVH IRU DOO W\SHV RI FRUSRUD HJ
%LEOH YHUVHV &KULVWRGRXORXSRXORV DQG 6WHHGPDQ
 RU VXEWLWOHV /LVRQ DQG 7LHGHPDQQ 
ZKLFK PD\ PRGHO YHUVHV RU OLQHV 6HQWHQFHV RI
WHQ IRUP SDUDJUDSKV ZKLFK LQ WXUQ IRUP FRKHU
HQW WH[WV :KLOH SDUDJUDSKV W\SLFDOO\ VXEGLYLGH
WH[WV LQWR VPDOOHU WKHPDWLF EORFNV WKH FRQFHSW RI
ZKDW FRQVWLWXWHV D SDUDJUDSK LV VRPHZKDW DUELWUDU\
([FHSWLRQV DUH PHWKRGV OLNH FRUHIHUHQFH UHVROXWLRQ RU DU
JXPHQW GHWHFWLRQ ZKLFK UHTXLUH DQQRWDWLRQ DFURVV D VHTXHQFH
RI VHQWHQFHV
:H XVH µWH[W¶ WR UHIHU WR D FRKHVLYH DQG FRKHUHQW ERG\ RI
WH[W ZLWKLQ D FRUSXV WKDW FRXOG FRQVWLWXWH D GRFXPHQW DUWLFOH
RU VSHDNHU WXUQV LQ SDUOLDPHQWDU\ GHEDWHV
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)LJXUH  80/ FODVV GLDJUDP RI D SDUDOOHO FRUSXV ZLWK SRWHQWLDO KLHUDUFKLFDO DOLJQPHQW RQ GLIIHUHQW OHYHOV
DQG LV RIWHQ QRW FRQVLVWHQWO\ KDQGOHG LQ GLIIHUHQW
ODQJXDJHV 7KXV ZH UHIUDLQ IURP UHJDUGLQJ SDUD
JUDSKV DV DQ HQWLW\ LQ RXU PRGHO LQVWHDG IRFXV
LQJ RQ WKH KLHUDUFK\ EHWZHHQ WRNHQV VHQWHQFHV DQG
WH[WV VHH )LJXUH 
$V PRVW DQQRWDWLRQ LQ RXU FRUSRUD LV FHQWUHG
DURXQG WRNHQV ZH PRGHO WKH WRNHQ HQWLW\ ZLWK
FRPPRQ DWWULEXWHV VXFK DV VXUIDFH IRUP OHPPD
SDUWRIVSHHFK WDJ DQG PRUSKRORJLFDO IHDWXUHV
'HSHQGHQF\ JUDPPDU VWUXFWXUHV DUH UHSUHVHQ
WHG WKURXJK D UHFXUVLYH UHODWLRQVKLS EHWZHHQ WZR
WRNHQV DQG GHILQHG E\ DQ DWWULEXWH FRUUHVSRQGLQJ
WR WKH V\QWDFWLF IXQFWLRQ +HUH DQ RSWLRQDO RQHWR
PDQ\ FDUGLQDOLW\ GHVFULEHV GHSHQGHQF\ DQQRWDWLRQ
VXLWDEOH IRU WUHH VWUXFWXUHV *UDSK VWUXFWXUHV FDQ EH
H[SUHVVHG LQ D VLPLODU ZD\ LI WKH VRXUFH FDUGLQDOLW\
LV ORRVHQHG WR DOORZ IRU WKH UHSUHVHQWDWLRQ RI PXO
WLSOH KHDGV IRU HDFK WRNHQ 7KH VHTXHQWLDO RUGHU RI
WRNHQV LQ D VHQWHQFH LV PRGHOOHG DV D SUHFHGHQFH
UHODWLRQ EHWZHHQ WZR DGMDFHQW WRNHQV $Q DWWULEXWH
RI WKLV UHODWLRQ VSHFLILHV ZKHWKHU WRNHQV DUH VHSDU
DWHG E\ ZKLWH VSDFH LQ WKH RULJLQDO VXUIDFH IRUP RI
D VHQWHQFH DOORZLQJ IRU DFFXUDWH UHFRQVWUXFWLRQ
$ µPLVFHOODQHRXV¶ DWWULEXWH DW HDFK OHYHO RI
WKH KLHUDUFK\ DOORZV IRU DQ\ UHOHYDQW XQVWUXF
WXUHG LQIRUPDWLRQ WR EH VWRUHG )RU LQVWDQFH
WR PRGHO ERWK LQWHUVHQWHQWLDO DQG LQWUDVHQWHQWLDO
FRGHVZLWFKLQJ VHH 9RON DQG &OHPDWLGH  ZH
XVH WKLV ILHOG WR PDUN D WRNHQ ZKHQ LWV ODQJXDJH GH
YLDWHV IURP WKDW RI LWV VHQWHQFH DQG VLPLODUO\ IRU
D VHQWHQFH ZKHQ LWV ODQJXDJH GLIIHUV IURP WKDW RI
LWV WH[W :KLOH VHQWHQFH DQG WH[W HQWLW\ W\SHV JHQ
HUDOO\ GHPDQG IDU IHZHU OHYHOV RI DQQRWDWLRQ WKDQ
WRNHQV WKH PLVFHOODQHRXV DWWULEXWH SHUPLWV DUELW
UDU\ PHWDGDWD IRU H[DPSOH IRUPDWWLQJ DQG OD\RXW
LQIRUPDWLRQ DW WKH VHQWHQFH OHYHO RU VSHDNHU DWWUL
EXWLRQ DW WKH WH[W OHYHO
 0RGHOOLQJ $OLJQPHQW
$OLJQPHQW LV PRGHOOHG RQ WRNHQ VHQWHQFH DQG WH[W
OHYHO DV WKH DIILOLDWLRQ RI DQ HQWLW\ WR DQ DOLJQ
PHQW XQLW 7KLV DOORZV PXOWLOLQJXDO KLHUDUFKLFDO
DOLJQPHQW *UDsQ  6HFWLRQV  DQG  WR
EH UHSUHVHQWHG WKH VDPH ZD\ DV UHJXODU ELOLQJXDO
DOLJQPHQW ,Q PRVW RI RXU FRUSRUD DOLJQPHQWV DUH
SULPDULO\ ELOLQJXDO ,Q RUGHU WR REWDLQ PXOWLOLQ
JXDO DOLJQPHQWV ZH DJJUHJDWH DOO FRUUHVSRQGLQJ
ELOLQJXDO DOLJQPHQWV +RZHYHU DV LOOXVWUDWHG LQ
)LJXUH  WKLV DSSURDFK GRHV QRW DOZD\V \LHOG FR
KHUHQW DQG PHDQLQJIXO DOLJQPHQWV DFURVV DOO ODQ
JXDJHV )LJXUH D VKRZV WKH LGHDO VFHQDULR ZKHUH
WKH FRPELQDWLRQ RI RQHWRRQH DQG RQHWRPDQ\
DOLJQPHQWV LV FRKHUHQW ZKLOH LQ )LJXUH E WKH
FRPELQDWLRQ UHVXOWV LQ DQ LQFRKHUHQW PXOWLOLQJXDO
DOLJQPHQW 1HYHUWKHOHVV PRGHOOLQJ DOLJQPHQWV LQ
WKLV ZD\ PDNHV LW SRVVLEOH WR H[WUDFW D VXEVHW RI WKH
DYDLODEOH ODQJXDJHV IURP DQ\ DOLJQPHQW XQLW
([FHSW IRU WKH 6SDUFOLQJ FRUSXV ZKLFK FRQWDLQV PXOWLOLQ
JXDO WH[W DQG VHQWHQFH DOLJQPHQWV *UDsQ 
$Q DOWHUQDWLYH DSSURDFK WR UHSUHVHQWLQJ PXOWLOLQJXDO
DOLJQPHQW LV WR UHO\ RQ D µSLYRW¶ ODQJXDJH VHH 6WHLQEHUJHU
HW DO  =HURXDO DQG /DNKRXDMD 
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(a) Coherence between one-to-one and one-to-
many alignments.
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(b) Incoherence between one-to-one and one-
to-many alignments
Figure 2: Multiparallel alignment based on combining pairwise alignments with one-to-one relations (blue dashed
edges) and one-to-many relations (orange solid edges).
3 Encoding Parallel Corpora
3.1 A smorgasbord of corpus formats
One of the most widely adopted approaches to en-
coding text corpora is XML (eXtensible Markup
Language), which allows for a hierarchical repres-
entation using a tree structure. Such a represent-
ation is valuable for the storage of language data
as it facilitates the clear separation of structural in-
formation from text content, provides a descript-
ive markup of the encoded text, and can easily be
validated for consistency with an appropriate doc-
ument type definition (DTD) or XML schema. For
this reason, groups such as the Text Encoding Initi-
ative5 (TEI) have establish a standardised specific-
ation for the encoding of text corpora in XML (see
also Dipper 2005; Hana and Štěpánek 2012; Gom-
pel and Reynaert 2013).
A second approach is the tabular format that
has quickly gained popularity and become the
de facto standard in the NLP community (Buch-
holz and Marsi 2006; Chiarcos and Schenk 2018).
The CoNLL-U format (Nivre et al. 2016) defines
a standardised method of encoding text corpora
for Universal Dependency (UD) Treebanks. It
is based on a simple one-word-per-line (OWPL)
format in which annotation layers are stored in
ten distinct columns and are thus defined by their
position, rather than markup tags.6 This light-
5https://tei-c.org/
6Numerous versions of the CoNLL format exist due to its
weight format is reminiscent of that used by the
IMS Open Corpus Workbench (CWB) (Evert and
the CWB Development Team 2010), which is able
to blend both structural XML tags, albeit without
being valid XML, and a tabular representation of a
token’s attributes in order to encode only the neces-
sary linguistic information for a given task. Addi-
tionally, multiple extensions have been proposed
to the basic CoNLL-U format, for example, for
the annotation of multiword expressions (Savary et
al. 2017) and morphological analysis (More et al.
2018). A more recent dialect of the CoNLL family
is the CoNLL-U Plus format, which defines amod-
ified CoNLL-U file that can contain any number
of columns to flexibly encode any additional lin-
guistic annotations while still maintaining a valid
CoNLL format.
3.2 One format to rule them all
Despite the large number of corpus formats, there
is little support for the representation of align-
ments. We decide to encode our corpora in what is
essentially a CoNLL-U format and extend it with
optional layers of stand-off annotation to accom-
modate the data model described in Section 2. Fig-
ure 3 depicts an excerpt from a corpus with multi-
lingual alignments.
application in multiple shared tasks held by the Conference
onComputational Natural Language Learning (CoNLL) since
2006. CoNLL-U is an extension of CoNLL-X/CoNLL-ST
which were themselves extensions of Joakim Nivre’s Malt-
TAB format (Buchholz and Marsi 2006).
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)LJXUH  $Q H[FHUSW RI RXU H[WHQGHG &R1//8 IRUPDW IRU D SDUDOOHO FRUSXV ZLWK PXOWLOLQJXDO DOLJQPHQWV 6QLS
SHWV RI VWDQGRII ILOHV VKRZ WRNHQ VHQWHQFH DQG WH[W DOLJQPHQWV $V GHSLFWHG KHUH ODQJXDJHLQGHSHQGHQW PHWD
LQIRUPDWLRQ FDQ DOVR EH DWWDFKHG WR DOLJQPHQW XQLWV
$GRSWLQJ &R1//8 DV D EDVLV IRU RXU FRUSRUD
EULQJV D QXPEHU RI DGYDQWDJHV L LW HQVXUHV GLUHFW
FRPSDWLELOLW\ ZLWK QXPHURXV 1/3 WRROV LQFOXG
LQJ VWDWHRIWKHDUW WDJJHUV DQG SDUVHUV WKHUHE\
PDNLQJ LW HDV\ WR UHDQQRWDWH RXU FRUSRUD DV V\V
WHPV LPSURYH LL LW JXDUDQWHHV WKDW RXU FRUSRUD
DUH GLUHFWO\ FRPSDWLEOH ZLWK UHODWLRQDO GDWDEDVH
V\VWHPV DOORZLQJ IRU FRPSOH[ FRUSXV TXHULHV LLL
LW LV KXPDQUHDGDEOH DQG IDFLOLWDWHV WKH H[WUDFWLRQ
RI ODQJXDJH DQG WDVNVSHFLILF GDWD XVLQJ VLPSOH
FRPPDQGOLQH WRROV HJ ;`2T b2/ rF DQG
LY LW SURYLGHV D VWDQGDUGLVHG EDVH IRUPDW IRU RXU
?iiTb,ffmMBp2`bH/2T2M/2M+B2bXQ`;fiQQHbX
?iKH
ODUJH PXOWLOLQJXDO FRUSXV FROOHFWLRQ DOORZLQJ IRU
FURVV FRPSDWLELOLW\ EHWZHHQ FRUSRUD DQG VHUYLQJ
DV D JRRG VWDUWLQJ SRLQW IRU FRQYHUVLRQV LQWR RWKHU
WUDQVIHU IRUPDWV HJ 7(,
1DWXUDOO\ WKHUH DUH VRPH REYLRXV VKRUWFRPLQJV
UHODWHG WR RSWLQJ IRU D VLPSOLILHG WDEXODU IRUPDW
WR HQFRGH WH[W FRUSRUD VRPH RI ZKLFK DUH GLV
FXVVHG E\ 6WUDĖiN DQG âWČSiQHN  LQ WKHLU FUL
WLTXH RI WKH HDUO\ &R1// IRUPDW )RU H[DPSOH
L PXOWLSOH OHYHOV RI VSDUVH DQQRWDWLRQ FDQ TXLFNO\
OHDG WR XQZLHOG\ WDEOHV LL FRUSXV YDOLGDWLRQ LV
PDGH PRUH GLIILFXOW GXH WR WKH ODFN RI D '7' RU
VFKHPD IRU HQVXULQJ FRQVLVWHQF\ DQG LLL WKH LQ
FOXVLRQ RI PHWDGDWD DQG OD\RXW LQIRUPDWLRQ VXFK
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as the placement of HTML tags, page breaks or
graphics, which may be relevant for some analyses
or veracity evaluation, is made difficult and cum-
bersome when moving away from XML markup.
3.3 Our Format
We split our corpora into language-specific sub-
sections. For each section, tokens are fur-
nished with ubiquitous attributes, pertaining to
those specified by CoNLL-U in a main tabular
token file.8 These attributes include a sentence-
positional identifier (word index), surface form,
lemma, part-of-speech tags, morphological fea-
tures, information for dependency relations and a
miscellaneous attribute for additional token-level
annotation. Unspecified or empty values are rep-
resented by an underscore (‘_’). In the miscel-
laneous column, a list of attribute-value pairs is
used to hold corpus-specific annotations at the
token level (in the form of attribute=value, sep-
arated by pipe (‘|’) characters). In addition to
the 10 columns defined by CoNLL-U, we include
three enumerated identifier (ID) values. These IDs
comprise one (primary) key, which uniquely iden-
tifies each token in a corpus, and two (foreign)
keys, which reference the token’s corresponding
sentence and document.9 All IDs are expected to
increase linearly throughout the file, which facilit-
ates processing.
Sentence-level and text-level annotations are
then stored separately with relevant metadata
based on their enumerated IDs. For consistency,
we follow the same approach as in the token file
and include a miscellaneous attribute for sentences
and texts with a list of attribute-value pairs. Fi-
nally, we specify additional stand-off annotation
files in order to accommodate non-ubiquitous an-
notation such as named entities and multilingual
alignment. As such, stand-off files are only re-
quired when those annotations are present.
4 The Zurich Parallel Corpus Collection
Having brought our parallel corpus collection into
a consistent and standardised format, as described
in Section 3, we make these resources publicly
available. This corpus collection provides a rich
source of multilingual and multiparallel language
8A header comment line beginning with ‘#’ defines the
columns and relevant namespaces, ensuring that it conforms
with CoNLL-U Plus.
9Primary and foreign keys are terms borrowed from data-
base design.
data in a variety of domains and genres. A brief
overview of the collection is given in Table 1.
At the heart of our collection lies the heritage
corpus of alpine texts, Text+Berg10 (Volk et al.
2010; Göhring and Volk 2011). This corpus con-
sists of 150 years of digitised material from the
Swiss Alpine Club yearbooks, which were pub-
lished primarily in German and French, with some
years containing texts in Italian, Romansh, English
and also Swiss German.11 Approximately 15%
of the corpus comprises a German-French parallel
subsection of roughly 4.5 million tokens per lan-
guage. Over 10 years in development, Text+Berg
has inspired numerous innovative approaches in
corpus annotation, such as crowd-sourced correc-
tion of OCR errors (Clematide, Furrer et al. 2016),
named entity recognition and linking (Ebling et
al. 2011), code-switching (Volk and Clematide
2014), and special handling of elliptical compound
nouns and separable prefix verbs in German (Volk,
Clematide et al. 2016).
The Credit Suisse Bulletin corpus (CS Bul-
letin)12 (Volk, Amrhein et al. 2016) is based on
the world’s oldest banking magazine published
by Credit Suisse. This magazine has been in
print since 1895 in both German and French, with
translations also produced in English, Italian and
Spanish at certain periods. There are more than
20 million tokens in the German and the French
part, while the English and Italian sections contain
about 10 million tokens per language. The Credit
Suisse Bulletin corpus provides parallel data from
magazine articles in the domains of economics,
culture and sport, proving to be useful material
for historic, sociological and linguistic research
(Schneider et al. 2018).
The Swiss Legislation Corpus (SLC) (Höfler
and Sugisaki 2014) is a German-French parallel
corpus comprised of the entire classified collection
of contemporary legislative writing of the Swiss
Confederation. Its companion, the Rumantsch
Grischun corpus13 (Weibel 2014), consists of
legal texts and press releases from the State Chan-
cellery of the Swiss canton of Graubünden. This
corpus provides unique parallel data for German
and the low-resource language Romansh. As such,
it is a valuable resource for Romansh language
10http://textberg.ch/
11Although Swiss German has no official written standard,
it is often written by native speakers in non-formal situations.
12https://pub.cl.uzh.ch/projects/b4c/en/
13‘Rumantsch’ is an alternative spelling of ‘Romansh’.
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languages tokens years alignment
Text+Berg de, fr, it, rm, gsw, en 52.6m 150 sentence
CS Bulletin de, en, es, fr, it 61.6m 120 sentence
Sparcling de, en, es, fr, it + 11 454.7m 15 token
SLC de, fr 11.4m — token
Rumantsch Grischun de, rm 0.9m — token
Medi-Notice de, fr, it 58.9m — sentence
Horizons de, en, fr 2.9m 14 text
Table 1: List of corpora together with their most relevant characteristics.
learners and a solid base for computational lin-
guistic research.
The largest multiparallel corpus in our collec-
tion is the Sparcling corpus, originally referred to
as FEP9 (Graën 2018). Sparcling is a richly an-
notated development of the CoStEP corpus (Graën
et al. 2014), which itself is a cleaned and normal-
ised version of the Europarl corpus (Koehn 2005).
Token counts for each language vary, ranging from
7.5 to 47 million across the 16 languages, with
annotation and alignment on all levels. Thus, it
provides a rich resource for comparative language
studies (Callegaro 2017), language learning ap-
plications (Schneider and Graën 2018) and the de-
velopment of multilingual NLP methods (Heierli
2018). It has also been used in the implementation
of a query and exploration system for multiparallel
corpora (Clematide, Graën et al. 2016; Graën et al.
2017).
TheMedi-Notice corpus (Fritz 2016) comprises
texts from information leaflets for pharmaceutical
products that are made publicly available by the
Swiss Agency for Therapeutic Products. Each
product usually has two separate leaflets: one is
geared towards medical professionals, while the
other is written for the general public. According
to Swiss law, patient leaflets must be written in
German, French and Italian, whereas the inform-
ation for healthcare professionals is required only
in German and French. Thus, theMedi-Notice cor-
pus contains German and French parallel texts in
the professional subsection, while the patient sub-
section is trilingual.
Lastly, the Horizons corpus14 is a multiparal-
lel corpus constructed from the magazine of the
same name, published by the Swiss National Sci-
14TheHorizons corpus has not yet been officially published
and development is still underway, but it is being made avail-
able in its current form as part of this release.
ence Foundation.15 This corpus also offers unique
parallel texts in the domain of popular science in
and around Switzerland in German, French and
English.
5 Conclusions and Future Development
Through the development of the corpora men-
tioned above and the challenges involved in hand-
ling large multiparallel corpora, we have deduced
a data model which allows us to represent the di-
versity of annotations in our corpora effectively.
We have extended the CoNLL-U format to en-
code our corpora, which ensures compatibility
with modern NLP applications and corpus lin-
guistic tools, facilitates the extraction and the ex-
ploitation of linguistic data, and allows extensibil-
ity through various layers of stand-off annotation.
Additionally, we have made our corpora available
in this format, totalling approximately 640 million
tokens across 18 languages. We hope that this will
enable a more effective and efficient application
of multiparallel corpora in a variety of linguistic
research projects. At present, we are working
on tools to handle corpora in our tabular format.
This includes validation of the corpus files, ex-
traction of task-specific subsections and conver-
sion pipelines into other formats such as TEI. Fur-
ther information and the corpus files are available
at https://pub.cl.uzh.ch/purl/PaCoCo.
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