The Laplacian spread of a graph [1] is defined as the difference between the largest eigenvalue and the second-smallest eigenvalue of the associated Laplacian matrix. In this paper, the minimum Laplacian spread of unicyclic graphs with given order is determined.
Introduction
Let G be a simple graph with n vertices and m edges. A connected graph is called a unicyclic graph if m = n. Denote by δ(G) and Δ(G) the minimum and the maximum degree, respectively. Let
. . , d n ) be the diagonal matrix of vertex degrees. The Laplacian matrix of G is defined as L = D − A, where A is the adjacency matrix of G. The Laplacian spectrum of G is the spectrum of its Laplacian matrix, and consists of the values μ 1 μ 2 · · · μ n . Especially, μ n−1 (G) > 0 if and only if G is connected. Fiedler [6] called μ n−1 (G) ( 
or α(G)) the algebraic connectivity of G.
The Laplacian spread of a graph G is defined as [1] LS(G) = μ 1 − μ n−1 .
Fan et al. [1] showed that the star is the unique tree with maximum Laplacian spread, and the path is the unique one with minimum Laplacian spread among all trees of given order. Li et al. [8] determined the unicyclic graph with maximum Laplacian spread of given order not less than 10. In a recent work [9] , using different way, Bao et al. have demonstrated that the unique unicyclic graph with maximum Laplacian spread among all unicyclic graphs of fixed order, which is obtained from a star by adding one edge between two pendant vertices.
As a consequence, in this paper we characterize the unique unicyclic graph with minimum Laplacian spread among all connected unicyclic graphs of given order.
Main results
The following properties of the Laplacian eigenvalues can be found in [2] . The Laplacian eigenvalues of graph G and its complement G (or G
Lemma 2.1 [2] . Let G be an n-vertex graph with at least one edge and maximum vertex degree Δ. Then μ 1 1 + Δ with equality for connected graph if and only if Δ = n − 1.
By the definition of Laplacian spread and the property of the complement, it is easy to check that Proof. Note that μ 1 (C n ) 4 and the equality holds if and only if n is even. Thus we have LS(C n ) 4 
Following, we assume that G is a unicyclic graph with Δ = 3. Lemma 2.5 [4] . For e / ∈ E(G), the Laplacian eigenvalues of G and G = G + e interlace, i.e.,
Remark. In Lemma 2.5, if v is a pendant vertex of G and e the pendant edge incident with v, then
From Lemma 2.5, Liu et al. [5] obtained the following result.
Lemma 2.6 [5]. Let G be a connected graph on n vertices. If v is a pendant vertex of G, then
μ i (G) μ i−1 (G − v), 2 i n. Particularly, α(G) α(G − v).
Lemma 2.7. Let G be an n-vertex unicyclic graph with Δ = 3. Then LS(G) LS(G − v), where v is a pendant vertex.
Proof. Let G be a unicyclic graph with Δ = 3. Then δ(G) = 1. Let v be a pendant vertex. By Lemmas 2.5 and 2.6,
Table 1
The largest Laplacian eigenvalue and algebraic connectivity of C k + v with k = 9, ..., 16. 
With the computer direct calculations, we straightforwardly have: 
> LS(C n ).
If 9 k 23, by Tables 1 and 2 , then
The lemma follows.
By Theorem 2.8, Lemmas 2.11 and 2.12, we arrive at:
Corollary 2.13. Let G be an n-vertex unicyclic graph with Δ = 3 and the length of the cycle be k. If k 9, then LS(G) > LS(C n ).
Lemma 2.14. Let G be an n-vertex unicyclic graph with Δ = 3 and the length of the cycle be k = 6, 7, 8.
Then LS(G) > LS(C n ).
Proof. When k = 8. We consider two cases according to the order of G. 
By Lemma 2.7, we have LS(G) LS(C
, similar to the case k = 8, the results follow.
The proof of Lemma 2.14 is completed. By direct computation, the minimum LS value of
By direct computation, the minimum LS value of
Thus the proof of Lemma 2.15 is completed. 
Proof. There are two cases:
Case 2. n 6. 
When n 5. A new vertex u may be adjacent to v 2 , v 3 or v. According to the vertex-induced subgraphs of G, we have:
Suppose n 7. By direct computation, the minimum LS value among all 7-vertex unicyclic graphs
. = 4.03224 for some x and y. By Lemma 2.7, we have LS(G) LS(
Since v 2 and v 3 are symmetric in C 3 + v 1 v, this case is similar to Case 1.
If n = 5, then G ∼ = G 4 
and LS(G)
.
