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On the critical behaviour of hermitean f -matrix
models in the double scaling limit with f 3
S. Balaska, J. Maeder and W. Ru¨hl




An algorithm for the isolation of any singularity of f -matrix models in
the double scaling limit is presented. In particular it is proved by construc-




We investigate the critical behaviour of hermitean matrix models in the double
scaling limit N ! 1 and g ! gc, where N  N is the size of the matrices,
g is a coupling parameter, and a nite number f of such random matrices is
coupled to a chain. This scaling behaviour describes two-dimensional quantum
gravity coupled to the matter elds of rational conformal eld theories [1]-[3]. For
f = 1 and f = 2 the existing analysis of double scaling behaviour is complete
[4, 5]. For f = 3 only a small number of examples are known [6], leading to just
three universality classes. We are going to present an algorithm which allows the
systematic construction of all double scaling limits for f  3. For an innite
subclass of f = 3 models this algorithm employs only linear algebra and all
critical coecients are rational. For all other cases of f = 3 and in particular
for f  4 we need to solve zeros of polynomials and the critical coecients turn
into algebraic numbers. We emphasize that matrix models are deeply related
with Toda hierarchies [7] but that this relationship has not been fruitful for the
elucidation of the critical behaviour.
In order to x the notations we briefly describe hermitean matrix models. The
action is














































































With the help of auxiliary matrices
B2; B3; :::Bf−2
we can derive Dyson-Schwinger equations
A1 + c1B2 = V
0
1(B1)
c−1B−1 + cB+1 = V
0
(B)
2    f − 1
Af + cf−1Bf−1 = V
0
f(Bf) (1.9)
These matrices have support at
(A1)mn = 0 except for −
fY
=1
(l − 1)  n−m  −1
(Af)mn = 0 except for 1  n−m 
fY
=1
(l − 1) (1.10)
and
(B)mn = 0 except for −
Y
>






From (1.7), (1.8) follows
[B1; A1] = 1 (1.12)
and the Dyson-Schwinger equations imply
[B1; A1] = c1[B2; B1] = c2[B3; B2] = :::
= cf−1[Bf ; Bf−1] = [Af ; Bf ] (1.13)
One can easily scale all the fcg to one in (1.9), (1.13).
For convenience we present a summary of our results at the end of this work.
However, we can anticipate that the universality classes found are those and only
those [p; q] of the two-matrix model: p and q are either coprime or coprime after
a division by a factor r dierent from p and q [5]. Then p and q are the orders of
a pair of dierential operators of a generalized Korteweg{de Vries hierarchy.
2 Solving the Dyson-Schwinger equations
The solutions of the Dyson-Schwinger equations are obtained in two steps pertur-
batively. One observes that any singularity obtained in the double scaling limit is
already determined by the solution of the Dyson-Schwinger equations at leading










with z a complex variable (see (2.17)). The ()m are submitted to the constraints
(1.11) so that r()(z) is rational with poles only at z = 0 and z = 1. These
generating functions are inserted into the \internal" Schwinger-Dyson equations
(f  3)
B−1 +B+1 = V
0
(B); 2    f − 1 (2.3)
Each r()(z) is required to exhibit a zero of order  at z = 1. The ansatz that
leads to a set of zeros fg is called a \maximal critical point" if it xes all
unknowns in the Schwinger-Dyson equations at leading order (no parameters are
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left over). We determine only maximal critical points. The f()m g and the critical
coupling constants (1.2)
fg()k g; 2    f − 1 (2.4)
can then be calculated. In the subsequent sections 3 (for f = 3) and 4 (for f  4)
this program is performed. The f()m g are either rational or algebraic irrational.
In the case f = 3 there is a whole subclass of solutions where this program can
be executed analytically resulting in only rational solutions.
In the second step we consider the \external" Schwinger-Dyson equations
A1 +B2 = V
0
1(B1)
Af +Bf−1 = V
0
f(Bf) (2.5)
They are (at this perturbative order) only used to x the remaining critical cou-
pling constants
fg()k g;  = 1 or  = f (2.6)
This is done as follows. Denote the restriction of r()(z) to its holomorphic part
at zero (innity) by
r()(z); (r
()(z))

















−1 + r(f)(z) (2.8)
(
(1)
1 6= 0; 
(f)
−1 6= 0):















f +O(Rf) (Rf ! 0) (2.10)
5














k; n  0 (2.11)
The fa()nk g are rational functions of the f
()
m g and can be calculated recursively.

















Having performed the leading order solution, the perturbative expansion pro-
ceeds as in the case f = 2. We keep the critical coupling constants xed, multiply




N !1; g ! gc (2.13)
as follows.
The matrix labels n;m become continuous in this \double scaling" limit
n
N
= ; 0    1 (2.14)
We replace the label N by the \string coupling constant" a :
1
N
= a2−γ; γ < 0 (2.15)





The variable z (2.2) is dual in the Fourier series sense to the discrete matrix label
m (see (2.1)). Now we set
z = ei’ (2.17)
6
’ = a−γp (2.18)





is the quantum mechanical momentum operator corresponding to x. The pertur-
bative expansion is in powers of
a−γ
and γ is dened at the end from the Korteweg-de Vries hierarchy operators by
γ =
−2
p+ q − 1
(2.20)
In this limit the matrices fBg
f




−γR  2 f1; : : : ; fg (2.21)
where the order of R is . While the f -matrix model belongs to a class denoted
(l1; l2; : : : ; lf)
we use square brackets
[1; 2; : : : ; f ]
to denote the critical points.
3 The three-matrix model













































By inserting this ansatz in the Dyson-Schwinger equations we get a perturbed
system in powers of a−γ .











k . First we will concentrate on this system of equations.


































where the Pn are polynomials of degree n.
Inserting such an ansatz in the Dyson-Schwinger equations of order zero one






k and can x the
coecients of the polynomials Pn.
In the case of the three-matrix model, in contrast to the two-matrix model
(compare [6]), more than one maximal critical point can be found for each model.
For example the (4,3,3) three-matrix model has three dierent maximal critical
points. They will be discussed in detail in Appendix B.
Among the critical points exist in general two dierent types which will be
called type I and type II. Critical points of type I are given if 1 = 3. Then we
have R1 = −R3 and the commutators [R2; R1] and [R3; R2] are obviously identical
and therefore compatible with (1.13). For the critical points of type II we have
1 6= 3. If 1 < 3 then to leading order R1 and R2 are identical or R1 is a power
of R2 up to a multiplicative constant and their commutator is zero. But in higher
orders the commutator of R1 and R2 is the same as the one between R2 and R3
and again [R2; R1] and [R3; R2] are compatible. Of course, in this case the ro^le of
R1 and R3 can be exchanged.
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The appearance of the two types can be understood from examining the \in-
ternal" Dyson-Schwinger equation (2.3). We may choose the ansatz such that to
leading order B1 and B3 compensate each other (type I) and V
0
2(B2) only con-
tributes in higher orders. Or to leading order B1 and V
0
2(B2) compensate and B3
only is important for higher order contributions (type II).





which yields maximal order for the dierential operator R2, and for which the
Dyson-Schwinger equations can be solved by linear algebra only (see Appendix
A), we obtain several interesting cases. If (l1 − 1) and (l3 − 1) have no common
divisor then we found a critical point of type [l2 + 1; l1 + l3 − 2; l2 + 1]. In the
other cases, in which n(l1 − 1) = m(l3 − 1); n;m 2 INnf0g holds, we got critical
points of higher order than [l2 + 1; l1 + l3 − 2; l2 + 1] except in the cases where
(l1− 1) = m(l3− 1);m 2 IRnf0; 1g and l2 < m. In these cases the construction of
the maximal critical point fails which is shown in detail in Appendix A.
In the following table we have listed some three-matrix models and their max-
imal critical points. Rational solutions are marked with the abbreviation \rat".
Moreover we give as last entries in this table the universality class [p; q] of these
critical points which were dened rst for two-matrix models.
(l1; l2; l3) [1; 2; 3] [1; 2; 3] [p; q]
rst type second type
4,3,3 4,5,4 rat. 5,4
4,4,5 5,4
3,3,6 7,3




4,5,3 6,5,6 rat. 6,5
4,4,7 7,4
3,3,8 8,3
4,6,3 7,5,7, rat. 7,5
4,4,8 9,4
3,3,9 10,3





Table 1: Examples of singularities and their universality classes of three-matrix
models with (l1; l2; l3) = (4; n; 3)
4 Four-matrix models and beyond
If the model involves four or more matrices we must always start from an ansatz








m2 = (l3 − 1)(l4 − 1) + (l1 − 1)− 2 (4.2)
The two \internal" Schwinger-Dyson equations
B1 +B3 = V
0
2(B2)
B2 +B4 = V
0
3(B3) (4.3)
admit two compensation mechanisms of type I or one of type I and the other of













p p p p p p p p








rp p p p p p p p




p p p p p p p p p p
3 = 22 = 24
2 = 3
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Without doubt the universality classes are always [p; q], this conclusion is
drawn solely from the possible compensation types.
In the ve-matrix-model case the conclusion is the same, but the arguments
are more general. Namely, there are up to three types of compensations of type










p p p p p p p p
p p p p p p p p p p p p p p p p
p p p p
p p33 = 62 = 64 = 25
Of course, for a compensation one needs simply i = ni1; n 2 IN, the explicit
cases given here (as 4 = 23) are just examples.
One can imagine that what was shown with these examples holds true for
all f -matrix models with arbitrary f . Thus the universality classes are always
of the two-matrix model type. The actual calculation proceeds by solving the
rst Schwinger-Dyson equation (4.3) with the ansatz (4.1) and the method of the
three-matrix model. Then f(1)m ; 
(3)
m g and fg
(2)
k g result as polynomials in fa
(2)
m g.
Next we have to adjust the fa(2)m g and the fg
(2)
m g so that
1.
r(4)(z) = V 03(r
(3)(z))− r(2)(z)
(4)m = 0 for− (l3 − 1)(l4 − 1)  m  −2 (4.4)
2. r(4)(z) has a maximal zero of degree 4 at z = 1.
For simple four-matrix models this program can even be performed by hand, e.g.
for (l1; l2; l3; l4) = (3; 3; 3; 3).
In this case we nd a
[1; 2; 3; 4] = [5; 4; 5; 4] (4.5)
with
2 = 2; g
(2)
3 = 1 (by normalization) (4.6)
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(−2 − 6 + 15) (4.7)
where  is any of the three real solutions of
3 + 72 − 15 − 5 = 0 (4.8)
Examples how the dierent compensations, that we presented in this section ac-
tually occur, can be seen in appendix B.
5 Summary
An algorithm has been described by which all critical points of f -matrix models
with polynomial potentials in the double scaling limit N ! 1 can be derived.
These critical points form universality classes [p; q] where p and q are the orders
of dierential operators of a generalized KdV hierarchy and satisfy only
p  q; p=q =2 IN:
We have given a new constructive argument to move this.
The algorithm treats the Dyson-Schwinger equations, derived from the or-
thogonal polynomial approach, perturbatively by expansion in power series of a
rational power of 1
N
. For f  3 these Dyson-Schwinger equations split into (f−2)
\internal" and (two) \external" equations. A leading order analysis of the internal
equations xes the critical point. The external equations determine only the two
external critical potentials. The fact that only two dierential operators result
from f matrices fBig
f
i=1 in the double scaling limit is the result of f − 2 compen-
sations. We distinguish between two dierent compensation mechanisms (type
I and type II) that act on any triplet Bi; Bi+1; Bi+2. The dierential operators
of order p and q arise after the compensations and at higer perturbative order.
Thus we must be able to push the perturbative order to any desired value. This
fact was responsible already for the derivation of all critical points of the two-
matrix models in [6] (including some not seen before) and is even more decisive
for the analysis of multi-matrix models. As usual the perturbative order of the
commutator
[B1; B2]
is p+ q − 1 and gives the string susceptibility exponent γ by
γ =
−2
p+ q − 1
:
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In the case of the three-matrix models more detailed results have been ob-
tained.. We determined the maximal (i.e. parameter free) critical points and
found classes of \rational" and \algebraic" critical points, referring to the values








where l1; l3 denote the degree of the external critical potentials.
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A A linear algorithm








l1 + l3 − 2
m+ l3 − 1
!
(A.2)
We have the \internal" Schwinger-Dyson equation
r(1)(z) + r(3)(z) = V 02(r
(2)(z)) (A.3)







(2)m ; −(l2 − 1)(l3 − 1)  m  −2
(1)m + 
(3)
m ; −1  m  +1






k(l1 + l3 − 2)
k(l3 − 1) +m
!
(A.5)



















(3)m = 0; 0  n  3 − 1 (A.6)



























































K1 = k(l1 − 1)
K3 = k(l3 − 1): (A.11)




2 ; n  2 (A.12)
and














k+1 = 0; n  3 (A.14)
with (A.13) inserted. All (1)m ; 
(3)













determine these parameters uniquely.
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Now we consider the case (l1 − 1) = m(l3 − 1), m 2 f0; 1g. Then we have
K1 = mK3 and the binomial coecients in (A.13) have the form
(−1)n(n;k + n−1;k) = (−1)
mK3
 







































k+1(i;k + i−1;k): (A.18)
Because of (A.14) the r.h.s. of (A.18) is zero and R(3)2 is zero, too. This means
that 
(3)
−1 is zero (see (A.7)) which is not allowed because then the "external"
Dyson-Schwinger equations can not be solved.
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B Maximal critical points for the (4,3,3) model
To illustrate the fact, that for the f-matrix models with f  3 one can have more
than one maximal critical point, we discuss the three maximal critical points
([4,5,4], [3,3,6], [4,4,5]) of the (4,3,3) three-matrix model.
The critical point [4,5,4]:














































































x2 − 3x3: (B.6)
In this case the operators R1 and −R3 are equal and therefore the two commu-
tators [R2; R1], [R3; R2] are obviously equal and this critical point leads to the
universality class [5,4].
The critical point [3,3,6]:








































































































































with  being a solution of
22 + 2− 1 = 0: (B.13)
This is one of the nonrational cases. If one proceeds to higher order one can get
higher order algebraic equations for more than one variable in order to establish
a certain critical point. This means that calculations become very complicated or
even impossible. The operators in this case can be written as










R3 = R3;6 + a
−γR3;7 (B.16)
where the second index denotes the highest order of the dierential operators.
Because of R21;3 = R
2
2;3 = R3;6 both commutators vanish to leading order. But in
higher orders one nds





)fR2;3; R2;4g+R1;7 −R2;7; R2;3] (B.17)
[R3; R2] = a
−γ[fR2;3; R2;4g+R3;7; R2;3]: (B.18)
During the calculation of these commutators we have used the Dyson-Schwinger
equations which provide us with equalities such as R1;4 = R2;4; R1;5 = R2;5; etc..
The two commutators (B.17, B.18) are then commutators of an operator of order
three with one of order seven and they are equal to the operators of the (7,3) two-
matrix model, as expected. This critical point then gives a solution that belongs
to the universality class [7,3].
The critical point [4,4,5]:
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−42 − 2 + 10
z2
+
42 + 4− 12
z






























+(276 + 13 − 1122)z2 + (−247− 16 + 1042)z3














































































































with  being a solution of
33 − 7 − 1 = 0: (B.25)
The operators in this case are
R1 = R1;4 + a
−γR1;5 (B.26)
R2 = R2;4 + a
−γR2;5 (B.27)
R3 = R3;5 (B.28)
The leading order of the rst commutator vanishes again (R1;4 = R2;4) but the
second commmutator does not:
[R2; R1] = −a
−γ [R1;5 −R2;5; R2;4] (B.29)
[R3; R2] = [R3;5; R2;4]: (B.30)
Then we have −R1;5 +R2;5 = R3;5 as operators of order ve and nd the univer-
sality class [5,4].
19
C Examples for the three-matrix model
In this appendix we give the potentials that belong to rational critical points of
the type that is discussed in Appendix A. This means that 2 assumes its maximal
possible value (l1 + l3−2). Models of the class (5; x; 3) were omitted because they
belong to the cases where the construction based on the ansatz (3.5) fails.
model critical point critical potentials
3; 2; 3 [3; 4; 3] V (1) = −3 x− x2 + 1
3
x3
V (2) = 1
2
x2
V (3) = V (1)












V (3) = V (1)












V (3) = V (1)














V (3) = V (1)
















V (3) = V (1)









V (2) = 1
2
x2
V (3) = V (1)














V (3) = V (1)
















V (3) = V (1)
















V (3) = V (1)
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V (3) = V (1)











V (2) = 1
2
x2
V (3) = V (1)
















V (3) = V (1)



















V (3) = V (1)





















V (3) = V (1)





















V (3) = V (1)





V (2) = 1
2
x2

























x2 − 3 x3
















V (3) = 29
4
x− 25 x2 − 25
12
x3








































V (3) = −927
4
x− 324 x2 − 48 x3











V (2) = 1
2
x2



























































x3 + 16 x4



































































V (2) = 1
2
x2






























x2 − 3 x3





















V (3) = −44505
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V (2) = 1
2
x2


























































V (3) = 169600
27
x+ 7550 x2 + 8000
3
x3 + 250 x4
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