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ABSTRACT
In this study we investigate the air-side cooling of a ﬂat-plate ﬁn and tube heat transfer con-
denser with numerical simulations. A new design is proposed which utilises vortex generators to
direct the ﬂow in such a way as to remove some of the stagnant heated air that collects in the wake
of the pipes. A comparative study of the proposed design and a standard tube and ﬁn condenser
is conducted by varying the air side entrance velocities. The Shear Stress Tension, SST κ − ω
2-equation turbulent model is used to solve the RANS model in ANSYS Fluent 18. The results
show an improved heat transfer gain with the proposed model at the expense of a greater pressure
drop. We explain various analysis of the results concluding that the gains in heat transfer at higher
air side face velocities are greater than the expense of power and that the proposed model is pre-
dicted to yield a ﬂat-plate ﬁn and pipe condenser that is more compact and energy efﬁcient than the
standard design. We predict the improvement of ideal power consumption over typical operating
conditions on our portion of the condenser to be between 7% and 15%.
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CHAPTER 1
INTRODUCTION
Heat exchangers have been used throughout the world for millenniia and today they are heav-
ily relied upon by industries such as automotive, air conditioning and power plants. Designs of
heat transfer devices today focus their attention on the size, weight, cost, and power consumption
of the heat exchanger. Another consideration is the increasing scarcity of water as a evaporative
agent which has led to forced convection becoming a more sought after and necessary mechanism
for cooling. The improvement in the transfer of heat is often referred to as the heat augmentation
and the main purpose of improving the augmentation is to make the heat exchangers either more
compact or more efﬁcient by reducing the pumping power. These feats are achieved through two
classes of techniques, active and passive. Active techniques such as the use of electromagnetic
waves or vibration, require the use of an additional external power source, while passive tech-
niques require no direct application of added external power sources. Passive techniques revolve
around altering the heat exchanger geometry, adding nano particles to the transfer ﬂuids or the use
of materials with improved conductive properties. Passive techniques can and may result in the use
of more power to operate [21]. The subject of our investigation is the use of a passive technique
by adding vortex generators to the geometry which disrupt the air-side ﬂow of a ﬂat-plate ﬁn and
tube heat exchanger to improve the augmentation.
There has been previous experimental work done on ﬂat-plate ﬁn and pipe heat exchangers,
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notably various geometries and their surfaces were compared by Kays and London in 1984 [12],
and later by Soland [19]. Both of these sought an approach to evaluating the compactness and
efﬁciency of the condensers with Kays and London composing the ‘area goodness’ and ‘volume
goodness’ factors. The ’area goodness’ factor sought to deﬁne a graph for comparing the com-
pactness of heat exchangers while the ’volume goodness’ factor sought to deﬁne a convective
comparison, we explain both of these in more detail later. The ‘goodness factors’ have since been
modiﬁed slightly by Soland, et al [19] for their analysis. Comparative evaluations of designs with
plate, wavy and louvered ﬁns in ﬁn-tube heat exchangers was conducted by Yan and Sheen in 1999
[25], who discovered that wavy ﬁns had the highest ‘area goodness’ values, and louvered ﬁns had
the highest ‘volume goodness’ factors. A study of ﬂat-plate ﬁn condensers of varying tube rows,
ﬁn pitch and pipe diameter was done by Wang and Chi in 1999 [5], who found the heat transfer
coefﬁcient increased with a smaller ﬁn pitch and the number of tube rows affected the heat transfer
performance at low Reynolds numbers. Another study by Wang in 2002 [23] concerned enlarged
designs of plate-ﬁn condensers with either delta winglet or annular vortex generators placed around
the pipe. In each of their designs they had 4 generators placed at equal radii around the pipe and
forming a ring. Experiments by Wang et al [23] used water as the cooling convective ﬂuid and
sought to determine the streamline and friction effects of the varied vortex generator designs. The
concluded that an increased pressure drop was found in all of his design, noting the penalty for
the delta wing design was lower than the annular design. More recently with the advancement of
computational power and numerical methods, CFD research has been conducted by Song, et al.
2010 [20] who created a double inclined rib design to disrupt the air-side ﬂow. Tala, et al 2012 [18]
distorted the pipe (tube) pattern by creating a more oval shape which led to improved ﬂow around
the pipe. Hwang et al, in 2012 [9] studied delta-wing vortex generators from frontal velocities of
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0.5-20 m/s and found improvement in ‘area goodness’ for Reynolds numbers greater than 500. In a
similar study to ours Singh and Sorensen presented a conference paper [17] in 2015 where a CFD
study of vortex generators that are punched out of a split ﬂat-plate ﬁn and rise half the height of the
ﬂow channel, showed a marked improvement in the heat transfer with a vortex generator angled
at 10o to the ﬂow and a more recent experimental study by Wang, et al. [24] tested semi-dimple
vortex generators against both ﬂat-plate and louvered ﬁn designs. They found that the louvered ﬁns
performed 2-15% better than the semi-dimple vortex generators which out preformed the ﬂat-plate
ﬁn models.
In our study we focus on a design such that the condenser can be easily manufactured or con-
verted to improve the heat transfer and save on energy costs. Our design inserts a ﬁn style vortex
generator perpendicular to and through each and every ﬁn, parallel to the piping at 10o to the ﬂow.
In chapter 3 we describe the ﬂuid dynamics of the airside of the condenser, as we seek to improve
the augmentation of the condenser by altering the ﬂow of air through the channel of the condenser a
background knowledge of the main points involving the ﬂuid dynamics concerned is explained. In
chapter 4 we explain the relevant heat transfer mechanisms involved in our study. The mathemat-
ical formulation of our problem is explained in chapter 5 and an explanation of the computational
ﬂuid dynamic simulations that we ran are described in chapter 6 with an analysis of the results
given in chapter 7. We then arrive at our conclusions in chapter 8.
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CHAPTER 2
FLUID DYNAMICS
The subject of ﬂuid ﬂow has been the focus of research for generations and is very much on
going. The ﬂow of a liquid or gas is usually classiﬁed into one of three categories, laminar ﬂow,
turbulent ﬂow or mixed ﬂow. The properties of these ﬂows can signiﬁcantly alter the augmentation
and convection. It is thus essential to determine the nature of the ﬂow if one is to analyse an aug-
mentation problem. The type of ﬂow in a channel is heavily dependent on the geometry through
which the ﬂuid is ﬂowing and the transition from one ﬂow type to another is determined experi-
mentally and is distinguished for varying geometries at varying Reynolds numbers. The Reynolds
number is a non-dimensional number dependent on the ﬂuid properties, velocity and ﬂow channel
geometry, it allows for different ﬂuids to conform to the same analysis. Different ﬂuids will trans-
form to turbulent behaviour at the same or very similar Reynolds numbers, for a given geometry.
For ﬂow over a ﬂat plate the transitional Reynolds number is Re ≈ 2100 [11]. The development
length, is also relevant for ﬂow through a channel, after which the boundary effects reach the centre
of the channel and the resulting ﬂow becomes uniform in nature.
Laminar Flow
Laminar ﬂow is dominated by uniform streamlines, in the boundary layer where the ﬂuid
touches a surface the viscosity keeps the ﬂow intact. The velocity of the ﬂuid increases con-
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tinuously away from the boundary layer. There is a continuum. There are no swirls, eddies or
disruption in the ﬂow.
Turbulent Flow
Turbulent ﬂow begins as the inertial forces of the ﬂow overcome the viscous forces, which then
disrupts the ﬂow. The uniformity of ﬂow is disrupted in the boundary layer through the ‘transition’
phase between the laminar regime and turbulent regime. In the turbulent regime the inertial forces
dominate the ﬂow and the kinetic energy of the ﬂuid results in eddies, swirls and vortices which
characterise the ﬂow. The viscous forces are no longer able to maintain a continuum. The transition
phase between the two regimes can be unpredictable and difﬁcult to model, as eddies and swirls
break off in a chaotic manner.
Flow around a cylinder
As a ﬂuid ﬂows past a blunt object such as cylinder, ﬂow separation is observed at remarkably
low Reynolds numbers,ReDh ≥ 10 [14]. This ﬂow separation occurs as the ﬂow can not follow the
curved geometry of the cylinder past a separation point, which varies with the ﬂuids kinetic energy.
The inertial forces of the ﬂuid are too strong for the effects of the boundary layer and a separation
bubble is formed in the wake of the cylinder, which is characterised by an adverse pressure drop
and the ﬂow follows upstream behind the cylinder in a circular path, seemingly trapped.
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Flow through a channel
Under normal circumstances, as a ﬂuid ﬂows through a channel an inﬁnitesimal portion of the
ﬂuid directly in contact with the wall, sticks to the wall. This effect is described as a ‘no-slip’
condition. The viscous nature of the ﬂuid drives this shear force deeper into the ﬂuid and away
from the wall. This leads to a parabolic velocity proﬁle near the wall. If the viscosity of the ﬂuid
is strong enough or the channel is small enough this shear force will eventually dominate the ﬂow
and a ‘fully developed ﬂow’ will form.
Hydrostatic diameter
For ﬂow disrupted by an object or through a channel, one of the most important measurements
is the hydrostatic diameter also known as the hydraulic diameter, which is a ratio of the wetted area
to wetted perimeter of a geometry through which a ﬂuid is moving in or around. It is commonly
used in the determination of a non-dimensional numbers and is crucial for the determination of the
Reynolds number upon which a lot of analysis relies. For ﬂow between semi-inﬁnite ﬁns we ﬁnd;
Dh =
4 Area
Perimeter
=
2ab
(a+ b)
=
2a
a
b
+ 1
= 2 a
(
limb→∞
a
b
= 0
)
where, a = width , b = length
for ﬂow around a cylinder the hydrodynamic length is given as; Dh = diameter of tube.
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Thus, for our investigation we ﬁnd the hydrostatic diameters for the types of ﬂows we will deal
with to be;
Dh ( between ﬁns ) = 2 (1.814) = 3.628× 10−3 m
Dh ( around pipe ) = 9.535mm = 9.5350× 10−3 m
Another accepted hydrostatic diameter used in the analysis of condensers is given as
Dh = 4
Ac
At
L where, Ac = channel entrance area, [16]
At = heat transfer area, L = channel length.
This form of the hydrostatic diameter will allow for variation between the proposed model and
classical model.
Reynolds number
The Reynolds number is a common dimensionless number used in the description of ﬂowing
ﬂuids and is often used in order to determine the type of ﬂuid ﬂow, given the geometry. It is a ratio
of inertial to viscous forces. The Reynolds number is deﬁned as;
Re =
ρvDh
μ
where, Dh = the hydrostatic diameter
μ = the dynamic viscosity
v = the magnitude of velocity.
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The Reynolds number is highly dependent on the hydrostatic diameter, determined by the geometry
as well as the ﬂuid properties and velocity. The transition Reynolds number for ﬂow through a
channel is ReDh ≈ 2300 [11] and in our investigation the Reynolds numbers are calculated to be;
491.0829 ≤ Reh( between ﬁns ) ≤ 1227.3 laminar ﬂow regime
1290.2 ≤ Reh( around pipes ) ≤ 3225.6 turbulent ﬂow regime.
Fully Developed Flow
A fully developed ﬂow in a channel is characterised by parallel streamlines in a similar fashion
to laminar ﬂow. This occurs as the viscous forces of the wall reach the centre of an enclosure
through which the ﬂuid is ﬂowing. The ﬂow is dominated by the viscous forces instituted through
a no-slip boundary. This results in a parabolic velocity proﬁle. There is a length scale that deter-
mines how far the ﬂuid must travel through a channel before a fully developed ﬂow is established,
this is known as the hydrodynamic developing length or hydrodynamic entrance length. A tur-
bulent hydrodynamic fully developed ﬂow tends to ﬂow faster towards the walls than a laminar
hydrodynamic fully developed ﬂow and results in a parabolic velocity proﬁle that is steeper near
the walls and ﬂatter at its centre. The analytical calculation of the hydrodynamic entrance length
for laminar ﬂow through a semi-inﬁnite duct it is given as;
Lh = ChReDhDh where, Dh = hydrostatic diameter
8
the entrance length coefﬁcient is experimentally determined to be Ch = 0.011 for ﬂow between
semi-inﬁnite plates. Approximating the ﬂow in-between the ﬁns of our condenser as ﬂow between
semi-inﬁnite plates, as the width << length, we discover that the developing length between the
ﬁns is between; 19.6mm ≤ Lh ≤ 48.7mm. Thus, at the lower velocity the ﬂow is fully developed
before it interacts with the pipe and at the upper velocity the ﬂow interacts with the pipe before it
is fully developed.
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CHAPTER 3
HEAT TRANSFER
Heat transfer is the objective of this study. Heat is a form of energy and as a consequence
of the ﬁrst law of thermodynamics, energy can not be created nor destroyed. Thus we seek the
mechanisms by which the heat can be transferred and/or transformed into another form of energy.
The predominant mechanisms at work in a condenser are conduction, convection and radiation.
We consider each in turn here.
Conduction
Conduction is the transfer of heat through a material. Following from Fouriers law we ﬁnd the
differential form described in one dimension is;
q = −kAdT
dx
where, k = thermal conductivity, a property of the material.
Conduction is used in a tube ﬁn condenser to move the heat out of the pipe, which then conducts
heat through the ﬁns, to then be convected away. The greater the conductivity of the material the
more heat can be moved towards the convective ﬂuid boundary. As such it is popular to use copper
pipes as they are close to the heat source and have a good conductivity. Aluminium is often used
for the ﬁns due to its cost to conductivity ratio.
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Convection
Convection is deﬁned as the transfer of heat through mass transport. There are two different
categories of convection, natural convection and forced convection. We ﬁnd that following New-
tons law of cooling, the convective heat transfer can be described mathematically as;
Surface Heat Transfer Number or Convective Heat Transfer Coefﬁcient
h =
q
Twall − Tref where, h = surface heat transfer coefﬁcient
Twall = temperature at the wall , Tref = reference temperature.
The surface heat transfer number plays a very signiﬁcant role in the air-side cooling of a heat ex-
changer. It is the dominant variable which can be altered in order to increase the rate at which heat
can be dissipated. In convection problems the convective heat transfer coefﬁcient changes along
the path of ﬂow as the ﬂux and temperatures difference is continually altered.
Natural convection occurs due to the heating effects on the cooling ﬂuid, which causes the ﬂuid
to rise and an induced ﬂow results due to the buoyancy force which comes from the difference in
density of the heated and cooler surrounding ﬂuid.
Forced convection occurs due to a pressure difference which is driven by an external force such as
a fan or a pump. Forced convection is a more efﬁcient cooling mechanism than natural convection
as the temperature difference Twall−Tref remains small. However it comes at the cost of powering
a pressure inducing or reducing device. Forced convection is the primary driving force we are
concerned with in compact heat exchangers, such as condensers.
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Dimensionless numbers
Nusselt Number
The Nusselt number describes the ratio of convective heat transfer to conductive heat transfer,
described as
Nu =
hL
k
where, h = convective heat transfer coefﬁcient
k = thermal conductivity coefﬁcent.
As the thermal conductivity coefﬁcient is a property of the material, while the convective heat
transfer coefﬁcient is a property of the instantaneous convective effects. The average nusselt num-
bers are often compared for analysis. A higher Nusselt number given the same materials will result
in a higher average convective heat transfer number and higher heat transfer.
Prandtl Number
The Prandtl number describes the ratio of momentum diffusively to conductive diffusively and is
given by;
Pr =
μCp
k
where, μ = dynamic viscosity
Cp = speciﬁc heat.
The Prandtl number is a property of the material and its temperature.
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Radiation
Radiation is described mathematically as;
q = A
(
T 4wall − T 4ref
)
where,  = the emissivity, a property of temperature and material.
q = heat transfer ﬂux.
Due to the low emissive and absorptive quality of air, and the close proximity of temperature
between the ﬁns the radiative effects are negligible compared to the conductive and convective
effects undergone by the airside cooling of a condenser. Thus, we ignore the radiative effects in
this investigation.
As a note we also ignore friction heating, as it too is a mechanism that has negligible effect.
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CHAPTER 4
MATHEMATICAL FORMULATION
To simulate the physical effects of forced convection on the air-side heat transfer condenser,
we formulate equations around three conservation laws of physics. The conservation of mass,
the conservation of momentum and the conservation of energy. These general laws must then be
placed into the form of equations which can be solved.
Conservation of Mass
The conservation of mass stipulates that mass can not be created or destroyed. It is described
mathematically as the continuity equation;
∂ρ
∂t
+∇ · (ρv) = 0 where, ρ = ﬂuid density , v = ﬂuid velocity vector.
for gas ﬂows where the Mach number, which is the ratio of the ﬂuids velocity to the speed of
sound in the ﬂuid is less than 0.3, it is always safe to assume the density is constant [2] and the
conservation of mass equation leads to: ∇ · v = 0.
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Conservation of Momentum
The conservation of momentum is Newton’s second law. Force is equal to the change in mo-
mentum per unit time. It is described mathematically as;
F = ma =
d
dt
(mv) where, F = force, m = mass.
When applied to Newtonian ﬂuids this leads to a set of equations called the Navier-Stokes equa-
tions. Assuming constant density and viscosity the navier-stokes equations reduce further to [11]
ρ
Dv
Dt
= ρg −∇p+ μ∇2v where, g = gravity vector , g = gravity magnitude.
ρ
(
∂v
∂t
)
+ ρ(v · ∇)v = −∇p+ μ∇2v + ρg μ = ﬂuid dynamic viscosity.
given in cartesian coordinates as;
ρ
(
∂u
∂t
+ u
∂u
∂x
+ v
∂u
∂y
+ w
∂u
∂z
)
= ρgx − ∂p
∂x
+ μ
(
∂2u
∂x2
+
∂2u
∂y2
+
∂2u
∂x2
)
ρ
(
∂v
∂t
+ u
∂v
∂x
+ v
∂v
∂y
+ w
∂v
∂z
)
= ρgy − ∂p
∂y
+ μ
(
∂2v
∂x2
+
∂2v
∂y2
+
∂2v
∂x2
)
ρ
(
∂w
∂t
+ u
∂w
∂x
+ v
∂w
∂y
+ w
∂w
∂z
)
= ρgz − ∂p
∂w
+ μ
(
∂2w
∂x2
+
∂2w
∂y2
+
∂2w
∂x2
)
Where, u, v and w are the x, y and z component of the velocity respectively and gx, gy, gz are the
x, y and z component of gravity. To date a mathematical proof for the existence and smoothness
of a solution for the Navier-Stokes equations has not been found and a bounty of $1 million has
been offered by the Clay Mathematics Institute as part of their millennium problem competition
and has been on offered since the year 2000.
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More information and a copy of the mallennium problem statement can be found at; http://
www.claymath.org/millennium-problems/navier-stokes-equation
Conservation of Energy
The conservation of energy formulation comes from the ﬁrst law of thermodynamics. Energy
can not be created nor destroyed and can only be converted from one form of energy to another
form of energy. It is described as;
⎡
⎢⎢⎣Change in internal
and kinetic energy
⎤
⎥⎥⎦ =
⎡
⎢⎢⎣rate of internal and kinetic energy
transport via convection
⎤
⎥⎥⎦
+
⎡
⎢⎢⎣ rate of heat energy added
by conduction
⎤
⎥⎥⎦−
⎡
⎢⎢⎣ rate of work done
by the surroundings
⎤
⎥⎥⎦
ρCp
DT
Dt
= ∇ · k∇T + βT Dp
Dt
+ μφ where, φ = dissipation function, T = temperature,
φ = 2
[(
∂u
∂x
)2
+
(
∂v
∂y
)2
+
(
∂w
∂z
)2]
+
[(
∂u
∂y
+
∂v
∂x
)2
+
(
∂v
∂z
+
∂w
∂y
)2
+
(
∂w
∂x
+
∂u
∂z
)2]
− 2
3
(
∂u
∂x
+
∂v
∂y
+
∂w
∂z
)2
β = −1
ρ
[
∂ρ
∂T
]
p
= coefﬁcient of thermal expansion.
Reynolds Averaged Navier Stokes Equations (RANS)
The Reynolds Averaged Navier Stokes Equations, refer to a set of equations that solve the
Reynolds decomposition of the Navier Stokes equations. For turbulent ﬂows at any point in the
ﬂow it is noticable that the velocity ﬂuctuates with time. Thus Reynolds proposed decomposing
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the velocity into two components, the sum of mean values of the velocity and the ﬂuctuation.
v = v¯ + v′ where, v¯ =
∫ t+ 1
2
t0
t− 1
2
t0
v(s)ds
v′ = 0, v¯ = v¯ v′v¯ = 0,
∂
∂x
v =
∂
∂x
v¯,
∂
∂t
v =
∂
∂t
v¯.
the same is done for pressure and the relations are then used in the Navier-Stokes equations for
constant density, leading to the reynolds averaged continuity and Navier-Stokes equations;
The continuity equation is;
∇v = 0
The momentum conservation equation is;
ρ
Dvi
Dt
= Fi − ∂p
∂xi
+ μ∇2vi − ρ
(
∂v′iv
′
j
xj
)
The energy conservation equation is;
∂
∂x
(ρCpTui) = − ∂
∂xi
(
−k ∂T
∂xi
+ ρCpu′iT ′
)
After introducing additional variables to the analytical conservation equations, the RANS model
requires additional equations in order to close the problem. There are several different models or
sets of equations that have been developed to solve the RANS model without any speciﬁc univer-
sally accepted model for every problem. Rather each model has a speciﬁc sub-set of problems for
which it will be superior to others. The choice of equation sets used to model a particular problem
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is dependent on the time constraints, computational power as well as the ﬂow regime and geometry
through which the ﬂow is moving through or over. Some of the most popular and economical equa-
tion models are the Spalart-Allmaras One-equation model, the κ−  model, and the κ− ω model
each of which have their own variational equations as well. Choice of an equation set to model a
speciﬁc problem usually comes from experimental work and or a ﬂow comparative study. For our
simulations we chose the κ − ω, SST (Shear Stress Transition) equations as there is suggestion
within the literature that this form of the κ − ω equations would be a suitable choice. [18] [13]
[8][3].
κ− ω, SST equations.
The decision to use the κ − ω, SST equations for our investigation, has much to do with
previous work in the ﬁeld [18]. The κ− ω, SST equations are known to be robust in the transient
phase, and for our initial investigations predicting laminar ﬂow building to a fully developed proﬁle
through the ﬁn channel and then detached ﬂow forming turbulent behaviour in the wake of the
pipes. The κ − ω, SST are the best choice as they resolve transient turbulent activity within the
boundary layer, and as the ﬂow detaches the SST formulation of the κ−ω equations begins to trend
towards the κ−  equations which resolve larger eddy for a fully turbulent ﬂow. It has been shown
that the κ− ω, SST 2 equation solution to the RANS model is a good choice for ﬂow through the
air-side of a condenser [13] [8]. The equations are given as;
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∂(ρk)
∂t
+
∂(ρUik)
∂xi
= P¯k − β∗ρkω + ∂
∂xi
[
(μ+ σkμt)
∂k
∂xi
]
∂(ρω)
∂t
+
∂(ρUiω)
∂xi
= αρS2 − βρω2 + ∂
∂xi
[
(μ+ σωμt)
∂ω
∂xi
]
+ 2(1− F1)ρσw2 1
ω
∂k
∂xi
∂ω
∂xi
F1 = tanh
⎡
⎣(min
[
max
( √
k
β∗ωy
,
500v
y2ω
)
,
4ρσω2k
CDkωy2
])4⎤⎦
CDkω = max
(
2ρσω2
1
ω
∂k
∂xi
∂ω
∂xi
, 10−10
)
y = distance to closest wall
We ﬁnd that, F1 → 0, away from the surface as the model tends to (k −  model), and F1 → 1
inside the boundary layer (k − ω model)
The turbulence eddy viscosity is deﬁned as
vt =
a1k
max(a1ω, SF2)
S = invariant measure of the strain rate
F2 = tanh
⎛
⎝
⎡
⎣max
(
2
√
k
β∗ωy
,
500v
y2ω
)2⎤⎦
⎞
⎠
To prevent the build up of turbulence in stagnation regions, there is a production limiter
Pk = μt
∂Ui
∂xj
(
∂Ui
∂xj
+
∂Uj
∂xi
)
→ P¯k = min (Pk, 10β∗ρkω)
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The constants are computed from a mix of the k −  and the k − ω models.
α = α1F + α2(1− F ), etc... where,
β∗ = 0.09, α1 =
5
9
, α2 = 0.44, β1 =
3
40
, σk1 = 0.85, σk2 = 1, σω1 = 0.5, σω2 = 0.856
The main modiﬁcation from the standard κ− ω equations is the use of the strain rate S instead of
vorticity in the turbulence eddy viscosity equation, and half the factor in P¯k [13]
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CHAPTER 5
CFD SIMULATION
Finite Volume Method
The ﬁnite volume method is a discretised method of solving partial differential equations. It is
known to be particularly robust for solutions involving the conservation equations, as the ﬂuxes are
locally conserved on each cell. The method is based on balancing the equations over each ‘ﬁnite
volume’. Gauss’s divergence theorem is used to convert the volume integral of the divergence to a
surface integral or ﬂux. This ﬂux is conserved over each cell with respect to the unknown variable
and the resulting solution will have a ﬁnite residual error, which one seeks to minimise. [7]
Geometry
The design for the airside condenser was inspired by the experimental work of Lee et al. [22].
Lee, et al. proposed that by varying the number of pipe rows at different positions along the cooler
one can obtain a more efﬁcient system. They used industrial standard piping and ﬂat plate ﬁns.
The properties of the ﬁns are simulated as aluminium and the properties of the pipes are simulated
as copper. The dimensions of the tubes and their spacing as well as a picture of the condenser is
given in ﬁgure 1.
The condenser used by Lee et al, has both two pipe row and three pipe row conﬁgurations. Some
of our initial investigations used two row conﬁgurations. Our ﬁnal investigations were based on a
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Figure 1: Left: a photograph of the chiller used in the experimental paper by Lee et al. Right: the
dimensions of the chiller used in Lee et al. [22]
three row deep model.
Classical Model
We conduct a simulation on what we term the ‘classical model’, as a comparison for the altered
condenser air side geometry of this study. Due to the symmetry of a ﬂat plate condensers design
and the need for a ﬁne mesh, it was decided to create a single ﬂow channel between two ﬁns, for our
model. Although the condenser designs in Lee at al, have both two rows and three rows of pipes in
their design, our design uses a three row conﬁguration this lends itself to a greater understanding
of the ﬂow through the channel and around the pipes.
In ﬁgure 2 and 3, we show a close up view of the classic and proposed models respectively. The
mesh in each ﬁgure is without the ﬂuids and top ﬁn. Three planes of velocity contours have been
added and one can notice the difference between the proposed model 3, with the vortex generator
and the classic model 2 without the vortex generators.
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Figure 2: A close up view of the classic model, with ﬂow lines
Proposed Model
Our proposed model design has the same structure and dimensions as the classical model. We
add a vortex generator to either side of the pipes in order to stimulate ﬂow in the region behind
the pipes and remove the heat trapped there. It was thought the design of these vortex generators
should be simple with both cost and feasibility of construction in mind. The vortex generators
are designed of the same material (aluminium) and width as the ﬁns. This would allow the vortex
generators to be cut from the same roll of aluminium as the ﬁns. We imagine the proposed model
to be constructed by creating small insertions in the ﬁns and then inserting a ‘vortex generator’ the
length of the pipe, through the insertions and perpendicular to the ﬁns. The breadth of our ‘vortex
generators’ is created to be the length of the pipes diameter. We placed each vortex generator with
its stagnation point in line with the centre of the pipe and perpendicular to the ﬂow, 1 mm away
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from the outer diameter of the pipe. The vortex generator is then angled inwards at a streamwise
10 degree angle, towards the separation area behind the pipe.
Figure 3: A close up view of the proposed model, with ﬂow lines
Mesh
In constructing the mesh attention was paid to wall Y+ value, as the κ − ω equations resolve
the boundary layer, this demands that the Y+ value ≤ 1. The Y+ value is a dimensionless number
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deﬁned as
Y+ =
ρuy
ν
where, y = distance to the closest wall
ν = kinematic viscosity
u =
√
τw
ρ
τw = wall stress , ρ = density
It described a ratio of cell to wall stress and is a determinant of the boundary layer. In the use
of most turbulent solutions where the turbulence is assumed to be fully developed the Y+value is
recommended to be 30 ≤ Y+ ≤ 300. But the κ− ω equations need to resolve the ﬂow within the
boundary layer and thus it is recommended that the Y+ ≤ 1. Therefore, in our construction of the
mesh, it is ﬁner in regions closer to the wall. This also results in a larger aspect ratio, which is the
length the height or width ratio of a quadratic cell. Large aspect ratios can lead to difﬁculties with
convergence.
We constructed each ﬁn 4 cells deep in order to allow for the conduction through the ﬁns to be
properties to resolved, while the pipes are each 5 cell elements thick. The mesh was constructed of
mostly quadratic elements were possible with the hexacore meshing procedure in the Ansys Fluent
meshing programme. [3]
25
Figure 4: A partial view of the mesh
In ﬁgure 4 we see a part of the mesh design where the ﬁns meet one of the pipes. One can
notice that the cells are mostly hexahedral and as the the mesh draws towards a boundary between
the ﬁns, air or pipe, the mesh gets ﬁner in order to satisfy the Y+ condition to resolve the κ − ω
equations. The water deﬁned in ﬁgure 4 occupies the mesh below the highlighted blue area. The
water-pipe boundary does not have a growth as the ﬂow within the pipe is deﬁned as laminar. The
growth seen in the top and bottom of the water zone is a consequence of the automatic meshing
algorithm and the want for a uniform mesh.
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Convergence
We ran a mesh independence study on 4 mesh sizes, from 2 065 797 nodes to 5 775 276 nodes.
The mesh was focused more compactly through the solid geometry with attention paid to the y+
wall values, the outlet was extended to over half the length of the model in order to avoid numer-
ical back ﬂow issues arising from the adverse pressure conditions of the ﬂow around the pipe. In
instances with a shorter ﬂow exit region, Fluent deﬁnes the ﬂow on certain elements instead of
calculating them in order to satisfy the mass ﬂow rate. The material properties where deﬁned as
default by Fluent. The simulations we ran are pressure based models, which allowed us to set the
magnitude of the inlet ﬂow velocity and temperature (293.15K (20oC), |v˜|). The simulation main-
tains a static pressure at the exit area at 0 Pa. The algorithm chosen was ‘SIMPLE’ with Second
Order equations for both energy and motion. We judged convergence based on both the residual
and a ﬂux balance. The residuals achieved all fell below 10−4, while the residuals for the energy
equation were all below 10−9. Checking the convergence through a heat ﬂux balance showed neg-
ligible error in all simulations, with an outward mean heat ﬂux of order 103 the balance was found
to be between 10−6 and 10−8.
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Figure 5: Balance of heat ﬂux over all surfaces Left: velocity 2.5 m/s Right: velocity 3.0 m/s
In ﬁgure 5 a ﬂux balance is shown on two different models. A calculation on the area-weighted
average total surface heat ﬂux, 1
A
∑n
i=1 qi|Ai| [3]. We notice that the average on each surface is of
the order of 103 − 105 while the net average is of the order 10−6 − 10−7.
Figure 6: grid independence proﬁle lines
Figure 6 represents the two lines through the mid-plane on which we conducted the grid inde-
pendence study, using both the velocity magnitude and static temperature.
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Figure 7: grid independence plots of velocity along the length of our geometry.
In ﬁgure 7 we show the velocity proﬁles along the length of the geometry. The lower graph
highlights the points where the meshes vary from one another and we note a minimal difference
between the 5 million node mesh and 4 million node mesh compared to the 2 million node mesh,
which becomes more prevalent in the temperature proﬁle.
29
−0.04 −0.02 0 0.02 0.04 0.06 0.08290
300
310
320
330
 Temperature Grid−Independence 
 distance ( mm ) 
 
te
m
pe
ra
tu
re
 ( K
 ) 
2065797 nodes
3370575 nodes
4758036 nodes
5775276 nodes
0.02 0.03 0.04 0.05 0.06 0.07
310
315
320
325
 Temperature Grid−Independence 
 distance ( mm ) 
 
te
m
pe
ra
tu
re
 ( K
 ) 
2065797 nodes
3370575 nodes
4758036 nodes
5775276 nodes
Figure 8: grid independence plots of the temperature along the length of our geometry.
In ﬁgure 8 we show the temperature proﬁles along the length of the geometry. The lower graph
highlights the points where the meshes vary from one another and we note a minimal difference
between the 5 million node mesh and 4 million node mesh compared to the 2 million node mesh.
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Figure 9: grid independence plots of temperature and velocity along the width of our geometry.
Top: Velocity proﬁle. Bottom: Temperature proﬁle.
Set-Up
After creating the speciﬁc geometries in Ansys SpaceClaim and reﬁning them in Ansys design
modeller we ran the simulations using Ansys Fluent. Choosing the working ﬂuids as water within
the pipes and air through the air-side ﬂow channel. The pipes were given the properties of copper
while the ﬁns are set as aluminium. This mean the boundary between the pipes and ﬁns are set
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as a ‘wall’ as apposed to ‘internal’. All the ﬂuid to pipe, vortex generator and ﬁns we set as
‘wall’s. The boundaries of the simulation were set as ‘symmetry’. The heat was generated in the
pipes by simulating water ﬂow at 0.1 m/s and at a temperature of 353.15K (80oC) through the
inlet of each pipe. The air-side ﬂow was set at various ﬂow velocities and at a temperature of
293.15K (20oC). We mostly ran the ‘coupled algorithm’ conﬁguration in our simulations and left
them to run overnight with a courant ﬂow number of 25, lowering that number as well as some
of the under-relaxation factors to achieve a suitable convergence and low residual. It was found
that running the ‘coupled algorithm’ simulations and manually lowering the courant numbers led
to the best convergence with lowest residual output. The simulations were also found to be quite
sensitive to the respective under-relaxation factors.
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CHAPTER 6
ANALYSIS
Convective Inﬂuence
The convective inﬂuence on the augmentation of both the classical and proposed condenser
models are demonstrated through the mid-plane velocity and temperature contours and graphs of
the air passing through the ﬂow channel. The mid-plane view reveals a signiﬁcant analysis of the
augmentation as the mid-plane regions ﬂow is the least effected by the ﬁn-wall boundaries and
will also have the coolest temperatures. In the ﬁgures 10 and 11 we present proﬁles of the air
temperature and velocity magnitude through the lines presented at the top of the ﬁgures that run
perpendicular to the ﬂow through the mid-plane. Data from both the classic and proposed models
of the velocity magnitude and temperature for each node along the line are presented together. The
data is gathered from simulations with a 3 m/s face velocity.
It is interesting to note the inverse relationship between the temperature and velocity ﬁelds, show-
ing how the magnitude of the air velocity as it passes through the condenser channel signiﬁcantly
effects the convective cooling.
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Figure 10: Top: Graphic showing the line along which the proﬁles are taken with an entrance
velocity of 3m/s. Middle: Temperature proﬁles of classic and proposed model along line Bottom :
Velocity proﬁles of classic and proposed model along line.
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In ﬁgure 10 the proﬁle line is close to the front or stagnant point of the pipe in the 3rd row.
We notice that the temperature is hottest at the sides of the temperature plot, as the air temperature
is affected by the pipes in the second row. The temperature of the proposed model is lower than
that of the classic model as the air in the proposed model is being disrupted in this region by the
vortex generators. Interestingly the temperature is seemingly inversely proportional to the velocity
and at the sides of this plot we ﬁnd that the proposed model has a slightly lower velocity than the
classical model as well as a more pronounced lower temperature than the classical model. Using
Reimann sums to ﬁnd the average temperature;
∑
f(xi) |xi+1 − xi| × |x1 − xend|. We ﬁnd the
average temperature of the proposed model in 10 is, 323.8 K and the average temperature of the
classic model in 10 is, 322.6 K.
In ﬁgure 11 we have a similar proﬁle plot to ﬁgure 10 going through a line just behind the ﬁrst
row of pipes. In this proﬁle it is noticeable that in the region behind the pipe the proposed model
has lower temperatures, which was the aim of our design. To move the stagnant and intensely
heated air behind the pipes. There is also a very noticeable ‘bump’ in the temperature of the pro-
posed model around 0.005 mm, which we assume is caused by the wake of the vortex generators
which are also conducting heat through its surface. The Riemann sums analysis for the average
temperatures in 11 yield an average temperature for the proposed model of; 315.9 K and an average
temperature of the classic model of 315.8 K.
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Figure 11: Top: Graphic showing the line along which the proﬁles are taken with an entrance
velocity of 3m/s. Left: Temperature proﬁles of classic and proposed model along line. Right:
Velocity proﬁles of classic and proposed model along line.
36
Through the mid-plane contour plots, ﬁgure 12, and ﬁgure 13 we show the velocity and tem-
perature contours of the classical model next to and to the left of the proposed model for the face
entrance velocities; 3.0 m/s, 3.5 m/s, 4.0 m/s and 5.0 m/s.
The velocity contours in ﬁgure 12, describe how the vortex generators effect the ﬂow through the
channel, particularly in the wake region immediately behind the pipes where there is a signiﬁcantly
smaller region of stagnant air. It can also be seen that towards the sides of the pipes and parallel to
the ﬂow, the velocity magnitude of the proposed model is greater than that of the classical model.
From the discussion surrounding ﬁgure where we see the temperature seemingly inversely propor-
tional to the velocity magnitude, this increase in velocity will result in a lower temperature in that
region. Following the ﬂow through the proposed model that is being forced by the vortex genera-
tors to travel further around the pipes before turbulent shedding occurs, it is reasonable to assume
that a good portion of the stagnant heated air is being moved. The differences in the velocity mag-
nitude and size of the stagnation areas between the classical models and proposed models trend
to increase with an increase in the face velocity. As the stagnation area is where a lot of heat is
being kept, it is reasonable to conclude that the larger the difference in these areas between the two
models, the larger the effectiveness of the proposed model. Thus, we could predict that higher face
velocities will lead to higher efﬁciencies.
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Figure 12: Mid-plane velocity contours with entrance velocities Top Left: 3.0m/s. Top Right:
3.5m/s. Bottom Left: 4.0m/s. Bottom Right: 5.0 m/s.
38
In the temperature mid-plane contours, ﬁgure 13. It is noticeable that the temperatures in
the wake of all the pipes is higher at lower face velocities. This is to be expected as the heat is
transported more slowly at lower face velocities and the air has more time to draw and absorb the
heat from the condenser. It is also noticeable when comparing the classical model and proposed
model at the same face velocities, that the ‘wake of heat’ in the region behind of the 3rd row pipe
of the proposed models extends further out than the classical models. This longer wake is a sign
of more heat leaving the model. It is also noticeable that the pipes in the proposed model are more
deﬁned as the cooler air coloured green travels further around the pipe. In the wake of the ﬁrst row
pipe we notice that the heat is broken up more by the proposed model, and this become even more
evident at the higher face velocities. It is evident in the mid-plane that the there is more heat being
transported in the proposed model than the classic model.
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Figure 13: Mid-plane temperature contours with entrance velocities Top Left: 3.0 m/s. Top Right:
3.5 m/s. Bottom Left: 4.0 m/s. Bottom Right: 5.0 m/s.
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Conductive Inﬂuence
It is also relevant to the augmentation process that the vortex generators added to form the
proposed design also conduct heat and add to the overall heat transfer surface. This inﬂuences the
conductive process and affects the conductive ﬂux. As demonstrated in the heat contour ﬁgure,
ﬁgure 14. One notices that the vortex generators parallel to the pipes are of a red shade which
indicates heat. This extra area of heat will allow the air ﬂowing against it to convect more heat
away from the condenser. It should be noted that in the manufacturing process of the proposed
design, a good contact between the vortex generators and the ﬁns needs to created for this analysis
to be useful.
Figure 14: Conduction through pipe and ﬁns.
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Qualitative Analysis
The chief mechanism of cooling in the process of a heat transfer condenser is forced convection,
which requires external power. The cost of the external power required has to be considered in the
analysis and evaluation of an air-side cooling design. The amount of augmentation achieved by
a condenser design is usually off set by the amount of power required to operate it and if the
power costs outweigh the augmentation gains the design is not considered an improvement in a
comparative study as one could simply run the original design at greater power. This has led
to the invention of several qualitative analysis which have been proposed in order to distinguish
between good and better designs, weighing the pressure drop and power requirements against the
augmentation and heat transfer. Two commonly used non-dimensional number for this purpose
are;
The Skin Friction Coefﬁcient / Fanning Friction Factor ,which is the ratio of wall shear stress
to the reference dynamic pressure. It is described mathematically as;
f = Cf =
τw
1
2
ρrefv2ref
Where, ρref , vref = reference density, reference velocity
τw = wall shear stress
The Fanning friction factor is useful as a qualitative assessment of the increase in friction and cost
of operation. A second commonly used non-dimensional number usually calculated along side the
Fanning friction coefﬁcient is the Colburn j-factor , which yields a depiction of the augmentation
achieved and is described as;
j =
Nu
RePr1/3
=
h
ρCpV
Pr2/3 = StPr2/3
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where, St = the Stanton number
St =
Nu
RePr
=
hD/k
(Dv/ν)(ν/α)
=
h
ρCpv
=
Heat ﬂux to the wall
Convected heat ﬂux
[25] The Colburn-j factor is useful for its qualitative assessment of the heat transfer augmentation.
In ﬁgure 15 we plot the Colburn-j factor from the area-weighted average surface Stanton number
provided by Fluent. In each case we used the entrance velocity as the reference velocity for the
calculation. We plot the Colburn j-factors for each simulation against their respective Reynolds
numbers, utilising the hydraulic diameter deﬁned as 4
Ac
At
L in Chapter 3. Many authors use dif-
ferent deﬁnitions for their hydraulic diameter, such as that for ﬂow around a tube. We decided on
this form of hydraulic diameter due to the complexity of the proposed design. The classic models
and proposed models are plotted on the same graph for comparative reasons; As we expected the
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Figure 15: j-factor to Reynolds number
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Colburn j-factor for the proposed design is higher than of the classic model, with the difference
increasing as the Reynolds number increases. This qualitatively tells us that the proposed model
has a better augmentation than the classic model. But at what cost?
The Fanning friction factor is plotted against the Reynolds number in ﬁgure 16, with the classic
model and proposed model on the same graph. Here it is evident that the higher the Reynolds num-
ber the higher the cost of running the condenser and qualitatively for the same Reynolds number it
is more expensive to run the proposed model than the classic model.
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Figure 16: j-factor to Reynolds number
To asses the efﬁciency of the proposed model, given that there is a pressure penalty as well
as an augmentation advantage. We describe several popular analysis that are used to quantify
the advantage to penalty ratio. A popular analysis often used is known as the ‘area goodness’,
described as
j
f
and plotted against the Reynolds number [12]. The ‘area goodness’ analysis can
be shown to be inversely proportional to the frontal ﬂow area, which leads to the conclusion that a
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higher area goodness factor will result in a device requiring a smaller frontal ﬂow area resulting in
a more compact device.
j
f
=
NuPr−1/3
fRe
∝ 1
A2e
(
m˙
Δp
)
where, Ae = the entrance area,
m˙ = mass ﬂow rate, Δp = pressure drop
This analysis has however been described as “not infallible” and for comparative purposes requires
a ﬁxed, mass ﬂow to pressure drop ratio,
(
m˙
Δp
)
= constant [21]. The “area goodness” analogy can
also be misleading as a compact heat exchanger with an enhancement element is typically charac-
terised by an increase in pressure drop. The increase in pressure drop leads to an increase in the
Fanning friction factor f, which is usually larger in percentage than the increase in Nusselt number,
and therefore j-factor. This can lead to incorrect conclusions that less compact heat exchangers are
more efﬁcient [16].
Another prominent ‘goodness factor’ suggested by Kays and London, [12] [21] which is more
relevant to our work is the ‘volume goodness factor’ which compares the average surface heat
transfer coefﬁcient, and a power formulation, which they deﬁne as;
h =
kNu
Dh
where Nu = Nusselt number , k = thermal conductivity coefﬁcent
Dh = hydrostatic diameter , m˙ = mass ﬂow rate
E =
m˙Δp
ρAt
=
Ac
At
vΔp Ac = entrance area , At = heat transfer area
v = entrance velocity ,Δp = pressure drop
[21] and more recently an alternative ‘volume goodness factor’ is being suggested in the literature
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as describing a quantiﬁcation of good heat transfer and pressure loss performance. It is being
calculated as;
j
f 1/3
and plotted against the Reynolds number [6] [17] [4]. This analogy has also
led to a ‘thermohydraulic performance factor’, which is calculated as;
JF =
j/jc
(f/fc)
1/3
where, jc = j-factor of the reference or classic model
fc = friction factor of reference or classic model
[6] [4]
In ﬁgure 17 we plot the ‘volume goodness’ factor as described by Kays and London, for both
the classic models and proposed models such that we can make a comparison.
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Figure 17: Volume Goodness ( Kays and London 1984 )
Form the comparison plot of ﬁgure 17, it can be seen that at low Reynolds numbers there ap-
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pears to be no advantage to using the proposed model. Although the analysis does not suggest a
disadvantage to the proposed model. An advantage of the proposed model becomes evident as the
Reynolds numbers increase, with a more pronounced advantage at face velocity values of 3.5 m/s
and 5.0 m/s, which are the limits of the suggested operating face velocities by, Capitol Coil & Air,
who recommend 800 ft/min ≈ 4.0 m/s as optimal [1].
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Figure 18: Volume Goodness ( Bhowmik and Lee 2008 )
In ﬁgure 18 we plot the more recent ‘volume goodness’ analogy suggested by Bhowmik and
Lee. We plot the classic models next to the proposed models for a comparison.
The plots in ﬁgure 18 suggest there is a disadvantage to the proposed model at lower Reynolds
numbers and that this becomes an advantage above face velocities above 3.5 m/s. The ﬁgure also
suggests greater improvement with greater Reynolds numbers.
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In ﬁgure 19 we plot the ‘ thermohydraulic performance ’ as suggested by Bhowmik and Lee
[4] [6]. The ﬁgure suggests a positive advantage for using the proposed model at face velocities
above 3.0 m/s and a penalty for use of the proposed model at velocities below 3.0 m/s. The ﬁgure;
19 also suggest an increase in efﬁciency as the face velocities increase.
20 25 30 35 40 45 50
0.99
0.995
1
1.005
1.01
 face velocity 
 
JF
 
 thermohydraulic performance 
classic model
proposed model
Figure 19: thermohydraulic performance factor
Criticism of the ‘volume goodness factor’ comes from its dependence on the hydraulic diameter
of the system. To try and overcome some of this criticism of the ‘volume goodness factor’, a
set of dimensionless ‘performance parameters’ where proposed by LaHaye et al [21]. They are
the heat transfer ‘performance factor’, J = jReh which is plotted against the ‘pumping power
factor’, P = fRe3h. There has been criticism of the ‘performance parameter ’ which stems from
its dependence on the Reynolds number which can be difﬁcult to deﬁne in an altered ﬂow channel.
It is therefore seen as only a useful approximation to direct a designer in the vicinity of an optimal
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solution [21]. This then led Soland et al [19] to modify the ‘performance factors’ further. As
knowledge of the heat transfer rate and area is known and given the relationship with the number
of transfer units (NTU) hAT =
q
ΔT
∝ NTU where, AT = heat transfer area. The number of
transfer units ( NTU ) is a very signiﬁcant factor in a heat exchanger, as it quantiﬁes how much
heat is leaving the system. We can thus qualitatively plot the NTU against the ideal power required
calculated as, ΔP |v|Ae where, Ae = ﬂow entrance area. As this information is available through
a CFD simulation with Fluent 18, a very informative comparison can be made 20. |v| = the
magnitude of air ﬂow velocity at the entrance[21].
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Figure 20: Number of Thermal Units to Power Plot.
Although similarly composed to the Kays and London formulation of the ‘volume goodness’,
this analysis shows more clearly the amount of heat being removed compared with the amount of
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ideal power required. In the ﬁgure 20 there is a clear separation between the proposed models
plotted and the classical models.
It is an advantage of CFD modelling in that we can calculate numbers for quantities that are
much harder to analyse via experimental work. Although, empirical results do account for cer-
tain quantities that go unaccounted for in an idealised CFD simulation like this study. We can
also quantify and calculate the heat ﬂux to both ideal power and Reynolds number, as we do in
ﬁgures 22 and 21 respectively.
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Figure 21: The heat ﬂux as a function of Reynolds number
In ﬁgure 21 we plot the classic models and proposed models heat transfer ﬂux to Reynolds
number which shows the heat ﬂux of the proposed model continuously higher than the classic
model over all Reynolds numbers, with the difference increasing with Reynolds number. In ﬁgure
22 we plot the heat transfer ﬂux as a function of the ideal power for both models as a comparison.
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Figure 22: The heat ﬂux as a function of Power
The outcome of the ﬁgure 22 is much the same as ﬁgure 20. It demonstrates an almost log-
arithmic shape to the functions of both the classic models and proposed models, suggesting that
the gain in heat ﬂux tappers with the increase in power. The ﬁgure also suggests that the proposed
model will consistently generate a higher heat ﬂux over the system than a classic ﬂat-plate ﬁn and
pipe design.
Criticism of Design
It should be mentioned that a potential consequence of the proposed design, is an increased
potential for the trapping of foreign objects between the vortex generators and the pipes. As the
spacing between the vortex generators and pipes is smaller than that of the channel entrance, ob-
jects may enter the channel becoming trapped between the vortex generators and pipes, remaining
there unnoticed and undetected. If this were to happen, it would create a considerable hinderance
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to the heat transfer process and we predict it could lead to an inefﬁcient airside condenser design.
Interpretation
Seeking to quantify the improvement that can be stated for our proposed design, we view the
data in terms of percentage gains and percentage costs. In ﬁgure 23 we lay out the ideal power,
surface heat transfer coefﬁcient × area ha and heat ﬂux q for each of the simulations we ran. We
then make a percentage comparison of those functions between the proposed model and the classic
model at each face velocity we simulated.
Model Velocity Power [W] ha [W/K] q [W] % ha gain % q gain % Power cost
Classic 2.0 [ m/s ] 0.0034 0.1066 5.2711
Proposed 2.0 [ m/s ] 0.0036 0.1103 5.4182 3.448 % 2.790 % 6.648 %
Classic 2.5 [ m/s ] 0.0059 0.1252 6.0774
Proposed 2.5 [ m/s ] 0.0063 0.1302 6.2803 4.0324 % 3.337 % 5.51 %
Classic 3.0 [ m/s ] 0.0091 0.1420 6.7863
Proposed 3.0 [ m/s ] 0.0099 0.1486 7.0491 4.6507 % 3.873% 8.339 %
Classic 3.5 [ m/s ] 0.0143 0.1578 7.4284
Proposed 3.5 [ m/s ] 0.0149 0.1657 7.7370 4.9664% 4.154 % 3.545 %
Classic 4.0 [ m/s ] 0.0189 0.1727 8.0164
Proposed 4.0 [ m/s ] 0.0212 0.1824 8.3859 5.596 % 4.609 % 11.965 %
Classic 5.0 [ m/s ] 0.0372 0.2012 9.0838
Proposed 5.0 [ m/s ] 0.0382 0.2135 9.5371 6.1138 % 4.990% 2.571%
Figure 23: Chart of percentage gains and losses
We ﬁnd that ﬁgure; 23 demonstrates that the power, surface heat transfer coefﬁcient ha and
heat ﬂux monotonically increase with an increase in the velocity. The percentage gains found in the
surface heat transfer coefﬁcient ‘ha′ as well as the heat ﬂux ‘q′, in simulations using the proposed
model also monotonically increase with the air face velocity. However, the percentage power cost
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in simulations using the proposed model ﬂuctuates with the various air face velocity simulations.
The greatest % increase in power costs for using the proposed model in our simulations is found
at 4.0 m/s air face velocity, which is the recommended optimum operational condition proposed
by Capitol Coil & Air [1], with the lowest power cost in our simulations found at the edges of the
recommended face velocities. From this perspective it can be suggested that running the condenser
at air face velocities of 5.0 m/s, where the highest percentage gains are and the lowest percentage
power costs are would be the most advantageous operating conditions.
In terms of modifying a heat transfer device to add a saving in power output, one would then
seek to run the device at the same heat transfer rate or heat ﬂux. As our simulations have not
been constructed for such a comparison we can only make an approximation by using a linear
interpolation of the proposed models power at the maximum heat transfer rate of the classical
model running at the recommended face velocity of 4.0 m/s. We also make comparison at the heat
transfer rate of the classic model running at 5.0 m/s.
We ﬁnd the resultant percentage saved at 4.0 m/s comparison to be; 7.06 % and the power saved at
5.0 m/s is ; 15.42 %.
Although it should be noted that the power is considered ideal and calculated as, vAcΔp. A real
pressure drop device, would have an efﬁciency factor that would scale with the air face velocity
it produces. The energy saving is also calculated over a very small incident of the total heat
transfer device and as the temperature difference between the inlet air temperature and pipe water
temperature decrease, the potential for energy saving might be signiﬁcantly affected.
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CHAPTER 7
CONCLUSIONS
Fluent’s ﬁnite volume solver enabled us to numerically solve the most relevant equations in
order to conduct a comparative study on a new design of an airside condenser utilising vortex gen-
erators to disrupt the ﬂow. We found that the ﬂow is disrupted in such a way as to transport some
of the stagnant heated air that collects in the wake of the condenser pipes. From our analysis of
the results of comparisons over 6 varying face velocities, we can conclude that there is evidence
that our design will improve the heat augmentation and or save energy. We predict that the energy
saved could be reach upward of 15%.
Future research
Future work on the subject could include a comparison of models, varying the angle of the
vortex generators, varying the distance of the vortex generators from the pipe and deviating slightly
from the theme of cost effective construction or alteration, a simulation of vortex generators with
a foil design could yield very positive results. Of course empirical data would be best and once a
preferable angle and position has been decided, a small condenser could be altered with the vortex
generators and experimental data would be conclusive.
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