Abstract|A reliable and e cient computational algorithm for restoring blurred and noisy images is proposed. The restoration process is based on the minimal total variation principle introduced by Rudin et al 1], 2], 3]. For discrete images, the proposed algorithm minimizes a piecewise linear l 1 function (a measure of total variation) subject to a single 2-norm inequality constraint (a measure of data t). The algorithm starts by nding a feasible point for the inequality constraint using a (partial) conjugate gradient method. This corresponds to a deblurring process. Noise and other artifacts are removed by a subsequent total variation minimization process. The use of the linear l 1 objective function for the total variation measurement leads to a simplier computational algorithm. Both the steepest descent and an a ne scaling Newton method are considered for solving this constrained piecewise linear l 1 minimization problem.
I. Introduction
In this paper, we propose an iterative algorithm for image restoration and enhancement. For discrete images, this algorithm minimizes a piecewise linear l 1 function with a single inequality constraint. The restoration process has an attractive incremental feature which makes it suitable for an adaptive/interactive algorithm.
Let u true (x; y) specify the grey levels of an unknown black-and-white image in def = 0; a] 0; b]. Assume that we are given an initial image u 0 (x; y), which represents the noisy and blurred version of the true image u true (x; y), i.e., u 0 (x; y) = (Au true )(x; y) + "(x; y); (1) where (Au)(x; y) denotes a blurring convolution operation and "(x; y) a random white noise. The objective is to restore (to the extent possible) the original image from the noisy and blurred image u 0 . Unless stated otherwise, we assume in this paper that the variance (or a good estimation) of the noise is given. Many image restoration methods have been proposed since the introduction of the digital image processing in 1960s. The monograph by Lagendijk and Biemond 4] describes many of these approaches. One basic approach is to formulate the restoration problem as a constrained least squares problem. This approach was introduced by Hunt 5] , and subsequent improvements have been The most common choice of C corresponds to the Laplacian. Furthermore, certain desired properties in the restored image can be achieved by chosing C and by weighting the L 2 norms appropriately. The reader is referred to 4] for further information.
Another more recent approach has been introduced by Rudin et al 1], 3], 2]. They observe that a noise corrupted image is distinguished from a noiseless one by the size of the rst order derivative of the intensity function u(x; y). In 1], 3], 2], the rst order derivatives is measured by R q u 2 x + u 2 y dxdy and referred to as Total Variation. Here the subscripts x and y denote the corresponding partial differentiation. Consequently, they propose to restore a noisy and blurred image by minimizing total variation subject to the same constraint in (2): min u Z q u 2 x + u 2 y dxdy (3) subject to Z ((Au)(x; y) ? u 0 (x; y)) 2 dxdy = 2 :
It is worth pointing out that the concept is related to those introduced in 10], 9]. A solution of (3) provides an image with the least total variation among all the images with the standard deviation . It is important to note that the functional being minimized is the integral of the 2-norm of the gradient u x ; u y ] (i.e., the L 1 norm of the gradient over the domain ). This is a departure from the earlier constrained least squares approach where the functional to be minimized is typically the square of the 2-norm of the second order derivatives. Numerous examples in 1], 2], 3] provide convincing evidence that minimizing total variation works e ectively for many image examples. A comparison of this image enhancement method with others is given in 3]. Dobson and Santosa 11] investigated the theoretical limitations of such a method.
Although both formulations (2) and (3) are nonlinear minimization problems with a single equality constraint, they are solved by very di erent computational algorithms.
Problem (3) is usually solved by a Lagrangian function approach with an a priori chosen approximate Lagrange multiplier. Many iterative methods, e.g. 
where the operator A is the adjoint of A; is some a priori chosen parameter. A di culty of the restoration method by solving (4) is the determination of this important but unknown parameter .
In 1], 2], 3], the constrained nondi erentiable minimization problem (3) is solved by nding the steady state of a nonlinear di usion process. The Euler-Lagrange equation which gives a necessary condition for a minimizer of (3) There are a few di culties with this arti cial time evolution method 1], 3], 2] for (3). Firstly, nondi erentiability occurs when u x = u y = 0. In 1], 3], 2], a small perturbation has been used to avoid nondi erentiability numerically but this may possibly represent a signi cant alteration to the original cost functional. Moreover, since the objective function (3) is not di erentiable and the nonlinear constraint curvature information is not included in the projected gradient direction, it can be slow or even fail to converge to a solution. Secondly, there is no guarantee that the constraint R (Au ? u 0 ) 2 = 2 will be satis ed, particularly when the signal-to-noise ratio (SNR) is relatively high, leading to results which may not be consistent with the data. Thirdly, it is di cult to choose time steps for both e ciency and reliability.
Attempts have been made to overcome the di culties mentioned above. An active-set type method is proposed in 13] to deal with nondi erentiability. This method applies only to the case when A is the identity, i.e., when only random noise is present. Vogel employs a xed-point method 14] to solve a slightly modi ed version of total variation cost function in (3) and incorporates the constraint as a penalty term. A di culty here again is the choice of the size of the penalty parameter.
Our objective is to design a reliable and e cient computational algorithm for image restoration and enhancement, based on the total variation minimization principle. How-ever, instead of (3), we use a slightly di erent measure for the rst ordes derivatives u x ; u y ]. Speci cally, we consider min u(x;y) Z ju x j + ju y j dxdy subject to Z ((Au)(x; y) ? u 0 (x; y)) 2 dxdy 2 : (7) The functional above corresponds to that in (3) when we assume that the image is made up of piecewise constant functions over an array of square pixels which are aligned with the x and y axes.
We prefer the problem (7) to (3) mainly for two reasons. Firstly, a linear discretization of (7) leads to a piecewise linear objective function rather than a piecewise nonlinear objective function. In particular, 1-dimensional minimization of a piecewise linear function can be done in a simple and e cient manner and subsequently leads to a simple line search procedure in minimizing total variation. We are aware that the loss of rotational invariance in the functional may have some e ect on image restoration. Secondly, it is known that a nonlinear equality constraint is di cult to follow. The feasible region for (7) strictly includes that of (3): this allows more exible ways of reducing the total variation. (Our numerical experience indicates that the image of the least total variation is typically on the constraint surface, which implies that the original problem has been solved.)
Our computational algorithm consists of two stages. Starting from the initial image u 0 , we apply a conjugate gradient process until the inequality constraint in (7) is satis ed. This corresponds to a deblurring process with possible artifacts and noise remaining. Then a second stage of the total variation R ju x j + ju y j dxdy minimization is performed while maintaining satisfaction of the inequality constraint. Both the steepest descent and an a ne scaling Newton method will be considered for this minimization process.
We describe in xII our conjugate gradient process for achieving inequality constraint feasibility. This is referred to as the deblurring process. The deblurring process is immediately followed by total variation minimization, see xIII. We propose a descent algorithm for minimizing total variation R ju x j + ju y j dxdy. At each iteration, the total variation of an image is decreased while simultaneously maintaining feasibility of the constraint. This is achieved by following a descent direction with a possible correction for feasibility. We illustrate in xIII-A that the steepest descent direction is economical but may fail to converge or take large number of iterations. An alternative a ne scaling Newton direction is proposed in xIII-B. This direction is much more expensive to compute but can drastically reduce the overall number of minimization iterations and provide better restoration and enhancement. Based on the incremental nature of our algorithm, we propose in xIV to use it in an adaptive/interactive manner, suited for the situation when knowledge about the variance of a random noise is unavailable or unreliable.
To illustrate our computational algorithm, we have conducted some experiments in Matlab 15] using a Sun Sparc 2. We generate data (blurred, noisy images) by convolving a known image with a given blurring function, and adding measured amounts of random noise. The amount of noise in the data is summerized by the signal-to-noise ratio (SNR): SNR def = 10 log variance of the blurred image variance of the noise (dB): When assessing the quality of the restored images, we consider the signal-to-noise ratio improvement e SNR e SNR def = 10 log ku true ? u 0 k 2 2 ku k ? u true k 2 2
When SNR is high, a larger signal-to-noise ratio improvement e SNR suggests a better restoration.
II. Achieving Feasibility: Deblurring
Let the vector u 2 IR mn be a vector representation of an m-by-n discrete image u. Similarly, the vector u 0 2 IR mn denotes the initial discrete image. Assume that A is an mn-by-mn matrix and Au is a discretized approximation to the blurring convolution (Au)(x; y).
A discretized problem of (7) can be described as min u2IR mn (u) def = kBuk 1 subject to kAu ? u 0 k 2 : (8) Here a component of the matrix vector product Bu denotes either the di erence U i+1;j ? U i;j or U i;j+1 ? U i;j where U is a matrix representation of the image u. The discretized problem (8) is a piecewise linear and nonlinearly constrained minimization problem. Computationally, solving this problem presents a great challenge since the discretized problem is typically very large (e.g., B is 130816-by-65536 for a 256-by-256 image).
Problem (8) is a piecewise linear minimization with a single quadratic constraint. In addition to the size of the problem, there are two di culties in solving (8) . The rst is achieving and maintaining feasibility for the single inequality constraint. The second is nondi erentiability of the l 1 function (u).
Traditionally, the single nonlinear inequality constraint in (2) and (3) has been handled by a Lagrangian function approach with a xed a priori estimation for the unknown Lagrange parameter. The quality of image restoration and enhancement depends on this crucial but unknown parameter.
We take a di erent approach. Since there is a single quadratic constraint, we choose to achieve the feasibility (thus deblurring of the image) following a minimization process. Speci cally, we consider partially minimizing the convex quadratic function min u2IR mn kAu ? u 0 k 2 2 ; (9) until the feasibility kAu ? u 0 k 2 is achieved. There are many possible methods for (9) and we choose the conjugate gradient method 16]. Starting from the available corrupted image u 0 , each conjugate gradient step will decrease kAu?u 0 k 2 . This typically corresponds to deblurring of the initial image u 0 . However, since we do not want to satisfy Au = u 0 , we terminate the conjugate gradient process immediately when kAu ? u 0 k 2 . The main cost at each conjugate gradient iteration is one matrix vector product A T As. As is well known, a conjugate gradient computation will bene t greatly from a good preconditioner for the matrix A T A. We subsequently refer the computation in When SNR is high, the conjugate gradient process in FIG. 1 may produce a satisfactory image. In general, however, when the conjugate gradient process terminates, the computed image u k still has signi cant noise or artifacts, reduction of the total variation (u) = kBuk 1 , as will be described next, is a denoising procedure.
Image (C) in FIG. 3 demonstrates the restoration of the motion blurred and noisy image (B) after Stage 1 computation with = 0:95k k 2 where is the random noise.
The motion blur is averaging over 9 vertical pixels, and SNR=40. Computationally, we have found that, slightly underestimating the variance of the noise tends to yield higher signal-to-noise ratio improvement. (the image will typically remain similarly unblurred but less noisy), i.e., (u k+1 ) < (u k ); kAu k+1 ? u 0 k 2 : (10)
As in many minimization algorithms, the new image u k+1 can be computed using a descent method with a line search. Let r (u) denote the gradient of the total variation (u). A descent direction s k satis es r (u k ) T s k < 0.
The basic idea of a descent method is then to follow s k and decrease the total variation (u) as much as possible, possibly with corrections to maintain feasibility for the inequality constraint kAu ? u 0 k 2 .
Assume for now that we have a descent direction s k . We observe that the minimizer k of min >0 (u k + s k ) can be computed e ciently since the function (u) is piecewise linear. If u k + k s k satis es the inequality constraint kAu ? u 0 k 2 , then we can simply let u k+1 = u k + k s k .
Otherwise we project the points u k + s k onto the constraint surface kAu ? u 0 k 2 = to nd an image with less total variation (u). Speci cally, using a simple backtracking technique, we search along
for an image u close to u k + k s k but with smaller (u). Here ( ) denotes the correction stepsize such that kAu( ) ? u 0 k 2 = :
At the iteration k, given any , ( ) can be easily computed by solving the above quadratic equation. Each time a line search with correction is performed, two matrix vector products of the form A T Au need to be computed. More details about the line search can be found in Appendix.
Our proposed descent algorithm for image restoration and enhancement works in a simple fashion and is described in FIG. 2 . Next, we address the issue of how to compute a good descent direction s k .
A. Steepest Descent Directions
The simplest descent direction is the negative gradient. Assume that there is no zero component for the residual Although the steepest descent method often leads to fairly good improvement, it can fail to converge or converge extremely slowly. In FIG. 4 , we keep SNR=40 and increase the motion blurring to over 21 samples. Observe that the quality of Image (D) is rather unsatisfactory even though we have attained an increase in the signal-to-noise ratio improvement. There are two reasons for this. First, at a nondi erentiable point u k , the steepest descent direction may lead to very small progress since the minimizer of min 0 (u k + s k ) may be extremely small. Secondly, if the current image is close to the constraint surface, the steepest descent direction can be a poor descent direction because it does not include any curvature information of this inequality constraint. We examine a more sophisticated alternative a ne scaling Newton direction next.
B. A ne Scaling Newton Directions
Since a general unconstrained linear l 1 problem has an equivalent linear programming formulation, a projected gradient type method can be used to handle its nondi erentiability, e.g., 17], 18]. At a typical iteration, a projected gradient method handles nondi erentiability by following all the nondi erentiable hyperplanes exactly, if this is possible. At a vertex all but one nondi erentiable hyperplanes are followed exactly based on Lagrange multipliers. Since the size of an image restoration problem is typically large, the possibility of visiting a combinatorial number of vertices seems formidable.
Recently, interior point methods have become a popular alternative for overcoming di culties due to linear constraints to avoid large number of iterations e.g., 19 Thirdly, it has appealing convergence properties: global and quadratical convergence. Finally, the algorithm in 23] computationally exhibits the typical a ne scaling method behavior: a small number of iterations are required to solve a large problem.
The central idea of the algorithm proposed in 23] is to employ a ne scaling to generate a good descent direction so that nondi erentiability does not immediately prohibit decrease of the objective function (u). To adapt this approach to the image restoration problem (8), we further incorporate the constraint kAu?u 0 k 2 when determining a good descent direction.
Let r denote the residual and g denote the sign of the residual, i.e., 
Hence nondi erentiability of (u) occurs when a residual component (Bu) i is zero. Similar to the motivation of the algorithm in 23] for an unconstrained l 1 problem, we consider the nonlinear system below which captures optimality of (8) Here is the dual multiplier vector for (8 Step 1 Compute a descent direction s k for (u);
Step 2 Compute a stepsize k such that d( k ) de ned in (11) dual feasibility of (8) requires that j i j 1 for any r i = 0 and i > 1.
A Newton step for (14) is
In order for the coe cient matrices to be su ciently nonsingular at each iteration and s k to be a good descent direction, globalization of Newton steps (15) is necessary.
Let the parameter k denote, asymptotically, a measurement of optimality, e.g., 
where 0 is a vector of all zeros and the operation max is as de ned in Matlab 15] . Similar to the algorithm in 23], we can globalize the Newton step (15) by computing a descent direction as below
The coe cient matrix of the above system converges to the coe cient matrix of (15) (17) is typically large and sparse with a single dense row (the rst row of J). For e ciency the structure of this single dense row need to be exploited in the sparse linear least squares solve, e.g., 24].
It can be easily veri ed that the solution to (15) satis es the following property:
where k+1 is a new approximation to the Lagrange multiplier vector. If the coe cient matrices of (14) are always nonsingular, then, under some conditions, the multipliers f k g are bounded. Hence nondi erentiability in (u) and the inequality constraint kAu ? u 0 k 2 will not prohibit a large stepsize.
To illustrate the potential of the proposed a ne scaling Newton algorithm, we apply both the steepest descent and a ne scaling Newton directions to a smaller 128-by-128 image, see FIG. 5 . The stopping tolerance tol for this computation equals 0:5 10 ?4 . The a ne scaling Newton step is computed using a sparse least squares solve exploiting the single dense row structure. The images (C) and (D) in FIG. 5 illustrate the restored images from steepest descent and a ne scaling Newton methods respectively. The computed image (C) using the steepest descent algorithm achieves the total variation (u) = 1:40 10 5 . The a ne scaling Newton algorithm yields an image (D) with the total variation (u) = 1:23 10 5 . Thus, the image from the a ne scaling Newton method has higher signal-to-noise ratio improvement and smaller total variation. Further evidence of the superior behavior of the a ne scaling Newton method can be found in Fig. 6 . Moreover, increase number of iterations for the steepest descent method will not be able to produce better images (the steepest descent method seems unable to converge to a solution). The better quality of the a ne scaling Newton enhancement comes, however, with signi cant more computation: the steepest descent algorithm took 1001 CPU seconds while the Newton method took 9397 CPU seconds. Compared to the steepest descent direction, the computation of an a ne scaling Newton direction is very expensive for a large image. Moreover, at least in our current implementation, the explicit matrices A and B are assumed. Although, the matrix A and B are typically very sparse, computing an a ne scaling Newton direction via a least squares solve can be too costly. It is crucial to investigate alternative way (perhaps an iterative method) for computing an a ne scaling Newton direction (18) by exploiting the structure of the weighted least squares problem.
On the other hand, the increasing computing power may make it possible for a sophisticated algorithm: the a ne scaling Newton method may be more attractive for parallel computation since it takes a small number of iterations with the major cost of a weighted least squares solve per iteration. Assuming availability of a good parallel sparse least squares solver (which can be available for some supercomputing environment), the a ne scaling Newton method may be a good candidate for an e cient and reliable image restoration.
In addition, one may choose to combine the two to utilize the advantages of both the steepest descent and the a ne scaling Newton directions: use the steepest descent direction when it continues to produce good reduction of the total variation (u) and switch to the a ne scaling Newton direction when the steepest descent direction ceases to bring noticeable decrease.
We have run several other computations with the present 128-by-128 image with di erent SNR and motion blurring. The siginal-to-noise ratio improvements obtained from the a ne scaling and Newton and the steepest descent methods are summarized in Table I . reapplied. This can be repeated until the noise level in the computed image becomes acceptable. An important observation is that, each time the parameter is increased, Stage 2 starts from the current best image and further reduces the total variation. The computation does not start from scratch. Moreover, one needs to be careful about the amount of increase of the parameter . Perhaps a similar scheme which allows both the increase and the decrease of the parameter adjustment can also be useful. The adaptive procedure can be automated if an appropriate criterion measuring the quality of the restoration can be formulated. Our computational algorithm consists of two natural stages: a deblurring stage and a denoising stage. In Stage 1, the single inequality constraint feasibility is achieved using a conjugate gradient process. Subsequently, the total variation is decreased at each iteration while maintaining constraint feasibility. Reduction of the total variation is achieved by a descent algorithm with a line search. We have considered two types of descent directions, the steepest descent and the a ne scaling Newton directions. The steepest descent direction process is typically very sequential (takes a large number of iterations) and can fail to converge to a solution. However, a steepest descent direction is cheap to compute. Moreover, it does reduce noise signi cantly.
Nonetheless, for severely blurred or noisy images, restoration using the steepest descent method may be inadequate. Therefore, we have considered an alternative a ne scaling Newton method to overcome the di culty of the steepest descent method due to nondi erentiability and constraint curvature. The proposed a ne scaling Newton algorithm is based on the a ne scaling algorithm of Coleman and Li 23] for an unconstrained linear l 1 problem. The main cost of the a ne scaling Newton method for our current implementation is solving a weighted least-squares problem.
Although our a ne scaling Newton algorithm is a natural extension of the algorithm proposed in 23] for an unconstrained linear l 1 problems, a rigorous convergence analysis needs to be done. For large images, the computation for either steepest descent and a ne scaling Newton direction is extensive, particularly true with the latter. Therefore image restoration and enhancement has great potential of gaining e ciency on a parallel computer. The a ne scaling Newton method takes small number of iterations for large problems and hence may be more suitable for parallel computation. In addition, it is imperative to exploit the structure of the weighted least squares problem which de nes the a ne scaling Newton direction. A good iterative method (including preconditioning) for computing an a ne scaling Newton direction will be very useful and worthy of research. We plan to investigate this possibility in the near future.
The incremental nature of our image restoration and enhancement algorithm leads naturally to an adaptive/interactive procedure that can be used when the amount of noise is unknown or poorly estimated. Preliminary experience with our restoration and enhancement al- gorithm suggests that it is e ective. Additional a priori constraints can be easily incorporated in our formulation and computational methods.
Finally, we would like to comment on the potential of our computational method for other applications. The total variation approach can be applied to a variety of inverse problems for which resolution loss or blurring is inherent. Examples of such problems include tomography and electrical impedance imaging, e.g., 25 ]. The present computational approach can be adapted naturally to such inverse problems.
