The log-det estimator is a measure of divergence (evolutionary distance) between sequences of biological characters, DNA or amino acids, for example, and has been shown to be robust to biases in composition that can cause problems for other estimators. We provide a statistical framework to construct high-accuracy confidence intervals for log-det estimates and compare the efficiency of the estimator to that of maximum likelihood using time-reversible Markov models. The log-det estimator is found to have good statistical properties under such general models.
Introduction
Many forms of the ''log-det'' divergence estimator have been given in the literature, including the log-det distances (Lockhart et al. 1994; Steel 1994) , ''paralinear distances'' (Lake 1994) , and related ''asynchronous distance'' introduced by Barry and Hartigan (1987) . The properties of the log-det estimator as a measure of evolutionary distance have been carefully studied (Baake and von Haeseler 1999) , and the publication of stand-alone software implementing log-det estimation (Thollesson 2004) suggests that interest in its use, for both nucleotide and protein sequences, is increasing (Lockhart and Cameron 2001; Hoffmeister et al. 2004; Goremykin and Hellwig 2005; Martin et al. 2005; Fitzpatrick et al. 2006; Turmel et al. 2006) . The advantages of the log-det estimator include resilience to both the process of evolution changing within the tree and nonstationarity of base frequencies, in addition to it being easy to calculate (Lockhart et al. 1994) .
It is important to assess the accuracy of any estimate of divergence, and previous papers have derived approximations of the variance of the log-det estimator, implicitly suggesting that confidence in log-det estimates could be assessed using approximations based on the normal distribution. For example, the log-det-based test for molecular clock under nonstationarity described by Gu and Li (1996, p. 1378 ) is of this form: ''When the sequence is long, [the statistic] follows approximately the standard normal distribution''. Lockhart et al. (1994) derived an approximation to the variance of the log-det estimator using the delta method (see also Barry and Hartigan 1987) . Gu and Li (1996) analyzed the bias and variance of the paralinear distance, proving that log-det estimation has a small-sample bias approximately equal to twice its variance. This paper applies the empirical likelihood framework (Owen 2001) to the analysis of the log-det divergence estimator and shows how to construct more accurate confidence intervals (CIs), even in cases when the sampling distribution is highly nonsymmetric, and so normal-based intervals are poor approximations. The CIs constructed are accurate in the sense that their coverage error, the difference between their nominal and actual size, decreases rapidly as the number of sites increases. (Note that throughout this paper, the size of a CI is taken to mean its statistical size, i.e., the probability that the true value of a parameter lies within it, rather than its width.) Both the small-and large-sample performance of the log-det estimator are assessed, the small-sample performance by simulation and the large-sample performance by comparison of mathematical limits of the variance as the number of sites increases.
Methods
For the purposes of this paper, the log-det estimator analyzed is the paralinear distance (Lake 1994) , with an additional scaling factor for the number of possible characters, due to its consistency under stationary time-reversible Markov models. This form of the log-det estimator is also described by Lockhart et al. (1994) . The theory and methods described are applicable to all variants of the log-det divergence estimator, as well as the related asynchronous distance (Barry and Hartigan 1987) . The logdet divergence between 2 sequences consisting of n aligned sites, each with one of N possible characters observed at each site, is
where D is the divergence matrix between the 2 sequences, with D ij the number of times that a site in the first sequence with character i is aligned with a site in the second with character j (referred to henceforth as the pair (i, j)), and the C k (D) and R k (D) are the sums of the kth column or row of D, respectively. It is also useful to define the joint probability matrix as that which specifies the probability of pair (i, j) being observed at a given site. If the true joint probability matrix is J 0 , then the observed divergence matrix is a multinomial sample of size n with probabilities J 0 . The true underlying divergence, t 0 , is defined to be LD(J 0 ).
Parametric and Empirical Likelihood
In a parametric likelihood context, the data are assumed to come from a parametric model and the joint probability of observing the pair (i, j) is f ij (t, h), where t is the divergence and h represents additional parameters describing the substitution process. The log-likelihood for a given t and h is ln Lðt; hjDÞ5 X i;j the use of parametric likelihood for statistical inference, both in the field of phylogenetics and elsewhere (see, e.g., Pawitan 2001; Felsenstein 2004) . If estimating h is not of interest (nuisance parameters), then they can be ''removed'' from the problem by treating its maximum likelihood (ML) estimate as a function of t:
Removing nuisance parameters in this manner produces a profile likelihood, which can be used for estimation and CI construction in a similar manner to standard likelihood (Pawitan 2001) . The profiling procedure ensures that the uncertainty in t is adjusted for the additional variance caused by h being estimated from the data rather than fixed at a known value. Rather than the parametric approach of restricting estimation to a single, albeit potentially general, family of distributions, profiling can be taken to the extreme, and we can treat the entire joint probability matrix as a nuisance parameter. Profiling in this manner is the basis of empirical likelihood (Owen 2001) . Analogously to parametric likelihood, we can define the empirical log-likelihood of any joint probability matrix J, given the observed data as
Just like a parametric likelihood, the empirical likelihood measures how probable the data are, given a specific joint probability matrix (specified implicitly by t and h in the case of the parametric likelihood). For each choice of J, there is a corresponding divergence given by LD(J) (eq. 1) and the method of empirical likelihood seeks to find the joint probability distribution for which the data are most probable, given that the underlying divergence is t. For each possible value of t, the value of the empirical likelihood function (ELF; analogous to the parametric likelihood function of eqs. 2 and 3) can be expressed as the following constrained optimization problem:
where the first and second constraints ensure that the J ij form a valid joint probability matrix and the third ensures that the divergence is what is required.
The solution to equation 4, as a function of t, is the ELF for t. Owen (1988) shows that this has many favorable properties similar to those of parametric likelihood. In particular, there is an empirical likelihood analog of Wilk's theorem, that is, twice the difference in empirical log-likelihood between the maximum of the ELF (attained when J equals the empirical joint probability matrix D5D=n; and so t5t) and the value when t 5 t 0 is approximately distributed as a v 2 1 distribution. Thecoverageerrorofthisapproximationisproportionalton À1 (DiCiccio et al. 1991) , that is, inversely proportional to the number of aligned sites considered. Unlike parametric likelihood, this distribution holds even when the model is incorrect, although in such circumstances the meaning of estimates and CIs is open to interpretation. Other properties of empirical likelihood include good statistical power, equaling that of parametric likelihood for large-sample sizes and sometimes exceeding it for small sample sizes (Lazar and Mykland 1998) .
A Least Favorable Family Approximation
Directly solving equation 4 to determine the empirical likelihood for a given divergence requires optimization over N 2 À 1 parameters subject to the stated constraints, and the structure of the log-det estimator means that usual techniques for simplifying the optimization of the empirical likelihood (Owen 2001) are not applicable to this problem. Exact calculation of the ELF for the log-det estimator is computationally prohibitive, but DiCiccio and Romano (1990) considered several approaches to constructing nonparametric CIs and Lee and Young (1999) studied the properties of a particularly amenable approximation to empirical likelihood based on ''Stein's Least Favorable Family'' (LFF), which shares many of empirical likelihood's favorable properties. Rather than considering all possible joint probability matrices, only those that belong to a carefully chosen family are considered-this family is least favorable in the sense that estimation of parameters under the LFF is as hard (same variance) as the original problem. The empirical likelihood curves described by the LFF and by the ELF both have maxima at the empirical joint probability matrix, and their curvatures are equal about this point; hence, the 2 curves closely agree in the region important for assessing confidence in estimates.
The LFF is a family of multinomial distributions described by a single parameter, /. For a given value of /, the joint probability matrix has entries
and it is easy to see that this agrees with the empirical joint probability matrix when / 5 0. The u ij are the influence function (Hampel et al. 1986 ) of the estimator, given by
for the log-det estimator (see Appendix A). Although finding the empirical likelihood for divergence t (or its LFF approximation) involves solving t 5 LD(J(/)) for /, plotting the empirical likelihood curve for the least favorable family, the LFF curve, requires no optimization or root finding as it is expressed as an implicit function of /. The coordinates of the curve are given by
Large-Sample Variance
In addition to its use in constructing the LFF, the influence function has close connections to other statistical quantities of interest (Hampel et al. 1986 ). In particular, the asymptotic variance of the log-det estimator is
where J 0 is the true underlying joint probability matrix with its (i, j) element written as [J 0 ] ij . This expression for the variance differs from that stated by Gu and Li (1996) because the additional variance due to estimating the character frequencies from the observed data are now included. Because the variance of an estimator converges to its asymptotic value as the number of sites in the sequences analyzed increases, the asymptotic variance is a useful quantity to compare performance between different ways of estimating the same quantity. In practice, J 0 is unknown but could be approximated by the empirical joint probability matrix. The Cramér-Rao Lower Bound (CRLB) places a limit on how small the variance of any unbiased estimator can be, relating it to the Fisher information for the parameters of a specified family of distributions (e.g., Pawitan 2001) . This bound applies to all estimators, irrespective of whether they estimate all parameters or just a single parameter of interest (e.g., the log-det estimator only estimates the divergence). Estimators that achieve this lower bound are said to be efficient. The ratio between the minimum possible variance and that of the estimator is its efficiency, a measure of the how well the estimator uses the observed data: an estimator with an efficiency of x requires sequences that are 1/x times longer to achieve the same variance as an efficient estimator; that is, twice as long when the efficiency is 0.5, 11% longer when the efficiency is 0.9, and so on. The large-sample performance of different estimators can be compared by considering their respective asymptotic efficiencies, which is equivalent to comparing their asymptotic variances to the CRLB.
The obvious comparison for the log-det estimator is to study its performance relative to ML using stationary Markov models of evolution, the most general of which is the ''General Time-Reversible'' (GTR) model (Tavaré 1986 ), as time-reversible Markov models are often used for pairwise distance estimation for tree building (Gascuel 1997; Bruno et al. 2000 ) and large-data sets tend to support more complex models (Negrisolo et al. 2004; Goremykin and Hellwig 2005; Nikolaev et al. 2007 ). The asymptotic variance of time-reversible Markov models under ML estimation is equal to the inverse Fisher information divided by the number of observations, so they have an asymptotic efficiency of 1 (Pawitan 2001) . The Fisher information for time-reversible Markov models can be calculated following Goldman (1998) , although in that paper the Fisher information for parameters other than divergences was approximated numerically. Here it is calculated analytically using the formulas given by Schadt and Lange (2002) .
Markov processes of sequence evolution have an arbitrary scaling factor, reflecting that rate and time are confounded: increasing the rate of substitution by a factor l and decreasing the divergence by the same factor gives a joint probability distribution identical to that of the original process. For ML estimation under time-reversible models, it is usual to set l so that one substitution is expected in unit time (when the process is stationary); that is, l P i p i q i 51; where p i is the stationary frequency of character i and q i is the rate at which substitutions occur, given the character is currently i (q i 5 Àq ii , where q ii is the (i, i) entry of the instantaneous rate matrix for the Markov process). The log-det estimator does not assume that the underlying processes is stationary (Steel 1994) and uses a different scaling that does not explicitly involve the stationary distribution: l P i q i N51: For all calculations in this paper, the scaling factor for the rate matrix of GTR was chosen so that divergences estimated by log-det and GTR are directly comparable. Estimation of divergence by (parameteric) ML using the GTR model will be referred to as the ML-GTR method.
Unlike the case of large samples, there are no formulas available that describe the small-sample performance of these estimators and it does not necessarily hold that an estimator with good large-sample properties is also good for small samples. The actual performance for small samples can be investigated by simulation: many sets of data are randomly generated according to a known model of evolution and the divergence calculated for each one. The mean squared error (MSE) of these divergences is an estimate of the expected squared error of each estimator (the variance, if the estimator is unbiased). The small-sample bias of each estimator can also be investigated using this approach.
Results
We present the results in 3 subsections. We consider the performance of the LLF approximation to empirical likelihood and show how to construct CIs using this framework. We then analyze the large-sample performance, and finally the small-sample performance, of the log-det estimator.
Performance of the LFF Approximation
The LFF-approximated empirical likelihood curve for the divergence between human and orangutan mitochondrial sequences (Brown et al. 1982 ) is shown in figure 1 , the curve being defined by equations 5, 6, and 7. As it must, the maximum empirical log-likelihood occurs when the divergence is equal to the log-det estimate of the divergence between the 2 sequences.
Curves calculated using equation 7, as illustrated in figure 1, are only an approximation to the curves for the ELF (i.e., those curves defined by eq. 4), necessarily lying below the true curve. There may be joint probability matrices neighboring those in the LFF that have the same log-det divergence but greater empirical likelihood. To assess the accuracy of the LFF approximation, random joint probability matrices were simulated from a Dirichlet distribution with mean equal to a member of the LFF and with various different scaling factors (5,000; 10,000; 20,000; . . .; 50,000) to control how near the sampling was to the mean.
If the approximation is inaccurate, then many of these points will lie above the LFF curve; the farther above, the worse the approximation. The empirical log-likelihoods and log-det divergences of the data under these random families for the human-orangutan sequence comparison are shown as points in figure 1. Few points lie above the LFF curve, and then only by a very small amount; it is clear that the LFF is an extremely good approximation to the ELF for these data. In addition, a further 1,000,000 points were generated uniformly over the space of all joint probability matrices. The maximum empirical likelihood for these matrices was À1767, far short of the values appearing in figure 1 and so far from the ELF.
CIs for the log-det estimator can be constructed in the usual manner using the LFF curve. Because twice the difference between the maximum of the ELF and its value when it is evaluated at the underlying divergence t 0 is approximately v 2 1 distributed (Owen 1988) , an appropriate interval can be determined by placing thresholds on the LLF curve. The values of / corresponding to the end points of a CI of size x, (/ L , / U ), are the solution of ln ELðJð0ÞÞ À ln ELðJð/ÞÞ5 1 2 qðxÞ; where q(x) is quantile x of a v 2 1 distribution (e.g., x 5 0.95, q(x) 5 3.84 for a 95% CI; x 5 0.99, q(x) 5 6.63 for a 99% interval). The corresponding divergences LD(J(/ L )) and LD(J(/ U )) provide the lower and upper bounds of the CI. Such points can be found using standard root-finding techniques (e.g., Press et al. 1992) , the task made slightly easier because the roots must lie on either side of / 5 0.
CIs of size 95%, 99%, and 99.9% for the humanorangutan divergence are shown in figure 1. Empirical likelihood-derived 95% and 99% CIs for all pairwise comparisons in the Brown et al. (1982) mitochondrial data are reported in table 1; these agree closely with intervals derived analogously using ML-GTR (not shown). The CIs shown for the normal approximation are generally smaller than those derived using empirical likelihood. Because the coverage error for the empirical likelihood intervals, even after taking the LFF approximation into account, is an order smaller than that for normal intervals, this result suggests that the normal approximation may be systematically returning intervals with an actual size smaller than the nominal size. A possible explanation for this would be the failure to take the skew of the distribution into account.
As an alternative to empirical likelihood, confidence in log-det estimates of divergence can also be assessed using bootstrap techniques. CIs for the human-orangutan divergence produced using Efron's nonparametric and Rubin's Bayesian bootstraps (Efron 1979; Rubin 1981) are compared with those derived using empirical likelihood in figure 2. Although CIs produced by the Bayesian bootstrap appear to agree more closely with those from empirical likelihood than do those from the nonparametric bootstrap, the 3 methods are broadly comparable until the 2 bootstrap methods become unstable in the extreme tails due to the number of replicates used (here, 100,000) being insufficient. The advantages of the empirical likelihood approach over bootstrap techniques are explored in the Discussion.
Large-Sample Performance
Pairwise sequence divergence is often measured by assuming sequence evolution proceeded according to a more restricted model than GTR. For example, the Kimura 2-parameter model (Kimura 1980) rate of transitions and transversions to vary, and such divergence estimators should have lower variance than GTR because there are fewer parameters to estimate (although their estimates will be biased if the model of evolution is not good). Taken to the extreme, the entire model could be specified, leaving only the divergence to be estimated. Figure 3 shows how the asymptotic variance of the logdet estimator compares with such ideal estimators of divergence, for the case that the true values are equal to their ML-GTR estimates, for the human-orangutan comparison (the rate matrix and stationary distribution are given inset in fig. 3 ), and for several other models (JC69: Jukes and Cantor 1969; K80: Kimura 1980; F81: Felsenstein 1981; HKY85: Hasegawa et al. 1985; GTR: Tavaré 1986) . For all models, the log-det estimator does well for low divergences, but there are noticeable differences in its asymptotic performance depending on which model represents the underlying truth. For the equal input models (JC69 and F81), the log-det estimator tends to asymptotic efficiency. For more complex models, the efficiency decreases rapidly as the underlying divergence increases.
Small-Sample Performance
When an estimator is unbiased, the variance and the MSE derived from simulations agree, so we estimate efficiency as the ratio of the minimum possible variance and the estimated MSE. For the results presented in this paper, all estimated MSE's were based on 100,000 simulated pairs of sequences. Estimating the MSE in this manner has a minor problem: there is some probability that the estimated divergence is not finite. Such unusual results are due to large deviations from the mean, so their probability of occurrence decreases exponentially as the number of sites in the sequences increases. Reflecting likely use in practice, simulated pairs of sequence with infinite divergence were discarded. The model used for simulation was GTR with parameters equal to the ML estimates for the human-orangutan sequences. Figure 4 shows that there is little difference between the log-det and ML-GTR divergence estimators when the divergence is equal to that of the human-orangutan sequences. Both their efficiencies and biases are almost indistinguishable compared with the stochastic error of the simulation, the log-det estimator marginally outperforming ML-GTR. As the sample size increases, the efficiency tends to 1 and the bias tends to 0, suggesting that both estimators are asymptotically unbiased and efficient. Very few of the simulated sequences were discarded due to having infinite estimated divergence, with 1.5% of generated sequences being discarded when the length is 50 characters and none discarded for sequences longer than 200 characters.
The efficiency of estimators will also vary with the underlying divergence being estimated. Figure 5 illustrates how the efficiency of the log-det estimator varies as both the number of sites in the sequences and the underlying divergence changes. For low divergence and many sites, the efficiency of the log-det estimator rapidly approaches 1, although the number of sites needed for the estimator to become efficient increases quite dramatically as the underlying divergence approaches and exceeds 1. For high divergence and few sites, many generated sequences are discarded due to having infinite estimated divergence, and this results in artifactual high efficiencies that eventually exceed 1. All points where more than 5% of sequences were discarded have been excluded from the surface in figure 5.
Discussion and Conclusions
We have placed the log-det estimator of divergence inside a powerful statistical framework. This framework has many benefits, including more accurate assessment of performance and, due the close connection with CIs, -Asymptotic efficiency of the log-det estimator of divergence compared with idealized estimators of divergence for which all parameters of the substitution process are fixed at their true values and only the divergence is to be estimated. Several models are shown (see text for details); when it is a model parameter, the stationary distribution of nucleotides is set equal to that for the GTR model (the true scaled rate matrix and stationary distribution of which are shown inset). For all models, the efficiencies of the ML-GTR and log-det estimators are indistinguishable.
a hypothesis testing framework with good asymptotic properties. In order to study the log-det estimator using empirical likelihood, we have made a LFF approximation that is very successful and has good statistical properties in its own right (Lee and Young 1999) .
Empirical likelihood CIs using the LFF approximation are computationally easier than bootstrap techniques, relying on a root-finding algorithm rather than simulating many replicates. Neither technique is particularly burdensome unless CIs of a particularly large size or approximate P values of extreme points are required; in these cases, empirical likelihood has computational benefits. Another advantage of empirical likelihood over bootstrap methods is that it can readily be extended to the problem of finding simultaneous CIs on the divergences between all pairs in an alignment of sequences, allowing confidence in trees to be assessed and permitting individual topologies to be rejected as incompatible with observed pairwise divergences.
We have shown that the LFF can be a good approximation to empirical likelihood and can be used to construct CIs whose shape is determined by the distribution of the data, rather than an assumption of normality. These CIs agree closely with those produced using bootstrap methods. The small-sample variance and bias of the log-det estimator are comparable with those of ML using the GTR model and, for low to moderate divergences, it is close to efficient. Its performance rapidly declines for large divergences, however, especially when the data could have been explained using a simpler model of evolution.
Instead of using the method outlined here, CIs can also be calculated using a normal distribution approximation about the estimated divergence with variance equal to the asymptotic variance of the estimator (estimated by evaluating at the empirical joint probability matrix). These CIs are symmetric and typically have coverage error (the difference between the actual and nominal probability that the true divergence lies in the interval) that decreases as n À1/2 as the number of observations (aligned sites, n) increases. In contrast, coverage error decreases as n À1 for intervals based on empirical likelihood (Hall and Scala 1990) . Because the shape of empirical likelihood CIs is driven by the data, and is not restricted to being symmetric, the intervals tend to be narrower and more accurate than those based on the normal approximation for an equivalent statistical size. Unlike those derived from approximation by the normal distribution, empirical likelihood CIs cannot include impossible negative divergences.
For simplicity, CIs of a known size have been derived from the empirical likelihood surface by assuming that the asymptotic v 2 calibration is correct. Although the error using this method decreases rapidly (doubling the number of observations halves the expected error), there are other techniques that may prove more effective: a Bartlett correction (DiCiccio et al. 1991) of the statistic increases the speed at which the error decreases, so doubling the number of observations quarters the expected error, but Owen (2001) recommends calibrating the likelihood surface using the nonparametric bootstrap. Although this procedure may seem redundant-if we have to generate bootstraps, why not use them directly?-it tends to produce useful estimates with few replicates because the contribution of each replicate is not restricted to the left-hand or right-hand tail of the distribution. As noted above, the empirical likelihood approach can also be generalized to several sequences, and bootstrap calibration can also be used in this context even though bootstrap confidence regions cannot be easily defined.
Our results suggest that both the log-det and ML-GTR estimators are asymptotically efficient. This is not surprising for the ML-GTR divergence estimator because ML estimators are known to be asymptotically efficient and unbiased. The apparent asymptotic efficiency of the log-det Number of sites in sequence 2000 1500 1000 500
Log−det ML− GTR   FIG. 4. -Small-sample performance of divergence estimators. The small-sample efficiencies of the log-det (solid line) and ML-GTR (dashed) estimators of sequence divergence are given as the ratio between the variance observed from 100,000 pairs of simulated sequences and the minimum possible variance. The underlying sequence divergence (t 5 0.201) and GTR model parameters were derived from ML-GTR analysis of the human and orangutan sequences of Brown et al. (1982) . Inset is the bias, the difference between the mean estimated divergence in the simulation and the true divergence; the bias decreases approximately as n
À1
, as expected (Gu and Li 1996) . estimator is surprising as it produces unbiased divergence estimates under more general conditions than ML-GTR, but we provide a proof in Appendix B that this result holds for almost all members of the GTR family of models. As shown in the comparison of asymptotic efficiency for divergence estimation when the model is fixed ( fig. 3) , being efficient for all time-reversible models does not mean that the estimator is necessarily good when the assumed model is too general and information is wasted fitting unnecessary parameters. This consideration will be especially important for calculation of divergence between amino acid sequences, where it is usual to assume a fixed empirical model like JTT (Jones et al. 1992) or WAG (Whelan and Goldman 2001) and the appropriate GTR model has 189 additional parameters, resulting in a higher variance for estimates. The use of a compressed alphabet (Wang J and Wang W 1999; Coghlan et al. 2001; Kosiol et al. 2004) might help both by reducing the divergence to be estimated and the number of additional parameters in the corresponding GTR model.
Our results give guidance as to situations in which the log-det divergence estimator will be efficient or inefficient. The methods introduced mean that the efficiency of the estimator can be calculated in particular cases, and the accuracy of individual estimates can be assessed. This second point is extremely important if the estimates are to be compared or used in phylogenetic reconstructions.
Appendix A Influence Function of the Log-Det Estimator
The quantity u ij defined in equation 6 is the influence function (Hampel et al. 1986 ) of the log-det estimator evaluated at the empirical joint probability matrix. The influence function is a gradient that describes how estimates would change if the distribution was perturbed slightly, by a small amount of contamination, for example, and so reflects the sensitivity of the estimates to additional observations. We may write A ij (e) for the distribution formed by contaminating a distribution X with a fraction e of i / j substitutions, so A ij (e) 5 (1-e)X þ eE ij , where E ij is the N Â N matrix whose (i, j) element is 1 and all other elements are 0. Formally, the influence function of the log-det estimator is defined as the limit By the linearity of the log-det formula (eq. 1), this derivative can be broken into 2 parts: the derivative of the summation of the logarithms of the column and row sums and the derivative of the logarithm of the determinant of A ij (e). The derivatives of the logarithms of the column and row sums are:
where I ij is an indicator function, equaling 1 when i 5 j and 0 otherwise, and C k (X) and R k (X) are as defined following equation 1. The corresponding derivative for the logarithm of the determinant of A ij (e) follows from Jacobi's formula for the derivative of a determinant: d det ðXÞ de 5tr
where tr(X) is trace of X and Adj(X) is the adjugate of matrix X. If X is invertible, which is always the case when X is joint probability matrix having finite log-det divergence, the adjugate is related to the inverse matrix by Adj(X) 5 det(X)X À1 and Jacobi's formula becomes d det ðXÞ de 5det ðXÞtr
The derivative of A ij (e) with respect to e is ÀX þ E ij , giving the following results:
Combining equations 9, 10, and 12 and evaluating at e 5 0 gives the influence function for the log-det estimator:
Appendix B Asymptotic Efficiency of Log-Det Estimation
It has long been appreciated that there is a connection between the log-det estimator and the GTR model of evolution (Rodríguez et al. 1990 ). The 2 give identical estimates whenever there exists a time-reversible (instantaneous) rate matrix Q such that
where P is the diagonal matrix whose elements form the stationary distribution of Q and D is the empirical joint probability matrix (equal to D/n and, by the strong law of large numbers, an unbiased estimate of the true underlying joint probability matrix J 0 : Billingsley 1995) .
For a given set of data, there is an absolute upper bound for the log-likelihood of any distribution J ij , attained when J ij 5 D: If there exist P and Q that satisfy equation 13, then the upper bound is achieved and P and Q are ML estimates. The existence of P and Q can easily be checked using standard properties of time-reversible Markov chains and the matrix logarithm function. This is not sufficient to establish that the 2 estimators have the same asymptotic distribution because there is some probability that a valid solution to equation 13 does not exist and the estimates will differ. We provide a proof that their sampling distributions of the ML-GTR and log-det estimators do indeed converge, establishing that the log-det estimator is asymptotically efficient for the GTR model.
Previously, we stated that the asymptotic variance of the log-det estimator can be found by evaluating its influence function at the true joint probability function. This statement ignores the need to check that several regularity conditions hold (see Hampel et al. 1986 , and references therein). Asymptotic normality of the log-det estimator is more easily verified by means of the delta method (e.g., Cox 2005) . Because the central limit theorem guarantees that ffiffi ffi n p ð D À J 0 Þ converges in distribution to a multivariate normal of known variance, the delta method establishes that ffiffi ffi n p ðLDð
where t 0 is the true underlying divergence (given by LD(J 0 )), Nð0; VÞ is the normal distribution with zero mean and variance V given by equation 8, and signifies convergence in distribution. This convergence might fail if all the partial derivatives of LD at J 0 are zero; this cannot happen when J 0 is a joint probability matrix.
Our proof proceeds by considering the symmetric form of the log-det estimator, where
This has the same asymptotic distribution as the log-det estimator, again established using the delta method, but it is much more likely to be a solution to equation 13 because bothD and Pe Q are guaranteed to be symmetric. We show that, for large samples, a solution to equation 13 almost always exists, and so the asymptotic distribution of the symmetric form of the log-det is identical to that of the ML-GTR estimator; hence, so too is the asymptotic distribution for the log-det estimator. Asymptotic efficiency of the log-det estimator then follows from the asymptotic efficiency of ML-GTR.
Consider an appropriately scaled instantaneous rate matrix of a time-reversible continuous-time Markov chain, Q 0 , such that every off-diagonal element is strictly greater than zero (a generator for a uniform semigroup), and let the true divergence be t 0 . 0 (the case for t 0 5 0 being trivial). By definition, the matrix Q 0 t 0 belongs to an open region in the space of generators for time-reversible continuous-time Markov chains that contain a ball of nonzero radius with center Q 0 t 0 . The inverse function theorem (e.g., Rudin 1976) guarantees that there is an open region in the space of symmetric joint probability matrices, containing J 0 5P e Q 0 t 0 ; for which a solution to equation 13 always exists. If the symmetric log-det and ML-GTR estimators disagree, the empirical joint probability matrix must lie outside of this region. The strong law of large numbers (e.g., Billingsley 1995) establishes convergence into this region, and hence, convergence of the sampling distribution of the symmetric log-det estimator to that of ML-GTR, with probability 1.
The above proof shows that the log-det and symmetric log-det estimators are asymptotically efficient, providing that the arbitrary scaling factor for the underlying Markov process is chosen to be consistent with the log-det estimator, rather than the more natural scaling normally used (see text for details). We now show that, providing the correct scaling factor is estimated efficiently, the rescaled form of the log-det estimator is still asymptotically efficient.
For 2 functionals, f and g, of random variable X, the asymptotic variance of their product can be obtained by the delta method:
Varðf ðXÞgðXÞÞ 5 ðfgÞ#ðEXÞ T VarðXÞ ðfgÞ#ðEXÞ; ð14Þ
where a prime is used to denote the first derivative with respect to the appropriate component of X, (fg)#(x) 5 f#(x)g(x) þ f(x)g#(x), and a T denotes the transpose of vector a. We now take f to be a function that estimates the rescaling factor from D in a Fisher consistent manner and g to be any of the log-det, symmetric log-det, or ML-GTR estimators. Because these estimators are Fisher consistent and are shown above to have asymptotically equal variance, we see that they must have equal values of gðE DÞ and g # ðE DÞ: Hence, they also have equal values of ðfgÞ#ðE DÞ and, from equation 14, equal values of the rescaled variance Varðf ð DÞgð DÞÞ: Taking f to be the ML estimate of the rescaling factor under the GTR model, f ð DÞgð DÞ for the ML-GTR estimator is equal to the estimate of the divergence by ML using the conventionally scaled GTR model, and so must be asymptotically efficient. For any f that estimates the rescaling factor efficiently, the variance of any of the rescaled estimators is equal to that for the ML divergence under the conventional GTR model, and so the rescaled estimators are asymptotically efficient.
