With more and more information available on the Internet, the task of making personalized recommendations to assist the user's navigation has become increasingly important. Considering there might be millions of users with different backgrounds accessing a Web site everyday, it is infeasible to build a separate recommendation system for each user. To address this problem, clustering techniques can first be employed to discover user groups. Then, user navigation patterns for each group can be discovered, to allow the adaptation of a Web site to the interest of each individual group. In this paper, we propose to model user access sequences as stochastic processes, and a mixture of Markov models based approach is taken to cluster users and to capture the sequential relationships inherent in user access histories. Several important issues that arise in constructing the Markov models are also addressed. The first issue lies in the complexity of the mixture of Markov models. To improve the efficiency of building/maintaining the mixture of Markov models, we develop a lightweight adaptive algorithm to update the model parameters without recomputing model parameters from scratch. The second issue concerns the proper selection of training data for building the mixture of Markov models. We investigate two different training data selection strategies and perform extensive experiments to compare their effectiveness on a real dataset that is generated by a Web-based knowledge management system, Livelink.
Introduction
To assist Web surfers in browsing the Internet more efficiently, many research efforts have been made to analyze user browsing behavior by learning from Web logs. The navigation patterns extracted from those historical data can be used to predict which pages are likely to be clicked by a user given a sequence of pages that the user already visited. With the prediction, some pages can be recommended to the user by dynamically generating the links to the pages on the current browsing window of the user to help the user find relevant information more efficiently. This process can be interpreted as a personalized recommendation as it utilizes a surfer's particular preference obtained through studying his/her previous access data. Many other applications, such as dynamically adjusting the Web site layout for easy navigation or prefetching a document from the database server for reducing the response time for the next request, may also require such prediction results.
Motivation
The work presented in this paper is part of a research project whose general objective is to improve the functionality of Livelink using data mining techniques. Livelink is a Webbased system that provides automatic data management and information retrieval over an intranet or extranet. Consider a Livelink Web user who needs some information for his/her work. After logging into the Web site, he/she starts searching for the documents that are relevant to his/her interest, and this navigation procedure creates a sequence of requests recorded in the Web log. Figure 1 shows such a sequence over a period of time, where the number in the first line indicates the identification (ID) of the information object that the user requests in a Web page, whose actual meaning in the Livelink context is illustrated in the second line. At the end of this sequence, the user has accomplished his/her goal; otherwise, further exploration might have been done to find what the user needs. Nonetheless, at this point, most existing retrieval systems are inept at providing effective and adaptive results to satisfy different users' individual requirements. For example, when a user has first viewed a series of documents as shown in Figure 1 and then made another query, a traditional retrieval system would return some results based only on this query without considering the fact that his/her previous access history may implicitly determine the intended meaning of the query. Therefore, the objective of our work is to discover distinct navigation patterns from the Web log data so that recommendations can be made to help the user find the target information more effectively.
Main Contributions
Analyzing Web users' navigation behavior with clustering techniques has presented two unique challenges: the immense volume of data and the sequentiality of user access patterns. Traditional distance-based clustering algorithms are ill suited to solve the problem. This is because for complicated data types (e.g., variable length sequences), defining a good distance measure is often data dependent. Another disadvantage of distance-based approaches is that calculating the pairwise distances between objects is computationally inefficient. In our work, we employ a model-based clustering approach, namely, a mixture of Markov models based approach, to analyze the user access patterns. Model-based clustering places cluster analysis on principled statistical support. It is based on probability models in which objects are assumed to follow a finite mixture of probability distributions such that each component distribution stands for a unique cluster. In our work, we propose to use Markovbased models to study the user's stochastic navigation processes. In a Markov model, it is assumed that the next requested page/object is only dependent on the last n pages/ objects, where n may be 0 or any positive integer. This feature perfectly matches the typical user's browsing behavior while surfing the Web. With the help of the mixture of Markov model, we mainly investigate two research problems in this paper: (1) how to cluster Web users accurately on the basis of their previous navigation patterns and (2) how to predict the next request that is most likely to be accessed by the user. To cluster Web users, we start with analyzing a user's request sequences in the log history, and then find the cluster to which most of his/her sequences would belong. To recommend the user with the most possible request to be selected in the future, we feed the current request session into the mixture model, and let the transition matrix trained with historical data determine the optimal candidate. Through a set of carefully designed empirical studies, we demonstrate that our proposed method can achieve better performance than previous methods, e.g., making recommendation with a single Markov model or with association rule-based methods.
In addition, this paper addresses two important issues that arise in building the Markov models. The first issue is related to the high cost of training a mixture of Markov models in large-scaled applications. For such applications, the number of parameters to be estimated can be huge; therefore, the convergence of the training process can be slow. Also, training the model requires multiple scans of the data, the cost of which can be immense when the dataset is large. This would not be a problem if we were to train the model only once and use it for an extended period, as this cost can be amortized over time. However, in our application, new data arrive continuously; discarding those new data entirely without adjusting the model would adversely affect the performance of our system. On the other hand, using all available data to retrain the model also might be infeasible because of its high cost. Therefore, a more efficient, scalable, and adaptive approach is highly desirable. In this paper, we develop an adaptive algorithm specifically designed to update the parameters in the mixture of Markov models. The computation in the proposed algorithm involves only the new data and the current parameters in the model, does not require any iteration, and is independent of the old data. Therefore, it has very low time and space complexity and is orders of magnitude faster than retraining models from scratch. The second issue is concerned with the proper selection of training data for training the mixture of Markov models. Is it the case that the more recent the training data are, the more relevant they are to users' current interests? Do users' access patterns change over time? In order to answer those questions, we investigate two different training data selection strategies, pyramidal time frame and uniform selection, and perform extensive experiments to compare their effectiveness in our application domain.
We also discuss some data preprocessing issues for our real-world application data, which are log data from Livelink, a Web-based knowledge management system developed by Open Text Corporation. To handle the large volume of the Livelink log data, we propose to reduce the state space of Markov models by making use of the hierarchy of
Organization
The rest of the paper is organized as follows. In the section Background we briefly describe the background. We present the Markov model based clustering algorithm and our adaptive algorithm in the section Mixture of Markov Models for Clustering. We introduce our personalized Websurfing recommendation method in Personalized Web-Surfing Recommendation. In Application Data Description and Preprocessing we give an overview of the Livelink data and report our experience in preprocessing the raw data file and developing different strategies to select training data for the mixture of Markov models. Experimental results on the Livelink data sets are given in Performance Evaluation on a Real Application Data Set. Next we discuss Related Work then present Conclusion and Future Work.
Background
To gain a better understanding of users' access patterns, various Web clustering techniques that employ different similarity measures have been proposed to study Web surfers' browsing behavior. Current clustering techniques can be classified into two categories in the Web domain: distancebased approaches and model-based approaches (Zhong & Ghosh, 2003) . Distance-based clustering computes the distance between pairwise data. Shahabi, Zakesh, Adibi, and Shah (1997) developed a similarity measure based on inner products over a feature space that describes users' navigation paths with viewing time as a primary feature and clustered the session files using the K-means algorithm. However, viewing time may not be a good indicator as users often tend to be distracted from the current navigation when surfing the Web. Fu, Sandhu, and Shih (1999) suggested using uniform resource locators (URLs) to construct a page hierarchy, which is then used to categorize the pages. Unfortunately, this approach works only if the URLs contain useful tokens. Also, the page hierarchy only specifies the hierarchy of the directory structure, not the concept hierarchy of a Web site. Cadez et al. (2000) proposed to use a mixture of Markov models for clustering browsing sessions into categories. However, this approach is only feasible when data dimensionality can be reduced by a prior manual categorization of Web pages. Smyth (1996a) described each time sequence with a hidden Markov model, but such a model is often difficult to build in a Web domain because of lack of sufficient information, and an individual's navigation pattern is likely to be disclosed by this case-based generalization.
Currently, most Web search engines and recommendation systems are designed to serve all users, regardless of the different needs of individuals. To address this problem, there has been work on Web personalization and user modeling techniques, which utilize Web usage mining algorithms to conduct retrieval for each user incorporating his/her interests. Zukerman and Albrecht (2001) categorized Web page recommendations into two main approaches: a contentbased system constructs a model based on the contents of the Livelink objects. We also notice that because of the diversity of Livelink user navigation patterns, the lengths of request sequences vary greatly. In particular, there exist many short sequences. Most previous Markov-based pattern recognition models treat those short sequences as noise and therefore filter them out. However, they still contain useful information. At the same time, there are many multiple consecutive occurrences of the same object within a session, which may prevent the model from capturing users' actual intentions. To solve these problems, we design a few strategies and justify their effectiveness with experiments.
Our proposed system can also be integrated with traditional retrieval systems in many different ways. For example, (1) we can use the content of the predicted request, which is generated by the mixture of Markov models, to find additional terms to expand the current query; (2) the user clustering information, which is gained through mining surfers' access history, can be used to locate the common interests of a group of surfers and then rerank the query results retrieved with the original query. We show an example to demonstrate some possible usages in the Livelink application.
Evaluation
While the Web surfer's access patterns are extracted from Web log data, validation is needed to justify whether these patterns are really meaningful. In our paper, we develop a Web mining system to assist the user's navigation, so the best evaluation method in our case is to test it in the real world. In particular, we utilize the Livelink data as the test bed.
Classic distance-based clustering evaluation methods, such as sum of square (SSQ), proposed by Aggarwal, Han, Wang, and Yu (2003) , which calculate the distance between an object and the cluster centroid, are not suitable in the model-based clustering domain. Other evaluation metrics, such as the Hubert and Arabie (HA) index proposed by Milligan and Cooper (1986) , are applicable only when true clusters are known. However, in our case, we do not know the true clusters in our application data set. To solve this problem, we define a metric, called user clustering accuracy, which measures the similarity between the clustering result on the training data and the one on the testing data. This evaluation method presents a similar idea to those proposed by Cadez et al. (2000) and Anderson Domingos, and Weld (2002) . However, they use the negative log likelihood score to measure the results of clustering sequences, whereas our strategy is specially designed for user clustering. To evaluate recommendation results, we introduce the concept of hit ratio. With this metric, we carefully design a set of experiments to evaluate the adaptive algorithm, which incrementally updates the model parameters, and compare pyramidal time frame and uniform selection strategies in terms of the recommendation performance. In addition, we compare the experimental results of our mixture of Markov models based recommendation method with those of association rule-based recommendation methods.
Web page, while a collaborative system tries to find similar users and assumes the current user will follow the same patterns already exhibited. A lot of effort has been made to build content-based systems. Yan, Jacobsen, Garcia-Molina, and Dayal (1996) developed a Web personalization system that dynamically provides hypertext links to the user. The whole system consists of two processes: the offline part builds surfer clusters using the feature vectors based on the Web access data, and the online part generates dynamic links that are directed to Web pages. To use the system, a surfer is first assigned to a single cluster according to his/her previous access path, then some dynamic link(s) is retrieved from the pages that have been accessed by other surfers in the same cluster. Schechter, Krishnan, and Smith (1998) attempted to predict the next action of a Web user by constructing a tree that contains the user's access paths. The prediction is conducted by matching the user's previous session as paths in the tree. The maximal prefix of each path (i.e., the first N Ϫ 1 requests of a length N) of the tree is compared with the same length suffix of user's access sequence, and the path with the highest number of matches is returned. The authors claim that storing longer paths in the tree offers improvements in predictions, but this method might be rigorous and cumbersome since every path has to store all its prefixes. Meanwhile, as a representative of collaborative systems, Shardanand and Maes (1995) employed the k-Nearest-Neighbour algorithm by comparing a given user's record with the historical records of other users in order to identify those users sharing similar interests with the given user. However, this technique suffers from some well-known limitations that are related to the scalability and efficiency of the kNN approach.
Mixture of Markov Models for Clustering
In this section, we first introduce the concept of mixture of Markov models and its learning algorithm. Then we present how to use the mixture model to cluster Web users and their request sequences. After that, we present our adaptive clustering algorithm and analyze its time complexity.
Markov Model Based Clustering Algorithm
Given a population of Web users, each user generates a series of requests with various lengths. The problem addressed in our work is to group request sequences and Web surfers themselves into K clusters. A probabilistic model for grouping sequences is that of a finite mixture model with K components (1) where y i represents a particular request, y ϭ y 1 y 2 . . . y L denotes a request sequence, p k ϭ p(c k ͉u) is the weight of the kth component c k satisfying , p(y͉c k , u) is the probability of a request sequence y given the kth component, and • is the probability that the kth component's initial state is s i , and u 1 is the collection of for all components and states.
• is the probability that the kth component transits from state s j to s l , and u T is the collection of for all the components and transitions.
Also, and satisfy , and ϭ 1. Given a first-order Markov model, the probability of observing a sequence of states y ϭ y 1 y 2 . . . y L under the kth component is
where denotes the probability distribution over the initial request among users in cluster k, and denotes the parameters of the probability distributions over transitions from one request to the next by a user in cluster k. Given a mixture of Markov models, we can assign a sequence x to a cluster by computing p(c k ͉x, u). Details of using this mixture model for sequence and user clustering are discussed in User and Sequence Clustering.
Learning the Model Parameters from Data
In our research, we assume that each individual behaves independently. If request sequences in the training data are denoted by we have
For the sake of simplicity, we further assume that given a model and its parameters, each request sequence of an individual is independent of any other request sequence of that individual. To learn the parameters of a mixture model with known number of components, one possible solution is to identify those parameter values for u ϭ Ͻp, u 1 , u T Ͼ that maximize the likelihood of the training data
These parameters are often referred to as a maximum likelihood (ML) estimate. Alternatively, we may utilize prior knowledge about the training data and encode this information in the form of a prior probability distribution over the parameters (denoted with p(u) ). The parameters of the mixture model can therefore be learned by identifying those parameter values that maximize the posterior probability of u given the training data (5) where the second expression follows from the first one by the Bayes rule. These parameter estimations are referred to as maximum a posteriori (MAP) estimates, and we learn the parameters with the EM algorithm. The EM algorithm is an iterative algorithm used to learn the parameters of a mixture Markov model from the training data (Bilmes, 1997) . It first initializes the parameters in the mixture model with random values. Then it iteratively performs two steps: the E step and the M step.
• In the E step, we calculate for each training sequence under the model with the current parameter setting, where is the ith sequence in training data set d train (6) • In the M step, for each component (or cluster), parameters u are updated to maximize the posterior probability of u as follows (7) (8)
where is an indicator function that equals 1 if the first request in corresponds to state j and 0 otherwise, and denotes the number of transitions from state j to state l in . Each iteration in the EM algorithm is guaranteed to increase the u MAP , and the algorithm finally converges to a local maximum of the likelihood function.
These two steps are repeated until all parameters converge. This procedure offers a straightforward method to estimate the parameters u ϭ Ͻp, u 1 , u T Ͼ of the mixture Markov model and guarantees that the parameters will ultimately converge.
User and Sequence Clustering
In order to describe how users and sequences are clustered, some notations are first defined as follows.
) Given a mixture of Markov models with k components and parameters u, the likelihood that the jth behavior sequence of user i (denoted as ) belongs to cluster k is can be regarded as the weight of a sequence belonging to the kth cluster.
Definition 3.2. ( ) Given
for the jth behavior sequence of user i, k ʦ [1, K ], where K is the number of total clusters, and is defined as the cluster that has the maximum likelihood over all clusters (11) With , we can assign a sequence into a single cluster. This way of clustering is called hard clustering. In this method, a request sequence is uniquely assigned to a cluster with the maximum likelihood . This approach has a crispy boundary where the constituting elements only take two possible options of membership: i.e., they either belong or do not. However, this approach neglects the possibility that the sequence may partially belong to more than one component. For example, there are two components in the mixture of Markov models, and a sequence has the probability distribution of being in the two clusters of { }. With the hard clustering method, it is classified into component 1, which holds the higher likelihood. However, it is very possible that the sequence also belongs to the second component, since the possibilities of being in the two different components are very close. To solve this problem, we adopt a more realistic soft clustering approach, where each element is given a weight of membership to each component as follows:
( ) The sequence's probability distribution over all components is defined as (12) where K is the number of total clusters.
In this way, soft clustering represents a partitioningoptimization technique that allows a request sequence to belong to several groups simultaneously. Similarly, we can define hard and soft clustering for users as follows:
where J is the number of sequences user i has, C i is defined as the cluster that has the maximum likelihood over all sequences of user i (13) Definition 3.5. ( ) For a specific user i, let be the probability that sequence j belongs to cluster k, where S i is the set of sequences user i has accessed. The probability that the user belongs to the kth cluster is (14) and the user's probability distribution over all the clusters is (15) With hard clustering, user i is assigned to cluster C i . With soft clustering, user i's probability distribution CU i over all the clusters is generated.
Adaptive Clustering Algorithm
After obtaining a trained mixture of Markov models using past access data, we would like to make it adapt to the changes as new access data become available every day. We could conduct an overhaul reconstruction of the model based on both the old and the new data and obtain the new parameters. This approach, however, can be computationally prohibitive because of the large number of parameters usually involved in real applications.
To reduce the computational cost, we propose an adaptive algorithm that can incrementally update the parameters in the mixture of Markov models. As described in the section Learning the Model Parameters From Data, the process of learning parameters in a mixture of Markov models is divided into two steps. E step estimates the objective function p(c k ͉v, u) for each sequence in the training data, where v ʦ d train , and M step updates unknown parameters u ϭ Ͻp, u 1 , u T Ͼ for each cluster. From Equations 7, 8, and 9, we notice that if the number of total sequences N is sufficiently large, the addition of a new request sequence is unlikely to have significant influence on the parameters' estimation. Therefore, when a new request sequence vЈ becomes available, it is possible to update the parameters incrementally (though approximately) without invoking a reconstruction of the
model, and the parameter values thus obtained are expected to be close to those obtained by retraining the model from scratch. Our method works as follows: Once a new sequence vЈ is recorded, we first calculate p(c k ͉vЈ, u) for each component k ʦ K under the existing models. Second, as all three components of the model would change with the objective function p(c k ͉vЈ, u), the parameters u ϭ Ͻp, u 1 , u T Ͼ of the mixture of models are incrementally updated as illustrated in Algorithm 1 in Figure 2 . In Algorithm 1, lines 3-5 update the objective functions by calculating the probability distribution of vЈ over all the components with the current parameter u, and lines 7-17 describe how to reestimate the parameters in detail.
Comparing with the previous parameter estimations, where and , the current ones reflect the changes of weights in each component when a new sequence is accessed. We use separate "for" loops in Algorithm 1 for obtaining new parameters and for updating original parameters not only to enhance the readability but to maintain the validity of the algorithm. As shown previously, all pЈ and uЈ are first updated with the new objective function, and then all original parameters are rewritten in a batch. This order has to be maintained because the calculation of pЈ and uЈ depends on all the p and u values obtained in the last iteration. If parameters u k and uЈ k were updated in the same "for" loop, for different components, pЈ and uЈ would be generated with different us, and that is obviously not appropriate. Also note that a "new" sequence in line 1 is defined as "any" sequence that arrives after the model is constructed; it thus can be a totally new sequence that was not presented in the training data or a sequence that is identical to a sequence in the training data.
Complexity Analysis
It is obvious that the incremental algorithm involves only simple arithmetic calculations and can therefore be carried out very efficiently. Retraining the model, on the contrary, requires considerable computational resources.
Generally, constructing an overhaul model requires a runtime of O(KNL ϩ KM 2 ) per iteration in EM, where M is the number of states in the model, K is the number of components, N is the number of sequences, and L is the average number of requests per sequence. If we further decompose the complexity, O(KNL) involves the cost of computing d, s, and p(c k ͉v, u), whereas O(KM 2 ) covers p, u 1 , and u T .
Assuming that it takes X iterations for EM to converge, the total cost is O(X(KNL ϩ KM 2 )). In real applications, where M and N are usually large, it usually takes a long time (i.e., many iterations) for the system to converge. For instance, it takes more than 50 hours to retrain our mixture of Markov models with the Livelink data, when K ϭ 50, N ϭ 4000, and M ϭ 120.
In contrast, our adaptive algorithm avoids this obstacle by executing only one iteration, and the total complexity therefore is O(KL (N ϩ 1) ϩ KM 2 ). Moreover, observing Algorithm 1, we notice that if we keep a record of every d, s, and p(c k ͉v, u) in the previously constructed model, only d j,l (vЈ), s(vЈ 1 ϭ d) and p(c k ͉vЈ, u) are unavailable in the current parameters' reestimation, where d, l, j Յ M. In this way, the runtime cost of O(KL(N ϩ 1)) can be further reduced to O(KL), while the cost of obtaining new parameters , and remains the same as O(KM 2 ). Finally, the computational complexity of using the incremental algorithm is O(KL ϩ KM 2 ), and it takes less than a second to update our mixture Markov model with our Livelink application data set.
Personalized Web-Surfing Recommendation
In Web mining, different techniques have been used for predicting the action a user will take next given the sequences of actions he/she has already taken. In this section, we present how we make personalized surfing recommendation with a mixture of Markov models. We also describe how to
make a Web-surfing recommendation with association rule deductions in previous methods. We will compare the two recommended methods in the experiments section.
Web-Surfing Recommendations with a Mixture of Markov Models
Given a request sequence v, we can make the Web-surfing recommendation (i.e., predicting the most probable next request) by combining the outputs of both components in the mixture. For this purpose, soft clustering is applied in the recommendation process. Suppose the mixture has K components. The contribution (or the weight) of the kth component in the overall recommendation is p(c k ͉v, u). Meanwhile, for each possible next request, which corresponds to a state in the Markov model, the likelihood of its being the next request according to the kth component can be obtained from the transition matrix . Therefore, given that s j is the state corresponding to the last request in v, the likelihood that a state s l (and its corresponding request) is the next state is (16) where the denominator is a normalization factor, and
Given M possible states in the whole model, we sort them in decreasing order of their occurrence possibilities, i.e., {s 1 , s 2 , . . . , s M }, and use the ones with highest probabilities for recommendation 1 . This method of recommendation applies the soft sequence clustering method because it uses the probabilities that a sequence belongs to each component (i.e., p(c k ͉v, u)) when computing the probability of a possible next state. An alternative is to use the hard clustering method to assign v into a cluster c k with the highest p(c k ͉v, u) and use c k 's Markov model to make the prediction. However, our experiment (described in the section Comparison with Hard and Soft Clustering Strategy) shows that the averaged prediction (i.e., the one with soft clustering) achieves better prediction performance than the prediction from the most likely cluster. Please also note that we do not need to cluster users when making recommendations with a mixture of Markov models.
In Markov models, the one making the next recommendation by looking at the last action performed by the user is known as the first-order Markov model, where each action that can be performed corresponds to a state in the model. A somewhat more complicated model makes the recommendation by looking at the last k actions performed by the user, and this is generalized as the kth order Markov model. In many applications, first-order Markov models cannot successfully recommend the next action to be taken. This is because such models do not look far into the past to discriminate accurately different behavior models belonging to different users. However, making recommendations with higher-order models may suffer from a high state-space complexity, and the problem will become even worse in the Web domain.
Suppose 
This is different from making recommendations using a first-order mixture of Markov models. If we assume that the recommendation for the next action v Lϩ1 is based on the mixture of models, by definition,
The transition probabilities in the mixture model are a function of the membership weights p(c k ͉v) (equivalent to p(c k ͉v, u) in Equation 16 ). These weights are in turn a function of the history of the sequence (based on the Bayes rule) and typically depend strongly on the pattern of the behavior before v L . Thus, the mixture model is more powerful than a single first-order Markov model, and an acceptable complexity can still be held by looking at the last actions from each component model.
Compared to making recommendations with a single Markov model, making recommendations with a mixture of Markov models can be viewed as a personalized recommendation process since it is capable of integrating both group access patterns using the transition matrix p(v Lϩ1 ͉v L , c k ) and each surfer's individual preference implied by membership weights p(c k ͉v).
Previous Methods
Association rule mining is a technique used to capture the relationships among items on the basis of their cooccurrence patterns across transactions (Mobasher, Dai, Luo, & Nakagawa, 2001) . Given a set of transactions, where each transaction contains a list of items, an association rule can be denoted as A 1 B, where A and B are disjoined sets of items.
2 Here, A is referred to as the left-hand side (LHS) of the association rule, and B is referred to as the right-hand side (RHS) of the association rule. The intuitive meaning behind such a rule is that transactions containing the items in A are also very likely to contain the items in B. Two common numeric measures used to evaluate the interestingness of each association rule are support and confidence. The support of an association rule A 1 B is defined as the proportion of transactions that contain both A and B, and its confidence is defined as the proportion of transactions that contain B among the transactions that contain A. An association rule mining algorithm, such as Apriori (Agrawal et al., 1993) , finds association rules that satisfy the user-specified minimal support and confidence thresholds. In general, the recommendation using association rules recommends item b when the user has bought or visited item a, where b is in the RHS of the association rule and a is in the LHS. To evaluate the performance of our mixture Markov model based recommendation method, we compare it with two association rule based recommendation methods. One is called the global association rule based method, and the other is called the cluster-oriented association rule based recommendation method. We describe the two methods below.
Recommendation with global association rules. In the global association rule based method, recommendations are based on a set of association rules learned from the whole training data. Thus, the rules capture the general patterns of all the users. In implementation of this global recommendation method, we use the following process to make a recommendation based on a set of global rules. When there is a new request sequence AЈ accessed, we choose the rule {L : A 1 B} whose LHS A has the largest overlap with AЈ. In case there is more than one association rule that has the largest overlap with AЈ, we take the union of the RHSs of these rules and recommend all the objects in the union to the user.
Recommendation with cluster-oriented association rules.
Some recent studies have considered exploiting association rule mining in recommendation systems. However, most of them rely on discovering object correlations on the whole data set for all the users; thus those recommendations are not personalized and cannot exhibit user distinct characteristics. In this study, we also consider user clustering information to boost the recommendation performance as follows:
1. After building the mixture of Markov models, we first apply the soft sequence clustering method on the whole training data set, such that each request sequence from the training data is allocated to one or more clusters according to in definition 3.1. Meanwhile, each cluster in this way accumulates a group of sequences. 2. For each component cluster, we discover a set of association rules under predefined minimal support and confidence thresholds from all the sequences in the cluster. Ideally, these association rules may cover all inherent associations that exist in the access requests of the cluster k.
As the number of sequences in different clusters varies, the number of association rules built with those sequences may change dramatically. In our experiments with Livelink data sets, some clusters may contain hundreds of rules, but others may have only a few rules. 3. We apply the soft user clustering approach described in definition 3.5 to all training data to assign each user to one or more clusters. 4. When there is a new request sequence AЈ accessed by a user i, the user's clusters are identified. We select rules that have the largest LHS overlaps with AЈ among all association rules derived from those clusters. The objects in the union of RHSs of the selected rules are recommended to the user.
In our experiment section, we will compare our mixture Markov model based recommendation method with both global and cluster-based association rule recommendation methods.
Application Data Description and Preprocessing
Livelink is a database driven Web-based knowledge management system developed by Open Text Corporation. It provides a Web-based environment (such as an intranet or extranet) to facilitate collaboration between cross-functional employees within an organization. In particular, Livelink offers document management, virtual team collaboration, information retrieval, and business process automation.
It assists the storage, sharing, and management of critical information and processes for organizations, teams, and individuals.
The Data Set
The data set used in our experiments is the Livelink access data over a period of 34 days (Huang, Peng, An, & Schuurmans, 2004) . The original data file is about 7 GB, and it describes more than 3 million requests made to the Livelink server by 1,157 users from around 5000 different Internet Protocol (IP) addresses. Each request to Livelink maps to a data entry in the log data containing an IP address from which the user is making the request, the cookie of the browser, the time a request was issued and responded to, the name of the request's handler, the name of the function used to handle a request, a query string containing the information about the requested object, and other information, such as the server name. A small portion of entries contain user Ids. We extract a complete user request log entry from Livelink and illustrate it in Figure 3 . For security reasons, some of the lines are removed.
The users in this data set are mostly the employees of Open Text. They belong to different groups, such as human resources and product development. Different groups of users may have different types of authorizations for accessing the information objects managed by Livelink. In the section Object Hierarchy, we describe the hierarchy of the information objects maintained by Livelink. Some objects in the hierarchy can be accessed by certain groups of users. Thus, a user's access pattern is affected by the group(s) to which the user belong.
Data Preprocessing
Given log data, we are only interested in those relevant to the understanding of users' browsing behavior. To select relevant information, we conduct data preprocessing on the raw data by (1) identifying users from data entries, (2) extracting the time a request is made, (3) extracting the ID of the information object requested in each entry, (4) removing noisy entries (e.g., the requests having no information object), and (5) identifying user sessions. In Web usage mining, a Web log session is defined as a group of requests made by a single user for a single navigation purpose (Huang, Peng, An, & Schuurmans 2004) . Users are identified by combining user Ids that appear in some data entries with IP addresses. When an entry does not contain user IDs, we consider it to belong to the user whose ID appeared in a previous data entry that shared the same IP address with the current entry under the condition that the time difference between the two entries is within a specified time interval. This method assumes that a user does not change the IP address within a reasonable period, as is often the case in the Livelink environment. After users are identified, the data entries for each user are sorted according to the requesting time, then further grouped into user sessions using the time-out session identification method, in which a session shift is identified between two consecutive requests if the interval between them is more than a predefined threshold. We then assume that all sequences obtained at this stage are independent and uniform. In this paper, a request sequence refers to an object sequence in a user session. A piece of the session file after identifying the three sessions is shown as follows: where blank lines separate sessions.
Object Hierarchy
The information objects maintained by Livelink are organized into a forest of trees. Each tree in the forest contains objects and folders that relate to a subject. A leaf node in a tree corresponds to a document, such as a Portable Document Format (PDF) file, a Power Point (PPT) document, or a picture. A nonleaf node of a tree indicates a folder that holds links to other folders or objects. This tree structure is constructed for better file storage and is totally transparent to the user. According to our domain experts, there are 2028 different trees maintained by the Livelink server, but only about 10% of the trees are "public trees," which are accessible to all or some of the users, and others are "private trees" that can only be accessed by a single user. Figure 4 shows part of a public tree on its left-hand side. The whole picture shows the user interface for a search function. The right-hand side of the interface offers a keyword search function and shows the search result for the keyword "MS Backoffice Integration Discussion." The search result lists the object ID and the brief description of each retrieved object. With an object ID, we can use the search function provided on the left-hand side of the interface to locate the object on the tree structure, from which we can trace the ancestors and descendants of the object. In this example, the object that is most relevant to the keyword is "6870685 MS BackOffice Integration Discussion," which is a leaf node in the tree rooted at "2001 15181845 Credit Suisse Private Banking."
State Representation in Markov Models
There are 35,039 information objects in our data set. If we represent the states of the Markov model using the objects, the transition matrix is prohibitively huge and extremely sparse. In order to reduce the number of states, we make use of the Livelink Object Hierarchy to generalize the objects by replacing them with their parents or ancestors. We first used the root of each tree to replace the objects in the tree, the process resulted in 655 objects. 3 For instance, as shown in Figure 4 , if an object "MS Backoffice Integration Discussion" is requested by a user, its root object "2001 15181845 Credit Suisse Private Banking" could substitute for the original object. To reduce the number states further, we remove the objects that are in private trees, because a private tree is owned by a single user and is not suitable for describing the general property of a group of users. After removing the private objects, 104 objects (which correspond to the roots of 104 trees) are left. However, by observing the resulting session files, we found that over 70% of the requests visit a common tree, which is "2001 15181845 Credit Suisse Private Banking." Thus, a great portion of requests FIG. 4. Hierarchical structure in Livelink data. are identical. Although this fact may potentially increase the clustering or prediction accuracy, it also can be data dependent and does not help distinguish users in real applications. To solve this problem, we move down to the second level of this heavily visited tree and use the children of the root to represent the objects in this tree. In that way, more objects are introduced in our work.
Data Selection
Selecting proper training data for the mixture of Markov models is of critical importance for two reasons. First, there is a possibility that users' access behavior may dynamically change over time. Second, the immensity of users' profiles and the magnitude of servers' computational cost make it unrealistic to use all available information to construct the Markov models. Therefore, only a subset of all available data can be used as training data.
In this section, we study two different training data selection strategies. The first strategy utilizes a pyramidal time frame, which gives more recent data greater chances of being included in the training data, while the second strategy, called the uniform selection strategy, treats all data equally, regardless of their respective recency, and simply assigns all data the same probability of being selected. The pyramidal time frame strategy, originally used in data stream clustering (Aggarwal, Han, Wang, & Yu, 2003) , is studied here to test the hypothesis that more recent data reflect the user's current access pattern more accurately. Without loss of generality, we assume that the starting and ending times of all available data are 0 and T respectively. [29, 45] , [46, 53] , [54, 55] }. For each request sequence in the available data, we assign it into a unique subinterval, so that its starting time is close to the subinterval's lower boundary. For example, if the access time of the first request in a sequence is 30, it should be assigned to the subinterval [29, 45] . In this way, each subinterval covers a list of sequences. Then we can randomly pick an equal amount of sequences in each subinterval, e.g., 500, to form a complete training data set. Clearly, with this data selection method, more recent data have a greater probability of being included in the training data.
For the uniform selection strategy, a random sample of the request sequences is drawn from all the data within the time interval [0, T] . This effectively assigns equal weight to all available request sequences and ignores the recency of data.
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Performance Evaluation on a Real Application Data Set
In this section, we evaluate our method on a real world application, Livelink Web log data. First, we define two evaluation measures, user clustering accuracy and hit ratio. Then we conduct evaluation on user clustering, recommendation, and our proposed adaptive algorithm in the sections that follow. To avoid the local optimal problem that associates with the EM algorithm, all mixture of Markov model based experimental results shown in this section are an average of five runs. We implemented the Apriori algorithm with Cϩϩ, and other algorithms with Matlab. All experiments are conducted on our departmental host server with the same central processing unit (CPU) (dual Xeon 3.06 GHz) and memory (2 GB) settings.
Evaluation Measures
In our experiment, we separated our session file into a training data set and a testing data set, where two subsets are of equal size and have no clear difference. The training data are used to train a mixture K-component Markov model. The trained model is used to cluster the users in both training and testing sets. To measure the performance, we introduce the concept of user clustering accuracy, which measures the similarity between the clustering result on the training data and the one on the testing data. In addition, the number of components of the mixture model is determined by using crossvalidation on the training data. This evaluation approach presents an idea similar to negative log likelihood (Cadez et al., 2000; Anderson, Domingos, & Weld 2002) . In negative log likelihood, a clustering model is first constructed with the training data; then the testing data are used to fit into the model to measure the out-ofsample degree. However, their objective is to evaluate the sequence clustering results, while our method is specially designed for user clustering.
To evaluate the recommendation results, we adopt the concept of hit ratio. Hit ratio was originally used as a chief measurement of a cache, which is the percentage of all accesses that are satisfied by the data in the cache. Recently, hit ratio has been used in the Web mining domain to measure the performance of Web page recommendation systems (Gunduz & Ozsu, 2003; Manavoglu, Pavlov, & Giles, 2003) . Given a test sequence of requests, a hit is declared if what the system recommends on the basis of a subsequence covers the next request in the sequence. Hit ratio is defined as the number of hits divided by the total number of recommendations made by the system. In this study, we take a request sequence S ϭ {a 1 , a 2 , . . . , a n } from the test data, where n is the number of requests, and divide S into two parts: A ϭ {a 1 , a 2 , . . . , a nϪ1 } and B ϭ {a n }. We use A as an input to the trained model and obtain a system recommendation C. Since B is the actual next request, C can be considered a good recommendation if B ʕ C. 4 If B ʕ C, we call C a correct recommendation. Given a set of test sequences, the hit ratio is thus defined as (20) The rationale behind this is that when a user is looking for a document, he/she may make a sequence of requests within a period until the target is found. In Web usage mining, this sequence is referred to as a user session, which accomplishes a single task. We can thus assume that after accessing the last object in a session, a user has found the document that is interesting to him/her. Therefore, to evaluate whether the user is satisfied with the recommendation, we simply leave out the last request (i.e., a n ) in a test sequence (which is a session), make a prediction by fitting the previous requests in the sequence into the trained Markov model, and then check whether the recommendation includes a n .
Hit Ratio ϭ # of Correct Recommendations # of Recommendations User Clustering Evaluation
To improve the clustering performance, we design different strategies to preprocess the Livelink data sets and show the experimental results in this section.
Remove heavily visited tree in user clustering. As discussed in the section State Representation in Markov Models, more than 70% of the requests visit a common tree in the resulting session files. Therefore, a great portion of requests are identical, making it difficult to distinguish users. To solve this problem, we move down to the second level of this heavily visited tree and use the children of the root to represent the objects in this tree. Figure 5 shows the user distribution among clusters with and without the adjustment after applying the Markov model based user clustering method with 15 components 5 in the mixture model. As shown in Figure 5(a) , without the adjustment, the users are not distinguishable since almost all the users are grouped into a single cluster and there are few members in the 14 other clusters. After the adjustment, the users are better distributed as shown in Figure 5(b) .
It is also easy to understand that making recommendations with the data set in Figure 5 (a) may not satisfy user's various requirements, as the recommendation to be made depends on each component's previously trained system parameters. Hence, if all users' accessed sequences are identical, they will be grouped into the same cluster (with the component 4 Please note that in our experiments we only recommend a single object (with the highest probability) when using the mixture of Markov models based recommendation method. However, for association rule based recommendation method, a set of objects can be recommended. Therefore, the measure of hit ratio defined here gives more favor to the association rule based method. parameters), and it is not surprising to see that those users will get the same recommendation in the future. In contrast, after replacing the heavily visited tree with its offspring, as shown in Figure 5 (b), the distribution is much balanced; therefore, the underlying predictions might be diversified accordingly. 6 In addition, in this experiment we apply the same cluster numbers to the two different scenarios for the following concerns. First, the K shown in Figure 5 (b) is obtained with the cross-validation method and is a best fit for the data after replacement. Second, as shown in Figure 5 (a), most users are grouped into a single cluster, whereas other clusters are almost empty. We thus notice that the selection of cluster numbers from this data set actually does not hurt demonstrating the real cluster distribution, while K is set to be a slightly greater value than it actually is.
Counting sequential requests with different strategies. In our session file, especially after replacing objects with their ancestors, many sessions contain multiple consecutive occurrences of the same objects. That is, the user may request the same object or the objects in the same (sub)tree multiple times within the same session. Learning from this type of data, a Markov model may contain many heavily weighted self-transitions, which may negatively affect the clustering result. This type of data offers us a choice of how to count the objects within a session. We can either combine the multiple consecutive occurrences of the same object into a single object occurrence (denoted as Count Once) or leave them as they are (denoted as Original Clusters).
Figure 6(a) shows that counting once is apparently superior to the one without removing redundant requests. In addition, we notice that about 20% of the sessions in the Livelink data set contain a single request. When combining the consecutive same requests into one, the percentage of singleton sessions is even higher. Since such sessions do not contain state transitions, we consider ignoring such singleton sessions from the training data and comparing the performance with that of the method that keeps the singletons in the training data. As illustrated in Figure 6 (b), the performance is not as good as expected, because the size of training data decreases greatly after eliminating the singletons. In contrast to 8225 sequences in our previous training data, there are only 1999 sequences left. On the basis of the experimental results, we find out that Count Once achieves the best performance among all the heuristic strategies; thus it is used as a default in other experiments in our work.
Recommendation Evaluation
Comparison of data selection strategies. In this section, we evaluate the recommendation performance of the two data selection strategies described previously, namely, pyramidal time frame and uniform selection. We select the same number of training sequences from the data within a 26-day period using the two strategies and compare their average recommendation performance using the same test data set as shown in Table1, where K is set to 15 selected through cross-validation. Table 1 shows that uniform selection offers better performance than pyramidal time frames, that implies that Livelink users' access patterns are quite stable over that time. The result in Table 1 is the average from 10-fold 6 Note that the user clustering result may be further improved if we consider more trees at the second level. However, this will increase the number of states in the Markov model. Determining how to select an optimal cut-off level for a tree is a challenging issue that needs further investigation, which we do not consider in this paper. cross-validation. We perform a t-test to assess whether the means of two groups are statistically different from each other. The p value from the t-test is 0.0138, that means that the recommendation performance with the uniform selection data set is significantly superior to that with the pyramidal time frame in our study.
Comparison with the single Markov model. A single Markov model can be built from the training set without first clustering the data. It is equivalent to a mixture of Markov models with K ϭ 1. Table 2 compares the performance of a mixture of Markov models with K ϭ 15 to that of the single Markov model on the Livelink data with the uniform data selection strategy. The result shows that clustering sequences before building a Markov model leads to much better recommendation performance than without doing clustering. This indicates that personalized recommendation is much better than recommendation based on the general properties of the whole data set.
Comparison with hard and soft clustering strategy. In the section User and Sequence Clustering, we presented how to use "hard" and "soft" clustering strategies to label access sequences, respectively. In this section, we compare the recommendation performance of using those two methods and report the result in Table 3 . With the hard clustering method, we first assign the request sequence to a cluster with the maximum likelihood according to Definition 3.2, then predict the next request according to the most likely cluster's transition matrix. With soft clustering, the probability that a sequence belongs to each component is used in computing the probability of a possible next state. From Table 3 , we observe that recommendation with soft clustering of sequences is better than use of the hard clustering method.
Comparison with global association rule based recommendations. In this section, we evaluate the recommendation performance using the global association rules mined from the whole training data without clustering data at first. Assume that all available Livelink access sequences are independent. We randomly select 70% of them as training data and take the rest as testing data. With the training data set, we first learn association rules given different minimal support and minimal confidence. Then given a test request sequence S ϭ {a 1 , a 2 , . . . , a n }, its prefix subsequence A ϭ {a 1 , a 2 , . . . , a nϪ1 } is used to find rules whose antecedent has the largest overlap with A. All the objects in the consequences of such rules are output as recommendations. If one of those recommendations is identical to the last request a n , we say that this sequence gets a hit. After accumulating results over all the testing data, we calculate hit ratios shown in Figure 7 . In addition, as both minimal support and minimal confidence determine the number of generated rules, we are interested to know how the recommendation performance may change with the two thresholds. We show results with a fixed minimal support in Figure 7 (a), and those with a fixed minimal confidence in Figure 7(b) .
As shown in Figure 7 , the best hit ratio, 46.70%, is achieved at minimal support ϭ 2%, and minimal confidence ϭ 50%. In addition, we notice that there is no principled rule we can follow to obtain the best recommendation, as the performance fluctuates dramatically as the values of two threshold parameters change. Moreover, comparing with Table 1  and Table 2 , the average performance of using mixture of Markov models to make recommendation is much superior to that of this method. This is because this method focuses on finding the co-occurrence patterns among objects but ignores their sequential relationships.
Comparison with cluster-oriented association rule recommendation. With the same data set used in the preceding section, we evaluate the recommendation performance of the cluster-oriented association rule recommendation method, which uses different sets of rules for different clusters. In contrast to catching co-occurrence relations from the whole data set, this method is expected to identify personalized navigation patterns in each group.
As shown in Table 4 , this method yields better performance than the global association rule method, yet it is not comparable with predicting directly with mixture of Markov models. The results indicate that making personalized recommendations with cluster-oriented association rules is better than making recommendations with the general patterns learned from all the users. However, since association rules do not consider the sequential relationships between visited objects, their recommendations are worse than use of the mixture of Markov models, which considers both sequential relationships and personalizations. 
Adaptive Algorithm Evaluation
As we have discussed, it is infeasible always to perform an overhaul reconstruction of the mixture of Markov models as new data become available. We proposed an adaptive algorithm to update the model parameters incrementally. In this section, we evaluate the adaptive algorithm's performance by comparing it with that achieved through an overhaul model reconstruction. The previous experiments use 26 days of Livelink access data to test the performance of recommendations. In this experiment, we compare the performance of the adaptive algorithm with that of reconstructing the model and that of not reconstructing the model at all using the data from day 27 to day 34, with new data supplied to the training of the model each day. The results are shown in Figure 8 .
Compared to the overhaul reconstruction method, the performance of the adaptive algorithm degrades very slowly. The recommendation result is still satisfactory, although it consumes much less time and computational resources. Given N ϭ 4000 sequences, where K ϭ 15 and M ϭ 120, as the training data, when a new request sequence becomes available, the time spent on both methods is shown in Table 5 . In addition, we find that the performances of both the adaptive algorithm and the overhaul construction are superior to the performance of the method that does not make any reconstruction at all.
Application of Mixture of Markov Models to Personalized Livelink Search-an Example
In this section, we use an example to demonstrate how our proposed model can be applied to assist personalized retrieval in the Livelink application.
As shown in Figure 9 , if a user would like to get some marketing information from the local network supported by Livelink, he/she may issue a short query with the term marketing. However, if such a query is sent to a retrieval system, numerous unwanted returns are possible, as the description is too general and can fit various scenarios. To solve this problem, our system can be utilized to obtain more information about the query's immediate context, then infer the user's actual needs. By feeding the user's most recent navigation session into the mixture of Markov models, we can predict which objects are most likely to be accessed next by the user. The contents of those predicted objects can then be analyzed to extract new terms for expansion of the current query. In this example, some candidate terms could be North American, USA, Cyber, etc. In addition, with our user clustering method, a user can be grouped into one or more clusters on the basis of the user's previous navigation history. As shown in Figure 9 , it is highly possible that the current user belongs to Cluster 6 and Cluster 4, given the probability threshold of 20%. This user clustering information can be integrated with other techniques, e.g., collaborative learning methods, such that the shared interest of users from the same group can be considered in the retrieval process. For example, the retrieved documents can be reranked by making use of the knowledge about the user's group.
Related Work
Markov-based models have also been widely used in the problem of user modeling. Padmanabhan and Mogul (1996) builts N-gram Markov models and applied the prefetching method to cache the Web pages that are likely to be requested soon. Pirolli and Pitkow (1999) studied the kth order Markov models with k ranging from 1 to 9, and checked which link the surfer followed in the next step given the current page. These approaches all imply a Markov presentation for modeling the surfer's access patterns but focus on a single model to present characteristics. In addition, higherorder Markov models use the strict order of the action sequences, which places a strict restriction on the sequentiality of the data. Sarukkai (2000) constructed first-order Markov models to study the categories of pages requested by a Web surfer. A "personalized" Markov model was trained for each individual and used for predictions in users' future request sessions. In practice, however, it is expensive to construct a unique model for each user, and the problem may worsen when there exist thousands of different users within a big Web site. In this paper, we show that the mixture model is more powerful than a single first-order Markov model, and an acceptable complexity can still be held compared with high-order Markov models.
As shown in Mobasher, Dai, Luo, and Nakagawa (2000) , traditional Web personalization strategies could be problematic when a big site evolves or surfers' browsing behavior changes over time. Recently, a wide variety of adaptive algorithms have been proposed in the literature for various learning models to keep track of new available data without incurring overall retraining. Huo, Chan, and Lee (1995) proposed a Bayesian adaptive algorithm for learning the parameters in the hidden Markov model for speech recognition Zivkovic (2004) developed an improved method to reestimate recursively the parameters in Gaussian mixture models for background subtraction, which is a common computer vision task. In contrast, our study focuses on finding adaptive algorithms for the mixture of Markov model; however, to the best of our knowledge, there is no exsiting work in this area.
Because of the immensity of available information on the Internet, it becomes crucial to select a part of the useful information from the overall data. In the field of data stream mining, Aggarwal, Han, Wang, and Yu (2003) proposed a data selection method based on the pyramidal time frame to test the hypothesis that the more recent data would reflect user access patterns more accurately. In this method, cluster information is maintained as snapshots in time that follow a pyramidal pattern. It provides a trade-off between the storage requirements and the ability to recall summary data from different times. However, this method deals with only data streams, as it requires a large quantity of data at every moment of time. Although the whole investigated Livelink data set is huge, it does not have continuous input all the time. In our work, we propose a similar strategy to the pyramidal time frame. We first divide the whole duration time into unequal slots, and then randomly pick an equal amount of request sequences in each interval. In this way, it is expected that more recent data could have a higher probability of being selected into the training data.
Conclusion and Future Work
We have presented a mixture of Markov models based clustering method for use in a real application. The mixture of Markov models allows us to cluster the user's historical access sequences and Web users themselves into groups and provide personalized recommendations based on the sequential relationships in each component of the models to the Web surfers. This kind of clustering provides advantages over traditional non-model-based clustering approaches. First, it provides a general description of each identified cluster; hence user access patterns are naturally formulated when clustering the user's request sequences. Second, statistical models allow clustering uncertainties in component members, an important feature, especially for those objects that are close to cluster boundaries.
We have made another contribution in providing an adaptive algorithm to keep the system current efficiently. Once the mixture of models has been built with the training data, newly available data can be viewed as a testing data set and applied to the system for clustering within an extended period. Nonetheless, the clustering performance may gradually decrease, if we do not adjust the model as more and more data become available. This is because the system will become out of date and unable to understand the user's current access patterns. Ideally, we could use all data available to date to retrain the model from scratch. However, this is virtually infeasible in view of efficiency concerns. To reduce the computational cost of keeping the model current, we developed a light-weighted adaptive algorithm, which enables the models to make incremental changes as new request sequences are available. Our experiments showed that with the proposed algorithm decent recommendation performance can be achieved without frequent updating of the model. We discussed two strategies, pyramidal time frame and uniform selection, for choosing the training data for the mixture of Markov models. Using the Livelink data set as the testbed, the uniform selection approach exhibited better performance than pyramidal time frames, an indication that Web surfers follow a stable access pattern over time in our application domain. We investigated the possibility of combining the model with classic information retrieval systems and demonstrated some integration methods with an example.
We are currently investigating more efficient ways to construct and maintain the mixture of Markov models and further increase the clustering and recommendation accuracies. Moreover, we are interested in the following issues:
1. Data collection: Our proposed method can work well with the Livelink data set and the synthetic data set. In the future, we will try to obtain Web data from different sources and test the performance of our algorithms. 2. Non-existent cluster handling: Currently, our system is incapable of making recommendations to request sequences that belong to previously nonexistent clusters. In the future, we will address this problem. 3. Adaptive algorithm: Another interesting problem for future research is related to the adaptive clustering algorithm. According to Figure 8 , the performance of the adaptive algorithm gradually degrades as the existing mixture of Markov models becomes out of date. However, it is difficult to determine when the existing models should not be used anymore. In our prototype system, we set a time threshold. The system performs periodic reconstruction of models after the threshold is passed. In the future, it will be interesting to investigate whether there are better approaches to solving this problem. 4. Sequential request counting: In Livelink data set, there exist sequences that contain multiple consecutive occurrences of the same objects. If the mixture of Markov model is trained with such data, the transition matrix might be highly skewed and full of heavily weighted self-transitions, i.e., a large number of spots in the matrix that have a very small value. Thus, to determine the probability of observing a sequence y using , we could find while a sequence contains many objects that are not frequently accessed, because would become close to 0. To alleviate the problem, we added a small value e on both numerator and denominator of in Equation 9 to smooth the transition matrix in real implementations. However, the improvement could be limited if the matrix were very sparse. To solve the problem further, we propose several ways to count the requests differently in the section counting sequential requests with different strategies. Through empirical studies, we evaluate their performance in terms of user clustering accuracies. In our study, the result from the Count Once strategy clearly outperforms that from the original counting method. Nonetheless, it still might be suboptimal. Is it the case if an object is accessed consecutively for multiple times by a user, it will be more important to that user? To investigate the possibility, we will develop more strategies in our future work. 5. User evaluation: Judging the usability of a system is an important task in a real application. In the domain of Web usage mining, it is always good to know whether the user is satisfied with the prediction that is provided for him/her. Nonetheless, such an evaluation can only be done by the real users of Livelink in our work. In the future, we would like to conduct further user evaluations with our collaborators in Open Text Corporation.
