In this paper, we analyze weekdays' speed data from heavy traffic locations in Mexico City. The objective is to determine the ''common denominator'' speed from the weeks under study. For a specific location and time, speed data is compared between the same day for different weeks. Both a method and an algorithm are proposed to achieve this goal. The method conducts the following tasks: 1) organizes speed data of vehicles into ''cell arrays'', 2) estimates ''usual traffic'' values from the raw data through a heuristic technique, and 3) detects unusual speed values by a comparison of raw speed values against estimated usual traffic values. The algorithm is employed to determine the expected speed, and a metric score compares the expected and the observed values, which in turn returns the locations and times that present anomalous results. The twelve top locations with the worst traffic conditions in Mexico City during 2016 were chosen. Measurements were realized in 2018. Results show that it is possible to detect the locations, days and times when the vehicles' speed was unusual. This indicates that it is desirable to conduct further investigations to determine the causes inducing significant deviation, higher or lower, from the expected speed.
I. INTRODUCTION
We chose to organize and analyze travel speed, since it is a good indicator of traffic conditions [1] , [2] . A specific day presents different traffic speeds at different times. Hence, it is convenient to study speeds for any given day and time interval, i.e., different times. The methodology presented in this work uses historical speed data from specific locations. The data is organized and processed to identify the days and times at which vehicles show an unexpected travel speed. Possible causes for deviations, i.e., low speeds, are buses and trucks, events in the surrounding area, bad weather, and traffic accidents, among others. High speeds can be attributed to the lack of the aforementioned causes, non-working days, or nonschool days.
A. RELATED WORK
Related works have been proposed for the analysis of traffic data with the intention of detecting anomalies or similarities. Pang et al. [3] show the Beijing metropolitan area divided into cells. The days presenting irregularities are determined by counting the number of taxis in a cell during a time period.
An irregularity is a different number of taxis than expected. In [4] , the intensity of traffic congestion is measured with the traffic performance index (TPI). The observations are clustered based on indexes related with the TPI, resulting in similarities (for a specific month) on Saturdays, Sundays, festivals and holidays, regular weekdays, severely congested weekdays and the most congested weekday.
Yoon et al. [5] define if a speed trace presents unusual traffic. The measured speed traces are represented as points in a plot with x-axis values as the temporal mean speed (road segment length divided by traversal time) and y-axis values as the spatial mean speed (the arithmetic mean of the instantaneous speed measured each 50 feet). A threshold (with values in the x-axis, to vertically divide the plane) is defined as the road length divided by the 5 th percentile of traversal time plus red-light time (as the traffic light is causing stopping time). Another threshold (with values in the y-axis, to horizontally divide the plane) is defined as the 5 th percentile spatial mean speed on the right side of the vertical division. The divisions thus create four quadrants: the points in the upper right quadrant represent speed traces with spatial and temporal good traffic, the lower left is the opposite: lousy traffic in time and space. Then, a traffic metric is proposed, which is calculated as the distance between a point of the plot and the origin of the quadrants.
Raiyn and Toledo [6] propose an algorithm and scheme based on an improved exponential moving average, where a speed below 30 km/h than the measured average speed is deemed abnormal. Anomalies can also be detected with flow as variable, as in [7] , where a method is designed to detect atypical drivers' routing behavior by comparing the historic flow obtained from offline mining and real-time information. In [8] , anomalous regions with long term bad traffic are detected by processing trajectory data from crowdsourced buses, while in [9] , dictionary-based compression theory is the basis to identify anomalous spatial and temporal traffic flow patterns. Wang et al. [10] propose a two-step solution for anomaly detection: 1) Collaborative Path Inference (inferring possible routes between GPS readings), and 2) Road Anomaly Test (comparing road segments between themselves and their neighbors).
For the specific case of traffic research, accidents are considered as anomalies, and thus detection of these incidents is important. Traffic accidents can be predicted by measuring standard deviation of speed [11] . An algorithm to detect and classify anomalies is proposed in [12] , considering the variability of microscopic traffic variables: relative speed, intervehicle time gap, and lane changing. In that work, anomalies are classified as transient anomalies (that do not significantly modify the traffic from a macroscopic viewpoint) and incident precursors (commonly followed by congestions or accidents).
Different techniques to detect anomalies can be found in literature. For example, there are anomaly based detection techniques that assign data to different classes, and for which only some classes are considered normal, as in [13] and [14] . Other techniques consider only one normal class, as in [15] and [16] . Some applications for detecting anomalies are presented in [17] .
There are different applications for which it is convenient to analyze traffic patterns. In [18] , speed patterns are used to find an optimal path, i.e., minimum travel time. A methodology to choose the locations of sensors in a freeway is presented by Kianfar and Edara [19] . A freeway is divided into cells, and speed measures are performed in each one. Cells with similar speed patterns are placed in a cluster. Each adjacent (physically together) cell that belongs to the same cluster conforms a detection section. In each detection section the optimal placement method is used to select the position of the sensor.
The vehicle discharge rate on two freeways in Toronto, Canada, was analyzed in [20] . It was observed that the two locations exhibit the same pattern: alternating between higher and lower discharge rates. However, in the aggregate over time, the discharge rate is almost constant, and this does not change through the days. Helbing and Huberman [21] determine the density at which cars and lorries travel at the same speed. This state is safe because the traffic flow is stable since there is no overtaking.
There is also research that aims to identify congestions. An approach to differentiate between congested and non-congested traffic during holidays is presented by Jun [22] . A Gaussian mixture model is used to describe the speed distribution at different days for freeways and, with distributions analysis, it was determined which days were effectively congested. Xu et al. [23] identify congestion events. Two slow traffic records may be direct spatial-temporal connected under certain threshold conditions. If two slow traffic records (r 1 and r n ) belong to a chain of records, and each record is spatial-temporal related with its consecutive, then r 1 and r n are congestion reachable. The congestion events are clustered, and a traffic pattern is determined. In [24] , traffic conditions are identified by analyzing patterns (with information of the participating vehicles) through pattern recognition techniques. With a classification algorithm, three states are detected: free flow, towards jam, and jammed.
There is also work related with traffic prediction. In [25] , a method predicts speed and volume from 5 min to 1 h in advance. Traffic predictions are performed by Asif et al. [26] , considering three components to cluster road segments: space, time and prediction horizon. A method to predict traffic on a road without available information is to use correlated roads [27] . Taxis were used to collect data with GPS sensors, a taxi report (typically delivered each one minute) includes: vehicle's location coordinates, timestamp, and optional speed and heading. The average speed is calculated as the summation of the speed's reports divided by the total number of reports in a time interval centered at t for a specific road r. Then, considering the time required for the prediction and previous k days, a list of the correlated roads is sorted. The spatial correlation of traffic conditions is analyzed by computing the mutual information among roads (the entropy of average speeds on each road and the joint entropy between any pair). The most correlated roads are referred as helping roads. The average speed of each helping road is weighted according to redundancy and a prediction is delivered. The accuracy of the prediction is related with the number of helping roads, the number of previous k days considered in the correlation analysis, and the time interval (centered at t) to measure speed.
B. CONTRIBUTIONS
When comparing our work with the literature review, we found five advancements that are worth noticing: 1) the algorithm that differentiates between normal and abnormal speeds requires low computation cost; 2) the only sensor employed to acquire data (through the Google API) is a GPS; 3) recent data can be compared with historic data from any time (when available) to detect speed anomalies; 4) the method distinguishes between normal and abnormal speeds solely on the basis of a common speed, not on fixed bounds; 5) the speed data is collected from many kinds of vehicles concurrently, which paints a more complete picture than other studies that focus only on one kind, e.g., taxis or buses.
II. METHOD
The method presented in this work makes the following assumptions: 1) normal speeds occur frequently in specific clusters; 2) all speed samples belong to a cluster; 3) if the speed on a specific place is changing, the same may happen to the common speed; 4) the speed trend is not known a priori.
We define clustering as the process of grouping a set of observations into multiple groups or clusters (this two terms are used instinctively throughout this work), such that all observations in a cluster are similar with each other, and dissimilar with observations from other clusters [28] . The similarities (dissimilarities) are evaluated, often with distance measures, according with attribute values of the observations. The method proposed in this article is described in the following order: zone under study, data source, data arrangement, data processing, and data comparison.
A. ZONE UNDER STUDY
During the last years, it has become more common for cities to suffer traffic congestions [29] , [30] . This causes severe time delays and high financial costs. In the present work we study the 12 spots (Fig. 1 ) that reported the worst traffic congestion in Mexico City during 2016 [31] .
The locations considered in this study are listed in Table 1 . For some of these locations, there is car flow in the opposite direction, i.e., oncoming traffic. A segment is a distance of approximately 500 m, with initial and final GPS coordinates shown in the same Table 1 .
B. DATA SOURCE
The travel time required to traverse each segment is acquired every 15 min [22] No speed greater than the upper limit of the 3 rd group was detected in the data collection set.
Data was stored using cell arrays. 
We refer to the ''relevant'' category or categories (stored in RC) as the minimum value (and elements with equal value than the minimum) in D which index (referring for the speed category) corresponds to C, i.e. RC = bel (pos (min ([di 1 di 2 di 3 ]) 1:2) ), which is the sum of the first two elements (with positions 1 and 2) in DT. Similarly, v 2 = 46.0852 is calculated with sum(DT (3:4) ), that is the sum of the last two elements (with positions 3 and 4) in DT. As v 1 < v 2 , then DT (1) + DT (2) < DT (3) + DT (4), and the base speed is found (line 13) as B{2}{3}{7}(1) = 5.2526.
E. DATA COMPARISON
The speed vector for each space (segments) and time (days and time blocks), with N weeks, is compared with the respective base vector, in which are the usual speeds.
The similarity (from 0 to 1, with 1 the most similar) for the w week, P = [d h s], and i speed sample, is calculated with (4).
The numerator of the division in (4) is denoted nu = |M {w} {d} {h} {s} (i, 2) − B {d} {h} {s} (i)|. We set rs = 60 km/h, if nu happens to be greater than rs, we assume them to be equal (nu = 60 km/h), since the speed difference is enough to set the similarity to 0. nu ranges from 0 to 60 km/h and tends to decrease the similarity score from 1 to 0, respectively. The global similarity score (for each w = 1 . . . N ) is calculated with (5),
Example 1 (section E): As an example, consider five weeks (N = 5), Wednesday (d = 3), time block from 18:00 to 23:59 (h = 4) and Tlalpan street (s = 10). Table 2 shows the speed samples (of each week) and the base vector. With (4) we obtained the results presented in Table 3 , and with (5) SS 1 = 0.9260, SS 2 = 0.9030, SS 3 = 0.8697, SS 4 = 0.8515 and SS 5 = 0.5688. In this example week 5 is the least similar with the base: Table 3 shows, in the column with the results of DF 5 , that 11 samples (representing the 45.83%) have a similarity below 0.6. 
III. RESULTS
The results of this section use the data of the five weeks to calculate the vector base for each day, time block and segment. A threshold = 0.6 (depending on the similarity that is intended) is defined and compared with SS w . Table 4 shows the street segments (with the corresponding week, day and time block) presenting unusual speeds (with SS w ≤ 0.6). Irregular weeks (with unusual speeds) can be observed occurring at the same day (d), time block (h), and segment (s), e.g., with P = [4 3 3] , two weeks are irregular: week 1 (March 5-9) and week 5 (28 May to 1 June). Table 5 shows the speed samples for each week with P = [4 3 3] and the resultant base. It is observed that the usual speeds (from the base vector) are greater, or at least equal, than the experienced in weeks 1 and 5. Hence something occurs in these weeks that reduces the speed at which the vehicles usually travel. The speed data of each case presented in Table 4 is compared with the respective base vector with code 1, which sets counters ab, eq, and be. Then the week, day, hour and segment under evaluation gets a percentage of speed observations above the usual speeds with Pa = (ab/24) * 100%, a percentage of speed observations equal to the base speeds with Pe = (eq/24) * 100%, and a percentage of speed observations below the base speeds with Pb = (be/24) * 100%. Table 6 shows the percentage of speed samples for the 3 cases, i.e. Pa, Pe, and Pb. The table shows that in some cases 
Code 1 Counting
Input: ab = eq = be = 0 Output:
Pa is close in value to Pb, e.g., case 19, with Pa = 41.66% and Pb = 33.33%. To examine further this case, Table 7 shows the speed samples of each week, and the base, considering P = [4 2 20] , the parameters vector of case 19.
In Table 7 , the observed speeds from week 4 (fourth column) exhibit smaller values than the base speeds in samples 3-10, corresponding to the time block from 6:30 to 8:15, then Pb = 8/24 * 100% = 33.33%. The observed speeds greater than the base speeds are: 13 and 16-24, corresponding to the time block from 9:00 to 9:15 and from 9:45 to 11:45, respectively, so that Pa = 10/24 * 100% = 41.66%. The rest of the observed speeds are equal to the base speeds, representing Pe = 6/24 * 100% = 25%. It should be noted that at some intervals of the time block the observed speeds are higher than the base speeds (the cause changing the speeds has a positive effect on traffic). Yet, in another interval the opposite situation occurs.
IV. CONCLUSIONS
The method described in this research allows to detect the week (among 5 weeks from 3 consecutive months), the day (from Monday to Friday) and time (divided into 4 blocks) at which the travel speeds are unusual. Table 4 shows the 27 cases where the score used to measure the similarity between the usual and observed travel speeds is smaller than the selected threshold, i.e., SS w ≤ 0.6. From the cases in Table 4 it should be noted that 37.03% occurred in week 3 (from May 7 to 11) on Thursday, this day corresponds to May 10, which in Mexico is Mother's Day, which possibly explains the unusual speeds detected. These cases present at least a 79% of speed observations with higher values than those of the base, except case 20 (the only one that occurs in time block 3), which has 58.33% of speed observations with lower values than the base speeds.
As stated before, it is possible to detect more than one irregular week among the others with the same parameters. Table 4 are occurring on a Thursday. From Table 6 it can be seen that cases 3, 4, 8, 10, 13, 25 and 26 have a large count (more than 60%) of speed observations below the base speeds, thus traffic is negatively affected. On the other hand, cases 1, 2, 5, 6, 7, 9, 11, 12, 14, 15, 16, 18, 21, 22, 23, 24 and 27 have a large count of speed observations above the base speeds, thus traffic is positively affected. Cases 17, 19 and 20 have a less biased distribution between the three possibilities, since in the same time block there is both a positive and an adverse effect on traffic.
The proposed method is configurable: the frequency to acquire data and the number of time blocks can be adjusted; the parameter rs defines the value of the maximum speed difference (Equation 4) that will then set the similarity score; the parameter threshold is used to detect the cases presenting unusual speeds. These and other parameters can be set according to specific requirements. The results obtained through this method may be a useful indicator that further analysis is needed. For instance, there might be spatial and (or) temporal relations of unusual speeds, as there are events that trigger speed changes at different locations and (or) at different times that are not apparently related. Moreover, the unusual speeds might be having a positive or negative effect on traffic, which also could lead to establish speed relations.
It should be mentioned that to detect unusual speeds, they must occur within the weeks where historical data is available. In other words, it is necessary to measure common speeds, i.e., those that happen frequently, and uncommon speeds, i.e., those that happen less frequently. The period under study must be long enough to catch uncommon speeds among the selected weeks, and short enough to ensure that the common speeds are similar with each other. Future work of the one presented here is to perform analysis to detect spatial and temporal relations of the unusual speeds detected, incorporating the effect, either positive or negative, on traffic. 
